Introduction and notations
Traversals of directed graphs, with the fundamental notions of spanning subtree, and associated ordering of vertices have often been exploited for the design of rather efficient and elegant algorithms [8, 15, 21, 22] . Useful functions may be easily computed by preserving some convenient information at every visited vertex. We make use of this method here, with two characteristic points: -A breadth-first traversal is performed in a directed acyclic graph (i.e., a dag). -This dag is the Hasse graph of a distributive lattice [2, 4] . Thus, the arcs can be labeled. The traversal induces a bipartition on the set of arcs, and this bipartition has remarquable properties, in relation with the labeling. As an application, efficient algorithms for polynomial problems such as -canonical decomposition, -computation of transitive closure, -random generation, -recognition, -orientability, can be designed. The same type of work may be found for other classes of dags: series-parallel digraphs [23] , N-free dags [ 13,141, lattice dags or modular posets [5] , posets having the graduation (Jordan-Dedekind)
property [6, 10] , chordal bipartite graphs and crowns [7] .
The reader is referred to [3] for the fundamental notions of graph theory, and to [2,1 l] for the basic definitions of finite poset theory. All the structures considered in what follows will be finite.
Lattice. A poset (E, I
) is a lattice if, for all x,yeE, there exists a lower bound, denoted by x~y, and an upper bound, denoted by xvy.
Consequently, a (finite) lattice contains a unique minimal element, denoted by 0, and a unique maximal element, denoted by 1. The dual poset of a lattice is a lattice, and we can also give an algebraic definition of a lattice as a set with two laws of composition A and v satisfying some axioms [2] .
Irreducible elements.
An element x of a lattice is called join-irreducible (or just irreducible since only join-irreducibility will be considered) if for all y, z EL x=yVz implies x=y or x=z.
Particularly, 0 and the atoms (i.e., the elements covering 0) are irreducible elements.
Ideal.
A subset (X, 5) of (E, 5) is an ideal if for all x, y E E XEX and y~x imply YEX.
Let k be an integer, 1 I kc IEl, a k-ideal is an ideal X of E with 1x1 I k. But this definitioncannot really be exploited from an algorithmic point of view, and its only interest lies in the fact that checking the distributivity property takes polynomial time. We will mainly use here the, following fundamental property:
Let P be a finite poset. The family of ideals of P forms, under inclusion, a sublattice T(P) of 2' that is therefore distributive. These standard properties are explained and proved in [19] , in which the reader will find a detailed and original survey for these structures.
Let us illustrate these results by an example. In Fig. 1 Notations. Subsequently, we shall only use the Hasse graph, G = (E, Z-) (r the successor function)
of g(P).
A vertex of G will be noted by a major letter, and will be identified, in order to avoid the multiplication of notations, with the ideal it represents. To remain quite clear, the elements of P will be noted by greek minor letters. Thus, to each element a of P, corresponds the ideal _a of elements less than or equal to a. cr is a vertex of G with a unique predecessor and will be called irreducible vertex.
The disjoint union in g(P) will be denoted by 0. Every arc xy of G is labeled by e(xy) E P (see also [4] ). The rank r(X) of a vertex X is the length of a path connecting X0 (unique source) to X. r(X) is equal to the cardinality of the ideal X, and if X=e is an irreducible vertex, r(X) is equal to the number of elements of P less than or equal to CY.
In Fig. 1 , B=l, C=2, F=3, G=5, E=4, K=6, V=Z, and T=8.
Computation of G. Let us notice that G is easily built from any acyclic digraph G'= (E, r') associated to g(P) (i.e., whose transitive closure is the order relation of g(P)). Indeed, G satisfies the graduation property:
and G has a unique source. Consequently, a graduation is given by the rank function T, and the arcs of G are the arcs XY of G' satisfying r(Y) = r(X) + 1.
The well-known computation of the rank function requires linear time according to the size of G (see [6] ).
2. The arc-labeling of a DL-graph 2.1. Breadth-first spanning tree of G We shall assume that the reader is familiar with the notion of directed spanning subtree generated by a (depth-first or breadth-first) traversal of a rooted digraph. In the case we are dealing with, G is the Hasse graph of a distributive lattice, a structure that we shall call a DL-graph: (a) G has no transitivity arcs. (b) G has a unique source X0.
(c) G satisfies the graduation property and all the paths between distinct vertices have the same length.
Let us consider a breadth-first traversal of G, and let A be the breadth-first spanning tree rooted at X,,, and v the preorder numbering of the vertices.
According to (b) every vertex is numbered. According to (a) and the fact that G is acyclic, a breadth-first traversal induces a bipartition on the set of arcs: tree arcs and cross arcs (cf. [l] ).
According to (c), the level-partition (i.e., vertices with equal rank) of A is identical to the level-partition of G.
Thus, every successor Y of X is such that: -r(Y)=r(X)+ 1, -either XY is a tree arc or XY is a cross arc. In the latter case, there exists a vertex X', with r(X') =r(X) and v(X')< v(Y)< v(X) and X'YEA.
We denote by a the order of arc examination in the traversal. a is the lexicographic order associated to v, an arc XY being considered as a 2-tuple:
A has the following fundamental property: Let T be any vertex of G, k a number such that r(T)5 ks JPl and Z the descendant of T in A with rank k (if existing), such that v(Z) is maximum. Then any descendant Z' of T in G, with rank k, verifies v(Z') 1s v(Z).
The proof is immediate by induction of k.
Cross arcs leaving X
Let us now consider a breadth-first spanning tree (BFT for short) A of G. The unique predecessor of any vertex X#X,, will be denoted by p(X).
Let CL(X) be the set of labels of cross arcs leaving X and let
L-(X) = { e(p(X)Z) 1 Z E T(p(X))
and v(Z) < v(X)}.
Thus L-(X) is the set of labels of the arcs leaving p(X) and strictly dominated (according to a) by p(X)X.
a induces a total order aL on CL(X) and L-(X).
Theorem 2.1. (CL(X), a,) = (L-(X), a,).
Proof. Let XY be a cross arc leaving X. We denote by TO the least common ancestor of X and Y in A and by T the successor of TO in the unique path of A from TO to Y. The thick arcs in Fig. 2 form the breadth-first spanning tree A, and the thin ones represent cross arcs and go "from left to right". r(Y) = r(X) + 1 = r@(X)) + 2.
On the other hand, T,<p(X), T#tp(X), and T# Y since r(T)<r(Y).
T<X, for according to the fundamental property of A, every descendant 2 of Tin G with rank equal to r(X) satisfies v(Z) < v(X). Thus T$p(X).
Consequently, PA
T# T.
Let Z=p(X) V T. According to the modularity property [l 11 ,
r(Z) = U(X)) + r(T)-r(p(X)A T).

T,I~(X)A T< T since Tosp(X)
and To< T. Therefore p(X) A T= To and r(Z) = Q(X)) + 1, which means that Z covers p(X) in g(P). Moreover, Z is dominated by Y and r(Z) = r(X). Consequently, Z is covered by Y.
Finally we get here the three possible cases displayed in Fig. 3 . Each arc of G is labeled by an element of P, which implies the identities e(p(X)X) = e(ZY) and e(XY) = e(p(X>Z).
It follows that CL(X) c L-(X). Let us now prove that if XY' and XY are two cross arcs such that v(Y')> v(Y), it follows that v(Z') > v(Z).
Tsp(Y'),
otherwise Ts X= YA Y'. Z=p(X)v T is a descendant of Tin G, and
(1) 12) Conversely, let us consider the tree arc p(X)X and suppose there exists an arc (cross arc or tree arc) p(X)Z with v(Z) < v(X) (see Fig. 4 ).
PM)
Fig. 4.
As X and Z cover p(X), p(X) = XA Z, and Y = XV Z covers X and Z by modularity. p(X)Z may either be a cross arc or a tree arc. On the other hand, as v(Z) < v(X), XY is a cross arc such that e(XY) = e(p(X)Z). Fig. 4 ). The unicity of the labeling implies that
One infers that CL(X) =L-(X).
If P(X)Z and P(X)Z' are two arcs such that v(Z) < v(Z') < v(X), e(p(X)Z) = e(XY) and e(p(X)Z') = e(XY') (see
according to the first part of the reasoning.
As a conclusion,
One part of this result can be used in an algorithmic manner. Let us notice that if XY is the first cross arc (with respect to a) entering Y, one necessarily stands in case (1) or case (2) of Fig. 3 
. Thus Z=p(Y), e(p(Y)Y)=e(p(X)X)
and e(XY)= e(p(X)p(Y)).
Otherwise, one stands in case (2) or case (3) of Fig. 3 , and e(XY) = e(p(X)Z), Z being the unique vertex such that e(ZY) = e(p(X)X).
Labeling algorithm
Let P be a finite poset, let G = (E, ZJ be the Hasse graph of g(P), with n vertices and m arcs and maximum degree d, and X any vertex of G. We want to determine X as a subset of P, or, which turns out to be the same, how to label each arc of G by the adequate element of P. A straightforward algorithm would be the following one: vertex. Thus the total running time is 0( 1P Im). (0 is Knuth's notation, see [16] .) Let us prove that the labeling can be computed in one pass. The following algorithm, LABEL, builds a BFT of G by using a queue with associated operations (see [l] ):
-INIT: creation of the queue.
-FRONT: returns the element heading the queue.
-DEQUEUE: deletes the last element.
-ENQUEUE: inserts a new element heading the queue.
-EMPTY: boolean flag testing wether the queue is empty or not. LABEL uses a set T to check whether a vertex has been visited or not, a function P giving the predecessor of a vertex in the BFT, a boolean function MARKED checking, for each vertex Y, whether the arc p(Y)Y has been labeled or not. The notations correspond to the ones in Fig. 3 , which contains the three possible cases of labeling. The elements of P are numbered, as they are visited, by consecutive integers from 1 to IPI. We denote by I '-'Y the predecessor of Y, say 2, such that e(ZY) = i. 
Applications
Canonical decomposition
From the labeling, one can easily get the canonical decomposition of a vertex into irreducible elements, by the recursive formula:
x, = 0,
This disjoint union may be realized when p(X)X is labeled, and requires a time complexity in a constant factor within the size of the result.
Transitive closure of G
The transitive closure of G can be recursively obtained using the following considerations:
Des(X,) = E, Des(X) = {YE Des(p(X)) 1 e(p(X)X) E Y}.
So, for each vertex X, the set of descendants can be easily computed from Des@(X)). Example. In the lattice of- Fig. 1 , { 1,2,4,5} is the set of elements covered by 7 in P, and the set of arcs entering T=Z.
The Hasse graph of P can be built step by step in LABEL, without altering the complexity of the procedure, by using a representation of the dual graph of G, with adjacency lists for instance. As soon as the arc p((p)p) is explored in G, /3 is connected to its predecessors al, . . . , ai in the Hasse graph of P.
Grid of ideals
I. Static properties
Let P be a finite poset and let G,(P) be the subgraph of G induced by the vertices of rank 5 k, 0 5 kl lP 1. Thus, G,(P) is the Hasse graph of the subposet of k-ideals of P.
The irreducible vertices of G,(P) form a subposet Pk of P, that is, the set of elements of P that dominate at most k elements in P. Proof. According to the definitions of Pk and of a k-ideal, every k-ideal of P is included in Pk. 0
Corollary 3.3. G,(P) = Gk(Pk).
Proof. According to Lemma 3.2, Gk(Pk) is well defined.
According to Lemmas 3.1 and 3.2, every k-ideal of P is a k-ideal of Pk and conversely. G,(P) and Gk(Pk) are isomorphic dags. Gk(Pk) is characterized by Pk, that is, by its irreducible vertices. 0 Such a Hasse graph (which corresponds to the poset of k-ideals built on the poset P induced by its irreducible vertices) will be called a k-grid, and denoted by G,(P).
Corollary 3.4. If one adds to a k-grid an irreducible vertex of rank k, the result is still a k-grid.
Proof. Let Gk(Pk) be a k-grid, Y the new irreducible vertex and X its unique predecessor.
r(X)= k-1 and, if X+X,,, let al,a2, . . ..oi be the maximal elements of X, where X is considered as a subposet of Pk. Let P be the poset obtained from Pk by adding an element p covering al, a2,. . . , a;. It can easily be proved that _ the k-ideals of Pk are the k-ideals of P that do not contain p; _ the only k-ideal of P containing p has k for cardinality and in G,(P) it admits a unique predecessor, precisely the k-ideal with maximal elements (xi, a2, . . . . ai.
Thus the dag obtained from Gk(Pk) by adding the arc XY is precisely G,(P). If X=X,,
then k= 1 and Pk is reduced to an antichain (i.e., a poset in which any two elements are incomparable). In this case, the property is obvious. 0
We could establish in the same way
Corollary 3.5. Let Gk(Pk) be a k-grid. By removing an irreducible vertex p of rank k, one gets the k-grid Gk(Pk -p). _
Remark. If lPki =k, then IPk-pl =k-1 and Gk(Pk-P)=Gk_l(Pk-P).
Breadth-first spanning tree in a grid
Let Gk+l(P) be a (k-t 1)-grid with BFTA,,,, and without irreducible vertices of rank k + 1. Let X be a vertex such that r(X) = k. We use as in Section 2 the notations CL(X) and L-(X), and let TL(X) be the set of labels of tree arcs leaving X. According to Section 2.
2, (CL(X), a,) = (L-(X), a,). We want now to compute TL(X).
We define
L(X) = (e(UZ) 1 UET~(X), UZEA~,, and v(Z)>v(X)).
In other words, L(X) is the set of labels of tree arcs leaving a predecessor of X and "(=+(X)X.
Theorem 3.6. E(X) =L(X) -CL(X).
Proof. Let us suppose there exists an arc XYEA,, 1. As Y is not irreducible, let 
Consequences.
Let Gk(Pk) be a k-grid, with BFT Ak. One tries to build up Gk+ l(pk): -if lpkj = k, then Gk+ t(pk) = Gk(Pk) = g(pk); -otherwise, the set of vertices with rank k+ 1 in Gk+ t(pk) is
U{X@cr ) CXE TL(X)}.
A BFT Ak+, on Gk+ r(Pk), whose restriction to Gk(Pk) is Ak, is defined by the ordering v on successors of any vertex X such that r(X)=k, with, if r(X) = r(X') = k,
for every successor Y(Y') of X(X') in Ak+ 1.
We may obtain such a BFT by describing the level k with respect to ordering v and generating for every X with rank k the set of arcs {XY 1 e(XY) E TL(X)}.
Afterwards
{XY 1 e(XY) E CL(X)} defines the set of cross arcs leaving X.
We exploit here the following original result: the bipartition on the labeling of the arcs XY, r(X) = k, r(Y) = k+ 1, is characterized by the bipartition on the labeling of the arcs UZ, r(U) = k -1, r(Z) = k, kz 1. This points out a preferential aspect of the dynamic development of a BFT in a DL-graph. Let us consider again the example of Fig. 1 elaborated in Fig. 7 . 
Random generation of DL-graph
Let Gk(Pk) be a k-grid with associated BFT A,. It can easily be extended to a k + l-grid Gk+ 1 (Pk+ ,) with associated BFT Ak+ 1 : one only needs to compute Gk+ i(P,J and arbitrarily add to it irreducible vertices with rank k-t 1. One gets a k+ l-grid according to property 2.
A proper algorithmic use of these results enables us to design an efficient algorithm for the generation of a DL-graph. The following algorithm, GENER, uses three procedures: -DRAW generates an arc XY with e(XY) = i. -TREE (which calls DRAW) generates the arcs of a BFT, represented by its predecessor function p. -IRR (which calls TREE) generates the arcs entering an irreducible vertex. These vertices are consecutively numbered from 1 to IP 1. We denote by Zi the successor Y of 2 such that e(ZY) = i. Proof of GENER. Let us prove the fundamental invariant of the while statement, that is: at the kth step, the generated subgraph is a k-grid with BFT Ak.
Algorithm
For this purpose, let us prove that the sets 7"(X) and CL(X) have correct values, for every X such that r(X) = k.
_ CL(X) = K(X):
obvious by the for statement on 2.
-For every vertex X with r(X) = k, one has indeed got a labeling of the arcs leaving X, that is
YET(X), ZeZ-(X),
Y#Z * e(XY)#e(XZ).
Proof by induction on T(X): The property holds for X,. According to what is above, the property holds for cross arcs leaving X (induction hypothesis). Checking Zi=O implies that there exists at most one arc XYEA$+ 1 with label i. The case of irreducible successors is obvious. Thus T'(X) tl CL(X) = 0.
-Let XYEA~+, . XY is labeled by TREE when labeling the first cross arc entering Y. Then e(XY)=e(p(Z)Z).
Notice that Xi has been set to 0 when calling TREE(p(Z)Z) (see Fig. 5 ). Thus TL(X) c L(X). Conversely, if U is any predecessor of X such that CJZEA, and v(Z)< v(X), when 2 is treated in the for loop, an arc XY such that e(XY) = e( UZ) = i is created if not existing yet (see Fig. 6 ).
So L(X) c TL(X) @ CL(X) and TL(X) = L(X) -CL(X). At last, an arc created with label a indeed connects the ideal X to the ideal X@a with respect to Fig. 8 , which completes the proof. Moreover, the ordering v on the successors of a given vertex in Ak+ I is the same as their creation ordering in TREE. Thus the for loop in GENER is easily performed.
Consequently, the ordering v at the k + 1st level is obtained by describing the kth level with respect to v, and processing consecutively successors in Ak+, of each vertex of rank k.
The test Zi = 0 requires a data structure allowing a direct access, for every Z with r(Z) = k, to vertices Zi, i E Pk. Thus, GENER requires the same amount of space as LABEL, and the initialization of this data structure is also achieved during the execution.
Theorem 4.1. There exists a linear-time (within the size of the result) algorithm for the random generation of a DL-graph.
Remark. The Hasse graph of P can easily be generated, in the same manner as in the previous paragraph.
Recognition of a DL-graph
I. Hasse graphs
Given a Hasse graph G = (E, r), with n vertices, m arcs and maximum outdegree d, we want to know whether G is a DL-graph or not. G has no transitivity arcs (for the suppression of transitivity arcs, see [12] ). It is easy to determine irreducible vertices, to check whether G has a unique source or not, and to check that for each arc XY, r(Y) =r(X) + 1 with a linear-time algorithm.
These are necessary conditions for G to be a DL-graph. The principle of the recognition algorithm lies then in verifying that for each level k, the restriction of G to vertices of rank 4 k is a k-grid. If this property is true for one k, kz 1, one tries to extend a BFT A, to a BFT Ak+ 1, and to create a labeling for the arcs XY, r(X) = k, r(Y) = k+ 1.
The algorithm TDREC is a breadth-first traversal of G, with the following checks:
-for every vertex X, one endeavours to label cross arcs leaving X according to the equality (CL(X), a,) = W(X), a,); -for every cross arc XY, if p(X)Z is the corresponding arc in L-(X), one checks that the subposet {p(X),X, Y Z} has the structure given by Fig. 8 .
The algorithm is designed using a bipartition of T(X) into TT(X) (tree arcs) and TC(X) (cross arcs). For simplification, we use the notation CHECK. The failure of any of these checks implies the nonexistence of the DL-graph property.
The proof is similar to the one of algorithm GENER: the subgraph induced by vertices of rank cr k is a k-grid, for k I 1. Let X be such that r(X) = k.
-From ICL(X)l = IL-(X)1 and e(XY) =e(p(X)Z), one gets CL(X)=L-(X). -From the test CHECK(ZI'=O), one has indeed (see the proof of GENER), a labeling of the set of arcs leaving X. Thus TL(X) n CL(X) = 0.
-The inclusions TL(X) c L(X) and L(X) c T'(X)@ CL(X) can be established in the same manner as in GENER.
-At last, the coherence of the subposet induced by {p(X),X, Y Z> is insured by the tests CHECK(Ye T(Z)) and CHECK(e(ZY) = i).
Conversely, if G is a DL-graph, all the tests CHECK are satisfied, which completes the proof. 0
Complexity.
The complexity of this algorithm depends on: -the operation SORT(T(X)), which requires for each vertex X O(IT(X)I log( IT (X) time. -the test CHECK(YeT(Z)), which requires for each cross arc ZY O(log(IT(Z)I)) time in a sorted array.
Consequently, for each vertex X, the set T(X) must be stored in a sorted list and in a sorted array (with respect to ordering v).
With this constraint, the resulting complexity is O(m log d). Let us bear in mind that n 2 2' (g(P) contains the hypercube issued from a vertex with outdegree d). The space complexity is the same as the preceeding one. 
General case
G is not a Hasse graph (that is, it contains transitivity arcs). We want to know whether G represents a distributive lattice. We may proceed as in [23] (2) Check that GH (n vertices, m arcs) is indeed a DL-graph.
This requires
O(m log log n) time.
(3) Check that GH is indeed the Hasse graph of G by testing if each arc of (E, rr) is a transitivity arc for GH. This third step is elegantly solved in [23] , by computing a family of linear extensions whose intersection is (see [ 191) the associated order relation, and the minimum cardinality of such a realizer is 2. It should be quite convenient to use here a similar method, since for a distributive lattice, the minimum cardinality of a realizer is d .
However, the computation of such a realizer requires the knowledge of a minimal cardinality path-decomposition of the poset P. It then seems difficult to preserve the complexity of steps (1) and (2) . One may here only compute the transitive closure of GH, and check whether each arc of (E,r,) belongs to this dag. The resulting complexity is then 0( IE 12), according to Section 2.3.
The diagram problem
The diagram problem can be formulated as follows:
Given an undirected graph G, is there any poset whose Hasse graph has G as its associated undirected graph? If the answer is yes, we say that G is orientable as a Hasse graph. It has been previously demonstrated that this problem is NP-complete [20] and few results are known. For DL-graphs, a fundamental property is proved in [9] : this property uses the notion of distance d(x, y) between two vertices x and y, that is, the number of edges in a chain of minimum size which contains x and y [3] .
The diameter D of G is then defined as the maximum distance over G. An algorithm for solving the diagram problem for a graph G with n vertices and m edges would thus be achieved in two steps:
(1) Determine the diameter of G and a vertex x0 satisfying the previous criterion. 
