We construct examples of nite time blowup in sup-norm and total variation for 3 3-systems of strictly hyperbolic conservation laws. The exact solutions are explicitly constructed. In the case of sup-norm blowup we also provide an example where all other p-norms, 1 p < 1, remains uniformely bounded. Finally we consider appropriate rescalings for the di erent types of blow up.
Introduction
We consider systems of conservation laws of the form U t + F(U) x = 0; (1) with initial data U(x; 0) = U 0 (x); (2) where U(x; t) = (u(x; t); v(x; t); w(x; t)) 2 IR 3 , and F : IR 3 ! IR 3 is smooth and strictly hyperbolic, i.e. the Jacobian DF has real and distinct eigenvalues. We assume that each characteristic eld is either genuinely nonlinear or linearly degenerate in the sense of Lax 20] .
The existence of a weak entropic solution to the Cauchy problem for an n n-system of the form (1) has been established in two main cases. Either the total variation of the initial data is assumed to be su ciently small, or one considers systems of two equations. In the seminal paper 14] Glimm introduced a functional consisting of a linear term, giving the total variation of the solution, and a quadratic term measuring the amount of waves generated by future collisions. For data close to a constant state and with small total variation the functional is decreasing in time, and a compactness argument yields a weak entropic solution to (1), (2) . This solution is constructed by Glimm's scheme 14, 21] , or by wave front-tracking 4, 5, 26] .
Various extensions and re nements of the original result have been given. Young 33 ] proves a third-order estimate for wave interactions, and use this together with a reordering technique to obtain L 1 -stability for solutions constructed by Glimm's scheme. In 31] Temple and Young derive su cient conditions for existence of solutions to 3 3-systems with a 2-Riemann invariant when the data has small amplitude but possibly large variation. The Department of Mathematical Sciences, Norwegian University of Science and Technology, N-7034 Trondheim, Norway, e{mail: helgekj@math.ntnu.no same class of systems is considered in 32] where existence of solutions up to any prescribed time is established for data with arbitrary large total variation and correspondingly small sup-norm. In both this work and in the work by Cheverry, a new length scale for the Cauchy problem was introduced. Using this Cheverry 9] has showed how to relax the restriction on the variation of the initial data for n n-systems where all the elds are genuinly nonlinear. Finally, Schochet 27] shows that for n n-systems with \almost planar interactions" the conditions on the initial data can be relaxed.
For the case n = 2 stronger results have been obtained. Glimm and Lax 15] considered a large class of 2 2-systems and proved global existence of a weak solution under the weaker assumption that the oscillation of the initial data is su ciently small. Several works establish existence with large data for gas dynamics 10, 11, 22, 24, 25] . Similar results have been obtained by applying the theory of compensated compactness 12, 13]. Serre 29] has studied the case of 2 2-Temple class systems 30] for which one has global existence for data with bounded variation. See 2] for L 1 ?continuous dependence in this case. Alber 1] proved local existence for isentropic gas dynamics when the data have compact support and bounded variation. For an extension of this result to n n-systems see 28] . A local uniqueness result in the case of small BV perturbations of (possibly large) Riemann data was established in 6].
For existence and continuous dependence for special systems with data in L 1 , see 3, 7] .
Recent results on 3 3-systems by several authors 16, 17, 19, 23, 34] show that the restriction to 2 2-systems for these stronger results is essential. More speci cally one has considered the possibilty of blowup in nite time of total variation or sup-norm. These works present special classes or explicit examples of systems for which di erent types of behavior can be found. In 17] Je rey gave an example of blowup in nite time of the sup-norm (and hence also of total variation) for a 3 3-system. The system is strictly hyperbolic and linearly degenerate in each characteristic family, and the solution is smooth. A weakness of this example is that the system is not in conservative form. Young 34] constructs exact solutions to 3 3-systems with periodic initial data. Depending on the choice of initial data and the interaction coe cients one gets di erent types of behaviour. These include arbitrary large magni cation of total variation and p-norms (1 p 1) in nite time, decay rates like 1=(1+t), exponential growth and decay, and time periodic solutions. The systems are linearly degenerate in each family (constant eigenvalues) so that the regularizing e ect of genuine nonlinearity is absent and all nonlinear e ects are due to the geometrical nonlinearities of the wave curves in state space. In 19] examples of systems which are genuinely nonlinear in all three elds are considered. Using the theory of weakly nonlinear geometric optics the authors show the existence of systems with periodic initial data where the variation grows arbitrarily large and the sup-norm is ampli ed by arbitrarily large factors in nite time. A common feature of the works 19] and 34] is the use of initial data in BV loc with su ciently small amplitude such that the solution remains local in state space. In the former case this guarantees that all Riemann problems can be solved uniquely, while in the latter it guarantees that the methods of weakly nonlinear geometric optics can be applied. For further work on the methods of nonlinear geometric optics applied to systems of conservation laws, see 8, 18, 23] . Recently Bressan and Shen 7] have given an example to the e ect that the Cauchy problem is not well posed for 3 3-systems if one allows data with in nite total variation.
In what follows we present a class of 3 3-systems for which one can prescribe initial data such that the solution blows up in nite time. We will consider blowup in both sup-norm and total variation. That is, we give a class of examples for which there exists a time T, 0 < T < 1, such that lim t!T ? kU( ; t)k 1 = +1; (3) and we also give a class of examples for which there exists a time T, 0 < T < 1, such that lim t!T ? T.V. U( ; t)] = +1; while kU( ; t)k 1 remains bounded: (4) Both types of examples are constructed by considering a situation where two 2-shocks approach each other while 1-and 3-shocks are being re ected between the 2-shocks, see Figure  1 . By carefully choosing the ux function and the initial data, we obtain the above behaviors. More precisely we get examples where the waves are magni ed at each interaction, which yields blowup in sup-norm, and where the solution is periodic in state space, yielding blowup in total variation. The examples di er from the examples given in 19], 34] both in the mechanism of blowup (i.e. the particular interaction pattern) and the fact that one actually gets in nite sup-norm or total variation in nite time. To have blowup in sup-norm the 2-shocks must be su ciently strong, and to have blowup in T.V. the strength of the 2-shocks must be chosen in a particular way which gives periodicity in state space. However, the initial 1-and 3-waves can be arbitrarily weak. We also give an example where the sup-norm blows up while th p{norms of U( ; t) remains uniformely bounded as t ! T ? . These are, to the best of my knowledge, the rst examples of this type.
The paper is organized as follows. In the next section we give the systems we will consider, we note their main properties and we formulate the main result. In Section 3 we consider Riemann problems and we derive a criteria for a Riemann problem to have a unique solution. Section 4 contains the proof of the main result. We also present rescalings which describe the asymptotics in the various cases of blowup. In the last section we collect some additional observations and comment on open problems.
Class of Systems and Statement of Main Result
We want to set up an interaction patterns like the one in Figure 1 where two 2-shocks approach each other while 1-and 3-waves (which will be contact discontinuities) are re ected back and forth between the 2-shocks. Note that this requires at least three equations, i.e. it is not possible to get an interaction pattern like this for 2 2-systems. We do this by constructing solutions to 3 3-systems of the form (1) 
Thus (ii) guarantees that the system is strictly hyperbolic. Also, since the rst and third eigenvalues are constants, the 1-waves to the left of the left 2-wave and the 3-waves to the right of the right 2-wave, respectively, do not interact (see Figure 1 ). The rst and third eigenvectors are given by
Note that the second equation in the system is a decoupled scalar conservation law for v with a strictly convex ux. It follows that the second characteristic eld is genuinely nonlinear. The rst and third elds are linearly degenerate so that all 1-waves and 3-waves are contact discontinuities. It follows that shock and rarefaction curves coincide in the rst and the third families, and these are straight lines in planes with v = constant.
Remark. This class of systems is a modi cation of the examples considered by Young 34] . The di erence is that we have introduced nonlinearity in the second eld. As in 34] we construct exact solutions.
We say that a solution of (1), (2) has interaction pattern as in Figure 1 We now state the main result of the paper. Theorem 2.1 Let the ux F be given by (5) . Then for a suitable choice of V , a(v), ?(v), 0 , and initial states U l 1 , U m 1 , U M 1 , and U r 1 , the solution of (1), (2) has interaction pattern as in Figure 1 and satis es one of the following relations.
(a) There exists T, 0 < T < 1, such that lim t!T ? kU( ; t)k 1 = +1: (8) (b) There exist a constant C > 0 and a time T, 0 < T < 1, such that lim t!T ? T.V. U( ; t)] = +1; while kU( ; t)k 1 < C for all t < T: (9) In the case of blowup in sup-norm one may choose the parameters so that all other p-norms of U( ; t), 1 p < 1, remains uniformely bounded as t ! T ? . Moreover, in all cases the system remains uniformly strictly hyperbolic in the sense that there is a > 0 such that ? 0 + < (v(x; t)) < 0 ? for all (x; t) 2 IR 0; T).
Riemann Problems
In this section we consider the Riemann problem for the system (1), i.e. the Cauchy problem when the data consists of two constant states,
We will only consider the case in which v l > v r since this is all we need to construct solutions with the properties described in the theorem. The solution of the Riemann problem then consists of a contact discontinuity of the rst family connecting U l to some state U ? , followed by a 2-shock connecting U ? to some state U + , followed by a contact discontinuity of the third family connecting U + to U r . We rst parameterize the integral curves of the rst and third family by s. These are straight lines and the parameterizations are readily obtained from (7) . We let D j s; ( u; v; w)] denote the integral curve of the jth eld, j = 1; 3, through the point ( u; v; w). Thus (16) These relations yield three curves. Along two of these v is constant and they coincide with D 1 and D 3 . The third is the 2-shock curve for which we use v as a parameter. Given the point ( u; v; w), (15) gives the speed of the 2-shock,
Substituting this into (14) gives w expressed by u and v. Using this and (17) in (16) 
Note that these expressions are linear in u and w.
Using the solution of the Rankine-Hugoniot equations, we derive a criteria to determine when the Riemann problem (U l ; U r ) has a unique solution. Let s 1 and s 3 denote the change in parameter across the 1-wave connecting U l to U ? and the 3-wave connecting U + to U r , respectively. Then 
Proof of Main Result
We now construct examples with the properties stated in Theorem 2.1. Fix a V > 0 and let the v-component of the states to the left of the left 2-shock be V , let the v-component of the states between the two 2-shocks be 0, and let the v-component of the states to the right of the right 2-shock be ?V . As noted above, this guarantees that the solution has interaction pattern as in Figure 1 . Also, since each state lies in one of the planes v V , v 0, or v ?V , it is clear that the solution is uniformly strictly hyperbolic.
We next consider left interactions in which a 1-wave hits the left 2-shock from the right.
Let the states l, m, M, l 0 , and m 0 be as in Figure 2 . Let the strength (i.e. the change in the parameter s) of the incoming 1-wave be S, while the transmitted 1-wave has strength T and the re ected 3-wave has strength R. The V : (28) We solve (26), (27) for T and R by using the expressions for the wave curves from above. A straightforward calculation yields T = S; R = S; (29) where the magni cation coe cients and are given by (30) Note that the strengths of the outgoing waves depend only on 0 , a, and V .
Next consider the situation where a 3-wave hits the right 2-wave. Let the states l, M, M 0 , r 0 , and r be as in Figure 3 , and let the strength of the incoming 3-wave, the re ected 1-wave, and the transmitted 3-wave be S, R, and T, respectively. The given quantities are now u l , v l = v M = v M 0 = 0, w l , v r = v r 0 = ?V , and S, from which we want to compute the strengths T an R. Starting at l and going either via M or via M 0 and r 0 yield two expressions for the state r. This gives two linear equations for the strengths T an R. We (33) As for the left interaction, the strengths of the outgoing waves depend only on 0 , a, and V . Figure 4 shows the strengths of the various waves assuming that the rst incoming 1-wave has strength 1.
We are now ready to choose a, V , and 0 so that the solution has the behavior stated in Theorem 2.1. We choose 0 = 1, and we let ?(v) = 2 Z v 0 arctan( ) d ; (34) for which the properties (i)-(iii) are satis ed.
To prove part (a) we assume that a(v) = v. With this choice we have that = ; and = ": Also, since V > 0, the criteria (25) is ful lled, so that every Riemann problem occuring can be solved uniquely. We now refer to Figure 4 and observe that if j j = j"j > 1, then the strengths of the 1-and 3-waves grow exponentially as a function of the number of interactions. Since there is an in nite number of interactions in nite time, it follows that the sup-norm tends to in nity in nite time provided j j > 1. We have j j = 1 + 1 ? V 2 + V : (25) is satis ed. We thus have a solution which is periodic in state space. Since there is a countable number of interactions in nite time, it follows that the total variation tends to in nity in nite time while the sup-norm remains bounded.This completes the proof of part (b) of Theorem 2.1.
L p {norms
Having established the existence of solutions which blow up in either sup-norm or total variation it is interesting to see whether one can have blowup in sup-norm while all other p-norms (1 p < 1) of U( ; t) remains bounded. Of course, as U( ; t) takes constant nonzero values outside large enough compact intervals, this refers to the p-norms computed over some compact interval. We shall see that this is indeed the case when the sup-norm increases as slow as possible. This corresponds to the case noted above where the sup-norm increases linearly as a function of the number of collisions, i. e. when = " = ?1. We give initial data such that the solution has interaction pattern as in Figure 5 . That is, at time t = 0 a 2-shock and a 3-wave (of strength 1) start at x = ?L and another 2-shock starts at x = +L. Denote the speeds of the 2-shocks by and let x n , t n be the coordinates of the nth interaction.
Referring to Figure 5 and using the expressions for the 1-and 3-wave curves one checks that the states in this case are given as follows: This completes the proof of the theorem.
Rescalings and time-periodic solutions
A standard technique for studying blowup phenomena is to introduce rescaled coordinates. One seeks rescalings of both the independent and dependent variables so that the rescaled solution is nontrivial and more easily described.
Consider the type of blowup described by part (b) of Theorem 2.1. Since the solution in this case is periodic in state space a natural question is whether one can nd a rescaling of the independent variables which yields a time-periodic solution to a corresponding 3 3-system of hyperbolic equations. We will brie y describe a suitable rescaling which describes the blowup of case (b) of Theorem 2.1. We will nd that the rescaled solution is periodic for large enough times on every compact interval.
Again we give initial data such that the solution has interaction pattern as in Figure 5 . We have Figure 6 . Thus the solution of (1) for which we have blowup in total variation may alternatively be described as a solution of the following rescaled system U + U + F(U) = 0; (44) which is such that given any compact interval there is a time after which the solution is time-periodic on this interval.
For the case of blowup in sup-norm one has a similar result. We only describe this without going into details. The scaling of the independent variables is again given by (42) and (43), while the scaling of the dependent variable is di erent in the two cases j j > 1 and j j > 1. However, if one has an interaction pattern as in Figure 1 , then the total variation of the initial data is bounded by 6kU 0 k 1 . It follows by Glimm's result that it is impossible to nd a xed system with interaction pattern as in Figure 1 and with the property that given any > 0 , there is a U 0 with kU 0 k 1 < and such that either of the behaviors in Theorem 2.1 occurs.
We observe that the presence of in nitely many interactions in nite time does not necessarily imply that the solution ceases to excist. For example, if we in the case where a(v) = v choose V so that j j < 1, then the states to the left of the left 2-shock and the states to the right of the right 2-shock will converge to some states l 1 and r 1 , respectively. These states then de ne a new Riemann problem at time t = T at the point where the two 2-shocks meet. We observe that the type of interaction pattern as in Figure 1 is exactly what goes wrong with front tracking for systems if one does not include a simpli ed Riemann solver for weak interactions. If one try to solve each Riemann problem in an exact manner (by solving for shocks exactly and by approximating rarefaction waves with many small shocks), then the examples above shows that one may very well end up with in nitely many fronts in nite time. See 3, 5] for the de nition of simpli ed Riemann solvers.
The systems considered above are quite arti cial. First of all it would be interesting to obtain similar results for systems where all elds are genuinely nonlinear. In this case there are additional problems due to the possible interaction of transmitted 1-or 3-waves. The waves created in these interactions could interact with the 2-waves before in nitely many fronts have been created, and the analysis would be more complicated. Also note that the systems we consider are in some sense opposite to the most interesting physical example of gas dynamics. For the Euler equations the rst and third elds are genuinly nonlinear while the second eld is linearly degenerate. For initial data with large total variation and correspondingly small sup-norm Temple and Young 32] showed that one cannot have more than exponential growth in total variation. The problem of whether blowup in sup-norm is possible for gas dynamics when the data have large sup-norm remains open.
