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STAND- BY: se dit d'un second élément d'un système ou d'un se-
cond système entier pour un redémarrage rapide de 
l'exp loitation. 
SWITCHOVER : ai g uillage vers un second élément d'un système ou 
vers un second système entier. 
FALL-BAC~ : f onctionnement dégradé d'un système afin de ne pas 
arrêter complètement l'exp loitation. 
FRO NT-END : ordinateur. utilisé comme interface entre les lignes 
de communication et l'un ité de traitement. 
ON- LINE : reception des inputs directement de l'endroit où ils 
sont c·réés et envoi des résultats où ils · sont néces-
saires. 
Nous a s socions dans cet ouvrage on-line et télétraite-
ment. 
TEMPS DE RE~ONSE : temps n é cessaire à l'unité de trait e ment pour 
réagir .à une sollicitation et en fournir le 
résultat. 
T~1PS REELi un ordinateur fonctionne en temps réel s'il r e çoit 
des données, les traites et expédie les résultats 
en un temps défini (temps de r éponse) 
Le temps de r~ponse varie selon les exp loitations: 
contrôle de proGessus: milliseconde 
..,. o p éra tion administrative: 1 heure ou parf.ois plus . 
JF.ARYJIIE Jl 
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11 INTRODUCTION 
11 • 1 
Lors de l'éla borati o n d 'un syst ème de t é l é -
trait e ment, il fau t touj ours avoi r à l'e sprit les con-
ce p ts d e c apacit é , disponibilité et fiabilité des sys -
tèmes. 
-capacité: mesure de l'aptitude d'un système à trai-
ter une a pplication déterminée. E lle est 
parfois considé rée comme.· synonyme de p er-
formance. 
dis p onibilité: fract i on du temps pendant laquelle 
le système peut être employé à des 
fins productives. 
En d'autres termes, la capacité mesure la possibilité 
du système à traiter un probl è me défini alors que la 
dis p onibilité exprime la proba bilité de service en 
fonction de la na~ure du syst è me. 
DISPONIBILITE ET FIABILITE DES SYSTE~ES. 
Un système doit être en état de fonctionner assez 
longtemps et au moment o pportun de manière à ce que 
les résultats soient obtenus en temps utile. 
Cette notion de temp s utile est exprimée p lus 
précisément par les utilisateurs selon: 
- "Je ne peut sup p orter plus de M arrêts du système 
par mois, retardant la sortie des r é sultats plus 
de N heures ou minutes." 
- "Tout arrêt du système de plus de 24 heures affecte 
le fonctionnement de mon entreprise de manière in-
supportable." 
-
11 Chaque jour, il doit exister une ~ériode de M heures 
pendant laquelle le système a une probabilité de 
fonctionnement correct supé rieure à 99,5 °), ." 
Les contra intes relatives à la fréquence des 
arrêts ou·au temps de d épannag e font partie de la no-
tion de fiabilité et celles relatives à la quantité 
de temps disponible ou productif co r respondent à la 
notion de disponibilité. Fiabilité et disponibilité 
sont ·liées d I une manière biu!l.i voque et sont les deux 
facettes de la préoccupation fondamentale des utili-
sateurs. 
Ceci nous p ermet de définir plus rigoureu-
sement la fiabilité: 
1.2 
· -"C'est la probabilité avec laquelle le sys-
t .ème donnera des performances satisfaisan-
tes pour une période de temp s donnée et 
dans des conditions d'utilisation déter-
minées." (1) 
Un utilisateur s'attend à ce que le systè-
me soit en état de fonctionner et capable d'accomplir 
certaines tâches pendant un temp s donné . Toute inter-
ruption inattendue aura un impact sur la capacité de 
traitement du système, mais certaines seront insupp or-
tables, d'autres non selon les exigences de l'appli-
cation. 
En terme de fiabilité, système et a p plica-
tion sont indissociables: un utilisateur peut avoir 
pour le même système des objectifs très différents 
pour deux applications. 
Exemples: 
Commutation de messages et interrogation de fichiers 
par terminal. 
Pendant le temps réservé à cette a p plication, la pro-
babilité d'avoir un arrêt du système de plus de trois 
heures doit être inférieure à 5%. 
Applications administratives, par lots et en différé. 
Le temps de travail producti f , sur le mois et durant 
l'horaire réservé à ces applications, doit être au 
moins égal à 200 heures. 
(1) JP NINDAL: cours de télétraitement. Chap X p.J6 
1 1. 1 1 
1.J 
Le système étant composé d'un certain nombre 
d'unités installées dans un environnement dét ermi né et 
ayant chacune un taux de pannes s pé ci fi que; ces unit és 
exécutant, s ous le contr8le d'o p érateurs, des program-
mes en vue d'accomplir un ensemble de tâches, il faut 
dans le cont exte de f i abilité et disponibilité prendr e 
en considération: 
Les appareils avec leur fiabilité propre. 
L' environnement d ans lequel ils travaillent (instal-
lations physiques tell es que conditionneme n t d'air, 
proximit é du p ersonnel de dépannage, etc •.. ). 
Le software (programmes de contrôles, programmes ap-
plications). 
Les opérateurs et pup itreurs. 
Les calculs de fiabilité d'un syst èm e doivent 
tenir compte de tous ces éléments. 
Le but de cette étude n'est pas d'en d évelop-
per la démarche d'élaboration. Nous en citons toutefois 
q uelques . aspects car les critè res utilisés et les résul-
tats obtenus peuvent être déterminants dans le choix de 
la technique de recouvrement du système et des fichiers. 
On en disting ue trois types dont la combinai-
son constitue la configuration d'un système quelconque. 
Type "série": chaque unité doit fonctionner pour que 
le système marche.(figure 1.1 a) 
Type ".Mdont N": au moins N unit é s parmi les M unités 
du système doivent fonctionner p our que celui-ci tour-
ne.(figure 1.1 b) 
Type "parallèle": au moins une unité doit fonctionner 
pour que le système marche. C'est un cas particulier 
du précédent où N=1.(figure 1.1 c) 
1 
( 1 ) 
"série" 
a 





Chaque typ e de configura tion est. l'objet d'une 
formule particuliè re. Nous donnerons pour mémoire: 
- Type "série": P = pl x p2 x pJ x ••• x pM 
P = fiabilité du syst è me ~ 
pi= fiabilité de chaque unité 
- - Type "para ll è le": P = 1 - ( 1 - p)M 
Si toutes les unités ont la même 
probabilité de fonctionnement, 
1 - (1 - p)M est - le seul cas o~ le 
système ne marche pas.(les M unités 
sont en panne) 
(1) JP WINDAL: cours de t é létrait e ment. Chap X p.39,40 
1 • 5 
11.12 Autres=paramètres. 
11.121 fréquence d es pannes. 
Certains systèmes on-line insistent sur la 
performance continue: contrôle de processus, trafic 
aérien, etc ..• N'imp orte quelle panne de n'importe quelle 
durée est catastro phique. 
~~~~E!~~ Un p rocessus de contrôle qui est hors service 
plus de quelques secondes peut entraîner une 
explosion ou une perte conteuse. 
La fiabilité d'un tel système est dé crite par 
le tem p s moyen entre les pannes: .~ TB F (mean time 
between fai lures) 
Il est gé n é ralement admi s que l'appari tion des 
pannes sur les unités d'ordinateurs suive la loi de Pois-
son, donc que le temp s entre les panne tend vers une 
fonction de répartition exp onentielle. 
T 
p(T) ~ e mtbf ( 1 ) 
p(T) = p robabilit é pour que l'unité considérée fonction-
ne correctement pendant un temps au moins égal à T. 
Si on connaît le MTBF de chaque unité, on peut calcu-
1er chaque p(T)' puis le P(T) du syst è me et de là son 
MTBF en passant par les logarithmes. 
11.122 durée des pannes. 
Prenons un système "business oriented". Etant 
en contact avec des utilisateurs humains, il peut endu-
rer une ou deux pannes quotidiennes pour autant que leur 
durée soit courte. En e ffet, si la réparation est ràpi-
de, il ne se produit rien de fâcheux, mais dans le cas 
contraire,un client peut ~tre perdu ou une transaction 
oubliée. 
'Le MT T R (mean time to repair) est le para-
mè tre d'évaluation de la durée des pannes. Il inclut 
1 • 6 
tous les temp s d'inactivité du syst è me. 
!!:~~~E!~.:. 
.5 min a vant la dét e ction d e l a panne et l'id enti f ica-
tion de son ori g ine • 
• 5 min pour r é parer 
.10 min pour la restauration de la data base 
.10 min pour relancer le système 
. La durée des pannes suit également une loi e x ponentiel-
le: 
d(t,) = 1 - e mttr 
d(~) = probabilité que la panne dure au p lus un tem p s t 
Connaissant le 1'1TTR, on peut calculer le d(t) de cha-
que unité et le D(t) corres p ondant au système. On en dé-
duira le :MTTR global par les logarithmes. 
NB fiabilit é des programmes, environnement, personnel in-
fluencent aussi la fiabilité des syst è mes. 
11 • 123 
(c f r JP WINDAL: cours de tél é traitement. Chap X p.42, 4 J) 
int é grité de la data base. 
Beaucoup d'organisations conçoivent actuelle-
ment des systèmes on-line avec des bases de données d'une 
taille telle qu'une centaine de bandes mag nétiques sont 
nécessaires p our en garder une copie · "back-up " et que 
leur vidage sur disque prend plusieurs jours. 
D'autres organisations construisent des ban-
ques de données moins importantes, mais dont les opéra-
tions "jour à jour 11 constituent l'élément primordial. 
(Systèmes médicaux on-line, ••• ) 
Dans cet ensemble, les responsables des s y st è -
mes sont prêts à tolérer une panne par heure ou à rester 
hors service une grande partie de la journée pourvu que 
la data base reste intacte. Pour certains, par contre, 
le MTTR et l'intégrité de la data base sont insignifi a nt s 
seul les intéresse le MTBF.(contrôle de processus p.e) 
1.7 
Le MTTR est le critère majeur dans les org anisations p our 
lesquelles l'o~ectif principal est le niveau de service 
aux clients. 
Généralement, on ne se borne pas à respecter 
un seul de ces trois él é ments, mais deux ( MTTR et inté-
grité de la base de données p.e) voire même les trois. 
Un système très bien conçu est celui oü le NTBF et le 
MTTR sont excellents et l'intégrité de la data base res-
pectée. 
Ces différents concepts entraînent donc des 
proc é dures de recouvrement diffé rentes. 
!::~~~12~::.:. 
MTBF: on se prémunit d'un hardware redondant. On suppo-
se que la majeure partie des pannes ~ont du type 
hardwaie et que le software est capable d'effec-
tuer un aiguillage immédiat vers le composant 
"back -up". 
MTTR 
INTEGRITE: développe ment d 'un software facilitant un 
redémarrage rapide et une restauration aisée 
d e la data base. 
L'entraînement du personnel est très impor-
tant car le meilleur software ne peut pas 
toujours prévenir l'opérateur d u charg ement 
d'une mauvaise version du syst è me ou de la 
détérioration des procédures de recouvrement. 
·1 2 
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PANNES DANS UN SYSTEME · 
ON-LI NE 
Le recouvrement se situe au niveau de tous 
les composants d'un syst è me. Selon que telle unité est 
défectueuse, que la panne est de tel type , il y a lieu 
d'ap pliquer chaque fois la procédure de recouvrement 
adéquate. Nous exposons ici les différents types de pannes 
des systèmes on-line et les approches de recouvrement 
particuli è res afin de cerner le problème du recouvrement 
des fichiers, objet de la partie suivante. 
~~~~~g~~~ d ifférence on-line/batch où on redémarre au début du 
programme ou à un point de contrôle. 
12. 1 
Les causes des pannes sont identiques, mais 
la d iffé rence réside en la capacité à redémarrer le sys-
tème. 
En batch, on monte des rubans mag nétiques et 
on insère des paquets de cartes. 
En on-line, il faut passer par une procé d ure 
plus ou moins complexe pour s'assurer de l'intégrité de 
la data base, relancer le bo n programme application et 
averti r les utilisateurs. Le so f tware joue un rôle c api-
tal. Il doit détecter les types d'erreurs et prendre les 
mesures nécessaires pour les corriger, continuer dans uru 
système dé gradé ou le stopp er. 
Il est donc imp ortant de détecter le type d'er-
reur pour a ppliquer la procédure de recouvrement adé-
quate. 
ERRJ~URS DU PROCESSEUR . 
Il peut arriver que le processeur n'exécute 
pas correctement les instructions. Un bit perdu peut 
fausser les références àdes zones particulières , l'exé-
cution d e'certains branchements, etc ••• 
1 • 9 
Les erreurs du processeur sont g énéralement 
catastrophiques et on ne p eut compter sur le so f tware 
pour passer au processeur de r é ser ve, s'il existe, com--
munique r ave c l'op é rateur ou e x écuter une que lconque 
activité intelligente. 
On y remé d ie par l'exé cut i on d 'un pro g r amm a 
de diag nost i ques contr ôlant const amme nt le f onction-
nement du processeur. 
Cette solution - p le i nement justifiée dan s 
certains cas- présente cependant des inconvén ients: 
temps CPU 
place mé moire 
dé gradant les performances des systè-
mes. 
12.2 ERREURS DE PARITE !' 'E1' 0IRE . 
Un bit de parité est associé à chaque mot ou 
à chaque octet en m~moire, rend ant possible la dé tec-
tion d e la plupart des erreurs de parité. Ce bit e s t 
adjoint automatiquement par le hardware à chaque stoc~ a-
ge d'un mot ou d'un octet en mé moire et contrôlé lo r s 
de chaque lecture. La détection d'une erreur par le h ard-
ware déclenche u ne interruption et 1'0S engendre une 
action particulière. 
Ce typ e d'erreur est maint e nant trè s rare 
(raffinement de la sécurité), mais catastroph ique qua nd 
il survient. 
Le typ e de recouvrement à appliquer d é pend de 
l'organisation de la mémoire. 
~~::~E!::.:. 
La mémoire est découpée en modules de taille :fixe, les 
adres s es sont croi s santes à l'intérieur d e s mo d ule s , l a 
succession de ceux-ci se fait dans l'ordre crois s ant de 
leur numéro. 
(:fi gure 1.2) 
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Module Module :Module 
, . , . , . 
memo:i.re memo:i.re memoire 




1) Arrêter le système et reconfigurer manuellement lamé-
moire en changeant le numéro des modules (fi g ure 1.J). 
Ceci implique une modification de la table des pages 
et des "core maps" afin· d'éviter l'allocation du modu-
le fautif à un programme a pplication. Le système est 
ensuite redémarré. 
Pour exécuter ce type de recouvrement, le 
système doit être apte à tourner avec une mémoire par-
tielle et doit pouvoir déterminer la taille mémoire 
disponible pour empêcher un adressage. erroné. 
!!g~!:-l.:.2~ 
L'OS constate une erreur de paritJ m,moire dans le mo-
dule 1. Les numéros des modules suivant sont modifiés 
et les entrées dans la table des pages correspondant 























du module 1 
figure 1.3 
1 • 1 1 
2) Ne pas arr~ter le système et exécuter la séquence sui-
vante:· 
•. 
stopper l'exécution du ou des programmes a p plications 
dans le mauvais module. 
appliquer un recouvrement des fichiers(voir 2ème partie) 
si nécessaire, demander à l'utilisateur dont le pro-
gramme s'exécutait dans le module fautif de re~rans-
mettre son dernier input. Si un ordinateur "front-
end" est présent dans le système, on lui demande de 
retransmettre la dernière transaction. 
12.J 
1 • 12 
le ou les programmes a p plications sont rechargés dans 
un autre module et relancés. 
NB Dès la d é tection de l'erreur, les utilisateurs doivent 
&tre prévenus de cesser de transmettr~ pour ne plus a-
voir d'input concernant le ou les programmes applica-
tion en question avant leur relancement. Les opérateurs 
doivent aussi &tre informés des travaux pouvant conti-
nuer. 
L'arrêt total ne pourra cependant pas être 
éviter dans le cas où l'erreur est constat é e dans le 
module contenant le CAW, le PSW, etc ••• ( module 0) 
PANNE S DANS LE RESEA U DE COMMUNICATION. 
La figure 1.4 indique les endroits de surve-
nance des pannes dans le réseau de télécommunication. 
Les pannes de terminal, de ligne de communi-
cation à basse vitesse ou de leurs modems n'entrainent 
généralement pas une panne du système, à 1~ différence 
de celles affectant uri ordinateur "font-end'', le multi-
plexeur, une ligne à haute vitesse ou leurs modems. 
L'ingénieur système doit d é terminer la mesure 
dans laquelle la panne d'un des composants du réseau de 
tél é communication perturbe le système tout entier. La 
panne d'un terminal peut être plus dangereuse que prévu 
s'il est en train d'exécuter une application très impor-
tante. En cas d'indisponibilité d'un terminal back -up, 
le système entier doit alors s'arrêt er. 
~~::~E!::.:. 
Une entreprise ayant un grand centre .de stockage et un 
terminal unique affecté à la gestion du stock {entrées, 
sorties, ••• ). 
Si l'activité àe l'entreprise est axée sur le stock, 
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une panne ici entraîne 
uniquement la perte d'un terminal 
ordinateur 
princ ipal 
une panne ici entraîne 
une panne du syst è me 
figure 1.4 
- Terminal: on passe à un terminal back-up, sinon il faut 
attendre la réparation de la panne.(le termi-
nal est mis hors circuit.) 
Ordinateur front-end: les causes de panne sont identiques 
à celles de l'ordinateur principal - panne pro-
cesseur, erreur programme, erreur de parité -
L'attitude à adopter est fonction de la cause 
de la panne. 
- Ligne basse vitesse ou modem associé: 
la ligne est généralement du type commuté. Ii 
suffit d'informer la centrale du dérangement 
de la ligne et d'en demander une autre. 
12.4 
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- Ligne à moyenne et haute vitesse: 
type loué , il f a ut alors s'assurer un autre 
chemin de communic a t ion en utilisant une li-
g ne de secours par exemple. 
Le facteur coQt joue: 
• au nive a u de la l i g n e supplémentaire 
• au niveau d e la panne avec tout ce qu'elle 
implique 
· Comparer les deux coQts pour poser le choix du 
recouvrement. 
PANNES DANS LA PERI PHERIE. 
Ces pannes sont généralement transitoire s et 
dues à la nature électromagnétique des appareils (sale-
t é s sur un ruban, oxyde sur les têtes de lecture/écri-
ture, griffes sur les disques sont les types de problè-
mes les plus courants). 
Elles n'engendrent pas un arrêt complet du 
système: 
elles sont transitoires. En racommençant une ou plu-
sieurs fois l'opération d'IO, on parvient à les éli-
miner. 
les systèmes sont de moins en moins dépendants des 
appareils périphériquas.En cas de panne d'un dérou-
leur de bandes ou d'une armoire à disques, le recou-
vrement s'effectue en montant la bande sur un autre 
dérouleur ou les disques dans une autre armoire. 
Les situations les plus critiques sont donc 
les suivantes: 
article définitivement illisible (shift,garnissage _ 
de valeurs erronées ••• ) 
head crash: écrasement. des têtes . de lecture/écriture 
sur la surface des disques. 
panne canal. 
On applique pour les deux premiers cas une 
technique·de recouvrement de fichiers vue dans la par-
tie suivante. 
1.15 
Une panne canal doit toujours ~tre accompa-
gnée d'une indication d'erreur afin d' évi t .er tout dom-
mage à la data base. 
12.5 ERREURS DES OPERATEURS. 
Certaines manipulations exécutées par les 
opérateurs au cours de l'exploitation sont accidentel-
lement fautives. 
On distingue quatre grandes classes d'opéra-
tions effectuées par les opérateurs et dans lesquelles 
une erreur peut entraîner une panne du système: 
démarrage du système 
exécution normale du système 
pendant et après la panne 
arr~t du système en fin de journée 
~~~E!~~ d é marrage du système. 
La procédure est longue et complexe: 
• contrôler les conditions de. fon~tionnement 
correct de tous les éléments hardware 
• chargement de la version adéquate de l'ope-
rating system 
• chargement de la bonne data base, de la li-
b~airie correcte et des bons programmes applications 
• utilisation du dialogue d'initialisation 
exact 
• ouverture du dialogue utilisateurs-système 
En fin de journée, l'opérateur doit s'assurer de la dé-
connection sans dommage des utilisateurs, effectuer un 
dump de la da ta ·base, e t c ••• 
Solutions: 
1) entraînement intensif des opérateurs à faire face 
au plus grand nombre de situations possibles. 
2) documentation précise et détaillée sur les procé-
dures à suivre aprè s l'erreur. 
J) explications émanant du système sur les actions à 
entreprendre en cas d'erreur. 
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4) rendre le système le ~lus autonome possible en lui 
donnant des moyens de contrôle perf ectionnés afin 
de limiter les interventions des opérateurs. 
Exemple du système capable de contrôler sa taille 
mé moire p our ne pas en dé passer la c a pacité. 
12. 6 ERREURS DE PROGRAM~iATIO N. 
Elles sont souvent difficiles à déterminer 
et causent des dommages à la data base. 
Les programmes doivent ~tre hautement testés 
pour en é viter le plus grand nombre au d é part et si ma l-
gré cela une erreur est détectée, il faut a ppliquer une 
des techniques de recouvrement vues dans la deuxième p a r-
tie. 
12.7 PANNES DE COURANT. 
Sont class é es ici la panne totale et les va-
riations de tension perturbant l'exploitation au niveau 
du système. 
On empêche les variations g râce à des a ppa-
reils fournissant une tension continue. 
Un g é n é rateur autonome fournira le courant 
au système en cas de panne totale. Le syst è me engendre 
une interruption lorsque la tension descend en-dessous 
d'un certain seuil. On sauve a l ors tout ce qui se trou-
ve dans le système (fichiers, transactions, ••• ). Une 
seconde interrup tion prévient du rétablissement de la 
tension à un niveau de fonctionne ment correct. 
12.8 PANNES CAUSEES PAR L'ENVIRONNEMENT. 
•. 
Il s'agit du feu, de la climatisation défail-
lante, des inondations,etc ••• 
12.9 
12. 10 
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SATURATION. 
·ne graves ennuis peuvent être causés par un 
système manipulant un trop grand nombre de t erminaux , 
d'interruptions, de transactions, ce qui entraîne une 
surcharge. Une telle situation rend l'ordinateur in-
contrôlable: dépassement des tables et des buffer s, per-
te de transactions et de messages, d égradation de la 
· data base. 
Il faut donc prévoir la saturation et a gir 
contre elle en demandant aux utilisateurs de ralentir 
leurs inputs, d'attendre un mom ent , en refusant de 
traiter une transaction p ouvant entraîner un dépasse-
ment de la taille des fichi ers, de la taille mémoire . 
PANNES INEXi-'LICABLES : "ACTS OF GOD". 
Un certain nombre de pannes demeurent inex-
plicables. Il arrive que le système s'arrête sans mes -
sage d'erreur ni indication de la source so f tware ou 
hardware de celle-ci. 
Causes_du_mystère: 
documentation perdue ou erronée sans qu'on le sache 
variation de l'alimentation, indétectable humainement, 
avec défaut d'une interruption de ce typ e. 
Il est donc très imp ortant de minimiser le 
nombre de ces pannes pour atteindre un niveau d e sécu-
tité élevé. Imag inons le cas o ù l'achat d'un système 
back-up est décidé pour pallier à des pannes mystéri-
euses dues en fait à des vices de manipulation ou à des 
perturbations électriques. 
13 
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APPROCHES DE 
RECOUVREMENT 
Nous parlerons ici des approches de recouvre-
ment le s plus courant e s dans un système on-line. La mé-
thode de recouvrement e mployée en cas d'erreur dépend du 
type de hardware dispo n ible, du degré dé sécurité exigé 
· et des caract.éristiques du système. 
Les solutions ci-dessous ont été abordées dans 
le paragraphe 12, nous les d é taillons. 
HALTE COMPLETE DU SYSTEME. 
Amener le système à un arrêt complet est à 
éviter le plus possible: 
- confusion chez l'opérateur 
chez l'utilisateur 
des données ou des messag es peuvent être irrémédia-
blement perdus 
des dommages physiques p euvent survenir dans la péri-
phérie ou à d'autres appareils externes 
L'arr@t complet doit être exécuté de telle sor-
te qu'il évite ces inconvénients en informant l'opérateur 
et les utilisateurs sur ce qui se passe, en arrêtant les 
appareils périphériques sans ennui et en ne détruisant 
pas la data base. 
Parmi les pannes débouchant oblig atoirement 
sur cette solution, notons: 
erreur du proqesseur (cfr 12.1), si pas de processeur 
back-up 
erreur de parité mémoire, selon son organisation 
panne de courant, ••. 
L'avantage de cette solution est sa sim~lici-
té et son économie. On évite le coO.t et les inconvénients 
d'un hardware redondant, des:. routines de recouvrement 
complexesr Si une technique de recouvrement de fichiers 
est implémentée, l'arrêt complet est valable. 
· 1 J . 2 
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En cas de panne sérieuse, le système est hors 
service p our une période de temps prolongée (chute de 
l'alimentation d'au moins trente minutes, écrasement des 
têtes de lecture/écriture sur les disques). Le t-1TTR de-
vient alors beaucoup plus important que le t-iTBF, il em-
pêche le recours à cette solution et aboutit à la d é ci-
sion de se servir d'un système back-up. 
Notons ici que le système back-up n'implique 
pas un accroissement de la sécurité mais une g rande fa-
cilité à redémarrer l'exp loitation. 
ARRET lJ U TER!'-lINAL , DE LA TACHE SOURCES D I ERREUi<S . 
Une fois déterminée la cause de 1 1 erreur(tâch e 
ou terminal) une forme de recouvrement est de supprimer 
l'exécution d e la tâche ou de déconnecter le terminal en 
lui envoyant toutefois un message d'information. 
Cette approche est donc valable p our un grand 
nombre d'utilisations: 
Un input est irrecevable à cause d'erreurs de trans-
mission. L'opérateur au terminal en est informé et le 
terminal est coupé. 
Un terminal a demandé l'exécution d 'un programme app li-
cation et le système découvre une erreur d'entrée/sortie 
non réparable. Le programme application est arrêté et 
le terminal en est averti. 
Pendant l'exécution d'une transaction dans un système 
dédicacé, le p rogramme a pplication traite une r é féren-
ce ou une instruction illégales et entre dans une bou-
cle sans fin. L'OS arrête le programme application, 
envoye un message à l'utilisateur (ne pas retaper la 
transaction avant la correction de l'erreur), relance 
le programme arrêté et continue le ·traitement des tran-
sactions de~ autres uti lisateurs. 
•La critique de cette solution est qu'elle con-
tourne simplement la difficulté. Il est cependant préfé-
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rable de l'ado p ter que de se trouver dans l a situation 
où tous les utilisateurs sont affect é s par une erreur 
causée par u n seul d'entre eux. Il est de p lus probable 
q u e l e syst ème "saute r a" à chaque trait e ment de la tran-
saction fautive, le seul remèd e étant donc l a correction 
de l'erreur. 
lJ.J FONCTIONN~MENT EN FODE DEGRADE . 
Consiste à p ermettre au système d e sto p p er les 
parties affectées par l a panne e t donc de fonc tionner 
avec les seuls autres éléments. 
~~~~E~~~.:. 
1) En cas de panne d'un p erforateur de cartes, d'un dérou-
leur de bandes, on peut diri g er l'output vers un autre 
endroit jusqu' à réparation. On les accumule sur un fichier 
bande ou disque pour être ensuite restitué. 
2) Si un module de mémoire est l'objet d'une erreur de parité 
le système est capable de continuer avec les modules res -
tants. Cela augmente le swapping et les overlays, donc le 
temps de ré p onse, mais le syst è me continue n éanmoins à 
fonctionner. 
J) Processeur principal hors service: les transactions sont 
acceptées et mises en file d'attsnte par un ordinateur 
front-end s'il existe. Le traitement des transactions est 
retardé et le temps de réponse allong é, mais l' a ctivité 
aux terminaux continue. 
4) Si l'ordinateur front-end ou le r é seau de communication 
est défaillant, les utilisateurs préparent leur inputs 
en off-line (cartes, bandes perforées, ••• ). Ces inputs 
sont envoyés en masse une fois le réseau remis en acti-
vité ou amenés manuellement à l'ordinateur. 
1
·5) Une partie de la da ta base endommagée · ou un programme 
application inexécutable entrainent une interdiction 
pour les transactions d'utiliser la partie d e la data 
base ou le programme application en question. Les uti-
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lisateurs en seront avertis mais les autres types de tran-
sactions continueront leur t raitement. 
La difficulté est de permettre à l'ordinateur 
de reconnaître q'un appareil en panne est remis en ser-
vice. Il faut pour cel a que l'o pérateur ait un moyen d ' a -
vertir l'ordinayeur q u'une opé ration ou un comp osant pré-
céd emment interdits sont maintenant disponibles. 
1 J .4 AIGUILLAGE VERS UN SOUS- SY~-:,'l':KME '' STAND-BY ". 
Un des objectifs principaux de l'exploitation 
est la performance continue du syst ~me. Il est nécessai -
de lui ajouter des él éments redondants tels que multi-
plexeur, terminaux, li gnes de communications, ordinateur 
front-end ou n'importe quel autre élément spécialisé. 
lJ.5 AIGUILLAGE VERS UN SYSTEME "STAND-BY". 
•. 
Généralisation du point précédent. Un système 
entier suppl é mentaire est disponible - p rocesseur,data 
base, unités périphériques, appareils de communication, 
source de courant, ••• -
Cette approche n'est envisageable que lorsque 
le MTBF est le critère le plus important car le coOt de 
cette solution est exhorbitant. Elle trouvera son a p pli-
cation plus facilement dans de petits systèmes (saisie 
de données, p.e) pouvant supporter la d é pense d'un se-
cond mini-ordinateur et de son équipement. 
Cette approche prend deux formes: 
- système dual. 
Les deux systèmes -primaire et dual- effectuent le même 
travail en parallèle pour que le dual puisse continuer 
en cas de panne du primaire. 
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- système duplex. (figure 1.5) 
Un back-up existe pour chaque comp osant du système mais 
il n'est pas utilisé sans une p anne du p remier. 
Un syst è me duplex est plus économique. Quand les deux 
fonctionnent parfaitement, le second p eut être utilisé 
à un travail di f f é rent du pre mier (b a tch, états de sor-
tie, ••• ). 
Les processeurs des deux systèmes sont reliés par un ca-
nal qui leur permet de s'interrompre mutuellement. 
Chaque système est donc constamment i nformé de l'état de 
fonctionne ment de son vis à vis par l'envoi réci p roque 
de messages. Ces messages sont initialisés par la machi-
ne primaire qui les envoye à intervalles r éguliers (1/6 0 
seconde p.e). La machine baci•-up les reçoit et envoye une 
ré p onse qui est en fait du même _ type que celui re ç u, rela-
tif au fonctionnement du 2e système. 




• Le CPU primaire arrête soudainement ses me s-
sages • 
• Le CPU primaire détecte une panne et l'indi-
au second CPU. 
~ Le CPU back-up arrête soudainement ses mes-
sages • 
• Le CPU back-up détecte une panne et l'indi-
que au CPU primaire. 
Le CPU back-up réalise après deux intervalles de temps 
que le premier CPU ne fonctionne plus. Il doit arrêter 
tout travail en cours et reprendre celui exécut é par le 
premier système. Il faut pour cel a qu~ les messag es soient 
suffisaG!ment explicites sur la nature de la tansaction, le 
type de programme application traitésp~r le premier sys-
tème afin d'en informer le second. La périphérie est swi-
tchée sur le second CPU et l'exploitation continue après 






Panne d'un composant du premier système (imprimante p.e). 
Le CPU primaire se switche sur l'impr imant e back-up en 
avertissant le second CPU que son i mprimante lui est 8tée. 
Celui-ci continue son travail en sachant qu'il ne peut 
plus rien écrire, envoye ses messages imprimante d a n s un 
fichier et les écrit une fois que l'impr i mant e back -up 
lui est restituée. 
Il en va de même pour tout autre composant. 
Notons que si la panne a p u d é tériore r la dat a base, il 
faut en effectuer le recouvre ment. 
Aprè s deux cycles, le CPU primaire se rend compte que l e 
second est en panne. Il faut alors souhaiter que le pre-




Le CPU primaire sait qu'il ne pourra pas compter sur le 

































Nous considé rero ns le s mé t h o d es ci-apr è s e x -
pos é es en tenant compte d es deux g r a ndes classe s d e pan-
nes et des d eux types de destruction de fichie r qu' e lles 
enge ndrent. 
- p anne s é rieuse: panne d é truis a nt la data b as e ( crash 
des têtes d e lecture / é criture sur l e s 
disques, p erte massive d'inf orma tions ) 
- p anne triviale: qui ne provo q ue aucun pu peu d e d o mma g e s 
à la dat a b a se. 
destruction lo g ique: incidents survenus à l i base de 
données suite à une p ann e triviaie. I l f aut 
alors reconstituer l a data base g râc e aux in-
formations sauvées a f in de p ouvo i r recommenc er 
ou achever les tra n s actio n s n on termi n é es a u 
moment de la panne et redémarrer ensuite l'ex -
ploitation. 
destruction physique: p ertes de données suite à une 
panne sérieuse: 
chute, g riffes, 
cassure de d isques a p r è s u n e 
é crasement des tête s d e l e ctu-
re/écriture sur la surface magnétique. 
NB. La perte massive d'informations d'ori g ine software ( cas 
o ù des erreurs de pro gramma t i on ne sont p a s dé t e ct é e s 
avant lo g temps) n'entrainent pas une destruction physi q ue 
au sens propre, mais bien une destruction lo g i q ue t e ll e 
que l a proc é dure de recouvrement est p resque i d entiq u e à 
celle à adopter lors d'une destruction physique. 
Nous l'appelons aussi destruction lo g ique massive des fi-
chiers. 
La table 2.1 indiq ue les causes possibles d e destruction 
de fichiers, les moins probables fi g urant dans le bas. 
causes de la destruction 
1 •. clé mauvaise 
2. erreur d'entrée venant d'un 
terminal 
J. erreur de transmission de 
données 
·4. carte abîmée à la lecture 
5. erreur de programmation 
6. accident durant le test 
d'un programme 
7. chargement et mise à jour 
d'un mauvais volume 
2.2 
extension de la destruction 
bartie articli g roup e fichie~ 
d'un d'arti 





* * * * 
* * * * 
* * 
8. erreur d'un opérateur * 
* * 
9. b ande ou disque égaré 
* 
10. bande ou disque défectueux 
* * * * 
11. vol 
* 
12. détournement d'informations 
* * * 
1 J.. "manque de sérieux du personnel" 
* 









FALL-BACK & SWITCHOVER 
Nous exposons dans c e chapitre deux méthodes 
non axé es fichiers mais s'y appliquant . aisément. 
FALL-BACK . 
Consiste à assurer un fonctionne ment en mode 
dé g radé (cfr 1J. J ). Le système n'exécute que les parties 
vit a l es d 'un j ob ou les jobs les plus urgents en n'uti-
lisant que les unités f onctionnant correctement. 
~~~~:e~~-=-
Deux li gnes du r é seau sont e ssent i elles et deux disques 
contiennent les donné es primordiales. Le s y st ème n ' accepte 
en cas de panne que les trans a ctions passant par ces li-
gne s et travaillant sur les de u x disques. 
L'idée d'une telle pratique est d'assurer un 
service p lus ou moins continu p lutôt qu'un a rrêt total 
du système. La fi g ure 2 .1 donne quelques e xemples. 
Situations Jet 4: 
l'ordinateur principal s'arrête: le LCC peut r épon-
aux messag es essenti e ls à partir d'un lot limité d ' in-
formations maint e nu dans ses propres d isques. 
le LCC tombe en panne: de ux lig nes sont reliées à 
l'ordinateur principal et seules les transactions 
venant par ces lignes sont acceptées. 
Situations 1;2,5: 
la data base est endommag ée: on utilise les disques 
et tambours de réserve pour cont inuer l'exploitation 




Considérons un système dans lequel la data ba-
se occupe cinq modules physiques plus cinq autres pour 
les copies. Supposons que d eux modules physiques au maxi-
1 canal A 
co pie s disques 
t amb our 
c a n a l B 
t amb our 
D OP 
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figure 2 . 1 
•. 
mum aient la possibilité de tomber en panne en même 
temps. Il faudra donc deux modules de réserve portant 
le nombre total à douze. 
Les pro grammes application font réfé renc e à 
des modules logiques A, B, C, D, E (fi g ure 2.2) en rap-
port avec la nature et le volume des données sans con-
sidération de leur stock age physique . Les p ro grammes du 
superviseur maintiennent une table donnant ies référen ces 
des deux copies de chaque module lo g ique (fi g ure 2.J). 
~~~~E!~.:. 
Le module n°4 est endommagé . Le module n°12 est alors 
copié sur le module de réserve n° 5 . Cette procédure est 
également suivie si un fichier est rendu indis p onible 
par un entretien.(entretien du n°6, d'où copie d u n°10 
dans le n°9) 
D'un point de vue utilisateur, l'impression de n'utili-
ser que cinq module reste intacte. 
Problème: 
L'écriture du second module sur celui de , reserve s'ef-
fectue pendant le traitement des messages. 
Les deux fichiers après copie ne seront pas dans le même 
état si des mises à jour surviennent dans la partie déja 
copiée. 
Supposons pour la compréhension les articles p ortant les 
n°1, 2, , 10 et l'écriture du module 12 dans le modu-
le de réserve 5. La copie s'exécute dans la séquence à es 
n° des articles et elle en est au n°8. Une mise àjour de 
l'article n°2 s'effectuera dans le module 12 mais pas dans 
le 5. 
Un compte de progression de la co pie est tenu dans la table 
pour r é soudre ce problème. Il est consult é à chaque mise 
à jour durant la co p ie pour savoir s'il faut ou non la 
traiter dans le module récepteur (n°5). 
Si le traitement des messages est interrompu 
pendant 1~ dup lication, les deux modules seront dans un 











01 0 08 0 
0 2 0 1 1 0 
04 1 12 0 
06 1 10 0 
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f igure 2.2 
compte de la progression 
de la duplication 
0 5 
09 
statut: 0 module disponible 
1 : module indisponible 
figure 2.J 
Le fall-back présent e l'inconvénient majeur 
d'être très cher si la base de données est importante. 
Un seul module physique pourrait être utilisé p our con-
tenir uniq uement les parties vitales des autres modules 
afin d'assurer un fonctionnement dé g radé avec ces données 
essentielles, mais il faudrai t alors prévoir une autre 
méthode de recouvrement pour restaurer les parties non vi-
tales. 
NB. Cette méthode s'applique aussi bien pour une destruction 
physique que lo g ique de la base de données. 
22.2 
Une fois le module indisponible rendu o p érationnel, il 
est réinsér é dans l'ensemble co mme module de réserve. 
SWITCHOVER . 
Cette technique implique un dédoublement des 
éléments vitaux d'un syst è me (c f r 1J.5 et lJ.6). Bn cas 
de panne d'un de ces élément.s l'application est "switchée" 
vers l'autre soit manuellement, soit automatiquement. 
DASD duplexé (direct and sequential device). 
Les données sont, maintenues sur deux dasd et chaque 
mise à jour est effectuée sur les deux fichiers. 
l'autre composant ne doit pas rester inactif. L'utili-
sation de deux GO mputers implique le fonctionnement du 
premier en on-line et du second en off-line (tests de 
programmes, ••• ) pour des raisons économiques. 
Les considérations dominantes en mati è re de fi-
chiers sont de ne pas perdre d e transactions, de s'assu-
rer que les articles ne soient pas mis deux fois à jour 
par la même transaction et qu'il n'y ait pas d'oubli de 
mises à jour. Le message est garni pour cela d'un numé-
ro de séquence unique. Le numéro de chaque message met-
tant à jour un article est ajouté à celui-ci. 
Lors du switchover,le numéro de séquence de 
la dernière transaction est comparé avec ceux figurant 
dans les articles concernés p our identifiés ceux déja 
mis à jour (numéros identiques). 
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Le numéro de séquence est ajout é : 
par l'ordina teur de contrôle de li gne s'il existe (or-
dinateur f ront-end) 
par l'ordinateur central 
La séquence est la suivante: 
1) l'opérateur du terminal envoye le messag e. 
2) réception du message par l'ordinateur qui ajoute le nu-
méro de séquence. 
J) l'ordinateur envoye un message au terminal, donnant le 
numé ro de séquence en question. 
4) l'ordinateur met à jour les fichiers et écrit le numé-
ro dans les articles. 
5 ) l'ordinateur envoye un nouveau message quand la mise à 
jour est satisfaite. 
Une panne survient entre le p r emier mess age à 
l'opérateur et le second. Ce dernier messag e n'est pas 
reçu au terminal, mais le numé ro de séquence est connu. 
L' opérateur envoye alors un message de contrôle avec ce 
numéro et l'ordinateur examine si les article s ont e f fec-
tivement é té mis à jour par comparaison des n umé ros de 
séquence. Ceci se déroule é videmment aprè s le redémarra-
ge. 
Si la panne se situe avant le premier message 
à l'opérateur ou aprè s le second, toutes les mises à jour 
ont été traitées. 
Le traitement peut ~tre automatiq ue si un or-
dinateur de contrôle de ligne est utilisé (LCC). Len° 
de séquence est établi par le LCC et ensuite stocké dans 
le computer principal dans le message re f erence block . 
Il n'est pas détruit avant la mise à jour et l'envoi du 
dernier mess age au terminal. (figure 2 .4) 
Dans ce cas, deux formes de switchover: 
si le computer principal est switché, le "stand-by" 
computer doit examiner la table _des transactions dans 
le LCC ~t contrôler que chaque article a ét é ou non mis 
à jour dans les fichiers a p pro priés. 
si le LCC est switché, l'ordinateur principal doit 
à nouveau envoyer le message entier pour s'assurer 
que l'opérateur au terminal reçoive une réponse. 
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Une absence de r é p onse signifie que la transa-
ction n'a pas mis à jour les fichiers, l'opérateur doit 
la retransmettre. 
Problèmes: 
1) ·Le LCC et l'ordinateur principal tombent en panne en 
même temps. Bn cas de conservation du contenu de leur 
mémoire, le recouvrement p eut être exécuté, sinon il 
faut recourir à une autre mé thode. 
2) La technique du switchover coüte très cher. La dépense 
d'un deuxième syst è me est supportable s'ils sont petits 
mais beaucoup moins dans le cas contraire, même en ne 
duplexant que le CPU. 
J) Une panne dans le mécanisme d'écriture entre la mise à 
jour et le garnissage du numéro de séquence entraîne 
une grave perturbation de la data base. 
Remarque: 
Cette méthode est surtout préventive. Elle protège la da-
ta base d'un ennui survenant à un autre composant du sys-
tème, mais elle n'est guère efficace si le dommage atteint 
les fichiers eux-même. Il faut alors recourir à une métho-
de de recouvrement de fichier proprement dite. 
termi n al 
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RECOUVREMENT EN BATCH 
Les deux techniques principalement utilisées 
sont: 
les checkpoints 
grandfather,father, son tapes 
~HECKPOINTS. 
Cette technique n'est pas spécifique au batch 
et elle s'étend à un domaine plus larg e que les fichiers. 
Il s I a gi t de prendre à des .instants déterminés des " pho-
tos du système (jobs, mémoire, fichiers). L'exploitation 
n'est pas relancée à son début, mais à partir de la der-
nière photo. 
Nous étudions cette méthode plus en détails au 
parag raphe 22.5 et dans la Je partie. 
2J.2 GRA NDFATHER 2 FATHER, SON TAPES. 
Chaque fonction de l'exploitation utilise en 
input un fichier a ppelé "père", et sort un fichier appe-
lé "fils". 
Voyons sur un exemple l'utilisation de cette 
technique. (fig ure 2.5) 
Soit une entreprise recevant des commandes p our 
des produits qu'elle fabrique. Elle tient un fichier des 
commandes, un fichier d es produits et un fichier des cli-
ents pour la facturation. L'exploitation effectue une fois 
par semaine la mise à jour du fichier des produits et la 
facturation (mise à jour fichier clients) • 
• Mise à jour fichier produits: 
père: fichier produits de la semaine précédente 
fils: fichier produits mis à jour. Il deviendra 
le père la semaine suivante • 
• Facturation: 
_père: fichier clients semaine pr~cédente 
































i~igure 2. 5 
•. 
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On p eut remonter p lus loin dans l'arbre fami-
lial et utiliser un fichier "grand-père" pour se prému-
nir d'une perte du fichier p è re~ Il faudra ranger ce 
fich ier g r a nd-pè r e dans u n e ndroit sQr à l' é preuve du 
feu, du vol etc .•• 
Remarq ue: 
Si l'exploitation utilise res fich iers à accès direct, 
les articles peuvent être "updated in place", c'est à 
dire que la mise à jour recouvre la zone précé dente. 
Les fichiers grand-père, pè re et fils sont ab a ndonné , i l 
faut recourir à une autre tech nique de recouvrement. 
Le recouvrement s'effectue en re prenant au d é -
but l'ap plication pend ant l aquelle la panne est surve-
nue et en utilisant le fichier p è re. 
Destruction du fichier command e: 
on prend l e pè re, l e s c a rtes d e co~ ma ndes et on re-
commence la mise à jour 
Destruction du fichier produit: 
à partir du fichier pro duits père et du fichier 
commandes mis à jour, o n recommence l'application . 
Idem pour le fichier clients. 
Ce recouvrement est valable p our les destructions ph ysi-
ques et lo g iques. En cas de destruction physique ou lo-
gique du fichier p è re, on le reconstitue en utilisant le 
fichier grand-pè re et les cartes relatives à l'applica-




RECOUVREMENT EN ON-LI NE 
Remarque_préliminaire. 
Parmi toutes les exigences et les o p érations 
requises par les fichiers, l'intégrité d'une d ata base 
en est un aspect essentiel. En dépit de tous les efforts 
le système tombera occasionnellement en panne et il fau-
dra y · ~tre préparé. De plus, une data base en télétrai-
tement étant mise à jour dynamiquement, elle est plus 
vulnérable qu'en batch. 
Il faut: 
1) que ~a data base soit dans un état correct après la 
panne. 
2) renseigner l'utilisateur sur son dernier input accepté 
ou lui donner des voies pour le retrouver. 
Nous allons analyser les techniques les p lus 
courantes de recouvrement de fichier dans un système on 
line en tenant compte de deux critères: 
a) si le recouvrement ne garantit pas une data base cor-
recte, il n'est pas utile. 
b) s'il ne permet pas à l'utilisateur de déterminer l'é-
tat de son dernier input, son usage est limité. 
DUAL RECORDING OF DATA. 
L'idée est de garder la data base en deux ex-
emplaires. Toute opération dans la data base (insertion, 
mise à jour, suppression) est effectuée simultanément 
dans chacun d'eux. 
Cette méthode est très utile si les ennuis sont 
fréquemment associés aux disques. Une_erreur de parité 
sur un disque ou un "head crash" détruira une d ata dase 
mais la seconde toujours intacte permettra de poursuivre 
les opérations. On reconstituera ensuite la data base fau-
tive à partir de celle restée intacte. 
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Cette approche permet un recouvrement de la 
base de données, que la destruction soit physique ou 
logique. 
Inconvé nients. 
1) Le "dual recording of data" protège la data base contre 
un nombre limité de pannes. Un grand pourcentage d'entre 
elles est dG à d'autres causes que celles touchant uni-
quement les disques, par exemple une chute de tension du-
rant la mise à jour. Dans ce cas, les deux bases de don-
nées sont endommagées. Il en va de même lors d'une erreur 
dans un pro g ramme application de mise à jour. 
2) Son coGt est relativement élevé car on effectue chaque 
fois une double opération, il faut deux fois plus de d e-
vices périphériques. 
3) Si la base de données est grande, il est phy~iquement im-
possible de la conserver en double exemplaire. 
Une forme limitée de la "dual recording " a p pro-
che peut être utile dans une organisation de fichiers par 
dictionnaires. Sa vulnérabilité est élevée car les dic-
tionnaires sont les seuls indices de localisation des en-
registrements. On ne garde un double que des dictionnaires 
car leur destruction engendre une grave perturbation de la 
base de données. 
24.2 DISKS DUMPS. 
Technique qui implique de copier la data base 
entière sur des rubans magnétiques ou des disks-packs, se-
lon une base réglée. (période de temps). 
Beaucoup de centre commerciaux ayant un système 
travaillant en on-line e f fectuent un dump à la fin de 
chaque journée. 
En dépit de sa grande facilité, cette méthode 
présente des faiblesses: 
- Une panne oblige la reprise du dernier dump et fait 
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perdre ainsi tout le travail accompli depuis lors. Il 
faut avoir sauvé les transactions et les réentrer au 
redémarrage de l'exploitation. 
En prenant 1 1 exemp le d'un dump en fi n de. journée, une 
panne survenue tôt le matin du lendemain ne sera pas 
gênante,tand is qu'une autre en fin d'aprè s-midi eng en-
dre la perte de tout le travail de la journée. 
Pour contourner cette difficulté: p rendre un <lump plu-
sieurs fois par jour. 
Cela s'avère impossible si la data base est grande. 
Exemple: Sup posons des devices rapides copiés au taux 
de J00.000 caractères/seconde. 
En une heure, un millard à e caractères sont 
copiés sur lesbandes. 
Actuellement, les da ta bases comme Lciales con-
tiennent jusqu'à 10 millard de caractères. Dix 
heures sont donc n é cessaires pour effectuer un 
<lump. 
Un moyen de réduire le temps de copi e est de stocker la 
base de données sur des unités indépendantes. Les durnps 
sont alors traités simultanément sur plusieurs bandes 
magnétiques. 
La durée du dump est aussi inhérente à sa so-
phistication. 
On distingue: 
dump physique: dans lequel les tracks, les blocs ou les 
cylindres sont rangés séquentiellement. 
dump logique: les articles logiques sont copiés dans 
un ordre séquentiel. 
M~me si le <lump logique est plus lent, il pré-
sente des avantages. Il permet à la base de données d'être 
réarrangée et compactée. Le programme de <lump peut çontr8-
ler les dictionnaires p our s'assurer de l'exactitude des 
enchainements, des pointeurs et de la sauvegarde des fi-
chiers. Il peut aussi contrôler la vraisemblance du con-
tenu des ~ones de chaque article (zones numériques, alpha-
numériques, etc ••• ). 
2. 17 
Un mauvais enregistrement pouvant être igno-
rés plusieursjours, semaines et même quelques mois, il 
convient de conserver les dumps pendant un certain temps. 
La conservation doit être ordonnée afin qu'un 
enregistrement erroné ne soit pas découvert après l'a-
bandon du dump correspondant. 
Démarche généralement suivie: 
• cinq ou sept bandes quotidiennes 
• quatre bandes hebdomadaires 
• douze bandes mensuelles 
• une bande annuelle 
1) prendre un dump aprè chaque jour d'exploitation. Ils 
constitueront les ci~q ou sept dumps quotidiens. 
2) en fin de semaine, le dernier dump quotidien remp lace 
le plus vi·eux dump hebd omadaire. 
3) en fin de mois, le dernier dump hebdomadaire remplace 
le plus vieux dump mensuel. 
4) en fin d'année, le plus récent dump mensuel devient-un 
dump annuel gardé définitivement. 
En d'autres termes: 
le dump du premier jour de la semaine en cours rempla-
ce le dump du premier jour de la semaine précédente. 
le premier dump hebdomadaire du mois en cours remplace 
le premier dump hebdomadaire du mois précédent. 
le premier dump mensuel de l'année en cours remplace le 
premier dump mensuel de l'année précédente. 
le dernier dump mensuel de l'année en cours devient un 
dump annuel conservé définitivement. 
Variante:· 
On conserve un dump pour les articles des fi-
chiers ayant changé durant la journée ou un dump des ar-
ticles qu'on sait sujet à de fréquentes mises à jour ou 
encoFe un dump des parties vitales des fichiers. 
Cependant, reconstituer une data base cornplè-
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te est plus difficile car il faut reprendre le dernier 
dump co mplet et le fusionner avec tous les dumps partiels 
effectué s depuis lors. 
Recouvrement: 
Destruction lo g ique: il faut me surer l'extension d u d o m-
mage a f in de déterminer q uel dump utiliser p our res-
taurer les fichiers. 
La détérioration étant mineure, on repartira avec le 
dernier dump quotidien et le fichier des transactions 
Dans certains cas, il faudra prendre un dump hebdo-
madaire - le dernier ou l 'avant dernier - ou un dump 
mensuel vieux de quelques mois selon l'importance de 
la destruction. 
NB. Les fichiers transactions étant imp ortant p our la 
restauration, il font partie intég rante de la d a ta 
base et les mêmes précautions sont à p rendre à leur 
sujet. 
Destruction physique: la procédure est identique. 
24.J JOURNALING . 
Le "j ournaling " consiste à tenir un f ichier re-
gistre des transact,ions à traiter par le systè me et, un 
fichier des articles de la data base avant et après mise 
à jour. 
Utilité_des journaux: 
1) permettre de suivre le cheminement d'une transacti on . 
2) permettre un recouvrement des fichiers quand un utili-
sateur a mal mis à jour un ou .plusieurs articles ré-
utilisés ailleurs. 
J) enquêter sur les causes de destructi on ou d'endomma-
gement d'un article. 
4) recouvrir une destruction massive de fichiers. 
5) aide à la correction d'un prôgramme ayant perturbé la 
database. 
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6) aide au recouvrement après une panne du système. 
7) permettre un recouvrement après la perte d'un journal. 
Deux_types_de_journaux: 
le journal des transactions 
le journal des actions d ans les fichiers 
Le premier contient les informations co n cernant les mes-
sages entrants et p a rfois les messages sortants. Le se-
cond contient les informations en rapport avec les mises 
à jour des fichiers. 
Les deux typ es d'informati ons peuve nt être g ardé s dans u n 
seul journal, on parle alors" d'audit trail". Cette tech -
: nique est expliquée plus en avant, elle est un peu moins 
efficace que la journalisation qui s é pare les deux typ es 
.de fichiers. 
La journalisation permet: 
a) d'accroître l'effica cit é et les performance s du sys-
tème en raison du recouvrement rap i d e des fichiers. 
b) le recouvrement d'un j ournal à partir de l'autre. 
La synchronisation des événements est très im-
portante. Quand u n t erminal met à jour un article, la s é -
quence suivie est celle de la fi g ure 2.6. On inf orme l'u-
tilisateur qu'il doit réentrer sa transaction s'il ne re-
çoit pas de numéro de séquence pour celle-ci. 
Le numéro de s é quence envoyé par l'ordinateur 
au terminal permet la synchronisation entre les deux jour-
naux. 
Contenu_des_journaux: 
1) Les tables 2.2 et 2.J donnent une liste des informa-
tions p ouvant f i g urer dans les journaux . P lus on v e ut 
faire face à un grand no mbre d' éventualités, plus il 
faut enregistrer de renseignements et plus la comple-
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enre g istrer 
non recept 
traitement sur transac-





copie avant màj 
+ n° de séq 





copie apres màj 
+ n° de séq 
message au terminal: 
mise à jour correcte 
:figure 2.6 
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2) Les journaux enregistrent historiquement toutes les 
valeurs de toutes les zones utiles de chaque article, 
de sorte que l'état d'un article à un moment précédent 
quelconque puisse être recré é. 
J) Dans le journal des transactions figurent uniquement 
les messages de mise à jour de la base de données. 
4) Les articles en entier ne sont pas tou j ours enre g istrés 
dans le "file action journal", les parties essentielles 
sont souvent suffisantes. 
Exemple: fichier stock 
n° d'article, nom, ancienne balance, nouvelle 
balance 
5) La synchronisation entre les journaux est résolue par 
un numéro de séquence ajouté à la transaction et enre-
gistré dans chacun d'eux. 
Recouvrement. 
Le programme de recouvrement examine le journal 
des transactions et le journal des actions dans les fichiers 
selon la procédure suivante: 
1 ) éliminer les transactions dont le , numero d e séquence 
figure dans les copies "after" et celles dont le numé-
ro de séquence n'a pas été reçu par le terminal (elles 
sont retransmises). 
2) les transactions restantes sont traitées par le pro-
gramme de recouvrement comme suit: 
a- transactions dont le numéro de séquence ne figure 
pas dans le file actions journal, copie avant mise 
à jour. 
La mise à jour est effectuée a partir du contenu de 
la base de données. 
b- transactions dont le numéro de séquence fi c ure dans 
le file actions journal, copie avant. 
La panne a pu survenir entre la màj et la copie 
après. Recommencer la mise à jour à partir du con-
tenu de la base de données provoquerait des erreurs. 
Exemple: contenu d'un article: 200 
màj: + 10 
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panne entre les points 10 et 11 figure 2 .6 
contenu base de donnée s: 210 (màj effectuée) 
reconstruction à partir de la data base: 
210 + 10 = 220: erreur 
reconstruction à partir de la co pi e avant: 
200 + 10 = 21 0: correct 
Il faut donc retraiter la mise à jour à partir de 
la co p ie avant, une fois la restauration terminée. 
NB. Erreur const a t é es après un long laps de temps (erreurs de 
programmation p.e). 
La sécurité exige de prendre périodiquement des dumps de 
la data base. 
1) déterminer l'origine temporelle de l'erreur 
2) prendre le dump précédent cette origine, l'historique 
du fichier des transactions et les retraiter toutes 
à partir de ce moment en suivant la séquence 6 à 11 (fi-
gure 2.6). 
Destruction_physique. 
Utiliser le fichier des transactions, le der~ 
nier dump de la data base et recommencer le traitement 
avec les transactions subs é quentes au dump, après fusion 
du file actions journal et du dump en utilisant les co pi es 
after pour éliminer les transactions entièrement trait é es. 
o = oui 
p = possible 
i = à certains intervalles 
JO URNAL DES TRANSACTIONS 
besoins 
transaction 11 de mande de rensei-
gnements II e n input. 
transaction "mise à jour" en 
input. 
type de transaction 
n° de transaction. 
terminal origine. 
opérateur "orig ine". 
heure et date. 
réponse à une transaction 11 de-
mande d'enquête". 
réponse à une transaction "mise 
à jour". 
indication d'une bonne r é ception 
de la réponse• 
violations de la procédure 
d I input. 
enre g istrement début et fin de 
reconstruction des f ichiers. 














































































































o = oui 
p = possible 
i = à certains intervalles 
FILE ACTIONS JOURNAL 
besoins 
n° de transaction. 
heure et date. 
adresse des items mis à jour. 
copie avant mise à jour. 
copie aprè s mise à jour. 
note de l'achèvement de la mise 
à jour. 
liste des programmes utilisés 
pour l'update. 
contenu entier des articles 
, , 
crees. 
contenu entier des articles 
détruits. 
violations des procédures 
de mise à jour. 
contenu des items à corriger, 
avant correction. 
contenu des items à corriger, 
après correction. 













































































La philoso phie de cette méthode est de garder 
un historique des inputs traités par le syst è me et des 
changements intervenus dans la data base. 
Dans cette voie, o n peut fa cilement r e staurer 
la base d e données et retraiter un travail perdu. 
~~EE=~~ 
Panne sérieuse: panne détruisant la data base (crash des 
têtes de l e cture / écriture sur les disques, 
perte massive d 'informations ... ) 
Panne triviale: qui est sens é e ne provoquer aucun ou peu 
de dommages à la data base. 
Un audit trail consiste (cfr journaling) en un 
enregistrement, usuellement sur bande magnétique d 'un ou 
plusieurs typ es d'inf ormations suivant: 
texte des transactions entrées. 
copie des enregistrements avant mise à jour. 
copie des enre g istrements après mise à jour. 
A la différence du journaling, l'audit trail 
maintient ces renseignements sur un seul fichier. 
24.41 Texte de la transaction. 
=-----------------------
En ne g ardant uniquement que le texte de la 
transaction, l'audit trail prend la forme d e la figure 2.7 
D'autres renseignements viennent s'y ajouter: 
n° du terminal 
n° d'identification de l'utilisateur 
heure d'arrivée de la transaction, ••• 
Nous sommes en possession de toutes les tran-
sactions acceptées par le système, mais nous i gnorons la 
manière dont la data base a été transformée. En cas de 
panne, il faut donc supposer que le système était en cours 
de traite~ent de la ou des transactions les plus récentes, 
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effectué s ni quels enreg istrements ont ét é modifiés • 
Une solution est d'écrire un programme de re-
couvrement examinant d'une quelconque manière l'état cou-
rant des fichiers et déterminant ce que le programme a ppli-
cation effectuait au moment de la panne. 
Le pro gramme de recouvrement p ourrait: 
terminer le traitement commencé par le pro g ramme app li-
cation 
ou bien le défaire. 
La solution est fastidieuse. Le programme de re-
couvrement doit simuler le traitement normal du program-
me application et contrôler la base de données p our cha-
que transaction afin de voir si la mise à jour a déjà été 
faite ou non. Dans de nombreux cas, la s imulation et le 
contrôle de la data base ne p euvent être exé cutés par le 
programme de recouvrement. 
~~=~E~=.: 
Le programme application incrément ou décré mente les con-
tenus d'une zone numérique dans les enre g istrements de la 
data base. N'ayant aucune information sur les précédents 
contenus, le programme de recouvrement ne peut déterminer 
ni dans quel sens la mise à jour a été faite ni l'exécu-
tion de la mise à j our elle~même. 
Recouvrement. 
~=~~~~~~!~~-physique_et_lo g ique. 
Il faut recharg er le dernier dump comp let de 
la base de données et retraiter toutes les transactions 
enregistrées dans l'audit trail. Ne dépendant pas de l'état 
courant de la data base, la méthode convient en cas de des-
truction physique et lo g ique, mais elle est inapte à un 
recouvrement valable si une des trois conditions ci~des-
sous est vraie: 
1) la base de données est très grande, ,tle sorte que le 
chargement du dernier dump complet prend un temps con-
sidéraqle. 
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2) un grand nombre de transactions ont été accumulées 
sur la bande audit trail et/ou les transactions ré-
clament un temp s CPU important. 
J) des pannes surviennent souvent et les lo g iques de 
recharg ement de la data base et de retraitement des 
transa ctions sont assez pauvres. 
Solution auxiliaire: 
Réserver dans chaque article de la data base 
une zone contenant le n uméro d e la dernière transaction 
ayant mis à jour l'article. 
Cette information s u pplémentaire permet de 
retraiter les dernières transactions entrées dans le 
syst è me avant la panne en utilis a nt les programmes ap-
plications normaux. 
informer les subroutines de manipulations d e donné es 
et les p ro grammes a pp lications que le système tra -
vaille en mode recouvrement. 
utilisation d e la zone contenant le numéro de tran-
saction pour prévenir, par co mparaison, les mises à 
jour redondantes lors du retraitement des transac-
tions. 
La procédure est fort long ue et peut engendrer 
de nouvelles erreurs en cas de destruction du numéro. 
Cette méthode implique l'enregistrement du texte 
de la transaction et de la copie avant mise à jour des ar-
ticles. On indiqu e dans la copie le numéro de transaction 
pour réaliser la correspondance entre cette transaction et 
toutes ses mises à jour. On ajoute aussi dans l'audit trail 
un enregistrement de fin de transaction. (figure 2 .8) 
Recouvrement. 
Le programme de recouvrement scanne la bande 
' 
informa tions a ddi -
ti onnell e s: 








tex t e d e l a t r an-
sac tion n° 1 
transaction n°1 
article 123 
co p i e avant mà j 
texte d e la t r a n -
saction n°2 
t r ans a cti o n n°1 
article 124 
co pie ava nt màj 
tra n sac ti o n n°2 
ar ti c le 246 
co pie ava nt mà j 
fin de transac-
t i o n n °1 
transaction n°2 
a r ti c le 247 
c o p ie a v a nt mà j 
texte d e la tran-




figure 2 . 8 
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audit trail afin d'éliminer toutes les transactions ter-
minées. Il va utiliser la co p ie "before" des articl e s mis 
à jour par les transactions non co mplè tement trait é es 
pour restaurer la data base. 
Le pro g ramme de recouvrement p eut alors: 
reco mmencer l'exécution d es transactions non achevé es 
et la terminer. 
informer les utilisateurs de leur dernière transaction 
complète et leur demander de les réintroduire toutes à 
partir de celle-là. 
En cas de destruction lo g ique massive de la data base, 
(erreur programme constat é e long te mp s après) il faut c h ar-
ger le dernier dump avant l'erreur et recommencer le trai-
tement de toutes les transactions entrées de puis lors, a-
près correction de cette erreur. ( cfr journaling) 
Destruction_physiq ue. 
La procédure est identique à celle du journaling . 
Chargement du dernier dump de la base de données et traite-
ment de toutes les transactions subséquentes. 
L'avantage de cette méthode est de ne rechar-
ger un dump complet qu•~n cas de destruction lo g ique mas-
sive ou de destruction physique des fichiers.(dornmages les 
moins fréquents) 
Si la bande audit trail contient le texte de la 
transaction et la copie des articles après mise à jour, le 
schéma de recouvrement consiste à recharger le dernier 
dump de la base de données et à le fusionner avec l'audit 
trail en utilisant les copies "after" des transactions 
terminées afin de ne pas les retraiter. 
Cette approche est efficace si le traitement 
d'une transaction prend beaucoup de temps CPU et requiert 
un montant énorme de calculs. 
Elle est moins efficace si le rechargement de la 
data base dure longtemps. 
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En cas de destruction logique massive des fichiers, les 
contenus des articles n'étant pas corrects, la co p ie a-
près mise à jour ne peut plus être utilis é e. Il faut re-
charger le dernier dump et retraiter toutes les transac-
tions a près correction d e l'erreur. 
Texte de la transaction+ co p i e d e l' a rticle avant mise 
----=--=====----=--=-------=~----==-=-=-=--============ 
Cette techn ique co mbine tous les avan tag es vus 
précédemment. La logique de recouvrement est identique 
à celle appliquée dans le cas des journaux. 
Recouvrement. 
éliminer l es transactions terminé es. 
restaurer la data base avec les co p ies avant 
mise à jour et recommencer le traitement des autres tran-
sactions ou demander aux utilisateurs de les r é introduire. 
Destruction_phys ique. 
charger 1·e d ernier dump de la da ta base. 
fusionner le dump et l'audit trail en utili-
sant les copies after des articles, relatrives aux transac-
tions terminées. 
retraiter toutes les transactions non termi-
nées, entrées depuis le dump. 
~~~!~~~!!~~-lo gique_~~~~!~~~ 
- charg er le dernier dump de la data base, pré-
cédent l'origine temporelle de l'erreur. 
- recommencer le traitement de toutes les tran-
sactions subséquentes au dump. 
NB. Dans toutes ces techniques, remarquons que les articles du 
fichier audit trail ne doivent pas être bloqués. Un accès 
physique équivaut donc à un accès lo g ique. 
informations addi-
tionnelles: 























































En bloquant les articles, une panne engendrant la perte 
du contenu d e toute ou d'une partie de la mémoire pour-
rait imp liquer la p erte de transaction p our l'audit tra il 
et des co p ies des articles avant et après mise à jour. 
Messages aux utilisateurs. 
Informer l'utilisateur sur le statut de sa tran-
saction après une panne est une tâche aisé e car l'audit 
trail fournit les rensei g nements n é cessaires p our le faire 
( texte de la transaction, numéro unique par transaction, 
numéro du terminal, ••• ). 
Il peut arriver que le système tombe en panne 
entre l'envoi de la transaction par l'utilisateur et sa 
réception par le système. Celui-ci ne peut donner aucun 
message de bonne ou mauvaise réception à l'utilisateur 
dès que la panne est r éparée. 
La meilleure approche est d'envoyer à l'utili-
sateur une reconnaissance positive pour chaque transaction 
terminée. Elle peut être très simple (OK p.e), mais elle 
peut aussi contenir le numéro de transaction comme réfé-
rence en cas de panne. 
~~=~E!=~ 
Commande 12J4 
~K N° J 1JJ5 
modèle 13 bleu 
Commande 1235 modèle 18 rouge 
~K N° J1J47 
Remarque: 
Les numéros de transactions venant du système 
sont croissants mais pas nécessairement consécutifs eu 
égard de l'interpénétration avec les autres utilisateurs 
travaillant sur les mêmes programmes et données. 
Le programme de recouvrement scanne la bande 
audit trail et construit une table contenant le numéro 
de la dernière transaction correctement terminée, pour 
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chaque utilisateur en contact avec le syst è me au moment 
de la panne. La table est utilisée au redémarrage pour 
engendrer un message du type: 
LAST VALID TRANSACTION WAS N° J l J47 AT 1 :28 PM. 
Trois p ossibilités: 
1) l'utilisateur a envoyé une transaction mais n'a pas 
reçu de reconnaissance de bonne ou mauvaise réception 
par le système, àson terminal. Si le système n'a pas 
pu tra iter le messag e avant la panne, la dernière 
transaction valable refère à une transaction préc é -
dente. 
2) situation identique à celle ci-dessus, mais le syst ème 
a enre g istré la transaction sur le ruban audit trail et 
l'a complètement traitée. Il n'a cependant pas eu le 
temps d'envoyer une reconnaissance positive. 
Le "last valid transaction" porte ici un. numéro supé-
rieur à n'importe l e quel déjà écrit au terminal. 
J) l'utilisateur a envoyé un message, reçu une réponse 
positive et il n'a pas retourné d'autres messages. 
La dernière transaction valable refère à la derniè-
re transaction envoyée. 
Le numéro de la transaction p eu~ être envoyé 
une première fois par le syst è me dès la réception. Si 
l'utilisateur ne le reçoit pas, il devra retransmettre 
cette transaction, sinon il s'en abstiend ra sauf si le 
système le lui demande~ 
Quand on construit un schéma de recouvrement de 
fichier, il est important de se souvenir que le syst ème 
peut tomber en panne à n'importe quel point du traitement 
de la transaction. Beaucoup d'ennuis viennent de la non 
prise en considération des endroits où la probabilité de 
panne est faible. 
Etant donné le volume des traitements qui s'exé-
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cutent dans la plupart des systèmes, il devient très pro-
bable qu'une panne arrive en un point critique a p r ès une 
semaine d'exploitation ou un mois. 
Endroits du traitement où une panne peut survenir. 
1) L'utilisateur imprime sa transaction sur le terminal 
et pousse sur la"transmit key". Une panne à cet en-
droit n'implique aucun dommage pour la base de données 
car l'input n'a pas encore été reconnu p ar le sys-
tème. 
L'utilisateur peut être informé de statut de sa tran-
saction comme indiqué ci-avant. 
2) Le système lit l'input, mais le programme application 
ne l'a pas encore pris en charge . 
La data base n'est pas endommag ée. 
3) Le programme application prend la transaction en charge, 
l'écrit dans le fichier audit trail avec un numéro d'u-
tilisateur, un numéro de terminal, un numéro de tran-
saction, la date, l'heure, etc ••• 
La base de données n'a pas encore été af f ectée, mais 
le programme de recouvrement tiendra comp te de cette 
transaction. Il pourra soit la retraiter durant sa pha-
se d'exécution ou demander à l'utilisateur de lare-
transmettre. 
4) Quand le programme application est prêt au traitement, 
il lit certains articles de la data base. 
1 
La situation est identique à celle du point J. 
5) Avant de mettre à jour un ou plusieurs articles, · le pro-
gramme application en écrit d'abord une co pi e courante 
ou copie "ber~ore" dans le fichier audit trail. 
Il n'y a pas encore eu de mis e à jour dans la data base 
mais le programme de recouvrement utilisera en cas de 
panne utilisera la copie before pour effectuer la 
restauration. 
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6) Le programme a pplication met à j our . des articles de 
la base de données. 
Une panne ici entrainera prob a blement une p erturba-
tion de la d a ta base. L'audit tra il permettra au pro-
0gramme de recouvrement de la restaurer. 
NB. Le programme application doit é crire la copie be-
fore et en attendre l'achèvement avant de mettre 
à jour la data base. 
7) Quand le programme application a terminé une transac-
tion, il l'indiq ue en é crivant un enre g istrement s pé -
cial dans ·1e fichier audit trail (fin de tra nsaction). 
En cas de panne avant l'écriture de la fin de tran-
saction, le p ro g ramme de recouvrement resta ure la da-
ta base et la tra nsaction sera retrait é e bien qu'elle 
fQt correctement terminé e. 
Si la panne arrive après, le programme de recouvrement 
reconnaitra que la transaction est t e rminé e, elle ne 
sera pas retraitée. 
8) Un message de fin de transaction est imprimé sur le 
terminal de l'utilisateur. Il sait alors que sa tran-
saction est correctement accomplie. 
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24.5 CHECKPOINT. 
Enregistrement p é rio d i q ue du statut du systè-
me et des fichiers sur une b a nde ma g n é ti q ue ou un DASD. 
Cet enre g istrement peu être fait à des rup tures logiq ues 
des jobs, mais le crit è re l e p lus communéme nt utilis é 
dans les systèmes de télé traitement est un nombre p r é -
déterminé de transactions ou une i n terrup tion d'horlo g e. 
Exigences du checkp oint: 
quelles informations reteni r? 
quelles sont celles qui vont composér l'enreg istrement 
checkpoint ? 
sur quelle base de temps p rendre les checkpoints ? 
combien de temps peut on consacrer au restart? 
Certaines a p plications ne recourent pas au 
checkpoint, d'autres accord ent b eaucoup d 'imp ortance à 
un restart exact. 
La dis p onibilit é CPU , le temps c a nal, la co m-
p é tence des programmes, l'aisance à r eprend re les tran-
sactions entré es, l'intégrit é des donné es inf luencent 
la techn ique d u check p oint . 
Les p roc édures de r ecouvreme n t d oivent être 
e f ficac e s et simple s à tra iter. 
Dans un système d e télétraitement, on utilise 
le check point conjointement avec le j ournaling . On gar-
de un f ichi e r journa l de s t r ansac tiops et un fichier 
journa l e n r egistrant les co p ies avant mise à jour des 
articles de la b a se d e do n n é e s . 
Le checkpo i nt n e concerne pas les ·fichiers 
de donné es, mais bi en l e s de u x f ichiers journaux. 
~ L 1 ûtfl it é'1r'è cette t e chn ique est d'éviter la 
réexé cution d e toutes les tra nsactions enre g istrées dans 
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le journal des transactions et de permettre la restau-
ration de la data base à partir de ce point. 
Remarq ue. 
Que le système travaille en batch ou en on-line, d'un 
point de vue fichier, le checkpoint n'a sa raiso n d 1 &-
tre qu'avac l'existence d'un moyen de restauration d es 
fichiers. Il permet l'amélioration de ce moyen. 
Exemple: 
on-line: journaling ou audit tra il + checkpoint de 
ces fichiers. La restauration s'effectue 
jusqu'au checkpoint et la réexécution des 
transactions co mmence en ce point. 
batch: g randfather, father, son+ checkpoint des pro-
grammes. Le traitement ne recommence pas au 
début, mais à part~r du checkpoint, le fichier 
père _garantissant une data base exacte. 
La technique du journaling + checkpoint est l'objet de 
la troisième partie. 
ID) JE V JE JL ({)) JF JF JE M JE N 1r 
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BUT DE L'ETUDE 
Dans un système de t é létraitement, les messa-
entrés sont sauvés dans des fichiers adéquats et égale-
ment placés dans des files d'attente. 
Pour son exécut i on, un message a besoin de un 
ou plusieurs pro grammes a pplications spécia lisés à lire 
écrire, tra iter et mettre à jour des données f i g urant 
dans des fichiers applications ( base de données). Un mes-
sage peut mettre à jour des données dans plusieurs de ces 
fichiers. 
A un moment tout à fait quelconque, une panne 
peut survenir, dans l'alimentation en électricité par 
exemple, laissant les utilisateurs i gnorants: 
1- des données effectivement mises à jour, de 
celles en train de l'~tre, ou des autres ne l'étant pas 
encore. 
2- des messages entièrement traités et de celui 
ou ceux en cours d'exécution au moment de la panne. 
Il importe donc d'utiliser un moyen permettant 
de soulever ces deux incerti-tudes et de redémarrer l'ex-
ploitation avec une banque de données correcte, et dans 
le meilleur des cas au début des messages en exécution au 
moment de la panne • 
. Dans cette optique, nous développerons un sys-
~tàme de recouvrement utilisant un fichier des transactions 
(ou messages), un fichier de sauvetage des articles de la 
data base avant mise à jour et prenant un checkpoint pé-
riodique des fichiers de sauvetage. 
32 CONCEPTION GENERALE 
SYSTEME DU 
J.2 
Des messages sont envoyés par terminaux éloi-
gnés vers le centre de traitement.(fi gure J.1) Ils sont 
enregistré s dès leur arrivée dans un f ichier de sauve-
tage des messages (transaction journa l). Ils sont en-
suite analysés, et selon leur type, une pro g ramme spé-
cialisé effectue un certains nombre d'opérations dans la 
base de do n nées. 
Chaque article, avant d'être mis à jour, est 
copié dans un fichier de sauvetage des articles (file 
actions journal: copie be f ore). On y enregistre égale-
ment des informations supp lémentaires de localisation d e 
ces articles dans la data base. La mise à jour est eff ec-
tuée. 
Périodiquement, le système prend un checkpoint 
des fichiers de sauvetage. Ce check point permet un re~ 
couvrement aisé des fichiers en cas de panne dans l'ins-
tallation et il garantit une mise à jour correcte et com-
plète de tous les articles qui le précèdent. 
Le chapitre 33 est l'objet d'un développement 
en détail de cette méthode. 
J.J 
messag e 
fichier sauvetage messages 











SYSTEME GLOBAL (sauf la restauration). figure J.2 a et b 
Des cartes perforées simulent l'envoi des mes-
sages par les terminaux. Elles constituent une file d'at-
tente exp lo~tée d'une maniàre FIFO (first in, first out). 
Le système affecte au message un numéro de séquence qui 
lui est propre ( numéro de séquence interne) afin de dif-
férencier les messages portant un même numéro de séquen-
ce donné par les utilisateurs . (ceux-ci ajoutant un numé-
ro de séquence propre à chacune de leurs transactions, 
plusieurs d'entre elles, venant de terminaux différents 
peuvent porter un numéro de séquence identique)~t pour 
établir une correspondance entre la transaction et les 
articles qu'elle met à jour. Les messages (transactions) 
sont ensuite sauvés dans un fichier de sauvetage des mes-
sages avec les numéros de séquence interne et externe. 
Nous appelons numéro de séquence externe celui donné par 
l'utilisateur. 
Nous utilisons deux fichiers de sauvetage des 
messages afin de pouvoir tirer une copie de l'un pendant 
que l'autre est en action. Un switch - SWl - indique celui 
qui est en cours d'utilisation. 
Une analyse du code opération figura~t dans le 
message permet de céder la main à un programme applica-
~tion. Nous avons écrit trois programmes de ce typ e répon-
dant aux codes 0001, 0002 et OOOJ. Ils sont réduits à des 
lectures et des écritures de mise à jour dans les fichiers 
applications car notre but n'est pas d·e les développer en 
détail. 
Principe_fondamental: 
une lecture seule n'engendre aucun sauvetage. 
une lecture suivie d'une mise à jour donne lieu à un 
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sauvetage de l'article lu. 
une création est précédée d'une lecture et du sauveta-
ge de la zone dans laquelle l'article va être placé. 
une suppression est précédée de la lecture de l'arti-
cle à supprimer et du sauvetage de celui-ci. 
Après chaque lecture (sauf lecture seule) la main est 
donnée à un programme de sauvetage des articles des fi-
chiers applications. 
Les articles, avant mise à jour sont écrits 
dans un fichier de sauvetage. Nous utilisons en fait deux 
fichiers de ce type pour l es mêmes raisons que celles qui 
nous ont incités à prendre deux fichiers de sauvetage des 
messages. 
Sont mémorisés: 
les numéros de séquence interne et externe. 
le nom du fichier application contenant l'article sauvé. 
l'adresse dans le fichier application de l'article sau-
vé. 
le contenu de l'article. 
Ces informations nous permettrons de restaurer aisément 
les fichiers applications après une panne. 
Grâce au numéro de séquence interne, onétablit une cor-
respondance entre le message et l'article sauvé. Si le 
message a entraîné la mise à jour de plusieurs articles, 
ceux-ci auront le même numéro de séquence interne, celui 
du message. Le programme de sauvetage conserve aussi une 
zone contenant les informations qui constitueront l'en-
~registrement checkpoint. (voit ci-dessous) 
Le programme application reprend la main pour 
terminer l'exécution de la transaction et il la repasse 
ensuite au programme principal qui va tester s'il faut 
prendre un checkpoint. 
OUI: en tête du fichier de sauvetage des articles, on en-
registre: 
les numéros de séquence interne et externe 
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le nom du fichier de sauvetage dans le-
quel l'article est sauvé 
l'adresse dans ce fichier de sauvetage de 
l'article sauvé. 
Ces informations sont contenues dans une zone g é rée 
par le programme de sauvetage. Celui-ci la met à 
jour à chaque écriture d'article dans les fichiers 
de sauvetage. 
Une fois l'écriture du checkpoint terminée le sys-
tème prend en charge le message suivant. 
NON: lecture du message suivant. 
JJ.2 PROGRAM.M.ATIO N. 
La figure J.J nous donne une idée générale de 
l'enchaînement des différents programmes. 
Le début du traitement est effectué par le pro-
gramme principal. En fonction àu code opération, celui-ci 
cède la main à un des trois programmes applications. De 
ces programmes applications, nous passons ensuite aprè s 
chaque lecture au programme de sauvetage. Celui-ci rend 
la main pour la mise àjour au programme application qui 
la repasse ensuite au programme principal. 
Le programme principal appelle le programme de 
checkpoint si nécessaire et il prend en charge le messa-
ge suivant. 
Nomenclature: 
programme principal: C~lAIN 
programmes applications: CSECT2, CSECTJ, CSECT4 
programme de sauvetage: CSAUV 
programme de checkpoint: CKPT 
JJ.22 Programme= princiEal. fi gure J.4 a et b 
Comme nous l'avons déjà vu, un numéro de séquen-
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ce interne est ajouté au message et celui-ci est ensuite 
écrit sur un des fichiers de sauvetage des messages. Ces 
deux fichiers son t appelés t-iESFILE0 et MESFILE1. Ils sont 
gérés en accès direct relativement au début du fichier 
(relative direct access method). La clé doit être four-
nie en binaire sur trois caractères et être comprise en-
tre 0 et M (M = nombre maximum d'articles du fic~i~r - 1). 
~~~~E.!~.: 
100 articles au maximum dans le fichier. 
les clés varient de 0 à 99. 
Nous trouvons dans la figure J.5 un dessin du format des 
articles de î-ESFILE0 et MESF ILE l. 
Grâce à cette technique d'accès, nous pouvons 
établir une correspondance directe entre le numéro de sé-
quence interne et la clé d'enregistrement dans les fichiers 
de sauvetage des messages, dont nous avons limité la tail-
le à 100 articles. 
n° de séq int 
+ reste 
100 
Le reste est pris comme clé d'accès. Cet artifice évite la 
prise d'un checkpoint de cea fichiers. Au redémarrage, le 
numéro de séquence interne étant mémorisé •~ans le check-
point des fichiers àe sauvetages des articles avant mise 
à jour, on effectue le même calcul pour accéder directe-
ment au message correspondant au point de contrôle. Nous 
pourrons dès lors avertir les utilisateurs aux terminaux 
de leur dernier message correctement traité. 
L'utilisation de deux fichiers nous permet de 
tirer une copie de l'un pendant que nous travaillons sur 
l'autre. Avant chaque écriture, nous testons un switch 
pour déterminer quel fichier est en cours d'utilisation. 
SW1 = 0: r-ŒSFILE0· est utilisé. 
SW1 = 1: NESFILE1 est utilisé. 
J. 12 
écrire le 
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écrire le 























f'igure J.4 b 
Une fois un fichier rempli, nous inversons le switch 




} ESFILEO MESFILE 1 
4 
figure 3. 5 
3 .13 
Nous t .rouvons dans la figure 3. 6 un dessin du format des 
articles de MESFILEO et î- ESFILE1. 
33.23 Programmes_aEpl i cations. 
Les trois programmes applications que nous a-
vons écrits travai-llent; sur deux fichiers applications: 
APFILE10 et APFILE1l. Ces programmes effectuent des lec-
tures/écritures et appellent la routine de sauvetage 
(CSAUV) après chaque lecture. 
La figure 3.7 explique la logique de ces pro-
grammes. 
33.24 Programme=de=sauveta~e. fi gure 3.8 a et b 
Quand un programme application lit un article 
avant une mise à jour, il appelle une routine qui va en 
sauver le contenu avant modification. 
Celle-ci mémorise le numéro de séquence inter-
ne afin de déterminer de manière unique le message ayant 
engendré la lecture et la mise à jour (nous avons retenu 
les numérosde séquence interne et externe). 
Dessin des articles des fichiers i1.ESl<"'lLEO et t-,ESFILE1. 
4 4 4 4 JO 
NSEQI NSEQE NTERM TOP ZQcQ · 
Lo n gueur totale= 46 caractères 
NSEQI = n° de séquence interne en binaire sur 4 caractères 
NSEQE = n° de séquence externe donné par l'utilisateur 
NTERI-i = n ° d' iden tifi cation du terminal 
TOP= type d'opération: 0001, 0002, 0003 
ZQCQ = zone quelconque indéfinie dans notre système 
Dessin des articles des fichiers SAVFILEO et SAVFILE1. 
4 4 3 40 
NSEQI NSEQE FILENAME CLE CONTENU 
Longueur totale= 65 caractères 
NSEQI et NSEQE = voir ci-dessus 
. 
FILENAHE = nom du fichier applications contenant l'article 
sauvé avant mise à jour 
CLE= clé d'accès dans ce fichier applications 
CONTENU= contenu de l'article sauvé 
NB. Pour des raisons pratiques, le nom de chaque fichier que 
nous utilisons comporte 14 caractères. 
ex: JAMIN.SAVFILEO 
figure J.6 
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J .16 
Le sys t ème d e t é l é trait e ment tra vaille sur un 
ensemble de fichiers applic a tions constituant la base de 
données. Il est donc fondamental de mé moriser le nom du 
'-
fichier contenant l'article sauvé afin de le restaurer 
au bon endroit en cas de panne. 
Nous mémorisons aussi l'adresse de l'article 
dans le fichier a p plication a f in de le situer e x actemen t 
lors de la restauration. Nous enregistrons finalement l e 
contenu de l'article à modifier. 
Le programme de sauvetage utilise deux fichiers 
pour les mêmes raisons que ci-dessus. Nous appelons ces 
deux fichiers SAVF ILEO et SAVF ILE1. Un switch indique ce-
lui qui est en cours d'utilisation. 
Structure_des_deux_fichiers_de_sauvetage. 
articles de longueur fixe, non bloqués. 
les deux premiers articles de SAVFILEO sont 
check point (cfr J J.25) 
, , 
reserves au 
la logique d'écriture dans ces fichiers est la même que 
celle utilisée pciur MESF ILEO et MESFILEl. 
L'accès se fait directement, relativement au 
début des fichiers. La clé doit être fournie en binaire 
sur trois caractères. 
Le programme de sauvetage gère une zone utilis é e 
par le programme de check point. Elle contient les numéros 
de séquence interne et e x terne du message, le nom du f i-
·' chier dans lequel l'article vient d'être sauvé et l'adres-
se dans ce fichier. 
NB. La figure J.6 contient le dessin du format des articles de 
SAVFILEO et SAVF ILE1. 
Articles_non_bloqués. 
En décidant de bloquer l e s articles à sauver, il faut at-
tendre le remplissage du buffer pour exécuter l'accès phy-
sique. Une panne détruisant le contenu de la mémoire engen-
drera la perte de message et d'articles avant mise à jour. 
zero 
p 3 . 15 
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Le programme de sauvetage met à jour une zone 
qui est écrite en début du premier fichier de sauvetage 
lors de la prise d'un check p oint par le p rogramme ad hoc. 
Cette zone contient: 
les n° de séquence interne et externe. 
le nom du fichier de sauvetage contenant l'article cor-
respondant. 
l'adresse dans le fichier de sauvetag e de l'article cor-
respondant. 
Les deux premiers articles de SAVF ILEO sont ré-
servés aux checpoints successifs. Les valeurs de clés sont 
000 et 001 en binaire sur trois octets. Le ~remier check-
point est enregistré à la clé 000, le second à la clé 001, 
le troisième de nouveau à la clé 000 et ainsi de suite. 
Justification: 
Si une panne survient au moment du checkpoint et si un 
seul article du fichier lui est réservé, le checkp oint pré-
cédent risque d'être d é truit et le courant perdu si le 
contenu de la mémoire est endommag é. 
Grâce au "flip-flop'' le check point précédent peut toujours 
être utilisé pour restaurer la base de données. 
Le cri tère déterminant la prise d'un checkpoint 
est un nombre f i xe de messages complètement traités. Le 
programme décri t ure du point de contrôle est appelé tous 
les 5 messages terminés. 
3.20 
zone gérée par le p ro gramme de sauvetage, a ppelée CPBUF 
( checkp oint-, 
NSEQI NSEQE FILENA.r-iE CLE buffer) , 















point ( PBUF ) 
changer la 
clé 
000 _. 001 
00 -ooo 
p 3 .12 
figure J.9 
3.21 
JJ.26 ~~~~~~~~~~g~~ fi g ure J.10 a et b 
Amener le checkpoint en mémoire. Lire les deux 
premiers enregistrements de SAVFILE0 et comparer les nu-
méros de séquence interne. Le numéro le p lus g rand don-
ne le checkpoint le plus r é cent et c'est à partir de celui 
là que le traitement s'effectue. 
Examiner le nom du fichier de sauvetage figu-
rant dans le checkpoint pour déterminer le fichier con-
tenant l'enregistrement sauvé correspondant. 
Examiner la clé d'accès pour accéder directe-
ment à l'enregistrement. 
Nous balayons les articles des fichiers de sau-
vetage jusqu'au dernier enregistrement sauvé avant la pan-
. ne. La restauration doit se faire dans le sens dernier en-
registrement sauvé vers l'enregistrement correspondant au 
checkpoint pour obtenir les fichiers applications dans 
l'état équivalent~ celui du moment de la prise du check-
point. Un même enre g istrement mis à jour plusieurs f ois se 
trouve sauvé un nombre égal de fois aux mises à jour. En 
restaurant dans le sens direct, il ne se truverait pas 
dans l'état qui était le sien au moment du checkpoint. 
~~~~E!~~ 
Article AA: contenu: 100 
màj1: +10~110 
2: +10=120 








restauration sens direct: l'article contient 115 # 100 qui 
est le contenu correspondant au 
checkpoint. 
restauration sens inverse: 115, 120, 110, 100 correct 
3.22 
Balayag e. 
A chaqu e lecture, comparer le numéro de s é quen-
ce interne suivan t (NS) avec le _préc é dent ( NP) 
NS~ NP: NS devient NP, lire l'enreg istrement suivant et re-
co mmencer la compa r a ison. 
NS <NP : NP correspond au dernier article sauvé avant la pa-
ne et la restauration commence. 
Rest a uration. 
Pour chaque enre g istrement sauvé: 
a) comparer le numéro de s é quence interne a vec celui de 
l'enregistrement corres p ondant au c h eckp oint. 
En cas d'égalité, la restauretion est terminée et on re-
lance l'exploitation. 
b) sinon examiner le nom du fichier applications et l'a-
dresse dans ce fichier. 
c) écrire le contenu sauvé dans le f ichier application adé-
quat. 
A la fin de la restauration, les fichiers applications 
sont remis dans l'état équiva lent au moment de la prise du 
dernier checkpo i nt. 
Le programme de recouvrement (CREST) est appelé 
après une destruction logique des fichiers (cfr types de 
destruction p 2.1). 
Voyons comment u~iliser cette méthode en cas de 
destruction logique massive et de destruction physique des 
fichiers. 
Destruction_physique. 
Pour des raisons de sécurité, nous sommes ame-
nés à tirer périodiquement des copies ou dumps de la data 
base. 
En cas de d e struction physique d e celle-ci, nous 
devons recharger le dernier dump et retraiter toutes les 
transactions e n trées a p r è s la copie du dump. Le recouvre-
ment peut être amélioré si nous enregistrons aussi dan s 
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figure J.10 b 
J.25 
les fichiers de sauvetage l es co p ies a p r è s mà j. Nous fu-
sionnons alors le dump avec les fichiers de sauvet a ge {his-
toriques subséquents au dump et courants au moment de la 
panne) en utilisant les copies a près màj. La fusion s'ar-
rête au checkp oint et on retraite les transactions à partir 
de ce point de cont rôle. 
Destruction lo g ique massive. 
----------------------------
Toujours avec l'exemple de l'erreur de pro g ram-
mation non détectée, nous ne p ouvons pas compter sur les 
contenus des articles, avant mis e à jour, dans les fichiers 
de sauvetage. Il faut recharg er le dernier dump avant l'er-
reur et retraiter toutes les transactions subséquentes. 
JJ.27 Redémarrage=de=l ' exploitation. 
a) retraiter aut omatiquement les messag es entrés après ce-
lui corres p ond ant au checkpoint. 
Reprendre le dialogue avec les terminaux et autoriser 
l'envoi de nouveaux messag es. La panne n'a pas, dans ce 
cas-ci d 1 incidencesur l'enchaînement des messages au ni-
veau de chaque utilisateur. Les nouveaux messages sont 
enregistrés à la suite des autres dans le fichier de 
sauvetage des messages. 
b) Ne pas recommencer le traitement des messages. Parcourir 
le fichier de sauvetage des messages pour renseigner les 
utilisateurs sur leur dernier input entièrement traité. 
A partir de là, ils doivent réintroduire leurs transac-
tions et elles sont enregi strées dans le fichier de 
sauvetage des transactions immédiatement après celle 
correspondant au checkp oint. Le système leur affecte un 
numéro de séquence interne égal au numéro du checkpoint 
plus 1. 




Parmi toutes les techniques de recouvrement de 
fichiers que nous avons étudiées, celle qu'il faudra choi-
sir lors de l'élaboration d'un système dépendra avant tout 
des objectifs et des critères fixés par l'organisation u-
tilisatrice ( r,,1TBF, MTTR, continuité du service, ••• ). 
Généralement, il ne faudra pas en retenir une 
en particulier, mais bien une combinaison de deux ou plu-
.sieurs d'entre e l les afin de bénéficier des avantages de 
celles utilisées et pallier aux inconvénients de l'une par 
l'autre. 
Toutefois, la technique du journaling ou de l'au-
dit trail s'avère la plus efficace car elle permet de faire 
face à un plus grand nombre de situations. La combinaison 
d'une de ces méthodes avec la prise périodique de check-
points en améliore encore le rendement. 
Nous avons vu aussi que la sécurité exige d 1 exé-
cuter des dumps de la base de données à intervalles régu-
liers, ceux-ci étant déterminés en fonction de la taille 
de la base de données et de la vitesse d'écriture des dumps. 
3.27 
LECTURE DES LISTINGS. 
Nous trouvons en annexe un list,ing de 1 1 ensem-
ble des programmes et des résultats. Il se compose comme 
suit: 
- listing des programmes CMAIN: programme principal 
CSECT2, CSECT3, CS ECT4: program-
mes applicatiori~ 
CSAUV: pro g ramme de sauvetage 
CKPT: pro g ramme de checkpoirit 
listing du programme de restauration: ,CREST 
listing des résultats: 
• contenu des fichiers de sauvet ages des articles 
avant mise à jour: SAVF ILEO et SAVF ILE1 
• contenu des fichiers a pplications APFILE10 et 
APFILE 1 1 aprè s exécution des p rogrammes CMAIN, ••• 
••• , CKPT 
vis à v i s: a) nous avons chang é le contenu des fichiers 
applications p our montrer clairement l'ef-
f et de la restauration 
b) contenu de A~F I LE10 et A~FILE11 a près exé-
cution du pro g ramme de restauration CREST 
NB . Voir le format des articles de SAVFILEO et SAVFILE 1 p age 
J.14 et des checkpoints page 3.20 
Les deux premiers enregistrements de SAVFILEO 
contiennent les checkpoints. Le numéro de s é quence inter-
ne le plus grançl est 0020. Le checkpoint le plus récent 
fi g ure donc dans le premier article. (Dans les fichiers, 
le n~rnéro d e séquence interne est en binaire s~r 4 octe~s; 
il est écrit sur le listing en 11 caractères) 
L'enregistrement corres p ondant au checkpoint se 
trouve dans SAV1"ILEO à la clé 051. Il s'ag it donc du der-
nier article de la base d e donnée manipulé par la derni è -
re transaction terminci e au moment de la prise du check -
point. 
J.28 
A partir de la clé 051, nous balayons les fi-
chiers de sauvetage jusqu'a rencontre d'un numéro de sé-
quence interne inférieur â celui lu précédemment: 0008 ~st 
inférieur à 0021. 
Nous restaurons ensuite la zone "CONTENU" dans 
les fichiers application adéquats et aux clés indiquées 
dans la zone _"CLE 11 , en sens inverse au balayage: d'où la 
restauration dans A~FILE 10: clés 007, 006, 005 
AP:B'ILE11: clés 015 à 001 
Un article , mis à jour plusieurs fois aura, après 
restauration,un cont e nu équivalent au sien au moment de la 
prise du checkpoint. 
A 1 • 1 
ANNEXE 1 
RECOUVREMENT EN I.D.S 
L'I.D.S utilise le journaling comme méthode de 
recouvrement. Il enregistre toutes les transactions dans 
les pages du fichier journal, de même que toutes les ac-
tions dans les fi chiers de la base de données. L'infor-
mation de journalisation - obtenue à partir de chaque ac-
tivité I.D.S en exécution - est stockée sur une bande ma-
gnétique , fournissant ainsi un fichier source ut'ilisé pour 
la restauration de la data base à un état précédemment 
connu dans l'éventualité d 'une détérioration de celle-ci. 
Le fichier journal contient de multiples infor-
_mations relatives à la procédure de journalisation et au 
f oncti o nnement de l'I.D.S lui-même. 
Parmi celles-ci: 
copie des p ages avant et a près mise à jour. 
articles "images"des p ages. 
Les articles "images" sont de deux typ es selon ·que la copie 
est "before" ou "af ter" et écrits respectivement avant et 
après chaque modification. Ils contiennent des informations 
de synthè se sur le statut des pag es du fichier journal. 
Exemp les: 
typ e de pag e : copie avant ou après 
no mbre de lignes dans la page 
date et heure du démarrage de l'activité I . D.S 
nom du fichier I.D.S contenant la page 
et C • • .-
La bande magnétique de journalisatiori contient 
donc les copies des pag es avant et a p r è s mise à jour . ~n 
cas de recouvrement, le journal est traité selon la fi -
gure a 1 • 1 
Séquence . 
1) Etablir le critère de sélection pour obtenir les pages 
appropriées du fic llier journal (relatives à la data ba-
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A 1. J 
telles que celles du rapport de l'activité de la data 
base. 
2) La routine ~UTP (utilitaire I.D.S) sélectionne les pa-
ges du journal tape. 
J) La routine QUTS trie les pages sélectionnées pour éli-
miner celles portant le m@me numéro. 
L 'output trié consiste en la première co p ie avant ou la 
dernière copie after pour un numéro de p a g e d onné , à 
recharger dans la data base. 
4) La routine QUTL recharge l 'output dans la .portion appro-
priée de la data base. Elle peut être aussi utilisée 
pour charger les pages directement du journal. (figure 
a 1. 2 
~s 






RECOUVREMENT E J I. M. S 
La philosophie gén érale du recouvrement en I . M.S 
est d'enregistrer le statut du syst èm e (programmes, fichie~s 
etc ••• ) à un moment donné (che c kpo int) et d ' enregistrer 
tous les changements de statu t à partir de ce point jusqu' 
au au prochain checkp oint ou jusqu ' à la panne . 
L 'enregistrement des changements de statuts est 
' appelé "logging " en I . M. S ; c'est une forme de journaling . 
En cas de panne, le recouvrement consiste à res-
. . 
taurer le sta tut de la base de données au moment du check -
point et à rec r éer l ' activité de chang ement du statut. 
Recouvrement de la data base . 
Principe : 
---------
Constitu er une co pie back-up à un moment donné 
et garder un enre g istrement de tous les changements sur-
venus dans la base de donné es. 
a) copie de la data base. 
Un programme utilitaire fournit à grande vites-
se une c o pi e back-up de la data base. Celle-ci es t divi -
sée en ensembles de donné es ( data seti). Tous les ensem-
bles sont copiés en une fois p our plus de facilité et l 'u-
tilisateur peut de mander l ' e xécut ion de deux dumps en pa-
rallèle . En cas d ' erreur d 'en trée/sortie dans l'un d 'eux , 
le pro gramme continue et achè ve l'autre. 
La co p ie est créée sur bande magnétique . Le 
premier enregistrement de celle-ci est appelé"dump header", 
il contient d es inf ormations d'identification des ensem-
bles de d onnées (data sets): d ate, heure , : •• 
La fréquence des d umps est dépendante des exi -





b) accumulati on des changements dans la data base. 
Le programme spécialisé à cette tâche dispose 
·de l'ancien fichier accumulation des changements surve-
nus dans la data base et du fichier journal (log tape). 
Il exécute la séquence suivante: 
lecture des enregistrements du journal. Comme celui-ci 
contient des informations sur tout le système, le pro-
g ramme ne retient que · celles concernant les chengement~ 
i n tervenus dans la base de donées . 
. 
fusion de l'ancien fichier a ccumulation avec les nou-
veaux changements. 
Le résultat est un nouveau fichier accwi:ulation conte-
nant la valeur globale de tous les chang ements surve-
nus dans la data base à partir du moment de . la co p ie 
back-up. 
Le volume des informations à traiter en cas de 
recouvrement est considérablement réduit et celui-ci est 
donc p lus performant. 
Le fichier accumulation sert aussi à sélection-
ner les articles appartenant aux parties les plus impor-
tantes de la da ta base pour les grouper en un autre fi-
chier accumulation utilisé en cas de recouvrement extrê-
mement urgent des seules parties critiques de la base de 
donnéès . 
c) recouvrement. 
Le recouvrement s' eff-ectue en deux _phases : 
fusion de la dernière co pie b ack-up de la base de don-
nées avec le fichier accumulation des chang ements. La 
data base est alors entièrement ou partiellement res-
taur ée. 
Partiellement restaurée signifie qu'il existe 
au moment de la panne un ou p lusieurs fichiers jour-
naux non encore fusionnés avec le fichier accumulation. 
Dans ce cas: 





Il existe en I.M.S plusieurs formes de check-
points : 
- checkpoints normaux (simple checkpoints) : ce sont les 
points de contr8le courants, donnant une 
référence, un point de synchronisation pour 
le redémarrage du . système. 
Plus leur fréquence est petite, plus il y a 
d 'enregistrements sur les journau~ et plus le 
redémarrage urgent est long (redémarrage à 
l'endroit de la panne). 
Une fréquence trop élevée dégrade les perfor-
mances du système. 
- checkpoints d 'arrêt (terminati on checkpoints): ce sont des 
points de contrôle pris lors d'un arrêt de 
l'activité I . M. S . Ils permettent l'achèvement 
des transactions en c o urs mais en interdisent 
de nouvelles. La file d ·'attente. des transac-
tions est bloquée , de même qu~ la data base 
et le fichier journal est fermé . 
Si le dernier journal utilisé po ur le r~couvre-
ment n'a pas été fermé par un "termination checkpoint", la 
data base n'est pas correctement restaurée et les change-
ments relatifs à ce journal en sont effacés (data base 
backout) . 
D 'une manière générale, le "back out" c onsiste à 
supprimer, après exécution d ' un programme, les changements 
effectués par ce dernier. Comme il s'agit de changements 
de la data base, un fichier journal de backout (backout log 
tape) est créé et il doit être utilisé lors d'une procédure 
de recouvrement. La base de données après le backout ne se 
trouve pas nécessairement dans l'état équivalent à celui 
pré c éden t l 'exécution du programme. 
Ex em ple : 
Une zone libérée par 1 1n delete peut déjà ôtre utilisée par 





Quand elle est a ppelée pour un ~ecouvrement, la 
procéd ure "data base baclcout " efface donc les changements 
engendré s par les messages en activité au moment de la 
panne. 
Sécurité_des_journaux . 
L 'importance des journaux est es se~tielle pour 
assurer l'intégrité de la base de données . Leur s é curité 
e st donc l'objet d'une attent ion particulière . 
L' é criture dans les jour naux étant bloquée et 
bufferisée , les chang ements peuvent avoir eu lieu dans la 
data base avant enregis tr ement de ceux-ci dans les jour-
naux . 
Quand l'I. M. S se termine anormalement et que 
l'~S reste a ctif, une routine force l' é criture du conte-
nu d es buffe rs dans les journaux et ferme ceux-ci. L 'in-
tervention d e l'o p érateur est cependant quelques fois re-
quise. 
Le problème est de retrouver les données n'ayant 
pas p u être écrites sur le " l o g tape" avant la panne et de 
les ajouter aux informations déjà écrite dans les journaux. 
On se base pour cela sur l'existence d 'un dump du contenu 
de la mémoire au moment de l a panne . S i l'~S reste acti ~ , 
il eff ectue le dump, sinon il faut recourir~ une proc é -
d ure s pé ciale pour l' exé cuter. 
Une f oi-s 1 1 0S relancé, les buffers non , sauves 
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