Let X be a Banach space and K be a compact subset in X. We consider a greedy algorithm for finding n-dimensional subspace V n ⊂ X which can be used to approximate the elements of K. We are interested in how well the space V n approximates the elements of K. For this purpose we compare the greedy algorithm with the Kolmogorov, width which is the best possible error one can approximate K by n−dimensional subspaces. Various results in this direction have been
where the infimum is taken over all n-dimensional subspaces L of X. We also put
We would like to emphasize that in practice, finding subspaces which give this performance is out of reach.
We are interested in how well the subspaces created by the greedy algorithm approximate the elements of K. For this purpose it is natural to compare σ n (K) X with the Kolmogorov width d n (K) X . Various comparisons between σ n (K) X and d n (K) X have been made. The first attempt in this direction was given in [2] and improved in [1] , where the authors considered the case when X is a Hilbert space H. Under this assumption, it has been shown that
for an absolute constant C. Observe that this result is useful only when d n (K) H decays faster than 2 −n . A significant improvement of the above result was given in [3] where the authors prove that if the Kolmogorov width has polynomial decay with rate n −s , then the greedy algorithm also yields the same rate, i.e., σ n (K) H ≤ Cn −s . In the same paper, the estimate of this type for Banach spaces X was also considered, but there is an additional factor n 1 2 +ε (for any ε > 0), that is, σ n (K) X ≤ Cn where C depends on s and ε.
For a recent result in this direction we refer to [13] . Letγ n (X) be the supremum of BanachMazur distance d(V n , ℓ n 2 ) where V n is the n-dimensional space in a quotient space of X. If d n (K) X ≤ C 0 n −s andγ n (X) ≤ C 1 n µ , then Wojtaszczyk [13] shows that there is a constant C such that
Observe that the estimate given in (1.2) improves the result (1.1) sinceγ n (X) ≤ √ n. It has been shown in [13] that the above estimate is optimal in L p up to a logarithmic factor. However, for a given Banach space X, the factorγ n (X) is not easy to compute. Hence, this raises the question whether we can replace the condition onγ(X) by γ n (X) = sup Vn d(V n , ℓ n 2 ) where the supremum is taken over n-dimensional subspaces V n in X, see Section 2 for the definition.
In the present paper we will give a new analysis of the performance of the greedy algorithm in which we show that the assumption onγ n (X) can be relaxed to γ n (X). In addition the rate of the logarithm in (1.2) can also be improved when s > 1/2. More precisely we shall prove that there is a constant C > 0 such that
Often, the compact set of interest K is the image (or subset) of the closed unit ball B E of a Banach space E under a compact operator T ∈ L(E, X). For this reason, we shall compare σ n (K) X with the Kolmogorov widths d n (T (B E )) X . In this study, we obtain the estimate
here Γ n (X) is the n-Grothendieck number of X, which is closely related to γ n (X), see Section 2. Note that if E is a Hilbert space then Γ(E) = 1. In Section 3 we will give an example showing that the estimate (1.3) is sharp in some situations. The rest of our paper is organized as follows. In the next Section 2 we will collect some required tools. The main results are stated and proved in Section 3.
Some preparations
In this section we collect some tools needed to formulate our results in the next section. The Banach -Mazur distance of two isomorphic Banach spaces X and Y is defined by
For a Banach space X we introduce a sequence of numbers
The sequence γ n (X) is non-decreasing and γ 1 (X) = 1. It is obvious that if X is a Hilbert space then we have γ n (X) = 1, n = 1, 2, 3, . . .. In the case of an arbitrary Banach space X, it is known that γ n (X) ≤ n 1/2 and γ n (L p ) ≤ n
Let X and Y be Banach spaces of finite dimension. Then there exists an operator T :
We can additionally assume that T −1 = 1. Hence a new norm on X defined by x e := T x Y satisfies
Moreover T is an isometry between (X, · e ) and Y . The local injective distance γ n (X) is closely related to the so-called Grothendieck number. Let T ∈ L(X, Y ) be a linear bounded operator. The n-th Grothendieck number of T is defined as
If T is the identity map of X then we write Γ n (X). Let 0 ≤ δ ≤ 1/2. A Banach space X is said to be of weak Hilbert type δ if there exists a constant C ≥ 1 such that Γ n (X) ≤ C n δ for n ≥ 1. We denote the class of these spaces by Γ δ . Note that Γ 1/2 is the set of all Banach spaces, i.e.,
The relation between γ n (X) and Grothendieck numbers is represented in the following lemma, see, e.g., [10] .
Lemma 2.1. Let X be a Banach space. Then
For later use, let us introduce the notion of Kolmogorov and Gelfand widths of linear continuous operators. In the following we use the definition given in [12, Chapter 2] , but see also [8, Chapter 11] . Note that there is a shift of 1 between definitions by Pinkus [12, Chapter 2] and Pietsch [8, Chapter 11] . Let B X be the closed unit ball of X. The Kolmogorov n-width of the operator T ∈ L(X, Y ) is defined as
where the infimum is taken over all subspace L n of dimension n in Y . The Gelfand n-th width of T ∈ L(X, Y ) is given by
where the infimum is taken over subspaces L n of X of co-dimension at most n. We also put
Note that Kolmogorov and Gelfand widths are closely related, i.e., The relation between Grothendieck number and Kolmogorov, Gelfand widths is given in the following lemma. For a proof we refer to [10] .
Lemma 2.2. Let X and Y be Banach spaces and T ∈ L(X, Y ). Then it holds
and
The set of these operators is denoted by B 2 (X, Y ) and the norm T |B 2 is given by the infimum of all C > 0 satisfying (2.2). The following assertion can be found in [10] .
Lemma 2.3. Let X and Y be Banach spaces. Let T ∈ B 2 (X, Y ). Then we have
Main results
Our first result can be formulated as follows.
Theorem 3.1. Let X be a Banach space and K a compact subset of X. Assume that
and s > µ. Then we have
Proof. The idea of the proof follows from the proof of Proposition 2.2 in [13] .
Step
For n ∈ N fixed we put
We denote N = 2 n . Implementing the greedy algorithm for the set K we get the sequence {f 0 , . . . , f N −1 }. Then it follows from (3.2) that
for some g k ℓ ∈ V k . Let X = span{f 0 , . . . , f N −1 } and Y = span{V n , X}. It is obvious that 2 n ≤ dim(Y ) < 2 n+1 . From (2.1) we infer the existence of a Euclidean norm · e on Y satisfying
where we put A = γ 2 n+1 (X). Let Q be the orthogonal projection from Y onto X in the Euclidean norm · e . We denote
By {φ j } j=0,...,N −1 we denote the orthonormal system obtained from f 0 , . . . , f N −1 by GramSchmidt orthogonalization in the norm · e . It follows that the matrix [φ j (f ℓ )] N −1 j,ℓ=0 has a triangular form. In particular, on the diagonal we have
Step 2. We consider the case
where m 1 = 1, m L+1 = n + 1. We denote {x j } j=0,...,N −1 another orthonormal basis in X, such that
for i = 2, . . . , L. Note that
see (3.6) . By k j we denote the j-th column of the matrix [x j (f ℓ )]
N −1 j,ℓ=0 . Applying Hadamard's inequality and then arithmetic-geometric mean inequality we obtain
From (3.5), (3.7), and (3.8) we have
, by our assumption), and for i = 2, . . . , L,
Similarly, we have
Inserting this into (3.9) we find
where we put
For nonnegative number a 1 , . . . , a n and positive numbers p 1 , . . . , p n we have
see, e.g., [4, Page 17 ]. Applying the above inequality for M we get
Now we deal with the term
Using h m i < 2 m i for i = 1, . . . , L we can estimate
Plugging (3.11) and (3.12) into (3.10) we obtain
Finally from the assumption A ≤ C 1 2 µ(n+1) we find
and hence
for 2 n ≤ j < 2 n+1 . Since ε > 0 arbitrary we get (3.1).
Step 3. We comment on the case
In this situation we proceed as in Step 2, but there is no first term in the product on the righthand side of (3.9) . Note that in case h 1 = . . . = h n = 0, there is no logarithmic factor on the right-hand side of (3.13). The proof is complete.
Remark 3.2. Comparing with Theorem 2.3 in [13] we found that in the case s > 1/2 the estimate given in Theorem 3.1 improves the rate of the logarithmic term. Moreover the factor γ n (X) is replaced by γ n (X), which is somewhat better, since in general γ n (X) ≤γ n (X) .
In the case of Lebesgue spaces we have the following.
Then we have
Let E and X be Banach spaces and B E be the closed unit ball of E. As a supplement we study the case K ⊂ T (B E ) where T ∈ L(E, X) is a compact operator. We shall compare the rate of convergence of σ n (K) with the Kolmogorov widths of T (B E ). In this situation we have the following. Theorem 3.4. Let X be a Banach space and K be a compact set in X. Assume that there exists a compact operator T ∈ L(E, X) where E is a reflexive Banach space such that K ⊂ T (B E ). Then we have
Proof. First, note that T (B E ) is a closed set in X since T is a compact operator and E is reflexive. For n ∈ N fixed, running the greedy algorithm for K we get {f 0 , . . . , f 3n−1 } and V k = span{f 0 , . . . , f k−1 }. We select e k ∈ B E such that T e k = f k for k = 0, . . . , 3n − 1. For each k ∈ N, as a consequence of the Hahn-Banach Theorem, see [5, Corollary 14 .13], we can choose
We define the operators A ∈ L(ℓ 3n 2 , E) and B ∈ L(X, ℓ 3n 2 ) by
where {u k } k=0,...,3n−1 is the canonical basis of ℓ 3n 2 . We calculate the norm B |B 2 , see the definition (2.2). Let x 1 , . . . , x N ∈ X. We have
Hence B |B 2 ≤ √ 3n . We consider the matrix ( T e k , b j ) = ( BT Au k , u j ) which has the lower triangular form. It follows from (3.14) that
Note that for any operator S ∈ L(ℓ n 2 ) we have | det S| ≤ n−1 k=0 d k (S) since Kolmogorov widths equal to singular values of S, see [9] . Consequently we obtain 
Lemmas 2.2 and 2.3 yield the estimate
Now we deal with the first product on the right-hand side of (3.17). We have
2 ) is the dual operator of A which is of the form A ′ = 3n−1 k=0 e k ⊗ u k . Similar argument as for the operator B we also get A ′ |B 2 ≤ √ 3n. Hence we found
which leads to
Putting this and (3.18) into (3.17) we arrive at
The proof is complete. ≤ 3e 2 Γ n (E)Γ n (X)
We have the following consequence.
Corollary 3.6. Let X be a Banach space and K be a compact set in X. Assume that there exists a compact operator T ∈ L(ℓ 2 , X) such that K ⊂ T (B ℓ 2 ). Then we have In addition, if X = L p for 1 ≤ p ≤ ∞ and d n (T ) ≤ C 0 n −s for some s > In some situations, the estimate given in Corollary 3.6 is sharp. Let us consider the following example which is borrowed from [3] , see also [13] . Let K = {n −α u n } ⊂ ℓ q with 2 < q < ∞ where {u n } n≥1 is the canonical basis of ℓ 2 . It is clear that σ n (K) ℓq = 1 (n+1) α . We consider the diagonal operator D α : ℓ 2 → ℓ q defined by u n → n −α u n . Then K ⊂ D α (B ℓ 2 ). We know that Hence the operator D α give the sharp estimate in the rate of convergence in this example.
