Abstract. We describe an implementation of an interactive theorem prover for Kleene algebra with tests (KAT). The system is designed to reflect the natural style of reasoning with KAT that one finds in the literature. We illustrate its use with some examples.
Introduction
Kleene algebra with tests (KAT), introduced in [1] , is an equational system for program verification that combines Kleene algebra (KA) with Boolean algebra. KAT has been applied successfully in various low-level verification tasks involving communication protocols, basic safety analysis, source-to-source program transformation, concurrency control, compiler optimization, and dataflow analysis [2-6, 1, 7] . The system subsumes Hoare logic and is deductively complete for partial correctness over relational models [8] .
Much attention has focused on the equational theory of KA and KAT. The axioms of KAT are known to be deductively complete for the equational theory of languagetheoretic and relational models, and validity is decidable in PSPACE [9, 10] . But because of the practical importance of premises, it is the universal Horn theory that is of more interest; that is, the set of valid sentences of the form
where the atomic symbols are implicitly universally quantified. Typically, the premises p i = q i are assumptions regarding the interaction of atomic programs and tests, and the conclusion p = q represents the equivalence of the optimized and unoptimized program. The necessary premises are obtained by inspection of the program and their validity may depend on properties of the domain of computation, but they are usually quite simple and easy to verify by inspection, since they typically only involve atomic programs and tests. Once the premises are established, the proof of (1) is purely propositional. This ability to introduce premises as needed is one of the features that makes KAT so versatile. By comparison, Hoare logic has only the assignment rule, which is much more limited. In addition, this style of reasoning allows a clean separation between first-order interpreted reasoning to justify the premises p 1 = q 1 ∧ · · · ∧ p n = q n and purely propositional reasoning to establish that the conclusion p = q follows from the premises. The PSPACE decision procedure for the equational theory has been implemented by Cohen [4] [5] [6] . Cohen's approach is to try to reduce a Horn formula to an equivalent equation, then apply the PSPACE decision procedure to verify the resulting equation automatically. However, this reduction is not always possible.
In contrast, our system allows the user to develop a proof interactively in a natural human style, keeping track of the details of the proof. An unproven theorem has a number of outstanding tasks in the form of unproven Horn formulas. The initial task is the theorem itself. The user applies axioms and lemmas to simplify the tasks, which may introduce new (presumably simpler) tasks. When all tasks are discharged, the proof is complete.
As the user applies proof rules, the system constructs a representation of the proof in the form of a λ-term. The proof term of an unproven theorem has free task variables corresponding to the undischarged tasks.
In this paper we describe the system and give an example of its use. We have verified formally several known results in the literature, some of which had previously been verified only by hand, including the KAT translation of the Hoare partial correctness rules [8] , a verification problem involving a Windows device driver [11] , and an intricate scheme equivalence problem [2] .
The system is implemented in Standard ML and is easy to install and use. Source code and executable images for various platforms can be downloaded from [12] . Several tutorial examples are also provided with the distribution.
Preliminary Definitions

Kleene Algebra
Kleene algebra (KA) is the algebra of regular expressions [13, 14] . The axiomatization used here is from [15] . A Kleene algebra is an algebraic structure (K, +, ·, * , 0, 1) that satisfies the following axioms:
This a universal Horn axiomatization. Axioms (2)-(9) say that K is an idempotent semiring under +, ·, 0, 1. The adjective idempotent refers to (6) . Axioms (10)- (13) say that p * q is the ≤-least solution to q +px ≤ x and qp * is the ≤-least solution to q +xp ≤ x, where ≤ refers to the natural partial order on K defined by p ≤ q def ⇐⇒ p + q = q. Standard models include the family of regular sets over a finite alphabet, the family of binary relations on a set, and the family of n × n matrices over another Kleene algebra. Other more unusual interpretations include the min,+ algebra, also known as the tropical semiring, used in shortest path algorithms, and models consisting of convex polyhedra used in computational geometry.
There are several alternative axiomatizations in the literature, most of them infinitary. For example, a Kleene algebra is called star-continuous if it satisfies the infinitary property pq * r = sup n pq n r. This is equivalent to infinitely many equations pq n r ≤ pq * r, n ≥ 0 (14) and the infinitary Horn formula
All natural models are star-continuous. However, this axiom is much stronger than the finitary Horn axiomatization given above and would be more difficult to implement, since it would require meta-rules to handle the induction needed to establish (14) and (15) . The completeness result of [15] says that all true identities between regular expressions interpreted as regular sets of strings are derivable from the axioms. In other words, the algebra of regular sets of strings over the finite alphabet P is the free Kleene algebra on generators P. The axioms are also complete for the equational theory of relational models.
See [15] for a more thorough introduction.
Kleene Algebra with Tests
A Kleene algebra with tests (KAT) [1] is just a Kleene algebra with an embedded Boolean subalgebra. That is, it is a two-sorted structure (K, B, +, ·, * , , 0, 1) such that -(K, +, ·, * , 0, 1) is a Kleene algebra, -(B, +, ·, , 0, 1) is a Boolean algebra, and -B ⊆ K.
Elements of B are called tests. The Boolean complementation operator is defined only on tests. In KAT-ML, variables beginning with an upper-case character denote tests, and those beginning with a lower-case character denote arbitrary Kleene elements. The axioms of Boolean algebra are purely equational. In addition to the Kleene algebra axioms above, tests satisfy the equations
The while program constructs are encoded as in propositional Dynamic Logic [16] :
The Hoare partial correctness assertion {B}p{C} is expressed as an equation BpC = 0, or equivalently, Bp = BpC. All Hoare rules are derivable in KAT; indeed, KAT is deductively complete for relationally valid propositional Hoare-style rules involving partial correctness assertions [8] (propositional Hoare logic is not).
The following simple example illustrates how equational reasoning with Horn formulas proceeds in KAT. To illustrate the use of our system, we will give a mechanical derivation of this lemma in Sect. 3.4. Lemma 1. The following equations are equivalent in KAT:
Proof. We prove separately the four Horn formulas (i)
For the first, assume that (i) holds. Replace Cp by C on the left-hand side of (ii) and use the Boolean algebra axiom C + C = 1.
For the second, assume again that (i) holds. Replace the second occurrence of C on the right-hand side of (iii) by Cp and use distributivity law Cp + Cp = (C + C)p, the Boolean algebra axiom C + C = 1, and the multiplicative identity axiom 1p = p.
Finally, for (ii) → (i) and (iii) → (i), multiply both sides of (ii) or (iii) on the left by C and use distributivity and the Boolean algebra axioms CC = 0 and CC = C.
See [1, 8, 17] for a more detailed introduction to KAT.
Description of the System
KAT-ML is an interactive theorem prover for Kleene algebra with tests. It is written in Standard ML. The system has a command-line interface that works on any platform and a graphical user interface that works on any unix-based operating system. A user can create and manage libraries of KAT theorems that can be proved and cited by name in later proofs. A few standard libraries containing the axioms of KAT and commonly used lemmas are provided.
At the core of the KAT theorem prover are the commands publish and cite. Publication is a mechanism for making previous constructions available in an abbreviated form. Citation incorporates previously-constructed objects in a proof without having to reconstruct them. All other commands relate to these two in some way.
Representation of Proofs
KAT-ML maintains the proof of a theorem as a λ-term abstracted over the individual variables p, q, . . . and test variables B, C, . . . that appear in the theorem and proof variables P 0 , P 1 , . . . for all of the premises. If the proof is not complete, the proof term will also contain free task variables T 0 , T 1 , . . . for the undischarged tasks. All proof terms are well-typed, and the type is the theorem, according to the Curry-Howard Isomorphism [18] . The theorem and its proof can be reconstructed from the proof term.
For instance, consider a theorem
where ϕ 1 , . . . , ϕ n are the premises, ψ is the conclusion, and x 1 , . . . , x m are all of the individual variables that appear in the ϕ i or ψ. Viewed as a type, this theorem would be realized by a proof term representing a function that takes an arbitrary substitution for the variables x i and proofs of the premises ϕ j and returns a proof of the conclusion ψ. Initially, the proof is represented as the λ-term
where T is a free variable of type ϕ 1 → ϕ 2 → · · · → ϕ n → ψ representing the main task. Publishing the theorem results in the creation of this initial proof term; as proof rules are applied, the proof term is expanded accordingly. Citing a theorem ϕ as a lemma in the proof of another theorem ψ is equivalent to substituting the proof term of ϕ for a free task variable in the proof term of ψ. The proof of ϕ need not be complete for this to happen; any undischarged tasks of ϕ become undischarged tasks of ψ.
Citation
The system allows two forms of citation, focused and unfocused. Citations are applied to the current task. One may cite a published theorem with the command cite or a premise of the current task with the command use.
In unfocused citation, the conclusion of the cited theorem is unified with the conclusion of the current task, giving a substitution of terms for the individual variables. This substitution is then applied to the premises of the cited theorem, and the current task is replaced with several new (presumably simpler) tasks, one for each premise of the cited theorem. Each specialized premise of the cited theorem must now be proved under the premises of the original task.
For example, suppose the current task is T6: p < r, q < r, r;r < r |-p;q + q;p < r indicating that one must prove the conclusion pq + qp ≤ r under the three premises p ≤ r, q ≤ r, and rr ≤ r (in the display, the symbol < denotes less-than-or-equal-to ≤).
The proof term at this point is \p,q,r.\P0,P1,P2.(T6 (P0,P1,P2)) (in the display, \ represents λ). This means that T6 returns a proof of pq + qp ≤ r when given proofs P 0 , P 1 , P 2 for the three premises. An appropriate citation at this point would be the lemma sup: x < z -> y < z -> x + y < z
The conclusion of sup, namely x + y ≤ z, is unified with the conclusion of the task T6, giving the substitution x = pq, y = qp, z = r. This substitution is then applied to the premises of sup, and the old task T6 is replaced by the new tasks T7: p < r, q < r, r;r < r |-p;q < r T8: p < r, q < r, r;r < r |-q;p < r This operation is reflected in the proof term as follows:
\p,q,r.\P0,P1,P2.(sup [x=p;q y=q;p z=r] (T7 (P0,P1,P2), T8 (P0,P1,P2)))
This new proof term is a function that returns a proof of pq + qp ≤ r when sup is provided with proofs of its premises, which are the incomplete proofs T7(P0,P1,P2) and T8(P0,P1,P2). The arguments of T7 and T8 are the proofs P0,P1,P2 of the premises of the original task T6.
A premise can be cited with the command use just when the conclusion is identical to that premise, in which case the corresponding task variable is replaced with the proof variable of the cited premise.
Focused citation is used to implement the proof rule of substitution of equals for equals. In focused citation, a subterm of the conclusion of the current task is specified; this subterm is called the focus. The system provides a set of navigation commands to allow the user to focus on any subterm. When there is a current focus, any citation will attempt to unify either the left-or the right-hand side of the conclusion of the cited theorem with the focus, then replace it with the specialized other side. As with unfocused citation, new tasks are introduced for the premises of the cited theorem. A corresponding substitution is also made in the proof term. In the event that multiple substitutions are possible, the system prompts the user with the options and applies the one selected.
For example, suppose that the current task is T0: p;q = 0 |-(p + q)* < q*;p*
The axiom *R: x;z + y < z -> x*;y < z is a good one to apply. However, the system will not allow the citation yet, since there is nothing to unify with y. If the task were T1: p;q = 0 |-(p + q)*;1 < q*;p* then y would unify with 1. We can make this change by focusing on the left-hand side of the conclusion of T0 and citing the axiom id.R: x;1 = x Focusing on the desired subterm gives T0: p;q = 0 |-(p + q)* < q*;p* --------where the focus is underlined. Now citing id.R unifies the right-hand side with the focus and replaces it with the specialized left-hand side of id.R, yielding T1: p;q = 0 |-(p + q)*;1 < q*;p* ----------Many other commands exist to facilitate the proving of theorems. The cut rule adds a new premise σ to the list of premises of the current task and adds a second task to prove σ under the original premises. Starting from the task ϕ 1 , . . . , ϕ n ψ, the command cut σ yields the new tasks
For a list of other commands, see the README file in the KAT-ML distribution [12].
Heuristics
KAT-ML has a simple set of heuristics to aid in proving theorems. The heuristics can automatically perform unfocused citation with premises or theorems in the library that have no premises (such as reflexivity) that unify with the current task.
The system also provides a list of suggested citations from the library, both focused and unfocused, that unify with the current task and focus. Currently, the system does not attempt to order the suggestions, but only provides a list of all possible citations. Eventually, the system will attempt to order the list of suggested citations according to some learned priority determined by usage statistics.
An Extended Example
The following is an example of the system in use. It is the proof of the first and last Horn formulas in Lemma 1. The proof demonstrates basic publication and citation, focus, and navigation. For more examples of varying complexity, see the Examples directory in the KAT-ML distribution [12] . We have described an interactive theorem prover for Kleene algebra with tests (KAT). We feel that the most interesting part of this work is not the particular data structures or algorithms we have chosen-these are fairly standard-but rather the design of the mode of interaction between the user and the system. Our main goal was not to automate as much of the reasoning process as possible, but rather to provide support to the user for developing proofs in a natural human style, similar to proofs in KAT found in the literature. KAT is naturally equational, and equational reasoning pervades every aspect of reasoning with KAT. Our system is true to that style. The user can introduce self-evident equational premises describing the interaction of atomic programs and tests and reason under those assumptions to derive the equivalence of more complicated programs. The system performs low-level reasoning tasks and bookkeeping and facilitates sharing theorems among proofs, but it is up to the user to develop the main proof strategies. Our current focus is to extend the system with first-order constructs, including arrays. Here atomic programs are assignments x := t, where x is a program variable and t a first-order term ranging over a domain of computation of a particular first-order signature. There are only a few extra equational axioms needed for most schematic (uninterpreted) first-order reasoning and a single rule for introducing properties of the domain of computation [2, 3] . The first-order axioms are typically used to establish the correctness of premises; once this is done, reasoning reverts to the purely propositional level. A short-term goal is to implement enough first-order infrastructure to support the mechanical derivation of certain proofs in first-order KAT appearing in the literature [2, 3] .
