INTRODUCTION
The costs for building and using a data network typically depend on the carried load, and one of the primary challenges in managing such networks is the need to reduce peak traffic and achieve temporal load balancing. In this paper we focus on the portion of network traffic generated by user backups, and we address the problem of shifting backup traffic to off-peak hours within the constraints imposed by user connectivity and the distributed nature of the backup protocol.
Consider a group of users who need to regularly back up data to a central server. Users can only do a backup when connected to the network, and user connectivity may vary over time. The connectivity is typically correlated to the overall load, which creates a tradeoff between reducing peak load and ensuring regular backups.
Backup attempts are initiated locally, without knowledge on the status of other users or the overall network load. The backup activity of connected users is governed by a probabilistic algorithm, characterized by backup probabilities that depend on the hour of the day and the time since the previous backup. This work is part of a joint project between IBM Research and the IBM divisions Europe Innovations Team and Integrated Technology Delivery, and aims to design backup probabilities that minimize the network costs, while ensuring that the time between successive backups remains small.
We have not found any study in the literature on temporal load balancing for distributed backup scheduling. The term load balancing often refers to the practice of distributing workload evenly across multiple workstations or servers to achieve optimal resource utilization. The most relevant study that we are aware of is by Sandnes and Huang [2] , in which a temporal load balancing strategy for distributed web applications is proposed and analyzed. The problem of temporal load-balancing is also related to incentivizing commuters to travel at less congested times [1] and peak-shaving in power systems [3] . However, the distributed nature and high delay-tolerance of our setting create unique challenges.
The remainder of this extended abstract is structured as follows. In Section 2 we present the model, and we describe our algorithm for deriving the optimal backup probabilities in Section 3. In Section 4 this approach is applied to balance traffic of the data network of an IBM location. We conclude by discussing future research directions in Section 5.
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MODEL OUTLINE
We consider N users that can connect to some backup server over a data network. Time is slotted and indexed by t = 0, 1, . . . , and slots are further grouped into days of T = 24 slots each. For any k ≥ 0, the kth day corresponds to the slots {kT, . . . , (k + 1)T − 1}. For u = 0, . . . , T − 1, we say that slot kT + u corresponds to the uth hour of day k and denote by u(t) = t mod T the hour of the day corresponding to slot t. We assume that user i generates Ai(kT ) units of data (bits) for backup at the beginning of the kth day, and Ai(t) = 0 otherwise, i = 1, . . . , N . The Ai(kT ) are assumed to be i.i.d. between days and users, and we denote α = E{A1(0)}. The generated data is added to the backlog Bi(t), which represents the total number of bits that user i has for backup.
In each slot, a user may decide to transfer its backlog to the server, but only if it is connected to the network. Connectivity varies over time and is represented by Ci(t), indicating whether user i is connected during slot t (Ci(t) = 1) or not (Ci(t) = 0). In addition to traffic generated by the backups, the data network carries extraneous traffic L(t). User connectivity and extraneous load are assumed to be periodic with cycle length T , representing fluctuations throughout the day. We assume that the Ci(t) and L(t) are independent mutually and across slots, and that their distribution only depends on the hour of the day, i.e.,
Users use a probabilistic algorithm to determine when to do a backup, based on local information only. Let σi(t) ∈ {0, 1} represent whether user i does a backup in slot t. Furthermore, let
the time of the most recent backup and the number of days since that time, respectively. We set τ * i (t) = −1 in case no backup has been performed by time t. When connected, user i attempts a backup with certain probability ν(u(t), Wi(t)), dependent on the hour of the day and the number of days since the previous backup, i.e.,
A backup by user i is successful if and only if that user is connected during the time slot, and we assume that back-ups are completed in the time slot during which they are initiated. The total amount of backup traffic in slot t may be written as
and the backlog of user i evolves according to
Let us denote by Mj (k) = N i=1 1 {W i (kT )=j} the number of users at the beginning of the kth day that completed their most recent backup j days ago. We will refer to these users as type-j users. Let M(k) = (M1(k), M2(k), . . . ) and m = (m1, m2, . . . ). It is readily seen that {M(k)} k≥0 is a Markov process and is ergodic under mild assumptions on the ν. We denote by Mπ(ν) the user-type distribution in stationarity, and write π(m) = P{Mπ(ν) = m}, m ∈ S for the stationary distribution, where S is the state space.
MINIMIZING THE NETWORK COSTS
Use of the data network is associated with certain loaddependent costs. We denote by g : R → R the cost function that maps the load in a particular slot to the cost. Examples include linear, convex or piecewise constant costs.
We are interested in the average per-day network costs
where Bπ(u) denotes the hour-u load due to backups in stationarity. Recall that a user only generates backlog at the start of a day, so a type-j user can do a backup at hour u only if it did not do a backup earlier that day. The probability that a type-j user does a successful backup at hour u is given as
The average backlog of a type-j user is αj bits, and for a linear cost function g(l) = θl, for some θ > 0, the long-term average per-day costs may be written as
We aim to minimize the network costs, while ensuring that users do regular backups. That is, we choose some γ = (γ1, γ2, . . . ) ∈ R ∞ + , and are interested in the solution to
Recall that E{Mπ(ν)} represents the vector that contains the average number of type-j users under policy ν. Solving the optimization problem (9) requires knowledge on the stationary distribution π of the ∞-dimensional Markov process M(k), which may be difficult to obtain in general. Instead we truncate our state space to d types of users, and compute an approximate cost functiong by assuming that all probability mass is concentrated in a single statem = (m1, . . . ,m d ). This state is computed as a fixed point of the mapping Hν = (Hν,1, . . . , H ν,d ) :
where q(j) = 1 − T −1 u=0 p(u, j) is the probability that a typej user does not schedule a backup over the course of the day. Thus Hν maps m to the average state at the beginning of the next day, given that users have backup probability ν. We then solve form =m(ν) m = Hν (m).
We writẽ
and numerically solve
Let us denote by ν(m) the solution to (13). Starting from some initial schedule ν (0) , we then successively computẽ m(ν) from (11) and ν(m) from (13), and iterate until convergence.
NUMERICAL RESULTS
We now consider the data network and backup server of an IBM location with N = 5397 users, and use the algorithm described in Section 3 to find an approximation for (9). We measure the network traffic and backup traffic, and obtain estimates for E{L(t)}, c(u) and α. Both the extraneous load and connection probability have peaks in the slots corresponding to 9-11am and 1-3pm. Both decrease significantly outside of office hours, as expected.
We truncate the state space at d = 5, aggregating over users who completed their previous backup at least 5 days ago. The ν * (j, u) obtained by the algorithm from Section 3 are shown in Figure 1 . As expected, the backup probability is low during peak hours and high at night. With increasing number of days since the previous backup (j), users are more likely to schedule backups during the day hours, and eventually may even initiate a backup during peak hours in the afternoon. Figure 2 shows the impact of the backup on the hourly load based on the derived schedule ν * (u, j). Observe that the resulting aggregate load on the network is smoothed across peak working hours and the overall peak load is not increased. In contrast, Figure 3 shows the aggregate load in the case that users are allowed to schedule backups with uniform probability (ν(u, j) ≡ κ, κ = .2, .5, 1). By allowing users to schedule backups irrespective of extraneous traffic, the backup load increases aggregate traffic on the network during day-time working hours. 
OUTLOOK
We have discussed the problem of temporal load-balancing of backup traffic, under constraints imposed by user connectivity and the distributed nature of the backup process. We presented a heuristic for determining the backup probabilities, and showed numerically that these successfully reduce the peak load. Providing a mathematical justification for this heuristic, and showing that (11) indeed has a unique fixed point that can be found by fixed-point iteration are interesting next steps.
Let us now discuss some extensions and other topics for further research.
Dependencies in connectivity behavior
We have thus far assumed that a user's connectivity in a given hour is independent from that in previous hours and other users. Realistically, however, hourly connectivity Ci(t) is correlated with both connectivity of the previous days Ci(t − kT ) and previous hours Ci(t − l), l = 1, 2, . . ..
The current approach could be extended by explicitly modeling this relationship. Alternatively, we may consider grouping users into user classes according to their connectivity patterns in the past. Many users may only connect during daytime hours, while some users regularly connect during off-peak hours in the evenings or over night. It may then be preferable to let users of the latter type do backups during off-peak hours and limit their access to peak-time slots. Finding an optimal schedule for each user class would conceivably improve load balancing above what the current single-class scheme can achieve.
Capacity constraints and stability
Throughout this extended abstract we have assumed that the backup server can support any number of simultaneous backups, irrespective of the backlog of the users involved. In practice there exist constraints on the number of simultaneous backups and the amount of traffic that the server can handle, which raises stability issues.
Consider for example a server with limited per-slot capacity β. When backup traffic in a particular slot exceeds this capacity, users transfer only a fraction of their backlog to the server, proportional to their backlog. Under these assumptions the backlog evolution (5) can be rewritten as
In this case the process {M(k)} k≥0 is no longer Markovian, and instead we keep track of the vectors of the number of days since the previous backup W(k) and the backlogs B(k) at the beginning of each day. By introducing the constraint on the capacity of the backup server, the average backlog arrival rate αN may exceed the rate at which the traffic is transferred to the backup server. In an upcoming paper we describe conditions on arrivals, connectivity and backup schedule ν such that the system is stable.
Centralized scheduling
In the present paper we consider a distributed backup scheme in which the users themselves decide when to perform a backup. Alternatively we may consider a setting where information on network traffic and the individual users is available to the backup server. Then in each slot the server makes a centralized decision on which users can do a backup. Based on predictions of future load and connectivity, the server can schedule users without relying on a randomized algorithm. Depending on the amount and accuracy of the information known to the server, the scheduling problem within each slot can be seen as a (stochastic) knapsack problem. It would be of interest to analyze the optimal behavior and the improvement over the distributed scheme.
