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Abstract
Let B = {(B1t , . . . , Bdt ) , t ≥ 0} be a d-dimensional fractional Brow-
nian motion with Hurst parameterH and let Rt =
√
(B1t )
2 + · · ·+ (Bdt )2
be the fractional Bessel process. Itoˆ’s formula for the fractional Brow-
nian motion leads to the equation Rt =
∑d
i=1
∫ t
0
Bis
Rs
dBis + H(d −
1)
∫ t
0
s2H−1
Rs
ds . In the Brownian motion case (H = 1/2), Xt =
∑d
i=1
∫ t
0
Bis
Rs
dBis
is a Brownian motion. In this paper it is shown that Xt is not a
fractional Brownian motion if H 6= 1/2. We will study some other
properties of this stochastic process as well.
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1 Introduction
Let B = {(B1t , . . . , Bdt ) , t ≥ 0} be a d-dimensional fractional Brownian mo-
tion with Hurst parameter H ∈ (0, 1). That is, the components of B are
independent one-dimensional fractional Brownian motions with Hurst pa-
rameter H ∈ (0, 1).
Denote the fractional Bessel process by Rt =
√
(B1t )
2 + · · ·+ (Bdt )2. In
the standard Brownian motion case there is an extensive literature on this
process, see for example [7]. It is natural and interesting to study this process
for any other parameterH . If d ≥ 2 and 1/2 < H < 1, using the Itoˆ’s formula
for the fractional Brownian motion we obtain
Rt =
d∑
i=1
∫ t
0
Bis
Rs
dBis +H(d− 1)
∫ t
0
s2H−1
Rs
ds (1)
and for d = 1 we have
|Bt| =
∫ t
0
sign(Bt)dBt +H
∫ t
0
δ0(Bs)s
2H−1ds, (2)
where δ0 is the Dirac delta function, and the stochastic integrals are inter-
preted in the divergence form. Equation (1) have been proved in [4] in the
case H > 1
2
, and for Equation (2) we refer to [1], [4], [5] and [6].
In the classical Brownian motion case it is well-known from the Le´vy’s
characterization theorem that the first term in the decomposition (1)
Xt =


∑d
i=1
∫ t
0
Bis
Rs
dBis when d ≥ 2
∫ t
0
sign(Bt)dBt when d = 1
is a classical Brownian motion. It is then natural and interesting to ask
whether for any other H , the process X = {Xt, t ≥ 0} is a fractional Brow-
nian motion or not. The difficulty is that there is no characterization as
convenient as Le´vy’s one for general fractional Brownian motion (H 6= 1/2).
It is then difficult to show whether a stochastic process is a fractional Brow-
nian motion or not. In this paper, we shall prove that if H 6= 1/2, then {Xt,
t ≥ 0} is NOT a fractional Brownian motion. Our approach to show this
fact is based on the Wiener chaos expansion (see for example [3] and [5]).
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It seems to be the natural method to be used here since there is no other
powerful tool available.
Although {Xt, t ≥ 0} is not a fractional Brownian motion, it enjoys some
properties that the fractional Brownian motion has, such as self-similarity
and long range dependence (H > 2/3). We will study these and some other
properties of the process X .
Section 2 will recall some preliminary results. Section 3 will study the
case d = 1, namely, the process
∫ t
0
sign(Bt)dBt and Section 4 is devoted to
the study of general dimension, ie, the process
∑d
i=1
∫ t
0
Bis
Rs
dBis.
2 Preliminaries
Let B = {Bt, t ≥ 0} be a fractional Brownian motion with Hurst parameter
H ∈ (0, 1). That is, B is a zero mean Gaussian process with the covariance
function
RH (t, s) = E(BtBs) =
1
2
(
s2H + t2H − |t− s|2H) .
We denote by KH(t, s) the square integrable kernel such that
RH(t, s) =
∫ t∧s
0
KH(t, u)KH(s, u)du.
Fix a time interval [0, T ], and letH be Hilbert space defined as the closure
of the set of step functions on [0, T ] with respect to the scalar product〈
1[0,t], 1[0,s]
〉
H = RH(t, s).
The mapping 1[0,t] −→ Bt can be extended to an isometry between H and
the Gaussian space H1(B) associated with B. We will denote this isometry
by ϕ −→ B(ϕ).
The operator defined by
(
K∗H1[0,t]
)
(s) = KH(t, s)1[0,t](s).
can be extended to a linear isometry between H and L2(0, T ). This operator
can be expressed in terms of fractional operators. More precisely, if H > 1
2
we have
(K∗Hϕ) (s) = cHΓ(H −
1
2
)s
1
2
−H(I
H− 1
2
T− u
H− 1
2ϕ(u))(s)
3
and if H < 1
2
(K∗Hϕ) (s) = cHΓ(H +
1
2
) s
1
2
−H(D
1
2
−H
T− u
H− 1
2ϕ(u))(s),
where cH =
√
2H
(1−2H)β(1−2H,H+1/2) , and for any α > 0 we denote by I
α
T− (resp.
DαT−) the fractional integral (resp. derivative) operator given by
IαT−f (t) =
(−1)−α
Γ (α)
∫ T
t
(s− t)α−1 f (s) ds
(resp.
DαT−f (t) =
(−1)α
Γ (1− α)
(
f (t)
(T − t)α + α
∫ T
t
f (t)− f (s)
(s− t)α+1 ds
))
.
We denote by D and δ the derivative and divergence operators that can
be defined in the framework of the Malliavin calculus with respect to the
process B. Let Dk,p, p > 1, k ∈ R, be the corresponding Sobolev spaces.
We recall that the divergence operator δ is defined by means of the duality
relationship
E(Fδ(u)) = E 〈DF, u〉H , (3)
where u is a random variable in L2(Ω;H). We say that u belongs to the
domain of the divergence, denoted by Dom δ, if there is a square integrable
random variable δ(u) such that (3) holds for any F ∈ D1,2.
The domain of the divergence operator is sometimes too small. For in-
stance, in [1] it is proved that the process u = B belongs to L2(Ω;H) if and
only if H > 1
4
. On the other hand, in [2] it is proved that for all t ≥ 0, the
process sign(Bt) belongs to the domain of the divergence when H >
1
3
.
Following the approach of [1] it is possible to extend the domain of the
divergence operator to processes whose trajectories are not necessarily in
the space H. Set H2 = (K∗H)−1 (K∗,aH )−1 (L2(0, T )), where K∗,aH denotes the
adjoint of the operatorK∗H . Denote by SH the space of smooth and cylindrical
random variables of the form
F = f(B(φ1), . . . , B(φn)), (4)
where n ≥ 1, f ∈ C∞b (Rn) (f and all its partial derivatives are bounded),
and φi ∈ H2.
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Definition 1 Let u = {ut, t ∈ [0, T ]} be a measurable process such that
E
(∫ T
0
u2tdt
)
<∞.
We say that u ∈ Dom∗T δ (extended domain of the divergence in [0, T ]) if there
exists a random variable δ(u) ∈ L2(Ω) such that for all F ∈ SH we have∫ T
0
E(utK
∗,a
H K
∗
HDtF )dt = E(δ(u)F ).
In [1] it is proved that for any H ∈ (0, 1), the process sign(Bt) belongs
to the extended domain of the divergence in any time interval [0, T ] and the
following version of Tanaka’s formula holds
|Bt| =
∫ t
0
sign(Bs)dBs +H
∫ t
0
δ0(Bs)s
2H−1ds. (5)
(see also [5], [6] for this and a more general formula). In this formula Lat =
H
∫ t
0
δ0(Bs)s
2H−1ds is the the density of the occupation measure
Γ 7→ 2H
∫ t
0
1Γ(Bs)s
2H−1ds.
3 The process
∫ t
0 sign(Bt)dBt
Define the process X = {Xt, t ≥ 0}, by
Xt =
∫ t
0
sign(Bs)dBs.
In the case of the classical Brownian motion (H = 1
2
), the process X turns
out to be a Brownian motion. We will show first that for any H ∈ (0, 1), X
is a H-self-similar process, that is, for all a > 0 the processes {Xat, t ≥ 0}
and {aHXt, t ≥ 0} have the same law.
Proposition 2 The process X = {Xt, t ≥ 0} is H-self-similar.
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Proof. Using the self-similarity property of the fractional Brownian mo-
tion and Tanaka’s formula (5) yields that for any a > 0
Xat = |Bat| −H
∫ at
0
δ0(Bs)s
2H−1ds
= |Bat| −H
∫ t
0
δ0(Bau)(au)
2H−1adu
d
= aH |Bt| − a2HH
∫ t
0
δ0(a
HBu)u
2H−1du
= aHXt,
where the symbol
d
= means that the distributions of both processes are the
same. This completes the proof.
Then, it is natural to conjecture that for any H , the process Xt is a
fractional Brownian motion of Hurst parameter H . We will see that this is
no longer true ifH 6= 1
2
, although the processXt shares some of the properties
of the fractional Brownian motion.
Let us first find the Wiener chaos expansion of the process sign(Bt). We
will denote by In the multiple Wiener integral with respect to the process B.
Lemma 3 Let 0 < H < 1. We have the following chaos expansion for
sign(Bt):
sign(Bt) =
∞∑
k=0
b2k+1I2k+1(1), (6)
where
b2k+1 =
2(−1)k
(2k + 1)
√
2pit(2k+1)Hk!2k
.
Proof. Denote by pε(x) =
1√
2piε
e−x
2/ε, x ∈ R, ε > 0, the heat kernel.
The function
fε(x) = 2
∫ x
−∞
pε(y)dy − 1
converges to sign(x) as ε tends to zero. Hence, fε(Bt) converges to sign(Bt)
in L2(Ω) as ε tends to zero. The application of Stroock’s formula yields
fε(Bt) =
∞∑
n=0
aεn(t)
∫
0<s1<···<sn<t
dBs1 · · · dBsn, (7)
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where
aεn(t) = E [D
n(fε(Bt))] = 2E
[
p(n−1)ε (Bt)
]
= 2(−1)n−1 ∂
n−1
∂yn−1
E [pε(Bt − y)] |y=0
= 2(−1)n−1p(n−1)
ε+t2H
(0).
Taking the limit of (7) in L2(Ω) as ε tends to zero we obtain
sign(Bt) =
∞∑
n=0
an(t)
∫
0<s1<···<sn<t
dBs1 · · · dBsn,
where an(t) = limε↓0 aεn(t) = 2(−1)n−1p(n−1)t2H (0). As a consequence, an(t) = 0
if n is even and
an(t) =
2(−1)k(2k)!√
2pitnHk!2k
if n = 2k + 1.
Using Stirling’s formula we obtain
E [I2k+1(b2k+1)]
2 =
4(2k + 1)!t2H+1
(2k + 1)2pit2H+1 (k!2k)2
=
4(2k)!
(2k + 1)2pi (k!2k)2
⋍ Ck−3/2,
and we have proved the following proposition.
Proposition 4 For any 0 < H < 1, the random variable sign(Bt) belongs
to the Sobolev space Dα,2 for any α < 1
2
.
Now it is easy to obtain the chaos expansion of
∫ t
0
sign(Bs)dBs.
Proposition 5 For any 0 < H < 1,
∫ t
0
sign(Bs)dBs =
∞∑
k=1
ckI2k(h2k) ,
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where
ck =
(−1)k−1√
2pi(2k − 1)(k − 1)!2k−2
and
h2k(s1, . . . , s2k) = (s1 ∨ s2 ∨ · · · ∨ s2k)−(2k−1)H .
A consequence of this proposition is the following
Proposition 6 For any 0 < H < 1 and t > 0, the random variable
∫ t
0
sign(Bs)dBs
belongs to the Sobolev space Dα,2 for any α < 1/2.
Proof. It is easy to check that there is a constant C > 0 such that
E [I2k(h2k)]
2 ≤ C (2k)!
(2k − 1)2 [(k − 1)!]2 22k .
Therefore
E [ckI2k(h2k)]
2 ≤ C (2k)!
(k!2k)2
≤ Ck−3/2 .
This proves the proposition.
The next proposition states that
∫ t
0
sign(Bt)dBt is not a fractional Brow-
nian motion.
Proposition 7 The process X = {Xt, t ≥ 0} is not a fractional Brownian
motion.
Proof. Suppose that X is a fractional Brownian motion. Then it is a
fractional Brownian motion with Hurst parameter H since it is self-similar
with parameter H . Then, the process
Yt =
∫ t
0
ηH(t, r)dXr
must be a standard Brownian motion with respect to the filtration generated
by X , where
ηH(t, r) = (K
∗
H)
−1 (1[0,t])(r).
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We claim that
Yt = Zt, (8)
where
Zt =
∫ t
0
ηH(t, r)sign(Br)dBr. (9)
In fact, set tnk =
tk
n
, k = 0, . . . , n, and consider the approximations
Y nt =
n∑
k=1
ηH(t, t
n
k−1)
(
Xtnk −Xtnk−1
)
.
We know that Y nt converges in L
2(Ω) to Yt, because the functions
n∑
k=1
ηH(t, t
n
k−1)1[tnk−1,tnk )(r)
converge to ηH(t, r)1[0,t)(r) in the norm of the Hilbert space H. On the
other hand, by Definition 1, for any smooth and cylindrical random variable
F ∈ SH we have
E(FY nt ) = E
(〈
DrF,
n∑
k=1
ηH(t, t
n
k−1)1[tnk−1,tnk )(r)sign(Br)
〉
H
)
= E


〈
Γ∗,aH,TΓ
∗
H,TDrF,
n∑
k=1
ηH(t, t
n
k−1)1[tnk−1,tnk )(r)sign(Br)
〉
L2(0,T )

 .
As before this converges to
E
(〈
K∗,aK∗DrF, ηH(t, r)1[0,t)(r)sign(Br)
〉
L2(0,T )
)
= E(FZt),
as n tends to infinity. So (8) holds.
We can write, using Lemma 3
Zt =
∞∑
k=0
bk
∫ t
0
ηH(t, r)r
−(2k+1)HI2k+1(1
⊗(2k+1)
[0,r] )dBr,
where
bk =
(−1)k√
2pi(2k + 1)k!2k−1
. (10)
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So,
Zt =
∞∑
k=0
bkI2k+2,t(f2k+2),
where
f2k+2(t, s1, . . . , s2k+2)
= symm
(
ηH(t, s2k+2)s
−(2k+1)H
2k+2 1[0,2k+2](s1) · · ·1[0,2k+2](s2k+1)
)
=
1
2k + 1
ηH(t, s1 ∨ · · · ∨ s2k+2) (s1 ∨ · · · ∨ s2k+2)−(2k+1)H ,
and I2k+2,t(f) denotes I2k+2(f1
⊗(2k+2)
[0,t] ). We can transform these multiple
stochastic integrals into integrals with respect to a standard Brownian mo-
tion, using the operator K∗H . In this way we obtain
I2k+2,t(f2k+2) = I
W
2k+2,t(K
∗⊗(2k+2)
H f2k+2),
and the process
Zt =
∞∑
k=0
bkI
W
2k+2,t(K
∗⊗(2k+2)
H f2k+2)
is a Brownian motion with respect to the filtration generated by W . Hence,
every component of the chaos expansion is a martingale with respect to the
filtration generated by W . In particular, this implies that the coefficient of
the second chaos K∗⊗2H f2(t, s1, s2) must not depend on t.
For H > 1
2
we have
K∗⊗2H f2(t, s1, s2) = d
2
H (s1s2)
1
2
−H
×
[
I
(H− 12)⊗2
t− (u1u2)
− 1
2 ηH(t, u1 ∨ u2)
]
(s1, s2)
where dH = cHΓ(H − 12). We have used the fact that(
Iαt−f
)
1[0,t] = I
α
T−
(
f1[0,t]
)
.
Then [
I
(H− 12)⊗2
t− (u1u2)
− 1
2 ηH(t, u1 ∨ u2)
]
(s1, s2)
=
1
Γ(H − 1
2
)2
∫ t
s2
∫ t
s1
((u1 − s1) (u2 − s2))−
1
2
×ηH(t, (u1 − s1) ∨ (u2 − s2))du1du2.
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Taking t = max(s1, s2), we would have K
∗⊗2
H f2(t, s1, s2) = 0, because
ηH(t, r) ≤ CtH− 12 rH− 12 (t− r) 12−H .
Hence, ηH(t, u1 ∨ u2) = 0, which leads to a contradiction.
Suppose now that H < 1
2
. In this case we have
K∗⊗2H f2(t, s1, s2) = e
2
H (s1s2)
1
2
−H
×
[
D
( 12−H)⊗2
t− (u1u2)
− 1
2 ηH(t, u1 ∨ u2)
]
(s1, s2),
where eH = cHΓ(H +
1
2
), using again that
(
Dαt−f
)
1[0,t] = D
α
T−
(
f1[0,t]
)
.
Notice that
ηH(t, r) =
1
eHΓ(
1
2
−H)r
1
2
−H
∫ t
r
(y − r)− 12−HyH− 12dy.
As a consequence, ηH(t, r) behaves as Cr
1
2
−H(t− r) 12−H .We have[
D
( 12−H)⊗2
t− (u1u2)
− 1
2 ηH(t, u1 ∨ u2)
]
(s1, s2)
=
1
Γ
(
H + 1
2
)2D 12−Ht−
(
(s1s2)
− 1
2 ηH(t, s1 ∨ s2)
(t− s1)
1
2
−H (t− s2)
1
2
−H
+
(
1
2
−H
)∫ t
s1
(s1s2)
− 1
2 ηH(t, s1 ∨ s2)− (ys2)−
1
2 ηH(t, y ∨ s2)
(y − s1)
3
2
−H (t− s2)
1
2
−H dy
+
(
1
2
−H
)∫ t
s2
(s1s2)
− 1
2 ηH(t, s1 ∨ s2)− (ys1)−
1
2 ηH(t, y ∨ s1)
(y − s2)
3
2
−H
(t− s1)
1
2
−H
dy
+
(
1
2
−H
)2 ∫ t
s1
∫ t
s2
(y − s1)H−
3
2 (z − s2)H−
3
2 (s1s2)
− 1
2 [ηH(t, s1 ∨ s2)
− (ys2)−
1
2 ηH(t, y ∨ s2)− (zs1)−
1
2 ηH(t, z ∨ s1) + (yz)−
1
2 ηH(t, y ∨ z)
]
dydz
)
.
Taking again t = max(s1, s2), we would have K
∗⊗2
H f2(t, s1, s2) = 0 which
leads to a contradiction.
Consider the covariance between two increments of the process X :
r(n) := E [(Xa+1 −Xa) (Xn+1 −Xn)] ,
11
where 0 < a ≤ n. We say that X is long-range dependent if for any a > 0,∑
n≥a
|r(n)| =∞.
The next proposition studies the long-range dependence properties of the
process X . We see that this property differs from that of fractional Brownian
motion.
Proposition 8 Let Xt =
∫ t
0
sign(Bs)dBs. If H ≥ 2/3, then Xt is long-range
dependent and if 1/2 < H < 2/3, then Xt is not long-range dependent.
Proof. From Lemma 3 we can deduce the Wiener chaos expansion of the
random variable Xt. In fact, we have
Xt =
∞∑
k=0
bkI2k+2,t(h2k+2) ,
where bk is defined in (10) and
h2k+2(s1, . . . , s2k+2) = (s1 ∨ · · · ∨ s2k+2)−(2k+1)H .
Let us compute the covariance of Xs and Xt − Xr, where 0 < r < t. From
the Itoˆ isometry of multiple stochastic integrals it follows that
E [Xs(Xt −Xr)] =
∞∑
k=0
b2kE [I2k+2,s(h2k+2) [I2k+2,t(h2k+2)− I2k+2,r(h2k+2)]] .
We have
E [Xs(Xt −Xr)] =
∞∑
k=0
b2k(2k + 2)!
〈
h2k+21
⊗(k+2)
[0,s] , h2k+2
(
1
⊗(k+2)
[0,t] − 1⊗(k+2)[0,r]
)〉
H2k+2
≥ 2b20
〈
h21
⊗2
[0,s], h2
(
1⊗2[0,t] − 1⊗2[0,r]
)〉
H2
≥ b
2
0
2
∫ t
r
∫ r
0
∫ s
0
∫ s
0
s−H2 t
−H
2 φ(s1, t1)φ(s2, t2)ds1ds2dt1dt2,
where φ(s, t) = H(2H − 1)|t− s|2H−2.
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Thus let s = 1, r = n, and t = n+ 1 and we have
r(n) := E [(Xa+1 −Xa) (Xn+1 −Xn)]
≥ C
∫ n+1
n
∫ n
0
∫ a+1
a
∫ a+1
a
s−H2 t
−H
2 (t1 − s1)2H−2(t2 − s2)2H−2ds1ds2dt1dt2
≥ C
∫ n+1
n
∫ n
a+2
∫ a+1
a
∫ a+1
a
s−H2 t
−H
2 (t1 − a− 1)2H−2(t2 − a− 1)2H−2ds1ds2dt1dt2
≈ Cn3H−3 ,
as n tends to infinity. Thus if H ≥ 2/3, ∑n≥a r(n) =∞.
If H < 2/3, then we use another approach. Set, as before
r(n) = E
[(∫ a+1
a
signBtdBt
)(∫ n+1
n
signBtdBt
)]
.
Using the formula for the expectation of the product of two divergence inte-
grals we obtain
r(n) = αH
∫ a+1
a
∫ n+1
n
E (signBssignBt) |s− t|2H−2dsdt
+4α2H
∫ a+1
a
∫ n+1
n
∫ s
0
∫ t
0
E (δ0(Bs)δ0(Bt))
× |s− σ|2H−2|θ − t|2H−2|dσdθdsdt,
where αH = H(2H − 1). This formula can be proved by approximating the
function sign(x) by smooth functions and then taking the limit in L2(Ω). We
have ∫ t
0
|s− σ|2H−2dσ = 1
2H − 1(s
2H−1 + |s− t|2H−1sign(t− s)).
Hence,
r(n) = αH
∫ a+1
a
∫ n+1
n
E (signBssignBt) |s− t|2H−2dsdt
+4H2
∫ a+1
a
∫ n+1
n
E (δ0(Bs)δ0(Bt))
×(s2H−1 + (t− s)2H−1)(t2H−1 − (t− s)2H−1)dsdt
= an + bn.
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For the second term we have
bn =
4H2
2pi
∫ a+1
a
∫ n+1
n
(s2H−1 + (t− s)2H−1)(t2H−1 − (t− s)2H−1)[
(st)2H − 1
4
(t2H + s2H − |t− s|2H)2]1/2 dsdt
Therefore,
bn ≤ 4H
2(2H − 1)
2pi
(
(a+ 1)2H−1 + (n+ 1)2H−1
)
(n− a− 1)2H−2[
(an)2H − 1
4
((n + 1)2H + (a+ 1)2H − |n− a|2H)2]1/2
≤ Cn3H−3.
To estimate an, we have from (6)
E [sign(Bu)sign(Bv)] =
∞∑
k=0
4(2k)!
(2k + 1)22pi(k!2k)2(uv)(2k+1)H
(u2H + v2H − |u− v|2H)2k+1
≤ Cu
2H + v2H − |u− v|2H
(uv)H
∞∑
k=0
k−3/2
(u2H + v2H − |u− v|2H)2k
(uv)2kH
≤ C1u
2H + v2H − |u− v|2H
(uv)H
.
Therefore
an ≤ C2
∫ a+1
a
∫ n+1
n
|u− v|2H−2u
2H + v2H − |u− v|2H
(uv)H
dvdu
≤ C3n3H−3 .
As a consequence, if H < 2/3, then
∑
n≥1 r(n) <∞.
4 General Dimension
In this section we consider a d-dimensional fractional Brownian motion B =
{(B1t , . . . , Bdt ), t ≥ 0}, with Hurst parameter H > 12 . Let Rt = |Bt| be the
fractional Bessel process associated to the d-dimensional fBm B.
Suppose first that H > 1
2
. Fix a time interval [0, T ], and define the deriva-
tive and divergence operators, D(i) and δ(i), with respect to each component
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B(i), as in Section 2. We assume that the Sobolev spaces D1,pi include func-
tionals of all the components of B and not only of component i. For each
p > 1, let L1,pH,i be the set of processes u ∈ D1,pi (H) such that
E
[
‖u‖p
L1/H ([0,T ])
]
+ E
[∥∥D(i)u∥∥p
L1/H([0,T ]2)
]
<∞.
It has been proved in [1] that
{
Bis
Rs
, s ∈ [0, T ]
}
belongs to the space L
1,1/H
H,i
for each i = 1, . . . , d and
Rt =
d∑
i=1
∫ t
0
Bis
Rs
dBis +H(d− 1)
∫ t
0
s2H−1
Rs
ds. (11)
In the case H < 1
2
the following result holds.
Proposition 9 If H < 1
2
, the process B
i
s
Rs
belongs to the extended domain of
the divergence operator Dom∗t δ
i on any time interval [0, t], and (11) holds.
Proof. For any test random variable F ∈ SH we have∫ t
0
E(
Bis
Rs
K∗,aH K
∗
HD
(i)
s F )ds
= lim
ε↓0
∫ t
0
E(h′ε(R
2
s)B
i
s)K
∗,a
H K
∗
HD
(i)
s F )ds
= lim
ε↓0
E
(
F
∫ t
0
h′ε(R
2
s)B
i
sdB
i
s
)
,
where, for any ε > 0,
hε(x) =
{ 3
8
√
ε+ 3
4
√
ε
x− 1
8ε
√
ε
x2 if x < ε√
x if x ≥ ε .
We have hε(x) ∈ C2 (R) and lim
ε→0
hε(x) =
√
x for all x ≥ 0. By Itoˆ’s formula
for the fractional Brownian motion in the case H < 1
2
, we have
hε(R
2
t )− hε(0) =
d∑
i=1
∫ t
0
h′ε(R
2
s)B
i
sdB
i
s + Jε,
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where
Jε = H(d− 1)
∫ t
0
1{R2s≥ε}
s2H−1
Rs
ds
+H
∫ t
0
1{R2s<ε}
1
2
√
ε
[
3d− (d+ 2)R
2
s
ε
]
s2H−1ds.
The process
Xt =
d∑
i=1
∫ t
0
Bis
Rs
δBis (12)
is H-self-similar, Ho¨lder continuous of order α < H , and it has the same 1
H
-
variation as the fractional Brownian motion. Nevertheless, as we will show
in the next proposition it is not a fractional Brownian motion with Hurst
parameter H .
For h ∈ H⊗n, we denote
Ij1,...,jn(h) =
∫
0<s1,...,sn<t
h(s1, . . . , sn)dB
j1
s1
· · · dBjnsn , (13)
First we find the chaos expansion of
∑d
i=1
∫ t
0
fi(Bs)dB
i
s, where fi : R
d → R
are smooth functions with polynomial growth.
Proposition 10 The following chaos expansion holds for Zt =
∑d
i=1
∫ t
0
fi(Bs)dB
i
s
Zt =
d∑
i=1
∞∑
n=1
∑
1≤j1,...,jn≤d
Ij1,...,jn,i
(
gij1,...,jn(s1, . . . , sn+1
)
,
where
gij1,...,jn(s1, . . . , sn+1) =
(−1)n(s1 ∨ · · · ∨ sn+1)−nH
(2pi)d/2
×
∫
Rd
[
∂n
∂yj1 · · ·∂yjn
e−
|y|2
2
]
fi(y(s1 ∨ · · · ∨ sn+1)H)dy.
Proof. Using Stroock’s formula yields for each i = 1, . . . , d
fi(Bs) =
∞∑
n=0
∑
1≤j1,...,jn≤d
1
n!
Ij1,...,jn
(
f ij1,...,jn(s)1
⊗n
[0,s]
)
,
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where
f ij1,...,jn(s) = E(D
j1 · · ·Djn(fi(Bs)))
= E(
∂nfi
∂zj1 · · ·∂zjn
(Bs))
=
1
(2pis2H)d/2
∫
Rd
∂nfi
∂zj1 · · ·∂zjn
(z)e−
|z|2
2s2H dz
=
s−nH
(2pi)d/2
∫
Rd
∂nfi
∂yj1 · · ·∂yjn
(ysH)e−
|y|2
2y dy
=
(−1)ns−nH
(2pi)d/2
∫
Rd
fi(ys
H)
∂n
∂yj1 · · ·∂yjn
e−
|y|2
2y dy.
Finally, the result follows from
Zt =
d∑
i=1
∫ t
0
fi(Bs)dB
i
s
=
d∑
i=1
∞∑
n=0
∑
1≤j1,...,jn≤d
Ij1,...,jn,i
(
symm
(
f ij1,...,jn(s)1
⊗n
[0,s]1[0,t](s)
))
=
d∑
i=1
∞∑
n=0
∑
1≤j1,...,jn≤d
Ij1,...,jn,i
(
f ij1,...,jn(s1 ∨ · · · ∨ sn+1)
n+1∏
i=1
1[0,t](si)
)
,
which completes the proof of the proposition.
Now let fi(x) =
xi√
x1
1
+···+x2d
. Then it is easy to check fi(tx) = fi(x) for all
t > 0. Hence, for such fi, we have
gij1,...,jn(s1, . . . , sn+1) = bj1,··· ,jn(s1 ∨ · · · ∨ sn+1)−nH ,
where
bi,j1,...,jn =
(−1)n
(2pi)d/2
∫
Rd
[
∂n
∂yj1 · · ·∂yjn
e−
|y|2
2
]
fi(y)dy.
Then the chaos expansion of fi(Bt) is given by
fi(Bt) =
∞∑
n=0
∑
1≤j1,...,jn≤d
bi,j1,...,jnt
−nH
∫
{0<s1<···<sn<t}
dBj1s1 · · · dBjnsn ,
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and the chaos expansion of the divergence of this process is
∫ t
0
fi(Bs)dB
i
s =
∞∑
n=1
∑
1≤j1,...,jn≤d
bi,j1,...,jn
×
∫
{0<s1,...,sn+1<t}
(s1 ∨ · · · ∨ sn+1)−nHdBj1s1 · · · dBjnsndBisn+1.
Using these results we can prove the following proposition.
Proposition 11 The process Y = {Yt, t ≥ 0} defined in (12) is not a frac-
tional Brownian motion.
Proof. If Yt =
∑d
i=1
∫ t
0
fi(Bs)dB
i
s is a fractional Brownian motion, then
as in previous section one can show that
Zt =
d∑
i=1
∫ t
0
ηH(t, s)fi(Bs)dB
i
s
is a classical Brownian motion. But
Zt =
d∑
i=1
∞∑
n=1
∑
1≤j1,...,jn≤d
bi,j1,...,jn
∫
{0<s1,...,sn+1<t}
h(t, s1, . . . , sn+1)dB
j1
s1
· · · dBjnsndBisn+1 ,
where
h(t, s1, . . . , sn+1) = η(t, s1 ∨ s2 ∨ · · · ∨ sn+1)(s1 ∨ s2 ∨ · · · ∨ sn+1)−nH .
In a similar way to one dimensional case, one can show that {Zt, t ≥ 0} is
not a martingale
Proposition 12 Let Y = {Yt, t ≥ 0} be the process defined in (12) If H ≥
2/3, then Yt is long range dependent and if 1/2 < H < 2/3, then Yt is not
long range dependent.
Proof. Set
ρn = E
[(
d∑
i=1
∫ 1
0
Bis
|Bs|δB
i
s
)(
d∑
i=1
∫ n+1
n
Bis
|Bs|δB
i
s
)]
.
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By the formula for the expectation of the product of two divergence integrals
we can write
ρn =
d∑
i,j=1
αH
∫ 1
0
∫ n+1
n
E
(
BisB
i
t
|Bs||Bt|
)
|t− s|2H−2dsdt
+
d∑
i,j=1
α2H
∫ 1
0
∫ n+1
n
∫ t
0
∫ s
0
E
(
Djθ
(
Bis
|Bs|
)
Diσ
(
Bjt
|Bt|
))
×|θ − t|2H−2|σ − s|2H−2dθdσdsdt
: = ρ1n + ρ
2
n.
In order to estimate the term ρ1n we make use of the orthogonal decomposition
Bt =
R(t, s)
s2H
Bs + βs,tY,
where
β2s,t =
(st)2H −R(t, s)2
s2H
,
and Y is a d-dimensional standard normal random variable independent of
Bs . Set
λst =
R(t, s)
βs,ts2H
=
1
2
(
t2H + s2H − |t− s|2H)
sH
[
(st)2H − 1
4
(t2H + s2H − |t− s|2H)2]1/2
As t tends to infinity and s belongs to (0, 1), the term λst behaves as
Hs−2HtH−1. Hence, by Lemma 13
E
(〈Bs, Bt〉
|Bs||Bt|
)
= E
(〈Bs, λstBs + Y 〉
|Bs||λstBs + Y |
)
= E
(〈
B1, s
HλstB1 + Y
〉
|B1||sHλstB1 + Y |
)
= sHλstE
(
|B1|2 |Y |2 − 〈B1, Y 〉2
|B1| |Y |3
)
+ o(tH−1).
Hence,
E
(〈Bs, Bt〉
|Bs||Bt|
)
≈ HCs−HtH−1,
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where
C = E
(
|B1|2 |Y |2 − 〈B1, Y 〉2
|B1| |Y |3
)
> 0.
This implies that the term ρ1n behaves as n
3H−3.
For the term ρ2n we have
ρ2n = H
2
d∑
i,j=1
∫ 1
0
∫ n+1
n
E
( (
δij
|Bs| −
BisB
j
s
|Bs|3
) (
δij
|Bt| −
BitB
j
t
|Bt|3
))
×(s2H−1 + (t− s)2H−1)(t2H−1 − (t− s)2H−1)dsdt
= H2
∫ 1
0
∫ n+1
n
E
(
d
|Bs||Bt| −
|Bt|2
|Bs||Bt|3 −
|Bs|2
|Bs|3|Bt| +
〈Bs, Bt〉2
|Bs|3|Bt|3
)
×(s2H−1 + (t− s)2H−1)(t2H−1 − (t− s)2H−1)dsdt
= H2
∫ 1
0
∫ n+1
n
E
(
d− 2
|Bs||Bt| +
〈Bs, Bt〉2
|Bs|3|Bt|3
)
×(s2H−1 + (t− s)2H−1)(t2H−1 − (t− s)2H−1)dsdt.
The term
E
(
1
|Bs||Bt|
(
d− 2 + 〈Bs, Bt〉
2
|Bs|2|Bt|2
))
behaves as Kt−H as t tends to infinity, where
K = E
(
1
|B1||Y |
(
d− 2 + 〈B1, Y 〉
2
|B1|2|Y |2
))
> 0.
Hence, the term ρ2n behaves also as n
3H−3. This completes the proof taking
into account that the constants C and K are positive.
Lemma 13 Let X and Y be independent d-dimensional standard normal
random variables. Then as ε tends to zero we have
E
( 〈X, εX + Y 〉
|X| |εX + Y |
)
= εE
(
|X|2 |Y |2 − 〈X, Y 〉2
|X| |Y |3
)
+ o(ε).
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Proof. We have
E
( 〈X, εX + Y 〉
|X| |εX + Y |
)
= E
( 〈X, εX + Y 〉
|X| |εX + Y | −
〈X, Y 〉
|X| |Y |
)
= E
(〈X, εX + Y 〉 |Y | − 〈X, Y 〉 |εX + Y |
|X| |εX + Y | |Y |
)
= E
(
ε |X|2 |Y | − ε 〈X, Y 〉2 / |Y | +o(ε)
|X| |εX + Y | |Y |
)
,
and that yields the desired estimation.
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