INTRODUCTION {#SEC1}
============

Understanding transcriptional regulation in plants is crucial to the improvement of crop productivity under adverse environmental conditions ([@B1],[@B2]). Over the past decades, thousands of expression profiles have been generated to investigate how environmental perturbations and developmental cues regulate gene expressions in plants ([@B3]). Protein--DNA interaction assays such as large-scale chromatin immunoprecipitation sequencing (ChIP-seq) ([@B4]), protein binding microarrays ([@B5]), enhanced yeast one-hybrid ([@B6]), and DNA affinity purification sequencing (DAP-seq) ([@B9],[@B10]) have generated millions of candidate TF--target gene interactions. ATAC-seq (assay for transposase-accessible chromatin using sequencing) and DNase hypersensitive assays have enabled profiling of active chromatin regions under specific conditions or tissue types ([@B11]). With this large amount of regulatory-genomic data becoming available, a current major computational challenge is the integration of data from protein-DNA interactions, active chromatin region measurements, and gene expression assays to discover novel and key regulators that operate under specific conditions in plants.

Regulatory mechanisms have been revealed by constructing genetic regulatory networks (GRN) that contain thousands of TF--target interactions. Many approaches have been developed to construct GRNs by combining different types of genomic data. Early attempts explored the use of unsupervised methods, in which known TF--target information was not considered. For example, relevance network and other mutual information-based approaches have been developed to infer interactions ([@B16]). Other unsupervised methods have also been developed including those based on partial correlation ([@B20]), weighted co-expression networks ([@B21]) and ensemble approaches ([@B22]). By contrast, supervised machine learning approaches which take known interactions as prior knowledge, have also been applied. Several commonly used supervised models can infer GRNs from expression data, including support vector machine ([@B23],[@B24]), least angle regression ([@B25]), least absolute shrinkage and selection operator ([@B26],[@B27]) and elastic net ([@B28]). Some of these approaches need gene expression data from multiple samples such as those from a time course experiment ([@B26]) or multiple tissue- or cell-types ([@B16]). Such experiments are typically time consuming and are still not available for many plant species (see [Supplementary table S1](#sup1){ref-type="supplementary-material"} for a summary of published methods). For these methods, each inferred interaction represents an association between a given TF and its target genes across many observations. However, since regulatory interactions sometimes are characterized by condition-specific binding of TFs to *cis*-regulatory elements ([@B31]), such binding events might not be reflected across all data points used by an inference algorithm.

Other methods for the inference of interactions focus on data types that represent direct binding events. Binding site data have received much attention in recent years in plant research as evidenced by databases such as PlantTFDB ([@B32]), AGRIS ([@B33]) and Grassius ([@B34]), which have accumulated substantial amounts of data documenting experimentally identified binding sites. Previous studies have identified a considerable number of binding sites from data obtained *in vivo* related to different environmental perturbations in plants. For example, binding sites were screened to construct regulatory networks in response to far red light ([@B35],[@B36]), hormones ([@B37]) and fungal infection ([@B40]) in *Arabidopsis thaliana*. Based on available binding site data, several web-based tools have been developed to prioritize the targets of specific TFs for a group of genes using enrichment analysis. Some examples include TF2Network ([@B41]) and Cistome ([@B42]), which compute enrichment of binding sites for corresponding TFs based on large collections of documented binding sites in Arabidopsis. PlantPAN 3.0 ([@B43]) identifies enriched combinations of TFs for multiple plant species. The direct evidence available for binding site identification also has some limitations. For example, due to the cost of ChIP-seq experiments, typically only a few TFs have been screened under any specific condition. Compared to ChIP-seq, DAP-seq can identify possible targets of thousands of TFs efficiently ([@B9]). However, DAP-seq is an *in vitro* technique ([@B10]), and some binding sites detected by DAP-seq may not be available for binding under a given environmental perturbation. Therefore, integration of binding site and expression data is key to improving prediction accuracy under specific conditions or cell types.

In this study, we developed the condition specific regulatory network inference engine (ConSReg), a machine learning approach which integrates expression data, TF--DNA binding data and open chromatin data to infer condition-specific regulatory genes. In ConSReg, lists of differentially expressed genes (DEGs) were supplied to machine learning models to perform binary classification with feature selection by regularization. This procedure can prioritize and select the most relevant TFs for a specific environmental perturbation. We performed cross-validation for ConSReg using a compendium of expression data sets obtained under different environmental perturbations from 26 different publications (see [Supplementary Table S2](#sup1){ref-type="supplementary-material"}). The evaluation result shows that the features of the integrated representation can accurately predict the expression of target genes (average area under curve for receiver operating characteristic curve, AUC--ROC = 0.84) and is significantly better than alternative approaches.

Our results highlight several important discoveries that provide new insights into the regulation of gene expression in plants. First, the appropriate selection of negative training data sets is crucial for the improvement of model performance, specifically, undetected genes (UDGs) are better negative training data than non-differentially expressed genes (NDEGs). Second, we demonstrated that including ATAC-seq data significantly improves model performance regardless of the experimental conditions, whereas prior publications of plant data only demonstrated enrichment of binding sites or regulatory motifs in ATAC-seq peaks ([@B11],[@B11],[@B44],[@B45]). Third, we found that the length of promoter regions contributes to model performance. Although published studies show that stress-regulated motifs are enriched in 500 bp upstream of the TSS of target genes ([@B46]), our analysis showed that using 3KB upstream of TSS + 0.5KB downstream of TSS as promoter provides better performance across all data sets, which is consistent with another independent report ([@B41]). The results of ConSReg are compared with multiple published approaches ([@B41]) using an independent validation data set ([@B47]). We have found that ConSReg consistently provide better ranking for true regulatory genes than other existing approaches. Finally, we applied ConSReg to two recently published single cell sequencing data from plants to infer regulatory networks at the single cell level and identified candidate regulatory genes for cell wall formation in the endodermis. ConSReg is implemented as an open source python package (GitHub repository: <https://github.com/LiLabAtVT/ConSReg>) with flexible parameter settings such that it can be used in other eukaryotic species, which is demonstrated as we applied this method to a recently published maize DAP-seq and ATAC-seq data ([@B15]).

MATERIALS AND METHODS {#SEC2}
=====================

Single cell RNA-seq expression data preprocessing {#SEC2-1}
-------------------------------------------------

The single cell data set was a combination of two separate data sets from individual experiments (Gene Expression Omnibus (GEO) with accession number GSE122687 ([@B48]) and GSE123013 ([@B49])). The R package Seurat v3.0 was used to apply basic quality control procedures in order to remove outliers in feature counts and to ensure no contaminated cells were included in our analyses ([@B50]). Once the data sets were cleaned, they were normalized using Seurat\'s built-in 'NormalizeData' function which applies a log-normalization to the feature counts across the rows of the data set. The factor for each normalization process was kept at 10,000 for each data set. Seurat\'s built-in 'merge' function was used to combine the data sets after they were normalized individually. The resulting data set was a normalized combination of the two original data sets. Expression matrix was filtered by selecting cells that have a minimum of two expressed genes and genes that are expressed in more than one cell. The normalized expressions were used to cluster cells by a graph-based clustering approach in the Seurat package. The identified clusters were assigned with known Arabidopsis root cell types by computing index of cell identity (ICI) scores ([@B51]). Next, we used clusters identified as endodermis, cortex and quiescent center (QC) cells to compute fold change of each gene. DEsingle package ([@B52]) was used to identify differentially expressed genes between these three cell types by pairwise comparisons.

Evaluation data set A and evaluation data set B {#SEC2-2}
-----------------------------------------------

Details of bulk RNA-seq data processing, DAP-seq data and ATAC-seq data processing are provided in the supplementary text. We constructed different evaluation data sets. The reason for using different evaluation data sets is to provide sufficient positive/negative training genes for machine learning and feature selection methods. For all expression experiments, we selected differential contrasts (evaluation data set A) which can provide \>500 positive and 500 negative genes for all three types of negative genes (NDEGs, LEGs, UDGs, see supplementary table S2). After we determined that UDGs are the best negative training sets, we selected differential contrasts (evaluation data set B) which provide more than 500 positive and 500 negative genes for only UDGs. This data set was then used to evaluate the performance of integrating ATAC-seq data and the performance of different types of DAP-seq data.

Feature construction {#SEC2-3}
--------------------

Based on expression data, we constructed differential contrasts between replicate groups of control and treatment samples. Each replicate group typically includes expression data from multiple samples and each differential contrast produces a list of genes with fold change, mean expression value and FDR adjusted *P*-values for differential expression. [Supplementary table S2](#sup1){ref-type="supplementary-material"} provides more details regarding the replicate group for each sample, and treatment and control information for each differential contrast. Next, we generated a feature matrix for each differential contrast by two steps. First, for each differential contrast, we generated a list of DEGs as positive training samples and sampled equal number of negative samples from the genome. The feature matrix $\documentclass[12pt]{minimal}
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To efficiently search for all overlaps, we constructed an interval tree for ATAC-seq peaks in each chromosome then iterated over each DAP-seq peak to find all overlaps between DAP-seq peak and ATAC-seq peaks. Python package Intervaltree (<https://github.com/chaimleib/intervaltree>) was used to perform the search. While our current analysis only explored the use of DAP-seq interaction data and ATAC-seq open chromatin region data, other types of interaction data and chromatin feature data can be easily integrated into Equations ([1](#M1){ref-type="disp-formula"}) and ([2](#M2){ref-type="disp-formula"}). We will leave this to future exploration.

To construct feature matrices with only DAP-seq data, we marked each entry $\documentclass[12pt]{minimal}
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Machine learning models and feature selection {#SEC2-4}
---------------------------------------------

We tested several machine learning methods for classification, including logistic regression (LR), support vector machine (SVM), random forest (RF) and deep neural network (DNN). To perform feature selection, we applied different regularization techniques to each classifier. The details of classification for LRLASSO and DNN and feature selection methods are described below. Other methods are described in the supplementary text.

### LRLASSO {#SEC2-4-1}

This method is logistic regression with lasso penalty, which uses L1-regularization for feature selection ([@B53]). LRLASSO minimizes the following loss function:$$\documentclass[12pt]{minimal}
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To perform feature selection, we tuned the L1 penalty parameter λ for this model using the R package gglasso ([@B54]). Given a sequence of ordered λ values, gglasso computes the solution for each λ iteratively. The computed solution for current λ will be used as the initial value for next λ in the sequence. For each round of cross-validation, we used a sequence of 100 λ values which ranged from min(λ) to max(λ) and were spaced evenly on a log scale. max(λ) is the smallest λ value that shrinks all coefficients to zero. And min(λ) = η \* max(λ), where η is a factor specified by user. For more details, see documentation for gglasso ([@B54]) and online documentation of the R package (<https://cran.r-project.org/web/packages/gglasso/gglasso.pdf>). In this way, each λ generates a LRLASSO model by training on training data set and the model was evaluated using validation data set to determine which λ gave the best prediction accuracy. Then the λ and the model with best prediction accuracy was again evaluated by the test data set.

### DNN {#SEC2-4-2}

This method is deep neural network with L1 regularization for feature selection. The use of regularized DNN for genomic feature selection has been investigated in a previous publication ([@B55]). The authors added a one-to-one layer between the input layer and hidden layers. L1 and L2 regularization were applied to the one-to-one layer to select features. Due to the high computational cost of tuning hyperparameters of DNN, we chose to use only L1 regularization in the one-to-one layer and hidden layers. We used a similar DNN architecture as in the previous publication ([@B55]). In the input layer, there are 387 neurons and this number is equal to the number of input features (TFs). In the second layer (one-to-one layer), the same number of neurons are used, and each is connected to one neuron from the input layer. Then we added two hidden layers which have 32 and 16 neurons after the one-to-one layer. The first hidden layer is fully connected with one-to-one layer and second hidden layer is fully connected with the first hidden layer. The last layer is an output layer which only has one neuron. Batch normalization was applied to one-to-one layer and each hidden layer to accelerate the training process. See ([@B55]) for more details about using DNN to select features.

For hyperparameter tuning, we tuned L1 regularization parameter λ for DNN model. We used a sequence of 10 λ values which range from $\documentclass[12pt]{minimal}
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}{}${10^3}$\end{document}$ and are evenly spaced on a log scale. Adam optimizer was used to train the DNN model and learning rate α was fixed as 0.1. We compiled and trained DNN model using Keras library (<https://keras.io/>) with CUDA GPU acceleration. Training, hyperparameter tuning and testing was performed in the same way as described in other methods.

Evaluation strategy {#SEC2-6}
-------------------

### Evaluating different conditions {#SEC2-6-1}

To evaluate the effect of selecting negative training samples, we tested three different methods: (i) non-significantly differentially expressed genes (NDEGs), which have *P*-value \> 0.05; (ii) low-expressed genes (LEGs), which have mean expression values between 0 and 0.5; (iii) undetected genes (UDGs), which have mean expression values equal to zero. To evaluate the effect of promoter region length, we constructed feature matrices using three different promoter lengths, which are (a) 5 kb upstream of TSS to 1 kb downstream of TSS; (b) 3 kb upstream of TSS to 0.5 kb downstream of TSS and (c) 0.5 kb upstream of TSS to TSS. The promoter region length is passed as an input argument to the ChIPseeker package to search for corresponding genes for each DAP-seq peak. To evaluate the effect of regular DAP-seq peaks and merged DAP-seq peaks, we constructed the feature matrices using the DAP-seq peaks from regular DAP-seq (methylated DAP-seq peaks) and the DAP-seq peaks from merged DAP-seq peaks. The performance of two methods were then compared.

### Cross-validation {#SEC2-6-2}

For each feature matrix, we randomly split the matrix into three subsets: 60% for training, 20% for validation (hyperparameter tuning) and 20% for testing. We trained the machine learning models on training data set and found the optimal set of hyperparameters by evaluating the trained model on validation data set (Figure [1B](#F1){ref-type="fig"}). Then the final performance of model with optimal hyperparameters was evaluated using the test data set. We used AUC--ROC and AUC--PRC as the metrics for evaluation. This process was repeated five times for each feature matrix to obtain the mean and standard deviation of AUC--ROC and AUC--PRC.

![Flowchart of ConSReg pipeline. (**A**) Analysis workflow. (**B**) Genomic data integration strategy. DAP-seq and ATAC-seq regions were intersected and the weight for each intersected region was computed, and then summed up as the final weight for each TF--gene pair. The product of TF fold change and final weight is filled into corresponding entry of the feature matrix (see Materials and Methods for more details). parameters a, b, c, d, e, f, g are lengths of corresponding regions. (**C**) Cross-validation strategy. Final AUC--ROC values were computed from the 20% test data. We repeated this analysis five times for each integrated data set and calculated average and standard deviation of AUC--ROC values.](gkaa264fig1){#F1}

### Compare to enrichment-based method {#SEC2-6-3}

We compared our methods to enrichment-based method. Similar to the approach used in TF2Network ([@B41]), we computed the statistical significance of enrichment for each individual TF by hypergeometric test. The probability mass function is defined as:$$\documentclass[12pt]{minimal}
\usepackage{amsmath}
\usepackage{wasysym} 
\usepackage{amsfonts} 
\usepackage{amssymb} 
\usepackage{amsbsy}
\usepackage{upgreek}
\usepackage{mathrsfs}
\setlength{\oddsidemargin}{-69pt}
\begin{document}
}{}$$\begin{equation*}P\ \left( {x\ = \ i} \right) = \ \frac{{\left( {\begin{array}{@{}*{1}{c}@{}} N\\ i \end{array}} \right)\left( {\begin{array}{@{}*{1}{c}@{}} {M - N}\\ {n - i} \end{array}} \right)}}{{\left( {\begin{array}{@{}*{1}{c}@{}} M\\ N \end{array}} \right)}}\end{equation*}$$\end{document}$$where each parameter is explained below:

1.  *i* is the number of DEGs that have DAP-seq peak(s) of the current TF.

2.  *N* is the total number of DEGs in the current differential contrast.

3.  *n* is the total number of protein-coding genes that have DAP-seq peak(s) of the current TF.

4.  *M* is the total number of protein-coding genes.

*P*-values for all TFs were then computed by hypergeometric test and corrected by Benjamini--Hochberg correction ([@B56]). We used the same training set of positive genes and negative genes to compare LRLASSO with enrichment-based method. For each condition, this training set is the same feature matrix we used to evaluate machine learning models

To calculate AUC--ROC value for the enrichment-based method, we first ranked all TFs by ascending order using corrected *P*-values. Then we iterated over the ranked list of TFs. In each iteration, we used top $\documentclass[12pt]{minimal}
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Since hold-out test will not be applicable for enrichment-based method, for both LRLASSO and enrichment-based method, training and testing were performed using the same training set to have fair comparison.

Ranking TFs by stability selection {#SEC2-7}
----------------------------------

Since coefficients generated by LRLASSO model do not reflect the importance of each TF and the selected set of TFs would be slightly different when coefficients are initialized randomly, we applied stability selection ([@B57]) to generate robust feature selection result from LRLASSO.

Randomized lasso was proposed as an implementation of stability selection for the lasso method. The difference between randomized lasso and regular lasso is that subsampling of training samples and random perturbations for features are introduced into the feature selection process ([@B57]). Briefly, a subset of training samples were selected, and their features were randomly perturbed. Then a lasso model was trained using the perturbed subset of the original training data set. This process was then repeated multiple times. The idea is that important features will be selected more often than the unimportant ones during this randomized process. When used with LRLASSO, the objective function of randomized lasso can be written as:$$\documentclass[12pt]{minimal}
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}{}${w_j}$\end{document}$, a scaling factor sampled from the range (0,1). For simplicity of implementation, features can be rescaled to have the same effect with rescaling the coefficients ([@B57]).

In our analysis, we randomly sampled half of the training samples from a feature matrix. Features were randomly perturbed by a scaling factor randomly sampled from (0,1). Randomized lasso was performed *n* times for each feature matrix. For each feature, the final importance score was calculated as number of times the feature gets non-zero coefficient divided by *n*. In our analysis, we set *n* = 200.

RESULTS {#SEC3}
=======

Analysis overview {#SEC3-1}
-----------------

In this work, we focused on using protein-DNA interaction data and open chromatin data to predict the combinations of TFs that can best explain observed differential gene expression under different environmental perturbations or cell types. To achieve this goal, we have tested multiple machine learning methods in combination with different feature selection techniques to determine the optimal parameters and training strategies. Our pipeline consists of two major steps (see Figure [1A](#F1){ref-type="fig"}). The first step is to integrate genomic data sets including interaction data generated from DAP-seq, open chromatin region data from ATAC-seq and expression data from RNA-seq/microarray experiments. This step produces training, validation, and testing data set for machine learning models. The second step is to perform binary classification with sparse feature selection methods. The input feature matrix for classification was constructed from binding site information and activated chromatin regions for a list of differentially expressed genes. These genes were obtained by standard statistical approaches (see Supplementary Text) using a contrast between a replicate group of treated samples and a replicate group of control samples ([@B58]).

For each gene, the feature matrix consists of all interactions between TFs and their target genes specified by DAP-seq experiments. Open chromatin regions were used to set a weight on the feature matrix (see Figure [1B](#F1){ref-type="fig"}). Our method can also incorporate peak heights from DAP-seq and ATAC-seq when calculating the weight of the feature matrix, but the improvement is small ([Supplementary figure S1](#sup1){ref-type="supplementary-material"} and [Supplementary Table S3](#sup1){ref-type="supplementary-material"}). Up- and down-regulated genes were analyzed separately to train up-regulated (**UR**) and down-regulated (**DR**) models. Performance of machine learning models was evaluated by AUC--ROC and AUC--PRC computed from cross-validation. To prioritize important TFs for each condition, we assigned an importance score to each TF by performing stability selection ([@B57]). We performed multiple analyses to identify optimal settings for machine learning models. Our analyses include tests of (i) different machine learning approaches, (ii) different types of negative training samples, (iii) lengths of promoter region, (iv) combinations of data types and (v) difference between regular DAP-seq and amp-DAP-seq, where effects of DNA-methylation were removed by amplification.

Evaluation of different negative training samples and different machine learning approaches {#SEC3-2}
-------------------------------------------------------------------------------------------

The choice of negative training samples has been shown to significantly affect the performance of machine learning models ([@B59]). We evaluated three methods to select negative training samples: (i) non significantly differentially expressed genes (**NDEGs**), which have *P*-value \> 0.05; (ii) low-expressed genes (**LEGs**), which have average expression between 0 and 0.5 FPKM and (iii) undetected genes (**UDGs**), which have a mean expression value equal to zero FPKM. The three methods were tested using evaluation data set A (see Materials and Methods), where we constructed both an up-regulated feature matrix and a down-regulated feature matrix for each differential contrast. Machine learning models tested in this analysis include logistic regression (LR), support vector machine (SVM), random forest (RF) and deep neural networks (DNN). See Methods and [Supplementary Text for](#sup1){ref-type="supplementary-material"} more details about the machine learning models.

Figure [2A](#F2){ref-type="fig"} shows a boxplot of all AUC-ROC values computed from the six machine learning approaches. These results show that AUC--ROC values of UDGs are significantly higher than NDEGs and LEGs (Wilcoxon signed-rank tests, *P*-values \< 0.001). This suggests that machine learning classifiers perform better when UDGs are used as negative training samples. However, we did not find obvious differences for the number of selected TFs among the three types of negative training genes (embedded plot in Figure [2A](#F2){ref-type="fig"}). We further compared the performance of different machine learning approaches and found the six machine learning approaches achieved similar AUC--ROC values (Figure [2B](#F2){ref-type="fig"}, [C](#F2){ref-type="fig"} for UR and DR respectively). However, the numbers of selected TFs obtained from different machine learning models are quite different (Figure [2B](#F2){ref-type="fig"}, [C](#F2){ref-type="fig"}). LRLASSO consistently selected fewer TFs than other methods.

![A comprehensive evaluation of model performance under different conditions. (**A**) Evaluation of different negative samples. UDGs: undetected genes, NDEGs: non-differentially expressed genes, LEGs: low-expression genes. Box plot demonstrates AUC--ROC for different negative samples (three boxes on the left: UR models, three boxes on the right: DR models). The embedded bar plot shows the number of TFs obtained using different negative data sets. (**B**, **C**) Evaluation of different classifiers. LRLASSO: logistic regression with LASSO penalty, LGLASSO: logistic group LASSO, LREN: logistic regression with an elastic net penalty. LRPCC: logistic regression with Pearson correlation coefficient, GRRF: Guided regularized random forest, LSVM: linear support vector machine. B shows the AUC--ROC values for UR model and C shows the AUC--ROC values for DR model. In both B and C, box plots show AUC-ROC values and embedded bar plots show the number of selected TFs. (**D**) Comparison between LRLASSO and DNN. (**E**) evaluation for different promoter region lengths. A curve in the major plot area shows AUC--ROC values for UR model and curve in the embedded plot area shows AUC-ROC values for DR model. (**F**) comparison between merged DAP-seq and regular DAP-seq. Medians were marked by black bars. (**G**) Evaluation of different integration strategies. The box plot shows a comparison of AUC--ROC values and an embedded bar plot shows a comparison of the number of selected TFs. \**P*-value \< 0.05; \*\**P*-value \< 0.01; \*\*\**P*-value \< 0.001; ns: not significant. *P*-value was computed from the Wilcoxon signed-rank test.](gkaa264fig2){#F2}

In recent years, the deep neural network (DNN) method has been extensively applied in the field of genomics to model gene regulation ([@B60]). We further explored whether DNN can bring better performance than LRLASSO. A previous study has introduced a DNN-based feature selection method ([@B55]). We used a similar strategy in our analysis (see Materials and Methods) to prioritize TFs and compare the result to LRLASSO. DNN usually needs large number of training samples to estimate model parameters. However, most of the expression data sets used in this study have fewer than 2000 genes available for training (see [Supplementary table S2](#sup1){ref-type="supplementary-material"}). Therefore, a comparison using multiple data sets in evaluation data set A or evaluation data set B (see Materials and Methods) resulted in an only poorly fitted DNN model. We selected a differential contrast which has the largest number of training samples (8948 genes for UR and DR feature matrices, respectively). For the UR feature matrix, the performance of LRLASSO is significantly better than DNN (Figure [2D](#F2){ref-type="fig"}, Wilcoxon rank-sum test, *P*-value \< 0.01), whereas the performance does not show significant difference for DR feature matrix (Figure [2D](#F2){ref-type="fig"}, Wilcoxon rank-sum test, *P*-value \> 0.05). At the same time, LRLASSO selected fewer TFs (embedded plot in Figure [2D](#F2){ref-type="fig"}) and has smaller variation in the number of selected TFs than DNN.

Although positive training genes in this study reflect condition-specific activities, it is unclear whether negative training genes are also condition specific. One possibility is that all negative training genes are not detected under any tested condition. We checked whether UDGs are different under different environmental perturbations. For each differential contrast in each environmental perturbation, we computed the percentage of UDGs that are detected (FPKM \> 0) in other perturbations. Then the percentages were averaged for each environmental perturbation. We found that this average percentage ranges from 72.54% to 91.76%, suggesting that UDGs in one condition are typically expressed under other environmental perturbation(s). Therefore, a large portion of UDGs are inactive in one or multiple specific environmental perturbations ([Supplementary Figure S2](#sup1){ref-type="supplementary-material"}).

Choice of promoter region length affects model performance {#SEC3-3}
----------------------------------------------------------

TFs regulate expressions of target genes by binding to regulatory elements located in the promoter regions of these genes. It has been shown that binding sites located within the 5 kb upstream region of transcription start sites (TSS) can better explain any regulatory effects on the target genes than shorter regions ([@B41]). To test the effect of promoter length on model performance, we set the promoter region length up to 5 kb upstream of TSS and 1 kb downstream of TSS in feature construction step. We tested three types of promoter regions: (i) 5 kb upstream of TSS to 1 kb downstream of TSS; (ii) 3 kb upstream of TSS to 0.5 kb downstream of TSS and (iii) 0.5 kb upstream of TSS. Figure [2E](#F2){ref-type="fig"} shows AUC--ROC values for three types of promoter regions evaluated on evaluation data set B (see Materials & Methods). We observed consistent improvements when promoter region length was extended from 0.5 to 3 kb upstream + 0.5 kb downstream. When the promoter region was further extended to 5 kb upstream + 1 kb downstream, no significant improvement was found. Additional promoter lengths were also tested, and the results are shown in [Supplementary Table S3](#sup1){ref-type="supplementary-material"} and [Supplementary figure S1](#sup1){ref-type="supplementary-material"}. As shown in Figure [2E](#F2){ref-type="fig"}, these results are consistent between UR models and DR models.

In addition to the length of promoter regions, we also checked model performance when first intron sequences were included, because early molecular results suggest that first introns are important for regulating expression for some genes in plants ([@B63],[@B64]). Our results do not show significant changes when first introns are included ([Supplementary Figure S1](#sup1){ref-type="supplementary-material"} and [Supplementary Table S3](#sup1){ref-type="supplementary-material"}). For molecular validations of promoter functions, using intergenic sequences instead of fixed sequence length is very common ([@B65],[@B66]). We tested our model performance by using intergenic sequences which have a specific length for each gene depending on the upstream gene location. We also did not see significant changes in the model performance ([Supplementary Figure S1](#sup1){ref-type="supplementary-material"} and [Supplementary Table S3](#sup1){ref-type="supplementary-material"}). In summary, our findings suggest that most of the binding sites predictive of gene expressions were successfully captured within 3 kb upstream + 0.5 kb downstream region.

Types of DAP-seq experiments do not significantly affect model performance {#SEC3-4}
--------------------------------------------------------------------------

As described previously ([@B9]), DAP-seq can be performed in two ways: (i) sequence regular genomic DNA (gDNA), (ii) sequence gDNA libraries in which methyl-cytosines were removed by PCR. The former is regular DAP-seq and the latter is called 'ampDAP-seq' ([@B9]). We tested the performance of two sets of binding sites: (a) using all available DAP-seq binding sites, which is the merged set of regular DAP-seq binding sites and ampDAP-seq binding sites (b) using only regular DAP-seq binding sites. It was reported that many DAP-seq binding sites (∼180 000) are occluded by DNA methylation, which is likely to affect the binding of TFs. However, our result shows that, compared to using regular DAP-seq binding sites, the merged set of DAP-seq binding sites does not provide better prediction result (Figure [2F](#F2){ref-type="fig"}). In particular, for reproductive tissues where gene expressions were known to be significantly impacted by DNA methylation ([@B67]), we do not see a significant difference in model performance using different types of DAP-seq data ([Supplementary Table S3](#sup1){ref-type="supplementary-material"}).

ATAC-seq data significantly improves model performance {#SEC3-5}
------------------------------------------------------

Since all DAP-seq binding sites are detected *in vitro*, and some of the binding sites *in vitro* might not be accessible in living cells, it has been suggested that this limitation can be overcome by integrating DAP-seq data with open chromatin data ([@B10],[@B68]). Therefore, we encoded open chromatin information from ATAC-seq data into the feature matrices (see Figure [1B](#F1){ref-type="fig"} and Materials and Methods). To assess the impact of chromatin accessibility, the feature matrices were constructed either with, or without, integrating ATAC-seq data. We then compared the model performance of ATAC-seq included feature matrices to ATAC-seq free feature matrices using evaluation data set B (see Materials and Methods). For both UR and DR genes, there are consistent improvements when ATAC-seq data were included in the feature matrices (Figure [2G](#F2){ref-type="fig"}). The other noticeable advantage of including ATAC-seq data is that fewer TFs were selected (embedded plot in Figure [2G](#F2){ref-type="fig"}). We further investigated whether including condition-specific expression and ATAC-seq data can better predict expression than using DAP-seq binding site information alone. Our results show that including all three types of data has consistently improved model performance (Figure [2G](#F2){ref-type="fig"}).

ConSReg outperforms a simple enrichment test {#SEC3-6}
--------------------------------------------

Enrichment tests have been applied in recent studies to identify candidate regulatory TFs given a set of input genes ([@B41],[@B42],[@B69],[@B70]). We compared our prediction pipeline to a simple enrichment-test-based method (see Materials and Methods) and computed AUC--ROC values using evaluation data set B. As shown in Figure [3A](#F3){ref-type="fig"}, enrichment tests achieved an average AUC--ROC of 0.68 and 0.67 for UR and DR genes respectively. In contrast, ConSReg achieved average AUC--ROC of 0.84 and 0.84 for UR and DR genes respectively. AUC--ROC values for ConSReg are significantly higher than enrichment test (Wilcoxon rank-sum test, *P*-value \< 0.001 for both UR and DR feature matrices).

![Comparison of different computational methods. (**A**) AUC-ROC for enrichment test and ConSReg. Two clusters on the left represent AUC-ROC values for UR models and two clusters on the right represent AUC--ROC values for DR models. (**B**) Importance scores of the 17 TFs for TF transfected root cells and CHX treated root cells. Two boxes on the left represent importance scores for UR models and two boxes on the right represent importance scores for DR models. (**C**) Number of recovered TFs for ConSReg, TF2Network, and PlantPAN 3.0 in different ranking cutoffs. Results predicted from UR models are plotted in the major plot area and results predicted from DR models are plotted in the embedded plot. (**D, E**) Ranking for each of the 17 nitrogen response TFs predicted by ConSReg, TF2Network, PlantPAN 3.0. Ranking for each TF was mapped to a color scale represented by a color bar on the right. A lighter color indicates better ranking. (D) The results predicted by UR model and (E) shows the results predicted by DR model. \**P*-value \< 0.05; \*\**P*-value \< 0.01; \*\*\**P*-value \< 0.001; ns: not significant. *P*-value was computed from the Wilcoxon signed-rank test.](gkaa264fig3){#F3}

ConSReg recovered TFs known to be involved in nitrogen response {#SEC3-7}
---------------------------------------------------------------

Although ConSReg shows consistent better performance in AUC--ROC and AUC-PRC, it is unknown whether the TFs selected by ConSReg are key regulators of actual underlying biological processes. This is a challenging problem because there is no gold standard data set to evaluate such predictions. Traditional molecular genetic approaches typically involve the study of one or a few TFs at a time and, consequently, cannot rule out the possibility that other TFs are also involved in the same process. ChIP-seq or DAP-seq can only detect binding events but it is unclear whether any specific TF--target interaction is indeed actively regulating gene expression. To evaluate whether ConSReg can recall known TFs involved in a specific environmental perturbation, we applied ConSReg to a recently published study of TARGET (transient assay reporting genome-wide effects of transcription factors) which provides an ideal validation data set ([@B47]). This study used an updated TARGET assay ([@B71]) to evaluate how nitrogen (N) response TFs can impact the gene expressions of their target genes. In this study, 33 TFs were selected, and the TARGET system was designed such that genes were differentially expressed only due to the effect of each of these 33 TFs. We applied ConSReg to this RNA-seq data set and evaluated how many of the selected TFs can be recovered by ConSReg. Among 33 selected TFs, 17 TFs were also found in DAP-seq data. We therefore used these 17 TFs for our evaluation (see Figure [3D](#F3){ref-type="fig"} and Figure [3E](#F3){ref-type="fig"} for TF gene names). We re-analyzed the published TARGET data using DESeq2 ([@B58]) and generated differential contrasts (see [Supplementary Table S2](#sup1){ref-type="supplementary-material"}) as input for ConSReg.

We first compared importance scores of these TFs under two conditions: (i) cycloheximide (CHX) and N-treated TF transfected root cells VS empty vector transfected root cells and (ii) CHX and N treated VS N treated EV transfected root cells. CHX was used to block downstream regulation of secondary TF targets ([@B47]). For the first condition, we expected that DEGs are mainly direct targets for each of these TFs, whereas for the second condition, the DEGs are not induced by any of these TFs specifically. We generated DEGs (see [Supplementary Table S2](#sup1){ref-type="supplementary-material"}) and obtained importance scores for all 17 TFs from these DEGs in both conditions. For both UR and DR genes, the importance scores of these TFs from the first condition were significantly higher than the second condition (Figure [3B](#F3){ref-type="fig"}, Wilcoxon signed-rank test, *P*-value \< 0.001 for both), suggesting that ConSReg can generate higher importance scores for the true regulatory TFs as compared to EV control experiments.

We then compared the result obtained using the 17 TFs to the result generated from TF2Network, and plantPAN 3.0, methods that can infer regulators for a given list of target genes. We set different cutoffs for ranking and counted how many TFs can be recovered at different ranking threshold (Figure [3C](#F3){ref-type="fig"}, [Supplementary data file](#sup1){ref-type="supplementary-material"} 1). As an example, when the ranking cutoff is set to the top 30 predicted TFs, ConSReg can recover 12/17 nitrogen-response TFs from UR models, which is better than the recovery rates of TF2Network (11/17), and PlantPAN 3.0 (9/17). For DR models, ConSReg was able to recover 14/17 nitrogen-response TFs from the top 30 predicted TFs, compared to the recovery rate of TF2Network (3/17), and PlantPAN3.0 (4/17). ConSReg provided better or had the same ranking for the correct TFs than other methods in 61.7% of all cases (10 TFs in UR models and 11 TFs in DR models). In contrast, TF2Network and PlantPAN 3.0 both provided better ranking for 20.6% of all cases. This result shows that ConSReg performs three times better than alternative methods in selecting regulatory genes in this testing data set.

As shown in Figure [3D](#F3){ref-type="fig"} and Figure [3E](#F3){ref-type="fig"}, there is a considerable overlap of TFs (10 TFs) between UR and DR models predicted by ConSReg and this number is higher than TF2Network (6 TFs) and PlantPAN 3.0 (3 TFs). This observation is consistent with the previously reported results that some of these TFs can act as both an inducer and a repressor of target genes ([@B47]). Detailed ranking results showed that for many recovered TFs, ConSReg assigned better rankings compared to other tools. For example, five recovered UR model TFs (WRKY18, VRN1, bZIP3, TGA4 and DIV1) were ranked as top 1 by ConSReg and these rankings are better than the other two tools (see Figure [3D](#F3){ref-type="fig"}). Notably, a few TFs predicted by PlantPAN 3.0 achieved ranking of top 1, while others predicted by PlantPAN 3.0 were assigned very low rankings (187 for VRN1, 208 for HB6, see Figure [3D](#F3){ref-type="fig"}). This is not surprising because many TFs predicted by PlantPAN 3.0 have identical support values. These TFs will therefore share identical ranking. For example, although WRKY18 was ranked as top 1 by PlantPAN 3.0 in UR models, there are 187 other TFs which were assigned the same ranking (see [Supplementary data file 1](#sup1){ref-type="supplementary-material"}). ConSReg only predicted one other TF that shared the same ranking as WRKY18. Compared to PlantPAN 3.0, this result is more specific.

Importance score can indicate predictive power of TF {#SEC3-8}
----------------------------------------------------

To evaluate the predictive power of highly ranked TFs and verify whether these TFs can be more predictive of gene expressions than other TFs, we performed simulation of perturbation to TFs with high importance scores (importance score \> 0.5). In this simulation, we compiled three sets of TFs in each differential contrast: (i) all TFs with importance scores \> 0.5; (ii) replace the top five TFs in (i) using five lowest ranked TFs; and (iii) replace the top ten TFs in (i) using ten lowest ranked TFs. We evaluated the performance of the three sets of TFs using the same cross-validation strategy shown in Figure [1B](#F1){ref-type="fig"}. The results are shown in Figure [4](#F4){ref-type="fig"}. The reported AUC-ROC and AUC-PRC values for (i) are significantly higher than other two sets of TFs (Wilcoxon signed-rank test,). This can be observed clearly in Figure [4A](#F4){ref-type="fig"} and [B](#F4){ref-type="fig"}, where performance of UR models was evaluated. A similar pattern was not apparent for DR feature matrices (Figure [4C](#F4){ref-type="fig"} and [D](#F4){ref-type="fig"}), suggesting that DR regulatory processes are more difficult to be modeled than UR. Taken together, we concluded that for modeling UR genes, TFs with higher importance scores can be more predictive of gene expressions.

![Simulation of perturbation for TFs. We performed simulation to perturb TFs with high importance scores (importance score \> 0.5). Results shown here were generated from evaluation data set B. For each differential contrast in evaluation data set B, we used TFs with importance scores \> 0.5 to construct three sets of TFs for testing: (i) all TFs with importance scores \> 0.5 (marked by 'all' in the figure); (ii) replace the top five TFs in 1) using five lowest ranked TFs (marked by '5' in the figure); (iii) replace the top ten TFs in (i) using ten lowest ranked TFs (marked by '10' in the figure). (**A, B**) AUC--ROC and AUC--PRC for UR models. (**C, D**) AUC--ROC and AUC--PRC for DR feature matrices. Significance level was marked by stars over the boxes. \**P*-value \< 0.05; \*\**P*-value \< 0.01; \*\*\**P*-value \< 0.001; ns: not significant. *P*-value was computed from Wilcoxon signed-rank test.](gkaa264fig4){#F4}

Case studies of using ConSReg in selecting candidate TFs {#SEC3-9}
--------------------------------------------------------

With the improved performance of ConSReg, we demonstrate here several examples of how ConSReg can be used to generate hypotheses based on integration of genomic data. These hypotheses are novel, data-driven hypotheses that were not generated by the original publication of these regulatory genes, or by expression data or any type of regulatory genomic data alone.

Case 1. New hypothetical function of a stress related transcription factor ZAT10 {#SEC3-10}
--------------------------------------------------------------------------------

We performed a comprehensive investigation of TFs that are active under multiple abiotic environmental perturbations, encompassing nine common environmental perturbations: cold, heat, drought, salt, wounding, osmotic stress, red light, blue light and high light. For each differential contrast under each environmental condition, we assigned an importance score to each TF by ConSReg. The highest importance score was selected as a representative score for each TF under each environmental condition. This analysis can identify many known stress regulated genes, for example, MYB and ERF protein families are known for regulating many abiotic stress responsive genes ([@B72],[@B73]). In our top 20 candidates generated from UR feature matrices, five TFs from the MYB/MYB related family (AT1G18330, AT3G50060, AT1G49010, AT5G67300 and AT1G74650) and two TFs from the ERF family (AT2G31230 and AT4G16750) have been identified. Results of the analysis are provided in [Supplementary Tables S4 and S5](#sup1){ref-type="supplementary-material"}.

Among these top candidate genes, we found that ZAT10 (AT1G27730) was predicted to be a top candidate regulator for all abiotic perturbations tested. Although our prediction is solely based on integration of DAP-seq, ATAC-seq and RNA-seq data, the predicted role of ZAT10 has been supported by detailed molecular characterization. That is, ZAT10 was reported to be involved in high light ([@B74],[@B75]), heat ([@B76]), cold ([@B77]), dehydration ([@B76],[@B77]) and salt responses ([@B78]). However, among numerous studies of ZAT10, no study reported the effect of ZAT10 in blue-light or red-light responses as predicted by ConSReg. Additional published molecular interactions suggest that ZAT10 might be indeed a regulator of blue/red light responses. For example, a previous study identified ZAT10 as the substrate of Mitogen-Activated Protein Kinase (MAPK) and showed that ZAT10 can directly interact with two MAPKs: MPK3 and MPK6 ([@B79]). It has been reported that MPK3 and MPK6 can be activated by blue light ([@B80]) or red light ([@B81],[@B82]) in plants. However, the regulatory mechanism involved has not been well characterized. Therefore, we further investigated whether ZAT10 is related to MPK3 and MPK6 under blue light treatment. We computed PCC to quantify co-expressions of ZAT10 with a gene that encodes MPK3 protein (AT3G45640), and with another gene encoding MPK6 protein (AT2G43790). Significance of co-expression was computed by Fisher\'s Z-transformation as described in ([@B83]). Expression data used were from a GSE data set (GSE59699) generated under blue light treatment. Our result shows that ZAT10 has exhibited a significantly high co-expression with MPK3 (PCC = 0.943, *P*-value = $\documentclass[12pt]{minimal}
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}{}$4.232{\rm{\ }} \times {10^{ - 12}}$\end{document}$). However, ZAT10 was not significantly co-expressed with MPK6 (PCC = 0.190, *P*-value = 0.228). Given the evidences above, we hypothesize that ZAT10 is a candidate transcription factor that affects the blue light response by interacting with MPK3.

Case 2, ConSReg uncovers combinatorial regulations {#SEC3-11}
--------------------------------------------------

TFs are known to modulate expression of target genes by combinatorial regulation in plants ([@B84],[@B85]) through forming protein complexes between TFs, or indirect interactions between TFs ([@B85]). ConSReg was used to identify TFs with a high importance score (\> 0.5) for three environmental perturbations: cold, heat, drought which are known to regulate similar sets of genes. Sub-networks of TFs for cold, heat and drought were clustered using a simulation-annealing-based algorithm ([@B86]), and the results were visualized ([Supplementary Figures S3, S4](#sup1){ref-type="supplementary-material"} and [Supplementary Tables S6, S7](#sup1){ref-type="supplementary-material"}).

We identified co-regulating modules of TFs from each GRN using a previously published tool ([@B87]), to identify common co-regulating TFs across the three conditions. While no common co-regulating TFs can be found for UR GRNs, we found a pair of co-regulating TFs for DR GRNs: MYB77 (AT3G50060) and MYB44 (AT5G67300) (Figure [5](#F5){ref-type="fig"}). Despite the fact that the two TFs are not differentially expressed under the three abiotic stresses tested (cold, heat, drought), they both have high importance scores under other abiotic stresses (see [Supplementary table S5](#sup1){ref-type="supplementary-material"}). Several published molecular and genetic studies support the hypothesis that these two transcription factors are regulated by the stress hormone ABA and that they regulate auxin responsive genes ([@B88]). These results support the predictions made by ConSReg. Although this finding was not observed based solely on any single type of data, the importance score generated by ConSReg was able to provide insight into putative regulatory roles for MYB77 and MYB44. Taken together, we conclude that combinatorial regulation between MYB77 and MYB44 confers abiotic stress tolerance to plants.

![Combinatorial regulation between MYB44 and MYB77. Plotted in the center are MYB44 and MYB77 which regulate many common target genes under different abiotic stresses. The 20 top DEGs in each differential contrast were selected to be plotted in the figure. Edge list of this network can be found in [Supplementary Table S9](#sup1){ref-type="supplementary-material"}.](gkaa264fig5){#F5}

Case 3, Identification of regulatory genes in root using single cell gene expression {#SEC3-12}
------------------------------------------------------------------------------------

Single cell RNA-seq (scRNA-seq) is an emerging technology which has been successfully applied to characterize gene expression in Arabidopsis roots ([@B48],[@B49],[@B92]). To use scRNA-seq data to generate new discoveries of regulatory genes in plants, we applied ConSReg to two published scRNA-seq data sets (GSE122687 and GSE123013) of Arabidopsis roots ([@B48],[@B49]). Cell types were identified by index of cell identity (ICI) scores as described in a previous publication ([@B51]). For simplicity, we focused on three cell types in this study: endodermis, cortex and quiescent center (QC). UR and DR feature matrices were generated by comparing cortex cells and endodermis cells to QC cells respectively and importance scores for transcription factors were computed (see Materials and Methods for details).

Among all the comparisons that we analyzed, the results from UR genes in endodermis versus QC and cortex versus QC (Figure [6A](#F6){ref-type="fig"}) provided the highest AUC--ROC and AUC--PRC values. We focus on these comparisons for the following analysis. ConSReg predicted more regulators for the data set of GSE122687 than the data set of GSE123013 regardless of the types of comparisons (Figure [6B](#F6){ref-type="fig"}). This is because our processing pipeline generated more DEGs from GSE122687 (4366 DEGs) than from GSE123013 (515 DEGs). The correlation of importance scores between GSE122687 and GSE123013 is 0.46. We found that predicted regulators have higher similarity as measured by Jaccard similarity (JS) than the differentially expressed genes. We found one gene (AT1G69780, ATHB13) that is consistently predicted as a regulator in both endodermis and cortex (Figure [6C](#F6){ref-type="fig"}). This gene is a known negative regulator of primary root length, suggesting a role in both endodermis and cortex cells ([@B95]). We further examined functions for predicted regulators only in one cell type but not in the other. We found MYB107 and MYB63, two genes that are known to be regulators of secondary cell wall formation ([@B96]), in particular, suberin biosynthesis ([@B97],[@B98]). Interestingly, both genes are only predicted as regulators in endodermis. This is highly consistent with the biological function of endodermis where a water non-permeable layer is developed to limit water flow in and out of vascular tissue ([@B99]). In summary, ConSReg has led to the discovery of key regulatory genes that perform cell-type-specific function using single cell RNA-seq data.

![Analysis for two single cell data sets using ConSReg. Cell types for these cells were mapped by ICI. Specifically, we focused on the analysis of expression in endodermis (Endo) and cortex (Cor) cells. Differential contrasts were generated by comparing Endo cells to quiescent center (QC) cells, and Cor cells to QC cells. (**A**) AUC-ROC values for different comparisons in two data sets. DR results for GSE123013 were missing because there were no DR negative training genes that satisfied the selection criterion (0 \< mean FPKM \<0.5, --0.5 \< log~2~ fold change \< 0). (**B**) Venn diagram for the overlap of DEGs and overlap of selected TFs. JS stands for Jaccard similarity score. (**C**) Predicted regulatory TFs ranked using importance score. Top table: regulators common for Endo and Cor; Middle table: regulators specific to Cor; Bottom table: regulators specific to Endo. Only results from UR models were shown here.](gkaa264fig6){#F6}

DISCUSSION {#SEC4}
==========

Choice of negative training data and interpretation of TFs selected by the model {#SEC4-1}
--------------------------------------------------------------------------------

We tested three types of background gene sets: (i) NDEGs, which are non-significantly differentially expressed genes; (ii) LEGs, which are low-expressed genes; and (iii) UDGs, which are undetected genes. We showed that the average model performance using UDGs as negative training data is better than using NDEGs and LEGs. One possible explanation for lower performance of NDEGs is that some genes with *P* values that are marginally smaller than 0.05 are included in NDEGs. Similarly, LEGs are lowly expressed, but some LEGs could have fold changes close to significant DEGs. The binding sites in these gene groups could compromise the performance of the model when used as a negative training set.

For all the machine learning methods that we tested in this work, we also included a feature selection step (Figure [2B](#F2){ref-type="fig"} and [C](#F2){ref-type="fig"}), where we found that LRLASSO consistently selected the fewest features. We chose LRLASSO for downstream analysis because it can provide fewer candidate genes for biological validation. Using fewer explanatory variables also aligns with other well-established model selection methods ([@B103],[@B104]). However, caution should be taken in specific biological situations. For example, if two TFs are highly homologous and have redundant functions, feature selection methods may select only one with a slightly higher performance. In this case, inspecting the raw data for these similar TFs can be used to check the similarity of the binding profiles of these TFs for a set of DEGs.

Apply ConSReg to other species and Arabidopsis single cell expression data {#SEC4-2}
--------------------------------------------------------------------------

The ConSReg pipeline is very flexible and uses standard input data formats. To demonstrate the ability of using ConSReg in a different species, we applied ConSReg to recently published DAP-seq, ATAC-seq and RNA-seq data from maize ([@B15]). The maize genome is 2.3Gb and is substantially larger than Arabidopsis. We performed ConSReg analysis using promoter length as long as 100Kb. The resulting average AUC-ROC is lower than that of Arabidopsis ([Supplementary Table S8](#sup1){ref-type="supplementary-material"}), and is likely due to the smaller number (32 TFs) of DAP-seq data that are available for maize as compared to Arabidopsis (387 TFs). This will change in the near future when more DAP-seq or other protein-DNA interaction data become available for maize. Next, we explored the application of ConSReg to single cell expression data. Recent advances in single cell sequencing technology has enabled the investigation of gene expression in individual cells in plants. We have demonstrated that ConSReg can identify transcriptional regulators using single cell data to define cell type-specific functional TFs. Our results also showed that the predicted regulators are more similar between different data sets than the differentially expressed genes (Figure [6B](#F6){ref-type="fig"}). It is expected that experimental noise and technical variations may lead to identification of DEGs that are not due to biological signals for single cell data. For example, a large portion of zero read counts may arise from technical noise or biological variability between single cells ([@B105]). Our results suggest that using predicted regulators may provide a better interpretation of the single cell sequencing results through identifying common regulatory genes. In previous work, attempts were made to address stochastic dropout by modeling it as a three component mixture model ([@B106]), two-component mixture linear model ([@B107]) or exponential function of expected expression ([@B108]). Our results suggest that dropout events might be compensated by incorporating regulatory network information into the model of single cell sequencing data.

Potential future improvement with condition specific data {#SEC4-3}
---------------------------------------------------------

While ConSReg achieved good performance (average ROC--AUC = 0.84), we think the results can be further improved by including data types that indicate dynamic regulation. Open chromatin regions have been reported to be both cell-type-specific ([@B109],[@B110]) and condition-specific ([@B111]) as revealed by the distribution of DNaseI hypersensitive sites (DHSs). In our analysis, expression data and ATAC-seq data were not generated under the same conditions nor from the same tissue type. This is because data from roots and seedlings only are currently available for Arabidopsis ([@B11]). We merged all open chromatin regions detected in two tissue types to maximize the discovery of potential interactions. This could introduce false positives, which can be reduced by integrating open chromatin data and expression data generated under the same conditions and same tissue type. In our analysis, we did not include any quantitative proteomics data or protein activities due to post-translational modifications. A possible future improvement of ConSReg could also incorporate such information into feature matrices.

Additional possible functionalities {#SEC4-4}
-----------------------------------

To better understand how condition- or cell-type-specific regulation changes across different condition or cell types, networks inferred by ConSReg can be compared. For example, when applied to single cell expression data, or bulk expression data with many time points, network comparisons can identify different regulation patterns that occur at different time points, resulting in inferences on how a given network dynamically changes over a time series. This will allow the capture of transient and dynamic regulatory mechanisms. For cell-type-specific expression data, an effective strategy might be to investigate the specificity of network module(s) for each cell type or a group of cell types. Modules that are shared by many cell types ([@B112]) may reveal fundamental pathways. Modules that are common to a limited number of cell types may play unique functional roles.

In summary, we have developed a novel computational tool, ConSReg. We have performed comprehensive analyses to identify the factors that affect the performance of machine learning models and the optimal settings for constructing a feature matrix. We have performed a systematic recovery of nitrogen-response TFs using ConSReg, TF2Network, and PlantPAN 3.0 and showed that ConSReg generated better ranking results and recovered more known nitrogen-responsive TFs compared to other computational tools. Network analysis for the GRNs inferred by ConSReg revealed new roles for ZAT10 in blue light regulation, and a novel combinatorial regulation between MYB44 and MYB77 in response to cold, heat and drought stresses. We applied ConSReg to Arabidopsis scRNA-seq data of root cell types and successfully identified cell type-specific regulators of cell wall formation which are supported by existing publications. In conclusion, ConSReg has the potential to transform any published gene expression data into condition-specific gene regulatory networks which will provide a system level overview of transcriptional regulation in plants.

DATA AVAILABILITY {#SEC5}
=================

ConSReg is implemented as an open source python package and is freely available at GitHub repository: <https://github.com/LiLabAtVT/ConSReg>.

Supplementary Material
======================

###### 

Click here for additional data file.
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