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Введение 
Стремительное развитие сетей мобильной связи обнаружило серьезную проблему. Практиче-
ски весь частотный диапазон к настоящему времени распределен и лицензирован, однако спектр 
используется недостаточно эффективно. Повысить эффективность использования спектра позво-
ляет механизм когнитивного распределения пространственных, временных, частотных и поляри-
зационных ресурсов (радиоресурсов). 
В этой связи заслуживают внимания работы, связанные с развитием технологий когнитивно-
го радио (КР), основанные на использовании временно свободных участков спектра. Главная за-
дача КР состоит в том, что вторичный пользователь должен обнаружить первичного пользовате-
ля и быстро освободить полосу частот [1–3]. 
При когнитивном распределении ресурсов каждая абонентская станция (АС) сети должна 
непрерывно выполнять мониторинг спектра на наличие свободных каналов. Результаты анализа 
передаются базовой станции (БС), и она принимает окончательное решение относительно при-
годности канала. При принятии решения БС опирается на результаты анализа спектра, информа-
цию о местоположении, а также на вспомогательную информацию [4]. Необходимо отметить, что 
данные задачи должны быть решены в режиме реального времени. 
Работоспособность таких радиосетей в значительной мере зависит от эффективности работы 
алгоритмов обнаружения незанятых частотных каналов при радиомониторинге [5].  
Целью данной работы является проведение анализа эффективности алгоритмов обнаружения 
сигналов первичных пользователей для использования свободных полос частот в мобильных се-
тях связи (МСС) при когнитивном распределении радиоресурсов на вторичной основе.  
 
1. Алгоритмы обнаружения сигналов 
Алгоритмы обнаружения можно классифицировать [6]:  
1) на параметрические: алгоритмы оптимального приема сигналов; 
2) непараметрические: алгоритмы нейронных сетей; алгоритмы нечеткой логики; алгоритмы 
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Проведен анализ эффективности параметрического алгоритма оптимального приема сиг-
налов, построенном на критерии Вальда; непараметрического алгоритма, построенном на ма-
тематическом аппарате нейронных сетей; непараметрического алгоритма, построенном на ма-
тематическом аппарате нечеткой логики; непараметрического алгоритма, построенном на 
знако-ранговом критерии Вилкоксона.  
Анализ эффективности предложенных алгоритмов проведен в среде MATLAB с помо-
щью имитационного моделирования. В качестве критерия эффективности выбрана вероят-
ность ошибки. Получены графики зависимости вероятности ошибки от отношения мощности 
сигнала к мощности шума (ОСШ). 
Анализ показал, что при низких значения ОСШ от –10 до –7 дБ лучшими показателями 
обладает алгоритм, построенный на математическом аппарате нейронной сети Кохонена. 
С увеличением ОСШ (выше –7 дБ) наименьшая вероятность ошибки отмечается при исполь-
зовании алгоритма Вальда. Но, хотя алгоритм Вальда обладает лучшей эффективностью, он 
требует априорной информации о параметрах сигналов. При ОСШ выше 0 дБ наименьшей 
вероятностью ошибки среди непараметрических алгоритмов обладает алгоритм, построенный 
на математическом аппарате нечеткой логики. При этом немного выше вероятность ошибки 
наблюдается у алгоритма, построенном на сети Кохонена. Наибольшей вероятностью ошибки 
обладает алгоритм обнаружения, основанный на знако-ранговом критерии Вилкоксона.  
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обнаружения, основанные на непараметрических критериях (знаковый, Ван-дер-Вадена, Гаека, 
Севиджа, Вилкоксона).  
Уравнение наблюдения за спектром представляет собой значение измеренного обнаружи-
ваемого сигнала ( )s t  на фоне шума ( )t : 
( ) ( ) ( )x t s t t   .  
Сигнал ( )x t  является сигналом, принимаемым пользователем МСС, ( )s t  – передаваемый 
сигнал от первичного пользователя, ( )t  – аддитивный белый гауссов шум. 
Стратегия функционирования системы вторичного пользователя состоит в том, что при по-
явлении сигнала ( )s t  возникает необходимость осуществить управление на смену полосы частот. 
Данная задача обнаружения сигнала сводится к проверке статистических гипотез: 
0 : ( ) ( )H x t t   – первичный пользователь отсутствует; 
1 : ( ) ( ) ( )H x t s t t    – первичный пользователь работает со спектром.  
Иными словами, по наблюдению за случайным сигналом ( )x t  необходимо принять детерминиро-
ванное решение на разрешение или запрещение использования полосы частот вторичным пользователем. 
Из-за случайного характера сигнала ( )s t  и шума ( )t  возможны ошибки. Такие ошибки бы-
вают двух родов. Ошибка первого рода – это принятие гипотезы 1H , в то время как следовало бы 
принять 0H  (ложная тревога – ЛТ). Ошибка второго рода – принятие гипотезы 0H , в то время 
как следовало бы принять 1H  (пропуск цели – ПЦ). 
 
2. Алгоритм оптимального приема сигналов, построенный на критерии Вальда 
Алгоритмы оптимального приема сигналов строятся на условных плотностях вероятности 
входных сигналов. 
Условная плотность вероятности входного сигнала при отсутствии сигнала от первичного 
пользователя (гипотеза 0H ) определяется выражением 
 2
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, 
где m  – математическое ожидание шума, 2  – дисперсия. 
Условная плотность вероятности входного сигнала при наличии сигнала от первичного поль-
зователя (гипотеза 1H ) определяется выражением 
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где sm  – математическое ожидание аддитивной смеси сигнала и шума. 
Критерии идеального наблюдателя, минимального среднего риска, Неймана – Пирсона (одно-
пороговые критерии) основываются на фиксированном объеме наблюдаемой выборки и точном 
знании о параметрах сигнала. Недостатком критерия Вальда (двухпороговый критерий) является 
неопределённость с числом наблюдений.  
Поэтому для принятия решения в МСС проведен анализ эффективности модифицированного 
метода Вальда, позволяющего получить автоматически усекаемую процедуру обнаружения [7].  
С этой целью предлагается рассчитывать пороги обнаружения на каждом шаге процедуры, исхо-
дя из обеспечения постоянства ошибок обнаружения: вероятности ложной тревоги const   и 
вероятности пропуска цели const  . При использовании модифицированного последовательно-
го критерия рассматриваемая задача обнаружения предполагает следующие действия. 
Шаг 1. На вход приемника поступает случайный отсчет принятого сигнала 1( )x t , с использо-
ванием которого формируется значение логарифма отношения правдоподобия (ОП) [7, 8]: 
   2 21 1 121 1( ) 2s sZ z x t m m m m
        
, 
где 1z  – значение решающей статистики для выборки на 1-м шаге; 1Z  – накопленное значение 
статистики на 1-м шаге. 
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Исходя из заданных значений вероятностей ошибок   и  , рассчитываются пороги обнару-
жения: *1Z  и 
1
*Z  ( * ln 1
Z 

, * 1lnZ 

). Пороги *Z  и 
*Z  должны выбираться так, чтобы ве-















вероятность того, что при гипотезе 1H  величина была равна   (рис. 1).  
При этом если выполняется условие *1 1Z Z , то принимается гипотеза 1H . Если выполняется 
условие 11 *Z Z , то принимается гипотеза 0H . Если 
1 *
* 1 1Z Z Z  , то наблюдение продолжается и 
осуществляется переход к шагу 2. 
Шаг 2. На вход приемника поступает выборка 1 2( ) ( )x t x t . Формируемое значение логарифма 
ОП принимает вид 
    2 1 2 1 22 ( ) ( )s s
m m
Z z z x t x t m m

     

. 
Результатом суммирования нормальных независимых случайных величин 1( )x t  и 2( )x t  яв-
ляется случайная величина 1 2 1 2( ) ( ) ( )x t t x t x t  , распределенная по гауссовскому закону с мате-
матическим ожиданием 2 sm  или 2m  и дисперсией 
22 . Очевидно, что происходит изменение 
формы закона распределения наблюдаемых отсчетов (рис. 2). 
Значения порогов обнаружения 2*Z  и 
*
2Z  на 2-м шаге процедуры определяются, исходя из 
условия обеспечения фиксированных значений   и  . При этом если выполняется условие 
*
2 2Z Z , то принимается гипотеза 1H . Если выполняется условие 
2
2 *Z Z , то принимается гипо-
теза 0H . Если 
2 *
* 2 2Z Z Z  , то наблюдение продолжается и осуществляется переход к следую-
щим итерациям процедуры. 
Шаг k . На вход приемника поступает выборка 1 2 1 2( ... ) ( ) ( ) ... ( )k kx t t t x t x t x t    . Форми-
руемое значение логарифма ОП принимает вид 
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Случайная величина 1 2( ... )kx t t t  будет распределена по гауссовскому закону с математиче-




Рис. 1. Распределения плотностей вероятностей 
статистики на первом шаге процедуры наблюдения 
Рис. 2. Распределения плотностей вероятностей 
статистики на втором шаге процедуры наблюдения 
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Исходя из условия обеспечения фиксированных значений   и  , определяются значения 
порогов обнаружения *




Рис. 3. Распределения плотностей вероятностей 
статистики на k-м шаге процедуры наблюдения 
Рис. 4. Пошаговая работа процедуры  
обнаружения с усечением 
 
Трансформация закона распределения наблюдаемой статистики в совокупности с фиксиро-
ванными значениями вероятностей   и   приводит к равенству (пересечению) верхнего и ниж-
него порогов обнаружения (см. рис. 3), что обеспечивает неизбежное принятие гипотезы 0H  или 
альтернативы 1H . 
На рис. 4 показана пошаговая работа процедуры обнаружения с усечением. Как видно из рис. 4, 
уже на 4-м шаге сигнал обнаружен. 
Ограничениями данного метода является тот факт, что необходимо располагать знаниями об 
условных плотностях распределения вероятностей. Если условные плотности распределения ве-
роятностей неизвестны, можно прибегнуть к непараметрическим методам обнаружения. 
 
3. Алгоритм, построенный на математическом аппарате нейронных сетей 
Задачу обнаружения сигнала будем решать как задачу кластеризации с помощью нейронной 
сети Кохонена [9–12]. 
Сеть Кохонена – это однослойная сеть, построенная из нейронов типа WTA (Winner Takes 
All – победитель получает все). Для задачи обнаружения сигнала сеть Кохонена будет состоять 
из входных векторов уровней отсчетов принимаемого сигнала на соответствующей частоте kf : 
1 1( , )x t f  – уровень отсчета в 1-й момент времени 
на частоте 1f , 2 1( , )x t f  – уровень отсчета во 2-й 
момент времени на частоте 1f , 1( , )mx t f  – уровень 
отсчета в m-й момент времени на частоте 1f , 
1 2( , )x t f  – уровень отсчета в 1-й момент времени 
на частоте 2f , 2 2( , )x t f  – уровень отсчета во 2-й 
момент времени на частоте 2f , 2( , )mx t f  – уро-
вень отсчета в m-й момент времени на частоте 2f  
и т. д. (рис. 5). 
Задача состоит в том, что сеть Кохонена должна определить, на каких частотах присутствует 
сигнал от первичного пользователя, а на каких он отсутствует. Таким образом, этот алгоритм в 
отличие последовательного алгоритма Вальда является последовательно-параллельным.  
Работа данного алгоритма состоит в следующем. Каждый нейрон сети соединен со всеми ком-
понентами m-мерного входного вектора. Количество нейронов совпадает с количеством кластеров, 
которое должна выделить сеть. Кластер 0H  соответствует гипотезе 0H  – первичный пользователь 
 
Рис. 5. Структура сети Кохонена для решения 
задачи обнаружения сигнала 
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отсутствует. Кластер 1H  соответствует гипотезе 1H  – первичный пользователь работает со спек-
тром. В качестве нейронов сети Кохонена применяются линейные взвешенные сумматоры 
1
m
j j ij i
i
s b w x

   , 
где j  – номер нейрона, i  – номер входа, js  – выход адаптивного сумматора, ijw  – вес i -го входа 
j -го нейрона, jb  – порог. Каждый j -й нейрон описывается вектором весов 
 1 2, ,...,j j j jmw w w w . С выходов адаптивных сумматоров сигнал поступает на функцию конку-
ренции, работающую по правилу «победитель получает всё». Функция конкуренции находит вы-
ход адаптивного сумматора с максимальным значением выхода. Пусть 1  – номер такого сумма-
тора. Тогда на выходе сети формируется выходной сигнал 1H =1, при этом выходной сигнал 0H  
равен нулю. Это означает, что первичный пользователь работает со спектром.  
 
4. Алгоритм, построенный на математическом аппарате нечеткой логики 
В данном алгоритме для обнаружения сигнала кроме принимаемых отсчетов предлагается 
использовать корреляционные свойства сигналов. 
При построении алгоритма с применением математического аппарата нечеткой логики ре-
зультат обнаружения возможно представить в качестве степени (истинности) присутствия сигна-
ла [13]. Числовое значение степени присутствия сигнала следует интерпретировать как оценку 
принадлежности входного сигнала к одному из трех заданных состояний: шум, неопределенность 
и присутствие сигнала от первичного пользователя. 
Применение степени истинности позволяет использовать преимущества многозначной логи-
ки без существенного усложнения алгоритма работы обнаружителя. 
Нечеткий обнаружитель выдает результат за каждый такт времени на основе оценки двух 
признаков: уровень мощности принимаемого сигнала (входная переменная P ) и интервал корре-
ляции (входная переменная ТАУ ). Естественно, что для определения мощности и интервала кор-
реляции необходима выборка из результатов наблюдения, что в свою очередь замедляет процесс 
принятия решения. Ниже представлен набор нечетких правил обнаружителя:  
1) если P  низкое и ТАУ  около 0, то OUT есть шум;  
2) если P  низкое и ТАУ  не около 0, то OUT есть неопределенность;  
3) если P  среднее и ТАУ  около 0, то OUT есть неопределенность;  
4) если P  среднее и ТАУ  не около 0, то OUT есть присутствие сигнала;  
5) если P  высокое и ТАУ  около 0, то OUT есть присутствие сигнала; 
6) если P  высокое и ТАУ  не около 0, то OUT присутствие сигнала; 
Если на выходе нечеткого обнаружителя фиксируется неопределенность, то необходимо по-
вторить наблюдения или вынести решение о присутствии сигнала. 
 
5. Алгоритм обнаружения, основанный на знако-ранговом критерии Вилкоксона 
Рассмотрим выборку  * * *1 2, ,..., nX x x x  отсчетов сигнала. Задача обнаружения может быть 
сформулирована в виде задачи проверки статистических гипотез относительно наблюдаемой вы-
борки [14]: 
0H  : 0M M  (сигнал отсутствует); 
1H  : 0M M  (сигнал присутствует), 
где 0M  – медиана распределения шума, M  – медиана распределения смеси сигнала с шумом. 
Для проверки гипотезы 0H  необходимо центрировать выборку  * * *1 2, ,..., nX x x x : 
*
0i ix x M  , 1,i n . 
Далее расположим абсолютные величины элементов модифицированной выборки ix , 1,i n  
в порядке их возрастания, получив вариационный ряд  1 2, ,..., nU u u u , где  1 min iu x , 
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 max[n iu x , 1 2 ... nu u u   . Таким образом, рангом iR  абсолютной величины элемента ix  
будет положение его в вариационном ряду  1 2, ,..., nU u u u . 










   
 







  , 
которая равна сумме положительных знаковых рангов. Решение о принятии альтернативной ги-







T R С 

   , 
где порС  – заданный порог, который выбирается, исходя из вероятности ложной тревоги. 
При небольших значениях n  аналитический вывод выражения для определения порС  за-
труднителен. Однако при n  статистика T   стремится к нормальному закону распределения 
и, как показано в [14], порС  можно определить из выражения 
пор 2 3 2a
n n nС x
 
   
 
, 
ax  – процентная точка стандартного нормального распределения.  
Таким образом, если наблюдаемая выборка  * * *1 2, ,..., nX x x x  является выборкой шума с ме-
дианой 0M , переменная i , 1,i n , определяющая знаки ix , 1,i n , равновероятно принимает 
значения «0» и «1». При наличии в наблюдаемой выборке отсчетов положительно смещенного 
сигнала количество единиц («1») преобладает над числом нулей («0»), что и является информацией 
о наличии сигнальных отсчетов. Ранги iR
  абсолютных величин элементов ix  учитывают степень 
отклонения элементов от значения медианы 0M , что является дополнительной информацией. 
 
6. Анализ эффективности алгоритмов  
обнаружения сигналов 
Анализ эффективности предложенных ал-
горитмов проведен в среде MATLAB с помо-
щью имитационного моделирования. В качест-
ве наблюдаемого процесса сформирован радио-
сигнал с модуляцией 16-QAM и аддитивного 
белого гауссовского шума. Для всех случаев 
задана вероятность ложной тревоги и вероят-
ность пропуска цели 310   . В качестве 
критерия эффективности выбрана вероятность 
общей ошибки ошp , которая с помощью ими-
тационного моделирования рассчитывалась как 
сумма ошибочно принятых решений, деленная 
на количество опытов. На рис. 6 представлены 
 
Рис. 6. Графики зависимости вероятности ошибки 
от ОСШ 
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графики зависимости вероятности ошибки ошp  от отношения мощности сигнала к мощности 
шума (ОСШ). 
Из данных графиков видно, что при низких значения ОСШ от –10 до –7 дБ лучшими показа-
телями обладает непараметрический алгоритм, построенный на нейронной сети Кохонена.  
С увеличением ОСШ (выше –7 дБ) наименьшая вероятность ошибки отмечается при использова-
нии параметрического алгоритма Вальда по сравнению со всеми непараметрическими алгоритма-
ми. При ОСШ выше 0 дБ наименьшей вероятностью ошибки среди непараметрических алгоритмов 
обладает алгоритм, построенный на нечеткой логике. При этом немного выше вероятность ошибки 
наблюдается у алгоритма, построенном на сети Кохонена. Наибольшей вероятностью ошибки об-
ладает алгоритм обнаружения, основанный на знако-ранговом критерии Вилкоксона.  
 
Выводы 
1. Работоспособность мобильных сетей связи при когнитивном распределении ресурсов в 
значительной мере зависит от эффективности работы алгоритмов обнаружения незанятых час-
тотных каналов. 
2. Проведен анализ эффективности параметрического алгоритма оптимального приема сиг-
налов, построенном на критерии Вальда; непараметрического алгоритма, построенном на мате-
матическом аппарате нейронных сетей; непараметрического алгоритма, построенном на матема-
тическом аппарате нечеткой логики; непараметрического алгоритма, построенном на знако-
ранговом критерии Вилкоксона.  
3. Анализ эффективности предложенных алгоритмов проведен в среде MATLAB с помощью 
имитационного моделирования. В качестве критерия эффективности выбрана вероятность ошиб-
ки. Получены графики зависимости вероятности ошибки от отношения мощности сигнала к 
мощности шума (ОСШ). 
4. Анализ показал, что при низких значения ОСШ от –10 до –7 дБ лучшими показателями 
обладает алгоритм, построенный на математическом аппарате нейронной сети Кохонена. С уве-
личением ОСШ (выше –7 дБ) наименьшая вероятность ошибки отмечается при использовании 
алгоритма Вальда. Но, хотя алгоритм Вальда обладает лучшей эффективностью, он требует ап-
риорной информации о параметрах сигналов. При ОСШ выше 0 дБ наименьшей вероятностью 
ошибки среди непараметрических алгоритмов обладает алгоритм, построенный на математиче-
ском аппарате нечеткой логики. При этом немного выше вероятность ошибки наблюдается у ал-
горитма, построенного на сети Кохонена. Наибольшей вероятностью ошибки обладает алгоритм 
обнаружения, основанный на знако-ранговом критерии Вилкоксона.  
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The analysis of the efficiency of parametric algorithm optimal signal reception, which was built 
on the Wald criteria; nonparametric algorithm, built on the mathematical formalism of neural net-
works; nonparametric algorithm, built on the mathematical apparatus of fuzzy logic; nonparametric 
algorithm, built on the signs, the Wilcoxon rank test. 
Analysis of the effectiveness of the proposed algorithms performed in Matlab environment us-
ing simulation. As a criterion of the effectiveness of selected probability of error. Obtain plots of the 
probability of error of the ratio of signal power to noise power ratio (SNR). 
The analysis showed that at low SNR values from –10 dB to –7dB best indicators has an algo-
rithm built on the mathematical apparatus of the Kohonen neural network. With the increase in SNR 
(above –7 dB) the smallest probability of error is noted when using the algorithm Wald. But, al-
though the Wald algorithm has better efficiency, it requires a priori information about signal parame-
ters. When the SNR is above 0 dB lower probability of error among nonparametric algorithms has an 
algorithm built on the mathematical apparatus of fuzzy logic. This is slightly higher probability of 
errors observed in the algorithm, built on the Kohonen network. The most likely error has detection 
algorithm based on the characters, the Wilcoxon rank test. 
Keywords: mobile communication network, algorithms of detection signal, cognitive resource 
allocation. 
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