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Résumé. L’item Response Theory (IRT) et le Bayesian Knowledge Tracing 
(BKT) sont deux modèles d’évaluation de la maîtrise d’une connaissance par un 
apprenant. Ces deux modèles sont généralement comparés sur la précision de la 
prédiction d’une bonne réponse d’un apprenant à une question. Nous montrons 
dans cet article que ces deux modèles s’adressent à des situations distinctes 
pour lesquelles chacun d’eux peut être utilisé, et nous émettons l’hypothèse que 
cette hiérarchisation par la précision évolue en fonction de la quantité de 
réponses de l’apprenant. 
Mots-clés. Théorie de la Réponse à l’Item, Bayesian Knowledge Tracing, 
Système Tuteur Intelligent, comparaison de modèles, modèle prédictif, modèle 
explicatif. 
Abstract. Item Response Theory (IRT) and Bayesian Knowledge Tracing 
(BKT) are two evaluation models of the mastery degree of a concept by a 
learner. In general, these two models are compared based on the prediction 
prevision of the correct answer of a learner to a question. We show in this 
article that these models tackle different situations for which each of them can 
be used, and we hypothesize that this hierarchy by the precision tends to evolve 
according to the amount of questions the learner answered to. 
Keywords. Item Response Theory, Bayesian Knowledge Tracing, Intelligent 
Tutoring System, model comparison, predictive model, explicative model. 
1 Introduction 
Lors de la dernière décade, le domaine des systèmes de tuteur informatisé (ITS, 
Intelligent Tutoring Systems) est entré dans une phase d’opérationnalisation et 
d’industrialisation, avec des entreprises comme Knewton aux Etats-Unis ou 
Domoscio en France. Dans un ITS, pour fournir une aide adaptée qui favorise 
l’apprentissage, il est nécessaire d’estimer la maîtrise d’une connaissance par un 
apprenant. Le choix de la technique estimant la maîtrise d’une connaissance est sujet 
à discussion aussi bien dans le milieu de la recherche que dans le milieu industriel. 
Cette maîtrise est généralement traduite par la probabilité d’obtenir une réponse 
correcte à une question, cette probabilité pouvant dépendre de la question elle-même. 
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Ce besoin d’estimation se retrouve dans d’autres outils en support à l’apprentissage 
humain comme dans le système RiARiT [1]. 
Lorsque l’on a besoin d’estimer la maîtrise d’une connaissance par un apprenant, il 
faut sélectionner parmi les techniques de diagnostic qui permettent une telle 
estimation. Pour cela, il est courant de choisir une technique pour sa précision, c’est-
à-dire sa capacité à prédire correctement si un apprenant va répondre correctement ou 
non à une question. Nous souhaitons souligner dans cet article d’autres critères et des 
spécificités aux situations, et comparer les plus connus des modèles que sont l’Item 
Response Theory (IRT, théorie de la réponse à l’item) et le Bayesian Knowledge 
Tracing (BKT). Il en existe également d’autres comme le Performance Factor 
Analysis [2] ou encore le Knowledge Tracing Machine [3]. 
Dans un premier temps nous présenterons plus avant les modèles IRT et BKT, avant 
de les mettre en regard dans la troisième partie. 
2 Spécificités des modèles IRT et BKT 
Dans cette partie, nous présentons les modèles IRT et BKT, en particulier les idées et 
les hypothèses sur lesquelles ils reposent. 
2.1 IRT et modèles associés 
L’Item Response Theory (IRT) repose sur un modèle probabiliste qui suppose une 
relation entre la validité de la réponse de l’apprenant à une question d’un côté et les 
caractéristiques de la question et la maîtrise du concept par l’apprenant de l’autre. 
Etant donnés un apprenant 𝐴𝑗 et une question 𝑄𝑖 , la probabilité de succès de 
l’apprenant à la question s’écrit : 
𝑃𝑖(𝑜𝑏𝑠 = 𝑐𝑜𝑟𝑟𝑒𝑐𝑡|𝐴𝑗) = 𝑔(𝐴𝑗, 𝑄𝑖) (1) 
Dans le modèle 2-PL (2 Parameters Logistic model), la fonction 𝑔 peut s’écrire : 
𝑔(𝐴𝑗 , 𝑄𝑖) =
𝑒𝑎𝑖(𝜃𝑗−𝑏𝑖)
1 + 𝑒𝑎𝑖(𝜃𝑗−𝑏𝑖)
 
(2) 
Où 𝜃𝑗 est le niveau de maîtrise de la connaissance sur lequel repose la question par 
l’apprenant ; 𝑎𝑖 est le niveau de discrimination de la question ; 𝑏𝑖 représente le niveau 
de difficulté de la question. 
Disposant des données de 𝑁𝑗 apprenants ayant répondu à 𝑁𝑖 questions, il est possible 
d’estimer la valeur de ces paramètres grâce à la minimisation de la vraisemblance ; 
une fonction basée sur la probabilité décrite en (1). 
Le modèle de l’IRT repose sur plusieurs hypothèses [4], [5], notamment celle de la 
« stabilité de l’apprenant », qui suppose que le niveau de maîtrise 𝜃 est identique à 
tous les moments où l’apprenant répond aux questions. 
La fonction 𝑔 présentée dans (2) est une des plus connues, mais il existe d’autres 
possibilités comme le modèle de Rasch qui considère que 𝑎𝑖 = 1. Il est également 
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possible d’étendre le modèle afin de considérer que la question dépend de plusieurs 
concepts ; la probabilité de répondre correctement dépend alors de plusieurs maîtrises 
[4]. 
2.2 BKT et modèles associés 
Le Bayesian Knowledge Tracing (BKT) est un modèle basé sur les chaînes de 
Markov cachées dans lequel on trouve deux états : un état de maîtrise de la 
connaissance, et un état de non maîtrise. Partant du principe qu’il est impossible de 
savoir dans lequel de ces deux états se trouve l’apprenant, il est en revanche possible 
d’avoir des observations, que sont les réponses à des questions, qui donnent des 
indications sur l’état de l’apprenant. Lorsqu’un apprenant réussit une question, il peut 
être soit dans l’état de maîtrise, soit avoir deviné (probabilité « guess ») et être en 
réalité dans l’état de non maîtrise. Lorsqu’un apprenant répond incorrectement à une 
question, il peut effectivement ne pas connaître, ou bien s’être trompé pour des motifs 
comme la fatigue (probabilité « slip »). Répondre à une question offre à l’apprenant 
l’opportunité de passer de l’état « d’ignorance » à « connaissance » (probabilité de 
transition). Il est également possible que l’apprenant maîtrise déjà le concept 
(probabilité initiale avant le début du test et de ses réponses aux questions). On 
pourra retrouver toutes les équations associées dans [6]. 
Plusieurs variantes du BKT ont été proposées afin d’assouplir le modèle, notamment 
dans [7] où les paramètres de « slip » et « guess » sont contextualisés, ou dans [8] qui 
cherche à déterminer le degré de difficulté d’une question et à le prendre en compte 
dans le calcul des états. 
3 Comparaison des deux modèles 
Nous considérons dans la suite la situation suivante : dans le cadre d’un outil 
d’apprentissage adaptatif, nous cherchons à déterminer quelle méthode serait la plus 
adaptée entre l’IRT et le BKT. Cet outil d’apprentissage adaptatif recommande des 
contenus pédagogiques aux apprenants en fonction de leurs objectifs, de leur niveau 
de maîtrise des connaissances, et de leur parcours sur la plateforme d’apprentissage, 
et ce jusqu’à ce que ces objectifs pédagogiques soient atteints. 
3.1 Fiabilité des modèles 
Généralement, les modèles IRT et BKT sont comparés comme des modèles classiques 
d’apprentissage automatique ; autrement dit, pour plusieurs ensembles de données une 
méthode de validation croisée est utilisée (entraînement sur une partie des données 
pour tester sur l’autre partie des données), et la performance est comparée en termes 
de RMSE (Root Mean Squared Error) et d’AUC (Area Under the Curve). 
Selon les variantes des modèles qui sont choisies, et selon les bases de données sur 
lesquelles elles sont testées, les résultats sont évidemment différents. Ainsi par 
exemple dans l’article de Minn et al. [9], l’IRT est bien meilleur en termes d’AUC 
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mais le BKT est un peu au-dessus en termes de RMSE. Ces performances dépendent 
des jeux et de données et du contexte d’utilisation de l’EIAH ; c’est la raison pour 
laquelle Lallé et al. ont développé un système d’assistance à la conception de 
techniques de diagnostic des connaissances qui permet de comparer plus facilement 
diverses techniques [10]. Néanmoins, il est admis que l’IRT a une capacité de 
prédiction généralement supérieure à celle du BKT [11]. 
Dans la situation pratique considérée, dans la mesure où le domaine et la population 
cibles ne sont pas précisés, il serait plus intéressant de choisir d’utiliser l’IRT sur ce 
critère de précision. 
3.2 Esprit des modèles 
Pour autant, on ne peut se contenter d’une comparaison de performance de précision 
sur une base de données. En effet, ces modèles peuvent être comparés selon d’autres 
critères d’utilisation, comme nous le montrons dans la suite. 
 
Situation d’apprentissage.  Une des hypothèses de l’IRT est que le niveau de 
connaissance de l’apprenant est fixe ; elle est questionnable puisqu’on peut se 
demander à quel moment un apprenant n’apprend plus, hors du moment où il maîtrise 
parfaitement le sujet. En dehors de cette remarque, on considère généralement que la 
connaissance de l’apprenant peut être considérée comme fixe lorsqu’il a déjà étudié et 
travaillé le sujet, qu’il est dans une situation d’évaluation, et lorsque les questions sont 
présentées à l’apprenant dans une fenêtre temporelle réduite. A l’inverse, dans le 
modèle du BKT la situation d’apprentissage supposée est celle d’une évolution d’un 
état de non maîtrise vers un état de maîtrise de la connaissance. Il est donc plus adapté 
dans une situation où l’apprenant débute et découvre le domaine. 
Dans le cas pratique que nous considérons ici, il semble plus adapté d’utiliser le BKT. 
 
Réalisme des modèles.  Lorsque l’IRT est utilisé dans un outil durant une situation 
d’apprentissage, le modèle perd une grande partie de son réalisme et de son aspect 
explicatif (en opposition à son aspect prédictif). En effet, dans le cas de l’IRT, l’ordre 
des réponses de l’apprenant n’a pas d’importance : c’est à rebours de cette notion de 
progression et d’évolution qu’on a dans l’apprentissage. 
Au contraire, le BKT inclut cette notion d’évolution de la connaissance. Dans un 
cadre évaluatif, comme une évaluation finale, il semble peu adapté : la probabilité de 
transition est alors théoriquement basse et beaucoup de réponses seront nécessaires 
pour faire évoluer les apprenants d’un état à l’autre. Il est donc tout à fait hors de 
propos de l’utiliser dans le cas d’une évaluation. 
Cette tension entre un modèle « hautement complexe » qui a une bonne capacité de 
prédiction et un modèle « hautement structuré » qui a une bonne interprétabilité est 
mise en avant dans [12]. C’est également ce qu’il se joue ici entre l’IRT qui est plus 
prédictif qu’explicatif, et le BKT qui est plus explicatif que prédictif. 
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3.3 Conclusion du cas d’application 
Dans le cas d’application considéré, nous cherchons à vérifier qu’un objectif 
pédagogique est atteint, autrement dit que le degré de maîtrise d’une connaissance est 
passée au-dessus d’un seuil. Il est donc nécessaire que l’estimation de cette maîtrise 
puisse être faite à la fois en posant le moins de questions possibles à l’apprenant (pour 
ne pas l’ennuyer) et à la fois avec le plus de certitude possible.  
Il semble y avoir une contradiction entre le fait que l’IRT suppose une maîtrise fixe de 
l’apprenant, et le fait que l’IRT puisse prédire avec précision la justesse ou non de la 
réponse au moment où cette maîtrise varie le plus, autrement dit au moment des 
premières interactions avec la connaissance. 
Dans des travaux futurs nous nous proposons donc d’étudier non pas uniquement la 
précision de ces deux algorithmes, mais l’évolution de cette précision dans la situation 
où l’apprenant découvre la connaissance : tend-on à avoir effectivement au début une 
prédominance du BKT qui s’efface petit à petit vers une prédominance de l’IRT ? 
Si tel est le cas, il sera ensuite possible de combiner ces deux modèles en les utilisant 
en parallèle : il sera possible de choisir le meilleur en fonction du contexte, comme il 
est courant de faire lorsque l’on souhaite faire de la prédiction.  
4 Conclusion 
Dans cet article, nous avons comparé selon plusieurs angles les modèles de BKT et 
d’IRT ; ils pourraient également être comparés selon d’autres angles comme la 
problématique du départ à froid ou encore l’homogénéité de la population cible. Ces 
modèles reposent donc sur des hypothèses différentes qui ne les destinent pas au 
même usage. En cela, il peut ne pas être pertinent de les comparer sur des données 
similaires, ou uniquement sur des données qui pourraient « donner l’avantage » à l’un 
plutôt qu’à l’autre, car respectant mieux les hypothèses du modèle. Par ailleurs, 
lorsque l’on cherche à savoir lequel de ces modèles serait le plus pertinent à utiliser 
dans un outil lors de son développement, il est intéressant de regarder plus avant 
l’adéquation entre l’utilisation qui sera faite de l’outil et les hypothèses des modèles, 
afin de s’assurer que le calcul des paramètres donne des valeurs cohérentes.  
Cette mise en miroir entre l’IRT et le BKT permet d’émettre l’hypothèse que le 
premier modèle est effectivement performant lorsque beaucoup de questions sont 
posées à l’apprenant, puisque la compréhension se stabilise autour d’un point petit à 
petit, là où le BKT est plus performant d’un point de vue de la prédiction sur les 
premières questions, et donc plus performant en général lorsque peu de questions sont 
posées à l’apprenant. 
Nous nous proposons de vérifier cette hypothèse sur des ensembles de données dans 
le cas d’examens et dans le cas de plateformes d’apprentissage dans le cadre d’un 
travail futur. 
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