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Abstract
The robust PCA of high-dimensional matrices plays an essential role when isolating
key explanatory features. The currently available methods for performing such a
low-rank plus sparse decomposition are matrix specific, meaning, the algorithm
must re-run each time a new matrix should be decomposed. Since these algorithms
are computationally expensive, it is preferable to learn and store a function that
instantaneously performs this decomposition when evaluated. Therefore, we in-
troduce Denise, a deep learning-based algorithm for robust PCA of symmetric
positive semidefinite matrices, which learns precisely such a function. Theoretical
guarantees that Denise’s architecture can approximate the decomposition function,
to arbitrary precision and with arbitrarily high probability, are obtained. The train-
ing scheme is also shown to convergence to a stationary point of the robust PCA’s
loss-function. We train Denise on a randomly generated dataset, and evaluate
the performance of the DNN on synthetic and real-world covariance matrices.
Denise achieves comparable results to several state-of-the-art algorithms in terms
of decomposition quality, but as only one evaluation of the learned DNN is needed,
Denise outperforms all existing algorithms in terms of computation time.
1 Introduction
Robust principal component analysis aims to find a low rank subspace that best approximates a data
matrix M which has corrupted entries. It is defined as the problem of decomposing a given matrix
M into the sum of a low rank matrix L, whose column subspace gives the principal components,
and a sparse matrix S, which corresponds to the outliers’ matrix. The standard method via convex
optimization has significantly worse computation time than the singular value decomposition (SVD)
[Wright et al., 2009, Xu et al., 2010, Candes et al., 2011, Chandrasekaran et al., 2010, Hsu et al.,
2011, Lin et al., 2011]. Recent results developing efficient algorithms for robust PCA contributed to
notably reduce the running time [Rodriguez and Wohlberg, 2013, Netrapalli et al., 2014, Chen and
Wainwright, 2015, Yi et al., 2016, Cherapanamjeri et al., 2017].
However, in some cases, it is of utmost importance to come up, instantaneously and for high
dimensional matrices, with robust low rank approximations. In particular, in Finance we need
instantaneously and for long time series of hundreds of assets, robust low rank estimates of covariance
matrices. For instance, this is the case for high-frequency trading [Aı¨t-Sahalia et al., 2010, Aı¨t-Sahalia
and Xiu, 2017, 2019]. Moreover, it is important to have one procedure applicable to different data that
provides such robust estimates, which is not the case in classical approaches where slightly different
data might lead to starkly different estimates.
Our contribution lies precisely in this area by introducing an instantaneous algorithm for robust PCA
for symmetric positive semidefinite matrices. Specifically, we provide a simple deep learning based
∗Department of Mathematics, ETH Zurich, Switzerland, firstname.lastname@math.ethz.ch
†Google Brain, Zu¨rich, Switzerland, pierrot@google.com
Preprint. Under review.
ar
X
iv
:2
00
4.
13
61
2v
2 
 [s
tat
.M
L]
  5
 Ju
n 2
02
0
algorithm which ensures continuity with respect to the input matrices, such that small perturbations
lead to small changes in the output, while this is not the case for classical methods. Moreover, when
the deep neural network is trained, only an evaluation of it is needed to decompose any new matrix.
Therefore the computation time is negligible, which is an undeniable advantage in comparison with
the classical algorithms. To support our claim, we provide theoretical guarantees, for the recovery of
the optimal decomposition.
1.1 Our Contribution
In this paper we present Denise1, an algorithm that solves the robust PCA for positive semidefinite
matrices, using a deep neural network. The main idea is the following: according to the Cholesky
decomposition, a positive semidefinite symmetric matrix L ∈ Rn×n can be decomposed into
L = UUT . If U has n rows and r columns, then the matrix L will be of rank r or less. In order to
obtain the desired decomposition M = L+ S, we just need to find a matrix U ∈ Rn×r satisfying
M = UUT + S. This leads to the following optimization problem: find U that minimizes the
difference between UUT and M . As we want S to be sparse2, a good approximation widely used is
to minimize the `1-norm of S. In line with this optimization problem, the matrix U can be defined as
the output of a deep neural network, which is trained with the loss function
ϕ(θ) = ||Uθ(M)Uθ(M)T −M ||`1 ,
where θ are the parameters to be optimized. The DNN is trained only on a synthetic dataset of positive
semidefinite matrices, created by simulation using again the Cholseky factorization. Based on this,
we have developed a new state-of-the-art algorithm in terms of speed. Indeed, once the DNN is
trained, which means that the parameters θ of the DNN are optimized, we only need to evaluate the
DNN in order to find the low rank plus sparse decomposition of any new positive semidefinite matrix
M .
M = Uθ(M)Uθ(M)
T︸ ︷︷ ︸
L
+M − Uθ(M)Uθ(M)T︸ ︷︷ ︸
S
.
We train Denise only on a synthetic dataset and then test it on two different datasets: first on a synthetic
dataset generated as the training dataset and secondly on a real world dataset. Once the DNN is
trained, Denise outperforms efficiently improved algorithms in terms of speed with comparable
results.
Furthermore, by construction, Denise guarantees that the estimator matrix L = Uθ(M)Uθ(M)T is
positive semidefinite, even if the input matrix M is not. Actually, when the data is asynchronous,
the estimator of the covariance matrix may not be positive semidefinite. For example, this occurs
in financial data when the quotations used for the covariance estimator matrices are not taken at the
same frequency [Barndorff-Nielsen et al., 2011, Corsi et al., 2012, Peluso et al., 2014].
We provide theoretical guarantees that on every compact subset of symmetric positive semidefinite
matrices, the function performing the optimal low-rank plus sparse decomposition can be approxi-
mated arbitrarily well by the neural network architecture of Denise. Furthermore, we show that the
optimization procedure by which Denise is trained converges to a stationary point of the robust PCA
problem.
1.2 Related Work
The low rank Cholesky factorization is used to solving semidefinite programs [Burer and Monteiro,
2001, Journe´e et al., 2008, 2010, Bandeira et al., 2016, De Sa et al., 2014, Boumal et al., 2016, Li
et al., 2019, Ge et al., 2016]. We are not only interested in the low rank approximation, but in a robust
low rank approximation. In that sens, we estimate the low rank approximation of a matrix which can
be corrupted by outliers. Therefore, we are using the `1 norm instead of the Frobenius norm as it is
done in those works.
The most related work is done in [Baes et al., 2019], where the neural network parametrization of the
matrix Uθ is optimized via the gradient descent method. This means, that for a given matrix M , a
1The name Denise comes from Deep and Semidefinite.
2Loosely speaking a sparse matrix is a matrix that contains a lot of zeros. We realize this requirement by
minimizing L1 norms on matrix elements, or by regularizing through L1 norms.
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gradient descent is applied to optimize the parameters θ of the DNN. In contrast, we train the DNN
on a synthetic training dataset, in particular we take M as an input of the DNN. Once the DNN is
trained, the same parameters will be used for any other unknown matrix M ′. The two most important
benefits are the computation speed once the DNN is trained and the continuity with respect to the
input matrix.
2 Algorithm
Let Sn be the set of n-by-n symmetric matrices, Pn ⊂ Sn the subset of positive semi-definite matrices
and Pk,n ⊂ Pn the subset of matrices with rank at most k. We consider a matrixM = [Mi,j ]i,j ∈ Pn,
e.g., a covariance matrix. The matrix M is to be decomposed as a sum of a matrix L = [Li,j ]i,j ∈
Pk,n of rank at most k and a sparse matrix S = [Si,j ]i,j ∈ Pn. By the Cholesky decomposition,
we have that the matrix L can be represented as L = UUT , where U = [Ui,j ]i,j ∈ Rn×k; thus
M = UUT + S. Hence, we can express the matrix U as the output of a multi-layer feed-forward
neural network where the loss function to minimize is ||UUT −M ||`1 = ||S||`1 .
We construct our multi-layer feed-forward neural network with m+ 1 layers of `u neurons, 1 ≤ u ≤
m, each with the same activation function σ : R→ R. We set `0 = n(n+ 1)/2 and `m+1 = nk. For
each 1 ≤ u ≤ m, let
fθu : Rlu−1 → R`u
be an affine map, where θu are its trainable weights. Then, we denote the tuple of all parameters
Θ := (θ1, . . . , θm+1) and define the (m+ 1)-layered neural network NΘ by the function
NΘ : Rl0 → Rlm+1 , x 7→ fθm+1 ◦ σ • fθm ◦ · · · ◦ σ • fθ1(x) ,
where • denotes component-wise composition. In total, we have L := ∑m+1u=1 (`u`u−1 + `u) param-
eters for a densely connected feed-forward neural network NΘ. We define Ω ⊂ RL as the set of
possible neural network parameters.
As the matrix M is symmetric, the dimension of the input can be reduced from n2 to n(n + 1)/2
by taking the triangular lower matrix of M . Moreover, we convert the triangular lower matrix to a
vector. We combine these two transformations in the operator h
h : Sn → Rn(n+1)/2, M 7→ (M1,1,M2,1,M2,2, . . . ,Mn,1, . . . ,Mn,n)T .
Similarly, every vector X of dimension nk can be represented as a n-by-k matrix with the operator g
defined as
g : Rnk → Rn×k, X 7→
 X1 . . . Xk... ...
X(n−1)k+1 . . . X(n−1)k+k
 .
Using h and g, the matrixU can be expressed as the output of the neural networkU = g(NΘ (h(M))).
and the low rank matrix can be expressed as L = ρ(NΘ (h(M))) for
ρ : Rrd → Pr,d, X 7→ g(X)g(X)T .
We assume to have a set Z ⊂ Sn of training sample matrices M , which is equipped with a probability
measure P, i.e. the distribution of the training samples. Let define ϕ : Ω× Rn×n → R with
ϕ(Θ,M) := ‖ρ (NΘ (h(M)))−M‖`1 .
Then, our objective function is given by
Φ(Θ) = EM∼P
[||UUT −M ||`1] = EM∼P [ϕ(Θ,M)] .
Therefore, Denise can be trained using Stochastic Gradient Descent (SGD). Finally, as FPCP in
[Rodriguez and Wohlberg, 2013], Denise applies a shrinkage by replacing every matrix entries
Sij by sign(Sij) (|Sij | − 1/
√
n)
+. While the training is time-consuming, as soon as it is finished,
Denise can be used to compute the low rank plus sparse decomposition for new input matrices within
negligible time.
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3 Theoretical guarantees for Denise
3.1 Low Rank Recovery via Universal Approximation
Since the decomposition M = L+ S is in general not unique on all of Pn the function performing
this decomposition need not be unique either. Moreover, an arbitrary function performing this
decomposition is in general not continuous and does not need not to be Borel measurable. The follow
result illustrates how Denise overcomes these challenges, by showing that Denise can approximate a
Borel measurable instance of a function optimally performing the low-rank plus sparse decomposition.
The approximation is guaranteed to be achieved, with arbitrarily high probability, uniformly on
compacts. It can be viewed as a non-Euclidean analogue between Pd and Pk,d of Leshno et al.
[1993].
Denote by NN σn,ρ,h the set of all continuous functions from Pn to Pk,n admitting the representation
ρ ◦ f ◦ h, where f : Rn(n+1)2 → Rkn is a feed-forward neural network of depth 1, and h and ρ as
defined in Section 2.
Theorem 3.1. Fix a Borel probability measure P on Pn and 0 <  ≤ 1. Then:
(i) For every M ∈ Pn, the set argmin
U∈Rn×k
‖M − UUT ‖1 of optimizers is non-empty and every
U ∈ argmin
U∈Rn×k
‖M − UUT ‖1 satisfies
L := UUT ∈ argmin
L∈Pk,n
‖M − L‖1,
(ii) There exists a Borel-measurable function f : Pn → Rn×k satisfying
f(M) ∈ argmin
U∈Rn×k
‖M − UUT ‖1,
(iii) There exists a compact subset K ⊆ Pn with P(K) ≥ 1−  such that for every compact subset
K ⊆ Pn with K ∩K 6= ∅, and every δ > 0 there is an fδ,K ∈ NN σn,ρ,h satisfying
sup
M∈K∩K
∥∥fδ,K(M)− f(M)f(M)T∥∥1 < δ.
3.2 Convergence rate of the training to a stationary point
We show that the loss function of Denise converges to a stationary point during training and give an
estimate of the convergence rate. In particular, the algorithm terminates. We compute the Lipschitz
constant for our loss function similarly to Baes et al. [2019] and then use the result presented in
Example 3.11 of Herrera et al. [2020], which is based on Theorem 4 of Li and Orabona [2019].
Theorem 3.1. Let M ∼ P be a random variable following the distribution of the training samples
and assume that σ := ‖M‖ is a random variable in L2(P), i.e. E[σ2] < ∞. Here ‖·‖ denotes the
Frobenius norm. Furthermore, assume that there exists 0 < BΩ <∞ such that supj≥0‖Θj‖ < BΩ.
We choose the adaptive step-sizes hj as
hj :=
α(
β +
∑j−1
i=1‖Gj‖2
)1/2+ε ,
for constants α, β > 0, ε ∈ [0, 1/2) that satisfy 2αL∇Φ < β1/2+ε. Here, L∇Φ is the Lipschitz
constant of the function Θ 7→ ∇ΘΦ(Θ), which exists and is finite. Then there exists a constant C de-
pending on the neural network architecture and α, β, ε,Φ(Θ0))−Φ∗, where Φ∗ := min‖Θ‖≤D Φ(Θ),
such that for every T ∈ N
E[ min
0≤j≤T
‖∇Φ(Θj)‖1−2ε] ≤ C
(T + 1)1/2−ε
.
In particular, for every tolerance level η > 0 we have
T + 1 ≥
(
C
η
) 2
(1−2ε)
=⇒ E[ min
0≤j≤T
‖∇Φ(Θj)‖1−2ε] ≤ η.
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Remark 3.2. For the constant C of Theorem 3.1, when choosing ε = 0, α = 12 , β = 2L
2
∇Φ, we have
C = O
(
T
1
4 log(T )
1
2 (Φ(Θ0))− Φ∗)m 12 2m2 (σ′maxBΩ)4m`2m
)
.
This is an approximation using the constants given in the proof of Theorem 4 of Li and Orabona
[2019] as well as the constants derived in Section 3 of Herrera et al. [2020].
4 Training Denise on a randomly generated dataset
We have created a synthetic dataset in order to train Denise. We construct a collection of n-by-n
positive semidefinite matrices M that can be written as
M = L0 + S0 (1)
for a known matrix L0 of rank k0 ≤ n and a known matrix S0 of given sparsity s0 which are
constructed as follows. A sparse matrix is a matrix that contains a lot of zeros. By sparsity we mean
the number of zero-valued elements divided by the total number of elements. For example, a sparsity
of 0.95 means that 95% of the elements of the matrix are zeros.
Low-rank matrix L0. To construct one matrix L0, we first sample nk0 independent standard normal
random variables that we arrange into an n-by-k0 matrix U . Then L0 is simply taken as UUT .
Sparse matrix S0. To construct a symmetric positive semidefinite sparse matrix S0 we first select
a uniformly randomly pair (i, j) with 1 ≤ i < j ≤ n. We then construct an n-by-n matrix S˜0 that
has only four non-zero coefficients: the off-diagonal elements (i, j) and (j, i) are set to a number b
drawn uniformly randomly in [−1, 1], the diagonal elements (i, i) and (j, j) are set to a number a
drawn uniformly randomly in [|b|, 1]. An example of a 3× 3 matrix with (i, j) = (1, 2), b = −0.2
and a = 0.3 is the following:
S˜0 =
(
0.3 −0.2 0
−0.2 0.3 0
0 0 0
)
This way, the matrix S˜0 is positive semidefinite. The matrix S0 is obtained by summing different
realizations S˜(i)0 , each corresponding to a different pair (i, j), until the desired sparsity s0 is reached.
With this method, we created a synthetic dataset consisting of 10M matrices for the training set.
5 Experiments
5.1 Testing trained Denise on unseen datasets
Synthetic dataset. We created a synthetic dataset consisting of 10K matrices for the testing set, using
the same method presented in Section 4. The synthetic dataset introduced in Section 4 is composed of
randomly generated low rank plus sparse matrices of a certain rank and sparsity. Therefore, a network
which performs well on this random test set should also perform well on a real world datasets with
the same rank and similar sparsity (which amounts to a subset of the synthetic test set).3 However,
in order to illustrate Denise, we carried out additional tests on a real dataset of S&P500 covariance
matrices as explained below.
S&P500. After training on the synthetic dataset presented in Section 4, we evaluate Denise on 1k
20-by-20 correlation matrices of daily stocks returns, for 100 consecutive trading days, shifted every
5 days, between 1989 and 2019. The stocks belong to the S&P500 and have been sorted by the GICS
sectors4.
Real-estate. After training on the synthetic dataset, we evaluate Denise on 1k 20-by-20 correlation
matrices of daily stocks returns, for 100 consecutive trading days, shifted every 5 days, between 1989
and 2019. The stocks belong to the S&P500 and have been sorted by the GICS sectors
3As Denise is developed only for symmetric positive semidefinite matrices, we cannot show results for
classic RPCA problems such as image segmentation or denoising.
4According to the global industry classification standard: energy , materials , industrials, real estate,
consumer discretionary, consumer staples, health care, financials, information technology, communication
services, utilities.
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5.2 Comparison
Baselines. Denise is compared against: Principal Component Pursuit (PCP), Inexact Augmented
Lagrange Multiplier (ALM), Fast Principal Component Pursuit (FPCP), Robust PCA via Gradient
Descent (RPCA-GF).
Metrics. In order to compare Denise with state-of-the-Art methods, we compare the rank of the low
rank matrix L and the sparsity of the sparse matrix S. The rank is approximated by the number of
eigenvalues of the low-rank L that are larger than ε = 0.01. Similarly, the sparsity is approximated
by proportion of the coefficients of the sparse matrix S which are smaller than ε = 0.01 in absolute
value. In the case, where the decomposition is known, we can also compare the relative error between
two matrices A and B, given by
REA,B =
||A−B||F
||A||F .
REL,L0 and RES,S0 represent the relative errors between the obtained matrices L and S and the
original matrices L0 and S0.
5.3 Implementation
All algorithms are implemented as part of the LRS matlab library [Sobral et al., 2015, Bouwmans
et al., 2016]. To implement Denise, we used the machine learning framework Tensorflow [Abadi
et al., 2015] with Keras APIs [Chollet et al., 2015].
We trained our models using 16 Google Cloud TPU-v2 hardware accelerators. Training took around 8
hours (90 epochs), at which point loss improvements were negligible. Evaluation of all the algorithms
was done on the same computer, a laptop with an Intel i-7-8550U CPU, and no GPU accelerator.
Both synthetic and real datasets are shared using Tensorflow Datasets [Michalski et al., 2017]. The
code to generate the synthetic dataset is deterministic by setting a fixed random seed.
Datasets and code will be released on GitHub under the open-source Apache license once authorship
can be revealed.
5.4 Results
We have tried several neural network architectures, and settled on a simple feed-forward neural
network of four layers, with a total of 32 × n(n + 1)/2 parameters. We have tried various sizes,
sparsity and ranks. All results were similar, so the results we present are the ones using a size n = 20,
a sparsity s = 0.95 and an initial rank k = 3.
To enable a fair comparison between the algorithms, we first ensure that the obtained low-rank
matrices L all have the same rank. While in FPCP, RPCA-GD and Denise the required rank is
set, in PCP and IALM the required rank is depending on the parameter λ. Therefore, we had to
empirically determine λ in order to reach the same rank. With λ = 0.64/
√
n for the synthetic dataset
and λ = 0.56
√
n for the real dataset, we obtain a rank of 3 for matrices L. Secondly, as both FPCP
and Denise use a shrinkage, we apply an additional shrinkage to the obtained matrix S for all the
algorithms, so the sparsity metric can fairly be compared.
Table 1 and Table 2 report the average and standard deviation of each of our metrics for each algorithm,
as well as the time it takes to process each matrix.5 Figure 1 and Figure 2 allows us to visualize the
low-rank+sparse decomposition of an example matrix from both datasets.
Overall Denise obtains comparable results with the state-of-the-art algorithms, while by far out-
performing other algorithms in terms of speed. This is due to the fact that only one evaluation of
the Denise DNN allows us to achieve those results, while the state-of-the-art algorithms need to
recompute the decomposition for every new matrice they receive as input.
5The relative error is not provided for the stock market experiments as we dont know the true decomposition
(M = L0 + S0).
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Original PCP IALM FPCP RPGA-GD Denise
M
L
S
Figure 1: Low-rank plus sparse decomposition: one example matrix of the synthetic evaluation
dataset.
METHOD RANK SPARSITY REL = ||L−L0||F||L0||F RES =
||S−S0||F
||S0||F TIME (ms)
PCP 3.02±0.13 0.63±0.07 0.40±0.11 4.81±1.75 80.17±0.02
IALM 3.00±0.07 0.43±0.06 0.60±0.10 7.37±2.02 12.03±0.00
FPCP 3.00±0.00 0.61±0.10 0.47±0.08 4.96±1.68 4.85±0.00
RPCA-GD 3.00±0.00 0.66±0.21 0.35±0.22 4.24±2.92 25.43±0.01
DENISE 3.00±0.00 0.79±0.12 0.24±0.13 2.11±1.58 0.05±0.00
Table 1: Comparison of the evaluation metrics: average and standard deviation over the full synthetic
evaluation dataset. Denise is compared to Principal Component Pursuit (PCP), Inexact Augmented
Lagrange Multiplier (ALM), Fast Principal Component Pursuit (FPCP), Robust PCA via Gradient
Descent (RPCA-GF).
PCP IALM FPCP RPGA-GD Denise
M
L
S
Figure 2: Low-rank plus sparse decomposition: one example matrix of S&P500 stock returns
covariance matrices.
METHOD RANK SPARSITY TIME (ms)
PCP 2.94±0.44 0.95±0.02 58.70±0.01
IALM 2.91±0.43 0.95±0.02 11.91±0.00
FPCP 3.00±0.00 0.99±0.01 5.27±0.01
RPCA-GD 3.00±0.00 0.94±0.01 34.18±0.01
DENISE 3.00±0.00 0.99±0.01 0.10±0.00
Table 2: Comparison of the evaluation metrics: average and standard deviation over the full S&P500
dataset.
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6 Conclusion and future work
In this paper we exhibit a deep-learning based algorithm for robust PCA for symmetric semidefinite
positive using the low-rank Cholesky factorization. Denise may be extended to solve more general
problems: instead of using the Cholesky decomposition for symmetric matrices L = UUT one may
exploit the general decomposition L = UV T for L ∈ Rn×m, U ∈ Rn×k and V ∈ Rm×k.
Moreover, Denise may be extended to a more general problem, the robust matrix completion which
estimates a low rank matrix L ∈ Rn×m when most of its entries are not observed and some of
the observed entries are corrupted [Cherapanamjeri et al., 2017]. The robust matrix completion is
widely applied to different practical problems in machine learning such as collaborative filtering and
recommender systems, [Rennie and Srebro, 2005], dimensionality reduction [Weinberger and Saul,
2004], multi-class learning [Obozinski et al., 2010], clustering [Yi et al., 2012].
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Appendix
A Proof of universal approximation
Let (Pn, dist(A,B) := ‖A−B‖1) metric space of n× n symmetric positive semi-definite matrices
with real coefficient. C(X,Pk,n) be set of continuous functions from X to Pk,n, given any (non-
empty) subset X ⊂ Pn. Analogously to Leshno et al. [1993], the set C(X,Pk,n) is made into a
topological space, by equipping it with the topology of uniform convergence on compacts, also called
compact-convergence, which is generated by the sub-basic open sets of the form
BK(f, ) :=
{
g ∈ C(X,Pk,n)
∣∣∣∣sup
x∈K
‖f(x)− g(x)‖1 < 
}
, (2)
where  > 0, K ⊂ X compact and f ∈ C(X,Pk,n). In this topology, a sequence {fj}j∈N in
C(X,Pk,n) converges to a function f ∈ C(X,Pk,n) if for every non-empty compact subset K ⊆ X
and every  > 0 there exists some N ∈ N for which
sup
x∈K
‖fj(x)− f(x)‖1 <  for all j ≥ N.
This topological space is metrizable.
The parameterization L = UUT , of matrices L ∈ Pk,n using U ∈ Rn×k, naturally defines a subspace
of C(X,Pk,n) consisting of all functions whose output can unambiguously be factored through Rn×k
via ρ. This underlying set is Cρ(X,Pk,d) :=
{
f ∈ C(X,Pk,d)
∣∣∣ ∃f˜ ∈ C(X,Rn×k) : f = ρ ◦ f˜ }
and its topology is the subspace topology induced by inclusion in C(X,Pk,d). I.e.: its topology is
induced by restriction of the metric on C(X,Pk,d) to Cρ(X,Rn×k).
We make use of the following special case of a more general result of Kratsios and Bilokopytov
[2020] quantifying modifications to the input and output maps of a neural network architecture which
preserve its universal approximation capabilities. For a self-contained treatment a variant of the proof,
specific to the context of Theorem 3.1, is also included here.
Lemma A.1. Let X be a compact subset of Pd, let σ : R → R be a continuous, locally-bounded,
and non-polynomial activation function. Then NN σn,ρ,h is dense in Cρ(X,Pk,d).
Proof. Fix a continuous, locally-bounded, and non-polynomial activation function σ : R→ R and
let NN σn denote the set of feed-forward neural networks from Rn(n+1)/2 to Rkn with one hidden
layer; that is, the collection of functions f : Rn(n+1)/2 → Rkn with representation
f(x) = W2 ◦ σ •W1(x),
where W2,W1 are affine functions for which the composition W2 ◦W1 is well-defined and • denotes
component-wise composition. By Leshno et al. [1993] NN σn is dense C(Rn(n+1)/2,Rkn) in the
topology of uniform convergence on compacts.
Let φ := h ◦ ι, where ι : X → Pn is the inclusion map. Since X is a compact subset of Pn, since
both h and ι are continuous, and since the image of a compact subset under a continuous map is
compact then φ(X) is a compact subset of Rn(n+1)/2. Combining the previous two observations, we
conclude that NN σn is dense in C(φ(X),Rkn).
Since X is compact and since Rn(n+1)/2 is a Hausdorff space then the Closed Map Lemma implies
that φ is closed. Since both h and ι are injective, φ maps X onto φ(X), and since any bijective
continuous closed map is a homeomorphism then φ is a homeomorphism from X onto φ(X). Next,
observe that the map g : Rkn → Rn×k, defined in Section 2, is a homeomorphism.
Define the maps Φ1 from C(φ(X),Rkn) to C(X,Rn×k) by
Φ1 : f 7→ g ◦ f ◦ φ,
and Φ2 : C(X,Rn×k)→ Cρ(X,Pk,d) by
Φ2 : f 7→ ρ ◦ f.
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Since Φ2 ◦ Φ1(NN σn) = NN σn,ρ,h then it is sufficient to show that Φ1 and Φ2 are continuous
surjections, onto their respective codomains, since the continuous image of a dense subset is dense
in its range. By [Munkres, 2018, Theorem 46.8] the topology of uniform convergence on compacts
on each of C(φ(X),Rkn), C(X,Rn×k), and C(X,Pk,n) are equal to their respective compact-open
topologies (see [Munkres, 2000, page 285] for the definition) and by [Munkres, 2000, Theorem
46.11] function composition is continuous for the compact-open topology; whence, both Φ1 and Φ2
are continuous.
By definition f ∈ Cρ(X,Pk,d) if and only if there exists some f˜ ∈ C(X,Rn×k) satisfying f = ρ◦ f˜ .
Therefore, Φ2
(
C(X,Rn×k)
)
= Cρ(X,Pk,d). Hence, Φ2 is a surjection.
It remains to show that Φ1 is a surjection. Since g : Rkn → Rn×k and φ : X → φ(X) are
homeomorphisms, then the φ−1 : φ(X)→ X and g−1 : Rn×k → Rkn are well-defined continuous
functions. Define the map Ψ from C(X;Rn×k) to C(φ(X);Rkn) by
Ψ : f 7→ g−1 ◦ f ◦ φ−1.
Thus, for any h ∈ C(φ(X),Rkn)
Φ1 ◦Ψ(f) = Φ1
(
g−1 ◦ f ◦ φ−1)
= g ◦ (g−1 ◦ f ◦ φ−1) ◦ φ
=
(
g ◦ g−1) ◦ f ◦ (φ−1 ◦ φ)
= f
= 1C(φ(X),Rkn)(f),
where 1C(φ(X),Rkn) denotes the identity map on C(φ(X),Rkn). Hence, Ψ is a right-inverse of Φ1.
Therefore Φ1 is surjective. Consequentially Φ2 ◦ Φ1 is a continuous surjection. Thus NN σn,ρ,h =
Φ2 ◦ Φ1(NN σn) is dense in Cρ(X,Pk,n).
Proof of Theorem 3.1. For every M ∈ Pn, the map from Rn×k to R defined by U → ‖M −UUT ‖1
is continuous, bounded-below by 0, and for each λ > 0 the set{
U ∈ Rn×k : ‖M − UUT ‖1 ≤ λ
}
, (3)
is compact in Rn×k. Thus, the map U → ‖M − UUT ‖1 is coercive in the sense of [Focardi, 2012,
Definition 2.1]. Hence, by [Focardi, 2012, Theorem 2.2], the set argmin
U∈Rn×k
‖M −UUT ‖1 is non-empty.
Furthermore, by the Cholesky decomposition [Higham, 2002, Theorem 10.9], for every L ∈ Pk,n
there exists some U ∈ Rn×k such that L = UUT . Since, conversely, for every U ∈ Rn×k the matrix
UUT ∈ Pk,n we obtain (i).
For any given M ∈ Pn, since M is positive semidefinite and therefore eT1 Me1 ≥ 0, where e1 ∈ Rn
has entry 1 in it’s first component and all other entries equal to 0. Therefore, M1,1 = eT1 Me1 ≥ 0
and in particular,
√
M1,1 ∈ R. Therefore, the matrix U˜ defined by U˜i,j =
√
M1,1Ii=j=1, where
Ii=j=1 = 1 if 1 = i = j and 0 otherwise, is in Rn×1 ⊆ Rn×k. Moreover, U˜ satisfies ‖U˜ U˜T ‖1 ≤
‖M‖1. Thus, by the triangle inequality, the set
DM :=
{
U ∈ Rn×k : ‖M − UUT ‖1 ≤ 2‖M‖1
}
,
is non-empty. Furthermore, by (3) it is compact. In summary,
∅ 6= argmin
U∈DM
‖M − UUT ‖1 = argmin
U∈Rn×k
‖M − UUT ‖1. (4)
Hence f(M), described by condition (ii), is equivalently characterized by
f(M) ∈ argmin
U∈DM
‖M − UUT ‖1, for all M ∈ Pn. (5)
The advantage of (5) over condition (ii) is that the setDM , is compact, whereas Rn×k is non-compact.
For any set Z denote its power-set by P(Z). Define the function φ by
φ : Pn → P(Rn×k), M 7→DM .
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Next, we show that φ is a weakly measurable correspondence in the sense of [Guide, 2006,
Definition 18.1]. This amounts to showing that for every open subset U ⊆ Rn×k the set
U˜ := {M ∈ Pn : φ(M) ∩ U 6= ∅} is a Borel subset of Pn.
To this end, define the function
G : Pn × Rn×k → R, (M,U)→ 2‖M‖1 − ‖M − UUT ‖1,
and let p be the canonical projection form Pn × Rn×k → Pn taking (M,U) to M . Observe that, for
any non-empty open U ⊆ Rn×k we have that
U˜ = p [G−1 [[0,∞)] ∩ (Pn × U)] .
Since G is continuous and [0,∞) is closed in R then G−1[[0,∞)] is closed. Since both Rn×k and Pn
are metric sub-spaces of Rn2 then they are locally-compact, Hausdorff spaces, with second-countable
topology. Thus [Cohn, 2013, Proposition 7.1.5] implies that the open set Pn × U =
⋃
j∈NKj where
{Kj}j∈N is a collection of compact subsets of Pn × Rn×k.
Since Pn and Rn×k are σ-compact, i.e.: the countable union of compact subsets, then by [Willard,
1970, Page 126] Pn × Rn×k is also σ-compact. Let {Ci}i∈N be a compact cover of Pn × Rn×k.
Since Pn ×Rn×k is Hausdorff, since both Pn and Rn×k are, then each Ci ∩G−1[[0,∞)] is compact
and therefore
{
Kj ∩
[
Ci ∩G−1[[0,∞)
]}
j,i∈N is a countable cover of G
−1[[0,∞)] ∩ (X × U) by
compact sets. Finally, since p is continuous, and continuous functions map compacts to compacts,
then
U˜ = p [G−1 [[0,∞) ∩ (Pn × U)]] =p
 ⋃
i,j∈N
[
Ci ∩G−1[[0,∞)
] ∩Kj

=
⋃
i,j∈N
p
[
Ci ∩G−1[[0,∞)] ∩Kj
]
;
hence U˜ is an Fσ subset of Pn and therefore Borel. In particular, for each open subset U ⊆ Rn×k, the
corresponding set U˜ is Borel. Therefore, φ is a weakly-measurable correspondence taking non-empty
and compact values in P (Rn×k).
Define, the continuous function
F : Pn × Rn×k → [0,∞), (M,U)→ ‖M − UUT ‖1.
The conditions of the [Guide, 2006, Measurable Maximum Theorem; Theorem 18.19], are met and
therefore there exists a Borel measurable function f from Pn to Rn×k satisfying
f(M) ∈ argmin
U∈DM
‖M − UUT ‖1 = argmin
U∈Rn×k
‖M − UUT ‖1,
for every M ∈ Pn. This proves (ii).
Fix a Borel probability measure P on Pn. Since Pn is separable and metrizable then by [Klenke,
2013, Theorem 13.6] P must be a Radon measure. Moreover, since Rn×k and Pn are locally-
compact and second-countable topological spaces, then, the conditions for Lusin’s theorem (see
[Klenke, 2013, Exercise 13.1.3] for example) are met. Therefore, for every 0 <  ≤ 1 there exists a
compact subset K ⊆ Pn satisfying P (Pn −K) <  and for which f is continuous on K. That is,
f |K ∈ C(K,Rn×k). Moreover, since ρ is continuous, then
f(·)f(·)T |K = ρ ◦ f |K ∈ Cρ(K, Pk,d).
Therefore, (iii) follows from Lemma A.1 since NN σn,ρ,h is dense in Cρ(K, Pk,d).
B Rate of convergence to a stationary point
Proof of Theorem 3.1. Let us define X = (X1, . . . , Xlm+1) := NΘm (h(M)). We need to show that
the first and second derivative of
ϕ : Rlm+1 → R, X 7→
∥∥∥g (X) g (X)T −M∥∥∥
`1
,
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are bounded. Then the result follows from Example 3.11 of Herrera et al. [2020].
As this function is not C2, we shall approximate it by
ϕ˜(X) =
n∑
i,j=1
µ
([
g (X)g (X)
T−M
]
i,j
)
(6)
where µ : R→ [0,∞) is a smooth approximation of the absolute value function with its derivative
uniformly bounded by 1 and its second derivative bounded by µ′′max. We make use of the following
Lemma, for which we define
ωi,j :=
[
g (X) g (X)
T −M
]
i,j
, 1 ≤ i, j ≤ n.
Lemma B.1. Let ϕ˜ be the function defined in (6). Then, for every ν := (α − 1)k + β and η :=
(γ − 1)k + δ with 1 ≤ α, γ ≤ n and 1 ≤ β, δ ≤ k, we have that
∂ϕ˜ (X)
∂Xν
= 2
n∑
j=1
µ′(ωα,j)X(j−1)k+β
and
∂2ϕ˜ (X)
∂Xη∂Xν
= 2µ′ (ωα,γ) 1{β=δ} + 2µ′′(ωα,γ)X(γ−1)k+βX(γ−1)k+δ
+ 2
n∑
j=1
µ′′(ωα,j)X(j−1)k+βX(j−1)k+δ1{α=γ}.
Proof. First, notice that
∂ϕ˜ (X)
∂Xν
=
n∑
i=1
n∑
j=1
µ′(ωi,j)
[
∂g(X)
∂Xν
(g (X))
T
+ g (X)
(
∂
(
g(X)T
)
∂Xν
)]
i,j
.
Moreover, using that ν := (α− 1)k + β, ensures that
∂g (X)
∂Xν
= [∇Xg(X)]ν =
0 · · · 0... 1(α,β) ...
0 · · · 0
 ∈ Rn×k.
Therefore, using the definition of the function g, we have
∂ϕ˜ (X)
∂Xν
=
n∑
i,j=1
µ′(ωi,j)×


0 · · · 0... 1(α,β) ...
0 · · · 0

X1 · · · X(n−1)k+1... ...
Xk · · · Xnk

+
 X1 · · · Xk... ...
X(n−1)k+1 · · · Xnk

0 · · · 0... 1(β,α) ...
0 · · · 0


i,j

=
n∑
i,j=1
µ′(ωi,j)

(
0 · · · 0
Xβ · · · X(n−1)k+β
0 · · · 0
)
︸ ︷︷ ︸
line α
+
0 · · · Xβ · · · 0... ... ...
0 · · · X(n−1)k+β · · · 0

︸ ︷︷ ︸
column α

i,j
.
Therefore, using that ωi,j = ωj,i for every 1 ≤ i, j ≤ n we obtain indeed that
∂ϕ˜ (X)
∂Xν
= 2µ′(ωα,α)X(α−1)k+β +
n∑
j=1
j 6=α
µ′(ωα,j)X(j−1)k+β +
n∑
i=1
i 6=α
µ′(ωi,α)X(i−1)k+β
= 2
n∑
j=1
µ′(ωα,j)X(j−1)k+β ,
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which proofs the first part. For the second part, we use this formula and we get
∂2ϕ˜ (X)
∂Xη∂Xν
= 2
n∑
j=1
[
µ′(ωα,j)
∂X(j−1)k+β
∂Xη
+ µ′′(ωα,j)
∂ωα,j
∂Xη
X(j−1)k+β
]
= 2
n∑
j=1
[
µ′(ωα,j)1{j=γ,β=δ} + µ′′(ωα,j)X(j−1)k+β(X(j−1)k+δ1{α=γ}
+X(γ−1)k+δ1{j=γ})
]
= 2µ′ (ωα,γ) 1{β=δ} + 2µ′′(ωα,γ)X(γ−1)k+βX(γ−1)k+δ
+ 2
n∑
j=1
µ′′(ωα,j)X(j−1)k+βX(j−1)k+δ1{α=γ}.
With this Lemma we can compute the norm of the derivatives of ϕ˜. Using Cauchy-Schwarz’s
inequality, we obtain∥∥∥∥∂ϕ˜ (X)∂X
∥∥∥∥2 = n∑
α=1
k∑
β=1
2 n∑
j=1
µ′(ωα,j)X(j−1)k+β
2
≤ 4n
n∑
α=1
k∑
β=1
n∑
j=1
(
µ′(ωα,j)X(j−1)k+β
)2
≤ 4n
n∑
α=1
k∑
β=1
n∑
j=1
(
X(j−1)k+β
)2 ≤ 4n2 ‖X‖2 .
Similarly, using Cauchy-Schwarz’s inequality twice, we have∥∥∥∥∂2ϕ˜ (X)∂X2
∥∥∥∥2 = `m+1∑
ν,µ=1
(
∂2ϕ˜ (X)
∂Xη∂Xν
)2
≤ 12
n∑
α,γ=1
k∑
β,δ=1
[
12{β=δ} + (µ
′′
max‖X‖X(γ−1)k+δ)2
+ (µ′′max
n∑
j=1
X(j−1)k+βX(j−1)k+δ1{α=γ})2
]
≤ 12
[
n2k + nk(µ′′max)
2‖X‖4 + (µ′′max)2
n∑
α=1
k∑
β,δ=1
( n∑
j=1
X2(j−1)k+β
)( n∑
j=1
X2(j−1)k+δ
)]
≤ 12[n2k + nk(µ′′max)2‖X‖4 + n(µ′′max)2‖X‖4]
Using the assumption that supj≥0‖Θ(j)‖ < BΩ, as well as |σ| ≤ 1, we can bound X by ‖X‖ ≤
BΩ(
√
lm + 1) =: BX . Therefore, we have that
∥∥∥∂ϕ˜(X)∂X ∥∥∥ ≤ ϕ˜′max and ∥∥∥∂2ϕ˜(X)∂X2 ∥∥∥ ≤ ϕ˜′′max with
ϕ˜′max = 2nBX and ϕ˜
′′
max =
√
12n
[
nk + (µ′′max)2B4X(k + 1)
]
. The result now follows from
Example 3.11 of Herrera et al. [2020].
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