The rapidly increasing popularity of social tagging systems and growing amount of users and resources make it a difficult task to find expert users and relevant resources in folksonomies. 
Introduction
With the rapid development of Web 2.0, social tagging systems such as Delicious (http://delicious.com/) for sharing bookmarks, Flickr (http://www.flickr.com/) for sharing photos and CiteULike (http://www.citeulike.org/) for sharing academic publications, became highly popular in recent years. These systems allow collaborative users to submit shared resources and to annotate them with descriptive tags, forming the so-called folksonomies. We define a folksonomy as a structure : ( , , , ) U T D Y = F consisting of i) a set U of users, ii) a set T of tags, iii) a set D of resources and iv) the ternary relation between them, i.e. Y U T D ⊆ × × , called annotations. The rapidly increasing popularity of social tagging systems and growing amount of users and resources make it a difficult task to find expert users and relevant resources in folksonomies. In this paper, we focus on improving search performance in folksonomies by developing a dynamic ranking algorithm. Though the resources being tagged can be webpages, images or videos, etc., we will focus on webpages in this paper unless otherwise mentioned.
Link analysis ranking algorithms, such as PageRank [1] and HITS [2] , are by far the most well studied and applied webpage ranking algorithms in the literature. These algorithms are based on the hypothesis that the inter-links between webpages can be considered as the website authors' indirect votes on the quality of the webpages being pointed to. Thus, the webpages being pointed by other important webpages also become important. The performance of such algorithms can be affected by the fact that lots of links are dedicated to navigational or advertising webpages instead of those valuable ones. One way to settle this problem is to augment the ranking algorithm with other reliable information, such as social annotations made by the readers of webpages. In fact, these social annotations directly reflect the collaborative users' knowledge on the content and quality of the webpages: they provide us valuable information to improve the performance of ranking algorithms. In other words, folksonomies built from social annotations have created a brand new dimension for assessing the quality of those annotated webpages.
Previous studies on ranking in folksonomies usually adopted the tripartite graph model of social
Related Work
There has been a plenty of studies conducted on developing ranking algorithm for folksonomies. They are generally based on either the tripartite graph model [3, 4] or the bipartite graph model [10] . Andreas Hotho et al. employed the mutual reinforcement among users, tags and resources by modeling the folksonomy as a tripartite graph. The nodes of this graph consists of all the tags, users and resources, and the edges are co-occurrences of tags and users, users and resources, tags and resources weighted by the number of co-occurrence objects with the respective nodes. For example, denoting by A the adjacency matrix, ,
A is the number of tags annotating resource d by user u . They computed the folksonomy adapted PageRank as follows, ( 1) ( ) (1 ) .
where
r is the score vector at iteration i , W is the row-stochastic version of the adjacency matrix A defined above, p is preference, vector and [0, 1] λ ∈ is a damping factor. Let 0 r and 1 r be the convergent solutions of Eq. Error! Reference source not found. with 1 λ = and 1 λ < , respectively. The topic-specific FolkRank score is computed with a differential approach as follows, 
Both FolkRank and SocialPageRank exploit the random surfer model over the tripartite graph constructed from social annotations. A remarkable difference between them relies on the types of links the random surfer can follow. SocialPageRank restricts the random surfer to follow paths in the form of "resource → user → tag → resource → user", whereas FolkRank allows a more flexible form, such as "user → tag → user". Regarding their underlying tripartite graph model, both FolkRank and SocialPageRank suffer from problems, such as overemphasizing the importance of tags and being susceptible to tag spam, as mentioned in Sec. 0. Our approach proposed below will employ the bipartite graph model to overcome such problems.
Michael Noll et al. proposed in [10] a bipartite graph based algorithm named SPEAR (SPammingresistant Expertise Analysis and Ranking) for user expertise ranking. They told the experts as the discoverers of high quality documents from those followers who find these documents later while they had become popular already. They weighted the mutual reinforcing relationship between each user and resource according to the user's discovering time (approximated by bookmarking time) for the resource. Let , 
. The score vectors of resources and users at iteration i , denoted by 
, .
Our approach differs from SPEAR in the following two ways: i) we incorporate query relevance into the ranking procedure to generate dynamic rankings and ii) instead of discovering time, we use the coherence between annotating tags and user interest and resource content to weight the mutual reinforcing relations.
User and Resource Model
In social tagging systems, users annotate resources with descriptive tags. Thus, tags are our best source to understand user interest and resource content. If we consider all the annotating tags of a user or annotated tags of a resource as a "document", then we can use the well studied statistical analysis tools, such as topics models [11, 12] , to gain a deeper insight into user interest and resource content. In this section, we will adapt the statistical modeling approach to the setting of social tagging.
1. The probabilistic generative model
For a given resource d , all the tags annotating it can be seen as an abstraction of its content made by all the users having annotated it. Analogously, all the tags a user has used to annotate resources well represent the user's interest. Thus, we can use the tagging scheme of users and resources to model their interest and content. In the following, we develop the user and resource model based on Latent Dirichlet Allocation (LDA) [12] . We detail the probabilistic generative model for resources. The model for users is defined in an analogous ways and does not require further explanations.
For a resource collection D consists of M resources. Each resource d is denoted by the set of its annotating tags, i.e. . Let K be a specified number of topics, V the size of the vocabulary, 
. The probability density of a K dimensional Dirichlet distribution parameterized by α is defined by We use variational Bayesian inference-based EM algorithm [12] to estimate parameters of the generative model. Letθ and p be the posterior estimation of θ and β , we have
2. Query model
In the following discussion, we assume that the tag vocabulary is used for querying. Obviously, this assumption places an excessive restriction on the query vocabulary. We believe the discussion under this assumption is reasonable, however, for two reasons. First, since the social tagging systems has gain a growing popularity in recent years, the extensive annotations make the tag vocabulary expanding dramatically [13] . Second, even if queries containing non-tag terms are issued, we can still resort to query transformation and refinement techniques to give proper results.
While querying for resources, we assume the users summarize an optimal target to form the query Q , which can be seen as the ideal words describing the target. The retrieval task is thus transformed into the problem of seeking a model that matches this optimal target best. We estimate the posterior probability ( | ) P d Q to find the best match. Assuming that the prior distribution ( ) P d is uniform, with Bayesian formula, we have
We only need to compute the query likelihood ( | ) P Q d to estimate the relevance between query and resource. Assuming that the query terms are independent with the given resource model, we have the Incorporating Relevance and Importance for Dynamic Ranking in Folksonomies Kaipeng Liu, Binxing Fang, Weizhe Zhang multinomial model
The simplest way of estimating ( | ) P t d is maximum likelihood estimation (MLE). Denoted by ( , ) c t d the number of times resource d being annotated by tag t , we have
Due to data sparsity, MLE will cause the problem such that ( | ) 0 P t d = , and hence we need to smooth the model. With the well-studies Jelinek-Mercer smoothing [14] , we have
where JM λ is the smoothing parameter independent of resource and ( | ) P t D is the language model of resource collection D , which can be estimated by MLE.
Xing Wei and W. Bruce Croft had pointed out that LDA-based document model can improve the retrieval performance [15] . We leverage the analogous method with them to model the resource as following,
where TM λ is a smoothing parameter. LDA ( | ) P t d and ML ( | ) P t d can be estimated with Eq. Error! Reference source not found. and Eq. Error! Reference source not found.. We can derive the query model ( | ) P Q u of user u in the same way with those for resources. For the experiment, we use the same parameter setting as [15] with JM 0.7 λ = and TM 0.5 λ = .
Mutual reinforcement model
In social tagging systems, annotations made by users can be seen as social votes on the resources' quality, since the user would choose to annotate, among other things, those resources they consider worthy to read. Thus, resources with high quality shall get more votes from users. On the other hand, users who annotate high quality resources can be considered as expert users due to their ability of discovering and identifying those high quality resources. This mutual reinforcement between users and resources can be leveraged to rank them by expertise and quality.
1. Modeling mutual reinforcement
As mentioned in Sec. 0, we model the mutual reinforcement relation between users and resources with a bipartite graph. Denote by 
2.Weighting mutual reinforcing relations
In social tagging systems, a user's votes on different kinds of resources should not be considered equally important. For example, a computer scientist's annotation on a webpage about programming language should be considered more important than another annotation he made on a music webpage. On the other hand, the reinforcement from resources to users is analogous to this. A resource should propagate more credit to the users who annotate it properly than those who do not uptake it well.
As mentioned in Sec. 
⋅ . There are several reasons for us to choose sliding ratio as the metric. First of all, a tag that is more conforming to the user's interest or the resource's content contributes more to the sliding ratio metric. Second, more annotating tags do not necessarily lead to a higher sliding ratio, since we do not want to overemphasize the number of tags used in a single annotation, which is usually a sign of spamming. Third, the sliding ratio is not sufficiently sensitive to the order of annotating tags, which is usually not very important. Last be not least, this metric is easy to implement and efficient to compute for large dataset.
Finally, we normalize 
Ricorank algorithm
As we model social annotations with a bipartite graph, we leverage both the structure and content of this graph to dynamically rank users and resources. We will first describe the algorithm in detail and then analyze its complexity and give clues on how to effectively implement the ranking algorithm.
1. Computation procedure
We first associate each user and resource with and initial score and then refine this score with the mutual reinforcing relations. For a given query Q , the query likelihood of resource d and user u can be estimated with ( | ) P Q d and ( | ) P Q u . We normalize the query likelihoods over all the resources and users to get the query dependent initial score d p and u q of resource d and user u ,
We use two parameters,
, to better tune the proportions of the mutual reinforcing relation while computing RicoRank scores. Combining both relevance and mutual reinforcement, we compute scores for user u and resource d with the following formula, ( 1) ( ) , ( 1) ( 1) ,
, s represents the scores of resource d and u at iteration i . We can also rewrite the formulas in equivalent matrix form as ( 1) ( )
(1 ) , 
. The computation procedure is illustrated in Figure  2 . For the experiment, we empirically set 0.6
(a) Score propagation from users to resources (b) Score propagation from resources to users Figure 2 . Illustration of RicoRank computation procedure: while propagating scores from users to resources, the mutual reinforcement, represented by UD W , is incorporated with the query relevance p ; while propagating scores in the opposite direction, an analogous method combining is used.
2. Algorithm complexity
The time complexity of the score computation procedure is ( ( In practice, the number of iterations is usually small (20 to 100). Thus, the computation time mainly depends on the number of users and resources. If there are strict constrains on the running time of the ranking algorithm, we can use the following method to get approximate results. We first select two threshold value, U N and D N , as the maximum number of users and resources that can fulfill the time constraint, and then execute the following steps, 
Experiments
In this section, we first describe the datasets used in the experiment briefly and then present the experimental results. We evaluate the proposed algorithm by comparing its performance with other state-of-the-art algorithms for both user expertise and resource quality ranking.
1. Datasets
We conduct experiments on the dataset collected from the Delicious social bookmarking website. We also use the dataset of Open Directory Project (http://dmoz.org/) for evaluating purpose.
1. 1. Delicious
We conduct experiments on a dataset collected a real-world system, Delicious, for online sharing bookmarks. Starting at Dec 2007, we have crawled thousands of webpages from Delicious and extracted post information including user, resource, post date and corresponding tags. Thus, this dataset can represent a major portion of annotating activities during a certain period of time.
The preparation of dataset was done according to the following steps. First, we normalized all the tags with Porter stemming algorithm to clean noise due to individual variations in vocabulary usage. To reduce the influence of idiosyncratic tags, we further preprocessed the raw data by filtering out the users annotating less than 20 times, the resources annotated less than 20 times and the tags used less than 20 times. There are 282,016 users, 90,790 resources, 32,615 tags and 30,902,845 annotations in the preprocessed dataset.
1. 2. Open directory project
The Open Directory Project (ODP) data is also used for the evaluation of both user expertise and resource quality ranking (see Sec. 0 and Sec. 0). ODP is a free, user-maintained hierarchical web directory. Each node in the ODP hierarchy has a category label (e.g., "Sports" or "Arts") and a set of associated URLs. We parse the ODP structure and content dump file and eliminate topics such as "Test", "Regional", etc. Finally, we get a dataset of 15 top level categories and 2,836,848 URLs in total.
We automatically extracted artificial queries and their corresponding ground truths from ODP data as follows. First, we preprocessed the ODP data by eliminating those categories containing no Delicious bookmarks. Then, we random selected certain numbers of categories in the hierarchy and identified the path of each selected category as query and its associated URLs as corresponding ground truth. For example, for the category "Top / Computers / Artificial_Intelligence / Machine_Learning" under the root "Top", a query of "computers artificial intelligence machine learning" will be extracted. Since there are some redundant terms in certain queries, we manually examined all the automatically extracted queries, and eliminated those redundant terms. We totally extracted 1000 queries with 8645 relevant documents. The average query length is 4.89.
2. User expertise ranking
The proposed RicoRank algorithm can be employed for both user expertise and resource quality ranking. We evaluate the performance of user expertise ranking in this subsection and leave resource quality ranking for the next subsection.
2. 1. Evaluation methodology
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Kaipeng Liu, Binxing Fang, Weizhe Zhang Assessing user expertise in social tagging systems is not a trivial task. Most current implementations simply rank users by the number of times a user use relevant tags to annotate resources. Such a method ignores the fact that quantity does not necessarily imply quality, giving spammers opportunities to promote their target webpages by posting them as much as possible [5, 7, 17] .
We compare the proposed RicoRank algorithm with the above frequency-based ranking method as baseline and another recently developed user expertise ranking algorithm, namely the SPEAR [10] algorithm (see Sec. 0).
Evaluating the performance of user expertise ranking algorithms is known difficult due to the lack of a proper ground truth. To overcome this problem, we adopt a similar strategy with that proposed in [10] . Base on the dataset described in Sec. 0, we generate simulated expert user profile which exhibit certain tagging behavior and inject such annotating data into the real-world data. In this way, we can build a synthetic ground truth since we already known how these simulated users should be ranked.
Specifically, for each query, we generate a certain number of simulated expert user profiles and inject them into the original dataset. We use the following parameters to control the simulated expert user generating process,
The number of resources in which a simulated expert user profile contains. An expert user should annotate a larger number of resources.  Q P : A parameter in [0,1] specifying the fraction of high quality resources a simulated expert user has annotated. The high quality resources are randomly selected from the ground truth of the given query and the other resources are randomly selected from all the resources in the original dataset. An expert user should have a higher resource quality preference.  T P : A parameter in [0,1] specifying the fraction of resources the simulated expert user has discovered. The time stamp of an annotation corresponding to the resource discovered by a simulated expert user is set to a fixed time earlier than any other annotations. Other time stamps are set to the median of all the relevant annotations. An expert user should have a higher resource freshness preference.
With this synthetic dataset, we are expecting that the simulated expert users are ranked relatively higher. The more simulated expert users appear in the top ranked list, the better performance a ranking algorithm has achieved. Figure 3 shows the percentage of simulated expert users in the top-ranked users returned by RicoRank, SPEAR and Baseline. From this figure we can see that, both RicoRank and SPEAR perform much better than Baseline. This indicates that, frequency-based ranking method cannot provide us with satisfying results.
2. 2. Experimental results
In Figure 3 Since SPEAR use annotating time to assign weight to mutual reinforcing relations, it is sensitive to the setting of T P . To test how much improvement SPEAR can achieve when T P is set to a larger value, we increase T P to 0.2 in Figure 3(b) . As we can see in this figure, RicoRank and Baseline are not affected since they do not take resource freshness into account. However, SPEAR has gained a great improvement with this parameter setting and outperforms RicoRank slightly. This indicates that, in a system where expert users do discover more resources and bring them to the attention of others, SPEAR can provide us good results due to its emphasis on the users' discovering ability.
We also increase Q P to 0.2 to see how well these algorithms perform when expert users annotate more resources than usual. Both RicoRank and SPEAR promote more simulated expert users to the top. RicoRank still performs better than SPEAR, however, the gap is decreased. The main reason for this performance convergence is that, as the number of resources a expert user annotates increases, it becomes easier and easier for a ranking algorithm to promote them to the top, no matter what information is being used. To gain a further insight into these ranking algorithms, we examine the behavior of them in detail by illustrating their ranking results of three selected queries in Figure 4 . We manually examined some top-ranked real-world users for all these algorithms, finding a significant portion of these users is very likely real-world experts in the corresponding domain. This indicates that, among the other things, these ranking algorithms do have the ability to identify real-world experts.
The first query, "programming javascript", is composed of two very popular tags in the dataset. From Figure 4 (a) we can see that, both RicoRank and SPEAR can return more simulated experts than real-world users in the top 100 users. However, the Baseline method is not able to give such results and fails to rank any of the simulated experts to top 5. Since the query terms are very popular, a large amount of relevant resources are retrieved, which may make it easier for the ranking algorithm to promote expert users. Thus, both RicoRank and SPEAR return very good results while the former performs slightly better than the latter.
The second and third query is not as popular as the first one in Delicious dataset. From Figure 4 (b)
Incorporating Relevance and Importance for Dynamic Ranking in Folksonomies Kaipeng Liu, Binxing Fang, Weizhe Zhang and Figure 4 (c) we can see that, RicoRank can gain a much better result than SPEAR. This behavior on unpopular tags indicates that, the ability of combining both relevance and importance effectively contributes to RicoRank's dynamic ranking performance.
3.Resource quality ranking
In this subsection, we evaluate the performance of RicoRank in terms of resource quality ranking. Since manually labeling relevant documents is a time-consuming work, we use the ODP-based query set described in Sec. 0 to evaluate resource query ranking results.
3. 1.Evaluation methodology
We use two well-known metrics, MAP (Mean Average Precision) and NDCG (Normalized Discounted Cumulative Gain), to compare performance of different algorithms. For a given query Q , we define a relevant indicator variable
MAP is defined as the mean of average precision (AP) over queries, where the average precision AP for a given query Q is defined as
where R N is the number of relevant documents and L N is the number of retrieved documents. We set 100 L N = in our experiment. NDCG is on basis of the idea of reducing the weights of relevant documents as their ranking decreases. For this reason, it is considered more suitable for Web search evaluation since retrieving more top-ranked documents is crucial for Web search applications. For a given query Q , the NDCG of the top-N retrieved documents is defined as 
where Q I is a query-dependent normalization constant to make a perfect ranking result achieve a NDCG value of 1.
We compare the proposed ranking algorithm with a baseline algorithm that use annotation frequency to rank resources and two other state-of-the-art algorithms, namely FolkRank [3] and SocialPageRank [4] . Both FolkRank and SocialPageRank are tripartite graph model based ranking algorithms that consider users, tags and resources to be equally important in the ranking procedure.
For FolkRank, we first initialize the preference vector p as a zero vector, and then assign a weight of 1 / Q to each q Q ∈ in p for a given query Q . We use the same parameter setting as [3] r for FolkRank with Eq. Error! Reference source not found., and then use Eq. Error! Reference source not found. to compute the query dependent ranking scores. For SocialPageRank, the original work uses a learning framework to combine multiple features together. To enable a fair comparison, we limit the feature set to those folksonomy-based measures, i.e. SocialSimRank [4] and SocialPageRank. Figure 5 (a) and Figure 5 (b) compare the performance of ranking algorithms measured by MAP and NDCG. From these results, we can see that all the ranking algorithms gain a better performance than the Baseline method. This indicates that, in social tagging systems, frequency based method cannot provides us with satisfying results.
3. 2. Experimental results
Comparing FolkRank and SocialPageRank, the latter one gains a better performance for both MAP and NDCG. SocialPageRank incorporates both relevance and importance by combining SocialSimRank and SocialPageRank. On the other hand, FolkRank uses a differential method which only involves mutual reinforcement among users, tags and resources. Thus, the more sophisticated relevance measure brings a better result for SocialPageRank. Comparing with FolkRank and SocialPageRank, the proposed RicoRank algorithm achieves a much better performance. The main difference between the former two algorithms and RicoRank is that, they are both based on the tripartite graph model of folksonomies, while RicoRank is based on the bipartite counterpart. As mentioned in Sec. 0, the tripartite graph model considers all users, tags and resource equally important while computing ranking score. However, tags are only descriptive metadata assigned to resources by users; they themselves should not contribute directly to the expertise and quality assessment of users and resources. Moreover, since it is easy for a malicious user to assign popular tags to their target spam resources, FolkRank and SocialPageRank are more sensitive to spam annotations. The dataset used in our experiment is collected from a real-world system and a significant portion of the data is in fact generated by spam posters in the system. This greatly influences the performance of FolkRank and SocialPageRank.
On the contrary, the RicoRank algorithm only considers the mutual reinforcement between users and resources. The tagging information is used to model user interest and resource content. This model provides us the opportunity to effective combine the query relevance and mutual reinforcement together. By modeling users and resources with probabilistic generative models, the implicit relations among tags is leveraged to derive the query relevance. On the other hand, the importance of users and resources is effective modeled by the weighted mutual reinforce relations. All these factors contribute greatly to the performance of RicoRank.
Conclusion
We propose the RicoRank algorithm for dynamic user expertise and resource quality ranking in social tagging systems. We also study the performance of the proposed algorithm by conducting experiments on a dataset collected from a real-world system. The experimental results have shown that, comparing with other state-of-the-art algorithms, the proposed RicoRank algorithm can perform very well in both user expertise and resource quality ranking.
Traditional tripartite graph model of social annotations overemphasizes the importance of tags in the ranking procedure. In this paper, instead of modeling social annotations as the intuitive tripartite graph, we adopt the bipartite graph model by depressing the tag part. The tags' semantic value is harnessed by user and resource modeling and mutual reinforcing relation weighting. The query relevance and mutual reinforcement are effectively combined by leveraging both the content and structure of the bipartite graph to compute ranking scores for users and resources.
We believe that this work has contributed a general algorithm framework for dynamic ranking in folksonomies. By adapting the specific steps such as i) user and resource modeling, ii) query relevance derivation and iii) mutual reinforcing relation weighting to the specific setting, the overall algorithm can be easily adapted and applied to any social tagging systems.
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