Along with the explosive growth of the Internet, comes the proliferation of pornography. Compared with the pornographic texts and images, blue movies can do much harm to children, due to the greater realism and voyeurism of blue movies. In this paper, a framework for recognizing blue movies by fusing the audio and video information is described. A one-class Gaussian mixture model (GMM) is used to recognize porno-sounds. A generalized contourbased pornographic image recognition algorithm is used to detect pornographic image frames of a video shot. Then a fusion algorithm based on the Bayes theory is employed to combine the recognition results from audio and video. Experimental results demonstrate that our framework which exploits both audio and video modalities is more robust and achieves better performance than one which uses either one alone.
INTRODUCTION
In the last few years, the explosive growth of the Internet, World Wide Web, is reshaping the nature and environment of pornography at an accelerated pace. The Internet offers nearly free access to pornography uninhibited by previous barriers of time and space. Pornography has attracted users on line and it has given many people a reason to spend time surfing the Internet [1] . In recent years a substantial literature on web pornography filtering has developed. Approaches mainly focus on detecting pornographic texts and images [2] [3] [4] [5] . Compared with the pornographic texts and images, blue movies can do much harm to children, due to the greater realism and voyeurism of blue movies. However, little work has been done to recognize blue movies on the web. Technologies to recognize and block blue movies should be fully developed.
In movies, the image frames and the audio waveform are closely related and provide the same kind of information. Though using audio or video recognition system respectively may provide the expected classification result, it is prone to failure for each of them. The result depends on not only the goodness of the classifiers but also the characteristics of the scene such as the video illumination and audio noise. The more reliable approach is to construct a framework that can fuse the available information in audio tracks and video frames of a movie. Because audio analysis usually needs less computation time than video analysis, we scan audio tracks first. We extract the desired audio features from a short (1-5 seconds) window, and a likelihood value is computed by the audio classifier. If the likelihood value is greater than 0.5, this window is marked as "porno". The window goes forward with 50% overlap. A series of continuous porno windows form a porno audio segment. When a porno audio segment is detected, the corresponding video shot is derived. The contour-based features are extracted to recognize pornographic image frames of the video shot. The results of the audio classifier and the video classifier are incorporated into our fusion engine. The algorithm stops, if the movie is classified as a blue one, and otherwise the process repeats until the end of the movie. If no porno audio segment is detected, the video classifier is used alone.
The remainder of this paper is organized as follows: Section 2, 3 introduce the porno-sounds recognition algorithm and the pornographic image frames recognition algorithm respectively. Section 4 describes the fusion algorithm. Section 5 demonstrates experimental results. Section 6 summarizes this paper.
PORNO-SOUNDS RECOGNITION
In blue movies, the audio and video signals are closely related. The specific sounds in a blue movie are often the women moan or scream(we call them porno-sounds in this paper).
Audio Feature Extraction
One of the most popular set of features used to parameterize the waveform is the Mel-Frequency Cepstral Coefficients (MFCC). MFCC is a sub-band energy feature in mel-scale, which gives a more accurate simulation of human auditory system. This parameterization has been demonstrated to provide good representations of a speech signal allowing for better discrimination than temporal or frequency based features alone [6] . In our framework, the audio waveform is transformed into a sequence of 13-dimensional feature vectors (12 MFCC coefficients plus the energy term). Each sound consists of a mass of points in MFCC feature space, and for the sake of simpleness and computational cost, each sound here is represented by the mean of the sequence of MFCC vectors, and thus each sound is reduced to a single point in MFCC feature space.
Audio Classification
To be able to recognize porno-sounds, a one-class Gaussian mixture model (GMM) is built. The reason to choose oneclass classifier is that only one of the classes, the pornosound class, can be sampled well while the other class, the normal sound class, is difficult to collect, because the normal sounds are so abundant that a good sampling of them is not possible. In one-class classification we are always dealing with a two-class classification problem, where each of the two classes has a special meaning. The two classes are called the target and the outlier class respectively [7] . In this case, the porno-sounds are the targets, and the normal sounds are outliers. The target class is modeled as a Gaussian mixture distribution:
(2) where m is the number of mixture components, p k is the norm distribution density with the mean vector k and covariance matrix k , k is the weight of k-th mixture, d is the vector dimension. An appropriate value for the number of mixtures m can be determined by the experimental results which the best performance reaches. The expectationmaximization (EM) algorithm [8] Thus the points in the feature space are mapped into an interval (0, 1]. The points near the means of GMM have high values, and those far from the means of GMM have low values, and when a point is located on the class boundary the likelihood value has the output 0.5. This likelihood is essentially equivalent to the log-likelihood but is fast and convenient to compute. Figure 2 shows our training set and the likelihood value regions generated by the GMM trained on the 592 porno-sounds of different mixture numbers. For illustration, only the fist two features (the energy term and first MFCC coefficient) are used.
PORNOGRAPHIC IMAGE FRAMES RECOGNITION
To recognize pornographic image frames of a video shot, the contour-based pornographic image recognition algorithm [4] (our previous work) is used, and is extended to produce a generalized version in this work. In our previous algorithm, the image plane is partitioned into 4×4 rectangular blocks. In this generalized algorithm, the image plane can be partitioned into any number of rectangular blocks. The algorithm uses effective human shape constraints to distinguish pornographic image frames from normal image frames rich in skin colors. Figure 3a . Second, the initial closed curve C 0 and the skin edges outside curve C 0 are merged to form a middle stage curve C m , as shown in Figure 3b . Third, all the nonskin pixels on curve C m are adjusted to the near skin edges and the refined curve C is obtained, as shown in Figure 3c . At the final stage, the midline of refined curve C and nonskin regions within curve C are detected, as shown in Figure  3d . See [4] for more details. The image features are then extracted from the derived contour, and a nearest-center classifier is employed to distinguish pornographic image frames from normal image frames.
FUSION OF AUDIO AND VIDEO
In this section, our fusion method is described for fusing the information obtained from image frames and the information obtained from audio tracks. In blue movies, the image frames and the audio waveform are closely related and provide the same theme -obscenity. Based on this observation, we assume the following priori knowledge:
Almost all image frames in a video shot are pornographic in a blue movie or normal in a normal movie.
The information in audio tracks provides prior knowledge of image frames. Then, the problem of classifying a video shot becomes a problem of classifying a set of image frames, where the result of classifying audio tracks in a movie is used as the prior knowledge. We define two statistical features of the image frame classifier: the probability p 1 that a normal image frame is mistakenly classified as a pornographic one, and the probability p 2 that a pornographic image frame is mistakenly classified as a normal one. The probabilities p 1 and p 2 can be estimated statistically by counting the number of image frames mistakenly classified by the pornographic image recognition algorithm in a large set of known image frames. Suppose that there are N image frames in a video shot and the result of our image frame classifier is that N 1 image frames are classified as pornographic and N 2 ones as normal (N 2 =N-N 1 ) . Let r = ( N 1 pornographic image frames, N 2 normal image frames). Let S represent the event that all the N image frames are pornographic and S the event that all the N image frames are normal. Then, the equations below are obtained:
where >0 is a small enough number. To avoid the error of dividing by zero, the log version of equation (9) is used.
If F 0, the movie is classified as a blue one.
EXPERIMENTAL RESULTS

Porno-Sounds Recognition
To evaluate the performance of our one-class GMM pornosounds recognition algorithm, 1,412 sounds were manually collected and labeled, including 592 porno-sounds as the training set, and 820 sounds (including 268 porno-sounds and 552 normal sounds) as the test set. A wide variety of normal sounds are represented from animals, birds, nature, musical instruments, speech, vehicles, sports and recreation. The sounds vary in duration from less than a second to about 10 seconds. All audio streams are in the 22,050 Hz, 16-bit and mono channel format, and are divided into frames of 16 ms with 50% overlap for feature extraction. Table 1 shows the performance of our one-class GMM porno-sounds recognition algorithm with different number of mixture components. It can be seen that when the number of mixture components m is set to 16, the algorithm reaches the best performance.
Pornographic Image Frames Recognition
To evaluate the performance of our generalized contourbased pornographic image recognition algorithm, 53,554 pornographic image frames and 83,548 normal image frames were manually extracted and labeled from a set of movies. The results are presented in table2. The error rates are relatively high compared with the results of [4] because of the lower image quality and the more complexity of video scene than web images. The probabilities p 1 and p 2 introduced in Section 4 are estimated to be 0.150 and 0.133 respectively.
The Fusion of Audio and Video
To evaluate the performance of our framework, 352 blue movies and 537 normal movies were downloaded from the Internet. Comparison experimental results of using different modalities to recognize blue movies on the same data set are shown in Table 3 .
When using audio modality alone, we count the number of porno audio segments detected by our one-class GMM porno-sounds recognition algorithm in audio tracks, and if a sufficient number of porno audio segments are detected, the movie is labeled as blue. Similarly, when using video modality alone, we count the number of detected pornographic image frames and if the number of pornographic image frames exceeds a threshold, the movie is labeled as blue. The experimental results show that our fusion method which exploits both audio and video modalities has 8.9% -12.8% improvements on the F 1 measure than using the audio or video modality alone. 
CONCLUSIONS
In this paper, we propose a framework which exploits both audio and video modalities to recognize blue movies. Experimental results demonstrate that our framework is more robust and effective than one which uses either modality alone. Each modality may compensate for weaknesses of the other one.
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