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In a half space, we consider the asymptotic behavior of the
strong solution for the non-stationary Navier–Stokes equations.
In particular, the decay rates of the second order derivatives of
the Navier–Stokes ﬂows in Lr(Rn+) (n  2) with 1  r ∞ are
derived by using Lq − Lr estimates and a clever analysis on the
fractional powers of the Stokes operator. In addition, we prove that
the strong solution and its ﬁrst and second derivatives decay in
time more rapidly than observed in general if the initial datum lies
in a suitable weighted space.
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1. Introduction and main results
We consider the asymptotic behavior of non-stationary Navier–Stokes equations in the half space:
⎧⎪⎪⎨
⎪⎪⎩
∂tu − u + (u · ∇)u + ∇p = 0 in Rn+ × (0,∞),
∇ · u = 0 in Rn+ × (0,∞),
u(x, t) = 0 on ∂Rn+ × (0,∞),
u(x,0) = a in Rn+,
(1.1)
where n  2, and Rn+ = {x = (x′, xn) ∈ Rn | xn > 0} is the upper-half space of Rn; u = u(x, t) =
(u1(x, t),u2(x, t), . . . ,un(x, t)) and p = p(x, t) denote unknown velocity vector and the pressure, re-
spectively, while u(x,0) = a(x) is a given initial velocity vector ﬁeld.
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u ∈ L∞(0,∞; L2σ (Rn+))with ∇u ∈ L2(0,∞; L2(Rn+)) satisﬁes
−
∞∫
0
∫
R
n+
u∂tφ dxdt +
∞∫
0
∫
R
n+
∇u · ∇φ dxdt +
∞∫
0
∫
R
n+
u · ∇u · φ dxdt =
∫
R
n+
aφ(0)dx
for all φ ∈ C∞0
([0,∞);C∞0,σ (Rn+)),
where a ∈ L2σ (Rn+). Moreover, the energy inequality holds for almost all t ∈ [0,∞):
∥∥u(t)∥∥2L2(Rn+) + 2
t∫
0
∥∥∇u(s)∥∥2L2(Rn+) ds ‖a‖2L2(Rn+).
In order to obtain the estimates of solutions of (1.1), it is necessary to consider the estimates of
solutions for the Stokes equations:
⎧⎪⎪⎨
⎪⎪⎩
∂tu − u + ∇p = 0 in Rn+ × (0,∞),
∇ · u = 0 in Rn+ × (0,∞),
u(x, t) = 0 on ∂Rn+ × (0,∞),
u(x,0) = a in Rn+.
In the whole space Rn , the Stokes ﬂow u behaves just like that of the heat equation with initial
data a. Moreover, for all 1 q ∞, ‖∇u(t)‖Lq(Rn)  Ct− 12 ‖a‖Lq(Rn) , which is valid for the half space
R
n+ with 1 < q < ∞ (see [21]). Giga, Matsui and Shimizu [11] showed the decay rate for the ﬁrst
derivatives of the Stokes ﬂow u in L1(Rn+). That is,
∥∥∇u(t)∥∥L1(Rn+)  Ct− 12 ‖a‖L1(Rn+). (1.2)
Subsequently, Shimizu [20] obtained similar result in L∞(Rn+). That is,
∥∥∇u(t)∥∥L∞(Rn+)  Ct− 12 ‖a‖L∞(Rn+). (1.3)
For the Stokes ﬂow u with the initial data a, we don’t expect ‖u(t)‖L1(Rn+)  C‖a‖L1(Rn+) , which holds
in the whole space. In fact, Desch, Hieber and Pruss [8] found a counterexample: there exists a func-
tion a ∈ L1σ (Rn+), such that the corresponding Stokes ﬂow u does not belong to L1(Rn+).
There is a great literature on the decay rates for the Navier–Stokes ﬂows of (1.1). Brandolese [6],
Fujigaki and Miyakawa [9], Schonbek [18,19] considered the decay rates of solutions of (1.1) on the
whole space Rn . Bae and Choe [1], Borchers and Miyakawa [7], Fujigaki and Miyakawa [10], Kozono
[15] studied asymptotic behavior of weak and strong solutions for (1.1) in Lq(Rn+) with 1 < q < ∞.
For the exterior domains, see [2–5,13,14,16,17] for examples and the references therein.
To our knowledge, few results are available on the ﬁrst and second derivatives of solutions to (1.1)
in L1(Rn+). In fact, the presence of the boundary causes several diﬃculties in dealing with (1.1) in
L1(Rn+). As in the Stokes’ case, we also don’t expect that weak or strong solutions of (1.1) belong to
L1(Rn+). To solve (1.1), we usually invoke the projection P onto the solenoidal vector ﬁelds to elimi-
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u(t) = e−t Aa −
t∫
0
e−(t−s)A Pu(s) · ∇u(s)ds.
Let A denote the Stokes operator −P in Rn+ . In the case of the Cauchy problem, the projection P
commutes with the Laplacian ; so the semigroup {e−t A}t0 is essentially equal to the heat semi-
group {et}t0, which is bounded on the L1 space of solenoidal ﬁelds. Moreover, P can be written in
terms of the Riesz transforms, and so one can avoid the use of L1(Rn) by employing the Hardy space
H(Rn) in which P is bounded. However, all of these techniques are not applicable to problem (1.1) on
the half spaces Rn+ , because the projection operator P : Lr(Rn+) → Lrσ (Rn+) is unbounded for r = 1,∞,
which results in many diﬃculties in dealing with (1.1). In this paper, we consider the decay rates of
‖∇ku(t)‖Lr(Rn+) (k = 0,1,2) with 1 r ∞, where u is the strong solution of (1.1).
Theorem 1.1. Let a ∈ L1(Rn+) ∩ Lrσ (Rn+) (n  2) for all 1 < r < ∞. There exists a number η0 > 0 such that
if ‖a‖Ln(Rn+)  η0 (small condition is unnecessary if n = 2), then problem (1.1) possesses a unique strong
solution u, which satisﬁes for any t > 0
∥∥u(t)∥∥Lr(Rn+)  C(1+ t)− n2 (1− 1r ), 1< r < +∞,∥∥u(t)∥∥L∞(Rn+)  Ct− n2 (1+ t− n−12 ),∥∥∇u(t)∥∥Lr(Rn+)  Ct− 12− n2 (1− 1r ), 1< r < +∞,∥∥∇u(t)∥∥L∞(Rn+)  Ct− 12− n2 (1+ t− n−12 ),
∥∥∇u(t)∥∥L1(Rn+) 
{
Ct− 12 (1+ t−1 + log(1+ t)) if n = 2,
Ct− 12 (1+ t− n−22 + t− n2 ) if n 3,∥∥∇2u(t)∥∥Lr(Rn+) + ∥∥Au(t)∥∥Lr(Rn+) + ∥∥∂tu(t)∥∥Lr(Rn+) + ∥∥∇p(t)∥∥Lr(Rn+)
 Ct−1− n2 (1− 1r )
(
1+ t− n−12 + t1−n), 1< r < ∞,
∥∥∇2u(t)∥∥L1(Rn+) 
{
Ct− 12 (1+ t− 12 + t− 12 log(1+ t) + t−1 + t−2 + t−3 + t−4) if n = 2,
Ct−1(1+ t− n−32 + t− n−12 + t− n+12 + t− 3n−12 + t− 5n−32 ) if n 3,
∥∥∇2u(t)∥∥L∞(Rn+) 
{
Ct− 32 (1+ t− 12 log(1+ t) + t− 12 + t− 32 + t−2 + t− 52 ) if n = 2,
Ct−1− n2 (1+ t− n−32 + t− n2 + t−n+ 12 + t− 3n2 +1) if n 3.
Remark. To our knowledge, the decay estimates ‖u(t)‖Lr(Rn+) with 1< r ∞ and ‖∇u(t)‖Lr (Rn+) with
1 r ∞ are new and unknown before. In particular, it is the ﬁrst time for us to obtain the decay
rates of ‖∇2u(t)‖Lr (Rn+) with 1  r ∞, which seems impossible to be obtained by means of the
methods employed in [10,12].
Corollary 1.2. Suppose that a ∈ Lrσ (Rn+) (n 2) for all 1< r < ∞ satisﬁes∫
R
n
(1+ yn)
∣∣a(y)∣∣dy < ∞.+
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∥∥∇2u(t)∥∥Lr(Rn+) + ∥∥Au(t)∥∥Lr(Rn+) + ∥∥∂tu(t)∥∥Lr(Rn+) + ∥∥∇p(t)∥∥Lr(Rn+)
 Ct− 32− n2 (1− 1r )
(
1+ t− n2 + t−n), 1< r < ∞, (1.4)
∥∥∇2u(t)∥∥L1(Rn+)  Ct−1(1+ t− n−12 + t− n+12 + t− n+22 + t− n+32 + t− 3n+32 + t− 5n+32 ), (1.5)∥∥∇2u(t)∥∥L∞(Rn+)  Ct− n+32 (1+ t− n−22 + t− n2 + t− n+12 + t− 2n+12 + t− 3n+12 ). (1.6)
Remark. Compared to Theorem 1.1, under the addition assumption on the initial datum a:
∫
R
n+ (1 +
yn)|a(y)|dy < ∞, the decay rates of the second derivatives for the strong solution u become faster
in Lr(Rn+) (n 2) with 1< r ∞, and in L1(R2+), respectively. Furthermore, it should be pointed out
that the faster decay rates of ‖∇ku(t)‖Lr (Rn+) (k = 0,1) are obtained by Fujigaki and Miyakawa [10] for
1< r < ∞, and by Han [12] for (r,k) = (1,1), (∞,0), (∞,1), respectively.
To conclude this introduction, we explain some notations used in what follows: Let C∞0,σ (Rn+)
denote the set of all C∞ real vector-valued functions φ = (φ1, φ2, . . . , φn) with compact support in
R
n+ , such that ∇ · φ = 0 in Rn+ . Lqσ (Rn+) (1 < q < ∞) is the closure of C∞0,σ (Rn+) with respect to
‖ · ‖Lq(Rn+) , where Lq(Rn+) represents the usual Lebesgue space of vector-valued functions. In addition,
the norm of L∞(Rn+) is denoted by ‖u‖L∞(Rn+) = ess supx∈Rn+ |u(x)|. By symbol C , we denote a generic
constant whose value may change from line to line.
2. Decay rates for the strong solution of problem (1.1)
The ﬁrst result is known and found in [10].
Lemma 2.1. For any a ∈ Lqσ (Rn+),
∥∥∇ke−t Aa∥∥Lr(Rn+)  Ct− k2− n2 ( 1q − 1r )‖a‖Lq(Rn+)
with k = 0,1, . . . , provided that 1 q < r ∞ or 1< q r < ∞.
Lemma 2.2. Let a ∈ L1(Rn+) ∩ Lrσ (Rn+) for all 1 < r < ∞, and let u be the strong solution of (1.1). Then for
any t > 0
∥∥u(t)∥∥Lr(Rn+)  C(1+ t)− n2 (1− 1r ), 1< r < +∞,∥∥u(t)∥∥L∞(Rn+)  Ct− n2 (1+ t− n−12 ),∥∥∇u(t)∥∥Lr(Rn+)  Ct− 12− n2 (1− 1r ), 1< r < +∞,∥∥∇u(t)∥∥L∞(Rn+)  Ct− 12− n2 (1+ t− n−12 ),
∥∥∇u(t)∥∥L1(Rn+) 
{
Ct− 12 (1+ t−1 + log(1+ t)) if n = 2,
Ct− 12 (1+ t− n−22 + t− n2 ) if n 3.
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following result on the corresponding strong solution u of (1.1):
∥∥u(t)∥∥Lr(Rn+)  C(1+ t)− n2 ( 1q − 1r ), ∥∥∇u(t)∥∥Lr(Rn+)  Ct− 12− n2 ( 1q − 1r ), ∀t > 0, (2.1)
where 1< q r < ∞, 1< q 2. Obviously, Lemma 2.2 improves the known results (2.1).
Proof. We write the strong solution u of (1.1) as follows:
u(t) = e−t Aa −
t∫
0
e−(t−s)A Pu(s) · ∇u(s)ds
= e−t Aa −
t∫
0
A
1
2 e−(t−s)A A−
1
2 P div(u ⊗ u)(s)ds.
The following L2-decay rate has been obtained for the weak solution of (1.1) in [7], which of course
holds for the strong solution u of (1.1):
∥∥u(t)∥∥L2(Rn+)  C(1+ t)− n4 , ∀t > 0. (2.2)
Case 1. 1< r < nn−1 , n 2. It follows from Lemma 2.1 that for every ϕ ∈ C∞0,σ (Rn+), and any t > 0
∣∣∣∣∣
t∫
0
〈
e−(t−s)A Pu(s) · ∇u(s),ϕ〉ds
∣∣∣∣∣
t∫
0
∣∣〈u(s) ⊗ u(s),∇e−(t−s)Aϕ〉∣∣ds

t∫
0
∥∥∇e−(t−s)Aϕ∥∥L∞(Rn+)∥∥u(s) ⊗ u(s)∥∥L1(Rn+) ds
 C
t∫
0
(t − s)− 12− n2 (1− 1r )∥∥u(s)∥∥2L2(Rn+) ds‖ϕ‖L rr−1 (Rn+),
which implies that for any t > 0
∥∥∥∥∥
t∫
0
e−(t−s)A Pu(s) · ∇u(s)ds
∥∥∥∥∥
Lr(Rn+)
 C
t∫
0
(t − s)− 12− n2 (1− 1r )∥∥u(s)∥∥2L2(Rn+) ds.
Therefore, from (2.2) and Lemma 2.1, one has for all 1< r < nn−1 , n 2, and any t > 0
∥∥u(t)∥∥Lr(Rn+)  Ct− n2 (1− 1r )‖a‖L1(Rn+) + C
t∫
(t − s)− 12− n2 (1− 1r )∥∥u(s)∥∥2L2(Rn+) ds0
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( t2∫
0
+
t∫
t
2
)
(t − s)− 12− n2 (1− 1r )(1+ s)− n2 ds

{
Ct−1+ 1r (1+ t− 12 + t− 12 log(1+ t)) if n = 2,
Ct− n2 (1− 1r )(1+ t− 12 + t− n−12 ) if n 3.
(2.3)
Case 2. nn−1  r < 2. In this case, the dimension n  3. Let 1 < r1 <
n
n−1 . From (2.2), (2.3) and the
interpolation inequality, we have for any t > 0
∥∥u(t)∥∥Lr(Rn+)  ∥∥u(t)∥∥θLr1 (Rn+)∥∥u(t)∥∥1−θL2(Rn+)  Ct− n2 (1− 1r )(1+ t− (n−1)θ2 + t− θ2 ), (2.4)
where θ ∈ (0,1).
Since a ∈ L1(Rn+)∩ Lrσ (Rn+) for all 1< r < ∞, and u is the strong solution of (1.1). From (2.2)–(2.4),
we conclude that for any 1< r  2, and t > 0
∥∥u(t)∥∥Lr(Rn+)  C(1+ t)− n2 (1− 1r ). (2.5)
Case 3. 2< r < ∞, n 2. It follows from (2.5) and Lemma 2.1 that for any t > 0
∥∥∥∥∇ke− t2 Au
(
t
2
)∥∥∥∥
Lr(Rn+)
 Ct−
k
2− n2 ( 1q − 1r )
∥∥∥∥u
(
t
2
)∥∥∥∥
Lq(Rn+)
(taking 1< q < 2)
 Ct−
k
2− n2 ( 1q − 1r )(1+ t)− n2 (1− 1q )
 Ct− k2− n2 (1− 1r ), k = 0,1. (2.6)
Furthermore, from (2.1), one has for any t > 0
∥∥∥∥∥
t∫
t
2
e−(t−s)A Pu(s) · ∇u(s)ds
∥∥∥∥∥
Lr(Rn+)
=
∥∥∥∥∥
t∫
t
2
A
1
2 e−(t−s)A A−
1
2 P div(u ⊗ u)(s)ds
∥∥∥∥∥
Lr(Rn+)
 C
t∫
t
2
(t − s)− 12 ∥∥u(s)∥∥2L2r(Rn+) ds
 C
t∫
t
2
(t − s)− 12 (1+ s)−n( 1q − 12r ) ds
 C(1+ t) n+12 − nq − n2 (1− 1r )
(
choosing 1< q 2n
n + 1 < 2
)
 C(1+ t)− n2 (1− 1r ), (2.7)
and
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t∫
t
2
A
1
2 e−(t−s)A Pu(s) · ∇u(s)ds
∥∥∥∥∥
Lr(Rn+)
 C
t∫
t
2
(t − s)− 12 ∥∥u(s)∥∥L2r(Rn+)∥∥∇u(s)∥∥L2r(Rn+) ds
 C
t∫
t
2
(t − s)− 12 s− 12−n( 1q − 12r ) ds
 Ct
n+1
2 − nq − 12− n2 (1− 1r )
(
choosing 1< q = 2n
n + 1 < 2
)
= Ct− 12− n2 (1− 1r ). (2.8)
From (2.6)–(2.8), we obtain for all 2< r < ∞, n 2, and any t > 0
∥∥u(t)∥∥Lr(Rn+)  C(1+ t)− n2 (1− 1r ), (2.9)
and
∥∥∇u(t)∥∥Lr(Rn+)  Ct− 12− n2 (1− 1r ). (2.10)
Now we show (2.10) holds for any 1 < r  2. Let t  1, since 2r > 2, using (2.9), (2.10), and
Lemma 2.1, one has
∥∥∥∥∥
t∫
t
2
A
1
2 e−(t−s)A Pu(s) · ∇u(s)ds
∥∥∥∥∥
Lr(Rn+)
 C
t∫
t
2
(t − s)− 12 ∥∥u(s)∥∥L2r(Rn+)∥∥∇u(s)∥∥L2r(Rn+) ds
 C
t∫
t
2
(t − s)− 12 s− 12−n(1− 12r ) ds
 Ct− n2− n2 (1− 1r )
 Ct− 12− n2 (1− 1r ). (2.11)
Let 0< t < 1, and take q = r in (2.1). We have
∥∥∇u(t)∥∥Lr(Rn+)  Ct− 12 = Ct n2 (1− 1r ) × t− 12− n2 (1− 1r )  Ct− 12− n2 (1− 1r ). (2.12)
From (2.6), (2.10)–(2.12), we obtain for any t > 0
∥∥∇u(t)∥∥Lr(Rn+)  Ct− 12− n2 (1− 1r ) for all 1< r < ∞. (2.13)
Case 4. r = 1, n 2. In this case, the projection operator P : L1(Rn+) → L1σ (Rn+) is unbounded, and we
need some known results listed below, which can be found in [12].
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{−g = f in Rn+,
∂ν g|∂Rn+ = 0.
Then (see [12])
P (u · ∇u) = u · ∇u +
n∑
i, j=1
∇N ∂i∂ j(uiu j) for any u ∈ C∞0,σ
(
R
n+
)
. (2.14)
Moreover, for any 1 k n,
∑n
i, j=1 ∂kN ∂i∂ j(uiu j) ∈ L1(Rn+) and
∥∥∥∥∥
n∑
i, j=1
∂kN ∂i∂ j(uiu j)
∥∥∥∥∥
L1(Rn+)
 C
(‖u‖2L2(Rn+) + ‖∇u‖2L2(Rn+)). (2.15)
Therefore, from (1.2), (2.2) and (2.13)–(2.15), we obtain for any t > 0
∥∥∇u(t)∥∥L1(Rn+)  ∥∥∇e−t Aa∥∥L1(Rn+) +
t∫
0
∥∥∇e−(t−s)A P (u · ∇u)∥∥L1(Rn+) ds
 Ct− 12 ‖a‖L1(Rn+)
+ C
t∫
0
(t − s)− 12
(
‖u · ∇u‖L1(Rn+) +
∥∥∥∥∥
n∑
i, j=1
∇N ∂i∂ j(uiu j)
∥∥∥∥∥
L1(Rn+)
)
ds
 Ct− 12 + C
t∫
0
(t − s)− 12 (∥∥u(s)∥∥2L2(Rn+) + ∥∥∇u(s)∥∥2L2(Rn+))ds
 Ct− 12 + Ct− 12
t
2∫
0
(1+ s)− n2 ds + C
t∫
t
2
(t − s)− 12 (1+ s)− n2 ds
+ Ct− 12
t
2∫
0
∥∥∇u(s)∥∥2L2(Rn+) ds + C
t∫
t
2
(t − s)− 12 s−1− n2 ds
 Ct− 12
(
1+ t− n−22 + t− n2 + L(t)),
where
L(t) =
{
log(1+ t) if n = 2,
1 if n 3.
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∥∥∇ku(t)∥∥L∞(Rn+) 
∥∥∥∥∇ke− t2 Au
(
t
2
)∥∥∥∥
L∞(Rn+)
+
t∫
t
2
∥∥∇ke−(t−s)A P (u · ∇u)∥∥L∞(Rn+) ds
 Ct− k2− n4
∥∥∥∥u
(
t
2
)∥∥∥∥
L2(Rn+)
+ C
t∫
t
2
(t − s)− k2− n2r ∥∥P (u · ∇u)∥∥Lr(Rn+) ds
 Ct− k2− n4 (1+ t)− n2 (1− 12 )
+ C
t∫
t
2
(t − s)− k2− n2r ∥∥u(s)∥∥Lr1 (Rn+)∥∥∇u(s)∥∥Lr2 (Rn+) ds
 Ct− n+k2 + C
t∫
t
2
(t − s)− k2− n2r (1+ s)− n2 (1− 1r1 )s− 12− n2 (1− 1r2 ) ds
 Ct− n+k2 + C(1+ t)− n2 (1− 1r1 )t− 12− n2 (1− 1r2 )
t∫
t
2
(t − s)− k2− n2r ds
 C
(
t−
n+k
2 + t− 2n+k−12 ) for all t > 0,
where 1r = 1r1 + 1r2 , r1, r2 ∈ (1,∞), and 1− k2 − n2r > 0 for k = 0,1. 
Set
F (t) f (x) =
∫
R
n+
(
Γ
(
x′ − y′, xn − yn, t
)+ Γ (x′ − y′, xn + yn, t)) f (y)dy,
where Γ (x, t) = (4πt)− n2 e− |x|
2
4t is the Gauss kernel. Then (see [12])
N =
∞∫
0
F (τ )dτ , where the operator N is from (2.14).
In order to obtain the L1-decay rates of the second order derivatives of the strong solution u of
(1.1), we need the following estimates.
Lemma 2.3. Let u ∈ C∞0,σ (Rn+). Then for all 1 k,m n,
∥∥∥∥∥
n∑
i, j=1
∂k∂mN ∂i∂ j(uiu j)
∥∥∥∥∥
Lq(Rn+)
 C
(‖u‖2L2q(Rn+) + ‖∇u‖Lq1 (Rn+)∥∥∇2u∥∥Lq2 (Rn+)),
where 1 q∞, 1q = 1q + 1q , 1 q1,q2 ∞.1 2
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∑n
i, j=1 ∂k∂mN ∂i∂ j(uiu j) ∈ L1(Rn+) and
∥∥∥∥∥
n∑
i, j=1
∂k∂mN ∂i∂ j(uiu j)
∥∥∥∥∥
L1(Rn+)
 C
(‖u‖2L2(Rn+) + ‖∇u‖2L2(Rn+) + ∥∥∇2u∥∥2L2(Rn+)).
Proof. Let 1q = 1q1 + 1q2 , 1 q,q1,q2 ∞, and u ∈ C∞0,σ (Rn+). Then for all 1 k,m n, and any t > 0,
∥∥∥∥∥
n∑
i, j=1
∂k∂mN ∂i∂ j(uiu j)
∥∥∥∥∥
Lq(Rn+)
=
∥∥∥∥∥
n∑
i, j=1
∂k∂m
∞∫
0
F (τ )∂i∂ j(uiu j)dτ
∥∥∥∥∥
Lq(Rn+)
=
∥∥∥∥∥
n∑
i, j=1
∂k∂m
( 1∫
0
+
∞∫
1
)
Γ (·, τ ) ∗ [∂i∂ j(uiu j)]∗ dτ
∥∥∥∥∥
Lq(Rn)

∥∥∥∥∥
n∑
i, j=1
∂k
1∫
0
Γ (·, τ ) ∗ [∂m(∂i∂ j(uiu j))∗]dτ
∥∥∥∥∥
Lq(Rn)
+
∥∥∥∥∥
n∑
i, j=1
∂i∂ j∂k∂m
∞∫
1
Γ (·, τ ) ∗ wij dτ
∥∥∥∥∥
Lq(Rn)
 C
1∫
0
∥∥∂kΓ (·, τ )∥∥L1(Rn) dτ‖∇u‖Lq1 (Rn+)∥∥∇2u∥∥Lq2 (Rn+)
+ C
n∑
i, j=1
∞∫
1
∥∥∂i∂ j∂k∂mΓ (·, τ )∥∥L1(Rn) dτ ‖u‖2L2q(Rn+)
 C
1∫
0
τ−
1
2 dτ
∥∥∂kΓ (·,1)∥∥L1(Rn)‖∇u‖Lq1 (Rn+)∥∥∇2u∥∥Lq2 (Rn+)
+ C
n∑
i, j=1
∞∫
1
τ−2 dτ
∥∥∂i∂ j∂k∂mΓ (·,1)∥∥L1(Rn)‖u‖2L2q(Rn+)
 C
(‖u‖2L2q(Rn+) + ‖∇u‖Lq1 (Rn+)∥∥∇2u∥∥Lq2 (Rn+)).
Here ∗ is the convolution of distributions over Rn , wij = (uiu j)∗ if 1  i, j  n − 1 or i = j = n;
win = (uiun)∗ if 1  i  n − 1; wnj = (unu j)∗ if 1  j  n − 1, and f ∗ , f∗ denote the odd and even
extensions from Rn+ to Rn by
f ∗
(
x′, xn
)= { f (x′, xn) if xn  0,− f (x′,−xn) if xn < 0,
and
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(
x′, xn
)= { f (x′, xn) if xn  0,
f (x′,−xn) if xn < 0,
respectively. 
Lemma 2.4. Let (u, p) be the strong solution of (1.1) given in Theorem 1.1, with initial data a ∈ L1(Rn+) ∩
Lrσ (R
n+) for all 1< r < ∞. Then for any t > 0
∥∥∇2u(t)∥∥Lr(Rn+) + ∥∥Au(t)∥∥Lr(Rn+) + ∥∥∂tu(t)∥∥Lr(Rn+) + ∥∥∇p(t)∥∥Lr(Rn+)
 Ct−1− n2+ n2r
(
1+ t− n−12 + t1−n), 1< r < ∞, (2.16)∥∥∇2u(t)∥∥L1(Rn+) 
{
Ct− 12 (1+ t− 12 + t− 12 log(1+ t) + t−1 + t−2 + t−3 + t−4) if n = 2,
Ct−1(1+ t− n−32 + t− n−12 + t− n+12 + t− 3n−12 + t− 5n−32 ) if n 3,
(2.17)
∥∥∇2u(t)∥∥L∞(Rn+) 
{
Ct− 32 (1+ t− 12 log(1+ t) + t− 12 + t− 32 + t−2 + t− 52 ) if n = 2,
Ct−1− n2 (1+ t− n−32 + t− n2 + t−n+ 12 + t− 3n2 +1) if n 3.
(2.18)
Proof. We ﬁrst show that for 0 < α < 1 and 0 < δ < 1 − α, there holds for all 1 < r < ∞, and any
t > 0, h > 0
∥∥Aαu(t + h) − Aαu(t)∥∥Lr(Rn+)  C(hδt−α−δ− n2+ n2r + h1−αt− 12−n+ n2r + hδt−α−δ−n+ 12+ n2r ). (2.19)
Observe that the strong solution u of (1.1) can be written as for any 0 τ < t
u(t) = e−(t−τ )Au(τ ) −
t∫
τ
e−(t−s)A Pu(s) · ∇u(s)ds.
Then, for any t > 0, h > 0
u(t + h) = e−(t+h− t2 )Au
(
t
2
)
−
t+h∫
t
2
e−(t+h−s)A Pu(s) · ∇u(s)ds
= e−hAe− t2 Au
(
t
2
)
−
( t+h∫
t
+
t∫
t
2
)
e−(t−s)Ae−hA Pu(s) · ∇u(s)ds. (2.20)
Note that for any ϕ ∈ D(Aδ), and 1< q < ∞
∥∥(e−hA − I)ϕ∥∥Lq(Rn+) = h
∥∥∥∥∥
1∫
0
A1−δe−shA Aδϕ ds
∥∥∥∥∥
Lq(Rn+)
 Ch
1∫
0
(sh)δ−1 ds
∥∥Aδϕ∥∥Lq(Rn+)
 C hδ
∥∥Aδϕ∥∥Lq(Rn ). (2.21)δ +
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∥∥Aαu(t + h) − Aαu(t)∥∥Lr(Rn+) 
∥∥∥∥Aα(e−hA − I)e− t2 Au
(
t
2
)∥∥∥∥
Lr(Rn+)
+
t+h∫
t
∥∥Aαe−(t+h−s)A Pu(s) · ∇u(s)∥∥Lr(Rn+) ds
+
t∫
t
2
∥∥(e−hA − I)Aαe−(t−s)A Pu(s) · ∇u(s)∥∥Lr(Rn+) ds
 Chδ
∥∥∥∥Aα+δe− t2 Au
(
t
2
)∥∥∥∥
Lr(Rn+)
+ C
t+h∫
t
(t + h − s)−α∥∥u(s)∥∥Lr1 (Rn+)∥∥∇u(s)∥∥Lr2 (Rn+) ds
+ Chδ
t∫
t
2
(t − s)−α−δ∥∥u(s)∥∥Lr1 (Rn+)∥∥∇u(s)∥∥Lr2 (Rn+) ds
 Chδt−α−δ
∥∥∥∥u
(
t
2
)∥∥∥∥
Lr(Rn+)
+ C
t+h∫
t
(t + h − s)−αs− n2 (1− 1r1 )− 12− n2 (1− 1r2 ) ds
+ Chδ
t∫
t
2
(t − s)−α−δs− n2 (1− 1r1 )− 12− n2 (1− 1r2 ) ds
 C
(
hδt−α−δ−
n
2+ n2r + h1−αt− 12−n+ n2r + hδt−α−δ−n+ 12+ n2r ),
which is (2.19). Here 1r = 1r1 + 1r2 , r1, r2 ∈ (1,∞).
For all 1< r < ∞, and any t > 0, one has
Au(t) = Ae− 3t4 Au
(
t
4
)
− (I − e− t2 A)P (u · ∇u)(t)
−
t
2∫
t
4
Ae−(t−s)A P (u · ∇u)(s)ds
−
t∫
t
2
Ae−(t−s)A
(
P (u · ∇u)(s) − P (u · ∇u)(t))ds
= J1(t) + J2(t) + J3(t) + J4(t). (2.22)
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∥∥ J1(t)∥∥Lr(Rn+)  Ct−1
∥∥∥∥u
(
t
4
)∥∥∥∥
Lr(Rn+)
 Ct−1− n2 (1− 1r ), (2.23)
∥∥ J2(t)∥∥Lr(Rn+)  2∥∥P (u · ∇u)(t)∥∥Lr(Rn+)
 C
∥∥u(t)∥∥Lr1 (Rn+)∥∥∇u(t)∥∥Lr2 (Rn+)
 C(1+ t)− n2 (1− 1r1 )t− 12− n2 (1− 1r2 )
 Ct− 12−n+ n2r , (2.24)
where 1r = 1r1 + 1r2 , r1, r2 ∈ (1,∞);
∥∥ J3(t)∥∥Lr(Rn+)  C
t
2∫
t
4
(t − s)−1∥∥P (u · ∇u)(s)∥∥Lr(Rn+) ds
 C
t
2∫
t
4
(t − s)−1∥∥u(s)∥∥Lr1 (Rn+)∥∥∇u(s)∥∥Lr2 (Rn+) ds
 C
t
2∫
t
4
(t − s)−1s− 12−n+ n2r ds
 Ct− 12−n+ n2r . (2.25)
Here 1r = 1r1 + 1r2 , r1, r2 ∈ (1,∞).
For 1< r < ∞ and 0<α < 1, then for any ϕ ∈ D(Aα) (see [7])
‖ϕ‖Lm(Rn+)  C
∥∥Aαϕ∥∥Lr(Rn+), where 0< 1m = 1r − 2αn < 1.
In particular, one has for any ϕ ∈ D(A 12 )
‖ϕ‖
L
nr
n−r (Rn+)
 C
∥∥A 12ϕ∥∥Lr(Rn+), where 1< r < n.
Note that ‖∇u(t)‖Lr (Rn+) ≈ ‖A
1
2 u(t)‖Lr (Rn+) for 1 < r < ∞ (see [7]). It follows from (2.19) and Lem-
mas 2.1, 2.2 that for any t > 0
3950 P. Han / J. Differential Equations 250 (2011) 3937–3959∥∥ J4(t)∥∥Lr(Rn+)  C
t∫
t
2
(t − s)−1∥∥Pu(s) · ∇(u(s) − u(t))∥∥Lr(Rn+) ds
+ C
t∫
t
2
(t − s)−1∥∥e− (t−s)A2 P(u(s) − u(t)) · ∇u(t)∥∥Lr(Rn+) ds
 C
t∫
t
2
(t − s)−1∥∥u(s)∥∥Lr1 (Rn+)∥∥∇u(s) − ∇u(t)∥∥Lr2 (Rn+) ds
+ C
t∫
t
2
(t − s)−1− n2 ( 1q − 1r )∥∥(u(s) − u(t))∥∥
L
nq
n−q (Rn+)
∥∥∇u(t)∥∥Ln(Rn+) ds
 C
t∫
t
2
(
(t − s)δ−1s− 12−δ−n+ n2r + (t − s)− 12 s− 12− 3n2 + n2r + (t − s)δ−1s−δ− 3n2 + n2r )ds
+ Ct− 12− n2 (1− 1n )
t∫
t
2
(
(t − s)δ−1− n2 ( 1q − 1r )s− 12−δ− n2+ n2q
+ (t − s)− 12− n2 ( 1q − 1r )s− 12−n+ n2q + (t − s)δ−1− n2 ( 1q − 1r )s−δ−n+ n2q )ds
 Ct− 12−n+ n2r + Ct− 3n2 + n2r . (2.26)
In the process of the proof of (2.26), 1r = 1r1 + 1r2 , r1, r2 ∈ (1,∞), and we take q = r if r ∈ (1,n). If
n  r < ∞, one can ﬁnd δ ∈ (0, 12 ) such that n  r < n1−2δ , which is equivalent to 1r + 2δn > 1n . Then
we take a number q ∈ (1,n) such that 1r + 2δn > 1q > 1n , which implies that δ − n2 ( 1q − 1r ) > 0, and then
1
2 − n2 ( 1q − 1r ) > 0 due to the choice of δ ∈ (0, 12 ).
From (2.23)–(2.26), we obtain for any t > 0
∥∥Au(t)∥∥Lr(Rn+)  Ct−1− n2+ n2r (1+ t− n−12 + t1−n), ∀1< r < ∞.
Note that (see [7])
∥∥∇2u(t)∥∥Lr(Rn+)  C∥∥Au(t)∥∥Lr(Rn+), ∀1< r < ∞.
Whence, for any t > 0
∥∥∇2u(t)∥∥Lr(Rn+)  Ct−1− n2+ n2r (1+ t− n−12 + t1−n), ∀1< r < ∞.
Since ∂tu(t) = −Au(t) − P (u · ∇u)(t), one has for any t > 0
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 Ct−1− n2+ n2r
(
1+ t− n−12 + t1−n), ∀1< r < ∞,
and then from Lemma 2.2
∥∥∇p(t)∥∥Lr(Rn+)  ∥∥∂tu(t)∥∥Lr(Rn+) + ∥∥∇2u(t)∥∥Lr(Rn+) + ∥∥u(t)∥∥Lr1 (Rn+)∥∥∇u(t)∥∥Lr2 (Rn+)
 Ct−1− n2+ n2r
(
1+ t− n−12 + t1−n), ∀1< r < ∞.
In the above two estimates, we take 1r = 1r1 + 1r2 , r1, r2 ∈ (1,∞). Now it follows from the above
arguments that (2.16) holds.
Note that the estimates (1.2), (1.3) do not work in verifying (2.17), (2.18). We need to introduce
some notations and improve some known results. Let F be the Fourier transform in Rn: F f (ξ) =∫
Rn
e−iξ ·x f (x)dx. The Riesz operators R j ( j = 1,2, . . . ,n), S j ( j = 1,2, . . . ,n − 1), and the operator Λ
are deﬁned by
F(R j f )(ξ) = iξ j|ξ |F f (ξ), F(S j f )(ξ) =
iξ j
|ξ ′|F f (ξ), F(Λ f )(ξ) =
∣∣ξ ′∣∣F f (ξ),
where ξ = (ξ1, ξ2, . . . , ξn−1, ξn) = (ξ ′, ξn) ∈Rn−1 ×R1.
Set R ′ = (R1, R2, . . . , Rn−1), S = (S1, S2, . . . , Sn−1), and deﬁne the operators V1 and V2 by V1a =
−S · a′ + an , V2a = u′ + San , where a = (a1,a2, . . . ,an) = (a′,an).
Let r be the restriction operator from Rn to Rn+ , and e is the extension operator from Rn+ to Rn ,
which is deﬁned by
ef (x) =
{
f (x) for xn  0,
0 for xn < 0.
Let the operators U and E(t) be deﬁned respectively by U f = rR ′ · S(R ′ · S + Rn)ef ,
E(t) f (x) =
∫
R
n+
[
Γ
(
x′ − y′, xn − yn, t
)− Γ (x′ − y′, xn + yn, t)] f (y)dy,
where Γ (x, t) is the Gauss kernel given in the above proof of Lemma 2.3.
Then the Stokes ﬂow u0(t) = (u′0,u0n) = e−t Aa is represented as (see [21]){
u0n = U E(t)V1a,
u′0 = E(t)V2u0 − SU E(t)V1a.
Note that the Stokes ﬂow u0(t) = (u′0,u0n) is given as a restriction ru of one vector ﬁeld u = (u′,un):{
u0n = R ′ · S
(
R ′ · S + Rn
)
eE(t)V1a,
u′0 = eE(t)V2a − SUeE(t)V1a.
Moreover, from Lemma 1.2 in [11], we conclude for 1 j,k n
∂k∂ ju0n = −R j
{
R ′ · ∂keE(t)Λa′ − Rn∂keE(t)∇′ · a′ + R ′ · ∂keE(t)∇′an + Rn∂keE(t)Λan
}
,
and
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′
0 = −∂k F (t)∂na′ − ∇′
(∇′Λ−1 · [F (t)(1− δkn)∂ka′ − E(t)∂na′])
+ Rn
{
R ′∂neE(t)∇′ · a′ − Rn∇′
(∇′Λ−1 · e[E(t)(1− δkn)∂ka′ − F (t)∂na′])
− R ′Λe[E(t)(1− δkn)∂kan + F (t)∇′ · a′]+ Rn∂keE(t)∇′an};
∂k∂ ju
′
0 = ∂k E(t)∂ ja′ + ∂ j∇′Λ−1
[
E(t)(1− δkn)∂kan + F (t)∇′ · a′
]
+ Rk
{
R ′
(∇′ · eE(t)∂ ja′)− Rn∇′(∇′Λ−1 · eE(t)∂ ja′)
− R ′ΛeE(t)∂ jan + Rn∇′eE(t)∂ jan
}
if 1 j  n − 1,
where δkn = 0 if 1 k n − 1, and δkn = 1 if k = n; ∇′ = (∂1, ∂2, . . . , ∂n−1).
From the above representations, checking the proof of Theorem 0.1 in [11], we obtain for all 1
k, j  n, and any a ∈ L1(Rn+) with ∇ · a = 0 in Rn+; a|∂Rn+ = 0,
∥∥∂k∂ je−t Aa∥∥L1(Rn+)  Ck, jt−1‖a‖L1(Rn+) for any t > 0; (2.27)
furthermore, if ∇a ∈ L1(Rn+), then for any t > 0
∥∥∂k∂ je−t Aa∥∥L1(Rn+)  Ck, jt− 12 (∥∥∇a′∥∥L1(Rn+) + ∥∥∇′an∥∥L1(Rn+)) Ck, jt− 12 ‖∇a‖L1(Rn+). (2.28)
Similarly, following the proof of Theorem 1.1 in [20], we also derive for all 1  k, j  n, and any
a ∈ Lqσ (Rn+) with ∇a ∈ Lq(Rn+), 1< q∞,
∥∥∂k∂ je−t Aa∥∥L∞(Rn+)  Ck, j,qt− 12− n2q ‖∇a‖Lq(Rn+) for any t > 0. (2.29)
It follows from (2.15), (2.16), (2.27), (2.28) and Lemmas 2.2, 2.3 that for all 1 k,m n, and any t > 0
∥∥∥∥∥
t
2∫
0
∂k∂me
−(t−s)A Pu(s) · ∇u(s)ds
∥∥∥∥∥
L1(Rn+)
 C
t
2∫
0
(t − s)−1
(∥∥(u · ∇u)(s)∥∥L1(Rn+) +
∥∥∥∥∥
(
n∑
i, j=1
∇N ∂i∂ j(uiu j)
)
(s)
∥∥∥∥∥
L1(Rn+)
)
ds
 Ct−1
t
2∫
0
(∥∥u(s)∥∥2L2(Rn+) + ∥∥∇u(s)∥∥2L2(Rn+))ds
 Ct−1
t
2∫
0
(1+ s)− n2 ds + Ct−1
t
2∫
0
∥∥∇u(s)∥∥2L2(Rn+) ds

{
Ct−1(1+ log(1+ t)) if n = 2,
Ct−1 if n 3, (2.30)
and
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t∫
t
2
∂k∂me
−(t−s)A Pu(s) · ∇u(s)ds
∥∥∥∥∥
L1(Rn+)
 C
t∫
t
2
(t − s)− 12
(∥∥∇(u · ∇u)(s)∥∥L1(Rn+) +
∥∥∥∥∥∇
(
n∑
i, j=1
∇N ∂i∂ j(uiu j)
)
(s)
∥∥∥∥∥
L1(Rn+)
)
ds
 C
t∫
t
2
(t − s)− 12 (∥∥u(s)∥∥2L2(Rn+) + ∥∥∇u(s)∥∥2L2(Rn+) + ∥∥∇2u(s)∥∥2L2(Rn+))ds
 C
t∫
t
2
(t − s)− 12 ((1+ s)− n2 + s−1− n2 )ds
+ C
t∫
t
2
(t − s)− 12 s−2− n2 (1+ s−n+1 + s−2n+2)ds
 Ct− n−12
(
1+ t−1 + t−2 + t−n−1 + t−2n). (2.31)
From (2.30), (2.31), we conclude that for any t > 0
∥∥∇2u(t)∥∥L1(Rn+) 
{
Ct− 12 (1+ t− 12 + t− 12 log(1+ t) + t−1 + t−2 + t−3 + t−4) if n = 2,
Ct−1(1+ t− n−32 (1+ t−1 + t−2 + t−n−1 + t−2n)) if n 3,
which is (2.17).
In addition, from (2.2), (2.15) and Lemma 2.1, one has for all 1 k,m n, and any t > 0
∥∥∂k∂me−t Aa∥∥L∞(Rn+)  Ct−1− n2 ‖a‖L1(Rn+), (2.32)
∥∥∥∥∥
t
2∫
0
∂k∂me
−(t−s)A Pu(s) · ∇u(s)ds
∥∥∥∥∥
L∞(Rn+)

t
2∫
0
∥∥∂k∂me−(t−s)A Pu(s) · ∇u(s)∥∥L∞(Rn+) ds
 C
t
2∫
0
(t − s)−1− n2
(∥∥(u · ∇u)(s)∥∥L1(Rn+) +
∥∥∥∥∥
(
n∑
i, j=1
∇N ∂i∂ j(uiu j)
)
(s)
∥∥∥∥∥
L1(Rn+)
)
ds
 Ct−1− n2
t
2∫ (∥∥u(s)∥∥2L2(Rn+) + ∥∥∇u(s)∥∥2L2(Rn+))ds0
3954 P. Han / J. Differential Equations 250 (2011) 3937–3959 Ct−1− n2
t
2∫
0
(1+ s)− n2 ds + Ct−1− n2
t
2∫
0
∥∥∇u(s)∥∥2L2(Rn+) ds

{
Ct−2(1+ log(1+ t)) if n = 2,
Ct−1− n2 if n 3, (2.33)
and from (2.29), Lemmas 2.2, 2.3, 2.4
∥∥∥∥∥
t∫
t
2
∂k∂me
−(t−s)A Pu(s) · ∇u(s)ds
∥∥∥∥∥
L∞(Rn+)
 C
t∫
t
2
(t − s)− 12− n2q ∥∥∇(Pu(s) · ∇u(s))∥∥Lq(Rn+) ds
 C
t∫
t
2
(t − s)− 12− n2q
(∥∥∇(u · ∇u)(s)∥∥Lq(Rn+) +
∥∥∥∥∥∇
(
n∑
i, j=1
∇N ∂i∂ j(uiu j)
)
(s)
∥∥∥∥∥
Lq(Rn+)
)
ds
 C
t∫
t
2
(t − s)− 12− n2q (∥∥u(s)∥∥2L2q(Rn+) + ∥∥∇u(s)∥∥Lq1 (Rn+)∥∥∇2u(s)∥∥Lq2 (Rn+))ds
 C
t∫
t
2
(t − s)− 12− n2q (s−n(1− 12q ) + s− 12− n2 (1− 1q1 )s−1− n2 (1− 1q2 )(1+ s− n−12 + s1−n))ds
 Ct−n+ 12
(
1+ t− 32 + t− n+22 + t−n− 12 ), (2.34)
where n < q < ∞, and 1q = 1q1 + 1q2 , q1,q2 ∈ (1,∞).
From (2.32)–(2.34), we conclude that for any t > 0
∥∥∇2u(t)∥∥L∞(Rn+) 
{
Ct− 32 (1+ t− 12 log(1+ t) + t− 12 + t− 32 + t−2 + t− 52 ) if n = 2,
Ct−1− n2 (1+ t− n−32 + t− n2 + t−n+ 12 + t− 3n2 +1) if n 3,
which is (2.18). 
Proof of Theorem 1.1. The proof of Theorem 1.1 follows from Lemmas 2.2, 2.4. 
The following result is well known, and its proof can be found in [10].
Lemma 2.5. Suppose that a ∈ Lqσ (Rn+) (n 2) for all 1< q < ∞ satisﬁes
∫
R
n
(1+ yn)
∣∣a(y)∣∣dy < ∞.+
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∥∥u(t)∥∥Lq(Rn+)  C(1+ t)− 12− n2 (1− 1q ) for 1< q < ∞,
and
∥∥∇u(t)∥∥Lq(Rn+)  Ct−1− n2 (1− 1q ) for 1< q < ∞.
Proof of Corollary 1.2. Following the proof of (2.19), and from Lemma 2.5, we get for all 1 < r < ∞,
and any t > 0
∥∥Aαu(t + h) − Aαu(t)∥∥Lr(Rn+)
 C
(
hδt−α−δ−
1
2− n2+ n2r + h1−αt− 32−n+ n2r + hδt−α−δ−n− 12+ n2r ), (2.35)
where 0<α + δ < 1, and α > 0, δ > 0.
From (2.22), (2.35) and Lemmas 2.1, 2.2, 2.5, we obtain for all 1< r < ∞, and any t > 0
∥∥Au(t)∥∥Lr(Rn+)  Ct−1
∥∥∥∥u
(
t
2
)∥∥∥∥
Lr(Rn+)
+ C∥∥u(t)∥∥Lr1 (Rn+)∥∥∇u(t)∥∥Lr2 (Rn+)
+ C
t
2∫
t
4
(t − s)−1∥∥u(s)∥∥Lr1 (Rn+)∥∥∇u(s)∥∥Lr2 (Rn+) ds
+ C
t∫
t
2
(t − s)−1∥∥u(s)∥∥Lr1 (Rn+)∥∥∇u(s) − ∇u(t)∥∥Lr2 (Rn+) ds
+ C
t∫
t
2
(t − s)−1− n2 ( 1q − 1r )∥∥(u(s) − u(t))∥∥
L
nq
n−q (Rn+)
∥∥∇u(t)∥∥Ln(Rn+) ds
 Ct− 32− n2 (1− 1r ) + C(1+ t)− 12− n2 (1− 1r1 )t−1− n2 (1− 1r2 )
+ C
t
2∫
t
4
(t − s)−1(1+ s)− 12− n2 (1− 1r1 )s−1− n2 (1− 1r2 ) ds
+ C
t∫
t
2
(
(t − s)δ−1s− 32−δ−n+ n2r + (t − s)− 12 s−2− 3n2 + n2r
+ (t − s)δ−1s− 32−δ− 3n2 + n2r )ds
+ Ct−1− n2 (1− 1n )
t∫
t
(
(t − s)δ−1− n2 ( 1q − 1r )s−1−δ− n2+ n2q2
3956 P. Han / J. Differential Equations 250 (2011) 3937–3959+ (t − s)− 12− n2 ( 1q − 1r )s− 32−n+ n2q + (t − s)δ−1− n2 ( 1q − 1r )s−1−δ−n+ n2q )ds
 Ct− 32− n2 (1− 1r )
(
1+ t− n2 + t−n).
In the above proof, 1r = 1r1 + 1r2 , r1, r2 ∈ (1,∞), and we take q = r if r ∈ (1,n). If n  r < ∞, one can
ﬁnd δ ∈ (0, 12 ) such that n  r < n1−2δ , which is equivalent to 1r + 2δn > 1n . Then we take the number
q ∈ (1,n) such that 1r + 2δn > 1q > 1n , which implies that δ − n2 ( 1q − 1r ) > 0, and then 12 − n2 ( 1q − 1r ) > 0
because δ ∈ (0, 12 ) (see (2.35)).
Whence, for all 1< r < ∞, and any t > 0
∥∥∇2u(t)∥∥Lr(Rn+)  C∥∥Au(t)∥∥Lr(Rn+)  Ct− 32− n2 (1− 1r )(1+ t− n2 + t−n), (2.36)
and then
∥∥∂tu(t)∥∥Lr(Rn+)  ∥∥Au(t)∥∥Lr(Rn+) + ∥∥u(t)∥∥Lr1 (Rn+)∥∥∇u(t)∥∥Lr2 (Rn+)
 Ct− 32− n2 (1− 1r )
(
1+ t− n2 + t−n), (2.37)∥∥∇p(t)∥∥Lr(Rn+)  ∥∥∂tu(t)∥∥Lr(Rn+) + ∥∥∇2u(t)∥∥Lr(Rn+) + ∥∥u(t)∥∥Lr1 (Rn+)∥∥∇u(t)∥∥Lr2 (Rn+)
 Ct− 32− n2 (1− 1r )
(
1+ t− n2 + t−n). (2.38)
Here we take 1r = 1r1 + 1r2 , r1, r2 ∈ (1,∞) in the proofs of (2.37), (2.38). Therefore (1.4) follows from
(2.36)–(2.38).
The following result on the strong solution u of (1.1) is from Theorem 1.4 in [12]:
∥∥∇u(t)∥∥L1(Rn+)  Ct− 12 (1+ t− n+22 ) for all t > 0. (2.39)
From (2.28), (2.39) and Lemmas 2.2, 2.3, we conclude that for all 1 k,m n, and any t > 0
∥∥∂k∂mu(t)∥∥L1(Rn+) 
∥∥∥∥∂k∂me− t2 Au
(
t
2
)∥∥∥∥
L1(Rn+)
+ C
t∫
t
2
(t − s)− 12 ∥∥∇(Pu(s) · ∇u(s))∥∥L1(Rn+) ds
 Ct− 12
∥∥∥∥∇u
(
t
2
)∥∥∥∥
L1(Rn+)
+ C
t∫
t
2
(t − s)− 12
(∥∥∇(u · ∇u)(s)∥∥L1(Rn+)
+
∥∥∥∥∥∇
(
n∑
i, j=1
∇N ∂i∂ j(uiu j)
)
(s)
∥∥∥∥∥
L1(Rn+)
)
ds
 Ct−1
(
1+ t− n+22 )
+ C
t∫
t
(t − s)− 12 (∥∥u(s)∥∥2L2(Rn+) + ∥∥∇u(s)∥∥2L2(Rn+) + ∥∥∇2u(s)∥∥2L2(Rn+))ds
2
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(
1+ t− n+22 )
+ C
t∫
t
2
(t − s)− 12 ((1+ s)− n+22 + s−2− n2 )ds
+ C
t∫
t
2
(t − s)− 12 s−3− n2 (1+ s−n + s−2n)ds
 Ct−1
(
1+ t− n−12 + t− n+12 + t− n+22 + t− n+32 + t− 3n+32 + t− 5n+32 ),
which implies that (1.5) holds.
From Lemmas 2.1, 2.5, one has for all t > 0
∥∥∇u(t)∥∥L∞(Rn+)  Ct− 12− n4
∥∥∥∥u
(
t
2
)∥∥∥∥
L2(Rn+)
+ C
t∫
t
2
(t − s)− 12− n2r ∥∥P (u · ∇u)∥∥Lr(Rn+)
 Ct− n+22 + C
t∫
t
2
(t − s)− 12− n2r ∥∥u(s)∥∥Lr1 (Rn+)∥∥∇u(s)∥∥Lr2 (Rn+) ds
 Ct− n+22 + C
t∫
t
2
(t − s)− 12− n2r (1+ s)− 12− n2 (1− 1r1 )s−1− n2 (1− 1r2 ) ds
 Ct− n+22
(
1+ t− n2 ), (2.40)
where n < r < ∞, 1r = 1r1 + 1r2 , r1, r2 ∈ (1,∞).
Therefore, from (2.29), (2.36), (2.40) and Lemmas 2.1, 2.3, one has for all 1  k,m  n, and any
t > 0
∥∥∂k∂mu(t)∥∥L∞(Rn+) 
∥∥∥∥∂k∂me− t2 Au
(
t
2
)∥∥∥∥
L∞(Rn+)
+
t∫
t
2
∥∥∂k∂me−(t−s)A Pu(s) · ∇u(s)∥∥L∞(Rn+) ds
 Ct− 12
∥∥∥∥∇u
(
t
2
)∥∥∥∥
L∞(Rn+)
+ C
t∫
t
2
(t − s)− 12− n2q
(∥∥∇(u · ∇u)(s)∥∥Lq(Rn+)
+
∥∥∥∥∥∇
(
n∑
i, j=1
∇N ∂i∂ j(uiu j)
)
(s)
∥∥∥∥∥
Lq(Rn+)
)
ds
 Ct− n+32
(
1+ t− n2 )
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t∫
t
2
(t − s)− 12− n2q (∥∥u(s)∥∥2L2q(Rn+) + ∥∥∇u(s)∥∥Lq1 (Rn+)∥∥∇2u(s)∥∥Lq2 (Rn+))ds
 Ct− n+32
(
1+ t− n2 )
+ C
t∫
t
2
(t − s)− 12− n2q (1+ s)−1−n(1− 12q ) ds
+ C
t∫
t
2
(t − s)− 12− n2q s−1− n2 (1− 1q1 )s− 32− n2 (1− 1q2 )(1+ s− n2 + s−n)ds
 Ct− n+32
(
1+ t− n−22 + t− n2 + t− n+12 + t− 2n+12 + t− 3n+12 ),
which implies that (1.6) holds. In the above proof, n < q < ∞, 1q = 1q1 + 1q2 , q1,q2 ∈ (1,∞). 
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