ABSTRACT. We consider the Rayleigh-Bénard problem for the three-dimensional Boussinesq system for the micropolar fluid. We introduce the notion of the multivalued eventual semiflow and prove the existence of the two-space global attractor A K corresponding to weak solutions, for every micropolar parameter K ≥ 0 denoting the deviation of the considered system from the classical Rayleigh-Bénard problem for the Newtonian fluid. We prove that for every K the attractor A K is the smallest compact, attracting, and invariant set. Moreover, the semiflow restricted to this attractor is single-valued and governed by strong solutions. Further, we prove that the global attractors A K converge to A 0 upper semicontinuously in Kuratowski sense as K → 0, and that the projection of A 0 on the restricted phase space corresponding to the classical Rayleigh-Bénard problem is the global attractor for the latter problem, having the invariance property. These results are established under the assumption that the Prandtl number is relatively large with respect to the Rayleigh number.
Introduction and main results
In this paper we consider the Rayleigh-Bénard problem for the three-dimensional system which models, in the framework of the Boussinesq approximation, the heat convection in the micropolar fluid. The micropolar model is both a simple and significant generalization of the Navier-Stokes model of classical hydrodynamics. It has much more applications than the classical model due to the fact that the latter cannot describe (by definition) fluids with microstructure. In general, individual particles of such complex fluids (e.g., polymeric suspensions, blood, liquid crystals) may be of different shape, may shrink and expand, or change their shape, and moreover, they may rotate, independently of the rotation and movement of the fluid. To describe accurately the behavior of such fluids one needs a theory that takes into account geometry, deformation, and intrinsic motion of individual material particles. In the framework of continuum mechanics several such theories have appeared, e.g., theories of simple microfluids, simple deformable directed fluids, micropolar fluids, dipolar fluids, to name some of them. To account for these local structural aspects, many classical concepts such as the symmetry of the stress tensor or absence of couple stresses required reexamination, and while many principles of classical continuum mechanics still remain valid for this new class of fluids, they had to be augmented with additional balance laws and constitutive relations. Some of these theories are very general, while others are concerned with special types of material structure and/or deformation; the potential applicability of the various theories is diverse. It is clear that each particular theory has its advantages as well as disadvantages when considered from a particular point of view. Some theories may seem more sound, logical, justifiable, and useful than others. No one of them is universal.
for micropolar ones. In consequence we prove that although weak solutions may possibly be nonunique, the trajectories can possibly branch only until the time of regularization is reached. The eventual enstrophy bounds, together with the energy equation method, allow us to get the existence of the two-space global attractor, namely the invariant and compact in H 1 set which attracts in H 1 the sets of states obtainable from the L 2 bounded sets of initial data. In contrast to Wang [22] [23] [24] , who defines his class of weak solutions by including in the definition the appropriate maximum principle inequality for temperature, and proves their existence by the vanishing viscosity method with fourth order term, we use different procedure. Namely, we consider the class of weak solutions obtainable from the Galerkin procedure with the discretization only of u and γ with strongly convergent initial data. This way we do not have to include both energy inequality and maximum principle in the solution definition. As we cannot prove the solution uniqueness, we study the problem in the framework of Melnik and Valero [15, 16] of the so called multivalued semiflows. To deal with the known difficulty of the lack of translation property in the class of Leray-Hopf type weak solutions, we define the new notion of multivalued eventual semiflow, by requiring the translation property only after time dependent on the size of initial data. The dynamical system governed by weak solutions for the considered problem satisfies this property, as after time to reach the enstrophy estimate, the solution can no longer branch out, which, in particular, yields the translation property.
The key assumption for the present result are the relations L ≥ 16 3π 2 K and Pr ≥ 2c 1 Ra max 2,
where c 1 is a universal constant, and A denotes the size of the domain Ω. The first inequality states, in a sense, that the damping in the angular momentum equation, denoted by L, must overcome the influence of the coupling between the momentum and angular momentum equations, denoted by K. This restriction disappears if K = 0, that is, in the Newtonian case. On the other hand, the second inequality denotes that the Prandlt number Pr must be sufficiently large. If M L ≤ 2, that is the effect of micropolar inertia is small compared to the micropolar damping, then the bound reduces to the Newtonian one known from [22] [23] [24] . If M L > 2, then the inertial effects in the angular momentum equation come into play, and the lower bound on the admissible Prandtl number becomes the increasing function of the ratio M L . Generally the bigger the inertial effects are and the smaller the damping is in the angular momentum equation, the less likely the uniform enstrophy bouds are to hold.
We stress, that while the present article concerns the three dimensional model, in the two dimensional version, the weak solutions are unique and become instantaneously smooth. Existence and regularity of the global attractor have been studied in [20] , while the comparison between micropolar and Newtonian models was undertaken in [11] . There, the estimates from above on Nusselt number in the framework of Constantin and Doering [5, 6] as well as the global attractor fractal dimension have been compared between micropolar and Newtonian fluids, revealing that micropolar fluids tend to be more stable than Newtonian ones.
The plan of the paper is as follows. In Section 2 we introduce the notion of the multivalued eventual semiflow and prove some properties of such flows. In Section 3 we introduce the scaling, define weak and strong solutions of our problem, as well as prove some of their properties. In Section 4 we provide basic energy and enstrophy estimates, and estimates of the temperature. Section 5 is devoted to proofs of the existence and invariance of the two-space global attractor A K corresponding to weak solutions, for every micropolar parameter K ≥ 0 measuring the deviation of the considered system from the classical RayleighBénard problem for the Newtonian fluid. Moreover, we prove that the semiflow restricted to attractor A K is single-valued and governed by strong solutions. Finally, in Section 6, we prove that the global attractors A K converge to A 0 upper semicontinuously in Kuratowski (and Hausdorff) sense as K → 0, and that the projection of A 0 on the restricted phase space corresponding to the classical Rayleigh-Bénard problem is the global attractor for the latter problem, having the invariance property. We stress that the core results are established under the assumption that the Prandtl number is relatively large with respect to the Rayleigh number.
Multivalued eventual semiflows.
In this section we introduce the notion of a multivalued eventual semiflow which we need in what follows and which would prove useful in many similar situations when we do not know whether a given multivalued semiflow satisfies the translation property, e.g., as in the case of the three-dimensional NavierStokes system, but which satisfies the translation property for large times, uniformly for bounded sets of initial data. We prove also relevant properties of such semiflows, in particular that on the existence of the two-space global attractor and of its invariance.
For a complete metric space (X, ̺ X ), we define by P(X) the family of its nonempty subsets, and by B(X), the family of nonempty and bounded subsets. We also remind the definition of a Hausdorff semidistance
The following definition is the slight relaxation of the multivalued semiflow definition due to Melnik and Valero [15, 16] . DEFINITION 2.1. Let (X, ̺ X ) be a complete metric space. The family of mappings {S(t)} t≥0 such that S(t) :
(ii) For every B ∈ B(X) bounded there exists time t 1 (B) such that for every t ≥ t 1 (B), s ≥ 0 there holds S(s + t)B ⊂ S(s)S(t)B.
The difference between the above definition and that of Melnik and Valero [15, 16] is, that property (ii) is assumed to hold for every t ≥ 0 in [15, 16] and not for just t ≥ t 1 (B). As it turns out, it suffices to relax the definition to t ≥ t 1 (B), and the result of [15, 16] on the global attractor existence remains valid.
We pass to the definition of a global attractor for multivalued eventual semiflow. In this definition, firstly, following [4] , we do not impose invariance of the global attractor. We only assume that it is a minimal compact attracting set. Secondly, we follow [1] and assume that our attractor is compact in a "smaller space" Y while it attracts bounded sets from a "bigger" space X. Specifically we make the standing assumptions, that (X, ̺ X ) and (Y, ̺ Y ) are complete metric spaces such that Y ⊂ X and the identity i : Y → X is continuous.
Let B ∈ B(X). Assuming that there exists t 0 (B) such that for every t ≥ t 0 there holds S(t)B ⊂ Y we can define the ω-limit set in Y in the following way.
We prove the following theorem. THEOREM 2.3. Let {S(t)} t≥0 be multivalued eventual semiflow in X. Assume that the following two conditions hold.
(i) The family {S(t)} t≥0 is (X, Y )-dissipative, i.e., there exists a set B 0 ∈ B(Y ) such that for every B ∈ B(X) there exists t 0 (B) such that
(ii) The family {S(t)} t≥0 is Y -asymptotically compact on B 0 , i.e., if t n → ∞ then every sequence v n ∈ S(t n )B 0 is relatively compact in Y .
Then the family {S(t)} t≥0 has a (X, Y )-global attractor A ⊂ B 0 Y which is given by A = ω Y (B 0 ).
PROOF. The proof is a simple modification of the standard proof of the global attractor existence [18, 21] . We provide it for the completeness of the exposition. It is clear that (X, Y )-dissipativity implies that
Y which also implies that ω Y (B 0 ) is bounded in Y . We split the rest of the proof in three steps. For a set B ∈ B(X) we define t 2 (B) = max{t 0 (B), t 1 (B)}.
Step 1. ω Y (B 0 ) is nonempty and compact in Y . As ω Y (B 0 ) is clearly closed in Y we must prove that it is relatively compact in Y . Let v n ∈ ω Y (B 0 ) be a sequence. Then for every n v n ∈ t≥t 0 (B)+n
Hence, there exists the sequence of times t n → ∞ and the sequence w n ∈ Y such that
The asymptotic compactness implies then that there exists w ∈ Y , such that for a subsequence, still denoted by n, there holds w n → w in Y , whence also v n → w in Y , which ends the proof of the relative compactness.
To prove that it is nonempty, let v n ∈ S(t n )B 0 for some sequence t n → ∞. Asymptotic compactness implies that, for a subsequence, not renumbered, there holds v n → v for some v ∈ Y . Then, as for every
and v ∈ ω Y (B 0 ).
Step 2. ω Y (B 0 ) attracts all sets from B(X). We should prove that for every B ∈ B(X) and t n → ∞
Assume, for the contradiction, that there exists B ∈ B(X), ǫ > 0 and a subsequence, not renumbered, such that
Asymptotic compactness implies that there exists v ∈ Y such that, for another subsequence, v n → v, and
Hence it must be that v ∈ ω Y (B 0 ), a contradiction.
Step 3. ω Y (B 0 ) is the smallest closed set which attracts all sets from B(X). Let A be such that lim t→∞ dist Y (S(t)B, A) = 0 for every B ∈ B(X).
whereas v ∈ A, as A is a closed set. The proof is complete.
We pass to the global attractor invariance. Namely, the following theorem holds.
THEOREM 2.4. Assume, in addition to the assumptions of Theorem 2.3, that for every t ≥ 0 the restriction S(t)| Y is a single valued semigroup of (Y, Y )-continuous maps. Then, the (X, Y )-global attractor A is an invariant set, that is S(t)A = A for every t ≥ 0.
PROOF. Since assumptions of Theorem 2.3 imply that the single valued semigroup {S(t)| Y } t≥0 has a bounded absorbing set in Y and is asymptotically compact on Y , the result follows from a very well known abstract theorem on the global attractor existence, cf., e.g., [18, 21] .
We conclude this section with results on the relation between global attractors and complete (eternal) bounded trajectories. DEFINITION 2.5. The function u : R → X is a X-bounded (respectively, Y -bounded) eternal trajectory if for every t ∈ R and every s > t there holds u(s) = S(s − t)u(t) and the set {u(t)} t∈R is bounded in X (respectively, Y ). THEOREM 2.6. Under assumptions of Theorem 2.4, for every v ∈ A and for every t ∈ R there exists the eternal Y -bounded (and hence also X-bounded) trajectory u : R → Y such that u(t) = v and u(s) ∈ A for every s ∈ R.
On the other hand if the function u : R → X is a complete X-bounded trajectory, then the next theorem shows that u has values in Y and u(t) ∈ A for every t ∈ R. The proof mostly follows the lines of [3, Theorem 1.7] , with the modification that we consider only X-bounded and not Y -bounded trajectories. THEOREM 2.7. Under assumptions of Theorem 2.4, for every complete X-bounded trajectory u : R → X there holds u(t) ∈ A for every t ∈ R.
PROOF. Denote B = t∈R {u(t)}. This is a bounded set in X. We show that this set is actually bounded in Y . Indeed, take s such that t − s ≥ t 0 (B). It follows that
This means that u is Y -bounded. Now, for s ∈ R and t ≥ s + t 0 (B) there holds
3. Problem formulation, scalings and preliminaries.
× {h} is the top, and Γ L is the lateral boundary.
We consider the following Rayleigh-Bénard problem for micropolar fluid, where (x, t) ∈ Ω × (0, ∞).
3)
The unknowns in the above equations are the velocity field u : Ω × (0, ∞) → R 3 , the pressure p : Ω × (0, ∞) → R, the temperature T : Ω × (0, ∞) → R, and the microrotation field γ : Ω × (0, ∞) → R 3 . We assume the boundary conditions u = 0 and γ = 0 on Γ B ∪ Γ T , T = 0 on Γ T , and
On Γ L we impose the periodic conditions on the functions u, T, γ and their normal derivatives as well as the pressure p such that all boundary integrals on Γ L in the weak formulation cancel. All physical constants ν, ν r , ̺ 0 , α, g, j, α, χ, T B are assumed to be positive numbers, save for ν r , where we allow for the case ν r = 0, in which the micropolar model reduces to the Boussinesq one, e 3 = (0, 0, 1). Finally we impose the initial conditions
To reduce the number of parameters in the models and make the variables independent on the measurement units we introduce the scaling of unknowns, corresponding to the one for Newtonian fluids of [8] and [24] .
In the scaling we use the following dimensionless numbers.
• Rayleigh number Ra =
• Microrotation ratio N = νr ν+νr . Clearly, as ν > 0, ν r ≥ 0, we have 0 ≤ N < 1. For the case N = 0 the equations decouple, and we get the classical Raleigh-Bénard problem and the additional equation for the microrotation. For the ease of notation, in place of N we use the
The scaled variables and unknowns are given as
Since from now on we will work only with the scaled equations and variables, for the notation convenience we will always drop the primes and use the same symbols for scaled variables as for the nonscaled ones. Note that the periodic conditions on Γ L for all variables are always transformed to the corresponding periodic conditions on the scaled lateral boundary. Similarly, the homogeneous Dirichlet conditions are also always transformed to the corresponding homogeneous condition. The only boundary condition which scales nontrivially is the condition T = T B on Γ B . Note that the scaled Γ B is given by (0,
We shall denote ǫ = 1/Pr. System (3.1)-(3.4) in dimensionless variables takes the following form. For (x, t) ∈ Ω × (0, ∞),
8)
The boundary condition for the temperature on Γ B is now given as
Background temperature. To make the boundary condition (3.10) homogeneous we will introduce the background temperature, which is a function τ : [0, 1] → R of the variable x 3 , such that τ (1) = 0 and τ (0) = 1. We will replace the temperature with a new unknown θ such that
and solve the problem for θ. Such translation will make the boundary conditions for θ homogeneous both on the top and bottom boundary, i.e.
). After introducing the background temperature, system (3.6)-(3.9) takes the form
where the pressure p has been replaced byp = ǫp + Ra
0 τ (r) dr. In the sequel we will just write p in place ofp. Various choices of τ are possible, the simplest choice is τ (x 2 ) = 1 − x 2 , and with such choice system (3.11)-(3.14) takes the form
Together with the above system we shall consider the following system
formally corresponding to the Newtonian fluid, that is K = 0. Then, (3.19) , (3.20) , and (3.22) constitute the well known Boussinesq system, while the equation (3.21) can be independently solved for γ once the solution of the system of the remaining three equations is known. We stress that all definitions and results stated below are valid also for the case K = 0.
Definition of the weak solution. We introduce some notation. By (·, ·) we will denote the scalar product in L 2 (Ω) or, depending on the context, in L 2 (Ω) 3 . Let V be the space of divergence-free functions which are restrictions to Ω of functions from C ∞ (R 2 × [0, 1]) 3 which are equal to zero on R 2 × {0, 1}, and, together with all their derivatives, (L x 1 /h, L x 1 /h)-periodic with respect to the first two variables. Similarly, by W k , k = 1, 3, we define the space of all functions which are restrictions to Ω of functions from
)-periodic with all derivatives with respect to the first two variables and satisfying the homogeneous Dirichlet boundary conditions on bottom and top boundaries R 2 × {0, 1}. Define the spaces
Moreover, let P : L 2 (Ω) 3 → H be the Leray-Helmholz projection. The duality pairings between V and its dual V ′ as well as between W k and its dual W ′ k will be denoted by ·, · , and the scalar product on E k and H will be denoted by (·, ·).
We will consider the eigenfunctions and eigenvalues of the three operators: the scalar operator −∆, the vector valued three-dimensional operator −∆ and the three-dimensional Stokes operator with the considered boundary conditions. All these operators have the sequences of positive eigenvalues going to infinity with the corresponding eigenfunctions being smooth and constituting the complete orthonormal sequences in E 1 , E 3 , and H, respectively. By
, and D(−P ∆) we will denote, respectively, domains of one and three-dimensional Laplacian and the Stokes operator equipped with H 2 norms. It is not hard to verify that the first eigenvalue of all three operators coincides and is equal to λ 1 = π 2 [19] . Hence, the following Poincaré inequalities hold By E n 1 and E n 3 we will denote the spaces spanned by the first n eigenfunctions of the scalar and vector −∆, respectively, and by H n the space spanned by the first n eigenfunctions of the considered Stokes operator.
The weak solution to the above problem will be considered as the limit of the Galerkin problems. But, as we need the solutions of the Galerkin problem to satisfy the maximum principle for the temperature we only discretize the velocity u and the microrotation γ and keep the original PDE for the temperature. In the following definition of the Galerkin problem by AC(I; X) we denote the space of absolutely continuous functions defined on the time interval I with values in a Banach space X.
3 , η ∈ W 1 and a.e. t > 0 there holds
The proof of the following result is standard and so we skip it. The argument follows for example by the Galerkin method applied to the equation for θ n , cf. [10] . LEMMA 3.2. For every u n 0 ∈ H n , γ n 0 ∈ E n 3 , and θ 0 ∈ E 1 the (u, γ)-Galerkin problem given in Definition 3.1 has a unique solution.
We define the weak solution to the above problem as the approximative limit of subsequences of the (u, γ)-Galerkin problems.
The triple of functions (u, γ, θ) such that
is called a weak solution of the problem (3.15)-(3.18) if for all test functions v ∈ V , ξ ∈ W 3 , η ∈ W 1 and a.e. t > 0 there holds
and if (u, γ, θ) is the limit of approximative problems in the sense that there exist the sequences of initial data
, then, for a subsequence of indexes denoted by n k there holds
The following result on the existence of the weak solution given in Definition 3.3 is standard, cf.
[10], so we omit its proof. LEMMA 3.4. For every initial data u 0 ∈ H, γ 0 ∈ E 3 , and θ 0 ∈ E 1 there exists a weak solution to problem (3.15)-(3.18) given by Definition 3.3.
Some basic properties of the weak solution. We prove some basic properties of the weak solutions. LEMMA 3.5. Suppose that (u n k , γ n k , θ n k ) is the subsequence of u, γ-Galerkin problems such that the convergences (3.29)-(3.31) hold. Then there also hold the following convergences u n k (t) → u(t) weakly in H for every t ≥ 0 and strongly in H for a.e. t > 0 and for t = 0,
weakly in E 3 for every t ≥ 0 and strongly in E 3 for a.e. t > 0 and for t = 0,
weakly in E 1 for every t ≥ 0 and strongly in E 1 for a.e. t > 0 and for t = 0,
PROOF. The result is standard so, again, we omit the details of the proof. The convergence of time derivatives follows from the fact that (u n k , γ n k , θ n k ) satisfy the equations (3.23)-(3.25) and from the bounds implied by the convergences (3.29 
follows from the Aubin-Lions lemma. This convergence implies the strong convergence in H, E 1 , E 3 for a.e. t. The strong convergence at t = 0 follows from the way the initial data are defined for the approximative problems. Obtained convergences also imply the pointwise in time weak convergences in H, E 1 , and E 3 for every t ≥ 0.
Similarly as for the Leray-Hopf weak solutions of the 3D Navier-Stokes equations we will need that our weak solutions satisfy the energy inequalities. However, we do not impose these inequalities in the definition of the weak solution. Rather that that, they will follow from the corresponding energy equations for the (u, γ)-Galerkin problems. LEMMA 3.6. Suppose that the triple (u, γ, θ) is the weak solution given by Definition 3.3. Then for almost every t 0 ≥ 0 (including t 0 = 0) and for every t > t 0 there hold the inequalities
PROOF. The proof is standard and follows the same argument as the proof of energy inequalities in the Leray-Hopf weak solution of the Navier Stokes equation. For example, to get (3.32) we need to test (3.23) with u n (t). After integration over the interval (t 0 , t) it follows that
Now, the convergences (3.29)-(3.31) and Lemma 3.5 as well as the sequential weak lower semicontinuity of the norms imply the desired result.
Strong solution and weak-strong uniqueness. We pass to the definition of the strong solution of the finite Prandtl number problem.
, and θ(0) = θ 0 , is called a strong solution of the problem (3.15)-(3.18) if for all test functions v ∈ H, ξ ∈ E 3 , η ∈ E 1 and a.e. t > 0 there holds
REMARK 3.8. We stress that we do not know on the existence of the strong solution for every initial data u 0 ∈ V, γ 0 ∈ W 3 , and θ 0 ∈ W 1 . If, however, the constants of the problem satisfy some restriction which will be given later, and the initial data is sufficiently small, such strong solution always exists. We will prove that it always exists on the global attractor for the weak solutions.
The next result establishes the weak-strong uniqueness property of strong and weak solutions. LEMMA 3.9. If (u, γ, θ) is a strong solution then it is also a weak solution and it is moreover unique in the class of the weak solutions.
PROOF. The proof follows the lines of the weak-strong uniqueness proof of the Leray-Hopf weak solutions. First we observe that every weak solution given by Definition 3.1 satisfies the regularity
Assume that u 0 ∈ V, γ 0 ∈ V 3 , θ 0 ∈ V 1 and the triples (u 1 , γ 1 , θ 1 ) and (u 2 , γ 2 , θ 2 ) are, respectively, weak and strong solutions with these initial data.
This means that
On the other hand (3.35) implies the energy equation for the strong solution, namely
Testing (3.35) with v(t) it follows that
Finally testing (3.35) and (3.26) with u 2 (t) and subtracting the two relations it follows that
Summarizing we deduce after some obvious transformations
where the constant δ is arbitrary. Hence
Proceeding in a similar way with the remaining two equations we arrive at the bounds
Adding the three inequalities and denoting
Since, by the Agmon inequality
we obtain the assertion by the Gronwall lemma.
A priori estimates
In this section we derive some estimates which will be used several times in the rest of the article. We introduce the new constant D = max 2, M L which will be useful in the estimates of this section. The constants denoted by small c, such as c 1 , c 2 , . . . are universal and do not depend on the data of the problem. All dependence on the problem data is explicitly written in the estimates apart from constants T 1 , T 2 , . . ., times needed to enter some absorbing balls. These times can depend on the constants present in the formulation of the problem, as well as on the initial condition and it is not always written explicitly. Note, however, that always times T 1 , T 2 , . . . are possible to be chosen uniformly for the initial data in the bounded sets (u 0 , γ 0 , θ 0 ) ∈ H × E 3 × E 1 .
4.1. Maximum principle for temperature. We start from Stampacchia type maximum principle estimates for temperature. Note that Wang [23] includes these estimates in his definition of "suitable" weak solutions. As we require our weak solution to be limits of approximative Galerkin problems, we derive these estimates as a consequence of our definition.
Note that in the next lemma the bounds hold only for almost every t > 0. This is the consequence of the fact that the limit of truncations of weakly convergent sequences does not have to be equal to the truncation of the limit. Hence, the estimate is established only in those time points in which the approximative sequences converge strongly. LEMMA 4.1. Suppose that the triple (u, γ, θ) is the weak solution given by Definition 3.3. Then for almost every t > 0 there hold the inequalities
where
for every η ∈ W 1 and a.e. t ∈ (0, T ). We can take η = (T n − 1) + , whence
The Poincaré inequality implies that
Now, the Gronwall lemma implies that
holds for a.e. t > 0 and for t = 0, cf. Lemma 3.5 and hence we can pass to the limit in those time points to get (4.1). Assertion (4.2) follows by taking (T n ) − as the test function in place of (T n − 1) + . 
where A = L x 1 /h·L x 2 /h. In particular T (t) 2 and θ(t) 2 are bounded uniformly in time by the quantity which depends only on the initial data θ 0 and the geometry of the domain Ω.
PROOF. We decompose T (t) = T 1 (t) + T 2 (t), where T 1 (t) = (T − 1) + (t) − T − (t) and T 2 (t) has values in [0, 1] for a.e. x ∈ Ω. So,
It follows that
Hence, by Lemma 4.1 for almost every t > 0 it holds
Now, the fact that θ ∈ C w ([0, ∞); H) together with the sequential weak lower semicontinuity of the norm implies that this inequality holds actually for every t ≥ 0.
Energy estimates.
In this section we derive the estimates which follow from the energy relations. 
Dropping the term with K and using the Poincaré inequality we obtain
We easily deduce
The Poincaré inequality now implies
Using the previously defined constant D, we obtain
A direct computation leads to
Suppose that Dǫ = 1. Define
and the assertion for Dǫ = 1 is proved. It remains to verify the case Dǫ = 1. Then
To get the assertion we should take
in order to obtain (4.6). Again, we can use [2, Lemma 7.2] which leads us to
As λ 1 te −λ 1 t ≤ e −1 the assertion follows easily.
and t > T 1 , then
PROOF. Adding the estimates (3.32) and (3.33) we obtain ǫ u n (t)
Since, for t ≥ T 1 there holds θ n (t) ≤ 4 √ A, we deduce
The Poincaré inequality implies
The Cauchy inequality implies that
We deduce
Dπ 2 (t − T 1 ), whence the assertion follows. REMARK 4.5. Estimates of Lemmas 4.3, and 4.4 hold also for the solutions of the approximative problems given by Definition 3.1 with the constants independent on the dimension of the finite dimensional spaces that approximate u and γ.
Enstrophy estimates.
The crucial assumption for our results below is that the constants present in the problem satisfy the following restrictions meaning that the Prandtl number Pr and the micropolar damping L are large enough.
(H) L ≥ 16 3π 2 K and Pr ≥ 2RaD 3/2 c 1 √ A. In the following lemma which follows from the enstrophy estimates we show that if restrictions (H) hold, then there exists a ball in H 1 that is forward invariant for large time for the approximative problems. LEMMA 4.6. Assume (H). Let (u n , γ n , θ n ) be the solution to the Galerkin problem given in Definition 3.1. If
and for some t ≥ T 1 there holds (u n (t), γ n (t)) ∈ S R then for every s ≥ t there also holds (u n (s), γ n (s)) ∈ S R , where
PROOF. We test the Galerkin equation (3.23) by −P ∆u n (t), the value of the Stokes operator applied to u n (t), which gives
We deduce, using the Cauchy, and Agmon inequalities
2 , (4.8) where c 1 is the constant from the Agmon inequality v L ∞ ≤ c 1 ∇v
since ∆γ n (t) = ∇div γ n (t)−rot rot γ n (t), rot ∇F = 0, and (∇F, rot rot γ n (t)) = (rot ∇F, rot γ n (t)) = 0. Hence, testing (3.17) with −∆γ n (t) we can drop the term with G and we deduce that
After some simple calculations it follows that
. We add the resulting inequality to (4.8) , and use the Cauchy inequality once again which yields
2 . After further computations, which use the Poincaré inequality, the relation between K and L in (H) and the fact that t ≥ T 1 we obtain
2 . Using the Young inequality we deduce that for any δ > 0 there holds
2 . Assuming that δ < 2/3 and using the Poincaré inequality, this yields
2 . After some simple calculations we arrive at
where θ > 0 is arbitrary. Setting δ = 1/2, and using the notation D = max 2,
We need to find sufficiently large R such that the set S R is forward invariant for t ≥ T 1 . It is sufficient to find R > 0 such that
If only such R exists, then S R is forward invariant for t ≥ T 1 . It is a straightforward and cumbersome computation to check that if only
then we can choose
and the inequality (4.10) is satisfied. The proof is complete.
LEMMA 4.7. Assume (H). If the initial data
where B is a bounded set in H × E 3 × E 1 then there exists T 2 > 0 dependent on B such that
PROOF. Lemmas 4.2 and 4.3 imply that
2 ≤ C for every t ≥ 0, where the constant C depends on B. Let T 1 be as in Lemma 4.6. Thus there exists time
By Lemma 4.4 this means that
Dπ 2 . Since the function V n is continuous we deduce that there exists t ∈ [T 1 , T 2 ] such that
then result follows by Lemma 4.6. But this inequality is equivalent to
which is always true as D ≥ 2, and the result follows.
In the next result we show that the absorbing ball exists not only for the approximate solutions but also for the limit solutions. LEMMA 4.8. Assume (H). Let B be a bounded set in H × E 3 × E 1 . There exists a time T 2 dependent only on B such that for any weak solution (u, γ, θ) with the initial data in B there holds
PROOF. If (u, γ, θ) is a weak solution, then there exists a certain sequence of indexes n k such that convergences of Lemma 3.5 hold for this sequence. Fix t ≥ T 2 , where T 2 is the same as in Lemma 4.7. Then by Lemma 4.7 the expression ∇u n k (t) 2 2 + ∇γ n k (t) 2 2 is bounded uniformly with respect to n, whence, for a subsequence, denoted again by n k u n k (t) → a weakly in V and γ n k (t) → b weakly in W 3 as n → ∞.
In view of Lemma 3.5 a = u(t) and b = γ(t) and the convergences hold for the whole subsequence n k . Sequential weak lower semicontinuity of norms implies that
and the proof is complete.
Gradient estimates for temperature.
We pass to the derivation of the uniform estimates for ∇θ 2 . Before we derive the estimate for this value, we need an auxiliary estimate for the time integral of temperature for the approximative problem. LEMMA 4.9. Assume (H). Let u n , γ n , θ n be the solution of the approximative problem given in Definition 3.1 where the initial data (u 0 , γ 0 , θ 0 ) belongs to a bounded set in H × E 3 × E 1 . There exists a constant T 3 depending on B and the constants present in the formulation of the problem such that for every t 2 > t 1 ≥ T 3 there holds
PROOF. Testing (3.25) with θ n (t) it follows that
Multiplying by the integrating factor e λ 1 t and integrating from t 1 to t 2 it follows that
Due to estimates (4.4) and (4.3) which are valid also for the approximative solution we can choose T 3 sufficiently large (depending on the initial data u 0 , γ 0 , θ 0 and constants A, Ra, ǫ, M, L, λ 1 ) such that
The proof is complete.
LEMMA 4.10. Assume (H). Let B be a bounded set of initial data in W × E 3 × E 1 and let u n , γ n , θ n be the solution of the approximative problem given in Definition 3.1 and u, γ, θ be a weak solution given in Definition 3.3. There exists a constant T 4 depending on the constants of the problem and the set B and a universal constant c 4 such that for every t ≥ T 4 there hold the estimates
5. Global attractors, their existence and invariance.
Existence of a global attractor.
From now on we make the standing assumption that the assumption (H) holds, i.e., that
In what follows we will use Theorem 2.3 with X = H × E 3 × E 1 and Y to be defined later. In fact if Z = V × W 3 × W 1 then Y will be a metric space given by a certain closed and bounded subset of Z equipped with its topology. We need first to show that the multivalued map
is a multivalued eventual semiflow, and that it satisfies the dissipativity and asymptotic compactness properties of Theorem 2.3. We start from the proof that it is a multivalued eventual semiflow.
LEMMA 5.1. The family of multivalued mappings {S(t)} t≥0 defined by (5.1) is a multivalued eventual semiflow.
PROOF. Lemma 3.4 implies that S(t)(u 0 , γ 0 , θ 0 ) is nonempty for every (u 0 , γ 0 , θ 0 ) ∈ X. It is clear from the definition that S(0)(u 0 , γ 0 , θ 0 ) = {u 0 , γ 0 , θ 0 }. We only have to prove the assertion (ii) of Definition 2.1. Consider the weak solution (u(s), γ(s), θ(s)) given by Definition 3.3 and consider its suffix
where t ≥ t 1 (B) = max{T 2 , T 4 } with T 2 as in Lemma 4.7 and T 4 is as in Lemma 4.10. The weak solution is a limit of the (u, γ)-Galerkin problems with strongly in X converging initial data. It is clear that the regularity imposed in Definition 3.3 holds for the restrictions (u(s − t), γ(s − t), θ(s − t))| s≥t and they satisfy the almost everywhere in time equations (3.26)-(3.28). The restrictions of weak solution are the limits in the sense given in (3.29)-(3.31) of the restrictions of the approximative problems. Lemma 3.5 implies that, for a subsequence
But the estimates of Lemmas 4.7 and 4.10 together with the compactness of the embeddings V ⊂ H, W 3 ⊂ E 3 , and W 1 ⊂ E 1 imply that the above weak convergences are in fact strong. Hence, all requirements of Definition 2.1 are satisfied by the family {S(t)} t≥0 , and the proof is complete. Now, the following dissipativity result is in a simple consequence of the previously derived a priori estimates.
LEMMA 5.2. There exists a closed set B 1 ∈ B(Z) such that for every B ∈ B(X) there exists the time t 1 (B) such that
PROOF. The assertion follows easily from Lemmas 4.8 and 4.10. It is enough to take t 1 = max{T 2 , T 4 }.
In the next lemma we establish that the restriction of any weak solution to the interval [t, ∞), where t ≥ t 1 (B) is in fact strong. LEMMA 5.3. Let (u, γ, θ) be the weak solution with the initial data (u 0 , γ 0 , θ 0 ) ∈ B ∈ B(X). For every t ≥ t 1 (B) the translated restrictions
are the strong solutions.
PROOF. Let (u n , γ n , θ n ) be the sequence of the (u, γ)-Galerkin solutions convergent to (u, γ, θ) in the sense given by Definition 3.3, and let t ≥ t 1 (B), where T 2 and T 4 are given by Lemmas 4.8 and 4.10. Denote
By Lemmas 4.7, 4.8 and 4.10 there exists a constant C independent of n such that
2) and ∇u(s)
Functions (u n , γ n , θ n ) satisfy the equations
for any (v, ξ, η) ∈ H n × E n 3 × E 1 . Since, in the following estimates we do not need exactly to keep tract of the dependence on the constants of the problem, we will denote by C the generic constant independent of n and k. Testing (5.4) by v = −P ∆u n (t) and proceeding the same as in the proof of Lemma 4.6 we obtain the estimate
2 . Estimates (5.2) as well as the Cauchy and Young inequalities imply that
Sequential weak lower semicontinuity of the norm in the space L 2 (0, T ; D(−P ∆)), where D(−P ∆) is the domain of the Stokes operator −P ∆ equipped with the H 2 norm, implies that u ∈ L 2 (0, T ; D(−P ∆)) also
In a standard way, from (5.4), testing it by v(t) with arbitrary v ∈ L 2 (0, T ; H), estimating the nonlinear term using the Agmon inequality, and using the previous estimates we obtain the bound
Again, the sequential weak lower semicontinuity of the norm implies that u t ∈ L 2 (0, T ; H), and that
In a similar way, analogous estimates on microrotation γ and temperature θ are obtained from (5.5) and (5.6). These estimates give us enough compactness to pass to the limit with n → ∞ in (5.4)-(5.6), whence (u, γ, θ) is a strong solution. We only show how to pass to the limit in the nonlinearm term ((u n · ∇u n ), v). We know that, for a function u ∈ L 2 (0, T ; D(−P ∆)) ∩ H 1 (0, T ; H) there holds 12) where the second convergence in (5.11) follows from the Aubin-Lions lemma and the compact embedding
We estimate both terms separately
It is clear that we can pass to the limit in the nonlinear term in (5.4). We skip details of passing to the limit in the remaining terms. In the linear ones the possibility of pass to the limit just follows from the weak convergence, and passing to the limit in nonlinear terms in (5.5) and (5.6) is done in a similar way as in the one in (5.4) . The the proof is complete.
We are in position to define the metric space Y . It is given by
which, equipped with the norm topology of Z is a complete metric space, as a closed subset of Z. Lemma 5.2 implies that Y ⊂ B 1 , whence Y is bounded.
In the next lemma we show that Y is absorbing, and hence it can be used as B 0 in Theorem 2.3. PROOF. Define t 0 = t 1 (B) + t 1 (B 1 ) and take t ≥ t 0 . Clearly t ≥ t 1 (B) and hence, by Lemma 5.1
We now use Lemma 5.2 to deduce that
, and hence
We pass to the proof of the asymptotic compactness. The technique to prove it is based on the energy equation method, see for instance [2] . Note that in Theorem 2.3 it is only sufficient to obtain the asymptotic compactness for the initial data in the absorbing set B 0 . We will in fact obtain the asymptotic compactness for the initial data in any set which is bounded in X.
LEMMA 5.5. Assume that B ∈ B(X) and (w n , ξ n , η n ) ∈ S(t n )B with a sequence t n → ∞. Then the sequence (w n , ξ n , η n ) is relatively compact in Y , i.e. w n is relatively compact in V , ξ n is relatively compact in W 3 , and η n is relatively compact in W 1 .
PROOF. There exists a sequence (u 0n , γ 0n , θ 0n ) ∈ B and a sequence (u n , γ n , θ n ) of weak solutions with the initial data (u 0n , γ 0n , θ 0n ) such that (u n (t n ), γ n (t n ), θ n (t n )) = (w n , ξ n , η n ). We will consider the restrictions (u n , γ n , θ n ) = (u n (t + t n − 1), γ n (t + t n − 1), θ n (t + t n − 1))| t∈ [0, 2] .
These functions are defined on the time interval [0, 2], and (u n (1), γ n (1), θ n (1)) = (w n , ξ n , η n ).
By Lemma 5.3, if only n is large enough, the functions (u n , γ n , θ n ) are strong solutions on the interval [0, 2]. Moreover, by Lemma 5.2 there exists a constant C > 0 such that
(5.13) Estimate (5.13) implies that, for a nonrenumbered subsequence of indexes,
14) 16) for some (a, b, c) ∈ Y . We have to show that these convergences are in fact strong. Functions (u n , γ n , θ n ) satisfy the equations (5.4)-(5.6) for almost every s ∈ [0, 2]. Hence, proceeding exactly as in the proof of Lemma 5.3 we get the estimates
Above estimates, together with the Aubin-Lions lemma, imply that, for a subsequence of n, we have the following convergences
In particular u n (t) → u(t) strongly in V for a.e. t ∈ (0, 2),
and
Coming back to (5.14)-(5.16) we deduce that a = u(1), b = γ(1), c = θ(1). We will show that ∇u n (1) 2 → ∇u(1) 2 . This will mean that the convergence in (5.14) is in fact strong. Since the proofs that convergences in (5.15) and (5.16) are strong are analogous, and the technique is well known, we will only provide the proof for (5.14). Testing (5.4) with v = −P u n (s) and integrating from 0 to t ∈ (0, 2) we get
It is not hard to verify that W n (t) are nonincreasing functions of time, W n (t) → W (t) for almost every t ∈ (0, 2), and function W (t) is continuous. This implies that W n (t) → W (t) for every t ∈ (0, 1), whence in particular W n (1) → W (1), and ∇u n (1) 2 → ∇u(1) 2 , which completes the proof. The above theorem shows the existence of a global attractor in the sense of Definition 2.2. This attractor is the smallest compact attracting set, but not necessarily invariant. The obtained attractor A is, however, an invariant set, and the semiflow restricted to this attractor is in fact single-valued and governed by the strong solutions. These results will be proved in the next subsection.
5.2. Invariance of the global attractor A. We start from the observation which follows from Lemma 5.5 and the weak-strong uniqueness property obtained in Lemma 3.9.
LEMMA 5.7. Let (u, γ, θ) be a weak solution given by Definition 3.3. There exists t 0 , which can be chosen uniformly with respect to bounded sets in X of initial data, such that for every t ≥ t 0 , this solution restricted to [t, ∞) is in fact strong. Moreover, for any t ≥ T and any s ≥ 0 the set S(s)(u(t), γ(t), θ(t)) is a singleton contained in Y .
Note that in the above theorem the time t 0 (B) is exactly the same as in Lemmma 5.4. In the next Lemma we establish the result on the continuous dependence of the strong solutions on the initial data.
LEMMA 5.8. Let (u 1 , γ 1 , θ 1 ) and (u 2 , γ 2 , θ 2 ) be two strong solutions such that
Then there exists a constant L dependent only of C and T such that
PROOF. In the proof by E we will denote the generic constant dependent only on the constants present in the problem definition and C from (5.17) and (5.18). Denote w = u 1 − u 2 , ξ = γ 1 − γ 2 , and η = θ 1 − θ 2 . Testing the difference of (3.35) written for u 1 and u 2 by −P ∆w we obtain
Using the Schwartz and Hölder inequalities, we deduce
Using the Agmon inequality w ∞ ≤ E ∇w as well as the continuity of the embedding V ⊂ L 6 (Ω) 3 and assumptions (5.17)-(5.18), we obtain we deduce
We can use the Young inequality with ǫ, as well as the Poincaré inequality, whence we obtain
Proceeding in a similar way with (3.36), testing the difference of this equation written for γ 1 and γ 2 with −∆ξ(t) we obtain,
Finally, proceeding analogously with (3.37) we arrive at
Adding the three obtained inequalities to each other we get
where the constant E depends only on the problem data and C. So, by the Gronwall lemma, the assertion holds with L = e ET .
In the next result we establish that the multivalued eventual semiflow given by weak solutions is in fact a single valued semiflow in Y when we restrict it to Y . LEMMA 5.9. Let (u 0 , γ 0 , θ 0 ) ∈ Y . There exists a strong solution (u(t), γ(t), θ(t)) with the initial data (u 0 , γ 0 , θ 0 ) which is also a unique weak solution, and for every t ≥ 0 there holds (u(t), γ(t), θ(t)) ∈ Y . In consequence, S(t) restricted to Y is a single valued semiflow and has values in Y .
PROOF. Let
In the first case, by Lemma 5.3 there exists the strong solution starting from (u 0 , γ 0 , θ 0 ), which, by Lemma 3.9 must be unique in the class of the weak solutions. Hence S(t)(u 0 , γ 0 , θ 0 ) is a singleton and moreover S(t)(u 0 , γ 0 , θ 0 ) ∈ Y . It remains to verify the second possibility. In that case there exists the sequence {t n } ⊂ [t 1 (B 1 ), ∞) and the sequence of solutions {(u n , γ n , θ n )} ∞ n=1 with the initial data in B 1 such that
Lemma 5.7 implies that these are the strong solutions. Moreover, arguing as in the proof of Lemma 5.3 we have the bounds Analogously as in the proofs of Lemmas 5.3 and 5.5, and using a diagonal argument, we can extract a subsequence such that u n → u weakly in L PROOF. As A is a compact set contained in Y , and by Lemma 5.9, S(t) is single-valued on Y , it also must be that S(t) is single valued on A. The fact that on Y the multivalued maps S(t) are actually governed by the strong solutions and have valued in Y implies that S(t)| Y is a semigroup. Since Y is a bounded set in Z, Lemma 5.8 implies that S(t)| Y are (Y, Y ) continuous maps. Hence, Theorem 2.4 implies that A is an invariant set. The proof is complete. REMARK 5.11. We have only proved that the attractor A is a compact set in the topology of Z = V × W 3 × W 1 . We note that it is possible to continue the bootstrapping argument, which would lead us to further regularity of the attractor A in higher order Sobolev spaces. It is also possible, proceeding in a now well established way to get its finite dimensionality. This would give an example of a problem without known solution uniqueness, which has the attractor of finite dimensionality. The solutions are unique on the attractor, but, in contrast to examples of [12] , the semigroup does not instantaneously enter the regime where the solution has to stay unique. Rather than that, such regime is entered after some time given uniformly with respect to bounded sets of initial data.
Upper semicontinuous convergence of attractors.
The main aim of this section is the proof of the following convergence In this section we will assume that the parameters Pr, Ra, M, L, G, A are fixed and satisfy (H), and the parameter K varies in the interval K ∈ 0, L 3π 2 16 , such that the assumption (H) always holds. By C we will denote a generic constant independent of K, but possibly dependent on parameters Pr, Ra, M, L, G, A. We also denote L 3π 2 16 = K max . For every K ∈ [0, K max ] we denote the corresponding global attractor, which exists by Theorem 5.6 and is invariant by Lemma 5.10 by A K . The corresponding semigroup will be denoted by {S(t) K } t≥0 . Note that while the Banach spaces X = H × E 3 × E 1 and Z = V × W 3 × W 1 are independent of K, the metric space Y is dependent of K. We will denote it by Y K . PROOF. Since all A K are compact sets then for every K there exist x K ∈ A K such that dist X (A K , A 0 ) = dist X (x K , A 0 ). Let K n → 0 be a sequence, we choose its any subsequence K τ . As K∈(0,Kmax] A K is relatively compact, there exists x ∈ X such that x Kτ → x, for another subsequence, where by the Kuratowski upper semicontinuous convergence there must hold x ∈ A 0 . So, dist X (A Kτ , A 0 ) = dist X (x Kτ , A 0 ) ≤ ρ(x Kτ , x) → 0.
Hence dist X (A Kn , A 0 ) → 0 for the whole sequence K n and the assertion is proved.
6.2. Result on upper semicontinuous convergence of attractors. We pass to the proof of (6.1). First note that every set A K for K ∈ [0, K max ], as a global attractor, is compact in X. Now note, that the bounds in Lemmas 4.8 and 4.10 are independent of K. This means that the absorbing set B 1 ∈ B(Z) given by Lemma 5.2 can be chosen independent of K. As A K ⊂ Y K ⊂ B 1 , we deduce that
As B 1 ∈ B(Z), and hence this set is relatively compact in X, it follows that K∈(0,Kmax] A K is also relatively compact in X. So, by Lemma 6.3 it suffices to prove the Kuratowski upper-semicontinuous convergence. We will prove the following result.
THEOREM 6.4. The global attractors A K converge to A 0 upper semicontinuously in Kuratowski sense, and, in consequence (6.1) holds.
PROOF. Let (u n 0 , γ n 0 , θ n 0 ) ∈ A Kn , where K n → 0 and (u n 0 , γ n 0 , θ n 0 ) → (u 0 , γ 0 , θ 0 ) in X as n → ∞. We must show that (u 0 , γ 0 , θ 0 ) ∈ A 0 . By Theorem 2.6 there exists the sequence of eternal trajectories (u n , γ n , θ n ) : R → Y Kn such that (u n (s), γ n (s), θ n (s)) ∈ A Kn for every s ∈ R, and (u n (0), γ n (0), θ n (0)) = (u n 0 , γ n 0 , θ n 0 ). The inclusion (6.2) implies that (u n (s), γ n (s), θ n (s)) Z ≤ C for every n ∈ N and s ∈ R.
As in the proof of Lemma 5.3 we deduce that PROOF. As A 0 is nonempty and compact in Y 0 (and Z = V × W 3 × W 1 ), it is clear that Π (u,θ) A 0 is nonempty and compact in Π (u,θ) Y 0 . Choose any bounded set B ∈ B(H × E 1 ). Denote the extension of B to H by LB = {(u, 0, θ) : (u, θ) ∈ B}. This is a bounded set in H. Energy inequality (3.33) implies that S 0 (t)(u, 0, θ) = {(u(t), 0, θ(t)) : (u(t), θ(t)) ∈ S N EW T (t)(u, θ)}.
Hence dist Π (u,θ) Y 0 (S N EW T (t)B, Π (u,θ) A 0 ) = dist Y 0 (S 0 (t)B, A 0 ) → 0 as t → ∞.
Invariance of A 0 through {S 0 (t)} t≥0 implies the invariance of Π (u,θ) A 0 through {S N EW T (t)} t≥0 . It is also immediate to see that Π (u,θ) A 0 is the smallest closed attracting set. Indeed, if C is closed and attracting, then it must hold that
Hence Π (u,θ) A 0 ⊂ C, and the proof is complete.
