Abstract To achieve accurate battery SoC, the Gaussian is applied to construct battery model. It is able to simulate the time-variable, nonlinear characteristics of battery. To adaptively adjust the Gaussian battery model parameter set and order, a novel online four-step model parameter identification and order selection method is proposed. To further evaluate the Gaussian battery model estimation accuracy, another two kinds of representative battery models including the combined model and Thevenin model are built as comparisons. Results based on three kinds of Kalman filters show that the maximum SoC estimation error of each case is within 2% and the Gaussian model has the best accuracy for voltage prediction as well as SoC estimation.
INTRODUCTION
Energy crises, environmental issues and concerns regarding peaking oil production have promoted research into development of various types of electric vehicles (EVs), which has been established as one of the seven strategic emerging industries in China. In recent years, lithium-ion batteries have attracted special attention for EVs applications because of the high power density, high energy density and long lifetime [12] . However, battery is still the bottleneck technology with EVs. It is meaningful both in theory and practical application to implement the research on the state of charge (SoC) estimation of batteries [3] .
Many studies [4] [5] [6] [7] [8] have focused on the battery electrochemical modeling researches. Indeed, the electrochemical model is able to accurately describe the battery internal electrochemical reactions, which can not only simulate the open circuit voltage (OCV) and the terminal voltage changing process, but can also simulate the reactions of the battery anode, separator, and cathode. However, the calculation ability of the battery management system (BMS) is poor to solve the complicated partial differential equations and identify the variety of electrochemical parameters. Herein, the equivalent circuit battery model [9] [10] [11] [12] [13] [14] [15] [16] [17] , which is easy to analyze and implement, has been widely applied to the EV modeling simulation and model-based BMS research. The combined battery model is first proposed by G. L. Plett [9] and can be viewed as a combination of the Shepherd model, Unnewehr universal model and Nernst model to obtain the most accurate performance. Several studies [10] [11] have used this model for the SoC estimation for its simplicity since then, and the simulation results have indicated its high accuracy. Compared to the combined model, the Thevenin battery model is applied even more generally. Many scientists have done series of researches [12] [13] [14] [15] on this model for the battery SoC, peak power and capacity estimation, and the experimental results show that this model is able to describe the battery characteristics accurately. Recently, a new battery model has been proposed in [16] to estimate battery state of energy (SoE), which is able to simulate the OCV characteristics of different battery accurately. However, this paper fails to systematically evaluate the new model by comparing it to other existing classic battery models or to assess its robustness to different filters.
Based on these equivalent circuit models, the extended Kalman filter (EKF) is first applied to estimate the SoC by G. L. Plett [17] . It is doubtless that EKF provides the best solution for long-term SoC estimation [9, 17] . However, the core content of the EKF method used for SoC estimation is to establish a reasonable battery equivalent model and build a group of state equations. Accordingly, this method is highly dependent on the battery model as well as the predetermined variables of the system noise, such as mean value, pertinence, and covariance matrix. An improper setting of the predetermined variables of the system noise may result in remarkable errors and divergence [18] [19] . Herein, certain modified Kalman filters (KF) are proposed to improve the accuracy and robustness of the filter estimation. For example, to avoid the linearization error of battery model and improve the model precision for SoC estimation, the central difference Kalman filter (CDKF) is adopted and which has the potential to estimate battery SoC with its nonlinear behavior [20] [21] . Furthermore, for the SoC estimation, the error would be large or even diverge if inappropriate values of the noise covariance were used. Therefore, the adaptive extended Kalman filter (AEKF) is applied to implement online SoC estimation in [10, 22] to improve the EKF-based SoC estimation accuracy by adaptively updating the process and measurement noise covariance.
A. Contribution of The Paper
The Gaussian-based battery model is constructed in this paper for SoC estimation for further evaluation of its ability to simulate the strong time-variable and nonlinear characteristics of battery. The robustness against different kinds of Kalman filters and lithium-ion batteries is verified. Also, a novel online four-step parameter identification and model order selection method based on the genetic algorithm and Akaike information criterion (AIC) is proposed and expected to adaptively select the optimal Gaussian battery model order and identify model parameter set according to the real-time data. Finally, to systematically evaluate the Gaussian-based battery model estimation accuracy, another two typical battery models including the combined model and Thevenin model are implemented to estimate SoC as comparisons.
B. Organization of The Paper
This paper is organized as follows: Section 2 describes the Gaussian battery model construction process. Then the model-based SoC estimators with three different filters are illustrated in Section 3. The data set for two kinds of lithium-ion batteries is introduced in Section 4. Verification and evaluation of the proposed method are reported in Section 5 before conclusions are drawn in Section 6.
II. GAUSSIAN-BASED BATTERY MODEL
A. Battery Modeling The n-order Gaussian battery model is applied to simulate the battery characteristics and is expressed as:
where z represents battery SoC; the subscript k indices the sampling moment; U t represents the terminal voltage; i L represents the current which is negative at charge and positive at discharge; a 1,…,m , b 1,…,m , c 1,…,m , d 1,…,m and e 1,…,m represent the battery model parameter set; The first term on the right side of (1) 
Where g is the estimation value of the current population
is the estimation value of U t,i at the data point i; N is the experimental data length.
It is doubtless that the Gaussian battery model should simulate the battery strong time-variable, nonlinear characteristics more accurately with the bigger n. However, the model parameters will increase abundantly with the increase of n, and the calculation burden will be heavier and a larger memory will be required to store the large amount of sample data. Herein, a reasonable n needs to be determined to make the optimal tradeoff between the model complexity and prediction precision. The information-theoretic, or entropic Akaike information criterion (AIC) aims at the identification of an optimal and a parsimonious model in data analysis from a class of competing models which takes model complexity into account [23] .
The AIC model used here is as:
where n denotes the Gaussian model order which represents the model complexity.
denotes the sum of the voltage residual error squares which represents the model precision and is expressed as
where N denotes the data length. Herein, the minimal AIC value indicates the optimal tradeoff between the model complexity and prediction precision.
To select the model parameter set and order adaptively based on the real-time data, the online four-step parameter identification and model order selection method is proposed and shown in Fig.1 and the operating process can be described as follows:
Start the algorithm and initialization. Initialize the register and variables to zero and extract stored data from the system to calibrate the model parameter; Initialize parameters such as g, ∆g, m, M, V e , Max; Search the SoC range (z s , z e ); Select the parameter identification domain. For example, in this paper the SoC range is set between 10% and 100%, So the upper limit SoC-z e is 100% and the lower limit SoC-z s is 10%.
Get data for parameter identification and make a decision. Based on the preset SoC range, current, voltage, SoC and temperature data is obtained to identify the model parameter set; Then decide if m is bigger than M. If m is bigger, it means after the specified increasing times of genetic generation the constructed battery model still cannot meet the expected prediction accuracy. Under this circumstance, the specific battery model order is considered as invalid. In this paper, M is set to 5.
Start
Get the data for parameter identification
Identify model parameter End
Symbol description: is the lower limit of SoC; is the upper limit of SoC; g is the genetic generation and is the increased generations at each time; records the time that g is increased and its initial value is zero; is a preset value indicating the limits of ; is the terminal voltage prediction error and is the error limits.
AIC evaluation Store the identified parameter Model parameter identification and precision evaluation. The genetic algorithm is applied to identify the model parameter, after which the model prediction precision with specific order is evaluated. For example, if V e is smaller than the preset Max value, the model is considered to be constructed effectively and the identified parameter set is stored. Otherwise, the genetic generation is increased and another parameter identification process is followed. Here, we set Max=50mV, and ∆g=100.
Evaluation. Invalid battery model order deciding process has been explained in step . The AIC is implemented to balance the model complexity and prediction precision, and decide if the model with specific order is optimal.
After these four steps, not only the Gaussian battery model parameter will be identified, but also the optimal model order will be determined.
III. KF-BASED SOC ESTIMATOR
A. State of Charge Definition In this study, battery SoC has been defined by the following equation [2] .
where ∆t represents the sampling time, C a represents the available capacity of battery, η denotes the current efficiency of battery.
B. State-space Modeling of The Gaussian Model
Combined with (1) and (5), the state space equation can be expressed as:
Rewrite (6) as:
where, 
The nonlinear state space (7) is expanded around the a priori point
. Then a linear state space approximation is obtained as follows [17] :
Where, 
Both and are assumed unrelated white Gaussian random processes, with zero mean and covariance matrices with known value:
C. State-space Modeling of The Combined Model
and Thevenin Model The state-space equation for SoC estimation of the combined model is constructed as follow:
The state-space equation for SoC estimation of the Thevenin model is constructed as follow:
The reader is referred to [8] [9] [10] [13] [14] for more detailed model modeling, parameter identification and SoC estimation processes of the combined model and Thevenin model.
D. SoC Estimation Based On the Equivalent Circuit
Model and KF Algorithm Except for the Gaussian model, the combined model and Thevenin model are also used to estimate the SoC as comparisons. What's more? The EKF, AEKF and CDKF are respectively applied to evaluate the robustness of these models. The SoC estimation process is shown in Fig.2 and can be divided into five steps:
Algorithm initialization and data measurement. In this step, the KF algorithm and equivalent circuit model are initialized; the initial SoC and stored model parameter set are obtained; the present data of voltage, current and temperature is measured for the real-time SoC estimation.
Time update. Based on the initial SoC, current and model parameter set obtained in step , the SoC estimator realizes the state time update. For EKF and AEKF algorithm, the SoC time update can be realized directly according to the SoC definition (5), which is referred to [9, 22] . For the CDKF algorithm, the U transformation theory is adopted and a set of points (sigma points) are obtained for the SoC time update, which is referred to [20] [21] .
Measurement update. After the update of the error covariance and the Kalman filter gain, the a priori estimated SoC is corrected by the observation of the measured terminal voltage. In this step, the erroneous SoC estimation brings bigger terminal voltage errors, which will in turn causes a big Kalman gain matrix and then compensates the SoC estimation in an efficient closed loop feedback. For the AEKF algorithm, the process noise and measurement noise are estimated adaptively. Still for the CDKF algorithm, a set of points (sigma points) are obtained based on the measurement equation for the SoC measurement update.
SoC for BMS. The estimated SoC is on screen for display, collected for data storage and applied for BMS such as battery capacity estimation, peak power estimation, fault diagnosis and so on. SoC estimation for the next moment. The estimation process is transferred to step .
IV. DATASET OF LIFEPO4 AND LIMN2O4 CELL FOR VERIFICATION
A. Experiment Setup The LiFePO 4 and LiMn 2 O 4 battery cells are selected to evaluate the proposed method. The test bench is made up of an Arbin BT2000 battery cycler, a thermal chamber used to control the operation temperature, a computer used to do programming and store experimental data and one LiFePO 4 or LiMn 2 O 4 cell. The battery cycler channel is applied to load the current or power profiles on the test cells with the voltage range of 060 V and current range of ±300 A, and its recorded data include current, voltage, temperature, charge-discharge Amp-hours (Ah), Watt-hours (Wh), etc. The measurement error of the current and voltage sensors inside the Arbin BT2000 cycler is less than ±0.05%. The measured data is passed to the host computer through TCP/IP ports. The test cell is connected with the Arbin BT2000 cycler and then placed inside the thermal chamber to maintain the desired temperatures to perform special behavior [24] .
B. Battery Test
The characteristic parameters of batteries used in this paper are shown in TABLE I. It is noted that only single cell is considered here. The test schedule is designed to generate rich excitations for the two types of cells. In the procedure, it begins with a static capacity test, followed by a hybrid pulse test (HPPC), an OCV-SoC test, and a loading profiles test which is the dynamic stress test (DST) for the LiFePO 4 cell and the Beijing driving cycles test (BJDC) for the LiMn 2 O 4 cell. It is important to note that in this research, we only consider the operation temperature at 25 . The sample frequency is set to1 Hz.
V. VERIFICATION AND DISCUSSION
Considering practical applications, only the portion of the test data within 10%-100% SoC in these datasets is used in SoC estimation.
A. Parameter Identification and Model Order Selection
This specific process is shown as Fig.1 and the datasets used here as the online driven data are the HPPC profiles of the LiFePO4 cell. It is noted that the zero-order battery model with maximum voltage prediction error larger than 50mV is still kept for better explanation of AIC working process. Fig.3 plots the model voltage prediction errors with n=0-4, and the statistical results are shown in TABLE II. From TABLE II we find that the minimum AIC is 0.9 if n equals to 1. From Fig.3 we find that the model prediction precision is poor if n equals to 0, and precision improves a lot if n increases to 1 from 0, and the maximum voltage error decreases about 130 mV, thus leading to the AIC decrease. However, from Fig.3 and TABLE II we can find that the model precision improves only a little as n continues to increase. For example the root mean square (RMS) of voltage estimation error decreases only 0.11 mV if n increases to 4 from 1, and the maximum voltage error is even bigger during this process, while the model complexity mainly functions on calculating the AIC. Herein the AIC value will continue to increase with the increase of n from 1.
Hence under the present health condition of the LiFePO 4 cell, the Gaussian model with the first-order term has the optimal tradeoff between the model complexity and prediction precision, which is selected to implement the SoC estimation later. The duration of each case is also shown in TABLE II. Note that all the procedures in this paper are run in Matlab/Simulink R2012b version with the HP Z620 workstation equipped with the CPU of Intel Xeon E5-2620 v2@2.10GHz and a 32GByte RAM.
The model parameter set identified by the genetic algorithm is listed in TABLE III. For further evaluation of the prediction precision for the selected model order, the DST profiles of the LiFePO 4 cell are used and the model voltage prediction results are shown in Fig.4 and TABLE IV. Fig.4 plots the verification results for the selected battery model. Fig.4(a) describes the reference terminal voltage and the predicted voltage profiles, and Fig.4(b) is the zoom figure of one DST cycle from Fig.4(a) . Fig.4(c) 
B. State of Charge Estimation
The datasets firstly used here are the DST profiles of the LiFePO 4 cell, which are regarded as the online data to drive the Gaussian battery model-based SoC estimator. Fig.5 describes the SoC estimation results, where the initial SoC value is set at the exact 100%. and the standard deviation are both within 1 mV for the three KF filters. We find from Fig.5(c) and Fig.5(d) that the SoC estimate is almost the same with the reference SoC. Obviously, the CDKF estimator is more accurate than the other two ones. TABLE V shows that the maximum SoC estimation error is only 0.06% for the CDKF estimator. However, the maximum SoC estimation error is less than 0.13% for all three estimators, indicating the nearly same SoC estimate accuracy. Herein, the Gaussian model-based SoC estimator is well robust against different kinds of filters. In order to verify the strong flexibility of the proposed Gaussian model-based SoC estimator to different kinds of batteries, another datasets of the LiMn 2 O 4 cell are used here. Still, model parameter set identification and order selection process is based on the HPPC profiles and results show that for the present battery health condition the first-order Gaussian-based battery model is optimal to balance the model complexity and prediction precision. The SoC estimation is implemented based on the Beijing Driving cycle (BJDC) profiles. The SoC estimation results are presented in Fig.6 and TABLE VI, where the initial SoC is set at the exact 100%.
We find that the SoC estimator is able to obtain accurate voltage and SoC estimation for all three KF filters with the maximum voltage and SoC estimation errors being respectively less than 10 mV and 2%. Besides, the mean and Figs.7-8 show the statistical SoC estimation results of the three battery models, where the maximum, mean, and standard deviation of the voltage and SoC estimation errors based on the same Kalman filter are presented together. During practical applications the accurate initial SoC value cannot be obtained, so the robustness of the SoC estimator against the inaccurate initial value should be systematically studied. Herein, the initial SoC is incorrectly set to 80%.
We find that the estimated terminal voltage and SoC are converged to the reference trajectory quickly for correcting the erroneous initial state of the SoC estimator for all three KF-based models. This is because the KF-based estimator can precisely estimate the voltage and adjust the Kalman gain according to the terminal voltage error between the true values and the estimated values timely. The erroneous SoC estimation brings bigger terminal voltage errors, which will in turn causes a big Kalman gain matrix and then compensates the SoC estimation in an efficient closed loop feedback. Thus it can achieve the accurate SoC estimates. Fig.7 shows the statistical SoC estimation results of the LiFePO 4 cell. Fig.7(a) shows the voltage estimation error results and Fig.7(b) shows the SoC estimation error results. From Fig.7(a) we find that the voltage estimation errors (maximum, mean and standard deviation) of the Gaussian model are much less than that of other two models even based on different Kalman filters. For example, the EKF-based maximum voltage estimation error is only 12.80 mV for the Gaussian model, while it is 111.71 mV for the combined model and 80.62 mV for the Thevenin model. Furthermore, the mean and standard deviation of the Gaussian model-based voltage estimation error are less than 1 mV for all KF filters, while they are usually more than 10 mV of other two battery models. From Fig.7(b) we find that the SoC estimation errors (maximum, mean, standard deviation) are all within 1% and among which they are generally the smallest for the Gaussian model. Exception exists for the combined model, which always estimates the SoC more accurately than the Gaussian model does when using the CDKF filter. Even then the Gaussian model still estimates the SoC accurately enough with the maximum, mean and standard deviation of the SoC estimation error being respectively only 0.08%, -0.04% and 0.01%. Herein, considering the high voltage and SoC estimation precision, the Gaussian battery model is still thought of being the most accurate one to describe the LiFePO 4 battery characteristics among the three battery models. Fig.8 shows the statistical SoC estimation results of the LiMn 2 O 4 cell. Fig.8(a) shows the voltage estimation error results and Fig.8(b) shows the SoC estimation error results. Still, from Fig.8(a) we find that the Gaussian model estimates the terminal voltage much more accurately than other two models do for the three Kalman filters. For example, the maximum, mean, and standard deviation of the voltage estimation error are respectively only 9.16 mV, 0.17mV and 0.96 mV for the Gaussian model when applying the AEKF filter, which are much less than that of other two models. The same analysis result holds for other Kalman filters. Also, we find the voltage estimation errors (maximum, mean, standard deviation) of the Thevenin model are generally less than that of the combined model, which indicates the Thevenin model is able to simulate the battery terminal voltage behaviors more accurately. From Fig.8(b) we find the Gaussian model-based estimator is able to estimate the SoC accurately with the maximum SoC estimation error being within 2% for three Kalman filters. In general, the Gaussian model estimates the SoC more accurately than other two models do. However, the AEKF filter is an exception, while the Gaussian model always obtains the worst SoC estimation. Anyhow, the SoC estimation error is small enough with the maximum, mean, and standard deviation being respectively only 1.92%, 0.99% and 0.51%. Herein, considering the high voltage and SoC estimation precision, the Gaussian battery model is still thought of being be the most accurate one to simulate the LiMn 2 O 4 battery characteristics. As a result, the Gaussian battery model-based SoC estimator is able to better describe the characteristics of different kinds of batteries than other two battery models do.
VI. CONCLUSIONS
The Gaussian battery model is constructed for SoC estimation to further verify its excellent simulation ability of the battery strong time-variable, nonlinear characteristics. Also the good robustness against different filters and batteries is proved. Experiment results show that the maximum SoC estimation error is within 2% and the maximum voltage prediction error is less than 15mV. While for the combined model and Thevenin model, the robustness evaluation is usually neglected in other literature.
The online four-step model parameter set identification and order selection method applying the genetic algorithm and AIC is proposed and implemented, which has successfully realized the adaptive model parameter identification and selection based on the real-time data. In this case, the proposed Gaussian model-based SoC estimator is expected to estimate the SoC accurately against different battery working and aging conditions. Results show that under the present battery health condition, the maximum AIC is 0.9 with n=1 for the LiFePO 4 cell.
To further verify and evaluate the proposed Gaussian model-based SoC estimator, other two typical battery models containing the combined model and Thevenin model are selected for this study. The SoC estimation results indicate that the proposed battery model not only ensures the highest SoC estimation accuracy with maximum error rate of less than 2%, but also achieves the highest voltage prediction accuracy with maximum error rate of less than 1%, which makes the Gaussian-based battery model more reliable for EVs application. Meanwhile results show that the estimation accuracy is not always the same satisfactory against different filters as well as different batteries for other two batteries.
