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The forward Compton amplitude describes the process of virtual photon scattering from a hadron
and provides an essential ingredient for the understanding of hadron structure. As a physical
amplitude, the Compton tensor naturally includes all target mass corrections and higher twist
effects at a fixed virtuality, Q2. By making use of the second-order Feynman-Hellmann theorem,
the nucleon Compton tensor is calculated in lattice QCD at an unphysical quark mass across a
range of photon momenta 3 ≲ Q2 ≲ 7 GeV2. This allows for the Q2 dependence of the low moments
of the nucleon structure functions to be studied in a lattice calculation for the first time. The
results demonstrate that a systematic investigation of power corrections and the approach to parton
asymptotics is now within reach.
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I. INTRODUCTION
Understanding the internal structure of hadrons from
first principles remains one of the foremost tasks in par-
ticle and nuclear physics. It is an active field of research
with important phenomenological implications in high-
energy, nuclear and astroparticle physics. The static
properties of hadrons, from the hybrid structure of quark
and meson degrees of freedom at low energies down to
the partonic structure at short distances, are encoded
in structure functions. The tool for computing hadron
structure functions from first principles is lattice QCD.
The connection between nucleon structure functions
and the quark structure of the nucleon is commonly ren-
dered by the parton model. Although providing an in-
tuitive language in which to interpret the deep-inelastic
scattering data, the parton model represents an ideal
case, valid if the partons are scattered elastically and
incoherently by the incoming lepton. In the operator
product expansion (OPE) of the Compton amplitude the
operators are classified according to twist. The parton
model accounts for twist-two contributions only, and does
not accommodate power corrections arising from opera-
tors of higher twist. It has been known for a long time
though that contributions from operators of higher twist
are inseparably connected with the contributions of lead-
ing twist, as a result of operator mixing and renormal-
ization [1, 2].
So far lattice calculations of nucleon structure func-
tions have largely been limited to matrix elements of
leading twist. That includes the calculation of a few
lower moments of parton distribution functions (PDFs),
see Refs. [3, 4] for pioneering work and Ref. [5] for a sum-
mary of the latest activity. More recently, there has been
significant activity in the calculation of so-called quasi-
PDFs [6–8] and its extensions, pseudo-PDFs [9] — see
Ref. [10] for a review. Various other strategies have also
been proposed to overcome shortcomings of the study of
structure functions on the lattice [11–16] and other re-
lated inclusive processes [17–21].
In the present work, we build upon a recent Letter
[22] outlining a procedure to determine nucleon structure
functions from a lattice calculation of the forward Comp-
ton amplitude. By working with the physical amplitude,
this approach overcomes issues of operator mixing and
renormalization, and the restriction to light-cone opera-
tors [23, 24]. Here we establish the theoretical foundation
of the approach and present results for the Compton am-
plitude across a range of kinematics. The calculations are
performed at the SU(3) flavor symmetric point [25] at an
unphysical pion mass. Results are reported on the low-
est four moments of the unpolarized structure functions
of the nucleon for photon momenta Q2 ranging from ap-
proximately 3–7 GeV2. The variation of Q2 demonstrates
the potential to provide a quantitative test of the twist
expansion on the lattice for the first time.
In terms of the practical computation, the determi-
nation of the Compton amplitude takes advantage of the
Feynman-Hellmann [26–30] approach to hadron structure
— see also Refs. [31–35]. The use of Feynman-Hellmann
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2allows one to avoid the need to compute 3- or 4-point
functions and, thereby, obtain statistically cleaner sig-
nals as well as maintain better control over excited-state
contamination. Here we also present a derivation of the
second-order Feynman-Hellmann theorem necessary for
the present work — a related derivation has been pre-
sented in Ref. [36].
This paper is organized as follows: formal definitions
of the Compton amplitude and the structure functions,
along with the connection between the OPE and the dis-
persion relation are given in Section II. We explicitly
derive the second order Feynman-Hellmann theorem in
Section III. Our lattice setup and the implementation
details are given in Section IV. Results for the Compton
amplitude and the moments of the structure functions
are presented in Section V. We summarize our findings
in Section VI.
II. FORWARD COMPTON AMPLITUDE AND
THE STRUCTURE FUNCTIONS
A. Notation
At leading order in the electromagnetic interaction,
the general description for the inclusive scattering of a
charged lepton from a hadronic target, e.g. eN → e′X,
is encoded in the hadron tensor. Conventionally, the
hadron tensor is expressed as a matrix element of the
commutator of electromagnetic current operators [37–
39], 1
Wµν(p, q) = 1
4pi
∫ d4z eiq⋅zρss′⟨p, s′ ∣[Jµ(z),Jν(0)]∣p, s⟩,
(1)
for a hadron of momentum p and (virtual) photon mo-
mentum q. For the present discussion, we will only con-
sider spin-averaged observables by taking ρss′ = 12δss′ .
The current operator takes the familiar form as the
charge-weighted sum of the quark vector currents, Jµ =∑f QfJfµ , with Qf being the charge of quark flavor f .
The flavor decomposition will be discussed in further de-
tail in a later section.
The spin-averaged nucleon tensor can be decomposed
as
Wµν(p, q) = (−gµν + qµqν
q2
)F1(x,Q2)
+ (pµ − p ⋅ q
q2
qµ)(pν − p ⋅ q
q2
qν) F2(x,Q2)
p ⋅ q ,
(2)
which is defined such that Lorentz-invariant structure
functions, F1,2, match onto their conventional partonic
interpretation in the deep inelastic scaling region. These
1 In this section, we work in Minkowski space.
structure functions are expressed as functions of the
Bjorken scaling variable (x = Q2/(2p ⋅ q)) and Q2 = −q2.
While the inelastic structure functions are not directly
accessible within a conventional Euclidean lattice for-
mulation, we highlight that the spacelike component of
the Compton tensor can be studied within a Euclidean
framework—as also discussed in Refs. [11, 14, 17].
The (spin-averaged) Compton tensor is defined simi-
larly to Equation (1),
Tµν(p, q) = i∫ d4z eiq⋅zρss′⟨p, s′ ∣T {Jµ(z)Jν(0)}∣p, s⟩,
(3)
where T is the time-ordering operator. This tensor can
be decomposed in precisely the same way as Wµν in
Equation (2), which defines the analogous scalar func-
tions F1,2(ω,Q2). For our purposes, it is convenient to
express these in terms of the inverse Bjorken variable
ω = 2p ⋅ q/Q2. These Compton structure functions are re-
lated to the corresponding ordinary structure functions
via the optical theorem, which states:
ImF1(ω,Q2) = 2piF1(x,Q2), (4)
ImF2(ω,Q2) = 2piF2(x,Q2). (5)
Analyticity and crossing symmetry means we can write
a dispersion relation for F [40]
F1(ω,Q2) −F1(0,Q2) = 2ω2
pi
∫ ∞
1
dω′ ImF1(ω′,Q2)
ω′ (ω′2 − ω2 − i) ,
(6)
F2(ω,Q2) = 2ω
pi
∫ ∞
1
dω′ ImF2(ω′,Q2)
ω′2 − ω2 − i . (7)
To accommodate the subtraction necessary in F1, we will
make use of the bar notation to denote the dispersive
part, F1(ω,Q2) = F1(ω,Q2)−F1(0,Q2). The dispersion
integrals can be directly connected to the hadron tensor
by the optical theorem, giving:
F1(ω,Q2) = 4ω2 ∫ 1
0
dx
xF1(x,Q2)
1 − x2ω2 − i , (8)F2(ω,Q2) = 4ω∫ 1
0
dx
F2(x,Q2)
1 − x2ω2 − i . (9)
The nature of the dispersion integral makes it clear
that whenever ∣ω∣ < 1 the singularities are never en-
countered and the time-ordering i becomes irrelevant.
Hence the current-current correlation remains spacelike
and there is no distinction between the Euclidean and
Minkowski amplitudes. Physically, the condition ∣ω∣ < 1
is simply the statement that the eigenstates which prop-
agate between the current insertions in Equation (3) can-
not go on-shell.
B. Operators displaced in time
In the Feynman-Hellmann approach employed in this
work, the matrix elements calculated involve current–
current correlations which are displaced in Euclidean
3time. It is therefore instructive to further clarify the
relationship between the Compton tensor, as defined
in Minkowski space, and the corresponding calculation
within a Euclidean framework.
We start by separating Equation (3) into two distinct
time orderings by first defining the amplitude at fixed
temporal separation between the currents:
T˜Mµν (p, q, t) = iρss′ ∫ d3z ei(q0+i)te−iq⋅z× ⟨p, s′ ∣Jµ(z, t)Jν(0)∣p, s⟩. (10)
From this definition it is straightforward to recover the
full Compton amplitude by integrating over t:
Tµν(p, q) = ∫ ∞
0
dt [T˜Mµν (p, q, t) + T˜Mνµ (p,−q, t)] . (11)
To isolate the explicit t dependence in Equation (10),
we insert a complete set of states and exploit transla-
tional invariance in the usual way:
T˜Mµν (p, q, t) = iρss′ ⨋
X
∫ d3z ei(q0+Ep−EX+i)t× e−i(q+p−PX)⋅z⟨p, s′ ∣Jµ(0)∣X⟩⟨X ∣Jν(0)∣p, s⟩. (12)
The completeness integral, I = ⨋X ∣X⟩⟨X ∣, describes a full
integral over the entire state space, implicitly including
all possible momenta over all possible configurations of
particles.
Similarly to Equation (10), one can write down an ex-
pression where the current insertions are separated in
Euclidean time [11, 39]:
T˜ Eµν(p, q, τ) = ρss′ ∫ d3z eq0τe−iq⋅z× ⟨p, s′ ∣Jµ(z, τ)Jν(0)∣p, s⟩. (13)
Within the Feynman-Hellmann approach, by construc-
tion, there is no external energy transfer, q0 = 0 — how-
ever, we retain this variable explicitly in our presenta-
tion for completeness. Inserting a complete set of states
and using translational invariance, under Euclidean evo-
lution, we have:
T˜ Eµν(p, q, τ) = ρss′ ⨋
X
∫ d3z e(q0+Ep−EX)τ× e−i(q+p−PX)⋅z⟨p, s′ ∣Jµ(0)∣X⟩⟨X ∣Jν(0)∣p, s⟩. (14)
It is evident that Equations (12) and (14) differ non-
trivially in their dependence on the temporal coordinate
— a similar point has been made in Ref. [41]. However,
upon integrating with respect to time, the Minkowski
and Euclidean expressions are easily equated — subject
to the caveat that we are below the elastic threshold.
In particular, provided that EX(p±q) > Ep ± q0 for all
non-vanishing contributions to the completeness sum ⨋X ,
then the i prescription becomes irrelevant and we have:
∫ ∞
0
dτ T˜ Eµν(p,±q, τ) = ∫ ∞
0
dt T˜Mµν (p,±q, t). (15)
By summing the two terms of Equation (11), this makes
it clear that the Euclidean and Minkowski Compton
amplitudes are identical in the unphysical region, even
though the current insertions are allowed to be separated
in time. We of course note that if the intermediate states
can go on shell, EX(p±q) = Ep ± q0, then the Euclidean
integral in Equation (15) is not well defined [42]. The i
factor in Equation (10) then becomes essential in order
to define the analytic continuation required to render the
integral finite. However, the fixed-t Euclidean matrix el-
ements are perfectly well defined, and there is no restric-
tion on the kinematic thresholds—as has been studied
in [11, 39, 42].
Although we have just been through this careful
consideration of the t dependence, we note that the
Feynman-Hellmann technique relies on resolving the
spectrum of a perturbed Hamiltonian—which itself does
not make any reference to the nature of the temporal
correlations. In the present work, there is hence no need
to explicitly resolve the τ dependence of Equation (13).
The connection to the Minkowski amplitude lies in Equa-
tion (15), as the current insertions act at all times.
C. Moments and the OPE
As will become clear in the next section, within the
Feynman-Hellmann formalism, each external current mo-
mentum vector q of interest requires a unique propagator
inversion. However, for each inversion, the variation of
hadron Fourier momenta p allows access to multiple dis-
tinct ω = 2p.q/Q2 values. An ensemble of q and p values
therefore provides a wealth of kinematic points to re-
solve the Compton amplitude. It is therefore convenient
to present a summary of the kinematic coverage in terms
of the moments of the structure functions. We consider
the Taylor series expansion of Equation (8) at fixed Q2:
F1(ω,Q2) = ∞∑
n=1 2ω2nM
(1)
2n (Q2), (16)
F2(ω,Q2) = ∞∑
n=1 4ω2n−1M
(2)
2n (Q2), (17)
with the moments being defined by
M
(1)
2n (Q2) = 2∫ 1
0
dxx2n−1F1(x,Q2), (18)
M
(2)
2n (Q2) = ∫ 1
0
dxx2n−2F2(x,Q2). (19)
From the perspective of the present lattice calculation,
one can proceed by calculating the Compton tensor for
a number of ω values and extract the moments of the
structure functions. By treating Q2 as an external scale,
the method connects directly to the physical amplitudes
of interest, and therefore circumvents the operator mix-
ing issues discussed above. Although the described lat-
tice calculations relate directly to the physical moments,
4we note that at asymptotically large Q2 the moments
become dominated by their leading-twist contributions,
namely the moments of the familiar parton distribution
functions, v2n,
M
(1)
2n (Q2) =∑
f
C
(1)
f,2n (Q2µ2 , g(µ)) vf2n(µ) +O ( 1Q2 ) ,
(20)
M
(2)
2n (Q2) =∑
f
C
(2)
f,2n (Q2µ2 , g(µ)) vf2n(µ) +O ( 1Q2 ) ,
(21)
where the sum runs over partonic flavors f . The short
distance structure of the operator product in Equa-
tion (3) is encoded in the Wilson coefficients, C, and the
long-distance hadronic features are encoded in the ma-
trix elements of local operators, v, renormalized at some
scale µ. For completeness, our notation is summarized in
Appendix A.
III. SECOND ORDER FEYNMAN-HELLMANN
THEOREM
The purpose of applying the Feynman-Hellmann theo-
rem to lattice QCD is to relate matrix elements of interest
to energy shifts in weak external fields. In the case of a
generalized Compton amplitude, described by a matrix
element of two (non-local) current insertions, the conven-
tional approach would require the evaluation of lattice 4-
point functions. The application of Feynman-Hellmann
then reduces the problem to a more straightforward anal-
ysis of 2-point correlation functions using spectroscopic
techniques.
In order to compute the forward Compton amplitude
via the Feynman-Hellmann relation, we introduce the fol-
lowing perturbation to the fermion action,
S(λ) = S + λ∫ d3z(eiq⋅z + e−iq⋅z)Jµ(z), (22)
where λ is the strength of the coupling between the
quarks and the external field, Jµ(x) = ZV q¯(x)γµq(x) is
the electromagnetic current coupling to the quarks along
the µ direction, q is the external momentum inserted by
the current and ZV is the renormalization constant for
the local electromagnetic current.
The general strategy for deriving Feynman-Hellmann
in a lattice QCD context is to consider the general spec-
tral decomposition of a correlator in the presence of the
background field. The differentiation of this correlation
function with respect to the external field reveals a dis-
tinct temporal signature for the energy shift. By explicit
evaluation of the perturbed correlator, one is able to iden-
tify this signature and hence resolve the desired relation-
ship between the energy shift and matrix element. Our
principle theoretical result here is that for the perturbed
action described in Equation (22), the second-order en-
ergy shift of the nucleon is found to be:
∂2ENλ(p)
∂λ2
∣
λ=0 = −Tµµ(p, q) + Tµµ(p,−q)2EN(p) , (23)
where T is the Compton amplitude defined in Equa-
tion (3), q = (q,0) is the external momentum encoded
by Equation (22), and ENλ(p) is the nucleon energy at
momentum p in the presence of a background field of
strength λ. In the following we sketch the main steps
of the derivation, and refer the interested reader to Ap-
pendix B for further details.
In the presence of the external field introduced in
Equation (22), we define the two-point correlation func-
tion projected to definite momentum as,
G
(2)
λ (p; t) ≡ ∫ d3xe−ip⋅xΓ ⟨Ωλ∣χ(x, t)χ(0)∣Ωλ⟩, (24)
where here and in the following, a trace over Dirac indices
with the spin-parity projection matrix Γ is understood,
and ∣Ωλ⟩ is the vacuum in the presence of the external
field. The asymptotic behavior of the correlator at large
Euclidean times takes the familiar form,
G
(2)
λ (p; t) ≃ Aλ(p)e−ENλ(p)t, (25)
where ENλ(p) is the energy of the ground state nucleon
in the external field and Aλ(p) the corresponding overlap
factor.
For the purpose of current presentation, a nucleon in-
terpolating operator is assumed for χ. However, the
derivation applies to any ground-state hadron, provided
the ground state in the presence of the external field
is perturbatively close to the free-field state. A simple
counter example could be a Σ baryon in the presence
of a strangeness-changing current, where at λ = 0 the
correlator behaves as e−EΣt but at any finite λ this will
eventually be dominated by e−EN t (kinematics permit-
ting).
It is for a similar physical reason that one must work
with nucleon states that have the least possible kinetic
energy among all states connected to any number of cur-
rent insertions. This same condition guarantees the con-
nection between the Euclidean and Minkowski Compton
amplitudes described in the previous section. In the pres-
ence of the background field, the Hamiltonian of the sys-
tem will mix momentum states p±nq. We hence choose
the Fourier projection of our correlation function, Equa-
tion (24), such that p corresponds to the lowest kinetic
energy, ∣p∣ < ∣p + nq∣ ∀n ∈ Z. For notational purposes,
at non-zero λ, the label p can be understood to describe
the space of all momentum states connected by an integer
multiple of q.
Assuming that first-order perturbations of the energy
vanish, as ensured by the chosen kinematics, the second-
order derivative of Equation (24), evaluated at λ = 0,
5reduces to
∂2G
(2)
λ (p; t)
∂λ2
∣
λ=0 =(∂
2Aλ(p)
∂λ2
− tA(p)∂2ENλ(p)
∂λ2
)
× e−EN (p)t. (26)
The derivatives of Aλ(p) and ENλ(p) are assumed to be
evaluated at λ = 0. The first term corresponds to the
shift in the overlap factor and the second order energy
shift is identified in the t-enhanced (or time-enhanced)
term. It is this t enhancement that leads to a relation-
ship between the energy shift and matrix element. Hence
to complete the derivation, we differentiate the path inte-
gral representation directly to identify the time-enhanced
contributions to the correlator.
The path integral expression for the 2-point correlator,
Equation (24), in the background field is given by
G
(2)
λ (p; t) = ∫ d3xe−ip⋅xΓ λ⟨χ(x, t)χ(0)⟩λ, (27)
where λ⟨⋯⟩λ denotes the full path integral over all fields,
using the perturbed action S(λ) given in Equation (22)—
an absence of λ subscript is taken to imply λ → 0. By
differentiating twice with respect to λ and evaluated at
λ→ 0, one finds (see Appendix B for details)
∂2G
(2)
λ (p; y)
∂λ2
RRRRRRRRRRRλ=0 =∫ d3xe−ip⋅xΓ
⎡⎢⎢⎢⎢⎣⟨χ(x, t)χ(0)(∂S(λ)∂λ )
2⟩ + ⟨χ(x, t)χ(0)⟩⟨(∂S(λ)
∂λ
)2⟩⎤⎥⎥⎥⎥⎦ . (28)
To arrive at this form, it is assumed that the vacuum expectation value of a single current insertion vanishes,⟨∂S(λ)/∂λ⟩ = 0, such as is the case for the electromagnetic current. It is clear that the second term in Equation (28)
only acts to modify the unperturbed correlator, and hence cannot generate the temporal enhancement associated with
the energy shift. Focusing purely on the first term, and inserting an explicit form for the electromagnetic external
field, the corresponding second derivative of the correlator becomes
∂2G
(2)
λ (p; t)
∂λ2
RRRRRRRRRRRλ=0 = ∫ d3xe−ip⋅xΓ∫ d4yd4z(eiq⋅y + e−iq⋅y)(eiq⋅z + e−iq⋅z)⟨χ(x, t)Jµ(z)Jµ(y)χ(0)⟩. (29)
The correlator defined here involves a four-point correlation function with nucleon interpolating operators held at
fixed temporal separation t, with the currents inserted across the entire four-volume. Importantly, this expression
is evaluated in the absence of the external field, and hence momentum conservation is exact. It is then possible to
perform a spectral decomposition of this correlator in terms of a transfer matrix that is diagonal in the momenta.
It is a rather straightforward calculation to perform the standard procedure of inserting a complete sets of states,
and then exploit translational invariance to complete the spatial integrals. Since the temporal integrals over the
currents extend over all time, each distinct time ordering of the 4-point function must be treated separately. However
the contribution to the energy shift can only come from the contribution where the two current operators both appear
between the nucleon creation and annihilation operators. Isolating the contributions that give rise to the dominant
te−EN (p)t behavior at asymptotic times gives:
∂2G
(2)
λ (p; t)
∂λ2
RRRRRRRRRRRλ=0 = tA(p)e
−EN (p)t
2EN(p) ⟨N(p) ∣∫ d4z (eiq⋅z + e−iq⋅z)Jµ(z)Jµ(0)∣N(p)⟩ + . . . , (30)
where the subleading terms are suppressed by the el-
lipsis. Note that the spin indices have been suppressed
here, however a detailed presentation is provided in Ap-
pendix B. Finally, a comparison of this form with Equa-
tion (26) and the Compton amplitude, Equation (3),
leads to the result quoted in Equation (23).
In principle the derivation presented in this section
(and Appendix B) can be generalized to mixed cur-
rents by adding an additional perturbation (or current)
to Equation (22) with a different coupling strength, λ′,
and current momentum, q′, which can, in general, be
taken to be different from λ and q. This would allow
access to interference terms, allowing one to study u–d
flavor interference effects, spin-dependent amplitudes or
the off-forward Compton amplitude and generalized par-
ton distributions with q ≠ q′. Details of a prescription
for the off-forward Compton tensor will be presented in
a forthcoming paper [43].
6Table I. Details of the gauge ensembles used in this work.
Nf cSW κl κs L
3 × T a mpi mN mpiL ZV Ncfg
[fm] [GeV] [GeV]
2 + 1 2.65 0.1209 0.1209 323 × 64 0.074(2) 0.467(12) 1.250(39) 5.6 0.8611(84) 1763
IV. SIMULATION DETAILS
A. Gauge ensembles
We use a single gauge ensemble generated by the
QCDSF/UKQCD Collaborations employing a stout-
smeared non-perturbatively O(a)-improved Wilson ac-
tion for the dynamical up/down and strange quarks and
a tree-level Symanzik improved gauge action [44]. We
work on a volume of L3 × T = 323 × 64, the bare cou-
pling parameter is β = 5.5, and the lattice spacing,
a = 0.074(2) fm, is set using a number of flavor-singlet
quantities [45–48]. We are working on the SU(3)-flavor
symmetric point where the masses of all three quark fla-
vors are set to approximately the physical flavor-singlet
mass, m = (2ms +ml)/3 and corresponds to a pion mass
of ≃ 470 MeV and mpiL = 5.6. Further details and advan-
tages of this choice are discussed in [25, 46]. The renor-
malization constant for the local vector current is deter-
mined to be ZV = 0.8611(84) by imposing the charge
conservation on the Sachs electric form factor calculated
at Q2 = 0. This value is in agreement within statistical
precision with the value determined in the chiral limit
using the RI′-MOM scheme [49]. We tabulate the details
in Table I for the Reader’s convenience.
B. Feynman-Hellmann implementation
We implement the second-order Feynman-Hellmann
theorem through the valance quarks. It can clearly be
implemented at the hybrid Monte Carlo level, which
would relay the effects of the perturbations to the sea-
quarks [29], however this would lead to a significant in-
crease in required computing resources, so in this work
we focus on the quark-line connected contributions to the
Compton amplitude. To this end, we add the perturba-
tion given in Equation (22),
S(λ) = S + λ∫ d3z(eiq⋅z + e−iq⋅z)J3(z), (31)
to the valence quark action only, where the renormalized
local vector current, J3(x) = ZV q¯(x)iγ3q(x), is chosen
to be along the z-direction, µ = 3. The second exponen-
tial term symmetrizes the Fourier transform and ensures
the Hermiticity of the action. In order to evaluate the
second-order energy shift with respect to λ at λ = 0, one
has to compute additional quark propagators at several
choices of λ. This added cost of computation is coun-
tered by optimizing the inversion of the perturbed Dirac
X X
X X
X X
X
X
X
X
X
X
u
u
d
Figure 1. The six possible ways of inserting two currents to
a nucleon. Upper three correspond to the uu flavor contribu-
tions while the lower leftmost is for dd. Remaining two are
for the ud, which we omit in this work.
matrix. We adopt an approach where we feed the unper-
turbed propagator as an initial guess to the inversion of
the perturbed one, which results in roughly a factor of
10 gain in inversion time.
In order to improve the stability of estimating the
energy-shifts at λ = 0, one aims to introduce the small-
est possible perturbations by choosing a suitable λ. The
objective is to keep λ sufficiently small to minimize the
contamination from λ4 effects, yet large enough to ensure
that the perturbation is not lost within the numerical
precision of the calculation. Our tests indicate that any
choice in the range 10−1 > ∣λ∣ ≥ 10−5 leads to meaningful
results. Note that the upper bound is sensitive to the
quark mass, where a too large λ might lead to increased
instabilities in the Dirac matrix inversion, particularly as
one approaches the physical point.
C. Flavor decomposition
The implementation of the Feynman-Hellmann theo-
rem described above effectively inserts an external cur-
rent on to a quark line by computing its propagator with
the perturbed quark action Equation (31). When both
currents are inserted onto the u-quarks or the d-quark, we
evaluate the “uu” or “dd” contributions to the Compton
structure functions, respectively. By employing positive
and negative pairs of λ’s (see Section V), one can form
u + d and u − d type insertions leading to the possibility
for isolating a “ud” insertion where one current hits a u-
quark and the other the d quark. The six different ways
of inserting the currents are shown in Figure 1. The ud
contribution is particularly interesting since it directly
corresponds to a higher-twist contribution [50], i.e. the
twist-4 cat’s ears diagram. An investigation of these con-
tributions is left for future work.
7D. Isolating the energy shift
The energy of the ground state, Nλ, in a weakly cou-
pled external field can be expanded as a Taylor series in
λ,
ENλ(p) = EN(p) + λ ∂ENλ(p)∂λ ∣
λ=0+ λ2
2!
∂2ENλ(p)
∂λ2
∣
λ=0 +O(λ3).
(32)
Collecting terms that are even and odd in λ to all orders,
we may rewrite the expansion as,
ENλ(p) = EN(p) +∆EeNλ(p) +∆EoNλ(p), (33)
where EN(p) in the above two expressions corresponds
to the unperturbed (λ = 0) energy. In order to extract
the second order energy shift from the lattice correlation
functions, we construct a ratio which isolates the even-λ
energy shift, ∆EeNλ(p),
Reλ(p, t) ≡G(2)+λ (p, t)G(2)−λ (p, t)(G(2)(p, t))2 (34)
t≫0ÐÐ→Aλ(p)e−2∆EeNλ(p)t, (35)
where the perturbed two-point functions, G
(2)±λ (p, t), are
defined in Equations (24) and (25) and G(2)(p, t) is
the unperturbed one. The large t behavior given in
Equation (35) is arrived at by combining Equations (25)
and (33). While not necessary for our discussion, for
completeness we note that the overlap factor is
Aλ(p) = ∣⟨Ωλ∣χ(0)∣Nλ(p)⟩∣2
2ENλ(p) ×∣⟨Ωλ∣χ(0)∣N−λ(p)⟩∣2
2EN−λ(p) ( ∣⟨Ω∣χ(0)∣N(p)⟩∣
2
2EN(p) )
−2
.
(36)
Extraction of the even-λ energy shift ∆EeNλ then follows
standard spectroscopy methods by fitting Reλ(p, t) de-
fined in Equation (34) with a single exponential at suffi-
ciently large times. Details follow in the next section.
V. RESULTS AND DISCUSSION
A. Extracting the structure functions and the
moments
In order to illustrate the feasibility and the versatility
of the method, we carry out simulations with several val-
ues of current momentum, Q2, in the range 3 ≲ Q2 ≲ 7
GeV2. Utilizing up to six randomly placed quark sources
per configuration, we perform up to O(104) measure-
ments for each pair of λ and q. Quark fields are smeared
in a gauge-invariant manner by Jacobi smearing [51],
Table II. Multiple ω values that we can access with several
combinations of p = (px, py, pz) and q = (qx, qy, qz) in lattice
units. Note that the ω ≥ 1 values are omitted in the analysis—
values of ω outside the allowed range are indicated by italics.
ω = 2p ⋅ q/Q2
p/(2pi/L) q/(2pi/L)(3,1,0) (3,2,0) (4,1,0) (4,2,0) (5,1,0)(0,0,0) 0.00 0.00 0.00 0.00 0.00(0,1,0) 0.20 0.31 0.12 0.20 0.08(0,2,0) 0.40 0.62 0.24 0.40 0.15(1,−2,0) 0.20 0.16 0.24 0.00 0.23(1,−1,0) 0.40 0.16 0.35 0.20 0.31(1,0,0) 0.60 0.46 0.47 0.40 0.39(1,1,0) 0.80 0.77 0.59 0.60 0.46(1,2,0) 1.00 1.08 0.71 0.80 0.54(2,−1,0) 1.00 0.62 0.82 0.60 0.69(2,0,0) 1.20 0.92 0.94 0.80 0.77(2,1,0) 1.40 1.23 1.06 1.00 0.85
where the smearing parameters are tuned to produce a
rms radius of ≃ 0.5 fm. We bin the measurements to ac-
count for the autocorrelations. In order to estimate the
statistical errors, we pull a set of bootstrap samples from
the binned dataset and perform all steps of the analy-
sis on each sample. We access multiple ω values at each
simulated value of q by varying the nucleon momentum
p as shown in Table II.
Setting pz = 0 and qz = 0, along with our choice of
µ = 3, simplifies the Compton tensor such that the second
order energy shift in Equation (23) corresponds to the F1
Compton structure function directly,
∂2ENλ(p)
∂2λ
∣
λ=0 = −T33(p, q) + T33(p,−q)2EN(p)= −F1(ω,Q2)
EN(p) ,
(37)
where the energy of the nucleon is calculated via the con-
tinuum dispersion relation, EN(p) = √m2N + p2.
We compute the perturbed two-point correlation
functions (Equation (24)) with four values of λ =[±0.0125,±0.025]. Even-λ energy shifts are extracted
from the ratio of correlation functions given in Equa-
tion (34) following a covariance-matrix based χ2 analy-
sis to pick the best available range for each ratio. We
show a representative case for q = (4,2,0) ( 2pi
L
) and
p = (1,0,0) ( 2pi
L
) in Figure 2. Having even-λ energy shifts
for two λ values, we perform polynomial fits of the form,
∆EeNλ(p) = λ22 ∂2ENλ(p)∂λ2 ∣
λ=0 +O(λ4), (38)
to determine the second order energy shift. Given the
smallness of our λ values, higher order O(λ4) terms are
heavily suppressed, hence the fit form reduces to a simple
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Figure 2. Effective mass plot of the ratio given in Equa-
tion (34) for q = (4,2,0) ( 2pi
L
) and p = (1,0,0) ( 2pi
L
). Shaded
horizontal regions indicate the fit windows along with the ex-
tracted λ values with their 1σ error margins. Data points are
shifted for clarity.
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Figure 3. λ dependence of ∆EeNλ(p) given in Equation (38).
Fit form is f(λ) = bλ2. Error bars are smaller than the sym-
bols.
one parameter polynomial. A representative fit of Equa-
tion (38) to the energy shifts for q = (4,1,0) ( 2pi
L
) and
p = (1,0,0) ( 2pi
L
) is shown in Figure 3. In Figure 4 we
show the subtracted Compton structure function for uu
and dd insertions as obtained from the energy shifts via
Equation (37) for each value of ω for q = (4,1,0) ( 2pi
L
).
With our particular choice of Lorentz indices and mo-
menta, we can connect the lattice Compton amplitude
(Equation (37)) to the moments of the structure func-
tions (Equation (16)) as,
F1(ω,Q2) = 4(ω2M (1)2 (Q2) + ω4M (1)4 (Q2)+ ⋅ ⋅ ⋅ +ω2nM (1)2n (Q2) + ⋅ ⋅ ⋅). (39)
Since the Compton amplitude is directly related to the
experimental cross-section, it must be positive definitive
for the entire kinematic region. Consequently, this holds
for the uu and dd moments as well. Hence, the moments
M
(1)
2n are constrained to be monotonically decreasing,
M
(1)
2 (Q2) ≥M (1)4 (Q2) ≥ ⋅ ⋅ ⋅ ≥M (1)2n (Q2) ≥ ⋅ ⋅ ⋅ ≥ 0. (40)
More generally, the sequence of moments satisfy the
Hausdorff moment criteria [52], yet the simple monotonic
decreasing form of Equation (40) allows an assessment
of the constraint on the moments provided by the data.
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Figure 4. ω dependence of the subtracted Compton structure
function Fqq1 (ω,Q2) of nucleon at Q2 = 4.66 GeV2. Fits de-
picting the extraction of the moments via Equation (39) with
n = 6 are shown as well. Shaded curves correspond to the
68% credible region of the highest posterior density. Points
are shifted for clarity. Corresponding moments are given in
Table III.
This series is rapidly converging and stable with respect
to the truncation order. However, imposing the above
condition in a least-squares analysis is not so straight-
forward, but it can be easily implemented in a Bayesian
approach. The particular Bayesian inference implemen-
tation we are employing [53] has the advantage of us-
ing adaptive algorithms to optimize the hybrid Monte
Carlo parameters [54], which removes the extra effort of
fine-tuning such parameters and returns the sampling re-
sults within mere minutes with convergence checks imple-
mented.
In the present analysis, we sample the moments from
uniform distributions with bounds M
(1)
2 (Q2) ∈ [0,1]
and M
(1)
2n (Q2) ∈ [0,M (1)2n−2(Q2)], for n > 1, to enforce
the monotonic decreasing nature of the moments. Uni-
form prior distributions are chosen since these are un-
informative distributions and remove a source of bias.
The sequences of individual uu or dd moments are se-
lected according to a multivariate probability distribu-
tion, exp(−χ2/2), where,
χ2 =∑
i,j
[F1,i −Fobs1 (ωi)]C−1ij [F1,j −Fobs1 (ωj)] , (41)
is the χ2 function with the covariance matrix Cij , ensur-
ing the correlations between the data points are taken
into account. Fits depicting the extraction of the mo-
ments are shown in Figure 4. Note that, Equation (40)
is not necessarily true for the isovector, uu − dd, mo-
ments. Therefore, the Bayesian priors for the uu and dd
are treated independently. However, by sampling the uu
and the dd datasets within the same trajectory, we en-
sure underlying correlations between those datasets are
accounted for. Hence, the indices i, j in Equation (41)
run through all the ω values and both flavors.
The first few moments extracted are given in Table III
and the isovector moments are plotted in Figure 5 for
9Table III. First few moments of the structure function F1 for
several values of Q2. Contributions of each flavor are given
along with the isovector quantity. Errors are statistical un-
certainties only.
q/(2pi/L) Q2 [GeV2] M (1)2n (Q2) uu dd uu − dd
(3,1,0) 2.74
M
(1)
2 0.797
+0.152−0.167 0.259+0.088−0.096 0.538+0.107−0.137
M
(1)
4 0.374
+0.204−0.226 0.088+0.023−0.088 0.286+0.191−0.222
M
(1)
6 0.166
+0.043−0.166 0.039+0.008−0.039 0.127+0.073−0.161
M
(1)
8 0.078
+0.013−0.078 0.019+0.001−0.019 0.060+0.037−0.081
(3,2,0) 3.56
M
(1)
2 0.509
+0.088−0.095 0.155+0.046−0.052 0.354+0.065−0.075
M
(1)
4 0.321
+0.082−0.097 0.085+0.045−0.046 0.235+0.084−0.082
M
(1)
6 0.199
+0.079−0.084 0.040+0.011−0.040 0.159+0.072−0.079
M
(1)
8 0.115
+0.050−0.094 0.018+0.004−0.018 0.097+0.058−0.080
(4,1,0) 4.66
M
(1)
2 0.479
+0.089−0.125 0.257+0.067−0.075 0.223+0.067−0.087
M
(1)
4 0.300
+0.099−0.109 0.090+0.036−0.073 0.211+0.089−0.109
M
(1)
6 0.145
+0.066−0.108 0.039+0.009−0.039 0.107+0.063−0.096
M
(1)
8 0.066
+0.015−0.066 0.018+0.003−0.018 0.047+0.030−0.059
(4,2,0) 5.48
M
(1)
2 0.576
+0.095−0.099 0.208+0.051−0.060 0.368+0.064−0.080
M
(1)
4 0.329
+0.114−0.112 0.097+0.050−0.065 0.232+0.101−0.098
M
(1)
6 0.160
+0.072−0.117 0.043+0.010−0.043 0.118+0.073−0.101
M
(1)
8 0.078
+0.020−0.078 0.020+0.002−0.020 0.058+0.038−0.070
(5,1,0) 7.13
M
(1)
2 0.429
+0.102−0.114 0.188+0.064−0.077 0.241+0.069−0.075
M
(1)
4 0.261
+0.119−0.123 0.103+0.050−0.073 0.158+0.099−0.099
M
(1)
6 0.132
+0.035−0.132 0.055+0.015−0.055 0.076+0.060−0.102
M
(1)
8 0.064
+0.014−0.064 0.029+0.004−0.029 0.036+0.038−0.062
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Figure 5. Isovector moments given in Table III. Q2 are given
in GeV2.
each choice of Q2. Error margins correspond to the high-
est posterior density interval with a 68% credible region
and the asymmetric intervals reflect the shape of the pos-
terior distributions. We find that the lower moments
have a negligible dependence on the truncation order of
the series in Equation (39) for n ≥ 3.
We note that although the fall-off of the moments is
quite evident, the second moments do not decrease as
rapidly as one would expect from DIS data. Combined
with the interplay between the u and the d moments, this
leads to rather large second moments for the isovector
u− d combination, which are even comparable to that of
the first moment in some cases. While this is likely due
to the limited statistics of the current simulations, it may
also be a signal of significant power corrections which we
discuss in the next section.
B. Power corrections and scaling
The moments M
(1)
2n (Q2) in Table III appear to indi-
cate that power corrections are present throughout our
range of photon momenta, 3 ≲ Q2 ≲ 7 GeV2. The lead-
ing power corrections to moments of structure functions
have essentially two sources, target mass (together with
possible threshold effects) and mixing with operators of
higher twist. Target mass and threshold effects can be ac-
counted for, to a certain extent, by replacing the Bjorken
x scaling variable by a generalized scaling variable, ξ (e.g.
[55–57]). For example, a commonly used form proposed
by Nachtmann [56] is
ξ = 2x
1 +√1 + 4m2Nx2/Q2 , (42)
where mN is the nucleon mass. Besides being power cor-
rected, the various moments defined in terms of these
new ξ scaling variables are mixtures of the (Cornwall-
Norton [58]) moments defined in terms of x, with the
mixings suppressed by powers of 1/Q2. For a generalized
scaling variable incorporating the analytic structure of
the forward Compton amplitude see Ref. [55].
The second source of power corrections in the structure
function moments are due to contributions from opera-
tors with twist-4 and above, represented by the O(1/Q2)
terms in Equation (20). We note that while in princi-
ple it is possible to compute the Wilson coefficient for
the twist-4 contribution to M
(1)
2 (Q2) non-perturbatively
on the lattice [13, 59, 60], the hyper-cubic nature of the
lattice can only accommodate operators of spin four or
less, which thwarts any direct prediction of the Wilson
coefficients for higher moments.
Since the moments computed in this work are deter-
mined from a fit to the full Compton amplitude, they
naturally include all possible power corrections. While
the present data do not have the precision or range of
Q2 to isolate individual power corrections, we are able to
account for the observed Q2-dependence of each moment
by fitting with the functional form
M
(1)
2n (Q2) =M (1)2n +C2n/Q2 +O(1/Q4) . (43)
Of particular interest is a fit to the lowest isovector mo-
ment M
(1)
2,uu−dd(Q2), which we show in Figure 6 as a func-
tion of Q2. Here we clearly see that the current data is
well described by Equation (43), with the fit form sug-
gesting large power corrections may be present at low Q2.
However we add a cautionary note that the behavior at
small Q2 is heavily influenced by the presence of the large
value for the moment at Q2 = 2.74 GeV2 and neglecting
this point would result in a much softer, although still
non-trivial, Q2-dependence in the small-Q2 region.
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Figure 6. Q2 dependence of the isovector M
(1)
2,uu−dd(Q2) mo-
ment. Black data points (tabulated in Table III) are obtained
from independent fits to the ω-dependence of F1(ω,Q2) at
fixed Q2. Curve shows the fit to Equation (43).
The phenomenological values of the moments in the
language of the parton model, namely v2n(µ) in Equa-
tion (20), are commonly quoted at the scale µ = 2 GeV.
The results presented in Figure 6 indicate that in our ap-
proach this number should be obtained from first taking
the asymptotic value of M
(1)
2,uu−dd(Q2), say at Q2 ≳ 16
GeV2, then performing a perturbative rescaling down to
µ = 2 GeV. In practice, to achieve a reliable prediction
would require an extension of the current simulations to
larger values of Q2 and a further increase in statistics.
At this stage we refrain from extending the present
analysis to the higher moments, however an immediate
avenue of study will be to investigate if the observed en-
hancement of the M
(1)
4 isovector moment persists with
higher statistics over a larger Q2 range. Should this be
the case, it will be interesting to compare with the en-
hancement observed in the empirical results at small-Q2
(see e.g. [61]).
In addition to studying the Q2-dependence of the uu,
dd and uu − dd moments of F1(ω,Q2), the techniques
described in this work can be easily extended to investi-
gations of additional quantities such as the higher-twist
ud moments (see the final two diagrams in Figure 1) or a
test of the Callen-Gross relation at small Q2. For a first
attempt see [50]. We emphasize that this work clearly
demonstrates that a study of the Q2-dependence of such
observable on the lattice is now possible.
VI. SUMMARY AND CONCLUSIONS
We have presented a derivation of the second-order
Feynman-Hellmann theorem and its relationship to the
forward Compton amplitude. In particular, the Comp-
ton amplitude can be computed directly on the lattice
with a simple extension of the already established lattice
implementations of the Feynman-Hellmann theorem, de-
void of operator mixing and related complications of the
conventional approach. In order to illustrate the feasi-
bility and the versatility of this method in directly prob-
ing nucleon structure functions, we have performed high-
statistics simulations for several photon momenta, Q2, on
the 2+1-flavor, 323 ×64 QCDSF/UKQCD lattices at the
SU(3) flavor symmetric point corresponding to a pion
mass of ≃ 470 MeV. By studying the Compton ampli-
tude across a range of kinematics, we have presented non-
trivial signals for the first few moments of the nucleon
structure functions. By revealing the Q2 dependence of
the low moments, there is a clear opportunity to directly
study the evolution to the partonic regime — more de-
tailed investigations of the power corrections will be pur-
sued in future work. Beyond studying the approach to
the partonic regime, the method could also be applied at
smaller Q2 and probe the dynamics of low-energy Comp-
ton scattering processes [62]. While moments of structure
functions are relatively straightforward, there is also a
prospect to invert the Compton amplitude to extract the
x-dependence of the structure functions directly — see
Ref. [63] for some first attempts.
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Appendix A: Operator product expansion
For completeness, we summarize the relevant notation
to complement the OPE discussion in Section II C. The
(leading-order) Wilson coefficients are given by:
C
(j)
f,2n = Q2f +O(g2), j = 1,2 (A1)
and the hadron matrix elements are defined by
⟨p, s∣ [O{µ1...µn}f −Tr] ∣p, s⟩ = 2vfn [pµ1 . . . pµn −Tr] ,
(A2)
in terms of the traceless and symmetric parts of the local
quark bilinears:
O{µ1...µn}q = in−1ψqγµ1←→Dµ2⋯←→Dµnψq, (A3)
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and similarly for the gluons
O{µ1...µn}g = in−2 TrFµ1ν←→Dµ2⋯←→DµnFµnν , (A4)
where
←→
D = 1
2
(Ð→D −←ÐD).
Appendix B: Second order Feynman-Hellmann
Theorem
For the interested reader, we provide some of the key
intermediate steps to produce the principal derivation
presented in the main text, Equation (23).
The 2-point nucleon correlator in an external field,
Equation (22), is given by:
G
(2)
λ (p; t) ≡ ∫ d3xe−ip⋅xΓ ⟨Ωλ∣χ(x, t)χ(0)∣Ωλ⟩, (B1)
where Γ the spin-parity projection matrix, with trace im-
plied, and ∣Ωλ⟩ is the vacuum in the presence of the ex-
ternal field. A nucleon interpolating operator is assumed
for χ.
The strategy to derive the second-order Feynman-
Hellmann relation is to consider the general form of the
spectral decomposition of the Euclidean correlator, and
match the energy shift against the explicit decompo-
sition of the correlator in the presence of a weak ex-
ternal field. Following the usual procedure of insert-
ing a complete set of states in between the operators,⨋X d3k(2pi)3 12EXλ(k) ∣Xλ(k)⟩⟨Xλ(k)∣, and carrying out the
momentum integral, the spectral decomposition of Equa-
tion (B1) in the large (Euclidean) time limit, where the
ground state dominance is realized, is given as,
G
(2)
λ (p; t) ≃ Aλ(p)e−ENλ(p)t, (B2)
where ENλ(p) and Aλ(p) are the energy of the ground
state nucleon and overlap factor, respectively, in the
background field. We note that in the presence of the
background field, the Hamiltonian of the system will mix
momentum states p ± nq—with that p chosen to corre-
spond to the lowest kinetic energy, ∣p∣ < ∣p + nq∣ ∀n ∈ Z.
The second order derivative of Equation (B2) with re-
spect to λ, evaluated at λ = 0, is given by:
∂2G
(2)
λ (p; t)
∂λ2
RRRRRRRRRRRλ=0 = e−EN (p)t
⎡⎢⎢⎢⎢⎣∂
2Aλ(p)
∂λ2
− t(2∂Aλ(p)
∂λ
∂ENλ(p)
∂λ
+A(p)∂2ENλ
∂λ2
) + t2A(p)(∂ENλ(p)
∂λ
)2⎤⎥⎥⎥⎥⎦ . (B3)
The derivatives of Aλ(p) and ENλ(p) are understood to be evaluated at λ = 0. The first-order energy shifts vanish,
∂EN /∂λ = 0, provided we restrict ourselves to the non-Breit-frame kinematics, i.e. ∣p∣ ≠ ∣p ± q∣ [27, 30]. In this case,
the above equation thus reduces to
∂2G
(2)
λ (p; t)
∂λ2
RRRRRRRRRRRλ=0 = e−EN (p)t [∂
2Aλ(p)
∂λ2
− tA(p)∂2ENλ(p)
∂λ2
] . (B4)
where the first term corresponds to the shift in the overlap factor and the second order energy shift is identified in
the t-enhanced or the time-enhanced term. The familiar overlap factor is given by:
A(p) =∑
s
1
2EN(p)Γ⟨Ω∣χ(0)∣N(p, s)⟩⟨N(p, s)∣χ(0)∣Ω⟩. (B5)
We now directly evaluate the second-order derivative within the path integral formalism. The 2-point correlation
function takes the form:
λ⟨χ(x, t)χ(0)⟩λ = 1Z(λ) ∫ DψDψDU χ(x, t)χ(0) e−S(λ), (B6)
where S(λ) is the perturbed action given in Equation (22), and Z(λ) is the corresponding partition function. Pro-
jecting the 2-point function to definite momenta and spin gives the standard correlator,
G
(2)
λ (p; t) = ∫ d3xe−ip⋅xΓ λ⟨χ(x, t)χ(0)⟩λ (B7)
To simplify the following expressions, we use the shorthand notation to describe the product of interpolating
operators,
G = ∫ d3xe−ip⋅xΓχ(x, t)χ(0). (B8)
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Figure 7. Distinct time orderings of the current insertions, with increasing time assumed from left to right.
The first-order derivative of the correlator is then given by
∂⟨G⟩λ
∂λ
= ⟨G⟩λ⟨∂S(λ)∂λ ⟩
λ
− ⟨G ∂S(λ)
∂λ
⟩
λ
. (B9)
The first term corresponds to a vacuum shift and the second term encodes a the three-point correlation function
that is related to the first-order energy shift. This term has been discussed in detail and applied to the calculation
of forward matrix elements [27] and form factors [30]. For the Compton amplitude, the second order derivative is
required, which is straightforward to evaluate,
∂2⟨G⟩λ
∂λ2
= ⟨G⟩λ⟨∂2S(λ)∂λ2 ⟩
λ
+ ⟨G ∂2S(λ)
∂λ2
⟩
λ
+ ⟨G⟩λ⟨(∂S(λ)∂λ )2⟩
λ
+ 2⟨G⟩λ⟨∂S(λ)∂λ ⟩
λ
⟨∂S(λ)
∂λ
⟩
λ
− 2⟨G ∂S(λ)
∂λ
⟩
λ
⟨∂S(λ)
∂λ
⟩
λ
+ ⟨G (∂S(λ)
∂λ
)2⟩
λ
.
(B10)
The first two terms vanish when the external perturbation is purely linear in λ. In the limit λ → 0, vacuum matrix
elements of the external fields vanish, ⟨∂S(λ)/∂λ⟩ = 0, assuming the operator doesn’t carry vacuum quantum numbers,
such as the electromagnetic current—the scalar current would be an obvious counter example. The term involving⟨(∂S(λ)/∂λ)2⟩ will not in general vanish, however this can only act as a multiplicative factor on the free-field correlator
and hence cannot contribute to the time-enhanced term in Equation (B4). The second-order energy shift can therefore
only arise from the final term in Equation (B10),
∂2⟨G⟩λ
∂λ2
∣
λ=0 = ⟨G (∂S(λ)∂λ )
2⟩ + . . . , (B11)
where the ellipsis denotes terms that are not time-enhanced. By restoring the explicit form for G, we have
∂2G
(2)
λ (p; y)
∂λ2
RRRRRRRRRRRλ=0 =∫ d3xe−ip⋅xΓ⟨χ(x, t)χ(0)(∂S(λ)∂λ )
2⟩, (B12)
Using our explicit form for the electromagnetic external field, the corresponding second derivative of the correlator
is given by
∂2G
(2)
λ (p; t)
∂λ2
RRRRRRRRRRRλ=0 = ∫ d3xe−ip⋅xΓ∫ d4yd4z(eiq⋅y + e−iq⋅y)(eiq⋅z + e−iq⋅z)⟨χ(x, t)Jµ(z)Jµ(y)χ(0)⟩. (B13)
The correlator defined here involves a four-point correlation function with nucleon interpolating operators held at
fixed temporal separation t, with the currents inserted across the entire four-volume. Importantly, this expression
is evaluated in the absence of the external field, and hence momentum conservation is exact. It is then possible to
perform a spectral decomposition of this correlator in terms of a transfer matrix that is diagonal in the momenta.
Given that the Fourier projection of the nucleon sink is at definite momentum p, and ∣p∣ < ∣p ± q∣ (as discussed
above Equation (B4)), the leading asymptotic behavior of the correlator must have an exponential behavior given by
e−EN (p)t. By resolving the corresponding t-enhanced coefficient of this exponential, we can identify the second-order
energy shift, as given in Equation (B4).
Assuming that the temporal length is sufficiently large that we can neglect the temporal boundary conditions, there
are six distinct time orderings of where the current insertions can act relative to the nucleon interpolating fields. They
are shown in Figure 7. Configuration A is the obvious ordering that contains the desired Compton amplitude. This
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corresponds to ground-state saturation of the nucleon on either side of the current insertions. The t dependence of
this particular contribution, including explicit integrals over the current insertion times, will take the form:
∫ t
0
dτ ′ ∫ τ ′
0
dτ⟨χ(t)J(τ ′)J(τ)χ(0)⟩ ∼ ∫ t
0
dτ ′ ∫ τ ′
0
dτ e−EN (p)(t−τ ′)e−EX(p+q)(τ ′−τ)e−EN (p)(τ) (B14)
It is convenient to isolate the current separation time by transforming the coordinates to:
∆ = τ ′ − τ (B15)
τ¯ = (τ + τ ′)/2, (B16)
and hence
∫ t
0
dτ ′ ∫ τ ′
0
dτ e−EN (p)(t−τ ′)e−EX(p+q)(τ ′−τ)e−EN (p)(τ) = ∫ t
0
d∆∫ t−∆/2
∆/2 dτ¯ e−EN (p)te−(EX(p+q)−EN (p))∆, (B17)= e−EN (p)t ∫ t
0
d∆ e−(EX(p+q)−EN (p))∆(t −∆). (B18)
The term linear in t corresponds to the anticipated time enhancement of Equation (B4)—details of the connection
to the Compton amplitude are given below. Given the condition that EX > EN , the damping ensures that the term
proportional to ∆ is independent of t for large times. It is this damping which ensures the current separation remains
localized in time, and allows the nucleon to saturate to the ground state on either side of the current.
Having selected the term of interest, it is necessary to confirm that none of the other possible configurations can
scale as te−EN (p)t at large times. One potential example would be to consider the nucleon at the source to carry
momentum p + 2q. This case gives a temporal behavior according to
∫ t
0
dτ ′ ∫ τ ′
0
dτ⟨χ(t)J(τ ′)J(τ)χ(0)⟩ ∼ ∫ t
0
dτ ′ ∫ τ ′
0
dτ e−EN (p)(t−τ ′)e−EX(p+q)(τ ′−τ)e−EN (p+2q)(τ), (B19)
= ∫ t
0
d∆ (e−EN (p+2q)te−(EX(p+q)−EN (p+2q))∆ − e−EN (p)te−(EX(p+q)−EN (p))∆
EN(p + 2q) −EN(p) ) . (B20)
The second term clearly contains a damped exponential and hence the integral over ∆ converges for large t. In the
first term, the ordering of the levels EX(p + q) and EN(p + 2q) will govern which contribution dominates at large t.
However in either case, this term is exponentially-suppressed relative to e−EN (p)t. This example, that does not exhibit
the desired te−EN (p)t behavior, makes it clear that in order to generate the coefficient linear in t, one must have 2
intermediate propagators of the lowest energy nucleon, such as in Equation (B14). With three available time windows
and the momentum transfer through the current insertion, it is only possible to achieve this with the lowest-energy
nucleons separated by an intermediate, energetic state.
It is then straightforward to conclude that it is not possible for any of the temporal configurations B to F to
generate a contribution te−EN (p)t. To highlight how these other terms contribute, we consider the behavior of the
B-type ordering. One of the contributions would take the form
∫ ∞
t
dτ ′ ∫ t
0
dτ⟨J(τ ′)χ(t)J(τ)χ(0)⟩ ∼ ∫ ∞
t
dτ ′ ∫ t
0
dτ e−EV (q)(τ ′−t)e−EX(p+q)(t−τ)e−EN (p)τ . (B21)
Although a “light” vector meson propagates outside the nucleon interpolators, the τ ′ integral is convergent and no
remnant of this mass scale can appear in the t-dependent exponent. And even though the momentum states were
chosen to highlight a e−EN (p)t contribution, there cannot be a temporal enhancement since the kinematics are chosen
to ensure EX(p + q) > EN(p).
Given that the contribution to the second-order energy shift must come from the temporal orientation of type A,
we demonstrate how this relates to the Compton amplitude. Explicitly written out, configuration A gives rise to the
4-point function:
∂2G
(2)
λ (p; t)
∂λ2
RRRRRRRRRRR
A
λ=0 = 2∫ d3xe−ip⋅x ∫ d3yd3z∫
t
0
dτ ′ ∫ τ ′
0
dτ(eiq⋅y + e−iq⋅y)(eiq⋅z + e−iq⋅z)
×Γ⟨χ(x)∣Jµ(z, τ ′)Jµ(y, τ)∣χ(0)⟩. (B22)
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We insert complete sets of states next to the nucleon interpolating operators, and translate the operator expressions
according to the standard form, χ(x) = e−iPˆ .xχ(0)eiPˆ .x and Jµ(z)Jµ(y) = e−iPˆ .yJµ(z − y)Jµ(0)eiPˆ .y, which leads to
∂2G
(2)
λ (p; t)
∂λ2
RRRRRRRRRRR
A
λ=0 = 2∫ d3yd3z∫
t
0
dτ ′ ∫ τ ′
0
dτ ∑
X,Y
∫ d3k(2pi)3 e−EX(p)te−(EY (k)−EX(p))τ4EX(p)EY (k)× ei(k−p)⋅y(eiq⋅y + e−iq⋅y)(eiq⋅z + e−iq⋅z)×Γ⟨Ω∣χ(0)∣X(p)⟩⟨X(p)∣Jµ(z − y, τ ′ − τ)Jµ(0,0)∣Y (k)⟩⟨Y (k)∣χ(0)∣Ω⟩.
(B23)
By adopting the transformation, z′ = z − y, y′ = y, the Fourier integral over y′ can be eliminated, and hence
eliminate the k integral:
∂2G
(2)
λ (p; t)
∂λ2
RRRRRRRRRRR
A
λ=0 = 2∫ d3z′ ∫
t
0
dτ ′ ∫ τ ′
0
dτ ∑
X,Y
eiq⋅z′ e−EX(p)(t−τ)
2EX(p)
× [ e−EY (p−2q)τ
2EY (p − 2q)Γ⟨Ω∣χ(0)∣X(p)⟩⟨X(p)∣Jµ(z′, τ ′ − τ)Jµ(0,0)∣Y (p − 2q)⟩⟨Y (p − 2q)∣χ(0)∣Ω⟩
+e−EY (p)τ
2EY (p) Γ⟨Ω∣χ(0)∣X(p)⟩⟨X(p)∣Jµ(z′, τ ′ − τ)Jµ(0,0)∣Y (p)⟩⟨Y (p)∣χ(0)∣Ω⟩] + (q→ −q)
(B24)
As described above in Equation (B20), the term involving the momentum transfer between in and out states cannot
contribute to the energy shift, it is only the term involving a p→ p matrix element that is of interest. By applying the
result of Equation (B17), and noting that at large t, the correlator must be dominated by the state EX = EY = EN :
∂2G
(2)
λ (p; t)
∂λ2
RRRRRRRRRRR
A
λ=0 = 2∫ d3z eiq⋅z e
−EN (p)t(2EN(p))2 ∑s,s′ ∫ t0 d∆(t −∆)×Γ⟨Ω∣χ(0)∣N(p, s)⟩⟨N(p, s)∣Jµ(z,∆)Jµ(0,0)∣N(p, s′)⟩⟨N(p, s′)∣χ(0)∣Ω⟩ + (q→ −q) + . . . ,
(B25)
where the ellipsis represents terms that are suppressed at large t, relative to te−EN (p)t. Here, in identifying the ground-
state nucleon, the spin sums implied by the ∑X,Y have been restored. Because the matrix element ⟨N ∣J(∆)J(0)∣N⟩
is exponentially damped at large ∆, the term in the integrand proportional to ∆ also cannot generate a contribution
to the second-order energy shift. Hence the only remaining term contributing to the energy shift is:
∂2G
(2)
λ (p; t)
∂λ2
RRRRRRRRRRR
A
λ=0 =∑ss′ Ass′(p)t e
−EN (p)t
2EN(p) 2 [∫ t0 d∆∫ d3z eiq⋅z⟨N(p, s)∣Jµ(z,∆)Jµ(0,0)∣N(p, s′)⟩ + (q→ −q)] + . . . ,
(B26)
where a spin-density overlap is used:
Ass′(p) = 1
2EN(p)Γ⟨Ω∣χ(0)∣N(p, s)⟩⟨N(p, s′)∣χ(0)∣Ω⟩ = 12δss′A(p). (B27)
A comparison of the form presented in Equation (B26) with Equation (B4), together with the Compton amplitude in
Equations. (15) and (11) with q0 = 0, yields our result quoted in Equation (23).
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