Although lattice field theorists have been able to develop new approaches to the Monte Carlo method and to successfully apply them in bosonic calculations, faster and larger computers are needed for fermion-field evaluations.
ber of possible weather configurations for the atmosphere. In order to deal with field theory in a mathematically consistent way, the space-time continuum must be approximated by a finite lattice. However, even a small hypercubical lattice with 10 sites in each of the four directions has 10,000 allowed space-time positions and thus more than 10,000 degrees of freedom. Gauge fields, like electromagnetic radiation fields, are polarizable in four directions, making for 40,000 gauge-field components on the above lattice. Furthermore, each gauge-field component is an element of a continuous group. The most interesting case is the gluon field, where this group is SU (3) ,' needing at least eight real parameters for specifying one element. Thus, we end up with a system with 320,ooo degrees of freedom on the above lattice. Statistical averages are integrals over all degrees of freedom, and it is clearly no mean feat to calculate an integral over a space of 320,000 dimensions.
Each state of the system is a complete fourdimensional field configuration. The number of degrees of freedom is proportional to the number of points in space-time. Because space-time is continuous, the number of possible field configurations is, for all practical purposes, unlimited-on an order similar to the numIt would be impossible to evaluate statistical averages for these systems by direct numerical techniques. Luckily, statistical systems lend themselves naturally to stochastic sampling techniques where the average is only calculated over a sample of "particularly important" states. This sample is selected by pseudostochastic "Monte Carlo" methods, which allow for an estimate of the statistical error, as well. Although these methods are well known [2, 6, 81 , a number of special techniques have been and are being developed for lattice gauge theories. In the next section, the basic principles of importance sampling are presented. The Boson Fields section contains a discussion of the applications in high-energy theory, particularly the boson calculations. In the Fermion Fields section, the fermion problem is discussed. Electrons, quarks, and protons are all fermions.' A fermion-field component is not an ordinary real or complex number, but a Grassmann number [l] . These cannot be represented directly in the computer. It is, however, possible to integrate out the fermion fields by hand. This leaves a highly complicated integrand involving the inverse and determinant of a huge matrix for the remaining bosonic integrals. The dimension of this matrix is at least as big as the number of spacetime points in the lattice. A large amount of time and effort has already gone into developing techniques for efficient evaluation of the inverse of this matrix and its determinant. Monte Carlo methods seem particularly promising.
A small finite lattice is at best a rather poor approximation to a space-time continuum. A lattice field theory behaves in some respects like a four-dimensional crystal and exhibits many features, such as phase transitions, known from ordinary crystals. In order to extract meaningful results, it is necessary to extrapolate the results from finite lattices to the continuum limit. This rather subtle extrapolation is guided by the renormalization group [3, 71, which must be able to continue the sample to T >> S, but in practice we always have T << S, as otherwise we could have evaluated the sum by direct means. Since a realistic sample explores only a tiny part of the phase space, certain smoothness assumptions are usually necessary about the behavior of F(s) in order that the sample may yield sufficient information to estimate A reliably. Let T(s) be the number of times state s occurs in the sample. For T < S every state presumably only occurs once or not at all, so T(s) is 0 or 1. For T >> S most states occur many times. We assume that the sample is ergodic, which means that for sufficiently large T all states occur in the sample, so that T(s) > 0. Then we can rewrite the original sum exactly in the form A=;Fo ,=I T(s,) '
since each occurrence of any state s should only contribute a fraction l/T(s) to the sum. We also assume that the sampling algorithm is constructed such that the relative frequency of occurrence of any state T(s)/T converges toward a known distribution p(s) for T + 03. Then the above formula indicates that the most natural guess we can make for the value of the sum when using a small sample is (2) For T + TV this estimator will converge toward the exact sum. Note that ergodicity implies that p(s) > 0 for all s. Without further knowledge about the nature of the sampling algorithm, it is not possible to say anything about the error in this estimate. It is, however, intuitively clear that the error will be smallest if we choose a limiting distribution that is big in those regions of phase space where 1 F(s) 1 is large. This is the principle of importance sampling.
The Monte Carlo method selects the particular sample for which the estimate is made, stochastically among all possible samples of the same length. This allows us not only to calculate the expected value of the estimator (a) but also the expected error u = J((A -A)'). It even permits us to estimate this error from the chosen sample itself. Although such an error estimate is useful, one should always bear in mind that it is no better than the sample from which it is constructed. If the sample has missed an important part of configuration space, not only will the estimate a for the sum be wrong, but the error estimate will not be representative of the actual deviation between the estimate and the original sum.
Independent Sampling
The most efficient stochastic sampling is obtained when a random generator for single states can be constructed with a probability distribution p(s). Each state in the sample is generated independently of the rest of the sample, so that the probability of obtaining a particular sample is ,4sll, PM, . . , p(sT). The expected value of the estimator (2) (3) with respect to p(s) shows that the optimal distribution is proportional to IF(s) ]-this is in agreement with intuitive expectations. Even if we could generate a distribution of this shape, we would not be able to normalize it because that would entail the evaluation of a sum of the same kind as the original one. Even a rough approximation to the optimal distribution may yield quite good results, however. This is the basis for adaptive integration techniques for integrals in few dimensions [ll, 121.
Markovian Sampling
When the desired "target" distribution p(s) is very complicated, it may be impossible in practice to construct a random generator that will generate each state independently. It may instead be feasible to generate the sample incrementally such that each state in the sample depends stochastically on its immediate predecessor. In this case the sample becomes a Markov chain. Markov chains have very nice properties. Let p(s, s') be the one-step probability for the next state being s', when the present one is s. The basic problem of Markovian sampling is to tailor the one-step probability to yield exactly the right limiting distribution for the chain. A necessary condition is that the one-step probability be in balance with the target distribution ,i] P(SMSs s'l = Pb'h (4) such that a single step will not change it. This also turns out to be nearly a sufficient condition. The only other requirement is that the chain be ergodic: It must be able to reach every state in S from any initial state. In practical cases ergodicity is often self-evident.
The probability of generating a particular sample is p1 (sl)p(sl, sZ) . . . p(sT-1, ST), where pl(s) is the probability distribution for the initial state. Summing over all chains while keeping sr = s, we obtain the probability distribution pi of the Tth state. Under the abovementioned conditions of balance and ergodicity, this distribution approaches the target distribution with an exponential rate: There exists a X > 0 such that j pt(s) -p(s) ] < P' for all t. The relaxation time for the Markov chain is l/X; it is only meaningful to use samples that are longer than the relaxation time. The estimator (2) is biased by the choice of initial state but approaches A with l/XT corrections. Likewise, the estimator for error G approaches the expected error g with relative l/XT corrections.
The relaxation time depends mainly on the choice of one-step probability, whereas the error depends mainly on the choice of target distribution. There are thus two levels of adaptation possible. First, among all the onestep probabilities in balance with the same target distribution, one may choose the one that yields fastest convergence. Since independent sampling (i.e., p(s, s') = p(s')) has zero relaxation time, this is of course the best, but may not be obtainable. Second, the limiting distribution should be chosen to resemble 1 F(s) ( as much as possible. In statistical mechanics calculations, it is natural to choose the target distribution to be the Boltzmann factor of the system. It should be emphasized, however, that this is neither the only possible choice nor the optimal choice for all averages. There seems to be no a priori coupling between the relaxation time and the target distribution, since we might choose to sample independently. Nevertheless, owing to other requirements (e.g., simplicity), a coupling is normally present, and the relaxation time will depend on the external parameters characterizing the system. The statistical error may also diverge at critical points, causing a critical slowdown of the Markov chain's convergence near such points.
The balance condition is usually implemented by means of detailed balance Pb)p(s, s') = P(S')P(S', s),
implying eq. (4). Detailed balance may in turn be implemented in various ways, the most useful being the Metropolis algorithm [14] . The basic feature of this algorithm is a Markovian random state generator 9 with symmetric one-step probability: 9(s, s') = 9(s', s). Its target distribution is uniform in S. This generator is used to make a suggestion for the next state s'. Ifs' # s and p(s') > p(s), this suggestion is accepted. If p(s') < p(s), a random number x is generated uniformly in the unit interval, and the suggestion is accepted if p(s') > xp(s). Otherwise, the suggestion is rejected, and the present state s is used once more. Thus, the probability is It is easy to demonstrate that this algorithm leads to detailed balance independent of the choice of q(s, s'). It is only via the choice of the suggesting algorithm 9 that we can influence the relaxation time. It is often possible to couple 9 to the observed performance of the sample and, for example, to aim for 50 percent rejections. The Metropolis algorithm has the clear advantage that it is not necessary to normalize the target distribution in order to obtain convergence of the sample toward the correctly normalized distribution. In cases where only ratios of sums over the same space are desired, as for statistical averages, this is a major simplification. On the other hand, it is then impossible to calculate the partition function, which is the normalization constant for the Boltzmann factor. If it is desired to calculate the partition function, it is necessary to choose a target distribution that is analytically normalizable. As long as it resembles the Boltzmann factor sufficiently, the estimator will converge toward the desired sum.
BOSON FIELDS
As we mentioned in the introduction, a lattice gauge theory with bosonic fields is a collection of group elements distributed over the links between the sites of the lattice. Although the first studies of such systems used the heat-bath algorithm [16] , most later studies have used the Metropolis algorithm. A single step in the Markov chain (an update) normally affects a single link variable. Owing to the local nature of gauge-field interactions, the probability density will be a product over simple geometric objects (plaquettes). The one-step probability depends only on the immediate vicinity of the link in question and has a relatively simple form. The Metropolis algorithm also has the important advantage over the heat-bath technique of automatically generating the correct Haar measure for the gauge group, provided the single steps in the group are done by group multiplication. Ergodicity is ensured either by choosing each link at random or-more commonly-by sweeping through all the links of the lattice in a systematic way. In the latter case, the updating procedure is explicitly time dependent, and the analysis of the previous section does not directly apply. If all the link updates of a sweep are collected in a grand Markov step, time independence will ensue. However, since the reverse transition involves the reverse sweep, detailed balance will then be lost. Balance-and thereby convergence-is nevertheless assured.
The numerous Monte Carlo studies of bosonic lattice gauge theories [14] that have so far been performed have revealed that these theories possess a rich phase structure. Although it has no direct significance for the continuum physics, the phase structure nevertheless helps to reveal which nonperturbative mechanisms are at play. The suspected confining interactions of quarks and gluons that would prevent these particles from being observed individually have been amply confirmed by lattice calculations. The continuum-physics results that have been extracted using the renormalization group extrapolation technique comprise the tension in the glue string that connects the quarks and the masses of purely gluonic particles, called glueballs [4] . FERMION FIELDS When fermions are included, the difficulties are, in a sense, "squared." The fermionic degrees of freedom cannot be directly represented in a computer and must be removed before numeric evaluation is attempted. Luckily they occur in a very simple way, which permits the explicit integration over these degrees of freedom. The remaining integral is only over bosonic variables, but the Boltzmann probability density has become nonlocal by being multiplied with the determinant of a huge matrix. The interesting physics quantities directly concerning fermions are calculated from the inverse of this matrix.
We are thus faced with the two-stage problem of evaluating the determinant and the inverse of a very large matrix. One simplifying feature is that this matrix is sparse: Most of its elements are zero. Nonvanishing matrix elements only connect nearest neighbor sites in the lattice. A number of methods have been and are being tried out to solve this problem. At this moment the situation is still quite confused, and no consensus has been reached as to a best method. We now briefly review the most promising techniques [4, 131. The Determinant
The simplest approach is to ignore the determinant. This stop-gap technique has been dignified with the name quenching. It is not clear to what extent quenching destroys the physics we are looking for.
Direct evaluation of the determinant is forbiddingly expensive-it would involve at least N'log N operations where N is the dimension of the matrix.
The most promising method is incremental evaluation. Proceeding from a known simple state, each bosonic variable is updated, and the associated change in the determinant is monitored using the formula
Since 6M is even more sparse than M itself, the last factor may be evaluated from a knowledge of only a few matrix elements of M-' [17] .
The Inverse
The calculation of the inverse cannot be ignored, and direct evaluation is again forbiddingly expensive. In practice we do not need to know the full inverse, but only a few selected elements of it. We should therefore concentrate on methods of inversion that require storage of only part of it.
The fermion matrix is of the form M = 1 -R, where R is "small." Standard methods of relaxation [18] The iterations can be carried. out columnwise so that only one column of the inverse need be stored at any time. The problem with this method is that the process has to be cut off at some point and all matrix elements treated on an equal footing, even if they are very small and unimportant. These problems seem to be overcome by a stochastic method originally due to von Neumann and Ulam [IO] . The Neumann series can be written explicitly in the form MG1 = 6ij + i 1 Rik, Rk,k, . . . RkL-,j.
L=l k ,,..., kL-, This can be interpreted as a sum over paths ?r = (i, kl, KL, . . . ! KL-1, i) of varying lengths b in the space of matrix indices. This sum c:an then be attacked by the standard methods of importance sampling discussed in the Importance Sampling section. What we need, therefore, is a random generator for paths of varying length. The simplest way to generate a path is by a random walk with step probability Yij and probability s of stopping in each step. The probability density of paths thus becomes
Notice that the paths are sampled independently by this method. In order to select the most important paths, the natural choice of random walk probability is Yii -[Rij 1. Since R only connects nearest neighbors, the random walk proceeds through the lattice in small steps from site to site. There are many ways to improve this method, for example, by controlling the way the paths are stopped or by determining the best adaptation to the desired distribution, but we refrain from doing this here. The beauty of this method lies in the systematic use of stochastic methods in the bosonic as well as in the fermionic part of the calculations, and in the fact that running time is not proportional to the size of the lattice.
CONCLUSIONS
Conventional Monte Carlo calculations are now entering the "industrial" era, and thousands of hours of computer time are often used to obtain a few physics results. Alternative
Monte Carlo approaches are being investigated [15] but have not yet been shown to be competitive in "production runs."
Initial excitement over the possibility that small lattices could be used to extract meaningful continuum physics results has now given way to wary skepticism. Although results from the purely bosonic calculations seem to be in perfect agreement with renormalizationgroup expectations, fermionic calculations have only just progressed to the point where similar comparisons can be made. The nuclear particle masses that have been extracted in different Monte Carlo "experiments" seem not to agree very well with each other. Much larger lattices might be needed in the fermionic case because of the nonlocal nature of the interactions that these fermions induce among the boson fields. Larger lattices require larger memory and faster numerical computation. We can only hope that the next generation of supercomputers will be adequate for settling this very important question.
