Introduction
In [8] , [9] and [10] Neuts has shown that certain classes of Markov chains admit a stationary distribution of a form which he has termed 'matrixgeometric'. Such chains have a bivariate state space (i, j), i =0, 1, ..., j= 1, *.-, n: the stationary distribution H is called matrix-geometric because one can show the existence of a particular n x n matrix S and a 1 x n vector oH such that II(i, j), the stationary probability of the state (i, j), is given by the jth element of the vector o01S', where S' denotes the ith power of S.
The class of chains with this structure includes embedded Markov chains associated with GI/PHI1 queues, where the service-time distribution is 'phasetype' [7] . The second variable j then indexes the phase of the service time.
In this paper we investigate more general chains with bivariate space (i, x), where the first coordinate i takes on integer values 0, 1, ---, but the second coordinate x is in E, some general measure space. In particular examples such as the GI/G/1 queue in Section 4 below, E will be taken as [0, cc). We let 8 denote a u-field on E; when E = [0, c) we shall take ' as the Borel u-field. We (ii) If oH(A), Ae ' is a probability measure on 9 satisfying (2.5), then H defined by (2.6) and (2.7) is a a-finite measure satisfying (2.1) and (2.2). Remark. If we assume that E is finite then the assumption that A is irreducible is enough to ensure that S is irreducible, using Perron-Frobenius theory: see [8] , pp. 187-188.
sp (S)= 1, whilst if S is R-recurrent for R> 1, then this is analogous to sp (R)<1. Our next result thus covers the dichotomy of Theorem 2 of [8] exactly if we recall that when E is finite and R > 1, then E Sk (x, E) < oo for all x; this does not happen when E is infinite.

Neuts's 'mean-drift' condition
In Theorems 2 and 3 of [8], Neuts shows that the existence for {X,} of an invariant probability measure of matrix-geometric form is equivalent, when the matrix A = Ek Ak is stochastic and irreducible, to (3.1) Iv(dw)(P(w) > 1, where (0(w) = En=nA,(w, E) and v is the unique invariant measure for {A(x, -)}. In his context, where E is finite, v is guaranteed to exist from Perron-Frobenius theory, and the proof that (3.1) is equivalent to the existence of a stationary distribution relies heavily on that theory.
In the general context we need other tools. We have already shown that any stationary measure must be 'operator geometric'; in this section we investigate the probabilistic significance of (3.1) and show that it is very closely related to the positive recurrence of {X,}, provided Bk(x, ") has suitable structure. Specifically, we let {XJ} be a chain as in Section 1 with the zero-level probability structure The proof above shows that Neuts's condition (3.1) is effectively an average 'mean-drift' condition, where the averaging is done over the distribution v. Theorem 9.2 of [14] shows that such an average mean drift condition may also be necessary, under some extra conditions, for positive recurrence.
We now turn to the necessity of Condition (3.1) for existence of a stationary measure for the chain {X,}.
In order to do this, we first define a further chain {X*} with transition probabilities on the state space {-... , -1, 0, 1, 2, -} x E given by, for x c E, B eg, P*(i, x; j, B) =
