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ABSTRACT
Fast Hash-based Algorithms for Analyzing Large Collections of Evolutionary Trees.
(December 2009)
Seung Jin Sul, B.S., Dongguk University;
M.S., Dongguk University
Chair of Advisory Committee: Dr. Tiffani L. Williams
Phylogenetic analysis can produce easily tens of thousands of equally plausible evo-
lutionary trees. Consensus trees and topological distance matrices are often used
to summarize the evolutionary relationships among the trees of interest. However,
current approaches are not designed to analyze very large tree collections. In this
thesis, we present two fast algorithms— HashCS and HashRF —for analyzing large
collections of evolutionary trees based on a novel hash table data structure, which pro-
vides a convenient and fast approach to store and access the bipartition information
collected from the tree collections.
Our HashCS algorithm is a fast 𝑂(𝑛𝑡) technique for constructing consensus trees,
where 𝑛 is the number of taxa and 𝑡 is the number of trees. By reprocessing the bipar-
tition information in our hash table, HashCS constructs strict and majority consensus
trees. In addition to a consensus algorithm, we design a fast topological distance al-
gorithm called HashRF to compute the 𝑡× 𝑡 Robinson-Foulds distance matrix, which
requires 𝑂(𝑛𝑡2) running time. A RF distance matrix provides plenty of data-mining
opportunities to help researchers understand the evolutionary relationships contained
in their collection of trees. We also introduce a series of extensions based on HashRF
to provide researchers with more convenient set of tools for analyzing their trees. We
provide extensive experimentation regarding the practical performance of our hash-
iv
based algorithms across a diverse collection of biological and artificial trees. Our
results show that both algorithms easily outperform existing consensus and RF ma-
trix implementations. For example, on our biological trees, HashCS and HashRF are
1.8 and 100 times faster than PAUP*, respectively.
We show two real-world applications of our fast hashing algorithms: (i) com-
paring phylogenetic heuristic implementations, and (ii) clustering and visualizing
trees. In our first application, we design novel methods to compare the PaupRat
and Rec-I-DCM3, two popular phylogenetic heuristics that use the Maximum Parsi-
mony criterion, and show that RF distances are more effective than parsimony scores
at identifying heterogeneity within a collection of trees. In our second application,
we empirically show how to determine the distinct clusters of trees within large tree
collections. We use two different techniques to identify distinct tree groups. Both
techniques show that partitioning the trees into distinct groups and summarizing
each group separately is a better representation of the data. Additional benefits of
our approach are better consensus trees as well as insightful information regarding
the convergence behavior of phylogenetic heuristics.
Our fast hash-based algorithms provide scientists with a very powerful tools for
analyzing the relationships within their large phylogenetic tree collections in new and
exciting ways. Our work has many opportunities for future work including detecting
convergence and designing better heuristics. Furthermore, our hash tables have lots of
potential future extensions. For example, we can also use our novel hashing structure
to design algorithms for computing other distance metrics such as Nearest Neighbor
Interchange (NNI), Subtree Pruning and Regrafting (SPR), and Tree Bisection and
Reconnection (TBR) distances.
vTo my family
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1CHAPTER I
INTRODUCTION
A. Objective and Approach
An evolutionary tree (or phylogenetic tree) is a hypothesis for depicting evolutionary
relationships among organisms (or taxa) [1, 2, 3]. In a evolutionary tree, taxa are
placed at the leaves and hypothetical ancestors occupy internal nodes, with the edges
of the tree denoting evolutionary relationships (see Figure 1). The objective of a
phylogenetic analysis (or inference) is to reconstruct the evolutionary relationships
for a given set of taxa. Phylogenetic analyses can produce easily tens of thousands
of equally plausible evolutionary trees (see Figure 2). Current approaches are not
designed to analyze such large tree collections. In this thesis, we propose two algo-
rithms (HashCS and HashRF) based on a novel hash table data structure to analyze
very large tree collections (tens of thousands of trees) returned from a phylogenetic
analysis. Furthermore, we demonstrate clustering and visualization applications of
our algorithms in order to improve our understanding of a phylogenetic analysis tech-
niques and produce more robust estimations of the underlying evolutionary tree.
Figure 3 provides an overview of our work.
The journal model is IEEE Transactions on Computational Biology and
Bioinformatics.
2h u m a n c h i m p m o u s e ra t f i sh
Fig. 1. An example of a phylogenetic tree depicting the hypothesized evolution of
human, chimp, mouse, rat, and fish. The internal nodes (color nodes) of the
trees represent hypothesized, extinct ancestors.
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Fig. 2. Overview of the steps required to estimate the evolutionary relationships be-
tween human, chimp, mouse, rat, and fish. Summarization of trees is necessary
since phylogenetic techniques often return many equally plausible evolutionary
trees for the taxa of interest.
3Fig. 3. Overview of our research work. Our hashing algorithms are based on hash
tables. HashCS constructs a single consensus tree from a collection of 𝑡 trees
and HashRF computes 𝑡× 𝑡 Robinson-Foulds (RF) distance matrix. We show
two real-world applications, comparing heuristics and clustering trees.
Given the large tree collections often produced by phylogenetic techniques, sum-
marizing and comparing the trees is necessary to better understand the true evolu-
tionary history based on the multiple trees. Consensus trees and topological distances
are often used to summarize and compare the evolutionary relationships among the
trees of interest. Figure 4 shows four evolutionary trees with five taxa. A phylogenetic
tree can be defined by a set of bipartitions. Removing an edge from a tree separates
the leaves on one side from the leaves on the other and this partition related with
the edge is called bipartition. A strict consensus tree is consisted of the bipartitions
which are agreed among all input trees and a majority consensus tree is constructed
from bipartitions which appear in more than half of the input trees.
Consensus tree methods, such as strict consensus and majority consensus have
long been used for summarizing trees. However, the current implementations of con-
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Fig. 4. Overview of the summarization techniques of interest. The tree collection con-
sists of four phylogenies: 𝑇1, 𝑇2, 𝑇3, and 𝑇4. There are three different ways (ma-
jority consensus tree, strict consensus tree, Robinson-Foulds distance matrix)
to summarize the information from the input trees. Bipartitions (or internal
edges) in a tree are labeled 𝐵𝑖, where 𝑖 ranges from 1 to 8.
sensus algorithms are too slow to summarize large collection of trees [4, 5, 6, 7].
Fast implementations of consensus tree algorithm allows researchers to analyze larger
collections of phylogenetic trees in a smaller amount of time. Thus, we design and
implement a hash-based consensus tree algorithm, called HashCS. Furthermore, such
fast implementations, such as HashCS, can be easily incorporated into wide range
of real-time applications. For example, phylogenetic inference software can be aug-
mented with a fast consensus tree algorithm to determine the convergence of the
search. Also one can add a topological distance criteria while navigating tree space
and scoring trees.
Even though consensus trees are popular, summarizing many trees into a single
5consensus tree loses valuable evolutionary information presents in the trees because
disagreement among the branches results in unresolved trees. Computing the all-to-
all relationships among the trees in terms of a distance matrix can preserve more of
the relationships between the collection of trees [8, 9]. Computation of tree distance is
supported by the current phylogenetic software packages, but they are inefficient for
tree collections obtained from large-scale phylogenetic analyses. Thus, our research
is targeted towards developing efficient tree topology distance algorithms to help re-
searchers summarize and understand their large collections of trees that are obtained
from a phylogenetic analysis. We choose the Robinson-Foulds (RF) topological dis-
tance [10, 11, 12, 13, 14, 15, 16] as our measure for the distance between trees, since
RF distance is the most popular metric and it is widely used in the literatures. The
RF distance between two trees is a normalized count of the bipartitions induced by
one tree, but not by the other. We design and implement a hash-based RF distance
algorithm, called HashRFthat computes the 𝑡× 𝑡 RF matrix (see Figure 4).
We study the performance of our hash-based algorithms (HashCS and HashRF)
on both biological and artificial tree collections. Our experimental results show that
our HashCS algorithm is up to 1.8 times faster than PAUP*, its closest competitor,
and 100 times faster than MrBayes in computing consensus trees. Our HashRF
algorithm is up to 2 times faster than PGM-Hashed, the second fastest RF matrix
algorithm, and over 100 times faster than PAUP* in computing all-to-all RF distance
matrix.
To show the merit of such fast algorithms, we study two applications: com-
paring phylogenetic search heuristics, and clustering and visualizing trees. In our
first application, we discuss the traditional score and speed-based criteria to compare
different heuristics. The superiority of heuristics were traditionally compared using
score-based methods [17, 18, 19, 20, 21, 22, 23, 24, 25], which biases scientists toward
6choosing faster heuristics. However, what value do slower heuristic implementations
provide? Are score-based methods effective in distinguishing between different tree
topologies? In this work, we shed light on the answers to these questions. We design
novel methods to compare PaupRat [26] and Rec-I-DCM3 [27, 28], two popular search
algorithms that use the Maximum Parsimony criterion. We empirically show topo-
logical distance methods such as Robinson-Foulds are more effective than parsimony
scores at identifying heterogeneity within a collection of trees. Our entropy-based
methods and heatmap visualizations show that PaupRat identifies more diverse trees
than Rec-I-DCM3 in larger datasets. This ability suggests that PaupRat, while a
slower heuristic implementation, has more opportunities to escape local optima. Fur-
thermore, slower heuristics can produce different candidate trees in the course of their
search. Lastly, our results imply that more powerful heuristics can be designed by
combining tree topology with scores in the optimization criteria. Our entropy-based
methods shed light on the behavior of individual heuristics, thus allowing for the
design of better heuristics.
In our second application, we develop techniques to analyze two very large tree
collections obtained from biologists. One of the tree collections contains 20,000 trees
on 150 taxa (23 desert taxa and 127 others from freshwater, marine, and soil habi-
tats). The other dataset consists of 33,306 trees on 567 taxa (560 angiosperms, seven
outgroups). Oftentimes, a heuristic is executed several times (multiple runs) using
the given sequence datasets and the same parameter settings to navigate tree space
effectively. For our datasets, two and twelve runs of MrBayes were used to generate
the tree files for 150 taxa and 567 taxa data files, respectively. Our empirical results
show that there are distinct clusters of trees in our tree collections. We use two dif-
ferent techniques to identify distinct tree groups. Our first technique partitions the
trees by the Bayesian run that produced them. The second technique uses a cluster-
7ing algorithm to group the trees. Both techniques show that considering each tree
collection as a single entity is a significant underrepresentation of the data. Partition-
ing the trees into distinct groups and summarizing each group separately is a better
representation of the data. Furthermore, our results show that the benefits of our
approach are better consensus trees as well as insightful information regarding the
convergence behavior of the multiple Bayesian runs. Due to the level of dissimilarity
of trees between runs it can be said that the different runs of the search algorithm did
not converge, hence further runs may be desirable for convergence of the Bayesian
analyses across runs [29, 30].
B. Contributions
The interdisciplinary research described in this thesis impacts both the communities
of life scientists and computer scientists. Below, we discuss the contributions of our
work to both communities in detail.
∙ Novel solution for storing and processing evolutionary trees. Our first and most
important contribution is providing an information data repository for tree col-
lections, or the hash table. Our hash table works as a compressed representation
of large collections of phylogenetic trees. Our consensus tree algorithm imple-
mentation (HashCS) is based on the hash table and designed to efficiently deal
with a number of trees for computing consensus trees. Our HashRF is another
example of utilizing the hash table. Based on the same hashing technique,
HashRF computes RF distance matrix. Both approaches helps researchers to
deal with an increasing number of trees.
∙ A fast consensus tree algorithm to support researchers to analyze large collec-
tions of phylogenetic trees efficiently. We design and implement, HashCS, a
8efficient hash-based algorithm to compute large-scale strict and majority con-
sensus trees. Our novel approaches demonstrate to deal with the challenging
size and amount of data. We analyze the efficiency of our HashCS algorithm
theoretically. Our experimental analysis also supports the efficiency based on
both artificial and biological trees. Our experimental algorithmics also helps
researchers to determine how to design and perform their empirical studies.
∙ A fast all-to-all Robinson-Foulds distance algorithm based on a novel hashing
technique. We show that our HashRF algorithm effectively computes very large
RF distance matrices. Such matrices provide researchers with the opportu-
nity to apply data-mining methodologies in order to better understand their
trees. Furthermore, experimental analysis based on both artificial and biologi-
cal datasets show the effectiveness of HashRF.
∙ An investigation of the real-world applications of our algorithms. We introduce
two practical applications for our efficient algorithms. First, by using relative
entropy, our results show that for trees obtained from our larger datasets, there
is more information content in topological distance measures than in parsimony
scores. Second, we show that clustering based on RF can improve the resolution
rates of the resulting consensus trees.
∙ Open-source implementations of our hashing algorithms. HashCS can be down-
loaded from http://hashcs.googlecode.com. HashRF can be downloaded
from http://hashrf.googlecode.com. As a result, future work from researchers
can use our implementations as a foundation for their work.
9C. Dissertation Organization
The rest of the dissertation is organized as follows. Chapter II gives a primer on
evolutionary trees. In Chapter III, we describe the related work of this thesis. The
basics on hashing technique and the method to store evolutionary trees in the hash
table is described in Chapter IV. Chapter V describes our implementation of HashCS
algorithms for computing strict and majority consensus trees and shows the exper-
imental results. Chapter VI discusses our HashRF algorithm and its extensions for
computing the RF distance matrix between a collection of trees and shows extensive
experimental results regarding the performance. Chapter VII presents two practi-
cal applications of our implementations. Finally, we conclude this work and discuss
future research directions in Chapter VIII.
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CHAPTER II
A PRIMER ON EVOLUTIONARY TREES
Our research is centered on analyzing large collections of evolutionary trees. In
this chapter, we discuss evolutionary trees and their applications, tree reconstruc-
tion methods, and evaluation techniques.
A. Representation of Taxonomic Information
Biologists attempt to classify organisms based on their similarities and/or differences
of many different characters. The traditional method of classification looks at the
overall similarities between organisms. In phenetic taxonomy, groupings of organisms
are based on mutual similarity of phenotypic (physical and chemical) characteristics.
Phenetic groupings may or may not correlate with evolutionary relationships. Numer-
ical taxonomy is a common approach to phenetic taxonomy, which employs a number
of phenotypic characteristics to generate similarity or distance coefficients that may
be represented in tree-like diagrams.
The fundamental idea that has driven recent advances in phylogenetics is known
as the Hennig Principle [31], and is as elegant and fundamental in its way as was
Darwin’s principle of natural selection. The modern concept is based on evidence for
historical continuity of information; closely related organisms have similar sequences
and more distantly related organisms have more dissimilar sequences. Hennig’s sem-
inal contribution was to note that in a system evolving via descent with modification
and splitting of lineages, characters that changed state along a particular lineage can
serve to indicate the prior existence of that lineage, even after further splitting occurs.
The principles represents homologous similarities among organisms come in two basic
kinds: (i) synapomorphies due to immediate shared ancestry, and (ii) symplesiomor-
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phies due to more distant ancestry. Synapomorphies are the key to reconstructing
truly natural relationships of organisms.
Biologists also can compare DNA, RNA, and protein sequences among different
organisms to unravel evolutionary relationships and common ancestry. Comparisons
of the DNA sequences of various genes between different organisms can tell a scientist
a lot about the relationships of organisms that cannot otherwise be inferred from
morphology, or an organism’s outer form and inner structure. Because genomes
evolve by the gradual accumulation of mutations, the amount of nucleotide sequence
difference between a pair of genomes from different organisms should indicate how
recently those two genomes shared a common ancestor. Two genomes that diverged
in the recent past should have fewer differences than two genomes whose common
ancestor is more ancient. Therefore, by comparing different genomes with each other,
it should be possible to derive evolutionary relationships between them, the major
objective of molecular phylogenetics.
B. Representation of Evolutionary Relationships
Systematists describe the pattern of evolutionary relationships among taxa to help
us understand the history of all life. The most convenient way of visually present-
ing evolutionary relationships among a group of organisms is through tree structure
called evolutionary trees (or phylogenetic trees). In a evolutionary tree, known organ-
isms (or taxa) are placed at the leaves and hypothetical ancestral organisms occupy
internal nodes, with the edges of the tree denoting evolutionary relationships (see
Figure 5). Phylogenetic trees have been used successfully in designing more effec-
tive drugs, tracing the transmission of deadly viruses, and guiding conservation and
biodiversity efforts [32, 33].
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human chimp mouse rat fish
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Fig. 5. Phylogenetic rooted and unrooted trees depicting the hypothesized evolution
of human, chimp, mouse, rat, and fish. The internal nodes (color nodes) of the
trees represent hypothesized, extinct ancestors.
A phylogenetic tree is composed of nodes, each representing a taxonomic unit.
Leaf nodes shows the current living species and internal nodes represent hypothetical
ancestor of the descendents. Edges (or branches) illustrate the relationship between
the taxa in terms of descent and ancestry. The topology defines the evolutionary
relationships among the nodes and the branch length usually represents the number
of changes that have occurred in the branch. A phylogenetic tree can be represented
in both rooted and unrooted (see Figure 5). A rooted tree is a directed tree with an
explicit ancestral node. On the other hand, a unrooted tree does not have a root node.
An unrooted tree only specifies the relationship among species, without identifying a
common ancestor, or evolutionary path. Operational Taxonomic Units (OTUs) are
the species or other groups under study.
There are three types of groups which depict evolutionary relationships [31]. In
an evolutionary tree, a group which consists of two or more taxa or DNA sequences
that includes both their common ancestor and all of their descendents is called a
clade or monophyletic group. Paraphyletic taxon is a group of organisms in which
the most recent common ancestor of all those organisms and some, but not all, of
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that ancestor’s descendents are included. Polyphyletic taxon is a group composed
of a number of organisms which might bear some similarities, but does not include
the most recent common ancestor of all the member organisms (usually because that
ancestor lacks some or all of the characteristics of the group). Among a given group
of organisms, the shared derived characters are generally the less common characters.
The evolutionary interpretation is that these characters of organisms are more recently
evolved. They are contrasted with primitive characters. A polyphyletic group is an
example of convergent evolution. An example of convergent evolution is the bat and
the bird. They may look similar, but it’s not because they’re close relatives but
because they’ve evolved similar adaptations.
When constructing a phylogenetic tree, detecting shared, derived similarity among
organisms under study is very important. Homology denotes the relationships of char-
acteristics which are shared among species due to descent homologous similarities from
a common ancestor and are the basic criteria in the phylogenetics and comparative bi-
ology for determining the place of each taxon in the phylogenetic tree. For example, if
twins share the same features like black eyes and black hair which are descended from
their parents, the features are homologous. However, the similarity between species is
not only from the homology. Analogy means the similarity between species that have
no common ancestor. If two species show relationships, those relationships are not
only caused by homology between them, but also by analogy. The alignment of DNA
sequences establishes positional homology of individual characters (nucleotides). In
phylogenetics, one attempts to estimate the true evolutionary history based on sim-
ilarity which can due to homology, but not analogy. When homology is applied to
genes, at least two fundamentally different subclasses must be distinguished: paral-
ogy, the relationship between genes that have originated by gene duplication; and
orthology, which refers to genes that originated by speciation. Systematic biologists
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try to identify and understand the evolutionary relationships among the many differ-
ent forms of life on earth. Phylogenetic trees are the critical tools for them to depict
the relationships they find.
C. Representing Evolutionary Trees in Newick Format
In addition to the graphical representations of evolutionary tree, a string format,
called ”Newick” format (or ”New Hampshire” format), is often used to represent the
trees in text file and is supported by most software tools related with phylogenetic
analysis. Because of the simplicity of the format, it is widely used for exchanging trees
between different types of softwares. For example, Figure 6 shows an evolutionary
tree and its Newick format representation.
B
A
C
D
E
(((A,B),(C,D)),E);
Fig. 6. An example of Newick format representation of an evolutionary tree.
A Newick format tree uses parenthesis and commas to maintain the hierarchical
relationship between taxon names and needs a semi-colon at the end of the tree
string. Both binary and multifurcating trees can be represented. Internal nodes are
represented by a pair of matched parentheses. Between them are representations of
the nodes that are immediately descended from that node, separated by commas.
In the above example, ”(A,B)” means there is an internal node which has two child
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nodes, ”A” and ”B”. The order of taxon names are meaningless. For example,
”(A,B)” and ”(B,A)” have the same meaning. Branch lengths can follow each taxon
name and internal node starting with colon. Branch lengths can be incorporated into
a tree by putting a real number, with or without decimal point, after a node and
preceded by a colon. This represents the length of the branch immediately below
that node. Thus the above tree might have lengths represented as:
(((A:0.2,B:0.3):0.3,(C:0.5,D:0.3):0.2):0.3,E:0.7):0.0;
Bootstrap values can be shown before the branch lengths or after the lengths.
Whitespace (spaces, tabs, carriage returns, and linefeeds) is not allowed in both
numbers and strings. Whitespace elsewhere is ignored. If one wants a space in taxon
name, the underscore character can be used and any Newick parser will convert the
underscores within names into spaces.
D. Applications of Evolutionary Trees
Phylogenetic analysis has been gaining its popularity since the start of the 1990s,
largely because of the explosion of DNA sequence information obtained initially by
PCR analysis and more recently by genome projects. The application of phylogenetic
tree is not limited to biological area. It is not hard to find successful applications of
phylogenetic analysis. Notable examples are found in the following areas:
∙ Evolution studies
∙ Systematic biology
∙ Medical research and epidemiology
∙ Ecology
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∙ Forensic investigation
∙ Linguistics
A famous example of applying phylogenetic trees can be found in tracing HIV
(Human Immunodeficiency Virus). In the early 1990s, a Florida dentist was convicted
of transmitting HIV to his patients by injecting his blood to them. The conclusion
was reached by epidemiologic investigation and comparing the genetic sequences of his
virus to the virus in his patients and of local HIV-infected control people. The genetic
comparison found that five of the patients had closely-related viruses, while other
patients had unrelated virus. Phylogenetics was also used to study the evolutionary
relationship between human and other primates. Phylogenetics also contributed to
revealing the origins of HIV and researchers found the tree constructed from samples
of HIV-1 looked like a star tree which means the global AIDS epidemic began with
a very small number of viruses, perhaps just one, which have spread and diversified
since entering the human population. They also found that the closest relative to
HIV-1 among primates is the SIV of chimpanzees, the implication being that this
virus jumped across the species barrier between chimps and humans and initiated
the AIDS epidemic. A phylogenetic analysis of HIV-1 sequences has suggested that
1931 is the best estimate for the time HIV started to spread. Such researches make
it possible to investigate the historic and social conditions that might have been
responsible for the start of the AIDS epidemic. A study based on the molecular
data and molecular clock confirmed that humans, chimpanzees and gorillas form a
single clade but suggested that the split between human and the primates occurred 5
million years ago (it was 15 million years before). By 1997, it was confirmed that the
chimpanzee is the closest relative to human [34]. To conclude, phylogenetic analysis is
a powerful tool for organization and interpreting of molecular data and it is possible
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to earn valuable information from a phylogenetic tree.
E. Reconstruction of Evolutionary Trees
Since the true evolutionary history is unknown, many phylogenetic techniques use
stochastic search algorithms to solve NP-hard optimization criteria such as maximum
likelihood and maximum parsimony [17, 25, 35, 36, 37, 38, 39, 40, 41]. Under these
criteria, trees that have better scores are believed to be better approximations of the
truth. Phylogenetic heuristic methods take a set of aligned sequences as input and
generate phylogenetic trees which represent the best hypothesis (or hypotheses) for
the true evolutionary history of the taxa. Note that the best (or optimal) tree(s)
reconstructed from phylogenetic heuristics does not necessarily mean that the true
evolutionary history is found. Figure 2 shows the major steps in phylogenetic analysis.
Sequences are collected from five species and aligned with each other. One of the
phylogenetic heuristic methods then takes the aligned sequence and infers the trees
which are equally plausible, given the data and optimization criterion.
The true phylogenetic tree for a set of species is assumed to be unique [2, 42,
43, 44]. Phylogenetic reconstruction methods often estimate the true evolutionary
history using the molecular sequences as their sole input. Consequently, phyloge-
netic reconstruction methods often yield different inferred trees for the same set of
organisms. For example, a single phylogenetic approach (such as a Bayesian analy-
sis [45, 46, 47]) can produce tens of thousands of equally plausible trees. Moreover,
large tree collections can also be produced by bootstrap tests on phylogenies to access
the uncertainty of a phylogenetic estimate [48, 49, 50].
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1. Step 1 – Determining the Range of Study
The first thing to resolve before beginning a phylogenetic analysis is the underlying
biological questions. When choosing a group to study, the sample range can be either
narrow and deep or wide and shallow. If one focuses on a specific gene family the
sequences collected should be thoroughly related within the family. Otherwise, the
sequences should represent a wide range of species. After determining the ranges of
species and genes, there are several sources of collecting sequence data including liter-
ature survey and searching sequences through gene database such as NCBI (http://
www.ncbi.nlm.nih.gov/), Ensembl (http://www.ensembl.org/index.html), and
UCSC (http://genome.ucsc.edu/). Also, biologists can collect the data themselves
from the field.
2. Step 2 – Performing Multiple Sequence Alignment
As Figure 2 shows, the sequences for the organisms under study should be aligned to
each other. Excellent surveys of the progresses in multiple sequence alignment can be
found in [51, 52, 53]. The purpose of the sequence alignment is to establish or estimate
the positional homologies between individual nucleotides in the sequences, based on
the assumption that two genomes that diverged in the recent past should have fewer
differences than two genomes whose common ancestor is more ancient. There are
many approaches to perform the multiple sequence alignment such as ClustalW [54]
or T-coffee [55, 56]. However, automated approaches often do not correctly identify
regions of conservation within a gene and thus manual alignment is often performed
to obtain better alignment results. For these reasons, there are tools for supporting
manual sequence alignment such as BioEdit [57].
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3. Step 3 – Building Evolutionary Trees
Reconstructing evolutionary trees is not a trivial task. Since the true evolutionary
history for a set of organisms is unknown, the problem is often reformulated as an
NP-hard optimization problem. Trees are given a score, where trees with better
scores are believed to be better approximations of the true evolutionary history. For
𝑛 taxa, there are an exponential number of evolutionary hypothesis: (2𝑛 − 3)!! pos-
sible solutions to be exact. As a result, an exhaustive exploration of the space of
possible solutions (or ”tree space”) is infeasible except for small numbers of taxa
(𝑛 < 30). Thus, the most popular techniques in the field use heuristics to reconstruct
evolutionary trees for a set of taxa.
Phylogenetic search heuristics for reconstructing phylogenetic trees can be di-
vided into two categories: distance matrix based methods such as neighbor-joining [58,
59, 60] and discrete data based methods such as maximum parsimony, maximum
likelihood [2] and Bayesian methods [61]. Distance matrix based methods are also
categorized into phenetic approaches and involve a computation of pair-wise distance
matrix among all taxa and uses the matrix to construct tree diagrams. Phenetic
methods are less compute-intensive. On the other hand, the discrete data based
methods are generally referred as cladistic approaches. Cladistic approaches are very
compute-intensive because they take all possible topologies into account. Those trees
are evaluated by a specified criterion to select the best tree(s).
a. Neighbor-Joining (NJ)
NJ method is based on evolutionary distance data as well. The principle of NJ
method is to find pairs of OTUs that minimize the total branch length at each stage
of clustering of OTUs starting with a starlike tree. This method is widely used for
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quickly generating starting tree for other reconstruction method. However, it gives
only one possible tree and it is strongly dependent on the used model of evolution.
It is a phenetic, not phylogenetic method.
b. Maximum Parsimony (MP)
MP method is based only on the informative sites. The principle behind MP method
is Occam’s razor which means that the simpler is the better answer. Thus it tries
to find a tree with the smallest number of evolutionary changes. It has to deal with
all informative sites thus it is slow. However, it does not imply a specific model of
evolution and provides all equally parsimonious topologies.
c. Maximum Likelihood (ML)
Given a model of evolution, ML tries to find tree topology which explains the relation-
ships between the sequences with the highest probability. The tree that maximizes
the likelihood of the observed data is optimal. Likelihood is the probability of the data
(alignment), given a tree (with topology and branch lengths specified) and a prob-
abilistic model of evolution. Thus, ML methods are explicitly based on the model
such as Jukes-Cantor (JC69) or Kimura (K80 or K2P). ML is very compute intensive
and the use of inadequate likelihood models can lead to interpretation in real data
sets. To decide which model best fits the data, the likelihood values given by the
different models for the data are calculated and compared. The model to choose is
the simplest model that gives a likelihood not significantly lower than the likelihood
given by a more general model [2].
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d. Bayesian Inference
Bayesian method allows estimation of the posterior probability of a tree, given a prior
probability (marginal probability) of the tree. It is closely related to ML methods,
differing only in the use of a prior distribution (which would typically be a tree).
In Bayesian theory, the summation in the denominator is over all the trees possible
for given species. In other words, our prior expectation is that all possible trees are
equally probable. All trees are considered equally likely a priori – in other words,
the prior probabilities are said to be ”flat” or ”uniform. Consequently, the posterior
probability of a tree cannot be calculated. However, the introduction of Markov
Chain Monte Carlos (MCMC) methods has given a new impetus to Bayesian inference
which reduce the computational burden of approximating the posterior probabilities
of trees [46, 61]. Although Bayesian analysis using MCMC is an elegant method
for solving many problems, it is relatively new and there is a number of unsolved
questions, e.g. determining convergence of separate Markov Chains [29, 30], and
discrepancy between Bayesian posterior probabilities and nonparametric bootstrap
test values [62].
e. Tree Rearrangement
In phylogenetic search heuristics, tree topology should be rearranged using different
branch swapping algorithms [63] to perform thorough search in the tree space. As
shown in Figure 7, NNI is regarded as simple and fast rearrangement operation and
all possible NNI operations are a subset of SPR operations. Also all possible SPR
operations are included in the set of all possible TBR operations [64]. Branch swap-
ping by nearest neighbor interchange (NNI) interchanges one subtree on one side of
each internal branch with one of the two from the other side. In Figure 8, there are
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four subtrees (neighbors) represented by 𝑆1, 𝑆2, 𝑆3, and 𝑆4. For example, the subtree
𝑆2 can be swapped with 𝑆3 or 𝑆4. In the figure, 𝑇
′ shows the resulting tree after
swapping 𝑆2 and 𝑆4.
Subtree pruning and regrafting (SPR) performs pruning one subtree from the
tree, which is subsequently re-grafted to a different location on the tree [9, 65, 66].
Figure 9 shows an example of SPR operation. The edge 𝑥 in 𝑇1 is cut making the
subtree 𝑆1 detached from 𝑇1. And then 𝑆1 is regrafted on the edge 𝑦 resulting 𝑇2.
Tree bisection and reconnection (TBR) consists of dissecting the tree into two
subtrees and re-connecting by joining a pair of branches, one from each subtree. In
Figure 10, the edge 𝑥 is cut resulting two subtrees, 𝑆1 and 𝑆2. Any edges in 𝑆1 can be
attached on any edges in 𝑆2. In the example, the 𝑦 edge in 𝑆1 is selected and attached
on 𝑧 edge in 𝑆2. Note that the topology of 𝑆1 is changed to 𝑆1
′ in the resulting tree
𝑇2.
F. Evaluating Evolutionary Trees
Once we have the resulting reconstructed trees, the next step measures the confidence
level of each branch (or edge) within the tree. The most commonly used method is
bootstrapping [48]. In this method, characters are resampled with replacement
to create many bootstrap replicate data sets (pseudosamples) and each bootstrap
replicate data set is analyzed. Then, the frequency with which the branching pattern
occurs in each of these random subsamples is calculated [49]. Agreement among
the resulting trees is summarized with a majority consensus tree and the additional
information is given in partition tables.
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Fig. 7. The neighborhood relationship between NNI, SPR, and TBR swapping opera-
tions.
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Fig. 8. An example of an NNI operation.
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Fig. 10. An example of a TBR operation.
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G. Summary
Evolutionary trees are most popular tool for scientists to represent evolutionary re-
lationship among organisms under study. Nowadays, evolutionary history is recon-
structed by phylogenetic heuristics using molecular sequences like RNA and DNA.
Homology is the basis for the molecular phylogenetics which means the ancestor and
descendents in closer evolutionary relationship should share more amount of molecular
sequences. Phylogenetic trees have been applied to various areas including systematic
biology, forensic study, and medical studies.
A phylogenetic tree can be rooted or unrooted and edges represent the lineage
information between ancestor and descendents. Phylogenetic reconstruction is NP-
Hard problem. Thus, there are many heuristic approaches to produce more accurate
estimate for the true evolutionary history with less amount of computation time. The
reconstruction is consisted of: (i) range of study determination, (ii) multiple sequence
alignment, (ii) phylogenetic analysis, and (iv) evaluation. More advances in molec-
ular techniques and improvements in computational methodology, larger number of
species is being taken into account in phylogenetic analysis. Furthermore, the num-
ber of resulting candidate trees are exponentially being increased. All this trends
emphasize the need for more delicate approaches to analyze, summarize and visualize
the collections of phylogenetic tree.
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CHAPTER III
RELATED WORK
In this chapter, we review the prior work in the areas of summarization of phylogenetic
trees, which includes computing consensus trees, computing RF (Robinson-Foulds)
distance matrices, and analyzing biological trees approaches. Afterward, we compare
our HashCS and HashRF algorithms to the related work in the field.
A. Consensus Tree Algorithms
1. Motivation
Even though it is assumed that the true phylogenetic tree for a specific set of or-
ganisms is unique, phylogenetic search heuristics often produce tens of thousands of
equally plausible trees. A number of different techniques have been developed to
summarize tree collections by building consensus trees. Two surveys of consensus
methods [67, 68] present a theoretical classification and comparison of various con-
sensus approaches. Traditionally consensus trees are the main approach life scientists
use to analyze and understand the evolutionary relationship from the trees. However,
current tools for constructing consensus tree cannot accommodate the growing re-
quirements of larger phylogenetic analyses. Before introducing our HashCS algorithm
to compute consensus trees, it is worth reviewing previous consensus tree algorithms.
2. Strict Consensus Algorithm
A strict consensus tree is consisted of the bipartitions which are agreed among all
input trees. Again, the set of bipartitions from a tree can be obtained through
partitioning the tree into two subtrees by removing all internal edges one by one. For
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computing the strict consensus tree, Day [69] proposed the first optimal 𝑂(𝑛𝑡) time
complexity algorithm for computing the strict consensus between 𝑡 trees, where each
tree consists of 𝑛 taxa. To compute the strict consensus tree from two input trees,
the first step requires rerooting the trees to have the same taxon as its root node and
relabeling the taxon names from both trees. Figure 11 shows an example of rerooting
and relabeling of two input trees with six taxa. Rerooting is performed with ”6” as a
new root and 𝑇1 is relabeled by the rule that each leaf node is numbered in increasing
order starting with ’1’ based on a post-order traversal of the tree. Then, 𝑇2 is relabeled
corresponding to the place of each name in 𝑇1. Next, by representing trees by their
post-order sequence with weights (PSW) [70], Day’s algorithm constructs a special
cluster representation which gives the algorithm the ability to determine in constant
time whether a bipartition found in one tree exists in the other tree. Final step finds
the set of bipartitions which exist in both trees and returns the strict consensus tree.
3. Majority Consensus Algorithm
Amenta, Clark, and St. John [71] developed an 𝑂(𝑛𝑡) algorithm for computing the
majority consensus tree. The novelty of their work was to propose the first linear
time algorithm for computing majority consensus tree. Although Amenta et al. focus
on majority trees, their work is relevant to strict trees as they are a more stringent
type (100% agreement instead of 50% agreement) of majority tree. Their approach
takes advantage of using a hash table and consists of two major steps: (i) reading
the 𝑡 trees and inserting the relevant bipartition information into the hash table and
(ii) using the bipartition information in the hash table to construct the majority tree.
However, constructing the majority tree from the entries in the hash table requires
an additional traversal of the entire tree collection. HashCS is the name of our fast
implementation of Amenta et al.’s algorithm – although there are some differences
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Fig. 11. The relabeling and rerooting phase of Day’s algorithm on trees 𝑇1 and 𝑇2.
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between HashCS and what Amenta et al. describe in their work.
4. TASPI
The Texas Analysis of Symbolic Phylogenetic Information (TASPI) system is a re-
cently proposed technique to compute consensus trees [7, 72, 73]. One of the novelties
of TASPI is that it incorporates a new format for compactly storing and retrieving
phylogenetic trees. TASPI stores a common subtree once, and then each further time
the common subtree is mentioned, TASPI references the first occurrence. This saves
considerable space since potentially large common subtrees are only stored once, and
the references are much smaller. Basically TASPI representation is based on Lisp [74]
language and convert Newick trees into Lisp lists. The lists are stored in the system
using ”hash-consing” which also a feature of Lisp to share values that are structurally
equal. Hash-consing is known to reduce the memory allocation overhead and provides
the fast access performance. Experimental results on several collections of maximum
parsimony trees show that the TASPI system outperforms PAUP* [75] and TNT [76]
in constructing consensus trees. Their maximum parsimony tree collections—inferred
with parsimony ratchet [26, 77] and Rec-I-DCM3 [39] algorithms—have trees consist-
ing of 328 to 8,506 taxa. The number of trees in the collection range from 47 to
10,000. The 10,000 trees were based on the 500 taxa rbcL dataset [78]. The 8,506
taxa dataset consisted of 47 trees. All other collections had 2,505 or fewer trees. An
implementation of the TASPI system does not appear to be available to use for ex-
perimental comparison in our work. However, since it was demonstrated clearly that
TASPI and PAUP* are much faster than TNT’s consensus algorithm [73], we do not
explore the performance of TNT. A comparison of Phylip and MrBayes consensus
methods was not included in the experiments with TASPI. Hence, we include those
techniques in our study.
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5. Discussion
Our HashCS algorithm supports both strict and majority consensus trees and has
𝑂(𝑛𝑡) time complexity to compute consensus tree between two trees. The details
of our HashCS algorithm for computing consensus trees are discussed in Chapter V.
Further, HashCS provides an option to set the resolution rate for computing majority
consensus tree. From the performance point of view, our implementation is based on
hash tables which allows HashCS to have 𝑂(1) access time in average. We take
advantage of randomness to make the probability of failure very small, which is 𝑂(1
𝑐
),
where in our experiments 𝑐 is 1,000. In practice, the probability of failure is 0%. Also
we have our implementation opened for public access (http:\\hashcs.googlecode.
com).
Day’s algorithm is an 𝑂(𝑛𝑡) time complexity algorithm for computing only strict
consensus tree. Even though it has the same time complexity with HashCS algorithm,
our experimental results with 𝑡 trees show that the performance of Day’s algorithm
is much slower than HashCS since the cluster table in Day’s algorithm should be
updated for each of the input trees. On the other hand, Day’s algorithm does not
have a probability of producing incorrect answer because it is an exact algorithm.
Our HashCS algorithm is motivated by Amenta et al.’s work. Our work differs
from Amenta et al.’s in two distinct ways. First, from an algorithmic perspective, one
difference lies in how often the two approaches traverse the 𝑡 input trees. Our HashCS
implementation requires a processing the collection of 𝑡 trees once to construct a con-
sensus tree. The original specification of Amenta et al.’s algorithm requires processing
the 𝑡 trees at least two times. The other difference between the two approaches is that
our HashCS implementation does not insert all bipartitions into the hash table. Only
bipartitions that satisfy the strict or majority consensus criteria are inserted into the
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table. Thus, by processing the collection of trees once and only storing relevant bipar-
titions in the hash table significant time can be saved by our HashCS implementation
in practice—especially for large tree collections.
Secondly, our work takes a much broader view to designing and empirically an-
alyzing consensus tree approaches. For example, Amenta et al. do not provide any
empirical evidence of their algorithm’s running time. Nor, do they empirically com-
pare their approach to other consensus tree implementations. In this thesis, we ex-
tensively compare the performance of consensus-tree building implementation on a
diverse collection of trees. An additional difference between our work and Amenta’s
approach is that HashCS doesn’t not explicitly check for double (Type 2) collisions.
However, Amenta et al. do.
Newick format is the standard way of storing a collection of phylogenetic trees
in a string format [79]. Our hash-based algorithms read the Newick trees and store
the trees in hash tables. The novel idea results in fast access time and efficiency in
storage requirements. TASPI also incorporates a new format for compactly storing
and retrieving phylogenetic trees and uses a kind of hash technique. However, the
implementation is built upon Lisp environment which may cause additional overheads
because Lisp needs a Lisp runtime to execute codes. Further, the implementation of
the TASPI system does not appear to be available to use for experimental comparison.
B. RF Distance Algorithms
1. Day’s Algorithm
As introduced in computing consensus trees, the Day’s optimal algorithm [69] can
also be used to compute the RF distance between two trees and it has 𝑂(𝑛𝑡) time
complexity. Thus, Day’s algorithm to compute all-to-all RF distances between 𝑡 trees
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needs 𝑂(𝑛𝑡2) time. By using the PSW, Day’s algorithm constructs cluster table
representation which gives the algorithm the ability to determine in constant time
whether a bipartition found in one tree exists in the other tree. The rerooting and
relabeling routine and the creating cluster table routine is same with the case of
the consensus tree. In the final step, the number of different bipartitions is counted
instead of finding shared bipartitions. To convert the difference into RF distance
value, Equation B is computed.
2. PGM-Hashed Algorithm
Pattengale, Gottlieb, and Moret [15] develop an 𝑂(𝑛𝑡2) algorithm that uses 𝑘-length
bitstrings to represent each tree’s bipartitions. In their paper, Pattengale et al. de-
scribe a number of exact and approximate algorithms to compute the RF distance
matrix. Even though their RF distance approximation algorithm carries a bounded
error rate, the novelty of their approaches lies in presenting approximation paradigm
in computing RF matrix and the approach reduces the running time enormously.
Since we focus strictly on exact approaches, we study Pattengale et al.’s Hashed
algorithm, which we call PGM-Hashed. The algorithm starts by assigning a 64-bit
integer random number to each taxon and using the XOR accumulator to combine
the taxa numbers to represent the bipartition found during depth-first search traver-
sal. Since each binary tree contains 𝑛 − 3 bipartitions, the entire set of bipartitions
collected from the 𝑡 trees are stored in a (𝑛 − 3) × 𝑡 two-dimensional array (or bi-
partition table). Entry (𝑖, 𝑗) in the table represents the integer (converted from the
64-bitstring) representing bipartition 𝑖 from tree 𝑗 (see Figure 12). Although the
PGM-Hashed does not explicitly use a hash table, it is considered a hashing approach
because different bipartitions may be represented with the same 64-bit integer. Hence,
the probability of collision is defined as 1
264
. If the chance of collision is larger than
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264
, the algorithm stops. In other words, the bitstring is not large enough to express
all of the bipartitions from the set of trees collections uniquely.
Once the (𝑛− 3)× 𝑡 bipartition table is constructed, the RF distance matrix is
computed. Each of tree 𝑗’s bipartitions (i.e., column 𝑗 in the bipartition table) are
sorted since they are stored as integer values. After the sort, the RF distance between
the trees is computed. For each pair of trees 𝑇𝑖 and 𝑇𝑗 , two pointers 𝑝 and 𝑞 are used
to compare the bipartitions of 𝑇𝑖 and 𝑇𝑗, respectively. If the bipartition pointed to by
𝑝 is equal to the one referred to by 𝑞, then both pointers are incremented which means
they have the same bipartition. However, if the bipartitions are different, a difference
counter is incremented, and either the 𝑝 or 𝑞 pointer is incremented appropriately.
To get the RF distance, the value of the difference counter is subtracted from 𝑛− 3,
which is the maximum number of bipartitions in a binary tree.
3. Discussion
We develop the HashRF algorithm to compute the 𝑡× 𝑡 RF distance matrix between
a collection of 𝑡 trees. Day’s algorithm for computing the RF distance between two
trees is easily extended to computing the RF distance matrix for 𝑡 trees. The resulting
complexity of the algorithm is 𝑂(𝑛𝑡2), which is same with our HashRF algorithm.
However, HashRF runs faster than Day’s RF matrix algorithm in practice.
PGM-Hashed uses a 𝑘-bit bitstring instead of a 𝑛-bit bitstring to represent a
bipartition, where 𝑘 < 𝑛 and 𝑛 represents the number of taxa. The method results
in reduced storage requirements. The algorithm starts by assigning a 64-bit integer
random number to each taxon and using the XOR accumulator to combine the taxa
numbers to represent the bipartition, because they have to assign unique random
numbers with bipartitions. In other words, if OR operator is used in PGM-Hashed,
the probability of having same random integer numbers between different bipartitions
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Fig. 12. Each unique bipartitions in the tree is represented by a unique integer value
(𝑘-bit). Both the original matrix and its sorted version, which is then used to
compute the RF distance matrix, are shown.
is increased severely. On the other hand, the accumulative operator in HashRF is
”OR” operator as a part of computing implicit bipartition representation using arrays
of 𝑛 random numbers and the modulo operator.
Another major difference between PGM-Hashed and HashRF is the bipartition
storage. HashRF stores bipartition information into the hash table based on two uni-
versal hash functions and implicit bipartition representation and maximally realizes
the 𝑂(1) optimal lookup time. It computes the location in the hash table using the
first hash function, and then the tree ID is stored at the location with BID which is
computed by the second hash function.
The mechanism to compute the RF distance values from the bipartition storage
differs as well. Once the hash table is populated with the bipartition IDs and the tree
IDs, HashRF retrieves the vector of tree IDs one by one and computes the similarity
matrix since the vector represents the trees which share the bipartition. Finally,
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we have our implementation opened for public access (http:\\hashrf.googlecode.
com).
C. Applications of Summarization Techniques
1. Motivation
Traditionally, the most common technique for summarizing large tree collections is
to construct a single strict or majority consensus tree. A single consensus tree is
a compact way to summarize the data. Unfortunately, its compactness obscures a
lot of the information present in the original collection of 𝑡 trees. Researchers have
examined different methods to summarize large collections of trees that retain more
information than a single consensus tree.
2. Tree Islands
Maddison [64] explored partitioning a collection of trees based upon the lengths (par-
simony score) of the trees and the number of branch rearrangements by which they
differ. He defines an island as a collection of interconnected shorter trees that is
separated from other islands by longer trees. Two trees are considered connected if
they differ by a single rearrangement (e.g., NNI, SPR, TBR) of branches.
3. Statistical Post-processing
Consensus trees have a lot of uses in terms of understanding the results of a phyloge-
netic analysis. For example, a Bayesian analysis often times uses a majority tree to
summarize the sampled trees. Stockham, Wang, and Warnow [80] present an alter-
native approach by using clustering algorithms on the set of candidate trees. They
propose bicriterion problems, in particular using the concept of information loss, and
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new consensus trees called characteristic trees that minimize the information loss.
4. Multi-Dimensional Scaling (MDS) and Visualization
Hillis, Heath, and St. John explore the use of Multi-Dimensional Scaling (MDS) of
tree-to-tree pairwise distances to visualize the relationships among sets of phyloge-
netic trees [81]. For example, to compare two Bayesian analysis, they obtained 6,000
total trees from MrBayes on a 44 taxon dataset [82]. Afterwards, they computed
the unweighted and weighted RF distance matrices and fed them into their MDS
algorithm. Hillis et al. also found their technique to be useful for exploring ”tree is-
lands” (sets of topologically related trees among larger sets of near-optimal trees), for
comparing sets of trees obtained from bootstrapping and Bayesian sampling, for com-
paring trees obtained from the analysis of several different genes, and for comparing
multiple Bayesian analysis.
5. Trees of Trees
In addition to the above approaches, a ”trees of trees” (or meta-tree) approach has
been recently developed [83]. Here, leaf nodes represent trees themselves and internal
nodes represent consensus trees. Finally, Bonnard et al. has suggested multipolar
consensus trees as an effective technique for summarizing a collection of trees [84].
The novelty of their method lies in displaying effectively all bipartitions that occur
at a frequency rate greater than 𝛼, where 0 < 𝛼 ≤ 100.
6. Discussion
In Chapter VII, we show how to use our HashCS and HashRF algorithms for clustering
and visualizing evolutionary trees. Our goal is to cluster tree collections effectively
based on RF distance and quantify the results by analyzing consensus resolution
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rate and introduce two methodologies. In our work, we are interested in identifying
underlying information in the data through clustering. While the results of other
methods are effected by the data, they do not necessarily point to the presents or
absence of any trends in how the data was gathered.
Secondly, we use a combination of clustering and visualization to analyze collec-
tions of trees. To cluster large groups of trees, we consider two techniques: grouping
trees by run and grouping them using a clustering algorithm. For visualization, we
use heatmaps instead of MDS to quantify the similarities and dissimilarities among
the clusters of trees. MDS visualizes the points (trees) of the clusters into two-
dimensional space. It does not automatically determine whether points should be
in the same cluster. Hence, under MDS, it is up to the human observer to group
the points into clusters. The focus of our approach is on identifying similar groups
of trees so that they can be summarized more effectively. Multipolar and meta-tree
techniques are interested in effectively showing differences such as outlier trees and
distinct bipartitions. Thus, these techniques would be good companions to the meth-
ods described in this thesis.
Finally, we are interested in studying collections containing tens of thousands of
trees on large numbers of taxa (150 and 567 taxa). Although most of the previous
work study collections with hundreds of trees, there have been studies that analyzed
datasets with around 6,000 trees. One of Stockham et al. [80] analyses looks at 5,630
trees on 129 taxa. Hillis et al. [81] study 6,000 trees on 40 taxa. However, the largest
tree collection (33,306 trees on 567 taxa) available to study is analyzed in this thesis.
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CHAPTER IV
USING HASH TABLES TO STORE EVOLUTIONARY TREES
As shown in Figure 13, the hash table is the core technology of our work. Based on
the hashing technique, we store the evolutionary trees using bipartition information
into hash tables, and use the information to solve two important biological problems.
In this chapter, we introduce the basic notion of hash table and hash functions. We
also describe the collisions and collision resolution methods. We explain how to store
the evolutionary trees represented in the form of bipartitions into hash tables and how
to convert the information for computing consensus tree and RF (Robinson-Foulds)
distance matrix.
A. Hashing Technique
1. Hash Table
The main idea behind the hash table implementation is to store a set of 𝑘 = ∣𝑆∣
elements in an array (the hash table) of length 𝑚 ≥ 𝑘. Hence, we require a function,
ℎ(𝑥) that maps any element 𝑥 (also called the hash key) to an array location. This
function is called a hash function h and the value 𝑣 = ℎ(𝑥) is called the hash code or
hash value of 𝑥. That is, the element 𝑥 gets stored at the array location 𝐻 [ℎ(𝑥)].
Figure 14 shows an example of a hash table for storing names and telephone
numbers. In the hashing technique, those names are hash keys and a hash function
takes the keys and produces a hash code. The hash code determines the location in
the hash table where the related information to be stored. The location is called as
bucket. The hash function in the example takes ”Sam” and computes the hash code,
”5”. Then Sam’s telephone number is inserted into the bucket at the location of ”5”.
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Fig. 13. An illustration of our HashCS and HashRF algorithms, whose core feature is
based on the novel use of hash tables.
Fig. 14. The names are used as hash keys and the hash function computes the hash
code for each key. Hash codes determines the bucket location to store the
telephone number in the hash table.
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Once the hash table is populated with telephone numbers related with names, one
can find a person’s telephone number by only one retrieval operation. For example,
if the key is ”Sam”, ℎ(”𝑆𝑎𝑚”) must return the hash table location ”5”. Accessing
𝐻 [ℎ(”𝑆𝑎𝑚”)] directly gets the telephone number.
Even though not every linear or binary search can be replaced by a hash table,
there are many successful applications of hash tables [85, 86]. The above example
is a simple implementation of personal information database system based on hash
table. Compiler is a good example which extensively uses hash tables [87, 88]. A
symbol table in an assembler, compiler, or interpreter is usually implemented as hash
table. Each time an identifier is encountered as the source program is processed, we
must find the record which contains the related information on the identifier. Kernels
in operating systems also utilize hash table. For example, Linux, an open-source
POSIX-compliant operating system, relies on hash tables to manage pages, buffers,
inodes, and other kernel-level data objects [89, 90]. Linux performance depends on
the efficiency and scalability of these tables. Hash tables are also used to detect
errors caused by either hardware or software. Examples are TCP checksums, ECC
memory, and MD5 checksums on downloaded files. In this case, the hash provides
additional assurance that the data we received is correct. Finally, hashes are used
to authenticate messages [91, 92]. In this case, we are trying to protect the original
input from tampering, and we select a hash that is strong enough to make malicious
attack infeasible or unprofitable.
Using hash table, the insertion of an item performs in 𝑂(1) expected time. Delete
and Search operations needs 𝑂(𝑛/𝑚) (where 𝑛 is the number of items in the table
and 𝑚 is the number of buckets). Ideally the operations’ complexity approaches 𝑂(1)
when the items evenly spreads into the hash table and there are enough number of
buckets compared with the number of items. Thus, the performance of a hash table is
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closely dependent on the design of hash functions. Hence, hashing is a transformation
of a set of input characters into a fixed length value or key that represents the original
string. Hashing is used to index and find items in a table because it is faster to find
the item using the shorter hashed key than to find it using the original value. By
using hashing to store the key-and-value pair, ideally both the insertion and searching
operations are 𝑂(1) in the worst case. However, this kind of performance can only be
achieved with complete a priori knowledge. We need to know beforehand specifically
which items are to be inserted into a table. Unfortunately, we do not have this
information in general. So, if we cannot guarantee 𝑂(1) performance in the worst
case, then we make it our design objective to achieve 𝑂(1) performance in the average
case.
2. Hash Function
As mentioned, a hash function ℎ is a transformation that takes a variable-size input
𝑥 and returns a fixed-size string, which is called the hash value 𝑣 (that is, 𝑣 = ℎ(𝑚)).
Hash functions with this property have a variety of general computational uses, but
hash functions are usually chosen to have some additional properties. Certainly the
integer hash function is the most basic form of the hash function. The integer hash
function transforms an integer hash key into an integer hash result. For a hash
function, the distribution should be uniform. This implies when the hash result is
used to calculate bucket location in the hash table, all buckets are equally likely to be
picked. In addition, similar hash keys should be hashed to very different hash results.
Ideally, a single bit change in the hash key should influence all bits of the hash result.
The implementation of a hashing function is divided into three categories. First,
perfect hashing guarantees no collisions. A collision occurs when two different hash
keys, 𝑥 and 𝑦 come to have the same hash code, or ℎ(𝑥) == ℎ(𝑦). It is possible when
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you know exactly what set of keys you are going to be hashing and design your hash
function based on the set of keys. This method is popular for hashing keywords for
compilers. Second, static hashing has fixed number of primary locations in the table.
This location is called a bucket. Thus, when a bucket is full, an overflow bucket is
needed to store any additional records that hash to that full bucket. This can be done
with a linked list of overflow pages. Third, dynamic hashing enables the size of the
table to grow with the number of collisions to accommodate new records and avoid
long overflow linked chains.
3. Universal Hash Functions
Our hash-algorithms are implemented using universal hash functions. A universal
hash function is a theoretical construct primarily used to show that an algorithm
based on a hash function cannot be forced to have bad performance by an adversary.
Bad performance in hashing comes from collisions, and a universal hash function
guarantees that these cannot be forced to occur too often. The formal definition
involves a set of keys, 𝐾, a set of values, 𝑉 , and a family of hash functions, 𝐻 which
maps keys to values. Let ∣𝑉 ∣ denote size of 𝑉 , the number of possible values. Then
for all pairs of distinct keys 𝑥 and 𝑦 in 𝐾, 𝐻 is a 2-universal family of hash functions
if
𝑃𝑟𝑜𝑏ℎ∈𝐻[ℎ(𝑥) = ℎ(𝑦)] ≤ 1∣𝑉 ∣ . (4.1)
More stringently, 𝐻 is a strongly 2-universal family if for all pairs of distinct keys 𝑥
and 𝑦 in 𝐾, and for all pairs 𝑥′ and 𝑦′ in 𝑉 ,
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𝑃𝑟𝑜𝑏ℎ∈𝐻 [ℎ(𝑥) = 𝑥′ 𝑎𝑛𝑑 ℎ(𝑦) = 𝑦′] =
1
∣𝑉 ∣2 . (4.2)
Every time a randomized algorithm runs, a set of random values are generated,
which in turn is used in the hash functions to generate the hash values. If a hash
function is based on the set of random numbers for computing a hash value, the
behavior of the hash function comes to be non-deterministic.
4. Collisions
Given two distinct elements 𝑥1 and 𝑥2, a collision occurs if ℎ(𝑥1) = ℎ(𝑥2). For
example, Figure 15 shows an example of collision. Hash functions have potential
collisions, but with good hash functions they occur less often than with bad ones. In
certain specialized applications where a relatively small number of possible inputs are
all known ahead of time it is possible to construct a perfect hash function which maps
all inputs to different outputs. But in a function which can take input of arbitrary
length and content and returns a hash of a fixed length (such as MD5), there will
always be collisions, because any given hash can correspond to an infinite number
of possible inputs. When multiple lookup keys are mapped to identical indices,
however, a hash collision occurs.
Ideally, one would be interested in a perfect hash function, which guarantees no
collisions. However, this is only possible when the set of keys are known a priori (e.g.,
compiler keywords). Thus, most hash table implementations must explicitly handle
collisions—especially since the performance of the underlying implementation is de-
pendent upon the operations used to resolve the collision. There are two categories
of collision resolution techniques [93]. First, closed addressing (or chaining) keeps a
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Fig. 15. An example of hash collision. The hash keys, ”Claire” and ”John” have the
same hash value, ”2”. Thus, a collision occurs. In this example, the collision
is resolved by chaining.
linked list for each location of the hash table. If two keys hash to the same location,
both of them appear in the linked list for that location. Open addressing, on the
other hand, folds the chaining lists back into the table. Here, a bucket location in a
hash table, 𝐻 [𝑖] is allowed to store only one value. When a collision occurs at location
𝑖, an empty table location is found in order to store one of the elements.
B. Evolutionary Trees and Hash Tables
1. Tree Bipartitions and their Representations
In a phylogenetic tree, modern organisms (or taxa) are placed at the leaves and ances-
tral organisms occupy internal nodes, with the edges of the tree denoting evolutionary
relationships. Oftentimes, it is useful to represent phylogenies in terms of their bi-
partitions. Removing an edge 𝑒 from a tree separates the leaves on one side from
the leaves on the other. The division of the leaves into two subsets is the bipartition
𝐵𝑒 associated with edge 𝑒. In Figure 16, two bipartitions, 𝐴𝐵∣𝐶𝐷𝐸 and 𝐴𝐵𝐶∣𝐷𝐸
are collected from tree 𝑇1 by removing 𝑒1 and 𝑒2, respectively. Likewise, tree 𝑇2 has
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𝐴𝐵∣𝐶𝐷𝐸 and 𝐴𝐵𝐷∣𝐶𝐸. An evolutionary tree is uniquely and completely defined by
its set of 𝑂(𝑛) bipartitions, where 𝑛 is the number of taxa. A binary tree has exactly
𝑛− 3 bipartitions [94, 95].
For each tree in the collection of input trees, we find all of its bipartitions (internal
edges) by performing a depth-first search. In order to process the bipartitions, we
need some way to store them in the computer’s internal memory. Each bipartition in
an input tree can be represented by:
∙ an 𝑛-bitstring, where 𝑛 is the number of taxa;
∙ a 𝑘-bitstring, where 𝑘 < 𝑛; or
∙ an implicit representation, which is an integer value, that is constructed by
applying a hashing function to an 𝑛-bitstring.
Many algorithms use an 𝑛-bitstring representation. The PGM-Hashed approached
uses a 𝑘-bitstring, and our HashCS and HashRF algorithms use an implicit represen-
tation.
2. 𝑛-bitstring Representation
An intuitive bitstring representation requires 𝑛 bits, one for each taxon. The first bit
is labeled by the first taxon name, the second bit is represented by the second taxon,
etc. We can represent all of the taxa on one side of the tree with the bit ‘0’ and
the remaining taxa on the side of the tree with the bit ‘1’. Consider the bipartition
𝐴𝐵∣𝐶𝐷𝐸 from tree 𝑇1 (see Figure 17). This bipartition would be represented as
11000, which means that taxa 𝐴 and 𝐵 are one side of the tree, and the remaining
taxa are on the other side. Here, taxa on the same side of a bipartition as taxon 𝐴
receive a ‘1’.
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Fig. 16. An example of bipartitions from evolutionary trees.
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Fig. 17. 𝑛-bit bitstring representation of tree 𝑇1’s bipartitions.
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In order to perform a depth-first traversal in the collection of unrooted input
trees, we arbitrarily root the tree. We find all of its bipartitions (internal edges) by
performing a depth-first search traversal performing an OR operation to the bitstrings
of an internal node’s (parent’s) children. Computing the OR between the two child
bipartitions requires visiting each of the 𝑛 columns of these two 𝑛-bitstrings. The
OR operation is needed to keep the locations of ”1”s while traversing and collecting
bipartitions in depth-first search. In other words, if at least one of the bits in column
𝑗 is a ’1’, then a ’1’ bit is produced for the column 𝑗 in the bitstring representation
of the parent. Figure 17 presents an example of 𝑛-bitstrings and Figure 18 shows an
example of the hash table populated with 5-bit bitstrings.
The 𝑛-bitstring representation is intuitive way to collect and store bipartition
information in ”0/1” bitstring format. Also it is easy to make the taxon labels
encoded in the bitstring. Our HashCS algorithm stores 𝑛-bitstrings because the label
information is used to construct the final consensus trees. However, it costs more
storage space and also consumes more CPU time for performing bitwise operations
in hash value computation.
3. 𝑘-bitstring Representation
The size of the bitstring affects the algorithmic speed. As a result, the PGM-Hashed
algorithm [15] uses a compressed 𝑘-bitstring. Each input taxon is represented by
a random 𝑘-bitstring. Similarly to the 𝑛-bitstring case, all bipartitions are found
by performing a depth-first search traversal of the tree. However, the bitstrings of
an internal node’s (parent’s) children are exclusive-OR’ed together in the 𝑘-bitstring
representation. Computing the exclusive-OR between two child bipartitions requires
visiting each of the 𝑘 columns of the two 𝑘-bitstrings. If the bits in column 𝑗 are
different (same), then a ’1’ (’0’) bit is produced in column 𝑗 of the parent node. For
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Fig. 18. The 5-bit bitstring bipartitions, 𝐵1 and 𝐵2 are collected from 𝑇1 and 𝐵3 and
𝐵4 are collected from 𝑇2 in Figure 4. 𝐵1 and 𝐵3 are identical thus those
bipartitions have the same hash values and share the same location in the
hash table.
each 𝑘-bitstring, the XOR operator minimizes the probability of having the same 𝑘-
bitstring for different bipartitions. Unlike the case of 𝑛-bitstring in which we use the
OR operator to maintain the locations of ”1”s, 𝑘-bitstring needs random locations of
”1”s.
There are several consequences of using a compressed bitstring to represent the
bipartitions of an evolutionary tree. First, it is impossible to tell by looking at the
𝑘-bitstring representation of a bipartition what taxa are on different sides of the
tree. Hence, it is impossible to construct consensus trees from 𝑘-bitstrings without
additional information. Secondly, there is a possibility that two different bipartitions
may in fact be represented by the same compressed bitstring. If this happens, then the
resulting RF matrix will be incorrect. Pattengale et al. show that the probability of
colliding compressed bitstrings decreases exponentially with the number of bits chosen
for representing the bitstrings [15]. However, there are real-world examples when a
𝑘-bitstring representation will in fact produce colliding (i.e., the same) bitstring for
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different bipartitions. In the implementation of the PGM-Hashed algorithm, 𝑘 = 64.
Our experimental results show that PGM-Hashed fails to operate on 567 taxa dataset
consisting of 16,384 trees as a result of the high probability of colliding bipartitions
represented by a 𝑘-bitstring.
4. Implicit Bipartition Representation
To represent bipartitions with implicit bipartition representation, we use universal
hash functions. Similarly to Amenta et al. [71], we define our universal hashing
functions as follows:
ℎ1 (𝐵) =
∑
𝑏𝑖𝑟𝑖 mod 𝑚1. (4.3)
ℎ2 (𝐵) =
∑
𝑏𝑖𝑠𝑖 mod 𝑚2. (4.4)
𝑚1 represents the number of entries (or locations) in the hash table (𝑚1 > 𝑛 ⋅ 𝑡,
where 𝑛 is the number of taxa and 𝑡 is the number of trees). 𝑚2 represent the largest
bipartition ID (BID) that we can be given to a bipartition (𝑚2 > 𝑐 ⋅ 𝑛 ⋅ 𝑡, where 𝑐 is
a large constant). That is, instead of storing the 𝑛-bitstring, a shortened version of
it (represented by the BID) will be stored in the hash table. Our implementations
requires two sets of random integers 𝑟𝑖 and 𝑠𝑖 in the intervals (0, ..., 𝑚1 − 1) and
(0, ..., 𝑚2− 1), respectively. 𝑏𝑖 represents the 𝑖th bit of the 𝑛-bitstring representation
of the bipartition 𝐵. 𝑟𝑖 and 𝑠𝑖 are randomly generated every time when the algorithm
runs and characterize our HashCS and HashRF algorithms as randomized algorithms.
Figure 19 shows an example of 𝑛-bitstring and implicit bipartition representation
based on the universal hash functions.
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Fig. 19. Calculating the ℎ1 hash code from 𝑛-bitstring bipartitions representations
based on a post-order traversal of an example tree 𝑇 . Each node is labeled
by 𝑁𝑖, where 𝑖 is the order in which it was visited during the post-order
traversal. The input taxa are 𝑈, 𝑉,𝑊,𝑋, and 𝑌 and are represented by nodes
𝑁1, 𝑁2, 𝑁4, 𝑁6, and 𝑁7, respectively. To compute the ℎ1 hashing function,
𝑚1 = 23 and the contents of array 𝑅 are 𝑟0 = 6, 𝑟1 = 21, 𝑟2 = 10, 𝑟3 = 8,
and 𝑟4 = 19. Each node in the tree 𝑇 shows an 𝑛-bitstring representation
(shaded) along with the corresponding ℎ1 value (unshaded). The ℎ1 val-
ues of the nodes are computed based on Equations 2 and 5. For node 𝑁5,
ℎ1(11100) = (1 ⋅ 𝑟0 + 1 ⋅ 𝑟1 + 1 ⋅ 𝑟2 + 0 ⋅ 𝑟3 + 0 ⋅ 𝑟4) mod 23 = 14.
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a. Universal Hash Functions, ℎ1 and ℎ2
For faster performance, we actually avoid sending the 𝑛-bitstring and 𝑘-bitstring
representations of each bipartition 𝐵 to our hashing functions. Instead, we use an
implicit bipartition representation to compute the hash functions quickly. An implicit
bipartition is simply an integer value that provides the representation of the biparti-
tion. Consider an internal node 𝐵 whose bipartition is represented by a 𝑛-bitstring.
Let the two children of this node have their 𝑛-bitstring representations labeled 𝐵𝑙𝑒𝑓𝑡
and 𝐵𝑟𝑖𝑔ℎ𝑡, which represent disjoint sets of taxa. Then, the hash value for our ℎ1 hash
function is
ℎ1(𝐵) =
⎛
⎝∑
𝐵𝑙𝑒𝑓𝑡
𝑏𝑖𝑟𝑖 mod 𝑚1
⎞
⎠+
⎛
⎝∑
𝐵𝑟𝑖𝑔ℎ𝑡
𝑏𝑖𝑟𝑖 mod 𝑚1
⎞
⎠ . (4.5)
We can use Equation 4.5 to compute implicit bipartitions, which replace the
need for bitstrings in our hashing functions. Computing ℎ2 works similarly. The
above equation is valid since 𝐵𝑙𝑒𝑓𝑡 and 𝐵𝑟𝑖𝑔ℎ𝑡 represent disjoint sets of taxa. We
can use Equation 4.5 to compute implicit bipartitions, which replace the need for
bitstrings in our hashing functions. An implicit representation is simply the hash
code for a bipartition. Consider the ℎ1 hashing function. For each bipartition 𝐵,
the ℎ1 hash values (implicit representations) for its two children 𝐵𝑙𝑒𝑓𝑡 and 𝐵𝑟𝑖𝑔ℎ𝑡,
have already been computed. They are 𝑥 = ℎ1(𝐵𝑙𝑒𝑓𝑡) and 𝑦 = ℎ1(𝐵𝑟𝑖𝑔ℎ𝑡). Thus, the
implicit representation for node 𝐵 is ℎ1(𝐵) = (𝑥 + 𝑦) mod 𝑚1. Computing the ℎ2
value implicitly for each bipartition works similarly.
Our HashRF algorithm is implemented only based on implicit bipartitions. How-
ever, our HashCS algorithm uses a combination of implicit and 𝑛-bitstring represen-
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tations. The implicit representation is the only representation fed to the hashing
functions. The 𝑛-bitstring is additional information that is collected from the first
input tree to determine how the taxa should be grouped in the consensus tree and is
used for constructing the resulting consensus trees.
Figure 19 provides an example of how to compute the ℎ1 hash code implicitly.
Assume the set of random numbers 𝑅 = (6, 21, 10, 8, 19) and 𝑚1 = 23. The ℎ1 value
for node 𝑁3 is computed from the 𝑛-bitstrings of its two children, 𝑁1 and 𝑁2, resulting
in 𝐵𝑙𝑒𝑓𝑡 = 10000 and 𝐵𝑟𝑖𝑔ℎ𝑡 = 01000. Therefore, ℎ1(11000) = ℎ1(10000)+ℎ1(01000) =
4. The implicit ℎ1 values are represented by the integer values (unshaded boxes). The
hash code for the leaf node containing taxon 𝑖 is 𝑟𝑖. These hash codes are propagated
up the tree to compute the implicit representations of the parent bipartitions. Thus,
to compute the ℎ1 hash code implicitly for 𝑁3, we calculate (6 + 21) mod 23, which
is 4. Computing the ℎ2 hash code for representing a bipartition’s ID (BID) works
similarly.
b. Collision Types and Probability
A consequence of using hash functions is that bipartitions may end up residing in the
same location in the hash table. Such an event is considered a collision, and there
are three types to consider (see Table I). Type 0 collisions are not regarded as a
problematic condition. In our algorithms, this type of collision occurs when the same
bipartition has already been populated into the hash table. In other words, Type 0
collision notifies us it finds a shared bipartition among input trees. Even if it is called
as a collision in this thesis, it is one of the reasons to make our algorithms faster and
efficient.
Type 1 collisions result from two different bipartitions 𝐵𝑖 and 𝐵𝑗 (i.e., 𝐵𝑖 ∕= 𝐵𝑗)
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Table I. Collision types in our randomized algorithms.
Collision Type 𝐵𝑖 = 𝐵𝑗? ℎ1(𝐵𝑖) = ℎ1(𝐵𝑗)? ℎ2(𝐵𝑖) = ℎ2(𝐵𝑗)?
Type 0 Yes Yes Yes
Type 1 No Yes No
Type 2 No Yes Yes
resided in the same location in the hash table. That is, ℎ1(𝐵𝑖) = ℎ1(𝐵𝑗). Figure 20
shows two Type 0 collisions between two same bipartition, 𝐵1 and 𝐵3 and a Type 1
collision caused by 𝐵4. partition which is collided at location 4 in the hash table.
Type 2 (or double) collisions are serious and require a restart of the algorithm
if such an event occurs. Otherwise, the resulting output will possibly be incorrect.
Suppose that 𝐵𝑖 ∕= 𝐵𝑗 . A Type 2 collision occurs when two different bipartitions 𝐵𝑖
and 𝐵𝑗 hash to the same location in the hash table and the bipartition IDs (BIDs)
associated with them are also the same. That is, ℎ1(𝐵𝑖) = ℎ1(𝐵𝑗) and ℎ2(𝐵𝑖) =
ℎ2(𝐵𝑗). The probability of our randomized algorithms restarting because of a double
collision among any pair of the bipartitions is 𝑂
(
1
𝑐
)
[71]. The probability restarting
because of a double collision among any pair of the bipartitions is 𝑂(1
𝑐
). Given that
we can make 𝑐 arbitrarily large, we do not explicitly check for Type 2 collisions. Thus
we have the following result.
Theorem 1. Our HashCS and HashRF algorithms have a theoretical error rate of
𝑂(1
𝑐
), where 𝑐 is an arbitrarily large constant number.
Proof. Double collision occurs when for two bipartitions 𝐵1, 𝐵2, we have ℎ1(𝐵1) =
ℎ1(𝐵2) and also ℎ2(𝐵1) = ℎ2(𝐵2). Thus, given two different bipartitions, 𝐵𝑖 and 𝐵𝑗 ,
where 𝑖 ∕= 𝑗, the probability of ℎ1(𝐵𝑖) is equal to ℎ1(𝐵𝑗) is
𝑃𝑟𝑜𝑏(ℎ1(𝐵𝑖) = ℎ1(𝐵𝑗)) =
1
𝑚1
, 𝑤ℎ𝑒𝑟𝑒 𝑖 ∕= 𝑗. (4.6)
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Fig. 20. An example of populated hash table with the bipartitions from trees in Fig-
ure 16. That is, 𝐵1 and 𝐵2 define 𝑇1, 𝐵3 and 𝐵4 are from 𝑇2, etc. The implicit
representation of each bipartition is fed to the hash functions ℎ1 and ℎ2. The
shaded value in each hash record contains the bipartition ID (or ℎ2 value).
Each bipartition ID has a linked list of tree indexes that share that particular
bipartition. 𝐵1 and 𝐵3 are identical bipartition and causes TYPE 0 collisions.
𝐵4 from 𝑇2 is actually different bipartitions with 𝐵1 and 𝐵3 but hashed to
the same location. It occurs TYPE 1 collision and thus the BID, ”31” for the
bipartition 𝐵4 is chained with ”27”.
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Similarly, the probability of ℎ2(𝐵𝑖) is equal to ℎ2(𝐵𝑗) is
𝑃𝑟𝑜𝑏(ℎ2(𝐵𝑖) = ℎ2(𝐵𝑗)) =
1
𝑚2
, 𝑤ℎ𝑒𝑟𝑒 𝑖 ∕= 𝑗. (4.7)
Note that 𝑚1 is a prime number which satisfies 𝑚1 ≥ 𝑛𝑡 and 𝑚2 is also a prime
number which is bigger than 𝑐𝑛𝑡, where 𝑛 is the number of taxa, 𝑡 is the number of
trees, and 𝑐 is a constant integer value. Thus, the probability of ℎ1(𝐵𝑖) is equal to
ℎ1(𝐵𝑗), and ℎ2(𝐵𝑖) is equal to ℎ2(𝐵𝑗) is
𝑃𝑟𝑜𝑏(ℎ1(𝐵𝑖) = ℎ1(𝐵𝑗) 𝑎𝑛𝑑 ℎ2(𝐵𝑖) = ℎ2(𝐵𝑗)) =
1
𝑚1𝑚2
, 𝑤ℎ𝑒𝑟𝑒 𝑖 ∕= 𝑗. (4.8)
The equation 4.8 is for a pair of bipartitions. Therefore, if there are 𝑡 binary trees with
𝑛 taxa, we have (𝑛𝑡)2 pairs of bipartitions. Thus, for a given set of all bipartitions,
𝐵 from the set of input trees, we can conclude the probability of double collisions for
all pairs of bipartitions is
∀ 𝐵𝑖, 𝐵𝑗 ∈ 𝐵, 𝑃𝑟𝑜𝑏(ℎ1(𝐵𝑖) = ℎ1(𝐵𝑗) 𝑎𝑛𝑑 ℎ2(𝐵𝑖) = ℎ2(𝐵𝑗)) = 1
𝑚1𝑚2
⋅ (𝑛𝑡)2
=
1
𝑛𝑡
⋅ 1
𝑐𝑛𝑡
⋅ (𝑛𝑡)2
=
1
𝑐
.
In practice, however, the error rate of HashCS and HashRF algorithms is much
better. Our experiments with varying 𝑐 from 1 to 10,000, and running HashCS at least
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100 times for each 𝑐 value, resulted in our algorithm producing the correct consensus
tree every time for an overall error rate of 0%. Similarly, HashRF shows the same
overall error rate as the verification result.
C. Deterministic and Randomized Algorithms
A deterministic algorithm is one that always behaves the same way given the same
input. In other words, the input completely determines the sequence of computations
performed by the algorithm. For example, the famous quicksort algorithm needs
𝑂(𝑛 log 𝑛) comparisons for sorting an array of items in the average case and requires
𝑂(𝑛2) in the worst case. Assuming that the input array is not changed for every
execution and is in the form of the worst case (i.e., the items are already sorted),
it is clear that the complexity always remains 𝑂(𝑛2) regardless of the number of
executions.
On the other hand, if the sorting algorithm is shaped in a randomized approach
which means it selects pivot elements uniformly at random, it has higher probability of
having the complexity of 𝑂(𝑛 log𝑛) time regardless of the characteristics of the input,
even though the worst case complexity remains 𝑂(𝑛2). A randomized (Monte Carlo)
algorithm generates pseudo-random numbers each time the algorithm is executed
and the logic of the algorithm is decided by the randomness. Randomized algorithms
are particularly useful when faced with a malicious ”adversary” who deliberately
attempts to feed a bad input to the algorithm. By randomly modifying the behavior
of the algorithm, it is quite difficult for an adversary to find a bad set of inputs that
degrade the performance of the algorithm. The other advantage is that randomized
algorithm is fast and simple. For problems in which deterministic algorithms are too
slow or even not feasible, but randomized algorithms can give us good results with
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high probability.
Our randomized algorithms, HashCS and HashRF incorporate hash tables, which
are data structures that associate keys (e.g., evolutionary relationships contained in a
tree) with values (e.g., tree identities) and make our algorithms less sensitive to bad
inputs. Hence, the randomness employed in our approach is related to how we define
our hash functions. Furthermore, by leveraging randomization, our algorithms are
quite fast. For 𝑛 taxa (or species) and 𝑡 trees, our HashCS and HashRF algorithms
run in 𝑂(𝑛𝑡) and 𝑂(𝑛𝑡2) time, respectively. One of the main disadvantages of ran-
domized algorithm is the possibility that an incorrect solution will occur. However,
a well-designed randomized algorithm will have a very high probability of returning
a correct answer. For our algorithms, there is a 𝑂(1
𝑐
) chance that the algorithms will
return the incorrect consensus tree or RF matrix. Hence, with large 𝑐, we can control
the level of desired accuracy of our algorithms.
D. Summary
Our HashCS and HashRF implementations are built upon the hash technique. Our
HashCS algorithm reprocess the hash table for computing consensus trees, where as
our HashRF used the table for compute RF distance. Hash tables provides not only
fast average access time (𝑂(1)), also works as a compressed repository of evolutionary
trees. In this chapter we introduce the basic concept of hash table and hash func-
tions based on general examples. Hashing should always deal with the possibility of
collisions. If there is a perfect hash function, It is no need to mention about the col-
lisions but perfect hash functions are very difficult to design and implement. Among
collision resolution methods, our hash table is implemented by chaining which means
collided items are chained together in the same hash table location.
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To store evolutionary trees into hash tables, we need effective representation of
the trees. Bipartitions are basic components in phylogenetic trees collected from re-
moving each internal edges. By storing bipartitions, evolutionary trees can be stored.
We introduced three types of bipartition representation: 𝑛-bitstring, 𝑘-bitstring, and
implicit. Our HashCS algorithm uses both implicit and 𝑛-bitstring representation for
storing bipartitions and for storing information to construct the resulting consensus
tree, respectively. Our HashRF only uses implicit bipartitions. We briefly describe
how to construct consensus trees and how to compute RF distance matrix from the
hash tables. Further, the probability of error is discussed.
Again, the hash table is the core technology of our work. The details of our
HashCS and HashRF algorithms are introduced in Chapter V and Chapter VI. We
also discussed the possible future extensions based on our current hash technique in
Chapter VIII.
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CHAPTER V
HASHCS: COMPUTING THE CONSENSUS TREES
Our first hash-based randomized algorithm, HashCS is described in this chapter.
HashCS is based on the hash table using universal hash functions (see Chapter IV).
Figure 13 illustrates the major flow of our algorithm. The main part is collecting
necessary information from the input evolutionary trees and storing the information in
the hash table. In this implementation, the collected information is both bipartitions
and the frequency of each bipartition. After collecting the information, the hash
table is reprocessed to produce consensus trees. Using biological and artificial tree
collections, we do the performance analysis on our implementation.
A. Motivation
Given our interest in consensus trees, our research question is: How to design ef-
ficient algorithms for large-scale consensus analysis? Phylogenetic methods (such
as Bayesian analysis) to reconstruct an evolutionary tree can easily produce tens of
thousands of potential trees that must be summarized in order to understand the
evolutionary relationships among the taxa. Moreover, large tree collections can also
be produced by bootstrap tests on phylogenies to access the uncertainty of a phyloge-
netic estimate [48, 49, 50]. Currently, constructing majority or strict consensus trees
of them is a popular way to analyze those trees and biologists use popular phyloge-
netic software packages such as PAUP*, MrBayes, and TNT summarize their large
tree collections into a single consensus tree.
Advanced techniques in reconstructing phylogenetic trees and faster processors
produce more large collection of trees. However, current tools for constructing con-
sensus tree can not accommodate the growing requirements of larger phylogenetic
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analysis, such as those necessary for building the Tree of Life, the grand challenge
problem in phylogenetics. Further, some only support binary trees as input for com-
puting consensus trees. We designed and implemented HashCS based on hashing
technique to provide researchers with more efficient and convenient tools for con-
structing consensus trees.
Consensus trees summarize the information of a collection of trees into a single
output tree. Bryant provides an excellent survey of different consensus techniques [68].
In our work, we consider the most popular consensus approaches: strict and majority
consensus trees. The strict consensus tree contains bipartitions that appear in all of
the input trees. To appear in the majority tree, a bipartition must appear in more
than half of the input trees. In Figure 21, no evolutionary relationship (bipartition) in
the tree collection appears in all four trees. Hence, the resulting strict consensus tree
is completely unresolved, which is represented as a star tree. The majority consensus
tree consists of only the bipartition 𝐴𝐵∣𝐶𝐷𝐸.
Oftentimes, a consensus tree will not be binary since there will be bipartitions
that are not shared across the tree collection. One way to measure the quality of
a consensus tree is its resolution rate, which represents the percentage of the tree
that is binary. The resolution rate of a tree 𝑇 is 𝑏
𝑛−3 , where 𝑏 is the number of
bipartitions in the tree 𝑇 and 𝑛 − 3 is the number of possible resolved bipartitions.
Consider the majority consensus tree in Figure 21 where the number of taxa, 𝑛, is 5.
This majority tree consists of a single bipartition, but the total number of possible
resolved bipartitions is 2. Hence, the resolution rate for this tree is 50%. The strict
tree in Figure 21 has a resolution rate of 0%. Overall, the resolution rate of a tree 𝑇
varies between 0% (a star) and 100% (completely resolved binary tree).
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Fig. 21. Overview of the consensus tree techniques of interest. The example collection
consists of four trees: 𝑇1, 𝑇2, 𝑇3, and 𝑇4. Bipartitions (or internal edges) in a
tree are labeled 𝐵𝑖, where 𝑖 ranges from 1 to 8. The majority tree consists
of those bipartitions that appear in over 50% the trees. The strict consensus
tree, on the other hand, consists of those bipartitions that appear in all four
trees.
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B. HashCS Algorithm Description
Our HashCS [96, 97] is based on our novel use of hash tables. It consists of 2 major
steps: (i) populate hash table with collected bipartitions and (ii) compute consensus
tree from the bipartition information in a hash table.
1. Step 1: Populating the Hash Table
Figure 22 provides an overview of this step of the HashCS algorithm. Algorithm V.1
and Algorithm V.1 introduce the pseudocode for the HashCS algorithm in strict and
majority cases, respectively. We assume that input phylogenetic trees are stored in
a file using Newick format which is a standard format for representing phylogenetic
trees [79]. As each input tree, 𝑇𝑖 is traversed in post-order, where the representation
of the bipartition is fed through two hash functions, ℎ1 and ℎ2. Hash function ℎ1
is used to generate the location needed for storing a bipartition in the hash table.
ℎ2 is responsible for creating bipartition identifiers (BID). The hash table record for
bipartition 𝐵𝑖 consist of 𝐵𝑖’s BID and frequency. For each unique BID, the bipartition
frequency counter is set to 1. Identical (shared) bipartitions from other trees in the
collection result in incrementing the bipartition frequency counter by one. Details
on the hash functions and bipartition population into the hash table are described in
Chapter IV.
We use two different insertion policies depending on the type of consensus tree
constructed. For the strict consensus tree, a bipartition must appear in all 𝑡 trees
in the tree collection. Since the first tree in the collection determines the possible
set of strict consensus bipartitions, only the first tree’s bipartitions are inserted into
the hash table. For the last tree, the 𝑛-bitstring representation for each bipartition is
computed along with the implicit representation. However, the 𝑛-bit representation is
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Fig. 22. Overview of the HashCS algorithm. Bipartitions are from Figure 4. That is,
𝐵1 and 𝐵2 define 𝑇1, 𝐵3 and 𝐵4 are from 𝑇2, etc. The implicit representation
of each bipartition is fed to the hash functions ℎ1 and ℎ2. The shaded value
in each hash record contains the bipartition ID (or ℎ2 value) whereas the
unshaded value shows the frequency of that bipartition.
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Algorithm 1 HashCS algorithm for computing strict consensus tree.
Require: A set of trees, 𝑇1, 𝑇2, ..., 𝑇𝑡, where 𝑡 ≥ 2
1: for 𝑖 = 1 to 𝑡 do
2: if 𝑖 == 1 then
3: Traverse tree 𝑇𝑖 in post order and find 𝐵𝑗
4: Insert 𝐵𝑗 into the hash table 𝐻 [ℎ1(𝐵𝑗)] and set 𝑓𝑟𝑒𝑞(𝐵𝑗) = 0
5: else if 1 < 𝑖 < 𝑡− 1 then
6: Traverse tree 𝑇𝑖 in post order and find 𝐵𝑗
7: for all bipartition 𝐵𝑗 ∈ 𝑇𝑖 do
8: Compute ℎ1(𝐵𝑗) and ℎ2(𝐵𝑗), implicitly.
9: Check the BID list at the hash table 𝐻 [ℎ1(𝐵𝑗)] for ℎ2(𝐵𝑗).
10: if ℎ2(𝐵𝑗) exists then
11: Increment the frequency of ℎ2(𝐵𝑗)
12: end if
13: end for
14: else
15: Traverse tree 𝑇𝑡 in post order, find 𝐵𝑗 , and collect 𝑛-bitstring 𝐵𝑆𝑗
16: for all bipartition 𝐵𝑗 ∈ 𝑇𝑡 do
17: Compute ℎ1(𝐵𝑗) and ℎ2(𝐵𝑗), implicitly.
18: Check the BID list at the hash table 𝐻 [ℎ1(𝐵𝑗)] for ℎ2(𝐵𝑗).
19: if ℎ2(𝐵𝑗) exists and 𝑓𝑟𝑒𝑞(ℎ2(𝐵𝑗)) == 𝑡− 1 then
20: Insert 𝐵𝑆𝑗 into the bipartition list, 𝑏𝑙
21: end if
22: end for
23: end if
24: end for
25: Construct the strict consensus tree from the bipartitions in 𝑏𝑙
64
Algorithm 2 HashCS algorithm for computing majority consensus tree.
Require: A set of trees, 𝑇1, 𝑇2, ..., 𝑇𝑡, where 𝑡 ≥ 2
1: for 𝑖 = 1 to 𝑡 do
2: if 𝑖 ≤ ⌊ 𝑡
2
⌋ + 1 then
3: Traverse tree 𝑇𝑖 in post order and find 𝐵𝑗
4: if ℎ2(𝐵𝑗) exists then
5: Increment the frequency of ℎ2(𝐵𝑗)
6: else
7: Insert 𝐵𝑗 into the hash table 𝐻 [ℎ1(𝐵𝑗)] and set 𝑓𝑟𝑒𝑞(𝐵𝑗) = 0
8: end if
9: else
10: Traverse tree 𝑇𝑡 in post order, find 𝐵𝑗 , and collect 𝑛-bitstring 𝐵𝑆𝑗
11: for all bipartition 𝐵𝑗 ∈ 𝑇𝑖 do
12: Compute ℎ1(𝐵𝑗) and ℎ2(𝐵𝑗), implicitly.
13: Check the BID list at the hash table 𝐻 [ℎ1(𝐵𝑗)] for ℎ2(𝐵𝑗).
14: if ℎ2(𝐵𝑗) exists and 𝑓𝑟𝑒𝑞(ℎ2(𝐵𝑗)) < ⌊ 𝑡2⌋ then
15: Increment the frequency of ℎ2(𝐵𝑗)
16: else if ℎ2(𝐵𝑗) exists and 𝑓𝑟𝑒𝑞(ℎ2(𝐵𝑗)) == ⌊ 𝑡2⌋ then
17: Insert 𝐵𝑆𝑗 into the bipartition list, 𝑏𝑙
18: Invalidate ℎ2(𝐵𝑗)
19: end if
20: end for
21: end if
22: end for
23: Construct the majority consensus tree from the bipartitions in 𝑏𝑙
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not feed to the ℎ1 and ℎ2 hash functions. Instead, they are stored into an array if the
bipartition if the frequency count for that bipartition is 𝑡. The array of 𝑛-bitstring
representations will be used to build the consensus tree in Step 2 of the HashCS
algorithm.
To construct the majority consensus tree, all unique bipartitions are inserted
into the hash table until tree ⌊ 𝑡
2
⌋ + 1 is read. At this time, the 𝑛-bitstrings are
computed along with the implicit bipartitions. Similarly to the insertion policy for
constructing the strict consensus, the 𝑛-bit representation is not feed to the hash
functions. Instead, they are stored into an array if the bipartition they represent
has a frequency of ⌊ 𝑡
2
⌋ + 1 in the hash table. For our majority algorithm, once a
node’s bipartition frequency has reached ⌊ 𝑡
2
⌋+ 1, it is invalidated so that its resulting
𝑛-bit representation doesn’t appear multiple times in the array. During Step 2 of the
algorithm, this array of 𝑛-bitstrings will be used to build the majority tree.
2. Step 2: Constructing the Consensus Tree
Initially, the consensus tree is a star tree of 𝑛 taxa. Bipartitions are added to refine
the consensus tree based on the number of 1’s in its 𝑛-bitstring representation. (The
number of 0’s could have been used as well.) The more 1’s in the bitstring represen-
tation, the more taxa that are grouped together by this bipartition. A star tree is an
𝑛-bitstring representation of all 1’s. During the collection of 𝑛-bitstrings in Step 1,
a count of the number of 1’s was stored for each bipartition. In step 2, these counts
are then sorted in increasing order, which means that the bipartitions that groups
together that most taxa appears first. The bipartition that groups together the fewest
taxa appears last in the sorted list of ’1’ bit counts.
For each bipartition, a new internal node in the consensus tree is created. Hence,
the bipartition is scanned to put the taxa into two groups—taxa with ’0’ bits compose
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one group and those with ’1’ bits compose the other group. The, the taxa indicated
by the ‘1’ bits become children of the new internal node. The above process repeats
until all bipartitions in the sorted list are added to the consensus tree.
C. Theoretical Analysis
Our analysis assumes that the number of trees, 𝑡 is much greater than the number
of taxa, 𝑛. We believe this assumption is especially valid for trees obtained from a
Bayesian analysis, which can sample trees from runs consisting of well over a million
generations. Based on the assumption, Step 1 requires 𝑂(𝑛𝑡) time. A similar analysis
can be done for the HashCS majority algorithm resulting also in an 𝑂(𝑛𝑡) time for
the first step. Step 2 requires 𝑂(𝑛𝑥) time to construct the consensus tree from the
𝑛-bitstring bipartitions, where 𝑥 is the number of bipartitions in the consensus tree.
In the worst case, 𝑥 = 𝑛− 3, the maximum number of edges in a binary tree. Thus,
the overall running time for HashCS is 𝑂(𝑛𝑡).
D. Experimental Analysis
1. Motivation
Experimental algorithmics [98, 99, 100, 101] combines algorithmic work and experi-
mentation. After designed and implemented, algorithms should be tested and ana-
lyzed on a variety of instances. Designing an algorithm is just a beginning of develop-
ing robust and efficient software for applications. Hence, we wondered how does the
performance of our HashCS algorithm compare to the existing approaches? In this
section, we analyze the running performance of our HashCS algorithm using variety
of tree collections which are not only collected from biological trees but also generated
to inspect the behavioral aspects of algorithms in detail.
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2. Phylogenetic Tree Collections
a. Biological Tree Collections
The biological trees used in this study were obtained from three recent Bayesian
analysis, which we describe below.
1. 8,000 trees obtained from an analysis of a 14,085-bp DNA alignment from 19
nuclear gene segments for 16 euarchontoglires [102]. Two independent runs
of MrBayes were performed with 4 independent chains, using the GTR+I+Γ
model, sampled every 1,000th generation for 5 million generations, which re-
sulted in 10,000 total trees. However, the authors discarded the first 1 million
generations (1,000 trees) as burn-in from each of the two runs. Thus, producing
the collection of 8,000 trees used in our experiments.
2. 20,000 trees obtained from a Bayesian analysis of an alignment of 150 taxa (23
desert taxa and 127 others from freshwater, marine, and soil habitats) with
1,651 aligned sites [103]. Two independent runs consisting of 25 million gener-
ations (trees were sampled every 1,000 generations) were performed using the
GTR+I+Γ model in MrBayes with four independent chains. The authors con-
structed a majority consensus tree in their study using the 20,000 trees from
the last 10 million generations from each of the two runs.
3. 33,306 trees obtained from an analysis of a three-gene, 567 taxa (560 an-
giosperms, seven outgroups) dataset with 4,621 aligned characters, which is
one of the largest Bayesian analysis done to date [104]. Twelve runs, with four
chains each, using the GTR+I+Γ model in MrBayes ran for at least 10 million
generations. Trees were sampled every 1,000 generations. The authors discuss
the difficulties with combining trees from multiple runs. As a result, they de-
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cided to combine the trees from generations 7,372,000 – 10,160,000 that had a
likelihood score of at least -238,050 to produce the majority consensus tree and
posterior probabilities. Only trees from 7 of the 12 runs fit this criteria. For our
experiments, in order to use the data from all 12 runs, the trees from the first 8
million generations are discarded. This resulted in the 33,306 trees considered
in our experiments.
In our experiments, for each (𝑛, 𝑡) pair, 𝑡 trees with 𝑛 taxa were randomly sampled
without replacement from the appropriate tree collection, where 𝑛 = 150 and 567,
and 𝑡 is 128, 256, 512, . . . , 16384 trees. For each (𝑛, 𝑡) pair, we repeated the above
sampling process five times. Our experimental results show the average algorithmic
performance for each (𝑛, 𝑡) pair.
The resolution rate of a consensus tree is the percentage of bipartitions that are
resolved in the consensus tree. A low resolution rate implies that there is large dis-
agreement among the evolutionary relationships depicted in the phylogenetic trees.
A high resolution rate implies that the input trees agree on a large number of evolu-
tionary relationships. A tree that is 0% resolved (i.e., a star) implies that all of the
bipartitions in the input trees are unique. A tree that 100% resolved implies that
the input trees are identical. The resolution rate impacts the performance of algo-
rithms for computing consensus trees and topological distances. Our artificial trees
are generated with varying the resolution rates.
b. Artificial Tree Collections
We generate artificial tree collections to show how the performance of the algorithms
would scale across different taxa sizes (i.e., 𝑛 = 128, 256, 512, and 1024) represented
by our biological tree sets. Our generation of artificial trees is based on using majority
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consensus to create the collection of 𝑡 trees, where 𝑡 = 16, 384. Our biological trees
have a very high majority resolution rate (up to 93%), which means that the trees
are highly similar. During our artificial generation of trees, majority consensus tree
resolution rate, 𝑟, varies between 0%, 25%, 50%, 75%, and 100%. If the majority
consensus resolution of 𝑡 trees is 0%, it essentially means that the trees have very
little bipartition sharing and not very similar. A resolution rate of 100% represents
extremely high bipartition sharing among the trees resulting in very similar trees.
To create our artificial tree collections, we used apTreeshape [105]—a R package
for the simulation and analysis of phylogenetic tree topologies—to create a random,
Yule model tree consisting of 𝑛 taxa. Next, we transform this tree into a 𝑟% resolved
multifurcating tree by randomly removing bipartitions. We take our 𝑟% resolved
tree and use it to generate 𝑡 input trees. The resolved tree represents the majority
consensus tree, 𝑇𝑟%, of interest. Each bipartition in tree 𝑇𝑟% is given a weight in the
interval (50%, 100%], which represents the percentage of the 𝑡 trees that have that
bipartition (see Figure 23).
Once all of the bipartitions from the majority tree 𝑇𝑟% have been distributed,
each of the 𝑡 trees is constructed. For each tree 𝑇𝑖, where 1 ≤ 𝑖 ≤ 𝑡, we construct
tree 𝑇𝑖 with the bipartitions that have been distributed to it. After the construction,
any remaining multifurcating nodes are randomly resolved into binary nodes. These
randomly resolved bipartitions (non-majority bipartitions) are then distributed to ⌊𝑝⌋
trees, where 1 < 𝑝 ≤ 0.50𝑡 and 𝑖 < 𝑝 ≤ 𝑡. We distribute the non-majority bipartitions
to the remaining trees in order to increase the amount of sharing among them in the
tree collection. The above process is repeated five times for each 𝑛, 𝑡, and 𝑟. Thus,
our plots show the average performance on our artificial datasets.
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Fig. 23. Majority consensus tree for the input trees shown in Figure 4. The bipartition
weight implies that 75% of the 𝑡 trees must have the bipartition 𝐴𝐵∣𝐶𝐷𝐸.
3. Implementations and Platform
HashCS and Day’s algorithm were written in C++ and compiled with gcc 4.2.4 with
the -O3 compiler option. PAUP* is commercially available software and we used
version 4.0b10 in our experiments. Phylip and MrBayes are freely available and we
used software versions 3.65 and 3.1.2, respectively. All experiments were run on an
Intel Pentium platform with a 3.0GHz processor and a total of 2GB of memory. We
also used the Linux operating system (Red Hat 2.5.22.14-17.fc6).
4. Experimental Results
We compare our HashCS algorithms to four different approaches: MrBayes, Phylip,
PAUP*, and Day’s algorithm. Day’s algorithm only computes the strict consensus
tree as it cannot be extended to compute majority trees. We do not explicitly compare
the algorithms to TNT it has been shown that PAUP* is much faster than TNT in
constructing strict consensus trees [7, 72, 73]. For the experiments with our artificial
tree collections, HashCS is compared with PAUP*, the closest competitor. We use
𝑐 = 1, 000 for HashCS and each plot shows the average performance over five runs.
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a. Performance on Biological Trees
First, we consider the running time of our HashCS algorithm against its competitors
for computing the strict consensus tree. Figures 24(a) and 24(c) show the results.
Overall, HashCS is the fastest algorithm for computing strict consensus trees. Mr-
Bayes is the slowest approach requiring 1.1 hours compared to 38.3 seconds by HashCS
on the largest dataset (567 taxa, 16384 trees). Surprisingly, Day’s algorithm is not the
fastest approach in practice even though it is optimal from a theoretical complexity
standpoint.
In our plots for Figure 24, we show two performance results for PAUP*. PAUP*(strict)
is the running time of the algorithm when using the strict command in the Nexus file.
PAUP*(MJ=100) computes the strict consensus tree, but using the majority option
with percent equal to 100%. Surprisingly, using the strict option takes considerably
more time to compute the same tree than using the majority option. The work of
Boyer et al. observed the same behavior [7, 72]. In any case, PAUP*(MJ=100) is the
second faster performer behind HashCS.
Figures 24(b) and 24(d) shows the speedup of the HashCS algorithm in compar-
ison to the other approaches. Speedup is calculated as 𝑥
𝑦
, where 𝑥 is the execution
time required by Day, MrBayes, PAUP*, or Phylip and 𝑦 is the running time of
HashCS. On the largest dataset, HashCS is over 100 times faster than MrBayes and
approximately 4 and 1.8 times faster than Phylip and PAUP*, respectively. Figure 25
provides a closer look at the speedup of the HashCS algorithm over its top competitor
for constructing the strict consensus tree. The plot clearly shows that the speedup of
HashCS is unaffected by the size of the tree collection. Instead, the performance of
HashCS improves significantly with increasing number of taxa.
For majority trees, Figures 26 (a) and 26(c) clearly demonstrate HashCS and
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Fig. 24. Running time and speedup of the strict consensus tree algorithms. The scale
of the y-axis is different for all the plots.
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Fig. 25. Speedup of the HashCS algorithm over PAUP*, its top consensus tree com-
petitor. (a) Speedup of HashCS over PAUP* to compute the strict consensus
tree. (b) Speedup of HashCS over PAUP* to compute the majority tree. The
scale of the y-axis is different for all the plots.
MrBayes are the fastest and slowest algorithms, respectively. The speedup of the
HashCS algorithm in comparison to the other majority approaches is shown in Fig-
ures 26(b) and 26(d). The speedup of HashCS is over 1.7 and 1.6 for computing
strict and majority consensus trees on 567 taxa trees, respectively. Again, HashCS’s
performance increases significantly with larger taxa sizes. However, its performance
is essentially unaffected by the number of trees in the collection (see Figure 25(b)).
For 567 taxa, HashCS computes a majority tree at least 60% faster than PAUP*, its
nearest competitor.
b. Performance on Artificial Trees
The previous figures clearly demonstrate that MrBayes, Phylip, and Day’s algorithm
are not competitive as HashCS and PAUP*. So, we don’t consider the slower imple-
mentations any further.
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Fig. 26. Running time and speedup of the majority consensus tree algorithms. The
scale of the y-axis is different for all the plots.
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Figure 27 shows the running time of HashCS and PAUP* to compute the majority
or strict consensus tree on our artificial tree collections. The plots clearly show
that PAUP*’s running time is impacted by the amount of bipartition sharing in the
collection of trees. For example, in Figure 27(a), PAUP* requires approximately
30,000 seconds (or 8.3 hours) if the resulting consensus tree of 16,384 input trees is
0% resolved. However, Figure 27(c) shows that PAUP* executes much faster (around
180 seconds) if the 16,384 input trees result in a 100% resolved majority tree. Hence,
PAUP* computes the majority tree faster as the input trees become more similar.
HashCS, on the other hand, requires under 100 seconds to compute the majority tree
irrespective of the bipartition distribution of the 16,384 input trees.
Figure 28 shows the resulting speedup of HashCS over PAUP*. Since PAUP*’s
performance varies as a function of the amount of shared bipartitions among the
input trees, the speedup varies as well. PAUP* performs the worst when constructing
a 0% consensus tree resulting in HashCS being over 300 times faster than PAUP* for
𝑛 = 1, 024. The speedup gap closes as the 16,384 input trees become more similar.
Hence, when the consensus tree is 100% resolved, then HashCS is up to 2.3 times
faster than PAUP*.
E. Summary
We introduced the HashCS algorithm as a fast technique for summarizing evolution-
ary relationships contained in a set of phylogenetic trees. The novelty of our approach
is our use of hash table, which provides a convenient and fast approach to store and
access the bipartition information collected from the tree collections. Using our col-
lections of biological and artificial trees, we shown that our hash-based approach
significantly improves the performance of computing consensus trees.
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Fig. 27. Running time of the consensus tree algorithms on our artificial tree collections.
The scale of the y-axis is different for all the plots.
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Fig. 28. Speedup of the consensus tree algorithms on our artificial tree collections.
The scale of the y-axis is different for all the plots.
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We provided extensive experimentation regarding testing the practical perfor-
mance of our HashCS algorithm across a diverse collection of biological and artificial
trees. For biological trees of 150 and 567 taxa, HashCS is up to 80% faster than
PAUP*, the second fastest consensus algorithm.
Next, we showed performance results on artificial trees. For computing consensus
trees, PAUP* gets slower when the amount of shared bipartitions is decreased. PAUP*
performs the worst when constructing a 0% consensus tree resulting in HashCS being
over 300 times faster than PAUP* for 𝑛 = 1, 024. The speedup gap between HashCS
and PAUP* closes as the 16,384 input trees become more similar. When the consensus
tree is 100% resolved, then HashCS is up to 2.3 times faster than PAUP*.
Our experimental results show that our HashCS implementation, which is based
on Amenta et al.’s work [71], is the fastest approach for building large-scale consen-
sus trees. Fast algorithms such as HashCS make it feasible to study the relationships
contained in a collection of trees in a reasonable amount of time. Much deserved
attention has been placed on speeding up phylogenetic search heuristics (such as
maximum likelihood, maximum parsimony, and Bayesian approaches) used to pro-
duce a phylogenetic analysis. However, auxiliary techniques such as consensus tree
algorithms must be scaled up as well. Summarizing the evolutionary relationships
within a collection of trees (which could be produced from a Bayesian analysis or
bootstrap tests) potentially becomes a bottleneck in completing a phylogenetic anal-
ysis if fast algorithms are not designed to handle the ever-increasing size of collections
of trees.
Finally, our results indicate that HashCS can be used for more than post-
processing trees. Given that it can produce a majority or strict consensus tree quickly,
it can potentially be used in other ways to aid in inferring phylogenetic trees. For
example, it is often difficult to determine whether a phylogenetic heuristic such as
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MrBayes or TNT has converged. With fast consensus algorithms, one can take a
collection of trees that have been sampled from tree space and construct their strict
or majority tree. If the consensus tree has not changed significantly in some suffi-
cient amount of time, then the search has potentially reached a local optima and it
could be terminated. The resulting consensus resolution rates can vary significantly
depending on the sampling of the trees in tree space. Hence, HashCS is a good con-
sensus approach to use given that its fast performance is not impacted by the degree
of bipartition sharing among the trees. Furthermore, as described by Amenta et al.,
fast consensus algorithms can be used as the foundation for an interactive system
for visualizing collections of trees [71]. Thus, HashCS provide scientists with a fast
approach for summarizing their trees in new and interesting ways.
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CHAPTER VI
HASHRF: COMPUTING THE ROBINSON-FOULDS DISTANCE
Our second hash-based randomized algorithm, HashRF is described in this chapter.
HashRF is implemented using the hash table described in Chapter IV. Figure 13
illustrates the flow of our algorithm. The main part is collecting necessary information
from the input evolutionary trees and storing the information in the hash table. In
this implementation, the collected information is the tree identities which share the
bipartitions. After collecting the information, the hash table is reprocessed to produce
similarity matrix and the similarity matrix is converted to RF (Robinson-Foulds)
distance matrix. Using biological and artificial tree collections, we show how HashRF
performs in practice as well as explore its scalability across a diverse set of trees.
A. Motivation
Consensus trees are commonly used for analyzing phylogenetic trees but summariz-
ing large number of trees (which are believed to be equally plausible) into a sin-
gle consensus tree loses valuable evolutionary information contained in the trees.
Given a collection of trees, all-to-all relationship among the trees in a form of sim-
ilarity/dissimilarty matrix can help researchers extract more information from the
trees. Figure 4 shows the alternative way to represent all-to-all relationships among
trees in a distance matrix. Among various metrics to measure the difference between
trees, Robinson-Foulds (RF) distance metric is widely used to measure the topological
distance between phylogenetic trees.
Here, our research question is: How to design efficient algorithms to compute the
all-to-all RF matrix for large collections of phylogenetic trees? We believe that such a
(𝑡×𝑡) RF distance matrix between every pair of trees provides a more information-rich
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approach for summarizing 𝑡 trees. Comparing the competing phylogenetic hypotheses
from a phylogenetic search based on RF distance matrix represents tremendous data-
mining opportunity for understanding the relationships depicted by the collection of
trees.
B. Definition: Robinson-Foulds (RF) Distance
The RF distance between two trees is the number of bipartitions that differ between
them. The unweighted RF distance deals with topological distance between trees
without considering branch lengths. Let Σ(𝑇 ) be the set of bipartitions defined by
all edges in tree 𝑇 . The RF distance between two trees 𝑇𝑖 and 𝑇𝑗 is defined as:
𝑑(𝑇𝑖, 𝑇𝑗) =
∣Σ (𝑇𝑖)− Σ (𝑇𝑗) ∣+ ∣Σ (𝑇𝑗)− Σ (𝑇𝑖) ∣
2
. (6.1)
PAUP* and Phylip compute the symmetric difference instead of the RF distance.
The symmetric difference is the numerator of Equation 6.1, and it can easily be
converted to the RF distance by dividing by 2. The minimum RF distance is 0. The
maximum RF distance between binary trees is 𝑛−3 (or number of internal branches),
where 𝑛 is the number of taxa.
We are interested in computing the RF distance matrix. Given a set of 𝑡 input
trees, the output is a 𝑡 × 𝑡 matrix of RF distances. Figure 4 shows the RF distance
matrix between the four trees 𝑇1, 𝑇2, 𝑇3, and 𝑇4. Note that 𝑇4 has no bipartitions in
common with 𝑇1 and 𝑇2. As a result, the maximum RF distance of 2 is shown for
pairs (𝑇1, 𝑇4) and (𝑇2, 𝑇4).
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C. HashRF Algorithm Description
The Robinson-Foulds (RF) distance between two trees is the number of bipartitions
that differ between them. Let Σ(𝑇 ) be the set of bipartitions defined by all edges in
tree 𝑇 . The RF distance between two trees 𝑇𝑖 and 𝑇𝑗 is defined by Equation 6.1.
PAUP* and Phylip compute the symmetric difference instead of the RF distance.
The symmetric difference is the numerator of Equation 6.1, and it can easily be
converted to the RF distance by dividing by 2. The minimum RF distance is 0. The
maximum RF distance between binary trees is 𝑛−3 (or number of internal branches),
where 𝑛 is the number of taxa.
We are interested in computing the RF distance matrix. Given a set of 𝑡 input
trees, the output is a 𝑡 × 𝑡 matrix of RF distances. Figure 4 shows the RF distance
matrix between the four trees 𝑇1, 𝑇2, 𝑇3, and 𝑇4. Note that 𝑇4 has no bipartitions in
common with 𝑇1 and 𝑇2. As a result, the maximum RF distance of 2 is shown for
pairs (𝑇1, 𝑇4) and (𝑇2, 𝑇4).
To compute the RF distance efficiently, we implemented our HashRF algorithm
which also based on the hash technique. Our HashRF [97, 106, 107, 108] algorithm
also consists of two major steps. However, unlike the HashCS algorithm, our HashRF
approach does not require the additional use of a 𝑛-bitstring. Our approach relies
solely on implicit representations of bipartitions.
1. Step 1: Populating the Hash Table
Figure 29 provides an overview of the populating step in HashRF algorithm and
Algorithm 1 provides a bird-view of our HashRF implementation.
We also assume that input phylogenetic trees are stored in a file using Newick
format [79]. Each implicit bipartition collected from the input trees is fed to hash
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functions ℎ1 and ℎ2 which are described in Chapter IV. Unlike HashCS, every bi-
partition is added to the hash table in the HashRF algorithm. For HashCS, it is not
necessary to know the origin of a bipartition. It only matters how often the bipartition
appears in the set of input trees. For HashRF, a bipartition cannot be anonymous
in the hash table. For each bipartition, its associated hash table record contains its
bipartition ID (BID) along with the tree index (TID) where the bipartition originated.
2. Step 2: Calculating the RF Distance Matrix
Once all the bipartitions are organized in the hash table, then the RF distance ma-
trix can be calculated. For each non-empty hash table location 𝑖, we have a list of
{𝐵𝐼𝐷, 𝑇𝐼𝐷} objects. Consider the linked list of bipartitions in location 4 of the
hash table in Figure 29. The linked list (or chain) at this location contains {27, 𝑇1},
{27, 𝑇2}, {27, 𝑇3}, and {35, 𝑇4}. Hence, there are two unique bipartitions represented
at location 𝑖. Trees 𝑇1, 𝑇2, and 𝑇3 share the same bipartition. The bipartition repre-
sented by the pair {35, 𝑇4} is unique since it is present only in tree 𝑇4.
We use a 𝑡× 𝑡 dissimilarity matrix, 𝐷, to track the number of bipartitions that
are different between all tree pairs. That is, 𝐷𝑖,𝑗 = ∣Σ(𝑇𝑖 − 𝑇𝑗)∣, as described by
Equation 6.1. For each tree 𝑖, its row entries are initialized to 𝑏𝑖, the number of
bipartitions present in tree 𝑖. Hence, 𝐷𝑖,𝑗 = 𝑏𝑖 for 0 ≤ 𝑗 < 𝑡 and 𝑖 ∕= 𝑗. 𝐷𝑖,𝑖 = 0.
For each location 𝑙 in the hash table, two different hash records, 𝑢𝑙 and 𝑣𝑙, with the
same BIDs represent identical bipartitions. Let 𝑖 = 𝑇𝐼𝐷(𝑢𝑙) and 𝑗 = 𝑇𝐼𝐷(𝑣𝑙). Then,
the counts of 𝐷𝑖,𝑗 and 𝐷𝑗,𝑖 are decremented by one. That is, we have found a common
bipartition between 𝑇𝑖 and 𝑇𝑗 and decrement the difference counter by one. Once we
have computed 𝐷, we can compute the RF matrix, the average distance between all
tree pairs, quite easily. Thus, 𝑅𝐹 𝑖,𝑗 =
𝐷𝑖,𝑗+𝐷𝑗,𝑖
2
, for every tree pair 𝑖 and 𝑗.
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Fig. 29. Overview of the HashRF algorithm. Bipartitions are from Figure 4. The
implicit representation of each bipartition is fed to the hash functions ℎ1 and
ℎ2. The shaded value in each hash record contains the bipartition ID (or ℎ2
value). Each bipartition ID has a linked list of tree indexes that share that
particular bipartition.
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Algorithm 3 HashRF algorithm for computing RF distance.
Require: A set of trees, 𝑇1, 𝑇2, ..., 𝑇𝑡, where 𝑡 ≥ 2
1: for 𝑖 = 1 to 𝑡 do
2: Traverse tree 𝑇𝑖 in post order and find 𝐵𝑗
3: for all bipartition 𝐵𝑗 ∈ 𝑇𝑖 do
4: Compute ℎ1(𝐵𝑗) and ℎ2(𝐵𝑗), implicitly.
5: Check the BID list at the hash table 𝐻 [ℎ1(𝐵𝑗)] for ℎ2(𝐵𝑗).
6: if ℎ2(𝐵𝑗) exists then
7: Insert the tree index 𝑖 into the TID list of ℎ2(𝐵𝑗)
8: else
9: Insert a new item, ℎ2(𝐵𝑗) at 𝐻 [ℎ1(𝐵𝑗)]
10: Insert 𝑖 into the TID list of ℎ2(𝐵𝑗)
11: end if
12: end for
13: end for
14: Retrieve each TID list, 𝑙𝑖 from 𝐻 [ ]
15: for all ∣𝑙𝑖∣ ≥ 2 do
16: for all TID pairs 𝑗, 𝑘 ∈ 𝑙𝑖 do
17: Increment 𝑆𝐼𝑀 [j][k]
18: end for
19: end for
20: for all 𝑖 < 𝑗 ≤ 𝑡 do
21: 𝑅𝐹 [𝑖][𝑗] = (𝑛− 3)− 𝑆𝐼𝑀 [𝑖][𝑗]
22: end for
3. Handling Collisions
The collision types in our randomized algorithms is introduced in Chapter IV. The
probability of HashRF restarting because of a double collision (i.e. Type 2 collision)
among any pair of the bipartitions is 𝑂
(
1
𝑐
)
[71]. The probability of HashRF restarting
because of a double collision among any pair of the bipartitions is 𝑂(1
𝑐
). Since 𝑐 can be
made arbitrarily large, the probability of the algorithm having to restart as a result of
a double collision can be made infinitely small. Thus, as the HashCS implementation,
we do not explicitly check for Type 2 collisions. Our experiments with varying 𝑐 from
1 to 10,000, and running HashRF at least 100 times for each 𝑐 value, resulted in our
algorithm producing the correct RF distance matrix every time for an overall error
rate of 0%.
86
D. Extensions of HashRF
1. WHashRF: Computing Weighted RF Distance
Our HashRF algorithm ignores the branch lengths of the input trees. In fact, HashRF
regards all the branch lengths as ’1’ and simply computes the number of bipartitions
that differs between pairs of trees. The weighted RF distance uses the branch lengths
in phylogenetic trees as weights when computing topological distance among trees.
Thus, weighted RF distance is very useful when the topological distance among the
input trees are small but each tree has different branch lengths. Remember the main
purpose of HashRF algorithm is to provide researchers with data-mining opportuni-
ties. If the resulting RF matrix has more variances of values in it, the relationship
among the trees can be more distinguishable.
The biggest difference between WHashRF and HashRF is that WHashRF must
also keep track of the branch length [109] associated with each bipartition 𝐵 from
tree 𝑇 into the hash table. Suppose a bipartition 𝐵 is common between two trees
𝑇1 and 𝑇2. The weight (or branch length) of 𝐵 in tree 𝑇1 is 𝑤1(𝐵) and its weight
in tree 𝑇2 is 𝑤2(𝐵). Thus, the weighted RF difference for bipartition 𝐵 is ∣𝑤1(𝐵) −
𝑤2(𝐵)∣. To compute the weighted RF distance between two trees 𝑇1 and 𝑇2, we would
apply the above process to all bipartitions in the two trees and sum the weighted
difference between the bipartitions. Moreover, we also need to handle appropriately
those bipartitions that appear in only one of the two trees.
Formally, suppose that every bipartition 𝐵 in trees 𝑇1 and 𝑇2 has a positive
branch length. Let 𝐵 ∈ Σ(𝑇1) ∪ Σ(𝑇2). 𝑤1(𝐵) and 𝑤2(𝐵) denote the length of the
branch corresponding to the bipartition 𝐵 from Σ(𝑇1) and Σ(𝑇2), respectively. For all
𝐵 ∈ Σ(𝑇1) and 𝐵 /∈ Σ(𝑇2), let 𝑤2(𝐵) = 0. Similarly, let 𝑤1(𝐵) = 0, for all 𝐵 ∈ Σ(𝑇2)
and 𝐵 /∈ Σ(𝑇1). The weighted Robinson-Foulds distance 𝑑𝑤 between trees 𝑇1 and 𝑇2
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is then defined by
𝑑𝑤(𝑇1, 𝑇2) =
∑
𝐵∈Σ(𝑇1)∪Σ(𝑇1)
∣𝑤1(𝐵)− 𝑤2(𝐵)∣. (6.2)
The weighted RF distance matrix computes the weighted RF distance between
every pair of trees in the tree collection of size 𝑡. Of the algorithms studied here, only
the weighted version of our HashRF algorithm, which we call WHashRF algorithm,
can compute the 𝑡× 𝑡 weighted RF matrix.
2. HashRF(p,q): Computing Arbitrarily-sized RF Matrix
HashRF algorithm has two limitations: (a) only computes 𝑡 × 𝑡 RF matrix, (b) can
not compute large RF matrix due to the memory space limitation. To overcome those
limitations, we develop the HashRF(p,q) algorithm as the basis for our alternative
approach for understanding the relationships among a collection of 𝑡 trees. The nov-
elty of this algorithm is that it can compute arbitrarily-sized (𝑝×𝑞) RF matrices (see
Figure 30) and it can minimize the memory requirements of computing extremely,
large RF matrices. Several RF implementations are only suitable for small distance
matrices. Other RF algorithms, such as Day’s algorithm, PGM-Hashed, and HashRF
cannot compute arbitrarily-sized matrices. They are limited to all-to-all (𝑡 × 𝑡) ma-
trices.
HashRF(p,q) works similarly to HashRF which was described in Chapter V
Section C. The first major difference between the two algorithms is that HashRF(p,q)
requires as input two sets of trees, 𝑆𝑝 and 𝑆𝑞, where ∣𝑆𝑝∣ = 𝑝 and ∣𝑆𝑞∣ = 𝑞. HashRF
requires only one set of trees, 𝑆, as input. HashRF(p,q) requires the sets 𝑆𝑝 and 𝑆𝑞 of
trees since the trees in 𝑆𝑝 will only be compared to trees in 𝑆𝑞 and vice versa. Trees
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Fig. 30. Overview of computing the RF distance matrix using the HashRF(p,q) al-
gorithm. The tree collection consists of four phylogenies: 𝑇1, 𝑇2, 𝑇3, and 𝑇4.
Bipartitions (or internal edges) in a tree are labeled 𝐵𝑖, where 𝑖 ranges from
1 to 2. Three different RF matrices are shown that can be produced by
HashRF(p,q). HashRF(1,4) produces a one-to-all matrix, HashRF(4,4) com-
putes an all-to-all matrix, and HashRF(2,3) computes a 2× 3 matrix.
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within a set will not be compared to each other. The HashRF algorithm (and all
other RF approaches besides HashRF(p,q) that we study) assume that trees within a
set must be compared to each other. Hence, only square matrices can be computed by
such an approach whereas HashRF(p,q) is capable of computing rectangular matrices.
In the HashRF(p,q) approach, we assume that 𝑝 ≤ 𝑞. As a result, we place all of
bipartitions of the trees in 𝑆𝑞 into the hash table. Once this is done, then we process
each tree 𝑇𝑖 in the set 𝑆𝑝. For each bipartition 𝐵 of tree 𝑇𝑖, we apply our ℎ1 and ℎ2
hashing functions as described in Chapter IV. Once we determine where bipartition 𝐵
would be located (using the ℎ1 function) in the hash table, we compare it’s bipartition
ID (using the ℎ2 function) to those nodes that are at that location. Suppose this
location or index is 𝑙 in the hash table. At location 𝑙, for each tree 𝑇𝑗 at location 𝑙
with the same BID as tree 𝑇𝑖, we increase the increment the counter in the matrix at
locations (𝑇𝑖, 𝑇𝑗) and (𝑇𝑗 , 𝑇𝑖) by one—assuming the full matrix is of interest and not
the lower or upper triangle. We repeat the above steps for each remaining tree in the
set 𝑆𝑝. Afterwards, since we are interested in the RF distance (and not similarity),
we subtract 𝑛−3 from the values since that is the maximum RF distance for a binary
tree consisting of 𝑛 taxa.
3. HashRF(p,q) vs. HashRF
HashRF(p,q) works similarly to HashRF. The first major difference between the two
algorithms is that HashRF(p,q) requires as input two sets of trees, 𝑆𝑝 and 𝑆𝑞, where
∣𝑆𝑝∣ = 𝑝 and ∣𝑆𝑞∣ = 𝑞. HashRF requires only one set of trees, 𝑆, as input and ∣𝑆∣ = 𝑡.
HashRF(p,q) requires the sets 𝑆𝑝 and 𝑆𝑞 of trees since the trees in 𝑆𝑝 will only be
compared to trees in 𝑆𝑞. Trees within a set will not be compared to each other.
In the HashRF(p,q) approach, we assume that 𝑝 ≤ 𝑞. As a result, we place all
of bipartitions of the trees in 𝑆𝑞 into the hash table. Once this is done, then we
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process each tree 𝑇𝑖 in the set 𝑆𝑝. For each bipartition 𝐵 of tree 𝑇𝑖, we apply our
ℎ1 and ℎ2 hashing functions as described in Chapter IV. Once we determine where
bipartition 𝐵 would be located (using the ℎ1 function) in the hash table, we compare
it’s bipartition ID (using the ℎ2 function) to those nodes that are at that location.
Suppose this location or index is 𝑙 in the hash table. At location 𝑙, for each tree 𝑇𝑗 at
location 𝑙 with the same BID as tree 𝑇𝑖, we increment the counter in the matrix at
locations (𝑇𝑖, 𝑇𝑗) and (𝑇𝑗 , 𝑇𝑖) by one—assuming the full matrix is of interest and not
the lower or upper triangle. We repeat the above steps for each remaining tree in the
set 𝑆𝑝. Afterwards, since we are interested in the RF distance (and not similarity),
we subtract 𝑛−3 from the values since that is the maximum RF distance for a binary
tree consisting of 𝑛 taxa.
In terms of running time, the HashRF approach requires 𝑂(𝑛𝑡2) time. For
HashRF(p,q) since we assume that 𝑝 ≤ 𝑞 ≤ 𝑡, then the running time is 𝑂(𝑛𝑞2).
Hence, if a smaller sub-matrix is of interest, it will be significantly faster to compute
than an all-to-all RF distance matrix.
4. Generate RF Distances of Arbitrary Cells in the Matrix
Our HashRF is a randomized algorithm based on hash table and computes 𝑡× 𝑡 RF
distance matrix, where 𝑡 is the number of trees. The motivation for our HashRF(p,q)
is to support 1-to-𝑡 comparison resulting a vector of RF distance values instead of 𝑡×𝑡
matrix. Our hash table is also utilized to produce the RF distance value between one
or more specified trees without generating the whole 𝑡×𝑡 matrix. In other words, it is
possible to specify one or more arbitrary cell locations in the RF distance matrix for
computing RF distance values. For example, in Figure 31 shows a 4× 4 RF distance
matrix. If we want to get the circled RF values, producing 4 × 4 distance matrix is
unnecessary. Once the hash table is populated, only the tree indices related with the
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cells (i.e. (3, 2) and (4, 3)) need to be searched in the hash table. When we have a
large RF distance matrix and we only concern a smaller set of RF values, this should
be much faster.
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Fig. 31. An example of 4×4 RF distance matrix. The circled values represent the cell
locations of concern.
E. Theoretical Analysis
The performance of our HashRF approach is affected by the number of bipartitions
that are shared across the set of trees. Hence, the number of Type 0 collisions have a
significant impact on performance. In the best case, the expected chain length for a
BID is 𝑂(1). This occurs when all bipartitions in the 𝑡 trees are unique. The expected
chain length of tree index is 𝑂(1) and the expected number of unique bipartitions is
𝑂(𝑛𝑡). The total complexity is 𝑂(𝑛𝑡), if 𝑛 > 𝑡, or 𝑂(𝑡2). The worst case occurs when
there are 𝑡 Type 0 collision for each BID in the hash table. In this case, there will be
𝑛 such BIDs. In other words, all of the trees are identical and the resulting expected
worst case running time is 𝑂(𝑛𝑡2). For HashRF(p,q) since we assume that 𝑝 ≤ 𝑞 ≤ 𝑡,
then the running time is 𝑂(𝑛𝑞2). Hence, if a smaller sub-matrix is of interest, it can
be significantly faster to compute than an all-to-all RF distance matrix.
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F. Experimental Analysis
1. Motivation
Our purpose of the experimental analysis comes from the question, how does the
performance of our HashRF algorithm compare to the existing approaches? In this
section, we analyze the running performance of our HashRF algorithm using variety
of tree collections which are not only collected from biological trees but also generated
to inspect the behavioral aspects of algorithms in detail. For the description on the
experimental datasets, see Chapter V.
2. Implementations and Platform
HashRF, WHashRF, HashRF(p,q), Day, and PGM-Hashed were written in C++ and
compiled with gcc 4.2.4 with the -O3 compiler option. For PGM-Hashed, we obtained
the source code for PGM-Hashed from the authors. PAUP* is commercially available
software and we used version 4.0b10 in our experiments. Phylip is freely available
and we used software versions 3.65. All experiments were run on the same platform
described in Section 3.
3. Experimental Results
With the collection of biological trees, our HashRF algorithm is compared to four dif-
ferent approaches: Phylip, PAUP*, Day’s algorithm, and Pattengale, Gottlieb, and
Moret’s Hashed (PGM-Hashed) algorithm [15]. We use 𝑐 = 1, 000 for HashRF. Since
some of the methods compute the full RF matrix (instead of the upper or lower tri-
angle), all algorithms compute the full matrix in our experiments. Both Phylip and
PAUP* actually compute the symmetric difference, but it can be transformed into
the RF distance by dividing this value by 2. In our experiments, we show the perfor-
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mance of computing the symmetric difference in Phylip and PAUP*. Using the same
collection of biological tree, the performance of WHashRF algorithm is compared
with HashRF algorithm. Although the benefits of our HashRF(p,q) algorithm is that
it can compute arbitrarily-sized matrices, to test it’s performance against other RF
matrix algorithms (PAUP*, PGM-Hashed, and HashRF) we compute all-to-all ma-
trices in our experiments. We use 𝑐 = 1, 000 for HashRF(p,q). Each plot shows the
average performance over five runs.
a. Performance on Biological Trees
HashRF Performance on Biological Trees. Figures 32(a) and 32(c) shows the run-
ning time of the RF distance matrix algorithms. Phylip and HashRF are the overall
worst and best performers overall, respectively. On the largest dataset studied here,
HashRF requires 1,353.4 seconds (or 22.6 minutes). The only other RF approach
that was able to compute the RF matrix for this dataset was Day’s algorithm, which
required 13,123.4 seconds (or 3.64 hours). Both PAUP* and Phylip exceeded the time
limit of 12 hours to analyze this dataset.
Finally, the PGM-Hashed algorithm will not run this problem size either. PGM-
Hashed computes the probability of bipartitions colliding based on the number of taxa
(𝑛), number of trees (𝑡), and bitstring length (𝑘 = 64). If the collision probability
exceeds a threshold value, then the algorithm will not run the problem size as it is
highly likely that the resulting RF matrix will be incorrect.
Figures 32(b) and 32(d) show the speedup of the HashRF approach over its
competitors. Speedup is calculated as 𝑥
𝑦
, where 𝑥 is the execution time required by
PAUP*, PGM-Hashed, and Phylip and 𝑦 is the running time of HashRF. To compute
RF distance of 567 taxa, 4,096 biological trees, HashRF is 200 times faster than
PAUP* and 2.1 times faster than PGM-Hashed. With 150 taxa trees, HashRF is
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48 and 2.2 times faster than PAUP* and PGM-Hashed, respectively to compute RF
distance of 16,384 trees. One trend of interest is that the speedup of HashRF over
PGM-Hashed, the second-best competitor, appears to be decreasing with increasing
number of trees. Figure 33(a) presents a more in-depth view of the performance of
these two algorithms. Clearly, the speedup of HashRF is decreasing with increasing
number of trees. Once the bipartitions have all been processed into the hash table,
the RF matrix can be calculated (step 2 of the algorithm). Figure 33(b) shows that
as the number of trees increases, up to 90% of the time can be consumed by step 2
of the HashRF approach. For the datasets studied here, the majority consensus trees
have over an 85% resolution rate. Since many of the bipartitions are shared across
the trees, this results in numerous Type 0 collisions in the hash table.
WHashRF Performance on Biological Trees. Figure 34 shows the distribution of
the unweighted and weighted RF distance values for our collection of 150 and 567
taxa trees. For the unweighted RF distance, branch lengths are assumed to be one.
However, the actual branch lengths returned by the Bayesian analysis have values
much smaller than one. Although the weighted RF matrix may prove to be more
useful for some datasets, computing the weighted RF matrix does require more time
than its unweighted counterpart. Figure 35 shows that the HashRF algorithm is up
to 5 times faster than WHashRF algorithm.
HashRF(p,q) Performance on Biological Trees. First, we consider the running time
of our HashRF(p,q) algorithm against its competitors for computing an all-to-all (or
𝑡 × 𝑡) RF matrix. We also show the performance of HashRF in comparison with
HashRF(p,q). Figure 36 shows the running time and speedup of HashRF(p,q) over
its competitors on our 567 taxa tree collection. The results for our 150 taxa tree collec-
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Fig. 32. Running time and speedup of the RF distance matrix algorithms. Data points
for Phylip and PAUP* are missing if computation time exceeded 12 hours.
Data points for PGM-Hashed are missing if it couldn’t run that problem size.
The scale of the y-axis is different for all the plots.
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Fig. 33. A closer view at the performance of HashRF. (a) Speedup of HashRF over PG-
M-Hashed. (b) Percentage of time HashRF spends calculating the RF matrix
once all the bipartitions are in the hash table (i.e., step 2 of the algorithm).
tions are similar. To compute the speedup values, the running times of PAUP*, PGM-
Hashed, and HashRF are divided by the running time of HashRF(p,q), the algorithm
of most interest to us in our experiments. Both HashRF and HashRF(p,q) clearly
outperform the other algorithms. PAUP*, while popular, is the slowest algorithm
requiring 5.35 hours to compute a 4, 096 × 4, 096 RF distance matrix. HashRF(p,q)
only requires 93.9 seconds for the same data set, which results in a speedup of over
200 in comparison to PAUP*. As the number of taxa is increased, the speedup of
HashRF(p,q) is increases as well, where the closest competitor PGM-Hashed is up to
two times slower than HashRF(p,q).
Figure 36 also depicts several other interesting points. Although HashRF(p,q)
was designed to compute sub-matrices, it is the best choice for computing the all-to-all
matrix when 𝑡 > 2, 048 trees. HashRF is already a fast approach, but HashRF(p,q)
can improve performance by as much as 40% when 𝑡 = 16, 384. For computing smaller
𝑡× 𝑡 matrices, HashRF is the preferred approach. Since PAUP* takes over 12 hours
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Fig. 34. Distribution of unweighted and weighted RF distances for the 150 taxa and
567 taxa datasets. The scale of the y-axis is different for all the plots.
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Fig. 35. Speedup of unweighted HashRF over WHashRF.
to compute 𝑡× 𝑡 matrices, when 𝑡 ≥ 8, 192, we choose to terminate the run. Finally,
PGM-Hashed is unable to compute the 16, 384× 16, 384 RF matrix.
b. Performance on Artificial Trees
Figure 37 shows the actual CPU time performance and bipartition comparison counts
of the HashRF and PGM-Hashed algorithms on four of our artificial tree collections
as a function of the consensus tree resolution rate. CPU time includes the time to
traverse the input trees, insert each tree’s bipartitions into the hash table (HashRF)
or bipartition table (PGM-Hashed), and compute the resulting RF distance matrix.
Counting the number of bipartition comparisons to compute the RF distance ma-
trix comes into play once all bipartitions have been collected and organized into the
appropriate data structure used by the RF matrix algorithm.
HashRF and PGM-Hashed show contrasting results in how they perform under
different levels of bipartition sharing. Interestingly, the plots show that counting
the number of bipartition comparisons is an effective measure for obtaining insights
about algorithmic behavior since the trends shown by CPU time and bipartition
comparison counts match very well. HashRF is the best overall performer both in
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Fig. 36. The performance of the various RF matrix algorithms to compute a 𝑡 × 𝑡
matrix, where 𝑡 is the number of trees, our 567 taxa dataset. For HashRF(p,q),
𝑝 and 𝑞 are both equal to 𝑡.
terms of actual CPU time and number of bipartition comparisons performed. In
Figure 37, the worst case for HashRF is when many bipartitions are shared, which is
depicted with increasing consensus tree resolution rates. HashRF’s performance gets
worse with increased bipartition sharing as a result of processing longer linked lists of
trees in the hash table to compute the RF distance matrix (Longer linked lists results
in more bipartition comparisons). PGM-Hashed on the other hand, gets faster as the
amount of bipartition sharing increases. In PGM-Hashed, for each pair of trees 𝑇𝑖
and 𝑇𝑗 , two pointers 𝑝 and 𝑞 are used to compare the bipartitions, which are in sorted
order based on their integer values. Two trees with identical bipartitions result in
𝑛− 3 comparisons to compute the RF distance between them. Two trees that do not
share any bipartitions require 2(𝑛−3)−1 (or 2𝑛−7) bipartition comparisons. Thus,
PGM-Hashed runs faster as the similarity among the trees increases.
Finally, Figure 38 shows the memory usage of the RF matrix approaches. We
used version 3.3.0 of the valgrind software package (http://www.valgrind.org)
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Fig. 37. RF matrix algorithms performance on four of our artificial tree collections.
The scale of the y-axis is different for all the plots.
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to obtain our results. HashRF uses about three times less memory than PGM-
Hashed. Interestingly, HashRF memory usage decreases as the number of shared
bipartitions increases. When there are many unique bipartitions, a bipartition index
(BID) and tree index (TID) have to be stored for each bipartition. However, for
shared bipartitions, a single BID is stored for a linked list of TIDs. Thus, for HashRF
this translates into less memory consumption. For PGM-Hashed the memory usage
is essentially constant.
G. Summary
Phylogenetic reconstruction usually produce many candidate trees as estimations to
the true evolutionary tree. Consensus methods are widely used to summarize the
trees but much information is lost while producing single consensus tree. We advo-
cate that the RF distance matrix which provides all-to-all topological distance infor-
mation among trees is more information-rich way to analyze the trees. Further, the
RF distance matrix provides plenty of data-mining opportunities to help researchers
understand the evolutionary relationships contained in their collection of trees.
We designed and implemented a fast hash-based RF distance algorithm, HashRF,
and explored the performance of RF distance algorithms using biological and artificial
tree collections. Also we extended HashRF to WHashRF for computing the weighted
RF distance matrix. To overcome limitations of our HashRF algorithm, we extend
HashRF to a new algorithm called HashRF(p,q) which is not limited to computing the
all-to-all (or 𝑡× 𝑡) matrices between a collection of 𝑡 trees. HashRF(p,q) can compute
arbitrarily-sized 𝑝 × 𝑞 matrices, where 1 ≤ 𝑝, 𝑞 ≤ 𝑡. Moreover, the HashRF(p,q)
approach can be used to compute very large RF matrices, which are not bounded by
the amount of physical memory available on a user’s system.
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Fig. 38. Memory usage of the HashRF and PGM-Hashed algorithms. For the case of
2,048 taxa and 2,048 trees additional swap space beyond the 2 GB of physical
memory on our platform was required. The scale of the y-axis is different for
all the plots.
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We provided extensive experimentation regarding testing the practical perfor-
mance of our HashRF algorithm across a diverse collection of biological and artificial
trees. Our HashRF algorithm is up to 3 times faster than its closest competitor,
PGM-Hashed. HashRF is several orders faster than Day, PAUP*, and Phylip. Fi-
nally, we show that there is a performance penalty for computing the weighted versus
unweighted RF distance matrix. However, our WHashRF algorithm computes the
weighted RF matrix much faster than the other competing RF algorithms (except
PGM-Hashed) calculate an unweighted RF distance matrix. Our experimental study
shows that HashRF(p,q) is the best performing algorithm for large 𝑡 × 𝑡 matrices,
where the number of trees is greater than 2,048. Popular phylogenetic software, such
as PAUP*, is up to 200 times slower than HashRF(p,q). Furthermore, HashRF(p,q)
is around 40% faster than our HashRF approach for large all-to-all matrices. Such
performance results suggests that we could combine our two hash-based approaches
into one so that one of them can be chosen based on size of the RF distance matrix
of interest.
Next, we showed performance results on artificial trees. For computing RF ma-
trix, the best case for HashRF comes when small amount of bipartitions are shared.
PGM-Hashed, on the other hand, gets faster as the amount of bipartition sharing
increases. Speedup of HashRF algorithm over PGM-Hashed is 12 times in the best
case (with 0% shared bipartitions) and 1.3 times in the worst case (with 100% shared
bipartitions).
As our grand challenge is the reconstruction of the Tree of Life, faster algorithm
can help us analyze more trees in the same amount of time. Furthermore, the resulting
RF distance matrix opens a way to apply diverse data-mining techniques to analyze
large collections of phylogenetic trees.
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CHAPTER VII
HASHCS AND HASHRF APPLICATIONS
We have introduced our novel algorithms to solve two real-world problems: (i) com-
puting consensus trees for large collections of biological trees, and (ii) computing
all-to-all RF (Robinson-Foulds) distance matrix for large collections of trees. We
introduce our experience and results we earned from applying our implementations
in two practical applications in this chapter: (i) comparing two heuristics, and (ii)
clustering large collections of evolutionary tree.
A. Application #1: Comparing Phylogenetic Search Heuristics
1. Motivation
Of interest to systematists is the following question: “What is the best phylogenetic
heuristic to reconstruct evolutionary trees accurately?” This best heuristic could then
be used as the benchmark method to construct accurate evolutionary trees. In the
realm of algorithms, computer scientists have long analyzed deterministic algorithms
in terms of identifying fundamental operations, and counting those operations a func-
tion of input size. Asymptotic algorithms shares the benefits of platform and imple-
mentation independence, which is ideal for measuring and comparing algorithmic
performance. In the interdisciplinary realm of phylogeny reconstruction, however, we
face an extreme challenge. Computationally, we are trying to solve a problem whose
solution we cannot verify: given a set of organisms or taxa, how did they evolve from
a common ancestor? Phylogenetic search heuristics are used to search stochastically
for the best trees in tree space and their results often vary across each run of the
heuristic. Thus, it is difficult to compare performance among heuristics that produce
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different solutions.
We develop new performance measures to compare the efficacy of phylogenetic
search heuristics [110, 111]. Improved performance measures ultimately lead to bet-
ter phylogenetic search heuristics, which will result in better approximations of the
true evolutionary history of the organisms of interest. Our work focuses on the per-
formance of two well-known maximum parsimony (MP) search heuristics, Parsimony
Ratchet [77] and Recursive-Iterative DCM3 (Rec-I-DCM3) [28] on four molecular
datasets of 60, 174, 500 and 567 taxa. The parsimony ratchet algorithm used is
called Pauprat since we used a Perl script by Bininda-Emonds [27] to generate a
PAUP* [75] batch file to run the parsimony ratchet heuristic.
Our work centers around the following two questions.
1. What value (if any) do slower heuristics provide?
2. How effective are parsimony scores in distinguishing between different tree
topologies?
Traditional techniques for comparing phylogenetic search heuristics use conver-
gence plots to show how the best score improves over time since best scores are
thought to symbolize more accurate trees. Under this measure, the heuristic that
obtains the best score the fastest is desired. Given that different tree topologies may
have identical tree scores, preference of good-scoring trees found by fast heuristics
may result in overlooking potentially more accurate evolutionary histories that can
be found by slower approaches.
Our first observation is that there are benefits to considering different speed
heuristic implementations of a MP phylogenetic analysis. In general, Pauprat is a
slower heuristic than Rec-I-DCM3. Since we were curious of the merits of a heuris-
tic, time constraints were removed from consideration in this study. However, both
106
Pauprat and Rec-I-DCM3 find different trees with the same best parsimony scores.
These diverse best-scoring trees denote that the heuristics are visiting different areas
of the exponentially-sized tree space. We note that although TNT [76] has a faster
implementation of parsimony ratchet than Pauprat, TNT does not have the capability
to return to the user the set of trees found during each iterative step of the parsimony
ratchet algorithm. The Pauprat implementation of parsimony ratchet provides this
capability. Moreover, the Rec-I-DCM3 implementation also provides users with the
trees found during each step of the algorithm.
Secondly, although different trees are found with the same parsimony score, it’s
interesting to consider whether maximum parsimony is effectively distinguishing be-
tween the trees, which has significant implications for understanding evolution. By
using a measure called relative entropy, we show for a given collection of trees that
parsimony scores have less information content in distinguishing trees than topolog-
ical distance measures such as the Robinson-Foulds (RF) distance [109]. In other
words, for a collection of trees, parsimony scores identify fewer unique trees—which
increases the potential of being stuck in a local optimum and producing less accurate
phylogenies—than topological distance measures. Thus, more powerful search strate-
gies could be designed that use a combination of score and topological distance to
guide the search into fruitful areas of the exponentially-sized tree space.
2. Comparison Methods
a. Maximum Parsimony Heuristics
We study heuristics that use the maximum parsimony (MP) optimization criterion
for inferring the evolutionary history between a collection of taxa. Each of the taxa
in the input is represented by a molecular sequence such as DNA or RNA. These
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sequences are put into a multiple alignment, so that they all have the same length.
Maximum parsimony then seeks a tree, along with inferred ancestral sequences, so as
to minimize the total number of evolutionary events by counting only point mutations.
Parsimony Ratchet. Parsimony ratchet is a particular kind of phylogenetic search
performed with alternating cycles of reweighting and Tree Bisection Recombination
(TBR). The approach works as follows: starting with an initial tree, a few of the
characters (between 5 – 25%) are sampled, and reweighted. It suffices to say here
that reweighting of characters involves duplicating the characters so that each shows
up twice (or more) in the resulting dataset. Then, using these reweighted characters,
TBR search is performed until a new starting tree is reached using this subset of
data. This new starting tree is then used with the original data set to repeat the
phylogenetic search. Parsimony ratchet tries to refine the search by generating a tree
from a small subset of the data and using it as a new starting point. If the new tree is
better than the old one, then the new one is used as the new starting tree. Otherwise,
the old one is kept.
Rec-I-DCM3. Recursive-Iteration DCM3 (Rec-I-DCM3) [28] implements a disk-
covering method (DCM) [112, 113, 114] to improve the score of the trees it finds. A
DCM is a divide-and-conquer technique that consists of four stages: divide, solve,
merge, and refine. At a high level, these stages follow directly from DCM being a
divide-and-conquer technique.
Rec-I-DCM3, involves all of the above DCM stages, but in addition, is both
recursive and iterative. The recursive part concerns the divide stage of the DCM,
where overlapping subsets of the input tree’s leaf nodes may be further divided into
yet smaller subsets (or subproblems). This is an important enhancement to the
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DCM approach since for very large datasets, the subproblems remain too large for an
immediate solution. Thanks to the recursion, the subproblems are eventually small
enough to be solved directly using some chosen base method. At this point, Rec-I-
DCM3 uses strict consensus merger to do the work of recombining the overlapping
subtrees to form a single tree solution. The iterative part of Rec-I-DCM3 refers to
the repetition of the entire process just described. That is, the resulting tree solution
becomes the input tree for a subsequent iteration of Rec-I-DCM3.
b. Comparing Collections of Trees
Relative Entropy. Entropy represents the amount of chaos in the system. We
use entropy to quantitatively capture the distribution of parsimony scores and RF
rates among the collection of trees of interest. In our plots, we show relative entropy,
which is a normalization of entropy, to allow the comparison of entropy values across
different population sizes. Relative entropy ranges from 0% to 100%. Higher entropy
values indicated more diversity (heterogeneity) among the population of trees. Lower
entropy values indicate less diversity (homogeneity) in the population.
Let 𝜆 represent the total number of objects (parsimony scores or RF rates) in
the population of trees. For example, suppose we want to partition a population of
10 trees based on their parsimony scores. Then, 𝜆 = 10. However, if we are interested
in partitioning the 10 trees based on the upper triangle of the corresponding 10× 10
RF matrix, then 𝜆 = 10(9)
2
or 45 since the RF matrix is symmetric. Next, we group
the 𝜆 objects into 𝑃 total partitions. Each partition 𝑖 contains 𝑛𝑖 individuals with
identical values. For RF, each individual in partition 𝑖 will have the same RF value.
An individual in the RF matrix refers to a cell location (𝑝, 𝑞).
We can compute the entropy (𝐸𝑇 ) of the collection of parsimony scores as:
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𝐸𝑇 = −
𝑃∑
𝑖
𝑝𝑖 log 𝑝𝑖,
where 𝑝𝑖 =
𝑛𝑖
𝜆
. The highest entropy value (𝐸𝑚𝑎𝑥) is log 𝜆. Relative entropy (𝐸𝑟𝑒𝑙)
is defined as the quotient between the entropy 𝐸𝑇 and the maximum entropy 𝐸𝑚𝑎𝑥
and multiplying by 100 to obtain a percentage. Thus,
𝐸𝑟𝑒𝑙 =
𝐸𝑇
𝐸𝑚𝑎𝑥
× 100.
Resolution Rate. For 𝑛 taxa, a resolved, unrooted binary tree will have 𝑛 − 3
bipartitions (or internal edges). Trees with less than 𝑛−3 bipartitions are considered
to have unresolved relationships among the 𝑛 taxa. In general, binary (or 100%
resolved) trees are preferred by life scientists. The resolution rate of a tree is the
percentage of bipartitions that are resolved. One common use of this measure is
related to evaluating consensus trees, which are used to summarize the information
from a set of 𝑡 trees. The strict consensus method returns a tree such that the
bipartitions of the tree are only those bipartitions that occur in all of the 𝑡 trees. The
majority consensus tree incorporates those bipartitions that occur in at least 50% of
the 𝑡 trees of interest. Highly resolved consensus trees denote that a high degree of
similarity was found among the collection of trees.
3. Experimental Methodology
Datasets. We used the following biological datasets as input to study the behavior
of the maximum parsimony heuristics.
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1. A 60 taxa dataset (2,000 sites) of ensign wasps composed of three genes (28S ri-
bosomal RNA (rRNA), 16S rRNA, and cytochrome oxidase I (COI)) [115]. The
best-known parsimony score is 8,698, which was established by both Pauprat
and Rec-I-DCM3.
2. A 174 taxa dataset (1,867 sites) of insects and their close relatives for the nuclear
small subunit ribosomal RNA (SSU rRNA) gene (18S). The sequences were
manually aligned according to the secondary structure of the molecule [116].
The best-known parsimony score is 7,440, which was established by both Pauprat
and Rec-I-DCM3.
3. A set of 500 aligned rbcL DNA sequences (759 sites) [78] of seed plants. The
best-known parsimony is 16,218, which both Pauprat and Rec-I-DCM3 found.
Starting Trees. All methods used PAUP*’s random sequence addition module
to generate the starting trees. First, the ordering of the sequences in the dataset is
randomized. Afterwards, the first three taxa are used to create an unrooted binary
tree, 𝑇 . The fourth taxon is added to the internal edge of 𝑇 that results in the best
MP score. This process continues until all taxa have been added to the tree. The
resulting tree is then used as the starting tree for a phylogenetic analysis.
Parameter Settings. We set the parameters of the Pauprat and Rec-I-DCM3 al-
gorithms according to the recommended settings in the literature. We use PAUP* [77]
to analyze our four datasets using the parsimony ratchet heuristic. The implemen-
tation of the parsimony ratchet was developed by Bininda-Emonds [27] ). For our
analysis, we randomly selected 25% of the sites and doubled their weight; initially,
all sites are equally weighted. On each dataset, we ran 5 independent runs of the
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parsimony ratchet, each time running the heuristic for 1,000 iterations. For Rec-I-
DCM3, it is recommended that the maximum subproblem size is 50% of the number
of sequences for datasets with 1,000 or less sequences and 25% of then number of
sequences for larger datasets not containing over 10,000 sequences. We used the rec-
ommended settings established by Roshan et. al [28] for using TNT as a base method
within the Rec-I-DCM3 algorithm.
Implementation and Platform. We used the HashRF algorithm to compute
the RF distances between trees. Each heuristic was run five times on each of the
biological datasets. All experiments were run on a Linux Beowulf cluster, which con-
sists of four, 64-bit, dual-core processor nodes (16 total CPUs with gigabit switched
interconnects). Each node contains four, 2 GHz AMD Opteron processors and they
share 4GB of memory. We note that both Rec-I-DCM3 and parsimony ratchet are
sequential algorithms. The parallel computing environment was used as a way to
execute multiple, independent batch runs concurrently.
4. Results and Discussion
Frequency of the Top-scoring Trees. Table II shows the number of trees found
by the Pauprat and Rec-I-DCM3 heuristics in terms of the number of steps they are
from the best score, 𝑏, we found. Let 𝑥 represent the parsimony score of a tree 𝑇 .
Then, tree 𝑇 is 𝑥−𝑏 steps away from the best score. In Table II, 𝑠𝑡𝑒𝑝0, 𝑠𝑡𝑒𝑝1, and 𝑠𝑡𝑒𝑝2
represents trees that are 0, 1 and 2 steps away from the best score, 𝑏, respectively.
Hence, 𝑠𝑡𝑒𝑝0 trees are the trees with the best-known scores. It is clear that the top-
scoring trees from Pauprat comprise a large proportion of the total collection of 5,000
trees for the smaller datasets (60 and 174 taxa). On the other hand, the top trees
for Rec-I-DCM3 comprise the majority of its collection of trees for the larger dataset.
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So, if one is simply interested in frequency counts, Pauprat finds best-scoring trees
more often than Rec-I-DCM3 on the smaller datasets and Rec-I-DCM3 prevails on
the 500 taxa dataset.
Topological Comparisons of the Top Trees. Figure 39 shows the topological
differences between the top-scoring trees found by the different search heuristics. We
use a heatmap representation, where each value (cell) in the two-dimensional 𝑡 × 𝑡
matrix is represented as a color. Darker (lighter) colors represent smaller (higher) RF
rates. Our heatmaps are symmetric two-dimensional matrices representing the 𝑡 × 𝑡
RF rates matrix. For each heatmap, the left values are 𝑥 coordinates and the values
on the top are 𝑦 coordinates. Consider the heatmap represent the collection of 60
taxa trees. Cell (1, 1) represents the set of step0 trees from the Pauprat heuristic. The
1,508 step0 trees are compared to each and their RF rates are 0%, which is denoted by
a black coloring of the 1, 508×1, 508 block of cells. Hence, the best scoring trees found
by the Pauprat heuristic are identical. A similar conclusion can be made concerning
the 59 step0 trees found by Rec-I-DCM3 and denoted by cell (2, 2) in the heatmap.
If we look at the step0 trees from both Pauprat and Rec-I-DCM3, represented
by cells (𝑥, 𝑦), where 𝑥, 𝑦 ≤ 2, the entire block of cells have a RF rate of 0%. Hence,
for the 60 taxa dataset, the heuristics found identical best-scoring trees. For the
step2 trees, reflected in cells (3, 3) and (4, 4), there is more variation among the 60
taxa trees. The heatmap also shows comparisons of trees with different number of
steps from the best. For example, cell (1, 4) compares step0 Pauprat trees with step2
Rec-I-DCM3 trees.
Overall, the heatmaps in Figure 39 show that the Pauprat and Rec-I-DCM3
algorithms find topologically different trees. The best trees are identical in the 60
taxa dataset. However, for the other datasets, the best (step0) trees found by each
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Fig. 39. Comparing the topologies of the top-scoring trees found by the Pauprat and
Rec-I-DCM3 heuristics. The RF rate axis varies across the heatmaps.
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Table II. The table shows the number of top-scoring trees found by each algorithm.
step𝑖 refers to trees that are 𝑖 steps away from the best score. Hence,
step0 represents the number best-scoring trees, step1 are trees one step away
from the best, and step2 are trees with parsimony scores two steps greater
than the best score. Each algorithm found 5,000 total trees. For Pauprat
(Rec-I-DCM3), the step0, step1, and step2 trees make up 67.6% (10.7%) of
the 5,000 total trees in the collection for the 60 taxa dataset. For the 567
taxa dataset, the top-scoring trees represent 22.5% and 77.5% of the 5,000
trees found by Pauprat and Rec-I-DCM3, respectively.
Pauprat Rec-I-DCM3
No. of taxa best score step0 step1 step2 % of total step0 step1 step2 % of total
60 8,698 1,508 0 1,509 60.3% 59 0 343 8.0%
174 7,440 2,626 1,042 635 86.1% 170 491 1,301 39.2%
500 16,218 184 562 955 34.0% 1,231 1,279 983 69.9%
567 44,165 27 263 735 22.5% 1,299 1,671 903 77.5%
algorithm are topologically distinct. As the parsimony score increases, there is more
variety in the topological structure of the step1 and step2 trees. The top-scoring trees
found by Rec-I-DCM3 algorithm are more similar to each other than their Pauprat
counterparts. Finally, the heatmaps show that Pauprat finds more topologically dis-
similar trees than Rec-I-DCM3. Thus, the Rec-I-DCM3 step𝑖 trees tend to form
clusters that are distinct from the step𝑖 Pauprat trees.
Next, consider the heatmaps in Figure 40 which reflect strict consensus resolution
rates for a collection of 𝑡 trees. High resolution rates (e.g., above 85%) reflect high
similarity among the trees of interest. This heatmap is read similarly to Figure 39.
The difference is the interpretation of cell (𝑖, 𝑗). For example, on the 60 taxa dataset,
cell (1, 1) represents the strict consensus resolution of the 1,508 step0 trees from
Pauprat. Cell (2, 3) is the strict resolution rate of the step0 Rec-I-DCM3 trees with
step2 Pauprat trees. The consensus resolution rate is the highest for the step0 trees.
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This results corroborates the result in Figure 39 that shows that step0 trees are more
topologically similar to each other than higher scoring trees. Furthermore, the strict
resolution rate is greater among Pauprat trees than its Rec-I-DCM3 counterparts.
For both Pauprat and Rec-I-DCM3, the majority resolution of comparing the
top trees always resulted in a rate greater than 90% (see Figure 41). There was very
little variation among the step𝑖 trees when computing the majority tree. In fact, the
results indicate that all of the top-scoring trees could be used to create the majority
consensus tree with minimal impact on the consensus resolution rate.
Comparisons over Time. Next, we focus on the performance of Pauprat and Rec-
I-DCM3 in terms of time using all of the trees returned by each phylogenetic heuristic.
Here, time is measured by number of iterations (which is CPU time independent) and
not on wall-clock time (e.g., number of hours required). Although number of iterations
is an architecture-independent measure, it may not be completely adequate as each
algorithm may do more work than the other per iteration. But, given that we are
trying to compare heuristics based on solely their input/output behavior, that is the
collection of trees returned after 1,000 iterations, we believe that using iterations as
a basis of time is adequate for our purposes in this work.
Figures 42 and Figure 43 use relative entropy as a measure for uniformly quan-
tifying the information content of parsimony scores and RF rates. Relative entropy
is shown as a percentage of the maximum possible entropy. Higher relative entropy
means that there is more diversity (heterogeneity) among the values of interest, and
hence higher information content. Lower relative entropy values denote homogeneous
values and lower information content. One implication of low entropy values is that
the search has reached a local optimum. Higher entropy values signify that more
diverse trees are found by a phylogenetic heuristic, which lessen its probability of
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Fig. 40. Comparing the strict resolution rates of the top-scoring trees found by the
Pauprat and Rec-I-DCM3 heuristics.
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Fig. 41. Comparing the majority resolution rates of the top-scoring trees found by the
Pauprat and Rec-I-DCM3 heuristics.
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being trapped in local optima.
For the 174 and 500 taxa datasets, Pauprat has a higher relative entropy than
Rec-I-DCM3 when comparing parsimony scores and RF distances. That is, Pauprat
trees are more diverse than Rec-I-DCM3 trees. For the 60 taxa curves, Rec-I-DCM3
has a much higher relative entropy than Pauprat. Moreover, for Rec-I-DCM3, parsi-
mony score entropy values are much higher than RF rate values for 60 taxa. Such a
result implies that the parsimony scores of trees are more diverse than their topolo-
gies. In other words, trees with different scores when compared topologically are
similar. For Pauprat, the relative entropy values vary quite a bit more than for Rec-
I-DCM3, which has relative entropy values that are fairly constant across iterations.
Essentially such behavior denotes that the Rec-I-DCM3 search has converged as there
is not much change in the parsimony or RF rates among the trees found.
5. Summary
We used novel methods to assess the quality of two Maximum Parsimony-based phy-
logenetic search algorithms, Pauprat and Rec-I-DCM3. The goal of this work was to
a.) ascertain the value (if any) of slower heuristics, and b.) understand if parsimony
score is effective in distinguishing between different tree topologies. We designed
a new entropy-based measure which we used in tandem with the Robinson Foulds
topology distance metric to quantify levels of tree heterogeneity across separate it-
erations of these algorithms over several datasets. In addition, we used heatmaps
to visualize levels of tree diversity within and between Pauprat and Rec-I-DCM3.
Our results show that parsimony score masks diversity in large populations of equally
parsimonious trees. This suggests that our topology-based methods may be better
in quantifying fine-grain differences between different heuristics, especially in larger
datasets. Thus, it would be valuable for heuristics to use both parsimony score
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Fig. 42. Comparing the resolution rates of the top-scoring trees found by the Pauprat
heuristics. Relative entropy values obtained from Pauprat trees every 100
iterations.
0 100 200 300 400 500 600 700 800 900 1000
0
10
20
30
40
50
60
iteration
re
la
tiv
e 
en
tr
op
y 
(%
)
Parsimony score
 
 
60 taxa
500 taxa
567 taxa
174 taxa
0 100 200 300 400 500 600 700 800 900 1000
0
10
20
30
40
50
60
iteration
re
la
tiv
e 
en
tr
op
y 
(%
)
RF rate
 
 
567 taxa
500 taxa
60 taxa
174 taxa
Fig. 43. Comparing the resolution rates of the top-scoring trees found by the
Rec-I-DCM3 heuristic. Relative entropy values obtained from Rec-I-DCM3
trees every 100 iterations.
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and tree topology as part of their optimization criteria. Furthermore Pauprat, while
slower, finds different trees than Rec-I-DCM3. In addition, Pauprat’s trees tended to
be more diverse, especially as the dataset gets larger. Since Pauprat finds different
trees from Rec-I-DCM3, the value in this heuristic lies in its ability to find different
equally plausible candidate trees than Rec-I-DCM3. Depending on the evolutionary
value of these different hypotheses, it may be worthy to improve implementations of
Pauprat, rather than discount the algorithm itself.
For the future, we plan to create additional metrics for ascertaining levels of
diversity in populations of trees. This work will also be extended to include other
popular criteria, such as maximum likelihood. In addition, we plan to develop a
heuristic that incorporates tree topology as a way to guide phylogenetic search. Such
a search heuristic will be invaluable to the scientific community, and will help us find
more accurate trees.
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B. Application #2: Effective Techniques for Summarizing Large Collections of Evo-
lutionary Trees
1. Motivation
Currently, biologists use popular phylogenetic software packages such as PAUP* [75],
MrBayes [117], and TNT [22] to summarize their large tree collections into a single
consensus tree. We develop two techniques to effectively summarize large collections
of evolutionary trees utilizing our fast implementations described in the previous
chapters. We study our techniques on two collections of Bayesian trees that were
obtained from biologists on 150 taxa (desert algae and green plants) [103] and 567
taxa (angiosperms) [104] datasets. The 150 taxa dataset consists of 20,000 trees from
two runs of the MrBayes phylogenetic heuristic. The 567 taxa dataset contains 33,306
trees from 12 Bayesian runs. To the best of our knowledge, we are the first to analyze
biological tree collections consisting of tens of thousands of trees. Given such large
tree collections, our primary research objective is to answer the following question:
“What is the best way to cluster large tree collections?” The novelty of our work is
based on developing two techniques to cluster tree collections effectively and quantify
the results.
Our first technique clusters trees based on the MrBayes run that produced it.
That is, trees from the same MrBayes run are placed into the same cluster. Then,
the average dissimilarity between trees within a cluster and trees outside the cluster
is computed. Our second technique uses a clustering algorithm to group the data.
The clustering algorithm has no knowledge of the origin of the trees. Overall, both
techniques show that summarizing the collection of trees as a single group is not the
best representation of the data. Furthermore, both techniques agree that trees are
best clustered based on the runs that generated them. Hence, in addition to finding
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an effective method to summarize the trees, our results indicate that the Bayesian
runs used to generated the trees explored different areas of tree space. Further runs
may be desirable for convergence of the Bayesian analysis across runs.
Overall, our work presents systematists with tools and techniques for explor-
ing their tree collections more thoroughly. More importantly, such techniques may
help preserve crucial evolutionary relationships with low signal that may have been
discarded in a single tree representation. Thus, the exciting benefit of our work is
helping systematists understand their collections of trees in new and intriguing ways.
2. Previous Approaches
Our work has a number of distinguishing features. First, we are interested in studying
collections containing tens of thousands of trees on large numbers of taxa (150 and
567 taxa). Although most of the previous work study collections with hundreds
of trees, there have been studies that analyzed datasets with around 6,000 trees.
One of Stockham et al. analysis looks at 5,630 trees on 129 taxa [80]. Hillis et
al. study 6,000 trees on 40 taxa [81]. Secondly, we use a combination of clustering
and visualization to analyze collections of trees. To cluster large groups of trees, we
consider two techniques: grouping trees by run and grouping them using a clustering
algorithm. For visualization, we use heatmaps instead of MDS (Multi-Dimensional
Scaling) to quantify the similarities and dissimilarities among the clusters of trees.
MDS visualizes the points (trees) of the clusters into two-dimensional space. It does
not automatically determine whether points should be in the same cluster. Hence,
under MDS, it is up to the human observer to group the points into clusters. Finally,
the focus of our approach is on identifying similar groups of trees so that they can be
summarized more effectively. Multipolar and meta-tree techniques are interested in
effectively showing differences such as outlier trees and distinct bipartitions. Thus,
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these techniques would be good companions to the methods described in this work.
3. Clustering Methodology
The experimental biological trees were obtained from two recent Bayesian analysis,
which we describe in Chapter VI Section 2. All trees in our collections are unique.
Table III provides statistics concerning our tree collections.
a. Clustering Large Tree Collections
We use CLUTO [118], a freely-available high-performance software for clustering large
high-dimensional data, to cluster our two tree collections. CLUTO was chosen for
it’s ability to cluster large data sets efficiently. We were unable to use Matlab or
the R statistical package to cluster our tree collections. For each of our data sets
we generated an RF matrix representing the all to all distances between the trees.
This matrix was fed into CLUTO which treats the matrix as an array of distance
vectors. So the 150 taxa data set with it’s 20,000 trees was treated as an array of
vectors of 20,000 dimensional space. The default settings in CLUTO were used which
tells the clustering algorithm to use the cosine between two vectors as the measure of
similarity and to minimize the difference in internal similarity for each cluster as the
primary metric for quality. We ran each data set of 150 taxa and 567 taxa trees to
generate 𝑘 clusterings, where 2 ≤ 𝑘 ≤ 16.
On our 150 taxa dataset, CLUTO took on average 6.5 minutes and approximately
8GB of memory to cluster the 20,000 trees for each 𝑘 value. Our 567 taxa tree
collection required on average 8.2 hours and over 24GB of memory for each 𝑘 value.
On our experimental platform (see Chapter VII Section 3), CLUTO would not run
natively on Mac OS X. Thus, we ran it on our under the Ubuntu operating system
(64-bit ver. 8.10) using the Parallels Desktop 4 virtual machine environment. The
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Table III. Statistics for the two tree collections of interest. For the 150 and 567 taxa
datasets, the total number of trees analyzed is 20,000 and 33,306, respec-
tively. There are no identical trees in these collections.
total majority tree strict tree
dataset trees (resolution rate) (resolution rate)
150 taxa 20,000 85.7% 34.0%
567 taxa 33,306 92.6% 51.8%
Parallels environment can only take advantage of 8GB of system memory (even though
our machine has 16GB of memory available). So, the 24GB of memory required by
CLUTO consisted of 8 GB of system memory and 16GB of virtual memory on the
567 taxa dataset.
b. Computing Tree Distances
One type of input to the CLUTO clustering software is a 𝑡 × 𝑡 matrix representing
the dissimilarity between the 𝑡 objects of interest. In phylogenetics, the Robinson-
Foulds distance [119] is a popular distance used to represent the dissimilarity between
two trees. To compute a 𝑡 × 𝑡 RF matrix, we use our HashRF algorithm introduced
in Chapter V. Other available packages (such as PAUP* [75]) are unable to handle
creating such a large tree distance matrices. HashRF required 4.9 and 45.5 minutes to
compute the 20, 000× 20, 000 and 33, 306× 33, 306 RF matrices, respectively, on our
Mac Pro platform described in Chapter VII Section 3. The 20, 000× 20, 000 matrix
requires 1.2GB of disk space and the 33, 306× 33, 306 RF matrix occupies 3.4GB of
storage space. Although the RF matrix is symmetric, we store the full RF matrix
since CLUTO requires it.
We use HashRF(p,q) [106] to compute the average RF rate between trees across
(i) MrBayes runs and (ii) CLUTO clusters. For example, suppose that we want to
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compute the average RF distance between trees in clusters 𝐶𝑖 and 𝐶𝑗 from CLUTO,
where ∣𝐶𝑖∣ and ∣𝐶𝑗∣ are 𝑝 and 𝑞, respectively. HashRF(p,q) would compute a 𝑝 × 𝑞
RF matrix based on Clusters 𝐶𝑖 and 𝐶𝑗 . Since the matrix is symmetric, the entries
in the upper triangle are totaled to compute the average RF distance. However, in
our plots, we show the average RF rate, which is the average RF distance divided by
𝑛−3, the number of internal edges in a 𝑛 taxa binary tree. Thus, the RF rate ranges
from 0% to 100%, where higher RF rates represent greater dissimilarity among the
trees.
c. Computational Platform and Implementations
All experiments were run on a two processor, eight-core (4 cores per processor) Apple
Mac Pro platform with a total of 16GB of memory. Each 64-bit processor is 3.0GHz.
We used both the Mac OS X (ver. 10.5.5) and the Linux (Ubuntu 64-bit ver. 8.10)
operating systems to run our experiments on the Mac Pro platform. HashCS, HashRF
and HashRF(p,q) were written in C++ and compiled with gcc 4.2.4 with the -O3
compiler option. For clustering, we used CLUTO (64-bit ver. 2.1.2a). Hit-MDS
version 2 was used for our multidimensional scaling analysis.
4. Results and Discussion
We use two different techniques to address the following question: “What is the best
way to group a collection of trees?” Ideally, trees within a group are more similar
to each other (smaller RF rate) than to trees outside the group (higher RF rate).
The first technique partitions the trees by the Bayesian run that produced them, and
computes the average RF rate between the trees from run 𝑅𝑖 and 𝑅𝑗 . The second
technique uses a clustering algorithm to group the trees.
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a. Technique #1: Using MrBayes Run Labels to Cluster Trees
Figure 44(a) shows that the average RF rate between trees from the same MrBayes
run (cells (𝑅0, 𝑅0) and (𝑅1, 𝑅1)) is approximately 20%. However, trees from different
MrBayes runs (cells (𝑅0, 𝑅1) and (𝑅1, 𝑅0)) have a higher RF rate of 25%. Hence,
trees from the same run are more similar to each other than to trees from other runs.
For the 567 taxa trees, Figure 44(b) shows that trees from run 𝑅0 (cell (𝑅0, 𝑅0))
have an average RF rate of 11%, which is much lower than the average RF rate across
different runs (cells (𝑅0, 𝑅𝑖), where 𝑖 > 0). Hence, 𝑅0 trees should be grouped by
themselves. The heatmap also suggests that runs 𝑅6 and 𝑅11 should also be grouped
by themselves. Cells ((𝑅1, 𝑅1) and (𝑅1, 𝑅5)) imply that trees from runs 𝑅1 and
𝑅5 are equidistant from each other. So, they should be clustered together. Similar
observations can be made regarding grouping trees from runs 𝑅7 and 𝑅8 as well as
runs 𝑅9 and 𝑅10.
Overall, our plots clearly demonstrate that there are distinct groups of trees
within our tree collections. They should not be summarized as a single group with a
single consensus tree. However, the above plots also show another interesting trend.
That is, many of the runs do not converge to the same set of trees. In the case of
the 150 taxa trees, the two runs are distinct from each other. For the 567 taxa trees,
some of the runs converge (e.g., 𝑅1 and 𝑅5), but other runs are non-overlapping (e.g.,
𝑅0 and 𝑅6). In addition to determining how trees should be grouped, this technique
can be used to determine how trees from a run relate to each other—especially as it
relates to the convergence of multiple runs of a phylogenetic heuristic.
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Fig. 44. Average RF rate between runs for 150 and 567 taxa tree collections. Cell
(𝑅𝑖,𝑅𝑗) represents the average RF rate between trees from runs 𝑅𝑖 and 𝑅𝑗.
The heatmap is symmetric. The range of average RF rate values differs in
each plot.
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b. Technique #2: Using CLUTO to Cluster Trees
Figure 44 suggests that trees should be grouped according to the MrBayes run that
generated them. Next, we use CLUTO to cluster the tree collections. CLUTO has no
knowledge of the origin of our phylogenetic trees. It uses its own optimization criteria
to find the best clustering of the data. Hence, it is more automated than Technique
#1, which requires human intervention to infer patterns to group the trees.
Before performing clustering of trees based on RF rates, MDS (Multidimensional
Scaling, See Section 2) visualizations are shown in Figure 45 and Figure 46. MDS
takes 20, 000 × 20, 000 and 33, 306 × 33, 306 RF distance matrices for 150 taxa and
567 taxa, respectively and regards the columns as the attributes explaining features
of each row (tree). Then it collapses 20, 000- and 33, 306-dimension feature spaces
into 2D spaces. Note that Figure 45 and Figure 46 show only specified numbers of
sampled points (trees) for making the plots easy to read (1,000 and 1,665 points for
150 taxa and 567 taxa datasets, respectively). The figures clearly show distinct groups
in both 150 taxa and 567 taxa trees. For example, we can definitely find two distinct
groups in trees from Figure 45. Again, MDS only provides a visual representation
of the pattern of similarities of trees in two-dimensional space. It cannot be used to
determine whether points should be in the same cluster or not. Thus, we perform
clustering analysis. The first step of our clustering analysis requires selecting the
appropriate number of clusters, 𝑘, that maximizes the similarity among the trees in
the collection. Selecting an appropriate 𝑘 value is a nontrivial problem, and new
techniques are being developed by researchers to automate the selection process.
CLUTO’s internal similarity measures (𝐼𝑆𝑖𝑚 and 𝐸𝑆𝑖𝑚) were our primary measure
for determining the quality of a clustering. Figure 47 shows the distribution of the
𝐼𝑆𝑖𝑚𝑎𝑣𝑒
𝐸𝑆𝑖𝑚𝑎𝑣𝑒
ratio values across 𝑘 in our data sets. For the 150 taxa tree collection, two
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Fig. 45. Visualizing the 150 taxa trees with MDS based on RF rates. 1,000 trees are
sampled and shown in this figure.
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Fig. 46. Visualizing the 567 taxa trees with MDS based on RF rates. 1,665 trees are
sampled and shown in this figure.
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clusters effectively summarize the 20,000 trees. However, for the 567 taxa dataset, a
range of 𝑘 values of 8, 11, and 14 appear to give equal quality clusterings for the 33,306
trees. We study 𝑘 = 8 thoroughly for the 567 taxa dataset. We choose 𝑘 = 8 since
the ratio values for 𝑘 = 11 and 𝑘 = 14 are not that significantly different. Moreover,
the average RF rate between clusters is the highest for 𝑘 = 8, when compared to
𝑘 = 11 and 𝑘 = 14 (not shown).
Figure 48 shows the MDS plot for 150 taxa trees and the points (trees) are
colored by the cluster labels. The figure shows two distinct groups in the MDS plot
are exactly matched with two different clusters of trees. Figure 49 shows our heatmap
representation of the average RF rate between the two clusters of trees found by
CLUTO for the 150 taxa dataset. Clearly, the trees within a cluster are more similar
to each other than trees outside the cluster. Figure 44(a) and Figure 49 agree that the
collection of 20,000 trees can be partitioned into two groups. However, do they agree
on the composition of the clusters? Table IV examines the composition of Clusters
𝐶0 and 𝐶1. Both clusters are composed of half of the 20,000 total trees, and each
cluster is composed of trees from a single run. Cluster 𝐶0 is composed of trees from
run 𝑅1 from the Bayesian analysis. Cluster 𝐶1 consists of trees from run 𝑅0. These
results correspond exactly to our inferences from Figure 44(a). By clustering, the
average majority and strict consensus rates for the two clusters is 89.8% and 36.8%,
respectively, which represents a 4.1% and 2.8% increase in the resolution rate over
using a single consensus tree. Thus, by clustering the 150 taxa trees into groups, we
can better represent the data and construct more resolved consensus trees.
Figure 50 shows the MDS plot for 567 taxa trees when 𝑘 = 8 and demonstrates
how cluster labels for trees are dispersed among the groups in MDS plot. For example,
the trees of ”Cluster 7” are dispersed in almost all groups in the plot which means
the trees in ”Cluster 7” are more similar with trees in other clusters. Our heatmap
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Fig. 48. Visualizing the 150 taxa trees with MDS based on RF rates. Trees are colored
with the cluster labels when 𝑘 = 2. 1,000 trees are sampled and shown in this
figure.
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Fig. 49. Average RF rate between the two clusters for the 150 taxa dataset.
Table IV. Detailed information for the 𝑘 = 2 clustering of the 150 taxa trees. For
each cluster, we list the number of trees, resolution rates of the majority
and strict consensus trees, and run labels of the trees in each cluster.
number resolution rate
cluster of trees majority strict runs (%)
𝐶0 10,000 90.5 35.4 R1 (100%)
𝐶1 10,000 89.1 38.1 R0 (100%)
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Fig. 50. Visualizing the 567 taxa trees with MDS based on RF rates. Trees are colored
with the cluster labels when 𝑘 = 8. 1,665 trees are sampled and shown in this
figure.
representation shows the similarity relationship among trees in different clusters more
precisely. Figure 51 shows the average RF rate between the clusters of trees found
by CLUTO for the 567 taxa dataset. We show the results for 8 and 11 clusters.
First, we consider the case when the number of clusters is 8. The trees in clusters
𝐶0, 𝐶1, 𝐶2, 𝐶3, 𝐶5, and 𝐶6 are more similar among themselves than to trees outside
the cluster. The average RF rate between the trees within these clusters varies from
10% to 12%, which is lower than the average RF rate to trees outside their cluster. For
clusters 𝐶4 and 𝐶7, the dissimilarity between trees within and outside their cluster
is not as distinct. For comparison, Figure 51(b) shows the average RF rate heatmap
for 11 clusters. In this case, some clusters can be merged together such as 𝐶0 and
𝐶1, 𝐶2 and 𝐶3, and 𝐶6, 𝐶8, and 𝐶10. Hence, CLUTO forces the partitioning of the
33,306 trees into 11 clusters since some of the clusters should be merged together as
they are not distinct enough to be in their own cluster. Thus, from our perspective,
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Fig. 51. Average RF rate between the clusters for 567 taxa dataset.
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𝑘 = 8 provides a better clustering of the data than 𝑘 = 11.
Table V provides statistics regarding the composition of the eight clusters for the
567 taxa trees. Clusters 𝐶0, 𝐶1, 𝐶2, and 𝐶3 contain trees from a single run. Clusters
𝐶5 and 𝐶6 contain trees from two runs. The trees in cluster 𝐶5 are essentially equally
divided between the runs 𝑅1 and 𝑅5. For the cluster 𝐶6, trees from 𝑅7 have the
largest representation at 58.2%. Cluster 𝐶7 consists of a hodgepodge of trees from all
of the runs. Figure 51(a) shows that the average RF rate between trees in Cluster 𝐶7
and trees from other clusters is not very distinctive. Hence, the clustering algorithm
did not have a good way for dealing with the trees that it collected into cluster 𝐶7. It
may be possible that such trees could be considered outliers as there is not a good way
to cluster them effectively. Of course, the results from clusters 𝐶4 and 𝐶7 potentially
suggest that we should investigate the CLUTO settings we used. For this study, we
used the default settings. So, a better clustering could possibly be achieved if we were
to tune the clustering settings for our tree collection.
Overall, the clustering results show that the 33,306 trees over 567 taxa can be
partitioned into several distinct groups. With eight clusters, the average majority and
strict consensus resolution rates improve to 94.4% and 62.9%, respectively, which rep-
resents a 1.8% and 11.1% increase in the resolution rate over using a single consensus
tree.
5. Summary
Phylogenetic search algorithms (such as Bayesian analysis) often return a large num-
ber of trees that require effective summarization techniques to analyze. We develop
two techniques to group effectively tree collections consisting of tens of thousands
of trees. For 𝑡 trees of interest, both techniques require a 𝑡 × 𝑡 topological distance
matrix to be computed. We apply the Robinson-Foulds distance to compute the
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Table V. Detailed information for the 𝑘 = 8 clustering of the 567 taxa trees. For each
cluster, we list the number of trees, resolution rates of the majority and strict
consensus trees, and run labels of the trees in each cluster.
number resolution rate
cluster trees majority strict runs (%)
𝐶0 2,520 95.2 64.9 𝑅6 (100%)
𝐶1 2,674 95.4 65.1 𝑅0 (100%)
𝐶2 1,817 95.6 66.8 𝑅11 (100%)
𝐶3 1,276 94.3 68.4 𝑅3 (100%)
𝐶4 11,258 92.4 58.3 𝑅2 (26.4%), 𝑅3 (13.5%), 𝑅4
(24.6%), 𝑅9 (17.7%), 𝑅10 (17.7%)
𝐶5 5,246 95.2 62.9 𝑅1 (51.3%), 𝑅5 (48.7%)
𝐶6 4,385 94.7 63.7 𝑅7 (58.2%), 𝑅8 (41.8%)
𝐶7 4,130 92.7 53.2 𝑅0 (12.2%), 𝑅1 (11.8%), 𝑅2 (5.1%),
𝑅3 (9.2%), 𝑅4 (5.2%), 𝑅5 (10.4%),
𝑅6 (11.3%), 𝑅7 (10.5%), 𝑅8 (8.0%),
𝑅9 (4.0%), 𝑅10 (4.0%), 𝑅11 (8.4%)
dissimilarity between two trees. Our first technique groups trees based on the Mr-
Bayes run that produced it. This exploratory technique clearly shows that there are
distinct groups within the trees and they should not be treated as a single group.
Our second technique uses CLUTO, a clustering algorithm designed for large scale
data, to cluster the data without any information regarding how the trees were pro-
duced. Overall, CLUTO’s clustering agreed with the implied clustering from our first
technique. Given that the tree collections have distinct groups of trees, multiple con-
sensus trees are needed to more effectively summarize the tree collections. Multiple
consensus trees represent trends that would have been hidden by a single consensus
tree, but were strong enough to have appeared in a subset of the trees.
Clustering large tree collections shows underlying trends that are not made visible
by constructing a single consensus tree. Moreover, clusters can help identify whether
a phylogenetic search has converged for a particular run or across different runs.
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For example, our techniques showed that several of the MrBayes runs converged to
different trees and thus to different areas of tree space for our 150 taxa trees. For
the 567 taxa case, some of runs overlapped with others. Thus, by looking at the
data from a run perspective, it is interesting to see that different runs have different
behaviors. Depending upon the goals of the search, multiple runs can be used to
navigate different areas of the exponentially-sized tree space. Or, multiple runs can
be used to further explore a fruitful area of tree space. By grouping all of the data
across the runs into a single cluster, such trends in the data are lost.
Future research directions include using weighted RF distance for clustering and
analyzing phylogenetic trees. Other distance metrics such as quartet distance [16]
can also be used to perform a similar analysis of trees. Such an approach will also be
useful in terms of comparing RF and quartet distance clusterings.
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CHAPTER VIII
CONCLUSIONS AND FUTURE WORK
A. Conclusions
An evolutionary tree is a model of the evolutionary history for a set of species. A
single phylogenetic reconstruction method often produces many different trees for the
same set of organisms. Furthermore, different phylogenetic reconstruction methods
potentially generate different trees. A clearer picture of the similarity or dissimi-
larity among the collections of trees would help researchers better understand the
evolutionary history of the species of interest.
Basic notions on evolutionary trees and hash technique are introduced in Chap-
ter II and Chapter IV. Chapter IV also describes the hash-based method to store
evolutionary trees and to compute consensus trees and RF distance matrix based on
the hash tables. In Chapter V, we design and implement a fast hash-based consensus
algorithm called HashCS for computing strict and majority trees, and evaluate its
performance theoretically and experimentally. Consensus trees are commonly used
for analyzing phylogenetic trees. However, but summarizing large number of trees
(which are believed to be equally plausible) into a single consensus tree loses valuable
evolutionary information resides in the trees. All-to-all relationships among the trees
in a form of distance matrix can represent the relationships between trees and also
provides researchers with tremendous data-mining opportunity for understanding the
relationships depicted by the collection of trees. In Chapter VI, we introduce the
Robinson-Foulds (RF) distance metric to measure the topological distances between
phylogenetic trees and implemented a series of algorithms (HashRF, WHashRF, and
HashRF(p,q)) for computing the RF distance matrix.
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Based on our biological and artificial sets of phylogenetic trees, we evaluate the
performance of our implementations in the experimental analysis sections in Chap-
ter V and Chapter VI. Our results show HashCS is the fastest available consensus tree
algorithm. HashCS is over 100 times faster than MrBayes and approximately 4 and
1.8 times faster than Phylip and PAUP*, respectively on 567 taxa, 16,384 biological
trees. With 150 taxa trees, the speedup over PAUP* is 1.2 times. On the artificial
trees with 1,024 taxa, HashCS is over 300 times faster than PAUP* when construct-
ing 0% consensus tree and 2.3 times faster than PAUP* when the consensus tree is
100% resolved. Furthermore, we also analyze the behavior of our HashCS algorithm
by using artificial tree collections with a varying number of shared bipartitions. We
found that PAUP*, the most popular commercial software package and second-fast
consensus approach, is seriously impacted by the amount of bipartition sharing in
the collection of trees. PAUP*’s performance improves as the trees in the collection
become more similar. HashCS’s performance, on the other hand, is not impacted by
the number of shared bipartitions.
For computing RF distances, our experimental results prove our approaches are
the most efficient in running time and memory space requirement. To compute RF
distance of 567 taxa, 4,096 biological trees, HashRF is 200 times faster than PAUP*
and 2.1 times faster than PGM-Hashed. With 150 taxa trees, HashRF is 48 and 2.2
times faster than PAUP* and PGM-Hashed, respectively to compute RF distance of
16,384 trees. On the artificial trees of 2,048 taxa, 2,048 trees, the speedup of HashRF
algorithm over PGM-Hashed is 12 times in the best case (with 0% bipartition sharing)
and 1.3 times in the worst case (with 100% bipartition sharing). Using the artificial
trees, we show the performance of PGM-Hashed algorithm, the closest competitor of
HashRF, decreases when trees shares less amount of shared bipartitions. Even when
the worst case for HashRF, our algorithm is faster than PGM-Hashed.
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In Chapter VII introduces two applications for our HashCS and HashRF imple-
mentations. First, we use novel methods to assess the quality of two Maximum
Parsimony-based phylogenetic search algorithms, Pauprat and Rec-I-DCM3. We
show that topological distance methods such as Robinson-Foulds are more effective
than parsimony scores at identifying heterogeneity within a collection of trees. Our
entropy-based methods and heatmap visualizations show that Pauprat identifies more
diverse trees than Rec-I-DCM3 in larger datasets. This ability suggests that Pauprat,
while a slower heuristic, has more opportunities to escape local optima. Tree topology
is useful in identifying diversity in a collection of equally parsimonious trees. Further-
more, slower heuristics can produce different candidate trees in the course of their
search. Lastly, our results imply that more powerful heuristics can be designed by
combining tree topology with scores in the optimization criteria. Our entropy-based
methods shed light on the behavior of individual heuristics, thus allowing for the
design of better heuristics.
Second, we develop two techniques to group effectively tree collections consisting
of tens of thousands of trees. Instead of using a single consensus trees, we develop
techniques to analyze two very large tree collections obtained from biologists. We
show that there are distinct clusters of trees in our tree collections. We use two
different techniques to identify distinct tree groups. Our first technique partitions
the trees by the Bayesian run that produced them. The second technique uses a
clustering algorithm to group the trees. Both techniques show that considering each
tree collection as a single entity is a significant under-representation of the data.
Partitioning the trees into distinct groups and summarizing each group separately is
a better representation of the data. Furthermore, our results show that the benefits
of our approach are better consensus trees as well as insightful information regarding
the convergence behavior of the multiple Bayesian runs.
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B. Future Work
Our research goal is to provide researchers with a set of efficient algorithms for an-
alyzing large collections of phylogenetic trees. Based on our fast implementations,
we’ll develop a technique to visually represent the information among the collection
of trees. We expect that our approaches will produce deeper insights into the re-
lationships contained in phylogenetic trees and thus provide new ways for scientist
to understand the overall evolutionary history of a collection of organisms. We also
plan to incorporate our implementations into popular heuristics such as MrBayes so
that we can analyze not only on the final phylogenetic estimation, but also on the
trees in the middle of inference in real-time. Often times, phylogenetic heuristics do
not converge to a robust estimation. Incorporating tree topology as a way to guide
phylogenetic search will greatly help researchers to find more accurate trees.
Future research directions include computing other distance metrics. Given a set
of phylogenetic trees, different distance metrics could reveal valuable additional infor-
mation from the trees. Among other metrics, NNI (Nearest Neighbor Interchange),
SPR (Subtree Pruning and Regrafting) and TBR (Tree Bisection and Reconnection)
distances will be in the scope of our future work. Other distance metrics such as
quartet distance [16] can also be used to perform a similar analysis of trees.
Our hash technique can also be applied for the problem of approximating the NNI
distance. The NNI distance was first introduced by Robinson [120] and Moore [121]
and extensively studied by others [66, 122, 123]. The NNI distance counts the min-
imum number of NNI operations required to transform one phylogenetic tree to the
other. The metric provide different measure than RF distance to compare phyloge-
netic trees. The NNI distance metric is one of the most widely used tree rearrange-
ment operations in phylogenetic heuristic and particularly useful for studying islands
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of trees [64].
From the algorithmic point of view, computing the NNI distance is quite differ-
ent from computing RF distance. Computing the NNI distance has remained very
challenging, especially since it is an NP-Hard problem [65, 124, 125]. Thus, we have
to depend upon approximation algorithms to compute the NNI distance. However,
most approaches to approximate the NNI distance first need to distinguish non-
shared (or shared) edges between input trees. We’ve already found the efficiency of
our hash-based method to deal with the edge information in trees. Our future work
lies in using our hashing technique to find the non-shared (or shared) edge informa-
tion. We’re working on an efficient approximation algorithm, called HashNNI and
compute the approximated NNI distance. Using HashNNI and HashRF, we could
compute both NNI and RF distances for sets of trees and study the relationship be-
tween the metrics. Finally, in addition to NNI, we will also consider SPR and TBR
distances.
Generation of MRP (Matrix Representation with Parsimony) [126, 127, 128, 129]
must be another application of our hashing techiniques. MRP is a method that takes
as input a collection of source trees, recodes them as binary matrices, and returns a
tree that is closest to the source trees using a parsimony criterion. The MRP is the
most popular method to construct supertrees from input trees which have nonidentical
but overlapping sets of leaves [5, 129, 130]. Generating MRP to construct supertree
involves determining which bipartitions are shared between the trees. Our hash table
can also be applied for fast generation of MRP for constructing supertrees.
Additionally, we’ll use other distance metrics such as weighted RF, NNI, SPR,
TBR, and quartet distances for clustering and analyzing phylogenetic trees. Nowa-
days, dimensionality reduction techniques are widely used for the area of phylogenetic
tree analysis [132, 134]. As our clustering approach is based on large-scale (𝑡× 𝑡) dis-
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tance matrices which includes 𝑡 size vectors, clustering through dimensionality reduc-
tion could increase the quality of cluster and dramatically shorten the running time
for clustering. We believe that such an approach should disclose more evolutionary
information from the phylogenetic trees.
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