We prove that there exists an almost resolvable m-cycle decomposition of 2K,, + 1 for all odd ma3 and all S> 1. SC
INTRODUCTION AND NOTATION
The complete graph on n vertices is denoted by K, and the graph on n vertices in which each pair of vertices is joined by exactly 2 edges is denoted by 2K ,. An m-cycle is a sequence of m distinct vertices (u1, u2 , . . . . u,) such that ui is adjacent to ui+ 1 and U, is adjacent to u1 . A spanning subgraph H of G is a subgraph for which V(H) = V(G). An i-factor of a graph G is a spanning subgraph of G that is regular of degree i (so each component of a 2-factor is a cycle).
An m-cycle decomposition of a graph G is defined to be an ordered pair (G, C(m)), where C(m) is a collection of edge-disjoint m-cycles which partition the edge set E(G) of G. An m-cycle decomposition is resolvable if the m-cycles in C(m) can be partitioned into 2-factors of G.
The Oberwolfach problem was first formulated by Ringel and was first mentioned in [8] . The part of this problem which has attracted the most attention so far, asks whether it is possible to find resolvable m-cycle decompositions of K, when n is odd or of K,, -F (see [ 111) when n is even, where F is a l-factor of K,. Clearly a necessary condition for a resolvable m-cycle decomposition to exist is that m divides n.
When m = 3 and n is odd then the solution of the Oberwolfach problem is equivalent to finding a Kirkman triple system of order n for all n ss 3 (mod 6) which was settled by Ray-Chadhuri and Wilson [ 171. When m = 3 and n is even the solution of the Oberwolfach problem is equivalent to finding a nearly Kirkman triple system for all n = 0 (mod 6). Such systems do not exist when n is 6 or 12, but otherwise do exist [12] .
In [ 11, this problem has now been solved for all even m > 4 and in [Z] the problem has been solved for all odd m > 5 except possibly when n = 4m. For early results, see [9, 11, 133 and see [lo] for a history of early results with some improvements.
The more general formulation of the Oberwolfach problem in which not all cycles need have the same length has yet to be solved.
Define a subgraph H of G to be an almost parallel class if for some vertex u, H is a 2-factor of G-{u}. In this case o is called the deficiency of the almost parallel class. An m-cycle decomposition (G, C(m)) is a/most resolvable if C(m) can be partitioned into almost parallel classes.
A natural extension of the Oberwolfach problem is to ask whether or not it is possible to find an almost resolvable m-cycle decomposition of K,. A simple counting argument shows that there is never such a decomposition when n > 1 (since each almost parallel class accounts for n -1 edges, so n -1 must divide n(n -1)/2, but n is odd).
However, almost resolvable m-cycle decompositions of 2K, do exist. EXAMPLE 1.1. n = 7 and m = 3;
where each term is reduced modulo 7. Each almost parallel class consists of the 3-cycles shown and has deficiency i + 6. 
where each term is reduced modulo 11. Each almost parallel class consists of the two 5-cycles shown, and has deficiency i + 9.
An obvious necessary condition for (2K,, C(m)) to be almost resolvable is that n = 1 (mod m). Bennett and Sotteau [S] have shown that if m = 3 then this condition is also sufficient. That is, they constructed what they called an almost resolvable 2-fold triple system of order n for all n = 1 (mod 3). Lindner and Rodger [ 141 have shown that with at most 9 exceptions, there is an almost resolvable 5-cycle decomposition (pentagon system) (2K,, C( 5)) for each n = 1 (mod 5). Several people [3, 4] have also considered the problem of finding almost resolutions of the complete directed graph D, into directed cycles of length m with the additional property that for each pair of vertices i and j and for each k, i and j are distance k from each other in exactly one cycle. The cases where m = 3 or 4 and where n is sufficiently large have been settled.
The purpose of this paper is to prove that for ANY odd cycle length m and all n = ms + 1, n = 1 (mod m) is also a sufficient condition for the existence of an almost resolvable m-cycle decomposition of 2K,,. So in particular, we completely settle the problem when m = 5, clearing up the 9 exceptions in [14] (for the case when m is even, see [6] ). 
I
A simple counting argument shows that a necessary condition for (K,, C(m)) to be nested is that n = 1 (mod 2m). One problem then is to show that for all n = 1 (mod 2m) there exists an m-cycle decomposition of K, which can be nested. If m = 3 then this is precisely the nesting problem for Steiner triple systems which has been completely settled [7, 16, 181. When m = 5 this has also been completely settled [ 14, 15, 201 and for each odd m 2 7 this has been settled with at most 13 exceptions [ 151.
A necessary condition for (2K,, C(m)) to be nested is that n = 1 (mod m). This has been shown to be sufficient [ 141 when m = 5. However, whenever there exists an almost resolvable m-cycle decomposition (2K,, C(m)), this decomposition can also be nested simply by mapping each m-cycle occurring in an almost parallel class to the deficiency of the almost parallel class. Finally we remark that the nesting of (K,,, C(m)) has an interesting graph theoretical interpretation since it is equivalent to partitioning the edge-set E(2K,) into wheels, each with m spokes, so that for each pair of vertices u and o, one of the edges between u and u is the spoke of a wheel and the other is on the rim of a wheel.
In the following sections we will always assume that m is odd.
n=m+ 1 (mod 2m)
The main ingredients in our construction of almost resolvable m-cycle decompositions of 2K,, in this case are a skew Room square and a pair of compatible m-nesting sequences. 
(The 5 and 7-nesting sequences in Example 2.2 are constructed in this way. 1 The final ingredient we need before we present our first construction is an almost resolvable m-cycle decomposition of 2K,,,+, . Of course each almost parallel class then consists of exactly one m-cycle, so any m-cycle decomposition of 2K,,,+, is almost resolvable. It is straightforward to see that (2K,, C) is an m-cycle decomposition. We shall now show that it is almost resolvable. For each y E {cc } u (Xx (0, 1, . ..) m -1 } ) define the almost parallel class n(y) with deficiency y as follows : Proof.
Skew Room squares of every odd order s > 7 exist (see [21] , for example), so if s > 7 then the theorem follows by the skew Room square construction. Ifs E (3, 5) then almost resolvable m-cycle decompositions of 2K, are constructed in Lemma 5.1. 1 3 . n E 1 (mod 2m)
The main difference in our construction of almost resolvable m-cycle decompositions of 2K,, in this case is that we use skew Room frames instead of skew Room squares. We shall also require almost resolvable m-cycle decompositions of 2K2,+ 1 and 2K,,+ 1. These, along with some other decompositions, are constructed in Section 4, but it is convenient to state these results now. We now proceed to the skew Room frame construction, but first, the definition of a skew Room frame! A skew Room frame of order 2s is defined as follows. Let X= { 1, 2, . . . . 2s) and let H = {h,, . . . . h,} be a partition of X (for 1 < ib 1, hi is called a hole). Denote by T(X) the (',s) 2-element subsets of X For our purpose, it will be sufIicient to assume that each hole contains either 2 or 4 elements of X. Let F be a 2s x 2s array and fill in (a subset of) the cells of F as follows: (In what follows the cells h, x hi, hi E H, will be called a square hole); (2) distribute the pairs in T(X)\H among the cells not belonging to a square hole (each pair used exactly once) so that each row and column of F is a l-factor of K,,; and (3) if {a, b) E UX)\H, exactly one of the cells (a, b) and (b, a) is occupied.
The resulting array is called a skew Room frame of order 2s. It is apparent that (2K,,,+ 1, C) is an m-cycle decomposition. We now show that it is also almost resolvable. For each hole h E H, denote by n( co, h) the almost parallel class that has deficiency co and by 7c((x, i), h) the almost parallel class with deficiency (x, i) in the resolution of 2K,,,,,,,+ 1 on the vertex set {co} u (h x (0, . . . . m -1 }) .
For each y E {cc } u (Xx (0, . . . . m -1 } ) define the almost parallel class n(y) with deficiency y as follows:
(1) 4m)=UhcHNa,h); and (2) To prove the rest of Lemma 3.1, we need to introduce some new terms. The wreath product G H of two graphs G and H is formed by replacing each vertex of G with a copy of H and joining 2 vertices in different copies of H with an edge if and only if the corresponding vertices of G are adjacent. Let G' denote the complement of G, so K& is the graph with m vertices and no edges. As was pointed out by the authors of [2] , the proof given in Theorem 5 of [2] works even if t is odd, providing the restriction that t be a prime in Lemma 4 is removed. Lemma 4.3 enables us to prove the following lemma which we later generalize. We prove this result first to avoid the complications which arise in the generalization which may cloud the idea. 
ProoJ
Let 2K,, be defined on the vertex set (1, . . . . p}. Consider an almost resolution of 2K, into cycles of length M; for 1 < j < p let rc( j) be the almost parallel class with deficiency j in this almost resolution and G(j) be the subgraph of 2K, corresponding to n(j) (so G(j) is a 2-factor of K,-{j>).
For 1 < i< (p -1)/M and 1 <j < p, by Lemma 4.3 there exists a resolvable m-cycle decomposition of G(j) . K;, which (of course) consists of m 2-factors. We will need to be specific, so for 1 d k < m let f( j, k) be the m 2-factors of G(j) . K; in a fixed 2-factorization.
Finally, for 1 d j< p define Gj to be a copy of 2K,,, + r defined on the vertex set {cc > u (j x { 1, . . . . m}). By Lemma 2.4 there exists an almost resolvable m-cycle decomposition of G,; let the almost parallel class with deficiency cc or (j, k) (for 1 Q k <m) in such a decomposition of G, be denoted by n(j, co) or rr( j, k), respectively.
We can now define an almost resolvable m-cycle decomposition of 2Lp + 1 on the vertex set X= {co } u ( { 1, . . . . p} x { 1, . . . . m>) as follows. Define the almost parallel class P(i) with deficiency i for each i E X as follows :
(1) P(m)= {4j, m)ll d j<p}, and
Lemmas 4.1 and 4.4 together with a construction that can be used when n is a prime power [ 141 are enough to prove Lemma 3.1 (as we shall see) except in the case where m = 7 and n = 85. The following lemma is more general than we need to remove this exception, but is also of interest in its own right. c&?/2,-2321, . . . . (4, 2) , 003 (do, 2))).
The deficiency in this case is (Lm/2_1, 1). Now let C + (i, j) be the almost parallel class formed by adding is an almost resolvable m-cycle decomposition of2&,+1.
