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Structural Health Monitoring (SHM) is a field of research that seeks to identify 
the onset of damage in infrastructure systems such that catastrophic failures can be 
averted. Acoustic Wavenumber Spectroscopy (AWS) is an emerging SHM technique 
that can identify and locate change of thickness resulting from damage in thin plates 
through the estimation of the characteristic wavenumber. AWS measures the 
ultrasonically induced vibrations of thin plates by laser scanners and monitors the 
propagation of Rayleigh-Lamb waves through the structure. This method is particularly 
suitable for thin-walled structures such as those contained in pipes, airplanes, and wind 
turbine blades.  
While AWS measurements may successfully locate damage in a structure, the 
severity of damage cannot be quantified without the assistance of an accurate guided 
Lamb wave propagation (LWP) model. Given material properties of the structure 
(elastic modulus, density, and Poisson’s ratio), the LWP model uses Lamb wave 
equations to relate the local wavenumber to the effective thickness. Reduction in the 
effective thickness of these structures is then used as an indicator of damage, for 
instance due to corrosion for metal structures or delamination of the internal layers for 
composite structures. Successful determination of thickness from the measurements 
using the LWP model relies on two aspects: uncertainties regarding material properties 
of the system (referred to herein as parametric uncertainty) and uncertainties regarding 
data collected in the field under less than ideal conditions (referred to herein as 
experimental uncertainty).  
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Current state of the art in AWS estimates wavenumber based on the maximum 
data fit of the wavenumber dispersion curve and derives the thickness deterministically 
through the Lamb wave equations. This deterministic technique often leads to large 
false positives due to the parametric and experimental uncertainties.  
The focus of this thesis is to develop a stochastic approach for inferring 
thickness from the measurements in which both parametric and experimental 
uncertainties are accounted for, henceforth referred to as Bayesian Wavenumber 
Estimation.  Herein, parametric uncertainty is dealt with by calibrating material 
properties using wavenumber measurements. Experimental uncertainty is dealt with by 
incorporating expert judgment through an elicited prior uncertainty of thickness. The 
technological advancement produced in this study is demonstrated on a case study 





I dedicate this thesis to my parents for their constant love and support. 





I would first and foremost like to thank my advisor and committee chair, Dr. 
Atamturktur, for her guidance and support during my graduate studies and research. I 
would also like to thank Kendra Van Buren, post doctoral fellow at Los Alamos 
National Laboratory, for her assistance with this work and guidance throughout the 
entire research process. I would like to thank Eric Flynn, technical staff member at 
LANL, for his collaboration and expertise in AWS measurements. I am also grateful to 
Dr. Chuck Farrar and Dr. Jung-Ryul Lee for the opportunity to travel to the 
Engineering Institute-Korea at Chonbuck National University as part of this work, and 




TABLE OF CONTENTS 
 Page 
TITLE PAGE ........................................................................................................................ i 
ABSTRACT ......................................................................................................................... i 
DEDICATION .................................................................................................................. iii 
ACKNOWLEDGEMENTS ............................................................................................... iv 
LIST OF TABLES ............................................................................................................. vi 
LIST OF FIGURES .......................................................................................................... vii 
INTRODUCTION ............................................................................................................... 1 
1.1 Motivation for Structural Health Monitoring ................................................ 1 
1.2 Benefits of Acoustic Wavenumber Spectroscopy ......................................... 2 
1.3 Problem Statement ......................................................................................... 3 
1.4 Scope of the Thesis and Main Contributions ................................................ 4 
1.5 Thesis Organization ....................................................................................... 5 
BACKGROUND ................................................................................................................. 7 
2.1 State of the Art and Current Challenges in SHM .......................................... 7 
2.2 Theory and Application of AWS ................................................................. 10 
METHODOLOGY ............................................................................................................ 19 
3.1 Damage Detection through Inverse Analysis .............................................. 19 
3.2 Bayesian Inference for Inverse Problems .................................................... 22 
3.3 Application to AWS: Stochastic Wavenumber Estimation ......................... 25 
STOCHASTIC WAVENUMBER ESTIMATION TO DETECT AND QUANTIFY 
THE SEVERITY OF DAMAGE IN AN ALUMINUM PLATE ..................................... 32 
4.1 Model Development .................................................................................... 32 
4.2 Parametric Uncertainty ................................................................................ 34 
4.3 Experimental Uncertainty ............................................................................ 44 
CONCLUSION ................................................................................................................. 48 
REFERENCES .................................................................................................................. 51 
 
vi 
LIST OF TABLES 
Table           Page 
Table 3.1 Parameters of LWP model ............................................................................ 21 
 
Table 4.1 Material properties of test specimen ............................................................. 35 
 
Table 4.2 Results of elastic modulus calibration without preexisting knowledge 
of severity of damage ........................................................................................ 39 
 
Table 4.3 Results of transverse wave velocity calibration without preexisting 
knowledge of severity of damage ...................................................................... 42 
 
Table 4.4 Average error of deterministic and stochastic approaches for 













LIST OF FIGURES 
Figure               Page 
Figure 2.1 Key criteria of SHM as identified by Sohn et al. 2002 ................................... 8	  
Figure 2.2 Wavelength measurement of a guided Lamb wave (a) antisymmetric, 
A0 and (b) symmetric, S0 modes ......................................................................... 11	  
Figure 2.3 Change in wavenumber due to (a) thinning and (b) delamination ................ 13	  
Figure 2.4 Diagram of experimental setups ................................................................... 14	  
Figure 2.5 Propagation of guided Lamb wave captured experimentally ........................ 15	  
Figure 2.6 Experimental variability in wavenumber where spurious peaks are 
observed in the LDV measurements ................................................................... 16	  
Figure 3.1 Numerical model formulation for (a) forward problem where system 
response is unknown compared to (b) inverse problem where model 
parameters are unknown ..................................................................................... 21	  
Figure 3.2 Test-analysis correlation of LWP model ...................................................... 25	  
Figure 3.3 Framework for Stochastic Wavenumber Estimation to mitigate 
uncertainties in AWS procedure ......................................................................... 26	  
Figure 3.4 Experimental variability in laboratory dataset (left) dispersion curve-
intensity diagram and (right) wavenumber-intensity at 300 kHz ....................... 29	  
Figure 3.5 Experimental variability in on site dataset (left) dispersion curve-
intensity diagram and (right) wavenumber-intensity at 80 kHz ......................... 29	  
Figure 3.6 Hypothetical posterior for a noisy likelihood with (a) uniform prior 
and (b) informative prior applied to the thickness parameter ............................. 31	  
Figure 4.1 Example objective function for wavenumber calculation ............................. 33	  
Figure 4.2 Dimensions of damaged aluminum plate specimen ...................................... 35	  
Figure 4.3 Scan area of plate specimen with damaged area milled to 2 mm 
thickness ............................................................................................................. 35	  
Figure 4.4 Experimental measurement setup for high quality, laboratory data 
used to study parametric uncertainty .................................................................. 36	  
 
viii 
List of Figures (Continued) Page 
Figure 4.5 Model sensitivity to material properties ........................................................ 38	  
Figure 4.6 Posterior distributions of elastic modulus inferred from wavenumber 
data using (left) measurements at an undamaged location and (right) 
measurements at a damaged location ................................................................. 40	  
Figure 4.7 Posterior distributions of transverse wave velocity inferred from 
wavenumber data using (left) measurements at undamaged locations and 
(right) measurements at damaged location ......................................................... 42	  
Figure 4.8 Error of thickness quantification for (left) deterministic approach 
(right) stochastic approach ................................................................................. 44	  
Figure 4.9 Experimental measurement setup for low quality, noisy data used to 
study experimental uncertainty ........................................................................... 45	  
Figure 4.10 Wavenumber-intensity snapshot at one pixel, where deterministic 
estimation fits to spurious peak causing false positive for damage .................... 46	  
Figure 4.11 Prior distribution of thickness parameter (after being scaled from 0-






1.1 Motivation for Structural Health Monitoring  
Internal damages such as corrosion and delamination are local defects that may 
compromise the integrity of thin-walled structures such as pipes, airplane hulls and 
wings, and wind turbine blades. These structures are often critical components of 
infrastructure systems exposed to harsh operating environments and are highly 
susceptible to damage. Internal damages are not identifiable by visual inspection, making 
them difficult to detect through non-invasive means. Identifying these defects as early as 
possible is necessary to avoid further damage, which may ultimately result in failure of 
the overall system. An example of such failure is the recent bursting of a water pipe 
under Sunset Boulevard in Los Angeles, CA, spilling 20 million gallons of water onto the 
University of California Los Angeles campus and causing millions of dollars in damage 
(Hanna 2014). Investigation of the failure revealed that severe corrosion was the main 
cause of the pipe burst. The Los Angeles Department of Water and Power admitted that 
the program testing condition of pipes had been stopped due to the cost of taking pipes 
out of service for testing (Reyes 2014). Failures such as this can be avoided through an 
effective Structural Health Monitoring (SHM) campaign, one which does not require high 
costs or significant downtime of vital infrastructure systems.  
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1.2 Benefits of Acoustic Wavenumber Spectroscopy  
For many years, research in SHM has focused on changes in natural frequencies 
and mode shapes as indicators of damage. These response features are global metrics 
measured using a finite number of sensors located at discrete positions on the structure. 
As a result, a number of different damage scenarios may result in similar changes in the 
natural frequencies and mode shapes obtained from these limited number of sensors (a 
phenomenon commonly known as non-uniqueness) (Doebling et al. 1996, Sohn and Law 
1997, Alampalli 1998). Furthermore, the limited number of sensors may result in spatial 
aliasing and limit experimentally obtained modal parameters to lower order modes 
(Doebling et al. 1996, Stubbs and Kim 1996, Friswell 2007, a and Atamturktur 2013). 
Furthermore, modal parameters tend to have a low sensitivity to local damage (Nataraja 
1983, Atamturktur et al. 2011) as local damage tends to only cause shifts in high order 
modal frequencies (Doebling et al. 1996). However, obtaining such high order modes is 
typically infeasible due to experimental limitations. Detecting a shift in natural frequency 
also becomes challenging due to the high experimental variability that is often present in 
modal tests (Beck et al. 1999, Atamturktur et al. 2009).  
Local methods, such as ultrasonic guided waves, can address many of these 
challenges because of their direct relationship to mechanical properties of a structure, 
resulting in high sensitivity to damage (Kino 1979), as well as availability of 
measurements on a fine grid of locations, providing sufficient spatial information to 
localize defects (Croxford et al. 2007).  
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Acoustic Wavenumber Spectroscopy (AWS) is one such local method that uses 
the localized measurements of frequency of laser-excited guided waves (Flynn et al. 
2012). While AWS measurements alone may successfully locate damage in a structure, 
the severity of damage cannot be quantified without the assistance of a guided Lamb 
wave propagation (LWP) model. Given material properties of the structure (elastic 
modulus, density, and Poisson’s ratio), the LWP model uses Lamb wave equations to 
relate the local wavenumber to the effective thickness. Hence, AWS based damage 
detection becomes an inverse procedure, where the thickness of the material is back-
calculated given known material properties and measured local wavenumber. The 
identified change in effective thickness of a material indicates, for instance corrosion in 
metals and delamination of interior layers in composites.  
1.3 Problem Statement  
In the AWS based damage detection procedure, a prominent issue is the need to 
know the healthy condition of the structure, referred to as “baseline” response. Model-
based inverse analysis relies on comparison of this baseline model (i.e. healthy state) to 
experimental measurements collected from the structure in its current condition (i.e. 
unhealthy state). Obtaining the baseline model requires the knowledge of the true 
material property values. In practical applications, these material property values are 
typically uncertain, and their experimental determination is hindered by the fact that 
obtaining experimental measurements from the healthy system is often infeasible 
(Doebling et al. 1996, Stubbs and Kim 1996, Beck et al. 1999, Huang et al. 2012). 
Furthermore, the reliance of inverse analysis on a comparison of model predictions to 
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experimental measurements results in a dependence on the quality of measurements, 
meaning that uncertainty in experimental measurements propagates to uncertainty in the 
quantification of damage severity.  
The current AWS based damage detection procedure estimates wavenumber and 
calculates thickness in a deterministic manner without taking the uncertainties in material 
properties (parametric uncertainty) or uncertainties in the experiments (experimental 
uncertainty) into account. The lack of consideration for uncertainties leads the 
deterministic AWS procedure to significantly overestimate damage, resulting in an 
unduly number of false positives. Such false positives would reduce the confidence 
infrastructure managers place on the SHM system and hence, degrade the effectiveness 
and practical feasibility of the AWS procedure.  
1.4 Scope of the Thesis and Main Contributions 
In this thesis, back-calculation of thickness utilizing the guided Lamb wave 
propagation (LWP) model is achieved through Bayesian inference explicitly considering 
the two critical sources of uncertainty: parametric and experimental uncertainties.  
Parametric uncertainty due to the lack of knowledge regarding true material 
properties needed in the LWP model is the first type of uncertainty addressed. Herein, the 
inverse analysis is treated as a stochastic calibration process; one which takes advantage 
of experimentally obtained wavenumber measurements to infer not only thickness (e.g. 
damage) but also the poorly-known material properties (e.g. unknown baseline model). 
Therefore, a significant advantage of the approach implemented in this thesis is the 
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ability to detect and quantify the severity of damage simultaneously in a single step 
without requiring data from the healthy state of the structure.  
Experimental uncertainty refers to the presence of spurious peaks in the 
experimental data due to noise present in measurements taken on site under less than 
ideal conditions. Specifically, laboratory testing of the current AWS method is often 
completed using costly scanning laser-guided ultrasound (SGLU) equipment. Lower cost 
equipment, such as a scanning Laser Doppler Vibrobeter (LDV) is often necessary for 
practical field applications, but decreases resolution of measurements, thus lowering the 
quality of data collected (Lee et al. 2010). These lower quality field measurements run 
the risk of producing false positives for damage detection. A distinct benefit of the 
approach implemented in this thesis is the ability to implement prior probabilities to 
incorporate engineering judgment regarding the expected severity of damage (Sohn and 
Law 1997). Incorporating expert judgment by defining prior knowledge of material 
thickness helps significantly reduce the degrading effects of spurious peaks in low quality 
data that may otherwise lead to false damage detection.    
1.5 Thesis Organization  
This thesis begins with an overview of damage detection techniques, first 
covering the basis for solving inverse problems in damage detection and next providing 
background knowledge necessary for the application of AWS measurements and the 
LWP model. Chapter three explains the details of Stochastic Wavenumber Estimation, 
where Bayesian inference is applied for the inverse problem of detecting damage from 
wavenumber data with both experimental and parametric uncertainties. Chapter four 
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implements Stochastic Wavenumber Estimation in a case study of an aluminum plate 
with imposed thinning. The case study focuses on both parametric uncertainty and 
experimental uncertainty independently. Finally, Chapter five provides a brief summary 
of the contributions of this thesis as well as a discussion of the future work that may stem 






This chapter provides a background of current Structural Health Monitoring 
(SHM) methods and discusses the current challenges that are relevant for the current 
study. Next, the theoretical background for Acoustic Wavenumber Spectroscopy (AWS) 
is discussed beginning with a review of the theoretical background for the numerical 
modeling of guided Lamb waves, followed by details of the data collection and 
processing necessary to obtain full-field time history wavenumber measurements. 
Finally, applications ideally suited for this technique are highlighted.  
2.1 State of the Art and Current Challenges in SHM 
SHM is a field of research striving to detect and quantify the severity of damage 
in structures through non-destructive methods. SHM seeks to (i) detect the presence of 
damage, (ii) locate where damage has occurred and (iii) quantify the degree of damage 
(Rytter 1993, Farrar and Worden 2007). Techniques that are useful in practice must not 
only locate, but most importantly, quantify the degree of damage in a structure 
(Atamturktur et al. 2013). Sohn et al. (2002) identifies four key elements of successful 
SHM methods as (i) data acquisition, fusion, and cleansing, (ii) feature extraction and 
information condensation, (iii) statistical model development, and (iv) operational 
evaluation. Figure 2.1 outlines each of these criteria and emphasizes the steps at which 




Figure 2.1 Key criteria of SHM as identified by Sohn et al. 2002 
The first element of Sohn’s criteria, data acquisition, fusion, and cleansing, 
focuses on the sensing techniques used for data collection and is the first step to SHM, as 
shown in Figure 2.1. A majority of the research in this area has been related to the 
sensors used, with the goal of developing sensing techniques that can have an optimal 
number and locations of sensors without negatively affecting the structure (Kammer 
1996). Additionally, data fusion is important to combine data from multiple sensors such 
that the information gained may be maximized.  
The second criterion shown in Figure 2.1 is feature extraction and information 
condensation, which relates to the selection and organization of data to represent that 
feature. Linear modal properties are the most commonly extracted features. The field has 
also begun to expand to nonlinear responses, which more commonly result from damage. 
The means by which the data is organized into the desired features is also important as 
data sets are often large and must be clearly interpreted if they are to be applied in a 
useful manner (Prabhu and Atamturktur 2013b).  




Laboratory setting  (Proof-of-Concept Stage) On site setting (Operational Evaluation Stage) 
Produces high 
quality data (1) Data Acquisition 
(2) Feature Extraction 





Data collected in 
poor conditions (1) Data Acquisition 
(2) Feature Extraction 




The third criterion defined by Sohn and discussed in Figure 2.1 is the application 
of statistical models, which is an area lacking in current SHM research. Proper treatment 
of uncertainties is critical for accurate damage detection in inverse problems (Huang et al. 
2012). These statistical models are designed to account for experimental uncertainty but 
often neglect the need for incorporating parametric uncertainty. SHM procedures 
dependent upon pattern recognition algorithms, such as neural networks, apply statistics 
to detect a change between datasets for the undamaged and damaged structure (Sohn et 
al. 2002). A significant downfall of these methods is that a wealth of experimental data is 
required for both the undamaged and damaged state, which is practical in the laboratory 
setting but not practical for real-life applications (Beck et al. 1999). This need for data 
relative to the healthy structure is referred to as a baseline model. Since obtaining a 
baseline model is often infeasible in practice, methods which circumvent this need are 
preferable.  
The last of the four criteria defined by Sohn and highlighted in Figure 2.1 is the 
movement of SHM technology from the developmental stage (e.g. in the laboratory) to 
the operational evaluation stage where measurements are collected on site. While 
measurement techniques may perform well in a laboratory setting, many fall short when 
implemented in real-life, operational environments. As suggested in Figure 2.1, this is 
because SHM performed in the operational stage offers two distinct differences from 
SHM performed as a proof of concept in a laboratory setting: (1) data is collected in less 
than ideal experimental setup, and (2) ambient conditions often contribute to 
measurement fluctuations that provide more sources of uncertainty that are often not 
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observed in laboratory settings (Farrar et al. 1997). Developing methods that can resolve 
variation in environmental conditions is a necessity for the movement of SHM from 
research to engineering practice (Sohn et al. 2002). 
The majority of damage detection techniques address only the data acquisition 
and feature extraction aspects of SHM, and it is emphasized that there is yet to be a 
method that fully addresses all four aspects. Acoustic Wavenumber Spectroscopy (AWS) 
is a recently developed technique that shows great promise for SHM in thin-walled 
structures with local damage (Flynn et al. 2013). Thus far, AWS has been shown to 
successfully meet the first two criteria of SHM, and much work has been performed to 
significantly reduce the computational effort such that real-time structural monitoring can 
be achieved. 
2.2 Theory and Application of AWS 
AWS is based on the physics of Rayleigh-Lamb equations for propagation of 
Rayleigh-Lamb waves (also referred to as guided Lamb waves) in thin-walled structures, 
which was first discussed by Horace Lamb (Lamb 1917). The primary wave modes of 
thin-walled structures are the zero order antisymmetric, A0, mode (particle motion 
perpendicular to direction of wave propagation as shown in Figure 2.2a) and zero order 
symmetric, S0, mode (particle motion parallel to the wave propagation direction as shown 
in Figure 2.2b), (Raghavan and Cesnik 2007). Given specific material properties, 
structure thickness, and excitation frequency, each of these modes travels through a plate 
with a particular period, or wavelength, λ. Wavenumber, k, is the spatial frequency of the 
wave mode (Equation 1).  
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k= 1𝜆 (Eq. 1) 
 
Figure 2.2 Wavelength measurement of a guided Lamb wave (a) antisymmetric, A0 
and (b) symmetric, S0 modes 
 Following the Rayleigh-Lamb wave governing equations, wavenumber of the A0 
and S0 wave modes may be determined by finding the root of Equations 2 and 3, 
respectively. The parameters 𝛼 and 𝛽 are the Rayleigh-Lamb frequency equations and are 
dependent upon longitudinal wave velocity, cl, and transverse wave velocity, ct, as well as 






















− 𝑘! (Eq. 5) 
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Material properties are introduced to the problem through the wave velocities, which are 




 (Eq. 6) 
ct=
E
2ρ 1+υ  (Eq. 7) 
Propagation of the guided Lamb waves becomes a model-based inverse analysis by 
implementing Equations 2 and 3 for the quantification of thickness, t, when the 
wavenumber, k, is collected by experimental measurements. Details of the development 
of this model and experimental campaign are provided in Chapter 4. 
2.2.1 AWS Measurement Technique 
AWS is a recently developed laser-based technique that collects full field 
measurements of an ultrasonic induced wave up to 30 times faster than existing methods, 
considerably increasing the speed of nondestructive evaluation for detection of hidden 
damage. Full-field measurement refers to the collection of data across an entire area by 
dividing the area into pixels, each of which is a specific x and y coordinate location on 
the surface. Spatial sampling using a fine grid of pixels constructs the wave field for the 
entire scan area. The technique uses periodic ultrasonic excitation to create a steady-state 
structural response and uses a scanning laser to collect local estimations of wavenumber 
of the propagating Lamb wave. The local nature of these measurements makes the 
method highly sensitive to damage. Specifically, a change in thickness or delamination 
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directly results in a local change of spatial frequency (referred to as wavenumber), as 
shown in Figure 2.3. 
 
Figure 2.3 Change in wavenumber due to (a) thinning and (b) delamination  
There are two methods available for collecting wavenumber measurements: (i) 
excitation of an ultrasonic wave at each pixel while a sensor at a single location collects 
measurements and (ii) excitation of the ultrasonic wave at a single location while 
measurements are collected at every pixel. The method selected is often determined by 
the equipment available for testing. The first method requires a powerful scanning laser, 
such as a scanning laser-guided ultrasound (SLGU) to excite a Lamb wave at each pixel 
through local thermoelastic expansion (Lee et al. 2011), while measurements are 
collected by a stationary sensor, such as a piezoelectric transducer or a Laser Doppler 
Vibrometer (LDV) (Figure 2.4a). Through reciprocity, these measurements can create a 
full-field image of the Lamb wave traveling across the plate through time (Figure 2.5a). 
The second method relies on a single excitation point for the wave, which may be excited 
by a laser such as SLGU or an ultrasonic transducer, and utilizes a scanning LDV to 
collect measurements at every pixel (Figure 2.4b). A full-field image of Lamb wave 
propagation collected using this setup is shown in Figure 2.5b.  
Comparison of the Lamb wave snapshots obtained in Figure 2.5a and b clearly 
illustrates the reduction in measurement quality when the second method is used. This is 






number of pixels that may be measured over an area (Lee et al. 2010). While the first 
method involving scanning excitation is clearly more desirable for collecting what will be 
referred to as “laboratory data”, implementation of this method in industry is not practical 
due to the significant cost and complexity of these systems (Monchalin 2004). R  
 
(a) SLGU measurements                                          (b) LDV measurements 
Figure 2.4 Diagram of experimental setups  
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   (a) SLGU measurements (b) LDV measurements 
Figure 2.5 Propagation of guided Lamb wave captured experimentally  
 A detailed description of the signal processing for wavenumber estimation is 
provided in Flynn et al. (2013). Herein, a summary of the process as necessary for 
background understanding is provided. At each pixel samples are measured throughout a 
given duration of time. The resulting data is a three-dimensional measurement matrix of x 
coordinates, y coordinates, and time samples, v[x,y,t] in the space-time domain. The 
discrete Fourier transform is applied along all directions of the measurement matrix to 
produce a frequency-wavenumber matrix, V[kx,ky,f], where kx and ky are the x-direction 
wavenumber and y-direction wavenumber, respectively and f is the time sample 
frequency. Wave modes (i.e. A0 and S0) are isolated through a series of filtering 
procedures. First, a mode filter cutoff is determined by the radial frequency: 
𝑘!= 𝑘!! + 𝑘!!. (Eq. 8) 
The measurement matrix is passed through a high pass filter with a cutoff equal to half of 
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during the signal processing.  Through this filtering process the individual wave modes 
are isolated such that a frequency-wavenumber curve (also referred to as a dispersion 
curve) may be found for each mode. Next, each wave mode is passed through a bank of 
narrow band wavenumber filters to develop the wavenumber-intensity measurements. 
Finally, the data is transferred back to the spatial domain through an inverse discrete 
Fourier transform resulting in a space-time-wavenumber matrix, z[x,y,t,kc]. Through this 
process, wavenumber-intensity curves (Figure 2.6) are obtained at every pixel in the scan 
area. As seen in Figure 2.6a, SLGU measurements tend to produce smooth curves where 
the peak is relative to the true wavenumber. In Figure 2.6b, however, spurious peaks 
occur in the data that correspond to a wavenumber resulting in false positive for damage.  
 
   (a) SLGU measurements (b) LDV measurements 
Figure 2.6 Experimental variability in wavenumber where spurious peaks are 
observed in the LDV measurements 
 
 


































2.2.2 Shortcomings of Current AWS Procedure 
While AWS measurements alone may successfully locate damage, the thickness 
at the damage location cannot be quantified without the assistance of an accurate model. 
Equations 2-7 may be implemented to develop the LWP model. However, this model is 
dependent upon knowledge of elastic modulus, density, and Poisson’s ratio. These 
parameters may be known or measured accurately in some cases, but may remain highly 
uncertain in other applications or cases where the original design specifications are 
considered proprietary information that is not made available by the manufacturer. 
Therefore, the first shortcoming of AWS based damage detection is its dependency on 
poorly known material properties. Without reducing the uncertainty in these parameters, 
the severity of damage cannot be meaningfully quantified.  
The second shortcoming of AWS based damage detection is related to the 
experimental uncertainty, which has practical importance due to the cost of equipment 
and settings needed to obtain high quality data. Achieving testing conditions for 
laboratory data, which produces measurements that a deterministic approach can 
successfully function with, is not practical for on site applications. Realistically, AWS 
must be applied in situations where expenses limit the data acquisition to less advanced 
equipment, resulting in lower quality on site data. Therefore, the need to reduce cost in 
collecting measurements may result in experimental uncertainty.  
2.2.3 Applications 
The local nature of AWS measurements, as well as the sensitivity of wavenumber 
to change in thickness, makes the method ideal for thin-walled structures susceptible to 
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damage related to thickness change. Decrease in thickness results in a shorter wavelength 
and thus, a higher wavenumber. Structures prone to thinning, such as pipes exposed to 
conditions causing corrosion, would demonstrate an increase in wavenumber (recall 
Figure 2.3a) in the presence of damage. A change in the effective thickness may also 
result from cases where materials in a structure separate, such as delamination in 
composites and debonding in pipes with protective coating, resulting in an increased 






In this chapter, Bayesian inference is applied to remedy problems with parametric 
uncertainty and experimental uncertainty in the Acoustic Wavenumber Spectroscopy 
(AWS) based damaged detection procedure, referred to henceforth as Stochastic 
Wavenumber Estimation. To begin, Section 3.1 describes the means of incorporating 
AWS into the Structural Health Monitoring (SHM) paradigm as an inverse problem 
through the calibration of Lamb wave propagation (LWP) model parameters. Section 3.2 
provides details of the implementation of parameter calibration in the context of Bayesian 
inference. Section 3.3 then describes specific aspects of the approach implemented in 
Stochastic Wavenumber Estimation to address parametric and experimental uncertainties.  
3.1 Damage Detection through Inverse Analysis  
Methods for detecting damage can be separated into two distinct categories: 
model-based and nonmodel-based. Model-based methods compare experimental 
measurements to analytical, physics-based model predictions to localize and quantify the 
severity of damage in a structure. Nonmodel-based methods correlate data from 
undamaged and damaged scenarios to detect the presence of damage and are typically 
only capable of damage localization (Sohn and Law 1997), meaning that they cannot 
quantify the severity of damage. Model-based methods result in an inverse analysis, 
where observed measurements are used to infer model parameters related to the damage 
feature (Tarantola 2005). While model-based methods tend to be more computationally 
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expensive, they carry the distinct advantage of quantifying the severity of damage. The 
focus herein is a model-based method for SHM. 
For model-based damage detection, a numerical model that mathematically 
describes the phenomenon of interest is used to predict the behavior of a physical process 
at a specified control setting. Numerical models seek to represent engineering principles 
defining the underlying physics of the problem, η(x,t), where t is the true value of 
physical parameters (material properties in this application) and x is the control settings 
that define the domain of the application (excitation frequency in this application). True 
parameter values are often unknown and as such, best estimates of these parameter 
values, θ, are used in the model. Incomplete representation of these engineering 
principles results in model form error (or model bias), ψ(x). Model form error is only 
known at settings where experiments have been conducted. Thus, an estimate of model 
form error is necessary for untested settings of the domain. Model form error can be 
estimated at untested settings using an empirically trained function, referred to as 
discrepancy, δ(x). Similarly, experimental measurements, y(x), contain experimental 
error, ε, as they are noisy representations of reality. Thus, experimental measurements are 
related to the numerical model accordingly: 
y(x) = ƞ(x,θ) + δ(x) + ε (Eq. 9) 
Said differently, experiments, y(x), can be described as the sum of the best estimate 
numerical model predictions, η(x,θ), discrepancy, δ(x), and experimental error, ε. Table 
3.1 details the parameters of the guided Lamb wave propagation (LWP) model (recall 
Section 2.2) for the application of the model within this framework.  
 
21 
Table 3.1 Parameters of LWP model 
Experimental Measurements (y(x)) Wavenumber (kA) 
Control Parameter (x) Excitation frequency (ω) 
 Calibration 
Parameters (θ) 
Damage indicator Thickness (t) 
Material 
properties 
Elastic modulus (E) 
Density (ρ) 
Poisson’s ratio (υ) 
Model-based damage detection results in an inverse problem when at least one of 
the input parameters, θ, of a model are considered to be indicative of damage incurred by 
the structure and is updated based on information gained from collected data (Friswell 
2007, Atamturktur et al. 2013) (Figure 3.1b). 
 
Figure 3.1 Numerical model formulation for (a) forward problem where 
system response is unknown compared to (b) inverse problem where model 
parameters are unknown 
An important note in this formulation is that if model form error is present, 
























(b) Inverse Problem 
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simultaneously. Failure to consider model form error during parameter calibration may 
result in parameters compensating for incorrect physics formulation, causing parameters 
to converge to incorrect values (Draper 1995, Kennedy and O’Hagan 2001, Farajpour and 
Atamturktur 2013).  
3.2 Bayesian Inference for Inverse Problems 
Herein, a fully Bayesian context, as described in Higdon et al. (2008) and 
implemented in Unal et al. (2011), is implemented to infer uncertain parameter values in 
the LWP model. The Bayesian approach is particularly useful for approaching problems 
with multiple sources of uncertainty (Bayarri et al. 2007). This approach is based on 
Bayes theorem, by which the prior distribution of a parameter is updated based on 
knowledge gained from new data, leading to the posterior: 
𝑃 𝜃|𝑦 𝑥 ∝ 𝑃 𝑦 𝑥 |𝜃 ×𝑃 𝜃  (Eq. 10) 
where 𝑃 𝜃  is the prior distribution of the uncertain parameters, 𝑃 𝑦 𝑥 |𝜃  is the 
likelihood (also written as L(θ)), which is the probability of observing the data, and 
𝑃 𝜃|𝑦 𝑥  is the posterior distribution of parameters. Essentially, Bayes theorem allows 
us to make an inference of uncertain parameters conditioned upon prior knowledge and 
the experimental measurements.   
The posterior distribution, 𝑃 𝜃|𝑦 𝑥  may be developed by sampling the 
numerical model with a number of different parameter sets (Higdon et al. 2004). Markov 
chain Monte Carlo (MCMC) sampling is used to explore the full parameter domain. This 
approach requires a large number of model runs (nearly always in the order of 
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thousands), which is computationally infeasible to implement with the LWP model. 
Therefore, a Gaussian Process Model (GPM) is used as an emulator to replace the LWP 
model, defined by a mean function µ(x,θ) and covariance: 










!!!  (Eq. 11) 
where λη and ρη are hyperparameters of the GPM to be calibrated.  
 Herein, a Gaussian Process Model (GPM) is implemented for representation of 
the discrepancy function. For discrepancy, a GPM is defined by a mean function that is 
identically zero and a covariance: 






!!!  (Eq. 12) 
where λδ and ρδ are hyperparameters of the GPM to be calibrated. 
GPM is a desirable form of emulator in this case as it does not restrict the model 
to a specific functional form (Kennedy and O’Hagan 2001, Bastos and O’Hagan 2009) 
and has been shown to work well for applications in structural dynamics (DiazDelaO and 
Adhikari 2009, Van Buren et al. 2013). A training set of data is generated from the 
physics-based numerical model. In the application presented herein, a multi-level full-
factorial design of experiments is used to develop the training data. Multi-level full-
factorial was selected due to the small number of calibration parameters making the 
development of a set of training data with many levels feasible. A full-factorial design is 
also desired so that the edges of the domain are fully explored. Details of the design for 
training data specific to the case study application will be presented in Chapter 4. The 
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data is standardized to have a mean of zero and a standard deviation of one so that the 
units of all parameters may be consistent. Posterior distributions are represented as: 
𝑃 𝜃, 𝜇, 𝜆!,𝜌!, 𝜆! ,𝜌!|𝑫 ∝ 𝐿 𝑫|𝜃, 𝜇, 𝜆!,𝜌!, 𝜆! ,𝜌! ×𝑃 𝜃 ×𝜋 𝜇   ×𝑃 𝜆!   ×𝑃 𝜌!   ×
𝑃 𝜆!   ×𝑃 𝜌!    (Eq. 13) 
where D represents a vector of model outputs and experimental data. 
 Gibbs sampling, a specific case of the Metropolis-Hastings algorithm (Metropolis 
et al. 1953, Hastings et al. 1970), is implemented for sampling the model. Each step of 
the sampling is a full conditional distribution of one parameter, cycling through each 
parameter individually while exploring the domain (Gelfand and Smith 1990). 
Acceptance criteria for the model samples is defined by Equation 9. If a model sample 
meets the acceptance criteria it is kept in the posterior distribution, otherwise the step 
returns to the previous parameter value and continues from there.   
For determining the need for discrepancy in this application, the capability of the 
LWP model to predict wavenumber matching to the true physical process is evaluated 
through test analysis correlation. Model predictions for a 4 mm aluminum plate were 
found to match experimental measurements collected at various excitation frequencies, as 
shown in Figure 3.2. The accuracy of model predictions demonstrated in the test analysis 
correlation led to the conclusion that the importance given to discrepancy should be 
limited. Such a limitation was placed on discrepancy by limiting the GPM 
hyperparameter, λδ, with a Gamma prior having distribution parameters α=1 and β=10-5. 
It should be noted that this is an application to an isotropic homogenous metal structure. 
Other applications, such as composite plates where different materials are layered 
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together, may have increased error in the model form, requiring consideration of the 
discrepancy function. 
 
Figure 3.2 Test-analysis correlation of LWP model 
3.3 Application to AWS: Stochastic Wavenumber Estimation 
There is a desire to be able to use AWS measurements to quantify the severity of 
damage present in a structure. Thus far, the severity of damage is quantified 
deterministically by relating a change in wavenumber to a decrease in thickness. 
However, the deterministic estimation is complicated due to uncertainty in material 
properties and noise causing spurious peaks in experimental data. Bayesian inference 
presents a framework with distinct capabilities to resolve both of these issues, as shown 
in Figure 3.3. This section provides details on the use of Bayesian inference to infer 
damage considering the presence of parametric uncertainty in the LWP model as well as 
experimental uncertainty in wavenumber measurements. The framework is implemented 






















with the LWP model representing the physics and wavenumber measurements, described 
in Section 2.2.  
 
Figure 3.3 Framework for Stochastic Wavenumber Estimation to mitigate 




Inverse problem for damage 
detection and quantification 
 
M(E, ρ, ν, t, ω) = k 
Prior(t) 
Experiments 
•  Experimental uncertainty due to spurious 
peaks in data 
•  Incorporate engineering judgment 





•  Parametric uncertainty due to unknown 
material properties 
•  Simultaneously calibrate material 




3.3.1 Parametric Uncertainty 
As discussed previously, the ability to apply a model for inverse calculation of a 
damage indicator depends on the predictive capability of the model. Without confidence 
in the numerical model parameters, severity of damage may not be accurately quantified. 
While calibrating uncertain parameters to a baseline model of a “healthy” state remedies 
the issue, there is a desire to remove the need for baseline measurements altogether. 
Therefore, this thesis seeks to overcome the challenges associated with lack of a baseline 
model (due to the presence of parametric uncertainties) by simultaneously calibrating the 
material properties and thickness. Evaluating the damage indicating parameters and 
material properties simultaneously helps eliminate the need for baseline measurements of 
the structure.  
 Recall that AWS measurements produce a full-field time history, meaning that a 
wavenumber is determined at every pixel of the structure’s surface. Assuming the 
material is uniform throughout the entire area of interest on the structure, calibration may 
be carried out in a two-step process. The first step is calibration of material properties and 
thickness simultaneously at a single pixel. For the pixel selected, calibration is completed 
using wavenumber measurements at multiple excitation frequencies. Carrying out the 
calibration as a functional fit, rather than an individual measurement, helps avoid the 
possibility of non-unique solution sets (i.e. multimodal posterior distributions).  
The second step is to apply the material properties calibrated in step one as 
“known” parameters in the LWP model and calibrate thickness for all other pixels. 
Breaking the procedure into a two step process significantly reduces computational cost 
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by reducing the number of calibration parameters to one (thickness) at the majority of 
pixels, since there are typically tens of thousands of pixels in a scan area. In the case of a 
structure with non-uniform section or material properties (such as a wind turbine blade), 
this step would need to be completed for each individual pixel or in groups of pixels 
known to have the same section and material properties.  
3.3.2 Experimental Uncertainty 
AWS measures the intensity of a wavenumber sensed by the Laser Doppler 
Vibrometer over a range of excitation frequencies, resulting in a dispersion curve 
intensity map. The wavenumber-intensity relationship may then be determined at a 
particular excitation frequency for each pixel in the scan area. As discussed earlier in 
Section 2.2.1, measurements completed with high quality, expensive equipment in 
controlled conditions are capable of producing a dispersion curve with low levels of noise 
and thus, result in wavenumber-intensity data with a single, well-defined peak (Figure 
3.4). However, measurements carried out in more realistic, on site applications using 
lower cost equipment often have higher levels of noise in the dispersion curve, causing 
spurious peaks in the wavenumber-intensity data (Figure 3.5). Spurious peaks in AWS 
measurements most often relate to a false positive for detection of damage. Though 
Figure 3.5 illustrates an example with two peaks, it is possible for multiple peaks to 
appear in the data. In the deterministic approach, the high frequency peak, which is due to 




Figure 3.4 Experimental variability in laboratory dataset (left) dispersion curve-
intensity diagram and (right) wavenumber-intensity at 300 kHz 
 
Figure 3.5 Experimental variability in on site dataset (left) dispersion curve-intensity 
diagram and (right) wavenumber-intensity at 80 kHz 
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The approach presented herein takes advantage of the ability to define probability 
density functions to incorporate prior knowledge of plate thickness for Stochastic 
Wavenumber Estimation. Doing so allows for the consideration of expert knowledge 
regarding the expected degree of damage in the structure. The noise manifests itself in the 
data almost always as high wavenumber spurious peaks. Therefore, if there are multiple 
peaks, those at lower wavenumbers are expected to be representative of the true damage 
and thus, should be weighted more by the prior. This knowledge is incorporated by 
implementing a prior distribution to the thickness parameter of the LWP model, 
effectively providing more weight to low wavenumber peaks and less weight to high 
wavenumber peaks (which are likely to be related to noise), resulting in a more realistic 
posterior distribution.  
One example of the effect of defining such prior knowledge is shown in Figure 
3.6. In this example, the likelihood function, as determined by the MCMC is shown at the 
top of the figure. The likelihood is shown to have two peaks, representative of the case 
where multiple peaks occur in the wavenumber-intensity measurements. Two prior 
distributions of the thickness are shown: one in which a uniform prior is assumed (Figure 
3.6a), representing prior knowledge only of the upper and lower bound on the parameter 
but no expected behavior in between, and another where expert knowledge regarding the 
low wavenumber peaks being associated with noise is incorporated (Figure 3.6b).  
It is emphasized that for damage to be detected with the prior distribution of 
Figure 3.6b, the majority of experimental evidence must be related to severe damage in 
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the structure in order for the posterior to infer a severe damage. Thus, in the case where 
experimental evidence indicates little to no damage with one peak and spurious peaks 
relate to severe damage, the informative prior aids in selection of the correct solution. It 
is important to note that spurious peaks almost always occur at higher wavenumbers, 
relating to damage. Therefore, if severe damage truly exists, there would be no low 
wavenumber peaks in the data, resulting in a wavenumber-intensity curve with only a 
single peak, which would not be affected by the prior distribution.  
 
Figure 3.6 Hypothetical posterior for a noisy likelihood with (a) uniform prior and 










STOCHASTIC WAVENUMBER ESTIMATION TO DETECT AND QUANTIFY 
THE SEVERITY OF DAMAGE IN AN ALUMINUM PLATE 
In this chapter, the methodology presented in Chapter 3 is implemented for 
damage detection and quantification of degree of damage with parametric uncertainty and 
experimental uncertainty addressed independently. The specimen for this case study is an 
aluminum plate of 4 mm thickness with a section milled to 2 mm thickness to represent 
damage. Section 4.1 details the development of the Lamb wave propagation (LWP) 
model for solving the Rayleigh-Lamb equations. Section 4.2 presents the results of the 
parametric uncertainty analysis, including details of the experiments completed to obtain 
well-controlled laboratory data used in the analysis. Section 4.3 presents the results of the 
experimental uncertainty analysis and specifics on the experimental setup to obtain less 
than ideal data, representative of on site conditions. 
4.1 Model Development 
Wavenumber for a particular mode of a thin-walled structure may be empirically 
determined by finding the root of the Rayleigh-Lamb equations (recall Equations 2 and 
3). In the LWP model, formulation of the Rayleigh-Lamb equations necessitates the use 
of an optimization algorithm to solve for the wavenumber. In this study, a genetic 
algorithm, which is found effective in identifying local minima despite the highly 
nonlinear nature of the objective function with several local minima, is used. The 




Figure 4.1 Example objective function for wavenumber calculation 
 The genetic algorithm is an optimization method based on the theory of natural 
selection where populations, containing a set of individuals representing possible designs, 
are refined through multiple generations until a solution best solving an objective is 
determined (Mitchell 1998). First, an initial population is developed by randomly 
selecting individuals. Individual designs are evaluated to determine which best optimizes 
the objective function. A select number of individual designs that provide the best 
solution are kept as elite individuals. The next generation is developed using elite 
individuals, crossovers, and mutations. Crossovers and mutations are formed from 
individuals in the previous (or parent) generation. Crossovers combine features from two 
elite parents to produce an individual that is expected to out perform the parents 
individually. Mutations randomly change parameters of a parent, which helps to avoid 
convergence to local minima.  











































The model presented herein implements a genetic algorithm for the optimization 
of Equation 14. The genetic algorithm is set to evaluate a maximum of 200 generations, 
with 500 individuals in each population and 50 elite individuals kept for every 
generation. In this application, only the A0 mode is considered, as it is the first mode of 
the system and the out of plane vibrations of this mode are most readily picked up by 
LDV measurements (Gannon et al. 2015). Wavenumber, kA, is determined using genetic 








2  (Eq. 14) 
Subject to: 0 ≤ kA ≤ 500 kHz 
4.2 Parametric Uncertainty 
4.2.1 Experimental Campaign 
 The specimen used in this case study is a 600 mm by 600 mm aluminum plate 
with a thickness of 4 mm. AWS measurements are collected over a laser scan area 
located in a 240 mm by 240 mm square whose center is co-located with the center of the 
entire plate. Towards the center of the plate, a 100 mm by 200 mm area has been milled 
to a thickness of 2 mm to represent damage as a result of thinning, as shown in Figure 
4.2. The smooth side of the plate, where no damage is visually detectable, is used as the 
scan surface for wavenumber measurements. While no damage is visible from the testing 
side (Figure 4.3b), the milled area is clearly noticeable on the reverse side (Figure 4.3a). 
Material properties for the aluminum plate are provided in Table 4.1.  
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Table 4.1 Material properties of test specimen 
Property Nominal Value 
Elastic Modulus (E) 69 GPa 
Density (ρ) 2700 kg/m3 
Poisson’s Ratio (υ) 0.33 
 
 
Figure 4.2 Dimensions of damaged aluminum plate specimen 
                   
(a) reverse side where damage is visible       (b) scan side where damage is not visible 
Figure 4.3 Scan area of plate specimen with damaged area milled to 2 mm thickness 
(b) Front of plate (scan surface) (a) Back side of plate (damaged surface) (b) Front of plate (scan surface) (a) Back side of plate (damaged surface) 
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Analysis of parametric uncertainty is completed independent of experimental 
uncertainty by conducting experiments in a well-controlled laboratory setting where a 
scanning laser-guided ultrasound (SLGU) laser is used to excite the structure at each 
pixel (recall Section 2.2.1).  The 240 mm by 240 mm scan area is sampled spatially by a 
pixel spacing of 0.5 mm in both the x and y directions. For each pixel location, 1000 time 
samples are recorded by a Laser Doppler Vibrometer (LDV) at a stationary location 180 
mm above the center of the scan area. Measurements are downsampled by a factor of two 
in all dimensions for anti-aliasing purposes, resulting in a 240x240x500 cube of data. For 
this case where the sensor is a fixed point, the full-field time history of a wave 
propagating through the structure from a virtual excitation point at the sensor is obtained 
through reciprocity (Flynn et al. 2013).  A diagram of the scan setup is shown in Figure 
4.4. Data collected in this experimental setup results in the well-defined dispersion curve 
and wavenumber-intensity diagram, shown previously in Figure 3.4  
 
Figure 4.4 Experimental measurement setup for high quality, laboratory data used 
to study parametric uncertainty  
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4.2.2 Results and Discussion 
In the case of parametric uncertainty, material properties of the structure are 
assumed to be unknown. This is representative of many real-life scenarios where the 
original design of a structure is unavailable or unknown. Of course, the degree of damage 
present in the structure is considered to be unknown, meaning that the thickness 
parameter is also uncertain.  
Parametric uncertainty stems from lack of knowledge of the best values defining 
influential model parameters, in this case, material properties (elastic modulus, E, 
density, ρ, and Poisson’s ratio, υ) as well as the severity of damage in the plate (thickness, 
t).  A sensitivity analysis is performed using analysis of variance (ANOVA) to test the 
effect each parameter has on the model predictions. As shown in Figure 4.5, material 
properties E and ρ are the two parameters related to material properties that are influential 
to the model response (wavenumber, k). Additionally, thickness, which is the indicator of 
damage, is found to be most influential, thus confirming that the damage metric is highly 
sensitive. Poisson’s ratio, υ, is found to have little to no influence on the wavenumber 




Figure 4.5 Model sensitivity to material properties 
First, a simplified case where only the elastic modulus of the material is unknown 
is considered as a proof-of-concept. Elastic modulus is a parameter that is often highly 
uncertain in existing structures. For this reason, a large range of potential elastic modulus 
values is assumed, bounded by the Magnesium and Steel metals as shown in Table 4.2. 
The elastic modulus is given a normal prior distribution about the mean of the bounded 
range. Excitation frequency, ω, is used as a control parameter. Five excitation frequencies 
were selected for measurements at a single pixel with the goal of fitting the model to the 
shape of the dispersion curve, rather than a single point. Therefore, local wavenumber 
estimates at 150kHz, 200 kHz, 250 kHz, 300 kHz, and 350 kHz are all used as 
experimental data for calibration. Five thousand MCMC samples are completed. For the 
purpose of decreasing computational time, a Gaussian Process Model (GPM) is used as a 
surrogate for the LWP model. The GPM is trained using a seven level full-factorial 
design of experiments in the LWP model.  















Results of Main Effect Screening
 
 






































Emphasis is placed on the fact that no prior knowledge of the thickness is required 
to calibrate the elastic modulus, since these two parameters are calibrated simultaneously. 
To emphasize this point, the elastic modulus and thickness were calibrated 
simultaneously for two different points on the plate, one undamaged (thickness of 4 mm) 
and one damaged (thickness of 2 mm). Calibrated values of the elastic modulus are 
determined to be the mean value of the posterior distribution. Results show that through 
Stochastic Wavenumber Estimation, elastic modulus is estimated within 5% of the true 
value without any knowledge of the severity of damage (i.e. thickness) or any data from 
the undamaged structure for establishing a baseline. Resulting posteriors are shown in 
Figure 4.6 and the corresponding calibrated values are detailed in Table 4.2. Calibration 
using data at a damaged location of the plate resulted in 4.2% error and calibration using 
data collected at an undamaged location resulted in 2.6% error.  
Table 4.2 Results of elastic modulus calibration without preexisting knowledge of 
severity of damage 
Plate Properties Prior Uncertainty Posterior Uncertainty 
Error 







Undamaged 69 GPa 45 GPa 200 GPa 66.1 GPa 7.5 GPa 4.2% 






Figure 4.6 Posterior distributions of elastic modulus inferred from wavenumber 
data using (left) measurements at an undamaged location and (right) measurements 
at a damaged location  
After successfully quantifying elastic modulus and thickness under uncertainty, 
the method is extended to consider all influential model parameters (elastic modulus, E, 
density, ρ, and thickness, t) as uncertain. Referring back to Equations 6 and 7, it is clear 
that E and ρ are parameters that will compensate for one another, therefore making 
accurate identification of either parameter difficult. Said differently, the mathematical 
result of increasing the values defined for E will have a similar effect on model output as 
decreasing the values of ρ. In this application, the wave velocities, which are a function 
of material parameters, may be taken advantage of to circumvent this compensation issue. 
Since wave velocity is the only portion of the LWP model dependent upon E and ρ, 
material properties do not need to be directly determined. In fact, the longitudinal and 





























transverse wave velocities are related by a factor, which becomes constant as long as 
Poisson’s ratio is not varied: 
cl=
2−2υ
1−2υ ct (Eq. 15) 
Using this mathematical representation, only transverse wave velocity, ct, is considered 
as a calibration parameter related to material properties. Longitudinal wave velocity, cl, is 
determined by scaling ct according to Equation 15. Calculating the wave velocities in this 
manner ensures that the physical relationship between the two is preserved. Following the 
same process as before, transverse wave velocity and thickness are inferred 
simultaneously such that the degree of damage in the structure does not need to be known 
a priori. 
Resulting posteriors for transverse wave velocity are shown in Figure 4.7 and the 
corresponding calibrated values are detailed in Table 4.3. Calibration using data at a 
damaged location of the plate resulted in 1.3% error and calibration using data collected 







Table 4.3 Results of transverse wave velocity calibration without preexisting 
knowledge of severity of damage 
Plate Properties Prior Uncertainty Posterior Uncertainty 
Error 









Undamaged 3,100 m/s 1,370 m/s  12,263 m/s 3,061 m/s 319 m/s 1.3% 
Damaged 3,100 m/s 1,370 m/s  12,263 m/s 3,049 m/s 317 m/s 1.6% 
 
Figure 4.7 Posterior distributions of transverse wave velocity inferred from 
wavenumber data using (left) measurements at undamaged locations and (right) 
measurements at damaged location 
For a homogeneous structure, once material properties have been determined for a 
single pixel, they may be applied as a “known” parameter for all other pixels, such that 
only thickness needs to be calibrated. The ability to determine uncertain material 
properties is the most distinct advantage of Stochastic Wavenumber Estimation over the 
currently implemented deterministic approach.  




























To demonstrate this advantage, let’s assume that an inspector is lacking 
knowledge regarding the exact material properties of a system. The inspector assumes an 
elastic modulus of 75.9 GPa, (10% overestimation from the true value of 69 GPa). In the 
stochastic approach, elastic modulus is calibrated from the range shown in Table 4.3, 
rather than assuming a constant, preset value. For calibration of modulus and thickness in 
this case, a 10 level full factorial design is used to train the GPM and 2000 MCMC 
samples were taken to converge to a calibrated elastic modulus of 70 GPa.  
Results shown in Table 4.4 illustrate the danger of assuming material properties in 
the deterministic approach. The ability to recognize uncertainty in the problem and 
address it accordingly results in the stochastic approach estimating thickness significantly 
closer to the true value than the deterministic (Figure 4.8). In this case the result is an 
underestimation of thickness (therefore overestimation of damage), however, it could 
easily be the case where elastic modulus was underestimated by the inspector, leading to 
an overestimation of thickness (underestimation of damage).  
Table 4.4 Average error of deterministic and stochastic approaches for parametric 
uncertainty 
  









Stochastic  -0.07 mm -1.75%  -0.06 mm -3.00% 




         
 
Figure 4.8 Error of thickness quantification for (left) deterministic approach (right) 
stochastic approach  
4.3 Experimental Uncertainty 
4.3.1 Experimental Campaign 
The second aspect of the case study focuses on experimental uncertainty. 
Experimental uncertainty is introduced in this problem through the creation of an 
experimental setup replicating conditions that are often encountered in one-site testing. 
Specifically, a reduced cost setup is utilized where the structure is excited at a single 
location 50 mm above the center of the scan area and 2000 time samples are collected by 
the LDV at each pixel. Due to the lower spatial resolution of the LDV, the scan area is 
discretized into pixels with a 1 mm spacing in the x and y directions. Measurements are 
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by a factor of 10 in the time series resulting in a 120x120x200 cube of data. A diagram of 
the scan setup is shown in Figure 4.9. Data collected in this experimental setup results in 
the noisy dispersion curve and wavenumber-intensity diagram with spurious peaks, 
shown previously in Figure 3.5. 
 
Figure 4.9 Experimental measurement setup for low quality, noisy data used to 
study experimental uncertainty 
4.3.2 Results and Discussion 
In wavenumber analysis, the most common form of noise is revealed as lower 
wavelength, therefore higher wavenumber. When using the deterministic approach, noise 
which may have a higher intensity than the true wavenumber will be selected, resulting in 
a false positive for damage. Figure 4.10 illustrates the improvement in wavenumber 
estimation for one specific pixel, where the deterministic approach selects a wavenumber 
related to noise (which would result in a false positive for damage) while the Bayesian 
inference is able to better estimate the true wavenumber.  
scan area 
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Figure 4.10 Wavenumber-intensity snapshot at one pixel, where deterministic 
estimation fits to spurious peak causing false positive for damage 
Stochastic Wavenumber Estimation improves upon the deterministic approach by 
incorporating engineering judgment into the problem in the form of prior knowledge, as 
detailed in Chapter 3. For this application, in the case of corrosion, it is considered more 
likely that only slight thinning has occurred, as opposed to severe damage. For these 
reasons, a beta prior (Equation 16) with parameters α equal to 5 and β equal to 1 is 
implemented for this case study (Figure 4.11).  
f 𝜃|𝛼,𝛽 = ! !!!
! ! ! !
𝜃!!! 1− 𝜃 !!!, 0 < 𝜃 < 1 (Eq. 16) 
































Figure 4.11 Prior distribution of thickness parameter (after being scaled from 0-1) 
  














Internal defects, often unnoticeable to inspectors, threaten the performance of 
structural systems and may result in catastrophic failure if left untreated. Corrosion and 
delamination are examples of local damages that affect the performance of pipe systems, 
wind turbine blades, aircraft, and many other infrastructure systems impacting society. 
Existing structural health monitoring techniques attempt to mitigate hazards due to 
internal damage by detecting and quantifying the damage through non-destructive 
techniques. Many existing methods, however, are unable to adequately capture the 
damage due to insensitivity of global response metrics to small, localized damage. 
Acoustic Wavenumber Spectroscopy (AWS) has been shown to be able to detect these 
local damages because of the local nature of measurements and high sensitivity of 
wavenumber to damage. As such, AWS offers a real potential to prevent failure of a 
system due to continued undetected damage. The main drawback is that AWS currently is 
unable to quantify the level of damage in a structure.  
This thesis presents a method for incorporating parametric and experimental 
uncertainty in AWS inverse problems through the use of Stochastic Wavenumber 
Estimation. Inverse analysis applied to AWS measurements can not only detect, but also 
quantify the severity of local damage in thin walled structures. Uncertainties, however, 
pose a problem for the method when there exists uncertainties in material properties or 
spurious peaks in experimental data. The methodology has been demonstrated herein 
through a case study in which thinning of an aluminum plate was detected and its severity 
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quantified. The proposed approach successfully mitigates the degrading effects of 
parametric uncertainty, demonstrating the ability to quantify material properties without 
requiring a baseline “healthy” structure for calibration. Furthermore, calibration of the 
transverse wave velocity rather than specific material properties eliminates the possibility 
of compensating elastic modulus and density. Due to its deterministic nature, current 
AWS methodology is also poorly suited to operate in conditions containing experimental 
uncertainty resulting from measurement tools commonly used in practice. The approach 
presented herein is shown to improve thickness estimates from wavenumber data 
exhibiting spurious peaks by considering expert judgment in prior distributions. Most 
importantly, the new method is shown to result in less false positives of damage than the 
existing deterministic approach.  
While the calibration framework presented herein is shown to improve the 
damage detection and quantification of current state of the art methods, assumptions and 
limitations remain which should be addressed in future studies, as summarized below. 
• Consideration of uncertainties simultaneously. This thesis assumes that parametric 
and experimental uncertainties can be analyzed independently. In realistic field 
applications, both types of uncertainties will likely be present simultaneously. 
Considering multiple uncertainties simultaneously within the framework presented is 
possible, but further work should be done to verify this approach.  
• Additional sources of uncertainty should also be considered. Particularly, 
experimental uncertainty has been presented in this thesis as spurious peaks in data 
due to the quality of equipment available for testing. Another problem commonly 
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occurring in practice is the inability to set up experiments such that scans are 
conducted perfectly perpendicular to the structure, especially for curved surfaces. The 
nature of experimental noise introduced by this operational condition may vary from 
that presented in this thesis and thus, requires further investigation.  
• Applications with increased complexity in the structure. Structures composed of 
composite materials, which are produced by bonding different materials, may have 
differences in the manner that guided Lamb waves propagate. If the layering of 
materials were to alter the wave propagation, the numerical model used to develop 
training data would likely exhibit some form of model form error. Thus, future 
studies including composite structures may potentially require more influence from 
the discrepancy function to account for this model form error.  
• Structures having less severe damage than that presented herein. For example, 
corrosion of pipes will likely occur as gradual damage where there is not a dramatic 
change from one thickness to another. While AWS has been proven capable of 
detecting gradual damage (Flynn et al. 2013), the new method implementing 
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