Overview
The dynamics of many physical systems can be distilled from the eigenvalues and eigenfunctions of a corresponding operator. For example, possible vibrations of a thin membrane can be described in terms of the eigenvalues and eigenfunctions of the Laplace operator on the membrane. Kac's famous question "Can you hear the shape of a drum?" is a type of inverse eigenvalue problem, that is, a problem that asks what are the properties of the system if the eigenvalues of the corresponding operator are known. For example, the eigenvalues of the Laplacian determine the area of the membrane but don't (uniquely) determine the shape of the membrane (up to isometry). In this context, we can view the inverse eigenvalue problem of a graph as, "What possible collection of sounds (that is, eigenvalues) can a drum of your shape, that is, a matrix whose off-diagonal nonzero pattern is described by the edges of , make?" Ever since the development of the Perron-Frobenius theory for nonnegative matrices, there has been an interest in understanding how the combinatorial structure of a matrix is related to eigenvalues of the matrix. The graph of the × symmetric matrix = [ ] has vertex set 1, 2, … , and the edge joining and if and only if ≠ and ≠ 0. Given a graph with vertex set 1, … , , ( ) denotes the set of all symmetric × matrices whose graph is . For example, if denotes the path with edges {1, 2}, {2, 3}, . . . , {( − 1), }, then ( ) denotes all matrices of the form shown in Figure 1 . It is known that a set of real numbers is the spectrum of a matrix in ( ) if and only if these numbers are distinct [5] . The inverse eigenvalue problem for (IEP-) asks us to determine all multisets of real numbers that are the spectra of some matrix ( ). A specific instance of the IEPwould be: Is the multiset { 1 , … , } the spectrum of some matrix in ( )?
This note concerns two related classes of problems, the IEP-and zero forcing processes and parameters. Zero forcing was introduced independently in several different areas of mathematics and its applications, including in the study of the IEP-.
Zero forcing is a coloring game on a graph, where initially each vertex is colored blue 1 or white, and the goal is to color all the vertices blue by applying a color change rule. For (standard) zero forcing, the color change rule is: A blue vertex can change the color of a white vertex to blue if is the unique white neighbor of . The minimum number of blue vertices needed to color all the vertices of blue is the zero forcing number of and is denoted by Z( ). The process of forcing vertices blue models forcing zero entries in a null vector of a matrix in ( ), and Z( ) is an upper bound for the maximum multiplicity of an eigenvalue of any matrix in ( ). The process of applying the color change rule to a grid graph is illustrated in Figure 2 .
There are numerous variations and applications of zero forcing. Each variant is determined by its color change rule, which defines when a vertex can change color from white to blue. The interpretation of a blue vertex varies with the application, such as a zero in a null vector of a matrix, a node in an electrical network that can be monitored by phasor measurement units (PMUs) placed at the initially blue vertices, a part of a graph that has been searched for an adversary, or a person who has heard a rumor in a social network.
The next two sections address new tools for the IEPand new work on processes related to zero forcing, including propagation and throttling. Earlier background on the IEP-and zero forcing can be found in [4] and the exten- sive reference list therein. The new methods for the IEPbuild on the ideas of Colin de Verdière, who proved an analogous result for maximum nullity. The maximum multiplicity of an eigenvalue in ( ) is equal to the maximum nullity over all matrices in ( ), and there has been extensive work on the problem of determining the maximum nullity of a matrix in ( ), partly fueled by Colin de Verdière-type parameters. After the introduction of the zero forcing number as an upper bound for maximum nullity in [1] and in control of quantum systems, most of the initial research on the subject focused on the zero forcing number Z( ) (minimum number of blue vertices needed to color the entire graph blue). More recently there has been considerable interest in the process by which the graph is colored blue, including the speed of propagation (using an initial set of blue vertices of minimum cardinality) or minimizing a combination of the resources (number of initially blue vertices) used to accomplish a task (coloring all vertices blue) and the time it takes to color the whole graph blue.
The Strong Spectral Property
Solving specific instances of the IEP-is often difficult, much like finding a needle in a haystack. However, recently developed theories based on manifolds have transformed this area of research by showing that if one finds a sufficiently "nice" solution to the IEP-problem, then one is guaranteed a solution for any supergraph of . The theory of transversal intersections of manifolds generalizes the implicit function theorem and asserts that if lies in the intersection of the manifolds ℳ 1 and ℳ 2 , and the vector sum of the tangent space to ℳ 1 at and the tangent space to ℳ 2 at spans the entire ambient space, then any sufficiently small perturbations of ℳ 1 and ℳ 2 intersect at a point near .
A particular example of this phenomenon occurred for the case of distinct eigenvalues. Classically it was known that any set of distinct real numbers can be realized as the spectrum of a matrix in ( ) for any tree . Since any connected graph contains a spanning tree, it was shown by Monfared and Shader in 2015 that any distinct set of real numbers can occur as a spectrum of a matrix in ( ) for any connected graph by first determining a "nice" matrix realizing this set of eigenvalues for the noted spanning tree, which is then perturbed to produce a desired matrix in ( ). The proof relies on treating ( ) and the set of symmetric matrices with the same spectrum as manifolds.
Given a multiset Λ = { 1 , … , } of real numbers, we define ℰ to be the set of real symmetric × matrices with spectrum Λ. It is known that ℰ is a submanifold of the manifold of real symmetric × matrices, as is ( ), and that there is a matrix in ( ) with spectrum Λ if and only if these two manifolds have nonempty intersection. Having manifolds intersect transversally is illustrated in the next very simple example. Next we perform computations to obtain equations for ℰ Λ , which also establish that ℰ Λ is an ellipse. Suppose
= [
] is a matrix with spectrum {1, 3}. Then + = tr( ) = 4, and − 2 = det( ) = 3. Set = 2 − and = 2 + , so the second equation becomes (4 − 2 ) − 2 = 3, which is equivalent to 2 + 2 = 1. We may assume = cos and = sin . Thus, we get the parametrized formula = 2 − cos , = 2 + cos , = sin .
Finally, we determine the intersections of ℰ Λ and ℳ ℎ . When = ℎ, we know sin = ℎ and cos = ± √ 1 − ℎ 2 . (The two manifolds do not intersect when |ℎ| > 1.) Consequently, the two intersections are
and
Using classical matrix theory results and taking orthogonal complements, one can show that we have a transversal intersection if and only if the only symmetric matrix such that ∘ = , ∘ = , and = is = (where ∘ denotes the entrywise product). This is called the strong spectral property (SSP). Properties of the SSP immediately imply that any set of distinct real numbers can be realized as the spectrum of a matrix in ( ) for any graph , since a diagonal matrix with distinct eigenvalues has the SSP [3] .
Suppose has vertices and ∈ ( ) is a matrix with the SSP. Then the following powerful consequences are known (see, e.g., [6] ). For any supergraph of with the same order, there is a matrix ′ ∈ ( ) with spec( ′ ) = spec( ). For any supergraph of on vertices, there is a matrix ′ ∈ ( ) such that spec( ′ ) is the disjoint union of spec( ) and a set of distinct − real numbers. The previous two statements were then used to characterize graphs with ( ) = − 1 [3] . They are also used to solve the IEP-for graphs of order at most 5 [2] .
The spectra of matrices with the SSP also respect the graph minor operation. If can be obtained from some graph by contracting an edge, then there is a matrix ′ ∈ ( ) such that spec( ′ ) = spec( ) ∪ { } for some sufficiently large [2] . Taking this property together with the supergraph properties, we say the collection of ordered multiplicity lists reached by matrices in ( ) with the SSP is minor monotone. As evidenced by these various results, strong properties like the SSP provide a generic way to construct new matrices with prescribed spectral properties.
Propagation Time and Throttling for Zero Forcing
There are many processes that propagate through networks and model real-world systems. A rumor can spread through a social network. A computer virus can spread across the Internet. In many applications, the time needed for the process to complete starting with a minimum set is of interest, or it may be better to speed up the process by using a larger initial set while minimizing a combination of resources (initial blue vertices) and time. These two questions have attracted considerable interest recently for zero forcing and related graph-searching parameters.
Propagation time is the number of time steps needed for a minimum zero forcing set to color all the vertices blue, performing all possible independent forces at each time step. More precisely, start with [0] = as the set of initial blue vertices. Define [ ] to be the set of blue vertices in after the color change rule is applied to every white vertex independently using [ −1] as the set of blue vertices. The propagation time of in , pt( ; ), is the least such that [ ] = ( ) (or infinity if is not a zero forcing set of
). An examination of Figure 2 shows that pt( 4×7 ; ) = 6 for the 4 × 7 grid graph 4×7 and initial blue set shown there. The animation at https://aimath.org/~hogben /4x7gridanimate.gif shows the blue vertices propagating across the graph. The propagation time of a graph is
In fact, the initial blue set in Figure 2 realizes the propagation time of 4×7 , so pt( 4×7 ) = 6.
Throttling minimizes the sum of the number of blue vertices and the propagation time. Specifically, for a subset of vertices, the throttling number of in is th( ; ) = | | + pt( ; ). For the 4 × 7 grid graph 4×7 and initial blue set shown in Figure 2 Since it is known that th( ) ≥ ⌈2√ − 1⌉ for any graph of order , and since 2√28 − 1 ≈ 9.583, th( 4×7 ; ) = 10. However, a set that realizes the throttling number is not necessarily a minimum zero forcing set. For example, a path on vertices has a minimum zero forcing set consisting of one vertex, but throttling is achieved by choosing approximately √ initially blue vertices.
In addition to zero forcing, propagation time and throttling have been studied for other graph parameters such as Cops and Robbers; for more information, see [6] and the references therein.
Want to Learn More about IEPGand Zero Forcing?
We are organizing a Mathematics Research Community on the inverse eigenvalue problem for graphs, zero forcing, and related parameters, including propagation and throttling, which will take place June 14-20, 2020, at the Whispering Pines Conference Center in Rhode Island. A key objective of this MRC is to gather together early-career re-searchers with interests in matrix theory and discrete mathematics, and we encourage such researchers to apply to this MRC to enhance and contribute to the collaborative advances in this area.
Pre-workshop activities are planned, including a reading list of background on various topics associated with the core subject matter of this workshop and a series of online tutorials that will be delivered by designated junior experts in this discipline. To find out more information about this MRC, please consult the website www.ams.org/programs /research-communities/2020MRC-Haystacks.
We look forward to welcoming a new group of energetic researchers to offer different and exciting perspectives on the topics proposed in our workshop. When was the l ast ti me you vi si ted the AMS Bookstore? bookstore.ams.org
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