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In the imaginay-time formalism of thermal eld theory, and also in the real-time formalism but
by means of some redened physical propagators for scalar bound states by diagonalization of four-
point function matrices, we reexamine the Nambu-Goldstone mechanism of electroweak symmetry
breaking in a one-generation fermion condensate scheme, based on the Schwinger-Dyson equation
in the fermion bubble diagram approximation, and compare the obtained results. We have reached
the conclusion that in both the formalisms, the Goldstone theorem of spontaneous electroweak
symmetry breaking is rigorously true for the case of mass-degenerate two flavors of fermions and
only approximately valid at low energy scales for the mass-nondegenerate case, in spite of existence
of some dierence between the two formalisms in the imaginary parts of the denominators of the
propagators for scalar bound states. When the two flavors of fermions have unequal nonzero masses,
the induced possible fluctuation eect for the Higgs particle is negligible if the momentum cut-o
in the zero temperature loops is large enough. All the results show physical equivalence of the two
formalisms in the present discussed problems.
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I. INTRODUCTION
In the research on spontaneous symmetry breaking at nite temperature [1-6], besides the central problem of phase
transition and critical behavior of a system, theoretical exploration of the Nambu-Goldstone mechanism [7-8] at nite
temperature is certainly quite signicant for deeper understanding of spontaneous symmetry breaking [9-11]. When
symmetry breaking is induced dynamically by fermion condensates, the Nambu-Jona-Lasinio (NJL) model with four-
fermion interactions may be a simple and physically clear laboratory for this research [8]. The key point of such
research lies in verifying existence of the Nambu-Goldstone bosons as products of spontaneous symmetry breaking,
i.e. determining the masses of relevant scalar and pseudoscalar bound states consisting of fermions and antifermions.
For the sake of examining the mass-dierence eect of constituent fermions in a bound state, we prefer the Schwinger-
Dyson equation approach of the Green functions to the auxialiary scalar eld method which was extensively used in
research on models of the NJL form [6].
Based on above strategy, we have researched the Nambu-Goldstone mechanism at nite temperature in the real-
time formalism of thermal eld theory in two models of the NJL form [10-11]. It was shown that the Goldstone
theorem is true rigorously if the constituent fermions of a bound state have the same masses, otherwise it is only
valid approximately at low energy scales. The mass dierence between the fermions and the antifermions in a bound
state could lead to that the Higgs boson has doubled masses and some would-be Goldstone bosons will no longer
be massless rigorously. However, it should be indicated that in obtaining the above results we have used a special
denition of the propagators for relative scalar bound states. Although the eects induced by the mass dierence
of the fermions are negligible when the momentum cut-o is very large, we still want to know if the above results
represent general conclusions of a thermal eld theory, or some of them is only due to the use of the special denition
of the propagators for scalar bound states in the real-time formalism there.
To clarify this problem, in this paper, based on the same strategy as above, we will reexamine the Nambu-Goldstone
mechanism at nite temperature rst in the imaginary-time formalism of thermal eld theory and then also in the
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real-time formalism but by means of some redened physical propagators for scalar bound states [12]. We will again
take the one-generation fermion condensate scheme of electroweak symmetry breaking and work by the Schwinger-
Dyson equation in the fermion bubble diagram approximation.
The paper is arranged as follows. In Sec. II we give the Lagrangian of the model and the gap equation at nite
temperature in the imaginary-time formalism. In Sec. III we will rst calculate the Matsubara propagator for scalar
bound state, then continue analytically it for the energy of the bound state from discrete frequency to physical values
and determine the physical mass of the scalar bound state. In Secs. IV and V. the same procedure will be applied to
pseudoscalar and charged-scalar bound states. In Sec. VI we will derive the redened physical propagators for scalar
bound states in the real-time formalism and compare the results obtained in the two formalisms. Finally in Sec. VII
our conclusions follow.
II. GAP EQUATION IN IMAGINARY-TIME FORMALISM
In the one-generation fermion condensate scheme of electroweak symmetry breaking, the one generation of Q
fermions form a SUL(2) UY (1) doublet (U; D) and are assigned in the representation R of the color group SUc(3)
with the dimension dQ(R). The symmetry breaking is induced by the eective four-fermion Lagrangian among the Q
fermions below some high momentum scale  [12]
L4F = LS4F + LP4F + LC4F ; (2.1)













0 = U; D; (2.3)











Q0−I3QgQ0Q; Q; Q0 = U; D; (2.5)










[cos’ − sin ’  (cos’ + sin’)γ5];
G = gUU + gDD; cos2 ’ = gUU=G; sin2 ’ = gDD=G: (2.7)












0S = cos’( UU) + sin ’( DD);
0P = cos’( Uiγ5U) − sin ’( Diγ5D);
− = ( UΓ−D); + = ( DΓ+U) (2.9)
are, respectively, the congurations of the physical neutral scalar, neutral pseudoscalar, and charged scalar bound




p = (p0; pi) = (ip0; pi) (2.10)
and the γ-matrices in spinor space
γ0 = iγ0; γi = γi; γ5 = iγ0γ1γ2γ3 = γ0γ1γ2γ3 (2.11)
which submit to the anticommulation relations
fγµ; γνg = −2µν ; fγµ; γ5g = 0; (2.12)
where γµ( = 0; 1; 2; 3) are the ordinary γ-matrices in the real-time (Minkowski) eld theory. In this way, the
propagator in the momentum space for the Q fermion with mass mQ and chemical potential Q will be expressed by
mQ − 6 lQ





= SQ(−i!n + Q;
⇀
l ); !n =
(2n + 1)
T
; 6 lQ = γµlµQ; lµQ = (!n + iQ;
⇀
l ) (2.13)
and the Feynman rule, for example, corresponding to the four-fermion couplings in LS4F , will be gQ0Q=2.
The derivation of the gap equation is similar to that made in the real-time formalism [11], the main change is to
replace the integral of the loop energy by the sum of Matsubara frequency. Therefore when assuming the thermal
expectation value
P
Q=U,D gQQh QQiT 6= 0 we will obtain the mass of the Q fermion







Q0Q0h Q0Q0iT ; (2.14)





















































de−iωnτ ~(; !Ql; Q) (2.19)
with  = 1=T and the inverse formula








The ~(; !Ql; Q) in Eq. (2.20) obeys the antiperiodicity condition
~(; !Ql; Q) = − ~( − ; !Ql; Q) (2.21)
and can be calculated by the formula













where C1 and C2 represent the integral paths−1+i(Q−") −! +1+i(Q−") and +1+i(Q+") −! −1+i(Q+")
respectively in complex z plane. The result is
~(; !Ql; Q) =
1
2!Ql
f[1− n(!Ql − Q)]e−(ωQl−µQ)τ − n(!Ql + Q)e(ωQl+µQ)τg; (2.23)
where the denotations
























l02 − !2Ql + i"




sin2 (l0; Q) =
(l0)
exp[(l0 − Q)] + 1 +
(−l0)
exp[(−l0 + Q)] + 1 : (2.26)










l2 −m2Q + i"
− 2(l2 −m2Q) sin2 (l0; Q)
#
; (2.27)
which is precisely the expression of the gap equation in the real-time formalism [11]. It should be indicated that such
identity of the gap equation in the two formalism depend on the fact that the equation comes from the two-point
Green function and is determined by the loops bounded by a single fermion propagator. Equation (2.16) or (2.27),
as has been shown [15], could be satised only at the temperature T below the electroweak symmetry restoration
temperature Tc. Therefore, in the following discussions we will always assume T < Tc and the gap equation being
obeyed.
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III. SCALAR BOUND STATE IN THE IMAGINARY-TIME FORMALISM
Since a bound state is formed by the four-fermion interactions, its propagator must correspond to a four-point
amputated Green function. Thus in the imaginary-time formalism, the propagator for a scalar bound state can be









; m = 0;1;2;    (3.1)
represent the Matsubara frequency of the scalar bound state and
⇀
p is its three dimension momentum. Based on the












p )gQ00Q] = gQ0Q=2; (3.2)
where 2NQ(−iΩm;
⇀
p ) is the contribution of the Q fermion loop with scalar coupling vertices and
NQ(−iΩm;
⇀









































p ) = G=2(−iΩm;
⇀
p ): (3.6)
By means of Eqs. (2.13), (2.12) and (3.3), we nd
NQ(−iΩm;
⇀











)− 2m2Q − (!n + iQ)Ωm−
⇀
l  ⇀p







































From Eqs. (3.6) and (3.5), the same constraint on NQ(−iΩm;
⇀












































































(!n + iQ)2 + !2Ql
1














0) = ( −  0); (3.14)













1− n(!Ql + Q)− n(!Ql+p − Q)
iΩm + !Ql + !Ql+p
+
n(!Ql + Q)− n(!Ql+p + Q)
iΩm + !Ql − !Ql+p
−n(!Ql − Q)− n(!Ql+p − Q)
iΩm − !Ql + !Ql+p −
1− n(!Ql − Q)− n(!Ql+p + Q)
iΩm − !Ql − !Ql+p

; (3.15)
where exp(−iΩm) = 1 has been used. Substituting Eq. (3.10) into Eqs. (3.5) and (3.6) and considering the gap





















p ) is dened at discrete values −iΩm(m = 0;1;2;   ) in the imaginary
axis on the complex energy p0 plane. The analytic continuation to physical real values of energy can be made by the
replacement [14]
−iΩm −! p0 + i"p0; " = 0+: (3.17)
This means that one can rotate the integral path from the imaginary axis on the complex p0 plane clockwise to
the real axis without meeting any singularities. As will be seen later, all the results derived from Eq. (3.17) will
at least automatically reproduce the expressions of the causal propagators obtained in usual zero temperature eld






) −! p02 −⇀p
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1− n(!Ql + Q)− n(!Ql+p − Q)
−p0 + !Ql + !Ql+p − i" +
n(!Ql + Q)− n(!Ql+p + Q)
−p0 + !Ql − !Ql+p − i"(!Ql − !Ql+p)
− n(!Ql − Q)− n(!Ql+p − Q)−p0 − !Ql + !Ql+p + i"(!Ql − !Ql+p) −
1− n(!Ql − Q)− n(!Ql+p + Q)





(!Ql − !Ql+p) =

1; if !Ql > !Ql+p;
−1; if !Ql < !Ql+p; ; (3.21)
and from Eq. (3.11),
KTQ(−iΩm;
⇀







For making a comparison between the results obtained in the imaginary-time and in the real-time formalism, we may
change AQ(p;
⇀





















(l0 + p0)2 − !2Ql+p + i"
sin2 (l0; Q) +
[(l0 + p0)2 − !2Ql+p]
l02 − !2Ql + i"




dl0[(l0)(l0 + p0) + (−l0)(−l0 − p0)](l02 − !2Ql)[(l0 + p0)2 − !2Ql+p] sin2 (l0; Q): (3.24)
Applying Eqs. (3.18), (3.22) and (3.24) to Eq. (3.16) and considering the existence of a more factor i in a four-point




I (p)  iΓφ
0
S






gQQ(p2 − 4m2Q + i")KTQ(p); (3.25)
where






















; M2Q = m
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(l + p)2 −m2Q
[(l + p)2 −m2Q]2 + "2
+ (p ! −p)
)







(l2 −m2Q)[(l + p)2 −m2Q]
[1− (l0)(l0 + p0)− (−l0)(−l0 − p0)][sin2 (l0; Q) + sin2 (l0 + p0; Q)]: (3.29)
When deriving the expression (3.29), we have used the equality SIQ(p) = S
I





S (−p). It should be indicated that the expressions (3.26) -(3.29) for KTQ(p) are true for both !Ql > !Ql+p and
!Ql < !Ql+p in Eq. (3.20) of AQ(p;
⇀























(p2 − 4m2Q + i")m2Q[KQ(p) + HQ(p)− iSIQ(p)]: (3.31)
It is indicated that the term containing SIQ(p) in Eq. (3.31) will make the pole of Γ
φ0S (p) possibly become complex.































We can obtain from Eq. (3.31) the equation to determine the mass of 0S
m2φ0
S
= p2 = 4
~kr + ~h− i(~ki + ~sI)
kr + h− i(ki + sI) : (3.33)
In the special case when only single-flavor Q fermions exist (e.g. in the top-quark condensate scheme [16]) or all the
Q fermions are mass degenerate, we will have the real m2
φ0
S
= p2 = 4m2Q. In the other cases, the solution of p
2 (or say
p0) will be complex. Denote p0 = p0r + ip
0












(kr + h)(~kr + ~h) + (ki + sI)(~ki + ~sI)
(kr + h)2 + (ki + sI)2
;
b(p) =
(~kr + ~h)(ki + sI)− (kr + h)(~ki + ~sI)
(kr + h)2 + (ki + sI)2
: (3.35)
It is easy to nd from Eq. (3.35) that b(p)  0 for the cases with both single-flavor and mass-degenerate Q fermions
and b(p) could be very small if the momentum cuto  in the KQ(p) is very large. Thus we can dene the squared
mass of 0S by the solution of the real part of Eq. (3.34), i.e.
m2φ0
S
= p2r = a(pr) = 4
(kr + h)(~kr + ~h) + (ki + sI)(~ki + ~sI)




Since KQr(p) and HQ(p) is real and positive [11], and based on the expression (3.29), the same is true to SIQ(p), we




where (mQ)min and (mQ)max are respectively the minimal and the maximal mass of the Q fermions. When 0 6=
mU 6= mD 6= 0, only the signs of inequality are left in Eq. (3.37). In this case, if we set mD = mU ( > 0), then
the numerator of b(p) in Eq. (3.35) will become (2 − 4)m6U [(KUr + HU )(KDi + SID) − (KDr + HD)(KUi + SIU )].
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Considering the inequalities in Eq. (3.37) and that the imaginary parts KQi(p) = 0 and SIQ(p) = 0 when p
2 < 4m2Q,
we can obtain that whether  < 1(mD < mU ) or  > 1(mD > mU ) always have b(p) > 0. This means that p0 will





hence the amplitude associated with the scalar bound state 0S will get a growth factor exp(p
0
i t). In other words,
owing to the mass dierence between massive U and D fermions, the scalar bound 0S will encounter some eect
of fluctuation. It should be mentioned that such amplitude growth factor of 0S always exists in the case with
unequal non-zero masses of the two flavors of fermions in a one-generation fermion condensate model even if let the
temperature T ! 0. At nite temperature, it is only modied by thermal eect and displays itself more plainly.
However, such fluctuation eect of 0S is physically completely negligible considering that b(pr) will be extremely
small if the momentum cut-o  in the zero temperature loops is large enough and that 0S generally has a nite
decay life in a real model.
IV. NEUTRAL PSEUDOSCALAR BOUND STATE IN THE IMAGINARY-TIME FORMALISM





p ) for the transition from ( Qiγ5Q) to ( Q0iγ5Q0). Based on the pseudoscalar four-fermion

















p ) is the contribution of the Q fermion loop with pseudoscalar coupling vertices and
NQ5(−iΩm;
⇀









































p ) = G=20(−iΩm;
⇀
p ): (4.5)
By means of Eqs. (2.13), (2.12) and (4.2), we nd
NQ5(−iΩm;
⇀











)− (!n + iQ)Ωm−
⇀
l  ⇀p













































p ), we obtain the
























I (p) has a single pole at p
2 = 0 thus 0P is a massless neutral pseudoscalar Goldstone boson. In addition, since
when p2 = 0, HQ(p) = 0 and SIQ(p) = 0 in K
T












2 ! 0; (4.9)
which has the same form as the propagator for 0P at T = 0, except that mQ now implies the dynamical mass of the
Q fermions at temperature T [13]. These results are independent of the mass-dierence between the two flavors of
fermions.
V. CHARGED SCALAR BOUND STATES IN THE IMAGINARY-TIME FORMALISM
By Eq. (2.9), the conguration of the charged scalar bound state is − = ( UΓ−D), thus the four-point amputated
function for the transition from ( UΓ−D) to ( DΓ+U) will simply correspond to the propagator for − (as well as its






























p ) represents the contribution of the fermion loops bounded by a U fermion and a D fermion
propagator with a Γ+ and a Γ− coupling vertex, i.e. we have
GL(−iΩm;
⇀









−tr[Γ−(mU − 6 lU )Γ+(mD − 6 lD − 6p)]
















The trace in Eq. (5.3) can be expressed by








where we have used Eqs. (2.7) and (3.30). It can be further written by either
a  aU = 4







+ m2D − [!n + iU + Ωm + i(D − U )][Ωm + i(D − U )]





a  aD = 4





+ m2U + (!n + iU )[Ωm + i(D − U )]+
⇀







































(gDD − gUU )f(!n + iU )[Ωm + i(D − U )]g+
⇀

















where the result coming from Eq. (3.30)
gUUm
2
D − gDDm2U = 0 (5.9)










f(gDD − gUU )iU (Ωm + iD − iU+
⇀





























































































1− n(!Ul + U )− n(!Dl+p − D)
iΩm − (D − U ) + !Ul + !Dl+p +
n(!Ul + U )− n(!Dl+p + D)
iΩm − (D − U ) + !Ul − !Dl+p
 n(!Ul − U )− n(!Dl+p − D)
iΩm − (D − U )− !Ul + !Dl+p 
1− n(!Ul − U )− n(!Dl+p + D)




In the derivation of Eq. (5.14) we have used the antiperiodicity condition (2.21) of ~(; !Ql; Q).
For analytic continuation of the denition region of the propagator for − from −iΩm to the real axis of p0, we will
make the replacement
−iΩm + D − U −! p0 + i"p0; " = 0+; (5.16)
considering that the charged scalar bound state − = ( UΓ−D) composed of the U antifermions and the D fermions











l ) ! Dc(p;
⇀
l ): (5.17)
For the purpose of making a comparison between the results in the imaginary-time formalism and in the real-time
formalism, we will express Ac(p;
⇀
l ) and Dc(p;
⇀

























(l2 −m2U + i")[(l + p)2 −m2D + i"]
+2
(l2 −m2U )
(l + p)2 −m2D + i"
sin2 (l0; U ) + 2
[(l + p)2 −m2D]
l2 −m2U + i"
sin2 (l0 + p0; D)
+i42(l2 −m2U )[(l + p)2 −m2D][(l0)(l0 + p0) + (−l0)(−l0 − p0)]
[(!Ul − !Dl+p) sin2 (l0; U ) + (!Dl+p − !Ul) sin2 (l0 + p0; D)]: (5.20)
By means of Eqs (5.10), (5.14) and (5.16)-(5.19), we can analytically continue the imaginary-time propagator for −













f[(gDD − gUU )
⇀
l  ⇀p +gUU (p2 + i")]Ac(p;
⇀

















[(m2U −m2D)l  p + m2U (p2 + i")] ~Ac(p; l0;
⇀
l ); (5.22)
where Eq. (3.30) has been used once again. Substituting Eq. (5.20) into Eq. (5.22) and using the formula (3.23), we
nally obtain the physical propagator for the charged scalar bound state −
Γφ
−
I (p) = −i=


































(l + p)2 −m2D
[(l + p)2 −m2D]2 + "2












[(l + p)2 −m2U ][(l + p)2 −m2D]
[(l + p)2 −m2D]2 + "2








(l2 −m2U )[(l + p)2 −m2D]
sin2 (l0; U ) + sin2 (l0 + p0; D)− 2[(l0)(l0 + p0) + (−l0)(−l0 − p0)]
[(!Ul − !Dl+p) sin2 (l0; U ) + (!Dl+p − !Ul) sin2 (l0 + p0; D)]
}
: (5.28)
As for the key question under what condition  could be massless bound states, we can answer it in two cases
(1) mU = mD = mQ. For the mass-degenerate U and D fermions, we will have KUD(p) = KQ(p), HUD(p) = HQ(p),
SIUD(p) = S
I
Q(p), EUD(p) = 0, and M
2 = 0, thus
Γφ
−
I (p) = −i=(p2 + i")

KQ(p) + HQ(p)− iSIQ(p)

: (5.29)
Eq. (5.29) implies that p2 = 0 is the single pole of Γφ
−
(p) hence − and + are both massless scalar bound states
and can be identied with the charged Nambu-Goldstone bosons. As was indicated in Sec. III, when p ! 0, no pinch
singularity could emerge from SIQ(p).
(2) mU 6= mD. For the mass-nondegenerate U and D fermions, we will have EUD 6= 0 and M2 6= 0, thus the pole
of Γφ
−
I (p) will be determined by the equation
p2 = − EUD(p) + i
M2SIUD(p)
KUD(p) + HUD(p)− iSIUD(p)
: (5.30)
Hence, the masses of − and + at nite temperature are not equal to zeros. However, as long as the momentum
cuto  in KUD(p) is large enough, the single pole of Γ
φ−
I (p) could still be approximately at p
2 = 0. On the other
hand, when p2 = 0 and p0 = j ⇀p j ! 0, both EUD(p) and SIUD(p) in the numerator of the right-handed side of
Eq. (5.30) approach to zeros. Therefore, at low energy scales it is still possible that − and + are considered as
approximate massless bound states and identied with the charged Nambu-Goldstone bosons.
VI. PHYSICAL PROPAGATORS FOR SCALAR BOUND STATES IN THE REAL-TIME FORMALISM
The propagators for scalar bound states in the real-time formalism were discussed in Ref. [11]. However, the
propagators are dened there by ΓQ
01Q1
B (p)(B = S; P ) and Γ
11
φ−(p) respectively for neutral scalar, pseudoscalar and
charged scalar bound states which are the four- point amputated functions for the transition between the physical
eld congurations e.g. ( QQ)(1) and ( Q0Q0)(1) etc.. These denitions can give the main physical features of the
bound states including their masses but also lead some extra result, e.g. a neutral scalar bound state 0S could have




have quite explicit dierence with Eqs. (3.31), (4.8) and (5.23) obtained here in the imaginary-time formalism. For
seeking a closer correspondence between the physical propagators for the above scalar bound states in the real-time




diagonalization of corresponding matrix propagators. These matrix propagators have in fact been obtained in Ref.
[11].
First let us deal with the case of the neutral scalar bound state. By Eqs. (3.3) and (3.7) in Ref.[11], the matrix of









Sba(p); Q0; Q = U; D; b; a = 1; 2 (6.1)
where Γφ
0
















[p2(k + h)− 4(~k + ~h)]2 + (p2s− 4~s)2 − (p2r − 4~r)2
(p2 − i")(k + h + is)− 4(~k + ~h + i~s) −i(p2r − 4~r)
−i(p2r − 4~r) −(p2 + i")(k + h− is) + 4(~k + ~h− i~s)

(6.2)


























(l2 −m2Q)[(l + p)2 −m2Q] sin 2(l0; Q) sin 2(l0 + p0; Q): (6.5)
with sin2 (l0; Q) given by Eq. (2.26). In deriving Eq. (6.2), the gap equation (2.27) in the real-time formalism has
been used. The matrix Γφ
0




























cosh S sinh S









S2 −R2 + 1
1/2









S = p2s− 4~s; R = p2r − 4~r (6.9)
We indicate that since SQ(p)  RQ(p)  0 [11] and SQ(p) = RQ(p) = 0 when p2 < 4m2Q, it can be deduced that




R (p) in Eq. (6.6) will be identied with the physical propagator for 
0





R (p) = −i
X
Q
m2Q=f[(p2 + i")[k + h− is
p
1−R2=S2]− 4[~k + ~h− i~s
p
1−R2=S2]g (6.10)
On the other hand, by means of Eq. (3.32), Γφ
0
S









2 + i")(k + h− isI)− 4(~k + ~h− i~sI)] (6.11)
Comparing Eq. (6.10) with Eq. (6.11), we nd that the physical propagators for 0S in the two formalisms now have
quite similar form, except that the replacements s
p
1−R2=S2 ! sI and ~sp1−R2=S2 ! ~sI in the imaginary parts
of their denominators must be made when transiting from the real-time formalism to the imaginary-time formalism.
It has been known for some time that for an amputated Green function, the results calculated in the two formalisms
of thermal eld theory have generally some dierence [17]. In present case, we note that the dierence appears only in
imaginary parts of the denominators of the propagators which does not aects the main physical conclusions from the
propagators. This means that all the conclusions of the mass of 0S deduced from Γ
φ0S




R (p), including that the possible fluctuation eect of the amplitude of 
0
S is also kept qualitatively. In particular,
by redending the physical propagator Γφ
0
S
R (p) for 
0
S by diagonalization of corresponding matrix propagator, we no
longer meet the problems of doubling of mφ0
S
originated from the denition of the propagator for 0S by Γ
φ0S11(p).
We also point out that the imaginay parts of the denominators of both Γφ
0
S
R (p) and Γ
φ0S
I (p) may be identical and
equal to zeros if 0  p2 < 4(mQ)2min, where (mQ)min is the smallest mass of the Q-fermions. In that case, we have
real k and ~k, and s = ~s = r = ~r = 0 thus S = R = 0 and sI = ~sI = 0 because the -function product factor
(l2−m2Q)[(l + p)2 −m2Q] in the integrand of each SQ(p) and RQ(p) will become zero if 0  p2 < 4m2Q. In the other
case the imaginary parts of the denominators of Γφ
0
S
R (p) and Γ
φ0S
I (p) will generally dierent. We note that , dierent
from the case of the gap equation, the appearance of such dierence here is related to the fact that we are dealing with
the four-point amputated functions which are determined by the loops bounded by two fermion propagators. The
dierence may by inference be attributed to dierent order of analytic continuation of a Green function for discrete
Matsubara frequencies in the two formalisms [12].
Next we turn to the case of pseudoscalar bound state mode and make similar discussions. By means of Eqs. (4.3)









P ba(p); Q0; Q = U; D; b; a = 1; 2 (6.12)
where Γφ
0
P ba(p) (b; a = 1; 2) is the matrix propagator for the neutral pseudoscalar bound state 0P in Eq. (2.9) and
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(6.16)













It can be compared with Γφ
0
P
I (p), the propagator for 
0
P in the imaginary-time formalism which, by Eqs. (4.8), (3.26)








2 + i")(k + h− isI) (6.18)
We see that Γφ
0
P
R (p) and Γ
φ0P
I (p) have very similar expression except that in the imaginary parts of their denominators
the replacement s
p
1− r2=s2 ! sI must be made when transiting from the real-time formalism to the imaginary-time
formalism. Such dierence does not change the main physical conclusion reached from Γφ
0
P





massless neutral pseudoscalar particle and can be identied with a Nambu-Goldstone boson of electroweak symmetry
breaking. We also note that when 0  p2 < 4(mQ)2min, Γφ
0
P
R (p) and Γ
φ0P
I (p) will be real and idetical since s = r = s
I = 0
in this case. In particular, when p2 ! 0, both have the same form as the propagator for 0P at T = 0.
Lastly we apply the parallel discussions to the charged scalar bound state mode. By Eqs. (5.3) and (5.4) in Ref.
[11], the matrix of the four-point amputated functions for the transition from ( UΓ−D)(a) to ( DΓ+U)(b) is just the
matrix propagator Γbaφ− (b; a = 1; 2) for 
− = ( UΓ−D) and its elements can be expressed as follows:
Γ11φ−(p) = −i
(p2 − i")[KUD(p) + HUD(p) + iSUD(p)] + EUD(p)− i M2SUD(p)




−eβ(µU−µD)/2 (p2 − M2)RUD(p)
fp2[KUD(p) + HUD(p)] + EUD(p)g2 + (p2 − M2)2[S2UD(p)−R2UD(p)]
= eβ(µU−µD) Γ21φ−(p) (6.19)
where M2, KUD(p), HUD(p) and EUD(p) have been given by Eqs. (5.24)-(5.27) respectively, and by Eqs. (5.11) and





(l2 −m2U )[(l + p)2 −m2D]







(l2 −m2U )[(l + p)2 −m2D] sin 2(l0; U ) sin 2(l0 + p0; D): (6.21)
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(l2 −m2U )[(l + p)2 −m2D] sin2[(l0; U ) (l0 + p0; D)]  0: (6.25)
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thus we must have S2UD(p) − R2UD(p)  0. Γφ
−
R (p) in Eq. (6.22) is now dened as the physical propagator for 
− in
the real-time formalism and can be expressed by
Γφ
−
R (p) = −i=






It has very similar form to Γφ
−
I (p) in Eq. (5.23), the propagator for 
− in the imaginary-time formalism, but for the
transition Γφ
−
R (p) ! Γφ
−
I (p) we must make the replacement
p
S2UD(p)−R2UD(p) ! SIUD(p) in the imaginary parts
of their denominators. Obviously, all the conclusions coming from Γφ
−
R (p) will be the same as those from Γ
φ−
I (p)
in Sec.V. When mU = mD = mQ and U = D = Q, we will have EUD = M2 = 0, KUD = KQ, HUD = HQ,
SUD = SQ, and RUD = RQ, thus we get
Γφ
−
R (p) = −i=(p2 + i")
h





which has identical form to Γφ
0
P









will also coincide with cosh P . In addition, it can be proven that
(l2 −m2U )[(l + p)2 −m2D] = 0; when (mU −mD)2  p2 < (mU + mD)2; (6.28)
thus SUD(p), RUD(p) and SIUD(p) are all equal to zeroes and these will make Γ
φ−
R (p) and Γ
φ−
I (p) become identical in
this case.
VII. CONCLUSIONS
In the imaginary-time formalism of thermal eld theory we have reexamined the Nambu-Goldstone mechanism
of electroweak symmetry breaking at nite temperature in a one-generation fermion condensate scheme and com-
pared the results with those obtained in the real-time formalism through some redened physical propagators for
scalar bound states. By means of the Schwinger-Dyson equation in the fermion bubble diagram approximation, it
is obtained that the propagators for scalar bound states have very similar forms in the two formalisms, except that
the imaginary parts of the denominators of the propagators have some dierences when the momenta squared of the
bound states are within some given ranges. However, these dierences do not change the common essential conclusions
reached in the two formalisms. These conclusions are as follows.
1) When the two flavors of the one generation of fermions are mass-degenerate, at the temperature T below the
symmetry restoration temperature Tc, one may obtain a composite Higgs boson 0S with mass 2mQ, a composite
neutral pseudoscalar Nambu-Goldstone boson 0P and two composite charged Nambu-Goldstone bosons 
− and +.
Thus the Goldstone theorem representing the spontaneous breaking of electroweak group SUL(2) UY (1) ! UQ(1)
is valid rigorously in this case.
2) When one of the two flavors of fermions are massless, we can obtain the same 0S and 
0
P as ones in 1), but the
charged scalar bound states − and + will no longer be rigorously massless and they could be considered approxi-
mately massless only if the momentum cut-o  is very large and the considered energy scales are low. This means
that the Goldstone theorem at nite temperature is only approximately valid at low energy scales.
3) When the two flavors of fermions have unequal nonzero masses, besides the conclusions in 2) keeping to be valid,
it seems that we will meet the possible fluctuation eect of the Higgs boson’s amplitude originated from the imaginary
part of its propagator’s pole. However, it has been argued that such eect is compeletely negligible, if the momentum
cut-o  is suciently large.
The above conclusions imply that, as far as the discussed Nambu-Goldstone mechanism in this model is concerned,
the two formalisms of thermal eld theory give physically equivalent description. In particular, by the redenition of
physical propagators in the real-time formalism, the extra result of the Higgs mass being doubled which originates
from the denition of physical propagator of 0S by 11 element of its matrix propagator has automatically disappeared.
Our calculations also show that, the gap equation, which comes from two-point amputated functions and is de-
termined by the loops bounded by a single fermion propagator, is identical in the two formalisms without the need
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of analytic continuation. However, the propagator for scalar bound states , when dened by four-point amputated
functions and calculated in the fermion bubble diagram approximation, are determined by the loops bounded by two
fermion propagators, will could have some dierences in the imaginary parts of their denominators in the two for-
malisms. Such dierences have close relation to the introduction of the ghost elds to cancel the pinch singularities in
the real-time formalism and may by inference be attributed to dierent order of analytic continuation for the discrete
Matsubara frequencies in the two formalisms [12]. Although such dierences do not predict any actually dierent
physical eect in the model discussed here, whether, where and how they could do that is an interesting problem
deserving of being researched further.
ACKNOWLEDGMENTS
This work was partially supported by the National Natural Science Foundation of China and by Grant No. LWTZ-
1298 of the Chinese Academy of Sciences.
[1] D. A. Kirzhnits and A. D. Linde, Phys. Lett. 42B, 471 (1972); S. Weinberg, Phys. Rev. D 7, 2887 (1973); 9, 3357 (1974);
L. Dolan and R. Jackiw, ibid. 9, 3320 (1974).
[2] A. D. Linde, Rep. Prog. Phys. 42, 389 (1979); L. Girardello, M. T. Grisaru, and P. Salomonson, Nucl. Phys. B178, 331
(1981); B. deWitt, in:Fundamental Interactions, Cargese 1981, edited by. M. Levy et al. (Plenum, New York, 1982); R. H.
Brandenberger, Rev. Mod. Phys. 57, 1 (1985).
[3] H. Umezawa, H. Matsumoto, and M. Tachiki, Thermo-field dynamics and condensed matter states (North-Holland, Ams-
terdam, 1982); Y. Fujimoto, R. Grigjanis, and R. L. Kobes, Prog. Theor. Phys. 73, 434 (1985); I. Ojima, in Quantum Field
Theory, edited by F. Mancini (North-Holland, Amsterdam, 1986); Y. Fujimoto and H. Nishino, Phys. Rev. D 32, 2167
(1985); A. J. Niemi and G. W. Semeno, Nucl. Phys. B 230 [FS10], 181 (1984); D. Jonston, Z. Phys. C 31, 129 (1986).
[4] N. P. Landsman and Ch. G. van Weert, Phys. Rep. 145, 141 (1987), and the references therein.
[5] J. I. Kapusta, Finite-temperature field theory, (Cambridge University Press, Cambridge, England, 1989).
[6] B. Rosenstein, B. J. Warr, and S. H. Park, Phys. Rep. 205, 59 (1991) and references therein.
[7] Y. Nambu, Phys. Rev. Lett. 4, 380 (1960); J. Goldstone, Nuovo Cimento 19, 154 (1961); J. Goldstone, A. Salam, and S.
Weinberg, ibid. 127, 965 (1962); S. Bludman and A. Klein, ibid. 131, 2363 (1962).
[8] Y. Nambu and G. Jona-Lasinio, Phys. Rev. 122, 345 (1961); 124, 246 (1961).
[9] J. Bros and D. Buchholz, Phys. Rev. D58, 125012 (1998).
[10] B. R. Zhou, Commun. Theor. Phys. 33, 113 (2000).
[11] B. R. Zhou, Phys. Rev. D59, 065007 (1999).
[12] B. R. Zhou, hep-th/0006075.
[13] B. R. Zhou, Commun. Theor. Phys. 19, 337 (1993); Phys. Rev. D47, 5038 (1993).
[14] M. L. Bellac, Thermal Field Theory (Cambridge University Press, Cambridge, England, 1996).
[15] B. R. Zhou, Phys. Rev. D 57, 3171 (1998); Commun. Theor. Phys. 32, 425 (1999).
[16] Y. Nambu, in New Theories in Physics, Proceedings of the XI International Symposium on Elementary Particle Physics,
Kazimierz, Poland, 1988, edited by Z. Ajduk, S. Porkorski, and A. Trautman (World Scientic, Singapore, 1989); V. A.
Miransky, M. Tanabashi, and K. Yamawaki, Mod. Phys. Lett. A 4, 1043 (1989); Phys. Lett. B 221, 177 (1989). W. A.
Bardeen, C. T. Hill, and M. Lindner, Phys. Rev. D 41, 1647 (1990).
[17] Y. Fujimoto, R. Grigjanis and H. Nishino, Phys. Lett. 141B, 83 (1984); Y. Fujimoto and R. Grigjanis, Z. Phys. C28, 395
(1985); Prog. Theor. Phys. 74, 1105 (1985); R. Kobes, Phys. Rev. D42, 562 (1990); 43, 1269 (1991). R. Kobes, Phys. Rev.
Lett. 67, 1384 (1991).
18
