Die Dokumente auf EconStor dürfen zu eigenen wissenschaftlichen Zwecken und zum Privatgebrauch gespeichert und kopiert werden.
2 Empirical approach and data
Empirical approach
Many existing studies concentrate on the comparison of single models that include one different alternative indicator at a time in a horse race with respect to average forecast accuracy. However, as Stock and Watson (2004) demonstrate, single models are prone to structural breaks and tend to be less reliable when compared to combinations of many different forecasts. To address this issue, we suggest a novel approach. In a first step, we estimate the models including all possible combinations of indicators varying from one to a given maximum number of exogenous variables.
In a second step, we construct combined forecasts as weighted averages of the individual models predictions.
The individual models are defined as
where α, β p , and γ i,p are the parameters to estimate, y t are year-on-year growth rates of industrial production in time period t (t = 1, ..., T ), x i,t is an indicator variable i in time period t, and u t is a disturbance term.
The total number of indicator variables is N . Each individual model can contain a subset of K indicators. We let K vary between 0 and 3. The different number of minimum lags l q for each regressor, with q = 0, ..., N , used reflects the varying degree of data availability. For example, as the dependent variable is published with a lag of 2 months, l 0 = 3. The number is dictated both by data limitations (the sample is relatively short) and computational intensity. The number of parameters of an individual model ranges from 2 to 50.
The total number of individual models can be computed as M = N ! K!×(N −K)! + 1. Although we have 48 possible regressors, due to data restrictions we are limited to choosing no more than three regressors for any individual model, with the maximum number of possible models M = 17, 296. In fact, the number of individual models in our case is slightly smaller, since we excluded some combinations of regressors due to their extremely high mutual correlation (with a correlation coefficient more than or equal to 0.95). Likewise, a model containing short-term, long-term interest rates, and the spread between them was dropped to avoid multicollinearity. In the end, we are left with 17,135 individual models. With 4 regressors the number of models attains 194,580, whereas with 5 regressors it would reach 1,712,304. Our computational capacities preclude the estimation of that many models.
The lag order, P , is identical for all regressors and is determined using the Bayesian Information Criterion (BIC) with a maximum of 12.
In the simplest case, when N = 0 the model boils down to an autoregressive process, which we employ as a benchmark model.
The whole sample stretches from January 2001 to April 2014. The data set is unbalanced: some series start in March 2001. On the other hand, the publication delays are different, so the data are characterized by a ragged edge. In order to address this problem, the series are shifted forward correspondingly.
We perform an out-of-sample forecast experiment. The first estimation sub-sample, T E , ends in June 2004.
The first forecast is performed for July 2004. The estimation and forecasting are implemented in a recursive way. The forecast horizon is h = 1 month. Thus, the number of forecasts for each model is 112.
All the computations in this paper are carried out using the codes written by the authors in the statistical programming language R (see R Core Team, 2013).
Data
The dependent variable is the monthly series of real-time German industrial production, taken from the Deutsche Bundesbank database (see Table 1 ).
The set of regressors includes 15 macroeconomic indicators, 11 purely business survey data and two composite indicators 4 , and 19 media indicators. Tables 1, 3 , and 4 list the variables, their sources, and report some descriptive statistics.
In this paper, two types of media indicators are considered: word-count indices and sentiment-analysis indices.
The word-count indices are the simplest form of the media sentiment indicators. The idea is simple: one counts the occurrences of a word or group of words, whose polarity can be determined more or less unambiguously, in several media. One example of such index is the famous recession index, or R-word index, of The Economist. It counts the number of articles in the Washington Post and the New York Times using the word "recession" in a quarter. In Germany, a similar indicator had been developed at the HypoVereinsbank but its publication was given up shortly afterwards. Therefore, we had to reconstruct it. For this purpose we computed the number of articles published in the most influential German general and economic newspapers (Frankfurter Allgemeine Zeitung, Handelsblatt, and Süddeutsche Zeitung) and in one business journal (WirtschaftsWoche) containing the word "Rezession". The counts for Frankfurter Allgemeine Zeitung were obtained using the online archive search of the newspaper 5 . To calculate the number of articles in Handelsblatt and WirtschaftsWoche we used their joint article database 6 . Finally, for Süddeutsche Zeitung the word occurrences were recovered from the Genios database.
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The simple R-word index was constructed in a two-step procedure: First, the "Rezession" word occurrences were aggregated to the monthly frequency by computing the monthly means. Secondly, the monthly series were added up across the four media. However, since our sample includes both general and specialized media, we have to account for their different exposure to the word "rezcession": the relative frequency of the word varies from 0.4% in Süddeutsche Zeitung to 2.4% in WirtschaftsWoche. Hence, the simple adding of the mediumspecific averages could introduce a bias. In order to address the problem we computed a scaled R-word index by dividing the number of monthly occurrences of the word "Rezession" by those of the word "der" for each medium. The latter word was chosen as a proxy for the overall text size, given that it is the most frequent word in German language.
A more sophisticated way to analyze media is the method of content analysis. Content analysis "is a research technique for the objective, systematic, and quantitative description of the manifest content of communication"
(Berelson (1952), 18). There are many different types of content analysis, going beyond simple frequency counts to include complicated assessments of arguments and media frames. Our contribution is based on the analysis of the content of opinion-leading media in Germany, including five TV news programs, two weekly magazines, and one daily tabloid newspaper by the Swiss-based media analysis institute Media Tenor International. News items only referring to the state of the economy in the media set were analyzed over the period from January 1, 2001 through March 31, 2014. Hence, the data set analyzed can be seen as a subset of a much bigger data 5 www.faz.de 6 www.wirtschaftspresse.biz 7 www.genios.de 6 set including news items on all possible protagonists, such as persons (politicians, entrepreneurs, managers, celebrities, etc.) and institutions (political parties, companies, football clubs, etc.). Each of these news items was analyzed with regard to the topic mentioned (unemployment, inflation, etc.), the region of reference (for example, Germany, EU, USA, UK, BRIC, worldwide), the time reference (such as past, present, and future), the source of information (journalist, politician, expert, etc.), as well as with regard to the tone of the information (negative, positive or neutral). 8 Overall 80,675 news items about the state of the economy are included in the analysis. For a detailed description of the analyzed media set see Table 2 . Based on the rating we computed Media Tenor International indices (MT) as the differences between the percentage share of the positive ratings and the that of the negative ratings:
B i,j,t = 100 × A 
where A + it is the number of positive ratings of medium reports about events happening in the time i in the country j, published in the period t, A − i,j,t is the number of negative ratings, and A 0 i,j,t is the number of neutral ratings. The index varies between −100 (all reports are negatively rated) and 100 (all reports are positively rated).
In this study, we construct four overall indices: media sentiments regarding all countries in the present, media sentiments concerning all countries in the future, media sentiments regarding only Germany in the present, and media sentiments concerning only Germany in the future. In addition, we compute similar indices for 5 most frequent economic topics (budget, currency, labour market, business cycle, and taxation, see Table 4 ).
Moreover, the indices of the present and the future sentiment are employed to construct a so-called media 3 Forecast evaluation
Measures for comparing performance
Typically, the usefulness of a forecasting model is evaluated based on its precision. Here, the precision of the models over all periods is measured by the Root Mean Squared Forecast Error (RMSFE) and the Theil's U.
The RMSFE is calculated as
whereŷ m,t is the forecast made by model m (m = 1, ..., M ) for period t, t = T E + 1, ..., T, where T E is the first estimation subsample and y t is the realized value. Here, the Theil's U is constructed such that it compares the forecast performance of model m to that of the benchmark AR-model. It is computed as ratio of the RMSFE of model m and the RMSFE of the autoregressive model
The RMSFE and Theil's U are average measures over all periods and therefore do not reflect the instability of performance of individual models over time. In fact, the rank of a model according to its accuracy can fluctuate enormously: being the best model in some periods, in others it can rank the worst. Surely, huge instability is not a desirable property of a forecasting model. In order to take this into account we need a new forecast performance measure. Firstly, let us define a single-period rank of model m in period t as ρ m,t = rank(RM SF E m,t ). Thus, the model with the lowest RM SF E in period t obtains the rank of 1. Secondly, with an eye to the construction of our third measure below, we want the rank to be independent of the number of models and negatively correlated to the RM SF E. Therefore, we compute the transformed rank by calculating the percentage of all models outperformed by model m in period t ρ m,t = 1 − ρ m,t M × 100.
Thirdly, we compute the average transformed rank for each model m over all periods
This measure can be interpreted as the average percentage of models outperformed by model m over time.
It can vary between 0 and 100 per cent. The larger its value, the better the precision of the respective model.
It can be considered as a complement to RMSFE, although it can be expected that both are highly correlated.
Fourthly, the instability of model m in each period can be measured as the standard deviation of its respective transformed rank over time, σρ = sd(ρ m,t ). The larger its value, the more unstable the forecasting performance of a model over time. It is the average percentage point dispersion ofρ m,t around its mean, P ercOut m . Of two models with the same P ercOut m we would prefer the one with the lower σρ.
Finally, we construct a measure of reliability, which takes into account both precision and stability. A reliable model is the model with a high precision and a low instability. Thus, we define the measure R m as
R m is an increasing function of the average relative precision with respect to the alternative models and a decreasing function of its instability. In fact, it is an inverted coefficient of variation. It is analogous to the Sharpe ratio in finance. Table 5 compares the performance of the five best individual models, which is, without considering combined forecasts, over all forecasting periods. Our analysis provide here allows for the comparison of media and nonmedia indicators. However, due to the differences in the underlying media set, R-word and Media Tenor
Performance of individual models
International based indicators are not comparable to each other. 9 Columns I to III show the RMSFE and Theil's U as well as the ranking of each model according to the two measures, columns IV and V present the mean percentage of models outperformed by the respective model and the corresponding rank. Columns VI and VII show the standard deviation of the percentage of models outperformed by the respective model and its ranking. Columns VIII and IX report the coefficient of reliability and the corresponding rank, and column X and XI present its best and worst rank over all periods. Lines 1 through 5 show the five best models with respect to RMSFE and Theils' U, lines 6 through 10 the five best models with respect to the mean percentage of models outperformed, lines 11 through 15 the five best models according to stability, and lines 16 through 20 the five best models with respect to reliability.
According to RMSFE, standard deviation of rank, and coeffcient of reliability, models using media data clearly outperform models without media data. In particular, according to RMSFE, standard deviation of rank, and coefficient of reliability, as well as the second best model with respect to the number of models outperformed on average employs MT.currency, cli.ger, and manuf.order. Its Root Mean Forecast Error is 43% lower than that of the benchmark AR model giving a Theil's U of 57. On average it outperforms 69.8% of the alternative individual models. The standard deviation of its rank is 21.84, however, it oscillates between a minimum of 99 and a maximum of 15859. This wide range of ranks is also observed for the other high performing models.
Its coefficient of reliability is 319.6. About 50% of German exports are directed to countries outside the Euro area. For some important sectors, like machinery, investment goods, and cars more than 50% of the overall production are exported. Thus, media information on currency issues such as provided by MT.currency is crucial for predicting industrial production.
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Apart from MT.currency, two more Media Tenor International based indicators, namely MT.taxation with its particular information on tax issues and MT.de, which consists all economy-related topics with an effect on the German economy, form part of models ranking among the five best models in each category. The model employing MT.taxation, cli.ger, and manuf.order ranks fifth with respect to the mean percentage of models outperformed and 31st in terms of the standard deviation of this measure. In terms of the reliability indicator, it ranks 6th. The model consisting of MT.de, esi.ger, and dax is the third best with respect to stability.
However, it only ranks 5081st according to RMSFE and 6254th according to the mean percentage of models outperformed. Most of the media reports on taxes relate to taxes in general. Taxes increase budget constraints, and so negatively affect demand for industrial production, for both companies and households. Hence, news related to tax changes influence sales expectations, too.
Both R-word indicators form part of the five best models. Together with R1 and manuf.order, rword ranks fourth with respect to the standard deviation of the percentage of models outperformed and fifth according to reliability. There is a striking contrast of its performance according to its mean forecast error and its mean percentage of outperforming alternative models, ranking 820th regarding the former and 17th with respect to the latter. Table 6 shows the corresponding results for the recession period only. When compared to the outcome over all periods, the correlation of accuracy and reliability is lower for the recession period.
Again according to RMSFE, standard deviation of rank, and coefficient of reliability, models using media data clearly outperform models without media data. In particular, according to RMSFE all five best models contain media based indices such as MT indices as well as R-word. The number one model with respect to RMSFE consists of both R-word and MT.taxation. Nevertheless, none of the models appears among the five best models in more than one category. The improvement of accuracy when compared to the AR is higher than when looking at the best models over all periods, of all periods. The standard deviation of the best model is 5.5, its minimum rank is 5729th and its maximum rank is 8283th. With the exception of the second best model containing rword, which ranks 75th with respect to RMSFE and 21th according to the mean percentage of models outperformed, the relative accuracy of the best models is much lower when compared to the results over all periods. For RMSFE and the percentage of models outperformed the best rank of the remaining 4 models is 4810 with a Theil's U of 50.9, respectively 2936, with a value of 83.7, both for the model containing R6, gfk, and dax. During the recession period, the media information that directly addresses the overall situation of the economy, or those that reject it representing the sentiment on all sectors such as MTI.all for all economies and MTI.de for the German economy are best suited to predict industrial production. high density regions that cover 50 and 95% of the distribution, respectively. As Figure 1 shows, higher precision of individual models is weakly positively correlated with stability. The best models are those with a high precision and a high stability.
Performance of forecast combinations
Following the literature, we try to improve upon this by evaluating the usefulness of media data in forecast combinations of individual models. Indeed, as can be seen in Figures 1 and 2 , the combination models improve 12 See Hyndman, 1996.
the relationship between precision and stability. They allow for substantially reducing the instability without incurring large losses in precision. Figure 1 presenting the results for all periods shows the dominance of the combined forecasts with respect to stability. At the same time, they are among the most accurate forecasting models. Figure 2 reports the results for the recession period. As the averages are based on fewer observations and due to the higher uncertainty over economic downturns, the bivariate highest density distribution is spread much more in both dimensions. There is a group of models characterized by low accuracy and high stability. At the same time there is a group of models having a higher accuracy but a very large instability. The advantages of combinations are smaller but still pronounced. Higher precision of individual models can only be obtained at the cost of increased instability. Table 7 contrasts the results of the combined forecast of all models that do not contain media indices (benchmark, in italics) with combinations that employ both all non-media and one media index at a time to see whether this improves the performance. The table is based on the results for all periods and the models are sorted by the coefficient of reliability. The standard deviation of the combined forecasts is markedly lower than that of the best individual models. The worst ranks of the combinations are much lower, as well. This results in the combinations being the best models with respect to the coefficient of reliability.
The results concerning combined forecasts show, as well, that models using media data clearly outperform models without media data. According to the coefficient of reliability, the best combination contains models including rword sc. Six more media indices improve the benchmark. In descending order with respect to reliability these are MT.taxation, MT.de.taxation, rword, MT.de, MT.de.cycle, and MT.currency. However, differences in the ranks in between the media-based models can be determined by differences in the media set used.
The addition of models containing the remaining media indices leads to a deterioration with respect to reliability when compared to the benchmark model. In general, the performance of the combined forecasts does not display substantial differences. MT.all. These combinations are superior in terms of precision to the remaining combinations, in particular,
to the combination of all non-media models, which rank 14th. The media combination has on average a 4%
smaller forecast error than the combination of all non-media models. In comparison to the benchmark model, the autoregressive model, the improvement is about 20%. The mean percentage of models outperformed by the best media combination is by 3 percentage points higher than the combination of all non-media models. The standard deviation of 7.28 is about 1.5 percentage points lower. Thus, the media models are both more accurate and less unstable resulting in a higher reliability measure. Interestingly, MT.all that is based on all news ranks relatively high. This means, that the overall media sentiment can be useful in predicting recessions.
Conclusion
In this paper, we analyze the usefulness of media indicators for the prediction of monthly series of German industrial production growth. We used two types of media indicators: a simple word-count index of the word "recession" and several Media Tenor International indices that are based on a more sophisticated method that uses human analysis of reports in German opinion-leading media. The forecast performance was evaluated through forecast experiment covering the period from July 2004 to April 2014. In addition, we consider the period of the Great Recession using the business cycle chronology of ECRI, to see whether the media indices improve recession forecasts. More than 17,000 individual models representing all possible combinations with a maximum of 3 out of 48 macroeconomic, survey, and media indicators were employed.
The forecasting performance was evaluated using four different criteria. First, we use two measures of forecast accuracy, namely the Root Mean Squared Forecast Error and the mean percentage of outperformed alternative models each period. Then, as a measure of stability we employ the standard deviation of the percentage of outperformed alternative models each period. Finally, we introduce and apply our own measure of reliability, which aggregates the information on accuracy and stability.
The results clearly show that models using media data outperform models without media data. This is case 14 according to both individual models as well as combinations of the individual models.
Individual models using media data are among the best models with respect to accuracy and stability over the whole sample period. For the overall sample, the Media Tenor International index based on news related to foreign exchange market stands on top of the rankings in terms of all four criteria considered. This might be due to the strong export-orientation of German industrial production. For the recession period, the models including the R-word indices focusing on recessions by construction are particularly useful.
Combinations of the individual models improve the stability of the forecasts and lead to highly accurate models at the same time. We tested if augmenting the combination of models not making use of media data with models making use of one additional media index improves forecasts. Over the complete sample and the recession period, some of the media augmented combinations lead to an improvement of forecast reliability. In addition, media sentiment on the overall situation implicitly rejecting information on the business cycle improves forecast combinations for the recession period.
Under the common heading of media data two very different groups of indicators have been employed. The main differences are in the techniques used to extract information from the media. Media Tenor International extracts the overall sentiments from the media items with the help of specialized analysts, while R-word simply counts occurrences of one word. However, the data sets employed here are not comparable: they are both nonoverlapping and cover different segments of media. Although these differences do not preclude the comparison of their helpfulness in the prediction of industrial production, a deeper analysis is needed to understand the impact of these differences on the forecasting performance. This is left to future research.
Nevertheless, our analysis have clearly shown that when it comes to the forecast of industrial production models using media data clearly outperform models without media data. 
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