Abstract. An important task in many scientific and engineering disciplines is to set up experiments with the goal of finding the best instances (substances, compositions, designs) as evaluated on an unknown target function using limited resources. We study this problem using machine learning principles, and introduce the novel task of active k-optimization. The problem consists of approximating the k best instances with regard to an unknown function and the learner is active, that is, it can present a limited number of instances to an oracle for obtaining the target value. We also develop an algorithm based on Gaussian processes for tackling active k-optimization, and evaluate it on a challenging set of tasks related to structure-activity relationship prediction.
Introduction
The philosophy of science has since a long time studied scientific discovery processes, and recently, the artificial intelligence community has taken up the challenge as to study how scientific discovery processes can be automated [1] . One aspect that is quite central in scientific discovery, as well as in many engineering problems, is that of determining the next experiment to be carried out.
In this paper, we apply machine learning principles to select the next experiment in High Throughput Screening (HTS), an important step in the drug discovery process, in which many chemical compounds are screened against a biological assay. The goal of this step is to find a few lead compounds within the entire compound library that exhibit a very high activity in the assay. This is also the setting of the new robot that is currently under development in the robot scientist project [1] at the University of Aberystwyth. The task is akin to many other scientific and engineering disciplines, where the challenge is to identify or design those instances that have optimal performance according to some criterion that needs to be optimized. For instance, in membrane design, it is important to find those parameters of the process that yield the best performance [2] ; in coherent laser control, the goal is to find the laser pulse that maximally catalyzes a chemical reaction [3] . In this type of application, the target criterion is unknown to the scientist or engineer and only partial information can be obtained by testing specific instances for their performance. Such tests correspond to experiments and can be quite expensive.
In HTS, it is not sufficient to find just a single optimal example. The optimal compound might ultimately not be usable as a starting point for the next step in the drug discovery process for various reasons unrelated to its performance in the assay. Therefore, a number of alternatives need to be found as well. Ideally, each of these near-optimal alternatives would have a different modus operandi. The challenge then is to identify the k best performing instances using as few experiments as possible. We will refer to this task as active k-optimization.
This task is closely related to global function optimization. It is also related to active learning in a regression setting [4] , where the goal is to find a good approximation of the unknown target function by querying for the value of as few instances as possible. Whereas this approach allows one to identify the best scoring instances, it is also bound to waste resources in the low scoring regions of the function. Thus, in contrast to active regression, an extra ingredient is added to the problem that is reminiscent of reinforcement learning. The learner will have to find the right balance between exploring the space of possible instances and exploiting those regions of the search space that are expected to yield high scores according to the current approximation of the function. Finally, active k-optimization differs also from active concept-learning that has already been applied in applications such as structure-activity relationship prediction [5] in that a regression task has to be performed. This paper is organized as follows: in Section 2 we formalize the problem, and in Section 3 we propose a Gaussian process model for tackling it. In Section 4 we investigate a number of different strategies for balancing exploration and exploitation. We evaluate our approach experimentally in Section 5. Finally, We discuss related work and possible extensions in Section 6.
Problem statement
Our work is especially motivated by the structure-activity relationship domain, where high-throughput approaches assume the availability of a large, diverse but fixed library of compounds. Hence, the pool-based active learning setting is most appropriate. In this setting, the learner incurs a cost only when asking for the measurement of the target value of a particular instance, which must be selected from a known, finite pool. In principle, the learner may be able to exploit the distribution of the examples in the pool without cost. To some extent, this setting is therefore also a semi-supervised learning setting.
The problem sketched in section 1 can be more formally specified as follows:
Given:
-a pool P of instances, -an unknown function f that maps instances x ∈ P on their target values f (x), -an oracle that can be queried for the target value of any example x ∈ P, -the maximal number N max of queries that the oracle is willing to answer, -the number k of best scoring examples searched for.
Find:
-the top k instances in P, that is, the k instances in P that have the highest values for f .
One can see that the above combinatorial optimization problem is a close relative to the problem of global function optimization. Algorithms developed in the discipline of global function optimization only consider k = 1 and are optimized for continuous domains. Still, largely the same concepts and techniques can be used.
From a machine learning perspective, the key challenge is to determine the policy for determining the next query to be asked, based on the already known examples. This policy will have to keep the right balance between exploring the whole pool of examples and exploiting those regions in the pool that look most promising.
Gaussian process model
We will use a Gaussian process model [6] for learning, also known as Kriging. In this section we briefly review the necessary theory. More detailed explanations can be found in several textbooks on the subject [7, 8] .
We first introduce some notation. We assume that there is a feature map φ : P → F mapping examples to a feature space F . We denote with
⊤ the vector of the N first examples, with
⊤ the vector of their target values, and with
⊤ the matrix where each row is the image of an example (abusing notation in case F has infinite dimension). For our objective criterion, T N best−k is the average of the k largest elements of the vector T N , where we assume all target values to be positive. The notation · · · best−k is warranted since the function satisfies all properties of a vector norm under this assumption.
We assume that there is a linear approximate model for the target value t(x) of instances
(with w ∈ F a weight vector) such that the values of the modeling error t(x) − m(x) for examples randomly drawn from the pool P are independently Gaussian distributed with zero mean and variance σ 2 . We use the following notation to denote that a random variable has a Gaussian distribution:
In matrix notation Equation (2) becomes P (T N |Φ N , w) ∼ N (Φ N w, σ 2 I). Our prior belief for the vector w is Gaussian with zero mean and covariance matrix Σ pw . One can compute the posterior P (w|T N , Φ N ) using
A straightforward derivation gives
where the meanw N and variance Σ w,N is
For a new example x * we can then estimate the target value by
One can show that this formula is equivalent to the following distribution which does not refer to feature space explicitly:
and where k is a kernel defined by
Here, we use the abbreviations
for vectors of kernel values, and
for a matrix of kernel values. k(X N , X N ) is called the Gram matrix.
Selection strategies
Different example selection strategies exist. In geostatistics, they are called infill sampling criteria [9] . In active learning, in line with the customary goal of inducing a model with maximal accuracy on future examples, most approaches involve a strategy aiming at greedily improving the quality of the model in regions of the example space where its quality is lowest. One can select new examples for which the predictions of the model are least certain or most ambiguous. Depending on the learning algorithm, this translates to near decision boundary selection, ensemble entropy reduction, version space shrinking, and others. In our model, it translates to maximum variance on the predicted value or arg max(var(t * )).
Since our goal is not model accuracy but finding good instances, a more appropriate strategy is to select the example that the current model predicts to have the best target value, or arg max(t * ). We will refer to this as the maximum predicted strategy. For continuous domains, it is not guaranteed to find the global, or even a local minimum [10] .
A less vulnerable strategy is Cox and John's lower confidence bound criterion [11] , which we will refer to as the optimistic strategy. The idea is to not sample the example in the database where the expected rewardt * is maximal, but the example wheret * + b · var(t * ) is maximal. The parameter b is the level of optimism. It determines the balance between exploitation and exploration. It is obvious that the maximum predicted and maximum variance strategies are special cases of the optimistic strategy, with b = 0 and b = ∞ respectively. In a continuous domain, this strategy is not guaranteed to find the global optimum because its sampling is not dense [10] .
Another strategy is to select the example x N +1 that has the highest probability of improving the current solution [12] . One can estimate this probability as follows. Let the current step be N , the value of the set of k best examples be T N best−k and the k-th best example be x #(k,N ) with target value t #(k,N ) . When we query example x N +1 , either t N +1 is smaller than or equal to t #(k,N ) , or t N +1 is greater. In the first case, our set of k best examples does not change, and T N +1 best−k = T N best−k . In the latter case, x N +1 will replace the k-th best example in the set and the solution will improve. Therefore, this strategy selects the example x N +1 that maximizes P (t N +1 > t #(k,N ) ). We can evaluate this probability computing the cumulative Gaussian
wheret N +1 and var(t N +1 ) can be obtained from Equations (7, 8) . In agreement with [13] , we call this the most probable improvement (MPI) strategy. Yet another variant is the strategy used in the Efficient Global Optimization (EGO) algorithm [14] . EGO selects the example it expects to improve most upon the current best, i.e the one with highest
This criterion is called maximum expected improvement (MEI). In real-world applications it is not only important to find a solution quickly, but also to know when the optimal (or an adequate) solution has been found. The trade-off one has to make here is between budget and quality.
In a large number of situations, one will have a fixed budget and the goal will be to have an optimal solution when the budget is exhausted. Sometimes however, one can save significantly on the budget when a slightly suboptimal solution is acceptable or when the risk of having a suboptimal solution is small.
One approach is to bound the probability that any of the non-queried examples is better than the k-th best example so far. From Equation (10) we can compute for a particular example x that has not been queried the probability that its target value t will be larger than t #(k,N ) . We can then write
which is a tight upper bound if the individual P (f (x) > t #(k,N ) ) are small (as is the case when we consider to stop querying) and independent.
Experimental Evaluation
As sketched in the introduction, we shall experimentally evaluate our collection of methods in the area of high throughput screening in the context of drug lead discovery. In particular, we shall evaluate the algorithms on the US National Cancer Institute (NCI) 60 anticancer drug screen (NCI60) dataset [15] . This repository contains measurements of the inhibitory power of tens of thousands of chemical compounds against 59 different 1 cancer cell lines. NCI reports the log-concentration required for 50% cancer cell growth inhibition (GI 50 ) as well as cytostatic and cytotoxic effect measures, but we only used the log GI 50 data. Real world drug discovery screening operations would normally include non-toxicity in the measure to optimize for 2 . To perform a measurement, each compound is diluted repeatedly, yielding a geometric series of concentrations. The actual GI 50 can turn out to be outside the range of concentrations chosen a-priori. In that case, one only knows an upper or lower bound for the value, and a new measurement for that compound must be performed to collapse the interval to a point value. We ignored such out of bounds measurements.
To improve interpretability of the experiments, an equally sized pool of 2,000 compounds was randomly selected from each assay. This also saved computational resources, though it would have been possible to use the entire dataset, for all algorithms are only of complexity O(N max · #P) as long as both the number of features and the budget are constant.
We used a linear kernel. The chemical structure of each compound was represented as 1024 FP2 fingerprints, calculated using Open Babel 2.1.0. The algorithms were bootstrapped with GI 50 measurements of ten random compounds. Since the result depends on this random boot sample, each experiment was repeated 20 times and the results were averaged.
In each assay, NCI measured some compounds repeatedly. For these compounds, the dataset lists the standard deviation among the measurements, as well as the average. In order to estimate the measurement error for each assay, we used the unweighted average standard deviation over all repeated measurements in the assay. This value was used as the standard deviation σ in the Gaussian term of our model in Equation (2) .
To evaluate our algorithms in practice, we recorded T N best−k as a function of the fraction of compounds tested. For every setting (selection strategy, value of k), these functions were then averaged over the 59 datasets considered. Figure 1 plots these curves for k ∈ {1, 10, 25, 100} for all described strategies and random selection. For the optimistic strategy, we tested optimism levels of 0.5, 1, and 2. Table 1 lists for several budgets N max which strategy is best (attains the highest T Nmax best−k ). The budget is shown as a percentage of the pool size. For each different strategy, the table then also gives the Wilcoxon signed-rank test p-value for the null hypothesis that the difference between the top-k values of this strategy and those of the best strategy is on average 0.
We are now well equipped to answer four important questions about our algorithm: Q1 Do active k-optimization strategies isolate valuable instances quicker than random selection? Q2 What is the relative performance of the different selection strategies listed in Section 4? Q3 Do strategies that take k into account perform better than strategies that do not? Q4 Can the stopping criterion (Eq. 12) be used to decide when a near-optimal solution has been found?
Expedience
From the results presented in Table 1 and Figure 1 , one can see that random example selection clearly performs worse than all other selection methods in all settings, except for the maximum variance strategy which does still worse for large budgets, especially for k = 100. We can conclude that the answer to question Q1 is positive, because actively choosing examples with one of the presented strategies substantially speeds up the finding of examples with high target values.
It is remarkable that the starting points of the random strategy are lower for higher k. This is due to the fact that the distribution of target values is skewed: compounds with very small target values are sparser than compounds with very large target values. In this way, T N best−k decreases only slowly while T N worst−k (the average of the k smallest elements of T N ) increases quickly for larger k. This causes the value of a random sample to be lower when scaled to a [0, 1] interval. That the non-random strategies start higher than the random strategy for k = 25 and k = 100 is due to the fact that there are only 10 bootstrapping examples, and the non-random strategies actively select 15 (for k = 25) or 90 (for k = 100) examples before they can be evaluated a first time. Fig. 1 . The value of TN best−k in each step, for all proposed active learning strategies and random selection, averaged over 20 runs for each of the 59 datasets. A log scale is used on the horizontal axis to reveal the performance for small as well as large budgets. The vertical axis is scaled to place the aggregate target value of the overall k best compounds at one and the worst k compounds at zero.
Relative performance
Unsurprisingly, one can see that querying the maximally uncertain example is (in contrast to settings where one tries to optimize accuracy) not a good koptimization strategy.
Overall, on the NCI60 datasets, the optimistic strategy with an optimism level of 1 was most robust. In all situations considered, it performed either best or not significantly worse than the best strategy. The difference with 2 and 0.5 optimism is more pronounced for higher values of k. Note that we exploited the information in the NCI datasets about the accuracy of the measurements. For other datasets that do not allow to estimate the accuracy of the input data, it may be harder to come up with a good value for var(t * ). One can use a maximum likelihood estimate, at the cost of some robustness [9] . Table 1 . p-values for k ∈ {1, 10, 25, 100}. ǫ indicates that p < 10 −8 .
Greedily querying the example for which the highest target value is predicted, performs slightly worse than the optimistic strategy. The MPI strategy performs worse than the optimistic strategies in the very beginning, except for k = 1. It performs (and allegedly behaves) similarly to the maximum variance strategy when it hasn't seen many more examples than the 10 random bootstraps. From about 5% for k = 10 and 10% for k = 25, its performance is competitive and sometimes best, but it again becomes suboptimal for high budgets. The MEI strategy performs extremely well for k = 10, but is outperformed in some other settings. This concludes our answer to question Q2.
Utility of advance knowledge of k
In Table 2 and Figure 2 we see that the active learning strategies that explicitly take k into account, perform far better than their global optimization (k = 1) peers, except for the warmup of MPI. However, from question Q2 we learned that the most robust strategy on our datasets, 1-optimism, performs as well. Since optimism does not rely on prior knowledge of k, the answer to question Q3 is negative.
Stopping criterion
To evaluate the stopping criterion, we used Equation (12) to estimate P (∃x ∈ P \ X N : f (x) > t #(k,N ) ), the probability that there exists an unseen example Table 2 . p-values for k = 25. ǫ indicates that p < 10 −8 . −log(optimal−current) Fig. 3 . Stopping criterion: negative logarithm of the difference between the optimal solution and current solution plotted against the negative logarithm of predicted probability of suboptimality according to Equation (12) in the pool P which is better than the k-th best seen so far. We did so during one experiment with the MPI strategy for every data set, and recorded these probabilities together with the differences between the solution at that point and the optimal solution. In this way we can evaluate how much value one would lose on average if one would stop the screening when the probability of finding anything better would drop below a certain threshold.
In Figure 3 , the negative logarithm of the differences between solution so far and optimal solution, i.e. − log( f (P) best−k − T N best−k ), is plotted against the negative logarithm of the estimated probability that there is still a better solution, i.e. − log(P (∃x ∈ P \ X N : f (x) > t #(k,N ) )). The standard deviations on the points in this curve are all below 0.2.
From Figure 3 one can see that there is a good relation between the estimated probability that the best solution has not yet been found and the optimality of the current solution. In particular, when the stopping criterion predicts a very small probability of finding a better solution, one can be confident that querying more examples will not be very useful. This answers question Q4 positively.
Related work and possible extensions
To summarize, we introduced the active k-optimization problem in a machine learning context, we developed an approach based on Gaussian processes to tackling it, and we applied it to a challenging structure-activity relationship prediction task, demonstrating good performance.
Our work is related to several articles that combine kernel methods and Gaussian processes both in the machine learning and the global optimization communities. In machine learning, one aims at improving prediction accuracy, and common strategies select the most uncertain examples, or select the examples that maximize information gain. In global optimization, Gaussian processes are a popular surrogate to save on expensive function evaluations [9, 13] .
The setting we introduced is also important for applications in HTS, where so far active learning has only been applied for classification or regression purposes but not for optimization. E.g. [5] shows that the maximum-predicted strategy works well for discriminating rare active compounds from inactives using an SVM. Furthermore, the NCI database has been used as benchmark for several machine learning approaches [18] [19] [20] . As the results show, classification of compounds can be learned to a certain extent, but accurate prediction (classifying borderline cases) is still harder than finding extreme values as in our setting.
Two interesting further questions for research are 1) whether one could make further gains by devising a strategy that also takes into account a budget that is fixed from the start, and 2) whether one can select several examples to be queried together in a single batch before getting the target values for all of them. This is often needed in HTS. To address the first question, one could e.g. focus the first fraction of the budget more on exploration and the last part only on exploitation. The second question requires one to spread selections over the space in order to avoid obtaining too many correlated values [17] . A few authors have touched upon this problem in the context of surrogate-based optimization, but the batch size was algorithm driven as opposed to application constraint driven, e.g. [10] . This raises a more general problem: given some collected X N , T N training data and a pool P of examples that one could query next, select n new examples to query. In such a situation, it may not be optimal to select examples that individually optimize some criterion. In the ideal case, one would like to optimize the joint contribution of the entire batch. E.g. if k = 1, the probability that querying examples x N +1 . . . x N +n would improve the solution would be P max{t N +1 . . . t N +n } > t #(k,N ) | X N , T N which evaluates to the integral of a Gaussian over a union of half-spaces. For large n, it is nontrivial to select the n examples for which this value is maximized. However, one can efficiently select x N +1 . . . x N +n in order, such that in every step the example x N +i is selected that maximizes
