RMOA is a new ATM Forum standard addressing the transport of H.323 VoIP traffic over ATM-based Internet backbones. It defines a new H.323 gateway devised to carry H.323 real-time media streams by taking advantage of the quality of service features of ATM. The approach is extremely efficient in that it reduces the protocol overhead on the ATM transport.
INTRODUCTION
Traditional telephone carriers, Internet service providers, and large corporations today face the challenge of converging their voice and data networks into a single packet network. For service providers this means new revenue streams, while for corporate users this represents equipment, operations, and management cost savings. The success of voice and data convergence, however, will be highly dependent on whether voice over packet transport will deliver toll quality and the same set of services currently provided by the public switched telephone network (PSTN).
The communications industry is currently engaged in extensive work on two flavors of voice over packet transport: voice over asynchronous transfer mode (ATM) (VoATM) and voice over IP (VoIP). VoATM is likely to be successful in delivering toll quality, with special gateways preparing native PSTN voice for ATM transport while using the quality of service (QoS) features of ATM technology. VoIP faces greater challenges, especially due to the lack of approved or widely deployed standards to signal and enforce resource reservations. Nevertheless, VoIP (especially H.323 VoIP [1] ) is becoming increasingly important for enterprises that can more easily provision resources to deliver quality to the voice traffic within their corporate networks.
Since ATM is becoming increasingly ubiquitous in the core of service provider networks, the ATM Forum developed an efficient and scalable means to transport native H.323 VoIP traffic over ATM that is not possible with the existing IP-over-ATM solutions. This effort was carried out within the Real-Time Multimedia over ATM (RMOA) working group, and defined a new type of gateway called H.323-H.323 Gateway. The "Gateway for H.323 Media Transport over ATM" [2] is an approved ATM Forum standard expected to be included by reference in the ITU-T H.323v3 standard. This new specification is the subject of this article.
In the RMOA approach, two H.323-H.323 Gateways, placed at the edges of an ATM network and aided by H.323 gatekeepers, intercept the H.323 signaling messages exchanged between the communicating VoIP endpoints they serve. These signaling messages are inspected, and the information they carry is used to establish dedicated virtual circuits (VCs) in the ATM network. A VC is set up with appropriate resources committed in the network to transport each of the real-time media streams agreed on by the VoIP endpoints.
On the data plane, the VoIP packets, generated at the endpoints using the Real-Time Protocol (RTP) [3] and sent over User Datagram Protocol (UDP) and IP, are actually addressed to the intermediary H.323-H.323 Gateways for the call. Very efficient transport of VoIP media over ATM is then possible once it is realized that carrying IP and UDP headers over the dedicated VCs is not necessary. The RTP header is also compressed to further increase protocol efficiency, making the mechanism almost as efficient as native ATM transport.
The next section briefly compares QoS issues when carrying voice traffic over the Internet vs. over ATM networks. Some H.323 concepts are then reviewed and subsequently used to describe how H.323 calls are established through H.323-H.323 Gateways. Next, the article presents the opening of logical channels and the establishment of VCs to carry H.323 VoIP streams. Media termination on H.323-H.323 Gateways is then introduced to show how it allows for efficient transport of VoIP traffic over ATM.
QUALITY IN CARRYING VOICE OVER PACKET NETWORKS
Today voice traffic is transported mostly via the PSTN, where tight bandwidth and delay requirements are guaranteed through time-division multiplexing (TDM). With the economic drivers pushing for packet transport, it becomes important to understand how packet networks can deliver QoS to voice traffic. Two key QoS aspects for voice transport are bandwidth commitments, to prevent service degradation due to losses, and timely delivery, to preserve the realtime nature of the service. To implement the needed bandwidth and timing guarantees, packet networks must first identify the voice streams and then deliver priority treatment to the voice packets.
The two flavors of packet networks considered in this article are the IP-based Internet and ATM networks. The Internet Engineering Task Force (IETF) has been working on a couple of Carlos M. Pazos, Marek R. Kotelba, and Andrew G. Malis, Lucent Technologies, Inc.
approaches to add QoS support to the Internet. One requires the voice endpoints to signal its resource requirements to the network using the Resource Reservation Protocol (RSVP) [4] . Routers in Internet backbones then act on RSVP messages by reserving bandwidth for each voice flow and possibly giving the voice packets the guaranteed service defined in the Internet integrated services (IntServ) architecture [5] .
Due to the amount of state necessary to maintain to identify the flows requiring special treatment, the IntServ approach has been regarded as not scalable, and a simpler means to deliver QoS was defined. With the differentiated services (DiffServ) approach [6] , the network routers dedicate bandwidth to a number of classes of traffic, delivering a differentiated treatment to IP packets according to their type of service (ToS) byte. VoIP sources would most likely mark their IP packets to request the expedited service defined in the DiffServ architecture. Unfortunately, neither DiffServ nor IntServ is widely deployed, and the extent to which they will actually be able to deliver toll quality to voice traffic remains to be seen.
The ubiquitous use of ATM on Internet backbones indicates, however, that the ATM built-in QoS features could be leveraged to transport native VoIP traffic. The use of ATM in carrier networks is already considered for tandem replacement, where the native PSTN voice is packetized and sent over an ATM network using the ATM constant bit rate (CBR) or real-time variable bit rate (rt-VBR) services. One such approach is the circuit emulation service (CES), which calls for 64 kb/s CBR circuits using ATM adaptation layer type 1 (AAL1), also standardized by the ATM Forum [7] .
A gateway providing the CES terminates trunks and SS7 signaling on the PSTN side and connects to an ATM network on the packet side. The SS7 and ATM signaling are used in conjunction to establish VCs to carry the voice flows over an ATM network. The AAL1 layer in the gateway then accumulates enough TDM samples received on a trunk on the PSTN side to fill up an ATM cell that is then sent over the corresponding VC for the call. The QoS delivered to the voice cells is guaranteed by the CBR service category requested when the VC is established through the ATM network.
A gateway to transport native VoIP traffic over ATM uses a VoIP signaling protocol (e.g., H.323) in conjunction with the ATM signaling to establish VCs for VoIP flows. However, such a gateway uses AAL5 to provide the adaptation service appropriate to transport IP packets. For QoS, the same CBR service category can be requested when the VC is set up to carry the VoIP flow sent over the ATM network. This is the approach H.323-H.323 Gateways use to deliver QoS to VoIP traffic carried over ATM.
ESTABLISHMENT OF AN H.323 CALL
The International Telecommunication UnionTelecommunication Standardization Sector (ITU-T) has created the H.323 standard describing the system components, call model, and signaling procedures to be used by entities engaged in multimedia communications over a network such as the Internet [1] . H.323 also includes, by reference, two other ITU-T standards, H.225.0 [8] and H.245 [9] , that define control messages to be exchanged among H.323 endpoints.
The procedures described in the H.245 standard are used to declare an entity transmission and reception capabilities, and to open logical channels. The latter involves negotiating which digital encoding protocol to use for the real-time media samples that are then encapsulated using RTP. The opening of logical channels also includes the exchange of transport addresses required by RTP to carry the encoded media samples over UDP and IP [3] .
The H.323 standard does not, however, impose any QoS requirements on the network used to carry the H.323 media streams. QoS can be delivered through the means mentioned in the previous section, and this article focuses on the scenario depicted in Fig. 1 . Here an Internet backbone has an ATM core where the devices (routers or switches) at the edges of the core (devices X and Y) are capable of receiving H.323 RTP/UDP/IP packets and sending them over VCs in the ATM core.
The H.323 endpoints in Fig. 1 are IP hosts, and the H.323 media traffic traverses an access IP path to reach devices X and Y at the edge of the ATM core. Note that if the access paths are not properly engineered, the QoS delivered to H.323 RTP packets sent over VCs may be of little value. QoS provisioning over the access IP path is beyond the scope of this article. In fact, the figure shows three gatekeepers used in the signaling architecture proposed in [2] to break the end-to-end call into three legs, as illustrated. The different legs result from control and media termination forced on devices GW X and GW Y at the edge of the ATM core. These devices are named H.323-H.323 Gateways in [2] . Control termination allows this new type of H.323 gateway to establish a dedicated VC for each H.323 realtime media stream, while media termination simplifies packet forwarding with efficient transport. An H.323 gatekeeper provides the services of registration, admission, and status (RAS) through the RAS channel, which also includes address resolution. Endpoint A will use the RAS channel to gatekeeper A, with which it is registered, to place calls to endpoint B. Usually endpoint A will know an alias address for endpoint B (e.g., an E.164 phone number), and gatekeeper A will translate this address to an IP address and a transport protocol port number. This IPbased transport address is used by endpoint A to establish an H.323-call to endpoint B using the procedures and messages defined in the H.225.0 standard [8] .
THE H.323-H.323 GATEWAY
This address resolution is only possible because the endpoints register alias and transport addresses with a gatekeeper through the RAS channel. This process leads to the formation of H.323 zones (a zone is the set of H.323 endpoints registered with a gatekeeper). Figure 2 contains three gatekeepers, thus illustrating a scenario with three zones where endpoints A and B belong to different zones. As such, address resolution 1 provided by gatekeeper A tells endpoint A to use GW X as a gateway for calls to endpoint B.
GW X is therefore made an intermediary hop in the endpoint A-to-endpoint B call by receiving the H.225.0 signaling messages from endpoint A. Since endpoint B is the actual destination, GW X can be viewed as an H.323 endpoint that wishes to place a call to another endpoint. It then requests assistance from gatekeeper B, and this address resolution tells GW X to call GW Y, placing the second leg of the call. The process is repeated one last time with GW Y using gatekeeper C to place the last leg of the call to endpoint B.
Note that it is transparent to the endpoints that the call is broken up into three legs. Since the result of an address resolution produces only a transport address [1] , the gatekeepers are the ones redirecting the call to an intermediary hop each step of the way. This is how the RMOA approach uses the H.225.0 procedures, without modifications, in a three-zone scenario to break an end-to-end call into three legs. The result is that the H.225.0 signaling messages are addressed to each intermediary gateway on the end-to-end path.
The H.225.0 signaling establishes the H.323 call. This implies the opening of a call control channel, subsequently used to open media channels through H.245 procedures [9] . Similar to H.225.0, the H.245 channel is defined by a set of transport addresses used for the exchange of H.245 control messages. The initial H.225.0 messages carry these transport addresses that are replaced with local addresses for the gateways as the H.225.0 messages are relayed across adjacent legs of a call. These address replacements force the H.245 messages to be addressed to the H.323-H.323 Gateways, breaking the end-to-end H.245 channel into three legs as well.
To sum up, the three gatekeepers force signaling messages to be explicitly addressed to each gateway along the path between endpoints A and B. The goal is to allow the H.323-H.323 Gateways at the boundary between two adjacent legs of the call to easily identify the H.245 messages. These messages are then inspected, and the information they carry is used to establish VCs. s s Figure 2 . The network scenario. Leg 
LOGICAL RTP CHANNELS AND VC SETUP
The H.245 call control channel is opened once the H.225.0 procedure is finished. This allows the H.323 endpoints to exchange their transmit and receive capabilities, and to determine the master/slave relations between the participating endpoints. When these two steps are completed, RTP logical channels can be opened for each real-time media flow the endpoints desire to exchange (e.g., for voice and video). Endpoint A uses an H.245 control message to propose all the channels endpoint A wishes to establish with endpoint B for A-B communication. Different media encoding protocols, such as G.711 or G.729 for voice, are also suggested for each such channel as alternatives for endpoint B to choose from. Endpoint B then communicates its choices of which media channels it accepts to open and which encoding protocol to use for each media channel through another H.245 control message. Endpoint B also initiates similar message exchanges to establish the media channels for B-A communication. These media channels are also defined by a set of transport addresses used for the exchange of RTP and RTCP flows in the case of real-time channels.
Note that the endpoints actually address these H.245 messages to a near H.323-H.323 Gateway, thanks to the replacement of transport addresses described in the previous section. Given that, the gateways can inspect and/or modify these messages before forwarding them to the next hop. GW Y in Fig. 2 performs one modification of special interest: it adds its own ATM address to one of the control messages sent to GW X. This represents a form of IP-to-ATM address resolution that removes the need for yet another protocol for this purpose. GW X uses this ATM address when establishing dedicated VCs for every real-time media stream defined between endpoints A and B.
While the H.245 procedure establishes unidirectional RTP channels for bidirectional communications, a single VC is set up to carry each bidirectional flow. The enconding protocol agreed to for use on each media flow determines the resource requirements stated when placing the VC setup request to the ATM network. To guarantee QoS, this request can either indicate the CBR or rt-VBR service category, depending on the implementation. All this signaling is carefully timed to ensure that the VCs for the real-time channels are established before media flow begins [2] .
MEDIA FORWARDING OVER VIRTUAL CIRCUITS
With control termination, the H.245 control messages are addressed to the H.323-H.323 Gateways, which use them to establish VCs for the media flows. The H.245 messages are also modified to implement media termination on the gateways. Having the RTP packets sent to local IP addresses on the H.323-H.323 Gateway prevents it from having to inspect all incoming UDP traffic to single out those associated with an H.323 RTP flow for which a VC has been established. Resolving the VC to carry the H.323 RTP packets is also simplified by a mapping based on the local UDP port number used for each RTP flow. Figure 3 illustrates an example of how an RTP channel used for the A-B flow is established. A similar approach is used for all forward and reverse channels, but for simplicity only one channel in one direction is described. Figure 3 shows the H.245 control messages OpenLogicalChannel and OpenLogicalChannelAck used to establish media channels. It also illustrates how these messages are addressed to each gateway along the three legs of a call and indicates the UDP transport addresses these messages carry. The entities sending the OpenLogicalChannel messages signal the addresses on which they expect to receive B-A RTCP packets. The entities sending the OpenLogicalChannelAck messages signal the addresses on which s s Figure 3 . Implementing media termination on the H.323-H.323 Gateways. they want to receive the corresponding A-B RTP and RTCP packets. Such a set of transport addresses is needed for each unidirectional RTP flow [3] . As Fig. 3 suggests, a different set of transport addresses is used on each leg of the call.
Since the transport addresses have local significance (note that the IP addresses refer to boundary H.323 entities), the set of UDP port numbers on each leg can be different. For further illustrative purposes, the port numbers in Fig. 3 are designated by a three-letter sequence: the first two describe the direction of the flow, the third the nature of the traffic using the port number: c for RTCP control and m for RTP media. For instance, the port number #XYm is used for the RTP packets sent from X to Y.
As a consequence, the RTP packets originating from endpoint A will use different sets of transport addresses on each segment of the call, effectively breaking the end-to-end media flow into three legs as well (Fig. 4) . Since it is the gateway that implements the transport address replacement on the H.245 messages, it can easily maintain the mapping for the addresses used in each of the legs it terminates. For example, GW X can inspect the transport addresses on incoming packets and replace them with the appropriate ones for the VC leg, and vice versa. A similar procedure is also applied by GW Y.
As is apparent in Fig. 4 for the A-B RTP flow, the IP and UDP headers on packets to be sent over the VC serve no purpose. They are not at all inspected within the ATM cloud, and therefore GW X does not send them over the VC (note that the IP/UDP headers are dashed). Only the RTP header and payload are transported over the VC. This alone represents a considerable savings in protocol overhead.
The media flow received over the VC at GW Y, however, needs to be mapped onto a set of transport addresses to be used on the last leg of the call. Hence, once the VC is established for the A-to-B flow, GW X maintains the mapping of the transport address to the VC virtual path/connection identifier (VPI/VCI), while GW Y maintains the mapping of the VPI/VCI to the transport address. GW Y builds new IP and UDP headers from this mapping and appends them to the RTP header and payload received over the VC. The resulting packet is then forwarded to endpoint B.
EFFICIENT MEDIA TRANSPORT OVER ATM
Not sending the IP and UDP headers over a VC, as described above, is especially important for voice traffic because some voice encoding protocols produce samples that are accumulated on 20-byte frames. Carrying these frames over IP involves a total protocol overhead of at least 20 bytes for the IP header, 8 bytes for the UDP header, and 12 bytes for the RTP header. This two-to-one protocol overhead for some voice encoders is significantly reduced when the IP and UDP headers are elided from the transport over the VC. The protocol overhead is further reduced when compression techniques are applied to the RTP header.
Compression gain is possible because most fields in the RTP header remain constant over the lifetime of a voice connection. These fields need be sent only once and can safely be omitted from subsequent compressed headers in packets sent over the VC. Additional compression gain comes from differential encoding of fields that change on a packet-to-packet basis, thus reducing the length of these fields when they are sent in compressed packets. In fact, if the changes are uniform (the first-order differences are fixed), they too need not be transported since the decompressor side can recompute them from context information. Only when the first-order difference changes does the new delta need to be communicated.
This RTP compression requires that the two gateways terminating a VC maintain synchronized contexts for the connection. A context consists of an uncompressed header, the first-order differences for the fields that change, and a 6-bit compressor/decompressor (C/D) sequence number used to detect loss of synchronization. The decompressor gateway reconstructs the original headers without any loss of information simply by adding the first-order differences to the saved uncompressed header as each compressed packet is received.
For the compressor and decompressor gateways The extra data allows them to encode different packet formats and detect loss of synchronization. The compressor uses these formats to instruct the decompressor on how to update its context. Four packet formats are defined in the standard [2] . A FULL_HEADER packet indicates that a full RTP header is being sent. An ATM_COMPRESSED_HEAD-ER signals that only the RTP payload is sent; the RTP header is fully compressed. The DELTA_RTP format updates the first-order differences as specified by a 4-bit flag called MSTC [2] . The CON-TEXT_STATE format is used for error recovery.
The MSTC bits, the 6-bit C/D sequence number, and the RTP header and payload are the relevant pieces of information that need to be transported in an AAL5 frame. While not all of this information is required in certain packet formats, a uniform encapsulation on an AAL5 frame is used, as illustrated in Fig. 5 . The C/D sequence number is carried as the six least significant bits in the UUI byte in the AAL5 frame. The two most significant bits in the same UUI byte are called control and type bits, and are used to encode the different packet types listed above. The RTP header (in full or compressed form) and payload are carried along with the MSTC bits (when applicable) in the AAL5 CPCS-PDU.
CONCLUSIONS
Voice traffic requires timely delivery and low loss ratio for users to perceive good quality of a call. Therefore, voice transport over a packet network will be successful as long as resources are reserved for voice flows and priority treatment is delivered to voice packets. Recognizing the wide use of ATM on service provider networks, the ATM Forum defined the standard described in this article to deliver these QoS requirements to native VoIP traffic transported over ATM.
The RMOA standard defines a new type of H.323 gateway, the H.323-H.323 Gateway, to intercept H.323 signaling messages and establish VCs for H.323 media streams such as VoIP. The real advantage of this approach is efficient transport of VoIP packets over ATM which reduces protocol overhead. The mechanism is almost as efficient as native ATM transport. While this approach was proposed in the context of H.323 VoIP, other signaling mechanism such as MGCP [10] MAREK R. KOTELBA (mkotelba@lucent.com) is director of the IP Switching Group at Lucent Technologies. He is responsible for the development of IP Navigator MPLS, an IP packet switching product for Lucent WAN switches. In his previous role, he was technical lead on the H.323 Media Transport over ATM project.
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