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ABSTRACT
A rapid growth in the number of aged civil structures during the past 20 years has reinforced the
need for structural health monitoring systems and pro-active management of structural health.
Such systems must be compatible with existing systems, flexible for real-time application and
economic viable. It has been pointed out that a promising method for health monitoring that has
a potential to meet these 3 criteria would be automated visual inspection for the global scale,
followed by local in-depth examination. However, existing methods lack the capability of being
extended to real-time application. This study is devoted to developing an automated visual
inspection system of surface defect that would streamline the computational process. The
method proposed here employs 2D wavelet decomposition to create features and then feed them
to a neural network for classification of the surface defect. The results have shown that, in
ordinary cases, the error of detection is approximately less than 5% and requires only 8 minutes
(CPU: P4 1.3GHz, RAM: 512 Kb) for diagnosis. This computation time can be improved by
streamlining the algorithm for feature creations. The integration of the proposed defect detection
method in a large-scale, real-time application system is examined, and critical technical issues
are identified.
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1.1 Background and Problem Statement
Major natural disasters of the past few years, including earthquakes in southern California,
flooding in the Midwest, forest fires in the West, and hurricanes in the south and southeast, have
focused attention on the fragility of the nation's built environment. Yet these dramatic events
are only part of the story: many of the United State's bridges, highways, buildings, pipelines,
and other key elements of the society are falling below capacity or are in need of immediate
repair or replacement. Structures built during a post-war building boom with 50-year design
lives are showing the effects of aging, overuse and environmental stress, often resulting in
closure or catastrophic collapse. Visible consequences such as ruptured water and sewer lines,
structurally deficient bridges and deteriorating pavement of highways justify immediate
potentiality for monitoring systems. Monitoring criticality is further reinforced knowing that a
1997 bridge census') concluded that 32% of the nation's bridges were either functionally
obsolete or structurally deficient. The government estimates that the cost of retiring this
infrastructure deficit is over $200 billion. Constructing new civil infrastructures has become
1
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prohibitively expensive (particularly in densely populated urban areas) Our future quality of life
will be severely impacted due to the current lack of infrastructure performance unless innovations
can be introduced in financing and management of the infrastructure (including organizational
effectiveness) and in technologies for objective condition assessment, reliability evaluation and
renewal engineering.
Figure 1-1 Example of defect in the difficult area to be detected
Figure 1-2 Inspection based on human can be exposed to subjectivity due to
inspection environment, e.g. darkness, human factor, etc.
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Subjective or inaccurate condition assessment has been identified as the most critical technical
barrier to effective infrastructure management). For example, since 1971, conditions of
highway bridges are typically expressed in terms of subjective indices which are based on visual
inspections alone'). The difficulties of visually inspecting and evaluating an aging constructed
facility accurately and completely, even when this may be conducted by experienced engineers,
are well-known4 ) (see Figure 1-1 and 1-2). These inaccuracies and difficulties of structural health
monitoring or inspection is further strengthened in the case of buried structure such as pipelines
or tunnels where the appearance of the structure is hard to see with bear eyes.
Another motivating factor for structural condition assessment and monitoring is the inspection
of civil infrastructure system components after they have been subjected to a high-stress event
such as an earthquake or an explosion. Quick-turnaround inspection from an automated
condition assessment would allow officials to make decisions about the habitability of structures
in a more efficient manner. Such a capability would also help emergency personnel to prioritize
how and where to deploy their resources. Also, a continuous monitoring system would allow
experts to more accurately reconstruct the event to determine, for example, the location, type,
and amount of explosives used during a terrorist attack on a building.
Thus, there is a significant need for a condition assessment and monitoring system for civil
infrastructure system. To be most effective, such a system must meet the following criteria:
1. The monitoring system must be designed such that it can be retrofit onto civil structural
components without interfering with existing inspection operations. The importance of the
retrofit requirement is simply to enable the monitoring and assessment of existing civil
3
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structural components as they reach the end of their life cycles. Certainly, designing
monitoring and assessment strategies into new CIS components is important, but the most
pressing issue is the diagnosis and ongoing monitoring of systems that are nearing
impending failure in the future. Additionally, as with any new technology, the acceptance of
novel techniques for civil structural component inspection by the technical community will
be slow in coming. Thus, the new system will have to exist in parallel for some time with
existing inspection and monitoring techniques (such as visual inspection). Hence, the new
system must not interfere with the existing techniques or it will never even be given a
chance to be proven in the field.
2. The monitoring system should be flexible enough to operate in real-time and can be
automated easily. The importance of an automated system comes from the cost of routine
inspection on personnel based as well as inaccuracy due to human factor during inspection.
On the other hand the importance of real-timed operated system is related to the practical
requirement of up-to-date information about the condition of the civil infrastructure system
component.
3. The monitoring system must be economically viable. Current financing mechanisms offer
no federal for routine assessment or monitoring, while aid is available for rehabilitation or
replacement. Moreover, current federal regulations still dictate bids for new construction to
be awarded on lowest initial cost, which deters innovation in the area of ongoing
monitoring. Any innovative system for structural health monitoring must not create
enormous financial burdens on civil structural component owners or it will never even be
given a chance to be proven in the field.
4
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1.2 Current Solutions and Existed Studies
In correspondence to the requirements a structural health monitoring system should meet given
in section 1.1, innumerable numbers of research has been carried out using different several
approaches. Those efforts generally fall into one of the following 4 categories, i.e.
Using identified structural parameters for condition assessment
This approach is very similar mathematically to model updating even though objectives of the
two problems are different. Model updating seeks the correlation of a mathematical model to
experimental data collected from the instrumentation of a structure whereas health monitoring is
mostly concerned with the variations in time of a structural system. Very often, the system to
monitor is represented via mathematical models such as a finite element model, which provides
a clear link with updating methods. For example, assuming that data are collected periodically,
successive updating of the mathematical models may be performed and comparison of the
correlated models to the baseline (undamaged) model provides a practical tool for damage
detection.
Practical difficulties of health monitoring include non-proportional damping, non-linear
identification and updating, modeling of joints, optimum sensor and actuator placement5,61. The
long term goal is the ability to realize on line diagnosis systems which would perform modal
tests of the structure throughout its life time, identify an experimental model, correlate this
model to the analytical one and assess the probability of damage from the comparison between
various correlated models in time. The advantage of such a methodology is that a probability
5
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density function per structural component would be available, making it straightforward to
locate and assess the extent of structural damage. For example, bridges can be tested using the
natural source of excitation of wind and traffic, and cracks can be located before leading to
safety concerns.
In damage detection7 ) the structure must be considered under realistic environmental conditions,
loading conditions and measurement conditions. Thus, addressing the practical problems of
developing long term stable highly sensitive transducers, systems for easy data transfer and data
manipulation, and problems of filtering out changes in environmental conditions and loading
conditions are essential. Highly accurate (especially bias-free) system identification procedures
must be implemented in a module oriented software system, and experience must be gathered
using these techniques on large civil engineering structures using only a few sensors.
Probabilistic measures must be developed for indication of damage and location and type of
damage, and ways of taking a priori information into account must be developed. Further, ways
of using the information gathered from analysis of the measured response in updating the
reliability of the structures, must be developed to have an appropriate tool for decision making
concerning maintenance and visual inspection.
As pointed out, the difficulty of this scheme depends highly on the accuracy of system
identification procedure. It is extremely difficult to achieve this because only few numbers of
measurements, i.e. number of sensors, can be installed at a time in space. However, in practice,
the scale of civil structure can be radically large and thus causes this approach being
impracticable. Because of the limitation in number of sensors and resources, some assumptions
are inevitably imposed, such as the input process is white-noise and ergodic8'9), as well as all the
modes are excited. This is obviously not valid for all the cases especially in the case of impact
6
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excitations. Moreover, it requires a large computational load') to accomplish the structural
health condition and hence difficult to implement in real-time.
Force identification
Even when the dynamics is not directly relevant for the design and maintenance of a structure, it
might be a very important observation tool. The experimental modal analysis techniques are in
many cases the easiest and most accurate ways of getting information about the properties of a
structure. Even though the dynamical response is totally insignificant for the reliability of the
structure, the dynamical response caused by natural loads might in many cases provide accurate
information about the properties of the structure, its loading system and/or its interaction with
the foundation. For instance, if a structure is well-known (if a model is calibrated), the response
might be used to obtain information about the loads like traffic-loads and loads from wind and
waves. Since in many cases these are the only ways of getting unbiased information about the
loads, and since a lot of the uncertainty in modeling structural systems reliability is due to
uncertainty of the loads, this is a very important application of experimental structural
dynamics. Nevertheless, the problem of force identification is severely prone to rank deficiency
in the inverse analysis especially when the number of sensors is less than the number of input
forces 11). In that sense, the force identification is inappropriate for the case of distributed load.
Furthermore, to prevent rank deficiency, the measurement or the analysis algorithm must be
insensitive to noise and thus requires high computational effort. Therefore, this approach is not
applicable in real-time manner yet.
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Visual Inspection
Unlike the above 2 approaches in which the overall structural conditions in both global and
local scale can be assessed, the underlying idea of introducing visual inspection into structural
health monitoring is related to practical reasons. That is, as stated above, the 2 mentioned
approaches required some assumptions or computational load and thus prohibit implementation
of condition assessment from real practice. However, it would be more reasonable to monitor
mainly through visual inspection which is less requisite in term of resources, followed by local
in-depth examination when needed. These two steps are referred to as global and local
diagnosis, respectively.
Global diagnosis for large structures is often labor intensive, costly, and possibly subjective.
Significant research effort has been made to develop physical testing techniques to improve,
supplement, and/or even replace visual inspection. While nondestructive testing techniques for
local diagnosis for structures have been noticeably advanced , techniques for global diagnosis
have not reached a stage of routine application"). Yet, when compared to the 2 approaches
discussed so far, the current approach is superior in the sense that, with the advanced technology
in intelligent visual inspection nowadays, subjectivities and human factors associated with
inspector can be tremendously decreased and hence is not effected by vicissitudes such as
unrealistic models, unnecessarily imposed assumptions, or problems related to measurements
like in cases of the previous methods.
As such, the key factor to result in practicable and economically viable is to introduce advanced
technology to suppress inspector's subjectivities while increase the quality of the inspection. In
8
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that sense, it is most reasonable to solve the fundamental problem in the global diagnosis which
is considered as most laborious, costly, and subjective by improving the process itself to be
robust to those factors.
In accordance to that demand, various new technologies and computational tools have been
developed during the past 2 decades. Two significant tools potentially automating visual
inspection and increasing process intelligence are image processing and pattern recognition
techniques. As discussed later, the former is mainly related to pre-processing of the data sensed
from any imaging devices in the field whereas the latter is for decision making of the global
diagnosis step. Typical application of these tools in the area of visual inspection can be found,
for example, in detection of surface defects from pictures taken by closed circuit television
(CCV) 4 1, in which signal processing techniques are deployed to extract the features from the
taken pictures and then adapting the supervised neural network (NN)'" for classification of
cracks on the structure from those features. Or in other example apart from civil engineering
application, those 2 tools are commonly used in defect detection of manufacturing process such
as in automated inspection of IC wafer contamination' 17 ).
The main benefit from employing neural network (NN) for defect classification is that one can
automate the system once the NN has been trained with high tolerance against noise which is a
significant characteristic of the NN. However, the output of the NN highly depends on the
inputs which can be obtained from the image processing part. More precisely, the segmentation
step which is a crucial step for feature extraction, can affect most the accuracy of the outcoming
diagnosis results from the NN"). Those applications in literatures given above predominantly
apply the existing segmentation, e.g. Sobel edge detection algorithm'8 ) which is easy to
9
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implement but sensitive to noise and thus will effect directly on the accuracy of defect detection.
In that sense, it can be deduced that a successful key to achieve high accuracy in automation of
visual inspection is to improve the quality and reliability of the image processing techniques
required for this purpose.
1.3 Research Objectives and Scope
As pointed out in section 1.2 that the more practical approach, to achieve fundamental criteria of
structural health monitoring described in section 1.1, is general visual inspection (referred to as
global diagnosis), followed by local in-depth examination (referred to as local diagnosis) if
required. However, to accomplish high accuracy and reliability of the automated visual
inspection system of structural health monitoring purpose, input features for the NN to perform
pattern classification is required guaranteeing its reliability. Therefore, in the data
pre-processing step, in which image processing technique plays a significant role, the existing
algorithms should not simply be applied because of the inclusion of some pre-imposed
assumption.
As such, this thesis is devoted to development of an automated surface defect detection system
which will replace those unnecessary assumptions by introducing wavelet decomposition
techniques to reinforce the reliability of the inputs to NN and thus enhance the accuracy of the
diagnosis system.
The first part of discussions in this thesis will mainly focus on analysis of a stationary single
image. The purpose of this path is to verify the accuracy of detection as well as to evaluate
10
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performance and feasibility of the system for its further use for continuous or real-time
monitoring. The main task to be accomplished in this part is to formulate a wavelet-based
segmentation method and then design a NN for crack classification from features extracted from
the image processing. Accuracy of the diagnosis method will be evaluated. After that, study on
feasibility of this system for real-time application will be carried out.
After verification and evaluation of the system performance in the first half, in the second half
of this thesis, application of this monitoring system in real-time condition will be proposed and
discussed in details. The topic will cover integration of the full-scale structural health
monitoring system based on this automated visual inspection scheme. This will be related to
system setup, resource requirement, etc.
1.4 Research Approach
In the first part of this thesis, the main topic of discussion will emphasize on development of
segmentation of the image and feature extraction based on wavelet decomposition method.
Given an image, the wavelet will decompose it into several subbands of frequency whereas the
cracks or edges in the image should be represented as a high frequency components (or
discontinuity in the extreme case). Unlike traditional methods of segmentation which relies
mainly on finding these discontinuities, by decomposing the images into several frequency
bands, one can have more information related to the consistency of the edge information. In that
sense, it helps the segmentation process to be more robust to noise because the noise signal will
not appear invariably in different frequency bands whereas the real edges information should.
Therefore, one can accurately segment an image into the regions of edges and not-edges. Notice
11
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that another benefit of using wavelet decomposition, one can construct features out of every
subband images unlike the traditional algorithm that one can have only one set of information
related to features. Hence, the method based on wavelet decomposition should yield higher
accuracy result (see Chapter 2 for more information).
After the image has been decomposed into several frequency bands and the features have been
extracted, herein a supervised NN consisting of multi-layer perceptrons will be deployed to
classified the features input to the system are crack or not. In other words, the NN will be
trained by a set of known targets using backpropagation method to adaptively adjust their
parameters to obtain the optimal detection result. After that, the trained NN can be adapted to
other unknown targets with the similar nature. The result of detection will be verified with
known sample images to evaluate NN's performance. Also, for further implementation in
real-time condition, it will be useful to assess the computational capability of the system. The
indices for evaluation can be computational time relative to CPU frequency and vice versa.
Figure 1-3 ilustrates an overview of research scope and approach.
12
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Figure 1-3 Research flow
1.5 Research Organization
In accordance with research objectives, scope, an approach discussed so far, organization of this
thesis can be described as follows:
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Chapter 1: Introducing background and pointing out the problem associated with current
structural health monitoring systems. Study objectives and scope are defined based on present
problems in the area. Thereafter, research approach is illustrated.
Chapter 2: Description of the first tool for this study, i.e. wavelet transform. General overview
as well as 1 D wavelet transform theory is discussed. Finally the theory is extended to 2D signal,
i.e. image, our interest for this research.
Chapter 3: As the problems of surface defects detection in automated visual inspection fall into
a category of pattern classification problem, neural network is a powerful and hence suitable to
adopt into practice. In this chapter, general description as well as theory of backpropagation
multilayer perceptron (BMLP), the most commonly used network, are introduced here. At the
end of the chapter, an example of classification problem is given. The BMLP is applied to solve
the problem in order to provide an insight of BMLP application.
Chapter 4: In this chapter, the tools introduced in chapter 2 and 3, i.e. wavelet transform and the
BLMP, are combined to perform surface defect detection from an acquired image from a digital
camera. The procedure of application is described step by step with examples of method
application given next. Discussion on accuracy of the diagnosis method and other related issues
are discussed at the end the chapter.
Chapter 5: As the method for detection of the defect in a single frame image has been developed
in the previous chapter, this chapter is an extension of the previous one. The main issues of
14
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discussions in this chapter are devoted to description of required features of a full-scale system
incorporate this detection method and its feasibility.
Chapter 6: The entire discussions so far are summarized again in this chapter as well as
remaining topics to be further researched.
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2.1 Overview of Wavelets
The fundamental idea behind wavelets is to analyze according to scale. Indeed, some
researchers in the wavelet field feel that, by using wavelets, one is adopting a whole new
mindset or perspective in processing data.
Wavelets are functions that satisfy certain mathematical requirements and are used in
representing data or other functions. This idea is not new. Approximation using superposition of
functions has existed since the early 1800's, when Joseph Fourier discovered that he could
superpose sines and cosines to represent other functions. However, in wavelet analysis, the scale
that one uses in looking at data plays a special role. Wavelet algorithms process data at different
scales or resolutions (see Figure 2-1). If one looks at a signal with alarge "window," one would
notice gross features. Similarly, if one looks at a signal with a small "window," one would
notice small discontinuities. The result in wavelet analysis is to "see the forest and the trees."
16
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0
(0
I
Time
Figure 2-1 Wavelet representation in scale and time domain
For many decades, scientists have wanted more appropriate functions than the the sines and
cosines which comprise the bases of Fourier analysis, to approximate choppy signals. By their
definition, these functions are non-local (and stretch out to infinity), and therefore do a very
poor job in approximating sharp spikes. But with wavelet analysis, we can use approximating
functions that are contained neatly in finite domains. Wavelets are well-suited for
approximating data with sharp discontinuities' ).
The wavelet analysis procedure is to adopt a wavelet prototype function, called an "analyzing
wavelet" or "mother wavelet." Temporal analysis is performed with a contracted,
high-frequency version of the prototype wavelet, while frequency analysis is performed with a
dilated, low-frequency version of the prototype wavelet. Because the original signal or function
can be represented in terms of a wavelet expansion (using coefficients in a linear combination of
the wavelet functions), data operations can be performed using just the corresponding wavelet
coefficients. And if one further chooses the best wavelets adapted to data, or truncate the
17
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coefficients below a threshold, the data is sparsely represented. This "sparse coding" makes
wavelets an excellent tool in the field of data compression.
To emphasize superiority of wavelet transform over the traditional fourier transform, the next
section will briefly discuss about comparison of them.
2.2 Fourier Analysis and Wavelet Analysis
Fourier analysis
Signal analysts already have at their disposal an impressive arsenal of tools. Perhaps the most
well-known of these is fourier analysis, which breaks down a signal into constituent sinusoids of
sdifferent frequencies. Another way to express the idea of fourier analysis is as a mathematical
technique for transforming our view of the signal (or data) from time domain to frequency
domain.
For many signals, fourier analysis is extremely useful because the signal's frequency content is
of great importance, such as earthquake signal. However, one significant drawback of fourier
analysis is that one always loses time information is lost. When looking at a fourier transform of
a signal, it is impossible to retrieve time related information or, in the other words, when a
particular event took place.
If the signal properties do not change much over time - that is, if it is stationary signal - this
drawback is not very important. However, most interesting signals contain numerous
18
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nostationary or transitory characteristics. These characteristics are often the most important part
of the signal, and fourier analysis is not suite to detecting them.
I SatW 2 2.5
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Fourier Transform
Figure 2-2 General idea of fourier transform
Short-time fourier analysis
In an effort to correct the deficiency mentioned previously, Dennis Gabor (1946) adapted the
fourier transform to analyze only a small section of the signal at a time (also referred to as
"windowing"). Gabor's adaptation, called the Short-time fourier transform (STFT) 9 ), maps a
signal into a two-dimensional function of time and frequency (illustrated in Figure 2-3).
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STFT
Time Time
Figure 2-3 General idea of short-time fourier transform (STFT)
The STFT represents a sort of compromise between the time- and frequency-based views of a
signal. It provides some information about both when and at what frequencies a signal event
occurs. However, one can only obtain this information with limited precision, and that precision
is determined by the size of the window.
While the STFT compromises between time and frequency information can be useful, the
drawback is that once one chooses a particular size for the time window, that window is the
same for all frequencies. Many signals require a more flexible approach - one where one can
vary the window size to determine more accurately either time or frequency.
Wavelet analysis
Wavelet analysis represents the next logical step: a windowing technique with variable-sized
regions (multi-scale idea). Wavelet analysis allows the use of long time intervals where one
wants more precise low-frequency information, and shorter regions where one wants
high-frequency information9O20)
20
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Figure 2-4 General idea of wavelet transform
Therefore, the contrast of those transforms mentioned so far can be illustrated as in Figure 2-5.
4
Time
Tima Domain (Shanon)
Time
ST FT (Gabot)
0
Amphiude
Fwquency Domain (Fouwler)
Time
tWvelet Analysis
A
Figure 2-5 Comparison of fourier transform, STFT, and wavelet analysis
It is worth noting that wavelet analysis does not use a time-frequency region, but rather a
time-scale region.
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2.3 Discrete Wavelet Transform (DWT)
Calculating wavelet coefficients at every possible scale is a fair amount of work, and it
generates too much data for practical use. The idea of discrete wavelet transform (DWT) is to
choose only a subset of scales and positions at which to make calculation easier.
It turns out, rather remarkably, that if one selects scales and positions based on powers of two -
so-called dyadic scales and positions2 ) - then the analysis will be much more efficient and just
as accurate. One obtains such an analysis from discrete wavelet transform.
An efficient way to implement this scheme using filters was developed in 1988 by Mallat 1' 2 .
The Mallat algorithm is in fact a classical scheme known in the signal processing community as
a two-channel subband coder20 .
One-stage filtering: approximations and details
For many signals, the low-frequency content is the most important part. It is what gives the
signal its identity. The high-frequency content, on the other hand, imparts detail or nuance.
Consider an image. If one removes the high-frequency components, the image looks more
blurred, but one can still tell what the image shows. However, if one removes enough of the
low-frequency components, one will not be able to recognize the image any more (see Figure
2-6).
22
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In wavelet analysis, the term "approximation" refers to the high-scale, low-frequency
components of the signal. Another term, so-called "details" are related to low-scale,
high-frequency components.
Figure 2-6 An example showing that low-frequency component represents
identity of the signal whereas high-frequency represents details
The filtering process, at its most basic level, can be represented as in Figure 2-7.
xn)
Lowpass
Highpass
Filter
Figure 2-7 Basic level filtering
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That is, the original signal, x(n), passes through two complementary filters and emerges as 2
signals, i.e. approximation (A) and details (D) from lowpass filter (Ho) and highpass filter (H,).
However, it is important to note that this filtering will yield in twice number of output signals as
that in original signal. To overcome this, by looking at the computation carefully, one may keep
only one point out of two in each of the twice number samples to get the complete information.
This process is called "downsampling". Instead, one produces 2 sequences of outputs, i.e. cA
and cD. The concept is illustrated in Figure 2-8. The process in Figure 2-8(b), which includes
downsampling, produces DWT coefficients.
x(n)
N sMpmSp
N samples
(a) Only filtering
cD 
M-2 Samples
(b) Filtering with downsampling
Figure 2-8 Downsampling technique to obtain complete information
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Original Signal
~ ~j cA
I
cD
Figure 2-9 Example of analysis filtering using sinusoidal input signal with random noise
A simple example of this filtering with downsampling is illustrated in Figure 2-9, demonstrated
with sinusoidal input signal with random noise generated by normal distribution. Notice that
because of downsampling process, the output cA and cD coefficients include only half length of
that of the original signal.
Multiple-level decomposition
The idea of basic level decomposition discussed so far can be repeated iteratively, with
successive approximations being decomposed in turn, so that the original signal is broken down
into several lower resolution components. This is so-called the wavelet decomposition tree
(Figure 2-10). Figure 2-11 demonstrates an example of 3-level decomposition tree using the
same input signal as in Figure 2-9. It can be seen that the further the decomposition is carried
out, the smoother the approximation becomes.
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Figure 2-10 Wavelet decomposition tree
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Figure 2-11 Example of wavelet decomposition tree
Wavelet reconstruction
As the decomposition or analysis process breaks the original signal down into lower resolution
components, on the other hand, the so-called reconstruction or synthesis is referred to the
26
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process related to how those components can be assembled back into the original signal without
losing any information. The mathematical manipulation that effects synthesis is called the
inverse discrete wavlet transform (IDWT).
Whereas wavelet analysis involves filtering and downsampling, the wavelet reconstruction
process consists of upsampling and filtering (Figure 2-12). Upsampling is opposite to
downsampling in the sense that it is referred to as a process of inserting zero between samples.
It is important to note that, in analogous to lowpass filter Ho and highpass filter H in the
analysis side, in the synthesis side, they are denoted as F0 and F1, respectively.
AAR*x(n)
Figure 2-12 Wavelet reconstruction phase
To achieve original signal without loss of information or perfect reconstruction, one significant
problem one has to come across is the distortion called aliasing developed during the
decomposition phase due to the downsampling proess. It turns out that by carefully choosing
filters for the decomposition and reconstruction phases that are closely related (but not identical),
one can cancel out the effects of aliasing (aliasing cancellation and perfect reconstruction
conditions 20)).The low- and highpass decomposition filters, together with their associated
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reconstruction filteres, form a system of what is called quadrature mirror filters as shown in
Figure 2-13.
C A C A
cD cD I/ 
-A A~n
Decomposition Reconstruction
Figure 2-13 Quardrature mirror filters
Multistep decomposition and reconstruction
Iteratively repeating the process of decomposition and reconstruction yields a multistep
analysis-synthesis process, which can be represented as in Figure 2-14. This process involves
two aspects: breaking up a signal to obtain the wavelet coefficients, and reassembling the signal
from the coefficients.
Analys~s
Decomposition
DWT
wavlet
Coefficoen
Sythesis
Reconstructwo
ts IDWT
Figure 2-14 Multistep decomposition and reconstruction
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So far, the fundamental ideas of decomposition and reconstruction have been discussed at some
length. For our interest in which the main target is images rather than signals, it is tremendously
to extend these basic concepts to 2 dimensional (2D) problems. In the next section, details and
examples of 2D DWT will be discussed in depth.
2.4 2D Discrete Wavelet Transform (2D DWT)
Continuing from the previous section, in this section, the idea of DWT will be extended to 2D
problem to apply mainly for image analysis in our interest. First, let f(x, y) be a square
function in the two variables x and y. Let 0 (t) be a ID scaling function that gives rise to an
orthonormal multiresolution analysis (MRA). Consider the 2D function
(2-1)
Using the orthonormality of $(t) to its integer translation, i.e. 2D functions
{S0 (x-i,y-j):k,1 integer) are orthonormal. Let fo(x,y) be the projection of
f(x, y) on the linear vector space V generated by this orthogonal set. Then
(2-2)f0 (x, y)=c ao (i, j)S (x - 1, y - J)
where
ao (i, j) = (fo(x,y), So (x-i,y-i ))
29
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SOO (x, Y)= 0(X)$0(y)
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Let V , for any integer k, denote the linear vector space generated by the set
{So (2-*x-m,2-ky-n):m, n integer . The sequence of linear vector spaces
... , V, c Vo c V_,... and so on, is an MRA in the space of all square integrable 2D
functions 20 . Let us denote the approximation of f(x, y) in VJ by fk(x,y). The difference
between 2 successive levels of approximation is a detail function 20). However, the difference
between ID and 2D application is that such a detail can be split into 3 functions that lie in 3
separate linear vector spaces, as described next.
Consider
f_,(x, Y)= a_, (i, j)Soo(x -i, y - j) (2-4)
Using the definition of Sg (x,y) given in equation (2-1), one obtains
(,(x, y) = a_, (i, j)# (2x - i)#(2y - j) (2-5)
i=--00 j=--00
Let
f_,(x, A)= a-, (i, j)#(2x -i) (2-6)
Note that the functions f 1 (x, y) and f_ (x, j) are different. The former consists of 2
continuous arguments whereas the latter has its first argument as continuous and its second
argument as discrete. Then equation (2-5) can be rewritten as
f_,(X, y)= Ef . (x, j)# (2y - j) (2-7)
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Let v. denote the subspace at level k of the ID MRA (whereas the uppercase V is used for 2D
MRA) expanded by scaling function of #(t). Let wk be the subspace for the detail functions
at the corresponding level. The function f_ (x,j) lies in the linear vector space v_1 . It can
therefore be split into 2 orthogonal functions20); i.e. it can be expressed as the sum of a function
f0 (x,y) e vo and go (x,y), which lie in the orthogonal complement of vo in v,. One thus
has
Ao (x,j)s a' o(n)#0(x -n) (2-8)
go (x, j) b (n)y(x-n) (2-9)
for some pair of sequences a1 o (n) and b10 (n). The sequence a1 o (n) is obtained from
a_, (i, j) by filtering and downsampling along i for a given j using the H filter. In the same
manner, b1o (n) can be obtained by decomposing a_, (i, j) along j with the H, filter.
Therefore
f_, (x, A)= a o0 (n)#0(x - n)+ 1: bj,, (n)y (x - n) (2-10)
n=-mn=o
Substituting (2-10) into (2-7) leads to
f_,(x, y)= a o (n)#(x -n)#(2y - j)+
=- (2-li)
Bbo (n)y (x -n)#(2y - j)
By defining
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(2-12)
(2-13)
f(n, y)= a o (n)#(2y -j)
g_, (n, y)=Z bJ (n)#0(2y - j)
equation (2-11) can be rewritten as follows:
(2-14)
Like f_, (x,j), the functions f1(n,y) and g_,(n,y) are both in the linear vector space
v, and are expressible as the sum of mutually orthogonal functions as
fj(n,y)= 4 (n,y)+B0 (n,y)
g-,(n,y) = C. (n,y)+ Do (n, y)
AO(n,y)= I a0 (n,p)#(y-p)
BO (n,y)= b c(n,p)%(y-p)
CO (n,y)= Ico (n, p)#(y -p)
D, (n, y)= do (n, p) (y -p)
32
where
(2-15)
(2-16)
(2-17)
(2-18)
(2-19)
(2-20)
f_, (X,y)= f_, (n, y)#(x -n) + : g_, (n, y)y(x -n)
n=--oo n=-.oo
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The sequences ao (n, p) and b, (n, p) are obtained by decimating the sequences a1 0 (n)
along j using the Ho and H, filters respectively. Recall that a1 0 (n) is itself obtained by
decimating the rows of a(i, j) with the Ho filter. Thus the sequence a (n, p) is obtained by
first decimating a(i,j) along its rows with the H filter and then decimating the columns of
the result with the same filter. The other sequences are obtained in a similar fashion as
summarized in Table 2-1.
Table 2-1 Derivation of the ao, bo, co, and do sequences
Sequence Decimation Order Common
Terminology
a0 (n,p) Rows of a(i, j) with Ho followed by
LL
columns of result with Ho
b (n, p) Rows of a(i, j) with Ho followed by L H
columns of result with H
c (n, p) Rows of a(i, j) with H followed by
columns of result with Ho
do (n, p) Rows of a(i, j) with H, followed by
columns of result with H HH
LL = low-low; LH = low-high; HL = high-low; HH = high-high.
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Combining everything results in
f_1 (x,y) = jjao (n, p)#(x -n)#(y -p)+
- (2-21)E cI b(n,p)0(x-n 1(y-p)+
n=--o p=-m
$ X do(n,p)y(x-n)0(y-p)
n=-m p=-m
Defining the following functions
SO =g0(x)V(y) (2-22)
So = Y (x)#0(y) (2-23)
SVV = Y ( x) Y ( y) (2-24)
Finally, one obtains
_xy o(n,p)S0,(x-n,y-p)+n=-a-j p=-ao
(2-25)
: 1:co(n,p)SO(x-n,y-p)+
n=-ao p=-c
Sdo ( n, p S,,, (x -n, y - p )
n=-.oo p=-m
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Obviously, the first term in equation (2-25) is fo(x, y), whereas the other 3 terms make up the
detail functions. Recall that the functions Soo, So , Sw , and S, and their integer shifts
along x and y are all orthogonal to each other. Thus f_1 (x, y) is the sum of its projections on
four linear vector spaces rather than only two, as in the ID case.
Let the detail functions corresponding to coefficient sequences bo (n, p) , co (n, p) , and
do(n,p) be called go (x,y), gco(x,y), and gdo(x,y) respectively. To refer to the
previous subspaces, let us adopt the following nomenclature+ the low-resolution approximation
belongs to the subspace VJ or Wo and the detail functions belong to subspaces Wo, Wco,
and Wdo respectively 20, 23). For the low-resolution approximation and the detail functions at
some level k, the notation is the same, with k replacing zero.
Generalizing the previous result, one has
Vk-I =V W WVk E) W (2-26)
the repeated application of which yields
j=k ' j=k j=k (2-27)
= ED b,k '@Wk EDWdk)j=k
When k -+ -c leads to the conclusion that any 2D square integrable function can be
expressed as a linear combination of dyadic translates and dilates of three 2D wavelets - namely,
S, , Sv , and Sw:
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f (x,y)= bk (n, p)SO (2k-kx -n,2-y-p)+
k=-ao I=-ci n=-m p=-oo
E ck ( n, p ) S (2 - x -n -y-p)+
k=-ao =-ao n=-o p=- ~(2-28)
Sdk (n, p)S, 2-kx -n,2-'y -p)
k=-m /=-w n=-w p=-m
Note that the formulation herein for the 2D DWT is separable, i.e. the wavelets can be
expressed as the products of two 1 D functions, as in equation (2-1). This separable property also
implies that the scaling function #(t) is not required to be the same. In other words, one can
have 2 separate scaling functions, for example, #4 (t) and #2 (t) so that
SO (x,y) 0# (x) 2 (y) (2-29)
When the datum of interest is a digital image, say x(m,n), an interpretation exists for DWT
operations that is similar to what was provided for 1 D discrete-time signals. The given image is
treated as the sequence ao (m, n) of equation (2-2). Subsequent levels of decomposition are
obtained by the ID row-column filtering described in Table 2-1. Because it is the ID approach
separately being applied to the rows and columns of the image, the reconstruction follows lines
similar to what has been discussed in section 2.3. Figure 2-15 shows the block diagram for a
one-level decomposition and reconstruction. LL indicates that the image corresponds to the
subband obtained by low-pass filtering and downsampling both the rows and the columns.
Figure 2-16 shows a three level decomposition of an image using the Daubechies 4 (D4) filters.
Observe the similarity of the low-resolution image to the original. In fact, this is a blurred
version of the original because it results from low-pass filtering and downsampling latter. If one
observes the tendency of the other images - the so-called detail images - to retain edge
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information. In particular, vertical edges appear in the LH images whereas horizontal appear in
the HL images. This is due to the high-pass nature of the H, filters. And therefore, obviously,
diagonal components tend to appear in HH image.
column ]Po lw-low (approximation)columns
rows- low-high (vertical detail)
input irmpg
columns -- r high-low (horizontal detail)
high-high (diagonal detali)
(a) Filter bank structure for a 1-level wavelet decomposition
LL HL
LL HL HL
LH HH
Original Image - - -
LH HH LH HH
1-Level Decomposition 2-Level Decomposition
(b) Resulting decomposition for I- and 2- level wavelet decomposition
Figure 2-15 2D wavelet transform conceptual diagrams
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columns
low-low (approximation) +
columns
low-high (vertical detail)
3 Output image
columns
high-low (horizontal detail)-p
high-high (diagonal detad)
(c) Filter bank structure for a 1-level wavelet reconstruction
Figure 2-15 2D wavelet transform conceptual diagrams (continued)
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Figure 2-16 Decomposition at 3 levels
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3.1 Background of Neural Networks (NN)
The psychological background for Neural Networks (NN) came from William James. McCulloch
and Pitts also studied formally simple networks. This happened at the beginning of this century.
Ideas about elementary associations, synaptic changes and holistic learning were proposed. But
because there was no computers available, these ideas weren't implemented. And the actual
neuroscience was still at its very beginning25 ).
In the early 1950's computers, psychology and philosophy join together to form two distinct ideas
of how to model human thought: One should either model human mind (cognitivism) or human
brain (connectionism). Computers offered a great quasiempirical tool for both inquiries. It is at
this point when connectionism and cognitivism were born and separated. Newell and Simon
(1955) fomulated their physical symbol system hypothesis while Hebb (1949) suggested that a
mass of neurons could learn if their strengths of connections could change according to what we
today call the Hebbian rule25, 26>
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However, it was not Hebb but Rosenblatt2 ) who made first artificial neural network, and this
device was called the perceptron. It was based on Hebb's ideas of neural computing. This
happened in 1956. The essential feature of the perceptron, and all other NN, is their ability to learn
while the emphasis in Newell's and Simon's work was on problem solving. Other significant
models at the earlier time of NN were Selfridge's pandemonium27 ) and Widrow and Hoff s27)
ADALINE architecture.
At this point historical inquiry has been discussed in some depth and it would be better to examine
NN themselves more closely. NN, with their remarkable ability to derive meaning from
complicated or imprecise data, can be used to extract patterns and detect trends that are too
complex to be noticed by either humans or other computer techniques. A trained NN can be
thought of as an "expert" in the category of information it has been given to analyze. This expert
can then be used to provide projections given new situations of interest and answer "what if"
questions.
Other advantages include:
1. Adaptive learning: An ability to learn how to do tasks based on the data given for training
or initial experience.
2. Self-Organization: An NN can create its own organization or representation of the
information it receives during learning time29 ,3o)
3. Real-time operation: NN computations may be carried out in parallel, and special
hardware devices are being designed and manufactured which take advantage of this
capability3*).
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4. Fault tolerance via redundant information coding: Partial destruction of a network leads
to the corresponding degradation of performance. However, some network capabilities
may be retained even with major network damage".
As mentioned above, one of the distinct characteristics of the NN is its ability to learn and
generalize from experience and examples and to adapt to changing situations. NNs are able to
map causal models (i.e. mapping from cause to effect for estimation and prediction) and inverse
mapping (i.e. mapping from effect to possible cause). Because of these beneficial remarks of the
NN, its application in classification problem in visual inspection is becoming common. The
classification problem falls into the category in which the input to the network is an encoded
description of an object to be recognized, and the output is generally a binary identifier of the
class of the presented object. The NN can learn linear or nonlinear class boundaries from
examples28 ).
However, the classification or pattern recognition in automated visual inspection usually involves
complexities intrinsically included in the data image. Therefore, the problem tends to fall into
linearly inseparable and thus the simple perceptrons developed by Rosenblatt or Widrow and
Hoff cannot be applied to solve the problem. Fortunately, although a single-layer perceptron may
not be able to perform to solve this nonlinear separable problem, a multiple layer connection of
neurons was capable of performing more complicated problems 31 ).
Realizing this superiority of the multi-layer NN for automated visual inspection purpose, the main
discussion in this chapter will be emphasized on the multi-layer NN. Along with this, the famous
learning rule of the network called "error backpropagation" or simply "backpropagation" will be
introduced in the following sections.
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3.2 Multi-layer Feedforward Neural Networks
Multi-layer feedforward neural networks generally consist of three or more layers: an input layer,
one or more hidden layers, and an output layer. The input layer usually performs a normalization
function and distributed the inputs to the first hidden layer. Each layer is usually fully connected
to the layer below it, that is each neuron in a layer receives inputs from all of the neurons in the
previous layer. A typical three-layer multi-layer NN architecture is shown in Figure 3-1.
Output layer Ck
wl,k
Hidden layer o,
Wili
Input layer
x1 x2 eee xi eee Xn
Figure 3-1 Typical backpropagation NN architecture
The function of an input layer is to receive input from the outside world. The function of the
output layer is to output the result of the NN prediction to the outside world. The hidden layer
links the input layer to the output layer. The function in the hidden layer is to extract and
remember useful features and subfeatures from the input patterns to predict the outcome of the
network (values of the output layer)31). In the multi-layer NN, a common type of activation
function used by the hidden neurons is a sigmoid transfer function, i.e.
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I (3-1)
where I ,] = 1, 2, ... , N,, is the input to the activation element of each node in layerj of the
network, 0j is an offset (or bias), and 00 controls the shape of the sigmoid function.
Equation (3-1) is plotted in Figure 3-2, along with the limits for the "high" and "low" responses
out of each node. In other words, this sigmoid function divides a high-dimensional input space
into 2 halves, with a high output in one half and a low output in the other (see Figure 3-2). The
system will output a high reading when I > and vice versa. Note that the sigmoid transfer
function is always positive, and the limiting value of 0 or 1 is approached only when the activation
element is infinitely negative or positive, respectively.
O = h(l)
1.0
Small
0.5
Low -----
ialue of 00 Large value of 00
------ -- ---------
Figure 3-2 The log-sigmoid activation function of equation (3-2)
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In Figure 3-1, the input to a node in any layer is the weighted sum of the outputs from the previous
layer. Letting layer K denote the layer preceding layer J gives the input to the activation element
of each node in layer J, denoted i :
Nk
Ij = EWjJOJ
k=1
(3-2)
for j = 1, 2, ... , N , where N is the number of nodes in layer J, Nk is the number of nodes in
layer K, and Wik are the weights modifying the outputs 0 k of the nodes in layer K before they
are fed into the nodes in layer J. The outputs of layer K are
Ok= hk(Ik ) (3-3)
for k = 1, 2, ... , Nk . Note that a total of NJ x Nk coefficients are necessary to specify the
weighting of the outputs of layer K as they are fed into layer J. An additional N offset
coefficients 0., are needed to specify completely the nodes in layer J.
Substitution of equation (3-2) into (3-1) yields
h (Ij )/= I
1+e k-'
which is the form of activation function used in the remainder of this chapter.
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During training, adapting the neurons in the output layer is a simple matter because the desired
output (target) of each node is known. The main problem in training a multi-layer network lies in
adjusting the weights in the so-called hidden layers. That is, in those other than the output layer.
3.3 Backpropagation
Backpropagation is referred to as a process of mapping NNs that develop an approximation to the
function y = f (x) for example x,y pairs. Widrow and Hoff analyzed a 2-layer neural network,
called ADALINE, and developed a simple local gradient descent method. This method was later
generalized to multi-layer networks that became known as the propagation algorithm. The
number of layers in a neural network is a very important one. Rumelhart and McClelland stated
that the addition of develop in "internal representation" of the problem which can be vital to its
solution3 2 ). Although many hidden layers could be used in backpropagation neural networks,
usually only one hidden layer is used because it has been proved that one hidden layer is enough
to approximate continuous functions3 ).
To begin, let us consider a total squared error between the desired output rq , and the
corresponding actual responses 0 q, of nodes in (output) layer Q, is
SN 2
EQ =- (rq - Qq) (3-5)
q=1
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where NQ is the number of nodes in output layer Q and the % is used for convenience when
taking derivative later.
To adjust the weights in each of the layers so that the error given in equation (3-5) is minimized
can be achieved by adjusting the weights in the same direction as the partial derivative of the error
with respect to the weights 4' 35' 36), i.e.
aE
Awqp =-a-
q,p
(3-6)
where layer P precedes layer Q, a is a positive correction increment, Awqp is defined as
increment of the weight parameter from layer P to Q. Notice that the error E) is a function of
the outputs 0 q , which in turn are functions of the inputs Iq . Applying chain rule to partial
derivative in equation (3-6) leads to
= aEQ alq
8w,, 81 8w
(3-7)
Resulting from equation (3-2)
8Iq a N 0
8 , ,, Vqp= p p
'q~p a q,p P=I
(3-8)
Substituting this result back to equation (3-7), one obtains
8EQ
Awq,p =-a 0, = a6,0,
aq
(3-9)
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where
8EQ
aiq
Applying the chain rule again to solve for aEQ/aIq yields
8E 8EQ 8 Oq
81B 8081BIS q aq aq
Noting equation (3-5), one ends up with
=IE 
-(rq 
- 0)
aq
and from equation (3-3)
80 8,
=P hq (I,)=hq (Iq)
Combining equation (3-12) and (3-13), then substituting into equation (3-11) results in
Awq,p=a(r 
-0q)hq' (I)O, =aS,0,
(3-10)
(3-11)
(3-12)
(3-13)
(3-14)
Upon presentation of any training pattern to the input of the network, the desired response of each
output r is known. The value Qq of each output node can be observed as can Iq , the input to
the activation elements of layer Q, and 0,, the output of the nodes in layer P. Equation (3-14)
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implies how to adjust the weights that modify the links between the last and next-to-last layers in
the network.
Iteratively, if one extends the adjustment to layer P, proceeding in the same manner as above
yields
Awj =a(r,-0,)hp' (I,)0,=aSp0. (3-15)
8P,= r,- O,) h,'(I,) (3-16)
One should note that except r,, all terms in equations (3-15) and (3-16) are either known or
observable in the network. And it makes no sense for the term rp to be known in the internal
layers because it is more normal to specify the desired output of the node only in the output layer
where final pattern classification takes place. Thus one must restate i,, in terms of known or
observable quantities in the network' 3 '.
Recall equation (3-11), the error term for layer P can alternatively be written as:
( = Ep E 0 (3-17)
ai, a0p aip
Using equation (3-13), one can determine a0,/aI, easily
ap= h,(I,)=h,(I,) (3-18)
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which is known because I, can be observed once and h, can be specified. The term rp was
generated by aE,/8cO,, so this term must be expressed in a way that does not contain rP. This
can be done by rewriting its derivative by using the chain rule again.
aE, N v, E , No Q E, a A,
a0, q=1 aI, ao, q=1 I, a0, ,=,
= -Wq,,, (3-19)
q=1 aip
NQ
=ZSqWq,p
q=1
Substituting equations (3-18) and (3-19) back into (3-17) yields the desired expression for 8,,:
,, =1h,' (Ip )qWq, (3-20)
q=1
Now the training rule can be expressed completely using equation (3-15) and (3-20) for layer P.
The essence of equation (3-20) is that one can computes 8, from the quantities 8 q and wqp
which belongs to the layer immediately following layer P. That is the reason of the name
"backpropagation". In other words, one can propagate the error back into the network, starting
with the error at the output layer34,36e
To summarize and generalize the training process, for any layers K and J, where layer K
immediately precedes layer J, first one calculates the weights wqp , which modify the
connections between these 2 layers using
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Awk ,= a5Ok (3-21)
If the layer J is the output layer, 9i can be determined by
j = (rj -Oj )hj' (I) (3-22)
On the other hand, if J is an internal layer and layer P is the successive layer, then 5j is given by
NP
9j =hj'(I1 ) I ,wj, forj=1,2,...,N (3-23)
p=1
For a specific case in which 00 =1 yields
hj'( 1j)=0(l-01 ) (3-24)
Then, equations (3-22) and (3-23) become
9j = (r -Oj) O (I-O 1 ) for output layer (3-25)
Np
15 = 0 (I_ 01) E , for internal layer (3-26)
p=1
Common practice is to track the network error, as well as errors associated with individual
patterns. In a successful training session, the network error decreases with the number of
iterations and the procedure converges to a stable set of weights that exhibit only small
fluctuations with additional training 34,36)
After the system has been trained, it classifies patterns using the parameters established during the
training phase. In normal operation, any input pattern is allowed to propagate through the various
51
DETECTION OF SURFACE DEFECTS IN INFRASTRUCTURE
USING WAVELETS AND NEURAL NETWORKS
layers, and the pattern is classified as belonging to the class of the output node that was high,
while all the others were low.
3.4 Example of Application for Pattern Classification
Using the concept of backpropagation multilayer NN described above, in this section, an example
of pattern classification is introduced and the NN is employed to solve the problem.
Given a gray scale image of size 256 x 256 as shown in Figure 3-3, a set of random white dots
are drawn on it (these dots might represent a line, a shape, etc.). However, the image is
contaminated by some noise and results in distortion of the gray scale intensity of each pixel (see
Figure 3-4). In stead of a clear-cut black and white color image, now the distribution of the
intensity in the image is plotted in Figure 3-5. It can be seen that the background which should be
black (intensity = 0), now spreads around intensity range of 40 to 70 whereas the white (intensity
= 255) pixels' intensities are scattering between 120 and 245. The objective of this example is to
use the NN to classify the contaminated dots out of its distorted background.
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Figure 3-3 Original image
Contaminated image
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Figure 3-4 Contaminated dots image
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Distribution of intensity of dots
2500! _ _ _ _ _
- Fitted normal distribution (background)
Fitted normal distribution (dot)
I Gradient histogram (background)
2000 Gradient histogram (dot) -
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-
0 -
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Gray scale intensity
Figure 3-5 Gray scale intensity distribution of the contaminated dots image
Gray scale 1 -dotintensity 0 - backgroun d
Input Layer Output Layer
activation function:
Log-sigmoid
Hidden Layer
Figure 3-6 Architecture of the multilayer NN employed for solving the problem
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In order to achieve the goal, a 2-layer NN has been created consisting of architecture as shown in
Figure 3-6. Input to the network is the gray scale intensity of each pixel and the output is a result
from log-sigmoid function in which I and 0 represent "dot" and "background", respectively. The
NN has been trained using the image in Figure 3-4 with Figure 3-3 as the target. Gradient
momentum method is used here as the learning rule. Network performance is shown in Figure 3-7.
The mean square error (MSE) converges from training epoch 200. Although the NN's
performance, defined as the MSE of the training, has not reached the goal (10-5) yet, the MSE
value is small enough for this application.
10-1
10
- 10
CD
Peribrmance is 0.00159238, Goal is le-005
0 50 100 150
226 Epochs
200
Figure 3-7 Learning curve and performance of the NN
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As an evidence to show that the NN's performance is satisfactory, Figure 3-8 shows the best
linear fitting between output (A) and target (T). The correlation coefficient (R) between them
reflects how well the NN can recognize the dots even they are contaminated. In this case, the R
value is nearly 1. That means, almost all the dots are recognized even in the existence of noise.
The result of training is shown versus the target picture in Figure 3-9.
Next step is to adapt the NN obtained from training to solve the same type of problem on other
images. For the test set, herein, an image with alphabets is created and again, to a certain level,
they are contaminated by noise (see Figure 3-10).
Best Unear Fit: A = (0.74) T + (0.0127) Data Points
1 
- Best Linear Fit
0.9 R=0.998 ' A=T
0.8
0.7
0.6.
0.5
0.4-
0.3
0.2-
0.1-
0 0.2 0.4 0.6 0.8 1
T
Figure 3-8 Best linear fit plot obtained from training result
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Figure 3-9 Comparison between the output image from the NN and the target
Target image
Figure 3-10 A new input image for testing the trained NN (note that it is contaminated with noise)
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The image intensity at each pixel is fed into the NN as before, the output image is created and
compared with the target image again in Figure 3-11. It can be seen that the NN can work
perfectly. Similar to Figure 3-8, another best linear fit is plotted to observe the performance of the
NN. The result is shown in Figure 3-12. It can be seen that in this case, R = 0.989 which is very
close to 1.
Tad mM Ou*Aut imme
Figure 3-11 Comparison between the output image and the target
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Best Unear Fit: A = (0.573) T + (0.152)
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Figure 3-12 Best linear fit plot of simulated results from NN's output
It can be seen from this example that NN is a powerful tool in classification of patterns or objects
even in the existence of noise. The concept is simple and computationally efficient especially in
the case of distributed computational system.
In the next chapter, basic ideas of NN will be applied to surface detection problem which falls into
a problem of detect pattern recognition from a given set of features extracted from a digital image.
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4.1 Proposed System Overview and Architecture
Based on discussions in chapter 1 to 3, this chapter is devoted to crack detection on a smooth
surface. The system developed in this chapter will be limited only to a static picture frame.
Whereas in the next chapter, the method proposed in this chapter will be extended to continuous
picture frames. The system exhibits a number of interesting features: it utilizes a multiresolution
characteristics of wavelet decomposition to break a picture down into several subbands, it
employs only simple mask operation to extract important information on the image such as
gradients or intensities, it incorporates backpropagation multi-layer neural network (BMNN) to
identify the defects. In this section, general architecture of the system will be described whereas
in the successive sections, each modules and components designed for automating defect
detection will be examined one by one.
Figure 4-1 illustrates the main components and modules of the proposed automated defect
detection system for a stationary image. A digital camera is used to acquire a picture of the
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structure surface. The digital photograph will be preprocessed to prepare the data for analysis in
the further stages. Then the wavelet analysis will be performed to decompose the image into
several frequency subbands and thus provide useful information for feature creation, for
instance, gradients and intensities. Finally, the featured extract from the previous process will be
fed into a BMNN for defect classification.
Computer
Digital Camera Output Report
Data Preprocessing
Waveet Decompostion
Feature Creation
Defect Detection (BMNN)
Figure 4-1 Schematic arrangement for the automated system
In the procedures of data processing, wavelet decomposition, feature creation, and defect
detection, all the analysis is carried out using MATLAB provided with wavelet, image analysis,
and neural network toolboxes. Notice that the process requires only 4 modules. Therefore the
diagnosis can be performed computationally efficient. The following sections focus on details of
each stage.
61
DETECTION OF SURFACE DEFECTS IN INFRASTRUCTURE
USING WAVELETS AND NEURAL NETWORKS
4.2 Image Acquisition and Data Preprocessing
The first step in any rehabilitation process is to collect as much data as possible about the
structure surface. In this study, this is accomplished by using a normal digital camera available
in the market. The camera employed in this study is OLYMPUS CAMEDIA C-200ZOOM
whose picture and specification of the camera used in this study are given in Figure 4-2 and
Table 4-1, respectively. To capture as much information as possible, all the image frames are
taken with the highest resolution, i.e. 1600x1200 pixels. This yields an image file of size,
approximately, 430-480 Kb. With a standard 128MB smart media (the highest capacity
available in the market), about 260 images can be stored in the camera. Because of its small size
(11 7.5(W)x66.0(H)x49.5(D) mm) and its light weight (240 g), it is convenient to mounted on a
robot to move over the structure and thus makes it possible for automation of the system.
Figure 4-2 Digital camera used in this study (OLYMPUS CAMEDIA C-200ZOOM)
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Table 4-1 Specification of OLYMPUS CAMEDIA C-200ZOOM
Manufacturer OLYMPUS
Model CAMEDIA C-200ZOOM
Record Mode (s) Still image: EXIF TIFF (non-compressed), EXIF JPEG, DCF
(design rule for Camera File system), QuickTime® Motion JPEG
(Movie Mode)
Record Media 3V (3.3V) SmartMediaTM card (4, 8, 16, 32, 64, and 128 MB)
Adjustable Resolution 1,600x 1,200 Pixels(TIFF, SHQ, HQ modes),
1,200x960 Pixels (TIFF, SHQ, HQ, SQ modes),
1,024x768 Pixels (TIFF, SQ modes),
640x480 Pixels (SQ, SQ modes)
Flash Ranges Wide: 0.2m - 4.Om @ ISO 100
Tele: 0.2m - 2.6m @ISO 100
Flash Charging Time Less than 6 seconds (at normal temperature with new CR-3V
batteries)
Dimensions 117.5(W)x66.0(H)x49.5(D) mm
Weight 240 g (Battery and card excluded)
Power Supply Main Power Source: 4 x AA Alkaline batteries (included)
2 x LB-01 (CR-3V) Lithium batteries
4 x AA Ni-MH rechargeable batteries
4 x AA Lithium batteries
4 x AA NiCd rechargeable batteries
(Manganese batteries cannot be used)
AC Power: C-7AU AC adapter (optional)
Normally, the black and white pictures are preferable since it provides better image contrast
than the color one represented by RGB does42 ). However, the imaged acquired from the digital
camera is normally saved in .jpg or .tif mode in which each pixel color is represented by RGB
components'8 4 1 ). Furthermore, the obtained image generally does not haves smooth colormap43 )
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in MATLAB when converted back to black and white mode. As shown in Figure 4-3, the
picture of indexed color is shown with the mapped color bar. The color bar to the right of the
image is not smooth and does not monotonically progress from dark to light. This type of
indexed image is not suitable for direct wavelet decomposition to be mentioned in the next
section. Therefore, one needs to preprocess this kind of image.
6D
40
30
10
Figure 4-3 Original indexed color image which does not have smooth color map
The image can be converted to smooth RGB image, using the following standard perceptual
weightings for the three-color (RGB) components,
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XRGB = 0.2990R + 0.5870G + 0.1 140B (4-1)
where R, G, and B represent the red, green, and blue components, respectively. XRGB denotes
the RGB indexed color after smoothened. Then, convert the RGB intensity image back to a
gray-scale indexed image with 64 distinct levels, and create a new colormap with 64 levels of
gray. The result corresponding to Figure 4-3 is illustrated in Figure 4-4.
Rpseed OW Sode n hG0
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Figure 4-4 Smoothened gray scale indexed image
The color bar of the converted image is now linear and has a smooth transition from dark to
light. The image is now suitable for wavelet decomposition.
In summary, the acquired image from the digital camera, no matter it is in gray-scale or true
color, it should be preprocessed to smoothen the color properties when being mapped by
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MATLAB in order to proceed to wavelet decomposition stage being mentioned in the next
mentioned.
4.3 Feature Extraction Using 2D DWT
After the image has been preprocessed with the method described in the previous section, now it
is ready for wavelet analysis to extract important information related to surface defects. This
stage is referred to as feature extraction. The feature will be used an input to the NN later to
diagnosis the structure's surface. To accomplish this, the feature extraction is broken down into
2 major steps as follows:
- Multiresolution discrete wavelet decomposition
- Image processing for computing of gradient and intensity
The first step is to decompose the image into several frequency subbands in order to obtain
more features. From chapter 2, recall that 2D DWT technique will decompose an original image
into one approximation and three detail images. That means one can have 4 times of
information associated with gradient and intensity which is important for detection of crack
which can be considered as an edge in the image.
The next step is to extract gradient and intensity which will be used as major features for NN's
input. The idea behind is that edge can be defined as a discontinuity in gray level. Therefore,
gradient which is the first derivative of the gray level intensity will be an extremely useful
information whereas the intensity is used to guarantee the edge information in the image to
support machinery decision process being carried out by the NN.
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The following subsections are devoted to discussion of the above 2 steps for feature extraction.
Multiresolution discrete wavelet decomposition
Recall from chapter 2 (see more information in chapter 2), Figure 2-15, that 2D DWT will
decompose an image into I approximation and 3 detail images for a single level of
decomposition. However, these decomposed images are half-sized of the original one while it
makes more sense to perform gradient and intensity computation on the image of the same size
as that of the original image. Therefore, instead of using synthesized filter banks structure as in
Figure 2-15 (c) to reassemble all decomposed images to form a single reconstructed image, it
makes more sense to reconstruct an image from every decomposed one using the same concept
to achieve its original size. The process can be iterated for the case of multistep decomposition.
For the simplest case, Figure 4-5 illustrates the block diagram of these decomposition and
reconstruction process whereas an example of 1-level decomposition is given in Figure 4-6.
Note that the picture illustrates the crack on a smooth painted wall and the filter used in
decomposition and reconstruction is Daubechies 4.
One crucial thing to bear in mind is the length of filter used in this process. If the length of the
filter is long, the resulting decomposed images will inevitably include fuzziness into the edge
information because of the effect from the filter length. Thus, the obtained features from these
decomposed images will be fuzzy. However, if one uses too short filter, it might be a cause of
generating redundant discontinuities in the decomposed images and hence undesirable.
Considered this fact, the following discussions will be based on filtering using Daubechies 4
filter (see Figure 4-7).
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Figure 4-5 Block diagram of 2D wavelet analysis for feature extraction
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(a) Original color indexed image acquired from the digital camera
QW0~Gwa~sh-so
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(b) Preprocessed image (from (a)) by smoothing the color mapping
Figure 4-6 Example of 2D DWT technique application
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(c) Wavelet decomposed and reconstructed images
Figure 4-6 Example of 2D DWT technique application (continued)
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Figure 4-7 Daubechies 4 filter
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One might iterate the process of decomposition to further levels to obtain more images to create
feature. But herein, for the sake of simplicity, only 1-level decomposition case is illustrated.
Image processing for computing of gradient and intensity
From the decomposed images obtained in the previous stage, now one is ready to extract the
features, which will be useful for the NN to classify the defect, out of them. Since the defects or
cracks on a smooth surface can be considered as an edge in the image. Therefore, here the
technique associated to edge detection will be focused.
Intuitively, an ideal edge has the properties of the model shown in Figure 4-8 (a). According to
this model, an ideal edge is a set of connected pixel (in the vertical direction here), each of
which is located at an orthogonal step transition in gray level.
In practice, some factors such as optics, sampling, and other image acquisition imperfection
generally yields edges that are blurred rather than a sharp one in Figure 4-8 (a). As a result,
edges are more closely modeled as a "ramplike" profile as shown in Figure 4-8 (b). Notice that
the slope of the ramp here is inversely proportional to the degree of the blurring in the edge.
However, both of these models reveal 2 major aspects related to how edge is defined, i.e.
gray-level intensity and difference in these intensities (referred as to gradient). This gradient
concept can be defined as derivative of the intensity in each pixel. If one considers 2 directions
of gradient, i.e. x- and y- directions, a gradient operator can be expressed as:
Vf (x,y)=(G' +G2)Y (4-2)
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(a) Model of an ideal digital edge (b) Model of an ramp digital edge
Figure 4-8 Gray-level profile of a horizontal line through the image
where
= af (x,y) and af (x,y )GY = CY(,Y
and f(x,y) refers to the gray level intensity on an image at pixel (x,y). In 2 dimensional
image, another alternative operator for the gradient is defined as a mask operator neighbored by
8 pixels as illustrated in Figure 4-9 which will in turn be expressed as:
(4-4)f (xy)=- lf (x+i,y+j)-f (xy)8 i ,j _
-1 - - d
-1 -1 -
Figure 4-9 Mask operator performing gradient operation
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The term intensity I herein is referred to as Mahalanobis distance, i.e.
I= f(xy)-p (4-5)
where 1 and o denote mean value and standard deviation of the intensity f(x, y),
respectively. In the image which has high fluctuation of intensity level, one might choose
median value instead of mean value to decrease the effect of the spiky nature of the signal in the
image itself.
The summary idea of this step is illustrated in Figure 4-10. Corresponding to a crack image used
in 2D DWT example (Figure 4-6), the decomposed images are further operated to achieve
feature images related to gradient and intensity defined as in equation (4-4) and (4-5),
respectively. The result is shown in Figure 4-11 and Figure 4-12.
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Figure 4-10 Conceptual illustration of feature extraction method for automated system
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Gradient of approximation Gradient of horizontal detail
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Gradient of wirtical detail Gradient of diagonal detail
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Figure 4-11 Gradient associated feature images obtained from 2D DWT
Intensity of approximation Intensity of horizontal detail
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Figure 4-12 Intensity associated feature images obtained from 2D DWT
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Therefore, after performing these 2 operations to the images obtained from 1-level
decomposition mentioned in the previous section, one will obtained 4 x 2 =8 features ready to
be fed into NN. Or if one conducts N-level decomposition, the number of features obtainable
will be up to 8N and thus would enhance the ability of the NN to detect the defect in the image
more than traditional defect detection method based only on gradient and intensity of the
acquired image.
Another benefit of multiresolution feature extraction method is that the method is robust to
noise. Imagine when an image is contaminated with noise, gradient and intensity obtained only
from the acquired image will be spikier and hence causes the diagnosis to be prone to false
detection. However, if one decomposes deeper into smaller scale, noise which appears in the
lower frequency range will be reduced by filtering process and leaves the real edges (which
appear in higher frequency range) on the image. Therefore, the approach of multiresolution
feature extraction can lead to a more noise-insensitive result.
4.4 Neural Network Based Surface Defect Detection
Given the features from the previous steps, the next step is to apply the NN to classify
the surface defects on the image. The feature images (of size N x N pixel matrix) are
converted to a vector of N2 length to form an input feature for the NN. Note that if
one conducts m-level of decomposition, the number of input vector will be equal to 8m.
However, when taking the number of pixels included in an image, for instance, an
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image of size 256 x 256 pixels, the total input pixels will become 8 x 256 x 256 x m.
This size is not rational for computation in real time. One can overcome this problem by
first, focusing on characteristics of the edge image which is the final output.
Since the output of the network, i.e. the edge image comprises only edge and background pixels
represented by white and black color, respectively. Considering this, it might be more
reasonable to truncate the number of background pixels to feed into NN for training rather than
using all of them since the majority of the image is the background. This emphasizes the benefit
of using gradient image as well. In other words, it would be more practical to sampling out only
a certain amount of background pixels to train the network so that it can classify the area of low
gradient and use all the edge pixels to train the NN to recognize the area of high gradient.
To accomplish this, one has to create a target picture of known edge for NN training. This can
be done easily using MATLAB Image Processing Toolbox. Herein, the basic Sobel's algorithm
for edge detection is applied on the original image in Figure 4-6. The result is shown in Figure
4-13.
Then the white pixels in the target image will be collected into a vector. For black pixel
sampling, one can generate a vector including only the positions of black pixels in the image
and then randomly pick up those positions. Herein, 10000 pixels of sample black pixels are
employed. Finally, the target vector can be obtained by appending the white-pixel and the
black-pixel vectors together. (Note that this vector includes the value of 0 and I standing for
white and black and hence become a logical vector). For the feature truncation, one can use only
the pixels on these sampled positions to extract input feature vectors out of the decomposed
images in the previous step. A schematic block diagram related to this method is then shown in
Figure 4-14.
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Target image created by Sobel edge detector
Figure 4-13 Target image obtained by Sobel edge detector applying to the original image
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Figure 4-14 Block diagram showing how to create target vector and truncating
size of feature vectors
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However, it should be noted that the process of random pick up the position of background
pixels on the target image should be carefully conducted in order to prevent bias possibly
generated in the feature images when using these positions to truncate the size of the input
features. A simplest example is shown here using uniformly distributed random number
(Gaussian random number) to form a vector of random position on the pixel. Examples of
distributions of gradient and intensity at the selected positions are plotted in Figure 4-15 and
Figure 4-16. It can be seen from this these plotted that the positions are uniformly randomly
selected. It is worth noting that in the gradient histogram, only plus value is on the histogram.
This is because of the definition of the gradient in equation (4-4) that takes the absolute value of
the difference of 2 adjacent pixels. Also another important result is that by randomly selecting
the background pixel from the target image, one still obtains a uniformly distributed value of
both gradient and intensity whose mean values locate near to 0, the background color intensity
itself.
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Figure 4-15 Gradient and intensity distribution of the randomly selected
background pixels obtained from approximation image
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Figure 4-16 Gradient and intensity distribution of the randomly selected
background pixels obtained from horizontal detail image
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Figure 4-17 Architecture of multilayer NN for defect detection for the case of 1-level DWT
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Now, one has completed data preparation for NN, i.e. input and target output has been already
created. Architecture of the multilayer NN for the simplest case, i.e. only 1-level decomposition
is conducted, is illustrated in Figure 4-16. The activation function in each neuron employed here
is the log-sigmoid function of 00 =0 (see Figure 3-2). One should note that the output layer
consists of only I neuron which will return the value of edge likelihood of a pixel ranging
between 0 and 1. The closer to 1, the more likely a pixel is an edge and vice versa.
Another important issue to be concerned is how many neurons in the hidden layer should be the
optimal number for computation. Too few number of neuron will cause a lack of capability in
classification and hence undesirable. On the other hand, too many number of neuron will load
computation and results in vulnerability of the system to overfitting problem34' "4. The error on the
training set is driven to a very small value, but when new data is presented to the network the error
is large. The network has memorized the training examples, but it has not learned to generalize to
new situations.
However, if the number of parameters in the network is much smaller than the total number of
points in the training set, then there is little or no chance of overfitting. If one can easily collect
more data and increase the size of the training set, then there is no need to worry about the
following techniques to prevent overfitting. Therefore, in this thesis, the number of neurons in
the hidden layer should be set to approximately 15-30 which is enough for classification of this
problem and the concern about overfitting problem will not be taken into account.
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4.5 Examples of Implementation
Computational result
In the example below, parameters for the NN were set as in Table 4-2. The number of neuron in
the hidden layer is 30. Log-sigmoid function is used for the activation function for both hidden
layer and output layer. The network is then trained until 300 epochs. The result of training
(performance plot) is shown in Figure 4-18. It can be seen that the NN's performance started to
converge to approximately 0.004 of MSE value. After 300 epochs of training, it ended up at
network performance of about 0.0046 (order 10-3) which is enough for our application.
After training the network, all the parameters of the system have been adjusted and are ready to
be adapted to other problems with the same nature. Herein, the same surface crack image
features without truncation created so far were reused as an input set to the NN. Unlike the
truncated version set of inputs, now one should bear in mind that there will be more overlap of
edge pixels and non-edge pixels. Figure 4-18 and 4-19 illustrates the evidence in the case of
features extracted from approximation and horizontal detail images. It can be seen that the
distributions of edge pixels and background pixels have some overlap regions especially in the
case of intensity from horizontal detail image. This will increase the inseparability of the
problem and thus results in lower performance of the NN.
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Table 4-2 Multilayer NN properties
Number of neurons in input layer 8 (4 for gradients, 4 for intensities)
Number of hidden layer 1
Number of neurons in hidden layer 30
Number of neurons in output layer I
Activation functions Log-sigmoid (for hidden and output layers)
Training epochs 300
Learning rule Levenberg-Marquardt algorithm")
Performance Is 0.00458248
10",
10-2
.()310
10
10
0 50 100 150
Epochs
200 250 300
Figure 4-17 Performance of the NN during training
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Note that after simulation, the output of the NN is ranging from 0 to I due to the Log-sigmoid
activation function residing in the output layer neuron whereas the desirable output has only
values 0 and 1. Herein the value of 0.6 is used for hard thresholding, i.e. any values above 0.6
are counted as I and any below 0.6 are forced to zero. The final result of simulation after
thresholding is then compared to the target image (Figure 4-13) as shown in Figure 4-20. It can
be seen that the crack detected by the proposed method has a thicker edge of crack.
Detected suece creck hmge Taget ed eiage geneuted by Solt edge detector
2W020
250 250
50 100 150 200 250 50 100 150 200 250
Figure 4-20 Comparison between detected crack and target images
Evaluation of detection result
A straightforward indicator to measure validity of the detection method is to count the number
of misclassified pixels based on the target image:
Number of misclassified pixels (x 100%)
Number of total pixels
(4-6)
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which, in this case, leads to
= 1332 x100%=2.03%
256x 256
Or one might use the confusion matrix defined as follows to identify the estimate the error of
classification.
(4-6)
N Ki2, K22
where:
i, - numbers of edge pixels recognized as edge (correctly classified)
KC - numbers of edge pixels recognized as non-edge (misclassified)
ic - numbers of non-edge pixels recognized as edge (misclassified)
22 - numbers of non-edge pixels recognized as non-edge (correctly classified)
N - numbers of total pixels in the image
Obviously from its definition, it is clear that the idea of confusion matrix is more informative.
One can specify the source of misclassification from this matrix and hence useful for
improvement of the classification method. In this case
A = I [902 16 [0.0138 0.00021
65536 [1316 63302] 0.0201 0.96591
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From the obtained confusion matrix, it is perspicuous that the majority of error source lies in
misclassification of non-edge pixels as edge pixels rather than the opposite way. One approach
to overcome this problem is possibly to increase the level of thresholding. This will in turn
reduce the number of background pixels which are misclassified as the edge. As the
thresholding level changes from 0.6 to 1 (at increment of 0.1), the number of misclassified
pixels is reduced as shown in Table 4-3 and thus enhance the quality of detection (Figure 4-21).
It can be seen from the results in Table 4-3 that the error e sharply falls to 1.59% when the
thresholding level is set to 1, i.e. when all the ambiguous pixels holding values less than 1. In
this case, the obtained surface crack image looks most resemble to the target image. However,
setting the thresholding to I is possibly too subjective. In normal cases, it might be safer to fix it
to the medium value, i.e. 0.5.
Table 4-3 Changes in error when changing the thresholding level
Thresholding level 6 (%) K1 II 2  K2 1  K22
0.6 2.03 0.0138 0.0002 0.0201 0.9659
0.7 2.02 0.0138 0.0002 0.0199 0.9661
0.8 1.99 0.0138 0.0002 0.0197 0.9663
0.9 1.99 0.0138 0.0002 0.0197 0.9663
1.0 1.59 0.0066 0.0074 0.0084 0.9776
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Figure 4-21 Sensitivity test for thresholding level against error of detection
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Figure 4-21 Sensitivity test for thresholding level against error of detection (continued)
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Table 4-4 Time consumption for each step in training (CPU: P4 1.3 GHz, RAM: 512Kb)
Step Description Time (min: second)
Image preprocessing 0: 01
Feature creation (for training) 8 : 31
Training 22 : 18
Table 4-5 Time consumption for each step in simulation (CPU: P4 1.3 GHz, RAM: 512Kb)
Step Description Time (min: second)
Image processing and feature preparation 7 : 53
NN simulation 0: 01
Thresholding 0: 54
Table 4-4 shows the CPU time required for each step of calculation in training the NN. It can be
seen that the most time consuming stages are feature creation by wavelet and training process
itself. Computationally, feature creation time can be shorten by improving the algorithm of
gradient calculation and reorganizing the way one calls function (s) for feature creation (as
shown in Appendix F, section F.2). For the training step, it might take relatively long time to
accomplish the training. It should not be any problems to further application because it counts
only before the simulation (or adaptation).
92
CHAPTER 4 SINGLE FRAME DEFECT DETECTION
As one can observe from Table 4-5, the actual time for computation of simulation (or
adaptation) requires only approximately 8 minutes. However, it is worth noting that most of the
contribution to time consumption in the latter step is the feature creation stage which mostly
takes about 7.5 minutes. It can be cut down tremendously by improvement of programming
logic or algorithm as mentioned previously.
Testing the NN with validation sets
To test performance of the trained NN, herein another 5 validation samples were employed to
simulate the system. Along with the diagnosis results, computational time was also recorded for
further discussion in the next chapter. The sample pictures used for testing are shown as in
Figure 4-22. Test samples were selected from 3 groups of conditions, i.e.
- Dark light environment (to simulate the environment in structures such as tunnels,
etc.) - validation set 1 and 2
- Bright environment (to simulate the environment of the outdoor structures, e.g.
bridges, buildings, etc.) - validation set 3 and 4
- Noisy environment (to simulate the environment whose surface is contaminated,
e.g. dirty surfaces, etc.) - validation set 5
All the raw results, in analogous to the above training image, are shown in Appendix A to E.
Only the results corresponding to thresholding level 0.5 are shown here in Figure 4-23. All the
errors against thresholding levels are plotted and compared among these 5 cases in Figure 4-24
and 4-25. Also the computational times are compared in Figure 4-26. Herein, the discussion will
be the summary from those results.
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Figure 4-22 Original indexed color images of each validation set
94
CHAPTER 4 SINGLE FRAME DEFECT DETECTION
DOtectud suf. crack WnWg
50 100 150 200
Trnut edoe mkamneraed a y Scbea idos detector
250
(a) Set 1 (Dark)
Detecte e crack knae
10
1
2020
25
T... ed. b a. .m d b. Sa.a.d. = detec
(b) Set 2 (Dark)
Figure 4-23 Detection results from simulation compared to the target image
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Figure 4-23 Detection results from simulation compared to the target image (continued)
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Figure 4-23 Detection results from simulation compared to the target image (continued)
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Figure 4-24 Detection errors vs. thresholding levels
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Figure 4-25 Confusion matrix coefficients (K = 1: c 1 , 2: K12 , 3: K2 1, 4: K22 )
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Figure 4-25 Confusion matrix coefficients (K = 1: K,, 2:K12, 3: i2l, 4 i22 ) (continued)
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Figure 4-25 Confusion matrix coefficients (K = 1: K 1, 2: K12 , 3: K2 1 , 4: K22 )(continued)
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Figure 4-26 CPU Time for processing in each step (process 1: Image preprocessing, 2: NN
Simulation, 3: Thresholding), (CPU: P4 1.3 GHz, RAM: 512Kb)
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From Figure 4-24, the error values typically range between 1.5 to 5% except that of set 5 in
which the detection quality is severely affected by small stones in the surface. In set 5, the error
suddenly jumps up to approximately 19%. However, for all cases, when the thresholding level
increases, especially when it is equal to 1.0, the errors decreases. Sharp decrease of error when
the level of thresholding is 1.0 can be observed in set 5. Nevertheless, one should bear in mind
that, except set 5, when threshold is equal to 1.0, the detected images tend to look more like a
set of points scattering on the image rather than a continuous line indicating the border of the
defects. Therefore, in set 1-4 in which thresholding does not effect much, it might be better for
conceivability to maintain lower level of thresholding values.
In Figure 4-25, the confusion matrix coefficients, i.e. K11 , KI 2 , 2 , K2 2 of each case is
plotted at different thresholding levels. It can be observed from all cases that a general trend is
that increasing the threshold tends to yields higher number of correctly classified pixels
(K1 1 , 2 2 ) and lower number of the misclassified (K 12 , K2 ). The change is moderate in all the
validation sets except in the set 5. Sudden decrease of K 2 , can be seen when thresholding level
equals to 1.0 and hence causes an abrupt jump in C2 2 . This means that in the noisy case, high
level of threshold will help to suppress the error due to misclassifying the noise (the small
stones in this case) as the defects and thus results in a better diagnosis result.
From the computational load perspective, it can be seen that most of the time consumed by the
CPU is contributed to image preprocessing and feature preparation step. However, this problem
can be solved easily by improving the algorithm in the programming as one might observe that
the source codes in MATLAB in Appendix F is a straightforward programming method and
thus slow. Apart from this deficiency, it can be deduced from the plotted that once that network
is trained, the approach proposed in this chapter is really suitable for real-time diagnosis
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application. However, there are many areas left to be examined for the method feasibility in real
practice application. for instance, memory circulation, data transfer, network, distributed
calculation, database of the system, alarming when a severe defect is detected, etc. These
problems will be discussed in details in the next chapter as the method for single frame
diagnosis has been developed in this chapter successfully. Therefore, in the next chapter, the
discussion will mainly focus on how to integrate the proposed diagnosis method to a full-scale
system as well as technical problems due to integration.
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5.1 Real-time Surface Defect Detection Components
In the previous chapter, a method for surface defect detection for a single frame image has been
developed and proved for its integrity and performance. To automate the inspection work of
civil infrastructure maintenance, it is obviously useful if the method introduced for a single
frame case can be extended its use to real-time application. As such, this chapter is devoted to
extension of the defect detection method in the last chapter to real-time manner. Along with
automation and integration of the method to the maintenance system, yet the discussion realm in
this chapter also includes related issues to be examined for implementation of such automated
inspection system, for example, real-time distributed computation, wireless data transmission,
power source, etc.
Let us begin with how to extend the method proposed in the previous chapter in a favorable way
for real-time application. Recall that most time consuming processes for the defect detection
scheme in the last chapter are the NN's training and feature creation. Although most time
consuming, it can be carried out before implementation and thus is not necessary to count for
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real-time application. The following discussions are based on the assumption that the NN has
finished training process already.
Image Acquisition Unit
To facilitate integration of the defect detection method for automation, data acquisition (DAQ)
unit or specifically in this case, the image acquisition unit should be flexible enough to utilize
the existing technology and cost-efficient. With the emerging wireless technology nowadays, it
provides the inspection system more capabilities to meet the requirement mentioned in chapter 1
by reducing the cost of excessive cables as well as enhancing remote controlability. Furthermore,
the rapid development in microprocessor technology also allows one an opportunity to
downsize the image acquisition unit fabrication meanwhile incorporates more sophisticated
processor to perform complicated task. Since these technologies become commonly available in
the market, it is feasible to integrate them into the image acquisition unit of the proposed defect
detection system. To further reduce the cost of operation, one DAQ unit should be able to carry
out data collection within a certain area. That means a robot or a mechanism for movement of
the DAQ unit should also be included. Needless to say, a power source is required for these
operations. If possible, a self-powered system is an ideal and desirable feature of such an
automated system. However, the energy required for movement of the moving unit and image
acquisition unit is much higher than the case of distributed microsensor system in which the
idea of self-powered is more acceptable. As such, if necessary, a rechargeable battery unit
would be the most reasonable solution. The idea of image acquisition unit discussed so far is
summarized again in Figure 5-1.
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Power source Wireless modemunit
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Figure 5-1 Conceptual example of image acquisition unit
With the built-in microprocessor and memory unit to the image acquisition unit (see Figure 5-1),
it is possible to compact the acquired image first to a reasonable size and then add some useful
information before sending it out for further processing. The information to be appended to the
image possibly consists of:
- Image acquisition related information: unit ID, unit components
- Date and time information
- Position related information: position of the inspected structure, local position of
the unit inside the structure at the time when the image is acquired
After these information is added to the image (possibly in the form of header file), the data is
the encapsulated and ready for transmission. The idea of how the acquired data is processed
before transmission is illustrated in Figure 5-2.
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Figure 5-2 Data encapsulation before transmission
Network Components
In order to communicate within local area or with external systems, each local defect detection
system requires network components. Figure 5-3 shows the fundamental idea of these network
components. The following is the minimum required components:
- Air stations: They must be distributed over the local infrastructure under
inspection to ensure communication of internal image acquisition units and
communication with outside world.
- LAN server: All air stations with in the local area are managed by this server.
- Router: This component can be considered as a gate to the outside world.
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Figure 5-3 Networking components
Administration center
Administration center is a place that operates the monitoring system. It can locate in both local
network or at a central center like in highway system. In the administration center, a set of
machine is equipped to perform the unpacking and diagnosis task (based on the approach
proposed in the previous chapter) when the data packets have reached. In larger systems which
have to host several subsystems might require a parallel or distributed computational machine to
expedite diagnosis speed as one might realize from the calculation examples given in chapter 4.
Feature preparations take approximately 8 minutes for a single frame image of size 256 x 256
pixels. Therefore, incorporating distributed calculating system is a reasonable solution for the
problem.
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Once the image has been analysis, a decision is made either by human or machine4 5 ). After that,
if it is not a defect image, the buffer of that packet will be destroyed and the memory is released.
On the other hand, if it is a defect image, the buffer will be saved and further possible actions:
- Crack analysis: Analyzing the width or the depth of the defect in detail in order to
know the optimal level of action to be taken.
- Site inspection: If the results turn out that the crack detected is a severe one and
might harm the performance or security of the structure, close site inspection
would be required.
- Database writing: From the asset management point of view, it is worth keeping
records associated with a certain structure so that one can keep track of what has
happened and how it is maintained.
- Alarming or service stoppage: If the detected defect falls in a dangerous range and
potentially causes the damage to the structure as well as life, alarming or stopping
the service would be a final decision to be executed.
Summary of the idea behind the administration center is illustrated in Figure 5-4.
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Figure 5-4 Description of administration center
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5.2 Integration to a Large-scale Health Monitoring
System
Once a system for a local inspection system has been developed as in the last section,
integration to a large-scale health monitoring system can be considered as an aggregate of
several local inspection systems, as shown in Figure 5-5.
However, when dealing with a large system or integration of many subsystems, the problem of
integrity and compatibility between systems will become an inevitable problem. A health
monitoring application such as this would require an integrated information management system
for legacy information on system design, maintenance and operational properties, archived data
and various software engines for assisting managers to make operational decisions for
improving inspection quality, response to incidents, manage emergencies, and, for an integrated
maintenance and operational management of the entire defect detection system. However, these
issues are out of scope of this study and thus will be left for future study.
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Figure 5-5 Conceptual diagram of large-scale defect detection system integration
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6.1 Conclusions
Realizing the high increase in demand for structural health monitoring systems which will
encourage a pro-active management of health, i.e. diagnosing and mitigating the circumstances
that may eventually lead to unsafe operation, deterioration or damage in a timely manner, major
criteria that such a system is required to meet are compatibility with existing systems, simplicity
for real-time application and automation, as well as economic viability.
It turns out that the most extensive applications such as using identified structural parameters
for condition assessment or force identification approaches cannot satisfy those requirements
especially for the real-time application. Another alternative solution for this which is more
practicable would be automated visual inspection for the global scale, followed by local
in-depth examination. However, the methods have been developed so far are still lacking of
compactness and hence requires too much resources for automation or application in real-time.
In this study, a novel method for surface defect detection has been developed based on 2D DWT
and NN so as to lessen the computational effort meanwhile enhance the quality of detection
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itself. Given that 2D DWT can decompose an image into several subbands and thus enhances
the information amount employed for detection of surface defect. As surface defect or crack can
be categorized as edges in the image processing field, the NN is a powerful and suitable tool for
classification of those edges out of background pixels. Furthermore, it is favorable for real-time
application and automation of the system since both techniques can be accomplished with small
amount of computational load.
The results of detection in a single frame image acquired from a typical digital camera show that
the proposed approach can identify crack with errors of an order less than 5% for a normal case.
For an extremely noisy case, it turns out that the accuracy dropped down to 80%. However, it
should be noted that the evaluations of the method are based on the assumption that the target
image obtained from Sobel's edge detector is correct which might not be true. Overall,
performance of the proposed detection method is in a satisfactory level and it is shown that it
does not require much computational resource to accomplish this level of accuracy. Therefore, it
enables this method to be extended to real-time application in a larger system.
Finally a prototype of integration of the developed detection method to a large-scale health
monitoring system is proposed. With the emerging information technology and wireless
technology reinforce the feasibility of the application of such systems in a real-time and
automated fashion.
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6.2 Future study
Although it has been pointed out in this study that the proposed method has enough potential for
real-time application and its automation, yet the output of the proposed method is only
identifiable between edge or non-edge rather than defect or non-defect. From the edge image
identified from the digital camera, one can further apply neural networks to classify whether the
identified edge image is a defect or not. This may require quantitative assessment of the defect
such as, geometric information of the edges, etc. This further component will result in a
complete automation detection system.
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Figure A-1 Original color indexed image acquired from the digital camera
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Figure A-2 Preprocessed image by smoothing the color mapping
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Figure A-3 Wavelet decomposed and reconstructed images
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Figure A-4 Gradient associated feature images obtained from 2D DWT
Intensity of approximation intensity of horizontal detail
50
100
150
200
250
50 100 150 200 250 50 100 150 200 250
Intensity of %ertical detail Intensity of diagonal detail
50 100 150 200 250
50
100
150
200
250
ou Iuu Iou ZUU Zou
Figure A-5 Intensity associated feature images obtained from 2D DWT
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Target edge image generated by Sobel edge detector
Figure A-6 Target image obtained by Sobel edge detector applying to the original image
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Figure A-7 Gradient and intensity distribution of edge and
non-edge pixels in approximation image
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Figure A-9 Comparison between detected crack and target images
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Detected sftece creck Imne TaWst edge kmug generted by Sobe edge detector
(b) Thresholding level = 0.6
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(c) Thresholding level = 0.7
Figure A-9 Comparison between detected crack and target images (continued)
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Detected suwce creck knege Taget edge knege generated by SobWt edge detector
(d) Thresholding level = 0.8
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(e) Thresholding level = 0.9
Figure A-9 Comparison between detected crack and target images (continued)
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Figure A-9 Comparison between detected crack and target images (continued)
Table A-1 Changes in error when changing the thresholding level
Thresholding level 6 (%) K I2 K21 K22
0.5 3.06 801 406 1600 62729
0.6 3.05 797 406 1591 62738
0.7 3.04 790 417 1573 62756
0.8 3.01 789 418 1554 62775
0.9 2.99 779 428 1533 62796
1.0 2.10 375 832 544 63785
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Table A-2 Time consumption for each step in simulation (CPU: P4 1.3GHz, RAM: 512Kb)
Step Description Time (min : second)
Image processing and feature preparation 7 : 57
NN simulation 0 : 02
Thresholding 0 : 30
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Figure B-1 Original color indexed image acquired from the digital camera
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Figure B-2 Preprocessed image by smoothing the color mapping
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Figure B-3 Wavelet decomposed and reconstructed images
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Figure B-4 Gradient associated feature images obtained from 2D DWT
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Figure B-5 Intensity associated feature images obtained from 2D DWT
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Target edge image generated by Sobel edge detector
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Figure B-6 Target image obtained by Sobel edge detector applying to the original image
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Figure B-7 Gradient and intensity distribution of edge and
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Figure B-9 Comparison between detected crack and target images
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Detected surbce crack Image Trget edge image generated by Sobet edge detector
(b) Thresholding level = 0.6
Detected surece crack Image Tiget edge Image generted by Sobe edge detector
(c) Thresholding level= 0.7
Figure B-9 Comparison between detected crack and target images (continued)
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Detected suriece crack imn e Target edge Image generated by Sobel edge detector
(d) Thresholding level= 0.8
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Figure B-9 Comparison between detected crack and target images (continued)
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(f) Thresholding level= 1.0
Figure B-9 Comparison between detected crack and target images (continued)
Table B-1 Changes in error when changing the thresholding level
Thresholding level e (%) Ir K12  K2 1  K22
0.5 1.285 245 285 557 64499
0.6 1.277 244 286 551 64455
0.7 1.274 240 290 545 64461
0.8 1.262 239 291 536 64470
0.9 1.230 238 292 514 64492
1.0 0.906 141 389 205 64801
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Table B-2 Time consumption for each step in simulation (CPU: P4 1.3 GHz, RAM: 512Kb)
Step Description Time (min: second)
Image processing and feature preparation 7 : 53
NN simulation 0 : 01
Thresholding 0: 54
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Figure C-1 Original color indexed image acquired from the digital camera
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Figure C-2 Preprocessed image by smoothing the color mapping
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Figure C-3 Wavelet decomposed and reconstructed images
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Figure C4 Gradient associated feature images obtained from 2D DWT
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Figure C-5 Intensity associated feature images obtained from 2D DWT
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Target edge image generated by Sobel edge detector
50
100
150
200
250
Figure C-6 Target image obtained by Sobel edge detector applying to the original image
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non-edge pixels in approximation image
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Figure C-8 Gradient and intensity distribution of edge and
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Figure C-9 Comparison between detected crack and target images
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(c) Thresholding level= 0.7
Figure C-9 Comparison between detected crack and target images (continued)
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Figure C-9 Comparison between detected crack and target images (continued)
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Figure C-9 Comparison between detected crack and target images (continued)
Table C-1 Changes in error when changing the thresholding level
Thresholding level 6 (%) KiI K12  K21  K22
0.5 3.35 644 576 1621 62695
0.6 3.32 631 589 1587 62729
0.7 3.28 624 596 1556 62760
0.8 3.24 619 601 1525 62791
0.9 3.17 603 617 1462 62854
1.0 1.96 152 1068 216 62629
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Table C-2 Time consumption for each step in simulation (CPU: P4 1.3 GHz, RAM: 512Kb)
Step Description Time (min : second)
Image processing and feature preparation 7 : 32
NN simulation 0 : 01
Thresholding 0 : 45
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Figure D-1 Original color indexed image acquired from the digital camera
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Processed Gray Scale indexed Image
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Figure D-2 Preprocessed image by smoothing the color mapping
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Figure D-3 Wavelet decomposed and reconstructed images
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Figure D-4 Gradient associated feature images obtained from 2D DWT
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Figure D-5 Intensity associated feature images obtained from 2D DWT
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Tatget edge image generated by Sobe edge detector
Figure D-6 Target image obtained by Sobel edge detector applying to the original image
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Figure D-8 Gradient and intensity distribution of edge and
non-edge pixels in horizontal detail image
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(a) Thresholding level = 0.5
Figure D-9 Comparison between detected crack and target images
146
I
4
APPENDIX D VALIDATION SETS 4 SIMULATION RESULTS
Detected surbce crack Image Thget edge iage generated by Sobel edge detector
(b) Thresholding level = 0.6
Detected surbre crack Image Teeget edge Image generted by Sobel edge detector
(c) Thresholding level = 0.7
Figure D-9 Comparison between detected crack and target images (continued)
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(d) Thresholding level = 0.8
Detected surface crack inage Taget edge image generated by Sobel edge detector
(e) Thresholding level = 0.9
Figure D-9 Comparison between detected crack and target images (continued)
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Figure D-9 Comparison between detected crack and target images (continued)
Table D-1 Changes in error when changing the thresholding level
Thresholding level E (%) K1I K12  K21 K22
0.5 2.87 555 583 1299 63099
0.6 2.86 549 589 1286 63112
0.7 2.84 544 594 1267 63131
0.8 2.80 538 600 1237 63161
0.9 2.76 524 614 1195 63203
1.0 1.86 125 1013 204 64194
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Table D-2 Time consumption for each step in simulation (CPU: P4 1.3 GHz, RAM: 512Kb)
Step Description Time (min: second)
Image processing and feature preparation 7 : 02
NN simulation 0 : 01
Thresholding 0: 13
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Figure E-1 Original color indexed image acquired from the digital camera
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Processed Gray Scale Indexed Image
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Figure E-2 Preprocessed image by smoothing the color mapping
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Figure E-3 Wavelet decomposed and reconstructed images
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Figure E-4 Gradient associated feature images obtained from 2D DWT
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Figure E-5 Intensity associated feature images obtained from 2D DWT
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Target edge image generated by Sobel edge detector
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Figure E-6 Target image obtained by Sobel edge detector applying to the original image
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Figure E-7 Gradient and intensity distribution of edge and
non-edge pixels in approximation image
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Figure E-9 Comparison between detected crack and target images
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Figure E-9 Comparison between detected crack and target images (continued)
156
APPENDIX E VALIDATION SETS 5 SIMULATION RESULTS
Detected surflce crack omon Tarut eda Imne Generated by Sobel edoe detector
50
100
150
200
250
50 100 150 200 250
(d) Thresholding level = 0.8
Detected surWfce crack imeg Target edge imge generated by Sobel edge detector
(e) Thresholding level = 0.9
Figure E-9 Comparison between detected crack and target images (continued)
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(f) Thresholding level = 1.0
Figure E-9 Comparison between detected crack and target images (continued)
Table E-1 Changes in error when changing the thresholding level
Thresholding level 6 (%) K11  K 2  K21  K22
0.5 18.72 1113 585 11689 52149
0.6 18.53 1111 587 11559 25579
0.7 18.35 1109 589 11437 52401
0.8 18.08 1107 591 11262 52576
0.9 17.76 1099 599 11041 52797
1.0 7.35 667 1031 3788 60050
158
APPENDIX E VALIDATION SETS 5 SIMULATION RESULTS
Table E-2 Time consumption for each step in simulation (CPU: P4 1.3 GHz, RAM: 512Kb)
Step Description Time (min : second)
Image processing and feature preparation 7 : 07
NN simulation 0 : 01
Thresholding 0 : 40
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F. 1 FindBW.m (for example in chapter 3)
F.2 ImageProcessing.m (for chapter 4) and Related Files
F.1 FindBW.m (for example in chapter 3)
clear all
close all
%T'i~his program inputs image and then find black and white points
/on the image. After that, it extracts those point and combine
'Othem to a vector.
%create image of black backIround and nearly w hite dots on it
MySize = 256^2;
Mylmage = zeros(l,MySize);
TargetImage = zeros(1,MySize);
DotNum= 1500;
RandDot = floor(MySize*rand(1,DotNum)); %random position
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RandVal = floor(120*rand(1,DotNum)+130); %random intensity
RandBlack = floor(100*rand(1,MySize-DotNum)+100);
Mylmage(RandDot) = RandVal;
BackGround = find(Mylmage == 0);
RandBlack = floor(30*rand(1,length(BackGround))+40);
Mylmage(BackGround) = RandBlack;
MylmageMat = squareMat(Mylmage);
TargetImage(RandDot) = ones(size(RandVal));
%Output original Image
figure(l)
cf
map = gray(256);
image(MylmageMat);
title('Original Image');
colormap(map); colorbar;
figure(2)
clf
histfit(RandVal);
hold on
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histfit(RandBlack);
hold off
title('Distribution of intensity of dots');legend('Fitted normal distribution','Gradient histogram');
xlabel('Gray scale intensity');ylabel('Frequency');
fprintf('Creating sample image completeVnWn');
%Icreatinu features
1i I featureX(MyliageMat);
%X feature [My Image gi'']';
%'ocreafinu Feedlforward neural network (NN)
%Generating network
net = newff([O 255],[5,1 ], {'logsig','logsig'},'traingdm');
%initialize network
net = init(net);
/train network
%net.trainParai.sho\ = 50:
%/net.trainParam.Ir - 0.05:
net.trainParam.epochs = 300;
net.trainParam.goal = le-5;
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[net,tr] = train(netMylmage,TargetImage);
%Get output and post processing
a = sim(netMylmage);
figure(3)
[m,b,r] = postreg(aTargetlmage);
TargetMat = squareMat(Targetlmage);
TrainOutlm = squareMat(a);
figure(4)
cf
subplot(1,2,1)
image(wcodemat(TargetMat)); colormap(gray(2));
title(Target Image');
subplot(1,2,2)
image(wcodemat(TrainOutIm)); colormap(gray(2));
title('Output Image');
% "read try image
NewInput = imread('sakdatest.tif);
NewInVec = vectorM(NewInput);
NewInVec = double(NewInVec);
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"create target
iO = find(NewInVec == 255);
NewTarget = zeros(size(NewInVec));
NewTarget(iO) = ones(size(iO));
NewTargetMat = squareMat(NewTarget);
NewInVec(iO) = floor(90*rand(I,length(iO))+120);
NewInput = squareMat(NewInVec);
figure(5)
clf
subplot(1,2,1)
image(wcodemat(Newlnput));colormap(gray(2));
title('Input image');
subplot(1,2,2)
image(wcodemat(NewTargetMat));colormap(gray(2));
title('Target image');
Output = sim(net,NewInVec);
figure(6)
cif
[m2,b2,r2] = postreg(OutputNewTarget);
Outputlm = squareMat(Output);
164
APPENDIX F SOURCE CODES OF MATLAB PROGRAMS
figure(7)
clf
subplot(1,2,1)
image(wcodemat(NewTargetMat));colormap(gray(2));
title('Target image');
subplot(1,2,2)
image(wcodemat(OutputIm));colormap(gray(2));
title('Output image');
F.2 ImageProcessing.m (for chapter 4) and Related Files
ImageProcessing.m
clear all
close all
tic
X = imread('crackl2.jpg');
X = im2double(X);
figure(1)
image(X);
title('Original Indexed Color Image');
fprintf('Reading image completedYnVn');
%convert iiage to smooth RGB
XRGB = 0.2990*X(:,:,1)+0.5870*X(:,:,2)+0.114*X(:,:,3);
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"ucenerate the gray-scale picture and plot
n = 64; % Number of shades in new indexed imiage
XBW = round(XRGB*(n-1)) + 1;
map = gray(n);
figure(2)
image(XBW), title('Processed Gray Scale Indexed Image')
colormap(map), colorbar
fprintf('Smoothing image completednkn');
to = toc;
tO = round(tO);
fprintf('Time consumed for preprocessing: 0 d nn %d secYnYn', loor(t0/60),mod(tO/60)]);
tic
Chmoose filter (in this case, we use db4)
FilterName ='db4';
%enerate I -level decomposition coefficients
[cA l,cHl,cVl,cD 1]= dwt2(XBW,FilterName);
sx = size(XBW);
Al = idwt2(cAl,[],[],[],FilterName,sx);
HI = idwt2([],cH 1,[],[],FilterName,sx);
VI = idwt2([],[],cVI1,[],FilterName,sx);
Dl = idwt2([],[],[],cD1,FilterName,sx);
figure(3)
colormap(map);
subplot(2,2,1); image(wcodemat(A1,64));
title('Approximation A l')
subplot(2,2,2); image(wcodemat(H 1,64));
title('Horizontal Detail H ')
subplot(2,2,3); image(wcodemat(V1,64));
title('Vertical Detail Vi')
subplot(2,2,4); image(wcodemat(Dl,64));
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title('Diagonal Detail D')
fprintf('2D DWT completednfn');
%Create featUre
feature = [];
[gl,il] = featureX(A1);
[g2,i2] = featureX(H 1);
[g3,i3] = featureX(V 1);
[g4,i4] = featureX(D 1);
feature = [gi ;g2;g3;g4;i 1;i2;i3;i4];
% )Plot gradient feature
GPixl = ToSquareMat(g 1); GPix2 = ToSquareMat(g2);
GPix3 = ToSquareMat(g3); GPix4 = ToSquareMat(g4);
figure(4)
cif
subplot(2,2, 1); image(wcodemat(GPix1,64)); colormap(map); title('Gradient of approximation');
subplot(2,2,2); image(wcodemat(GPix2,64)); colormap(map); title('Gradient of horizontal
detail');
subplot(2,2,3); image(wcodemat(GPix3,64)); colormap(map); title('Gradient of vertical detail');
subplot(2,2,4); image(wcodemat(GPix4,64)); colormap(map); title('Gradient of diagonal
detail');
%P'oIllot ifltenslity feature
IPixI = ToSquareMat(il); IPix2 = ToSquareMat(i2);
IPix3 = ToSquareMat(i3); IPix4 = ToSquareMat(i4);
figure(5)
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cif
subplot(2,2, 1); image(wcodemat(IPixl,64)); colormap(map); title('Intensity of approximation');
subplot(2,2,2); image(wcodemat(IPix2,64)); colormap(map); title('Intensity of horizontal
detail');
subplot(2,2,3); image(wcodemat(IPix3,64)); colormap(map); title('Intensity of vertical detail');
subplot(2,2,4); image(wcodemat(IPix4,64)); colormap(map); title('Intensity of diagonal detail');
fprintf('Feature creation completednMW');
%Creatc targe1
Edgelm = CreateEdgelmage(XBW,'sobel');
%)'iplot arget image
map = gray(2);
figure(6)
image(EdgeIm), title('Target edge image generated by Sobel edge detector')
colormap(map)
fprintf('Creating target image completed-nVMn');
% Convert the target matrix to a vector
TargetVec = vectorM(Edgelm);
TargetVec = double(TargetVec);
%Splitting black and wvhite
White = find(TargetVec = 1);
Black = find(TargetVec =0);
%randomlv generated position on the Black vector, here pick up N = 100000 positions
N = 10000;
RanPosition = floor(length(Black)*rand(1,N));
%'ogenerate truncated features
NewGI = [gl(White) gI(Black(RanPosition))]; NewG2 = [g2(White) g2(Black(RanPosition))];
NewG3 = [g3(White) g3(Black(RanPosition))]; NewG4 = [g4(White) g4(Black(RanPosition))];
New I = [i I(White) i I(Black(RanPosition))]; NewI2 = [i2(White) i2(Black(RanPosition))];
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NewI3 = [i3(White) i3(Black(RanPosition))]; NewI4 = [i4(White) i4(Black(RanPosition))];
%Sho\\ examples of picked Lip gradient and density distribution
BackGI = gl(Black(RanPosition)); BackIl = il(Black(RanPosition));
BackG2 = g2(Black(RanPosition)); BackI2 = i2(Black(RanPosition));
figure(7)
subplot(2, 1, 1)
histfit(BackG1); title('Gradient from Approximation');legend('Fitted normal
distribution','Gradient histogram');
xlabel('Gradient');ylabel('Frequency (from 10000)');
subplot(2,1,2)
histfit(Backl 1); title('Intensity from Approximation');legend('Fitted normal
distribution','Intensity histogram');
xlabel('Intensity');ylabel('Frequency (from 10000)');
figure(8)
subplot(2,1,1)
histfit(BackG2); title('Gradient from Approximation');legend('Fitted normal
distribution','Gradient histogram');
xlabel('Gradient');ylabel('Frequency (from 10000)');
subplot(2,1,2)
histfit(BackI2); title('Intensity from Approximation');legend('Fitted normal
distribution','Intensity histogram');
xlabel('Intensity');ylabel('Frequency (from 10000)');
figure(9)
cf
subplot(2, 1,1)
histfit(gl (White));
hold on
histfit(gl (Black(RanPosition)));
hold off
title('Distribution of gradient intensity from approximation');
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legend('Fitted normal distribution','Fitted normal distribution','Gradient histogram of
edge','Gradient histogram of background');
xlabel('Gradient intensity');ylabel('Frequency');
subplot(2,1,2)
histfit(i I (White));
hold on
histfit(i I (Black(RanPosition)));
hold off
title('Distribution of intensity from approximation');
legend('Fitted normal distribution','Fitted normal distribution','Gradient histogram of
edge','Intensity histogram of background');
xlabel('Gray scale intensity');ylabel('Frequency');
figure( 10)
clf
subplot(2,1,1)
histfit(g2(White));
hold on
histfit(g2(Black(RanPosition)));
hold off
title('Distribution of gradient intensity from horizontal detail');
legend('Fitted normal distribution','Fitted normal distribution','Gradient histogram of
edge','Gradient histogram of background');
xlabel('Gradient intensity');ylabel('Frequency');
subplot(2,1,2)
histfit(i2(White));
hold on
histfit(i2(Black(RanPosition)));
hold off
title('Distribution of intensity from horizontal detail');
legend('Fitted normal distribution','Fitted normal distribution','Gradient histogram of
edge','Intensity histogram of background');
xlabel('Gray scale intensity');ylabel('Frequency');
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InFeature = [NewGl; NewG2; NewG3; NewG4; NewIl; Newl2; NewI3; NewI4];
TargetFeature = double([TargetVec(White) TargetVec(Black(RanPosition))]);
fprintf('Truncating feature vector sizes completedlngn');
tI = toc;
tl = round(tl);
fprintf('Time consumed for feature creation (for training): /d min %od
sec~ngn',[floor(tl/60),mod(tl/60)]);
tic
%creating Feedforwxard neural network (NN)
%1/Generating network
net = newff(minmax(InFeature),[30,1 ], {'logsig','logsig'},'trainlm');
%initialize network
net = init(net);
%train network
%net.trainParam.show = 50,
%net.train Parani.lr = 0.05;
net.trainParam.epochs = 300;
net.trainParam.goal = le-6;
[net,tr,TrainOut,TrainEr] = train(netInFeature,TargetFeature);
fprintf('Training network completedgngn');
t2=toc;
t2 = round(t2);
fprintf('Time consumed for training: %d min /d secVnn',[floor(t2/60),mod(t2/60)]);
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tic
"(iIe output and post processing
figure(1 1)
[m,b,r] = postreg(TrainOutTargetFeature);
%.jUse the full feature matrix
FullFeature = [gI; g2; g3; g4; i1; i2; i3; i4];
fprintf('Simulating with full feature completed');
%Postprocessing the output, i.e. thresholdin
threshold = 0.5:0.1:1;
Outputlm = zeros(length(Edgelm(1,:)),length(Edgelm(:,I)),length(threshold));
OutputThres = zeros(length(threshold),Iength(FullFeature));
OutputVec = sim(netFullFeature);
for i = 1:1:length(threshold)
%Simuiiilate the net with full feature
VO = find(OutputVec < threshold(i));
VI = find(OutputVec >= threshold(i));
OutputThres(i,VO) = zeros(size(VO));
OutputThres(i,V 1) = ones(size(V 1));
fprintf('%f Thresholding completed&nMn', threshold(i));
%fII iure( 1 2)
l m2,2r2 -- postreg(OutputVecTargetVec):
Outputlm(:,:,i) = squareMat(OutputThres(i,:));
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figure(12+2*(i-1))
cif
image(wcodemat(Outputlm(:,:,i))); title('Detected surface crack image');
colormap(gray(2));
figure(13+2*(i-1))
clf
subplot(1,2,1)
image(wcodemat(Outputlm(:,:,i))); title('Detected surface crack image');
colormap(gray(2));
subplot(1,2,2)
image(Edgelm); title('Target edge image generated by Sobel edge detector');
colormap(gray(2));
ErrVec = zeros(size(OutputTbres(i,:)));
ErrPos = find(OutputThres(i,:) TargetVec);
ErrVec(ErrPos) = ones(size(ErrPos));
%Calculate error
ClassErr(i) = length(ErrPos)/Iength(TargetVec)* 100;
fprintf('Error of classification (thresholding = %f) = %f percents
Ynhn',[threshold(i),ClassErr(i)]);
%Create confusion matrix
all = find(OutputThres(i,:)== I & TargetVec = 1);
a12 = find(OutputThres(i,:) 0 & TargetVec = 1);
a21 = find(OutputThres(i,:)== 1 & TargetVec = 0);
a22 = find(OutputThres(i,:) 0 & TargetVec = 0);
ConfMat(:,:,i) = [length(al 1) length(al2); length(a21) length(a22)];
ConfMatNorm(:,:,i) = ConfMat(:,:,i)/Iength(TargetVec);
clear VO VI
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end %lor
t3 = toc;
t3 = round(t3);
fprintf('Time consumed for simulating the network: O/d min %d
secVnVn',[floor(t3/60),mod(t3/60)]);
% Run the validation set of 5 images
%/01o%%%%%%%/40 0(%%%%%%%%%%%%% %%%%%%%%%%%%/%%%%%%%%(
fprintf('%%%%%%%%%%%%%%O/O/o%%%%%%%%%%%//n');
fprintf('1. Crack5.jpg4n');
fprintf('2. Crack6.jpg4A');
fprintf('3. Crack7.jpg4n');
fprintf('4. Crack8.jpg4n');
fprintf('5. Crack9.jpg1n');
fprintf('6. Crack I 0.jpg1nn');
j = input('Put number of validation image you wish (1-6): ');
fprintf(';nYou choose image %Yodnn'j);
ImageNow = sprintf('crackd.jpg'j+4);
tic
[VFeature, VXBW ,VEdgelm, VTargetVec] = prepareImage(ImageNow);
t4 = toc;
t4 = round(t4);
fprintf('Validationi);
fprintf('Time consumed for feature preparation: %d min %/d secVn*-n',[floor(t4/60),mod(t4,60)]);
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tic
VOutputVec = sim(net,VFeature);
t5 =toc;
t5 = round(t5);
fprintf('Validation4n');
fprintf('Time consumed for simulation: %d min %d sec~ngn',[floor(t5/60),mod(t5,60)]);
tic
[VOutputThres, VOutputIm, VClassErr, VConfMat, VConfMatNorm]=
Thresholding(threshold,VEdgelm,VOutputVec,VTargetVec)
t6=toc;
t6 = round(t6);
fprintf('Validationgn');
fprintf('Time consumed for thresholding: /d min %d sec~ngn',[floor(t6/60),mod(t6,60)]);
Preparelmage.m
function [feature, XBW, Edgelm, TargetVec] = preparelmage(ImageName)
X = imread(ImageName);
X = im2double(X);
figure
image(X);
title('Original Indexed Color Image');
fprintf('Reading image completedYngn');
%Convert image to smooth RGB
XRGB = 0.2990*X(:,:,1)+0.5870*X(:,:,2)+0.114*X(:,:,3);
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onerate the gray-scale picture and plot
n = 64; % Number ot shades in new indexed image
XBW = round(XRGB*(n-1)) + 1;
map = gray(n);
figure
image(XBW), title('Processed Gray Scale Indexed Image')
colormap(map), colorbar
fprintf('Smoothing image completedVnVn');
"%Choose filter (in this case, we use db4)
FilterName ='db4';
%generate I-level decomposition coefficients
[cA1,cH 1,cVl,cD] = dwt2(XBW,FilterName);
sx = size(XBW);
Al = idwt2(cA l,[],[],[],FilterName,sx);
HI = idwt2([],cH 1,[],[],FilterName,sx);
VI = idwt2([],[],cVI,[],FilterName,sx);
DI = idwt2([],[],[],cD1,FilterName,sx);
figure
colormap(map);
subplot(2,2,1); image(wcodemat(AI,64));
title('Approximation A l')
subplot(2,2,2); image(wcodemat(H1,64));
title('Horizontal Detail H ')
subplot(2,2,3); image(wcodemat(V1,64));
title('Vertical Detail Vl')
subplot(2,2,4); image(wcodemat(DI,64));
title('Diagonal Detail Dl')
fprintf('2D DWT completed~nVn');
%Create feature
feature = [];
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[gl,il] = featureX(A1);
[g2,i2] = featureX(H 1);
[g3,i3] = featureX(V1);
[g4,i4] = featureX(D 1);
feature = [gi ;g2;g3;g4;i 1;i2;i3;i4];
fprintf('Feature creation completedYnrn');
%Plot gradient feature
GPixI = ToSquareMat(gl); GPix2 = ToSquareMat(g2);
GPix3 = ToSquareMat(g3); GPix4 = ToSquareMat(g4);
figure
clf
subplot(2,2,1); image(wcodemat(GPix1,64)); colormap(map); title('Gradient of approximation');
subplot(2,2,2); image(wcodemat(GPix2,64)); colormap(map); title('Gradient of horizontal
detail');
subplot(2,2,3); image(wcodemat(GPix3,64)); colormap(map); title('Gradient of vertical detail');
subplot(2,2,4); image(wcodemat(GPix4,64)); colormap(map); title('Gradient of diagonal
detail');
%Plot intensity feature
IPix 1 = ToSquareMat(i 1); IPix2 = ToSquareMat(i2);
IPix3 = ToSquareMat(i3); IPix4 = ToSquareMat(i4);
figure
clf
subplot(2,2,1); image(wcodemat(IPixl,64)); colormap(map); title('Intensity of approximation');
subplot(2,2,2); image(wcodemat(IPix2,64)); colormap(map); title('Intensity of horizontal
detail');
subplot(2,2,3); image(wcodemat(IPix3,64)); colormap(map); title('Intensity of vertical detail');
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subplot(2,2,4); image(wcodemat(IPix4,64)); colormap(map); title('Intensity of diagonal detail');
%Create target
Edgelm = CreateEdgelmage(XBW,'sobel');
%plot target image
map = gray(2);
figure
image(Edgelm), title('Target edge image generated by Sobel edge detector')
colormap(map)
fprintf('Creating target image completedVnVn');
%Convert the target matrix to a vector
TargetVec = vectorM(Edgelm);
TargetVec = double(TargetVec);
%Splitting black and whlilte
White = find(TargetVec = 1);
Black = find(TargetVec = 0);
figure
cif
subplot(2, 1, 1)
histfit(gI (White));
hold on
histfit(gl (Black));
hold off
title('Distribution of gradient intensity from approximation');
legend('Fitted normal distribution','Fitted normal distribution','Gradient histogram of
edge','Gradient histogram of background');
xlabel('Gradient intensity');ylabel('Frequency');
subplot(2,1,2)
histfit(i I(White));
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hold on
histfit(i I(Black));
hold off
title('Distribution of intensity from approximation');
legend('Fitted normal distribution','Fitted normal distribution','Gradient histogram of
edge','Intensity histogram of background');
xlabel('Gray scale intensity');ylabel('Frequency');
figure
cif
subplot(2,1,1)
histfit(g2(White));
hold on
histfit(g2(Black));
hold off
title('Distribution of gradient intensity from horizontal detail');
legend('Fitted normal distribution','Fitted normal distribution','Gradient histogram of
edge','Gradient histogram of background');
xlabel('Gradient intensity');ylabel('Frequency');
subplot(2,1,2)
histfit(i2(White));
hold on
histfit(i2(Black));
hold off
title('Distribution of intensity from horizontal detail');
legend('Fitted normal distribution','Fitted normal distribution','Gradient histogram of
edge','Intensity histogram of background');
xlabel('Gray scale intensity');ylabel('Frequency');
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Thresholding.m
Function [OutputThres, Outputlm, ClassErr, ConfMat, ConfMatNorm]=
Thresholding(threshold,Edgelm,OutputVec,TargetVec)
Outputlm = zeros(length(Edgelm(l,:)),Iength(Edgelm(:, 1)),length(threshold));
OutputThres = zeros(length(threshold),Iength(EdgeIm(:, 1))A2);
for i = 1:1 :ength(threshold)
%Simulate the net xwith full feature
VO = find(OutputVec < threshold(i));
VI = find(OutputVec >= threshold(i));
OutputThres(i,VO) = zeros(size(VO));
OutputThres(i,VI) = ones(size(V 1));
fprintf('%f Thresholding completedVnVn', threshold(i));
%F "igure( 12)
%4[m2,b2,r-2 = postreg(OutputVec,TargetVec):
Outputlm(:,:,i) = squareMat(OutputThres(i,:));
figure
cf
image(wcodemat(Outputlm(:,:,i))); title('Detected surface crack image');
colormap(gray(2));
figure
cif
subplot(1,2,1)
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image(wcodemat(OutputIm(:,:,i))); title('Detected surface crack image');
colormap(gray(2));
subplot(1,2,2)
image(Edgelm); title('Target edge image generated by Sobel edge detector');
colormap(gray(2));
ErrVec = zeros(size(OutputThres(i,:)));
ErrPos = find(OutputThres(i,:)~= TargetVec);
ErrVec(ErrPos) = ones(size(ErrPos));
%Calculate error
ClassErr(i) = length(ErrPos)/length(TargetVec)*100;
fprintf('Error of classification (thresholding = %f) = %f percents
V~nVn',[threshold(i),ClassErr(i)]);
%Create confusion matrix
al l = find(OutputThres(i,:)== 1 & TargetVec = 1);
a12 = find(OutputThres(i,:) =0 & TargetVec = 1);
a21 = find(OutputThres(i,:)== 1 & TargetVec = 0);
a22 = find(OutputThres(i,:) =0 & TargetVec = 0);
ConfMat(:,:,i) = [length(al 1) length(al2); length(a21) length(a22)];
ConfMatNorm(:,:,i) = ConfMat(:,:,i)/Iength(length(Edgelm(:,1))A2);
clear VO VI
end %for
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VectorM.m
function [vec] = vectorM(m256X256)
%Ior converting matrix to vector
N = 256;
index =0;
for i = I:N
forj = 1:N
index = index + 1;
vec(index) = m256X256(ij);
endj
end ?0i
SquareMatm
function [m256X256] = squaremat(vec)
%Obr converting a vector to a matrix
N = 256;
index =0;
for i = I:N
forj= I:N
index = index + 1;
m256X256(ij) = vec(index);
end%j
end %i
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Wavelet- and Neural Networks-based Edge Detection
Sakda Chaiworawitkul and Neeraj Agarwal
Abstract - In the proposed study, a novel
scheme of edge detection using wavelets and
neural networks is presented. Wavelets are
used for their ability to decompose the image
into different frequency bands. Over that,
neural networks are used for their ability to
learn from one image and then could be
readily applied to other images. This paper
develops a methodology based on the above
and then investigates and compares with the
traditional edge detection method.
Index Terms - Edge Detection, Wavelet
Transform, Image Processing, Neural
Networks
1. INTRODUCTION
An edge is not a physical entity; it is just like a
shadow. If there were sensor with infinitely
small footprints and zero-width point spread
functions, an edge would be recorded between
pixels within in an image. In reality, what
appears to be an edge from the distance may
even contain other edges when looked
closely. The edge between a forest and a road
in an aerial photo may not look like an edge
any more in an image taken on the ground. In
the ground image, edges may be found around
each individual tree. If looked a few inches
away from a tree, edges may be found within
the texture on the bark of the tree. Edges are
scale-dependent and an edge may contain other
edges, but at a certain scale, an edge still has no
width. An edge may be regarded as a boundary
between two dissimilar regions in an image.
These may be different surfaces of the object,
or perhaps a boundary between light and
shadow falling on a single surface.
Edge detection is a problem of fundamental
importance in image analysis. In typical images.
edges characterize object boundaries and are
therefore useful for segmentation, registration.
and identification of objects in a scene. Edges
are very important to any vision system
(biological or machine).
" They are fairly cheap to compute
" They do provide strong visual clues
that can help the recognition process.
" Edges are affected by noise present in
an image though.
Edge detection process is always the first step
in an image understanding scheme. For
example, in extracting road from aerial images
or crack recognition, edge is the foremost
information required for comprehension. Lots
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of work has been carried out in this field. Some
of the existing edge detection algorithms are
Sobel, Canny, Marr and Hildreth, Hough,
Prewitt and Roberts. Most of these methods
tend to employ local gradient information.
These conventional approaches look for
gradient level changes and are based on either
thresholding the gradient or locating the zero-
crossing of its second derivative".
In the proposed study, a novel scheme of edge
detection using wavelets and neural networks is
presented. Wavelets are used for their ability to
decompose the image into different frequency
bands. Edges are basically high frequency
details in the image. The multiresolution
characteristic of wavelets has been found very
useful for the same reason. Over that, neural
networks are used for their ability to learn from
one image and then could be readily applied to
other images. Thus the combination of the two
approaches would provide better understanding
of any images.
This paper develops a methodology based on
the above and then investigates and compares
with the traditional edge detection method.
2. 2D DISCRETE WAVELET
TRANSFORM
First, let f(x, y) be a square function in the
two variables x and y. Let #(t) be a ID
scaling function that gives rise to an
orthonormal multiresolution analysis (MRA).
Consider the 2D function
SO (x,y)=#(X)#(y) (1)
Using the orthonormality of #(t) to its integer
translation, i.e. 2D functions
are
orthonormal. Let fo(x,y) be the projection of
f(x,y) on the linear vector space V
generated by this orthogonal set. Then
fo(x, y)= a (i, jf (x-,y -J)
(2)
where
a0(iJ)=(f(x,y),S,(x-i,y-j)) (3)
Let Vk , for any integer k, denote the linear
vector space generated by the set
{So (2-x-m,2-ky-n):m,n integer
The sequence of linear vector spaces
... V, c Vo c V,... and so on, is an MRA in
the space of all square integrable 2D
functions 20). Let us denote the approximation of
f(x, y) in V by fk (x, y) . The difference
between 2 successive levels of approximation is
a detail function3 ). However, the difference
between 1 D and 2D application is that such a
detail can be split into 3 functions that lie in 3
separate linear vector spaces, as described next.
Consider
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f_(X,y)= a_, (ilj)S00(x - 1y- J)
(4)
Using the definition of SO (x,y) given in
equation (1), one obtains
f(x,y)= _(i, j)#(2x - i)#(2y5-j)
(5)
which lie in the orthogonal complement of v
in V_, . One thus has
(8)A (x, j) Xabo (n)#f(x -n)
go (X, j) = b ni ~ -) (9)
for some pair of sequences a1 o (n) and
Let b. 0 (n) . The sequence a 10 (n) is obtained
f-, (X, j) _ (i, j)# (2x - i) (6)
Note that the functions f, (x, y) and
f (x, j) are different. The former consists of
2 continuous arguments whereas the latter has
its first argument as continuous and its second
argument as discrete. Then equation (5) can be
rewritten as
f_,(X, y)= fI (x, j)# (2y - j) (7)
j=- W
Let vk denote the subspace at level k of the 1 D
MRA (whereas the uppercase V is used for 2D
MRA) expanded by scaling function of #(t) -
Let wk be the subspace for the detail functions
at the corresponding level. The function
f_ (x, j) lies in the linear vector space v_1 . It
can therefore be split into 2 orthogonal
functions3 ); i.e. it can be expressed as the sum
of a function f (x, y) e-v and g (x, y) ,
from a_, (i,j) by filtering and downsampling
along i for a given j using the H filter. In the
same manner, b1 o (n) can be obtained by
decomposing a_ (i, j) along ] with the H,
filter. Therefore
f_, (x, j)= aj , (n)#O(x - n) +
(10)
Sb., (n) v (x - n)
Substituting (10) into (7) leads to
f_, (x, y)=I aj) (n)#(x -n)#(2y -j) +
1: 2ab1 0 (n)A(x-n)#(2y-j)
j=- n-o
By defining
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g1 (n, y) = a . (n)#(2y - j)
g-_,(n, y) = 1:bj. (n)#0(2y - j)
equation (11) can be rewritten as follows:
f,(x,y)= (x-n)+
n=-a
g-, (n, y) (x-n)
n=--oo
(12)
(13)
(14)
Like f (x, j) , the functions fI(n,y) and
g ,(n, y) are both in the linear vector space
v_, and are expressible as the sum of mutually
orthogonal functions as
fj(n,y)= A(n,y)+B0 (n,y)
g_.(n,y) = C. (n,y)+ Do (n, y)
(15)
(16)
where
(17)
(18)
A0 (n, y)=I ao (n, p)#(y -p)
B.(n,y)= Zb.(n,p)V(y-p)
CO (n,y)=Z co (n, p)#(y -p)
DO (n, y)= Zd0 (n, p)V(y -p)
(19)
(20)
The sequences ao (n, p) and b (n, p) are
obtained by decimating the sequences a1 0 (n)
alongj using the Ho and H, filters respectively.
Recall that a1 0 (n) is itself obtained by
decimating the rows of a (i, j) with the Ho
filter. Thus the sequence ao (n, p) is obtained
by first decimating a (i, j) along its rows with
the H filter and then decimating the columns of
the result with the same filter. The other
sequences are obtained in a similar fashion as
summarized in Table 1.
Combining everything results in
f_,(X,y)= ao (n, p)#(x -n)#(y -p) +
Z jab0 (n,p)#(x-n)V(y-p)+
Z j~ck(np)V(x-n)#(y-p)+
df-c-(21
(21)
Defining the following functions
(22)
(23)
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Table 1 Derivation of the a., bo , co, and d. sequences
Sequence Decimation Order Common Terminology
ao (n,p) Rows of a(i,I) with Ho followed by LL
columns of result with Ho
b (n,p) Rows of a(i,j) with Ho followed by LH
columns of result with H,
co (n,p) Rows of a(i,I) with H, followed by HL
columns of result with Ho
do(n,p) Rows of a(i,j) with H, followed by HH
columns of result with H,
LL = low-low; LH = low-high; HL = high-low; HH = high-high.
S,=/ WxV/(y) (24)
Finally, one obtains
f I(x, y)= ao (n,p) Soo(x -n, y -p) +
n=-=
b (n,p)S4 (x-n,y-p)+
Z Z 0c(np)S,(x-ny-p)+
d Zo(n4P)S0(x-ny-p)+
n---Cp=-
(25)
Obviously, the first term in equation (25) is
fo(x,y), whereas the other 3 terms make up
the detail functions. Recall that the functions
SOO , sow , S , and S, and their integer
shifts along x and y are all orthogonal to each
other. Thus f (x,y) is the sum of its
projections on four linear vector spaces rather
than only two, as in the ID case.
Let the detail functions corresponding to
coefficient sequences bo (n, p) , co (n, p)
and do(n,p) be called go (x,y)
ge0 (x,y) , and gdo (x, y) respectively. To
refer to the previous subspaces, let us adopt the
following nomenclature+ the low-resolution
approximation belongs to the subspace V3 or
Wa0 and the detail functions belong to
subspaces Wo , Wco, and Wdo respectively. 4).
For the low-resolution approximation and the
detail functions at some level k, the notation is
the same, with k replacing zero.
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Generalizing the previous result, one has
Vk_ =Vk Wbk Wk Wk
(29)
(26)
the repeated application of which yields
k- blk c,k E)E)dekwj=k (27)
E (Wk ( ,, Wd,)j=k
When k - -oo leads to the conclusion that
any 2D square integrable function can be
expressed as a linear combination of dyadic
translates and dilates of three 2D wavelets -
namely, So,, S , and S,:
f(x,y) =1(n~p)Sd2 x-nfy-p)+
ZjjEci(Pp)S(2-x-n,2y-p)+
ZEE dn,p)S 2*x-n,2-y-p)
k-- woon-op-m
(28)
Note that the formulation herein for the 2D
DWT is separable, i.e. the wavelets can be
expressed as the products of two 1D functions,
as in equation (1). This separable property also
implies that the scaling function #(t) is not
required to be the same. In other words, one
can have 2 separate scaling functions, for
When the datum of interest is a digital image,
say x(mn), an interpretation exists for DWT
operations that is similar to what was provided
for ID discrete-time signals. The given image
is treated as the sequence ao (m,n) of
equation (2). Subsequent levels of
decomposition are obtained by the 1D row-
column filtering described in Table 1. Because
it is the 1D approach separately being applied
to the rows and columns of the image, the
reconstruction follows lines similar to the case
of 1 D. Figure 1 shows the block diagram for a
one-level decomposition and reconstruction.
LL indicates that the image corresponds to the
subband obtained by low-pass filtering and
downsampling both the rows and the columns.
Figure 16 shows a three level decomposition of
an image using the Daubechies 4 (D4) filters.
Observe the similarity of the low-resolution
image to the original. In fact, this is a blurred
version of the original because it results from
low-pass filtering and downsampling latter. If
one observes the tendency of the other images -
the so-called detail images - to retain edge
information. In particular, vertical edges appear
in the LH images whereas horizontal appear in
the HL images. This is due to the high-pass
nature of the H, filters. And therefore,
obviously, diagonal components tend to appear
in HH image.
example, #A (t) and #2 (t) so that
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columns low-tow (appioximation)
r1s Alow-high (vertical detail)
Input image cjm3s high-ow (hoizontal detail)
-
high-high (diagonal detat)
(a) Filter bank structure for a 1-level wavelet decomposition
LL HL
LL -III HL-
Original Image L
LH HH LH HH
1 -Level Decomposition 2-Level Decomposition
(b) Resulting decomposition for 1- and 2- level wavelet decomposition
ia5p c nilidtum
-- Output magc
(c) Filter bank structure for a 1-level wavelet reconstruction
Figure 1 2D wavelet transform conceptual diagrams
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Figure 2 Decomposition at 3 levels
3. NEURAL NETWORKS
Neural Networks (NN) are complex
mathematical models that are nonlinear and
input-output mapping adaptive. NN offer
uniformity of analysis and design that make
them easy and efficient to use for problems
such as pattern recognition, optimization,
system modeling, and data compression,
among other applications (Haykin, 1999). In
general NN models are composed of
individual processing units called nodes. The
nodes are interconnected by links or weights.
A node connection arrangement may range
from full to sparse or locally connected. A
NN generally contains multiple layers of
nodes interconnected with other nodes of
same or different layers. These layers could
be an input layer, hidden layer(s), or an
output layer. The inputs to each layer and the
weights associated with the links are
processed by a weighted summation function
to produce a sum, which is subsequently
passed to an activation function and the result
from there is the output for that node. This is
illustrated in Figure 3. For more details about
neural networks the reader can refer to Bishop
(1995) or Haykin (1999).
Any NN has to be calibrated, or trained,
before its application. The training can be of
three types - supervised, unsupervised, or
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reinforcement type. Training is basically a
procedure of adjusting the NN weights to best
represent the problem solution. Supervised
learning may conceptually be thought as a
teacher having knowledge of the environment,
and that knowledge is gained by a set of
input-output pre-acquired data. When the NN
and the teacher are exposed to a training
vector drawn from that environment, the
teacher by virtue of its prior knowledge is
able to provide NN with a desired response
for that vector. By desired response is meant
that the set of weights are altered, and this
adjustment is carried out iteratively until the
NN emulates the teacher; the emulation is
presumed to be optimum in some statistical
sense using objective criteria. This way the
whole training data set is ingested and NN
trained, which is subsequently ready to deal
with the environment by itself. In this
research the backpropagation training scheme
is employed (see Appendix I for complete
description). In the unsupervised scheme
there is no external teacher to check on the
learning. Rather, provision is made for a
task-independent measure of the quality of
measurement that NN has to learn, and the
free parameters of the network are optimized
with respect to that measure. After the NN is
tuned to the statistical regularities of the input
data, it is ready for application. More
detailed information on NN calibration
procedures can be found in Haykin (1999).
In general, the advantageous characteristics of
the NN approach can be summarized as
follows: (1) the addressed problem or task
does not have to be clearly defined and it does
not require prior knowledge of the problem;
(2) one may not explicitly recognize all the
existing complex relationships as during the
training NN is able to form these relationships
(non-parametric method); (3) NN almost
always converges to an optimal (or sub-
optimal) solution and need not run to any pre-
specified condition; (4) no prior solution
structure is assumed or enforced on the NN
development; and (5) large amount of data
can be handled quite efficiently.
To determine the number of hidden layers in
the network, one needs to often make this
crucial decision by trial and error. In order to
get optimal results, if one increases the
number of hidden layers, one gets into a state
of "over fit" in which the network has
problems of generalization. The training set
of data will be memorized, making the
network ineffective when dealing with new
data sets.
There are several different types of NNs. The
more popular techniques employ the
Multilayer perceptron, which is gradually
trained with the backpropagation of error
algorithm; Recurrent Neural Network, which
is trained with recurrent algorithm (i.e.
implement feedback) depending on how data
are processed through the network.
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Figure 1 Iterative process of designing a Neural Network
4. PROPOSED ALGORITHM
Based on the theories of 2D DWT and NN
described in the previous 2 sections, the
algorithm developed in this study for edge
detection will be described step by step as
follows:
4.1 Multiresolution 2D DWT
Recall from section 2, Figure 1, that 2D DWT
will decompose an image into 1
approximation and 3 detail images for a
single level of decomposition. However, these
decomposed images are half-sized of the
original one while it makes more sense to
perform gradient and intensity computation
on the image of the same size as that of the
original image. Therefore, instead of using
synthesized filter banks structure as in Figure
I (c) to reassemble all decomposed images to
form a single reconstructed image, it makes
more sense to reconstruct an image from
every decomposed one using the same
concept to achieve its original size. The
process can be iterated for the case of
multistep decomposition. For the simplest
case, Figure 4 illustrates the block diagram of
these decomposition and reconstruction
process whereas an example of 1-level
decomposition is given in Figure 5. Note that
the picture illustrates the crack on a smooth
painted wall and the filter used in
decomposition and reconstruction is
Daubechies 43).
One might iterate the process of
decomposition to further levels to obtain
more images to create feature. But herein, for
the sake of simplicity, only 1-level
decomposition case is illustrated.
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(a) Original color indexed image
Figure 5 Example of 2D DWT technique application
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(b) Wavelet decomposed and reconstructed images
Figure 6 Example of 2D DWT technique application (continued)
4.2 Computing gradient and intensity
In 2 dimensional image, an operator for the
gradient can be defined as a mask operator
neighbored by 8 pixels as illustrated in Figure
7 which will in turn be expressed as:
Vf(x~y)= Zzf (x+i~y+)-f (x3)
(30)
where f(x, y) refers to the gray level
intensity on an image at pixel (x,y). The
term intensity I herein is referred to as
(31)f(xY)-aa=
200
501
100 0
150
200
250
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where p and a- denote mean value and
standard deviation of the intensity f (x, y),
respectively. In the image which has high
fluctuation of intensity level, one might
choose median value instead of mean value to
decrease the effect of the spiky nature of the
signal in the image itself.
The summary idea of this step is illustrated in
Figure 8. Corresponding to a crack image
used in 2D DWT example (Figure 5), the
decomposed images are further operated to
achieve feature images related to gradient and
intensity defined as in equation (30) and (31),
respectively. The result is shown in Figure 9
and Figure 10.
4.3 Neural network creadon and training
To create a multiplayer neural network, firstly
input and out put of the network must be
defined clearly. Here, the target will be the
image of known edge. This can be created
easily using MATLAB feature in MATLAB
Image Processing Toolbox). Corresponding
to the above examples, the edge image is
created based on Canny edge detecto) as
shown in Figure 11. Note that in the edge
image, it contains only 1 bit values, i.e. 0
(black) and 1 (white).
F e -1 M-1
-1 -1-1
Figure 7 Mask operator performing gradient operation
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Figure 8 Conceptual illustration of feature extraction method for automated system
Gradient of approximation Gradient of horizontal detail
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Figure 9 Gradient associated feature images obtained from 2D DWT
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Intensity of approximation Intensity of horizontal detail
50 100 150 200 250 50 100 150 200 250
Intensity of wrtical detail intensity of diagonal detail
50 100 150 200 250 50 100 150 200 250
Figure 10 Intensity associated feature images obtained from 2D DWT
Targ adgs hmpge nhrUd by Cany edgp detector
Figure 11 Target image obtained by Canny edge detector applying to the original image
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This edge image will be adopted as target for
the NN during training. The input of the NN
will be gradients and intensities of the
decomposed images obtained by 2D DWT
mentioned above.
However, adopting all the pixels on the image
to train the NN possibly causes the training
process to take long time due to a large
amount of computational load. To streamline
the process, this problem can be overcome by
noticing a characteristic of the output image.
Since the majority of the edge image is
generally the black pixels, i.e. background, it
Original Image
Sobel edge
detector
Edae Imeae
White (edge) pixels
Target =
LL
HL
is reasonable to sampling out only a set of
pixels that are representative for the entire
background and thus can truncate the number
of input set for training. This can be
accomplish by randomly selecting the
positions of the background on the edge
image and then pick up samples only at those
positions from the feature images, i.e.
gradients and intensities images of the
decomposed images. Meanwhile, all the
pixels related to edge should be included into
the input vector. A schematic block diagram
related to this method is then shown in Figure
12.
Gradient Intensity
+ Feefure f ={.Feafure
2 =
FeeUu+3={ 
+ Feetur94 ={
0A9.1.8.7,10,3 ,....7}
,2,9,10,7,4,8,6, .5}
.3.5,8,4.7.9,3,...., 11}
1,.7,11,6,4,7,6,... .,5}
.3,7,1,8.5,10,3....., 11
S.9,14,7,3,8,4....,4}
4.7.1,7,2,4,11I....1}
.1.7,12,7,5,7.4,,..,21
Black (background) pixels (only some points randomly selected)
Figure 12 Block diagram showing how to create target vector and truncate size of feature vectors
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However, it should be noted that the process
of random pick up the position of background
pixels on the target image should be carefully
conducted in order to prevent bias possibly
generated in the feature images when using
these positions to truncate the size of the
input features. A simplest example is shown
here using uniformly distributed random
number (Gaussian random number) to form a
vector of random position on the pixel.
Examples of distributions of gradient and
intensity at the selected positions are plotted
in Figure 13 and Figure 14. It can be seen
from this these plotted that the positions are
uniformly randomly selected. It is worth
noting that in the gradient histogram, only
plus value is on the histogram. This is
because of the definition of the gradient in
equation (30) that takes the absolute value of
the difference of 2 adjacent pixels. Also
another important result is that by randomly
selecting the background pixel from the target
image, one still obtains a uniformly
distributed value of both gradient and
intensity whose mean values locate near to 0,
the background color intensity itself.
Gr -UW A -mimation
I
0 2 4 6 8 10 12 14
Intensity *an Appximion
250-
200-
150 -
100-
U 50 -
-4 -3 -2 -1 0 1 2 3
Figure 13 Gradient and intensity distribution of the randomly selected
background pixels obtained from approximation image
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Figure 14 Gradient and intensity distribution of the randomly selected
background pixels obtained from horizontal detail image
LL Gredent
HL Gradient
LH Gradent
HfH Gradient
I fr edge
LL Intensy0 for on-ed
Oudut Layer(1 neurons)
HL Intensity
LH Intensity
HH Intensity
Input Laye
(8 neuwrons
Hkikden Layer
(M neurons)
Figure 15 Architecture of multilayer NN for defect detection for the case of 1-level DWT
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Now, one has completed data preparation for
NN, i.e. input and target output has been
already created. Architecture of the multilayer
NN for the simplest case, i.e. only 1-level
decomposition is conducted, is illustrated in
Figure 15. The activation function in each
neuron employed here is the log-sigmoid
function of 00 =0 defined as (see Figure 16).
0=h()
1.0
High-------------------
0.5
Low
h(I = 
I + e-Q '9)
(32)
The output layer consists of only I neuron
which will return the value of edge likelihood
of a pixel ranging between 0 and 1. The
closer to 1, the more likely a pixel is an edge
and vice versa.
Figure 16 The log-sigmoid activation function of equation (32)
In the example below, parameters for the NN
were set as in Table 2. The number of neuron
in the hidden layer is 30. Log-sigmoid
function is used for the activation function for
both hidden layer and output layer. The
network is then trained until 150 epochs. The
learning curve is plotted as in Figure 17.
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Table 2 Multilayer NN properties
Number of neurons in input layer 8 (4 for gradients, 4 for intensities)
Number of hidden layer 1
Number of neurons in hidden layer 30
Number of neurons in output layer I
Activation functions Log-sigmoid (for hidden and output layers)
Training epochs 150
Learning rule Back-propagation algorithm
100
101
10'
10,
Performance is 0.127425
0 50 100 150
Epochs
Figure 17 Performance of the NN during training
5. COMPUTATIONAL RESULTS
2 sets of test images are shown in Figure 18.
Note that after simulation, the output of the
NN is ranging from 0 to I due to the Log-
sigmoid activation function residing in the
output layer neuron whereas the desirable
output has only values 0 and 1. Herein 0.5 is
employed as thresholding level. The final
result of simulation of each case after
thresholding is then compared to the target
image generated by Canny edge detector as
shown in Figure 19.
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50 100 150 200 250
(a) Sample test image 1
50 100 150 200 250
(b) Sample test image 2
Figure 18 Original sample test images employed for NN testing
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(a) Comparison of target images and detected image in case of sample image 1
Detected surace crack Image Target edge Image generated by Sobel edge detector
(b) Comparison of target images and detected image in case of sample image 2
Figure 19 Detection results compared with target image (thresholding level = 0.5)
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Evaluation of detection result
A straightforward indicator to measure
validity of the detection method is to count
the number of misclassified pixels based on
the target image:
Number of misclassified pixels (x 000/o)
Number of total pixels
(33)
which, in this case, leads to results shown in
Table 3.
Or one might use the confusion matrix
defined as follows to identify the estimate the
error of classification.
A=1 K
N LK I K 22-
(34)
where:
K - numbers of edge pixels
recognized as edge (correctly classified)
KI2 - numbers of edge pixels
recognized as non-edge (misclassified)
Kc2 - numbers of non-edge pixels
recognized as edge (misclassified)
C22 - numbers of non-edge pixels
recognized as non-edge (correctly classified)
N - numbers of total pixels in the
image
Obviously from its definition, it is clear that
the idea of confusion matrix is more
informative. One can specify the source of
misclassification from this matrix and hence
useful for improvement of the classification
method. In this case, the obtain confusion
matrix of each sample image is listed in Table
3. The errors are approximately 10-13%.
From the obtained confusion matrix, it is
perspicuous that the majority of error source
lies in misclassification of non-edge pixels as
edge pixels rather than the opposite way. One
approach to overcome this problem is
possibly to increase the level of thresholding.
This will in turn reduce the number of
background pixels which are misclassified as
the edge. The other way could be, instead of
using gradient mask operator defined in
Figure 7, only the maximum intensity value
inside the mask (window) will be picked up.
This will in turn slimming the edge obtained
from the detection. (see more detail in Future
Study section)
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Table 3 Changes in error when changing the thresholding level for test set 1
Sample image E (%) K11  K12  K21 K2 2
1 13.01 5055 2568 6538 51375
2 10.97 1417 2905 4285 56929
6. EXAMPLES OF APPLICATIONS
Mammogram
A mammogram is a low dose x-ray of the
breast. It is used to find cancer and other
problems in the breast. A mammogram is the
most sensitive diagnostic test available for
(a) Normal
early detection of breast cancer.
Mammography can detect breast cancer
tumors up to two years before they can be felt
during a physical breast examination.
The edge detection would help to find the
tumor from the x-ray image. (see Figure 20
for the normal and cancerous x-ray)
(b) Cancerous
Figure 20 Examples of mammogram images
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Here 2 sample cancerous images were tested
using the trained NN obtained in the previous
section. (see Figure 21 for the images) The
detection results with thresholding level of 0.5
are compared with the results from Canny
edge detector in Figure 22. It is clear that in
both cases, the positions of the tumors are
correctly identified whereas unnecessary
details are not recognized as edges. Unlike in
the case of results obtained by Canny edge
detector in which all the irrelevant information
or any point-wise jump in gradient will be
recognized as edge, the proposed image is
robust to these noises and thus performs better
in this case. The qualitative error of detection
in each sample test is given in Table 4.
(a) Sample image I (b) Sample image 2
Figure 21 Original sample mammogram images with tumor positions
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(a) Comparison of target images and detected image in case of sample image 1
Detected tuwor meak me Tuget tWMw iuge gun Wied by Sbel edge detector
(b) Comparison of target images and detected image in case of sample image 2
Figure 22 Detection results compared with target image (thresholding level = 0.5) (continued)
Table 4 Error in detection of each sample test
Sample image
2
Error (%)
6.63
17.01
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One should note from Table 4 that although
the error of detection in the case of sample
image 2 (17.01%) is high, it does not imply
the inferiority of the proposed method against
the Canny method. This is because the base for
error assessment is the edge image obtained by
Canny edge detector which turned out to over-
recognize the edge detail in the images. In that
sense, the proposed method is more robust in
the case in which both detection and
recognition of edge information tasks are
required. This ability will be emphasized again
in the next example of application, i.e. defect
detection problem on a smooth surface.
Surface defect detection
Similar to the case of mammogram image, the
problem of surface defect detection falls into
the edge detection category. Defects or cracks
are counted as a sudden jump in gradient
information and are mostly difficult to detect
using traditional image processing method
because of existence of excessive noises. Thus,
in most case, it requires further recognition
task after edge detection has been done to
extract basic information out of the images.
However, this problem can be circumvented or
relieved by introducing the proposed method
in this study into the detection scheme. For
example, given sample images as in Figure 23,
which have cracks appear obviously on
smooth surfaces. Employing the NN trained in
the previous section, the detection results are
compared with the target images obtained by
Sobel edge detector in Figure 24. Detection
error of each sample case is given in Table 5.
(a) Sample crack image I (b) Sample crack image 2
Figure 24 Original sample crack images
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(a) Comparison of target images and detected image in case of sample image I
Detected awba crack b TaOWt ede WeeertuMed by Bbel ed. detector
(b) Comparison of target images and detected image in case of sample image 2
Figure 25 Detection results compared with target image (thresholding level = 0.5)
Table 5 Error in detection of each sample test
Sample image Error (%)
1 3.17
2 3.06
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In the case of defect detection, the errors
developed in the detection are relatively small
(approximately 3%) when compared to the
case of mammogram images. This is mainly
because the target images are obtained by
Sobel edge detector which is less efficient than
the Canny but adequate in this application.
The detection quality might become very low
if excessive noise exists in the image as shown
in the case of mammogram. In such cases, it is
obvious that the proposed method will be
more suitable and more efficient.
8. FUTURE STUDY
Based on the obtained results in this study, the
proposed method detection quality can be
improved by using a mask operator that picks
up only maximum intensity in each window
instead of using the one defined in Figure 7.
This will result in slimmer edge and less
excessive misclassified pixels since the feature
image will consist of less fuzziness in large
gradient pixels. (see Figure 9)
7. CONCLUSIONS
APPENDIX 1
In this study, a new method for edge detection
based on wavelets and neural networks has
been proposed. Employing the characteristics
of neural networks, i.e. they are used for their
ability to learn from one image and then could
be readily applied to other images. Thus the
combination of the two approaches would
provide better understanding of any images.
Input Hidden layer (1)
Multi-layerperceptron
Here the following should be noted.
Output layer (2)
x.,O K-n
Figure 1 A Two Layered Perceptron Network
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* xo is permanently set to -1.0 for the
bias parameter wo.
* The weight vector w exists for each
class Ck and is a n dimensional vector.
* j= wTx (inner product that serves as
the argument to the activation
function.)
* Activation Function g(a): The logistic
sigmoid function such that
g(a) =1 when a > 0
g(a) =0 when a< 0
* wji ( refers to the weight in layer (L)
connecting the ith node of the (L-1)th
layer to the j th node of the Lth layer.
* The same number of hidden units (n)
were chosen for the hidden layer.
Algorithm:
(Training of Weights)
Step 1. Initialise wjiL - the weight vector for
each class Cj of layer L.
Step 2. Start iteration, ii = 1, 1000 (say)
Step 3. Forward Propagation:
i) Pick a training data Xtmin
ii) Compute aj at hidden layer for
each of the hidden nodes as
aj= 7- wji0 Xi
iii) Compute activation g(aj) for each
node as,
g(a j) =
I + ea
iv)
v)
Set zj = g(aj) at the hidden layer
Compute ak for each output node
as
ak=- wji(2) zi
vi) Compute the output activation Yk
using the activation function as in
step iii). (Yk= g(ak))
vii)Compute the error signal ek for
each output node as
ek = Yk- tk
where tk is the target value for
class k (i.e. if xtrin belongs to
class k then tk is 1.0. It is zero for
the other classes). Summing up
squares of ek over k and then
halving gives the value of the
error function E at iteration i.
E = 3 ( )2E=-Z(yk -tk)
2 k=1
Step 4. Backward propagation (Computing
local gradients at each node)
i) Compute 6k at each output node. It
is the same as the error signal ek.
ii) Back propagate 6 s to the hidden
layer as
3
6; =z (1-z)Ewkj (2)5k
iii) Compute the derivative of the
Error function for the Is and 2nd
layer as
aE 9
a 1w.. I'
OWj k j
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iv) Update the weights by an
increment (at each layer) Awji as
A%=- 1 xi
and Awkj = - 116 zj
OR apply a suitable gradient
scheme (conjugate gradient,
incremental gradient or memory
less quasi Newton method) to
update the weights
Step 5. Repeat steps 3 to 4 till the Error
function value minimizes.
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