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INTRODUCTION 
One of the most powerful techniques for solving optimization problems is 
Bellman’s dynamic programming. This technique is very versatile and it 
can solve, at least in principle, many important optimization problems. 
However, because of the dimensionality difficulties, only problems with 
a relatively small number of state variables have been solved, Various 
techniques have been proposed to reduce the dimensionality difficulties. 
Some of these techniques are the use of Lagrange multipliers, the use of 
orthogonal polynomials, the use of successive approximations, and the 
state increment dynamic programming [l, 21. Except the last technique 
which has been applied to optimal control problems with continuous inde- 
pendent variables, all the other techniques have proven to be satisfactory 
in only a few cases. It should be noted that most of these techniques are 
trading computation time for computer memory. Thus, the use of these 
techniques will increase the required computation time. 
The quasilinearization technique has been shown to be a useful tool 
for overcoming the boundary value difficulties in the classical variational 
methods [3]. In this paper this technique is used to overcome the dimension- 
ality difficulties in dynamic programming. Bellman and Kalaba [4,5] have 
shown that if the equations governing the transformation of the process 
are linear, a reduction in the dimensionality of the problem can be obtained. 
Since nonlinear equations can be linearized by the quasilinearization tech- 
nique, a combined linearization and iteration scheme can be obtained. By the 
use of this scheme, the dimensionality of the functional equation of dynamic 
programming can be reduced to one in most cases. 
The advantage of this combined technique is that both the computer 
memory requirement and the computation time are reduced. In one example 
a three-dimensional problem is solved as a one-dimensional problem by this 
combined technique in one minute. If this problem were solved as a three- 
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dimensional problem without linearization, computation time of the order 
of hours would be required. 
Since the problem is linearized before optimization, the linearity difficulty 
arises. This is caused by the fact that a linear optimization problem has no 
internal optimum. This linearity difficulty is overcome by partially recovering 
the nonlinearity of the original equation using a nonlinear function of the 
control variable. 
A MULTISTAGE OPTIMIZATION PROBLEM 
Consider the problem of maximizing the following nonlinear objective 
function 
fq4(q, %(q, a-*, %@)) (1) 
over the control variables w, which are related to the state variables v by 
means of the nonlinear difference equations 
.fi(Q - 1),-v %(~ - 1); M4..., %z(~); w&),..., f%(4) = 0 
i = 1, 2,..., m; n = 1, 2,..., N 
with initial conditions 
(2) 
Vi(O) = WjO, i = 1, 2,..., m (3) 
where M < m, and v and w are m-dimensional vectors. In addition, the 
problem must satisfy the inequality constraints 
Wi,min < Wi(n) < Wi,maX 9 i = 1, 2 ,..., m. (4) 
It should be noted that the above optimization problem is fairly general. 
It can be generalized easily to the case where an integral or summation is 
optimized [3]. 
If the functional equation of dynamic programming is used to maximize 
the problem represented by Eqs. (1) through (4), a problem involving the 
computation and storage of functions of m variables must be solved. Even 
if m is not a large number, say m = 3 or 4, the dynamic programming 
technique still cannot be used conveniently to solve this problem due to 
the dimensionality difficulty. However, if the transformation equations, 
Eq. (2), are linear, a reduction in the dimensionality of the problem can be 
obtained. Since the quasilinearization technique or the Newton-Raphson 
type formula solves the original nonlinear equations through a series of linear 
equations by iterative linearization [3], a combined scheme using the Newton- 
Raphson type formula and dynamic programming can be used to reduce the 
dimensionality difficulty. 
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RECURRENCE RELATIONS 
In order to obtain a reduction in the dimensionality of the problem, 
Eq. (2) must be linearized. In this linearization, both the state variable and the 
control variables must be considered. Equation (2) can be linearized by the 
following equation 
fi(V& - I), V&Y wk(n>) + f h’j.k+~(~ - I) - “L’b - I)] avj($: 1) 
j=l 
+ f [v’i,k+dn) - Q&)I $ + 5 [Wi.k+dn) - f+k4 -%-- = 0 
j=l j=l awj(n) 
i = 1, 2 ,..., m, (5) 
which is obtained from Taylor series with second and higher order terms 
neglected. In vector form, Eq. (5) becomes 
f(vk(n - I>, Vkbh Wk@)) f Jrb.dVk+& - 1) - Vk(n - I)] 
+ J,dv~+&O - v&l1 + Ja~w~+l(4 - w&91 = 0, (6) 
where J, and J, are Jacobian matrices with respect to v and w, respectively. 
Jvw = 
afi 
avl.k(n) 
?ifi 
Wk(n) 
. . . 
afm afm 
4, k(n) aw2,k(n) 
vl 
avm, kb) 
afm 
avm, k@) 
(7) 
If we consider the variables with the subscript K as known and as obtained 
from the previous iteration, Eq. (6) re p resents a set of linear equations with 
v~+~ as the unknown variables. Thus, Eq. (6) can be represented by 
where 
and 
vk+dn) = A(n) vk+l(n - 1) + P(n), 
44 = -EJ~dl J.(n-1) 
(8) 
(9) 
P(n) = ~vdl[J,(n-G'~(~ - 1) + hG'&) 
-J&‘k+l(n) - wk(n)j - f(vk(n - 1)~ vk(‘$ wk(n>)l, (10) 
where A(n) is an m x m matrix and p(n) is an m-dimensional vector. Notice 
that the matrix A is independent of the control variable wR+r. However, 
the vector p is a function of the control wk+r . With a given set of values 
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for wl~+~ , % (8) can be solved for the unknown vk+r . This solution can be 
obtained by repeated application of Eq. (8) with n = 1,2,..., 12 
vc+dn) = 44 A@ - 1) * * * A(1) vx+l(O) 
+ A(n) A(n - 1) . . . A(2) p(1) 
+ A@) A(n - 1) * * . A(3) p(2) 
+ A(n) A(n - 1) P(H - 2) 
+ 44 PC” - 1) 
+ p(n), (11) 
where vk+r(0) can be considered either as the given initial conditions or 
as the arbitrary constants which are to be chosen to fit the specified conditions. 
Equation (11) can be put into the following form 
~~+~[n] = (4 A(@ - 4) vk+do) 
which is very similar to the analytical solution of a system of first-order 
linear differential equations except that integration is replaced by summation. 
The first term on the right-hand side of Eq. (12) is the solution of the 
homogeneous equation 
vk+dN = 4) VK+& - 1). (13) 
The coefficient of the second term represents the Green’s function in this 
discrete case. Notice that the order of multiplication must be perserved and 
the product n is defined as 
n-1 
n A(n - S) = A(n) A(n - 1) **a A(2) A(1). 
S=O 
(14) 
Equation (12) can be used to calculate the state vector vk+r provided that 
values for the control and state variables of the previous kth iteration are 
available and values for wk+r are obtained by some optimization calculations. 
Notice that at n = N, the first term on the right-hand side is a constant. 
Thus, at n = N Eq. (12) can be written as 
N-l 
vk+dN) = c + c KW - 4 P(N - $1, 
S=O 
(15) 
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where 
N-l 
c = n A@' - 4 vle+dO) (16) 
.%=O 
and 
K(N - s) = Ng; A(N - I)( F A(N - j,)-‘. (17) 
j=s 
Equation (15) can be written as 
%+1W = ci + z ( pm - S)PP - 4) i 7 1, 2 ,..., m, (18) 
where ci and kij are the elements of the vector c and the matrix K, respectively. 
It should be emphasized that c and K are functions of the variables vk which 
are known and fixed only when the results of the previous iteration have been 
obtained. The vector p is functions of vlc , wk , and w~+~ . Notice that c is 
independent of the control variable w~+~ and only p is a function of wkil . 
PARTIAL REDUCTION IN DIMENSIONALITY 
We have frequently emphasized the fact that c is independent of the control 
variable w~+~ . Now we wish to use this fact to reduce the dimensionality 
of the functional equation of dynamic programming. Since c is independent 
OfW+1r the constants c can be considered as the new initial conditions of the 
problem replacing the original given initial conditions -r~rO, i = 1,2,..., m. By 
using this new initial condition, the dimensionality of this problem can be 
reduced to M. After k iterations, Eq. (1) can be written as 
Substituting Eq. (18) into Eq. (19), we have 
+ z( Fl MN - s) P,W - 4)) . 
(19) 
(20) 
The problem now becomes the maximization of Eq. (20) subject to the 
constraints of Eq. (4) with the initial conditions c1 , ca ,..., cM . 
409127b6 
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The maximum value of Eq. (20) depends only on c, , c, ,..., cM , and N. 
Note that if the explicit solution, Eq. (18), were not used, the maximum 
value of Eq. (20) would depend on c, , ca ,..., c, and N. We have reduced the 
dimensionality from m to M. 
Since the maximum value of H depends only on the values of c, , ca ,.,., CM 
and the number of stages N, let us define 
g&1 ,c2 ,*-*, cM) = the maximum value of H for an N-stage process 
where the starting state is c, , c2 ,..., cM . 
Thus 
where (wk+r(n)} denotes the sequences w,+,(l), wk+42),..., wkfl(N). Applying 
the principle of optimal&y, we have 
g&1 , c2 ,‘.., cl + f h,,,(1)$‘9(1)~*-~ cM 
j=l 
+ f k,,(l)~,(l))) , N = Z3,..., N. (22) 
j=l 
For a one-stage process, we have 
(23) 
We have reduced the dimensionality of the problem from m to AZ. It should 
be emphasized that the functions K and p and the constant c are functions 
of the iterations and thus they are different for different iterations. We have 
omitted the subscript k or k + 1 from these variables for simplicity. Now 
the problem is reduced to the computation and storage of functions of 
M variables. If M is equal to one or two, the above scheme can be used to 
overcome the dimensionality difficulty of the problem. 
Instead of using the original given initial conditions and the original states 
v, we have introduced a new set of states, c, which will be referred to as the 
dummy state variables. The important point to observe is that these dummy 
state variables have a set of given initial conditions which are independent 
of the control variables and only depend on the result of the previous iteration. 
The computational procedure can now be summarized as follows 
1. Estimate a reasonable set of the decision variables w(l), w(2),..., w(N). 
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2. Calculate the state vectors v(n) from Eq. (2) for all stages of the system 
and use these values to calculate the matrix A(n) and the vector p(n) as 
defined by Eqs. (7), (9), and (10). 
3. Obtain an improved set of decision variables, w(l), w(2),..., w(N), by 
the functional equations, Eqs. (22) and (23). 
4. Repeat steps (2) and (3) until the required accuracy is obtained. 
Dynamic programming is used to obtain the improved set of decision 
variables in step (3). T o solve the functional equations, Eqs. (22) and (23), 
the feasible ranges of the values of c1 , ca ,..., cM must be known. Since these c 
variables are newly introduced ones and do not have any particular physical 
significance, the probable ranges of the values of c’s are most probably 
unknown. However, approximate values of c can be obtained by solving 
Eqs. (2) (7) (9), and (lb), using the values of the control variables given in 
step (1). 
FULL REDUCTION IN DIMENSIONALJTY 
If M is a fairly large number, the above algorithms cannot be used to 
overcome the dimensional&y difficulty. However, a further reduction of the 
dimensionality to unity can be obtained by linearizing both the transformation 
equations and the objective function. Consider the problem of maximizing 
the objective function 
ew), %(WY, %dm (24) 
which is a function of the final values of all the state variables. Equations (2) 
to (4) remain unchanged. No reduction in dimensionality can be obtained if 
the approaches discussed above are used. However, if we introduce an 
additional state variable, v,+r , defined by 
%+1(4 = dwa n = 1, 2 ,..., N. 
The transformation equation for this additional state variable is 
v,+dn) - v,+dn - 1) + +(W> - $(v(n - 1)) = 0 
with initial condition 
%+1(O) = sw3) = W”) 
the function to be maximized becomes 
W%+dW = %+1(N)- 
(25) 
(26) 
(27) 
(28) 
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The problem now becomes the maximization of Eq. (28) subject to the 
constraint of Eqs. (2), (4) and (26). Equation (26) is considered as a trans- 
formation equation parallel to Eq. (2). Since H is a function of one state 
variable only, a functional equation with a dimensionality of one can be 
obtained if the above linearization scheme is used. However, we must 
linearize the m + 1 equations represented by Eqs. (2) and (26). Note that in 
order to use this approach, the functions represented by Eqs. (2) and (26) 
must be differentiable. Since we can reduce a general m dimensional problem 
into a dimensionality of one and also since the quasilinearization technique 
converges quadratically to the correct solution, a considerable amount of 
computation time and computer memory can be saved. 
SEPARATE NONLINEAR CONTROL FUNCTION 
It should be noted that Eq. (8) would be still linear even if the control 
variables appear nonlinearly in the term p(n). However the control variable 
wk+r must not appear in the matrix A(n). In other words, the vector c must 
be independent of the unknown control variable wk+r . Thus, if the control 
variable w appears nonlinearly by itself in Eq. (2), these nonlinear control 
variable terms need not be linearized. For example, instead of Eq. (2), let us 
consider the following nonlinear difference equation 
Fi(v(n - I), v(n)) + G(w(n)) = 0, i = 1, 2,..., m (29) 
with Eqs. (I), (3) and (4) unchanged. Since the control variable w(n) does not 
appear in the function Fi , only the state variable v need be considered for 
linearization. The linearized difference equations are 
G(w~+, (4 + F(v& - 11, v&Q) + J,cn,h+d4 - vd~ll 
+ Jvw [v,+,(n - 1) - Y& - 111 = 0. (30) 
The coefficients A and p in Eq. (8) become 
44 = -EJvdl Jrcn-1) (31) 
p(n) = Uvdl [JJ,(n-IF& - 1) + hw&) 
- G(wc+,W) - W& - l>, Y&NI. (32) 
Notice that the unknown control variable ~~+~(n) appears nonlinearly in the 
term p(n). However, Eq. (8) with A and p defined by Eqs. (31) and (32) is 
still a linear difference equation and its solution can still be represented by 
Eq. (12). Thus, the procedure to reduce the dimensionality can also be applied 
to Eq. (8) with A and p defined by Eqs. (31) and (32). 
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LINEARITY DIFFICULTY 
It is obvious that the full reduction in dimensionality will not work due to 
the linearity difficulty. Since we linearized both the objective function, 
Eq. (24) and the transformation equations, Eq. (2), the optimization problem 
becomes completely linear. A linear optimization problem has no optimum 
if there is no constraint on the control variable. For the problem represented 
by Eqs. (2), (3), (4), and (24), the optimal values of wi would always be against 
the constraints, Eq. (4), if Eqs. (2) and (24) were linear equations. Since we 
wish the iterative linearization scheme to converge to the solution of the 
original nonlinear problem, and also since we know that the control variables 
will always be against the constraints after linearization, the scheme will 
never converge to the desired solution. 
It should be noted that the case of partial reduction in dimensionality 
also has linearity difficulty. This is especially true if the objective function is 
nearly linear and the transformation equations are highly nonlinear. Computa- 
tional experiences have shown that for a large number of problems the 
optimum of the original nonlinear problem cannot be obtained by directly 
using the above linearization scheme. This is caused by the fact that in 
obtaining the linearized equations, only the first-order derivatives have been 
used and the second and higher derivatives have been omitted. 
REFORMULATION OF THE PROBLEM 
In order to overcome the linearity difficulty, let us examine the linearization 
scheme more carefully. As has been discussed earlier, Eq. (8) would still 
be a linear equation even if the control variables appear nonlinearly in the 
term p(n). However, the control variable w~+~ must not appear in the matrix 
A(n). This is because we wish to make c in Eq. (16) independent of wlc+r .
In other words, c must be a set of known constants before the start of the 
current (k + 1)st iteration. 
The above discussion suggests that if we could recover the nonlinearity 
of the original equation by the use of a nonlinear function of the control 
variables and add this function to the objective function obtained from 
the linearized equations, the linearity difficulty may be overcome. Let this 
nonlinear function be 
(33) 
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Equation (22) becomes 
+ f h!fmw) + %%+1w) N = 2, 3,..., N 
i=l 
(34) 
and Eq. (23) becomes 
Bl(Cl , c2 9***, cl : Q,(l),..., CM 
j=l 
This nonlinear function R must possess two properties. The value of R 
must approach zero as the iterative calculation approaches the solution of 
the original nonlinear problem so that at the optimum Eqs. (34) and (35) 
reduce to the original functional equations, Eqs. (22) and (23). The second 
property is that it must have second derivatives of the proper sign and 
sufficient magnitude to recover some of the nonlinearity property of the 
original problem so that the iterative scheme converges to the desired optimum 
of the original nonlinear problem. A suitable function for R is 
Fl Rhc+&)) = S $ (w&4 - ww(nN2, (36) 
where S is a positive parameter in a minimization problem and a negative 
parameter in a maximization problem. The magnitude of S will affect the 
rate of approach to the optimum and should of course be chosen so that the 
rate of approach to the optimum is as rapid as possible. Notice that the 
function R as defined by Eq. (36) approaches zero as the results of the 
(k + l)st iteration approach the results of the kth iteration. 
In order for the procedure to converge, a proper value of S must be used. 
In actual calculations, it was found convenient to use different values of S for 
different iterations. The actual value of S used in each iteration is obtained in 
the following manner. For the first iteration an arbitrary value of S = 1 is 
assumed. This value of S is used as long as the profit in the current iteration 
is the same or better than that obtained in the previous iteration. However, 
the value of S is doubled in the next iteration if we find that the profit in the 
current iteration is worse than the profit in the previous iteration. 
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CONTINUOUS SYSTEMS 
Using the general form of solution for linear differential equations, the 
approach can be easily extended to continuous systems. Consider the problem 
of maximizing the function 
JMtf), %(ttL %f(ffN (37) 
over the control variables z(t), which are related to the state variables x by 
means of the nonlinear differential equations 
fg = fi(X, 2) i = 1, 2,..., m 
with initial conditions 
Xi(O) = xi0 i = 1, 2,..., m (39) 
where M<m, O<t<f,, and x and z are m-dimensional vectors. In 
addition, the problem must satisfy the constraints 
%.min G xi(t) < %.max i = 1, 2 ,..., m. (40) 
Applying the generalized Newton-Raphson formula, Eq. (38) can be 
linearized into the following form 
dxi k+l 
dt = fi(xk ) zk) + f (Xj.k+l 
i=l 
- %‘,k) g (xk > 2,) 
3 
+ f (‘%k+l - %.k) 2 cxk 7 zk> i = 1, 2 ,..., m. (41) 
j=l 3 
In vector-matrix notation, Eq. (41) becomes 
dXk+, 
- = f(xk ) zk> + J&k , zk)(xk+l - Xk) + J&k , zk>(zn+l - Zk). dt (42) 
Let 
44 = J&G > z,) (43) 
t’@> = f(xk , zk) - Jx(Xk Y zk) xk + Job , Zk)(Zk+l - Zk), 
Eq. (42) becomes 
w 
+ = A(t) xk+l + p(t) (45) 
with initial conditions 
xk+l(o) = x0. (46) 
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Equation (45) is a system of first-order linear differential equations with 
variable coefficients. Although the complete solution of this equation cannot 
be obtained analytically, the general form of the solution of this linear 
equation is well-known and can be expressed as follows 
x*+,(t) = X(t) x0 + 1; w> x-w PW & (47) 
where X(t) is an m x m matrix and is the solution of the matrix equation 
dX 
dt = A(t) X 
with initial conditions 
X(0) = I, 
where I is a unit matrix. At t = tf, Eq. (47) becomes 
(48) 
(49) 
where 
c = X(t,) x0 
K(s) = X(tr) X-‘(S), (50) 
and c is an m-dimensional constant vector and K(s) is an m x m matrix. 
Equation (49) can be rewritten as 
~t.lc+dM = ci + ,r ($ b(s)Pj(s)) 4 i = 1, L., m. (51) 
Using Eq. (51), Eq. (37) becomes 
Note that c depends on the homogeneous solution of Eq. (45) only and is 
independent of the nonhomogeneous term p(t). Since the homogeneous 
solution X(t) is independent of the control variable ~~+~(t), he value of c is 
independent of the control variable zk+,(t) and is fixed once X(t) and x0 
are known. Thus, in establishing the functional equation of dynamic pro- 
gramming only c1 , c, ,..., cM , which appear in Eq. (52), need to be considered. 
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Define 
(53) 
where the maximization is executed by choosing the proper values of z over 
the interval (a, tr). 
Since the process is nonstationary, we have fixed the final time tt . A family 
of processes with different starting points will be considered. Essentially 
we regard a as a variable in the interval (0, t,) and c as the independent 
variables constituting the new state which replaces the original state x0. 
Applying the principle of optimality, we obtain the desired function equation 
+ ja+” ( -f kMj+) pi@)) & a + d)) - (I j=l (54) 
The terms under the integral sign may be approximated by 
i = 1, 2 ,..., M. (55) 
Equation (54) becomes 
AC, 3 c2 ,*-*, CM 9 4 = pz) g 
if 
Cl + f M4Im> 4.-,CM 
j=l 
+ f ~Mj(4P,W A, Q + d)) * 
j=l 
To obtain the final condition for Eq. (56), observe that if the process had 
zero duration at a = t, , then the maximum value of Eq. (52) would be 
equal to zero. Thus 
g(c1 , 52 ,***, c, , tf) = 0. (57) 
Note that we have divided the duration of the process tf into small intervals 
of d width. Let t, = Nd, then a = 0, rl, 24 ,..., Nd. Thus, Eq. (56) can be 
solved in a backward recursive fashion starting with the known final condition, 
Eq. (57), at a + d = t, . 
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We have reduced the dimensionality of the problem from m to M. Again 
it should be noted that the functions c, K(s) and p(s) are different for different 
iterations. The computational procedure for the continuous system is 
essentially the same as the one outlined before. 
Following the approach used for discrete systems, a further reduction 
of the dimensionality to one only also can be obtained for continuous systems. 
Consider the problem of maximizing the function 
&4f)~ xs(~fL %&>)* 
Let us introduce a new state variable, ~~+r(t), defined by 
(58) 
%+l(q = &(x(t)) 0 < t < G (59) 
Differentiating Eq. (59) with respect to t, we have 
dx m+1 - m &(x(t)) dxi c dt i-1 axi _ f wm dt - i=l axi h(x(t), z(t>)* (60) 
The initial condition is 
If we consider Eqs. (38) and (60) as the system of differential equations, 
the objective function, Eq. (37), becomes a function of one variable 
If the algorithms obtained previously are used, a problem with a dimen- 
sionality of one is obtained. This is a significant reduction in terms of 
computational requirements. Obviously the technique discussed above for 
overcoming the linearity difficulty can also be used in the continuous case. 
EXAMPLES 
INVENTORY AND ADVERTISEMENT SCHEDULING. The combined technique 
has been applied to an inventory and advertisement scheduling problem. 
The diffusion model is used [6]. Consider a group of people in which only 
certain members possess certain information about a firm’s product. Suppose 
that the total number of persons in the group under consideration remains 
constant and that the diffusion of information occurs only through personal 
contact. Let 
K(0) = K, = number of informed persons at time to 
L = total number of persons in the group 
c = contact coefficient, the number of contacts made by one 
informed person per unit time. 
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Then the number of informed persons at time t, K(t), can be obtained by 
solving the following differential equation 
___ = cK(t)[l - 91 , dK(t 1 
dt (63) 
where K(t)/L represents the proportion of informed persons at time t and 
[l - (K(t)/L)] represents the proportion of uninformed persons. Notice that 
only constacts with uninformed persons increase the number of informed 
persons. 
Suppose next that the firm can influence the number of contacts by 
advertising. In particular, it can increase the number of contacts made by an 
additional number 0 per unit time. Equation (63) becomes 
___ = (c + O(t)) K(t)@ - 9, . dW 
dt w 
If each successful contact increases the sale of one unit of the firm’s 
product per unit time and if Q(t) represents the sale at time t, we have 
m= 
dt (c + e(t)) Q(f)( 1 - q, - 
The rate of change of inventory is represented by 
(65) 
where x is the inventory. The production rate P is assumed as 
P(t) = a + bt. (67) 
We wish to maximize the following net profit 
ST = I* [cQQ(t> - cdc, - x(t)>’ - WQI 4 (68) 
0 
where Co is the revenue from sale of one unit of product, C1 is the inventory 
carrying cost, and C, can be considered as the capacity for the storage of the 
inventory. The last term is the advertising cost. 
The above equations can be reduced to the following difference equations. 
44 = x(n + 1) + [P(n) - Q(n)] At 
Q,(n) = Q,(n + 1) + Q,(n + l)[c + e(+i[l - qy At 
sT = 5 [CQ%) - c,(cc - X(n)>2 - c,e(n)!i?(n)l At9 
?L=l 
(69) 
(70) 
(71) 
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where the stage has been numbered backward. Introduce an additional state 
variable y, we have 
y(n) = y(n + 1) + [&Q(n) - C,(C, - -W” - GW Q(n)1 At. (72) 
The problem now becomes the maximization of the final value of y, 
y(N), subject to the constraints of the three performance equations, Eqs. (69) 
(70), and (72). This problem has been solved as a one-dimensional problem 
using the combined procedure discussed in the previous sections. The 
numerical values used are 
c, = 50 
c, = 0.15 
c, = 1.5 
L = 150 
a = 70 
T=l 
b = 100 
c=2 
cp = 10 
x(N) = 20 
Q(N) = 20. 
(73) 
In addition, the following inequality constraint is assumed 
e(n) 6 6. (74) 
With N = 5 and with the following initially assumed decision variables 
etn) = 2, n = 1, 2 ,..., 5. (75) 
The following optimal decision sequence was obtained in six iterations 
with less than five minutes computation time on the IBM 360150 computer. 
e(5) = 6 
e(4) = 6 
e(3) = 0.1 
e(2) = 0 
e(i) = 0, 
where the stage is numbered backward. Thus, e(5) is the decision for the 
first stage. The maximum profit obtained is 501. This problem was also 
solved by the straight forward dynamic programming algorithm as a two 
dimensional problem, approximately over ten minutes computation time was 
needed to obtain the solution. 
CROSS-CURRENT ESTRACTION. The cross-current extraction problem 
was solved by the combined dynamic programming and quasilinearization 
technique. The performance equations are [7]. 
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q(n - 1) + w(n) - q(n) - u(n) = 0 (76) 
q(n - 1) xl& - 1) - q(n) x&) - 44 XE(4 = 0 (77) 
!?(n - 1) YE@ - 1) - d4 Y&4 - a(4 YEW = 0. (78) 
A mixture containing A and C is to be extracted by the solvent B. x and y 
represent the concentrations of C and A, respectively. The raffinate and 
extract streams are represented by symbols with subscripts R and E, respec- 
tively. The extract stream has an inlet flow rate w of pure solvent B and an 
outlet rate u. The raffinate flow rate is represented by q. The variables 
yR , YE, and xz in the above equations can be eliminated by using the 
equilibrium relationships 
yR = a + bXR + CXR2 (79) 
YE = d f exR +fxiv2 (80) 
xE = g + hxR j- iXR2 +jxR3. (81) 
The equilibrium relationships used in a previous paper [7] are used in the 
present calculations. The quantity to be minimized is 
#J = q(N) XRP) + 5 Ma 
tl=l 
(82) 
which corresponds to the maximization of the quantity 
f [+) xE(71) - hw(@l, 
where )r is the Lagrange multiplier. The problem is to minimize Eq. (82) 
subject to the constraints of Eqs. (76) to (81). Since ye , YE, and XE can be 
eliminated by using Eqs. (79) to (81), the problem has three state variables, 
xR , q and U, and one control variable, w. If this problem were solved by the 
straightforward dynamic programming algorithm, a three dimensional 
problem must be solved. 
This problem was first solved as a two-dimensional problem using the 
procedure discussed in the section on partial reduction in dimensionality. 
Notice that Eq. (82) only has two state variables, the third state variable, U, 
does not appear in this objective function. It was found that the linearity 
difficulty still appears in this partial reduction in dimensionality case. In 
order to overcome this difficulty the nonlinear function, Eq. (36), was used 
in actual calculations. 
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The numerical values used are [7] 
4(O) = 1 a = 0.9865 f = 2.6043 
Q(O) = 0.4 b = -0.8295 g = 0.0150 
~~(0) = 0.6 c = -1.2203 h = 4.1882 (84) 
h = 0.05 d = 0.009 i = -11.23 
e = -0.1156 j = 8.481. 
This problem was solved on an IBM 360/50 computer with N = 3. The 
initial approximation used in step 1 is eu(n) = 0.5, n = 1,2, 3. The optimum 
value of 4 obtained is 4 = 0.0510. Only six iterations with three minutes 
of computation time are needed to obtain this optimum value of $. Legendre 
polynomial approximation was used to represent the results of the previous 
stage [I]. 
This problem was also solved as a one dimensional problem by using the 
full reduction in dimensionality procedure. The additional state variable 
can be defined as 
wP(n) = dn) xR(n) (85) 
The corresponding transformation equation is 
t&) - t&t - 1) + q(n - 1) xR(tl - 1) - q(n) X&) = 0. (86) 
The problem now is simply the minimization of the final value of v~(N). 
The initial condition for Eq. (86) is 
%t”) = do) xR(“)* (87) 
The transformation or state variable equations are Eqs. (76) to (78) and (86). 
Thus, we now have four state variable equations. 
This problem was solved by using the numerical values listed in Eq. (84). 
The initial approximation used is w(n) = 0.2 for all tt. With N = 3, the 
optimum value of $ which is 0.0510 is obtained in six iterations with one 
minute computation time. If this problem were solved by the straightforward 
dynamic programming algorithm without linearization, computation time in 
the order of hours would be needed to solve a three dimensional problem. 
Thus, the present scheme reduces both the computer memory requirement 
and the computation time. 
DISCUSSION 
The use of quasilinearization combined with the scheme for overcoming 
the linearity difficulty appears to be a powerful tool for overcoming the 
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dimensionality difficulty in dynamic programming. One important advantage 
of this technique is that both the computer memory requirement and computa- 
tion time are reduced considerably. 
The present approach can treat inequality constraints involving control 
variables easily. However, owing to the introduction of the dummy state c, it 
cannot treat inequality constraints involving state variables easily. This is 
due to the fact that the original state v” does not appear in the recursive 
functional equation of dynamic programming directly. The treatment of 
problems with state variable inequality constraints will be discussed in a 
later paper. 
The usefulness of the present method depends heavily upon the rate 
of convergence of the quasilinearization technique, which has been shown 
to be quadratically convergent in various numerical experiments if there is 
any convergence. Furthermore, convergence can be obtained even with very 
approximate initial approximations for a large number of problems. Computa- 
tional experience [3] has indicated that generally a five digit accuracy can be 
obtained in three or to the maximum of seven iterations. In other words, 
the recursive functional equation of dynamic programming only needs to be 
solved three to seven times. It also has been found that the number of 
iterations required is generally independent of the number of the state 
variables. As can be seen from the numerical examples the scheme for 
overcoming the linearity difficulty does not slow down the convergence rate 
appreciably. For more detailed discussion on quasilinearization, the reader 
can consult the published literature [3, 81. 
The main disadvantage of the present approach is that the transformation 
or state variable equations must be differentiable. For partial reduction 
in dimensionality, the objective function does not have to be differentiable. 
Thus, nonanalytic objective function can be treated easily by partial reduction 
in dimensionality. However, both the transformation equations and the 
objective function must be differentiable for full reduction in dimensionality. 
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