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Abstract. In this paper, we study a stochastic recursive optimal control
problem in which the cost functional is described by the solution of a backward
stochastic differential equation driven by G-Brownian motion. Under standard
assumptions, we establish the dynamic programming principle and the related
fully nonlinear HJB equation in the framework of G-expectation. Finally, we
show that the value function is the viscosity solution of the obtained HJB equa-
tion.
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1 Introduction
It is well known that Duffie and Epstein [7] introduced a stochastic differen-
tial recursive utility which corresponds to the solution of a particular backward
stochastic differential equation (BSDE). Thus the BSDE point of view gives
a simple formulation of recursive utilities (see [8]). Since then, the classical
stochastic optimal control problem is generalized to a so called ”stochastic re-
cursive optimal control problem” in which the cost functional is defined by the
solution of BSDE. The stochastic maximum principle and dynamic program-
ming principle for this problem were first established in Peng [18] and [23]
respectively.
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Recently Hu et. al studied a new kind of BSDE which is driven by G-
Brownian motion in [13] and [12]:
Yt = ξ +
∫ T
t
f(s, Ys, Zs)ds+
∫ T
t
g(s, Ys, Zs)d〈B〉s (1)
−
∫ T
t
ZsdBs − (KT −Kt).
They proved that there exists a unique triple of processes (Y, Z,K) which solves
(1) under the standard Lipschitz conditions. This new kind of BSDE is based
on the G-expectation theory which is introduced by Peng (see [19], [22] and the
references therein). ThisG-expectation framework (G-framework for short) does
not require the probability space and is convenient to study financial problems
involving volatility uncertainty. Let us mention that there are other recent
advances in this direction. Denis, Martini [5] and Denis, Hu, Peng [6] developed
quasi-sure stochastic analysis. Soner et al. [26] have obtained a existence and
uniqueness theorem for a new type of fully nonlinear BSDE, called 2BSDE.
An important property of the solution Y of (1) is that it can be represented
as the ”supremum of expectations” over a set of nondominated probability mea-
sures. For example, the solution Y of (1) at time 0 can be written as
Y0 = Eˆ[ξ +
∫ T
0
f(s, Ys, Zs)ds+
∫ T
0
g(s, Ys, Zs)d〈B〉s] (2)
= sup
P∈P
EP [ξ +
∫ T
0
f(s, Ys, Zs)ds+
∫ T
0
g(s, Ys, Zs)d〈B〉s]
where P is a family of weakly compact nondominant probability measures.
Then, (1) can be used to define recursive utility under volatility uncertainty.
It is worth to point out that the recursive utility under mean uncertainty was
developed in Chen and Epstein [3]. Epstein and Ji [9, 10] introduced a particular
recursive utility under both mean and volatility uncertainty.
Motivated by the recursive utility optimization under volatility uncertainty,
we explore a stochastic recursive optimal control problem in which the cost
functional is defined by the solution of the above new type of BSDE. In more
details, the state equation is governed by the following controlled SDE driven
by G-Brownian motion
dXt,x,us = b(s,X
t,x,u
s , us)ds+ hij(s,X
t,x,u
s , us)d〈Bi, Bj〉s + σ(s,Xt,x,us , us)dBs,
X
t,x,u
t = x.
The cost functional is introduced by the solution Y t,x,ut of the following BSDE
driven by G-Brownian motion at time t:
−dY t,x,us = f(s,Xt,x,us , Y t,x,us , Zt,x,us , us)ds+ gij(s,Xt,x,us , Y t,x,us , Zt,x,us , us)d〈Bi, Bj〉s
−Zt,x,us dBs − dKt,x,us ,
Y
t,x,u
T = Φ(X
t,x,u
T ), s ∈ [t, T ].
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We define the value function of our stochastic recursive optimal control problem
as follows:
V (t, x) = ess inf
u(·)∈U [t,T ]
Y
t,x,u
t ,
where the control set is in the G-framework. In view of (2), we essentially have
to solve a ”inf sup problem”. Such problem is known as the robust optimal
control problem, i.e., we consider the worst scenario by maximizing over a set
of probability measures and then we minimize the cost functional. For recent
development of robust utility maximization under volatility uncertainty, we refer
the interested readers to [27], [17] and [4]. Tevzadze, Toronjadze, Uzunashvili
[27] studied robust exponential and power utilities. Matoussi, Possamai, Zhou
[17] related robust utility maximization problem to a particular 2BSDE with
quadratic growth. In [4], Denis and Kervarec established a duality theory for
this problem in nondominated models.
The objective of our paper is to establish the dynamic programming principle
(DPP) for this stochastic recursive optimal control problem and investigate the
value function in G-framework.
It is well known that DPP and related HJB equations is a powerful approach
to solving optimal control problems (see [11], [28] and [23]). For the classical
stochastic recursive optimal control problem, Peng [23] obtained the Hamilton–
Jacobi–Bellman equation and proved that the value function is its viscosity
solution. In [24], Peng generalized his results and originally introduced the
notion of stochastic backward semigroups which allows him to prove DPP in a
very straightforward way. This backward semigroup approach is also introduced
in the theory of stochastic differential games by Buckdahn and Li in [1]. Note
that Buckdahn et al. [2] obtained an existence result of the stochastic recursive
optimal control problem.
In this paper, we adopt the backward semigroup approach to build the DPP
in our context. At first, we need to define the essential infimum of a family of
random variables in the “quasi-surely” sense (q.s. for short). Compared with
classical case in [24], this kind of essential infimum may not exist in our case
(the q.s. case). We define the essential infimum and prove its existence in this
paper. Under a family of non-dominated probability measures, it is far from
being trivial to prove that the value function V is wellposed and deterministic.
Due to a new result in [16], we construct the approximation of an element of
the admissible control set which is the key step to prove that ess inf
u(·)∈U [t,T ]
Y
t,x,u
t is
a deterministic function. At last, we adopt an “implied partition” approach to
prove DPP (see Lemma 22) which is completely new in the literature.
We states that V is deterministic continuous viscosity solution of the follow-
ing fully nonlinear HJB equation
∂tV (t, x) + inf
u∈U
H(t, x, V, ∂xV, ∂
2
xxV, u) = 0,
V (T, x) = Φ(x), x ∈ Rn,
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where
H(t, x, v, p, A, u) = G(F (t, x, v, p, A, u)) + 〈p, b(t, x, u)〉+ f(t, x, v, σT (t, x, u)p, u),
Fij(t, x, v, p, A, u) = (σ
T (t, x, u)Aσ(t, x, u))ij + 2〈p, hij(t, x, u)〉
+2gij(t, x, v, σ
T (t, x, u)p, u),
(t, x, v, p, A, u) ∈ [0, T ]×Rn×R×Rn×Sn×U . The main difficulty to prove this
statement lies in the appearance of two decreasing G-martingale terms. Apply-
ing a property of decreasing G-martingale proved in Lemma 30, we overcome
this difficulty (see Lemma 29) and obtain the result.
In conclusion, since there is no reference probability measure under the G-
framework, our results generalize the results in Peng [23] and [24] which was
only considered in the Wiener space (corresponding to G is linear in our paper).
Compared with our earlier article [15], the problem in [15] is essentially a ”sup
sup problem” which is easier to deal with. And the techniques developped in
this paper can also used to solve the problem in [15]. Note that G has the
representation (4) which leads to that the above HJB equation can also be
understood as a kind of Bellman-Issac equation. Then, it is meaningful to show
the difference between our paper and some related references (see [1] and [25])
in game theory. Needless to say, the game problem is more complicated than the
robust control problem since it needs to study the value of game. Buckdahn, Li
[1] employed strategies and Pham, Zhang [25] formulated their game problem
in a weak framework. In constract, we use controls and our formulation is a
”strong” framework under the G-framework. Different from [25], as revealed in
[16], our admissible control set has quasi-continuous property and in particular,
it does not change with time. It is worth mentioning that, in our context, the
coefficents of the state equation include the state variable X .
The paper is organized as follows. In section 2, we present some fundamental
results on G-expectation theory. We formulate our stochastic recursive optimal
control problem in section 3. We prove the properties of the value function
in section 4 and establish the dynamic programming principle in section 5. In
section 6, we first derive the fully nonlinear HJB equation and prove that the
value function is the viscosity solution of the obtained HJB equation.
2 Preliminaries
We review some basic notions and results of G-expectation and the related
spaces of random variables. The readers may refer to [19], [20], [21], [22] for
more details.
Let ΩT = C0([0, T ];R
d), the space of Rd-valued continuous functions on
[0, T ] with ω0 = 0, and Bt(ω) = ωt be the canonical process. Set
Lip(ΩT ) := {ϕ(Bt1 , ..., Btn) : n ≥ 1, t1, ..., tn ∈ [0, T ], ϕ ∈ Cb.Lip(Rd×n)},
where Cb.Lip(R
d×n) denotes the set of bounded Lipschitz functions on Rd×n.
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We denote the G-expectation space by (ΩT , Lip(ΩT ), Eˆ). The function G :
Sd → R is defined by
G(A) :=
1
2
Eˆ[〈AB1, B1〉]. (3)
where Sd denotes the collection of d × d symmetric matrices. Note that there
exists a bounded and closed subset Γ ⊂ Rd×d such that
G(A) =
1
2
sup
Q∈Γ
tr[AQQT ]. (4)
In this paper, we only consider non-degenerate G-normal distribution, i.e., there
exists some σ2 > 0 such that G(A)−G(B) ≥ 12σ2tr[A−B] for any A ≥ B.
We denote by LpG(ΩT ) the completion of Lip(ΩT ) under the norm ‖X‖p,G =
(Eˆ[|X |p])1/p for p ≥ 1. For each t ≥ 0, the conditional G-expectation Eˆt[·] can
be extended continuously to L1G(ΩT ) under the norm ‖ · ‖1,G.
Definition 1 Let M0G(0, T ) be the collection of processes in the following form:
for a given partition {t0, · · ·, tN} = piT of [0, T ],
ηt(ω) =
N−1∑
j=0
ξj(ω)I[tj ,tj+1)(t),
where ξi ∈ Lip(Ωti), i = 0, 1, 2, · · ·, N − 1.
We denote byMpG(0, T ) the completion ofM
0
G(0, T ) under the norm ‖η‖MpG =
{Eˆ[∫ T0 |ηs|pds]}1/p for p ≥ 1.
Theorem 2 ([6, 14]) There exists a family of weakly compact probability mea-
sures P on (Ω,B(Ω)) such that
Eˆ[ξ] = sup
P∈P
EP [ξ] for all ξ ∈ L1G(Ω).
P is called a set that represents Eˆ.
For this P , we define capacity
c(A) := sup
P∈P
P (A), A ∈ B(ΩT ).
A set A ⊂ ΩT is polar if c(A) = 0. A property holds “quasi-surely” (q.s. for
short) if it holds outside a polar set. In the following, we do not distinguish two
random variables X and Y if X = Y q.s.. We set
L
p(ΩT ) := {X ∈ B(ΩT ) : sup
P∈P
EP [|X |p] <∞} for p ≥ 1.
It is important to note that LpG(ΩT ) ⊂ Lp(ΩT ). We extend G-expectation Eˆ to
Lp(ΩT ) and still denote it by Eˆ, for each X ∈ L1(ΩT ), we set
Eˆ[X ] = sup
P∈P
EP [X ].
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For p ≥ 1, Lp(ΩT ) is a Banach space under the norm (Eˆ[| · |p])1/p.
Furthermore, we extend the definition of conditional G-expectation. For
each fixed t ∈ [0, T ], let (Ai)ni=1 be a partition of B(Ωt), and set
ξ =
n∑
i=1
ηiIAi ,
where ηi ∈ L1G(ΩT ), i = 1, · · · , n. We define the corresponding generalized
conditional G-expectation, still denoted by Eˆs[·], by setting
Eˆs[
n∑
i=1
ηiIAi ] :=
n∑
i=1
Eˆs[ηi]IAi for s ∈ [t, T ].
Then, many properties of the conditional G-expectation still hold (refer to
Proposition 2.5 in [12]).
3 Problem
3.1 State equations
We first give the definition of admissible controls.
Definition 3 For each t ∈ [0, T ], u is said to be an admissible control on [t, T ],
if it satisfies the following conditions:
(i) u : [t, T ]× Ω→ U where U is a given compact set of Rm;
(ii) u ∈M2G(t, T ;Rm).
The set of admissible controls on [t, T ] is denoted by U [t, T ]. In the rest of
this paper, we use Einstein summation convention.
Let t ∈ [0, T ], ξ ∈ ∪ε>0L2+εG (Ωt;Rn) and u ∈ U [t, T ]. Consider the following
forward and backward SDEs driven by G-Brownian motion:
dXt,ξ,us = b(s,X
t,ξ,u
s , us)ds+ hij(s,X
t,ξ,u
s , us)d〈Bi, Bj〉s + σ(s,Xt,ξ,us , us)dBs,
(5)
X
t,ξ,u
t = ξ,
and
−dY t,ξ,us = f(s,Xt,ξ,us , Y t,ξ,us , Zt,ξ,us , us)ds+ gij(s,Xt,ξ,us , Y t,ξ,us , Zt,ξ,us , us)d〈Bi, Bj〉s
(6)
− Zt,ξ,us dBs − dKt,ξ,us ,
Y
t,ξ,u
T = Φ(X
t,ξ,u
T ), s ∈ [t, T ].
Set
S0G(0, T ) := {h(t, Bt1∧t, · · ·, Btn∧t) : t1, . . . , tn ∈ [0, T ], h ∈ Cb,Lip(Rn+1)}.
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For p ≥ 1 and η ∈ S0G(0, T ), let ‖η‖SpG = {Eˆ[ sup
t∈[0,T ]
|ηt|p]}
1
p . Denote by SpG(0, T )
the completion of S0G(0, T ) under the norm ‖ · ‖SpG .
For given t, u and ξ, (Xt,ξ,u) and (Y t,ξ,u, Zt,ξ,u,Kt,ξ,u) are called solutions
of the above forward and backward SDEs respectively if
(i) (Xt,ξ,u) ∈M2G(t, T ;Rn);
(ii) (Y t,ξ,u, Zt,ξ,u) ∈ S2G(0, T )×M2G(0, T ;Rd);
(iii) Kt,ξ,u is a decreasing G-martingale with Kt,ξ,ut = 0, K
t,ξ,u
T ∈ L2G(ΩT );
(iv) (5) and (6) are satisfied respectively.
We assume that b, hij : [0, T ]× Rn × U → Rn, σ : [0, T ]× Rn × U → Rn×d,
Φ : Rn → R, f, gij : [0, T ]× Rn × R× Rd × U → R are deterministic functions
and satisfy the following conditions:
(A1) There exists a constant C > 0 such that ∀(s, x, y, z, u), (s, x′, y′, z′, v)
∈ [0, T ]× Rn × R× Rd × U,
|b(s, x, u)− b(s, x′, v)|+ |hij(s, x, u)− hij(s, x′, v)|+ |σ(s, x, u) − σ(s, x′, v)|
≤ C(|x − x′|+ |u− v|),
|Φ(x)− Φ(x′)| ≤ C|x − x′|,
|f(s, x, y, z, u)− f(s, x′, y′, z′, v)|+ |gij(s, x, y, z, u)− gij(s, x′, y′, z′, v)|
≤ C(|x− x′|+ |y − y′|+ |z − z′|+ |u− v|);
(A2) b, hij , σ, f, gij are continuous in s.
Then, we have the following theorems.
Theorem 4 ([22]) Let Assumptions (A1) and (A2) hold. Then there exists a
unique adapted solution X for equation (5).
Theorem 5 ([22])Let ξ, ξ′ ∈ LpG(Ωt;Rn) with p ≥ 2 and u, v ∈ U [t, T ]. Then
we have, for each δ ∈ [0, T − t],
Eˆt[|Xt,ξ,ut+δ −Xt,ξ
′,v
t+δ |2] ≤ C¯(|ξ − ξ′|2 + Eˆt[
∫ t+δ
t
|us − vs|2ds]),
Eˆt[|Xt,ξ,ut+δ |p] ≤ C¯(1 + |ξ|p),
Eˆt[ sup
s∈[t,t+δ]
|Xt,ξ,us − ξ|p] ≤ C¯(1 + |ξ|p)δp/2,
where the constant C¯ depends on C, G, p, n, U and T .
Theorem 6 ([12]) Let Assumptions (A1) and (A2) hold. Then there exists a
unique adapted solution (Y, Z,K) for equation (6).
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Theorem 7 ([12])Let ξ, ξ′ ∈ ∪ε>0L2+εG (Ωt;Rn) and u, v ∈ U [t, T ]. Then there
exist two positive constants C¯1 and C¯2 depending on C, G and T such that
|Y t,ξ,ut − Y t,ξ
′,v
t |2 ≤ C¯1Eˆt[|Φ(Xt,ξ,uT )− Φ(Xt,ξ
′,v
T )|2 + (
∫ T
t
Fˆsds)
2]
≤ C¯2Eˆt[|Φ(Xt,ξ,uT )− Φ(Xt,ξ
′,v
T )|2 +
∫ T
t
|Fˆs|2ds],
where
Fˆs = |f(s,Xt,ξ,us , Y t,ξ,us , Zt,ξ,us , us)− f(s,Xt,ξ
′,v
s , Y
t,ξ,u
s , Z
t,ξ,u
s , vs)|
+
d∑
i,j=1
|gij(s,Xt,ξ,us , Y t,ξ,us , Zt,ξ,us , us)− gij(s,Xt,ξ
′,v
s , Y
t,ξ,u
s , Z
t,ξ,u
s , vs)|.
Theorem 8 ([16])Let b, hij, σ be independent of u and satisfy (A1) and (A2).
Assume further that there exist constants L > 0, 0 < λ < Λ such that |b| ≤ L,
|hij | ≤ L, λ ≤ |σi| ≤ Λ for i ≤ n, where σi is the i-th row of σ. Then for
each x, a, a′ ∈ Rn with a ≤ a′, s ≥ t, we have I{Xt,xs ∈[a,a′)} ∈ L2G(Ωs). In
particular, for each c, c′ ∈ Rd×k, c ≤ c′ and t ≤ s1 ≤ · · · ≤ sk, we have
I{(Bs1−Bt,...,Bsk−Bt)∈[c,c′)} ∈ L2G(Ωsk).
Remark 9 If there exists a t0 < T such that b, hij, σ are continuous in s just
on [t0, T ], then the above theorem still holds by the proof in [16].
3.2 Stochastic optimal control problem
The state equation of our stochastic optimal control problem is governed by
the above forward SDE (5) and the objective functional is introduced by the
solution of the BSDE (6) at time t. Let ξ equals a constant x ∈ Rn. When u
changes, Y t,x,ut (the solution Y
t,x,u at time t) also changes. In order to study
the value function of our stochastic optimal control problem, we need to define
the essential infimum of {Y t,x,ut | u ∈ U [t, T ]}.
Definition 10 The essential infimum of {Y t,x,ut | u ∈ U [t, T ]}, denoted by
ess inf
u(·)∈U [t,T ]
Y
t,x,u
t , is a random variable ζ ∈ L2G(Ωt) satisfying:
(i) ∀u ∈ U [t, T ], ζ ≤ Y t,x,ut q.s.;
(ii) if η is a random variable satisfying η ≤ Y t,x,ut q.s. for any u ∈ U [t, T ],
then ζ ≥ η q.s..
Similarly, we can define the essential infimum of {Y t,ξ,ut | u ∈ U [t, T ]}, where
ξ ∈ ∪ε>0L2+εG (Ωt;Rn).
The following example shows that the essential infimum may be not exist.
Example 11 Let d = 1 and (Bt)t≥0 be a 1-dimensional G-Brownian mo-
tion with G(a) = 12 (a
+ − 13a−). We first show that I{〈B〉1= 12}, I{〈B〉1≥ 12} and
I{〈B〉1> 12} 6∈ L
2
G(Ω1).
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It is easy to verify that hk(〈B〉1) ↓ I{〈B〉1= 12}, where
hk(x) = k(x− 1
2
+
1
k
)I[ 1
2
− 1
k
, 1
2
](x) + [1− k(x−
1
2
)]I( 1
2
, 1
2
+ 1
k
](x).
If I{〈B〉1= 12 } ∈ L2G(Ω1), then
hk(〈B〉1)− I{〈B〉1= 12} ∈ L
2
G(Ω1) and hk(〈B〉1)− I{〈B〉1= 12} ↓ 0.
By Corollary 33 in [6], we have Eˆ[hk(〈B〉1)−I{〈B〉1= 12}] ↓ 0. On the other hand,
Eˆ[hk(〈B〉1)− I{〈B〉1= 12 }]
≥ limj→∞ Eˆ[hk(〈B〉1)− hj(〈B〉1)]
= limj→∞ sup{hk(x)− hj(x) : x ∈ [0, 1]}
= 1.
Thus I{〈B〉1= 12} 6∈ L
2
G(Ω1). Similarly, we can prove that I{〈B〉1≥ 12} and I{〈B〉1≤ 12 } 6∈
L2G(Ω1), which implies that
I{〈B〉1> 12 } = 1− I{〈B〉1≤ 12} 6∈ L
2
G(Ω1).
Set H1 = {hk(〈B〉1) : k ≥ 1} and H2 = {gk(〈B〉1) : k ≥ 1}, where
gk(x) = k(x− 1
2
+
1
k
)I[ 1
2
− 1
k
, 1
2
](x) + I( 1
2
,∞)(x).
We assert that either ess inf
ξ∈H1
ξ or ess inf
ξ∈H2
ξ does not exist. Otherwise, ess inf
ξ∈H1
ξ and
ess inf
ξ∈H2
ξ belong to L2G(Ω1).
By the definition we get
ess inf
ξ∈H1
ξ ≤ I{〈B〉1= 12} q.s.;
ess inf
ξ∈H2
ξ ≤ I{〈B〉1≥ 12} q.s.;
(ess inf
ξ∈H1
ξ − ess inf
ξ∈H2
ξ)+ ∈ L2G(Ω1);
(ess inf
ξ∈H1
ξ − ess inf
ξ∈H2
ξ)− ∈ L2G(Ω1),
which implies that
I{〈B〉1= 12}ess infξ∈H2
ξ = ess inf
ξ∈H1
ξ.
Note that h˜k(〈B〉1) ≤ ess inf
ξ∈H2
ξ for k ≥ 1, where
h˜k(x) = k(x− 1
2
)I[ 1
2
, 1
2
+ 1
k
)(x) + I[ 1
2
+ 1
k
,∞)(x).
It yields that I{〈B〉1> 12} ≤ ess infξ∈H2 ξ q.s.. Then ess infξ∈H2 ξ = ess infξ∈H1 ξ + I{〈B〉1> 12}
which implies I{〈B〉1> 12} ∈ L2G(Ω1).
But this contradicts to I{〈B〉1> 12} 6∈ L
2
G(Ω1). 
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Our stochastic optimal control problem is: for given x ∈ Rn, to find u(·) ∈
U [t, T ] so as to minimize the objective function Y t,x,ut .
For x ∈ Rn, we define the value function
V (t, x) := ess inf
u∈U [t,T ]
Y
t,x,u
t for x ∈ Rn. (7)
In the following we will prove that V (·, ·) exists and is deterministic and
for each ξ ∈ ∪ε>0L2+εG (Ωt;Rn), V (t, ξ) = ess inf
u∈U [t,T ]
Y
t,ξ,u
t . Futhermore, we will
obtain the dynamic programming principle and the related fully nonlinear HJB
equation.
4 Properties of the value function
We first give some notations:
Lip(Ω
t
s) := {ϕ(Bt1 −Bt, ..., Btn −Bt) : n ≥ 1, t1, ..., tn ∈ [t, s], ϕ ∈ Cb.Lip(Rd×n)};
L2G(Ω
t
s) := {the completion of Lip(Ωts) under the norm ‖ · ‖2,G};
M
0,t
G (t, T ) := {ηs =
N−1∑
i=0
ξiI[ti,ti+1)(s) : t = t0 < · · · < tN = T, ξi ∈ Lip(Ωtti)};
M
2,t
G (t, T ) := {the completion of M0,tG (t, T ) under the norm ‖ · ‖M2G};
U [t, T ] := {u : u ∈M2G(t, T ;Rm) with values in U};
U t[t, T ] := {u : u ∈M2,tG (t, T ;Rm) with values in U};
U[t, T ] := {u =
n∑
i=1
IAiu
i : n ∈ N, ui ∈ U t[t, T ], IAi ∈ L2G(Ωt),Ω =
n⋃
i=1
Ai};
U
t[t, T ] := {u =
N−1∑
i=0
(
li∑
j=1
aijIAij )I[ti,ti+1)(s) : li ∈ N, a
i
j ∈ U, IAij ∈ L
2
G(Ω
t
ti),Ω =
li⋃
j=1
Aij}.
Remark 12 For t = t0 < · · · < tN = T , ξi ∈ L2G(Ωtti), it is easy to check
that
∑N−1
i=0 ξiI[ti,ti+1)(s) ∈ M2,tG (t, T ). From this we can deduce that Ut[t, T ] ⊂
U t[t, T ] ⊂ U[t, T ] ⊂ U [t, T ].
In order to prove
V (t, x) = inf
u∈Ut[t,T ]
Y
t,x,u
t = inf
u∈Ut[t,T ]
Y
t,x,u
t ,
we need the following lemmas.
Lemma 13 Let u ∈ U [t, T ] be given. Then there exists a sequence (uk)k≥1 in
U[t, T ] such that
lim
k→∞
Eˆ[
∫ T
t
|us − uks |2ds] = 0.
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Proof. For each ε > 0, we only need to prove that there exists a process
v ∈ U[t, T ] such that Eˆ[∫ Tt |us − vs|2ds] ≤ ε. Since u ∈ M2G(t, T ;Rm), there
exists a sequence processes vk ∈M0G(t, T ;Rm) such that Eˆ[
∫ T
t
|us−vks |2ds]→ 0.
Set Uε := {a ∈ Rm : d(a, U) ≤
√
ε
4 }, then
Eˆ[
∫ T
t
|us − vks |2ds] ≥ Eˆ[
∫ T
t
|us − vks |2I{vks 6∈Uε}ds] ≥
ε
16
Eˆ[
∫ T
t
I{vks 6∈Uε}ds],
which implies that Eˆ[
∫ T
t
I{vks 6∈Uε}ds]→ 0. Thus there exists a k0 ≥ 1 such that
Eˆ[
∫ T
t
|us − vk0s |2ds] ≤
ε
4
, Eˆ[
∫ T
t
I{vk0s 6∈Uε}ds] ≤
ε
16M2
,
where M = sup{|a| : a ∈ U}. Set v¯ = vk0 , we can write v¯ as
v¯s = ϕ0(ξ0)I[t0,t1)(s) +
N−1∑
i=1
ϕi(ξ0, ξi)I[ti,ti+1)(s),
where t = t0 < t1 < · · · < tN = T , ξ0 = (Bs0
1
, . . . , Bs0
k0
) for s0j ∈ [0, t],
ξi = (Bsi
1
− Bt, . . . , Bsi
ki
− Bt) for sij ∈ [t, ti], i ≥ 1, ϕi ∈ Cb.Lip(Rni ;Rm) with
n0 = dk0, ni = d(k0+ki) for i ≥ 1. Obviously, we can find two constants M¯ > 0
and L > 0 such that for i ≤ N − 1,
|ϕi| ≤ M¯, |ϕi(xi)− ϕi(x¯i)| ≤ L|xi − x¯i| for xi, x¯i ∈ Rni .
For each k ≥ 1, we can find finite nonempty cubes Ai,kj ⊂ Rdki , i ≥ 0, j =
1, . . . , lki − 1, such that [−kei, kei) = ∪j≤lki −1A
i,k
j with e
i = [1, . . . , 1]T ∈ Rdki
and ρ(Ai,kj ) := sup{|xi − x¯i| : xi, x¯i ∈ Ai,kj } ≤ 1k . Set Ai,klk
i
= Rdki\[−kei, kei)
and
v¯ks =(
∑
j0≤lk0
ϕ0(x
0,k
j0
)I{ξ0∈A0,kj0 }
)I[t0,t1)(s)
+
N−1∑
i=1
(
∑
j0≤lk0 ,ji≤lki
ϕi(x
0,k
j0
, x
i,k
ji
)I{ξ0∈A0,kj0 }
I{ξi∈Ai,kji }
)I[ti,ti+1)(s)
=
∑
j0≤lk0
I{ξ0∈A0,kj0 }

ϕ0(x0,kj0 )I[t0,t1)(s) +
N−1∑
i=1
(
∑
ji≤lki
ϕi(x
0,k
j0
, x
i,k
ji
)I{ξi∈Ai,kji }
)I[ti,ti+1)(s)

 ,
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where xi,kj is one point belonging to A
i,k
j for i ≥ 0 and j ≤ lki . By Theorem 8 we
can get I{ξ0∈A0,kj0 }
∈ L2G(Ωt) and I{ξi∈Ai,kji } ∈ L
2
G(Ω
t
ti) for i ≥ 1. Then we have
Eˆ[
∫ T
t
|v¯s − v¯ks |2ds] ≤
N−1∑
i=0
Eˆ[|v¯ti − v¯kti |2](ti+1 − ti)
≤
N−1∑
i=0
Eˆ[
2L2
k2
+
4M¯2
k2
(|ξ0|2 + |ξi|2)](ti+1 − ti)
→ 0 as k →∞.
We set
v˜ks =
∑
j0≤lk0
I{ξ0∈A0,kj0 }

ϕ˜0(x0,kj0 )I[t0,t1)(s) +
N−1∑
i=1
(
∑
ji≤lki
ϕ˜i(x
0,k
j0
, x
i,k
ji
)I{ξi∈Ai,kji }
)I[ti,ti+1)(s)

 ,
where ϕ˜i(x
0,k
j0
, x
i,k
ji
) is one point in U such that |ϕi(x0,kj0 , x
i,k
ji
)− ϕ˜i(x0,kj0 , x
i,k
ji
)| =
d(ϕi(x
0,k
j0
, x
i,k
ji
), U). By Remark 12, it is easy to verify that v˜k ∈ U[t, T ] and
ϕ˜0(x
0,k
j0
)I[t0,t1)(s) +
N−1∑
i=1
(
∑
ji≤lki
ϕ˜i(x
0,k
j0
, x
i,k
ji
)I{ξi∈Ai,kji }
)I[ti,ti+1)(s) ∈ Ut[t, T ].
Note that
|us − v˜ks |2 = |us − v˜ks |2I{v¯s 6∈Uε} + |us − v˜ks |2I{v¯s∈Uε}
≤ 4M2I{v¯s 6∈Uε} + 2|us − v¯s|2 + 2|v¯s − v˜ks |2I{v¯s∈Uε}
≤ 4M2I{v¯s 6∈Uε} + 2|us − v¯s|2 + 2(
√
ε
4
+
2
√
2L
k
)2,
then we get
lim sup
k→∞
Eˆ[
∫ T
t
|us − v˜ks |2ds] ≤
7
8
ε.
Thus there exists a k1 ≥ 1 such that Eˆ[
∫ T
t
|us − v˜k1s |2ds] ≤ ε. The proof is
complete by taking v = v˜k1 ∈ U[t, T ].
Lemma 14 Let u ∈ U t[t, T ] be given. Then there exists a sequence (uk)k≥1 in
Ut[t, T ] such that
lim
k→∞
Eˆ[
∫ T
t
|us − uks |2ds] = 0.
Proof. The proof is the same as Lemma 13, we omit it.
Lemma 15 Let ξ ∈ ∪ε>0L2+εG (Ωt;Rn), u ∈ U [t, T ] and vs =
∑N
i=1 IAiv
i
s ∈
U[t, T ]. Then there exists a constant L1 depending on T , G and C such that
Eˆ[|Y t,ξ,ut −
N∑
i=1
IAiY
t,ξ,vi
t |2] ≤ L1Eˆ[
∫ T
t
|us − vs|2ds].
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Proof. Consider the following equations:
dXt,ξ,v
i
s = b(s,X
t,ξ,vi
s , v
i
s)ds+ hij(s,X
t,ξ,vi
s , v
i
s)d〈Bi, Bj〉s + σ(s,Xt,ξ,v
i
s , v
i
s)dBs,
X
t,ξ,vi
t = ξ, s ∈ [t, T ], i = 1, ..., N.
−dY t,ξ,vis = f(s,Xt,ξ,v
i
s , Y
t,ξ,vi
s , Z
t,ξ,vi
s , v
i
s)ds+ gij(s,X
t,ξ,vi
s , Y
t,ξ,vi
s , Z
t,ξ,vi
s , v
i
s)d〈Bi, Bj〉s
− Zt,ξ,vis dBs − dKt,ξ,v
i
s ,
Y
t,ξ,vi
T = Φ(X
t,ξ,vi
T ), s ∈ [t, T ], i = 1, ..., N.
For s ∈ [t, T ], we set
X¯t,ξ,vs =
N∑
i=1
IAiX
t,ξ,vi
s , Y¯
t,ξ,v
s =
N∑
i=1
IAiY
t,ξ,vi
s , Z¯
t,ξ,v
s =
N∑
i=1
IAiZ
t,ξ,vi
s , K¯
t,ξ,v
s =
N∑
i=1
IAiK
t,ξ,vi
s .
Multiplying IAi on both sides of the above equations and summing up, we have
dX¯t,ξ,vs = b(s, X¯
t,ξ,v
s , vs)ds+ hij(s, X¯
t,ξ,v
s , vs)d〈Bi, Bj〉s + σ(s, X¯t,ξ,vs , vs)dBs,
X¯
t,ξ,v
t = ξ, s ∈ [t, T ],
−dY¯ t,ξ,vs = f(s, X¯t,ξ,vs , Y¯ t,ξ,vs , Z¯t,ξ,vs , vs)ds+ gij(s, X¯t,ξ,vs , Y¯ t,ξ,vs , Z¯t,ξ,vs , vs)d〈Bi, Bj〉s
− Zt,ξ,vis dBs − dK¯t,ξ,vs ,
Y¯
t,ξ,v
T = Φ(X¯
t,ξ,v
T ), s ∈ [t, T ].
By Theorem 7, we can obtain that there exists a constant C1 > 0 depending on
T , G and C such that
|Y t,ξ,ut −
∑N
i=1 IAiY
t,ξ,vi
t |2 = |Y t,ξ,ut − Y¯ t,ξ,vt |2
≤ C1Eˆt[| Φ(Xt,ξ,uT )− Φ(X¯t,ξ,vT ) |2 +
∫ T
t (| Xt,ξ,us − X¯t,ξ,vs |2 + | us − vs |2)ds]
≤ C1Eˆt[C | Xt,ξ,uT − X¯t,ξ,vT |2 +
∫ T
t (| Xt,ξ,us − X¯t,ξ,vs |2 + | us − vs |2)ds],
(8)
where C is the Lipschitz constant of Φ. By Theorem 5, there exists a constant
C2 > 0 depending on T , n, G and C such that
Eˆ[| Xt,ξ,us − X¯t,ξ,vs |2] ≤ C2Eˆ[
∫ T
t
| us − vs |2 ds].
Taking G-expectation on both sides of (8), we obtain the result.
Remark 16 By the definition of generalized conditional G-expectation and Propo-
sition 2.5 in [12], the above analysis still holds for the case that {Ai}Ni=1 is a
B(Ωt)-partition of Ω.
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Theorem 17 The value function V (t, x) exists and
V (t, x) = inf
u∈Ut[t,T ]
Y
t,x,u
t = inf
u∈Ut[t,T ]
Y
t,x,u
t .
Proof. For each v ∈ U t[t, T ], it is easy to check that Y t,x,vt is a constant.
In the following, we prove that ess inf
u∈U [t,T ]
Y
t,x,u
t = infv∈Ut[t,T ] Y
t,x,v
t , q.s.. Since
U t[t, T ] ⊂ U [t, T ], we only need to show that Y t,x,ut ≥ infv∈Ut[t,T ] Y t,x,vt q.s.
for each u ∈ U [t, T ]. For each fixed u ∈ U [t, T ], by Lemma 13, there exists a
sequence uk =
∑Nk
i=1 IAki
vi,k ∈ U[t, T ], k = 1, 2, ..., such that
Eˆ[
∫ T
t
|us −
Nk∑
i=1
IAki
vi,k|2ds]→ 0.
By Lemma 15,
Eˆ[| Y t,x,ut −
∑Nk
i=1 IAki
Y
t,x,vi,k
t |2]
≤ L1Eˆ[
∫ T
t |us −
∑Nk
i=1 IAki
vi,k|2ds].
It yields that
∑Nk
i=1 IAki
Y
t,x,vi,k
t converges to Y
t,x,u
t in L
2
G. Then there exists
a subsequence (for simplicity, we still denote it by {∑Nki=1 IAki Y t,x,v
i,k
t }) which
converges to Y t,x,ut q.s.. Note that
Nk∑
i=1
IAk
i
Y
t,x,vi,k
t ≥ inf
v∈Ut[t,T ]
Y
t,x,v
t q.s.,
then we have Y t,x,ut ≥ infv∈Ut[t,T ] Y t,x,vt q.s.. Thus
V (t, x) = ess inf
u∈U [t,T ]
Y
t,x,u
t = inf
v∈Ut[t,T ]
Y
t,x,v
t .
Similarly, by Lemmas 14 and 15, we can get infu∈Ut[t,T ] Y
t,x,u
t = infu∈Ut[t,T ] Y
t,x,u
t .
The proof is complete.
Lemma 18 There exists a constant L2 > 0 depending on T , G and C such that
| V (t, x) − V (t, y) |≤ L2 | x− y | for any x, y ∈ Rn.
Proof. By Theorems 5 and 7, for any x, y ∈ Rn and u ∈ U t[t, T ],
| Y t,x,ut − Y t,y,ut |2
≤ C1Eˆ[| Φ(Xt,x,uT )− Φ(Xt,y,uT ) |2 +
∫ T
t
| Xt,x,us −Xt,y,us |2 ds]
≤ C2 | x− y |2 .
It is easy to verify that | infv∈Ut[t,T ] Y t,x,vt −infv∈Ut[t,T ] Y t,y,vt | ≤ supv∈Ut[t,T ] |Y t,x,vt −
Y
t,y,v
t |. Thus by the above estimate and Theorem 17, we obtain the result.
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Lemma 19 There exists a constant L3 > 0 depending on T , G and C such that
| V (t, x) |≤ L3(1+ | x |) for any x ∈ Rn.
Proof. The proof is similar to Lemma 18, we omit it.
Theorem 20 For any ξ ∈ ∪ε>0L2+εG (Ωt;Rn), we have
V (t, ξ) = ess inf
u∈U [t,T ]
Y
t,ξ,u
t .
Proof. First, we prove that ∀u ∈ U [t, T ], V (t, ξ) ≤ Y t,ξ,ut q.s..
For a fixed ξ ∈ ∪ε>0L2+εG (Ωt;Rn), we can find a sequence ξk =
∑Nk
i=1 x
k
i IAki
,
k = 1, 2, ...,where xki ∈ Rn and {Aki }Nki=1 is a B(Ωt)-partition of Ω, such that
lim
k→∞
Eˆ[|ξ − ξk|2] = 0.
Here IAk
i
may not in L2G(Ωt). By Lemma 18, we have
Eˆ[|V (t, ξ)− V (t, ξk)|2] ≤ L22Eˆ[|ξ − ξk|2]→ 0.
By similar analysis as in Lemma 15 and the definition of generalized conditional
G-expectation,
|Y t,ξ,ut −
∑Nk
i=1 IAki
Y
t,xki ,u
t |2
≤ C1Eˆt[| Φ(Xt,ξ,uT )− Φ(
∑Nk
i=1 IAki
X
t,xki ,u
T ) |2 +
∫ T
t | Xt,ξ,us −
∑Nk
i=1 IAki
X
t,xki ,u
s |2 ds]
≤ C2Eˆt[| ξ − ξk |2].
Then
lim
k→∞
Eˆ[|Y t,ξ,ut −
Nk∑
i=1
IAki
Y
t,xki ,u
t |2] = 0.
Note that
V (t, ξk) =
Nk∑
i=1
IAk
i
V (t, xki ) ≤
Nk∑
i=1
IAk
i
Y
t,xki ,u
t q.s..
Thus
V (t, ξ) ≤ Y t,ξ,ut q.s..
Second, we prove that for a given η ∈ L2G(Ωt), if ∀u ∈ U [t, T ], η ≤ Y t,ξ,ut q.s.,
then η ≤ V (t, ξ) q.s..
By the above analysis, we know that
|Y t,ξ,ut −
Nk∑
i=1
IAk
i
Y
t,xki ,u
t |2 ≤ C2Eˆt[| ξ − ξk |2] q.s..
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Then, for any u ∈ U [t, T ],
η ≤
Nk∑
i=1
IAk
i
Y
t,xki ,u
t +
√
C2Eˆt[| ξ − ξk |2] q.s..
For each fixed Nk, it yields that
η ≤∑Nki=1 IAki V (t, xki ) +
√
C2Eˆt[| ξ − ξk |2]
= V (t, ξk) +
√
C2Eˆt[| ξ − ξk |2] q.s..
Note that
lim
k→∞
Eˆ[|V (t, ξ)− V (t, ξk)|2] = 0
and
lim
k→∞
Eˆ[|ξ − ξk|2] = 0.
Then there exists a subsequence (ξki ) of (ξk) such that as ki −→∞,
V (t, ξki) −→ V (t, ξ), Eˆt[| ξ − ξki |2] −→ 0, q.s..
Thus η ≤ V (t, ξ) q.s.. This completes the proof.
5 Dynamic programming principle
For given initial data (t, x), a positive real number δ ≤ T−t and η ∈ ∪ε>0L2+εG (Ωt+δ),
we define
G
t,x,u
t,t+δ[η] := Y˜
t,x,u
t ,
where (Xt,x,us , Y˜
t,x,u
s , Z˜
t,x,u
s )t≤s≤t+δ is the solution of the following forward and
backward equations:
dXt,x,us = b(s,X
t,x,u
s , us)ds+ hij(s,X
t,x,u
s , us)d〈Bi, Bj〉s + σ(s,Xt,x,us , us)dBs,
X
t,x,u
t = x,
and
−dY˜ t,x,us = f(s,Xt,x,us , Y˜ t,x,us , Z˜t,x,us , us)ds+ gij(s,Xt,x,us , Y˜ t,x,us , Z˜t,x,us , us)d〈Bi, Bj〉s
−Z˜t,x,us dBs − dK˜t,x,us ,
Y˜
t,x,u
t+δ = η, s ∈ [t, t+ δ].
(9)
Note that Gt,x,ut,t+δ[·] is a (backward) semigroup which was first introduced by
Peng in [24].
Our main result in this section is the following dynamic programming prin-
ciple.
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Theorem 21 Let Assumptions (A1) and (A2) hold. Then for any t ≤ s ≤ T ,
x ∈ Rn, we have
V (t, x) = ess inf
u(·)∈U [t,s]
G
t,x,u
t,s [V (s,X
t,x,u
s )]
= inf
u(·)∈Ut[t,s]
G
t,x,u
t,s [V (s,X
t,x,u
s )].
(10)
In order to prove Theorem 21, we need the following lemmas.
Lemma 22 Let Assumptions (A1) and (A2) hold. Assume further that there
exist constants L > 0, Λ > 0 such that |b| ≤ L, |hij | ≤ L and |σi| ≤ Λ for i ≤ n
and (t, x, u) ∈ [0, T ] × Rn × U , where σi is the i-th row of σ. Then for any
t < s ≤ T , x ∈ Rn, we have
V (t, x) ≤ inf
u(·)∈Ut[t,s]
G
t,x,u
t,s [V (s,X
t,x,u
s )].
Proof. For each ε > 0, there exists a u(·) ∈ Ut[t, s] such that
G
t,x,u
t,s [V (s,X
t,x,u
s )]− ε ≤ inf
v(·)∈Ut[t,s]
G
t,x,v
t,s [V (s,X
t,x,v
s )].
We can write u(·) as
ur = a
0
1I[t0,t1)(r) +
N−1∑
i=1
(
li∑
j=1
aijIAij )I[ti,ti+1)(r),
where t = t0 < t1 < · · · < tN = s, li ∈ N, aij ∈ U , IAij ∈ L2G(Ωtti) and {Aij}
li
j=1
is a partition of Ω. Consider the following SDE: for any v(·) ∈ Ut[t, s],
dX˜t,x,vr = b(r, X˜
t,x,v
r − X˜re, vr)dr + hij(r, X˜t,x,vr − X˜re, vr)d〈Bi, Bj〉r
+σ(r, X˜t,x,vr − X˜re, vr)dBr + (Λ + 1)edB1r ,
dX˜r = (Λ + 1)dB
1
r ,
X˜
t,x,v
t = x, X˜t = 0, r ∈ [t, s],
where e = [1, . . . , 1]T ∈ Rn. It is easy to verify that
X˜t,x,vr = X
t,x,v
r + (Λ + 1)(B
1
r −B1t )e, X˜r = (Λ + 1)(B1r −B1t ), r ∈ [t, s]
is the solution of the above SDE. We set
Ii+1 = {Ji+1 = (j0, j1, . . . , ji) : 1 ≤ jk ≤ lk, 0 ≤ k ≤ i},
where l0 = 1, i ≤ N − 1. For each given Ji+1 = (j0, j1, . . . , ji) ∈ Ii+1, we denote
X˜t,x,Ji+1r := X˜
t,x,uJi+1
r , r ∈ [t, ti+1],
where u
Ji+1
r =
∑i
k=0 a
k
jk
I[tk,tk+1)(r) is deterministic. We claim that
X˜
t,x,u
ti+1 =
∑
Ji+1∈Ii+1
(
i∏
k=1
IAk
jk
)X˜
t,x,Ji+1
ti+1 for 0 ≤ i ≤ N − 1, (11)
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where Π0k=1IAkjk
= 1. It is easy to check that the equality (11) holds for i = 0.
Suppose that the equality (11) holds for i0 ≥ 0, then by the similar analysis as
in the proof of Lemma 15, we can get
X˜
t,x,u
ti0+2
=
li0+1∑
j=1
I
A
i0+1
j
X˜
ti0+1,ξ,a
i0+1
j
ti0+2
, X˜
ti0+1,ξ,a
i0+1
j
ti0+2
=
∑
Ji0+1∈Ii0+1
(
i0∏
k=1
IAk
jk
)X˜
ti0+1,ξ
Ji0+1 ,a
i0+1
j
ti0+2
,
where ξ = X˜t,x,uti0+1 , ξ
Ji0+1 = X˜
t,x,Ji0+1
ti0+1
. It is easy to verify that X˜
ti0+1,ξ
Ji0+1 ,a
i0+1
j
ti0+2
=
X˜
t,x,(Ji0+1,a
i0+1
j
)
ti0+2
. Thus the equality (11) holds for i0 + 1. From this we can de-
duce that
X˜t,x,us =
∑
JN∈IN
(
N−1∏
k=1
IAk
jk
)X˜t,x,JNs .
It is easy to check that√
|σi1 + Λ+ 1|2 + |σi2|2 + · · ·+ |σid|2 ≥ 1,
where σij is the i-th row and j-th column of σ. Then by Theorem 8, we have
I{X˜t,x,JNs ∈[a,a′)} ∈ L
2
G(Ω
t
s) for a, a
′ ∈ Rn with a ≤ a′. Thus
I{X˜t,x,us ∈[a,a′)} =
∑
JN∈IN
(
N−1∏
k=1
IAk
jk
)I{X˜t,x,JNs ∈[a,a′)} ∈ L
2
G(Ω
t
s).
For each integer k ≥ 1, we can choose finite nonempty cubes Dkj ⊂ Rn, Ekj ⊂ R
and xkj ∈ Dkj , qkj ∈ Ekj for j = 1, . . . , lk, such that [−ke, ke) = ∪j≤lkDkj ,
[−k, k) = ∪j≤lkEkj , ρ(Dkj ) = sup{|x − x¯| : x, x¯ ∈ Dkj } ≤ 1k and ρ(Ekj ) =
sup{|q − q¯| : q, q¯ ∈ Ekj } ≤ 1√n(Λ+1)k . Set
ξk,u =
lk∑
j1=1
lk∑
j2=1
(xkj1 − (Λ + 1)qkj2e)I{X˜t,x,us ∈Dkj1}I{B1s−B1t∈Ekj2}.
Note that X˜t,x,us = X
t,x,u
s + (Λ + 1)(B
1
s −B1t )e, then we get
|Xt,x,us − ξk,u| ≤
2
k
+ |Xt,x,us |
|Xt,x,us |+
√
n(Λ + 1)|B1s −B1t |
k
.
By Theorem 5, there exists a constant C1 > 0 depending on T , n, U , G and C
such that
Eˆ[|Xt,x,us |4] ≤ C1(1 + |x|4).
Thus we obtain
Eˆ[|Xt,x,us − ξk,u|2] ≤ Eˆ[
8(1 + |Xt,x,us |4) + n2(Λ + 1)4|B1s −B1t |4
k2
]
≤ C2(1 + |x|
4)
k2
.
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Set x˜kj1j2 = x
k
j1
− (Λ + 1)qkj2e for j1, j2 ≤ lk, by Theorem 17, V (s, x˜kj1j2) =
infu∈Us[s,T ] Y
s,x˜kj1j2 ,u
s and V (s, 0) = infu∈Us[s,T ] Y s,0,us , then we can choose u¯
j1j2,k,
u¯0,k ∈ Us[s, T ] such that
V (s, x˜kj1j2) ≤ Y
s,x˜kj1j2 ,u¯
j1j2,k
s ≤ V (s, x˜kj1j2) + ε, V (s, 0) ≤ Y s,0,u¯
0,k
s ≤ V (s, 0) + ε.
Set
u¯k =
lk∑
j1=1
lk∑
j2=1
I{X˜t,x,us ∈Dkj1}
I{B1s−B1t∈Ekj2}
u¯j1j2,k+I{X˜t,x,us ∈[−ke,ke)c}∪{B1s−B1t∈[−k,k)c}u¯
0,k,
by the similar analysis as in the proof of Lemma 15, we can get
V (s, ξk,u) ≤ Y s,ξk,u,u¯ks ≤ V (s, ξk,u) + ε.
By Theorem 7, there exists a constant C3 > 0 depending on T , G and C such
that
Eˆ[|Y s,Xt,x,us ,u¯ks − Y s,ξk,u,u¯ks |2] ≤ C3Eˆ[|Xt,x,us − ξk,u|2].
Set u˜(r) = u(r)I[t,s](r) + u¯
k(r)I(s,T ](r), it is easy to check that u˜ ∈ Ut[t, T ] and
V (t, x) ≤ Y t,x,u˜t = Gt,x,ut,s [Y s,X
t,x,u
s ,u¯
k
s ].
By Theorem 7, we get
|Gt,x,ut,s [Y s,X
t,x,u
s ,u¯
k
s ]−Gt,x,ut,s [V (s,Xt,x,us )]|2
≤ C3Eˆ[|Y s,X
t,x,u
s ,u¯
k
s − V (s,Xt,x,us )|2]
≤ 2C3(Eˆ[|Y s,X
t,x,u
s ,u¯
k
s − Y s,ξk,u,u¯ks |2] + Eˆ[|Y s,ξ
k,u,u¯k
s − V (s,Xt,x,us )|2])
≤ 2C3(C3Eˆ[|Xt,x,us − ξk,u|2] + Eˆ[(|V (s, ξk,u)− V (s,Xt,x,us )|+ ε)2])
≤ C4(1 + |x|
4)
k2
+ 4C3ε
2.
Thus
V (t, x) −
√
C4(1 + |x|4)
k
− (2
√
C3 + 1)ε ≤ inf
v(·)∈Ut[t,s]
G
t,x,v
t,s [V (s,X
t,x,v
s )].
Letting k →∞ first and then ε ↓ 0, we obtain V (t, x) ≤ inf
v(·)∈Ut[t,s]
G
t,x,v
t,s [V (s,X
t,x,v
s )].
The proof is complete.
Remark 23 In the above proof, ξk,u is called an “implied partition” of Xt,x,us .
Lemma 24 Let Assumptions (A1) and (A2) hold. Then for any t < s ≤ T ,
x ∈ Rn, we have
V (t, x) ≤ inf
u(·)∈Ut[t,s]
G
t,x,u
t,s [V (s,X
t,x,u
s )].
Proof. For each fixedN > 0, we set bi1,N = (bi1∧N)∨(−N), hi1,Nij = (hi1ij∧N)∨
(−N), σNi1i2 = (σi1i2 ∧N)∨ (−N) for i1 ≤ n, i2 ≤ d and bN = (b1,N , . . . , bn,N)T ,
hNij = (h
1,N
ij , . . . , h
n,N
ij )
T , σN = (σNi1i2)i1i2 . Consider the following FBSDEs:
dXt,x,u,Ns = b
N (s,Xt,x,u,Ns , us)ds+ h
N
ij (s,X
t,x,u,N
s , us)d〈Bi, Bj〉s + σN (s,Xt,x,u,Ns , us)dBs,
X
t,x,u,N
t = x,
and
−dY t,x,u,Ns = f(s,Xt,x,u,Ns , Y t,x,u,Ns , Zt,x,u,Ns , us)ds
+ gij(s,X
t,x,u,N
s , Y
t,x,u,N
s , Z
t,x,u,N
s , us)d〈Bi, Bj〉s − Zt,x,u,Ns dBs − dKt,x,u,Ns ,
Y
t,x,u,N
T = Φ(X
t,x,u,N
T ), s ∈ [t, T ].
We define
V N (t, x) = inf
u(·)∈Ut[t,T ]
Y
t,x,u,N
t .
By Lemma 22, we get for any t < s ≤ T , x ∈ Rn,
V N (t, x) ≤ inf
u(·)∈Ut[t,s]
G
t,x,u,N
t,s [V
N (s,Xt,x,u,Ns )], (12)
where Gt,x,u,Nt,s [·] is defined as in Gt,x,ut,s [·]. By Theorem 5, there exists a constant
C1 > 0 depending on T , n, U , G and C such that for any u(·) ∈ Ut[t, T ],
r ∈ [t, T ],
Eˆ[|Xt,x,ur |4] ≤ C1(1 + |x|4),
Eˆ[|Xt,x,u,Nr −Xt,x,ur |2] ≤ C1Eˆ[
∫ T
t
(|b − bN |2 + |hij − hNij |2 + |σ − σN |2)(s,Xt,x,us , u)ds]
≤ C1Eˆ[
∫ T
t
1
N2
(|b|4 + |hij |4 + |σ|4)(s,Xt,x,us , u)ds]
≤ C2(1 + |x|
4)
N2
,
where C2 depending on T , n, U , G and C. By Theorem 7, there exists a constant
C3 > 0 depending on T , G and C such that for any u(·) ∈ Ut[t, T ],
|Y t,x,u,Nt − Y t,x,ut |2 ≤ C3Eˆ[|Φ(Xt,x,u,NT )− Φ(Xt,x,uT )|2 +
∫ T
t
|Xt,x,u,Nr −Xt,x,ur |2dr]
≤ C4(1 + |x|
4)
N2
,
where C4 depending on T , n, U , G and C. Thus we get
|V N (t, x) − V (t, x)| ≤ sup
u(·)∈Ut[t,T ]
|Y t,x,u,Nt − Y t,x,ut | ≤
√
C4(1 + |x|4)
N
.
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It is easy to verify that Lemma 18 still holds for V N . Then we can get
|V N (s,Xt,x,u,Ns )− V (s,Xt,x,us )|2
≤ 2(|V N (s,Xt,x,u,Ns )− V N (s,Xt,x,us )|2 + |V N (s,Xt,x,us )− V (s,Xt,x,us )|2)
≤ 2(L22|Xt,x,u,Ns −Xt,x,us |2 +
C4(1 + |Xt,x,us |4)
N2
).
Similar to the proof of Lemma 22, we can obtain for any u(·) ∈ Ut[t, s],
|Gt,x,u,Nt,s [V N (s,Xt,x,u,Ns )]−Gt,x,ut,s [V (s,Xt,x,us )]|2
≤ C3Eˆ[|V N (s,Xt,x,u,Ns )− V (s,Xt,x,us )|2 +
∫ s
t
|Xt,x,u,Nr −Xt,x,ur |2dr].
Thus
| inf
u(·)∈Ut[t,s]
G
t,x,u,N
t,s [V
N (s,Xt,x,u,Ns )]− inf
u(·)∈Ut[t,s]
G
t,x,u
t,s [V (s,X
t,x,u
s )]| ≤
√
C5(1 + |x|4)
N
,
where C5 depending on T , n, U , G and C. Taking N → ∞ in inequality (12),
we obtain the result. The proof is complete.
Now we give the proof of Theorem 21:
Proof. (1) By Lemma 18, we have for any u(·) ∈ U [t, T ],
Y
s,Xt,x,us ,u
s ≥ V (s,Xt,x,us ) q.s.,
where Y
s,Xt,x,us ,u
s = Y t,x,us is the solution of equation (9) at time s. Then, by
the comparison theorem of G-BSDE, we obtain
Y
t,x,u
t ≥ Gt,x,ut,s [V (s,Xt,x,us )] q.s.,
which leads to
V (t, x) ≥ ess inf
u(·)∈U [t,s]
G
t,x,u
t,s [V (s,X
t,x,u
s )].
(2) Now we prove the converse inequality.
By Theorem 17, we get
ess inf
u(·)∈U [t,s]
G
t,x,u
t,s [V (s,X
t,x,u
s )] = inf
u(·)∈Ut[t,s]
G
t,x,u
t,s [V (s,X
t,x,u
s )]
= inf
u(·)∈Ut[t,s]
G
t,x,u
t,s [V (s,X
t,x,u
s )].
By Lemma 24, we obtain
V (t, x) ≤ inf
u(·)∈Ut[t,s]
G
t,x,u
t,s [V (s,X
t,x,u
s )].
This completes the proof.
The following lemma shows the continuity of V in t.
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Lemma 25 The value function V is 12 Ho¨lder continuous in t.
Proof. Set (t, x) ∈ Rn × [0, T ] and δ > 0. By dynamic programming prin-
ciple, we have
V (t, x) = inf
u(·)∈Ut[t,t+δ]
G
t,x,u
t,t+δ[V (t+ δ,X
t,x,u
t+δ )].
Set f¯ = g¯ij = 0, it is easy to verify that (V (t+ δ, x), 0, 0)s∈[t,t+δ] is the solution
of G-BSDE (9) with terminal condition Y¯t+δ = V (t+δ, x). Thus by Proposition
5.1 in [12], there exists a constant C1 > 0 depending on T , G and C such that
for any u(·) ∈ U t[t, t+ δ],
|Gt,x,ut,t+δ[V (t+ δ,Xt,x,ut+δ )]− V (t+ δ, x)|2
≤ C1Eˆ[|V (t+ δ,Xt,x,ut+δ )− V (t+ δ, x)|2 + (
∫ t+δ
t
(1 + |Xt,x,us |+ |V (t+ δ, x)|)ds)2].
By Lemmas 18 and 19, we can get
|Gt,x,ut,t+δ[V (t+ δ,Xt,x,ut+δ )]− V (t+ δ, x)|2
≤ C2Eˆ[(1 + |x|2)δ2 + δ
∫ t+δ
t
|Xt,x,us |2ds+ |Xt,x,ut+δ − x|2],
where C2 depending on T , G and C. By Theorem 5, there exists a constant
C3 > 0 depending on T , n, U , G and C such that for any u(·) ∈ U t[t, t+ δ],
Eˆ[|Xt,x,us |2] ≤ C3(1 + |x|2), Eˆ[|Xt,x,ut+δ − x|2] ≤ C3(1 + |x|2)δ.
Then we obtain
|Gt,x,ut,t+δ[V (t+ δ,Xt,x,ut+δ )]− V (t+ δ, x)|2 ≤ C4(1 + |x|2)δ,
where C4 depending on T , n, U , G and C. Thus
|V (t, x)− V (t+ δ, x)| ≤ sup
u(·)∈Ut[t,t+δ]
|Gt,x,ut,t+δ[V (t+ δ,Xt,x,ut+δ )]− V (t+ δ, x)|
≤
√
C4(1 + |x|2)δ 12 .
The proof is complete.
6 The viscosity solution of HJB equation
The following theorem gives the relationship between the value function V and
the second-order partial differential equation (13).
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Theorem 26 Let Assumptions (A1) and (A2) hold. V is the value function
defined by (7). Then V is the unique viscosity solution of the following second-
order partial differential equation:
∂tV (t, x) + inf
u∈U
H(t, x, V, ∂xV, ∂
2
xxV, u) = 0, (13)
V (T, x) = Φ(x), x ∈ Rn,
where
H(t, x, v, p, A, u) = G(F (t, x, v, p, A, u)) + 〈p, b(t, x, u)〉+ f(t, x, v, σT (t, x, u)p, u),
Fij(t, x, v, p, A, u) = (σ
T (t, x, u)Aσ(t, x, u))ij + 2〈p, hij(t, x, u)〉
+2gij(t, x, v, σ
T (t, x, u)p, u),
(t, x, v, p, A, u) ∈ [0, T ]× Rn × R× Rn × Sn × U , G is defined by equation (3).
For simplicity, we only consider the case hij = gij = 0.
Suppose ϕ ∈ C2,3b,Lip([0, T ]× Rn). Define
F1(s, x, y, z, u) = ∂sϕ(s, x) + f(s, x, y + ϕ(s, x), z + σ
T (s, x, u)∂xϕ(s, x), u)
+〈b(s, x, u), ∂xϕ(s, x)〉,
F
ij
2 (s, x, u) =
1
2 〈∂2xxϕ(s, x)σi(s, x, u), σj(s, x, u)〉.
(14)
Consider the following G-BSDEs: ∀s ∈ [t, t+ δ],
Y 1,us =
∫ t+δ
s
F1(r,X
t,x,u
r , Y
1,u
r , Z
1,u
r , ur)dr +
∫ t+δ
s
F
ij
2 (r,X
t,x,u
r , ur)d〈Bi, Bj〉r
− ∫ t+δs Z1,ur dBr − (K1,ut+δ −K1,us ),
(15)
and
Y us = ϕ(t+δ,X
t,x,u
t+δ )+
∫ t+δ
s
f(r,Xt,x,ur , Y
u
r , Z
u
r , ur)dr−
∫ t+δ
s
Zur dBr−(Kut+δ−Kus ).
(16)
Lemma 27 For each s ∈ [t, t+ δ], we have
Y 1,us = Y
u
s − ϕ(s,Xt,x,us ). (17)
Proof. Applying Itoˆ’s formula to ϕ(s,Xt,x,us ), we have
d(Y us − ϕ(s,Xt,x,us )) = dY 1,us .
Since Y ut+δ − ϕ(t+ δ,Xt,x,ut+δ ) = Y 1,ut+δ = 0, we obtain
Y 1,us = Y
u
s − ϕ(s,Xt,x,us ), ∀s ∈ [t, t+ δ].
The proof is completed.
Consider the G-BSDE: ∀s ∈ [t, t+ δ],
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Y 2,us =
∫ t+δ
s
F1(r, x, Y
2,u
r , Z
2,u
r , ur)dr +
∫ t+δ
s
F
ij
2 (r, x, ur)d〈Bi, Bj〉r
− ∫ t+δs Z2,ur dBr − (K2,ut+δ −K2,us ). (18)
We have the following estimates.
Lemma 28 For each u(·) ∈ U t[t, t+ δ], we have
| Y 1,ut − Y 2,ut |≤ L4δ3/2, (19)
where L4 is a positive constant dependent on x and independent of u(·).
Proof. By Proposition 5.1 in [12], there exists a constant C1 > 0 depending on
T , G and C such that for any u(·) ∈ U t[t, t+ δ],
|Y 1,ut − Y 2,ut |2 ≤ C1Eˆ[(
∫ t+δ
t
Fˆrdr)
2],
where
Fˆr = |F1(r,Xt,x,ur , Y 2,ur , Z2,ur , ur)− F1(r, x, Y 2,ur , Z2,ur , ur)|
+
d∑
i,j=1
|F ij2 (r,Xt,x,ur , ur)− F ij2 (r, x, ur)|.
Note that ϕ ∈ C2,3b,Lip([0, T ]× Rn), it is easy to verify that
Fˆr ≤ C2(|Xt,x,ur − x|+ |Xt,x,ur − x|2),
where C2 is dependent on x and independent of u(·). By Theorem 5, we can
obtain that for any p ≥ 2,
Eˆ[ sup
r∈[t,t+δ]
| Xt,x,ur − x |p] ≤ C3(1 + |x|p)δp/2,
where C3 is independent of u(·). Then by Ho¨lder’s inequality we can deduce
that |Y 1,ut − Y 2,ut | ≤ L4δ3/2, where L4 is dependent on x and independent of
u(·). This completes the proof.
Now we compute inf
u(·)∈Ut[t,t+δ]
Y
2,u
t .
Lemma 29 We have
inf
u(·)∈Ut[t,t+δ]
Y
2,u
t = Y
0
t ,
where Y 0 is the solution of the following ordinary differential equation
− dY 0s = F0(s, x, Y 0s , 0)ds, Y 0t+δ = 0, s ∈ [t, t+ δ] (20)
and
F0(s, x, y, z) := inf
u∈U
[F1(s, x, y, z, u) + 2G(F2(s, x, u))].
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In order to prove Lemma 29, we need the following property of the decreasing
G-martingale.
Lemma 30 Suppose that (Ms)t≤s≤t+δ is a decreasing G-martingale. Then
there exists a Q ∈ P such that
Mt+δ =Mt, Q− a.s..
Proof. By the representation of G-expectation, we know that
Eˆ[Mt+δ −Mt] = sup
P∈P
EP [Mt+δ −Mt].
Thus there exist Qk ∈ P , k = 1, 2, ..., such that
EQk [Mt+δ −Mt] ↑ Eˆ[Mt+δ −Mt] = Eˆ[Eˆt[Mt+δ]−Mt] = 0.
Since P is weakly compact, there exist Q ∈ P and a subsequence (Qki) of (Qk)
such that Qki converges weakly to Q. By Lemma 29 in [6], then we get
EQ[Mt+δ −Mt] = lim
i→∞
EQki [Mt+δ −Mt] = 0.
Note that Mt+δ −Mt ≤ 0, q.s.. Thus, we obtain that
Mt+δ =Mt, Q− a.s..
This completes the proof.
Now we give the proof of Lemma 29.
Proof. (1) We first prove that for any u(·) ∈ U t[t, t+ δ],
Y
2,u
t ≥ Y 0t .
Note that
Y 2,us =
∫ t+δ
s [F1(r, x, Y
2,u
r , Z
2,u
r , ur) + 2G(F2(r, x, ur))]dr
+[
∫ t+δ
s
F
ij
2 (r, x, ur)d〈Bi, Bj〉r −
∫ t+δ
s
2G(F2(r, x, ur))dr]
− ∫ t+δs Z2,ur dBr − (K2,ut+δ −K2,us ), q.s..
It is easy to verify that
Ms =
∫ s
t
F
ij
2 (r, x, ur)d〈Bi, Bj〉r −
∫ s
t
2G(F2(r, x, ur))dr
is a decreasing G-martingale.
By Lemma 30, there exists a Q ∈ P such that for s ∈ [t, t+ δ],
Ms = 0, Q− a.s..
Then
Y 2,us =
∫ t+δ
s
[F1(r, x, Y
2,u
r , Z
2,u
r , ur) + 2G(F2(r, x, ur))]dr
− ∫ t+δs Z2,ur dBr − (K2,ut+δ −K2,us ), Q− a.s..
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Consider the following BSDE: for s ∈ [t, t+ δ],
Y 0s =
∫ t+δ
s
F0(r, x, Y
0
r , Z
0
r )dr −
∫ t+δ
s
Z0rdBr − (K0t+δ −K0s ), Q− a.s..
Since F0 is a deterministic function, we obtain that Z
0
s = 0,K
0
s = 0 and Y
0
s
is just the solution of equation (20). Note that (−K2,us )s∈[t,t+δ] is a increasing
process and F1(r, x, y, z, ur)+2G(F2(r, x, ur)) ≥ F0(r, x, y, z), then by the com-
parison theorem of classical BSDE (under the reference probability measure Q),
we deduce that
Y
2,u
t ≥ Y 0t .
(2) We denote the class of all deterministic controls in U t[t, t+δ] by U1. Then,
for every u(·) ∈ U1, Y 2,u is the solution of the following ordinary differential
equation:
−dY 2,us = [F1(s, x, Y 2,us , 0, us) + 2G(F2(s, x, us))]ds, s ∈ [t, t+ δ],
Y
2,u
t+δ = 0.
It is easy to check that
Y 0t = inf
u(·)∈U1
Y
2,u
t ≥ inf
u(·)∈Ut[t,t+δ]
Y
2,u
t .
This completes the proof.
Finally we give the proof of Theorem 26.
Proof. The uniqueness of viscosity solution of equation (13) can be proved
similarly as in Theorem 6.1 in [1], we only prove that V is a viscosity solution of
equation (13). By Lemmas 18 and 25, V is a continuous functions on [0, T ]×Rn.
We first prove that V is the subsolution of (13).
Given t ≤ T and x ∈ Rn, suppose ϕ ∈ C2,3b,Lip([0, T ]×Rn) such that ϕ(t, x) =
V (t, x) and ϕ ≥ V on [0, T ]× Rn. By Theorem 21, we have
V (t, x) = inf
u(·)∈Ut[t,t+δ]
G
t,x,u
t,t+δ[V (t+ δ,X
t,x,u
t+δ )].
Note that ϕ ≥ V on [0, T ]× Rn. Then by comparison theorem, we get
inf
u(·)∈Ut[t,t+δ]
{Gt,x,ut,t+δ[ϕ(t+ δ,Xt,x,ut+δ )]− ϕ(t, x)} ≥ 0.
By equality (17), we have
inf
u(·)∈Ut[t,t+δ]
Y
1,u
t ≥ 0.
By inequality (19) and Lemma 29, we get
inf
u(·)∈Ut[t,t+δ]
Y
2,u
t ≥ −L4δ3/2
and
Y 0t ≥ −L4δ3/2.
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Thus
−L4δ1/2 ≤ δ−1Y 0t = δ−1
∫ t+δ
t
F0(r, x, Y
0
r , 0)dr.
Letting δ → 0, we get F0(t, x, 0, 0) = inf
u∈U
(F1(t, x, 0, 0, u) + G(F2(t, x, u))) ≥ 0,
which implies that V is a subsolution of (13). Using the same method, we can
prove V is the supersolution of (13). This completes the proof.
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