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Glossary
co-occurrence The frequency of how often 2 items occur to-
gether.
concept An abstract entity. A set of labels can point
to one concept indicating they mean the same
thing.
corpus A body of text.
free-text Unstructured textual information on which no
constraint (other than an optional length con-
straint) is enforced.
label A sequence of characters containing one or mul-
tiple words.
vector A list of floating point values.
3
Chapter 1
Introduction
Classifying people based on their skills is an important aspect of the modern
day society. For example, finding an applicant for a job requires a head-hunter
to understand an applicant’s skill-set. Understanding the skill-set allows the
head-hunter to classify applicants with respect to their suitability for the job.
In order for a head-hunter to classify individuals, he uses his knowledge of the
applicant’s skills and what they imply. For instance, an individual describing
knowledge of Zend (a PHP framework) is likely to also have knowledge of PHP.
The head-hunter acquired this knowledge through years of experience and read-
ing into a specific line of work. Building this knowledge base is time-consuming.
Furthermore, it is not very efficient seeing as every head-hunter has to build his
own knowledge base.
A solution would be to create a knowledge-structure which contains the do-
main specific definitions and assists in classification. The problem with such a
structure is that it would quickly become too big to handle. One other problem
with this knowledge base is that people would create it based on theoretical
classification of concepts, instead of the way people actually classify themselves.
For instance, on LinkedIn the number of people working in IT rarely describe
”IT” as a skill, it is more often used by teachers in primary and secondary
education. So a knowledge base to classify people would have to take into ac-
count that what people describe, is what classifies them, and not the theoretical
content of what is described.
1.1 Research
Up until now, research has focussed on using ”normal” bodies of text describing
full sentences (e.g. Google News [1] or Wikipedia [2]) instead of collections of
words without sentences (short bodies of text, as found in sources like LinkedIn
or Xing profiles). The present research focusses on the creation of a knowledge-
structure based on short bodies of text. The main question is: How can a
knowledge-structure be generated from a large collection of short bodies of text?
To answer this question there are sub-questions that need to be answered first.
The data from public sources would need to be grouped (or clustered) to find
commonalities. Getting a clustering from a large dataset is a costly endeavour
and as such the first question is: How to get an indication of clusters in the
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dataset without performing a full cluster-analysis? The clustering itself can be
done on either the co-occurrences within the data or vectors representing the
data. A technique often used to create vectors from text is using LSA (this
will be elaborated in greater detail in Chapter 2). This therefore results in
the two sub-questions: Are LSA-vectors, from short texts, suitable for generat-
ing a knowledge-structure? Can co-occurrences, from short texts, be used for
automated knowledge-structure creation.
Another aspect that requires research is how to use co-occurrences to build a
knowledge-structure. Co-occurrences can show interesting relationships between
concepts. However, their meaning cannot simply be based on the number of
co-occurrences, since some co-occurrences are very frequently present (this is
further explained in Chapter 2). Therefore, an algorithm needs to be found
that is able to use co-occurrences in a meaningful manner.
1.2 Thesis outline
Because this thesis heavily relies on knowledge in the area of clustering and vec-
torisation, these topics are explained in Chapter 2. This is followed by Chapter 3
which explains the different knowledge-structures. The research design is de-
scribed in Chapter 4, followed by the results in Chapter 5. Finally, the discussion
and conclusion are given in Chapter 6
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Chapter 2
Preliminaries
Before going into detail about the contents of this research some baseline of
knowledge is expected. This chapter is meant to provide background knowledge
on the topics that will be discussed in the present research.
2.1 Clustering
The goal of clustering is to group items. The items in a group should be more
similar to one-another than to items of other groups. This is easy for items which
are either identical or nothing alike (e.g. clustering a population consisting of
birds, dogs and humans into three clusters). The clustering becomes more
difficult when various degrees of similarity exist in the data. An example would
be to cluster research papers; a paper on ”natural language processing with
machine learning” could belong to a cluster of ”Language” or ”IT” or ”AI” or
a combination of two or three clusters. Although the two latter solutions would
not result in a clear clustering, this could be desired as it would express a correct
membership.
Depending on the application of the resulting clusters, the goal of a specific
clustering could be different. For instance, in order to develop a study program
for a high-school where students are to be prepared for a specialised university
it might be of interest to cluster university programs in 4 or 5 clusters. The goal
is a limited set of clusters to ensure a level of abstraction in the clustering (this
could allow a school program to be generic enough for students to only have
a general idea of what they want to do instead of requiring a fixed choice at
the beginning). Another goal of clustering would be to try and detect whether
clusters are present at all. Not every source of information contains clusters
but it would be of interest to see whether it is present (e.g. analysing network
data packages on size or timing to discern between malicious data packages and
non-malicious packages). As such the sub-goals of clustering are different for
every case.
An item to be clustered by a clustering algorithm is encoded into a vector
(a sequence of floating point values). This input-vector represents the item in a
way that all ”relevant” information is encoded within the vector. How an item
can be converted to a vector is further explained in section2.2.
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2.1.1 Clustering Techniques
Many clustering algorithms work based on a similar principle: given a set of
input-vectors adjust a set of one or more centroids. Centroids are vectors that
function as a sort of average (the algorithm constructing them determines what
type of average). A clustering algorithm using centroids, will try to make the
centroids resemble the input-vectors as much as possible. This resemblance
function can be algorithm specific but often the Euclidian distance is used (
for more information see [4]). The centroid that resembles an input-vector the
most, is therefore also known as the nearest centroid (for the Euclidian distance
between input-vector and centroid is the smallest distance). The error between
an input-vector and its nearest centroid is named called the Quantisation Error
(QE). The goal of all of the presented algorithms is to minimise the Mean
Quantisation Error (average of all QE’s).
In this thesis three different types of clustering are used: k-means, GNG and
SOM. A visualisation of these clustering techniques is presented in Figure 2.1.
Each of these techniques has its own strengths and drawbacks. These are further
discussed in the next section.
Figure 2.1: The circles are the centroids plotted on a 2D plane. The black
dotted line is the separation between clusters. The small solid line represents a
neighbourhood relation.
K-means
One of the more known and well understood algorithm is the k-means algorithm
[5]. The k-means algorithm can be explained as follows: Given a number of
clusters to expect (the k-value), it projects these k points (centroids) in the
data-space and adjust them so they split the data amongst them. For example,
if k is set to 2, it will try to find two ”locations” which resemble the input as
closely as possible. An input belongs to the cluster to which the distance is
minimal. This example of k = 2, is displayed in Figure 2.1. One of the main
advantages of the k-means algorithm is that the result is a set of centroids (the
k points) which can be used for classifying further data. To cluster all data
in a large data-set the algorithm can be expensive as it requires multiple loops
over the data and needs to adjust all centroids according to the data. However,
because the algorithm produces centroids the clustering could be performed on
a subset of the information and then used on all data for classification as being
part of a cluster.
K-means is not always the best solution, because it requires the user to
specify a number of clusters (by setting the k-value to this number) and each
cluster is described by one centroid. If the user of the algorithm does not know
what number of clusters to expect the algorithm has to be applied using a range
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Figure 2.2: The displayed blue dots are input-vectors containing two values (an
x and a y value). The k-value is correctly set to 2, but the network is still unable
to find a correct separation. This is due to the two centroids (not shown in the
figure) drawing a (dotted black) line between them. It is not possible to select
two points in the plot in a way that a line correctly separates the outer from
the inner cluster.
of k-values. After each clustering for a given k, the quality can be measured.
This procedure takes up a lot of time. If one cluster of data encapsulates
another cluster; k-means will not find a good answer, as shown in Figure2.2. In
this Figure, the centroids are not drawn but the separation line is the same line
as in Figure2.1. This relates to both the quality and the speed of k-means as the
way to solve this problem is to run multiple k-means algorithms and compare
the answers [6].
The quality of a k-means can be measured by the average distance of the
input-vectors to the nearest centroid (the MQE). An input vector is a vector
representing an item that needs to be clustered. Finding this minimum MQE
is what the k-means algorithm does. This does not mean that this is the best
quality indicator for k-means. The Silhouette analysis has proven to be a better
indication to the quality of the clustering [7].
Silhouette analysis works by evaluating the distance from a vector in a cluster
to the vectors in the other clusters. For each vector a score is computed between
negative 1 and positive 1. If the score is positive 1, then this indicates that the
vector is close to the centroid and is far from the other clusters. A negative 1
indicates the opposite. This method has the limitation that it can only function
if there are at least two clusters. Meaning that if there is just one cluster
(a k-value of 1) the Silhouette analysis cannot be used. The opposite is also
problematic, if there is no clustering a k-value equal to the number of input-
vectors would result in a high Silhouette score. The reason this happens, is due
to over-fitting [4]. The Silhouette analysis results in a large matrix of distances
which can be expressed in a histogram grouped by cluster [7]. However, the
average score is often sufficient to get a good idea of the quality.
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GNG
The Growing Neural Gas (GNG) [8] is an unsupervised neural network. It is
a clustering algorithm that automatically detects the number of clusters and
dynamically creates prototypes (nodes) based on vector similarity. These nodes
are similar to the earlier explained centroids. Unlike centroids, nodes have links
to other nodes.
Unlike the k-means algorithm the GNG does not require a predefined number
of clusters to look for. A GNG starts of with two connected nodes and tries to fit
these to a subset of the data. From that point the network will grow the number
of nodes, and if groups of nodes become to dissimilar, it will disconnect the
groups. The number of groups at the end of the algorithm equals the number of
clusters. The other important difference with k-means is that a cluster consists
of multiple nodes. Therefore, it no longer suffers from the k-means algorithm’s
issue of not being able to find enclosed clusters. In the illustrated example in
Figure2.2, the GNG would create interconnected nodes in the inner-circle and a
group of interconnected nodes in the outer-circle. By then drawing the cluster
separation, the correct split of clusters would become visible.
Even though the GNG appears to be superior, as it does not have the same
limitation as the K-means, it requires an extensive set of parameters. These
parameters are used for describing how the network should grow and adapt to
the data. The problem of these parameters is that their effect on the end-result
is difficult to evaluate. The ideal configuration of these parameters depends on
the contents of the data. The problem with evaluating the contents to know the
ideal configuration before training the GNG is difficult and a guided random
parameter value selection has proven to be the best solution [3]. This makes
the GNG harder to control than the k-means algorithm.
SOM
A Self Organising Map (SOM) [9] shares some resemblance to the GNG as
it is an unsupervised neural network [8]. Unlike the k-means algorithm and
the GNG, the SOM preforms a dimension reduction on the data. The SOM
can be seen as a GNG where both the connections and the number of neurons
are predetermined. Although these restrictions limit the clustering, it has the
advantage of being able to visualise the clustering in any number of dimensions.
In a SOM there is a grid of neurons. Normally a 1D or 2D grid is used as an
output format, as this is the easiest to understand. Taking a 2D grid as an
example for the SOM, one could interpret the SOM as being like a part of the
earth’s crust being visualised on a map. Every floating point value of the input-
vector is a layer from the surface to the core of the planet. All layers combined,
form a field of tension which can push the earth up creating a mountain, and
a lack of tension creates valleys. This tension is showed in what is called a u-
matrix [9]. Using locations where the density of input is higher and the u-matrix
shows a lower tension one can identify clusters in the data [10] (an example is
shown in Figure2.3).
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Figure 2.3: A u-matrix showing 3 clusters. Light-blue is an area of low tension
(the cluster), yellow marks higher tension and red is an area with the highest
tension (the two together form the separation line between clusters). The white
dots are points where data is located on the grid. The derivation of it being
3 clusters is from an optical observation that there are 3 large areas of low
tension separated by a border of higher tension. There are also smaller veins
of higher tension which can be observed, but they are not as significant as the
main separation line between the 3 main clusters.
The drawbacks of a SOM are associated with its compression of the input-
data to a (commonly used) 2D grid. This reduction forces the dimensions with
the most differentiating values to determine the global shape. As such, it min-
imises global tension. The map then continues to reduce tension on an increas-
ingly local level. The disadvantage of this approach is that a step on any axis
of the map can have a completely different meaning. As a step can even have a
multitude of meanings (as the high dimension of the neurons can vary in more
than one aspect per interval), it is hard to interpret. An example of this would
be a mountain ridge shown on the u-matrix, if walking on a real mountain mov-
ing from one point on the ridge to another point might be a simple task. This
movement on the u-matrix however, would indicate that it is extremely difficult
to walk along this path (as the tension is high). Although these problems make
it a challenging technique to use, it grants an insight into the general shape of
the clusters in the data.
Hierarchical Clustering
The previously explained cluster techniques focus on a clustering on the same
level as the data, for getting a more abstract clustering a hierarchy needs to
be extracted. This technique is of interest when wanting to create a taxonomy
or when a more global grouping is of interest. For instance, when clustering
animals in detail one would get many specific clusters for cats and dogs. The
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clusters cat and dog are not visible in the clusters at these lower clustering
levels. If a hierarchical clustering is used on top of these lower clusters, a more
abstract grouping is expected to show the desired cat or dog cluster. This more
abstract view can be desirable as it gives insight into how the clusters relate to
one-another.
An approach to getting this layered clustering is by using the Ward clus-
tering [11]. This clustering is designed to work well on large numbers of ele-
ments [11]. For every iteration it merges 2 items (an item can be either a cluster
or an element), which increase the variance within the cluster minimally.
2.2 Vectorisation
Each of the previously explained clustering techniques requires data containing
clusters to perform. If there is information in the data, it needs to be encoded in
a usable format that still contains all relevant information. Given a list of items
to cluster without additional information, an individual is likely to cluster them
in accordance with information he regards as important. For instance, when
clustering the numbers 1 through 9 into two groups, a person could cluster
them on whether they are larger or equal to 5. But it is also possible to cluster
them based on whether they enclose a white area in the notation of the digit
(in which case the numbers 4,6,8,9 would be one group and 1,2,3,5,7 would be
the other). The information used for both types of clustering was the same,
however they could be clustered differently. As such it is important to use
a vector model which correctly encodes the data in a way that a clustering
technique can find relevant information. This information needs to be encoded
in the vectors without making the vectors to big to cluster.
2.2.1 Vector Size
Two factors that have to be considered regarding the vector size. The first is the
physical size of the vectors, the other is the dimensionality. Physical size refers
to the number of values that are in the vector. Dimensionality is the virtual
length of a vector. Both types of size are further explained in the next sections.
Physical size
Creating a vector containing al relevant information from a corpus is more com-
plex than using a one-hot vector (the one-hot vector is further explained in
section 2.2.2). The one-hot vector is just a representation of the raw input
data, as such it does not give a dense encoding of the information in it. By
encoding the one-hot vector sparsely (explained in section 2.2.2) a great reduc-
tion in physical size is to be expected without losing any information. Still the
dimensionality is not decreased by this.
Reducing the physical size will allow computers to hold more vectors in
memory. However, this does not help when using these vectors for centroid
based clustering. The centroids are types of averages, as such, if one input-
vector contains a specific dimension, it should be present in the centroid. So
basically, the centroids will still have the full dimensionality.
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Figure 2.4: Example of an encoding on a character by character base.
Dimensionality
The problem with reducing the dimensionality of the vectors is that the most
important parts of the data still need to be present. When reducing dimen-
sionality the data contained in the vector has less capabilities to express itself.
There are words that are easy to remove without actually removing informa-
tion (e.g. ”the” and ”a”). This already reduces the dimensionality slightly,
but it does not make a significant difference. When significantly reducing the
dimensionality, the amount of information that can be encoded decreases. This
problem can be best understood when encoding characters. Given the English
alphabet consisting of 26 characters we can do an encoding as shown in Fig-
ure 2.4. Let’s state that the letter ’A’ equals 1, ’B’ equals 2 and the value of
every next letter equals the value of the previous letter plus one. This will result
in ’Z’ with a value of 26. To express the number 26 we require 2 spaces (one
space for the 2, the other for 6). As a reduction, lets state that we only allow for
one space, therefore only allowing integer numbers below 10. When trying to
express the alphabet in this encoding there will be a loss of information (letters
having the same index or not even resulting in a value). The question therefore
with reduction is what parts to keep.
Reducing the dimensionality is bound to both the goal of the algorithm used
on the result and type of information to be compressed. In the previous example
of encoding the alphabet, if the goal would be to encode words with the highest
granularity to what they used to be, the most frequent letters would get encoded
and the rest discarded (or doubly encoded). If the goal would be to measure
differences between letters in words, encoding the most frequent letters would
yield close to no difference, hence making it more interesting to not encode
them. It is therefore important to look into a reduction whilst keeping in mind
the goal of using the resulting data.
In the present research it is important to keep the similarity between words
as this is what has to be clustered. However, the problem of synonyms and
homonyms will make it difficult to use the singular words. One normally recog-
nises synonyms and homonyms based on the context of a word, even if the word
is not in a sentence. For example, a LinkedIn profile containing many construc-
tion skills (masonry, woodworking and flooring) could describe skills which have
overlap with other professions like ”development” and ”design”. In this exam-
ple ”development” is often occurring in the software domain as well. Because
of this context sensitivity, the most important aspect, for the present research,
of the vectors is to retain is their context.
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2.2.2 Models
The vectorisation model needs to take into account the presented aspects of size
and dimensionality. The following sub-sections will present models for turning
texts into vectors.
One-hot vector encoding
Conceptually the easiest way to create a vector from a text is by splitting it on
spaces and labelling every word with a unique number. If this word occurs in the
text segment to be analysed, the unique number gets inserted into a list. The
resulting list of the segment is called the vector of the segment. This process is
called one-hot [12] vector encoding and an example is shown in Figure 2.5.
Figure 2.5: After the selection of words, a dictionary is created. Using this
dictionary all sentences can be converted into an occurrence matrix. This format
can be extended by adding a position of the items in the original sentence, this
will however make the format more complex.
Depending on what data is needed for analysis, the one-hot vector algorithm
can be adjusted in how it is represented. One of the most important adjustment
is to make it a sparse matrix. A sparse matrix is a matrix which only describes
non-zero values. As such it would omit the zero values in Figure 2.5. This is of
great importance to a one-hot vector algorithm. The sparse matrix will encode
a tuple of an index and value for all non-zero values in an encoded sentence. As
such it can greatly decrease the number of stored values, as long as Equation 2.1
holds. S is the sentence to be turned into a vector. D being the Dictionary
used for encoding to a one-hot representation. items being the items within the
dictionary that ought to end up in the resulting vector.
avg(Sitems) < Ditems/2 (2.1)
After the proposed encoding, every value now takes twice the storage space.
Although this seems like it could take up more space this leads to a very strong
reduction of used space. When using a sparse encoding on the example of Fig-
ure 2.5, the sparse matrix would result in more storage being used. However,
when looking at a realistic situation where a real dictionary is used, it is ben-
eficial. For example given the Oxford English Dictionary with a total length
of 59 million items1. The average number of items per sentence would have to
1As found on http://public.oed.com/history-of-the-oed/dictionary-facts/ .
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be over 29 million for this type of representation to be inefficient. However,
the estimated number of words per sentence is around 15 to 20 and as such
the encoding will always result in a strong reduction. The sparse encoding for
one-hot vectors is an efficient way to represent the data, however the encoded
space is still large.
Co-occurrence
One way to encode important information, for text, is to look into co-occurrences.
Co-occurrences are, in the context of this paper, a simple count of how many
times two words co-occur within a record. This count however does not take
into account the chances of these words to co-occur. For instance, if a person
has describes MS Word as skill on his LinkedIn, does this say anything about
what type of education or job this individual has? When analysing natural text
the word ”the” co-occurs with many other words in the same sentence. This
does not make the high co-occurrence with ”the” to a good measure for which
other words are in the sentence.
A way to encode meaningfulness of a co-occurrence into a number is by
using normalised pointwise mutual information (NPMI) [13]. This technique
values the probabilities of items to co-occur to a range of -1 to 1. A value of
-1 indicates that if one occurs, the other does not occur. A value of 1 shows
that if one occurs, so does the other. The value of 0 is an indication that items
co-occur randomly and therefore hold no meaning. Next to NPMI there are also
other techniques, like Mutual Information (MI), but often these techniques do
not have a clear range of values [13]. This lack of a clear range makes it difficult
to incorporate the result in other formula’s. For instance with MI, the range
starts at 0 and continues to infinity where values closer to 0 indicate that two
words do have a meaningful identification of one-another. The problem is that
creating a matrix of all items co-occurring to all other values is expensive to
compute in terms of time and storage,as its complexity for both is quadratic to
the number of items.
The only reduction that can be done for this model is to only encode co-
occurrences if they occur. This would create a list of the two items and the
number of times they co-occurred. This solution is, just as the previously ex-
plained sparse matrix, only beneficial if the filling of the matrix is below a certain
amount.
LSA-vectors
Algorithms which model the context and reduce the dimensionality are latent
semantic analysis [14] (LSA) and latent dirichlet allocation [15](LDA). Both
algorithms accept a pre-defined dimensionality of the resulting vectors to convert
to (often a size between 200 and 400 is used). The values in this vector are
based on the context in which the word occurred. The main drawback of both
techniques is that, in its context description, it lacks an encoding of word order
[14, 15]. The impact of this drawback depends on the corpus to be analysed.
If the corpus consists of a list of essays, the order in which words occur is of
interest as the word order can change the meaning of a written text (try placing
the word ”only” in the following sentence: ”You are reading this report.”, the
location matters to the meaning). In a corpus which consists of a set of bag of
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words, the lack of taking the order into account does not give an issue.
The difference between LDA and LSA in practice is that given a small
dataset, LDA will result in a better vector description of the context in which
a word occurred. But as more data is used for the analysis, this difference in
quality fades [16]. The additional issue is that the LDA algorithm is slower than
the LSA algorithm [16]. Therefore, it is better to use LSA on larger amounts of
text, and LDA on small amounts of text.
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Chapter 3
Ontology, Taxonomy and
Thesaurus
3.1 Types of knowledge structures
As mentioned before, storing domain specific knowledge can be done using dif-
ferent types of structures; ontologies, taxonomies and thesauruses. These knowl-
edge structures will be further explained below.
3.1.1 Ontologies
An ontology is a graph which models domain specific knowledge via concepts
and named relations between the concepts. An example of an ontology is shown
in Figure 3.1. An ontology can be used for automated reasoning in the mod-
elled domain [17]. As more concepts and relations are added, more extensive
reasoning can be performed within the modelled domain. Next to the retrieval
of information, an ontology can be used for natural language processing, trans-
lation and machine learning purposes [2,18]. An ontology can be used to answer
questions, for instance the headhunter could query an ontology for skills being
related to a PHP-developer.
The main drawback of an ontology is the time needed to maintain it [19].
The maintenance consists of manually adding concepts and relations within the
graph. As more concepts are added more already present concepts and relations
need to be checked in order to prevent duplicates in either name or meaning.
This makes maintenance a rather costly endeavour which only increases as the
graph becomes larger.
3.1.2 Taxonomies
A taxonomy is a more restricted form of an ontology. It is a directed acyclic
graph of concepts with a limited set of relations between the concepts (in con-
trast to an ontology which has no limitations to the relations). The relations are
either un-labelled (the relationship is only implied but not defined) or labelled
as ”is a” [20] (the relationship is defined, e.g. lion is a mammal). An exam-
ple of a taxonomy is displayed in Figure 3.2. Some taxonomies also describe
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Figure 3.1: Example of an ontology. The ”knows” relation between the Zend
Developer and PHP is an implied relationship which can be queried by the
recruiter.
antonyms and ”is-related” relationships [18]. In a taxonomy there is a hierarchy
of concepts. The higher level concepts are more abstract and the lower level
concepts are more concrete. Furthermore, it is possible for lower level concepts
to belong to multiple higher level concepts (parents).
Just like the ontology, a taxonomy also has more usages than the retrieval of
concepts. It is often used for manual searches as the transitions from one concept
to the next are intuitive. For example, in a car taxonomy the highest level could
be a brand, the lower level would be the types of that brand, the level thereafter
would be the specific editions. This makes a taxonomy easier to navigate than
an ontology. For a head-hunter a taxonomy could be used to find a specific skill
in a skill taxonomy, for finding ”Zend” a path through the taxonomy could have
the following form: ”Software Languages and Frameworks” → ”Frameworks”
→ ”Zend”.
As a taxonomy only has a limited amount of relations, its maintenance
is easier in comparison to an ontology. Ontologies would require a check on
both concepts and relations as both are labelled. For taxonomies the issue is
reduced to just the concepts that have to be made consistent. This reduction
in ”consistency checks” does not mean that it is cheap to maintain as it is still
a costly endeavour [19].
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Figure 3.2: Unlabelled Taxonomy. A concepts is a blue dot and an arrow is a
relationship. If a node has an incoming arrow, it is a parent of another node. If
the node has an outgoing arrow, it is a child of the node to which the arrow is
going.
3.1.3 Thesaurus
The most basic knowledge-structure is a thesaurus. It describes words that are
very similar or dissimilar to one-another. As such, it can be viewed as the lowest
(least abstract) level of both a taxonomy an ontology. A thesaurus bears some
resemblance to a dictionary. However, unlike a dictionary, a thesaurus only
describes the words, it does not explain them.
Figure 3.3: Overview of all the knowledge-structures, what they contain, and
what similarities they have.
3.2 Differences between knowledge-structures
As previously explained there are differences in what to use the knowledge-
structures for. A taxonomy is a type of ontology and can only be asked for
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membership of labels (e.g. is a PHP-developer a type of software developer),
whilst a thesaurus only describes low-level relationships between labels.
3.2.1 Usage
A thesaurus can be seen as a type of dictionary. Given a concept, all related
labels can be viewed. This often comes in handy to find synonyms. Other than
that, a thesaurus can be a good starting point to build a taxonomy upon. This
is due to the fact that a taxonomy uses concepts with attached labels. It can
also serve to help construct an ontology.
When regarding a taxonomy, a user can quickly come to a specific label. If
for instance every node of the taxonomy has 20 sub-labels to choose from and 3
levels (excluding the root), this could result in a set of 7960 labels1. However, the
user would only have to browse through 60, comparing 20 at a time. This is due
to the shape of the taxonomy. This makes a taxonomy very suitable for searching
specific labels from large sets. An example of how this traversing through the
taxonomy tree takes place is displayed in Figure 3.4. Furthermore, a taxonomy
can also be used to construct an ontology. By labelling the relationships between
concepts and adding additional ones, it becomes an ontology.
Figure 3.4: The green nodes (representing labels for a concept in the taxonomy)
with the arrows display how the user can find a PHP developer.
An ontology has a larger richness of queries. It allows the connections be-
tween the nodes to be labelled as well. Because of this the user could ask
questions like, what professions know ”PHP”. Unlike the taxonomy, browsing
through an ontology is not intuitive for it requires knowledge of all types of re-
lationships. By using a more complex labelling system where an relation is also
defined by a concept and therefore has more labels, it can become more user-
friendly. But this in term leads to a more complex and difficult to understand
structure.
1(203 - 20 * 2, the reduction is due to the fact that the nodes in the top of the hierarchy
are not of interest for final selection.
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3.2.2 Maintenance
Creating and maintaining a taxonomy or ontology are comparable activities.
Once the outline is defined (what domain is of interest and what level of detail
is required for this knowledge-structure), adding new labels and concepts to a
new taxonomy/ontology or to an existing one is the exact same process. How-
ever there are differences between maintaining a taxonomy and maintaining an
ontology.
To add a label to a taxonomy there are different ways to do so. One way is
to identify similar labels (synonyms) and look for them. The other way involves
navigating the abstract concepts to find the most concrete concept under which
the label fits. A user can also add additional concepts in the taxonomy if no
fitting concrete or abstract concept is found. Possible duplicates are easy to spot
and correct. In general, a taxonomy is a directed acyclic graph. However, often
it is an even more limited structure, namely a tree. For example, when selecting
products from a web-store, a product is only placed under one parent. The
problem with the maintenance of a tree type of taxonomy is that it is not always
easy to spot the correct parent of a node (e.g. when looking for a ”construction-
site developer” would this be under ”developers” or under ”construction”). In
the case of a tree taxonomy. the one maintaining the taxonomy would need to
search through all possible concepts to find the closest concept to the label that
ought to be added (as there is no option to add it to multiple parents). This
looking for the best fitting parent is a subjective task and is time-consuming.
Ontologies make this even more time-consuming. When adding a label to
an ontology, the user needs to search for related concepts to the new label, look
through the labels of the connections of these related concepts, and then add
the new label and the connections. In case the new label cannot be assigned
to an existing concept, a new concept has to be made, followed by connecting
the new concept to other concepts. This scheme for adding new labels to the
ontology has to do with its dynamically labelled connections. When looking for
whether a label is already present in its current form, it is important to first
ensure that a synonym of this label has not been already added. The same can
be said for the labels of the connections. The labels of connections need to go
trough the same extensive search as the concept labels which are being added.
This makes adding data to an ontology more time-consuming and expensive
than adding to a taxonomy.
An important part of the maintenance for both taxonomies and ontologies
is that the depth of information that they hold, should fit the use-case in which
they play a role. For instance, when creating a taxonomy for cars to help
users narrow down the search on a website, it makes sense to create a top-level
describing manufacturers and brands, followed by the specific types. It makes
less sense to add the manufacturing date to the same taxonomy as this list would
become to big and unwieldy for both the user and maintainer. Because of this,
it is usually implemented to have a filter outside of the taxonomy.
3.3 Automatic creation
The maintenance of both an ontology and a taxonomy is time-consuming.
Therefore it is very appealing to automate the process. In both creating and
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maintaining a taxonomy or ontology three distinct phases/steps can be identi-
fied [18]; Terminology extraction, Glossary extraction and Relation extraction.
The first two steps for the automatic creation are the same for all knowledge-
structures. The last step (Relation extraction) is more complex for an ontology
than it is for a taxonomy. When trying to obtain these relation for an ontology
using text mining techniques, an elaborate search set is needed. For instance,
when using regular expressions to find all possible (yet valid) hierarchical rela-
tions between words the set could look something like: [’A is a type of B’, ’A
being a type of B’, ’A is sort of B’]. This set would result in taxonomy-like re-
lations between A and B. Defining this for all types of relations for an ontology
could prove problematic as the set would become rather large.
The process of selecting labels of interest to be placed into the taxonomy
as concepts (e.g. a text about cars should select words like: make, model,
age). When using text to build a taxonomy, not all words are of relevance
when trying to discover concepts (e.g. verbs and articles). This step
results in relevant labels.
1 Termonology extraction
The first step of the process (Terminology extraction) can be done in a large
variety of ways. An easy way to obtain labels would be to select all nouns in a
text. This process can be made more complex to get better labels, like searching
for plurals in all nouns and merge them. The way that labels are selected can
be very specific to both the data-source and what terminology is wanted into
the resulting knowledge-structure.
The set of labels from step 1 point to concepts. It is possible for different
labels to point to the same concept (synonyms) whilst other identical
labels point to different concepts (homonyms, e.g. a ”developer” could
be a ”real-estate developer” or a ”software developer”). This step tries
to identify clear cut concepts and assigns the labels from step 1 to these
concepts.
2 Glossary extraction
This step ensures that the relations between concepts is correct. For a
taxonomy this is the hierarchical relation between labels (e.g. a Zend
is a Framework). For ontologies this step will look for every relation of
interest.
3 Relation extraction
The second and third step (Glossary extraction and Relation extraction)
have two main approaches; pattern-based extraction and cluster-based extrac-
tion. These options and the possible flows are displayed in Figure 3.5. As
displayed in the figure, it is possible to perform a Pattern-Based Glossary ex-
traction Followed by a Cluster-Based Relation extraction. Although possible,
these transitions and their peculiarities are not further explained.
The Pattern-Based approach uses pre-defined or mined patterns of text [21]
(e.g. regular expressions). The problem with these patterns is that they are
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Figure 3.5: Steps for automatic creation. The various approaches of Terminol-
ogy Extraction are not displayed due to the large number of possible approaches.
known to be very fragile and tough to maintain and explain. This fragility
comes from the need for a term to exactly fit the described pattern. Especially
when used on free-text this problem becomes more apparent. A noun could,
for instance, be a plural and therefore already fall out of the described pattern.
This is often countered by normalising the text. This normalisation alters words
by turning plural to singular (e.g. cars → car), and bringing all conjugations
of a verb back to the base (e.g. finding → find) amongst other techniques. By
searching for a pattern in which a noun is presented, it is possible to find out
whether it has the same meaning (Glossary Extraction). The same principle
can be applied for finding the relations with other labels (Relation Extraction).
Both are often combined in one step since the noun, that occurs in the same
relation to another noun, is likely to hold both the same meaning for the noun
and for the relation in these occurrences
The Cluster-Based approach uses clustering to find what labels belong to-
gether based on their meaning [22]. By turning all extracted labels (from phase
1) and usable corpora into vector representations it is possible to cluster them.
The advantage of this technique is that it does not ”miss” relations because
there is no need for an exact match. Depending on the implementation the
Cluster-Based approach can distinct between homonyms as their context is of-
ten different. In order to perform a Relation Extraction some analysis of the
clusters has to take place. For instance, when creating a taxonomy, it would
require the a search for hierarchies in the clustered data. The problem of the
hierarchical clustering is that its results at, higher levels, require some assump-
tions regarding the prescence of clusters in data. A commonly used technique
for this is Term Frequency Inverse Document Frequency (tfidf) [23]. It assumes
that labels which occur more frequent in one corpus, yet not so often across
corpora, are more important.
There are several drawbacks in using the Cluster-Based approach. The way
a piece of text is converted into a vector determines how successful a clustering
could be. The length of the vectors can give problems [24] and even the cluster-
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ing method could give wrong clusters (because of algorithmic limits or wrong
parameters for an algorithm).
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Chapter 4
Research Design
The focus of the present study is trying to find a solution to specific problems
associated with the automated creation of knowledge-structures. The resulting
research questions are posed in the first section of this chapter. The second
section states the research methods used to answer the posed research questions.
4.1 Research Questions
Up until now research has mainly focussed on documents with a lot of data per
document [1]. The main question of this research is whether it is possible to
construct a knowledge-structure on a large collection of short documents. There
are some important differences between these sources (documents with a lot of
data and documents with little data) which need to be taken into account.
Sources with a lot of data per document (e.g. news feeds and encyclopaedia)
express a rich context per word. They describe words in a sentence, which allows
one to predict the next word based on the previous word of current sentence [1].
Short sources are documents with little amounts of data per document (e.g.
LinkedIn). These short sources do not have such a luxurious context (with
regard to skills and experiences). Often a short text like this contains around
six words1 without any other textual context. Furthermore, the correctness of
the used word’s spelling is another aspect that marks the difference between the
two types of sources. When regarding the majority of commonly used sources
(Google news, Wikipedia etc.) the chances of a spelling error are rather slim
in these sources. This is in contrast with sources where the content is user
generated and did not receive an audit (e.g. LinkedIn, Xing). This adds to
the problem of homonyms and synonyms, as these spelling-errors create an
additional layer of complexity. A solution that looks into creating a knowledge-
structure has to take into account both these aspects.
As explained earlier, it is possible to use clustering to automatically create
a knowledge-structure. This can be by either a vector based clustering (using
LSA-vectors) or based on a co-occurrence analysis. Based on these options the
main- and research-questions (respectively MQ and RQ) for this research are:
MQ Is it possible to construct a knowledge-structure with a large collection of
short documents?
1Based on a brief evaluation of 106 LinkedIn profiles.
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RQ1 Can LSA vectors, from short texts, be used for automated knowledge-
structure creation
RQ2 Can co-occurrences, on short texts, be used for automated knowledge-
structure creation?
If both these approaches (LSA vectors and co-occurrences) are useful for au-
tomatically creating knowledge-structures, it is hypothesizes that they produce
a similar result (i.e. a similar knowledge-structure). This was inspected via a
qualitative analysis.
4.2 Methods
The research can be split in three phases. These phases are based on the research
questions and preliminary research to ensure that what is to be researched is
indeed plausible. Only the first phase (Preliminary Research) has to happen
before the other can be initiated. The second and third phases can be done
concurrently.
The first phase is to be as sure as possible that there are indeed clusters in the
data; without using a clustering technique. This can be done by inspecting two
incremental questions. These questions are centred on finding whether there is a
link between labels. If a clear link can be found amongst labels in the data, then
it can be assumed that a certain degree of clustering should be present. The first
question (PQ0.1) is to give a general idea of whether there is a clustering in the
raw co-occurrences. This is validated by quantitatively inspecting the highest
and lowest co-occurring labels. In the high co-occurring items a certain logical
link is expected. The inverse should be true for low co-occurring labels. The ones
with a low co-occurrence should not have a logical link. The second question
(PQ0.2) is whether using NPMI confirms the earlier assumption of the strength
of co-occurrences. NPMI weighs the overall occurrence and co-occurrence of
items (as previously explained in section 2.2.2). This it is expected to give a
better view of the present link than standard co-occurrence counts. It is, just
as PQ0.1, validated through a quantitative inspection.
The second phase focusses on answering research question 1 (RQ1). The first
step is to investigate whether or not LSA-vectors are suitable for automatically
creating a knowledge-structure is to perform a clustering on the LSA-vectors
(PQ1.1). To validate this, two different techniques are used for said clustering
(a GNG and a k-means algorithm). The problem with both a GNG and a k-
means algorithm is that they require parameters. For the k-means algorithm
this is only one parameter, and as such a scan can be done through a range
of k-values. The result of each configuration is measured using a Silhouette
analysis. For the GNG, the number parameters makes looking for the best
configuration difficult. Iterating over all possible values is too costly. This
is circumvented by selecting the configuration values randomly, and plotting
the quality of the result (colour of a line) on a parallel coordinate plot. Each
axis in the plot represents a value of a parameter. If a certain configuration
value results in a higher quality, this should become clear from the plot. If no
clear optimum is found, the highest scoring parameters are used. To further
the investigation of a correct clustering, the vectors are qualitatively inspected
(PQ1.2). This inspection is done by plotting the vectors using both a SOM and
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a MDS plot (both explained in section 2.2). The result of this inspection is a
further validation of the findings from PQ1.1.
This third phase of the present research concerns research question 2 (RQ2).
Here, it will be investigated whether or not co-occurrences can be used for the
automatic creation of a meaningful knowledge-structure. In order to do so, an
algorithm is used on top of the NPMI scores to link labels. This is validated by
inspecting the resulting table of bindings by hand. To further investigate the
validity of the results, the second question is focussed on visualising the results
in a dendrogram. This enables a better qualitative overview of the results and
as such is expected to give more clarity on whether this technique can be used
for creating a knowledge-structure.
The overview of the previously presented research questions (RQ) and the
practical questions (PQ) is as follows:
Phase 1 Is there a reason to believe that there are clusters in the data?
PQ0.1 Do the raw co-occurrences give an indication of clustering?
PQ0.2 After applying an NPMI [] computation, is it still considered fea-
sible for a clustering to be present?
Phase 2 Can LSA vectors, from short texts, be used for automated knowledge-
structure creation
PQ1.1 Does cluster analysis via GNG en k-means indicate the presence
of clusters in de LSA vectors?
PQ1.2 Does the distribution of the LSA vectors reflect the found result
of the clustering?
Phase 3 Can co-occurrences, on short texts, be used for automated knowledge-
structure creation?
PQ2.1 Do labels linked on NPMI scores result in a meaningful clustering?
PQ2.2 Does qualitative inspection of the found clusters in a dendrogram
representation, indicate that the clusters found via co-occurrence
count are meaningfulness on the content-level?
The previously described questions can be visualised in a general solution
outline depicted in Figure 4.1. First an overall indication needs to be obtained
of whether there are clusters. This is done through the raw co-occurrences and
a NPMI [13] weighting scheme. The data is normalised and put through an
LSA vectorisation [14] before being clustered by both a k-means and a GNG.
At the same time the NPMI is recalculated on normalised data for creating a
knowledge-structure based purely on the results of the weighting. This will be
described in more detail in the following sections.
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Figure 4.1: Research outline.
The data used for this research is a set of 70 ∗ 106 LinkedIn profiles. From
these profiles, only the jobs and skills are used. Functions (or jobs) are previ-
ous titles that people reported to have. Examples of this are: CEO, Software
Developer. Skills are a actually an amalgamation of knowledge fields, tools and
experiences that people reported to have, examples are: IT, Microsoft Word,
Listening, Negotiation. The data is expected to contain spelling errors and in-
correct data, as a person can put anything in these fields without there being
any checks. The only normalisation done on these text-fields is to convert them
to lower-case and remove any symbol outside of the basic alphabet ranging from
a to z with the addition of a space and a minus sign. The reason for this nor-
malisation is to standardise the text so a difference in casing does not produce
separate entries. In itself however, this might result in labels which are not
English. The reason for normalisation on the alphabet is due to the presence
of hard to interpret characters (e.g. Chinese, Cyrillic, Hebrew). As such the
results could be improved by using more advanced natural language processing
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techniques (e.g stemming).
4.2.1 The presence of clusters in the data (Phase 1)
The initial estimate of whether clusters are present in the used data (PQ0.1)
is investigated by performing a qualitative evaluation of co-occurrence counts.
This evaluation is done by selecting a job and inspecting all co-occurrences with
skills that occur either often or rarely. If there is some hint of clustering in this
data, the high co-occurring skills are expected to make sense (e.g. IT develop-
ment related professions should have connections to programming languages).
Lower co-occurrences will make less sense. If high co-occurring values do in-
deed show some level of logic, it is more likely that there are truly clusters in
the data. However, a high co-occurrence also might be due to the fact that a
large amount of people stating to posses that particular skill and it can there-
fore be logically combined with a large number of professions (e.g. one might
find Microsoft Word a logical skill for all professions related to IT, management
etc.). Therefore, the co-occurrences themselves are only a indication of whether
further research could result in a logically sound clustering.
To measure the value of co-occurrences in relation to their absolute occur-
rence NPMI [13] is used (PQ0.2). This measurement is intended to give an
insight into how strongly the items (jobs and skills) can be identified with one-
another. If the NPMI value would equal 1, the items only occur together. With
a value of -1, the values only occur if the other is not present. A value of 0
however, indicates the independence between items. As NPMI measures this
value based on all the data, the problem of a skill occurring almost everywhere
will be nullified as its value is expected to be 0. Because of this property, if the
values are deemed good enough after a qualitative inspection, it is very likely
that there is indeed some level of clustering in the data (RQ0).
In this phase a selection of four semi-random job titles will be selected and
inspected. It is not fully random because a manual inspection is required to
evaluate the outcome. This therefore requires knowledge of the selected jobs.
Furthermore, the selected jobs are not re-used (for further qualitative inspection
in the following phases of the research) to ensure that the found results are
broader than this first selection.
4.2.2 LSA based knowledge-structure (Phase 2)
The LSA based approach is based on centroid clustering. Two different cen-
troid based clustering techniques (GNG and k-means) are used to be able to
validate the results by comparing the outcomes of the two techniques. If both
algorithms produce a similar clustering, this would increase the chance of the
found clustering being the correct clustering of the data. In case of inconsistent
clustering or both techniques not resulting in any clustering, there would be
reason to believe that either vectors do not model the data correctly or there
are no clusters in the data. Because of this, the clustering outcomes of both
clustering techniques will be evaluated (PQ1.1).
Even if the results do match, the problem with the clustering techniques is
that there is a need to evaluate whether the LSA vectors do indeed contain the
clusters. As such they need to be evaluated (PQ1.2). This evaluation is done
by visualising the vectors using two techniques for displaying high dimensional
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vectors to a 2D plane; the Self Organising Map (SOM [9]) and Multi Dimensional
Scaling (MDS [25]).
Getting to a good clustering with either the GNG or k-means algorithm
requires some unknown parameters to be set beforehand. The values for these
parameters needs to be assessed before any final clustering or evaluation can
take place.
Parameter search
The different cluster approaches both require one or more parameters. It is
assumed that one configuration of these parameters yields the best clustering
result. As such the ideal parameter values need to be looked for. The problem
with iterating over all possible configurations is that it is very time consuming
[26]. A better way than this grid-search to find the best parameters would
be a random search [3]. This type of search is easy to set-up and easy to
alter. It would randomly select a parameter from a distribution of possible
values, therefore no division of a grid is needed. Furthermore, it is easy to add
additional threads to train additional GNGs because it is a random process, and
as such it has no overhead on configuration selection.
The problem with the outcome of the random configuration is figuring out
what parameters are the ”absolute best” as the random search does not cover all
configurations. For example, if the random selects values from a range between
-1 and 1 with an absolute best result at 0.5. It is possible that the random
gets values 0.4 and 0.6 as high scoring values, but it misses the possibility of
0.5 being the best as it remains untested. The problem with detection of this
optimum is that there are more parameters which can affect this score. Because
the quality is a result of multiple values across axis, the entire pattern of values
is what determines the quality. To find this pattern, the score is displayed as
the colour of a line in a parallel coordinate plot. Each axis is a bar in the plot.
If there is indeed a best configuration, the plot should show a clear best scoring
pattern.
The problem with the GNG parameters and starting configuration, is that
the same parameter configuration could result in different quality scores (be-
cause of its random start and the order in which data is passed through the
network). The effect of these random properties can be minimized by running
the same configuration multiple times. However, it might not result in a better
looking parallel-coordinate distribution as the quality is expected to fluctuate.
Still the parallel-coordinates are expected to yield some insight into what might
be good parameter values or which values are expected to result in bad results. If
no clear best configuration pattern can be found, the best scoring configuration
is used.
Another problem of the GNG is its capability to grow. Because of this, it
can spawn additional centroids to fit the data. This process can continue until
a certain maximum of neurons is achieved. However, the growth process could
easily result in over-fitting of the network (each input having its own centroid,
which would lead to no clustering at all).
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Quality evaluation
The quality of centroid clustering can be measured with regard to two different
aspects: the fit of the centroids to the data and how well the clustered items fit
together (within a formed cluster). Next to these measurements, the output still
needs to be qualitatively validated. Validation is difficult as it can be done by
looking at the output (the resulting thesaurus), which requires interpretation,
but it can also be done by looking at the input vectors. By considering all the
proposed quality aspects, the real quality of the clustering can be determined.
How well the clustering fits the data is also referred to as the quantisation
error. The quantisation error is the difference between an input and the best
matching unit (bmu). For a k-means algorithm this unit is a centroid and for the
GNG it is a neuron. The difference measurement is displayed in Equation 4.1.
S is the set of all samples, |S| is the size of the set. The n describes the number
of dimensions present in the input-space and Sji represents the input at index
j at dimension i.
MQe(S) =
∑|S|
j=1
√∑n
i=1(Sji − bmui)2
|S| (4.1)
The mean quantisation error only evaluates the ”fit” of the centroids to the
input-space. Because of this, it is of interest for estimating the best parameters.
For both the k-means and the GNG the goal is to reduce the mean quantisation
error of its centroids to the input vectors. As such, this measurement adheres
to this property, however it has its flaws. As previously explained, a k-means
clustering still cannot detect an enclosed cluster (as explained in section 2.1).
To validate the plausibility of a result of the clustering, the data is visu-
alised using two different techniques: Self Organising Map (SOM) [9] and Multi
Dimensional Scaling (MDS) [27]. Both techniques can be used to reduce the
dimensionality of the data to 2-dimensions. Because of this reduction, the re-
sult can be made visual. The only problem of these techniques is that when the
number of dimensions is reduced, so is the expressiveness of those dimensions.
Much like many other compressions, the result contains the raw outline but not
the fine-grained data that the original had. However, in order to validate the
plausibility of the clustering, this visualisation should give some insight.
After having validated the plausibility of the result, a qualitative inspection
is done on the labels that have been grouped. This is done by inspecting what
labels are grouped together. These cases can also be evaluated by using the
earlier performed NPMI analysis to look for the most significant binding skills
per cluster. This can be modelled by looking into the average NPMI score of
skills per cluster. All labels used in the dataset have already obtained an NPMI
score per skill binding. By taking the average per cluster the labels ”vote” for
having certain skills as most important for a cluster. If, on average, a skill
has a positive value within a cluster, it is apparently important to the cluster
and a label with a negative binding on that skill would be a not so good fit.
From this perspective, the same can be said about negative NPMI values. The
inconsistency is therefore measured in the number of sign-differences between
the average NPMI scores per cluster and the NPMI scores per label in the
cluster.
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4.2.3 Co-occurrence knowledge-structure (Phase 3)
The above presented cluster methods use centroid based clustering for obtain-
ing both a thesaurus and possibly a taxonomy. It is also possible to create a
thesaurus using the NPMI values (PQ2.1). The goal would be identical to the
centroid based technique, so a certain skill combination should be as unique as
possible to a job. The NPMI values could also be used for the induction of a
taxonomy, and therefore the results of both the centroid based technique and
the NPMI technique can be compared.
The earlier described evaluation of the NPMI technique is focussed on qual-
itatively inspecting the logical soundness of a binding, which means that inter-
pretation is needed to evaluate the NPMI results. This would be very time-
consuming as the amount of skills are numerous and the interpretation of the
skills and jobs would require a lot of manual labour. To reduce this, an algo-
rithm is proposed that creates connections between jobs. These connections are
valued and as such can be displayed in a dendrogram. From this dendrogram, a
certain cut-off can be used to state that all underlying jobs all point to the same
concept. At higher level cut-off scores, there should be significant differences
between the concepts. By defining values for these splits (either based on find-
ings or statistics) a taxonomy can be induced. For this research, the goal is to
look into whether the strongest connections (at the bottom of the dendrogram)
actually point to the same concept. By having this split between high and low
values of connection, only the jobs need to be evaluated (and not the skills)
which reduces the amount of time needed for evaluation (there are fewer jobs
than skills in the dataset). Furthermore, by evaluating the groups as a concept,
the evaluation is expected to be faster (a search can take place in other hand
crafted taxonomies for faster evaluation). Also, a separation can be investigated
between concepts.
In order to produce the required dendrogram, a connection needs to be made
from job to job based on the NPMI values (which are computed between skills
and jobs). The goal is that similar jobs have stronger bindings than less similar
jobs. The similarity is expressed by the skills of the people that describe them
together with the jobs. Similar jobs should end up in the same cut-off of the
dendrogram. To distil this from the NPMI scores the following algorithm is
performed:
1. For every skill s
(a) For all jobs j1 with a positive NPMI value (weight) w1 to s
i. Inspect all other jobs linked to the skill jx and their weights wx
ii. If there is no link between j1 and jx, a link is created with weight
w1 ∗ wx
iii. If there already is a link, the value is increased with the result
of w1 ∗ wx
The base concept of the algorithm is to leverage the NPMI values to con-
struct a general cohesion between jobs based on similar skill-sets. The algorithm
would be computationally expensive if all jobs and skills are linked, but it is
expected that the majority is not connected. The first part (iterating over skills)
uses NPMI values that are used for both jobs. It multiplies the weights to get
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a good accumulation of the values, for instance if wx = −1 and w1 = 1 the
result would be a negative value for the link. This negative value is desired
because one is positive towards linking with s and the other is negative. With
two positive values, the result is also positive for the link, and two negatives
(describing that the jobs occur if the skill does not) this is also something they
have in common. This effect is why a multiplication is used. The result of this
algorithm is a binding between jobs where ones that point to the same concept
(based on the skills) should have higher binding values. This result is to be
validated by a quantitative inspection of the top values.
The subset on which the algorithm is applied is selected on the following
criteria. There should be at least one group of 4 to 5 similar jobs which are
specific in their content whilst they are not synonyms of one-another. There
should be one group of generic jobs which could be synonyms. The next group
should consist of weakly linked professions (working in the same field, yet largely
different in tasks). Finally, some not linked jobs are added, these should not
have a clear relation to any previous selected job.
When the groups are created based NPMI values, de results will be displayed
in a dendrogram. This dendrogram will then be qualitatively inspected to see
how logically sound the groups are separated in the data (PQ2.2). This separa-
tion is expected to have multiple levels where jobs that have greater similarity
then others, will share the same branch. Jobs that have nothing in common are
expected to only merge on root level. It is important to note that these links
might not fit the theoretical link between jobs but rather the practical link. By
inspecting these relationships manually, one can take into account this difference
between theoretical and practical. If the dendrogram does display the described
behaviour of strongly separating not related jobs and weakly splitting related
jobs it is considered to be a good knowledge-structure. As such a conclusion can
be made on whether this approach yields a true knowledge-structure (RQ2).
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Chapter 5
Results
5.1 Cluster presence in data (Phase 1)
The first step is to assess the suspected presence of clusters in de data. This
step involved the measuring of the co-occurrences and the NPMI scores for a
selected subset of jobs. The results sorted on both co-occurrence as NPMI can
be seen in Table 5.1 and Table 5.2. It is important to note that these tables are
built using normalised text labels. Therefore, it is possible that the labels are
not correctly spelled (as explained in section 4.2).
As expected the co-occurrences showed that high co-occurrences do give a
logical binding between a skill and a job. The lower co-occurrences are also more
difficult to combine with the job (e.g. a software engineer with a skill called
”catering”). The NPMI results for high scoring NPMI values a bit peculiar,
but not un-explainable (e.g. ”java swing jme” for ”c developer”). The lower
scoring NPMI values do fit the expectations of having no logical binding (e.g.
”healthcare management” for a sales agent).
5.2 LSA based knowledge-structure (Phase 2)
The LSA based knowledge-structure focussed on using LSA vectors based on
the profiles as the basis for centroid based clustering. First the previously ex-
plained clustering was performed, followed by the qualitative inspection of the
distribution of the vectors.
5.2.1 Cluster configuration
The cluster count is intended to figure out how many clusters can be found in
the vectors. The numbers of clusters for the GNG and the k-means algorithm
should be close to one-another if both function correctly. However, as previously
explained, parameters need to be estimated for optimal results.
GNG training and parameters
When searching for the best parameters of the GNG, a subset of data (1 ∗ 106)
was used for 20 iterations to give the GNG enough throughput to fit the data
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software engineer tester
Sorted on occurrence
skill occ NPMI skill occ NPMI
c 30238 0.29 testing 467 0.24
java 15946 0.23 scrum 312 0.22
sql 12516 0.23 tmap 307 0.45
... ... ... ... ... ...
contractors 1 -0.28 mockito 1 0.09
catering 1 -0.29 liquibase 1 0.18
styling 1 -0.26 jdbc 1 0.0
Sorted on NPMI
skill occ NPMI skill occ NPMI
jiraconfluencestash 12 0.55 certified agile testing 8 0.61
sucosoft s 24 0.54 crm siebelsalesforce-
dynamics
4 0.61
kamon 30 0.53 softwaretests ua junit 2 0.58
... ... ... ... ... ...
contractors 1 -0.28 strategy 2 -0.20
catering 1 -0.29 budgets 1 -0.20
food beverage 1 -0.30 business strategy 2 -0.21
Table 5.1: Values for skills per job.
as optimally as possible. Every training was repeated 4 times to ensure that
the random initialisation of the network or the random presentation of the data
did not influence the results. In total 50 configurations where tested, resulting
in a total of 200 trained networks. The accumulated results can be seen in
Figure 5.1.
From these accumulated results it becomes clear it is not possible to pinpoint
a best configuration pattern. Because of this lack of a clear quality indicator,
the optimal configuration found in the tests was used to train the GNG.
The optimal configuration was trained for 100 epochs across 10 GNG in-
stances. This training resulted in one to two clusters being formed ; the two
clusters would merge back into one after some further training. Based on these
results one would expect that the clustering done by the GNG does not fit the
previously results that clusters should be present.
K-means training
Training the k-means was done with a random 1∗106 samples from the data. On
these samples every k-value was tested 3 times and an iteration was performed
on all k-values from 1 to 10 (with the addition of k=100). For each of these
configurations an analysis was done using the Silhouette method. Because of
memory constraints, the Silhouette analysis had to be done on smaller batches.
To compensate for this sectioning, a box-plot is created of the results per k-value.
These plots are displayed in Figures 5.2 and 5.3.
The results of the k-means in terms of the best k-value (being 100) and the
Silhouette scores themselves, point in the direction of no clusters being present
in the vectors. To simplify the next validation step, the k clusters were plotted
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c developer sales agent
Sorted on occurrence
skill occ NPMI skill occ NPMI
c 474 0.23 sales 891 0.11
java 150 0.17 customer service 608 0.05
sql 143 0.16 marketing 538 0.06
... ... ... ... ... ...
email archiving 1 0.20 youtube 1 -0.04
dcom 1 0.25 xplan 1 0.22
monotouch 1 0.30 welding 1 -0.07
Sorted on NPMI
skill occ NPMI skill occ NPMI
java swing jme 3 0.68 other activitiesaea
simultaneous
interpreter italian
english
4 0.61
bloomberg
application portal
2 0.64 other activitiesa ea
tourist guide and
interpreter for
namibian tours in
namibia
4 0.61
flex with rails 4 0.63 italian a mother
tongue englisha
mother tongue
frencha basic
knowledge
4 0.61
... ... ... ... ... ...
marketing strategy 1 -0.18 project delivery 1 -0.16
coaching 1 -0.18 healthcare
management
1 -0.16
business strategy 1 -0.18 process engineering 1 -0.16
Table 5.2: Values for skills per job.
Figure 5.1: Parallel coordinates for all varying hyper-parameters and the re-
sulting number of neurons. The y-axis represents the height of the parameter.
The quality or mean quantisation error is inverted so that a darker/higher value
represents a higher/better value.
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Figure 5.2: Silhouette scores for k-values ranging from 0 to 10. The box-plot is
made from a 100 sub-batches in which the Silhouette score was computed. The
box-plot was chosen to give a full overview of how the score is distributed. The
black dots are outlier-batches that either outperformed the majority or heavily
underperformed.
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Figure 5.3: To illustrate the increase in quality, k-value of 100 was also tested.
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Figure 5.4: Plots of the k-means centroids.
using MDS (Figure 5.4). This MDS plot allows for easier comparison to the
LSA vector plot.
5.2.2 LSA vector distribution
The GNG and the k-means algorithm point in different directions. the GNG-
analysis lead to an optimal cluster configuration of 1 or 2 clusters. In contract,
the k-means clustering did not lead to a specific number of clusters. To validate
the result the LSA vectors are plotted by using both the MDS plot (Figure 5.6)
and the SOM (Figure 5.5).
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Figure 5.5: Toroidal SOM of the vectors. The white dots are the vectors. The
blue-yellow-red spectrum indicates the u-matrix values of the underlying high-
dimensions. From this view it becomes clear that there is a large cluster and a
lot of outliers with little to no relation to others.
Figure 5.6: MDS of the vectors. This view shows that the majority of the data
is tightly knit together with a small cluster in the centre of the plot.
Both the MDS and the SOM technique appear to be somewhat similar. The
SOM shows a clear main cluster and a lot of outliers. The MDS technique shows
a large outside ring cluster and an enclosed inside cluster. Given these results
it is not strange as to why the k-means algorithm did not find a best clustering
as data in this particular shape is known to cause issues (as explained in [28]).
At the same time the results of the GNG appear to fit the plot of the data.
5.3 Co-occurrence knowledge-structure (Phase
3)
The third phase of the present research investigated a co-occurrence based ap-
proach to an automated knowledge-structure. This phase required a subset of
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Figure 5.7: The top 10 strongest binding skills between ”senior net developer”
and ”java programmer”.
jobs for evaluation. The list with selected professions consists of: android devel-
oper, ios developer, web developer, java programmer, senior net developer, CEO,
manager, event manager, marketeer, psychologist, art director, and psychiatrist.
This list of professions was selected based on expectations. It is expected that
all software related professions (android developer, ios developer, web developer,
java programmer, senior net developer) are bound together. The same can be
said for psychologist and psychiatrist. Unlike these previous cases, the CEO
and manager roles are both very generic in terms of skills. People from every
speciality could become either manager or CEO. As such these generic profes-
sions are interesting test cases to see how they will be linked to others. The
”event manager”, ”marketeer” and ”art director” are selected as odd-ones out.
The goal was to see if they were hard-linked to any of the others, and would
thereby distort the statistics.
5.3.1 Grouped Labels
The selected labels are: event manager, ios developer, psychiatrist, manager,
psychologist, web developer, java programmer, art director, marketeer, senior
net developer, android developer, and ceo. Just as with the skills from phase
1, these labels are also normalised. The results of the NPMI based binding
calculation is displayed in Table 5.3. To better illustrate how these bindings
were constructed, the top 10 skill links between ”senior net developer” and ”java
programmer” are plotted in Figure 5.7. An important note on the ”marketeer”:
this job is not linked to any of the other jobs. This can be seen by the 0-values
in the table for marketeer.
5.3.2 Dendrogram
In plotting the distance matrix from Table 5.3 to a dendrogram, a hierarchical
clustering algorithm was performed on the matrix. The earlier explained ”ward”
linkage (Chapter 2.1.1) was used for this. The result is shown in Figure 5.8.
As previously stated the marketeer is not linked to any of the other jobs. This
results in a value of 0, which is ”better” than negative, as such it is bound to a
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Figure 5.8: Dendrogram of the distances. To obtain the dendrogram, a ward
linkage is computed on an altered distance matrix.
cluster where one would not expect it.
From both the co-occurrences and the dendrogram, it is clear that there
are clusters in the data. In the selected subset of jobs, three clusters could be
identified. Within the found clusters, there is some pollution from jobs that
lack overlapping skills with other jobs. Based on this result it can be stated
that co-occurrences can be used for creating a meaningful knowledge-structure.
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Chapter 6
Discussion
In the present research it was investigated whether short bodies of text could
be automatically process to create a knowledge-structure. To investigate this,
various clustering methods were used to analyse the data.
In the first phase of the present research, it was investigated whether the raw
data contained clusters, in order to later be able to validate the found clustering
results. This first analysis indicated that the raw data indeed contained clusters.
The discrepancy between the co-occurrence sorted and the NPMI sorted lists, al-
though strange in appearance, was to be expected. The items with a high NPMI
score are so specific that almost every time they occur, they occur together with
the job. Items that occur more often, can have higher co-occurrences but the
chance of them binding equally strong or stronger to other jobs also increases.
This is why the occurrences on the top NPMI sorted skills are relatively low.
This effect can also be seen in the labels of the skills with a high co-occurrence
versus a high NPMI score. Labels with a high NPMI score are very specific (e.g.
crm siebelsalesforcedynamics) whilst labels with a high co-occurrence are more
generic (e.g. testing, c, java).
The second phase of the present research, the use of LSA vectors for pro-
cessing short bodies of text was investigated. The LSA vectors displayed on
the MDS plot show a cluster in the centre and an enclosing cluster around it.
As explained before, K-means algorithm cannot correctly cluster this type of
data distribution (as noted in [28]). It is therefore understandable that the K-
means clustering did not yield meaningful results. In contrast, the GNG did
yield a 1 or 2 cluster result. It is therefore in line with what is displayed in the
MDS plot. However, on theoretical grounds one would expect a different cluster
distribution altogether. When looking a the SOM visualisation it would sug-
gest that there are no clusters in the data. As mentioned before, the k-means
analysis could not yield this result based on Silhouette scores. As shown by
the calculated Silhouette scores, the overall quality of the cluster-analysis was
low (0.21). This indicates that the k-means analysis was not able to come to
a fitting solution. A drawback of the Silhouette score is that it can only be
computed on k-values higher than or equal to two ( [7]). This gives rise to the
possibility that a k-value of 1 might be the best result. However, this cannot
be tested as the quality measure does not work for this k-value. One additional
issue is with high k-values that they might lead to over fitting ( [4]). The GNG
clustering showed a 1 or 2 clusters in the data. This is in line with the SOM
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visualisation for 1 cluster. The 2 cluster result can be explained as a barely sig-
nificant sub-cluster. Because the GNG continuously adjusts to the data, there
is a chance that barely significant clusters in the data lead to a new cluster in
the GNG. This hypothesis is further supported by the relatively small cluster
in the centre of the MDS plot. This only confirms the results of the GNG to be
in line with the LSA vectors, it still does not fit the expected outcome for the
clustering. Based on the inconsistent results of the two performed cluster anal-
ysis and the visualizations of the LSA vector, in can be concluded that the LSA
vectorisation has transformed the raw data in such a way that it can no longer
be (theoretically) meaningfully clustered. This implies that LSA vectorisation
is not a suitable method for processing short bodies of text. It can therefore
not be used in automation of knowledge-structure creation (RQ 1).
In the third phase of the research a different approach to automated knowledge-
structure creation was investigated. The co-occurrence based approach yielded
theoretically sound results. When qualitatively inspecting the strongest bind-
ing between two specific jobs (Figure 5.7), the results are theoretically sound.
The strongest bond for this specific comparison would be expected to be pro-
gramming languages ”C#” and ”java” or even ”object orientation”, but these
are possibly used by many other co-occurrences and are therefore not specific
enough. This is also the reason why very generic jobs where clustered together
(the ”manager” and ”ceo”). However, even for these generic professions the
NPMI score resulted in a good clustering.
The above described results are further stressed by the dendrogram-visualisation.
The outlier of ”marketeer” was an interesting result. In hindsight, it could have
been prevented by making a special case for not allowing unrelated jobs in the
comparison. It would be an option to alter the implementation of the algorithm
so that unrelated jobs are shown, but are marked in a way that makes clear that
they are unrelated. A further note needs to be made regarding the validation
of the co-occurrence based approach. The validation was done via a qualitative
inspection of the clustering results by a domain expert. Therefore the conclu-
sion from this validation might have been biased. As such a more elaborate
validation could be conducted by letting more experts review the outcomes. To
assist in this improved validation, a larger set of job labels for generating the
taxonomy would be advised. This would give a better overview of the overall
links amongst jobs and thus highlight inconsistencies (if any). Overall, it can
be stated that the co-occurrences based clustering method can be used for the
automatic creation of knowledge-structures (RQ2).
6.1 Conclusion
The present research aimed to investigate whether or not short bodies of text
were suitable for automated knowledge-structure creation. Two different ap-
proaches were used: LSA vectorisation and a co-occurrence based approach.
Based on the earlier described results, it can be concluded that short bodies of
text are usable in automated creation of knowledge-structures. However, only
the co-occurrence based approach yielded theoretically sound results.
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6.1.1 Future research
Given the results of the clustering on LSA on the short bodies of text, it might be
interesting to investigate why LSA produces vectors that cannot be meaningfully
clustered. The co-occurrence based approach showed that there are indeed
clusters, yet the LSA vector based methods did not produce a good clustering.
It might be that the underlying matrix that forms LSA did not manage to
correctly represent the data because of its limited size. Furthermore, it would be
interesting to investigate whether a different vectorisation method would yield
better results. For example, the use of the briefly mentioned LDA algorithm
(which is closely related to the LSA algorithm) could be explored.
The co-occurrence based technique is rather expensive as computing a tax-
onomy requires to compute the distance matrix from measuring all jobs to all
other jobs. To circumvent this, the NPMI linkage values could be exploited to
find the strongest bindings and find potential highest scoring jobs. This heuristic
could drastically reduce the complexity. It could also be used on existing tax-
onomies to measure the correctness. In this case it would only have to inspect
the items within the taxonomy. Future research could look into the heuris-
tic for faster creation and using the proposed technique to assist in taxonomy
validation (instead of creation).
Another point of interest for future research is the impact of dissimilarity on
the results. In the presented algorithm only the similarity is used (skills that
are linked with both jobs). The skills which do not have any co-occurrence to
one of the jobs are not taken into account. This dissimilarity would eliminate
cases like the ”marketeer” which do not link to any jobs. However, it would
take more time to compute as more skills are inspected. It is expected that
taking into account this dissimilarity will increase the accuracy of the proposed
method, but this remains to be validated.
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