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We experimentally realize protocols that allow to extract work beyond the free energy difference
from a single electron transistor at the single thermodynamic trajectory level. With two carefully
designed out-of-equilibrium driving cycles featuring kicks of the control parameter, we demonstrate
work extraction up to large fractions of kBT or with probabilities substantially greater than 1/2,
despite zero free energy difference over the cycle. Our results are explained in the framework of
nonequilibrium fluctuation relations. We thus show that irreversibility can be used as a resource for
optimal work extraction even in the absence of feedback from an external operator.
The ongoing miniaturization of physical systems, to-
gether with advances in techniques for the conception and
manipulation of small biological objects, has made the
investigation of devices with few degrees of freedom pos-
sible. In such systems fluctuations of physical quantities
become comparable with or larger than their mean val-
ues. This property, in particular, has led to the theoreti-
cal [1, 2] and experimental [3–5] development of stochas-
tic thermodynamics [6], which considers single realiza-
tions of work and heat relative to a given transformation
rather than averaged quantities over an ensemble of re-
alizations, as for the case of macroscopic systems. While
the first law of thermodynamics (energy conservation) re-
mains untouched, the second law (entropy increase over
time) does not apply at the level of a single realization
because of the stochastic nature of heat and work. Exper-
imental platforms for stochastic thermodynamics include
colloids [4, 7], single electron boxes [8], electronic dou-
ble dots which allow entropy production measurements
[9, 10] and recently experiments attained the quantum
regime [11] with e.g. NMR setups [12] and supercon-
ducting circuits [13, 14]. In this context, work and heat
must be addressed in terms of probability distributions
[6]. In particular, work fluctuations obey the equality [1]〈
e−W/kBT
〉
= e−∆F/kBT . (1)
HereW is the work performed on a system during a single
realization of the process, ∆F is the free energy difference
between the system’s initial and final states, kB is Boltz-
mann’s constant and T the temperature of the heat bath
to which the system is connected, and angular brackets
denote an ensemble average over realizations. From this
equality the second law of thermodynamics is recovered,
〈W 〉 ≥ ∆F . Additionally, Eq. (1) implies that for some
realizations W < ∆F , i.e. the extracted work (−W ) ex-
ceeds the decrease in free energy (−∆F ). Eq. (1) places
no limits on the magnitude of such “violations” of the
second law, nor on the net likelihood of observing these
violations. Therefore it is interesting to consider how to
design a process to maximize the amount of work that
might be extracted during a single realization, or alter-
natively to maximize the net probability to extract work
beyond the free energy difference.
With the exception of recent applications of one-shot
methods in this context [15, 16], until now optimal con-
trol for a system coupled to a single heat bath has been
mostly concerned with the trade-off between minimiz-
ing either fluctuations or average work [17, 18]. Re-
cently, it has been shown with a quantum jump approach
[19] that with a suitable far-from-equilibrium driving se-
quence, one can instead take advantage of fluctuations to
force work extraction from a system by arbitrarily large
value with a non-zero probability while still obeying Eq.
(1). In particular, Ref. [19] discusses how to perform
this task in the most efficient way, finding an optimal se-
quence that relies on two quasi-static tuning steps of the
control parameter, separated by the sudden change of its
energy level spacing, also referred to as a “quench”. Such
a protocol maximizes the probability of extracting work
beyond a given quantity (i.e. W ≤W− where W− < ∆F
is fixed), while ensuring that we never perform work ex-
ceeding a selected threshold W+.
In this Letter, using a single electron transistor (SET)
[20], we experimentally demonstrate a significant proba-
bility of extracting work arbitrarily bigger than the free
energy difference in a single protocol realization. We first
show, in a simple symmetric configuration of the pro-
posed protocol, that the resulting work probability dis-
tribution follows the bounds derived in Ref. [19], thus be-
ing optimal in the sense defined above. Building on this
experimental proof we arrange the protocol in such a way
that the probability of extracting work just above the free
energy difference is maximized, regardless of the energy
cost in case of failure. We thus observe a probability sig-
nificantly greater than 1/2 of extracting work above the
free energy difference, up to 65 %, with the second law
requirement 〈W 〉 ≥ ∆F always satisfied. Quantitative
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FIG. 1. a) Scanning electron micrograph of the single-electron
transistor (SET) capacitively coupled to a voltage biased de-
tector SET. Leads (blue) made of superconducting aluminum
are coupled through oxide (tunnel) barriers to the copper
(red) island. b) Electrical circuit representation. c) Proto-
col used to maximize work extraction, with a zoom on the
detector SET output current under system driving, around
the quench event.
agreement is found with both the nonequilibrium fluc-
tuation relation [Eq. (1)] and predictions obtained from
a master equation. These results are obtained without
using the information on the system’s state, unlike in a
“Maxwell’s demon” [21, 22] experiment.
The system (see Fig. 1 a) for a micrograph and b) for a
full circuit representation) is an SET fabricated through
multilayer shadow evaporation [23], made of a copper
island of dimensions 2000 × 200 × 25 nm3, weakly cou-
pled through oxide tunnel barriers to superconducting
aluminum leads, under zero bias. Tunnel barriers allow
electron quasiparticle transport in and out of the island.
Heat is carried by these electrons, and electron-electron
and electron-phonon interactions take place in the island
at a much faster rate than tunneling events, ensuring
that a constant electronic temperature T can be defined
at any time [24]. The number n of excess charges in the
island is our relevant degree of freedom and the inverse
tunneling rate sets the typical timescale of the system.
The oxide barrier is opaque enough (the estimated tun-
neling resistance is RT ' 5 MΩ for each junction, the
sum of both capacitances being CΣ ≈ 0.7 fF) so that
its combination with superconducting reservoirs leads to
low tunneling rates at zero bias, enabling measurements
with a low-frequency apparatus. The electrostatic energy
of the island can be tuned by an external gate voltage
Vg,sys through a gate electrode, which is patterned un-
der the island and separated from it by a 50 nm oxide
layer, forming a capacitance Cg,sys = 0.08 fF  CΣ. In
this configuration the Hamiltonian of the system takes a
simple form [8],
H(n, ng) = EC(n− ng)2, (2)
where ng = Cg,sysVg,sys/e is the reduced gate voltage
and EC ≈ e2/2CΣ is the charging energy, i.e. the energy
cost of adding one electron to the island due to Coulomb
interaction, which sets the energy scale of the problem.
The sample is cooled down to millikelvin temperatures
in a dilution refrigerator: thus, the ratio EC/kB = 1.3
K is high enough so that we can restrict our analysis to
two states n = 0, 1 [25] and the tunneling resistance is
high enough to consider a sequential tunneling descrip-
tion. The system SET is capacitively coupled via a bot-
tom gate electrode to another SET used as an electrom-
eter monitoring tunneling events and hence n(t). The
detector SET is biased with low enough voltage so that
we can modulate its output current Idet with an external
gate voltage Vg,det between zero and (typically) 100 pA.
Vg,det is chosen to maximize the slope of current mod-
ulation |dIdet/dVg,det|. This allows maximum sensitiv-
ity to charge variation on the system island: due to the
coupling gate electrode [green vertical element in Fig.
1a)], electrons tunneling in or out of the system island at
random times change the effective gate voltage seen by
the detector SET, hence modulating its output current,
which takes two values corresponding to the two charge
states of the system. At charge degeneracy ng = 1/2,
where the states n = 0 and n = 1 are equiprobable (no
charging energy cost), these tunneling events occur at a
rate Γd = 230 Hz. This is slow enough for the detector
[26], which has a bandwidth ∼ 1 kHz limited by the low-
pass filtering of a current amplifier. The two charge states
occupation probabilities satisfy the detailed balance rela-
tion with an effective electron temperature T = 670 mK
[27]. From the Hamiltonian (2) we know the net heat
transfer ∆E ≡ ∆E0→1 = H(1, ng)−H(0, ng) for an elec-
tron tunneling onto the island,
∆E0→1(ng) = EC(1− 2ng), (3)
while the opposite heat transfer for an electron leaving
the island is ∆E1→0(ng) = −∆E0→1(ng). By monitor-
ing tunneling events during a driving cycle, and recording
the corresponding jump times {tk} and gate voltage val-
ues {ng(tk)}, we experimentally determine the total heat
absorbed by the system over the thermodynamic cycle:
Q =
∑
k ∆E[ng(tk)]∆nk, where ∆nk = ±1 depending
on whether the electron jumps in/out of the island. The
initial and final values of ng are both set to 1/2 so that
we operate on a closed thermodynamic cycle. This way
the net energy change and the free energy difference ∆F
over the entire cycle are both zero, and energy conserva-
tion ensures that W = −Q. Thus we can directly infer
the experimental value of the work at the end of the cycle
based on the record of the transitions over the full cycle,
see Fig. 1c).
We first realize the driving sequence ng(t) depicted in
Fig. 1 c), referred to as protocol, over a time tf . For a
3given choice ofW− andW+ satisfyingW− < ∆F < W+,
the protocol [19] is designed to maximize the probabil-
ity to observe a work value W ≤W− (successful event),
while ensuring that we never observe W+ ≥ ∆F (fail-
ure events). For the sake of simplicity we consider the
symmetric case, i.e. W− = −W+. First we prepare
the system at charge degeneracy, i.e. ng(0) = 1/2, at
thermal equilibrium. Then we drive the system with a
quasi-static ramp over a time t1  Γ−1d up to a value
n∗g ≡ ng(t1) = 1/2 + ∆ng, with 0 < ∆ng < 1/2. Next, a
rapid swap of the energy splitting is operated by suddenly
driving the system to a value 1−n∗g. This “quench” must
be realized over a time ∆tq  Γ−1d so that no tunneling
occurs in this time interval. Finally, we return the system
to charge degeneracy through a quasi-static ramp, over
a time t1, such that 2t1 + ∆tq = tf and ng(tf ) = 1/2.
The total work output at the end of one cycle, obtained
theoretically in the ideal quasi-static limit, writes [27]
W (n) = (1− 2n)∆E(n∗g), (4)
where n ≡ n(t1) is the charge state at the quench on-
set, and ∆E(n∗g) < 0. Therefore W is a stochastic
variable taking two values W∓ = ±∆E(n∗g). Its dis-
tribution P (W ) = p∗δ(W −W+) + (1− p∗)δ(W −W−)
with 1/2 < p∗ < 1 [19] is solely dictated by the equi-
librium occupation probabilities of the two charge states
before the quench, which obey the Gibbs ensemble: the
ground state (one extra electron on the island) has a
probability p∗ = (1 + e∆E(n
∗
g)/kBT )−1, while the excited
state (zero extra electron) has a probability 1 − p∗ =
(1 + e−∆E(n
∗
g)/kBT )−1. The outcome is simple to inter-
pret physically: as the two ramps are quasi-static, the
amount of work performed during those segments can be
considered merely in terms of the equilibrium occupation
probabilities at each instant, and is here equal to zero be-
cause of the protocol’s symmetry. On the other hand, the
work performed during the quench does depend on the
charge state at the quench onset: if the system is in the
ground state n = 1, the quench turns it into an ener-
getically unfavorable state (since ∆E(1 − n∗g) > 0), and
thus positive work has to be provided by the gate volt-
age source during the quench. If instead the system is
in the excited state before the quench, the latter turns
it into the ground state: thus energy is released by the
system as work, since there is no heat exchange during
the quench. Thus, counter-intuitively, the quench allows
to realize W < ∆F = 0 by a possibly large amount by
deliberately introducing irreversibility.
The protocol is repeated many times (∼ 1000) to ex-
perimentally map the work distribution. Because of the
stray capacitance associated to the electrical set-up, line
filtering limits the quench time interval to ∆tq = 0.3
ms, still well below Γ−1d . Work histograms obtained
for two different values of ∆ng (quench amplitudes)
with the same ramp time are shown in Fig. 2a) and
2b). We indeed observe two peaks with maxima lo-
cated at ±∆E(n∗g). Their imbalance increases with the
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FIG. 2. a) and b): work histograms obtained for a) n∗g = 0.608
and b) n∗g = 0.698, with the same ramp time t1 = 1.25 s. c)
Probability for W = −∆E(n∗g) (orange dots, mind the sign)
and W = ∆E(n∗g) (blue dots) events as a function of the
quench amplitude. Solid lines are fits of Fermi functions (see
text) with EC = 110 µeV and T = 670 mK. Error bars are
calculated from the number of protocol realizations. d) Work
performed on the system averaged over all outcomes as a func-
tion of the quench peak amplitude ∆ng = n
∗
g−1/2. The solid
line is obtained from Eq. (5). Inset: verification of Eq. (1) for
all values of ng. e),f): work histograms obtained for the same
quench amplitude ∆ng = 0.048, but with ramp times t1 = 0.1
s for e) and t1 = 0.025 s for f), much shorter than in a). In
a),b),e),f), solid lines are obtained by numerically solving the
master equation [27]. All work values are normalized to EC .
quench amplitude following Gibbs statistics as seen in
Fig. 2c). This is expected since the probability 1 − p∗
to be in the excited state decreases as n∗g gets further
away from charge degeneracy. Namely, the ratio be-
tween the weights of the two peaks follows the detailed
balance condition for the two energy states ±∆E(n∗g):
P
[
W = ∆E(n∗g)
]
/P
[
W = −∆E(n∗g)
]
= e∆E(n
∗
g)/kBT .
Irreversibility, introduced by the quench, can be quan-
tified by computing the work 〈W 〉 = ∫ P (W )WdW per-
formed on the system, averaged over all realizations:
〈W 〉 = ∆E(n∗g) tanh
[
∆E(n∗g)
2kBT
]
. (5)
Indeed, 〈W 〉 ≥ 0, as expected from the second law of
thermodynamics. In Fig. 2d) we see that the experi-
mental averaged work is positive and increasing with the
40 0.5 1 1.5 2 2.5
time (s)
0
0.25
0.5
0.75
1
n g
ng,a
ng,ba
-0.5 -0.25 0 0.25 0.5
W/Ec
0
20
40
60
80
C
ou
nt
s
b
-0.5 -0.25 0 0.25 0.5
W/Ec
0
20
40
60
80
C
ou
nt
s
c
FIG. 3. a) Protocol used to extract work with high probability
(see text). b),c): work histograms and experimental values of
work and exponentiated work averages obtained for b) ng,a =
0.656, ng,b = 0.698, c) ng,a = 0.752, ng,b = 0.863, with ramp
time t1 = 1.25 s. The vertical dashed line sets the zero free
energy difference to guide the eye. Solid lines are obtained by
numerically solving the master equation [27].
quench amplitude, in good agreement with Eq. (5). The
inset of Fig. 2d) shows that our work histograms obey
the nonequilibrium work relation (1).
Note that, in contrast to the theoretical situation
[19], the peaks have a finite width in our experiment,
which owes to the fact that a realistic ramp cannot be
truly quasi-static, since one would need enough tunnel-
ing events between two infinitesimally close instants so
that thermal equilibrium is properly defined at each in-
stant t. Thus, the degree of reversibility is determined
by the slope of the ramp with respect to the typical tun-
neling time, i.e. by Γ−1d |dng/dt|. For higher quench am-
plitudes but with the same ramping time, the residual
irreversibility produces broader peaks [8], as Fig. 2a)
and 2b) clearly show. We also run the protocol with
constant quench amplitude but different ramp times. In
Fig. 2e),f) work histograms for two different ramp times
unambiguously demonstrate that a shorter ramp time re-
sults in a broadened distribution, as captured through a
master equation approach [8, 27]. Indeed, we see in Fig.
2 that the obtained histograms are very well reproduced
by the theoretical expectation, which validates this ap-
proach.
Next, building on this demonstration we exhibit a pro-
tocol where the goal is to maximize the probability of ex-
ceeding the second law prescription (i.e. W < ∆F ), with-
out any constraint on the energy cost of the failure events.
This can be achieved with the protocol depicted in Fig.
3a): we start at charge degeneracy, in thermal equilib-
rium, and ramp quasi-statically the gate voltage up to a
value ng,a > 1/2. Then, in contrast with the previous
protocol, we apply a quench such that the energy split-
ting is increased rather than reversed: over the quench
time ∆tq, ng is suddenly brought to ng,b > ng,a. In the
last step the system is brought back quasi-statically to
charge degeneracy. With this protocol, the work per-
formed on the system over the cycle writes [27],
W (n) = kBT (∆S)q+(pa−n)∆E(ng,a)−(pb−n)∆E(ng,b),
(6)
where pa (pb) is the n = 1 state equilibrium occupation
probability right before (after) the quench. (∆S)q =
S(pb) − S(pa) is the Shannon entropy difference be-
tween the equilibrium configurations before and after the
quench, and S(x) = −x lnx−(1−x) ln(1−x). S decreases
during the quench, because the splitting and occupation
asymmetry become larger. For ng,b > ng,a > 1/2, the
sign of the work performed on the system is fully de-
termined by the charge state at the quench onset [27]:
W (n = 1) < 0 < W (n = 0). Therefore, in this con-
figuration, the probability of having W < 0 events is
determined by the ground state occupation probability
> 1/2. Indeed, if the system is in the ground state at
the quench onset, the entropy decrease associated to the
quench is enough to have W < 0. In the opposite case, it
is overwhelmed by the additional work required to main-
tain further the system in an even more unfavorable con-
figuration. Note that this is not in contradiction with the
second law of thermodynamics: from Eq. (6), one recov-
ers again 〈W 〉 > 0, as confirmed experimentally together
with Eq. (1), see Fig. 3b) and c). In Fig. 3b) an exam-
ple of work histogram for such a protocol is shown. Here
we indeed obtain more W < 0 events, but such events
feature small work values while W > 0 events result in
large values of work performed on the system.
In principle, there is no bound strictly below 1 to the
probability of having realizations with W < 0, since we
can obtain a ground state occupation probability arbi-
trarily close to 1 by ramping up the gate voltage towards
the Coulomb blockade regime, i.e. ng → 1 (of course,
in this case the work extracted is infinitesimally small).
However, achieving this is difficult in practice, because
for such ng, the tunneling rates from the excited to the
ground state are comparable with or larger than the de-
tector’s bandwidth [26]. In addition, for reasonable ramp
times, driving up to higher ng dissipates more energy. As
a consequence, the peak containing W < 0 events, which
is located close to 0, broadens until the events located
at the right tail of the peak are transformed into W > 0
events, as shown in Fig. 3c). For such events, the irre-
versibility associated with an imperfect quasi-static ramp
overcomes the entropy decrease due to the quench. De-
spite these constraints we were able to observe a prob-
ability of 65 % for achieving W < 0, still significantly
greater than 1/2 [see Fig. 3b)].
In conclusion, we have demonstrated that a substantial
amount of work can be extracted with a non negligible
probability from a two-level system coupled to a single
heat bath, using a SET driven far from equilibrium with a
rapid quench. The driving cycle is designed to maximize
5either the work or the probability of extracting work from
the system on one trajectory, by strongly amplifying work
fluctuations rather than minimizing them, which repre-
sents a new paradigm for work extraction in mesoscopic
engines. Our experimental results satisfy the nonequilib-
rium work relation and agree with a master equation ap-
proach which takes into account the irreversibility asso-
ciated to finite time driving. We stress that even though
work extraction can be favored, an external intervention
(e.g. a Maxwell’s Demon [21]) would still be required
to select only the extraction events: it is thanks to this
absence that the second law remains valid, as we see ex-
perimentally. Appealing applications are foreseen if one
optimizes the device: with a larger charging energy and
bandwidth, using e.g. a radiofrequency detecting SET
[28], it should be easier to obtain either very large work
extraction or work extraction probabilities very close to
1. Moreover, the deviation from the quasi-static hypoth-
esis leaves open the question of optimizing the protocol
with respect either to the work fluctuations (i.e. the peak
widths) or the average values (the peaks centers). Such
a problem has received a lot of theoretical attention re-
cently: for example, it has been shown that there is an
analogy with first-order phase transitions between the
protocols minimizing the two quantities [18]. Finally, the
absence of quantum coherence in our system leaves open
the question of probabilistic work extraction in the pres-
ence of quantum fluctuations and measurements [13, 29],
which could be addressed experimentally using e.g. su-
perconducting quantum bit circuits [13].
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Characterization
Transport measurements have been realized on both voltage-biased system and detector SETs [20]. We estimate
from large voltages the series tunnel resistance RT = 10.3 MΩ. The fit of the entire I-V characteristic yields the BCS
gap ∆ = 214 µeV and charging energy EC = 109 µeV = kB × 1.3 K for the system SET. The values obtained for the
detector with the same procedure are RT,det = 400 kΩ, ∆det = 209 µeV, EC,det = 83 µeV. For this experiment the
system SET is left unbiased and thus behaves as a single-electron box [30] with two parallel tunnel junctions, leading
to an effective tunnel resistance RT,// = 2.6 MΩ seen from the box perspective. These tunnel junctions realize a weak
coupling (RT,//  RK = h/e2) of the system to the superconducting leads, which are electrically grounded. The
electron quasiparticles in the superconducting leads and in the metallic island behave as a single heat bath for the
two level system defined by the two charge states n=0,1 (see section 2 for details).
Detailed balance, tunneling rates and effective temperature
The energetics of the single-electron box has been addressed e.g. in Ref. [31]. In its reduced form, the system
Hamiltonian taking into account gate driving writes:
H(n, ng) = EC(n− ng)2, (7)
where ng = CgVg/e is the reduced gate voltage and n is the number of extra electrons in the islands with respect to
the chemical potential. While tunneling into the island, an electron brings heat, as there is a change in the island’s
energy for a given ng, ∆E ≡ ∆E0→1 = H(1, ng)−H(0, ng):
∆E(ng) = EC(1− 2ng). (8)
Likewise, if an electron tunnels out, a quantity −∆E of heat is exchanged with the bath. The sign is determined by
the gate charge ng. At low temperatures kBT < EC only two charge states are likely to be occupied, which we label
n = 0 and n = 1. The tunneling rates Γ+(−) ≡ Γ0→1 (1→0) and occupation probabilities p0, p1 between the two charge
states at equilibrium in our system satisfy the detailed balance condition:
p0
p1
=
Γ−
Γ+
= exp
[
∆E(ng)
kBT
]
. (9)
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FIG. 4. occupation probabilities ratio as a function of the reduced gate voltage. The red solid line is a fit using Eq. (9) with a
temperature Teff = 670 mK.
Here the rates can be determined independently using Fermi’s golden rule, in the box configuration:
Γ±(∆E) =
1
e2RT,//
∫
dEnS(E)fS(E)[1− fN (E ∓∆E)], (10)
where nS(E) = |E/
√
E2 −∆2|Θ(|E|−∆) is the BCS density of states of the superconducting leads (Θ is the Heaviside
step function) and fS,N (E) = (1 + exp(E/kBTS,N ))
−1
is the Fermi-Dirac distribution for the superconductor and the
normal island at temperature TS and TN , respectively. At charge degeneracy ng = 1/2 we have Γ
+(0) = Γ−(0) = Γd.
For the purpose of the simulation later, it might be suitable to express the rates in a simpler way. As we will later
confirm experimentally, the rates can be conveniently expressed, for gate charges not too far from degeneracy (i.e.
∆E(ng) kBTN ) in the form:
Γ±(∆E) ≈ Γd exp
[
∓∆E(ng)
2kBTN
]
, (11)
which satisfies the detailed balance condition (9), and where Γd is a parameter accessible experimentally through
different procedures. In the present work the bath temperature is defined through the detailed balance: we have
obtained the ratio between occupancy in state 0 and state 1 as well as the rates as a function of ng (which controls the
energy splitting between the two charge states), by measuring the time spent in a given state over a trace of typically
1 s  Γ−1d for a given ng. For ng < 0.2 and ng > 0.8 the quality of the data is altered because either Γ− or Γ+ is too
close to the detector’s cutoff frequency of 1 kHz. Thus we restrict to ng ∈ [0.2, 0.8], which corresponds to the range of
interest for our experiment. Analyzing the equilibrium occupation probabilities (see Fig. 4), we measure an effective
temperature Teff = 670± 30 mK.
However, this temperature does not correspond to a physical temperature of the electrons on the normal-metal
island of the system but arises from a combination of several thermal and non-thermal effects. Indeed, thermally
activated tunneling rates for our devices at 670 mK would be several orders of magnitude higher than the measured
rates. We stress that the results of the main text are valid as long as detailed balance is satisfied regardless of the
origin of the tunneling rates. In that sense the effective temperature assigned to the system can be seen as arising
from the coupling to an effective equilibrium heat bath at Teff .
As seen in Fig. 5, rates are well fit in the range of interest with the expression (11) at TN = Teff = 670 ± 25
mK, consistently with the temperature obtained from the fit of Fig. 4. Thus, as far as our experimental range for
ng is concerned, all non-thermal contributions to the rates can be recasted in Teff without any further effect. We
obtain at ng = 1/2 a rate Γd = 230± 20 Hz. In addition, we have checked that the tunneling events are exponentially
distributed in time, as expected from a Poisson process:
PΓ±(t) = Γ±e−Γ
±t, (12)
where t is the time for a tunnel event to occur. Two examples shown in Fig. 6 for ng = 0.5 (charge degeneracy) and
ng = 0.7. Note that the rate extracted from the fit at charge degeneracy (230 Hz) is consistent with the one obtained
by monitoring Γ± as a function of ng (see Fig. 5).
8FIG. 5. rates Γ+ (blue) and Γ− (red) measured as a function of the reduced gate voltage ng. Solid lines are fits from Eq. (11)
with Teff = 670 mK and Γd = 230 Hz.
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FIG. 6. a) tunneling events time distribution at charge degeneracy for a given trace of duration 2 s. The purple line is a fit
following Eq. (12) with Γ+ = Γ− = Γd = 230 Hz. b) Tunneling events time distribution at ng = 0.7. Solid lines yield rates
Γ+ = 320±20 Hz (blue line) and Γ− = 165±20 Hz (red line). Error bars are calculated on the basis of the number of statistical
samples.
Work and heat along a single trajectory
Along a given trajectory, the total heat Q exchanged is the sum over all tunneling events between the initial time
ti and final time tf of the heat exchanged in each tunneling event, which rewrites in a functional, integral form:
Q[n(t), ng(t)] =
∫ tf
ti
∆E[ng(t)]
dn
dt
dt. (13)
Meanwhile, work in its ”inclusive” definition [6, 32] is associated to a variation of the Hamiltonian through the external
control parameter ng, referred to as ”protocol” or ”driving”. It is a functional of the stochastic trajectory n(t), and
of the protocol:
W [n(t), ng(t)] =
∫ tf
ti
∂H
∂ng
dng
dt
dt. (14)
Here W is by convention the work performed by an external source (in this case, the gate voltage Vg,sys) on the
system. By making explicit Eq. (14) and integrating it by parts, one obtains by using Eq. (13):
W = −Q+ n(tf )∆E[ng(tf )]− n(ti)∆E[ng(ti)] + EC
[
n2g(tf )− n2g(ti)
]
. (15)
With this equality it is possible to obtain the work performed for each segment of the two protocols presented in the
main text, denoted P1 and P2 by order of appearance. Note that we also recover W = −Q for a cycle that starts
and end at equilibrium (i.e. ng(tf ) = ng(ti) = 1/2 which is the case for P1 and P2), as a consequence of energy
conservation. Besides, starting or ending at charge degeneracy simplifies Eq. (15) since ∆E(1/2) = 0.
9Work distribution under protocol P1
Let us first address P1 (see main text). In the first segment, noted a, the system undergoes a linear ramp from
ng(0) = 1/2 to n
∗
g ≡ ng(t → t−1 ), with 1 > n∗g > 1/2, between time t = 0 and t = t1. For a ramp time t1  Γ−1d the
process is quasi-static, reversible, and in this ideal limit a few observations can be made:
• The work performed during each repetition of the protocol does not fluctuate [33], so its value is equal to the
thermal average of Eq. (15). This can be proven by noticing that, in the quasi-static limit, an infinite number of
tunneling events occur during each infinitesimal increase dng of the gate voltage. Thus, when we compute the
work performed in a single trajectory by direct integration of Eq. (14), we are allowed to replace n(t) (which is
a fast oscillating stochastic variable on the timescale of the ramp) with its average value p1[ng(t)], given by:
p1[ng(t)] =
1
exp
(
∆E[ng(t)]
kBT
)
+ 1
. (16)
• Since we can replace W with its average value, instead of the stochastic Q we can consider the average heat
absorbed by the system along the quasi-static ramp. It is determined by the entropy change of the system:
Qa = kBT (∆S)a, where (∆S)a = S(t1)−S(0) is the Shannon entropy variation between the beginning and the
end of the ramp. The Shannon entropy is defined as S = −p1 ln p1 − (1− p1) ln(1− p1).
Taking these aspects into account and introducing for clarity p∗ = p1(n∗g), we obtain the reversible work performed
along the segment a:
Wa = −kBT (∆S)a + p∗∆E(n∗g) + EC
(
n∗2g −
1
4
)
. (17)
The work performed along the second quasi-static segment, noted b, can be derived with the same considerations. In
addition, it starts after the quench at ng(t1+∆tq) = 1−n∗g. Therefore we can use the fact that ∆E(1−n∗g) = −∆E(n∗g),
and p(1− n∗g) = 1− p(n∗g). Thus, we have:
Wb = −kBT (∆S)b − p∗∆E(n∗g)− EC
(
n∗2g −
1
4
)
. (18)
Noticing that (∆S)b = −(∆S)a, we see that the net amount of work performed along the quasi-static segments is
exactly zero, which physically is expected from the symmetry of the protocol P1. Therefore, the work produced along
P1 only comes from the quench. Along the latter, of duration ∆tq, there is no tunneling event since ∆tq  Γ−1d and
thus the heat exchange is zero. Another consequence is that we have n(t1) = n(t1 + ∆tq). However, for the same
reason, this quench drives the system far from equilibrium because it does not have time to thermalize with the heat
bath along the process. Therefore the occupation number cannot be described in terms of equilibrium occupation
probabilities: the work performed during the quench is truly a stochastic quantity that explicitly depends on the
stochastic variable n ≡ n(t1), that is, the charge state at the quench onset. Therefore, using Eq. (15) and equating
the work along the quench to the total work performed over the cycle, we obtain the expression displayed in the main
text:
W (n) = (1− 2n)∆E(n∗g). (19)
Therefore W can take two values W∓ = ±∆E(n∗g), and the ideal work probability distribution is simply:
P (W ) = p∗δ(W −W+) + (1− p∗)δ(W −W−), (20)
which is shown [19], using the work fluctuation relation introduced in the main text, to be the one distribution that
permits to extract maximum work above a given bound (W ≤ W−, where W− < ∆F is a fixed quantity) while not
performing work greater than W+ > ∆F . The work performed averaged over all realizations 〈W 〉 = ∫ WP (W )dW
is immediately obtained:
〈W 〉 = (1− 2p∗)∆E(n∗g), (21)
which is positive for any ng between 0 and 1 (see main text).
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Work distribution under protocol P2
We now address the second protocol P2 that allows to extract work from the system on more than half of the
realizations, represented in Fig. 3 of the main text. Using the same notations as in the main text and the same
arguments as for P1 for quasi-static processes, together with the convention 1/2 < ng,a < ng,b < 1 without loss of
generality (the case 0 < ng,b < ng,a < 1/2 is symmetric and leads to the same conclusions), we can write from Eq.
(15) the work performed during the two quasi-static segments:
Wa = −kBT (∆S)a + pa∆E(ng,a) + EC
(
n2g,a −
1
4
)
, (22)
Wb = −kBT (∆S)b − pb∆E(ng,b) + EC
(
1
4
− n2g,b
)
. (23)
Summing over the two quasi-static segments it is straightforward to see that (∆S)a + (∆S)b = −(∆S)q, where
(∆S)q is the difference of entropy between the initial and final states of the quench segment taken at equilibrium.
Meanwhile, since there is no heat exchange during the quench, we use Eq. (15) and some simple algebra to rewrite
the corresponding work performed Wq,
Wq(n) = EC
[
(ng,b − n)2 − (ng,a − n)2
]
. (24)
Summing over all segments we obtain the expression (7) of the main text for the work performed along the protocol
P2 :
W (n) = kBT (∆S)q + (pa − n)∆E(ng,a)− (pb − n)∆E(ng,b). (25)
Basic function analysis tells us that W (n = 1) < 0 < W (n = 0), that is, work is extracted when the system is
on the ground state at the quench onset, which by definition occurs with a probability greater than 1/2. Eq. (25)
emphasizes that the quench brings an entropy reduction, as it moves the system further away from degeneracy, where
the configurational (Shannon) entropy is maximum due to charge degeneracy, in a fast manner so there is no heat
exchange contribution to the entropy variation. By close inspection of Eq. (24) we notice that work is performed on
the system during the quench if the system is in the excited (n = 0) state before the quench, thus fighting against
entropy reduction, while it is extracted in the opposite case, because the quench moves the system initially in its
ground state towards a situation where the ground state occupation is even more favorable energetically.
Master equation approach for a finite-time protocol
Our experimental protocol, as in any realistic experiment, is implemented for finite times. Therefore, it intrinsically
opposes to the quasi-static hypothesis made when deriving the work variable. Yet, the ideal character of this hypothesis
is quantified by the ratio between the typical tunneling rate Γd and the ramp slope |dng/dt|: the smoother the ramp,
the better. In our experiment, the ramp time does not exceed 1.25 s, so as to minimize the influence of slow charge noise
that introduces unwanted variations of ng. Therefore a broadening of the experimental work distributions is observed
because the ramp is not perfectly reversible. There is, nonetheless, a way to account for the ramp imperfection by
studying the evolution of the work distribution over the protocol time.
Let us introduce the variable w(t):
w(t) = −
∫ t
0
n(τ)
dng
dτ
dτ. (26)
Such a variable identifies with work at the end of the cycle, with a distribution ρ(w, 2t1 +∆tq) = 2ECP (W ). Since we
are in the weak tunnel coupling limit RT  h/e2, ~Γd  kBT , we can adopt a sequential tunneling description: we
neglect higher order processes such as co-tunneling and the charge state on the island is classical. Therefore there is
either one or zero extra electron in the island at a given time t, and we can separate the work distribution as follows:
ρ(w, t) = ρ0(w, t) + ρ1(w, t), (27)
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where ρj(w, t) = ρ(w, t ∩ n(t) = j), j = 0 or 1. We are interested in establishing an evolution equation for ρj(w, t)
by studying small time increments ∆t. Let us note Pi→j the probability to find the system in state j at time t+ ∆t
knowing that it was in state i at time t. We have:(
P0→0 P0→1
P1→0 P1→1
)
=
(
1− Γ+(t)∆t Γ+(t)∆t
Γ−(t)∆t 1− Γ−(t)∆t
)
, (28)
with Γ±(t) ≡ Γ±[ng(t)], where we have used the expression (11) which is valid in the experimental range considered
(see Fig. 5). Let us now consider the work increment ∆wi→j associated to a transition i→ j during the time interval
∆t. If the system is in the state j at time t+ ∆t, its work distribution at t+ ∆t can be related to the one at time t
through:
ρj(w, t+ ∆t) =
∑
i=0,1
Pi→jρi(w −∆wi→j , t). (29)
The right-hand side of Eq. (29) can be expanded at first order in the work increments.
ρj(w, t+ ∆t) ≈
∑
i=0,1
Pi→j
[
ρi(w, t)−∆wi→j ∂ρi
∂w
]
. (30)
Work increments can be made explicit using Eq. (26). Let us first notice that all the increments are first order
quantities in ∆t. As processes implying a change of state during ∆t are themselves first order quantities in ∆t, terms
including the product Pi→j∆wi→j (with i 6= j) are second order quantities and can be neglected when we take the
∆t→ 0 limit. Therefore, we only need ∆w0→0 = 0 and ∆w1→1 = n˙g∆t. These observations, together with Eq. (30),
allow us to expand at first order this time the left-hand side of Eq. (30), we establish the master equation in the limit
∆t→ 0: ( ∂
∂t 0
0 ∂∂t +
dng
dt
∂
∂w
)(
ρ0(w, t)
ρ1(w, t)
)
=
(−Γ+(t) Γ−(t)
Γ+(t) −Γ−(t)
)(
ρ0(w, t)
ρ1(w, t)
)
. (31)
From a numerical point of view, however, Eq. (31) is not easily addressed. It is more convenient to work in Fourier
space for the variable w. Let us first notice that for our finite time protocols P1 and P2,
|w(t)| ≤
∫ t
0
∣∣∣∣dngdτ n(τ)
∣∣∣∣dτ ≤ ∫ 2t1+∆tq
0
∣∣∣∣dngdτ
∣∣∣∣dτ ≤∑ |∆ng| ≡ wmax, (32)
where the last sum is made over each reversible ramp segment and ∆ng is the ramp amplitude of a given segment.
Since w is bounded to an interval [−wmax, wmax], ρj is necessarily zero outside this interval. As such, it belongs to
the category of function whose square is integrable, and thus one can expand it in a Fourier series:
ρj(w, t) =
1
2wmax
+∞∑
k=−∞
ρ˜j(k, t)e
ikw, (33)
where k = pim/wmax, m being an integer. The function ρ˜j(k, t) is the characteristic function, i.e. the Fourier
component defined as:
ρ˜j(k, t) =
∫ wmax
−wmax
ρj(w, t)e
−ikwdw. (34)
Using this transformation, one can rewrite Eq. (31) in a simpler form where only time derivatives are involved:
∂
∂t
(
ρ˜0(k, t)
ρ˜1(k, t)
)
=
(−Γ+(t) Γ−(t)
Γ+(t) −
[
Γ−(t) + ik dngdt
])(ρ˜0(k, t)
ρ˜1(k, t)
)
. (35)
One can solve numerically Eq. (35) for each k component using a finite difference scheme: each segment is cut into
small time intervals, chosen such that they are at least 103 times shorter than the corresponding segment for accurate
discretization. The initial distributions in w space write ρ0(w, t = 0) = (1−p1)δ(w) and ρ1(w, t = 0) = p1δ(w). These
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FIG. 7. Measured widths of work distributions peaks for different quench amplitudes, with ramp time t1 = 1.25 s (red and blue
symbols). Error bars account for the number of realizations. Yellow dots represent the initial width σ in the time-dependent
master equation simulation.
are not ”smooth” functions, simulation-wise, so we approximate them with Gaussian peaks having a small variance
σ2. Therefore, in k space, the ρ˜j functions have also an initial Gaussian shape with variance 1/σ
2: ρ˜0(k, t = 0) = (1− p1)e
−k2σ2/2
ρ˜1(k, t = 0) = p1e
−k2σ2/2.
(36)
With this set of conditions, ρ˜j functions are calculated with Eq. (35), and the final work distribution is obtained
through Eq. (33) taken at t = 2t1 + ∆tq. Numerically, a cut-off value kmax must be introduced. It has to be
large enough to account for abrupt variations of ρj(w, t) in w. Since the distribution broadens and thus becomes
smoother with time, the cut-off value must be determined so that the sum (33) reproduces well the initial Gaussian.
Therefore, analogously to an uncertainty principle, a heuristic criterion can be formulated for a simulation to be
accurate: kmax  1/σ. However, the choice of kmax is also upper bounded by the simulation time. We have checked
by transforming an initial Gaussian distribution of width σ according to Eq. (34) and antitransforming the result
according to Eq. (33) by summing up to kmax that kmaxσ & 10 was enough in terms of accuracy.
Fits are shown in the main text. We recall that in an ideal physical situation free from instrumental disturbances,
the peaks width originates only from the irreversibility inherent to finite-time ramping, which yields truly physical
work fluctuations. Hence, the initial width, introduced for numerical purposes and thus a priori unphysical, should be
much smaller than the final widths of the peak, and should also be independent of the ramp amplitude or time. Here,
we see that the quality of the fit is influenced to some extent by the initial width chosen. However, for every fit the
optimal σ is systematically less than 16 % of the final width. Besides, we see in Fig. 7 that it roughly increases with
the ramp amplitude, and we have checked that it remains essentially independent, within our measurement accuracy,
from the ramp time. In fact, for shorter ramp times t1  1 s, the final fit is not really sensitive to the value of σ.
We stress that σ is chosen so as to optimize the fit: a reasonable agreement is still observed if σ is taken vanishingly
small.
We notice that σ can in fact account for any broadening mechanism occuring at any time during the protocol:
introducing it at t = 0 is a mere convenience, mathematically equivalent to solving the equation with an initial
Dirac and convoluting the final result with an (instrumental, non-fundamental) Gaussian noise distribution on w
with variance σ2. Therefore one can speculate about a possible physical origin of σ among a list of ”instrumental”
constraints:
• The typical tunneling rate Γd = 230 Hz is not infinitely smaller than the detector’s bandwidth. Therefore there
could be some error in the counting procedure due to ”missed events”: a transition, e.g. from n = 0 to n = 1
might be followed by the opposite transition within a time shorter than the inverse detector’s bandwidth. In
principle, such events happen for two values of ng very close to each other. Therefore a bigger quench amplitude
yields a bigger missed net heat transfer resulting from these two events.
• The expressions Γ±[ng(t)] that are plugged in Eq. (35) for the numerical solving come from the approximation
(11) for numerical convenience. This becomes less valid as we ramp away from degeneracy, and in turn the
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obtained numerical distribution is itself an approximation which accuracy is lessened for larger ∆ng. As a
result, a larger σ might be needed for a better adjustment, even though σ itself does not account for a peculiar
physical process in this case.
• The signal-to-noise ratio is not necessarily optimal, in particular if the electrometer SET is not biased at the
maximum slope point. Therefore spurious noise peaks might be counted as transitions by our digitizing procedure
which is of trigger type.
• Background charge noise due to e.g. two-level-fluctuators (TLF) is responsible for slow, 1/f -type noise on the
gate charge ng. Therefore it introduces an error in the sense that the computation of a tunneling event relies
on a mirror driving signal sent to the computer, not on the effective, on-chip ng which is fluctuating because of
these TLF. It would explain why we do not see a significant dependence for short ramp times, because then we
are less sensitive to slow noise. Besides, it could explain the dependence on the quench amplitude observed for
1.25 s ramps: as one goes further away from charge degeneracy, one increases the probability of missed events
such as those described above.
