Abstract. Let (X , d, µ) be a metric measure space and satisfy the so-called upper doubling condition and the geometrically doubling condition. In this paper, the authors show that for the maximal Calderón-Zygmund operator associated with a singular integral whose kernel satisfies the standard size condition and the Hörmander condition, its L p (µ) boundedness with p ∈ (1, ∞) is equivalent to its boundedness from L 1 (µ) into L 1,∞ (µ). Moreover, applying this, together with a new Cotlar type inequality, the authors show that if the Calderón-Zygmund operator T is bounded on L 2 (µ), then the corresponding maximal Calderón-Zygmund is bounded on L p (µ) for all p ∈ (1, ∞), and bounded from L 1 (µ) into L 1,∞ (µ). These results essentially improve the existing results.
Introduction
It is well known that the Calderón-Zygmund theory is one of the core research areas in harmonic analysis. It is intimately connected with partial differential equations, operator theory, several complex variables and other fields. During the development of the Calderón-Zygmund theory, the only thing that has remained unchanged until recently was the doubling property of the underlying measure. We recall that the measure µ is said to satisfy the doubling condition if there exists a positive constant C µ such that, for all x ∈ X and r ∈ (0, ∞), (1.1) µ(B(x, 2r)) ≤ C µ µ(B(x, r)),
where (X , d) is some metric space endowed with a nonnegative Borel measure µ and B(x, r) := {y ∈ X : d(y, x) < r}. However, some research now indicates that the doubling condition (1.1) is superfluous for most results of the Calderón-Zygmund theory. Let µ be a non-negative Radon measure on R d , which is assumed to satisfy only some polynomial growth condition, namely, there exist positive constants C 0 and n ∈ (0, d] such that, for all x ∈ R d and r ∈ (0, ∞),
where B(x, r) := {y ∈ R d : |y − x| < r}. Obviously, such a measure is not necessary to satisfy the doubling condition (1.1). Under the assumption (1.2) on the measure µ, many results on the classical Calderón-Zygmund theory have been proved to still hold; see, for example, [2, 8, 12, 20, 21, 22, 23, 24, 19, 28] and some references therein. The motivation for developing the analysis on such R d can be found in [24] and [26] . We only point out that the analysis in a such setting plays an essential role in solving the long-standing open Painlevé's problem by Tolsa in [24] .
Notice that R d with the underlying measure as in (1.2) can not be encompassed in the framework of spaces of homogeneous type in the sense of Coifman and Weiss [3] , and vice verse. Recall that a metric space (X , d) equipped with a nonnegative measure µ is called a space of homogeneous type if (X , d, µ) satisfies the doubling condition (1.1). The Calderón-Zygmund theory on R d with a measure µ satisfying (1.2) is not in all respects a generalization of the corresponding theory on spaces of homogeneous type since the condition (1.2) on the measure is not more general than (1.1).
Recently, Hytönen [13] introduced a new class of metric measure spaces satisfying the so-called upper doubling and the geometrically doubling conditions (see also Definitions 1.1 and 1.3 below). This new class of metric measure spaces include both the spaces of homogeneous type and metric spaces with the measures satisfying (1.2) as special cases. In this setting, Hytönen [13] introduced the regularized BMO space. Hytönen and Martikainen [15] further established a version of T (b) theorem for Calderón-Zygmund operators. Recently, Lin and Yang [17] introduced the space RBLO (µ) and applied this space to the boundedness of the maximal Calderón-Zygmund operators. Moreover, Hytönen, Da. Yang and Do. Yang [16] studied the atomic Hardy space H 1 (µ), and Hytönen, Liu, Da. Yang and Do. Yang [14] established some equivalent characterizations for the boundedness of the Calderón-Zygmund operators. Some of results in [14, 16] were also independently obtained by Bui and Duong [1] via different approaches. Very recently, Hu, Meng and Yang [11] established a new characterization of the space RBMO (µ) and proved that the L p (µ)-boundedness with p ∈ (1, ∞) of the Calderón-Zygmund operator is equivalent to its various endpoint estimates. Some weighted norm inequalities for the multilinear Calderón-Zygmund operators, via some weighted estimates involving the John-Strömberg maximal operators and the John-Strömberg sharp maximal operators, were also presented by Hu, Meng and Yang in [10] . Fu, Yang and Yuan [4] proved that the multilinear commutators of Calderón-Zygmund operators with RBMO (µ) functions are bounded on Orlicz spaces, especially, on L p (µ) with p ∈ (1, ∞), and established the weak type endpoint estimate for the multilinear commutators of Calderóon-Zygmund operators with Orlicz type functions in Osc exp L r (µ) for r ∈ [1, ∞). More developments of the harmonic analysis over this setting are summarized in the monograph [28] .
The goal of this paper is two folds. One is to prove that, on the upper and geometrically doubling metric measure spaces, for the maximal Calderón-Zygmund operator whose kernel satisfies the standard size condition and the Hörmander condition, its L p (µ) boundedness with p ∈ (1, ∞) is equivalent to its boundedness from L 1 (µ) into L 1, ∞ (µ). Based on this equivalence and a Cotlar type inequality established in this paper, we then establish the boundedness of the maximal Calderón-Zygmund operator on L p (µ) for all p ∈ (1, ∞) and from L 1 (µ) into L 1, ∞ (µ) under the assumption that the Calderón-Zygmund operator is bounded on L 2 (µ).
To state the results of this paper, we first recall some necessary notions and notation. We start with the notion of the upper doubling and geometrically doubling metric measure space introduced in [13] . Definition 1.1. A metric measure space (X , d, µ) is said to be upper doubling if µ is a Borel measure on X and there exist a dominating function λ : X × (0, ∞) → (0, ∞) and a positive constant C λ , depending on λ, such that for each x ∈ X , r → λ(x, r) is non-decreasing and, for all x ∈ X and r ∈ (0, ∞),
here and in what follows, B(x, r) := {y ∈ X : d(y, x) < r}. (ii) Let (X , d, µ) be an upper doubling space and λ a dominating function on X ×(0, ∞) as in Definition 1.1. It was proved in [16] that there exists another dominating function λ related to λ such that λ ≤ λ, C λ ≤ C λ and, for all x, y ∈ X with d(x, y) ≤ r,
Thus, in the below of this paper, we always assume that λ satisfies (1.4).
Definition 1.3.
A metric space (X , d) is said to be geometrically doubling if there exists some N 0 ∈ N := {1, 2, · · · } such that for any ball B(x, r) ⊂ X , there exists a finite ball covering {B(x i , r/2)} i of B(x, r) such that the cardinality of this covering is at most N 0 .
Remark 1.4. Let (X , d) be a metric space. In [13] , Hytönen proved that the following statements are mutually equivalent: (i) (X , d) is geometrically doubling.
(ii) For any ε ∈ (0, 1) and any ball B(x, r) ⊂ X , there exists a finite ball covering {B(x i , εr)} i of B(x, r) such that the cardinality of this covering is at most N 0 ε −n , here and in what follows, N 0 is as in Definition 1.3 and n := log 2 N 0 . (iii) For every ε ∈ (0, 1), any ball B(x, r) ⊂ X contains at most
. We now recall the notions of Calderón-Zygmund operators and the corresponding maximal Calderón-Zygmund operators in the present context. Let △ := {(x, x) : x ∈ X } and K be a µ-locally integrable function mapping from (X × X ) \ △ to C, which satisfies the size condition that there exists a positive constant C such that, for all x, y ∈ X with x = y,
, and the Hörmander condition that there exists a positive constant C such that, for all x, x ∈ X with x = x,
A linear operator T is called a Calderón-Zygmund operator with the kernel K satisfying (1.5) and (1.6) if, for all f ∈ L ∞ b (µ), the space of bounded functions with bounded supports, and x / ∈ supp f ,
Let ε ∈ (0, ∞). The truncated operator T ε is defined by setting, for all f ∈ L ∞ b (µ) and x ∈ X ,
Moreover, the maximal Calderón-Zygmund operator T * , associated with {T ε } ε>0 , is defined by setting, for all f ∈ L ∞ b (µ) and x ∈ X ,
The main results of this paper are as follows.
Theorem 1.5. Let K be a µ-locally integrable function mapping from (X × X ) \ △ to C, which satisfies (1.5) and (1.6), and T as in (1.7) . Suppose that T is bounded on L 2 (µ).
Indeed, Bui and Duong [1, Remark 6.7] have obtained the boundedness on Lebesgue spaces L p (µ) for p ∈ (1, ∞) of T * with the kernel satisfying (1.5) and the following stronger regularity condition, that is, there exist positive constants C and τ ∈ (0, 1] such that, for all x, x, y ∈ X with d(x, y) ≥ 2d(x, x),
.
A new example of operators with the kernels satisfying (1.5) and (1.9) is the so-called Bergman-type operator appearing in [27] ; see also [15] for an explanation. Theorem 1.5 essentially improves [1, Remark 6.7] , since the kernel in Theorem 1.5 is assumed to satisfy the weaker regularity condition (1.6).
We remark that if X is separable and the kernel K satisfies (1.5) and (1.9), Theorem 1.5 has been established in [14, Corollary 1.7] . Thus, Theorem 1.5 also essentially improves [14, Corollary 1.7] .
To prove Theorem 1.5, we establish the following equivalent characterization of the L p (µ)-boundedness with p ∈ (1, ∞) and the weak type (1,1) estimate for the operator T * . Theorem 1.6. Let K be a µ-locally integrable function mapping from (X × X ) \ △ to C, which satisfies (1.5) and (1.6), and T * be as in (1.8) . Then the following three statements are equivalent:
This paper is organized as follows. In Section 2, we give the proof of Theorem 1.6. As an application of Theorem 1.6, in Section 3, we prove Theorem 1.5.
Indeed, to show Theorem 1.5, we first establish a Cotlar type inequality in Theorem 3.1 below and then, using this inequality, show that the maximal Calderón-Zygmund operator
. Furthermore, applying Theorem 1.6, we then obtain the boundedness of L p (µ) with p ∈ (1, ∞) for T * and hence complete the proof of Theorem 1.5.
We point out that, in the proofs of Theorems 1.5 and 1.6, we do borrow some ideas from the proofs of • T * might be problematic. To avoid this, in the below proof of (ii) =⇒ (iii) of Theorem 1.6, we borrow some new ideas from the proof of [7, Lemma 3] . Without aid of the quasi-linear property of this compound operator, we show the operator
Notice that the maximal Calderón-Zygmund operator T * is sublinear. Then, by the Marcinkiewicz interpolation theorem, we conclude that the maximal Calderón-Zygmund operator T * is bounded on L p (µ) with p ∈ (1, ∞), which is the desired conclusion (iii) of Theorem 1.6.
We finally make some conventions on notation. Throughout this paper, we always denote by C, C, c and c positive constants which are independent of the main parameters, but they may vary from line to line. Positive constants with subscripts, such as C 1 , do not change in different occurrences. Furthermore, we use C α to denote a positive constant depending on the parameter α. The symbol Y Z means that there exists a positive constant C such that Y ≤ CZ. The symbol A ∼ B means that A B A. For any ball B ⊂ X , we denote its center and radius, respectively, by x B and r B and, moreover, for any ρ ∈ (0, ∞), the ball B(x B , ρr B ) by ρB. Given any q ∈ (1, ∞), let q ′ := q/(q − 1) denote its conjugate index. Also, for any subset E ⊂ X , χ E denotes its characteristic function.
Proof of Theorem 1.6
This section is devoted to the proof of Theorem 1.6. To this end, we first recall some useful notions.
The measure as in (1.3) is not necessary to satisfy the doubling condition (1.1). However, there still exist a lot of doubling balls in the present context. Given α, β ∈ (1, ∞), a ball B ⊂ X is called (α, β)-doubling if µ(αB) ≤ βµ(B). It was proved in [13, Lemmas 3.2 and 3.3] that if a metric measure space (X , d, µ) is upper doubling and β > C log 2 α λ =: α ν , then for every ball B ⊂ X , there exists some j ∈ Z + := N ∪ {0} such that α j B is (α, β)-doubling and, on the other hand, if (X , d) is geometrically doubling and β > α n with n := log 2 N 0 , then for µ-almost every x ∈ X , there exist (α, β)-doubling balls with arbitrarily small radiuses of the form B(x, α −j r) for some j ∈ N and any preassigned r ∈ (0, ∞). Throughout this paper, for any α ∈ (1, ∞) and ball B, B α denotes the smallest (α, β α )-doubling ball of the form α j B with j ∈ Z + , where β α > max {α n , α ν }. If α = 6, we denote the ball B α simply by B.
For all balls B ⊂ S ⊂ X , define
The coefficient δ(B, S) was introduced in [13] , which is analogous to the quantity K Q, R introduced by Tolsa [22] (see also [23, 25] To prove Theorem 1.5, we now recall the following Calderón-Zygmund decomposition from [1, Theorem 6.3] . Let γ 0 be a fixed positive constant satisfying that γ 0 > max{C 3 log 2 6 λ , 6 3n }, where C λ is as in (1.3) and n is as in Remark 1.4(ii).
there exists a family of finite overlapping balls,
for all i and η ∈ (2, ∞),
where γ is a positive constant depending only on (X , µ) and there exists a positive constant C, independent of f , t and i, such that, if p = 1,
and, if p ∈ (1, ∞),
We now recall some maximal functions in [13, 1] as follows. The non-centered doubling maximal function N is defined by setting, for all f ∈ L 1 loc (µ) and x ∈ X ,
By the Lebesgue differential theorem, we see that, for µ-almost every x ∈ X , (2.5)
see [13, Corollary 3.6] . Let η ∈ (1, ∞). The Hardy-Littlewood maximal function and the sharp maximal function are, respectively, defined by setting, for all f ∈ L 1 loc (µ) and x ∈ X ,
and 
Based on the above lemmas, we now turn to the proof of Theorem 1.6.
Proof of Theorem 1.6. We first show that (i) =⇒ (ii). To this end, assume that T * is bounded on L p 0 (µ) for some p 0 ∈ (1, ∞). Our goal is to show that there exists a positive constant C such that, for all f ∈ L 1 (µ) and t ∈ (0, ∞),
Observe that if µ(X ) < ∞ and t ≤ γ 0 f L 1 (µ) /µ(X ), then the inequality (2.7) is trivial. Therefore, we may assume that t > γ 0 f L 1 (µ) /µ(X ) when µ(X ) < ∞. For each fixed t ∈ (0, ∞) and f ∈ L 1 (µ), applying Lemma 2.2 with p = 1 to f at level t with the notation same as in Lemma 2.2, we obtain f = g + h, where
By (2.2), (2.3) and (2.4) in Lemma 2.2, it is easy to see that, for µ-almost every x ∈ X , (2.8)
From L p 0 (µ) boundedness of T * , (2.8) and (2.9), it follows that
Moreover, by (2.1) with p = 1, we conclude that
Hence, by (2.10) and (2.11), together with T * f ≤ T * g + T * h, we see that the proof of (2.7) is reduced to proving that
For each fixed x ∈ X \ (∪ j 6 2 B j ), write
We first estimate A 1 (x). To this end, for all x ∈ X \ (∪ j 6 2 B j ), by (1.4) and (1.5), we further write
where the last inequality is justified by the fact that d(x, y) ∼ d(x, x B j ) for all x ∈ 6S j \ 6 2 B j and y ∈ B j . We first estimate A 1, 1 (x). Denote by N 6B j , 6S j the first positive integer k such that 6 k B j ⊃ 6S j , and write N 6B j , 6S j simply by N j . Recalling that S j is the smallest (3 × 6 2 , C log 2 (3×6 2 )+1 λ )-doubling ball of the family {(3×6 2 ) k B j } k∈N , then from (1.4) and Lemma 2.1(iii), we deduce that
where in the last-to-second inequality, we used the fact that
This implies that
To estimate A 1, 2 (x), by the Hölder inequality, L p 0 (µ) boundedness of T * , the support condition of ϕ j and the fact that S j is a (3 × 6 2 , C log 2 (3×6 2 )+1 λ )-doubling ball, together with (2.4), we conclude that
which, along with the estimate for A 1, 1 (x), implies that
To estimate A 2 (x), we consider the following three cases:
, where dist (x, S j ) := inf u∈S j d(x, u). In this case, for all x ∈ X \ (6S j ) and y ∈ S j , d(x, y) ≥ dist (x, S j ) > ε. From this fact, supp (h j ) ⊂ S j and S j h j (y) dµ(y) = 0, it follows that, for all x ∈ X \ 6S j ,
Case (ii) ε ∈ ( dist (x, S j ) + 2r S j , ∞). In this case, noticing that supp (ϕ j ) ⊂ S j and supp (ω j ) ⊂ 2B j ⊂ S j , we see that, for all x ∈ X \ 6S j and y ∈ supp (h j ), d(x, y) ≤ dist (x, S j ) + 2r S j < ε and hence T ε (h j )(x) = 0.
Case
In this case, observe that, for all x ∈ X \ 6S j , dist (x, S j ) > r S j and hence ε < 3 dist (x, S j ). Therefore, by supp (h j ) ⊂ S j , S j h j (y) dµ(y) = 0 and (1.5), we conclude that, for all x ∈ X \ 6S j ,
Combining the estimates in Cases (i), (ii) and (iii), we see that, for all ε ∈ (0, ∞) and x ∈ X \ 6S j ,
Since, for all ε ∈ (0, ∞) and x ∈ X \ 6S j ,
Suile Liu, Yan Meng and Dachun Yang
then, for all x ∈ X \ 6S j ,
From (1.6), the fact that supp h j ⊂ S j and Lemma 2.2, we infer that
Similarly, by the fact that
Combining the estimates for A 1 (x) and A 2 (x), we obtain the desired estimate (2.12). Thus, we prove (2.7), which completes the proof of (i) =⇒ (ii).
To prove that (ii) =⇒ (iii), let r ∈ (0, 1). We first claim that there exists a positive constant
To show this, for any ball B ⊂ X and r ∈ (0, 1), let
Observe that, for any ball B ⊂ X ,
and, for two doubling balls B ⊂ S,
We claim that to show (2.16), it suffices to prove that, for all balls B ⊂ X , (2.17)
and, for all balls B ⊂ S ⊂ X with S being the doubling ball,
Indeed, assuming that (2.17) and (2.18) are true, then from the (6, β 6 )-doubling property of B for any ball B, (2.18) and Lemma 2.1(iii), it follows that
and, from (2.17) , that for any (6, β 6 )-doubling balls B ⊂ S,
which further implies (2.16). We now show (2.17). To this end, write
The weak type (1,1) estimate of T * and the Kolmogorov inequality (see, for example, [6, p. 91]) say that
To estimate D 1, 2 , we first see that, for all x, y ∈ B and u ∈ X \ 2B, it holds that d(x, u) > r B and d(y, u) > r B . Moreover, for ε ∈ (r B , ∞), x, y ∈ B and u ∈ X \ 2B,
This, along with (1.5) and (1.6), implies that, if ε ∈ (r B , ∞), then
and, if ε ∈ (0, r B ], then Combining the estimates for D 1, 1 and D 1, 2 , we obtain the desired estimate (2.17). We now turn to the proof of (2.18). To this end, denote by N B, S the smallest integer k with k ≥ 2 such that 2S ⊂ ( 
From (1.5), (1.3) and (1.4), we deduce that, for all ε ∈ (0, ∞) and y ∈ B,
) N B\2B (y)
where we used the fact that
This implies that D
. By the weak type (1, 1) of T * , the Kolmogorov inequality, the fact that ( 3 2 ) N B ⊂ 6S and the (6, β 6 )-doubling property of S, we see that
From the trivial inequality, |a| r − |b| r ≤ |a − b| r for all a, b ∈ C and r ∈ (0, 1), and some argument similar to that for D 1, 2 , we infer that D 2, 3 f r L ∞ (µ) . Combining the estimates for D 2, i with i ∈ {1, 2, 3}, we obtain (2.18). We now conclude the proof of (ii) =⇒ (iii) by considering the following two cases for µ(X ).
Case (i) µ(X ) = ∞. We first claim that, for all r ∈ (0, 1),
Indeed, it is not clear whether the operator M ♯ r • T * is quasi-linear. However, we still see that there exists a positive constant C 2 such that, for all
From this, (2.5), Lemma 2.3 and (2.19), it follows that, for all p ∈ (1, ∞),
which, along with the Marcinkiewicz interpolation theorem, implies that, for all p ∈ (1, ∞),
Therefore, (iii) holds in this case. Case (ii) µ(X ) < ∞. In this case, for all r ∈ (0, 1), f ∈ L ∞ b (µ) and x ∈ X , we see that
The same argument as in the case that µ(X ) = ∞ gives us the desired estimate for U(x).
Recall that T * is bounded from L 1 (µ) into L 1, ∞ (µ). From this, it follows that, for all r ∈ (0, 1),
Combining the estimate for U(x) and (2.21), we see that T * is bounded on L p (µ) for all p ∈ (1, ∞), which completes the proof of (ii) =⇒ (iii).
The proof of (iii) =⇒ (i) is obvious. This finishes the proof of Theorem 1.6.
3 Proof of Theorem 1.5
The purpose of this section is to prove Theorem 1.5. To this end, we first establish a Cotlar type inequality. Indeed, such an inequality was first obtained by Grafakos [5] in the classical Euclidean space R d with the d-dimensional Lebesgue measure. Later, this Coltar type inequality was generalized to (R d , | · |, µ) with the measure µ satisfying (1.2) in [9, Theorem 3.1]. We point out that Bui and Doung in [1] obtained another Coltar type inequality for the Calderón-Zygmund operator with the kernel satisfying (1.5) and (1.9) on non-homogeneous metric measure spaces. However, their Coltar type inequality is not valid under the present assumptions, since the regularity condition (1.9) of the kernel K is stronger than (1.6). Therefore, we establish a Coltar type inequality different from theirs as follows.
Theorem 3.1. Let K be a µ-locally integrable function mapping from (X × X ) \ △ to C, which satisfies (1.5) and (1.6), and T and T * as in (1.7) and (1.8), respectively. Suppose that T is bounded on L 2 (µ). Then there exists a positive constant
Proof. We show this theorem by borrowing some ideas from [1, Theorem 6.6]. For all ε ∈ (0, ∞) and x ∈ X , let B x be the biggest (6, β 6 )-doubling ball with center x of the form 6 −k ε with k ∈ N. Let B x := B(x, 6 −k 0 ε). Split f = f 1 + f 2 , where, f 1 := f χ 3Bx and f 2 := f χ X \3Bx . Notice that {y ∈ X : d(x, y) > ε} ∩ 3B(x, 6 −k 0 ε) = ∅ and hence, for each ε ∈ (0, ∞), T ε (f 1 )(x) = 0. Now we estimate T ε (f 2 )(x). To this end, we write that, for all ε ∈ (0, ∞) and x ∈ X ,
K(x, y)f 2 (y) dµ(y) =: I 1 + I 2 .
For the term I 1 , we further write that, for all u ∈ B x , |T (f 2 )(x)| ≤ |T (f 2 )(x) − T (f 2 )(u)| + |T (f )(u)| + |T (f 1 )(u)|.
Applying the Hörmander condition (1.6), we conclude that, for all x ∈ X and u ∈ B x , |T (f 2 )(x) − T (f 2 )(u)| ≤
X \3Bx
|K(x, y) − K(u, y)||f (y)| dµ(y) f L ∞ (µ) .
This implies that, for all u ∈ B x , (3.2) |T (f 2 )(x)| f L ∞ (µ) + |T (f 1 )(u)| + |T (f )(u)|.
Integrating the inequality (3.2) with respect to the variable u over the ball B x , from the Hölder inequality and the boundedness of T on L 2 (µ), we deduce that, for all x ∈ X ,
To estimate the term I 2 , by an argument similar to that used for the estimate of I 2 in [1, p. 28], we conclude that I 2 f L ∞ (µ) . Combining the estimates for I 1 and I 2 , we obtain (3.1), which completes the proof of Theorem 3.1.
Proof of Theorem 1.5. By Theorem 1.6, it suffices to show that T * is bounded from L 1 (µ) into L 1, ∞ (µ). Fix any fixed f ∈ L 1 (µ) and t ∈ (0, ∞) (t > γ 0 f L p (µ) /µ(X ) when µ(X ) < ∞, since the case that t ≤ γ 0 f L 1 (µ) /µ(X ) is trivial). Applying Lemma 2.2 in the case that p = 1, with the same notation as in the proof of Theorem 1.6, we write that f = g + h. We have proven that there exists a positive constant C 4 such that, for almost every x ∈ X , |g(x)| ≤ C 4 t. Thus, from Theorem 3.1 and L 2 (µ) boundedness of M (5) • T , we deduce that µ ({x ∈ X : |T * (g)(x)| > (C 4 + 1)C 3 t}) ≤ µ x ∈ X : |M (5) (T g)(x)| > t
where C 3 ∈ (0, ∞) is as in Theorem 3.1. As in the proof of (i) =⇒ (ii) of Theorem 1.6, we see that the proof of Theorem 1.5 is reduced to proving that, for all f ∈ L 1 (µ) and t ∈ (0, ∞),
By the estimates (2.13), (2.14) and (2.15) in the proof of (i) =⇒ (ii) of Theorem 1.6, we see that, for all x ∈ X \ (∪ j 6 2 B j ), The estimates for F(x), G(x) and H(x) are the same as in the proof of Theorem 1.6. We only need to estimate E(x). Applying Theorem 3.1, we conclude that
