Abstract-This paper presents an emergency control approach for preventing wide spread power interruption using multi-agent system. The proposed control algorithm is based on decentralized architecture of intelligent agents to achieve fast and accurate response when a catastrophic disturbance is identified in the system. By dividing the network into several areas, the voltage instability problem can be localized and countermeasures can be directed to the most affected area by the authorized local agent. This facilitates quick decision making within the system.
I. INTRODUCTION
With the introduction of interconnected power system, power industries are operating close to their stability limit due to the excessive demand from the consumer side. Power systems become vulnerable to various instability problems such as voltage instability when load increases or any contingency happens during the peak load [1] . The capability of a power system to maintain an acceptable voltage profile, both in normal and emergency situations, has an important effect on the quality of power as voltage instability may lead to power system interruption or even a complete black out. Voltage stability has become a significant issue in determining the maximum power transfer limit.
Voltage instability is the main reason of power interruption in the past several years. Voltage instability due to the cascade of protection mal operation is one of the main reasons for the recent North American power interruption on August 14, 2003 [2] . For this reason, power utilities are devoting a great deal of efforts in solving voltage instability problem.
One of the main quality indicators of electrical energy is continuity of service. This can be harmfully affected when the system is subjected to disturbance like loss of multiple transmission lines or generators. The conventional nose curve (P versus V) analysis shows how the system stability margin is reduced after a contingency occurs, affecting the 978-1-4673-1943-0/12/$31.00 ©2012 IEEE 226 ability of power transfer and leading the system to unacceptable levels of voltages.
Severe disturbances on the transmission lines of a large interconnected power system often cause widespread blackouts when thousands of consumers lose power supply costed at millions of dollars loss. The existing protection system is not capable of maintaining the grid integrity during mUltiple contingencies [5] . Some of the recent blackouts occurred in highly loaded interconnected power systems due to EHV line interruption followed by multiple contingencies [6] . The July 2, 1996 black out in United States was a result of several transmission line outages [4] .
The phenomenon of voltage collapse is often caused by an initial low voltage profile due to the failure to supply sufficient reactive power to the loads. The voltage instability is a dynamic phenomenon characterized by a first deceptive stable phase, lasting up to one or two minutes and then a sharp gradual reduction in the transmission voltage resulting in a voltage collapse [1] . The first deceptive calm phase is due to the field forcing of the rotating units until the field current is reduced by rotor protection. The voltage reduction caused by the disturbance initiates automatic tap changing in the load substation and the uncoordinated actions of the tap changing transformers are the main reasons of the system dynamic changes in the first stable phase. After the thermal limit has reached on a unit, the field current is reduced by rotor over current protection and part of its reactive power is transferred to the nearby units [7] . The remaining units become heavily overloaded causing their rotor protections to start functioning. At this moment, the generating units are no longer capable of maintaining their terminal voltage and the second disruptive phase of sharp voltage reduction causes system collapse [1] .
A critical disturbance initially affects a limited region within the system, expanding gradually to a wide area [8] . Voltage instability is thus, primarily, a local problem. If proper countermeasures can effectively be applied to the most affected area in a well-timed manner, system breakdown can be avoided. In this way, the difficult task of system wide sequential actions, which include communications, analysis, prediction and decision making within a very short time can be minimized.
The event of voltage instability may occur in a system by both small and large disturbances. The large disturbances are caused mainly by outages of transmission lines and loss of generators. When a large disturbance happens, it may take some times (up to several minutes) for the system becomes unstable through the slow degradation of voltage profile. In this paper, this type of disturbances are considered for the analysis of voltage collapse and a multi-agent based dynamic approach is proposed to counter the voltage instability problem resulting from multiple transmission lines outages.
II. PROPOSED ApPROACH FOR PREVENTING VOLTAGE COLLAPSE AND POWER INTERRUPTIONS
The proposed emergency control approach incorporates three fundamental aspects, which are continuous monitoring of selected parameters, identification of a disturbance and actuation of timely countermeasures. The variations of electrical parameters such as voltage, reactive power output of the generators and power system losses are used to identify the occurrence of a disturbance. Once identified, the local intelligence at each disturbed area will be used to trigger timely countermeasures.
A. Area Wise Analysis
At first, the whole system is divided into several areas. The criteria of forming area are that each area should have at least one generating unit and should include tap changing transformers at load substations.
Each area contains a team of agents. Each agent is in charge for monitoring the key parameters of a particular node and can directly communicate with other agents in the same area in order to make fast decision. There are two types of agents: Generator Agent and Load Agent. The generator agent has the information of the current capacity of the generator, the active and reactive power output, primary and secondary voltages at generating substations and generator transformer tap ranges. The load agent obtains information of the current amount of load, the primary and secondary voltages at the substation and load transformer tap ranges.
There is also a manager agent in each area assigned to monitor and manage the agents within its associated zone. The bus agents and the generator agents work under the supervision and command of the manager agent. The manager agent can also communicate with other managers in the surrounding areas. It has a limited view of the system and has to take correct decision based on its information of its associated area. For this reason, different manager agents can exchange their local information in order to make more accurate decision.
Some researchers have proposed an upper level in the hierarchy [9] . But the system response to most cases would be very slow if there are many layers in the hierarchy because the slave nodes (low level agents) have weaker decision making ability than the master nodes (higher level agents) and the [mal decision making will be made by the top master even if the crisis happens in a local area.
The advantage of the proposed area wise analysis is that it enables the system to respond quickly which is an essential requirement of an emergency control.
The Energy Management Centre (EMS) has to gather information of the system through communication links and communication path. This communication feature might increase communication costs and cause delay in decision making during emergency situations. Unlike the centralized control system, the area wise multi-agent approach can have a Fig.I . Multi-agent system architecture for the proposed control system low cost, faster and accurate control strategy of catastrophic disturbances.
B. Indicator of Vulnerability
The voltage level is not alone a strong indicator for the voltage stability. The voltage levels might be normal, in certain cases, when the rotating units are operating close to the limits of their capacity. The identifying parameters for system voltage instability and voltage collapse are the reductions of transmission voltage levels and the increase of reactive power outputs on rotating units [7] . Any dangerous disturbance can be identified by measurements of these parameters changes.
Various performance indices have been proposed by researchers to articulate the severity of a contingency. In this paper, the performance indices have been developed based on the simple method described by Ejebe and Wollenberg [10] .
The idea is simply to add all the differences between actual and desired voltages at all the nodes, divided by the voltage deviation limit as expressed in (1).
where Vi is the actual voltage at bus i, Vi,sp is desired voltage at bus i, Vilnll l is the voltage deviation limit and W, V is the weighting factor of each bus The voltage deviation limit has been chosen ± 5% of its nominal value. The weighting factor represents the relative importance of the corresponding node in the network. A voltage drop on a particular node can have important consequences if this node is heavily loaded. Thus, the weighting factor has been defined as the ratio of the load of the respective bus to the total system load and expressed as below.
IV Ptotal where P, is the active power load at bus i and Plolal is the total active power load of the system, The index associated with the reactive power output of the rotating unit is:
where Q i is the reactive power output of an unit and Q"nll l is the reactive power limit of that unit The weighting factor W, q is tuned in a similar way.
where Q lolai is the reactive power load of the system. The global performance indices are formed by combining these two as follows.
These performance indices are calculated for each agent. The countermeasures will be applied in each agent if the values of the performance indices exceed a certain limit following a contingency.
C. Countermeasures
The countermeasures adopted for the control of voltage and reactive power overshoot include fast tap changing on high voltage (HV) substation transformers, raising synchronous condenser and generator terminal voltages and fast tap changing on generator transformers [1] .
The main cause of voltage instability is the reactive power deficiency in the network. The root cause of July 2, 1996 system wide disturbance was a voltage decay within 30 seconds in the Idaho area as a result of insufficient reactive power support in that area [4] . The first control action is to increase the terminal voltages of generator and synchronous condensers to supply reactive power to the system. The transformer taps are fixed to avoid uncoordinated tap changing of distribution and sub-transmission transformers. The sequential study calls for fast tap changing in the transmission substation to avoid reactive power overshoot.
When a catastrophic disturbance is identified, each agent in each local intelligent area will track the system parameters. The information of the reactive power output of the generators and synchronous condensers, the load bus voltages are supplied to the manager agent by the generator agent and the load agent, respectively. Based on the reactive power -time curve of the generator over-excitation limiter protection curve, the manager agent makes a quick decision on the timing of the countermeasures.
The most effective measure is the strategic load shedding. Since the final phase of voltage collapse occurs suddenly, there is not sufficient time for operator actions to stabilize the system. Thus, manual load shedding cannot be relied upon to stabilize the interconnected system and to mitigate the voltage collapse. Therefore, automatic load shedding is required. Before strategic load shedding, the other countermeasures should be adopted in the initial slow phase. Strategic load shedding should act as a last resort [3] .
Only the area with a large value of performance indices will carry out load shedding. Once the load shedding is activated, the information is sent to all areas as well as to the control centre. The effectiveness of load shedding will then be evaluated and if necessary further countermeasures are to be activated.
The amount of load to be shed for the control of system voltage stability is determined by the voltage reduction in each bus [3] . The allocation of load shedding in each of the identified substations would be in proportion to the voltage reduction multiplied by the voltage sensitivity [11] . This can be evaluated as:
! ! Qi where 1'1Qi' 1'1Pi is the amount of load shedding at bus i, Pi , Qi is the load before shedding and 1'1 V, is the voltage reduction at bus i.
D. Further measures
After strategic load shedding, the system performance is evaluated whether it has regained the normal state or not. If not, then further countermeasures are activated. Among these measures, there is a second load shedding in those buses where the voltages are still below the normal value. The application of load shedding in these buses may cause other bus voltages to increase beyond their nominal value. Therefore, some tap lowering will be needed to bring down these voltages to their pre-disturbance values.
III. CASE STUDY

A. The Test System
The IEEE 57 bus system is used as a case study. This test power system represents a portion of the American Electric Power System (in the Midwestern US) as it was in the early 1960's. It has 4 generators, 3 synchronous condensers and 80 lines. There are 3 shunt capacitors and 17 load transformers with on-load tap changing (OLTC) capabilities. The 57 bus test case does not have line limits. The loads are asswned to have constant complex power because the constant power representation of load is the most severe case from voltage stability view point [12] . The parameters of test system can be found in [15] .
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As stated earlier, voltage instability is a local problem in the network. The danger created by a disturbance can be substantially reduced by promptly identifying the location of the interruption and applying appropriate countermeasures. For the purpose of analysis, the 57 bus system is divided into four local intelligent areas or zones. Each local intelligent area has information of the attributes of each node that includes the dynamic information of the power network voltages, generator reactive power, power flows and the status of neighboring nodes.
The manager agent in each local intelligent area continually calculates the val ue of the performance indices of each area. If this value exceeds a certain threshold limit, the agent will initiate an alarm that the system has entered into an emergency state. This will indicate the occurrence of any critical disturbance as well as voltage instability and reactive power deficit problem in that area. The automatic countermeasures will be applied by the agent to restore the system to normal state.
The countermeasures developed based on the study conducted by [1] and [3] are given in Table 1 showing the sequence and timing of the countermeasures. The transformer tap change timing is based on the typical operation of an Australian power system.
The 57 bus test system does not have any generator transformer. As a result, fast tap changing occurs in only the load transformers. The effect of generator transformer tap changing can be obtained by increasing the terminal voltage of the generators [3] . The strategic load shedding is followed by a 2n d load shedding only in those buses where the voltages are not still recovered by the 1 sl load shedding. Following [12] , it has been assumed that the loads are constant power factor loads and maximum 80 percent of the connected load can be shed in each bus.
The interval between each tap change in the load transformers is 8 seconds and the transformer will tap up or down where there is more than 1.5% deviation in the voltage [3] from the pre-disturbance value. The fIrst three tap changes try to increase the load bus voltages to their pre-disturbance value. The fInal two tap changes are for those buses where the voltages have exceeded their pre-disturbance values, thereby, the transformer tries to tap lower to regain the voltage.
A. Disturbance
To test the proposed decentralized emergency control system, the following two cases of contingency are examined. These lines are selected because each disturbance creates heavy increase in system reactive power demand due to the large increase of series reactive power losses in the transmission lines. The voltages in the load buses mainly in area 3 are mostly affected by the disturbance. The voltage reduction caused an over-excitation on the synchronous condenser at bus 9 from 2 to 21 MV AT. The generators at bus 3 and 12 are also over excited and increase their reactive power beyond their reactive power limits.
In the simulation, the generator reactive power outputs are allowed to exceed their continuous ratings until their rotor current limiter actuates.
The system summary before and just after the line outages are given below. The voltage at buses 31-36 and bus 40 are adversely affected (reach below 0.8 per unit) by the disturbances. The reactive power losses have increased by 95% from 122.65MVAr to 239.16MV Ar.
The performance index for each zone is The threshold value chosen for the simulation is 0.5, therefore agent in zone 3 will be alerted to start the countermeasures. The sequential control actions are then executed by the manager agent in zone 3 to attempt to restore the system. § IC ·············· ;·····················\U i; 3 After the countermeasures are applied in Zone 3, the entire load bus voltages are within the limit of 0.9-1.1 p.u. (the slight deviation at bus 34 may be acceptable as it is on the primary side of a load transformer and there is no load is connected to it). Fig. 5 shows the progression of voltage change in bus 32, one of the worst affected buses. The numbers denote the countermeasure step number. Just after the disturbance, the voltage level drastically reduced at some load buses in area 3. The first action is the raising of terminal voltages on selected condensers and generators. This improves the voltage level at the load buses quite a lot, followed by a step by step voltage increment by tap changing in the load transformers. Finally, strategic load shedding restored most of the buses to their pre disturbance level of voltage. The [mal two tap changes (tap lowering) regained the load voltages where load shedding had raised voltages above the pre-disturbance levels.
C. Case 2: Line outages afline 7-8, 22-38 and 36-37 These lines are in Zone 1 and Zone 4. Line 7-8 is a heavily loaded line. The voltage profIle before and after the line outages are given in Fig. 6 .
In this case, the load voltages in both the Zone 3 and Zone 4 are affected significantly. This can be exemplified by the performance indices. A large value of PI in Zone 3 and 4 indicates that these two areas are experiencing the severest after-effect of the disturbance.
Using the same threshold value of 0.5, agents in Zone 3 and 4 will now carry out the countermeasures to attempt to restore the power system to its pre-disturbance level. Fig. 7 show the result of the countermeasures and the combined effect of To investigate the effect of varying the threshold value, two scenarios are chosen: (i) threshold value =1.5 and (ii) threshold value = 0.04. In the first case, only region 4 is allowed to carry out the countermeasure and in the second case all zones are allowed to carry out the countermeasures. This is then similar to the case of a centralized controller that has access to all the system information and can perform the countermeasures throughout the power system. Fig 7 shows the comparison of the voltage profIle using the centralized approach where the countermeasures are carried in all four zones having the information available in the four zones and the voltage profIle obtained when only the agents in Zones 3 and 4 or only in the Zone 4 perform the countermeasures. Fig. 8 shows the progression of voltage change in bus 32, one of the worst affected buses. The numbers denote the countermeasure step number.
As expected, the results from the centralized controller is much better compared to the case when the countermeasure is only carried out in one or two zones and the worst when only one zone performs the countermeasure. This suggests that a correct choice of threshold value is important to ensure that the countermeasures can restore the power system to its pre disturbance level.
However, one of the important features of determining the correct zones to perform the countermeasures is to allow fast 1 . 15 ,---------,----,-----,-------, -r= == == ==il 1 f-· · .. ·· ...... · .. ·; .. · ...... · ............ ; ............ ··· ........ ·; ........ · ........ response from the most affected area. The results from the countermeasures carried out in Zone 3 and 4 are very similar to that obtained when the countermeasures are carried out centrally, suggesting that timely countermeasures at the most affected area works as well as performing the countermeasures centrally which is usually slower than local countermeasures.
IV. CONCLUSION
This paper proposes a multi-agent based decentralized approach to mitigate voltage instability. To counter the voltage instability, it is recommended to actuate control action at precisely the locations impacted by a disturbance and a strategic load shedding is suggested after the other measures fail to avoid wide spread power outage. A suitable value of the threshold of the performance indices can be determined for every system to initiate the countermeasures.
A hierarchical communication arrangement is necessary for system protection where the intelligent agent would activate the fastest response at the lowest level of the hierarchy. In this manner, timely and effective measures would curtail the spread of the disturbance affect and a total or partial black out of a large power system can be avoided.
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