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1. Introduction
We begin by formulating and solving a general constrained approximation problem.
Two special cases are of particular interest. The first includes a problem studied in [9],
which has several applications in the theories of systems identification, signal processing
and inverse problems (see [5] for a survey of this area).
The second special case is an application to the construction of (backward) minimal
vectors. This has recently been introduced by Ansari and Enflo [2] as a more explicit
technique for constructing hyperinvariant subspaces of bounded linear operators on Hilbert
spaces. Their technique is particularly interesting since it provides a new unified method
for showing that every compact operator and every normal operator has a hyperinvariant
subspace. By investigating the further possibilities of their method, we extract a somewhat
more general theorem, which we use to find hyperinvariant subspaces for bounded linear
operators which are neither quasinilpotent nor polynomially compact. We illustrate the
main result by applying it to weighted shift operators, which are not covered by the existing
theorems.
Another situation in which minimal vectors have been considered is in the case of
operators T of multiplication by outer functions on the Hardy space H 2, as in the work of
Spalsbury [14]. Here we use the theory of Toeplitz operators and the Fejér–Riesz theorem
to provide explicit expressions for the backward minimal vectors yn for rational outer
functions, and to provide a detailed analysis of the convergence of the sequence (T nyn),
which is the key to the techniques introduced in [2].
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to more general Banach spaces. The results will appear elsewhere [6].
We shall employ the following notation. In the paper H∞ and H 2 denote the classical
Hardy spaces on the disc. As is well known, such functions can be factorized into inner
and outer factors, and we refer the reader to [7] for further details.
For H a complex Hilbert space, L(H) denotes the algebra of all bounded linear oper-
ators on H. Suppose that T ∈ L(H). We denote by σ(T ) the spectrum of T and we say
that T is quasinilpotent if its spectrum is equal to {0}. Equivalently, T is quasinilpotent if
and only if limn→∞ ‖T n‖1/n = 0. A nontrivial hyperinvariant subspace of T is a closed
subspace M such that {0} 	=M 	= H and AM ⊂M. for all A ∈ {T }′ := {A ∈ L(H):
AT = T A}.
2. A general extremal problem
In order to formulate the extremal problem of which we shall later see various applica-
tions, letH, J , andK. be complex Hilbert spaces and A :H→ J and B :H→K bounded
linear operators, such that A and B are coprime, in the sense that there exists a constant
η > 0 such that
‖Ax‖2 + ‖Bx‖2  η‖x‖2 for all x ∈H. (1)
(This is the ‘right’ condition to impose, as will be seen when we come to solve our extremal
problem. It is equivalent to saying that A∗A+ B∗B is invertible.) We assume also that B
has dense range.
Let x0 ∈ K and x1 ∈ J be fixed vectors. For ε > 0 we consider the nonempty closed
convex set
Cεx0 =
{
y ∈H: ‖By − x0‖ ε
}
.
We suppose that Ay 	= x1 for all y ∈ Cεx0 (to eliminate a degenerate case). In this situation
the associated extremal problem is to find y0 ∈ Cεx0 such that
‖Ay0 − x1‖ = inf
{‖Ay − x1‖: y ∈ Cεx0
}= β, (2)
say. Without loss of generality we may suppose that A also has dense range, as otherwise
we may replace J by AH and x1 by its orthogonal projection onto AH.
The above extremal problem generalizes the problem discussed in [9] (with a different
notation), where H is a closed subspace of J ⊕K, and A and B are the restrictions to H
of the orthogonal projections onto J and K, respectively. A simple example of this is the
case H = H 2, J = L2(J ), and K = L2(K), where J and K are complementary subsets
of the unit circle, each with strictly positive measure. Versions of this problems were first
studied in [8] and more recently in [1–3]. It is also possible to pose this class of problem
in a more general way by taking two functions g1, g2 ∈L∞(T) such that
S inf
{∣∣g1(eiθ )∣∣2 + ∣∣g2(eiθ )∣∣2: θ ∈ [0,2π]}> 0
and defining A,B :H 2 → L2(T) as multiplication by g1 and g2, respectively. The previous
example is the special case g1 = χJ and g2 = χK .
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and the extremal vector saturates the constraint, in the sense that ‖By0 − x0‖ = ε.
Proof. Existence of a solution follows by a standard weak compactness argument. If (zn)
is a sequence in Cεx0 such that ‖Azn − x1‖ → β , then, since ‖Bzn − x0‖  ε, it follows
from (1) that (zn) is bounded, and has a weak limit point in Cεx0 , which is easily seen to be
an extremal for the problem.
Moreover, the constraint is saturated, as otherwise if ‖By0 − x0‖ < ε we could use
the fact that the range of A is dense to find a vector w ∈H with ‖Aw − (Ay0 − x1)‖ <
‖Ay0 − x1‖. Now∥∥A(y0 − λw)− x1∥∥= ∥∥(1− λ)(Ay0 − x1)+ λ(Ay0 − x1 −Aw)∥∥
< (1− λ)‖Ay0 − x1‖+ λ‖Ay0 − x1‖ = ‖Ay0 − x1‖
for all λ ∈ (0,1), contradicting the optimality of y0 if we take λ sufficiently small to ensure
that y0 − λw ∈ Cεx0 .
The uniqueness follows because, if y0, y ′0 are distinct points in Cεx0 with ‖Ay0−x1‖ = β
and ‖Ay ′0−x1‖ = β , then the vector y = (y0+y ′0)/2 also lies in Cεx0 and the strict convexity
of the norm implies that ‖Ay − x1‖< β unless Ay0 − x1 =Ay ′0 − x1, i.e., A(y0 − y ′0)= 0.
But in that case By0−x0 	= By ′0−x0, and the strict convexity of the norm now implies that‖By − x0‖ < ε, which is a contradiction to the saturation condition that we have already
established. ✷
The solution to the constrained extremal problem is given by the following theorem,
which will be used in the subsequent sections.
Theorem 2.1. The solution to (2) is given by (A∗A− γB∗B)y0 = A∗x1 − γB∗x0, where
γ < 0 is the unique constant such that ‖By0 − x0‖ = ε.
Proof. We write out the variational argument in some detail. If w is a vector and λ a real
number such that ‖B(y0 +λw)− x0‖ ‖By0 − x0‖, then the optimality condition implies
that ‖A(y0+λw)−x1‖ ‖Ay0−x1‖. On expanding the inner products, the first condition
reduces to
2 Re
〈
λw,B∗(By0 − x0)
〉+ λ2‖Bw‖2  0, (3)
the second to
2 Re
〈
λw,A∗(Ay0 − x1)
〉+ λ2‖Aw‖2  0. (4)
It now follows that there is a number γ < 0 such that A∗(Ay0 − x1) = γB∗(By0 − x0);
for a simple geometric argument in R2 shows that if two nonzero vectors u,v are not
real negative multiples of each other, then one can choose a vector w with Re〈w,u〉 < 0
and Re〈w,v〉 < 0. Indeed, we could take w = −u/‖u‖ − v/‖v‖. (Note that (u1, u2) →
Re〈u1, u2〉 is a real inner product.) The observation that condition (3) implies (4) is now
contradicted on taking λ > 0 sufficiently small. Clearly γ is unique by Lemma 2.1, and so
the result follows. ✷
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shall give the solutions more explicitly in Remark 4.1. However, we first look at another
application, in the theory of invariant subspaces.
3. Backward minimal vectors
We now review the construction of backward minimal vectors as introduced in [2].
Let H be a complex Hilbert space and denote by L(H) the algebra of all bounded and
linear operators T :H→H.
Suppose that T ∈ L(H) has dense range and let ε > 0 and n be a positive integer.
Clearly, T n has also dense range. For ‖x0‖> ε, consider Cεn,x0 the subset ofH defined by
Cεn,x0 =
{
y ∈H: ‖T ny − x0‖ ε
}
.
Since T n has dense range, Cεn,x0 is a nonempty closed convex subset ofH. Moreover, sinceH is a Hilbert space, its norm is strictly convex and then there is a unique vector yεn,x0
satisfying{
yεn,x0 ∈ Cεn,x0,
‖yεn,x0‖ = inf{‖y‖: y ∈Cεn,x0}.
Note that the condition ‖x0‖> ε implies that 0 /∈ Cεn,x0 and thus yεn,x0 	= 0.
Definition 3.1. Let T ∈ L(H) with dense range, ε > 0, n be a positive integer, and
x0 ∈ H such that ‖x0‖ > ε. The backward minimal vector associated with (T ,n, x0, ε)
is denoted by yεn,x0 (or yn there is no ambiguity) and is defined to be the vector of {y ∈H:‖T ny − x0‖ ε} whose norm is minimal.
Similarly, although we shall not use them, one can define forward minimal vectors in
the following way. Let T ∈ L(H) be injective, let x0 ∈ H and 0 < ε < ‖x0‖. Then the
forward minimal vector vn = vεn,x0 associated with (T ,n, x0, ε) is the unique vector such
that ‖vn − x0‖ ε and
‖T nvn‖ = inf
{‖T nv‖: ‖v − x0‖ ε}.
It is clear that problem (2) includes the problem of finding backward minimal vectors,
since we may take H = J = K, x1 = 0, A = Id, and B = T n. Likewise, to find forward
minimal vectors we take H= J =K, x1 = 0, A= T n, and B = Id.
Remark 3.1. (1) For all positive integers n, we have
‖x0‖− ε 
∥∥T nyεn,x0
∥∥ ‖x0‖ + ε.
Therefore yεn,x0 	= 0 and T nyεn,x0 	= 0.(2) By Lemma 2.1 we have ‖T nyεn,x0 − x0‖ = ε.
The next result [2, Theorem 1] provides an explicit formula for our backward minimal
vectors. It is also an immediate corollary of Theorem 2.1.
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such that ‖x0‖> ε. There exists a unique negative constant δεn,x0 (or δn when there is no
ambiguity) such that the backward minimal vector yεn,x0 satisfies
yεn,x0 = δεn,x0T ∗n
(
T nyεn,x0 − x0
)
.
An immediate consequence of the above formula, using the fact that the spectrum of a
positive operator is necessarily included in the set of nonnegative reals, is the following
Corollary 3.1. Let T ∈ L(H) with dense range, ε > 0, n be a positive integer, and x0 ∈H
such that ‖x0‖> ε. There exists a unique negative constant δεn,x0 (or δn when there is no
ambiguity) such that the backward minimal vector yεn,x0 satisfies
yεn,x0 =−δεn,x0
(
Id− δεn,x0T ∗nT n
)−1
T ∗nx0. (5)
Therefore we get
T nyεn,x0 =−δεn,x0
(
Id− δεn,x0T nT ∗n
)−1
T nT ∗nx0
=−δεn,x0T n
(
Id− δεn,x0T ∗nT n
)−1
T ∗nx0.
For completeness, we include the proof of the following result, which is implicitly
contained in [2].
Corollary 3.2. Let T ∈ L(H) with dense range, ε > 0, n be a positive integer, and x0 ∈H
such that ‖x0‖> ε. The backward minimal vector yn satisfies
‖T nyn‖
(‖x0‖2 − ε2)1/2
and, moreover,
z⊥yn ⇔ T nz⊥T nyn − x0, z ∈H.
Proof. Since x0 = (x0 − T nyn)+ T nyn, we get
‖x0‖2 =
〈
(x0 − T nyn)+ T nyn, (x0 − T nyn)+ T nyn
〉
= ‖x0 − T nyn‖2 + ‖T nyn‖2 − 2 Re
(〈T nyn − x0, T nyn〉).
The second assertion of Remark 3.1 gives ‖T nyn − x0‖2 = ε2. Moreover,
〈T nyn − x0, T nyn〉 =
〈
T ∗n(T nyn − x0), yn
〉= ‖yn‖2/δn < 0
by Proposition 3.1. Therefore, ‖x0‖2  ‖T nyn‖2+ ε2 and then ‖T nyn‖ (‖x0‖2− ε2)1/2.
Let us prove the second assertion of our corollary. By Proposition 3.1 we have that
yn = δnT ∗n(T nyn − x0), where δn < 0. It follows that
〈z, yn〉 = 0 ⇔
〈
z, δnT
∗n(T nyn − x0)
〉= 0
⇔ δn〈T nz,T nyn − x0〉 = 0
⇔ 〈T nz,T nyn − x0〉 = 0,
which ends the proof. ✷
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The following result adapts the techniques of [2] for constructing hyperinvariant sub-
spaces in a slightly greater generality.
Theorem 3.1. Let T ∈ L(H) be an operator with dense range. Suppose that there exist
ε > 0, x0 ∈H such that ‖x0‖> ε and for which there exists a subsequence (nk)k1 of N
satisfying
lim
k→∞
‖ynk−1‖
‖ynk‖
= 0, (6)
and (T nk−1ynk−1)k1 converges in norm. Then T has a nontrivial hyperinvariant sub-
space.
Proof. By the first assertion of Remark 3.1, the sequence (T nk ynk )k1 is bounded. There-
fore there exists a subsequence which converges weakly to y0. So, without loss of general-
ity, we may assume that (T nk ynk )k1 tends weakly to y0, whereas (T nk−1ynk−1)k1 con-
verges in norm to z and limk→∞(‖ynk−1‖/‖ynk‖)= 0. For A ∈ {T }′ := {B ∈ L(H): BT =
T B}, there exist ank ∈C and wnk ⊥ynk such that
Aynk−1 = αnkynk +wnk .
Note that 〈Aynk−1, ynk 〉 = αnk‖ynk‖2. It follows that
|αnk | =
|〈Aynk−1, ynk 〉|
‖ynk‖2
 ‖A‖‖ynk−1‖‖ynk‖‖ynk‖2
= ‖A‖‖ynk−1‖‖ynk‖
.
Therefore we get limk→∞ |αnk | = 0. Since A ∈ {T }′, we get
T nkAynk−1 =AT nkynk−1 = αnkT nk ynk + T nkwnk ,
and then we get
〈AT nkynk−1, T nk ynk − x0〉 = αnk 〈T nkynk , T nk ynk − x0〉 + 〈T nkwnk , T nk ynk − x0〉.
By Corollary 3.2, we get 〈T nkwnk , T nk ynk − x0〉 = 0. Moreover, since |〈T nkynk , T nk ynk −
x0〉| ε(‖x0‖ + ε) and limk→∞ |αnk | = 0, we obtain
lim
k→∞〈AT
nkynk−1, T nk ynk − x0〉 = lim
k→∞〈AT
nk−1ynk−1, T ∗T nkynk − T ∗x0〉 = 0,
using once more the fact that A ∈ {T }′. Since (T nk−1ynk−1)k1 converges in norm to z and
since T ∗T nkynk tends weakly to T ∗y0, we can deduce that 〈Az,T ∗(y0 − x0)〉 = 0. Now
denote byM the closed linear hull of the set {Az: A ∈ {T }′}. By construction,M is a hy-
perinvariant subspace of T . In order to prove that M is nontrivial, it suffices to prove that
z 	= 0 and T ∗(y0 − x0) 	= 0. By Remark 3.1, ‖z‖ ‖x0‖ − ε and thus z 	= 0 and M 	= {0}.
Moreover, since T has dense range, T ∗ is injective and thus T ∗(y0 − x0)= 0 if and only
if y0 = x0. But, by Corollary 3.2, we have ‖y0‖ lim infn→∞ ‖T nyn‖ (‖x0‖2 − ε2)1/2,
which proves that y0 	= x0. Therefore we haveM 	=H since y0 − x0⊥M. ✷
Recall Lemma 1 in [2].
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Denote by (yn)n1 the sequence of backward minimal vectors. If T ∈L(H) is quasinilpo-
tent, there exists a subsequence (ynk )k1 of (yn)n1 such that
lim
k→∞
‖ynk−1‖
‖ynk‖
= 0.
In conjunction with the above theorem, this provides the following result which is given
as a remark in [2].
Corollary 3.3. Let T ∈L(H) be a quasinilpotent operator with dense range. Suppose that
there exist ε > 0, x0 ∈ H such that ‖x0‖ > ε, and (T nyn)n1 converges in norm. Then
T has a nontrivial hyperinvariant subspace.
Remark 3.2. Theorem 3.1 holds if we weaken the second hypothesis to require that
T nkynk−1 converges to a nonzero vector u with T u 	= 0. Using the same notation as before
we can argue as follows: 〈AT nkynk−1, T nk ynk − x0〉→ 0, but AT ∈ {T }′ also, so〈
AT nkynk−1, T ∗(T nk ynk − x0)
〉= 〈AT nk+1ynk−1, T nkynk − x0〉→ 0,
and so 〈Au,T ∗(y0 − x0)〉 = 0. The end of the proof is similar.
Now we can deduce a well-known result due to Lomonosov [10]. See, for example, the
accounts in [4,12].
Corollary 3.4. Let K ∈ L(H) be a nonzero compact operator. Then K has a nontrivial
hyperinvariant subspace.
Proof. This follows easily by noting that we may without loss of generality assume that K
is quasinilpotent and injective, and hence the first hypothesis of Theorem 3.1 is satisfied;
the second hypothesis, in its weaker version, is an immediate consequence of compactness.✷
3.2. Application to weighted shift operators
Theorem 3.1 may be applied in the following example, in which T is neither
quasinilpotent nor compact and it is unclear whether T even commutes with a nonzero
compact operator (it is not itself polynomially compact).
Let (λn)n∈Z be a bounded sequence, and define the weighted shift T : (2(Z)→ (2(Z)
by T en = λnen+1, n ∈ Z, where (en)n∈Z is the standard orthonormal basis of (2(Z). It
follows that T ∗ satisfies T ∗en = λ¯n−1en−1, n ∈ Z. Clearly, if λn 	= 0 for all n, then T is
injective with dense range. Moreover we have ‖T n‖ = sup{|λk . . .λk+n−1|: k ∈ Z}. Hence
T is quasinilpotent if and only if limn→∞ sup{|λk . . .λk+n−1|1/n: k ∈ Z} = 0 and unless
λn → 0 as |n| →∞, T is not compact.
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the backward minimal vector yn satisfies T nyn = (1− ε)ep , or
yn = 1− ε
λp−1 . . .λp−n
ep−n.
Hence ‖yn−1‖/‖yn‖ = |λp−n|. So, provided that inf{|λj |: j < 0} = 0, we can find a subse-
quence (nk)k0 of N which satisfies (6). Also (T n−1yn−1)n2 is a constant sequence and
trivially converges to (1− ε)ep .
By Theorem 3.1, a hyperinvariant subspace for T is given by the closed linear hull of
the set {Aep: AT = T A}, and it is not equal to (2(Z) itself, since 〈Aep, ep−1〉 = 0 for all
A ∈ {T }′ = {B ∈ L(H): BT = T B}.
In the particular case where
λk =
{− 1
k
if k < 0,
1 otherwise,
we see that T is neither polynomially compact nor quasinilpotent.
Similar arguments apply if we take x0 =∑Nk=−N akek for any constants a−N, . . . , aN
not all zero. In this case the expression for yn is more complicated, and given by (5)
(note that T ∗nT n is a diagonal operator, which simplifies the calculation). However, it
is clear that (T nyn)n1 is a bounded sequence in the finite-dimensional space generated
by e−N, . . . , eN , and hence has a norm-convergent subsequence. In this case too a suitable
choice of (λn)n∈Z guarantees that (6) holds.
Remark 3.3. In the above case we see that if AT = TA then 〈Aep, ep−1〉 = 0. Hence,
for m  1, since AT m also lies in {T }′, we have 〈ATmep, ep−1〉 = 0 and hence
〈Aep, ep−m−1〉 = 0. This implies that A is causal, in the sense that if 〈w,en〉 = 0 for all
n < p, then 〈Aw,en〉 = 0 for all n < p; this is in contrast with the situation when T is the
usual unweighted shift on (2(Z).
4. Multiplication by outer functions on H 2
Let w be a nonconstant outer function in H∞. We denote by Mw the bounded linear
map on the Hardy space H 2 defined by Mw(f )= wf . It is a well-known fact that taking
g ∈H∞, gH 2 is dense in H 2 if and only if g is an outer function. It follows that Mw has
dense range.
One can easily check that, for all positive integers n, we have
(Mw)
n =Mwn and (Mw)∗n = Tw¯n,
where Tw¯n is the Toeplitz operator with symbol ϕ = w¯n ∈ L∞(T). Recall that if ϕ ∈
L∞(T), the Toeplitz operator on H 2 with symbol ϕ is defined by Tϕ(f )= P+ϕf , where
P+ denotes the orthogonal projection on H 2.
For the sequel, let us recall a useful lemma concerning Toeplitz operators (see, for
example, [11, Lemma 2.3.5]).
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(2) If ϕ and ψ are both in L∞(T), then Tϕψ = TϕTψ , if either ϕ¯ ∈H∞ or ψ ∈H∞.
(3) If ψ and 1/ψ are both in H∞, set ϕ = 1/|ψ|2 and then Tϕ is invertible with
T −1ϕ = TψTψ¯ .
The next proposition gives an explicit formula for the backward minimal vectors
(yn)n1 associated with T =Mw when w is a nonconstant bounded outer function.
Theorem 4.1. Let w be a nonconstant bounded outer function, n  1, ε > 0, and
h0 ∈H 2 such that ‖h0‖2 > ε. Denote by fn the backward minimal vector associated
with (Mw,n,h0, ε). Then there exist a unique negative constant δn and a bounded outer
function gn such that
fn =−δngnTgnwn h0.
Moreover, 1/gn ∈H∞, 1/|gn|2 = 1− δn|w|2n, and
(Mw)
nfn =−δngnwnTgnwn h0 =−δnTgnwnT ∗gnwnh0.
Proof. By Corollary 3.1, there exists a unique negative constant δn such that fn =
−δn(Id − δnTwnTwn)−1Twn h0. By the two first assertions of Lemma 4.1, we get Id= T1
and TwnTwn = T|w|2n . It follows that Id − δnTwnTwn = T1−δn|w|2n , since it is clear that
1 − δn|w|2n ∈ L∞(T). Moreover, since δn < 0, we get 1 − δn|w|2n > 1 and thus
1/(1 − δn|w|2n) ∈ L∞(T). By Szego˝’s theorem [7, p. 56] there exists a bounded outer
function gn ∈ H∞ such that 1/|gn|2 = 1 − δn|w|2n. Note that necessarily 1/gn is also a
bounded outer function. It follows that fn =−δngnTgnwn h0. The two last equalities of the
proposition are obvious. ✷
4.1. Multiplication by rational outer functions
Spalsbury [14] initiated the study of the operators of multiplication (on H 2) by outer
polynomials, studying Mw with w(z)= z− 1. She proved that if h0 = 1 then fn is of the
form fn(z) = A/((z− a1) . . . (z− an)), where ak ∈ C \ D, 1  k  n. The next theorem
generalizes the previous result, proving that fn is always a rational function as soon as
h0 is a polynomial and w is an outer polynomial. Note that p being an outer polynomial
simply means that p has no zero in D.
Theorem 4.2. Let ε > 0. Suppose that w is an outer polynomial of degree k1  1 and let h0
be a polynomial of degree k2  0 such that ‖h0‖2 > ε. For n  1, the backward minimal
vector fn associated with (Mw,n,h0, ε) is a rational function which is the quotient of
two outer polynomials. Moreover, fn is of the form fn = pn/qn where the degree of
pn is k2 and the degree of qn is nk1. In addition, the set of zeros of qn coincides with
{z ∈C \D: 1− δnw(z)nw˜(z)n = 0}, where w˜(z)=w(1/z¯).
Proof. By Theorem 4.1 there exist a unique negative constant δn and a bounded outer
function gn such that 1/|gn|2 = 1 − δn|w|2n and fn =−δngnT n h0. Since 1 − δn|w|2ngnw
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∑k1n−k1n bkeikt with bk1n 	= 0, and
b−k1n 	= 0, by the Fejér–Riesz theorem [13, p. 109], gn = 1/qn where qn is an outer
polynomial of degree k1n. The localization of the zeros of qn is now clear. Moreover, since
gnwn is anti-analytic, we easily get that Tgnwn h0 is a polynomial with the same degree
as h0. ✷
The situation is almost as straightforward when w is a general rational outer function
(the quotient of two coprime polynomials, of which the numerator has no zeroes in D and
the denominator has no zeroes in D).
Proposition 4.1. Let ε > 0. Suppose that w is a rational outer function and let h0 be
a rational function such that ‖h0‖2 > ε. For n  1, the backward minimal vectors fn
associated with (Mw,n,h0, ε) is also a rational function.
Proof. Again we have fn = −δngnTgnwn h0, where gn is a bounded outer function
satisfying 1/|gn|2 = 1 − δn|w|2n. Now the spectral factor gn is itself rational; this is
well known and can be found in [13, p. 119], for example. Indeed, we may find an
outer polynomial q(z) such that (with the notation p˜(z) = p(1/z¯) as in Theorem 4.2)
the function q(z)q˜(z)(1 − δnw(z)nw˜(z)n) is a polynomial in z and 1/z, after which the
Fejér–Riesz theorem can be used directly. It now follows easily that fn is rational, since
the analytic projection of a rational function in L2(T) is itself rational. ✷
Suppose now that the sequence (T nfn) has a limit. What can we say about it in general?
Let us take h0 = 1, as in [14], but working in much greater generality. With this choice, we
see that T ∗u h0 = u(0)h0, for u ∈H∞.
Proposition 4.2. Suppose that 0 < ε < 1, h0 = 1, andw is a nonconstant and noninvertible
rational outer function. Let T = Mw and let fn denote the backward minimal vector
associated with (T ,n,h0, ε). If (T nfn) converges in H 2, then its limit is a constant multiple
of a singular inner function, and is itself nonconstant.
Proof. We have T nfn =−δnwngnw(0)ngn(0), in the notation of Proposition 4.1. If these
vectors converge in H 2, then they converge pointwise at z= 0, so that the sequence (cn),
given by
cn = (T nfn)(0)=−δn
∣∣w(0)∣∣2n∣∣gn(0)∣∣2,
converges to c, say. Now, on T,
|T nfn|2 = δ2n|w|2n|gn|2
∣∣w(0)∣∣2n∣∣gn(0)∣∣2 = cn |δn||w|
2n
1+ |δn||w|2n ,
and we see that the limit c of the sequence (cn) cannot be zero, or else T nfn would tend to
the zero function, which is impossible.
By passing to a subsequence, we may assume that |T nfn|2 converges almost everywhere
on T. However, the limit is the modulus of an H 1 function and so cannot be zero on a set of
positive measure. Since w has a zero on the unit circle, we see that |δn||w|2n is unbounded
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|T nfn|2 → c a.e., and thus limT nfn has the form √c θ , where θ is an inner function. Since
T nfn does not vanish in the open disc (because w and gn are outer), and the functions tend
locally uniformly to
√
c θ , an argument based on Rouché’s theorem shows that θ has no
zeroes, i.e., it is a singular inner function. The fact that θ is nonconstant follows because
c2n  ‖T nfn‖2  1− ε2 by Corollary 3.2, and hence c < 1, so that√
c
∣∣θ(0)∣∣= c <√c=√c‖θ‖
(we are grateful to the referee for this observation). ✷
Remark 4.1. Suppose that A,B :H 2 → L2(T) are given by A=Mg1 and B =Mg2 , where
g1, g2 ∈L∞(T). Then the techniques of this section prove that the solution to the extremal
problem (2) is given by
T|g1|2−γ |g2|2y0 = P+(g¯1x1 − γ g¯2x0),
and thus
y0 = TψTψ¯P+(g¯1x1 − γ g¯2x0),
where ψ ∈H∞ satisfies |ψ|2 = 1/(|g1|2 − γ |g2|2).
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