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Advances in Microstructural Understanding
of Wrought Aluminum Alloys
J.D. ROBSON, O. ENGLER, C. SIGLI, A. DESCHAMPS, and W.J. POOLE
Wrought aluminum alloys are an attractive option in the quest for lightweight, recyclable,
structural materials. Modern wrought aluminum alloys depend on control of complex
microstructures to obtain their properties. This requires an understanding of the coupling
between alloy composition, processing, and microstructure. This paper summarizes recent work
to understand microstructural evolution in such alloys, utilizing the advanced characterization
techniques now available such as atom probe tomography, high-resolution electron microscopy,
and synchrotron X-ray diffraction and scattering. New insights into precipitation processes,
deformation behavior, and texture evolution are discussed. Recent progress in predicting
microstructural evolution using computer modeling is also summarized.
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I. INTRODUCTION
ALUMINUM and its alloys are second only to steel
in usage as engineering metals, with over 64 million
tonnes produced in 2018.[1] This usage continues to grow
at around 6 pct annually, driven by the increased need
for lightweight, strong, corrosion resistant, recyclable,
and economic material. Over 80 pct of aluminum is used
in wrought products that are produced by thermome-
chanical processing (including rolling, extrusion, and
forging). It is now well understood that the properties of
aluminum alloys depend crucially on their microstruc-
ture, and that the complex processing a typical wrought
alloy experiences profoundly effects this microstructure
and hence final properties. Therefore, microstructural
understanding is essential to design alloys with
improved properties to meet today’s demanding chal-
lenges in performance and sustainability.
Modern wrought aluminum alloys are sophisticated
materials, typically containing at least five deliberate
alloying additions and impurity elements (that can
themselves be essential), which are subject to complex
process pathways. Most of the principles used in modern
aluminum alloys were discovered through trial and
error, without a mechanistic understanding. A classic
example is the accidental discovery of age hardening by
Wilm in 1906, the primary strengthening mechanism in
modern high strength aluminum alloys.[2] Not until the
advent of X-ray characterization some 30 years later
could a mechanistic explanation be provided, relating
the natural age hardening effect to the formation of
small solute enriched regions now referred to as
Guinier-Preston (GP) zones.[3,4] It was a further 20
years until these zones could be directly detected in
electron microscopy via strain contrast[5] and approxi-
mately another 40 years until high-resolution electron
microscopy was sufficiently advanced to confidently
image the atomic structure of the GP zones.[6] By this
point, alloys relying on these precipitates for their
strength had been in commercial use for over 70 years.
Indeed, over a century of experimentation, alloys and
processes have been developed by empirical experimen-
tation that rely on extremely sophisticated microstruc-
tural manipulation to obtain the required properties. It
has therefore been a major task to understand mecha-
nistically how these materials work, enabling new alloys
and processes to be designed based on physical
principles.
An improved understanding of microstructural mech-
anisms is critical to address current challenges in
wrought aluminum alloys, for example to enable closed
loop recycling, or develop alloys with both high strength
and formability. This review is not intended to be
J.D. ROBSON is with the Department of Materials, University of
Manchester, Manchester M13 9PL, UK. Contact e-mail:
joseph.d.robson@manchester.ac.uk O. ENGLER is with the Hydro
Aluminum Rolled Products GmbH, Research and Development Bonn,
PO Box 2468, 53014 Bonn, Germany. C. SIGLI is with the
Constellium Technology Center, CS 10027, 38341 Voreppe Cedex,
France. A. DESCHAMPS is with the Université Grenoble Alpes,
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exhaustive, but instead aims to briefly summarize these
latest developments in microstructural understanding
and simulation, suggesting avenues for future research.
II. ADVANCES IN CHARACTERIZATION
TECHNIQUES
Microstructural understanding of wrought aluminum
alloys is intrinsically linked to the characterization
techniques available. In classifying characterization
techniques, it is useful to make a distinction between
global and local methods. Global methods provide
spatially averaged microstructural information for the
volume of material being investigated, usually by a
measurement that is related to a microstructural feature
(or combination of features). Common techniques that
are widely used in this class include hardness, electrical
conductivity (EC), thermo-electric power (TEP), differ-
ential scanning calorimetry (DSC), X-ray diffraction
(XRD), and small angle scattering of X-rays or neutrons
(SAXS and SANS respectively[7]).
Local methods provide spatially resolved information
that reveal not only the nature of the microstructural
feature but also its location. Examples include optical
microscopy (OM), electron microscopy (scanning and
transmission, SEM and TEM respectively), atom probe
tomography (of which there are several types[8]), and
electron backscattered diffraction (EBSD). These classes
of techniques are complementary, and understanding is
often maximized by employing a combination of meth-
ods to obtain both global and local information about
the microstructure.
There are two aspects of wrought aluminum alloy
microstructures that are usually dominant in controlling
properties and are therefore usually the focus of
characterization efforts. In age hardenable alloys, the
formation and distribution of second-phase precipitates
is the critical issue. In non-age hardenable alloys, grain
structure and texture tend to be of greatest importance.
The challenge in studying precipitation in aluminum
alloys is that the microstructural features of interest are
very small; on the sub-nanometer scale in the case of GP
zones. Furthermore, the initial clustering and nucleation
process that leads to the first precipitates can be very
sensitive to minor alloying elements or availability of
excess vacancies.[9,10] This requires coupling of tech-
niques with atomic resolution with other techniques
capable of studying representative volumes of material.
A particularly powerful combination of techniques to
gain new insights into precipitation processes involves
using atom probe to study the initial clustering pro-
cesses, high-resolution electron microscopy (HREM) to
study the evolving precipitates at a local scale and SAXS
to provide global information. By using compositionally
graded or tapered specimens, it is possible to use high
speed SAXS to simultaneously track, in situ, the
precipitation kinetics as a function of composition or
applied strain, collapsing a large experimental matrix
into a single specimen.[11,12] An example of a combina-
tion of SAXS and HREM applied to understand
precipitation in Al-Cu-Li-X alloys is shown in
Figure 1.[13–15] In this case, SAXS can provide only a
relative volume fraction, but this was related to the
actual volume fraction using DSC. The assumption of a
platelet morphology permits the precipitate thickness to
be determined from the radially averaged SAXS inten-
sity; full details given elsewhere.[15]
III. PRECIPITATION
Pure aluminum is too weak for structural applications
and thus strengthening is essential. Unlike other metals
(such as ferrous alloys), there is no allotropic phase
transformation in aluminum that can be exploited to
provide strengthening through structural refinement.
Wrought Al alloys are commonly subdivided into two
classes, heat treatable and non-heat treatable alloys,
depending on their main hardening and strengthening
mechanism. Alloys of the AA 2xxx, 6xxx, and 7xxx
series are heat treatable, i.e., they may be strengthened
by controlled heating and quenching sequences followed
by natural or artificial aging to form strengthening
precipitates. In contrast, the strength of the so-called
non-heat treatable alloys of the AA 1xxx, 3xxx, and
5xxx series is provided by a combination of solid-solu-
tion hardening and dispersion hardening of their main
alloying elements (Section IV).
The most remarkable improvements in strength are
obtained through the formation of second-phase pre-
cipitates. Strong, precipitation strengthened aluminum
alloys can achieve yield stress values approaching 100
times that of pure aluminum. Since the strengthening
effect depends strongly on the precipitate size, shape,
spacing, and distribution, an understanding of these
parameters for the different classes of aluminum alloys is
critical to optimize performance.
A. Al-Cu-Mg (Ag, Li) 2xxx Alloys
The Al-Cu binary system is the prototype for age
hardening in aluminum and has thus been extensively
studied for decades. Even this binary system is complex,
and new details of the precipitate structures are still
being uncovered.[16]
The Al-Cu-Mg system forms the basis of most
commercial 2xxx alloys, which were the first widely
used precipitate strengthened (age hardened) aluminum
alloys. The precipitation sequences in these alloys are
different depending on the Mg:Cu ratio and are also
altered by the addition of Li or small amounts of Ag.[17]
Atom probe and HREM have provided new insights
into the initial clustering processes that precede precip-
itate formation, and the internal structure of precipitate
particles. For example, the powerful effect that small
additions of Ag have in changing the precipitation
sequence in Cu-rich Al-Cu-Mg alloys from h (and its
precursors) to X has been demonstrated to be due to
clustering of Ag and Mg in the first steps of precipita-
tion, as detected by atom probe.[18] This has important
effects on the mechanical properties, since the X plates
have a {111} rather than {100} habit plane, which
changes their interaction with dislocations. The
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segregation of Mg and Ag to the interface of the X
precipitates, as determined by HREM, also explains the
improved coarsening resistance of these X
precipitates.[19]
Third generation Al-Li alloys (Al-Cu-Mg-Li) present
complex microstructures where a number of different
precipitation sequences can be observed simultaneously,
depending on alloy composition. In alloys with rela-
tively high Li content (such as AA2196) precipitates of
d¢ (Al3Li), h¢ (Al2Cu) and T1 (Al2CuLi) can be observed
after industrial age hardening, each competing for
solute. In lower Li content alloys (e.g., AA2198), subject
to predeformation, the T1 (Al2CuLi) phase is
dominant.[17]
The T1 phase has interesting characteristics in both its
formation and strengthening mechanism. It is difficult to
nucleate this phase homogeneously, but the introduction
of dislocations greatly enhances its formation by pro-
viding heterogeneous nucleation sites, thought to be
associated with stacking fault between partial disloca-
tions.[20] T1 grows as plates on (111) habit planes which
lengthen without thickening during growth, leading to
platelets that are typically 100 nm in length but only
1.3 nm thick.[21] The network formed by these platelets
provides a formidable obstacle to dislocation motion
and therefore highly effective strengthening.
HREM has revealed these precipitates to have a
complex layered structure, with a Li-rich central layer
bounded by two corrugated Cu-rich layers, with an
outer corrugated Al-Cu-Li layer.[22,23] This is important
in explaining their deformation behavior. It has been
shown that T1 precipitates are shearable, and usually
this would be considered undesirable since it leads to slip
localization as subsequent dislocations find it easier to
shear the precipitate on the same plane. However, in the
case of the T1 phase, the layered structure means that a
2nd shearing event on the same plane is highly unfa-
vorable, and thus slip localization does not occur.[24]
Example images showing T1 plates that have undergone
single shear on multiple planes are presented in
Figure 2(a).[24]
B. Al-Mg-Si-(Cu) 6xxx Alloys
Detailed research since the 1990s has shown that the
precipitation sequence in Al-Mg-Si is much more
complicated than originally thought. The advent of
high-resolution transmission electron microscopy and
3D atom probe has provided a more detailed descrip-
tion. The generally accepted precipitation sequence in
copper free alloys is[25–28]:
Supersaturated solid solution SSSSð Þ
! atomic clusters ! GP zones
! metastable b00 phase
! metastable b0; U1; U2; b0 phases
! stable b phase
The b¢¢ is the main strengthening precipitate for peak
aged materials and has an atomic structure character-
ized by stackings of a specific basic unit usually referred
to as a b¢¢ ‘‘eye’’.[29] The atom probe results of Hasting
et al. suggested that it contains Al, i.e., a stoichiometry
of Mg5Si4Al2
[30] (although this may very well be
chemistry dependent). The nature of the dislocation-pre-
cipitate interaction is critical for developing quantitative
models of strength and work hardening. Recent results
from Christiansen et al. show direct observations for
shearing of b¢¢ at the peak strength.[31]
The quest to produce higher strength 6xxx alloys has
led to considerable research on the effect of copper
additions. With the addition of copper, precipitation
sequence is altered to the following[25,32–38]:
Supersaturated solid solution SSSSð Þ
! atomic clusters ! GP zones
! metastable b00; L; C; QP; QC phases
! metastable b0; Q0 ! stable Q phase
Fig. 1—Multi-scale characterization of precipitation in Al-Cu-Mg-Li. (a) Atom probe analysis showing precipitate composition and 3-dimensional
morphology. (b) HREM imaging of the precipitate structures. (c) Evolution of average precipitate size and volume fraction determined by SAXS.
Figures reproduced from Refs. [13]–[15] with permission from Elsevier. Note (a, b) are different alloys at different stages of ageing.
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First principle calculations using density functional
theory have emerged as an important modeling tool to
predict the crystal structure and thermodynamic prop-
erties for metastable precipitates e.g., Reference 39.
Microalloying can also influence the precipitation
behavior (e.g., Ag effect[40]).
C. Al-Zn-Mg-(Cu) 7xxx Alloys
7xxx series alloys contain two families, the Cu free
Al-Zn-Mg alloys and the Cu containing Al-Zn-Mg-Cu
alloys. It is this latter family that provide the strongest
of all aluminum alloys and are thus of great interest in
strength limited applications. Traditionally used in
aerospace, such alloys are increasingly of interest to
the automotive sector due to their lightweighting poten-
tial.[41] Maximum strengthening is provided by Mg- and
Zn-rich g¢ precipitates, and increasing strength can be
achieved by maximizing the volume fraction of these
precipitates by maximizing the alloying content. How-
ever, 7xxx alloys can also be susceptible to stress
corrosion cracking (SCC), and empirically it has been
demonstrated that this places limits on the safe compo-
sition space.[42] To combat the SCC issue, high strength
7xxx alloys are also usually used in an overaged temper,
which has been demonstrated to improve SCC perfor-
mance, albeit at a loss of some strength. Many mul-
ti-step tempers have been developed in an attempt to
achieve both high strength and good SCC resistance.[43]
The relationship between alloy composition,
microstructure, and SCC performance is complex.[44]
Recent work using atom probe offers new insights by
enabling investigation of solute segregation and cluster-
ing at the necessary atomic resolution. It has been
shown that in the as-quenched state there is an excess of
Mg, Zn, and Cu on grain boundaries of about a factor
2-3.[45] The precipitates that form are not stoichiometric
compounds, but contain Al, Mg, Zn, and Cu.[45] The
precipitates also have a regular layer structure, as
demonstrated by HREM analysis.[46] Only on over-ag-
ing do the precipitates enrich in Cu (which is the slowest
diffuser of the major alloying additions).[47] This may
contribute to the improvement in SCC performance.[48]
To meet the increasing demand for 7xxx alloys in the
automotive sector, different strategies are required to
optimize microstructure due to the requirements for
reduced cycle times and high formability.[41] Under-
standing the coupling between deformation (during
forming) and precipitate evolution is also critical (see
Section III–F).
D. L12 Al3X Strengthened Alloys
One important limitation of the precipitation
strengthened alloys is that the precipitates are thermally
unstable as temperature increases, and their strengthen-
ing effect is severely degraded above about 250 C.[49] In
the search for high strength aluminum alloys capable of
operating at higher temperatures, alternative systems
have been explored in which more stable precipitates
form. A candidate precipitation system is found in alloys
which form L12 Al3X dispersoids.
[50] This compound is
an ordered form of the face-centered cubic aluminum
lattice, precipitating from slow diffusing transition metal
additions (X) with a fully coherent interface.[51] A key
limitation of these alloys is that the maximum solubility
of the transition metals is less than 0.6 at. pct,[52]
limiting the maximum supersaturation that can be
produced and hence volume fraction of precipitation.
However, by combining a cocktail of L12 forming
elements with other additions capable of high temper-
ature strengthening, promising advances have been
made towards high strength, high temperature alu-
minum alloys (e.g., Reference 53).
An important example of a beneficial cocktail effect is
the combined addition of Sc and Zr to form Al3(Sc,Zr)
dispersoids. In addition to boosting the volume fraction
and compensating for the opposite segregation tendency
of these elements,[54] benefit arises from the formation of
a core-shell dispersoid structure (Figure 3(b)[55]). Sc, the
faster diffusing element, is concentrated in the dispersoid
core and Zr, the slower diffuser, in the outer shell.[55,56]
This reduces the coarsening rate of the dispersoids,
enabling a finer and more effective distribution to be
maintained. Modeling can successfully predict the evo-
lution of the core-shell structure and is discussed in
Section VI–B.
Fig. 2—(a) T1 plates in Al-Cu-Mg-Li alloy showing layered structure and single shearing events on multiple planes.
[24] (b) Evidence for
precipitate shearing in peak aged 6xxx alloy (comparing no-strain and 20 pct strain case, with sheared regions outlined[31]). Figures reproduced
from Refs. [24] and [31] with permission from Elsevier.
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A large body of work now exists on the L12 forming
aluminum alloys, with many additions explored in
addition to Zr and Sc, including Ti, Hf, V, Nb, Ta
(slow diffusers), Li, Er, and Mn.[50,53] Most of these
additions are designed to substitute onto the (Sc, Zr)
sublattice, but some elements can influence L12 precip-
itation by substituting onto the Al sublattice. Both Zn
(Figure 3(a)) and Si have been demonstrated to have
this behavior.[57–60] Si has been shown to strongly
accelerate nucleation of the L12 Al3X phase, enabling
a finer and more effective distribution to be obtained
through a shorter heat treatment (Figures 3(b) and
(c)[57,61]). The Si effect has been shown by atom probe
analysis and atomistic modeling to be consistent with an
accelerating effect on initial solute clustering.[57]
E. Effect of Natural Ageing on Precipitation
In the presence of excess vacancies after quenching,
ambient temperature is sufficient to provide the thermal
energy needed to initiate solute clustering and GP zone
formation in most precipitate forming aluminum alloys.
This leads to the ‘‘natural ageing’’ effect, where the alloy
strengthens over time after quenching. The natural
ageing process can have a profound effect on subsequent
precipitation during heating (artificial ageing), and the
nature of this effect depends strongly on the alloy
composition.[17] For example, in 6xxx alloys, natural
ageing strongly delays subsequent precipitation during
heating, especially the for the industrially important
paint bake cycle of around 20 minutes at 180 C. To
minimize this effect, one approach for 6xxx alloys is to
preanneal the solution-treated material at a temperature
in the range of 50 C to 100 C, known as preageing or a
T4P temper, to stabilize the microstructure.[62,63]
Figure 4 shows the beneficial impact of preageing on
reducing the time to peak strength for the bake-hard-
ening response of autobody sheet by comparing the
evolution of hardness, HV5, during artificial ageing of
alloy AA6016 in three different conditions. It is seen that
natural ageing for 30 days significantly delays the
progress of age hardening; for a typical paint bake
cycle of 20 minutes at 185 C virtually no hardness
increase is obtained (T61 temper state). Preageing for
24 hours at 70 C has a stabilizing effect, in that the
ageing proceeds approximately as in the freshly
quenched condition.[63]
The clustering of solute at ambient temperature in
Al-Mg-Si alloys has received considerable attention in
the literature since the advent of 3D atom probe
tomography.[26] Most recently, De Geuser and Gault
have summarized the ability and limits of cluster
characterization by this instrument[64] and some remain-
ing challenges have been discussed by Peng et al.[65]
Marceau et al.[66] rationalized the strengthening effect of
clusters based on their size and number density. The
Fig. 3—(a)(i) HREM image of a coherent L12 Al3Zr dispersoid in an Al-Zn-Mg-Cu alloy showing (ii) Zr and (iii) elevated Zn.
[60] (b) Atom
probe analysis revealing core-shell structure of L12 Al3(Sc,Zr) dispersoids, with a Sc-rich core and Zr-rich shell.
[55] (c) Atom probe analysis
revealing core-shell structure and silicon incorporation into L12 dispersoids (0.06 wt pct Si alloy).
[57] Figures reproduced from Refs. [55], [57],
[60] with permission from Elsevier.
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physical basis for the origin of cluster strengthening[67]
has been considered in terms of local bond breaking[67]
and more recently using molecular dynamics simula-
tions on a model Al-Mg system.[68]
Another very interesting approach to stop or delay
the natural ageing of 6xxx is that of microalloying with
elements that interact with vacancies. Pogatscher et al.
have shown that Sn and In can be used to control
diffusion at room temperature but have a minimal effect
at the artificial ageing temperature (they term this
‘‘diffusion on demand’’[69,70]).
The effect of natural ageing on the artificial ageing is
highly dependent on alloy type. For example, the
negative effect described above for 6xxx alloys is
opposite to a positive effect seen in 7xxx alloys, where
natural aging accelerates artificial ageing kinetics.[17]
This difference is important in designing process paths
for the different classes of alloys.
F. Effect of Deformation on Precipitation
Plastic deformation can profoundly influence precip-
itation processes in aluminum alloys and this has
recently received renewed attention.[71] The nature of
the interaction is complex and depends on both the
initial state of the alloy (e.g., degree of supersaturation)
and the order in which deformation and precipitation
occur (e.g., sequentially or simultaneously).[72]
Plastic deformation induces defects into the crystal;
most importantly dislocations and deformation induced
vacancies. These induced defects influence all aspects of
the precipitation process, from nucleation and growth to
coarsening.[73] In general, by providing both hetero-
geneities to assist precipitate nucleation and diffusion
enhancement, these defects accelerate the precipitation
kinetics.
In the case where the initial condition is supersatu-
rated and precipitation occurs during plastic deforma-
tion, it has been shown that there is both enhanced
nucleation and growth of precipitates, and the acceler-
ating effect increases with the plastic strain.[11,17,73,74]
Furthermore, it has been clearly demonstrated that the
dominant kinetic effect arises from the large number of
deformation induced transient excess vacancies.[17,73]
This can be exploited to form a desirable distribution of
small strengthening precipitates by using cyclic
deformation.[71]
In the case where precipitation follows deformation,
the effect of induced defects can either be positive or
negative with regard to ageing response. Industrial sheet
and plate processing involves stretching the material
prior to ageing. This induces plastic deformation that
can be critical in assisting precipitate nucleation.[17] As
discussed in previous sections, deformation is necessary
for the nucleation of the strengthening T1 phase in Li
containing 2xxx alloys. In contrast, in 7xxx alloys,
stretching reduces the age hardening response slightly,
and this has been attributed to nucleation of g precip-
itates on dislocations that remove solute.[75,76] Predefor-
mation can therefore have either a positive or negative
effect on precipitation after ageing; in alloys where the
precipitates can form readily from precursors within the
matrix the effect is negative, but in alloys where
dislocations are required to promote precipitate nucle-
ation, the effect is positive.
Finally, the case where deformation occurs after
precipitation can be considered. In the case where
precipitates are small and shearable, this can lead to
dissolution when the sheared precipitates become
smaller than the critical size for stability.[77] When the
precipitates are large and unsheared, hot or warm
deformation can produce a strong accelerating effect on
precipitate coarsening of several orders of magnitude,
due to both enhanced vacancy concentration and pipe
diffusion along dislocations.[78] This can mean that even
particles that would usually be considered ‘‘stable’’, such




In addition to strengthening precipitates, there are
several other classes of particle that can form in
aluminum alloys and have a profound effect on
properties.
Quench-induced precipitation occurs when cooling
rates from solution treatment are insufficiently rapid to
prevent nucleation and growth of precipitates at hetero-
geneous sites such as grain boundaries or dispersoid
particles. It is detrimental to subsequent age hardening
response and usually undesirable, but may be unavoid-
able (e.g., in thick sections). The susceptibility of an
alloy to quench induced precipitation is defined by its
quench sensitivity. Further details are given in a recent
review on this topic.[80]
Fig. 4—Evolution of hardness HV5 with ageing time during artificial
ageing of alloy AA6016 in various conditions.[63] Figure reproduced
from Ref. [63] with permission of Elsevier.
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Commercial aluminum alloys always contain Fe as an
impurity and often have Mn or Cr added as alloying
additions. These transition metals segregate during
solidification either by eutectic or peritectic reactions.
Segregation and the formation of Fe based inter-
metallics (known as constituent particles) during typical
DC casting processes are reviewed in detail elsewhere.[81]
The intermetallic particles typically have dimensions in
the order of microns (and are therefore the largest
particles in the microstructure). The constituent parti-
cles can have beneficial effects, e.g., the control of
recrystallization textures in 3xxx alloys by particle
stimulated nucleation or negative effects, e.g., the
lowering of ductility in 5xxx[82] and 6xxx alloys.[83] In
some alloys, e.g., 3xxx, and 6xxx, it is important to
design alloy composition and heat treatment to obtain
the correct balance of constituent particles. For exam-
ple, as-cast billets of 6xxx produced by direct chill (DC)
casting typically have two types of major Fe bearing
constituent particles, a-Al(MnFe)Si and b-AlFeSi.[84]
The b-AlFeSi has a plate morphology and has negative
effects on hot workability and subsequent room tem-
perature ductility. As such, Mn is often added which
promotes the formation of a-Al(MnFe)Si during solid-
ification and also the transformation of b-AlFeSi to
a-Al(MnFe)Si during homogenization.[85] The a-Al(Mn-
Fe)Si particles have a more spherical shape which is
better for high and low temperature ductility. The
transformation during homogenization is strongly
chemistry dependent[86] and recent work has modeled
this process.[87–90]
Dispersoid particles, recently reviewed elsewhere,[91]
are commonly used in wrought aluminum alloys to
control the grain structure during thermomechanical
processing by controlling recrystallization and grain
growth. The L12 Al3Zr phase already discussed is
commonly used for this purpose in modern 7xxx alloys.
In other alloy systems, there is often a coupling between
dispersoids and strengthening precipitates. For example,
in 6xxx alloys there is a particularly complex interaction
between Mg-Si precipitates and nucleation of a-AlMn-
FeSi dispersoids.[92] Models can help understand these
interactions.[90]
V. DEFORMATION, RECRYSTALLIZATION,
GRAIN GROWTH, AND TEXTURE
DEVELOPMENT
Control of grain structure and texture is often critical
to the performance of wrought aluminum alloys. The
work hardening that accompanies deformation is also
an important strengthening mechanism, particularly in
the non-age hardenable alloys. In these materials,
additional strengthening is often created by cold work-
ing, typically using cold rolling, to the strain-hardened
tempers H1x. Back annealing at elevated temperatures
causes recovery, which is accompanied by a reduction in
strength and increase in ductility to the tempers H2x.
Annealing at sufficiently high temperatures of typically
about 350 C and higher will give rise to recrystalliza-
tion, resulting in the fully soft annealed O temper
condition which is characterized by maximum forma-
bility. Both work hardening and softening of Al alloys is
commonly accompanied by the formation of preferred
crystallographic orientation, or texture, which typically
results in significant plastic anisotropy of Al sheet or
profiles. The following section summarizes recent
advances in understanding and modeling these processes
to enable better prediction of formability and final
properties.
A. Deformed State
During deformation at ambient temperatures ther-
mally activated processes do not play a significant role,
hence plastic behavior is largely independent of the
strain rate. Work hardening and microstructure evolu-
tion are a consequence of the fact that the stress required
for dislocation movement usually increases during
plastic flow as the dislocations become increasingly
hindered by microstructural obstacles. In order of
increasing size these obstacles are solute atoms, dislo-
cations, precipitates and grain boundaries, where the
most important variation in obstacle density is due to
the dislocations themselves. The dislocation density and
distribution evolves with increasing strain, described in
detail for aluminum alloys elsewhere.[93]
Deformation at elevated temperature is strongly
influenced by thermally activated processes so that the
flow stress becomes temperature and strain rate depen-
dent (viscoplastic). The microstructure evolution is
mostly controlled by strong dynamic recovery of the
dislocation arrangements into a well-defined subgrain
structure. The flow stress tends to saturate at a value
depending on temperature, strain rate, and alloy
content.
The large plastic strains encountered in deformation
processes like rolling and extrusion are accompanied by
the development of pronounced crystallographic tex-
tures, which can strongly influence the resulting mechan-
ical properties of the material. The most well-known
effect is the plastic anisotropy of sheet products,
including, e.g., the occurrence of earing during a
subsequent deep drawing operation (e.g., Reference 94).
B. Recovery and Recrystallization
During deformation, dislocations are formed and
stored. In the early stages of annealing the material
gradually softens, which is caused by recovery reactions.
The term recovery combines all dislocation reactions,
including dislocation annihilation and rearrangement
into more stable cell or subgrain structures. Subse-
quently, the subgrains may coarsen, thereby reducing
the subgrain boundary energy. Despite these obvious
microstructural changes, the deformation textures
remain virtually unaffected except for a general texture
sharpening by up to 20 pct. Under certain circum-
stances—e.g., in the presence of precipitation occurring
concurrently with recrystallization—recovery is so
extended that essentially the entire excess dislocation
density is removed through recovery.[95] In most cases,
by contrast, recovery reactions give rise to the formation
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of recrystallization nuclei which, after a certain incuba-
tion period, appear at distinct locations in the as-de-
formed microstructure. During further annealing these
nuclei grow until they impinge with other growing
grains. In commercial aluminum alloys, these processes
are inevitably complicated by the presence of both small
and large particles.[95]
The microstructural changes during recrystallization
are thus based on the two fundamental mechanisms of
nucleation and growth. In Al alloys, the orientations of
every recrystallization nucleus must already exist in the
as-deformed microstructure (so-called preformed
nuclei[96]). However, any potential nuclei must possess
a mobile grain boundary with respect to the surrounding
matrix. This requires mobile, i.e., high-angle grain
boundaries with misorientations exceeding 15 deg,
whereas recovery in the deformed matrix only provides
misorientations that scarcely exceed 10 deg. Conse-
quently, nucleation is generally restricted to sites in the
vicinity of major deformation inhomogeneities. In
heavily rolled Al alloys, four different nucleation sites
are of most importance, namely cube bands, the
preexisting grain boundaries, shear bands and the
deformation zones around large particles. The recrys-
tallization textures of industrially processed Al alloys
then emerge from a competition during the growth of
the grains stemming from these four nucleation sites.[97]
Today, nucleation and growth of recrystallization can
be readily studied by EBSD. In particular the combina-
tion of a spatial resolution in the sub-micron range and
continuously increasing scanning speed enables analysis
of large areas which cover sufficient nucleation events to
provide results with statistical significance.[98] As an
example, Schäfer and Gottstein applied high-resolution
EBSD measurements to elucidate the nucleation and
growth mechanisms of particle stimulated nucleation
(PSN) in a particle-containing Al alloy.[99] Similarly,
Sukhopar and Gottstein analyzed the spatial distribu-
tion of cube-oriented nuclei in a cold-rolled Al alloy and
used this information as an input for a subsequent
simulation with a cellular automaton approach.[100]
However, EBSD usually provides maps only in 2D,
while construction of 3D information requires tech-
niques of serial sectioning. Over the past 15 years a
novel technique, referred to as three-dimensional X-ray
diffraction (3DXRD), has been advanced for generating
a truly 3D map of the microstructure.[101,102] The
3DXRD techniques have been developed in cooperation
between Risø National Laboratory, Denmark, and the
European Synchrotron Radiation Facility (ESRF) in
Grenoble, France.[103] Based on the use of highly
penetrating hard X-rays and a ‘‘tomographic’’ approach
to diffraction, the method enables a non-destructive 3D
description of the microtexture and microstructure
within polycrystals. With this technique, the growth of
new grains during recrystallization can be traced in situ,
and ‘‘movies’’ revealing the 3D growth of bulk recrys-
tallizing grains can be recorded.[104] Such analysis has
revealed that the growth of recrystallizing grains is
highly heterogeneous, the shape of the grains very
irregular, and the migration of the grain boundaries
often does not occur smoothly but step by step. Thus,
3DXRD provides information about the four-dimen-
sional evolution of recrystallizing grains as a function of
location and time.
Nucleation of recrystallization has also been studied
by 3DXRD. Here, research has focused on in situ
measurements of the orientation relationships between
the nuclei and the regions around the specific nucleation
sites before annealing. So far, only a few such studies
have been conducted, and it has been observed that
nuclei with new orientations, i.e., orientations not
observed in the parent deformed matrix, may evolve,[105]
which is in contradiction to the common assumption of
‘‘preformed nuclei’’. (e.g., References 96 and 97) How-
ever, for characterization of fine-scale deformation
structures where nucleation usually takes place the
spatial resolution of 3DXRD turned out to be insuffi-
cient. Higher spatial resolution was achieved with a
technique called differential aperture X-ray microscopy
(DAXM) with polychromatic synchrotron radiation[106]
to advance the direct observation of nucleation. This
technique indicated that nuclei develop at sites of high
stored energy and they indeed inherit orientations that
are already present in the deformed matrix.[107]
More recently, EBSD has been coupled with a
focused ion beam (FIB) to form a useful tool for
producing high-resolution crystallographic information
in reasonably large microstructure volumes.[108] The FIB
is used as a high-precision serial sectioning device for
generating consecutive milled surfaces which are then
mapped by EBSD. Finally, the EBSD maps are com-
bined to generate 3D microstructure information. This
technique allows the full crystallographic characteriza-
tion of all kinds of interfaces, comprising the morphol-
ogy and the crystallographic indices of the interface
planes. Thus, this technique is able to reveal recrystal-
lization features that are not clearly evident in 2D EBSD
maps such as clear evidence of particle stimulated
nucleation of recrystallization.[109]
VI. MODELING AND SIMULATION
A. Introduction to Modeling Methodologies
Microstructural models can be categorized into mean
field and microstructural simulation approaches.
Mean-field models track microstructure in terms of
volume averaged parameters such as precipitate number
density, volume fraction of transformation, or average
grain size. Microstructural simulations aim to provide a
faithful reproduction of the microstructure to be directly
correlated with experimental observation; this includes
capturing the distribution of all microstructural features
in space as well as their evolution with time.
Good thermodynamic models are essential in
microstructural modeling to define the equilibrium state
and describe the energy changes driving microstructural
change. The Calphad method[110] remains the most
commonly used to describe the equilibrium thermody-
namics of multicomponent aluminum alloys. This
method relies on accurately assessed experimental data
for the systems of concern, captured in thermodynamic
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databases. Atomistic simulation methods such as those
based on density functional theory (DFT) can help by
enabling ab-initio calculation of thermodynamic
parameters.[111,112]
A key challenge in modeling microstructure in
wrought aluminum alloys is the importance of hetero-
geneity in controlling behavior. Capturing this hetero-
geneity in a statistical way is required so that it can be
condensed into an effective volume that is tractable by
full field microstructural simulation. In recent years the
representative volume element (RVE) concept[113] has
gained popularity for this purpose. Pioneering research
has also been performed in aluminum alloys to integrate
microstructural models into process models for the
purpose simulating the entire fabrication chain for
aluminum components.[114]
B. Modeling of Precipitation
Second-phase precipitation is critical to the properties
of many aluminum alloys and thus precipitation has
been the focus of many modeling efforts. Mean-field
precipitation models based on classical kinetic theory
are now widely applied and available in commercial
packages (e.g., MatCalc, TC-Prisma, PrecipiCalc,
ClaNG). Many of these models are based on the
numerical framework developed by Kampann and
Wagner (KWN[115]) in which the precipitate size distri-
bution is discretized into size classes whose evolution is
tracked by numerical integration, subject to classical
nucleation and growth theory. At each time-step, the
mean-field assumption is used to calculate the remaining
matrix composition, and in this way the processes of
nucleation, growth, and coarsening evolve ‘‘naturally’’
and are able to overlap in a physically reasonable way.
The basic KWN method has been extended for alu-
minum alloys in a number of important ways including
allowing competitive heterogeneous nucleation at dif-
ferent sites,[54] non-spherical precipitates,[116,117]
non-uniform initial composition,[118] and precipitate
sequences.[119–121] Figure 5 shows an example of the
prediction of the evolution of phases, both constituents
and dispersoids, during homogenization of alloy
AA5083, performed using the ClaNG model.[122] In
addition to this model, the KWN method also provides
the precipitation prediction in integrated simulations
such as the NaMo model for 6xxx alloys[123] and
integrated process-microstructure-property modeling
for friction stir welding of aluminum alloys.[124]
A limitation of the KWN model is its use of classical
nucleation theory. The nucleation process is one of the
most difficult to model since it involves small numbers of
atoms and is not directly observable. Modern atomistic
modeling methods such as kinetic Monte Carlo coupled
with a cluster expansion of the energy or, alternatively, a
cluster dynamics approach provides more realistic
methods for simulating nucleation, and can be useful
in describing the early stages of precipitation
ageing.[56,125–129]
Microstructural simulation for precipitation has
gained increasing prominence in the last decade. The
most widely used approach is the phase field method
(PFM).[130] The PFM is now sufficiently powerful to
treat the growth/coarsening of precipitates and their
heterogeneities within a microstructure.[131–135] Given
the correct thermodynamic and kinetic (diffusion)
parameters, the PFM gives an evolving full field
prediction of the microstructure in which the competi-
tion between precipitation sites, precipitate free zones,
and anisotropic precipitate morphologies arise natu-
rally. An example output from such a calculation for h¢
precipitation in Al-Cu is shown in Figure 6(a).[134] The
PFM can also be extended to include plasticity, for
example to study the interaction between precipitates
and dislocations (e.g., Figure 6(b)[135]).
C. Modeling of Deformation and Recrystallization
Modeling deformation requires a consideration of all
length scales, from individual dislocation behavior at the
atomic scale through the mesoscale to macroscale
deformation at the component level. Scale bridging,
itself a considerable challenge, is then needed to link
these different regimes. Atomistic and dislocation
dynamics simulations in aluminum are now significantly
advanced (e.g., References 136 and 137), and show good
capability in faithfully reproducing complex effects such
as dislocation interactions with shearable precipitates
down to the atomic scale.[136]
The effect of deformation on microstructure and
texture at the mesoscale can be predicted using crys-
tal-plasticity models, which can be divided into mean-
field and spatially resolved approaches in an analogous
way to precipitation modeling. In crystal-plasticity
modeling, the individual crystallites are assumed to
deform by slip on a number of crystallographic slip
systems, so as to accommodate the macroscopic strain
state. The classical mean-field Taylor-type models or
self-consistent models[138] are indeed capable of simu-
lating the main features of typical rolling textures, yet
they are inadequate to reproduce details in the texture
evolution. The main reason for this poor texture
simulation may be ascribed to the fact that they do
not take grain-to-grain interaction into consideration,
treating all grains of the same orientation identically.
More advanced multi-grain or N-point formulations—
like the LAMEL model[139,140] or the grain interaction
(GIA) model[141]—indeed yield a significantly reduced
rate of texture evolution and, in consequence, more
realistic rolling textures.[142,143]
An alternative approach to tackle grain interaction is
the use of crystal-plasticity-based finite element models
(CP-FEM) which incorporate crystal-plasticity consti-
tutive equations into finite element codes.[144,145] The
RVE concept is used to reduce the number of grains in
the simulation to be manageable in the computation,
and care must be taken to optimize the number of
elements in the RVE (e.g., Figure 7[144]). CP-FEM has
proved very valuable in tackling queries involving low
deformations, including tensile and compression tests,
or anisotropy and sheet formability. For heavy bulk
deformation as encountered in rolling or extrusion the
CP-FEM predictions are usually not as good as may be
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expected, but still perform better than the standard
1-point polycrystal-plasticity approaches.
Crystal-plasticity models may be coupled to recrys-
tallization models, this provides a full through process
simulation of texture and grain structure (e.g., Reference
146). Such models can be integrated into a wider
framework that includes full field precipitation model-
ing, recrystallization, and damage prediction (during
deformation) (e.g., Reference 147). Alternative
approaches to full field modeling of recrystallization
and grain growth include the cellular automata or vertex
tracking methods, with further details given else-
where.[148–150] Scale bridging through the RVE approach
enables microstructural information to be explicitly
captured in process and performance models at the
component level.[147]
VII. SUMMARY
Understanding and control of microstructure is cen-
tral to understanding and control of properties in
wrought aluminum alloys and is thus of both great
practical and scientific importance. Over the past
decade, developments in characterization tools that
allow analysis from the atomic to the microstructural
scale, in 3-dimensions, in real time (in situ) have greatly
added to our knowledge of microstructural control in
wrought aluminum alloys.
In tandem with the developments in characterization,
the capabilities in modeling and simulation have been
greatly enhanced both by improvements in computing
hardware and new modeling tools. Full field microstruc-
tural simulation is now practically possible for realistic
volumes of microstructure, and scale bridging
Fig. 5—(a) ClaNG simulation of the evolution of second-phase particles during homogenization of alloy AA5083. (b) TEM micrograph showing
the dispersoids in the homogenized state.[122]
Fig. 6—(a) Phase field prediction of h¢ precipitation in Al-Cu alloy.[134] (b) Phase field prediction of dislocation motion through a distribution of
coherent h¢ precipitate plates.[135] Figure reproduced from Ref. [134] with permission from Elsevier.
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techniques are now established to link from the
atomistic to component scale. There remain some
phenomena where microstructural understanding is
not yet sufficiently advanced to allow physics-based
simulation, an example being the clustering in 6xxx
automotive alloys and the resulting effect on formabil-
ity. Nevertheless, in many cases, design of alloys and
microstructures in silico is now a practical reality,
offering exciting new opportunities to develop high
performance, sustainable aluminum alloy solutions.
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Sci., 2018, vol. 92, pp. 284–359.
4388—VOLUME 51A, SEPTEMBER 2020 METALLURGICAL AND MATERIALS TRANSACTIONS A
96. R.D. Doherty, D.A. Hughes, F.J. Humphreys, J.J. Jonas,
D. Juul-Jensen, M.E. Kassner, W.E. King, T.R. McNelley,
H.J. McQueen, and A.D. Rollett: Mater. Sci. Eng. A, 1997,
vol. A238, pp. 219–74.
97. O. Engler: Mater. Sci. Technol., 1996, vol. 12, pp. 859–72.
98. O. Engler and V. Randle: Introduction to Texture Analysis:
Macrotexture, Microtexture and Orientation Mapping, 2nd ed.,
CRC Press, Bota Raton, FL, 2010.
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