. These studies have shed some light on the issue and provided some useful insights regarding the evaluation of trade and development strategies. However, most of the existing studies exclude foreign direct investment (FDI) and only consider trade-growth linkage, despite the fact that FDI inflows and multinationals have become the driving forces of economic growth and technology transfer (Kokko, 1994; Oulton, 1998; Xu, 2000) . Over the last two decades, East Asian economies, in particular, have received increasing amounts of inward FDI which reached a record level of US$143 billion in 2000 (UNCTAD, 2001) . In contrast, comparatively few studies have been conducted on the relationship between trade, FDI and economic growth for Asian economies in a multivariate framework.
It is important to examine the linkage between trade, FDI and economic growth for Asian economies in order to provide evidence as to whether rapid economic growth in the region is driven by trade and FDI, or whether there is reciprocal impact between growth, trade and FDI. Gao, 2004) . Therefore, we consider exports, imports and FDI as external links, and attempt to test the causal relationship between these factors and economic development in selected Asian economies.
The paper is structured as follows: Section 2 discusses the theoretical foundations for possible bi-directional linkage between external factors and economic growth. Section 3 introduces the methodology and data used in the study, while the following section presents and analyses empirical results. Section 5 concludes with policy implications.
2 Trade, FDI and Growth: a discussion of theoretical linkage and the empirical evidence
The theoretical foundations for empirical studies on trade, FDI and growth are derived from neo-classical and endogenous growth models. In neo-classical growth models, factor accumulation is considered as a driving force of growth. FDI, as a factor of production, increases investment as well as enhances efficiency, and provides growth momentum in the medium-term. Application of the Solow model (1956) implies that a trade-induced rise in production leads to transitional growth when the economy adjusts to a new steady-state equilibrium as specialisation and the realisation of external economies of scale through trade allow the economy to transform its given input into a greater value of final output. extend the traditional neoclassical exogenous growth model by incorporating the impact of openness on growth within a multi-country framework and the results from their model indicate that The new endogenous growth models establish the links between long-run growth and technological progress, and provide a framework in which trade and FDI can permanently increase the rate of growth in the host country through technology transfer, diffusion, and spillover effects. Romer (1993) points out that one benefit that trade brings is access to new ideas. Grossman and Helpman (1991) have constructed a theoretical model to show formally that trade in goods serves as a conduit for knowledge flows between countries. These flows in turn serve to increase the productivity of capital and labour and hence the growth rate of per capita output. develop a growth model in which technological progress, represented by increasing varieties of capital goods, is determined by FDI as multinationals can reduce the costs of introducing new varieties of capital goods. Thus, FDI acts as the main vehicle of technology transfer. In addition, the human capital building model as presented by Lucas (1988) may suggest that trade and FDI could enable inter-country technology transfer.
Although trade and FDI are important for economic growth, the causal link between them is not necessarily uni-directional as the level of economic development can also influence trade and FDI. Theoretical justifications for reverse causation from growth to trade and FDI have long been discussed in development literature (Kanamori, 1968; Diaz-Alejandro, 1975; Kravis, 1970; Findlay, 1984) . It is argued that output growth has a positive impact on productivity growth, which in turn acts as a stimulus to exports (Kaldor, 1967) . Jung and Marshall (1985) suggest that internal growth F o r P e e r R e v i e w 6 mechanisms better explain export growth rather than the reverse. In new trade theory, the market structure and output expansion may trigger significant changes in exports through a process of "cumulative causation" (Venables, 1996) . A more recent study by has theoretically established that FDI is influenced by the growth rate of the economy in the long run, and thus provides a formal justification of the causal link between growth and FDI.
Given the possible bi-directional relationship between trade, FDI and economic growth postulated by the theories, the issue becomes empirical and can be verified through statistical tests. Attempts have been made to establish a causal link between trade, FDI and growth empirically. Previous studies in this area fall roughly into three groups. The first group focuses on the impact of trade or openness on economic growth.
Early works, including ), Feder, (1983 , and Kavoussi (1984) , only consider causation running from exports to economic growth. Studies of this kind assume implicitly that exports are exogenous without taking into account reverse causation.
Studies in the second group examine the impact of economic growth on FDI.
The extent to which FDI can be explained by economic growth is the focus of attention, particularly the determinants of FDI in developing countries (Wang, and Swain, 1997; Dees, 1998) . These studies, which assume one-way causality from growth to FDI, appear to indicate that the growth potential in developing economies is the main determinant of inward FDI. These studies have, however, also neglected the possible simultaneity between FDI and growth. Jung and Marshall (1985) have found that only four out of 37 developing countries support the export-led growth hypothesis. Studies by Chow (1987) , Hsiao (1987) , and Chen and Tang (1990) are only able to provide weak support for the export-led growth hypothesis even for highly export-oriented economies such as Hong Kong, Singapore and Taiwan. Those results are consistent with Young's findings (1994) which indicate that outward orientation may or may not be associated with rapid productivity growth, and the fast expansion of East Asian NIEs should not be viewed as evidence of the potential dynamic gains from outward-oriented policies. On the other hand, , , Islam (1998), Shan and Sun (1998) have found bi-directional causality for most of the East Asian NIEs and China. However, most of the cited studies have treated exports as the principal channel through which openness can affect economic growth. None of them include FDI inflows in their empirical analysis despite the fact that East Asian economies have received increasing amounts of inward FDI. Therefore, using trade as a proxy for openness may be inadequate without taking the impact of FDI into account (Goldberg and Klein, 1999 (Keller and Yeaple, 2003) .
Extending previous work in this area, the present study attempts to estimate the complex interaction between trade, FDI and growth for selected Asian economies in a multivariate framework.
3 The methodology and data
We are interested in the interplay of four variables, GDP, FDI, Exports and Imports; to set the scene, therefore, consider a VAR involving four variables, W, X, Y, and Z. In a stationary setting, a Granger causality test in such a structure would be carried out (following Ghartey, 1993) via the following regressions: 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60   F  o  r  P  e  e  r  R  e  v  i  e  w   9 where the lag lengths, (m, n, p, q) are determined so that u 1t , u 2t , u 3t and u 4t are serially uncorrelated. The null hypothesis 'Y does not Granger cause X, given W and Z' is tested via a standard F-test, being rejected if the 2j in equation (2) are jointly significant.
Similarly, if the 2j in equation (3) are jointly significantly different from zero, the null hypothesis that X does not Granger cause Y, given W and Z, is rejected and so on.
However, if the series are non-stationary, it becomes important to determine whether or not they are cointegrated, as this affects the sampling distributions of the causality tests. Toda and Phillips (1993) show that levels autoregressions are an unreliable basis for inference about causality in the nonstationary case, since the sampling distributions of the test statistics depend on the ranks of certain sub-matrices in the cointegrating space.
They thus favour the use of the VECM framework of Johansen (1988) in which the necessary information about the cointegrating space is available, and where causality test statistics will usually have asymptotic Chi-square distributions. We adopt this approach.
When the series in the VAR are cointegrated, and have two cointegrating vectors, ignoring the higher-order dynamics, equations (1) . Hall and Milne (1994, P.600-601) introduce the notion of the absence of weak causality to denote the situation in which the long-run level of one or more variables is unaffected by the levels of others. In equation (5), this is testable via zero restrictions on ij . Following Hall and Milne, if weak non-causality is rejected, then Granger non-causality, which in addition involves the remaining higher-order short-run dynamics, is also rejected. Thus bi-directional causality can be explored by estimating the full VECM proposed in equation (5), and testing restrictions on the long-run adjustment coefficients.
Data
Annual data for the value of exports and imports in goods for nine economies are taken from UNCTAD (2003) . The export and import price indices are used to deflate the value of exports and imports for most economies, but GDP deflators (1995=100) are used as an alternative when such an index is not available in the cases of Singapore and The series are transformed into logarithms so that the first differences correspond to growth rates. Table 1 presents the results from ADF unit root tests with lag length chosen by downward search (t-test on the longest lag). The null hypothesis of a unit root in the logarithm is not rejected for any of the four variables in levels. However, each of the logged series is stationary in first differences. Therefore all the variables are integrated of order one.
Empirical results

Unit root tests
Insert Table 1 here
Cointegration tests
When testing cointegration relationships we first need to decide whether deterministic components such as constant, time trend and dummy variables should be included in the model. Using the general-to specific approach, a specific model for each economy is chosen. The selection criterion for lag length is the combination of Akaike Information Criterion and diagnostic tests. The selected lag length should enable residuals to pass various diagnostic tests, including serial correlation, normality test, function form, ARCH and heteroskedasticity.
Second, the test for cointegration rank described by Johansen and Juselius (1990) is applied, and the results are reported in Table 2 . Both trace statistics and maximal eigenvalue statistics show that the VAR for each economy has two cointegrating vectors; both are significant at the 5% and 1% levels. The existence of cointegration between the variables suggests that there are long-run relationships between the four variables, implying that there is a tendency for the four variables to move together. Table 2 here
Testing for weak exogeneity and causality
The results from cointegration tests indicate that the causality tests should be conducted via Equation (5). As stated in the methodology section, the main interest of the study is to test long-run relationships, hence we investigate the long-run causality between the four variables which is equivalent to testing long-run loading factors in equation (5),
. The results reported in Table 3 reveal that exports, imports and FDI affect GDP in most of the sample economies at the 1% or 5% significance levels. The results confirm that external links represented by exports, imports and FDI have generated beneficial effects on economic growth in most of the sample economies,
indicating that the external links may act as the principal channel through which technology spillover and learning-by-doing take place as suggested by endogenous growth theories. The evidence that economies with different levels of development exhibit the same pattern in trade-growth and FDI-growth nexus suggests that trade and FDI are important factors in enhancing economic growth, regardless of the initial level of development.
Insert Table 3 here
It should be noted that the null hypothesis, that GDP is exogenous, is rejected only at the 10% significance level in the cases of India and South Korea. This may GDP is only weakly affected by external factors, given that the remarkably rapid economic growth over most of the last few decades has been accompanied by persistent export expansion. The possible reason may be that South Korea has adopted an export promotion policy under import protection. It is also well known that the Korean government restricted inward FDI until the Asian financial crisis. All these factors may create distortion, and limit the impact of trade and FDI on GDP.
The null hypothesis that FDI is exogenous is universally rejected across the sample economies, implying that inward FDI is attracted by the growth prospects and the level of external trade in the region. The results are consistent with previous studies which have found that rapid GDP growth and intensive external trade act as the main determinants of inward FDI (Broadman and Sun, 1997; Sun, 1998) .
The evidence rejects the null hypothesis that exports are exogenous for all the sample economies. The only weak result obtained is for Malaysia where the null hypothesis is rejected at the 10% significance level, showing a weak causal link between exports and the other three variables. The results indicate that exports and the other three variables mutually affect each other. In terms of imports, the results in seven out of nine sample economies reject the hypothesis that imports are exogenous, suggesting that imports are linked to GDP, exports and FDI. However, the null hypothesis is not rejected in the cases of India and Malaysia, confirming that only a one-way causal link running from imports to GDP exists. Import-led growth has been achieved in these two countries. In particular, Indian imports grew faster than exports between 1970 and 1990.
Import liberalisation helped reduce import shortages, and hence facilitated economic growth (Nidugala, 2000) .
Based on the four weak exogeneity tests (weak causality -after Hall and Milne) which massively reject the null hypothesis for each of the four variables for seven out of nine sample economies, we conclude that each is weakly caused by the other three. This implies in turn that we have bi-directional Granger causality for the majority of the sample economies. Bi-directional causalities between the four variables do not support a trade-led or a FDI-led growth hypothesis (Kwan and Kwok, 1995; Nair-Reichert and Weinhold, 2001 ). The findings suggest that export expansion, import liberalisation and FDI inflows are integral elements in the economic growth process and that these external links go hand in hand with growth in Asian economies.
Conclusions
This study examines empirically the causal links between FDI, trade and growth for nine Asian economies by conducting multivariate causality tests in the VECM framework.
The results reveal two-way causal connections between trade, FDI and growth for most of the sample economies, indicating that external links and growth mutually affect each other. The findings suggest that export expansion, import liberalisation and FDI inflows are integral elements in the growth process in the sample Asian economies. The existence of bi-directional causal links suggests that development strategies should be The relationship between trade and economic growth has received increasing attention from academics and policy markers. A large number of empirical studies have been carried out on causality between trade and growth, particularly for East Asian economies (Hsiao, 1987; Chen and Tang, 1990; Islam, 1998; Kwan et al, 1999; Hatemi-J, 2002 and Jin, 2002; Love and Chandra, 2004; Thangavelu and Rajaguru, 2004; Awokuse, 2006) . These studies have shed some light on the issue and provided some useful insights regarding the evaluation of trade and development strategies. However, most of the existing studies exclude FDI and only consider tradegrowth linkage with the exception of Yao (2006) , despite the fact that FDI inflows and multinationals have become the driving forces of economic growth and technology transfer (Kokko, 1994; Oulton, 1998; Xu, 2000) . Over the last two decades, East Asian 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 The sample used in this study consists of the first and second wave of newly industrialised economies (NIEs) in East Asia, notably Hong Kong, Singapore, South Korea, Taiwan, Indonesia, Malaysia, the Philippines and Thailand. In addition, a large developing country in the region, India, is also included. An appropriate model will be selected for individual economies in order to best capture the complicated relationship between these variables. This research differs from previous studies in several ways. First, instead of using different measures of openness and trade policy, we examine the three basic elements of development strategy, notably exports, imports and FDI. Most of the previous causality tests assume implicitly that the coefficients on exports and imports are homogeneous (Krishna, et al, 2003) and use trade shares to measure openness. However, in this study, we treat exports and imports separately to allow for the possibility that their influence is asymmetric. Second, we regard FDI, including cross-border M&As, as a key factor of economic growth, given that in addition to its direct contribution to GDP, FDI has played an increasingly important role in technology transfer and R&D spillovers in developing countries ( Gao, 2004) . Therefore, we consider exports, imports and FDI as external links, and attempt to test the causal relationship between these factors and economic development in selected Asian economies.
The paper is structured as follows: Section 2 discusses the theoretical foundations for possible bi-directional linkage between external factors and economic growth. Section 3 introduces the methodology and data used in the study, while the following section presents and analyses empirical results. Section 5 concludes with policy implications. The new endogenous growth models establish the links between long-run growth and technological progress, and provide a framework in which trade and FDI can permanently increase the rate of growth in the host country through technology transfer, diffusion, and spillover effects. Romer (1993) points out that one benefit that trade brings is access to new ideas. Grossman and Helpman (1991) In addition, the human capital building model as presented by Lucas (1988) may suggest that trade and FDI could enable inter-country technology transfer, particularly if it reduced the cost or raised the productivity of training.
Although trade and FDI are important for economic growth, the causal link between them is not necessarily uni-directional. The level of economic development can also influence trade and FDI. Theoretical justifications for reverse causation from growth to trade and FDI have long been discussed in development literature (Kanamori, 1968; Diaz-Alejandro, 1975; Kravis, 1970; Findlay, 1984) . It is argued that output growth has a positive impact on productivity growth, which in turn acts as a stimulus to exports (Kaldor, 1967) . Jung and Marshall (1985) suggest that internal growth mechanisms better explain export growth rather than the reverse. In new trade theory, the market structure and output expansion may trigger significant changes in exports through a process of "cumulative causation" (Venables, 1996) . A more recent study by has theoretically established that FDI is influenced by the growth rate of the economy in the long run, and thus provides a formal justification of the causal link between growth and FDI.
Regional integration also affects the inflow and outflow of FDI among member and non-member countries. This is because regional economic integration which results in reductions in trade barriers and investment restrictions may change location-specific advantages, and so affect FDI inflows directly. Moreover, regional economic integration may indirectly affect economic growth, which in turn should affect FDI flows.
Theoretically, a regional integration agreement (RIA) would lead to an increase in inward FDI among member countries due to factor endowments, agglomeration economies and favourable regulatory environments. Inflows of FDI from non-member countries into the region are likely to increase if the average level of protection facing outsiders increases, or if the establishment of an RIA raises fears about future protection. In addition, inflows of FDI may also rise if a RIA leads to an enlarged regional market which acts as a magnet for 'outsiders' (Blomstrom and Kokko, 1998) Early works, including ), Feder, (1983 , and Kavoussi (1984) , only consider causation running from exports to economic growth. Studies of this kind assume implicitly that exports are exogenous without taking reverse causation into account.
Studies in the second group examine the impact of economic growth on FDI. The extent to which FDI can be explained by economic growth is the focus of attention, particularly the determinants of FDI in developing countries (Wang, and Swain, 1997; Dees, 1998) . These studies, which assume one-way causality from growth to FDI, appear to indicate that the growth potential in developing economies is the main determinant of inward FDI. These studies have, however, also neglected the possible simultaneity between FDI and growth.
The third group of studies attempts to investigate bi-directional causal links between trade and growth or FDI and growth, by conducting causality tests. Mixed results have been obtained. Jung and Marshall (1985) have found that only four out of 37 developing countries support the export-led growth hypothesis. Studies by Chow (1987) , Hsiao (1987) , and Chen and Tang (1990) are only able to provide weak support for the export-led growth hypothesis even for highly export-oriented economies such as Hong Kong, Singapore and Taiwan. Those results are consistent with Young's findings (1994) which indicate that outward orientation may or may not be associated with rapid , , Islam (1998) , Shan and Sun (1998) have found bi-directional causality for most of the East Asian NIEs and China. However, most of the cited studies have treated exports as the principal channel through which openness can affect economic growth. None of them include FDI inflows in their empirical analysis despite the fact that East Asian economies have received increasing amounts of inward FDI. Therefore, using trade as a proxy for openness may be inadequate without taking the impact of FDI into account (Proudman and Redding, 1998; Goldberg and Klein, 1999) . Furthermore, the existence of a FDI-growth nexus is not considered by excluding FDI variable from causality tests. (Keller and Yeaple, 2003) . Extending previous work in this area, the present study attempts to estimate the complex interaction between trade, FDI and growth for selected Asian economies in a multivariate framework. We are interested in the interplay of four variables, GDP, FDI, Exports and Imports; to set the scene, therefore, consider a VAR involving four variables, W, X, Y, and Z. In a stationary setting, a Granger causality test in such a structure would be carried out (following Ghartey, 1993) (m, n, p, q) are determined so that u 1t , u 2t , u 3t and u 4t are serially uncorrelated. The null hypothesis 'Y does not Granger cause X, given W and Z' is tested via a standard F-test, being rejected if the 2j in equation (2) are jointly significant.
The methodology and data
However, if the series are non-stationary, it becomes important to determine whether or not they are cointegrated, as this affects the sampling distributions of the causality tests. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 F o r P e e r R e v i e w 10 Toda and Phillips (1993) show that levels autoregressions are an unreliable basis for inference about causality in the nonstationary case, since the sampling distributions of the test statistics depend on the ranks of certain sub-matrices in the cointegrating space. They thus favour the use of the VECM framework of Johansen (1988) in which the necessary information about the cointegrating space is available, and where causality test statistics will usually have asymptotic Chi-square distributions. We adopt this approach.
When the series in the VAR are cointegrated, and have two cointegrating vectors, ignoring the higher-order dynamics, equations (1)- (4) (5) where the parameters of interest are in the long-run (i.e. cointegrating) vectors, ij , and the adjustment coefficients (loading factors), ij . Hall and Milne (1994, pp 600-601) introduce the notion of the absence of weak causality to denote the situation in which the long-run level of one or more variables is unaffected by the levels of others. In equation (5), this is testable via zero restrictions on ij . Following Hall and Milne, if weak noncausality is rejected, then Granger non-causality, which in addition involves the remaining higher-order short-run dynamics, is also rejected. Thus bi-directional causality can be explored by estimating the full VECM proposed in equation (5), and testing restrictions on the long-run adjustment coefficients. 
Empirical results
Unit root tests
The series are transformed into logarithms so that the first differences correspond to growth rates. Table 1 presents the results from ADF unit root tests with lag length chosen by downward search (t-test on the longest lag). The null hypothesis of a unit root in the logarithm is not rejected for any of the four variables in levels. However, each of the logged series is stationary in first differences. Therefore all the variables are integrated of order one. We also conduct a panel unit-root test for the variables of M&As, GDP, exports and imports. The results summarised in Table 2 suggest that the variables contain a unit root in levels and are stationary in first differences.
Insert Tables 1&2, here 
Cointegration tests
When testing cointegration relationships we first need to decide whether deterministic components such as constant, time trend and dummy variables should be included in the model. Using the general-to specific approach, a specific model for each economy is chosen. The selection criterion for lag length is the combination of Akaike Information Criterion and diagnostic tests. The selected lag length should enable residuals to pass various diagnostic tests, including serial correlation, normality, function form, ARCH and heteroskedasticity. Second, the test for cointegration rank described by Johansen and Juselius (1990) is applied, and the results are reported in Table 2 . Both trace statistics and maximal eigenvalue statistics show that the VAR for each economy has two cointegrating vectors; both are significant at the 5% and 1% levels. The existence of cointegration between the variables suggests that there are long-run relationships between the four variables, implying that there is a tendency for the four variables to move together.
We also perform a panel integration test. The results (Table 4) show that there is one panel cointegration vector between inward M&As, outward M&As, GDP, Exports and Imports. The existence of the long-run relationship between the five variables in the panel cointegration test suggests that it is appropriate to conduct a long-run panel causality test.
Insert Tables 3 and 4 , here
Testing for weak exogeneity and causality
The results from cointegration tests indicate that the causality tests should be conducted The results reported in Table 3 reveal that exports, imports and FDI affect GDP in most of the sample economies at the 1% or 5% significance levels. The results confirm that external links represented by exports, imports and FDI have generated beneficial effects on economic growth in most of the sample economies, indicating that the external links may act as the principal channel through which technology spillover and learning-bydoing take place as suggested by endogenous growth theories. The evidence that economies with different levels of development exhibit the same pattern in trade-growth and FDI-growth nexus suggests that trade and FDI are important factors in enhancing economic growth, regardless of the initial level of development.
Insert Table 5 , here
It should be noted that the null hypothesis, that GDP is exogenous, is rejected only at the 10% significance level in the cases of India and South Korea. This may reflect the fact that India has been a relatively closed economy with an inward-looking policy which was relaxed relatively late, with final removal of its last features coming only in the mid-1990s. Therefore, it is highly likely that the impact of trade and FDI on GDP is relatively small at the aggregate level. However, it is very surprising that Korean GDP is only weakly affected by external factors, given that the remarkably rapid economic growth over most of the last few decades has been accompanied by persistent export expansion. One reason might be that South Korea adopted an export promotion policy under import protection. It is also well known that the Korean government restricted The null hypothesis that FDI is exogenous is universally rejected across the sample economies, implying that inward FDI is attracted by the growth prospects and the level of external trade in the region. The results are consistent with previous studies which have found that rapid GDP growth and intensive external trade act as the main determinants of inward FDI (Broadman and Sun, 1997; Sun, 1998) .
The evidence rejects the null hypothesis that exports are exogenous for all the sample economies. The only weak result obtained is for Malaysia where the null hypothesis is rejected at the 10% significance level, showing a weak causal link between exports and the other three variables. The results indicate that exports and the other three variables mutually affect each other. In terms of imports, the results in eight out of ten sample economies reject the hypothesis that imports are exogenous, suggesting that imports are linked to GDP, exports and FDI. However, the null hypothesis is not rejected in the cases of India and Malaysia, confirming that only a one-way causal link running from imports to GDP exists. Import-led growth has been achieved in these two countries.
In particular, Indian imports grew faster than exports between 1970 and 1990. Import liberalisation helped reduce import shortages, and hence facilitated economic growth (Nidugala, 2000) .The result shows that imports of capital goods may have been especially important. They are found to be a more important influence on growth than openness by Sala-I-Martin et al (2004) .
Based on the four weak exogeneity tests (weak causality -after Hall and Milne) which massively reject the null hypothesis for each of the four variables for 8 out of 9 (Kwan and Kwok, 1995; Nair-Reichert and Weinhold, 2001 ). The findings suggest that export expansion, import liberalisation and FDI inflows are integral elements in the economic growth process and that these external links go hand in hand with growth in Asian economies.
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