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Abstract—Fine-grained classification is a relatively new field
that has concentrated on using information from a single image,
while ignoring the enormous potential of using video data
to improve classification. In this work we present the novel
task of video-based fine-grained object classification, propose a
corresponding new video dataset, and perform a systematic study
of several recent deep convolutional neural network (DCNN)
based approaches, which we specifically adapt to the task. We
evaluate three-dimensional DCNNs, two-stream DCNNs, and
bilinear DCNNs. Two forms of the two-stream approach are
used, where spatial and temporal data from two independent
DCNNs are fused either via early fusion (combination of the fully-
connected layers) and late fusion (concatenation of the softmax
outputs of the DCNNs). For bilinear DCNNs, information from
the convolutional layers of the spatial and temporal DCNNs is
combined via local co-occurrences. We then fuse the bilinear
DCNN and early fusion of the two-stream approach to combine
the spatial and temporal information at the local and global level
(Spatio-Temporal Co-occurrence). Using the new and challenging
video dataset of birds, classification performance is improved
from 23.1% (using single images) to 41.1% when using the Spatio-
Temporal Co-occurrence system. Incorporating automatically
detected bounding box location further improves the classification
accuracy to 53.6%.
I. INTRODUCTION
Fine-grained object classification consists of discriminating
between classes in a sub-category of objects, for instance the
particular species of bird or dog [2], [4], [7], [8], [27]. This is
a very challenging problem due to large intra-class variations
caused by pose and appearance changes, as well as small
inter-class variation due to subtle differences in the overall
appearance between classes [1], [10].
Prior work in fine-grained classification has concentrated
on learning image-based features to cope with pose variations.
Initially such approaches used traditional image-based features
such as colour and histograms of gradients [2] while modelling
the pose using a range of methods including deformable
parts-based approaches [4], [19], [28]. More recently, deep
convolutional neural networks (DCNNs) have been used to
learn robust features [5], cope with large variations by using
a hierarchical model [9], and automatically localise regions
of importance [11]. Despite the advances provided by these
approaches, prior work treats the fine-grained classification
task as a still-image classification problem and ignores com-
plementary temporal information present in videos.
Recent work on neural network based approaches has
provided notable results in video-based recognition [10], [14],
[21], [23], [26]. Karpathy et al. [14] demonstrated the sur-
prising result that classifying a single frame from a video
using a DCNN was sufficient to perform accurate video
classification, for broad categories such as activity and sport
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Associated video dataset is available at: http://arma.sf.net/vb100/
recognition. Within the action recognition area, Simonyan
and Zisserman [21] incorporate optical flow and RGB colour
information into two stream networks. Tran et al. [23] apply
deep 3D convolutional networks (3D ConvNets) to implicitly
learn motion features from raw frames and then aggregate
predictions at the video level. Ng et al. [26] employ Long
Short-Term Memory cells which are connected to the output
of the underlying CNN to achieve notable results on the UCF-
101 [22] and Sports 1 million datasets [14]. To date, the above
neural network based approaches have not been explored for
the task of video-based fine-grained object classification.
Contributions. In this paper, we introduce the problem of
video-based fine-grained object classification, propose a corre-
sponding new dataset, and explore several methods to exploit
the temporal information. A systematic study is performed
comparing several DCNN based approaches which we have
specifically adapted to the task, highlighting the potential bene-
fits that fine-grained object classification can gain by modelling
temporal information. We evaluate 3D ConvNets [23], two-
stream DCNNs [21], and bilinear DCNNs [18]. Two forms of
the two-stream approach are used: (i) the originally proposed
late-fusion form which concatenates the softmax outputs of
two independent spatial and temporal DCNNs, and (ii) our
modified form, which performs early-fusion via combination of
the fully-connected layers. In contrast to the two forms of the
two-stream approach, we adapt the bilinear DCNN to extract
local co-occurrences by combining information from the con-
volutional layers of spatial and temporal DCNNs. The adapted
bilinear DCNN is then fused with the two-stream approach
(early fusion) to combine spatial and temporal information at
the local and global level.
The study is performed on the VB100 dataset, a new and
challenging video dataset of birds consisting of 1,416 video
clips of 100 species birds taken by expert bird watchers.
The dataset contains several compounded challenges, such
as clutter, large variations in scale, camera movement and
considerable pose variations. Experiments show that classi-
fication performance is improved from 23.1% (using single
images) to 41.1% when using the spatio-temporal bilinear
DCNN approach, which outperforms 3D ConvNets as well
as both forms of the two-stream approach. We highlight the
importance of performing early fusion, either at the input layer
(3D ConvNets) or feature layer (adapted bilinear DCNN), as
this consistently outperforms late fusion (ie. the original two-
stream approach). Incorporating automatically detected bound-
ing box location further improves the classification accuracy
of the spatio-temporal bilinear DCNN approach to 53.6%.
We continue the paper as follows. Section II describes
the studied methods and our adaptations, while Section III
describes the new VB100 bird dataset. Section IV is devoted
to comparative evaluations. The main findings are summarised
in Section V.
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II. COMBINING SPATIAL AND TEMPORAL
INFORMATION
In this section we first describe two baseline networks that
make use of either image or temporal information. We then
outline the deep 3-dimensional convolutional network [23],
extend the two-stream approach [21] and adapt the bilinear
DCNN approach [18] to encode local spatial and temporal co-
occurrences.
A. Underlying Spatial and Temporal Networks
Our baseline systems are DCNNs that use as input either
optical flow (temporal) or image-based features. The temporal
network T uses as input the horizontal flow Ox, vertical
flow Oy , and magnitude of the optical flow Omag combined
to form a single optical feature map O ∈ Rh×w×3, where
h × w is the size of the feature map (image). The spatial
network S uses RGB frames (images) as input. Both S and
T use the DCNN architecture of Krizhevsky et al. [16] which
consists of 5 convolutional layers, Sc1,Sc2, . . . ,Sc5, followed
by 2 fully connected layers, Sfc6 and Sfc7, prior to the
softmax classification layer, So. The networks are trained by
considering each input frame from a video (either image or
optical flow) to be a separate instance, and are fine-tuned
to the specific task (and modality) by using a pre-trained
network. Fine-tuning [25] is necessary as we have insufficient
classes and observations to train the networks from scratch
(preliminary experiments indicated that training the networks
from scratch resulted in considerably lower performance).
When performing classification, each image (or frame of
optical flow) is initially treated as an independent observation.
For a video of Nf frames this leads to Nf classification
decisions. To combine the decisions, the max vote of these
decisions is taken.
B. Deep 3D Convolutional Network
The deep 3-dimensional convolutional network (3D Con-
vNet) approach [23], originally proposed for action recogni-
tion, utilises 3-dimensional convolutional kernels to model L
frames of information simultaneously. In contrast to optical
flow features where temporal information is explicitly mod-
elled, the approach implicitly models the information within
the deep neural network structure. This approach obtains state-
of-the-art performance on various action recognition datasets
such as UCF-101 [22] and ASLAN [15]. The network is fine-
tuned for our classification task by taking a sliding window
of L = 15 frames and moving the sliding window one frame
at a time; each sliding window is considered to be a separate
instance. This results in Nf−14 classification decisions which
are combined using the max vote.
C. Spatio-Temporal Two-Stream Network: Early and Late
Fusion
The two-stream network proposed for action recognition
by Simonyan and Zisserman [21] uses the two independent
spatial and temporal networks S and T . The softmax output of
these two networks is then concatenated and used as a feature
vector that is classified by a multi-class support vector machine
(SVM). We refer to this network as Two-Stream (late fusion);
it is conceptually illustrated in Fig. 2(a).
A potential downside of this approach is that fusion of
spatial and temporal information is done at the very end. This
limits the amount of complementary information captured as
scores (or decisions) from the softmax classification layer are
combined. To address this issue, we propose to combine the
two streams of information much earlier (early fusion) by
combining the fc6 outputs, Sfc6 and Tfc6; fc6 is the first fully
connected layer and is often used to extract a single feature
from DCNNs [5]. We refer to this modified network as Two-
Stream (early fusion). See Fig. 2(b).
D. Joint Spatial and Temporal Features via Co-occurrences
We adapt the recently proposed bilinear DCNN approach
by Lin et al. [18] via combining the convolutional layers of
the baseline spatial and temporal networks by calculating co-
occurrences. The rationale behind is that different species of
birds may have different appearance and motion patterns and
their combination. Specifically, let the feature maps of the n-th
layer of the spatial and temporal networks be Sn ∈ Rh×w×dn
and Tn ∈ Rh×w×dn , where dn is the number of dimensions
for the feature map (number of kernels). The two feature maps
are combined by calculating an outer product:
Pi,j = vec
(
Sni,jT
n
i,j
ᵀ) (1)
where Sni,j ∈ Rdn and Tni,j ∈ Rdn are the local feature
vectors of the spatial and temporal streams at location (i, j),
vec(·) is the vectorisation operation, and P ∈ Rh×w×d2n ,
with Pi,j ∈ Rd2n being the co-occurrence feature at location
(i, j). As such, the outer product operation captures the co-
occurrence of the visual and motion patterns at each spatial lo-
cation. Max pooling is applied to all the local encoding vectors
Pi,j to create the final feature representation F ∈ Rd2n . Finally,
L2 normalisation is applied to the encoding vector [18]. The
overall process is conceptually illustrated in Fig. 1.
The spatio-temporal bilinear DCNN feature is combined
with the fc6 spatial and temporal features used for Two-Stream
(early fusion). This allows us to combine the spatial and
temporal information at both the local and global level. The
resultant features are fed to an SVM classifier. See Fig. 2(c)
for a conceptual illustration. We refer this system as Spatio-
Temporal Co-occurrence.
outer product
X
Si,j
n
Ti,j
n
pooling
FP
Fig. 1. Conceptual illustration of the spatio-temporal co-
occurrence approach.
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Fig. 2. Overview of the Two-Stream and Spatio-Temporal
Co-Occurrence approaches for fine-grained video classifica-
tion. In (a) the Two-Stream approach uses late fusion, where
features are combined from the softmax layer. In (b) the Two-
Stream approach uses early fusion, where features are com-
bined from the fc6 layer. The Spatio-Temporal Co-Occurrence
approach (c) combines the co-occurrence (bilinear DCNN)
features with the features from fc6.
.
Fig. 3. Example frames from video clips in the VB100 dataset.
Each row shows three sample frames for a unique class. The first
frame in each row (left to right) shows an easy situation, followed
by images with variations such as pose, scale and background.
Fig. 4. An example for the class Elegant Tern in VB100. Top-left:
a still shot from one of the video clips. Bottom-left: spectrogram cre-
ated from the corresponding audio file. Right: taxonomy information.
III. VB100 DATASET: VIDEOS OF 100 BIRD SPECIES
To investigate video-based fine-grained object classification
we propose the VB100 dataset, a new and challenging dataset
consisting of 1,416 video clips of 100 bird species taken by
expert bird watchers. The birds were often recorded at a dis-
tance, introducing several challenges such as large variations
in scale, bird movement, camera movement and considerable
pose variations. See Fig. 3 for examples.
For each class (species of bird), the following data is
provided: video clips, sound clips, as well as taxonomy and
distribution location. See Fig. 4 for an example.
Each class has on average 14 video clips. The median
length of a video is 32 seconds. The frame rate varies across
the videos; approximately 69% of videos were captured at 30
frames per second (fps), 30% at 25 fps, and the remaining at
60 and 100 fps.
Often the camera will need to move in order to track the
bird, keeping it in view; this form of camera movement is
present in 798 videos, with the remaining 618 videos obtained
using either static or largely static cameras.
The dataset can be obtained from: http://arma.sf.net/vb100/
IV. EXPERIMENTS
Two sets of experiments are presented in this section. In the
first set (Section IV-A), we evaluate the performance without
taking into account whether each video clip was recorded by
a static or moving camera. In the second set (Section IV-B),
we study the effect of camera movement on performance. In
all cases, to obtain a per video classification decision we use
the max voting from the classified frames. For the Spatio-
Temporal Co-occurrence approach, initial experiments found
that using the last convolutional layer n = c5 provided the best
performance; this leads to d = 65, 536 for the spatio-temporal
bilinear features. The input frame size for all networks is
224× 224. Training and testing is performed using Caffe [13].
The dataset is divided into 730 training videos (train set)
and 686 testing videos (test set). Results are presented in
terms of mean classification accuracy. Classification accuracy
is calculated on a per video basis and per class basis, with
accuracy = N cp/N
c, where N cp is the number of correctly
classified videos for the c-th class and N c is the number of
videos for the c-th class. The mean classification accuracy is
then calculated across all of the classes.
A. Comparative Evaluation
We first investigate the performance of two independent
networks for spatial and temporal information: Spatial-DCNN
and Temporal-DCNN. We then compare the performance of
3D ConvNets [23] fine-tuned for our bird classification task
(referred to as 3D ConvNets-FT), the two-stream approach [21]
(which combines the Spatial-DCNN and Temporal-DCNN
networks), and the spatio-temporal co-occurrence approach.
Finally we evaluate the performance of the co-occurrence
approach in conjunction with an off-the-shelf bird detec-
tor/locator. For this we use the recent Faster Region CNN [20]
approach with default parameters learned for the PASCAL
VOC challenge [6]; only bird localisations are used, with all
other objects ignored. Examples of localisation are shown in
Fig. 5.
Network Setup. The Spatial-DCNN uses the AlexNet
structure pre-trained on the ImageNet dataset [16] before
being fine-tuned for our bird classification task. It is trained
by considering each frame from a video to be a separate
instance (image). Two variants of Spatial-DCNN are used:
(i) randomly selecting one frame per video clip, and (ii) using 5
Fig. 5. Examples of bird localisation (red bounding box)
using the default settings of Faster R-CNN [20]. Top row: good
localisations. Bottom row: bad localisations due to confound-
ing textures, clutter, small objects, and occlusions.
frames per second (fps) from each video clip1. The Temporal-
DCNN uses dense optical flow features computed from the
Matlab implementation of Brox et al. [3]. For the sake of
computational efficiency, we have calculated the optical flow
every 5 frames.
It is generally beneficial to perform zero-centering of
the network input, as it allows the model to better exploit
the rectification non-linearities and for optical flow features
provides robustness to camera movement [21]. Therefore, for
both Spatial-DCNN and Temporal-DCNN we perform mean
normalisation of the input data. For Spatial-DCNN we subtract
the mean value for each RGB channel, while for Temporal-
DCNN mean flow subtraction is performed for the temporal
input.
For the two-stream approach we use two forms (as de-
scribed in Section II-C): (i) early fusion, where the first fully
connected features (fc6) from the Spatial-DCNN (with 5 fps)
and Temporal-DCNN networks are concatenated, and (ii) late
fusion, where the softmax output of the two networks is
concatenated. For the two-stream and the spatio-temporal co-
occurrence approaches, the resultant feature vectors are fed to
a multi-class linear SVM for classification.
Quantitative Results. The results presented in Table I
show that using more frames from each video (ie. more spatial
data) leads to a notable increase in accuracy. This supports the
use of videos for fine-grained classification. The results also
show that spatial data provides considerably more discrimina-
tory information than temporal data. In all cases, combining
spatial and temporal information results in higher accuracy
than using either type of information alone, confirming that the
two streams of data carry some complementary information.
In contrast to the using late fusion in the standard two-
stream approach, performing early fusion yields a minor
increase in accuracy (37.5% vs 38.9%) and slightly exceeds
the accuracy obtained by 3D ConvNets-FT (38.6%). Using the
co-occurrence approach leads to the highest fusion accuracy of
41.1%. This highlights the importance of making use of the
extra information from the video domain for object classifica-
tion. Finally, using the Spatio-Temporal Co-occurrence system
in conjunction with an automatic bird locator increases the
accuracy from 41.1% to 53.6%. This in turn highlights the
usefulness of focusing attention on the object of interest and
reducing the effect of nuisance variations.
1The video clips were normalised to 5 fps, as this was computationally more
efficient. Preliminary experiments indicated that using 5 fps leads to similar
performance as normalising at 25 fps.
Table I. Fine-grained video classification results on the
VB100 video dataset.
Method Mean Accuracy
Spatial-DCNN (random frame) 23.1%
Spatial-DCNN (5 fps) 37.0%
Temporal-DCNN (∆ = 5) 22.9%
Two-Stream (early fusion) 38.9%
Two-Stream (late fusion) 37.5%
3D ConvNets-FT 38.6%
Bilinear DCNNs [18] 33.8%
Spatio-Temporal Co-occurrence 41.1%
Spatio-Temporal Co-occurrence + bounding box 53.6%
Qualitative Results. To further examine the impact of
incorporating temporal information via the co-occurrence ap-
proach, we visualise 10 classes with features taken from
the Spatial-DCNN and Spatio-Temporal Co-occurrence ap-
proaches. To that end we use the t-Distributed Stochastic
Neighbour Embedding (t-SNE) data visualisation technique
based on dimensionality reduction [24]. In Fig. 6 it can be
seen that both sets of features yields several distinct clusters
for each class. However, by using the co-occurrence approach
fewer separated clusters are formed, and the separated clusters
tend to be closer together. This further indicates that benefit can
be obtained from exploiting temporal information in addition
to spatial information.
B. Effect of Camera Type: Static vs Moving
In this section we explore how camera motion affects
performance. Camera motion is a dominant variation within
the VB100 dataset as it contains 618 video clips recorded with
a static camera and 798 video clips recorded with a moving
camera, which follow bird movement (eg., flight). Fig. 7 shows
examples from two videos of Elegant Tern recorded by static
and moving cameras.
Previous work in action recognition [12], [17], rather than
fine-grained object classification, has presented conflicting
results regarding the impact of camera motion. Jain et al. [12]
showed that features which compensated for camera motion
improved performance, while Kuehne et al. [17] showed that
the presence of camera motion either had little effect or
improved performance.
We manually select 21 classes with videos recorded with
and without camera movement, and examine the perfor-
mance of the Spatial-DCNN, Temporal-DCNN and the Spatio-
Temporal Co-occurrence approach. The setup of the networks
is the same as per Section IV-A. The results in Table II show
that Spatial-DCNN is adversely affected by camera movement
with the accuracy dropping from 57.6% to 47.8%. This leads to
a similar degradation in performance for the Spatio-Temporal
Co-occurrence approach: from 61.1% to 53.7%. We attribute
the degradation in performance of the spatial networks to the
highly challenging conditions, such as the difference between
stationary and flying bird presented in Fig. 7. By contrast,
performance of Temporal-DCNN is largely unaffected.
(a) (b)
Fig. 6. Qualitative evaluation using t-SNE [24] to visualise
the data for 10 classes indicated by unique colours: (a) using
Spatial-DCNN features, and (b) using Spatio-Temporal Co-
occurrence features. For both approaches several distinct clus-
ters are formed for each class. By using the co-occurrence ap-
proach fewer separated clusters are formed, and the separated
clusters tend to be closer together.
We hypothesise that the Temporal-DCNN is robust to
camera movement due to the mean subtraction operation that
can reduce the impact of global motion between frames.
To test the above hypothesis we re-trained the Temporal-
DCNN without mean subtraction (no zero-norm). This results
in the performance for the Static case reducing from 32.2% to
28.9%, while for the Moving case the performance reduced
considerably further: from 33.3% to 23.7%. This supports
our hypothesis and highlights the importance of the mean
subtraction pre-processing stage for temporal features in the
presence of camera motion.
V. MAIN FINDINGS
In this work, we introduced the problem of video-based
fine-grained object classification along with a challenging new
dataset and explored methods to exploit the temporal infor-
mation. A systematic comparison of state-of-the-art DCNN
based approaches adapted to the task was performed which
highlighted that incorporating temporal information is useful
for improving performance and robustness. We presented a
system that encodes local spatial and temporal co-occurrence
information, based on the bilinear CNN, that outperforms
3D ConvNets and the Two-Stream approach. This system
improves the mean classification accuracy from 23.1% for
still image classification to 41.1%. Incorporating bounding box
information, automatically estimated using the Faster Region
CNN, further improves performance to 53.6%.
In conducting this work we have developed and released
the novel video bird dataset VB100 which consists of 1,416
video clips of 100 bird species. This dataset is the first for
video-based fine-grained classification and presents challenges
such as how best to combine the spatial and temporal informa-
tion for classification. We have also highlighted the importance
of normalising the temporal features, using zero-centering, for
fine-grained video classification.
Future work will exploit other modalities by incorporating
the audio (sound), taxonomy information, and the textual
description of the video clips.
Fig. 7. Examples of video frames recorded by a moving
camera, manually tracking the bird.
Table II. Effect of static and moving cameras on perfor-
mance, using a 21 class subset of the VB100 dataset without
bounding box detections. Temporal-DCNN (no zero-norm) is
trained without applying mean subtraction to the input features.
Network Camera Type Mean Accuracy
Spatial-DCNN Static 57.6%
Spatial-DCNN Moving 47.8%
Temporal-DCNN (no zero-norm) Static 28.9%
Temporal-DCNN (no zero-norm) Moving 23.7%
Temporal-DCNN Static 32.2%
Temporal-DCNN Moving 33.3%
Spatio-Temporal Co-occurrence Static 61.1%
Spatio-Temporal Co-occurrence Moving 53.7%
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