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Access to magnetic excitation spectra of single atoms deposited on surfaces is nowadays possible
by means of low-temperature inelastic scanning tunneling spectroscopy. We present a first-principles
method for the calculation of inelastic tunneling spectra utilizing the Korringa-Kohn-Rostoker Green
function method combined with time-dependent density functional theory and many-body pertur-
bation theory. The key quantity is the electron self-energy describing the coupling of the electrons
to the spin excitation within the adsorbate. By investigating Cr, Mn, Fe and Co adatoms on a
Cu(111) substrate, we spin-characterize the spectra and demonstrate that their shapes are altered
by the magnetization of the adatoms, of the tip and the orbital decay into vacuum. Our method also
predicts spectral features more complex than the steps obtained by simpler models for the adsorbate
(e.g., localized spin models).
PACS numbers: 31.15.A-, 75.40.Gb, 75.75.-c
INTRODUCTION
The study of magnetic properties of adatoms or clus-
ters of few atoms deposited on surfaces is of crucial im-
portance for the development of future magnetoelectronic
devices that push the boundaries of efficiency with re-
spect to both density of binary information and tem-
poral stability. In nanospintronics, spin and charge
currents can be strongly affected by the scattering of
electrons by collective excitations, such as spin excita-
tions (SE) [1]. The effect of such scattering can be de-
scribed with an electronic self-energy. Besides its im-
pact in nanotechnologies, the interaction between elec-
trons and SE (Ie−SE) is a fundamental issue. It can have
strong impact on spin-fluctuations [2], superconductiv-
ity in Fe-pnictides [3, 4], and dynamics of atomic-scale
magnets [5].
In angle-resolved photoemission spectroscopy, the
Ie−SE shows up as a kink in the band-structure [6–8],
while for low-temperature inelastic scanning tunneling
spectroscopy (ISTS) the signature of the SE is found in
the conductance [9–15]. In ISTS of nanostructures de-
posited on surfaces, the electrons interact with the sub-
strate during the tunneling process and exchange energy
and possibly spin angular momentum. This leads to ad-
ditional tunneling channels usually assumed to manifest
as a steplike increase of the conductance.
The nature of both the adsorbate and substrate is of
primordial importance in ISTS. Indeed, hybridization be-
tween their respective electronic states plays a major role
in defining the main characteristics of the SE spectra [16–
19], such as excitation energies and lifetimes. Recently,
it was shown [12, 13, 15, 18, 19] that the imaginary part
of the transverse dynamical magnetic susceptibility, χ,
calculated from first principles, can be used to reliably
extract the density of SE states that contains and ex-
plains the previously mentioned characteristics, albeit it
does not provide theoretical inelastic spectra. Also, we
note that several model calculations based on a Heisen-
berg Hamiltonian [10, 20–23] or beyond [24, 25] were pro-
posed to understand the ISTS spectra. However, they
often rely on a fitting procedure of experimental input.
Although a tremendous effort has been made in the
investigation of SE, many questions remain open, for in-
stance the asymmetry of the inelastic spectra, the nonob-
servation of SE while a Heisenberg model will always pre-
dict their presence, the spin-nature of the observed in-
elastic spectra. The goal of this article is to answer some
of them. We present a first-principles method, based
on the Korringa-Kohn-Rostoker Green function (KKR-
GF) method embedded in a time-dependent density func-
tional theory (TDDFT) formalism in combination with
many-body perturbation theory (MBPT), which allows
a realistic description of theoretical inelastic tunneling
spectra. The advantage of such a scheme lies in the direct
access to the Green function renormalized by the pres-
ence of Ie−SE. Thus, we extract the related self-energies
and their impact on the electronic structure. This en-
ables the calculation of realistic excitation spectra in the
vacuum above the impurity that are comparable to ISTS
measurements, in the spirit of the Tersoff-Hamann ap-
proximation [26]. We explain many of the experimental
observations that are not understood by demonstrating
that: (i) the usual asymmetry in the inelastic spectra
is induced by the magnetization of the adsorbate and
of the ISTS tip, (ii) the shape of the SE signature is
not necessarily a step in the conductance, (iii) additional
spectroscopic features induced by the Ie−SE are found,
and (iv) the spin-character of the excitation signature is
revealed. After a brief discussion of our scheme we ana-
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2lyze results for single 3d adatoms deposited on a Cu(111)
surface and compare our simulations for Fe to available
measurements [12].
METHOD
The self-energy of interest, Σ, describes spin-flip pro-
cesses as visualized, for simplicity, in Fig. 1: for example,
an electron with spin up travels from the tip to the sur-
face where it excites an electron in the minority band
[Fig. 1(a)]. The hole created in the minority-spin chan-
nel and the tunneling electron can form an e-h pair of
opposite spins. Other processes are obtained by swap-
ping the spin labels ([Fig. 1(b)], the role of particles and
holes [Fig. 1(c)], or both [Fig. 1(d)]. All four processes
can be subsumed under the Feynman diagram as given in
Fig. 1(e). The e-h pairs after renormalization via the me-
diating interactions (wiggly lines) lead to correlated spin-
flip excitations (magnons in extended systems). Pro-
cesses in Figs. 1(a) and 1(c) contribute to Σ↑ while Σ↓ is
determined by processes in Figs. 1(b) and 1(d). Depend-
ing on the electronic structure, as exemplified in Fig. 1,
some processes can be dominant. This is related to the
density of states (DOS) for electrons and holes available
for the different processes. In Fig. 1(b), the amplitude
of the e-h pair defined by the unoccupied minority-spin
states and occupied majority-spin states is much larger
than the amplitude of the e-h pair defined by the occu-
pied minority-spin states and unoccupied majority-spin
states shown in Fig. 1(d). Thus, one expects the self-
energy for the majority-spin channel to be mainly shaped
by the process in Fig. 1(c) while the minority-spin chan-
nel would be mainly shaped by the process in Fig. 1(b),
as intuitively proposed in Ref. [27].
The object consisting of the two half-circles connect-
ing the points 2 with 1 and 3 with 4 interacting via
the wiggling line resembles that of the transverse dy-
namical magnetic susceptibility. We note that the di-
agram in Fig. 1(e) is one of the many that, in the
T -approximation [28, 29], describe the renormalization
of the mediating interaction U to the scattering T -
matrix via Σ [30]. Naturally, such Feynman diagrams
induced by Ie−SE were investigated for decades with
simple models (see, e.g., Refs. [31] and [32]). Hertz
and Edwards [33, 34], for instance, devised a scheme
to avoid self-consistent calculations with the computed
self-energy (see also Ref. [35]). Recently, realistic models
based on the evaluation of T using either a tight-binding
scheme [36] or density functional theory in the GW ap-
proximation [37–39] were developed and applied for bulk
materials [40].
The Feynman Diagram in Fig. 1(e) is translated to the
following form considering a local and adiabatic approx-
imation for U (σ = ↑, ↓ and σ = ↓, ↑):
Σσ(r1, r2;E) = −U(r1)U(r2)
pi
×
×
[ ∫ ∞
0
dω Im
[
Gσ0 (r1, r2;ω + E)χ
σσ(r1, r2;ω)
]
−
∫ EF−E
0
dω Im
[
Gσ0 (r1, r2;ω + E)
]
χσσ(r2, r1;ω)
∗
]
. (1)
Here, χ↑↓ and χ↓↑ correspond, respectively, to χ+− and
χ−+; see Appendix A. Since we are interested in simu-
lating ISTS-related experiments we can proceed to the
change of variables: E = EF + V and V corresponding
to the applied bias voltage.
χσσ is the transverse dynamical magnetic susceptibil-
ity that can be calculated from the Dyson-like equation
as given in a matrix notation:
χσσ = χσσ0 + χ
σσ
0 Uχ
σσ . (2)
Within TDDFT, which is the basis of this work, χσσ0 is
the response function of the Kohn-Sham system, which is
connected to the full susceptibility via the exchange and
correlation kernel, U , which simplifies in the adiabatic
local density approximation (ALDA) to U(r) = B
xc(r)
m(r)
(see, e.g., Refs. [18] and [19]). Equation (2) also occurs in
many-body perturbation theory (MBPT), in the random-
phase approximation (RPA) [16, 17, 41]. There, χ0 is
the noninteracting susceptibility that connects to the full
susceptibility via U , the screened Coulomb interaction.
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Fig. 1. (Color online) Four basic spin-flip processes superim-
posed on schematic spin-resolved DOS for the adatom ((a)-
(d)) and the tip (only (a)). Electrons are indicated by filled
red circles, holes by empty white circles. The wiggly lines rep-
resent e-h pair interactions. The probability associated with
each process depends on both the sign and the magnitude of
the applied bias voltage V . All four processes contribute to
the Feynman diagram (e), incorporating the infinite series of
interactions (see Eqs. (1) and (2) and related discussion).
3It was already shown that a mapping between the two
schemes is possible by considering U as the exchange and
correlation kernel [18, 19]. A similar connection in the
spirit of the Bethe-Salpeter equation was proposed for the
case of charge excitations [42] or for SE [43]. Our strategy
is thus to use TDDFT to extract the susceptibility. Once
Σ is known, we plug it into the Dyson equation given in a
matrix notation G = G0+G0ΣG with the Green function
G0 containing the reference electronic structure.
RESULTS AND DISCUSSION
In order to mimic the effect of spin-orbit coupling, we
apply an auxiliary external magnetic field with µBB0 ∼
0.5 meV that opens a gap in the excitation spectra at
the Larmor resonance frequency, ωres = µBgB0 (g ∼ 2 is
the Lande´ factor), which matches the experimental data
for the Fe adatom [12]. For the sake of comparison, the
same auxiliary field is used for all adatoms.
For the electronic structure, use is made of the KKR-
GF method [44] in the atomic sphere approximation
(ASA) with full charge density in the local spin density
approximation, as parametrized by Vosko, Wilk, and Nu-
sair [45]. A slab of 22 Cu layers stacked in the (111) di-
rection augmented by two vacuum regions was used to
define the undisturbed Cu(111) surface, using the exper-
imental lattice constant (a = 3.615 A˚). From this surface
a real space cluster is cut out surrounding the position to
be occupied by the impurity adatom. A relaxation of the
adatom by 14 % towards the surface was considered (0
% corresponds to the ideal interlayer separation in bulk,
a/
√
3 = 2.087 A˚).
We analyze the spin excitations of several transition
metal adatoms on a Cu(111) slab with 22 Cu layers. To
calculate χσσ we consider the response of the systems
to a site- and frequency-dependent transverse magnetic
field where a projection to a localized basis set is consid-
ered (d-wave functions defined at EF). For more details
see Refs. [18] and [19]. In this scheme, the transverse
susceptibility simplifies to a single number for a single
adatom (spherical approximation), which is reasonable
since for most of the adatoms magnetic moments is car-
ried by d electrons. Imχσσ for different magnetic fields
∆B = B −B0 are shown in Fig. 2(a) for the Fe adatom.
We proceed by discussing the imaginary part of the
self-energy projected on the d basis and integrated within
the atomic sphere surrounding the adatom,
ImΣσmm′(EF + V ) =
−U2
∫ −V
0
dω nσmm′(EF + V + ω) · Im
[
χσσ(ω)∗
]
, (3)
where nσ(E) = −1/pi · ImGσ0 (E) is the local DOS ob-
tained for the initial Green function, χ is the spherical
part of the susceptibility, i.e., χ =
∑
mm′ χmm′;m′m and
m, m′ label the d-orbitals. If one considers n(E) to be
featureless, an energy integration of Imχσσ is performed
in Eq. (3). Naturally, one expects a steplike function as
soon as the integration goes over a bias voltage V equal
to ωres. The resulting spin-resolved self-energy is shown
in Fig. 2(b), where the trace of Σ↑ and Σ↓ are indicated
by solid and dashed lines, respectively. Because of the
relation between the step positions and ωres, the gap be-
tween them increases with B. Whereas the height of the
resonances in χσσ are equal with respect to the two spin
channels, the step height in the self-energy differs by a
factor of about 100. This can be understood as the res-
onance being weighted by the DOS of the opposite spin
channel, cf. Eq. (3): if there is only a small number of
σ-states available, the scattering is unlikely to happen.
In contrast to the extremely small n↑Fe, the n
↓
Fe displays
a large resonance; see Appendix B. Since the step widths
are related to the line widths extracted from the suscep-
tibility peaks, they increase when the excitation energy
ωres increases.
The results for the d orbitals of the Fe adatom and for
the s orbitals of the vacuum site are shown in Figs. 2(c)
and 2(d), respectively. Whereas the self-energy shows a
height difference between the two spin channels of about
two orders of magnitude, the resulting DOS magnitude
do not differ much anymore. Although in the adatom,
the d-DOS for the minority-spin channel is larger than
the one for the majority-spin channel (because of the
large minority-spin resonance), the opposite is found in
vacuum for the s-DOS. An analysis of the orbital con-
tributions to the total adatom-DOS, for instance the or-
bitals extending farthest to vacuum, shows that the spin
asymmetry within the adatom is orbital-dependent. In-
deed, contrary to the dz2 and s state, the pz states have
majority-spin DOS larger than the minority-spin DOS,
similar to the spin asymmetry in the vacuum; see Ap-
pendix C. Hybridization, interferences effects, and decays
of orbitals shapes the final form of the vacuum DOS. For
example, the peaklike feature in the minority-spin chan-
nel of the d orbital at the Fe adatom (see solid lines)
can evolve into a steplike feature for the s states at the
vacuum site, which in the presented calculations is about
6.3 A˚ above the adatom.
In Fig. 2(e), we show a comparison of the experimental
d2I/dV 2 data for an Fe adatom from Ref. [12] with the
energy derivative of our s-DOS in vacuum, cf. Fig. 2(d).
The experimental spectrum shows two distinct sets of fea-
tures. Since the shape of the SE signature is not a perfect
step in the conductance, the first derivative leads to peak
and dip pairs at ±1 meV and ±3 meV; see Appendix D.
The shape of the SE signature in s-DOS is slightly differ-
ent from the experimental ones, explaining the absence of
the dip at −3 meV in the corresponding energy deriva-
tive. Interestingly, there is an additional peak in the
experimental spectrum at +5 meV that has no match-
ing dip at −5 meV in good agreement with our simu-
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Fig. 2. (Color online) The energy dependence of the spin-resolved key quantities for Fe adatoms on Cu(111): (a) the response
function, (b) the self-energy, (c) the d-DOS of the adatom, and (d) s-DOS in vacuum, for different magnetic fields. All quantities
are plotted for spin-up (solid lines, ↑) and spin-down (dashed lines, ↓). (e) A comparison to the derivative of the conductance
spectra obtained in experiment (see Ref. [12]). The agreement improves when instead of a nonpolarized tip (solid red curve) a
polarization of P = −50 % is assumed (dashed red curve); see Appendix E for a detailed discussion.
lations (satellite at +4 meV). The origin of this extra
feature can be traced back to ReΣ. In the expression for
G, the denominator (1−G0Σ) causes a resonance when
Im(G0Σ) 1 and Re(G0Σ) is close to 1. This condition
seems to be satisfied in the majority-spin channel around
EF. The self-energy thus is acting as an additional po-
tential on the electrons, which can lead to satellites very
similar to split-off states observed when adatoms inter-
act with surface states [46, 47]. We studied the effect
of the spin-polarization of the tip with a simple model,
see Appendix E, choosing P = 0 % or P = −50 %; the
overall shape of the spectrum can be modified by chang-
ing the weight of the spin-resolved SE signature [cf. solid
versus dashed red line in Fig. 2(e)]. This can improve
the agreement with the experiment and indicates that
the shape of the inelastic spectra is not only a function
of the adsorbate but also of the polarization of the tip.
The excitation spectra of Co, Mn, and Cr adatoms are
given in Fig. 3. The top row [Figs. 3(a)-3(d)] shows the
DOS for the spin-resolved adatoms d orbitals and the
bottom row [Figs. 3(e)-3(h)] shows the spin-resolved and
the spin-averaged (dashed lines) vacuum s orbitals above
the impurity. The Co adatom’s spectrum reveals some
similarities to those of the Fe adatom. For the majority-
spin their shapes, including the additional satellite, are
nearly identical. For the minority-spin channel, however,
the SE feature almost vanishes in vacuum. In contrast
to Fe and Co, the Mn renormalized DOS do not show
additional satellites. However, the excitation signatures
are steplike functions with a peaklike resonance at the
edges. For the Cr adatom, peaklike structures are ob-
served in the d-DOS, which transform in vacuum into a
reversed step for the majority-spin channel, while in the
minority-spin channel the SE and the satellite overlap at
EF.
We note that Co adatoms on Cu(111) is a traditional
Kondo system and that processes leading to Kondo be-
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Fig. 3. (Color online) DOS renormalized by spin excitations
for the four 3d adatoms. Solid lines represent spin-resolved
DOS and dashed lines represent the respective spin-average
( ↑+↓
2
), relevant for a nonpolarized tip, P = 0 %; see Ap-
pendix E. Top row: DOS for the d orbitals of the impu-
rity atom. Bottom row: DOS for vacuum ∼6.3 A˚ above the
adatoms (s orbitals).
havior are not included in our scheme [48]. In contrast
to Co, Fe shows no Kondo signature down to 0.3 K [12].
This is strengthened by the measurements of magnetic
exchange interactions among Fe adatoms [49]. Cr and
Mn adatoms on Cu(111) are expected to behave as on
Au(111) [50], where no Kondo behavior is observed.
The lifetime of the SE, τχ, is given by the line width
of Imχ, which is different from the lifetime extracted
from the inelastic spectra, τDOS. Both lifetimes are
calculated from τ = ~/2∆E, where ∆E is the full-
width half-maximum of the signature of the spin excita-
tions. Because of the convolution with the one-electron
GF’s, more information is encoded in τDOS, which is
the only quantity reachable experimentally. Contrary to
τχ, τDOS is spin-dependent and the difference between
5the spin channels can reach a factor 5. Indeed, τχ =
{1.9, 2.9, 0.6, 0.2} ps for, respectively, {Cr, Mn, Fe, and
Co}, while the sequence changes to {1.1, 0.5, 0.1, 0.3} ps
for τ↑DOS and {0.4, 0.8, 0.5, 0.1} ps for τ↓DOS. Furthermore,
for some systems the additional satellite contribute to the
effective lifetime of the excitation signature (Cr is the ex-
treme case). The lifetimes of Co and Fe adatoms are up
to one order of magnitude smaller than those of Mn and
Cr adatoms when the resonance of the susceptibility is
used. This is due to the relatively small minority-DOS
at EF for the latter two systems: the excited electron
cannot easily find an unoccupied state to deexcite to and
thus the excitation lifetime is longer; see Fig. 1.
CONCLUSION
In summary, a first-principles approach to inelastic
magnetic excitation spectra is developed utilizing the
KKR-GF method combined with TDDFT and MBPT.
We illustrate its capabilities by investigating 3d adatoms
on a Cu(111) surface with a focus on Fe impurities. We
relate the asymmetry of the inelastic spectra (height and
lifetime) to the electronic and magnetic structure of the
adatom as well as the magnetization of the ISTS tip. The
spin-character of the excitations above and below EF is
explained. Most importantly, the spectra can have differ-
ent shapes, including a steplike form, and extinction of
the signature of the excitations can occur. Also, nontriv-
ial spectral satellites are obtained, which we believe to be
observable experimentally and could even be mistaken as
being the signature of SE. Further work involves handling
spin-orbit coupling, the effects of self-consistency on the
self-energy, and approximations beyond the ALDA.
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The Kohn-Sham susceptibility and the self-energy
In the definition of the Kohn-Sham susceptibility used
in Eq. (1) in the main text we follow Lounis et al. [18, 19].
The Kohn-Sham (KS) Green function (GF) is the resol-
vent of the corresponding Hamiltonian, GKS(E) = (E −
HKS)−1. In the Korringa-Kohn-Rostoker Green function
(KKR-GF) method, space is partitioned into nonoverlap-
ping regions surrounding the atoms, labeled i. These re-
gions are taken as spherical in the atomic sphere approx-
imation (ASA), and the KS potential is also assumed to
be spherical around each atom, V KSi (r), with r = |~r | and
rˆ = ~r/r. Then the KS GF is expressed in terms of energy-
dependent scattering solutions for each atomic potential,
Rσi`(r;E)YL(rˆ) and H
σ
i`(r;E)YL(rˆ), which are products
of radial functions and (real) spherical harmonics, for
each spin σ = ↑, ↓ and angular momentum L = (`,m).
Rσi`(r;E) is regular at the center of the ASA sphere, and
Hσi`(r;E) diverges there. The KKR-GF then takes the
form
Gσij(~r , ~r
′;E) =
∑
LL′
YL(rˆ)
(
δij
√
ERσi`(r<;E)H
σ
i`(r>;E)
+Rσi`(r;E)G
σ
iL,jL′(E)R
σ
j`′(r
′;E)
)
YL′(rˆ
′) , (4)
where r< = min(r, r
′) and r> = max(r, r′), and
GσiL,jL′(E) is the structural GF, describing backscatter-
ing effects.
As explained in Refs. [18] and [19], near the Fermi en-
ergy (EF) one may approximate R
σ
i`(r;E) ≈ Rσi`(r;EF).
Furthermore, given that the states of interest are the d
orbitals of a single magnetic adatom, one may drop the
site label i and keep only ` = 2, projecting on the regular
scattering solutions computed at EF:
Gσd,mm′(E) =
∫
d~r
∫
d~r ′Rσd (r;EF)Y2m(rˆ)×
×Gσ(~r , ~r ′;E)Rσd (r′;EF)Y2m′(rˆ′) (5)
This defines the projection on the d orbitals of the
adatom of the KKR-GF, upon suitable normalization.
The transverse magnetic KS susceptibility is given in
terms of the KS GFs as
χσσ¯0,ij(~r , ~r
′;ω) = − 1
pi
∫ EF
dE(
Gσ¯ij(~r , ~r
′;E + ω + i0) ImGσji(~r
′, ~r ;E) +
+ImGσ¯ij(~r , ~r
′;E)Gσji(~r
′, ~r ;E − ω − i0)
)
. (6)
Here, χ↑↓ and χ↓↑ correspond to χ+− and χ−+, re-
spectively. Introducing the projection on the d orbitals,
this leads to
6χσσ¯0d (~r , ~r
′;ω) =∑
m1m2m3m4
Rσ¯d (r;EF)Y2m1(rˆ)R
σ¯
d (r
′;EF)Y2m2(rˆ
′)Rσd (r
′;EF)Y2m3(rˆ
′)Rσd (r;EF)Y2m4(rˆ)χ
σσ¯
0d,m1m2m3m4(ω) , (7)
where
χσσ¯0d,m1m2m3m4(ω) = −
1
pi
∫ EF
dE ×(
Gσ¯d,m1m2(E + ω + i0) ImG
σ
d,m3m4(E) +
+ImGσ¯d,m1m2(E)G
σ
d,m3m4(E − ω − i0)
)
. (8)
At this stage it is useful to recall the magnetization sum
rule, see Refs. [18] and [19],
mi(~r ) =
∑
j
∫
d~r ′ χ↑↓0,ij(~r , ~r
′; 0)Bxc,j(~r ′)
=
∑
j
∫
d~r ′ χ↓↑0,ij(~r , ~r
′; 0)Bxc,j(~r ′) , (9)
with the exchange-correlation splitting, Bxc,i(~r ) =
V ↑KS,i(~r )−V ↓KS,i(~r ). In the ASA the KS potential is spher-
ical, so it is also consistent to take a spherical average of
the magnetization,
mi(r) =
∫
drˆ mi(~r )
=
∫
drˆ
∑
j
∫
d~r ′ χ↑↓0,ij(~r , ~r
′; 0)Bxc,j(r′)
=
∫
drˆ
∑
j
∫
d~r ′ χ↓↑0,ij(~r , ~r
′; 0)Bxc,j(r′) , (10)
and introducing the projection the spherical average of
the d magnetization turns out to be
md(r) = R
↑
d(r;EF)R
↓
d(r;EF)
∑
m1m2
χ↑↓0d,m1m2m2m1(0)×
×
∫
dr′ (r′)2R↑d(r
′;EF)R
↓
d(r
′;EF)Bxc(r′)
= R↑d(r;EF)R
↓
d(r;EF) m¯d , (11)
using the orthogonality of the spherical harmonics. This
suggests the introduction of the spherical average of the
KS susceptibility,
χ¯σσ¯0d (ω) =
∑
m1m2
χσσ¯0d,m1m2m2m1(ω) . (12)
In time-dependent density functional theory
(TDDFT), the transverse magnetic susceptibility
obeys the Dyson equation,
χσσ¯ij (~r , ~r
′;ω) = χσσ¯0,ij(~r , ~r
′;ω) +
∑
pq
∫
d~r1
∫
d~r2 ×
×χσσ¯0,ip(~r , ~r1;ω)Uxc,pq(~r1, ~r2;ω)χσσ¯qj (~r2, ~r ′;ω) , (13)
and in the adiabatic local density approximation the
transverse xc kernel is simply given by
Uxc,ij(~r , ~r
′;ω) = Uxc,i(~r ) δij δ(~r − ~r ′)
=
Bxc,i(~r )
mi(~r )
δij δ(~r − ~r ′) . (14)
Returning to the ASA and the projection on the d or-
bitals,
Bxc,i(r) =
∫
drˆ Bxc,i(~r ) =
∫
drˆ Uxc,i(~r )mi(~r )
≈ Uxc,d(r)md(r)
= Uxc,d(r)R
↑
d(r;EF)R
↓
d(r;EF) m¯d . (15)
From the magnetization sum rule we arrive at an effective
one-parameter xc kernel,
U¯xc,d =
∫
dr′ (r′)2R↑d(r
′;EF)R
↓
d(r
′;EF)Uxc,d(r′)×
×R↑d(r′;EF)R↓d(r′;EF)
=
(
χ¯↑↓0d(0)
)−1
=
(
χ¯↓↑0d(0)
)−1
, (16)
and the last two equalities must follow for consistency,
which in practice define the kernel once the static KS
susceptibility is known.
The transverse magnetic susceptibility is then repre-
sented as
χ¯σσ¯d (ω) =
(
χ¯σσ¯0d (ω)
−1 − U¯xc,d
)−1
. (17)
Let us turn our attention to the Dyson equation for
the GF, including the self-energy describing the coupling
to the magnetic excitations:
Gσij(~r , ~r
′;E) = Gσ0,ij(~r , ~r
′;E) +
∑
pq
∫
d~r1
∫
d~r2 ×
×Gσ0,ip(~r , ~r1;E) Σσpq(~r1, ~r2;E)Gσqj(~r2, ~r ′;E) . (18)
This will lead to the following matrix element, once the
projection on the d orbitals is introduced,
7Σσd,mm′(E) =
∫
d~r
∫
d~r ′ Rσd (r;EF)Y2m(rˆ) Σ
σ(~r , ~r ′;E)Rσd (r
′;EF)Y2m′(rˆ′) . (19)
The self-energy requires matrix elements of the following form, which simplify after replacing G0 with its projected
form, Uxc and the susceptibility with their spherical averages:∫
d~r
∫
d~r ′ Rσd (r;EF)Y2m(rˆ)Uxc(~r )G
σ¯
0 (~r , ~r
′;E)χσ¯σ(~r , ~r ′;E′)Uxc(~r ′)Rσd (r
′;EF)Y2m′(rˆ′)
=
∑
m1m2
∫
d~r
∫
d~r ′ Rσd (r;EF)Y2m(rˆ)Uxc(r)R
σ¯
d (r;EF)Y2m1(rˆ)G
σ¯
d,m1m2(E)R
σ¯
d (r
′;EF)Y2m2(rˆ
′)×
×Rσd (r;EF)Rσ¯d (r;EF) χ¯σ¯σd (E′)Rσd (r′;EF)Rσ¯d (r′;EF)Uxc(r′)Rσd (r′;EF)Y2m′(rˆ′)
= U¯xc,dG
σ¯
d,mm′(E) χ¯
σ¯σ
d (E
′) U¯xc,d , (20)
which is the form of the matrix elements of the self-
energy quoted in Eq. (1) in the main text.
Density of states and self-energies for Cr, Mn, Fe,
and Co adatoms on Cu(111)
Following Eq. (3) in the main text, characteristic fea-
tures regarding the steps of the obtained imaginary parts
of the self-energies, ImΣ, can already be concluded from a
brief analysis of the spin-resolved density of states (DOS),
n↑(E) and n↓(E) for spin-up and spin-down, respectively.
The step heights of the imaginary part of the self-energy
for a given spin channel are weighted by the density of
states of the opposite spin channel near the Fermi en-
ergy. In Fig. 4 the spin-resolved DOS for Cr, Mn, Fe,
and Co adatoms are shown. The majority-spin states
are almost fully occupied. The minority-spin resonance
shifts down in energy when increasing the d-electron oc-
cupation. Thus, for Fe and Co this resonance is located
very close to the Fermi energy while for Cr and Mn the
resonance is located much further above the Fermi en-
ergy. This explains the spin asymmetry observed in the
step height of ImΣ as shown in Fig. 5, where for the sake
of comparison the auxiliary external magnetic field B0
was kept the same for all four adatoms. Contrary to Mn,
Fe, and Co adatoms, Cr adatom is the only case where
n↑(EF) > n↓(EF) leading to ImΣ↑(EF) < ImΣ↓(EF).
Since the spin asymmetry is large for the DOS of Fe and
Co adatoms, the spin-dependent step heights of ImΣ dif-
fer by two orders of magnitude.
Orbital-resolved analysis of the DOS for Fe adatoms
In Fig. 6 the orbital-resolved DOS is shown. Only
states extending farthest into vacuum above the adatom
are displayed (s, pz, and dz2). Contrary to the s- and dz2-
resolved DOS, for the pz states the majority-spin contri-
bution is larger than the minority-spin contribution. This
spin asymmetry in the magnitude of the DOS seem to be
maintained in vacuum. Whereas the dz2 state is domi-
nant at the adatom it decays fast into vacuum due to its
more localized character than the pz state. This is even
more remarkable since the latter orbitals do only show a
difference in the spin-resolved terms by a factor of 2 and
are by more than two orders of magnitude smaller than
those of the dz2 orbitals at the adatom. Such an observa-
tion does not necessarily remain true for all systems but
shows that the tip position plays an important role when
investigating the spin asymmetry of the inelastic spectra.
What does a simple model predict for dI/dV and
d2I/dV 2?
The simplest model able to predict steps in dI/dV
caused by inelastic tunneling via a magnetic adatom is
that of a quantum spin coupled by exchange to the tun-
neling electrons (see, e.g., Refs. [20], [22], and [23]). For
the Fe adatom on the Cu(111) surface, the appropri-
ate Hamiltonian is Hˆ = D Sˆ2z + B Sˆz, where Sˆz is the
quantum angular momentum operator associated with
states |SM〉 such that Sˆ2|SM〉 = S(S + 1)|SM〉 and
Sˆz|SM〉 = M |SM〉. D < 0 describes the out-of-plane
anisotropy easy axis found experimentally and theoret-
ically by DFT calculations, and B is the applied mag-
netic field in energy units. S is usually chosen to be
close to the computed spin magnetic moment from DFT;
S = 3/2 or S = 2 are the values bracketing the cal-
culated result (1.85). The eigenvalues are then sim-
ply EM = DM
2 + BM ; inelastic transitions between
eigenstates (caused by the tunneling electrons) obey the
M ′ = M ± 1 selection rules. At very low temperature,
the quantum spin is in its ground state (B = 0), either
|S +S〉 or |S −S〉, or a superposition of the two. The
allowed transitions are then |S +S〉 → |S +S−1〉 and
|S −S〉 → |S −S+1〉. The energy difference ES−1 −ES
corresponds to the threshold bias for inelastic transitions,
marking the position of the steps in dI/dV . The shape
84 2 0 2 4
E−EF (eV)
-8
-4
0
4
8
D
O
S
 (
eV
−1
)
Cr
↑
↓
4 2 0 2 4
E−EF (eV)
-8
-4
0
4
8
Mn
↑
↓
4 2 0 2 4
E−EF (eV)
-8
-4
0
4
8
Fe
↑
↓
4 2 0 2 4
E−EF (eV)
-8
-4
0
4
8
Co
↑
↓
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and width of the steps can only be given within this
model by temperature broadening, which is too small
(typical experimental temperatures are ∼ 1 K ∼ 0.1
meV). As far as this model goes, other step shapes or
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Fig. 7. (Color online) Model forms for dI/dV and d2I/dV 2. Left: a step in dI/dV leads to a peak for V > 0 and a dip for
V < 0. Multiple steps lead to multiple peaks for V > 0 and multiple dips for V < 0, but never a dip for V > 0 or a peak
for V < 0. Right: a step with a shoulder or bump leads to a peak and dip pair at V > 0 and a dip and peak pair at V < 0.
Features always occur in ±V pairs; a peak for V > 0 must be accompanied by a dip for V < 0, in this picture.
broadening mechanisms are not taken into account. Our
TD-DFT calculations provide an alternative and realistic
route to the step width and shape, via interaction be-
tween itinerant electrons and spin excitations, contained
in the self-energy. To interpret the experimental data in
Fig. 2(e) of the main text, we present two generic step
shapes commonly seen in experiment (and in our calcu-
lations; see Fig. 3 in the main text) in Fig. 7 above. Note
that the artificial broadening used in generating these fig-
ures is ∼ 1 meV, comparable with the experimental and
ab initio line widths. The threshold bias is assumed to
be given by ±|ES−1 − ES | in the discussed model. The
step shapes are meant for illustration purposes only. A
broadened step would lead to a peak for V > 0 and a dip
for V < 0 (Fig. 7, left). A broadened step topped with
a bump would lead to a peak and dip pair for V > 0
and a dip and peak pair for V < 0 (Fig. 7, right). This
matches the peak and dip, and dip and peak pairs seen in
the experimental data. The lone peak around +5 meV in
the experimental data, though, would require a matching
dip around −5 meV, according to this model. This one-
sided behavior in the conductance is readily explained by
a satellite arising from the self-energy, as detailed in the
main text.
Magnetized tip – a simple approach
The Tersoff-Hamann approximation [26] relates the
conductance to the density of states from the tip as well
as from the probed adatom,
dI
dV
∝
[
n↑tip · n↑adatom(EF + V )
+n↓tip · n↓adatom(EF + V )
]
. (21)
For a nonmagnetic tip, one has
n↑tip = n
↓
tip =
N
2
, (22)
with N the total density of states of the tip. This leads
to
dI
dV
∝
[
n↑adatom + n
↓
adatom
]
. (23)
For a magnetic tip one finds a nonvanishing polariza-
tion:
P =
n↑tip − n↓tip
N
. (24)
Thus, we have
n↑tip =
N
2
(1 + P ) , (25)
n↓tip =
N
2
(1− P ) , (26)
and depending on the sign of P , one spin channel gives
a larger contribution to the spectrum than the other,
dI
dV
∝
[
(1 + P ) · n↑adatom + (1− P ) · n↓adatom
]
. (27)
For the figure shown in the main text, Fig. 2(e), we set
P = −50 %, meaning that n↓adatom has three times more
weight than n↑adatom.
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