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Abstract
Parallel training with decentralized communication is a promising method of scaling up machine
learning systems. In this paper, we provide a tight lower bound on the iteration complexity for such
methods in a stochastic non-convex setting. This lower bound reveals a theoretical gap in known
convergence rates of many existing algorithms. To show this bound is tight and achievable, we propose
DeFacto, a class of algorithms that converge at the optimal rate without additional theoretical assumptions.
We discuss the trade-offs among different algorithms regarding complexity, memory efficiency, throughput,
etc. Empirically, we compare DeFacto and other decentralized algorithms via training Resnet20 on
CIFAR10 and Resnet110 on CIFAR100. We show DeFacto can accelerate training with respect to
wall-clock time but progresses slowly in the first few epochs.
1 Introduction
Parallelism is a ubiquitous method to accelerate training [1, 2, 3, 4]. However, the high communication overhead
among parallel workers makes the design choice of communication protocol crucial [5, 6, 7, 8, 9, 10, 11, 12].
Traditional protocols are mostly centralized, either requiring a fault-tolerant single node (e.g. Parameter
Server [13, 14, 15]) or workers to be fully connected (e.g. All-Reduce operation [16, 17]). This centralization
can significantly slow down the training, especially when the network bandwidth is limited or latency is
high [18, 19, 20]. To mitigate this, decentralization comes to the rescue. Decentralized protocols allow
workers to be connected via arbitrary topologies and only requires neighboring workers to communicate. This
balances load, and is shown to outperform centralized protocols in many cases, especially when network is
the bottleneck [21]. Additionally, decentralization naturally fits many scenarios where workers can only be
sparsely connected, such as learning over social networks [22, 23], computer networks [24, 25], and Internet of
Things (IOT) [26].
The benefits of decentralization have motivated a series of works that extend a sequential optimizer into a
parallel decentralized one, such as decentralized SGD [21], decentralized momentum SGD [27], decentralized
Adam [28], and many others [18, 22, 29, 30, 31, 32, 33]. Despite these methods’ empirical success, their
convergence rates, i.e. the upper bounds on their iteration complexity, are not well understood. Previous
works often focus on improving particular terms appeared in the rate with techniques such as variance
reduction [29], acceleration [24], and matching [34]. The superiority of a particular algorithm is usually
determined by how much it improves the convergence rate.
In light of this, a natural question is: What is the optimal rate in decentralized training? Has it been achieved
by any algorithm yet? The “optimal” here can potentially refer to two aspects: the optimality of the algorithms
themselves; or the tightness of their analysis. Previous works have made initial attempts on this question, by
analyzing this theoretical limit in a non-stochastic or (strongly) convex setting [24, 35, 36, 37, 38, 39]. These
results provide great heuristics but still leave the central question open, since stochastic methods are usually
used in practice and many real-world problems of interest are non-convex (e.g. deep learning). In this paper
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we fill in this blank. We answer this question by showing a lower bound on the iteration complexity in a
stochastic and (potentially) non-convex setting. This reveals a theoretical gap between the lower bound and
known convergence rates of the existing algorithms. To show the tightness of the lower bound, we prove it is
achievable without additional assumptions by proposing a class of algorithms named DeFacto (Decentralized
Training with Factorized Average Consensus). Note that we propose DeFacto mainly to show the tightness
of lower bound, and not to compete with other algorithms in practice. As a result, we focus on discussing the
trade-offs among different algorithms regarding convergence rate, memory efficiency, and throughput. Our
contributions in this paper are as follows:
• We prove a tight lower bound for decentralized training in a stochastic non-convex setting. We point
out there is a gap between this and the upper bounds known for existing algorithms. To the best of our
knowledge, this is the first paper showing such lower bound. (Section 4)
• We propose DeFacto, a class of algorithms achieving the optimal rate. We discuss the tightness under
different conditions and compare the trade-offs among different algorithms. (Section 5)
• We experimentally evaluate DeFacto training Resnet20 on CIFAR10 and Resnet110 on CIFAR100 and
compare its iteration/wall-clock-time complexity to other decentralized algorithms. (Section 6)
2 Related Work
Decentralized Training. Decentralization is a widely studied method in large-scale machine learning. A
typical method to enable decentralization is to adopt the average gossip protocol [40, 41], which lets workers
average their parameters with neighbors on a graph. D-PSGD [21] is one of the most basic decentralized
algorithms that scales SGD with this protocol and shows a linear speed up at rate of O(1/
√
nT ), where n is the
number of workers and T is the total number of iterations. After D-PSGD there are two variants: AD-PSGD
[18], which enables asynchronous communication; and D2 [29], which adds variance reduction to D-PSGD.
Other variants discuss the application of decentralization on specific tasks such as linear models or deep
learning [42, 43]. Zhang and You [44] discusses the case where only directed communication can be performed.
Wang et al. [34] proposes using matching algorithms to optimize the gossip protocol. Multiple works discuss
using compression to decrease communication costs in decentralized training [22, 30, 31, 32, 33], and other
papers connect decentralized training to other parallel methods and present a unified theory [4, 36, 45].
Lower Bounds in Stochastic Optimization. Lower bounds are a well studied topic in non-stochastic
optimization, especially in convex optimization [46, 47, 48, 49, 50]. In the stochastic setting, Allen-Zhu [51]
and Foster et al. [52] discuss the complexity lower bound to obtain stationary points on convex problems.
Other works study the lower bound in a convex, data-parallel setting [53, 54, 55], and Colin et al. [56]
extends the result to a model-parallel setting. In the domain of non-convex optimization, Carmon et al.
[57, 58] propose a zero-chain model that obtains tight bound for a first order method to obtain stationary
points. Zhou and Gu [59] extends this lower bound to a finite sum setting, and Arjevani et al. [60] proposes
a probabilistic zero-chain model that obtains tight lower bounds for first-order methods on stochastic and
non-convex problems.
3 Setting
In this section, we introduce the notation we will use and the setting for our theory. We start from the
assumptions on the loss functions and stochastic gradient oracles we consider. Then we introduce the class of
decentralized algorithms our bound holds for. Finally, we define the iteration complexity, which allows us to
formally state our bound.
We start from a standard setup in parallel training, where n parallel workers work in a data-parallel
fashion. Each worker i stores a copy of the model x ∈ Rd and a local dataset Di. The model copy and local
dataset define a local loss function (or empirical risk) fi. The ultimate goal of the parallel workers is to
output a target model xˆ that minimizes all the local loss functions, that is,
xˆ = arg minx∈Rd f(x), where f(x) = 1n
∑n
i=1 Eξi∼Difi(x; ξi)︸ ︷︷ ︸
fi(x)
. (1)
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Here, ξi is a data sample from Di and is used to compute stochastic gradient via some oracle, e.g. back-
propagation on a mini-batch of samples. As will be defined later, the loss functions can (potentially) be
non-convex so finding a global minimum is NP-Hard; instead, we expect the workers to output a point xˆ at
which f(xˆ) has a small gradient magnitude in expectation:1 E‖∇f(xˆ)‖ ≤ , for some small . We now define
the function and oracle class separately.
Definition: Function Class. Given constants ∆ > 0 and L > 0, we denote F(∆, L) as the union, over
d ∈ N+, of the set of functions function f : Rd → R written in the form of f = 1n
∑n
i=1 fi, such that each
fi, i ∈ [n] : Rd → R is L-smooth,
‖∇fi(x)−∇fi(y)‖ ≤ L‖x− y‖, ∀x,y ∈ Rd, (2)
and f is range bounded by ∆ in the sense that f(0)− infx f(x) ≤ ∆.
Definition: Oracle Class. We assume each worker interacts with its local function fi only via a
stochastic gradient oracle g˜i, and that when we query this oracle with model x, it returns an independent
unbiased estimator to ∇fi(x) based on a random variable z with distribution Z. Formally,
Ez∼Z [g˜i(x, z)] = ∇fi(x), ∀x ∈ Rd. (3)
We additionally assume the estimator has bounded variance; for some constant σ,
Ez∼Z‖g˜i(x, z)−∇fi(x)‖2 ≤ σ2,∀x ∈ Rd. (4)
We let O denote a set of these oracles g˜i(i ∈ [n]), and O(σ2) denote the class of all such oracle sets.
Remark on these assumptions. The assumptions above are widely adopted in the literature of
stochastic non-convex optimization. Another commonly made assumption [21, 22, 30, 31, 32] is
Ei∼[n]‖∇fi(x)−∇f(x)‖2 ≤ ς2,∀i ∈ [n],∀x ∈ Rd, (5)
with some constant ς, which bounds the outer variance among workers. This is often unreasonable, as it
suggests the local dataset on workers must have close distribution; or the local loss functions are closely
defined. In contrast, we do not assume (5), and so we allow workers to (potentially) sample from different
distributions or vary largely in the loss functions (e.g. in a federated learning environment). All the bounds
we provide in this paper will follow the assumptions above.
Definition: Graph Class. Aside from the standard setup in parallel training, decentralization further
requires workers to be connected via a graph G where only neighboring workers can communicate. We denote
G(n,D) as the set of all the graphs G that have n vertices and a diameter of D, where the diameter of a
graph measures the maximum distance between two arbitrary vertices. In a graph, we let Ni denote the set
of indices of the neighbors of worker i.
Definititon: Algorithm Class. Given constant B ∈ N+, we define the class of parallel algorithms we
consider, A(B), as follows. Any A ∈ A(B) divides training into multiple iterations, and between two adjacent
iterations, there must be a synchronization process among workers (e.g. a barrier) such that they start each
iteration simultaneously.2 Recall that all the worker has a model copy locally, we denote x(t, i) ∈ Rd as
such local model on worker i at the beginning of iteration t. We assume without loss of generality that A
initializes each local model at zero: x(0, i) = 0d,∀i ∈ [n]. At each iteration, each worker makes at most B
queries to its gradient oracle g˜i, and then uses the resulting gradients to update its model. We do not make
any explicit rules for output and allow the output of the algorithm xˆ(t) at the end of iteration t to be any
linear combination of all the local models, i.e.
xˆ(t) ∈ span({x(t, j)}j∈[n]). (6)
Beyond these basic properties, we further require A to satisfy the following “zero-respecting” property [57].
Let supp(u) denote the set of indices of the non-zero coordinates of vector u ∈ Rd. Then if z ∈ Rd is any
vector worker i queries the gradient oracle with at iteration t, we require that
supp(z) ⊆ Ht,i where Ht,i =
⋃
j∈Ni∪{i}
⋃
k≤t supp(x(k, j)). (7)
1There are many valid stopping criteria. We adopt -stationary point as the success signal.
2We consider synchronous algorithms only here for simplicity; further discussion of extension to asynchronous algorithms is
included in the supplementary material.
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We also require that, if Vt,i denotes the set of all the gradient oracle’s outputs on worker i at iteration t, then
the updated local model in the next iteration t+ 1 must fulfill
supp(x(t+ 1, i)) ⊆ Ht,i ∪Qt,i where Qt,i =
⋃
j∈Ni∪{i}
⋃
v∈Vt,j supp(v). (8)
Intuitively, we are requiring that algorithm A will not modify those coordinates that remain zero in all the
previous oracle outputs and in neighboring models.3 This offers A a wide space of accessible information in
communication and allows A to cover all the first-order methods including SGD [61], Momentum SGD [62],
Adam [63], RMSProp [64], Adagrad [65], and AdaDelta [66].
Definition: Complexity Measures. Given a loss function f ∈ F(∆, L), a set of underlying oracles
O ∈ O(σ2), a graph G ∈ G(n,D), and an algorithm A ∈ A(B), let xˆ(t)A,f,O,G denote the output of algorithm
A at the end of iteration t under this setting. Then the iteration complexity of A solving f under O and G is
defined as
T(A, f,O,G) = inf
{
t ∈ N
∣∣∣E∥∥∥∇f(xˆ(t)A,f,O,G)∥∥∥ ≤ } (9)
that is, the least number of iterations required by A to find a -stationary-in-expectation point of f . The
lower bound of complexity on algorithm class A(B) is defined as:
L(A) = inf
A∈A(B)
sup
f∈F(∆,L)
sup
O∈O(σ2)
sup
G∈G(n,D)
T(A, f,O,G) (10)
i.e., the least number of iterations of the "best" algorithm we can find in A(B) to solve the "hardest" problem
that belongs to the setting. Correspondingly, the convergence rate of a particular algorithm A ∈ A(B) refers
to the upper bound on the iteration complexity, which can be formally expressed as
U(A) = sup
f∈F(∆,L)
sup
O∈O(σ2)
sup
G∈G(n,D)
T(A, f,O,G) (11)
It trivially holds that U(A) ≥ L(A(B)) for all A ∈ A(B).
4 Lower Bound
Given the setting in Section 3, we can now present and discuss our lower bound on the iteration complexity.
Obtaining such a lower bound is non-trivial, since the algorithm is allowed to access any information in the
history or neighborhood and use any accelerated or adaptive method, as discussed in the previous section. To
show this bound, it suffices to construct a hard instance containing a loss function fˆ ∈ F(∆, L), a graph
Gˆ ∈ G(n,D) and a set of oracles Oˆ ∈ O(σ2) and obtain a valid lower bound as infA∈A(B) T(A, fˆ , Oˆ, Gˆ) since,
L(A(B)) = inf
A∈A(B)
sup
f∈F(∆,L)
sup
O∈O(σ2)
sup
G∈G(n,D)
T(A, f,O,G) ≥ inf
A∈A(B)
T(A, fˆ , Oˆ, Gˆ)
For the construction, we follow the idea of probabilistic zero-chain model [57, 58, 59, 60], which is a special
loss function where adjacent coordinates are closely dependent on each other like a “chain.” Our main idea
is to use this function as f and split this chain onto different workers. Then the workers must conduct a
sufficient number of optimization steps and rounds of communication to make progress4. We obtain the lower
bound as shown in the following Theorem 1:
Theorem 1 For every ∆ > 0, L > 0, n ∈ N+, D ∈ [n], σ > 0, and B ∈ N+, there exists a loss function
fˆ ∈ F(∆, L), a set of underlying oracles Oˆ ∈ O(σ2), and a graph Gˆ ∈ G(n,D), such that
L(A(B)) ≥ inf
A∈A(B)
T(A, fˆ , Oˆ, Gˆ) ≥ Ω
(
∆Lσ2
nB4
+
∆LD
2
)
. (12)
3On the other hand, it is possible to even drop the zero-respecting requirement and extend A to all the deterministic (not in
the sense of sampling but the actual executions) algorithms. At a cost, we would need the function class to follow an “orthogonal
invariant” property, and the model dimension needs to be large enough. We leave this discussion to the appendix.
4For brevity, we leave details in the supplementary material.
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Dependency on the parameters. The bound in Theorem 1 consists of a sample complexity term
Ω(∆Lσ2(nB4)−1), which is the dominant one; and a communication complexity term Ω(∆LD−2). We
can see the increase of query budget B will only reduce the sample complexity. On the other hand, as the
diameter D of a graph will generally increase as the number of vertices n increases, we can observe a trade-off
between two terms when the system scales up: when more workers join the system, the communication
complexity will gradually become the deciding term.
Consistency with the literature. Theorem 1 is tightly aligned with the state-of-the-art bounds in
many settings. With n = B = D = 1, we recover the tight bound for sequential stochastic non-convex
optimization Θ(∆Lσ2−4) as shown in Arjevani et al. [60]. With σ = 0, D = 1, we recover the tight bound
for sequential non-stochastic non-convex optimization Θ(∆L−2) as shown in Carmon et al. [58]. With
B = 1, D = 1, we recover the tight bound for centralized training Θ(∆Lσ2(n4)−1) given in Li et al. [14].
Gap in the existing algorithms. Comparing this lower bound with many state-of-the-art decentralized
algorithms such as D-PSGD [21], D-MomentumSGD [27], DADAM [28], we can observe a theoretical gap.5
Specifically, most of the existing algorithms combine different optimizers with a protocol called average gossip
(Section 2) [40, 41]. The update of average gossip can be expressed as
x(t, i)←∑j∈Ni x(t, j)W ji,∀t ≥ 0,∀i ∈ [n] (13)
with some predifined symmetric and doubly stochastic communication matrix W ∈ Rn×n. A general form of
the rate of these algorithms can be shown as O(∆Lσ2(nB4)−1 + ∆Lnλ2−2), where λ is the spectral gap6
of W . Comparing this rate to Theorem 1, we can see they match on the sample complexity but leave a gap
of λ2 in communication complexity. In many cases, the spectral gap significantly depends on the number
of workers. For example, when the graph G is a cycle graph or a linear graph, the gap λ2 can be up to n4
[67, 68].
5 DeFacto: Towards the Optimal Rate
In the previous section we show the existing algorithms have a gap compared to the lower bound. This
can either imply their rate or our lower bound is loose. In this section we address this issue by proposing
two algorithms. The first algorithm, Base-DeFacto, is proposed to show the lower bound is achievable, thus
verifying the tightness of the lower bound. The second algorithm, TF-DeFacto, is a throughput-friendly
variant of Base-DeFacto. TF-DeFacto is more suitable in practice. It reduces the gap from λ2 to n and
achieves optimal rate in the non-stochastic case.
We start with the following insight on the theoretical gap: the goal of communication is to let all the
workers obtain information from neighbors. Ideally, the workers would, at each iteration, perform (13)
with W = 1n1>n /n, where 1n is the n-dimensional all-one vector. We refer this matrix as the Average
Consensus matrix. The Average Consensus is statistically equivalent to centralized communication (All-Reduce
operation). However, due to the graph constraints, we can not use this W unless workers are fully connected;
instead, a general method is to repeatedly apply a sequence of matrices in consecutive iterations and let
workers achieve or approach the average consensus. Previous work, as mentioned before, uses a symmetric
and doubly stochastic W and expect
∏R
r=1W → 1n1>n /n for some R. This R is known to be proportional
to the mixing time of the Markov Chain W defines [4, 32], which relates to its spectral gap. Is the average
consensus achievable with a smaller R? Fortunately, this is theoretically guaranteed by the following lemma.
Lemma 1 For any G ∈ G(n,D), let W(G) denote the set of n × n matrices such that for all W ∈ W(G),
W ij = 0 if edge (i, j) does not appear in G. There exists a sequence of R column stochastic matrices
{W r}r∈[R] that belongs to W(G) such that R ∈ [D, 2D] and
WRWR−1 · · ·W 1 = 1n1
>
n
n
. (14)
In Lemma 1 we focus on the column stochastic matrices. This is a weaker assumption than doubly-stochasticity
but, as will be shown later, is sufficient for optimality.7 Lemma 1 is not a new result in the literature of graph
5Due to space limit, we cannot include all decentralized algorithms here. To the best of our knowledge, no decentralized
algorithm is known to achieve the lower bound in Theorem 1.
6The spectral gap is the difference between absolute values of largest and second largest eigenvalues of W .
7Extended discussion on different stochasiticity can be found in the supplementary material.
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Algorithm 1 Base-DeFacto algorithm on worker i
Input: initialized model x(00, i), step size α, a sequence of communication matrices {W r}1≤r≤R of size R, number
of iterations T = 2KR, neighbor list Ni
1: for k = 0, 1, 2, · · · ,K − 1 do
2: Initialize gradient accumulator: g(k0, i) = 0.
3: for r = 0, 1, · · · , R− 1 do
4: Query the local oracle independently B times at point x(k0, i) and get the sum of output as g˜(kr, i).
5: Accumulate the stochastic gradient to the accumulator: g(kr+1, i)← g(kr, i) + g˜(kr, i)
6: end for
7: Update gradient to the model: x(kR, i)← x(k0, i)− αBRg(kR, i)
8: for r = 0, 1, · · · , R− 1 do
9: Communicate with r-th factorized matrix and update the current weights as
x (kR+r+1, i)←∑j∈Ni x(kR+r, j)[W r]ji
10: end for
11: end for
12: return xˆ = 1
n
∑n
i=1 x(T, i)
theory. The formal proof and detailed methods to identify these matrices can be found in many revious works
[69, 70, 71]. Here we treat this as a black box procedure8 and call it the FAC (Factorized Average Consensus)
protocol.
Lemma 1 shows that we can achieve the exact average consensus by factorizing the matrix 1n1>n /n,
and obtain the factors from a preprocessing step. From here, the path to obtain an optimal rate becomes
clear: starting from t = 0, workers first spend R iterations to only compute stochastic gradients and
another R iterations to reach consensus via factors based on Lemma 1; they then repeat this process until a
stationary point is found. The details are shown in Base-DeFacto (Algorithm 1). Base-DeFacto contains
outer and inner loops where each outer loop contains 2R inner loops. For the convenience of notation,
we denote t = kr, where k is the index of outer loop and r is the index for the inner loop. Note that
x(k2R, i) = x((k + 1)0, i),∀i ∈ [n],∀k ≥ 0. It can be easily verified that Base-DeFacto holds membership in
A(B). Essentially, Base-DeFacto is statistically equivalent to centralized SGD, as workers will not conduct
the next optimization step unless they reach average consensus. The convergence rate of Base-DeFacto is
shown in the following Theorem.
Theorem 2 Let A1 denote Algorithm 1. For every ∆ > 0, L > 0, n ∈ N+, D ∈ [n], σ > 0, and B ∈ N+,
the convergence rate of A1 is bounded by
U(A1) ≤ O
(
∆Lσ2
nB4
+
∆LD
2
)
(15)
Comparing Theorem 1 and Theorem 2, Base-DeFacto achieves the optimal rate asymptotically. Base-DeFacto
combines SGD with FAC and we can see a plain SGD here, without accelerated or adaptive method, is
sufficient to obtain the optimal rate. However, the main drawback of Base-DeFacto is that it compromises
the throughput9 by a factor of two compared to previous algorithms like D-PSGD, because in each iteration,
a worker either communicate with neighbors or compute gradients but not both. This fails to overlap
communication and computation and creates extra idle time for the workers. This motivates us to design a
throughput-friendly variant of Base-DeFacto, which we refer to as TF-DeFacto, as shown in Algorithm 2.
In TF-DeFacto, workers fully utilize both communication and computation processes. However, unlike
Base-DeFacto where workers compute new gradients on the averaged model, TF-DeFacto let workers update
models on a stale model, resulting in a fixed delay. Since we do not assume the outer variance bound in (5),
we cannot let TF-DeFacto update using plain SGD (as in Base-DeFacto) since it may diverge. Instead, we
adopt a variance-reduction step as shown in Lines 9 and 10. The convergence rate of TF-DeFacto is given in
the following theorem.
8We will cover specific algorithms and details in the supplementary material.
9The number of stochastic gradients being computed per iteration.
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Algorithm 2 Throughput-friendly (TF)-DeFacto on worker i
Input: initialized model x(00, i), step size α, a sequence of communication matrices {W r}1≤r≤R of size R, number
of iterations T = KR, neighbor list Ni
1: for k = 0, 1, 2, · · · ,K − 1 do
2: Make a copy of current weights: x¯(k0, i)← x(k0, i).
3: Initialize gradient accumulator: g(k0, i) = 0.
4: for r = 0, 1, · · · , R− 1 do
5: Query the local oracle independently B times at point x¯(k0, i) and get the sum of output as g˜(kr, i).
6: Accumulate the stochastic gradient to the accumulator: g(kr+1, i)← g(kr, i) + g˜(kr, i)
7: Communicate with r-th factorized matrix and update the current weights as
x (kr+1, i)←∑j∈Ni x(kr, j)[W r]ji
8: end for
9: if k = 0 then x((k + 1)0, i)← x(kR, i)− αBRg(kR, i)
10: else x((k + 1)0, i)← 2x(kR, i)− x((k − 1)R, i)− αBRg(kR, i) + αBRg((k − 1)R, i)
11: end if
12: end for
13: return xˆ = 1
n
∑n
i=1 x(T, i)
Table 1: Comparison among different algorithms. In memory and throughput, we use D-PSGD as baseline
and report results compared to D-PSGD, i.e., 2× in memory means twice as much memory as D-PSGD. The
preshuffled data represents the requirement whether the algorithm needs to shuffle the training data so as to
reduce the outer variance, as in (5), to get a convergence rate guarantee.
Algorithm D-PSGD D
2 D-MSGD DADAM Base-DeFacto TF-DeFacto
[21] [29] [27] [28] (Algorithm 1) (Algorithm 2)
Optimizer SGD SGD Momentum Adam SGD SGD
Protocol Gossip Gossip Gossip Gossip FAC FAC
Memory 1× 2× 2× 3× 1× 2×
Throughput 1× 1× 1× 1× 0.5× 1×
Preshuffled Data Yes No Yes Yes No No
Rate Gap O(λ2) O(λ2) O(λ2) O(λ2) O(1) O(n)
Theorem 3 Let A2 denote Algorithm 2. For any ∆ > 0, L > 0, n ∈ N+, D ∈ [n], σ > 0, and B ∈ N+, the
convergence rate of A2 is bounded by
U(A2) ≤ min
(
O
(
∆Lσ2
nB4
+
∆LnD
2
)
, O
(
∆Lσ2
B4
+
∆LD
2
))
(16)
Comparing Theorem 1 and Theorem 3, TF-DeFacto closes the gap to (n) and can achieve the optimal rate
in a non-stochastic setting (σ = 0). To present a more horizontal comparison, we summarize the trade-offs
among some representative decentralized algorithms in Table 1. We can see from Table 1 that in general,
FAC-type algorithms tend to obtain better rates than gossip-type algorithms as they reduce the gap from
O(λ2) to at least O(n). However, the better rate requires a trade-off on other metrics. Base-DeFacto enjoys
fastest rate of all the algorithms but has the lowest throughput. As will be shown later, although it enjoys
optimal rate, its convergence with respect to wall-clock time is generally slow due to this compromised
throughput. TF-DeFacto maintains the throughput but costs twice as much memory compared to some
gossip-type algorithms such as D-PSGD. On the other hand, algorithm such as D-MSGD and DADAM use
acceleration and adaptive gradient technique, but do not show a fundamental benefit—and they require extra
memory to store the high-order gradient moment estimates.
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Figure 1: Results of training Resnet20 on CIFAR10 and Resnet110 on CIFAR100.
6 Experiments
In this section we empirically compare the performance among different algorithms. All the models and
training scripts in this section are implemented in PyTorch and run on an Ubuntu 16.04 LTS cluster using a
SLURM workload manager running CUDA 9.2, configured with 8 NVIDIA GTX 1080Ti GPUs. We launch
one process from the host as one worker and let them use gloo as the communication backend. In each
experiment, we launch 8 workers and each worker has access to one GPU. For decentralized algorithm, we
adopt the cycle graph. We compare the following baselines: Centralized SGD (implemented with All-Reduce),
D-PSGD [21], D2 [29], D-MSGD [27], DADAM [28], Base-DeFacto and TF-DeFacto. We run two different
tasks [72]: (1) Training Resnet20 on CIFAR10 and (2) Training Resnet110 on CIFAR100. In each task, we
measure how training loss evolves with respect to both epoch and wall-clock time and the final test accuracy.
Iteration Comparison. We plot the training loss curves in Figure 1(a) and Figure 1(c). We can see for
CIFAR10 the gossip-type algorithm converge faster than FAC-type algorithms. Similarly, on CIFAR100 both
DeFacto algorithms suffer from slow convergence in the first few epochs. This is not surprising based on
our theory since, at the beginning, DeFacto algorithms are grouping iterations to conduct communication
steps, and thus resulting in fewer effective gradients update. For all the gossip algorithms, we can see their
divergence in the convergence rate are limited compared to FAC.
Wall-clock Time Comparison. For wall-clock time, from Figure 1(b) and Figure 1(d), we can see Base-
Defacto converges the slowest. In contrast, TF-DeFacto converges the fastest. That is mainly because, in each
outer loop of TF-DeFacto, the communication and computation processes are independent. As a result, we
benefit from them running in parallel. Among the gossip-type algorithms, we can see the DADAM converge
the slowest. That is mainly due to the communication overhead of DADAM averaging the first/second
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Table 2: Final test accuracy of Resnet20 on CIFAR10 and Resnet110 on CIFAR100 trained by different
algorithms. (STOA means state-of-the-art result with sequential training from literature.)
Resnet20
CIFAR10
STOA [72] Centralized D-PSGD D2
91.25% 91.37± 0.06% 91.21± 0.12% 91.18± 0.08%
D-MSGD DADAM Base-DeFacto TF-DeFacto
91.11± 0.04% 91.09± 0.09% 91.17± 0.11% 91.14± 0.07%
Resnet110
CIFAR100
STOA [73] Centralized D-PSGD D2
75.02% 75.48± 0.19% 74.92± 0.12% 74.82± 0.11%
D-MSGD DADAM Base-DeFacto TF-DeFacto
74.88± 0.19% 74.21± 0.22% 73.83± 0.19% 74.13± 0.07%
moment estimation of gradients.
Generalization Comparison. Finally, we summarize the test error on the output model (averaged model
of all the workers) in different algorithms in Table 6. The accuracy is reported at epoch 300 in the CIFAR10
result and at epoch 400 in the CIFAR100 result. We can see all the algorithms have similar test accuracy
on CIFAR10, however, in the result of CIFAR100 it seems the FAC-type algorithms have slightly worse
generalization performance. At epoch 500, we observe they are having comparable (within ±0.13%) test
accuracy compared to the STOA. This potentially implies the FAC-type algorithms need more iterations to
train to obtain the same model quality. We leave this investigation as future work.
7 Conclusion
In this paper we discuss the theoretical limits of decentralized training and show a lower bound on its iteration
complexity. We propose a class of algorithms named DeFacto achieving the lower bound without extra
assumptions. We validate our theory both on CIFAR10 and CIFAR100.
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Supplementary Material
In this supplementary file, We first provide proof to Theorem 1, 2 and 3 the full paper in Section A. And
then we provide details to the footnote 2, 3, 7, 8 in Section B. Details for footnote 4 is included in the proof
to Theorem 1.
A Proof to Theorems.
A.1 Proof to Theorem 1
To prove this theorem, it suffices for us to provide two examples, each has a (set of) loss function f ∈ F(∆, L),
a set of underlying oracles O ∈ O(σ2), a graph G ∈ G(n,D), such that infA∈A(B) T(A, f,O,G) is lower
bounded by Ω
(
∆Lσ2
nB4
)
and Ω
(
∆LD
2
)
iterations on these two examples, respectively. Then we will obtain the
final bound as max
{
Ω
(
∆Lσ2
nB4
)
,Ω
(
∆LD
2
)}
, i.e., Ω
(
∆Lσ2
nB4 +
∆LD
2
)
as desired. For simplicity, we denote zi
as the i-th coordinate of vector z ∈ Rd.
For each setting, our constructions contain three main steps.
(1) The first step is to follow the construction of a zero chain function model [57, 58]. Following [60] and
define
prog(z) = max{i ≥ 0|zi 6= 0},∀z ∈ Rd (17)
A zero chain function f has the following property:
prog(∇f(x)) ≤ prog(x) + 1 (18)
that means, for a model start from x = 0, a single gradient evaluation can only make at most one more
coordinate to be non-zero. The name of "chain" comes from the fact that the adjacent coordinate are linked
like a chain and only if the previous coordinate becomes non-zero that the current coordinate can become
non-zero via a gradient update. Consider a model with d dimension, if we show that ‖∇f(x)‖ ≥  for any
x ∈ Rd with xd = 0, we will obtain d as a lower bound on the gradient calls to obtain the -stationary point.
We refer such sequential lower bound as T0.
(2) Step two is to construct a graph G ∈ G(n,D) and a set of oracle O ∈ O(σ2). To do this, our basic
idea is to follow [60] and introduce randomness on the prog(x), and thus the whole chain only make progress
with probability p. As will be shown later, this requires Ω(T0/p) iterations in total.
(3) The third and last step is to rescale the function and distribution so as to make it belong to the
function and sampler classes we consider. In other words, this step is to guarantee the result is shown in
terms of ∆, L, σ, n and D.
We start from a smooth and (potentially) non-convex zero chain function fˆ ([58]) as defined below:
fˆ(x) = −Ψ(1)Φ(x1) +
T−1∑
i=1
[Ψ(−xi)Φ(−xi+1)−Ψ(xi)Φ(xi+1)] (19)
where for ∀z ∈ R
Ψ(z) =
{
0 z ≤ 1/2
exp
(
1− 1(2z−1)2
)
z > 1/2
, Φ(z) =
√
e
∫ z
−∞
e
1
2 t
2
dt (20)
This function, as shown in previous works [58, 60], is a zero-chain function and thus is generally "hard" to
optimize: it costs at least T gradient evaluations to find a stationary point. We summarize some properties
of Equation (19) as the following (Proof can be found in Lemma 2 in [60]):
1. fˆ(x)− infx fˆ(x) ≤ ∆0T , ∀x ∈ Rd, where ∆0 = 12.
2. fˆ is l1-smooth, where l1 = 152.
3. ∀x ∈ RT , ‖∇fˆ(x)‖∞ ≤ G∞, where G∞ = 23.
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4. ∀x ∈ RT , if prog(x) < T , then ‖fˆ(x)‖∞ ≥ 1.
(Setting 1) Next we discuss the first setting with lower bound Ω
(
∆Lσ2
nB4
)
. (Setting 1, Step 1) The loss functions
are defined as
fˆi(x) = fˆ(x) (21)
note that 1/n
∑n
i=1 fˆi = fˆ . It can be seen from Property 2 that all the fˆi are l1-smooth. (Setting 1, Step 2)
For this setting we consider complete graph. We construct the oracle on worker i as the following:
[gˆi(x)]j = ∇j fˆi(x) ·
(
1 + 1{j > prog(x)}
(
z
p
− 1
))
(22)
where z ∼ Bernoulli(p). It can be seen that
E[gˆi(x)] = ∇fˆi(x) (23)
and from Property 3 we know
E‖gˆi(x)−∇fˆi(x)‖2 = |∇prog(x)+1fˆ(x)|2E
(
z
p
− 1
)2
≤ ‖∇fˆi(x)‖
2
∞(1− p)
p
≤ ‖∇fˆ(x)‖
2
∞(1− p)
p
≤ G
2
∞(1− p)
p
(Setting 1, Step 3) Finally we rescale each function as fi = Lλ2/l1fˆi(x/λ) where λ is a parameter subject to
change. For L: note that all fi are Ll1 · l1 = L-smooth. For the ∆,
f − f∗ = Lλ
2
l1
(fˆ − fˆ∗) = Lλ
2∆0T
l1
≤ ∆ (24)
For the sampler, to be consistent with fi, we rescale it as gi(x) = Lλ/l1gˆi(x/λ), and we have
E‖gi(x)−∇fi(x)‖2 ≤ L
2λ2
l21
E
∥∥∥gi (x
λ
)
−∇fi
(x
λ
)∥∥∥2 ≤ L2λ2G2∞(1− p)
l21p
≤ σ2 (25)
We assign λ = 2l1/L, then Equation (24) and (25) are fulfilled with
T =
⌊
∆
∆0l1(2)2
⌋
p = min{(2G∞)2/σ2, 1}
Take δ = 1/2 in Lemma 2, we have for probability at least 1/2, ‖∇f(xˆ(t))‖ ≥  for all t ≤ T+log(δ)min{nBp,1}(e−1) .
Use Property 4, for any x ∈ RT such that prog(x) < T it holds that ‖∇f(x)‖ ≥ 2, therefore,
E‖∇f(xˆ(T ))‖ >  (26)
Then with small  it follows that
T(A, f,O,G) ≥ T − 1
nBp(e− 1) ≥ Ω
(
∆Lσ2
nB4
)
(27)
and that completes the proof for setting 1.
We proceed to discuss setting 2. (Setting 2 Step 1) We first define two sets of worker indices:
I0 ={1, · · · , dn/3e}
I1 ={n, n− 1, · · · , n− dn/3e+ 1}
(28)
that is, I0 denote the first dn/3e workers and I1 denote the last dn/3e workers. We define all the local
functions on such graph as following:
fˆi(x) =

− ndn/3eΨ(1)Φ(x1) +
∑
i=2k,k∈{1,2,··· },i<T−1
n
dn/3e [Ψ(−xi)Φ(−xi+1)−Ψ(xi)Φ(xi+1)] i ∈ I0∑
i=2k−1,k∈{1,2,··· },i<T−1
n
dn/3e [Ψ(−xi)Φ(−xi+1)−Ψ(xi)Φ(xi+1)] i ∈ I1
n
n−2bn/3c [Ψ(−xT−1)Φ(−xT )−Ψ(xT−1)Φ(xT )] i 6∈ I0, I1
(29)
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we can see that fˆ(x) = 1n
∑n
i=1 fˆi(x), and we are splitting hard zero-chain function into three main different
part: the even components of the chain, the odd components of the chain and the last component of the
chain and placing them on different workers. (Setting 2, Step 2) We consider linear graph in this setting and
from one end to the other, the worker’s index is 1 to n, without the loss of generality. It is easy to see that
for the zero chain function to make progress, it takes at least n− 2dn/3e+ 1 number of iterations. Note that
in linear graph n = D, the total number of iterations is at least
Ω (TD) (30)
For the oracle, we let oracle on worker i as
[gˆi(x)]j = ∇j fˆi(x) (31)
(Setting 2, Step 3) The last step is to rescale the parameters. Compared to setting 1, we know here all the fˆi
are 3l1-smooth, as before we let
fi(x) =
Lλ2
3l1
fˆi
(x
λ
)
, λ =
6l1
L
(32)
For the ∆ bound we have
Lλ2∆0T/3l1 ≤ ∆ (33)
to fulfill this it suffices to set
T =
⌊
∆L
∆0l1(12)2
⌋
(34)
It also can be seen that f is L-smooth. So in this setting,
T(A, f,O,G) ≥ 2D(T − 1) ≥ Ω
(
∆LD
2
)
(35)
Combining Setting 1 and 2 we complete the proof.
Lemma 2 In setting 1 in the proof of Theorem 1, with probability at least 1 − δ, ‖∇f(x(t))‖ ≥  for all
t ≤ T+log(δ)min{nBp,1}(e−1) .
Proof Define a filtration at iteration t as the sigma field of all the previous events happened before iter-
ation t. Let i(t)j = prog(x(t,j)),∀j ∈ [n] and i(t) = maxj i(t)j . And we denote E(t,m,j) as the event of the
i
(t)
m + 1-th coordinate of output of j-th query on worker m at iteration t is non-zero. Based
on the independent sampling, these events are independent. Thus we know:
P[i(t+1) − i(t) = 1|U (t)] = P
 ⋃
i∈[n]
j≤B
E(t,i,j)|U (t)
 ≤ ∑
i∈[n],j≤B
P
[
E(t,i,j)|U (t)
]
≤ min{nBp, 1} (36)
Let q(t) = i(t+1) − i(t), with Chernoff bound, we obtain
P[i(t) ≥ T ] = P[e
∑t−1
j=0 q
(j) ≥ eT ] ≤ e−TE[e
∑t−1
j=0 q
(j)
] (37)
For the expectation term we know that
E[e
∑t−1
j=0 q
(j)
] = E
t−1∏
j=0
E
[
eq
(j) |U (j)
] ≤ (1−min{nBp, 1}+ min{nBp, 1}e)t ≤ emin{nBp,1}t(e−1) (38)
Thus we know
P[i(t) ≥ T ] ≤ e(e−1) min{nBp,1}t−T ≤ δ (39)
for every t ≤ T+log(δ)min{nBp,1}(e−1) .
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A.2 Proof to Theorem 2
As (partially) discussed in the paper, Base-DeFacto is statistically equivalent to centralized SGD. Specifically, it
conduct K = T/2R gradient steps where each step contains a mini-batch of R at the point of x(k0, i),∀i ∈ [n].
Take the well-known convergence rate for centralized SGD:
1
T
T−1∑
t=0
‖∇f(xˆ)‖2 ≤ O
(
∆Lσ√
nBT
+
∆L
T
)
(40)
The convergence rate of Base-DeFacto can be expressed as:
1
T
T−1∑
t=0
‖∇f(xˆ)‖2 ≤ O
(
∆Lσ/
√
R√
nBK
+
∆L
K
)
= O
(
∆Lσ√
nBT
+
∆LR
T
)
= O
(
∆Lσ√
nBT
+
∆LD
T
)
(41)
then we obtain for Base-DeFacto, when T = O(∆Lσ2(nB4)−1 + ∆LD−2),
min
t=0,1,··· ,T−1
E ‖∇f (xˆ)‖ ≤
√
min
t=0,1,··· ,T−1
E ‖∇f (xˆ)‖2 ≤
√
O
(
∆Lσ√
nBT
+
∆LD
T
)
≤  (42)
that completes the proof.
A.3 Proof to Theorem 3
For simplicity, we define the following terms:
X(k) =[x(k0, 1), · · · ,x(k0, n)] ∈ Rd×n
G˜(k) =
[
g(kR, 1)
R
, · · · , g(kR, n)
R
]
∈ Rd×n
G(k) =[∇f1(x(k0, 1)), · · · ,∇fn(x(k0, n))] ∈ Rd×n
First, for the gradient sample, we know that
E[G˜(k)ei] =
1
R
R∑
r=1
E[g˜(kr, i)] = ∇fi(x(k0, i)) = G(k)ei,∀i ∈ [n] (43)
and
E
∥∥∥G˜(k)ei −G(k)ei∥∥∥2 = E
∥∥∥∥∥ 1R
R∑
r=1
g˜(kr, i)−∇fi(x(k0, i))
∥∥∥∥∥
2
≤ σ
2
BR
= σ˜2 (44)
Note that the k is the counter for the outer loop. and based on the fact that
x(kR, i) =
1
n
n∑
j=1
x(k0, j),∀i ∈ [n] (45)
that implies
[x(kR, 1), · · · ,x(kR, n)] = [x(k0, 1), · · · ,x(k0, n)]1n1
>
n
n
= X(k)
1n1
>
n
n
(46)
where 1n ∈ Rn is an all-one vector of size n. Then we obtain update rule for Algorithm 2 can be expressed
as:
X(k + 1) = 2X(k)
1n1
>
n
n
−X(k − 1)1n1
>
n
n
− αG˜(k) + αG˜(k − 1) (47)
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We show that the averaged model in Algorithm 2 is still running SGD:
X(k + 1)
1n
n
−X(k)1n
n
=X(k)
1n
n
−X(k − 1)1n
n
− αG˜(k)1n
n
+ αG˜(k − 1)1n
n
=X(1)
1n
n
−X(0)1n
n
−
k∑
m=1
αG˜(m)
1n
n
+ αG˜(m− 1)1n
n
=− αG˜(k)1n
n
(48)
Then from Taylor’s Theorem, we obtain
f
(
X(k + 1)
1n
n
)
=f
(
X(k)
1n
n
− αG˜(k)1n
n
)
≤f
(
X(k)
1n
n
)
− α
〈
∇f
(
X(k)
1n
n
)
, G˜(k)
1n
n
〉
+
α2L
2
∥∥∥∥G˜(k)1nn
∥∥∥∥2 (49)
For the last term we know taking expectation:
E
∥∥∥∥G˜(k)1nn
∥∥∥∥2
=E
∥∥∥∥G(k)1nn
∥∥∥∥2 + E∥∥∥∥G(k)1nn − G˜(k)1nn
∥∥∥∥2 + E〈G(k)1nn ,G(k)1nn − G˜(k)1nn
〉
=E
∥∥∥∥G(k)1nn
∥∥∥∥2 + E∥∥∥∥G(k)1nn − G˜(k)1nn
∥∥∥∥2
=E
∥∥∥∥G(k)1nn
∥∥∥∥2 + 1n2
n∑
i=1
E
∥∥∥G(k)ei − G˜(k)ei∥∥∥2
≤E
∥∥∥∥G(k)1nn
∥∥∥∥2 + σ˜2n
(50)
Putting it back to Equation (49) we obtain
Ef
(
X(k + 1)
1n
n
)
≤Ef
(
X(k)
1n
n
)
− αE
〈
∇f
(
X(k)
1n
n
)
,G(k)
1n
n
〉
+
α2L
2
E
∥∥∥∥G(k)1nn
∥∥∥∥2 + α2σ˜2L2n
=Ef
(
X(k)
1n
n
)
− α
2
E
∥∥∥∥∇f (X(k)1nn
)∥∥∥∥2 − α− α2L2
∥∥∥∥G(k)1nn
∥∥∥∥2 + α2σ˜2L2n + α2E
∥∥∥∥G(k)1nn −∇f
(
X(k)
1n
n
)∥∥∥∥2
(51)
For the last term we have
E
∥∥∥∥G(k)1nn −∇f
(
X(k)
1n
n
)∥∥∥∥2 =E
∥∥∥∥∥∥ 1n
n∑
i=1
∇fi(x(k0, i))− 1
n
n∑
i=1
∇fi
 1
n
n∑
j=1
x(k0, j)
∥∥∥∥∥∥
2
≤ 1
n
n∑
i=1
E
∥∥∥∥∥∥∇fi(x(k0, i))−∇fi
 1
n
n∑
j=1
x(k0, j)
∥∥∥∥∥∥
2
≤L
2
n
n∑
i=1
E
∥∥∥∥∥∥x(k0, i)− 1n
n∑
j=1
x(k0, j)
∥∥∥∥∥∥
2
=
L2
n
E
∥∥∥∥X(k)(I − 1n1>nn
)∥∥∥∥2
F
(52)
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when k ≥ 2, we obtain
L2
n
E
∥∥∥∥X(k)(I − 1n1>nn
)∥∥∥∥2
F
=
L2
n
E
∥∥∥∥(αG˜(k)− αG˜(k − 1))(I − 1n1>nn
)∥∥∥∥2
F
≤α
2L2
n
E
∥∥∥G˜(k)− G˜(k − 1)∥∥∥2
F
∥∥∥∥I − 1n1>nn
∥∥∥∥2
2
≤α
2L2
n
n∑
i=1
E ‖∇fi(x(k0, i))−∇fi(x((k − 1)0, i))‖2 +
α2L2
n
n∑
i=1
2σ˜2
≤α
2L4
n
n∑
i=1
E ‖x(k0, i)− x((k − 1)0, i)‖2 + 2α2σ˜2L2
≤α
2L4
n
E ‖X(k)−X(k − 1)‖2F + 2α2σ˜2L2
≤3α
2L4
n
E
∥∥∥∥X(k)(I − 1n1>nn
)∥∥∥∥2
F
+
3α2L4
n
E
∥∥∥∥X(k − 1)(I − 1n1>nn
)∥∥∥∥2
F
+
3α2L4
n
E
∥∥∥∥X(k)1n1>nn −X(k − 1)1n1>nn
∥∥∥∥2
F
+ 2α2σ˜2L2
≤3α
2L4
n
E
∥∥∥∥X(k)(I − 1n1>nn
)∥∥∥∥2
F
+
3α2L4
n
E
∥∥∥∥X(k − 1)(I − 1n1>nn
)∥∥∥∥2
F
+
3α2L4
n
E
∥∥∥∥G˜(k)1n1>nn
∥∥∥∥2
F
+ 2α2σ˜2L2
≤3α
2L4
n
E
∥∥∥∥X(k)(I − 1n1>nn
)∥∥∥∥2
F
+
3α2L4
n
E
∥∥∥∥X(k − 1)(I − 1n1>nn
)∥∥∥∥2
F
+ 3α2L4E
∥∥∥∥G(k)1nn
∥∥∥∥2
+
3α2σ˜2L4
n
+ 2α2σ˜2L2
(53)
for k = 0, since all the workers start from 0, then
E
∥∥∥∥X(0)(I − 1n1>nn
)∥∥∥∥2
F
= 0 (54)
and for k = 1, from the update rule we know that
E
∥∥∥∥X(1)(I − 1n1>nn
)∥∥∥∥2
F
= E
∥∥∥∥αG˜(0)(I − 1n1>nn
)∥∥∥∥2
F
≤ E
∥∥∥αG˜(0)∥∥∥2
F
∥∥∥∥I − 1n1>nn
∥∥∥∥2
2
≤α2
n∑
i=1
E
∥∥∥G˜(0)ei∥∥∥2 ≤ α2 n∑
i=1
E
∥∥∥G˜(0)ei −G(0)ei∥∥∥2 + α2 n∑
i=1
E ‖∇fi(0)‖2 ≤ α2nσ˜2 + α2
n∑
i=1
E ‖∇fi(0)‖2
(55)
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Summing from k = 0 to K − 1 on (53), (54) and (55), we obtain
L2
n
K−1∑
k=0
E
∥∥∥∥X(k)(I − 1n1>nn
)∥∥∥∥2
F
≤3α
2L4
n
K−1∑
k=2
E
∥∥∥∥X(k)(I − 1n1>nn
)∥∥∥∥2
F
+
3α2L4
n
K−1∑
k=2
E
∥∥∥∥X(k − 1)(I − 1n1>nn
)∥∥∥∥2
F
+ 3α2L4
K−1∑
k=2
E
∥∥∥∥G(k)1nn
∥∥∥∥2
+
3α2σ˜2L4K
n
+ 2α2σ˜2L2K + α2σ˜2L2K +
α2L2K
n
n∑
i=1
E ‖∇fi(0)‖2
≤6α
2L4
n
K−1∑
k=0
E
∥∥∥∥X(k)(I − 1n1>nn
)∥∥∥∥2
F
+ 3α2L4
K−1∑
k=0
E
∥∥∥∥G(k)1nn
∥∥∥∥2 + 3α2σ˜2L4Kn
+ 2α2σ˜2L2K + α2σ˜2L2K +
α2L2K
n
n∑
i=1
E ‖∇fi(0)‖2
(56)
as a result (
1− 6α2L2)L2
n
K−1∑
k=0
E
∥∥∥∥X(k)(I − 1n1>nn
)∥∥∥∥2
F
≤3α2L4
K−1∑
k=0
E
∥∥∥∥G(k)1nn
∥∥∥∥2 + 3α2σ˜2L4Kn
+3α2σ˜2L2K +
α2L2K
n
n∑
i=1
E ‖∇fi(0)‖2
(57)
so
Ef
(
X(k + 1)
1n
n
)
≤Ef
(
X(k)
1n
n
)
− α
2
E
∥∥∥∥∇f (X(k)1nn
)∥∥∥∥2 − α− α2L2
∥∥∥∥G(k)1nn
∥∥∥∥2 + α2σ˜2L2n + α2E
∥∥∥∥G(k)1nn −∇f
(
X(k)
1n
n
)∥∥∥∥2
that implies
1
K
K−1∑
k=0
E
∥∥∥∥∇f (X(k)1nn
)∥∥∥∥2 ≤2(f(0)− f∗)RαT + ασ˜2Ln + 3α2σ˜2L4n + 3α2σ˜2L2 + α2L2n
n∑
i=1
E ‖∇fi(0)‖2
set α = 1
σ˜
√
T/nR
, we obtain when T = O
(
∆Lσ2
nB4 +
∆LnD
2
)
min
t=0,1,··· ,T−1
E ‖∇f (xˆ)‖ ≤
√
min
t=0,1,··· ,T−1
E ‖∇f (xˆ)‖2 ≤
√
O
(
∆Lσ√
nBT
+
∆LnR
T
)
≤  (58)
on the other hand, set α = 1
σ˜
√
T/R
, we obtain when T = O
(
∆Lσ2
B4 +
∆LD
2
)
,
min
t=0,1,··· ,T−1
E ‖∇f (xˆ)‖ ≤
√
min
t=0,1,··· ,T−1
E ‖∇f (xˆ)‖2 ≤
√
O
(
∆Lσ√
BT
+
∆LR
T
)
≤  (59)
thus we complete the proof.
B Details to footnotes.
B.1 Asynchronous Algorithm (Footnote 2)
In the full paper, we focus on the synchronous algorithms, i.e., we assume the existence of a synchronization
process among workers between two adjacent iterations. We now extend our formulation to asynchronous
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algorithms. Since workers now update and communicate asynchronously, we define any gradient update that
took place on a randomly chosen worker as one iteration. This randomness depends on system implementation,
stochastic events, etc. This is a commonly adopted definition in the analysis of (decentralized) asynchronous
algorithms [18]. To obtain a lower bound in such case, consider the two settings as shown in the proof of
Theorem 1. In setting 1, it can be easily verified that the lower bound for sample complexity is
Ω
(
∆Lσ2
B4
)
(60)
This holds because in the extreme case, only one worker is making contributions to the optimization. And
since we have not made any assumption on how workers are sampled to conduct the next iteration, this is
a valid bound for arbitrary distribution. On the other hand, considering setting 2, the lower bound is still
Ω(T0D) where T0 = Ω(∆L−2) is the lower bound in the sequential case, since the systems need at least Ω(D)
iterations for the workers in I0 and I2 to contact. The lower bound for communication complexity is then
Ω
(
∆LD
2
)
(61)
Combining them together, we can get the final lower bound as:
Ω
(
∆Lσ2
B4
+
∆LD
2
)
(62)
Note that this bound holds with probability 1. It is possible to propose finer-grained assumption on how
workers are chosen (e.g. uniformly random) and use concentration inequalities (e.g. Hoeffding’s inequality) to
get tighter bounds, we leave this as future work.
B.2 Relax zero-respecting assumption (Footnote 3)
To relax the zero-respecting assumption, we can use the technique proposed by [58] (See their proofs to
Proposition 1 and 2). The basic idea is that to adversarially construct the loss function and rotate the
non-zero coordinates in t-th iterations, such that when the algorithm operates on the rotated function, the
first t iterations match with that of the old function. However, the new rotated function is still zero-respecting
to the algorithm after t-th iteration so is generally hard to optimize. The details can be found in [58].
B.3 Extended discussion on communication matrices (Footnote 7)
Table 3: Upper and Lower bound under different setting, where ζ = max {ζ(λ2), ζ(λn)}, ζ(λn) =
λ2n
1−|λn−
√
λ2n−λn|2
and ζ(λ2) =
λ22
(1−√λ2)2(1−λ2) . The homogeneous means the matrix is fixed and cannot
be modified in all the iterations.
Assumption on the Communication Matrices Lower Bound Upper Bound
Column Stochastic Ω
(
∆Lσ2
nB4 +
∆LD
2
)
O
(
∆Lσ2
nB4 +
∆LD
2
)
Doubly Stochastic Ω
(
∆Lσ2
nB4 +
∆Ln
2
)
O
(
∆Lσ2
nB4 +
∆Ln
2
)
Doubly Stochastic / homogeneous Ω
(
∆Lσ2
nB4 +
∆Ln
2
)
O
(
∆Lσ2
nB4 +
∆Lnζ
2
)
We summarize the relationship between the stochasticity of the communication matrices and the
lower/upper bound. We can see in general, when the matrices are column or doubly stochastic, we can
still use FAC to obtain the tight bound in both upper and lower bound case. However, when the matrix is
fixed, the tightest rate is achieved by D2. Whether any algorithm achieves the tightest bound in this setting
remains an open question.
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Algorithm 3 GATHER-PROPAGATE (Spanning Tree) for a single coordinate
Input: communication graph G, a single coordinate on workers (all the coordinates follow the same instructions) to
be communicated X ∈ Rn.
1: d← vector of 1’s indexed by V (G) (vertices set of graph G).
2: I ← a spnning tree of G with root r arbitrarily picked.
3: for v ∈ V (I) do
4: lv ← D¯(r, v) (the distance between r and v)
5: end for
6: for α = maxv lv, · · · , 1 do
7: for v with lv = α do
8: v gives all its value onto its parents u:[
Xu
Xv
]
←
[
1 1
0 0
] [
Xu
Xv
]
9: du ← du + dv
10: end for
11: end for
12: for α = 0, · · · ,maxv lv − 1 do
13: for u with lu = α do
14: {v1, · · · , vβ} ← set of children of u
15: re-distribute the results: 
Xu
Xv1
...
Xvβ
← 1du

du − du − · · · − dvβ
dv1
...
dvβ
Xu
16: end for
17: end for
18: return X 11
>
n
B.4 Specific algorithm for FAC (Footnote 8)
Many algorithms have been proposed on solving the FAC problem, readers can find details in many previous
works on graph theory such as [69, 70, 71]. A straightforward algorithm is the Minimum Spanning Tree,
that is, we first generate a spanning tree of the graph, and then the workers send and receive message using
propagation on the tree. Specifically, starting from the leaves, all the children nodes of the tree send its
accumulated value to the parents and the root compute the averaged value after gathering the information
from the graph. And then reversely, the parent nodes send the value back to the child nodes and eventually
all the nodes will get the averaged value. This algorithm is also known as the GATHER-PROPAGATE algorithm
as discussed in [70], section 3. We include the detailed pseudo-code10 in Algorithm 3.
10This code is proposed by Ko [70], we do not intend to take credit for this.
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