Kalman filter has been widely applied for state identification in controllable systems. As a special case of the hidden Markov model, it is based on the assumption of linear dependency relationships and Gaussian noise. The classical Kalman filter does not differentiate systematic error from random error associated with observations. In this paper, we propose an extended Kalman filtering mechanism based on generalized interval probability, where state and observable variables are random intervals, and interval-valued Gaussian distributions model the noises. The prediction and update procedures in the new mechanism are derived. Two examples are used to illustrate the developed mechanism. It is shown that the method is an efficient alternative to sensitivity analysis for assessing the effect of systematic error.
Introduction
The Kalman filter [1] is a widely applied approach to analyze time series problems. It iteratively produces a statistical estimate of the underlying states in a dynamic system from a sequence of inaccurate observable data. In the classical Kalman filter model, linear relationships are assumed to exist between hidden state variables and the observable, as well as the time-dependency between state variables, subject to Gaussian noise. Some extensions have been proposed to relax these assumptions. For example, nonlinear filters [2, 3] deal with nonlinear system functions with the linear approximation in calculation. The Kalman-Bucy filter [4] extends the discrete-time sequence to the continuous-time domain. The fixed interval smoother [5] [6] [7] provides an optimum estimate of state variables using a fixed interval. The set-valued Kalman filter [8, 9] has the filtering mechanism to handle uncertain initial values.
The classical Kalman filter and its extensions have been applied to solving control problems, such as position localization [10] [11] [12] [13] , robot control [14] [15] [16] , predictive control [17] [18] [19] , and others [20] . Additionally, they have also been used in other areas. For example, they were used in navigation systems in combination with fuzzy logic [21] , tracking human body motion with quaternion input [22] , performance and fault diagnostics in combination with neural network [23, 24] , fault detection for a hydraulic actuator circuit [25] , and macroeconomics [26, 27] .
In the aforementioned models, it is assumed that the full knowledge of noise in the stochastic state evolutions and observations is available, which follow Gaussian distributions with precise parameters. With this assumption, different sources of uncertainties and errors, particularly systematic error versus random error, are not considered. Random error, also known as irreducible uncertainty and variability, is caused by unpredictable changes and random fluctuations in the measuring instrument or external environment. It is inherently irreducible. Systematic error, also known as reducible uncertainty and incertitude, is the unknown bias introduced by an instrument or a human being. It is due to the lack of perfect knowledge. Systematic error is always associated with experimental data. It can be reduced or eliminated if its cause is identified. A common method to reduce systematic error is through a careful calibration of the measurement instruments. The classical Kalman filter does not explicitly differentiate systematic error from random error. The probability distributions used in the model only capture the compounded effect of these two. The individual effect of reducing systematic error is not easily obtainable unless sensitivity analysis is conducted.
In order to take systematic error into separate consideration, in this paper, an extended Kalman filtering mechanism based on generalized interval probability [28] is proposed. Generalized interval probability is a combination of probability and a generalized interval to quantify reducible and irreducible uncertainties simultaneously but with different forms. Here, interval values represent systematic error, whereas probability measures capture random error. Systematic error is typically estimated by the lower and upper limits of instrument accuracy (instead of probability distribution). Therefore, any measured quantity is inherently an interval value, typically with the form of nominal value AE accuracy. Without assuming any distribution between the lower and upper bounds, an interval uses the least assumption in quantifying systematic error because of the lack of knowledge.
The proposed mechanism is different from the Kalman filter extensions mentioned previously. The most similar one is the setvalued Kalman filter [8, 9] . In this model, the initial value of the system state is unknown but bounded within some region. The system under uncertainty then evolves as a set of possible trajectories, which are estimated by sampling the initial state value in the region in combination with real-valued covariance. In our method, state variables directly take the values of random intervals in system evolution, instead of random numbers. In addition, the probability distributions associated with state variables in the set-valued Kalman filter are all Gaussian. In our mechanism, they do not have to be. The interval probability has both mean and variance as intervals. The variations associated with the mean and variance are independent. The corresponding interval cumulative distribution function (CDF) is regarded as a set of CDFs enclosed by the interval bounds. The actual profile of the enclosed CDF could have any shape other than Gaussian as long as it is enclosed by the interval bounds. In other words, non-Gaussian processes have been considered in our interval probability approach.
Another uniqueness of our mechanism is the application of a generalized interval [29] [30] [31] . Generalized interval is an algebraic extension of the classical interval. The classical interval is defined as a set of real numbers with lower and upper bounds. That is, ⟦x;x⟧∶ ¼ fx ∈ Rjx ≤ x ≤xg. However, instead of a group, classical intervals form a semi-group based on the interval arithmetic, which is designed to generate rigorous lower and upper bounds for the worst cases. Thus, the algebraic property of interval arithmetic is not quite intuitive. For instance, to find the solution x of equation
based on classical intervals. However, x ¼ ⟦ − 98,101⟧ is not the algebraic solution of the original equation. When plugged back into the equation, it leads to ⟦1,100⟧ þ ⟦ − 98,101⟧ ¼ ⟦ − 97,201⟧ ≠ ⟦2,102⟧. Subtraction is not the inverse operation of addition.
In contrast, a generalized interval is defined as a pair of numbers x∶ ¼ ½x;x ∈ KR, which is no longer restricted to the ordered bounds as x ≤x. For example, both [1, 2] (which is called proper) and [2, 1] (which is called improper) are valid generalized intervals. By introducing the operation dual, generalized intervals form a group, because x − dualðxÞ ¼ ½x − x;x −x ¼ 0, where dual½x;x∶ ¼ ½x; x. By applying operator dual and Kaucher arithmetic [32] in the calculation of the previous example, we receive x ¼ ½2,102 − dual½1,100 ¼ ½1; 2, which is the algebraic solution, as ⟦1,100⟧ þ ⟦1; 2⟧ ¼ ⟦2,102⟧. Therefore, when solving inverse problems, classical interval arithmetic tends to overestimate the ranges. A generalized interval does not have this issue with its unique algebraic property.
In general, variables in classical interval arithmetic are treated as independent ones, which causes overestimation of interval ranges. For instance, x − x ¼ ⟦x;x⟧ − ⟦x;x⟧ ¼ ⟦x −x;x − x⟧ ≠ 0 when x ≠x. Here, the computation of the worst case in this equation is unnecessary. In engineering applications, when interval models and interval arithmetic are adopted for uncertainty analysis, the rigorous bounds of the system outputs are desirable. However, because of the nature of interval arithmetic, the rigorous bounds provided by the classical intervals for the worst case are too wide to be useful in many applications, which makes many practitioners hesitant to apply interval analysis in their domains.
Two types of interval range estimations need to be differentiated. One is completeness, which is the focus of the classical interval, and the other is soundness. A complete interval estimation encloses all possible solutions between the lower and upper bounds without underestimation (as the worst-case scenario), whereas all solutions enclosed in a sound interval estimation are true ones without any overestimation. Complete and sound estimations are also known as outer and inner estimations, respectively. Classical interval arithmetic was developed to provide complete estimation, whereas Kaucher arithmetic in a generalized interval gives sound estimation if improper intervals are applied. An ideal situation is that an interval estimation is both complete and sound. Unfortunately, classical interval arithmetic guarantees completeness at the cost of soundness. It pessimistically overestimates the true solution. Techniques have been developed to alleviate the overestimation problem, such as subpaving and Taylor series high-order enclosure. However, they require costly computation in order to improve the soundness of estimation. In contrast, a generalized interval is more efficient in providing sound estimations [31] .
A generalized interval based on Kaucher arithmetic does not always provide complete estimations. However, it can provide sound estimates relatively efficiently. For instance, in the previous example of solving inverse problem A þ X ¼ B, the sound estimation of X can be easily obtained as X ¼ B − dualA, which is not trivial if the classical interval is used. In many applications, sound estimation of output variations as a result of uncertain inputs provides more information than complete but overly pessimistic bounds. Thus, methods such as sensitivity analysis are more acceptable in these applications than rigorous bounds in interval analysis. Although the complete range estimation of possible outputs with respect to inputs cannot be obtained using local sensitivity analysis, the analysis results still provide useful information to assess the effect of uncertain inputs. The generalized interval approach can be regarded as an efficient alternative to traditional sensitivity analysis that has the property of soundness without overestimation.
In addition, generalized interval provides more semantic capabilities than classical interval with its modality (proper or improper). It can express the design intent of controllable and uncontrollable for the interval variables by combining quantifiers ∀ and ∃. Both generalized interval and classical interval describe a range of variations with the interval width indicating the degree of uncertainty. However, a generalized interval can also specify whether a variable is controllable or uncontrollable by applying the modality. The assignment of a proper interval to an input variable, which has the same format as the classical interval, implies that the value variation of this variable is not controllable. That is, the variable can take any value within its corresponding interval range and is out of our control. In contrast, the assignment of an improper interval as the input implies that the variable's value can be selected by us to compensate the uncertainty associated with other uncontrollable variables such that the final uncertainty of the output can be reduced or able to meet a target range. Controllable variables modeled by improper intervals have the physical meanings of "choice," "selected," "flexible," and "adjustable" in the application of control, whereas uncontrollable variables modeled by proper intervals have the meanings of "imposed," "assigned," "rigid," and "unadjustable" (see Refs. [29] [30] [31] for details of the unique algebraic and semantic properties of a generalized interval).
As an illustrative example, a generalized interval can be applied to capture the process-oriented semantics in manufacturing. A tolerance chain of dimensions is specified as 
, and L c has the following interpretation: for all possible values within ⟦50.78; 50.81⟧ and ⟦11.42; 11.43⟧, the dimension of final assembly must be in the range of ⟦62.20; 62.24⟧. When part B is built in-house, the tolerance chain can be reformulated as controllable with L b ¼ ½11.43; 11.42 being an improper interval. The manufacturer has the flexibility to select one out of many in-house built parts to fit into the assembly in order to meet a specific target of overall tolerance. This process is known as selective assembly. In other words, even though the tolerance of fabricated part B remains the same as before, the selective assembly process allows us to select individual parts with some degree of control so that the accumulated tolerance is within the limit of L c ¼ ½62.21; 62.23. A different scenario is that part A is rigid, whereas part B is made of flexible or compliant materials. As a result, the dimension of part B becomes easily adjustable to fit into the target overall tolerance of L c . In either scenario, the uncertainty associated with the assembly can be reduced by controlling the dimension of part B. The tolerance chain with proper L a , improper L b , and proper L c has the following interpretation: for all possible values in ⟦50.78; 50.81⟧, there exists a value in ⟦11.42; 11.43⟧, such that the dimension of final assembly meets the target range of ⟦62.21; 62.23⟧. When a variable is controllable, its value can be selected from a range. However, when it is uncontrollable, its value could be any within the range. Therefore, at the syntax level, a generalized interval is a pair of numbers which specify the range of variation. At the semantics level, it describes the controllability.
An improper interval as an input of a system implies that its value can be selected or adjusted in order to compensate the uncertainty associated with other uncontrollable variables, such that the final uncertainty of output can be controlled within a given range.
In this paper, we propose an extended Kalman filtering mechanism based on generalized interval probability, where state and observable variables take the values of random intervals. The prediction and update procedures of this new mechanism are derived. With simple computation, the system dynamics subject to the uncertainties associated with initial states, probability distributions, and experimental measurement can be modeled. Therefore, this approach is an efficient alternative to sensitivity analysis. The new approach is demonstrated by two examples. One is a simple example of random constant estimation, and the other is dimensional variation propagation in a multistage assembly line. The dimension variation of a part or an assembly is its deviation from the specified value in design. The deviation is due to the imperfection of the manufacturing and assembly processes. Typically, the assembly line is monitored by sensors in order to control the quality of product. Yet, the imperfection of sensors also introduces uncertainty in the control process. Here, a Kalman filter is used to model the dimensional variation propagation in a multistage assembly line, where the product flows through multiple stations in sequence.
The original contributions of the proposed method include the simultaneous quantification of both systematic and random errors in the Kalman filter. With the consideration of sensing and measurement bias, the prediction of system states is more robust. NonGaussian process can be incorporated in modeling the system dynamics. In addition, the employment of a generalized interval as an extension of the classical interval with the differentiation between controllable and uncontrollable variables enables finegrained models of process control. The good algebraic property of the generalized interval renders our mechanism an efficient alternative to traditional sensitivity analysis.
In the remainder of the paper, we first give some background information pertinent to the Kalman filter, interval probability, generalized interval, and generalized interval probability in Sec. 2. The extended Kalman filtering mechanism with prediction and update steps is described in Sec. 3. The proposed mechanism is demonstrated with two examples in Sec. 4.
Background
2.1 Kalman Filter. A linear discrete-time dynamic system is described as
where X k ∈ R n is the state variable at time k, A k ∈ R n×n is the state matrix, B k ∈ R n×p is the control input matrix, U k ∈ R p is the control input, C k ∈ R m×n is the observation matrix, Y k ∈ R m is the observation, w k ∈ R n is the system disturbance, and v k ∈ R m is the measurement error. Equation (1) With the assumption of Gaussian distribution, the first-and second-order statistical moments of X k are used to characterize its randomness, which are the mean state vector X The distribution of X k for this system can be determined by the classical Kalman filter with two steps. In the prediction step, the mean and variance of the state vector at time k are calculated asX
and are updated during the update step aŝ
where − denotes the predicted state value based on the previous one,^denotes the updated state value given the current observation, and
is the so-called Kalman gain, which reaches the optimum with the minimum error covariance.
2.2 Interval Probability. Interval probability or imprecise probability quantify variability and incertitude simultaneously. Many representations of imprecise probability have been developed. For example, the Dempster-Shafer evidence theory [33, 34] uses a belief-plausibility pair to characterize the possibilities in support of and against a hypothesis. The coherent lower prevision theory [35] models the belief and disbelief via the lower and upper previsions. The interval probability arithmetic [36] was proposed to compute the lower and upper bounds for a range of probability measures by applying interval arithmetic. Probability bound analysis [37, 38] specifies interval probability as a pair of cumulative distribution functions for uncertain variables. F-probability [39] models interval probability with a set of classical probability measures that satisfy the three axioms of Kolmogorov. A cloud [40] is an interval-valued membership function in a fuzzy set that specifies the probability measures. Generalized interval probability [41, 42] uses a generalized interval [43] to define imprecise probability that has a similar algebraic structure as the classical probability.
The samples drawn from an interval probability distribution are random intervals. There are several ways to define and compute the mean and variance for random intervals. Körner [44] found that the variance of a random compact convex set is the sum of the variance of its Steiner point and the variance of a centered random set via an L 2 metric in the corresponding space of the support functions. Thus, the variance of the interval data is obtained by averaging the sum of the variances of its lower and upper bounds. Based on the variance definition in [44] , Sun [45] proposed a hierarchical normal model to represent random intervals and estimate the mean and variance parametrically. Other researchers treat the computation of the variance of random intervals as an optimization problem, and the variance of random intervals specifies the lower and upper bounds of the variance for the random values sampled from the random intervals. Therefore, the lower and upper bounds of variance can be computed separately. Ferson et al. [37] proposed an approach to compute the lower bound of variance in a quadratic time, whereas the upper bound is much more complex in an NP-hard time. Gang et al. [46] showed that the computing of lower and upper bounds of variance in some practical case can be both finished in linear time by applying some constraint techniques.
Generalized Interval.
A generalized interval [29, 30, 32, 43, 47] is an algebraic and semantic extension of the classical interval [48] . An operator Δ maps a generalized interval x to a classical interval, defined as
x is proper when x ≤x and denoted as x ∈ IR. x is improper when x ≥x and denoted as x ∈ IR. The pointwise interval x with x ¼x can be either proper or improper. The property of proper or improper is referred to as the modality of the interval. Operators pro and imp return proper and improper intervals, respectively, and are defined as pro∶ ¼ ½minðx;xÞ; maxðx;xÞ ð6Þ imp∶ ¼ ½maxðx;xÞ; minðx;xÞ ð7Þ
The relationship between proper and improper intervals is established by an operator dual, defined as dualð½x;xÞ∶ ¼ ½x; x. Functions inf and sup return the lower and upper bounds of x, respectively, i.e., x: inf ¼ x and x: sup ¼x. For two generalized intervals x ¼ ½x;x and y ¼ ½y;ȳ, x ¼ y if and only if x ¼ y andx ¼ȳ.
The arithmetic for generalized interval is called Kaucher arithmetic [32] , which coincides with the classical interval arithmetic when only proper intervals are involved. Inclusion monotonicity is a property of Kaucher arithmetic and is expressed as
where ·∈ fþ; −; ×; ÷g, x 1 , y 1 , x 2 , and y 2 are generalized intervals. It also states that if Fðy 1 ; : : : ; y n Þ is an interval extension of function f which only involves the operations ·∈ fþ; −; ×; ÷g, then we have 2.4 Generalized Interval Probability. Generalized interval probability [42, 49] is defined as p∶A → 0; 1 × 0; 1 given a sample space Ω and a σ-algebra A of random events over Ω, which obeys the Kolmogorov axioms: (1) pðΩÞ ¼ ½1; 1; (2) ½0; 0 ≤ pðEÞ ≤ ½1; 1ð∀ E ∈ AÞ; and (3) for any countable mutually disjoint events
An intervalvalued probability p ¼ ½p;p ∈ KR is a generalized interval without the restriction of p ≤p, and it implies pðϕÞ ¼ ½0; 0.
The interval-valued probability distribution function can be represented in a similar way with the traditional one but with interval-valued mean and variance. For example, an interval-valued Gaussian distribution can be denoted as Nðx Ã ; VarðxÞÞ, where x Ã is the mean value and VarðxÞ is the variance. Figure 1 shows four cases of interval-valued Gaussian distributions. Figure 1(a) shows the CDF when the parameters are precise (i.e., point-wise interval parameters), which is equivalent to the Fig. 1(a) and are bounded by the interval CDF. The most general case is the one with both interval-valued mean and variance as in Fig. 1(d) . Its lower and upper CDFs, indicated as the curves with solid lines, are piecewise functions, described by
Note that the lower and upper CDFs of an interval Gaussian distribution enclose a set of distributions. These distributions are not necessarily Gaussian. Any distribution with arbitrary CDF is thus considered as long as the CDF is enclosed by the interval CDF. When the distribution type for an interval random variable is not specified, we only consider its mean and variance and denote it as x ∼ Nðx Ã ; VarðxÞÞ. Therefore, the notation Nðx Ã ; VarðxÞÞ used here does not assume a Gaussian distribution in the physical process. Rather, a set of possible distributions that are enclosed by the two Gaussian bounds are modeled.
Given a statistical distribution with interval parameters, the inverse transform can be used to calculate the lower and upper bounds of the interval random variables. For the distributions in Fig. 1 , given a probability value F ∈ ½0; 1, the lower and upper bounds of an interval random variable are calculated as 
In the proposed extended Kalman filter, measurement error v k ∈ KR m and system disturbance w k ∈ KR n are described as intervalvalued probability distributions, which capture both systematic and random errors. U k ∈ KR n is an interval-valued vector that defines the lower and upper limits of controllable inputs. X k ∈ KR n and Y k ∈ KR m are interval-valued vectors for the state variable and observable, respectively. Then, the state-space model in Eqs. (2) and (3) can be reformulated as
where Kaucher arithmetic [32] is applied in the calculation. Before the state vector in interval-valued state space model (Eqs. (12) and (13)) is estimated, several basic definitions for the interval-valued probability must be defined first. DEFINITION 1. The expected value for a set of random intervals x ∈ KR is defined as Proof. T . DEFINITION 6. An n × n interval-valued matrix A is invertible if there exists an n × n interval-valued matrix B such that I n ⊆ AB, where I n is an n × n identity matrix and the multiplication between A and B is based on Kaucher arithmetic. B is called the inverse of A, denoted as A −1 .
The mean and variance for the interval-valued state space model in Eqs. (12) and (13) can be estimated as follows. Suppose that the initial state vector X 0 is associated with an interval probability distribution with interval mean X Ã 0 and interval variance VarðX 0 Þ, and so does the noise, v k with zero mean and Varðv k Þ, w k with zero mean and Varðw k Þ, where Varðx 0 Þ, Varðv k Þ, and Varðw k Þ are defined as in Definition 2, and v k and X k are uncorrelated as defined in Definition 4. The expected value of X k based on the previous state X k−1 is computed by
Substituting Eqs. (12) and (16) into Eq. (14), the error covariance of the state vector VarðX k Þ is calculated as
Therefore, the estimated X k in the prediction step will bê
If the observation Y is described by X via a linear relationship in Eq. (13), X can be approximated by Y in the reverse linear relation, such asX ¼ aY þ b [51] .
The difference between the approximationX and the true value X can be quantified by a mean squared error, defined as follows. DEFINITION 7. Let X be an n × 1 interval vectors, andX be its estimation. The estimation error is given by e ¼ v − dualX, and its mean squared error is given by the trace of the error covariance matrix as
The trace of an interval matrix A has the property that trðdualAÞ ¼ dualðtrðAÞÞ. As a linear map, trðAÞ ¼ trðA T Þ, trðA þ BÞ ¼ trðAÞ þ trðBÞ, and trðAB T Þ ¼ trðBA T Þ.
in which each term will be analyzed separately. The terms from left to right at the right-hand side of Eq. (20) are denoted by T1-T4, respectively, as 
Considering the properties of trace of interval matrices, and substituting Eq. (21) into Eq. (20), we have
where Var yy ðYÞ and Var x·dualy ðXYÞ are computed by Eqs. (22) and (23). DEFINITION 8. Let a generalized interval function F be continuous in the domain defined by a closed interval x. The second-order derivative of FðxÞ ¼ ½fðxÞ;fðxÞ with respect to x is defined as Here, we assumeX and Y are positively correlated, and the system bias b is assumed to be small such that dualb − X Ã ≥ 0; then Jða; bÞ andJða; bÞ will be Jða; bÞ ¼ trfVar xx ðXÞ: inf þa: sup · Var yy ðYÞ: sup · a:sup Take the first-derivative of Jða; bÞ andJða; bÞ in Eqs. (25) and (26) with respect to b and a, respectively, and let them be equal to zero. That is, ∂Jða; bÞ ∂b ¼ 0; ∂Jða; bÞ ∂b ¼ 0 
Therefore, 
The first terms in Eq. (32), Var xx ðXÞ and Var x·dualx ðXÞ, represent the priori covariances in Eq. (18) in the prediction step, and the rest of the terms represents the uncertainty reduction because of the measurement. Thus, combining the priori values in the prediction step with the one updated by current observer in Eqs. (30)- (32),X k will be obtained aŝ
where
The correction term in Eq. (34) depends on the residual 
Numerical Examples
In this section, two examples are given to illustrate the proposed mechanism. The first one is a simple numerical example, which is to estimate a random constant value. The second one is an application to the estimation of dimensional variations in a multistage mechanical assembly process.
Example 1: Estimating a Random Constant Value.
A simple example is presented here to illustrate the operation and capability of the proposed mechanism. The example is adopted from Ref. [52] , which was used to illustrate the classical Kalman filter. Suppose a scalar random constant value of voltage is to be estimated, subject to measurement noise and a small external adjustment. The state model in Eqs. (1) and (2) becomes
where the system state does not change by itself from step to step with A k ¼ 1, a very small control input is applied with B ¼ 1 and U k ¼ −0.001, the measurement is applied directly to the state with C k ¼ 1, X 0 ∼ Nð0,VarðX 0 ÞÞ, w ∼ Nð0,VarðwÞÞ, and v ∼ Nð0; VarðvÞÞ. When the model is extended to consider interval uncertainty, Eq. (35) becomes
where X 0 ∼ Nð0; VarðX 0 ÞÞ, w ∼ Nð0; VarðwÞÞ, and v ∼ Nð0; VarðvÞÞ. The control input has an improper interval value U k ¼ ½−0.0008; −0.0012, which implies that the input is controllable and adjustable within the bound. Again, more details about generalized interval and its logic interpretations can be found in Refs. [29, 43, 53] . The data used in Example 1 are listed in Table 1 , in which the values in the second column are the original ones from Ref. [52] . Based on Eqs. (3), (4), (18), and (34), we can calculate the prediction and update steps for the classical Kalman filter and the proposed mechanism, respectively. In the simulation, a randomly generated value X ¼ −0.37727 is first chosen to represent the true value. One hundred measurements of Y k values are then sampled based on a normal distribution with the mean X ¼ −0.37727 and the standard deviation of 0.1. In Fig. 2(a) , the true value is shown as the dashed line. The sampled 100 measurements are plotted as the crosses sequentially. The dash-dot curve denotes the sequence of estimated values by the classical Kalman filter. The estimated value becomes very close to the true one after 50 iterations, as shown in Fig. 2(a) , assuming that the distributions are precisely known.
For the proposed mechanism, the measurements' Y k values are derived from previous Y k values with AE10 variation, with the consideration of systematic error. The imprecise measurements are represented by the short solid lines in Fig. 2(b) . The lower and upper bounds of the estimated mean values by the proposed mechanism are shown by the solid curves. It is seen that the estimation from the classical Kalman filter is always included by the one from the proposed mechanism after the initial transient stage. In Fig. 2(c) , the variance produced by the classical Kalman filter is also included by the proposed method. The lower bound is very close to the one from the classical Kalman filter when the number of iterations increases, as shown in the enlarged plot. The lower and upper bounds are approaching each other, and they converge to one from the classical Kalman filter quickly and almost become identical after 90 iterations.
It is also observed that the estimation of the mean from the classical Kalman filter fluctuates above or below the true value, particularly at the beginning. Thus, the estimation either over-or underestimate the true value, depending on the number of iterations for observation before the estimation is taken. In contrast, the interval estimation in the proposed mechanism always encloses the true value at each iteration. The estimated interval mean values gradually shrink towards the true value. The convergence speed of the proposed method is slower than the classical one, which avoids the fluctuation. The proposed mechanism extends the classical Kalman filter with the consideration of both random error and systematic error associated with the measurements with improved robustness, whereas the classical Kalman filter only models random error. With the consideration of bias in experimental measurements, interval probability distributions eliminate the assumption of Gaussian distributions. In other words, the sensitivity information of what if the noise deviates from a Gaussian distribution can be obtained efficiently with the new mechanism, where the interval bounds estimate the effect of deviation. If sensitivity analysis is required in the classical Kalman filter, samples need to be drawn for each of the assumed distributions for X 0 , w, and v. In contrast, in the proposed mechanism, one run of calculations can provide similar information. In addition, the variance may be underestimated in the classical Kalman filter because of the deviation away from a Gaussian distribution. In the new mechanism, interval variance provides an estimation of a range of values. Therefore, the proposed method can provide more robust estimations of the mean and variance than the classical Kalman filter in a more efficient manner.
Interval arithmetic tends to overestimate when variables appear multiple times in functions. In the formulation of the update step in the proposed method, there are multiple occurrences of variables. Thus, the results from the proposed method are likely to be an overestimation when all of the intervals are proper. Nevertheless, a moderate level of overestimation is acceptable if robustness is preferred.
Example 2: Modeling Dimensional Variation in
Mechanical Assemblies. The dimensional variation propagation in a multistage assembly process can be described as a linear discrete-time dynamic system, where "time" is the stage as an independent variable. The uncertainty propagating along the assembly process causes dimensional variations of parts from their specified values. Random errors arise from environmental disturbance, inhomogeneity of materials, or nonuniformity of components. Systematic errors come from model simplification, measurement bias, and nonobservability. For example, a measured dimension x can never be quantified with absolute certainty; only an interval value x ¼ ½x;x is obtained. It could be caused by the measuring limitation of equipment, round off during data digitization, personal bias, and so on. The measured quantity is actually a random interval instead of a precise one, given the various sources of systematic errors. In this case, the distribution of measurement x values has the imprecise mean and variance, represented as interval numbers. If the interval nature of x i is neglected, the dimensional fluctuation can be underestimated. Therefore, it is useful to apply intervalvalued probability distributions in analyzing dimensional variations with the effects of systematic error and random error differentiated.
In this example, the multistage assembly process with the consideration of measurement error is used to demonstrate the proposed method. The example is adopted from Refs. [54] [55] [56] , which was formulated by considering traditional statistical distributions. The multistage assembly model is obtained from a side aperture assembly line in the automotive industry. As in Fig. 3 , four stages (S 1 ; : : : ; S 4 ) are shown. All parts are assumed to be rigid and variations only occur in the x − z plane. A total of eight sensing and measurement points (m 1 ; : : : ; m 8 ) are available. Each measurement has the coordinate values of x and z. It is also assumed that all of the parts are manufactured at the same location, and the dimensional deviations follow a distribution with zero means and interval-valued variances.
The state-space model for this four-stage assembly process is formulated as
where X 0 ∈ KR 12×1 is a 12-dimensional vector that represents the initial dimensional variations associated with the incoming parts, and Y ∈ KR 16×1 corresponds to the x-and z-coordinate measurements at the eight measurement points at the fourth stage. The values of matrices A i , B i , and C are given in Ref. [56] .
For the proposed method, input X 0 is set to be distributed as Negative values reveal that the upper and lower bounds of intervalvalued dimensions vary in the opposite trend. A negative value of Var xx ðXÞ also occurs at locator 3. This is likely to be caused by the overestimation in the inverse interval matrix when calculating K in Eq. (33) . The overestimation of interval matrix K can be passed over to Var xx ðXÞ as in Eq. (34) . Currently, the inverse of matrix A ¼ ½A;Ā is simply calculated as A −1 ¼ ½A −1 ;Ā −1 . Other ways to compute the inverse of interval matrices to reduce overestimation are needed in future studies.
Given the systematic error associated with measurement and the initial variance estimation, the proposed method is an efficient alternative to sensitivity analysis. For each of the assumed initial distributions of state vector, noise, and observations, Monte Carlo sampling is the typical way to assess the effect of error in the classical Kalman filter. High computational costs come from running the model with combinations of different input values to realize all possible variations. In contrast, the interval estimation provides similar information with only one run of calculations.
Concluding Remarks
In this paper, an extended Kalman filter mechanism which differentiates systematic error from random error is proposed. It is based on generalized interval probability that integrates generalized interval and probability. In this approach, state and observation variables are random intervals. Noise is modeled as interval Gaussian distributions. The variance of random intervals is defined as both the scattering of the interval bounds and the covariance between the lower and upper bounds. The new mechanism is an alternative to sensitivity analysis to quantify the effect of systematic error in the inputs of the Kalman filter. The two examples show that the estimations of interval means and variances in the proposed method can provide more robust prediction than the classical Kalman filter with the consideration of measurement errors. The prediction of interval values can provide more information than traditional precise ones, such as the best-case and worst-case scenarios, the effect of systematic error, and the convergence speed of estimation when imprecise data are applied.
In the future, the range overestimation associated with interval analysis in the proposed method must be addressed. Both the efficiency of computation and the value of the information provided by interval ranges need to be considered. The overestimation of interval analysis is typically caused by multiple occurrences of variables in functions. The interval extension of a real-valued function in which all variables are in continuous domains is usually defined by replacing real operands and operators by the corresponding interval ones, in which multiple occurrences are inherited. On the other side, overestimation is an outer estimation which intends to provide a complete range in which all possible values are included. The inner estimation that provides a sound range also needs to be studied such that more information is available. The goal is to provide a more accurate prediction of hidden states while maintaining good robustness and computational efficiency. 
