In this paper, we propose the use of the Level 
Introduction
Interactive modelling of 3D shapes on a computer should be as simple and intuitive as doodling 2D shapes using pencil and paper. Simpler, in fact, since on a computer changes can always be undone, and the user is more free to explore and experiment.
Volume sculpting is a method that seems to hold the promise of powerful and intuitive 3D shape modelling, and although it appears that volume sculpting is not yet a widely used technique, the method has proven to be effective for sculpting objects of complex topology and organic appearance.
The past ten years have seen a number of publications pertaining to volume sculpting [3, 14, 24, 9, 31, 25, 5, 2, 23, 13] as well as a commercial system from SensAble Technologies. The proposals are diverse, and a number of the systems support advanced 3D input and output facilities. However, the systems are similar with respect to the tools they support. This is true at least if we focus on the systems based on the grey-level volume representation (see next section). In this case all manipulations are block manipulations where a region of the volume is traversed and some operation performed on each voxel therein. This mode of operation has some drawbacks. In particular, it does not lead to generic technique for deformations, and it is impossible to assign a precise significance to a voxel.
As a remedy, we propose to use the Level-Set Method (LSM) as the basic technology of a sculpting system. This approach lends itself well to any sort of deformative manipulation of volumetric solids, and it maintains a "cleaner" volume representation where voxels have (and retain) the property that their value is the signed shortest distance to the boundary of the represented solid.
Background
Existing volume sculpting systems can, roughly, be divided into three categories: Systems that employ the binary volume representation, e.g. [24, 9, 25] , and systems which employ the grey-level or scalar volume representation [3, 14, 31, 5, 23, 13] . In addition a number of systems are related to volume sculpting systems, but differ in significant ways: For instance, some authors have investigated Adaptive Distance Fields [17, 22] or volumes where the voxels are linked [16] .
In this paper, we focus on the systems based on the scalar volume representation, since the binary representation does not lend itself well to the sculpting of solids with smooth surfaces. The alternative approaches solve certain problems, but they also introduce new difficulties. For instance, Adaptive Distance Fields allow for higher resolution features, but seem to be suitable only for volumetric CSG and not manipulations that deform the solid. The linked volume representation is an augmented binary volume representation, and like binary volumes probably not suitable for the sculpting of solids with smooth surfaces.
In the case of the scalar volume representation, it is generally assumed that voxels are placed at the points of an isotropic 3D lattice. The distance between two adjacent voxels (one voxel unit -
) is often a convenient unit. A scalar value is associated with each voxel. We can see this value as a sample of a V-model [30] is arbitrary, and in the following we always assume that 7 I @ Q P . In the context of scalar volumes, the process of sampling a V-model is called voxelization. In other words, in the context of scalar volume, voxelization denotes the conversion from some representation to the volumetric by way of a V-model representation.
It is known that § © ¦ should be smooth and vary slowly with respect to the voxel grid. It would seem logical to use a V-model that jumps from, say, zero to one on the boundary of a solid. However, such a function is, of course, rich in high frequency components and when it is sampled (at the voxel positions), the reconstruction (the value is reconstructed using interpolation between voxel values) will exhibit artefacts. See also [15, 20, 7] .
In the following, we will assume that the V-model is simply the signed shortest distance to the boundary of the solid clamped to a certain range, i.e.
where c is the width of the transition region and
Voxels in the transition region are called transition voxels, and voxels outside the transition region are called interior or exterior depending on their sign. To avoid artefacts in reconstruction, it is best if c is about 2.5
£ ¤
or larger [7, 30] . This value has been used in the work presented here.
The scalar volume representation will be called the distance field volume representation (DFV) when voxels are sampled from a function of the type (1). Distance field volumes hold a number of advantages. First of all, finding the distance to a solid is a common operation in computer graphics. Hence DFVs can be generated using technologies also used for e.g. collision detection. Secondly, the value of a transition voxel now has a clear geometric significance. Finally, certain operations are simplified. In this paper, we shall see that it is easier to compute curvature and find points on the boundary of a solid if the volume is a DFV than it is in general for scalar volumes.
Sculpting systems based on the scalar volume representation are generally similar in the way manipulations work (a notable exception being the method proposed by Arata et al. in [2] where voxels represent cellular automata that exchange material.). The user positions a tool somewhere inside the volume, and the tool affects a box shaped Region of Influence (ROI). For each voxel of value and position in the ROI, a simple operation is carried out. Typically either 1. is the simplest to explain. The averaging corresponds to convolving the volume with a blurring kernel, and the result is that the represented solid becomes smoother. 2. is really volumetric CSG. Many implementations are possible. If the volume is a DFV,
is sometimes used since for most (but not all!) voxels the correct signed shortest distance is the minimum of the shortest distance [6, 21] . However, many other per-voxel operations have been proposed.
The motivation for the work presented here is twofold. First of all, the two operations above allow for smoothing and volumetric CSG but do not provide a general method for deforming volumetric solids. Secondly, the above method does not preserve the distance field representation. This easily leads to noise at other iso-values than 7 f @ P as illustrated in Figure 1 . The model on top is sculpted using the system discussed in [5] whereas the methods presented in this paper are used for the model below. Dilated models are on the right. Notice that the dilated version of the top model exhibits considerable noise whereas the model below does not.
In the following, we will discuss the Level-Set Method which has been adapted to volume sculpting. Using this method it is possible to perform more general deformations. Moreover, the Level-Set Method preserves the distance field representation. In practical terms, we rebuild the transition region for each manipulation to ensure that voxel values correspond to distances with reasonable precision.
The Level-Set Method is a flexible tool which has found diverse applications. In the context of volume graphics, LSM has recently been used for segmentation problems [32] , and the metamorphosis of volumetric solids [4] .
The Level-Set Method
The Level-Set method [27] is a technique for tracking the evolution of a deforming interface or surface. The aim of this section is to inform the reader about how it works and how it is implemented. For the finer details on e.g. upwinding, stability and convergence, the reader is referred to [27, 19] . Assume that we are dealing with a surface 
To see how the change of k and g are coupled, we compute the derivative using the chain rule
where
. Because all motion is in the normal direction, we can write the change of g in terms of a speed function times the normal
where 3 C e g is a voxel position is literally the speed at which that point on g moves in the normal direction. Plugging (6) back into (5), we obtain the LevelSet equation
The Level-Set Method works on a discrete grid representation of k , that is (assuming below that unit time step is used and that the grid spacing is also unit)
This is a 4D discrete function, but, in general, only one time step is stored. In other words, k is really represented by a 3D voxel grid. Moreover, the initial value, k is typically a distance field. In other words, the voxel grids that are used throughout this paper are precisely the same type of representation as the discretized embedding function k which the Level-Set Method works on. The time derivative of k is approximated using
and if that estimate of the derivative is plugged into (7), we obtain a method for computing one time step:
where the gradient V z { k r must be computed using one sided derivatives in the upwind direction [27] . The reason is that the solution otherwise has a tendency to become unstable in the presence of discontinuities in the evolving surface. However, based on the observation that r z { k r @
everywhere (except at singularities) in a distance field, we have simplified the formula to
It might be thought that this could introduce numerical problems, but we have not observed ill effects. An important question is how to define . Adalsteinsson et al. have shown that if the speed function fulfills
remains a distance field [1] . In other words, the speed function should be constant along the gradient direction. To achieve this, is always evaluated at the closest surface point -i.e. the point we reach by following the gradient towards the surface. Since we are dealing with distance fields, it is easy to find the closest surface point to a point 3 using the boundary mapping
In the following, it is understood that to evaluate the speed function, the boundary mapping is first used to find the closest surface point (the foot point), and then the speed function is evaluated there.
Alternative Technique: CIR
The [29] . Say we are following the characteristic curve
for some point , then
In other words, k is constant along ¤ . At any given point, we can approximate a step along ¤ by the speed function times the gradient, and that leads to the CIR scheme which is, essentially, to track the characteristic curve from a voxel position one time-step back and then assign the value at that point.
The algorithm as implemented by Strain consists of three steps carried out for all grid points. Let the grid point be
3
. First we evaluate the speed function 
Mean Curvature Flow
Mean curvature [10] constitutes a very useful, geometry dependent speed function
where ¬ ® denotes the mean curvature. The sign of the curvature is defined to be positive at a convex point and negative at a concave point. The result is that all regions of high curvature are made smoother, protrusions shrink, and cavities are filled in. This process is known as mean curvature flow and it is a well known and explored application of the Level-Set Method [11] .
The formula typically (see e.g. [27] ) used to compute mean curvature is 
where ¾ is the Hessian (i.e. the matrix of second order derivatives.) of k . A common way of computing the second order partial derivatives is using the following discrete operator
However, we store gradients in the volume and it is simple to compute the second order derivatives by applying central differences to the gradients. This method is a bit unusual, but it is fast and very stable.
Rebuilding the Transition Region
The Level-Set Method is a technique for computing the evolution of surfaces that may expand and contract. If we assume that the speed function is always positive, the socalled Fast Marching Method [26] may be used instead. Applied to a voxel grid, the FMM computes the arrival time of an evolving front. If the front evolves at unit speed, the result is a distance field. The FMM requires that a set of voxels, whose distance values are known, are frozen initially. By solving a quadratic polynomial, the distances are then computed at the neighbours of the frozen voxels.
After that, a loop ensues. For each iteration of the loop, the non-frozen voxel having the smallest distance value is frozen, and distances are computed at its neighbours. The distance value of a frozen voxel is never recomputed. Thus, we can see the FMM as an expanding front. A band of voxels along the front are being recomputed, and voxels behind the front are known and their values frozen.
Because, the FMM can be used to compute distance fields, it can be used to build or rebuild the transition region of a DFV -provided that we know the distance values of a thin band of voxels. A second order version of the algorithm is possible. This version is called the High Accuracy Fast Marching Method (FMMHA), and this method has been used in the work presented here. For more details about how the Fast Marching Methods are implemented, the reader is referred to [27, 26, 8] .
Implementation
The volume is stored in a two level hierarchical grid. More precisely, an , respectively. Consequently, a sub-grid is stored only if it contains at least one transition voxels. Otherwise, all its voxels must be either interior or exterior, and only this information is stored for the entire sub-grid.
In its simplest form, the Level-Set Method consists of visiting all transition voxels and replacing each voxel with the result of (10):
where is the speed function evaluated at the foot point
. Note that (17) is really the same as (10) with a slight change of notation. The updating procedure can quite easily be changed to update the voxels using the CIR approach suggested by Strain [29] 
where k i u denotes the value of the volume interpolated at a given location. Exactly the same fundamental loop is used in conjunction with both (17) and (18) . The only difference lies in how the voxels are updated.
The basic approach is to update all voxels in the transition region using either (17) or (18) . However, it is not enough to simply update the voxels. As the surface deforms, some voxels should be added to the transition region, and other voxels should be removed. Recall that voxels are in the transition region if their distance values fall in the range
where c is the width of the transition region. If the distance value after updating falls outside this range, it becomes an interior/exterior voxel as appropriate. This does not pose a problem, but it also happens that voxels outside the transition region come closer to the surface than c . In this case the distance needs to be recomputed. This problem could be solved by freezing all transition voxels and then running the fast marching method. However, our experience is that even when evaluating the speed function only at foot points, the voxels in the outer layers of the transition region have a tendency to become less precise. Consequently, a better idea seems to be to retain only the voxels in the immediate neighbourhood of the surface and rebuild the rest using the Fast Marching Method. To concretize "immediate neighbourhood" only voxels at £ ¤ distance or less from the surface are retained and the rest are rebuilt. This is illustrated in Figure 2 .
The complete procedure is as follows:
1. Compute new distance value for all transition voxels using (17) or (18). 2. Freeze all voxels at £ ¥ ¤ distance from the surface.
3. Rebuild transition region using the high accuracy Fast Marching Method.
Sculpting Tools
Sculpting tools differ only by their associated speed functions. The simplest possible speed function is a constant speed function. A constant speed function
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Figure 2. Level-Set Method
pushes the boundary uniformly outwards and thus results in a dilation. A speed function which may be used to add a small protrusion (or dent) to the surface is the 3D Gaußian
The already mentioned mean curvature speed function is used to smoothen the surface.
An important piece is missing. We want the user to be able to make local changes. Locality means that the entire Level-Set Method is used only in a ROI around the centre of the tool, and the value of the speed function should be 0 on the boundary of the ROI. To achieve this, a radially symmetric windowing function is used. This function can be seen as a speed function that is controlled by four parameters: A scaling factor 
function. This ensures that the speed function decreases smoothly to 0. The scaling factor Õ is used to scale the effect of the tool.
The following concrete sculpting tools have been implemented: 1. Add blob: on whether a global or a local smoothing is desired. Scaling is used to determine the degree of smoothing. 4. Un-smooth: Same as above but with a negative scaling. 5. Dilate:
used with scaling but usually not windowing since a dilation of a part of an object is rarely desirable. 6. Erode: Same as above but with negative scaling.
Visualization
A fast method for visualizing volume data is very important in volume sculpting. The methods typically employed are either ray casting [31, 3, 5] or a variation of the wellknown Marching Cubes algorithm [14, 13, 23] by Lorensen et al. [12] .
Two methods have been implemented: Marching Cubes and a point rendering method inspired by [28] . Both methods were implemented using OpenGL, and in the following, we briefly discuss the point rendering method. For each transition voxel within a given distance of the boundary, the boundary mapping (11) is used to produce a foot point. Together with the normal, this point can be rendered using the OpenGL point primitive. To facilitate perspective projection, points are scaled according to the distance to the surface. Not all surface points are recomputed each time the volume is changed. A point-bin is associated with each sub-grid of the hierarchical grid. When the volume is changed, the points of a sub-grid are recomputed only if at least one voxel has been changed.
The strength of the point rendering method lies in its simplicity, and our tests indicate that point rendering is between two and four times faster than MC both when it comes to primitive (point or polygon) generation and visualization. The weakness is that at low resolutions or when zooming in close, points become visible and the quality of MC visualization is better in these cases. Figure 5 (right) (see colour section) illustrates both methods.
The Interactive System
The Level-Set tools described in Section 4 have been incorporated in an interactive system. The system will be described briefly in the following.
On start-up, the user is presented with a graphics window and a control panel. All sculpting operations take place in the graphics window, and the control panel is used to select various visualization parameters, the tool, and tool parameters. For instance, the user can select the smoothing tool, the amount of smoothing and the size of the smoothed region in the control panel and then apply the smoothing tool in the graphics window. Apart from sculpting operations, the graphics window also allows the user to zoom in on the model, pan or rotate the view.
The system does not only support the Level-Set based tools discussed in this paper but also tools based on volumetric CSG [6] . The system has been written in C++ using FLTK as the GUI toolkit and it runs on Linux and Windows. For the timings below, an 800 MHz Athlon based system (running Linux) equipped with 256 MB RAM and a GeForce2 GTS graphics card was employed.
Results
The interactive system has been used to create a number of sculptures. The effects of some of the sculpting tools are shown isolated in Figure 3 . The add and remove blob tools were used to bore a hole through and create a handle on the cube, respectively. The smoothing tool was used to smoothen one corner of the cube. More elaborate sculptures are shown in Figure 5 (see colour section). The bear model is a¯ ã ä ō y ã ä ō ã ä volume whereas the head is stored in
volume (which would take up far too much storage except for the hierarchical grid). The LSM based tools discussed in this paper are the primary tools that have been used to create the models. However, two other techniques have also been used: For the eyes of the head ( Figure 5 left) , volumetric CSG was used to create the eyeballs. Secondly, the resolution was changed during sculpting. In the case of both models, very crude resolutions (e.g.
) were used during the initial work. The resolution was then increased by a factor of two while finer details were added. Doubling the resolution entails an interpolation of the values of new voxels which turned out to introduce slight artefacts. These were easily removed using global smoothing.
The add blob and smoothing tools have been seen in previous sculpting systems. However, using the LSM, new possibilities emerge. The un-smooth tool which was used to create the hair imitation on the bear is one example. A more practically useful example is shown in Figure 3 : The marzipan pig model on the left has been eroded and then dilated with a ball of radius three £ ¤ producing a morphological opening.
The figures discussed above give an idea of the scope and effectiveness of the sculpting tools. Another important concern is speed. The speed has been tested by a user experiment. The add blob and local smoothing tools were applied by a sculptor using ROIs ranging from ¥ P o ¥ P o P voxels to ae P o ae Ô P o ae Ô P voxels. For each tool and each size of ROI the tool was applied a number of times in a random fashion. The results are shown in Table 1 . As the table indicates, the method is easily interactive for small tools. Large tools are clearly much slower, but the default tool size is¯P ō P ō P which is reasonably fast at about 0.15 seconds per application. It has been mentioned several times that our method preserves the distance field representation. This is ensured by the way the speed function is extended and by the fact that distances are recomputed for all voxels at more than ç ã è distance from the boundary. However, it is hard to prove that the volume remains a distance field. Also, some numerical error must be allowed for. The best test seems to be to verify that the length of the gradient is unit, since the gradient of a distance field must be unit-length except at critical points of the distance field [15] . An experiment was carried out. The experiment consisted of 400 applications of the add blob tool interspersed with 400 applications of the smoothing tool. The tools were applied to random points on the side of the cube. Afterwards, gradients were computed for voxels incident on cells intersected by the boundary. As one would expect the error is quite low -nowhere higher than P t çP ae £ ¤
. Moreover, the greatest error is near the edges where curvature is an important source of error.
Note also that the point rendering relies on the boundary mapping which works only for distance fields. Inaccuracies would translate into errors in the visualization.
Discussion
We have shown that it is feasible to use the Level-Set Method as the underlying technology of a volume sculpting system.
The method is generic. Any deformation which can be expressed through a speed function can be implemented using the Level-Set Method. By introducing the scalingwindow in the context of the LSM, we have provided a way of using the Level-Set Method also for local manipulations. This has led to very effective tools for smoothing and for adding or subtracting blobs of material from the model. Moreover, tools that were not previously possible have been implemented. For instance, the un-smooth tool used in the bear volume. Morphological operations have also been shown.
Another advantage of our method lies in the fact that the LSM maintains a cleaner volume representation than previous methods. The fact that a signed distance volume is maintained has been exploited to simplify the computation of curvature and the visualization.
For some sculptures, the LSM based tools suffice. However, in general, CSG tools [6] are also important, and it turned out to be very valuable to be able to begin sculpting at low resolutions and then gradually increase the resolution. Thus, the LSM based tools should be seen as just one component of a complete sculpting system, albeit an important component. Moreover, the tools we have implemented are probably only the beginning, and others are en-visioned. For instance, it would be possible to create shearing or warping speed functions.
Finally, the system is not heavily optimized, and although it is sufficiently fast for interactive sculpting, we believe that there is a potential for greater speed on existing hardware.
