Accelerating Deep Convolutional Neural Networks (CNNs) has recently received ever-increasing research focus. Among various approaches proposed in the literature, filter pruning has been regarded as a promising solution, which is due to its advantage in significant speedup and memory reduction of both network model and intermediate feature maps. Previous works utilized "smallernorm-less-important" criterion to prune filters with smaller ℓ pnorm values by pruning and retraining alternately. This trends to narrow the model capacity for the following reasons: (1) Violent pruning. Previous works adopt a violent strategy in which all filters are simultaneously pruned, which leaving the room to retain model accuracy limited. (2) Filter degradation. Previous works simply set the pruned filter to 0 and retrained it alterately, which easily led to the loss of learning ability of filters. To solve this problem, we propose a novel filter pruning method, namely Incremental Filter Pruning via Random Walk (IFPRW). IFPRW solves the problem of violent pruning by incremental method and Filter degradation by means of random walk. When applied to two image classification benchmarks, the usefulness and strength of IFPRW is validated. Notably, on CIFAR-10, IFPRW reduces more than 46% FLOPs on ResNet-110 with even 0.28% relative accuracy improvement. Moreover, on ILSVRC-2012, IFPRW reduces more than 54% FLOPs on ResNet-101 with only 0.7% top-5 accurcacy drop. which proving that IFPRW outperforms the state-of-the-art filter pruning methods.
INTRODUCTION
Over the past few years, Deep CNNs have achieved state-of-the-art performance on several challenging tasks in the domains of image recognition [10] , speech recognition [4] , and face recognition [31] . However, due to their nature of computational intensity, as Deep CNNs grow wider and deeper, their memory footprint, power consumption and required floating-point operations(FLOPs) have increased dramatically, thus making them difficult to be deployed on platforms without rich computational resource, like mobile devices. For example, ResNet-152 has 60.2 million parameters with 231MB storage spaces; besides, it also needs more than 380MB memory footprint and six seconds (11.3 billion FLOPs) to process a single image on CPU. The storage, memory, and computation of this model significantly exceed the computing limitation of current mobile devices.
To overcome this conflict between limited hardware configuration and the higher resource demands of Deep CNNs, many methods have been proposed to compress and accelerate Deep CNNs models without obvious accuracy loss. One category of the most popular methods is pruning, which can be further categorized into two categories, i.e., weight pruning [2, 6, 8, 23] and filter pruning [13, 14, 20, 36] . Weight pruning directly deletes weight values in a filter which may cause unstructured sparsities. This irregular structure will cause irregular memory access that adversely impacts the efficiency of online inference. Meanwhile this irregular structure make it difficult to leverage the high-efficiency Basic Linear Algebra Subprograms(BLAS) libraries [26] . In contrast, filter pruning aims at directly removing filters as a whole and leaves a model with regular structures. Therefore, filter pruning is far more efficient and prefered for accelerating the networks and decreasing the model size, and is the main focus of this paper.
The state-of-the-art filter pruning schemes [13] is soft pruning. Particularly, before first training epoch, the filters of almost all layers with small ℓ 2 -norm are selected and set to zero. Then the training data is used to update the pruned model. Before the next training epoch, a new set of filters with small ℓ 2 -norm will be pruned. These training process is continued until converged. Finally, some filters will be selected and pruned without further updating. We marked the pruned filter as the green dashed box and the importance of filter is measured by ℓ p -norm. For the violent pruning, 50% filters are simultaneously pruned. On the contrary, our IFPRW prunes filters by incremental method. In the figure, the accumulated portion of the filters which have been pruned undergoes from 20% → 40% → 50%.
Nevertheless, previous works on filter pruning trends to narrow the model capacity for the following reasons: First, Violent Pruning. Previous works adopt a violent strategy in which all filters are simultaneously pruned. Specifically, as shown in Fig.1 , 50% filters are simultaneouely pruned. Therefore, the model capacity is reduced and thus harms the performance because the leaving room for recovering lost accuracy is limited. Second, Filter degradation. ReLu activation functions are widely used in most Deep CNNs for the following reasons: (1) Fast convergence; (2) Gradient does not saturate and solve the problem of gradient disappearance;
(3) Low computational complexity and no need for exponential operations. Since the gradient is 0 when ReLu is less than 0, we only set the pruned filter to 0 will result in the pruned filter can not be trained. We call the phenomenon that the pruned filter is always 0 and cannot be activated as filter degradation. Specially, as shown in Fig.2 , the convolution layer is usually followed by the Batch Normalization [15] and ReLu activation layer. If the pruned filter with the corresponding β i is less than 0, the information passing through it will not be activated by ReLu layer and its gradient is always zero and cannot be updated. The model capacity is reduced due to the degradation of the pruned filter which cannot be trained.
To overcome the above mentioned problems, we propose a novel filter pruning approach, named Incremental Filter Pruning via Random Walk (IFPRW). Different from previous methods which prune filter by the means of violent pruning and easily cause filter degradation, IFPRW solves the problem of violent pruning by incremental method and filter degradation by means of random walk. Specially as shown in Fig.1 , the incremental of IFPRW is done by pruning a percentage of filters each time and then performing a "Fixed Training" operation which is to re-train remaining filters while keeping the pruned filters fixed. Incremental method uses the remaining filters to compensate for the accuracy loss resulted from the pruned filter, and enables the compressed network to have a larger model capacity. The random walk of IFPRW is done by applying a random walk to the pruned filter which allows the degraded filter to be activated with a certain probability, which can expand the optimization space, and thus achieve a higher accuracy than others.
Contributions. We have three contributions:
(1) We propose IFPRW which can solve the problem of violent pruning by incremental schemes to prune filter, this can dramatically maintain the model capacity.
(2) We found the problem of filter degradation in previous works and solve it by applying a random walk to the pruned filter, which enables the compressed model to have a larger optimization space.
(3) The extensive experiment on two benchmark datasets demonstrates the effectiveness and efficiency of our IFPRW. Our IFPRW can reduce more than 57% FLOPs for ResNet-110 on CIFAR-10 with only negligible (0.18%) top-1 accuracy loss, and also achieve state-of-the-art results on ILSVRC-2012.
RELATED WORKS 2.1 Weight Pruning
A natural way to compress a Deep CNNs is removing some of its unimportant parameters. Nevertheless, defining what is important is a non-trivial work. Optimal Brain Damage [18] and Optimal Brain Surgeon [9] use second-order Taylor expansion to calculate the metric for importance of the parameters. However, these two methods require computation of the second derivatives, which is costly for today's Deep CNNs. Recently, Magnitude-based weight pruning [7, 8, 28, 32] is a simple but effective approach where the importance of a parameter is measured by its absolute value. Based on that, the Deep CNNs is iteratively pruned and fine-tuned. [6] proposed the dynamic network surgery to recover mistaken parameter. [19] proposed an optimization algorithm to automatically tune the pruning thresholds for magnitude-based pruning methods. [1] formulates pruning as an optimization problem of finding the weights that minimize the loss while satisfying a pruning cost condition. The energy efficiency-aware pruning method [35] has been proposed to facilitate energy-efficient hardware implementations, allowing for certain accuracy degradation. However, weight pruning methods always lead to unstructured models, so the model cannot leverage the existing efficient BLAS libraries in practice. Therefore, it is difficult for weight pruning to achieve realistic speedup.
Filter Pruning
Numerous excellent works [3, 6-8, 34, 38] have shown that it is feasible to remove a large portion of parameters from a neural network without a significant performance drop. However, Because the weight pruning methods make the weight tensors no smaller but just sparser, little or no acceleration can be observed without the support from specialized hard-ware. Then it is natural for researchers to go further on Deep CNNs: by removing filters instead of sporadic parameters, and transforming the wide convolutional layers into narrower ones, hence the FLOPs, memory footprint, and power consumption are significantly reduced. [21] uses ℓ 1 -norm to select unimportant filters and explores the sensitivity of layers for filter pruning. [24] introduces ℓ 1 regularization on the scaling factors in batch normalization layers as a penalty term, and prune filter with small scaling factors in batch normalization. [27] compare different evaluation criteria for pruning and find that criterion based on Taylor expansion has superior performance among them. [25] adopts the statistics information from next layer to guide the importance evaluation of filters. [14] proposes a Lasso-based filter selection strategy, and a least square reconstruction algorithm to prune filters. SFP [13] prunes the filters in a soft manner. Specifically, some pruned filter can still be updated when training the model after pruning. Previous works on filter pruning have made great progress in accelerating Deep CNNs. However, they still suffer from the problem of shrinking the model capacity due to "Violent Pruning" and "Filter Degradation".
THE PROPOSED APPROACH 3.1 Problem Formulation of Filter Pruning
Considering a Deep CNN with L convolutional layers, we define the set of convolutional filters F = {F 1 , F 2 , · · · , F L } for these layers. For the i-th convolutional layer, its filter is denoted as F i ∈ R N i ×C i ×K ×K , where K is the kernel size, N i is the number of filters, and C i is the channel size in this layer. The convolutional operation of the i-th layer can be written as:
where I is the input tensor with a shape of
For the convenience of discussion, we define the pruned filter set in the i-th layer as F pr uned i , and the remaining filter set as F keep i , then we have:
Here, we define a binary vector T i to help distinguish above two categories of filters. That is
, and a desired pruning ratio PR(indicates the ratio between the number of pruned filters and the total number of filters), the traditional filter pruning problem can be defined as follows:
where Loss(·) is a standard loss function(i.e., softmax or Euclidean), card(T i ) returns the number of nonzero elements of T i , ⊙ denotes the Khartri-Rao product operator. The formulation Eq.3 is usually difficult to solve, because it can be discontinuous, non-differentiable, and the computation of Loss(·) is composed of a series of complex operations, such as Pooling, Relu, and Dropout, which increase the complexity of Eq.3. In this paper we use the ℓ p -norm to evaluate the importance of each filter, and adopt a greedy and heuristic strategy to relax the Eq.3 by greedily selecting an amount of PR × N i most unimportant filters to form the F pr uned i for the i-th convolutional layer as Eq.4, where TopK i represents the ℓ p -norm value of the PR × N i unimportant filter in ascending order by the importance of filter.
Technical Presentation WSDM '20, February 3-7, 2020, Houston, TX, USA Figure 2 : The phenomenon of filter degradation. The values of the area covered by the red dashed border is 0 and the green dashed border is less than 0. The convolution layer is followed by the Batch Normalization and ReLu activation layer. In the figure we can observe that if the β i corresponding to the pruned filter is less than 0, the information passing through it will not be activated by ReLu layer. Since the gradient is 0 when ReLu is less than 0, the gradient of pruned filter with corresponding of β i is less than 0 is always 0 and can not be updated in the process of back-propagation gradient.
Incremental Filter Pruning Strategy
Previous works [13, 16, 22, 36] on filter pruning adopt a violent pruning strategy in which all filters are simultaneously pruned, as shown in Fig.1 , which leads to non-negligible accuracy loss on Deep CNNs, especially when being applied on the ImageNet large scale classification dataset. In this paper, we propose IFPRW which adopts a incremental filter pruning strategy. Specially, as shown in Fig.1 , IFPRW prunes a percentage of filter in incremental scheme according to Eq.4, and then follwed by "Fixed Training" and "Training" operations in each iteration process, this iterative process continues until the expected pruning ratio is achieved. Specifically, as shown in Algorithm 1, line 14 -26 describes the incremental pruning schemes. "Training" operation is to re-train all filters using popular stochastic gradient decent(SGD) method, which can recover the mistakenly pruned filters and make the model have a larger model capacity. "Fixed Training" is to re-train the remaining filter:
while keeping the pruned filter: F i,j ∈ F pr uned i fixed. By performing "Fixed Training" operation, the optimization problem defined in Eq.3 can be reshaped into a easier version. That is, we only need to optimize the following objective function:
where F pr uned i is determined by pruning operation according to Eq.4. Since F pr uned i is known, we only need to optimize F i,j using stochastic gradient descent(SGD) method. That is, the update scheme for F i,j as :
where η is the learning rate. Note that the binary matrix T i forces zero update to the filters that have been pruned: F i,j ∈ F pr uned i . Incremental filter Pruning introduces much less accurcay loss than simultaneously pruning all filter, because it make re-training process have larger room to recover model accuracy. Previous works [13, 22] on filter pruning directly set the current pruned filters to 0, which is easy to cause the problem of filter Technical Presentation WSDM '20, February 3-7, 2020, Houston, TX, USA Algorithm 1 IFPRW method for filter pruning Input:
Filter Pruning via Random Walk
Pruning ratio: PR, Incremental pruning ratio: IPR 1: Initialize: T i = 0 22: degradation, because the activation function ReLu can not be activated, as shown in Fig.2 . In order to comprehensively understand the phenomenon of filter degradation, we compare the proportion of the degradated filter in the set of pruned filters between SFP and our IFPRW for ResNet-110 on CIFAR-10. As shown in Fig.3 , we can observe that the degradation filter ratio in the set of pruned filter of SPF [13] is more than 50%, but our IFPRW is less than 10%. This also verifies the effectiveness of our IFPRW.
In this paper we propose IFPRW method for filter pruning, which can solve the problem of filter degradation by random walk. Specially, as shown in line 8 of Algorithm 1, before the "Training" operation, we let the pruned filter randomly walk in the parameter space, which allows the degraded filters to jump to the active filter and enables the degraded filters to restore learning ability. The random walk process can be expressed as:
where F i,c ,k ,k represents a parameter in the pruned filter F i , and it can randomly walk in the parameter space by the function of random_walk(·). The parameter of the pruned filter F i random walk process in the epoch-th iteration can be expressed as:
where averaдe(|F i |) denotes the average of the absolute values of all parameters in the filter F i . ν i is sampled from a zero-mean Gassian of unite variance independently for each parameter. T is a temperature parameter used to control the amplitude of the random walk. The larger the value of T , the larger the amplitude of the random walk, and the easier the degraded filter is to be activated. As the number of iterations increases, the temperature T gradually decreases, and finally the model converges to a steady state. The change in temperature T can be expressed as:
where T 0 is the initial temperature, and epoch is the number of iterations. The proposed method IFPRW does not directly set the pruned filter to 0, but allows the pruned filter to randomly walk in the parameter space, thus overcome the filter degradation problem in the previous method.
Theoretical and Realistic Accelerated Analysis

Theoretical Acceleration.
Suppose the shapes of input tensor I ∈ N i−1 × H i−1 × W i−1 and output tensor O ∈ N i × H i × W i . Set the filter pruning ratio of the i-th layer to PR i , then N i × PR i filters should be pruned. After filter pruning, the dimension of useful output feature map of the i-th layer decreases from N i ×H i ×W i to N i (1−PR i )×H i ×W i . Note that the output of i-th layer is the input of (i+1)-th layer. And we further prunes the (i+1)-th layer with a filter pruning ratio PR i+1 , then the calculation of (i+1)-th layer is decrease from
In other words, a proportion of 1 − (1 − PR i+1 )(1 − PR i ) of the original calculation is reduced, which will make the Deep CNN inference much faster.
Realistic Acceleration.
In the above analysis, only the FLOPs of convolution operations for computation complexity comparison is considered, which is common in previous works [13, 21] . This is because other operations such as batch normalization(BN) and pooling are insignificant comparing to convolution operations.
However, non-tensor layers(e.g., BN and pooling layers) also need the inference time on GPU [26] , and influence the realistic acceleration . Besides, the wide gap between the theoretical and realistic acceleration could also be restricted by the IO delay, buffer switch, and efficiency of BLAS libraries. We compare the theoretical and practical acceleration in Table 3 .
EXPERIMENTS 4.1 Experimental Setting
All experiments are based on Pytorch [29] and the released code of SFP [13] , and run on a server with 8 Titan V GPUs and 40 Intel(R) E5-2640@2.40GHz CPU. To ensure the fairness of the comparison, the evaluation methods used in experiments are completely the same as those used in SFP, including the pruned Deep CNN model, dataset, accuracy, and pruning ratio. We run each experiment five times and report the "mean + std". we compare the performance with other state-of-art acceleration algorithms, e.g., SFP [13] , Dong et al [5] , Li et al [21] , He et al [14] , Luo et al [26] .
Dataset.
we validate the effectiveness of our acceleration method on two benchmark datasets: CIFAR-10 [17] and ILSVRC-2012 [30] . The CIFAR-10 dataset contains 50,000 training images and 10,000 testing images, in total 60,000 32 × 32 color images, which are categorized into 10 classes. ILSVRC-2012 is a large-scale dataset containing 1.28 million training images and 50k validation images of 1,000 classes.
Architecture Setting.
As the ResNet has the shortcut structure, previous works [5, 14, 26] claim that ResNet has less redundancy than VGGNet [33] , and accelerating ResNet is more difficult than accelerating VGGNet. Therefore, we focus on pruning the challenging ResNet model.
Training Setting.
On CIFAR-10, the parameter setting is the same as [12] , and the training schedule is the same as [37] . In the ILSVRC-2012 experiments, we use the default parameter settings which is the same as [11, 13] , and the same data argumentation strategies as the official PyTorch [29] examples. We analyze the difference between starting from scratch and the pre-trained model. For pruning the model from scratch, we use the normal training schedule without additional fine-tuning process. For pruning the pre-trained model, we reduce the learning rate to 10% of the original learning rate.
Pruning Setting.
In the filter pruning step, we simply prune all the convolutional layers with the same pruning ratio(PR) and incremental pruning ratio(IPR). Therefore, only two hyper-parameters PR and IPR is needed to balance the acceleration and accuracy in the pruning process. For simplicity, in all experiments we set IPR=10%. The pruning operation is conducted at the end of every "Fixed-Training", random walk, "Training" epoch.
Random Walk Setting.
In the random walk step, only the initial temperature parameter T 0 needs to set. For simplicity, The parameter T 0 of the whole experiment is set to the same value: T 0 = 5.
ResNet on CIFAR-10
Settings.
For the CIFAR-10 dataset, we test our IFPRW on ResNet-20, 32, 56, and 110 with two different pruning ratio: 35% and 45%. We also analyze the difference between using the pre-train and from scratch.
Results.
As shown in Table 1 , our IFPRW could achieve a better performance than the other state-of-the-art filter pruning methods. For example, [Li et al.] accelerates ResNet-110 by 38.6% speedup ratio with 0.61% accuracy drop without using pre-trained model. When using pre-trained model, the accuracy drop becomes 0.20%. However, Our IFPRW can accelerate the inference of ResNet-110 to 57.7% speed-up with only 0.18% accuracy drop without using pre-trained model. When using the pre-trained model, We can even outperform the original model by 0.28% with about more than 46% FLOPs reduced. Comparing to SFP, when pruning more than 50% FLOPs of ResNet-56, Our IFPRW has only 0.58% accuracy drop, which is much less than SFP(1.33%). For pruning the pre-trained ResNet-110, our method achieves a much higher(46.7% vs 40.8%) acceleration ratio with 0.28% performance increase, while SFP only improves the accuracy by 0.18 with lower acceleration ratio.
The results validate the effectiveness of IFPRW, which can produce a more compressed model with comparable or even better performances to the original model.
ResNet on ILSVRC-2012
Settings.
For the ILSVRC-2012 dataset, we test our IFPRW on ResNet-18, 34, 50, and 101 with pruning ratio: 35% and 40%. All the convolutional layer of ResNet are pruned with the same pruning ratio at the same time. As the same with SFP [13] , we do not prune the projection shortcuts for simplification, which only need negligible time and do not affect the overall cost.
Results
. Table 2 shows that our IFPRW outperforms other state-of-theart methods on ILSVRC-2012 dataset again. For ResNet-50, IFPRW without using pre-trained model achieves a much higher (48.0 vs 41.8) than SPF, but its accuracy exceeds by 0.74%. IFPRW with using pre-trained model could even gain 0.61% improvement over IFPRW without using pre-trained model. For ResNet-101, IFPRW without using pre-trained model achieves more inference speedup (42.2% vs 50.2%) than SFP, but our pruned model exceeds their model by 0.29% on the accuracy. Moreover, for pruning a pre-trained ResNet-101, IFPRP reduces more than 54% FLOPs of the model with only 0.7% top-5 accuracy loss.
Realistic Acceleration. To compare the theoretical and realistic acceleration, we measure the forward time of the pruned models on one Titan V GPU with a batch size of 64. The result is shown in Table 3 . As discussed in the above section, the gap between the theoretical and the realistic acceleration may come from the limitation of IO delay, buffer switch and the efficiency of BLAS libraries.
Ablation Study
Influence of Pruning Interval.
In our experiment setting, the interval of pruning equals to one, i.e., we conduct our pruning operation at the end of every "Fixed-Training" and "Training" epoch. However, different pruning interval Technical Presentation WSDM '20, February 3-7, 2020, Houston, TX, USA Table 1 : Comparison of the pruned ResNet on CIFAR-10. In "Pre-train?" column, " " and " " indicate whether to use the pre-trained model as initialization or not, respectively. The "Accu.Drop" is the accuracy drop between pruned model and the basedline model, the smaller, the better. A negative value in "Accu.Drop" indicates an improved model accuracy. "FLOPs" column represents the amount of calculation of the model after pruning. "Pruned FLOPs" denotes the ratio of pruned FLOPs in theory. may lead to different performance; so we explore the influence of pruning interval. We use the ResNet-110 under pruning ratio 45% as a baseline, and change the pruning interval from one epoch to ten epochs, as shown in Fig.4(a) . It is shown that the model accuracy has no large fluctuation along with the different pruning intervals(is less than 0.5%), which means the performance of pruning is not sensitive to this parameter. Note that fine-tuning this parameter could even achieve better performance.
Depth
Varying Pruning Ratio.
We change the pruning ratio for ResNet-110 on CIFAR-10 to comprehensively understand our IFPRW, as shown in Figure 4(b) .
When the pruning ratio is 15% and 20%, the performance of the pruned model even exceeds the baseline model without pruning, which shows IFPRW may have a regularization effect on the neural network.
Filter evaluation Criteria.
The ℓ p -norm, as shown in Eq.4, are widely used to evaluate the importance of filter because computational resources cost is small [13] . We compare the ℓ 2 -norm and ℓ 1 -norm. We use the ResNet-110 on CIFAR-10 as the baseline. For ℓ 1 -norm criteria, the accuracy of the model under pruning ratio 25%, 35%, 45% are 93.68 ± 0.18, respectively. The performance of ℓ 2 -norm criteria is slightly better than ℓ 1 -norm criteria. The result of ℓ 2 -norm is dominated by the largest element, while the result of ℓ 1 -norm is also largely affected by other small elements. Therefore, filters with some large weights would be preserved by the ℓ 2 -norm criteria. So the corresponding discriminative features are kept so the performance of the pruned model is better. IFPRW can maintain a larger model capacity and thus achieve the superior performance. 
Effect of increamental pruning.
We analyze the effect of incremental pruning step in IFPRW. For ResNet-110 on CIFAR-10 dataset under pruning ratio 45%, the accuracy of pruned model with using incremental pruning step is 93.50%, while the accuracy of pruned model without using incremental pruning step is 93.11%. This also verifies that incremental pruning has a larger model capacity and thus better performance than violent pruning.
Effect of random walking.
To comprehensively understand IFPW, we analyze the effect of randomly walk process in IFPRW. For ResNet-101 on ILSVRC-2012 under pruning ratio 45%, we did two comparison experiments, one uses a random walk process, and the other do not uses it. The top-5 accuracy of the pruned model with using randomly walk process is 92.86%, while the other is 90.31%. This also verifies that the ranom walk process can alleviate the filter degradation problem and indirectly expand the model capacity.
CONCLUSION AND FUTURE WORK
In this paper, we analyze two problems that existed in previous works based on filter pruning for accelerating Deep CNNs: "Violent Pruning" and "Filter Degradation". To solve this, we propose a new filter pruning strategy based on "incremental pruning" and "random walk", named IFPRW, to accelerate the Deep CNNs. Remarkably, IFPRW achieves the state-of-the-art performance in several benchmarks. In the future, we plan to work on how to combine IFPRW with other acceleration algorithms, e.g., maxtrix decomposition and low-precision parameters, to push the performance to a new higher stage.
