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1 NOTIONS FONDAMENTALES
1 Notions fondamentales sur les e´quations diffe´rentielles
On e´tudie d’abord les syste`mes sans commandes. Soit le syste`me d’e´quations diffe´rentielles
(ordinaires) (ou plus brie`vement syste`me diffe´rentiel ou encore e´quation diffe´rentielle, puisqu’il
s’agit d’une e´quation vectorielle)
x˙ = f(t, x), x ∈ X ⊂ Rn.
Re´soudre ce syste`me, c’est calculer une solution (on dit aussi une trajectoire), i.e., une application
[t0, t1] 3 t 7→ x(t) telle que
∀t ∈ [t0, t1], x˙(t) = f
(
t, x(t)
)
.
En ge´ne´ral on conside`re e´galement une condition initiale x0 ∈ X a` l’instant t0, et on s’inte´resse
aux solutions qui partent de ce point, i.e., qui ve´rifient x(t0) = x0.
Un exemple trivial mais important de trajectoire est le point d’e´quilibre : c’est un point xe (ou
en toute rigueur une courbe t 7→ x(t) = xe dont le graphe ne contient que le point xe) tel que
f(t, xe) = 0 a` tout instant t ≥ t0. C’est bien une solution du syste`me puisque, xe e´tant constant,
sa de´rive´e est nulle.
Une remarque e´vidente mais fondamentale est qu’on ne sait en ge´ne´ral pas calculer explicitement
les solutions d’une e´quation diffe´rentielle, d’ou` la ne´cessite´ de recourir a` des me´thodes indirectes
pour pouvoir dire quelque chose (par exemple prouver l’existence, la stabilite´, ou encore construire
un proce´de´ d’approximation nume´rique). L’inte´reˆt des e´quations diffe´rentielles re´side d’ailleurs
dans leur pouvoir de “re´sumer” de manie`re compacte et e´le´gante une information tre`s riche (il
suffit par exemple de re´fle´chir a` la quantite´ d’information contenue dans un e´nonce´ d’apparence
simple tel que la loi de Newton : la de´rive´e de la vitesse est proportionnelle aux efforts exerce´s).
On utilisera souvent la terminologie suivante, qui correspond a` des cas particuliers de l’appli-
cation f :
– si f ne de´pend pas du temps, x˙ = f(x), le syste`me est stationnaire ;
– si f est line´aire en x, x˙ = A(t)x, le syste`me est line´aire ;
– si f ne de´pend pas du temps et est line´aire en x, x˙ = Ax, le syste`me est line´aire stationnaire.
Il est important, en particulier du point de vue de la mode´lisation physique, d’eˆtre assure´ de
l’existence et de l’unicite´ des solutions d’une e´quation diffe´rentielle. Ceci peut se faire dans un
cadre tre`s ge´ne´ral en imposant des conditions de re´gularite´ sur f ; on dira ainsi que l’application
f : I ×X ⊂ R× Rn 7−→ Rn
est uniforme´ment Lipschitz en x s’il existe une constante L telle que
∀x1, x2 ∈ X, sup
t∈I
‖f(t, x1)− f(t, x2)‖ ≤ L ‖x1 − x2‖ .
Cette proprie´te´ veut simplement dire que la croissance de f en x est au plus line´aire ; en particulier si
I et X sont compacts (i.e., ferme´s et borne´s) et f est de classe C1 (i.e., continuement diffe´rentiable),
alors f est uniforme´ment Lipschitz en x (et aussi en t), avec L = supt,x ‖∂xf(t, x)‖. On notera que
la proprie´te´ de Lipschitz entraˆıne la continuite´ en x.
The´ore`me 1 (Existence et unicite´). Soit l’e´quation diffe´rentielle avec condition initiale
x˙ = f(t, x), x(t0) = x0,
avec ‖x− x0‖ ≤ d et t0 ≤ t ≤ t0 + T . On suppose
– f continue en t,
– f uniforme´ment Lipschitz en x.
Alors le proble`me a une unique solution pour t0 ≤ t ≤ inf(T, d
M
), ou` M := sup
t,x
‖f(t, x)‖.
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Autrement dit, la solution existe localement et est unique de`s que f est “suffisamment re´gulie`re”
(par exemple de classe C1). En fait, c’est l’hypothe`se de continuite´ en t et en x qui assure l’existence
de la solution. La condition de Lipschitz assure l’unicite´ (et facilite la preuve de l’existence). Ainsi,
l’e´quation x˙ = x1/3 est continue mais n’est pas Lipschitz en x = 0 ; en partant de la condition
initiale x(0) = 0, il y a deux solutions distinctes, x(t) = 0 et x(t) = (2t/3)3/2.
On notera que le the´ore`me ne garantit l’existence de la solution que sur un intervalle de temps
qui de´pend de la borne M de ‖f‖ : plus cette borne est grande, plus l’intervalle de de´finition est
petit. Il est souvent possible d’assurer l’existence de la solution sur un intervalle plus grand, voire
pour tout t ≥ t0. Ainsi la solution de x˙ = x, x(0) = x0, qui est x(t) = etx0 est de´finie pour tout
t ≥ 0, bien qu’elle soit non borne´e. Mais il peut e´galement se produire une “explosion en temps
fini” ; ainsi x˙ = x2, x(0) = x0 a pour solution
x(t) =
x0
1− x0t .
Si x0 > 0, x(1/x0) = +∞ : le syste`me “explose” a` l’instant t = 1/x0.
1.1 Stabilite´ – Line´arisation tangente
Une question essentielle est de savoir si toute trajectoire t 7→ x(t) proche d’une trajectoire de
re´fe´rence t 7→ xr(t) se rapproche (ou s’e´loigne) de la re´fe´rence : c’est le proble`me de la stabilite´.
Autrement dit, on voudrait savoir si l’e´cart ∆x := x − xr(t) tend vers 0. Cet e´cart est re´gi par
l’e´quation d’erreur
(1) ∆˙x = f
(
t, xr(t) + ∆x
)− f(t, xr(t)),
qui admet par construction un point d’e´quilibre en ∆x = 0.
Pour des raisons techniques qui apparaˆıtront dans la suite, on demandera de plus que la vi-
tesse de convergence soit exponentielle (voir section 1.2), ce qui conduit a` la notion de stabilite´
exponentielle.
De´finition 1. La trajectoire [t0,+∞[3 t 7→ xr(t) de x˙ = f(t, x) est exponentiellement stable si
∃δ > 0, C > 0, λ > 0 tels que ‖∆x(t0)‖ ≤ δ ⇒ ‖∆x(t)‖ ≤ C ‖∆x(t0)‖ e−λ(t−t0),
ou` t 7→ ∆x(t) est la solution de l’e´quation d’erreur (1).
La stabilite´ est une proprie´te´ de la trajectoire, et non du syste`me (un syste`me peut avoir a` la fois
des trajectoires stables et instables). Cette de´finition est locale (l’e´cart initial doit eˆtre suffisamment
petit).
Il est facile de tester la stabilite´ exponentielle de l’origine d’un syste`me line´aire stationnaire
x˙ = Ax : il y a stabilite´ exponentielle si et seulement si les valeurs propres de A sont toutes a` parties
re´elles strictement ne´gatives ; dans ce cas la stabilite´ est de plus globale (l’e´cart initial peut eˆtre
arbitrairement grand). Mais, contrairement a` ce qu’on pourrait penser intuitivement, ce re´sultat
ne se ge´ne´ralise pas au cas line´aire instationnaire, meˆme si les valeurs propres sont a` tout instant
a` parties re´elles strictement ne´gatives. Ainsi
x˙ =
( −1 + 1.5 cos2 t 1− 1.5 sin t cos t
−1− 1.5 sin t cos t −1 + 1.5 sin2 t
)
· x
a pour valeurs propres −0.25±0.25√7j ; ces valeurs propres ne de´pendent pas de t et sont a` parties
re´elles strictement ne´gatives. Ne´anmoins la solution partant de la condition x(0) = x0 est
x(t) =
(
e0.5t cos t e−t sin t
−e0.5t sin t e−t cos t
)
· x0,
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et il y a clairement des conditions initiales x0 arbitrairement proches de l’origine pour lesquelles
elle diverge.
Le re´sultat fondamental suivant affirme que, sous certaines hypothe`ses de “re´gularite´ uniforme”,
la stabilite´ exponentielle d’une trajectoire d’un syste`me non-line´aire peut se de´duire de la stabilite´
exponentielle du line´arise´ tangent autour de cette trajectoire. Il prend tout son inte´reˆt quand le
tangent est stationnaire, puisqu’il suffit alors d’examiner les valeurs propres. Il repose sur l’ide´e
intuitive que si on de´veloppe l’e´quation d’erreur (1) par la formule de Taylor avec reste inte´gral,
on obtient
∆˙x = ∂xf
(
t, xr(t)
) ·∆x+ g(t,∆x),
ou` g est d’ordre 2 en ∆x. Il semble alors naturel de ne´gliger ce terme et d’approximer l’e´quation
d’erreur par le syste`me tangent (autour de la trajectoire t 7→ xr(t))
˙δx = ∂xf
(
t, xr(t)
) · δx.
C’est ce qu’on appelle la line´arisation au premier ordre (un grand classique dans de nombreuses
branches des mathe´matiques et de la physique).
The´ore`me 2 (Poincare´-Lyapunov). Soit l’e´quation diffe´rentielle
(2) z˙ = A(t)z + g(t, z), z(t0) = z0,
ou` on suppose que :
– A(t) est continue et borne´e,
– g(t, z) est continue en t et uniforme´ment Lipschitz en z autour de z = 0,
– lim
‖z‖→0
sup
t≥t0
‖g(t, z)‖
‖z‖ = 0.
Alors l’origine de (2), qui est l’unique solution, est exponentiellement stable si l’origine de
˙˜z = A(t)z˜ est exponentiellement stable.
Dans l’e´nonce´ du the´ore`me, z joue clairement le roˆle de l’e´cart ∆x et A(t) celui de la matrice
Jacobienne de f .
Les deux premie`res hypothe`ses du the´ore`me servent uniquement a` assurer l’existence et l’uni-
cite´ de la solution dans le cadre du the´ore`me d’existence 1 (on notera par ailleurs que A(t)z est
e´videmment uniforme´ment Lipschitz en z). La troisie`me condition peut alternativement s’e´crire
∀ε > 0,∃δ > 0, ‖z‖ ≤ δ ⇒ sup
t≥t0
‖g(t, z)‖ ≤ ε ‖z‖ .
Elle signifie que g(t, z) est “uniforme´ment d’ordre strictement supe´rieur a` 1” en z. Elle assure
e´galement que 0 est une solution (et donc la seule solution puisqu’il y a unicite´).
Le re´sultat est e´videmment local en espace : il faut partir “suffisamment” pre`s (sinon ce sont
les termes d’ordre supe´rieur qui dominent. . . ).
On a un re´sultat analogue en remplac¸ant “stable” par “instable”. Plus ge´ne´ralement, on peut
montrer que les trajectoires du tangent ressemblent (localement) en un certain sens aux trajectoires
de l’e´quation d’erreur.
1.2 Culture : comple´ments sur la stabilite´
La notion la plus inte´ressante en pratique est la stabilite´ exponentielle, car elle peut se de´duire
de la stabilite´ du line´arise´ tangent (voir section 1.1) et assure un comportement raisonnable face
a` des perturbations (voir section 2). Il existe ne´anmoins d’autres notions moins restrictives de
stabilite´.
De´finition 2. La trajectoire [t0,+∞[3 t 7→ x(t) de x˙ = f(t, x) est
3
2 ME´THODES DE PERTURBATIONS
– uniforme´ment stable, si ∀ε > 0, ∃δ > 0 inde´pendant de t0 tel que
‖∆x(t0)‖ ≤ δ ⇒ ‖∆x(t)‖ ≤ ε, t ≥ t0,
– uniforme´ment asymptotiquement stable, si elle est uniforme´ment stable et s’il existe c > 0
inde´pendant de t0 tel que
‖∆x(t0)‖ ≤ c⇒ lim
t→∞∆x(t)→ 0.
Ces de´finitions sont locales (l’e´cart initial doit eˆtre suffisamment petit). On peut e´videmment
se dispenser du mot “uniforme´ment” dans le cas stationnaire.
On voit imme´diatement que
stabilite´ exponentielle⇒ stabilite´ asymptotique uniforme⇒ stabilite´ uniforme.
En line´aire la stabilite´ asymptotique est en fait e´quivalente a` la stabilite´ exponentielle (c’est e´vident
dans le cas stationnaire). Mais c’est faux en ge´ne´ral : ainsi l’origine de x˙ = −x3 est asymptotique-
ment stable mais pas exponentiellement stable ; en effet, la solution partant de la condition initiale
x(t0) = x0 est x(t) = x0√
1+2x20t
. La de´croissance de l’erreur est donc beaucoup plus lente qu’une
exponentielle.
Il n’existe pas de crite`re ge´ne´ral permettant de montrer qu’une trajectoire est asymptotique-
ment stable. Le line´arise´ tangent ne fournit aucune indication (sauf e´videmment s’il y a stabilite´
exponentielle). La stabilite´ asymptotique se prouve souvent en exhibant une fonction de Lyapunov
(sorte de fonction d’e´nergie qui de´croˆıt le long des trajectoires du syste`me).
2 Me´thodes de perturbations
On a jusqu’ici conside´re´ des e´quations diffe´rentielles “parfaites”, au sens ou` on les supposait
parfaitement connues. Dans la re´alite´, on ne manipule que des objets imparfaitement connus. Une
fac¸on simple de de´crire cette incertitude est de conside´rer que les objets conside´re´s de´pendent d’un
“petit” parame`tre ε. L’ide´e intuitive est alors de voir le proble`me e´tudie´ comme une perturbation du
proble`me “nominal” obtenu en posant ε := 0, et d’essayer de montrer que les proble`mes nominal et
perturbe´ ont la meˆme solution “a` ε pre`s”. Cette de´marche est tellement naturelle qu’elle est souvent
utilise´e sans justification ; les de´monstrations ne sont cependant pas comple`tement imme´diates.
Pour avoir des e´nonce´s pre´cis sur le type d’approximation obtenu, on aura constamment besoin
de la de´finition suivante :
De´finition 3. Soit α(t, ε) une application de´finie (localement) pour t ≥ t0 et ε ≥ 0. On dit que α
est d’ordre ε (notation : α(t, ε) = O(ε)) sur une e´chelle de temps O(1) s’il existe k > 0 et T > 0
inde´pendants de ε tels que
lim
ε→0
sup
t0≤t≤t0+T
‖α(t, ε)‖
ε
≤ k.
Ainsi tε = O(ε) sur une e´chelle de temps O(1), en prenant par exemple k := T := 1. On peut
aussi e´crire tε2 = O(ε) sur une e´chelle de temps O(1) qui est vrai e´galement ; en adaptant de
manie`re e´vidente la de´finition, on a de plus tε2 = O(ε2) sur une e´chelle de temps O(1), ou encore
tε2 = O(ε) sur une e´chelle de temps O(1/ε).
2.1 Perturbations re´gulie`res
Soit l’e´quation diffe´rentielle
x˙ = F (t, x, ε), x(t0) = X0(ε),
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ou` x ∈ X ⊂ Rn et ε > 0 est un “petit” parame`tre. Une ide´e naturelle est d’approximer ce proble`me
“perturbe´” par le proble`me “nominal”
˙˜x = F (t, x˜, 0), x˜(t0) = x0(0).
En effet, les perturbations e´tant d’ordre ε, on peut intuitivement penser que l’e´cart x(t) − x˜(t)
entre les solutions des proble`mes nominal et perturbe´ est d’ordre ε. Mais on peut facilement se
convaincre qu’une telle approximation ne peut eˆtre valable que sur une e´chelle de temps O(1) : ainsi
quand on approxime x˙ = εx, x(0) = 1 + ε par ˙˜x = 0, x˜(0) = 1, on a une approximation d’ordre ε
sur une e´chelle de temps O(1). En effet la solution du proble`me perturbe´ est x(t) = (1 + ε)eεt et
la solution du proble`me nominal est x˜(t) = 1 ; pour T > 0 fixe´, on a alors
lim
ε→0
sup
0≤t≤T
‖x(t)− x˜(t)‖
ε
= 1 + T,
et en choisissant par exemple T := 1 et k := 2, on a bien x(t) = x˜(t) + O(ε) sur une e´chelle de
temps O(1). On voit e´galement qu’on ne peut avoir une approximation d’ordre ε sur une e´chelle de
temps plus longue que O(1) : par exemple sur l’e´chelle de temps 1/ε, l’approximation est seulement
d’ordre O(1).
Pour e´noncer un re´sultat ge´ne´ral pre´cis, il est pratique de remarquer que la formule de Taylor
avec reste inte´gral permet d’e´crire
F (t, x, ε) = f(t, x) + εg(t, x, ε),
ou` f(t, x) = F (t, x, 0) et g est le reste inte´gral. De meˆme
X(t0) = x0 + εη(ε),
ou` x0 = X0(0) et η est le reste inte´gral.
The´ore`me 3. Soit le proble`me perturbe´
x˙ = f(t, x) + εg(t, x, ε), x(t0) = x0 + εη(ε),
ou` on suppose
– f et g continues en t, x et uniforme´ment Lipschitz en x,
– η borne´e et g uniforme´ment borne´e.
Alors on a l’approximation x(t) = x˜(t) + O(ε) sur une e´chelle de temps O(1), ou` t 7→ x(t) est la
solution du proble`me perturbe´ et t 7→ x˜(t) est la solution du proble`me nominal ˙˜x = f(t, x˜), x˜(t0) =
x0.
La premie`re hypothe`se sert uniquement a` assurer l’existence et l’unicite´ des solutions. La
deuxie`me hypothe`se garantit que les perturbations sont toujours d’ordre ε. Elle s’e´crit de manie`re
de´taille´e : ∃M,N tels que supε ‖η(ε‖ ≤ N et supt,ε ‖g(t, x, ε‖ ≤M .
Le re´sultat n’a bien se´r de sens que pour ε suffisamment petit. On insiste sur le fait que x(t)
de´pend de ε puisque c’est la solution du proble`me perturbe´, qui de´pend lui-meˆme de ε.
Si on veut une approximation d’ordre ε sur une e´chelle de temps plus longue que O(1), il faut
rajouter une hypothe`se supple´mentaire :
The´ore`me 4 (Continuation). Si de plus la solution t 7→ x˜(t) du proble`me nominal est de´finie
sur [t0,+∞[ et est exponentiellement stable, alors la solution t 7→ x(t) du proble`me perturbe´ est
e´galement de´finie sur [t0,+∞[ et l’approximation est valable sur [t0,+∞[.
Dire que l’approximation est valable sur [t0,+∞[ signifie qu’on peut prendre T := +∞ dans la
de´finition 3.
L’hypothe`se de stabilite´ exponentielle est ne´cessaire, la stabilite´ asymptotique ne suffit pas. Ainsi
l’origine du proble`me perturbe´ x˙ = −x3 + εx est instable bien que l’origine du proble`me nominal
˙˜x = −x˜3 soit asymptotiquement stable (voir section 1.2).
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2.2 Perturbations singulie`res
Conside´rons pour commencer le syste`me
x˙ = −z
εz˙ = −z + x,
ou` ε > 0 est un “petit” parame`tre. Intuitivement, on voit que x est une variable “lente” (sa vitesse
x˙ est d’ordre 1), tandis que z est “rapide” (sa vitesse z˙ est d’ordre 1/ε). On a donc envie de dire
que z atteint imme´diatement son point de d’e´quilibre z = x –obtenu en faisant ε := 0– pendant
que x e´volue lentement suivant x˙ = −x. Cette ide´e est fondamentalement correcte, mais contient
ne´anmoins un certain nombre de subtilite´s. On remarque que le proble`me obtenu en faisant ε := 0
comporte moins d’e´quations diffe´rentielles que le proble`me de de´part, d’ou` le nom de me´thode des
perturbations singulie`res.
Ge´ne´ralisons maintenant ces conside´rations au syste`me{
x˙ = F (t, x, z, ε), x(t0) = X0(ε)
εz˙ = G(t, x, z, ε), z(t0) = Z0(ε),
ou` x ∈ X ⊂ Rn et z ∈ Z ⊂ Rp. Comme d’habitude, on peut grproble`me sous la forme
(3)
{
x˙ = f(t, x, z) + εf1(t, x, z, ε), x(t0) = x0 + η(ε)
εz˙ = g(t, x, z) + εg1(t, x, z, ε), z(t0) = z0 + µ(ε).
On suppose que l’e´quation g(t, x, z) = 0, obtenue en faisant ε = 0, a (localement) une solution
unique z = h(t, x) ; c’est ce qu’on appelle la forme standard du proble`me des perturbations sin-
gulie`res.
On de´finit alors le syste`me lent en faisant ε := 0 dans la premie`re e´quation de (3),
(4) ˙˜x = f(t, x˜, h(x˜, t)), x˜(t0) = x0.
En introduisant le temps rapide τ par ετ = t− t0 et en remarquant que z′ = εz˙ (z′ de´signe la
de´rive´e par rapport a` τ), on a
z′ = G(t0 + ετ, x(t0 + ετ), z, ε).
On de´finit alors le syste`me rapide en faisant ε = 0,
(5) z˜′ = g(t0, x0, z˜), z˜(0) = z0.
Plus ge´ne´ralement, pour tous t, x fixe´s on de´finit l’e´quation de la couche limite par
(6) z′ = g(t, x, z), z(0) = z0.
Cette e´quation est stationnaire (elle ne de´pend pas de τ) et admet par de´finition h(t, x) comme
point d’e´quilibre. La stabilite´ exponentielle pour tous t, x fixe´s de ce point est la cle´ du the´ore`me
des perturbations singulie`res :
The´ore`me 5. Soit le syste`me (3) sous forme standard, ou` on suppose
– f, f1, g, g1 continues en t, x et uniforme´ment Lipschitz en x,
– η, µ borne´es et f1, g1 uniforme´ment borne´es,
– ∀(t, x) proche de (t0, x0), le point d’e´quilibre h(t, x) de la couche limite (6) est exponentielle-
ment stable.
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Alors, si z0 est suffisamment proche de h(t0, x0), on a les approximations
x(t) = x˜(t) +O(ε)
z(t) = h(t, x˜(t)) + z˜
(
t− t0
ε
)
− h(t0, x0) +O(ε)
sur une e´chelle de temps O(1) ; t 7→ (x(t), z(t)) de´signe la solution du syste`me perturbe´ (3), x˜(t)
la solution du syste`me lent (4) et z˜(t) la solution du syste`me rapide (5).
Les commentaires sur les hypothe`ses du the´ore`me des perturbations re´gulie`res sont e´galement
valables ici. On remarquera d’ailleurs que le the´ore`me des perturbations singulie`res contient celui
des perturbations re´gulie`res.
Si on veut une approximation d’ordre ε sur une e´chelle de temps plus longue que O(1), il faut
encore une fois rajouter une hypothe`se de stabilite´ :
The´ore`me 6 (Continuation). Si de plus la solution t 7→ x˜(t) du syste`me lent (4) est de´finie sur
[t0,+∞[ et est exponentiellement stable, alors la solution t 7→
(
x(t), z(t)
)
du proble`me perturbe´ (3)
est e´galement de´finie sur [t0,+∞[ et l’approximation est valable sur [t0,+∞[.
3 Application des me´thodes de perturbations a` l’automa-
tique
On donne ici une indication tre`s sche´matique sur la fac¸on dont on utilise les me´thodes de
perturbations pour construire des lois de commande. L’application effective a` des proble`mes re´els
est tout un art, mais est extreˆmement utile en pratique.
Conside´rons donc le mode`le de connaissance suivant (cense´ de´crire un syste`me re´el){
x˙ = F (x, z, u, ε)
εz˙ = G(x, z, u, ε),
ou` ε > 0 est un “petit” parame`tre. Supposons la partie rapide exponentiellement stable pour tous
x, u fixe´s. Il est alors judicieux de prendre pour mode`le de commande le syste`me
˙˜x = f(x˜, u) := F
(
x˜, h(x˜, u), u, 0
)
.
En effet comme ce syste`me est plus simple, il est plus facile de construire un controˆleur. Supposons
donc que le controˆleur {
u = α(t, x˜, ξ˜)
˙˜
ξ = a(t, x˜, ξ˜)
“fonctionne correctement” sur le mode`le de commande (a` savoir qu’il stabilise exponentiellement
une trajectoire de re´fe´rence donne´e). Si maintenant on applique ce controˆleur au mode`le de connais-
sance, on obtient 
x˙ = F
(
x, z, α(t, x, ξ), ε
)
ξ˙ = a(t, x, ξ)
εz˙ = G(x, z, α(t, x, ξ), ε),
et le the´ore`me des perturbations singulie`res garantit (si toutes les hypothe`ses sont ve´rifie´es !) que
tout se passe –avec une erreur d’ordre au plus ε– comme si on commandait le mode`le de commande.
En pratique, il ne faut pas oublier que x et ξ doivent eˆtre des variables lentes par rapport a` z,
et il faut donc veiller a` ne pas faire un controˆleur rendant trop rapide le syste`me lent (une erreur
classique : oublier qu’on a ne´glige´ une dynamique rapide et choisir les poˆles en boucle ferme´e du
syste`me lent trop rapides).
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4 Preuves des the´ore`mes de perturbations
On donne ici les preuves des the´ore`mes des perturbations re´gulie`res et de Poincare´-Lyapunov,
qui sont simples et typiques du domaine. L’ide´e est de majorer le proble`me e´tudie´ par un proble`me
line´aire stationnaire (d’ou` l’inte´reˆt des conditions de type Lipschitz) et d’utiliser le lemme suivant
pour conclure.
Lemme 1 (Gronwall). On suppose que pour t0 ≤ t ≤ t0 + T , on a la majoration
φ(t) ≤ δ3 + δ2(t− t0) + δ1
∫ t
t0
φ(s)ds,
ou` φ ≥ 0 est une fonction continue et δ1 > 0, δ2 ≥ 0, δ3 ≥ 0 sont des constantes.
Alors, pour t0 ≤ t ≤ t0 + T ,
φ(t) ≤
(
δ2
δ1
+ δ3
)
eδ1(t−t0) − δ2
δ1
.
La preuve est laisse´e en exercice. Le contenu intuitif du lemme est simple : la majoration dans
l’hypothe`se est la forme inte´grale de l’ine´quation line´aire φ˙ ≤ δ2+δ1φ, φ(t0) = δ3 dont la “solution”
est
φ(t) ≤
(
δ2
δ1
+ δ3
)
eδ1(t−t0) − δ2
δ1
.
Preuve du the´ore`me 3. On peut re´e´crire le proble`me diffe´rentiel nominal sous la forme inte´grale
x˜(t) = x0 +
∫ t
t0
f
(
s, x˜(s)
)
ds.
De meˆme, la forme inte´grale du proble`me perturbe´ est
x(t) = x0 + εη(ε) +
∫ t
t0
(
f
(
s, x(s)
)
ds+ εg
(
s, x(s)
))
ds.
Comme par hypothe`se η et g sont borne´es (donc ‖η‖ ≤ N et ‖g‖ ≤ M) et f est uniforme´ment
Lipschitz, il vient
‖x(t)− x˜(t)‖ ≤ ε ‖η(ε)‖+ ε
∫ t
t0
g
(
s, x˜(s)
)
ds+
∫ t
t0
∥∥f(s, x(s))− f(s, x˜(s))∥∥ ds
= εN + εM(t− t0) + L
∫ t
t0
‖x(s)− x˜(s)‖ ds.
En appliquant le lemme de Gronwall avec φ(t) := ‖x(t)− x˜(t)‖, δ1 := L, δ2 := εM et δ3 := εN ,
on trouve
‖x(t)− x˜(t)‖ ≤ ε
(
M
L
eL(t−t0) +N
)
− εM
L
,
ce qui prouve que l’e´cart est d’ordre ε sur l’e´chelle de temps O(1).
Preuve du the´ore`me 2. Rappelons tout d’abord que la solution du syste`me line´aire z˙ = A(t)z
est donne´e par z(t) = Φ(t, t0)z(t0), ou` Φ est la matrice fondamentale du syste`me (en station-
naire Φ(t, s) = eA(t−s)). Cette matrice satisfait entre autres proprie´te´s Φ(t, t) = Id et ∂tΦ(t, s) =
A(t)Φ(t, s).
La forme inte´grale de la solution du syste`me non-line´aire est alors (me´thode de la variation de
la constante)
z(t) = Φ(t, t0)z0 +
∫ t
t0
Φ(t, s)g
(
s, z(s)
)
ds.
8
5 L’APPROCHE PAR LE LINE´ARISE´ TANGENT
On le ve´rifie en de´rivant :
z˙(t) = ∂tΦ(t, t0)z0 + Φ(t, t)g
(
t, z(t)
)
+
∫ t
t0
∂tΦ(t, s)g
(
s, z(s)
)
ds
= A(t)Φ(t, t0)z0 + g
(
t, z(t)
)
+A(t)
∫ t
t0
Φ(t, s)g
(
s, z(s)
)
ds
= A(t)z(t) + g
(
t, z(t)
)
,
qui est bien l’e´quation de de´part. Comme l’origine du tangent est stable, ‖Φ(t, τ)y‖ ≤ Ce−λ(t−t0) ‖y‖
pour tout y. On en de´duit
‖z(t)‖ ≤ ‖Φ(t, t0)z0‖+
∫ t
t0
∥∥Φ(t, s)g(s, z(s))∥∥ ds
≤ Ce−λ(t−t0) ‖z0‖+
∫ t
t0
Ce−λ(t−s)
∥∥g(s, z(s))∥∥ ds
≤ Ce−λ(t−t0) ‖z0‖+
∫ t
t0
εCe−λ(t−s) ‖z(s)‖ ds,
ou` on a utilise´ le fait que ‖g(t, z)‖ ≤ ε ‖z‖ pour ‖z‖ suffisamment petit. Autrement dit, on a
eλ(t−t0) ‖z(t)‖ ≤ C ‖z0‖+
∫ t
t0
εCeλ(s−t0) ‖z(s)‖ ds.
En appliquant le lemme de Gronwall avec φ(t) := eλ(t−t0) ‖z(t)‖, δ1 := εC, δ2 := 0 et δ3 := C ‖z0‖,
on trouve enfin
‖z(t)‖ ≤ C ‖z0‖ e(εC−λ)(t−t0).
ce qui montre que, pour ε suffisamment petit, z(t) tend exponentiellement vers 0.
5 L’approche par le line´arise´ tangent
L’utilisation du line´arise´ tangent est syste´matique dans la tre`s grande majorite´ des cas pratiques.
On dispose d’une the´orie e´prouve´e pour la re´gulation autour d’un point de fonctionnement. De
nombreux de´veloppements e´toffent d’ailleurs la the´orie pre´sente´e en cours de tronc commun :
approche polynomiale, the´orie de la robustesse (H∞), . . . .
Ne´anmoins le domaine de validite´ d’une telle approximation qui est un voisinage du point de
fonctionnement dont on ne connaˆıt pas la taille, limite les fonctionnalite´s du controˆleur a` celle d’un
simple re´gulateur.
En pratique, on souhaite faire fonctionner les machines autour de diffe´rents points de fonction-
nement 1 et passer de l’un a` l’autre plus ou moins fre´quemment.
On peut dans un premier temps adapter les techniques du line´aire tangent en construisant un
re´gulateur pour chaque point d’e´quilibre envisage´. Ceci nous garantit que quel que soit un point
d’e´quilibre, notre syste`me sera maintenu a` son voisinage.
Pour la question de la transition entre deux points de fonctionnement on peut envisager la
re´ponse suivante : imaginons une succession de points de fonctionnement arbitrairement proches
formant une trajectoire. L’ensemble constitue´ de ces points forme ce qu’on appelle une trajectoire
quasi-statique 2. On choisit une famille finie de points de cette courbe, chacun n’e´tant pas trop
1. en ge´nie des proce´de´s on parle de qualite´ de produit, en ae´ronautique on conside`re diffe´rents type de vol (basse
altitude, stratosphe´rique,etc . . . ), en e´lectrotechnique on souhaite pouvoir re´guler a` diffe´rentes vitesses un moteur,
. . .
2. un exemple d’une telle transformation est la compression quasi-statique d’un piston bien connue en thermo-
dynamique
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Figure 1 – Suivi d’une trajectoire quasi-statique, cas de non recouvrement des bassins d’attraction
e´loigne´ du suivant. En chaque point de cette famille on construit un re´gulateur par la technique du
line´arise´ tangent. Au de´but de la trajectoire on utilise le re´gulateur correspondant au premier point
de la famille. On attend que le syste`me se soit bien stabilise´ puis on change de re´gulateur en prenant
celui conc¸u pour le deuxie`me point de fonctionnement. Si les deux points de fonctionnement ne sont
pas trop e´loigne´s (le cas e´che´ant on intercale un point interme´diaire) et si les bassins d’attraction
des re´gulateurs ne sont pas trop e´troits, alors le syste`me va bien eˆtre stabilise´ autour du deuxie`me
point de fonctionnement.
On re´pe`te l’ope´ration en attendant a` chaque fois que le syste`me soit bien stabilise´ autour du
point de fonctionnement i avant d’enclencher le re´gulateur conc¸u pour le point i+ 1.
Cette technique de commande est connue sous le nom de “Gain Scheduling”. Elle a le me´rite
d’eˆtre simple (quoique laborieuse a` mettre en œuvre lorsque la dimension du syste`me augmente)
mais n’est pas performante. En effet les trajectoires quasi-statiques sont les plus lentes des trajec-
toires reliant deux points de fonctionnement. Si on essaye de suivre des trajectoires qui ne sont pas
quasi-statiques les performances re´alise´es sont me´diocres (voir l’exemple traite´ a` la section 7.2).
La justification the´orique de la me´thode est la suivante : soit un syste`me x˙ = f(x, a(t)) ou`
a est un parame`tre variant au cours du temps. Supposons que pour tout t, h(a(t)) soit un point
d’e´quilibre exponentiellement stable, c.-a`-d. f(h(a(t)), a(t)) = 0 pour tout t. L’e´quation de l’erreur
∆x = x− h(a(t)) est
∆˙x = f(h(a(t)) + ∆x, a(t))− ∂h
∂a
(a(t)) · a˙(t).
On peut montrer que si a(t) varie “lentement” c.-a`-d. ‖a˙(t)‖ = O(ε) alors ∆x(t)→ O(ε) pour tout
t, c.-a`-d. x(t)→ h(a(t)) +O(ε) .
Dans la pratique Formellement, stabiliser un syste`me non-line´aire de la forme x˙ = f(x, u)
autour d’une trajectoire [0,+∞[3 t 7→ (xr(t), ur(t)) c’est imposer que l’erreur ∆x = x − xr(t)
tende vers 0 lorsque t tend vers +∞) ; (xr(t), ur(t)) est une trajectoire du syste`me et ve´rifie donc
x˙r(t) = f(xr(t), ur(t)). L’e´quation diffe´rentielle ve´rifie´e par l’erreur est donc :
∆˙x = f(x, u)− f(xr(t), ur(t)).
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La grande question est de trouver un bouclage u = α(t, x) de telle sorte que l’erreur entre la
trajectoire du syste`me ainsi boucle´ x˙ = f(x, α(t, x)) et la trajectoire de re´fe´rence tende vers ze´ro.
Avec un tel bouclage, l’e´quation de l’erreur devient :
∆˙x =f(x, α(t, x))− f(xr(t), ur(t)).(7)
Comment trouver une loi de bouclage α(t, x) telle que la solution de l’e´quation (7) tende vers
ze´ro ?
Plutoˆt que de manipuler des e´quations non-line´aires, on peut commencer par restreindre nos
ambitions. Au lieu de chercher α(t, x) a` partir des e´quations non-line´aires, on les de´veloppe au
premier ordre.
Exemple fondamental Soit le syste`me suivant
x˙1 = x3 − x2x4 + α(x1)
x˙2 = −x2 + x4
x˙3 = x2 − x1 + 2x2(x4 − x2)
x˙4 = −β(x2, x4)(x4 − u)
ou` α(x1) est “petit” devant x1, x2, x3, x4 et ou` β(x2, x4) est positif et “grand” devant x1, x2, x3, x4.
Ces deux constations nous ame`nent a` dire que x4 est une variable rapide devant x1, x2, x3 et que
α(x1) est une perturbation. On cherche dans la suite a` concevoir un controˆleur ne de´pendant que des
variables lentes x1, x2, x3 stabilisant exponentiellement le syste`me. Le the´ore`me des perturbations
singulie`res et le the´ore`me des perturbations re´gulie`res nous permettent de simplifier ce mode`le de
connaissance pour obtenir le mode`le de commande suivant que nous utilisons dans la suite : x˙1 = x3 − x2ux˙2 = −x2 + u
x˙3 = x2 − x1 + 2x2(u− x2).
Les points d’e´quilibre constituent une famille a` un parame`tre :
(x1 = a, x2 = a, x3 = a2, u = a), a ∈ R.
Le proble`me de commande qui est pose´ est dans un premier temps de stabiliser le syste`me
autour d’un point de fonctionnement, puis de changer de point de fonctionnement. Typiquement
on souhaite faire de´marrer le syste`me (au de´part a = 0) et l’amener a` un point de fonctionnement
a > 0 donne´.
Line´arisons les e´quations autour d’un quelconque de ces points d’e´quilibre :
d
dt
(a+ ∆x1) = (a2 + ∆x3)− (a+ ∆x2)(a+ ∆u)
d
dt
(a+ ∆x2) = −(a+ ∆x2) + (a+ ∆u)
d
dt
(a2 + ∆x3) = (a+ ∆x2)− (a+ ∆x1) + 2(a+ ∆x2)(a+ ∆u− (a+ ∆x2)),
ce qui donne, au premier ordre :
˙δx1 =− aδx2 + δx3 − aδu
˙δx2 =− δx2 + δu
˙δx3 =− δx1 + (1− 2a)δx2 + 2aδu.
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Classiquement, on e´crit ces e´quations sous la forme :
˙δx = Aδx+Bδu, A =
 0 −a 10 −1 0
−1 1− 2a 0
 , B =
 −a1
2a
 .
La matrice de commandabilite´ est [B,AB,A2B] =
 −a a 11 −1 1
2a 1− a −1 + a
. Son de´terminant
vaut (a+ 1)2. La paire (A,B) est commandable si et seulement si a 6= −1 ce que nous excluons par
hypothe`se. Nous pouvons donc maintenant chercher a` placer les poˆles du syste`me boucle´. Pour ce
faire, nous utilisons la forme controˆleur. Par le changement de coordonne´es
δz1 =δx1 + aδx2(8)
δz2 = ˙δz1 = δx3 − 2aδx2(9)
δz3 = ˙δz2 = δx2 − δx1(10)
δv = ˙δz3 = −δx3 + (a− 1)δx2 + (a+ 1)δu,(11)
ou` la commande δu apparaˆıt a` la 3e`me de´rivation, il vient :
d
dt
 z1z2
z3
 =
 0 1 00 0 1
0 0 0
 z1z2
z3
+
 00
1
 δv.
L’application (δx1, δx2, δx3, δu) 7→ (δz1, δz2, δz3, δv) est bien un changement de variables. On peut
inverser la transformation :
δx1 =
1
1 + a
(δz1 − aδz3)
δx2 =
1
1 + a
(δz1 + δz3)
δx3 =
1
1 + a
(2aδz1 + δz2 + 2aδz3)
δu =
1
1 + a
(δz1 + δz2 + δz3 + δv)
On dit que z1 est une sortie de Brunovsky du syste`me. (z1, z˙1, z¨1, z
(3)
1 ) permet de parame´trer les
trajectoires du syste`me :
δx1 =
1
1 + a
(δz1 − az¨1)
δx2 =
1
1 + a
(δz1 + z¨1)
δx3 =
1
1 + a
(2aδz1 + z˙1 + 2az¨1)
δu =
1
1 + a
(δz1 + z˙1 + z¨1 + z
(3)
1 ).
On utilise alors le fait que le polynoˆme caracte´ristique de la matrice
 0 1 00 0 1
a1 a2 a3
 est
λ3 − a3λ2 − a2λ− a1.
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Soit λ1, λ2, λ3 les valeurs propres souhaite´es pour le syste`me sous sa forme initiale. Les valeurs
propres sont invariantes par changement de coordonne´es. En bouclant le syste`me par δv = a1δz1 +
a2δz2 + a3δz3, on choisit donc a1, a2, a3 pour avoir e´galite´ entre le polynoˆme caracte´ristique et le
polynoˆme :
(λ− λ1)(λ− λ2)(λ− λ3) = λ3 − a3λ2 − a2λ− a1.
Ensuite, en inversant la relation (11) on calcule
δu =
δv + δx3 − (a− 1)δx2
a+ 1
=
a1δz1 + a2δz2 + a3δz3 + δx3 − (a− 1)δx2
a+ 1
=
a1[δx1 + aδx2] + a2[δx3 − 2aδx2] + a3[δx2 − δx1] + δx3 − (a− 1)δx2
a+ 1
δu =
(a1 − a3)δx1 + (aa1 − 2aa2 + a3 − a+ 1)δx2 + (a2 + 1)δx3
a+ 1
.(12)
En de´finitive, la commande u est constitue´e d’un terme constant et de δu qu’on vient de calculer :
u = a+ δu = a+
(a1 − a3)δx1 + (aa1 − 2aa2 + a3 − a+ 1)δx2 + (a2 + 1)δx3
a+ 1
.
Par le choix de la commande nous avons rendu exponentiellement stable le line´arise´ tangent.
Le the´ore`me de Poincare´-Lyapunov nous garantit que lorsqu’on utilise sur le syste`me non-line´aire
la loi de commande
u = a+ ∆u = a+
(a1 − a3)∆x1 + (aa1 − 2aa2 + a3 − a+ 1)∆x2 + (a2 + 1)∆x3
a+ 1
,
c.-a`-d.
u = a+ ∆u = a+
(a1 − a3)(x1 − a) + (aa1 − 2aa2 + a3 − a+ 1)(x2 − a) + (a2 + 1)(x3 − a2)
a+ 1
,
on assure la stabilite´ exponentielle locale du point d’e´quilibre
(x1 = a, x2 = a, x3 = a2, u = a).
Si on fait varier le point d’e´quilibre (on fait varier a dans l’expression (12)), on fait varier
le controˆleur et ainsi on fait bouger le syste`me. On peut montrer que si a varie suffisamment
lentement, la commande ainsi calcule´e garantit la stabilite´ locale autour du mouvement.
6 Au dela` du line´arise´ tangent
Comme on le verra sur les simulations page 19, le controˆleur line´aire que nous venons de
construire offre des performances me´diocres pour le passage rapide entre deux points de fonc-
tionnement. En cherchant a` acce´le´rer la transition, on s’e´carte volontairement des trajectoires
quasi-statiques ou` l’approximation line´aire est valable.
On cherche donc a` prendre en compte les non-line´arite´s du syste`me pour construire un controˆleur
avec de meilleures performances dynamiques.
6.1 Le danger de la dynamique des ze´ros
Nous reprenons l’exemple pre´ce´dent et essayons de le traiter par une line´arisation entre´e-sortie.
Cette technique se´duisante va s’ave`rer catastrophique.
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Exemple : Dynamique des ze´ros instable A partir de x˙1 = x3 − x2ux˙2 = −x2 + u
x˙3 = x2 − x1 + 2x2(u− x2),
on souhaite re´guler la sortie x1.
Il suffit d’utiliser le bouclage v = x3−x2u, c.-a`-d. u = x3 − vx2 sous re´serve que cette expression
soit bien de´finie pour line´ariser entre´e-sortie le syste`me :
x˙1 = v.
Supposons que v(t, x1) soit un bouclage capable de stabiliser x1 autour d’un point d’e´quilibre
souhaite´ (x1 = a, v = 0). Qu’advient-il du sous-syste`me (x1, x2) qui n’a plus d’effet sur x1 ? Se
stabilise-t-il autour du point (x2 = a, x3 = a2) ? x˙2 = −x2 +
x3 − v(t, x1)
x2
x˙3 = x2 − x1 + 2x2(x3 − v(t, x1)x2 − x2).
Line´arisons ces e´quations autour de (x2 = a, x3 = a2).
d
dt
(a+ ∆x2) = −(a+ ∆x2) + a
2 + ∆x3
a+ ∆x2
− v(t, x1)
a+ ∆x2
d
dt
(a2 + ∆x3) = (a+ ∆x2)− (a+ ∆x1) + 2(a+ ∆x2)(−(a+ ∆x2) + (a
2 + ∆x3)− v(t, x1)
a+ ∆x2
).
D’ou` au premier ordre, quand x1 a atteint son e´quilibre :
˙δx2 = −2δx2 + δx3
a
˙δx3 = (1− 4a)δx2 + 2δx3.
Les valeurs propres de la matrice
A =
( −2 1a
1− 4a 2
)
sont toujours de somme nulle (trace = 0). Le sous-syste`me (x2, x3) est donc instable.
En conse´quence si on emploie cette technique de line´arisation entre´e-sortie, une partie du
syste`me diverge, bien que x1 soit effectivement stabilise´. En pratique c’est intole´rable car cette
divergence nous fait fatalement sortir du domaine de validite´ du mode`le de connaissance sur lequel
repose toute notre e´tude.
Lorsqu’on a une dynamique des ze´ros instable, on ne peut pas se contenter de bouclages line´arisants
entre´e-sortie.
6.2 La notion de syste`me plat
Dans le cas des syste`mes line´aires de dimensions quelconques, on a vu qu’on peut construire un
controˆleur lorsque le syste`me est commandable. Dans ce cadre, les trois proprie´te´s suivantes sont
e´quivalentes :
1. le syste`me est commandable
2. on peut placer les poˆles du syste`mes
3. il existe une sortie de Brunovsky qui permet de parame´trer les trajectoires.
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Dans le cadre non-line´aire qui nous inte´resse, on peut e´galement donner un sens a` ces proprie´te´s
mais elles ne sont pas e´quivalentes. Pour construire le controˆleur, si c’est possible, on propose de
se ramener a` la meˆme forme mais par des changements non-line´aires de coordonne´es et des
bouclages. Nos investigations portent sur ces transformations non-line´aires.
Suite de l’exemple Reprenons le syste`me x˙1 = x3 − x2ux˙2 = −x2 + u
x˙3 = x2 − x1 + 2x2(u− x2).
Posons
y1 =x1 +
x22
2
y2 =y˙1 = (x3 − x2u) + x2(u− x2)
=x3 − x22
y3 =y˙2 = y¨1 = x2 − x1 + 2x2(u− x2)− 2x2(u− x2)
=− x1 + x2
v =y˙3 = y
(3)
1 = −x3 + x2u− x2 + u
=− x2 − x3 + u(1 + x2).
ou` la commande u apparaˆıt a` la 3e`me de´rivation.
Il vient alors
d
dt
 y1y2
y3
 =
 0 1 00 0 1
0 0 0
 y1y2
y3
+
 00
1
 v.
y1 joue le roˆle d’une sortie de Brunovsky mais dans un cadre non-line´aire, on dit que c’est
une sortie plate. C’est encore un changement de variables que nous avons utilise´ et y1 permet de
parame´trer toutes les trajectoires du syste`me : autrement dit x1, x2, x3, u s’e´crivent au moyen de
y1, y˙1, y¨1, y
(3)
1 :
– pour calculer x1 on re´sout (x1)2 + 2x1(1 + y¨1) + y¨21 − 2y1 = 0. Le discriminant est positif si
et seulement si 1 + 2(y1 + y¨1), nous reviendrons sur cette condition dans la suite. Les deux
solutions sont
x1 = −(1 + y¨1)−
√
1 + 2(y1 + y¨1), x1 = −(1 + y¨1) +
√
1 + 2(y1 + y¨1).
On choisira la bonne solution graˆce a` diffe´rents arguments : continuite´ de la grandeur x1,
sens physique, etc. . . Dans notre cas on ne retient que la plus grande des deux solutions :
x1 = −(1 + y¨1) +
√
1 + 2(y1 + y¨1).
– ensuite x2 = y¨1 + x1,
– puis x3 = y˙1 + y¨21 + 2x1y¨1 + x
2
1,
– enfin u = y
3
1 + y¨
2
1 + y¨1 + y˙1 + x1 + 2x1y¨1 + x
2
1
1 + x1 + y¨1
.
De´finition 4 (syste`me plat). On dit que le syste`me de´fini par
x˙ = f(x, u), x ∈ Rn, u ∈ Rm
est plat s’il existe une application h : Rn × (Rm)r+1 7→ Rm , une application φ : (Rm)r 7→ Rn et
une application ψ : (Rm)r+1 7→ Rm telles qu’on puisse e´crire :
y =h(x, u, u˙, . . . , u(r))
x =φ(y, y˙, . . . , y(r−1))
u =ψ(y, y˙, . . . , y(r−1), yr).
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Figure 2 – Solide dans un plan vertical
Cela revient a` dire qu’on a re´sume´ tout le comportement dynamique du syste`me par le com-
portement de sa sortie plate : toutes les trajectoires sont de la forme
x(t) =φ(y(t), y˙(t), . . . , y(r)(t))
u(t) =ψ(y(t), y˙(t), . . . , y(r+1)(t))
ou` r est un entier.
Il est a` noter que :
1. la dimension de la sortie plate est e´gale au nombre de commandes du syste`me.
2. il n’y a pas unicite´ des sorties plates. Autrement dit le parame`trage n’est pas unique.
3. on peut souvent trouver des sorties plates posse´dant une interpre´tation physique.
Exemple : [Le pendule de Huygens]
On conside`re un solide de massem dans un plan vertical dont on sait commander les acce´le´rations
en un point A distinct du centre d’inertie G. Soit θ l’angle entre (AG) et la verticale et x et y les
coordonne´es de A, il vient :
x¨ =u
z¨ =v
aθ¨ =g sin θ + u cos θ + v sin θ
avec a = Imd + d, ou` d = AG et I est le moment d’inertie du solide en G.
Une sortie plate est le point de coordonne´es (x− a sin θ, z + a cos θ) situe´ sur la droite (AG) a`
une distance a de A. Ce point remarquable est connu des me´caniciens depuis Huygens sous le nom
de centre d’oscillation.
7 Controˆle par platitude
7.1 Ge´ne´ration de trajectoires (boucle ouverte)
De manie`re ge´ne´rale il n’est pas facile de trouver des trajectoires d’un syste`me donne´. En effet
une application quelconque t 7→ (x(t), u(t)) n’est en ge´ne´ral pas solution de x˙ = f(x, u) c.-a`-d. ne
satisfait pas
x˙(t) = f(x(t), u(t)).
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Sorties plates
Etats
Figure 3 – E´quivalence des syste`mes - Correspondance entre les trajectoires
Correspondance des trajectoires En revanche pour un syste`me dont on connaˆıt une sortie
plate y toutes les trajectoires sont de la forme
x(t) =φ(y(t), y˙(t), . . . , y(r)(t))
u(t) =ψ(y(t), y˙(t), . . . , y(r+1)(t))
ou` r est un entier diffe´rent suivant les cas. N’importe quelle fonction du temps [0, T ] 3 t 7→ y(t)
fournit une trajectoire du syste`me [0, T ] 3 t 7→ (x(t), u(t)) (voir figure 3). On dit qu’il y a une
correspondance bi-univoque entre les trajectoires du syste`me et celles des sorties plates.
Suite de l’exemple On cherche a` amener le syste`me d’un point stationnaire (x1 = a, x2 =
a, x3 = a2, u = a) a` un autre point stationnaire (x1 = b, x2 = b, x3 = b2, u = b) dans l’intervalle
[0, T ]. Transposons ces conditions sur la sortie plate y1. Il vient :
y(0) =a+
a2
2
(13)
y˙1(0) =a2 − a2 = 0(14)
y¨1(0) =− a+ a = 0(15)
y
(3)
1 (0) =− a− a2 + a(1 + a) = 0(16)
et
y1(T ) =b+
b2
2
(17)
y˙1(T ) =b2 − b2 = 0(18)
y¨1(T ) =− b+ b = 0(19)
y
(3)
1 (T ) =− b− b2 + b(1 + b) = 0.(20)
N’importe quelle courbe [0, T ] 3 t 7→ y(t) satisfaisant les conditions (13), (14), (15), (16), (17),
(18), (19), (20) fournit une trajectoire pour le syste`me. On veillera de plus a` respecter la condition
de´ja` mentionne´e : 1 + 2(y1 + y¨1) > 0.
Par exemple on pourra utiliser une fonction polynomiale de classe C4 comme σ (voir figure 4).
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Figure 4 – La fonction σ
σ(t) =

0 si t < 0,
35t4 − 84t5 + 70t6 − 20t7 si 0 ≤ t ≤ 1,
1 si t > 1.
On posera alors
y1(t) = a+
a2
2
+ (b+
b2
2
− a− a
2
2
)σ(
t
T
)
en choisissant un temps de transfert T suffisamment grand pour que la condition 1+2(y1 + y¨1) > 0
soit remplie. On remarquera en effet que 1 + 2(y1 + y¨1) = 1 + 2(y1 + 1T 2 ((b+
b2
2 − a− a
2
2 )σ¨(
t
T )).
7.2 Suivi de trajectoire (boucle ferme´e)
Jusqu’a` pre´sent la platitude nous sert a` calculer les commandes correspondant aux trajectoires
boucle ouverte du syste`me. Si le syste`me est naturellement stable, il va bien se comporter et suivre la
trajectoire de re´fe´rence. Pour les syste`mes instables, ou les syste`mes stables dont on veut acce´le´rer
la convergence, il faut rajouter a` cette commande boucle ouverte un petit terme de correction de
boucle ferme´e pour assurer le suivi de la trajectoire.
Suite de l’exemple Reprenons les e´quations x˙1 = x3 − x2ux˙2 = −x2 + u
x˙3 = x2 − x1 + 2x2(u− x2)
que nous avons mises sous forme controˆleur :
d
dt
 y1y2
y3
 =
 0 1 00 0 1
0 0 0
 y1y2
y3
+
 00
1
 v.
On choisit v = y˙3r + a1(y1 − y1r) + a2(y2 − y2r) + a3(y3 − y3r). Il vient alors :
d
dt
 y1 − y1ry2 − y2r
y3 − y3r
 =
 0 1 00 0 1
a1 a2 a3
 y1 − y1ry2 − y2r
y3 − y3r
 .
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Figure 5 – Re´sultats du controˆleur line´aire, comportement monotone presque quasi-statique,
T = 30
Le polynoˆme caracte´ristique de cette matrice est λ3 − a3λ2 − a2λ− a1. On choisit alors a1, a2, a3
pour que les racines de ce polynoˆme soient toutes a` parties re´elles ne´gatives.
On cherche maintenant la commande u correspondant a` v.
u =
v + x2 + x3
1 + x2
.(21)
Cette expression est de´finie si x2 est tenu e´loigne´ de −1. C’est le cas si a, le point vers lequel tend
x2 n’est pas trop proche de −1 (valeur pour laquelle le syste`me n’est d’ailleurs pas commandable),
si de plus en boucle ouverte y¨ n’est pas trop grand, et en boucle ferme´e si le syste`me n’est pas trop
perturbe´.
On de´veloppe les calculs pour obtenir :
u =
y˙3r + a1(y1 − y1r) + a2(y2 − y2r) + a3(y3 − y3r) + x2 + x3
1 + x2
=
y˙3ra1(x1 +
x22
2
− y1r) + a2(x3 − x22 − y2r) + a3(−x1 + x2 − y3r) + x2 + x3
1 + x2
.
Le bouclage (21) est un bouclage line´arisant, c’est un bouclage statique (voir section 9). Avec
deux commandes on aurait pu avoir besoin d’un bouclage dynamique.
Comparons les re´sultats obtenus par ce controˆleur (voir figure 6 et le controˆleur issu des tech-
niques de line´arise´ tangent (voir figure 5). On constate une de´gradation tre`s rapide des re´sultats
de la commande line´aire lorsqu’on re´duit le temps de transfert entre les deux points stationnaires.
On est alors contraint a` choisir des temps de transfert longs. La commande non-line´aire procure
un comportement bien meilleur et permet d’acce´le´rer grandement le mouvement.
Lorsque le syste`me est plat, on sait construire un bouclage line´arisant (qui peut eˆtre dynamique
ou statique selon les cas).
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Figure 6 – Re´sultats du controˆleur non-line´aire, comportement dynamique non monotone, T = 3
D’un point de vue pratique, c’est la platitude qui va nous servir a` calculer les bouclages
line´arisants.
Une fois ramene´ a` une e´criture du type
y(p) = w,
on stabilisera le syste`me autour d’une trajectoire en stabilisant la sortie plate autour de la trajec-
toire correspondante par :
w = y(p)r − k0(y − yr)− k1(y(1) − y(1)r )− . . .− kp−1(y(p−1) − y(p−1)r )
ou` on choisira k0, k1, . . . , kp−1 de telle manie`re que le polynoˆme sp + kp−1sp−1 + . . .+ k1s+ k0 ait
toutes ses racines a` parties re´elles strictement ne´gatives.
Enfin on exprimera w au moyen des grandeurs du syste`me (e´tats, commandes).
7.2.1 L’algorithme d’extension dynamique
Pour simplifier on pre´sente l’algorithme pour 2 sorties plates c.-a`-d. 2 commandes. La me´thode
est parfaitement ge´ne´rale.
On veut savoir si un couple (y1, y2) de sorties est un couple de sorties plates d’un syste`me
posse´dant un e´tat de dimension n. Au cours du test nous obtiendrons les bouclages line´arisants
correspondants.
1. De´river y1 jusqu’a` faire apparaˆıtre une combinaison des commandes.
2. On note n1 le nombre de de´rivations ne´cessaires, y
(n1)
1 = w1.
3. De´river y2 jusqu’a` faire apparaˆıtre une autre combinaison des commandes.
4. On note n2 le nombre de de´rivations ne´cessaires, y
(n2)
2 = w2.
Puis
– si n1 +n2 = n, le syste`me admet (y1, y2) pour sorties plates. Le bouclage line´arisant nous est
donne´ par (w1, w2).
– sinon (y1, y2) n’est pas un couple de sorties plates pour le syste`me.
On peut e´galement commencer par y2 puis de´river y1, on obtient ge´ne´ralement un autre bou-
clage, mais le test n1 + n2 = n est le meˆme dans les deux cas.
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7.2.2 Exemples de line´arisation par bouclage
Exemple : Bouclage statique Soit le syste`me{
x˙1 = x1 + x2
x˙2 = x22 + v.
Ce syste`me posse`de un e´tat a` 2 dimensions
(
x1
x2
)
et une commande v. Par un changement de
coordonne´es et un bouclage, on veut se ramener a` un syste`me du type :{
y˙1 = y2
y˙2 = w.
Pour cela, posons
{
y1 = x1
y2 = x˙1
c.-a`-d.
{
x1 = y1
x2 = y2 − y1 ce qui nous donne bien un change-
ment de coordonne´es.
Que vaut alors w ?
w = y˙2 = x¨1 = x˙1 + x˙2 = x1 + x2 + x22 + v.
– En re´sume´ : par un changement de coordonne´es et un bouclage on s’est ramene´ a` la forme
de´sire´e.
1. Changement de coordonne´es :
{
y1 = x1
y2 = x˙1.
2. Bouclage : w = y˙2 = x¨1 = x˙1 + x˙2 = x1 + x2 + x22 + v.
– Inte´reˆt : on sait construire un controˆleur pour cette forme.
En effet, pour controˆler l’e´quation y¨ = w, il suffit d’utiliser
w =− k1(y1 − y1r)− k2(y˙1 − y˙1r)
=− k1(y1 − y1r)− k2(y2 − y˙1r)
et de bien choisir k1 et k2. Dans les anciennes coordonne´es :
w = −k1(x1 − x1r)− k2(x1 + x2 − x1r − x2r).
Exemple : Bouclage dynamique Soit le syste`me x˙1 = u1 + x
2
3 + u2
x˙2 = u2 + x2x3
x˙3 = u1.
Ce syste`me est plat avec pour sorties plates y1 = x1 − x3 et y2 = x2. Pour le montrer, appliquons
l’algorithme d’extension dynamique pre´sente´ en 7.2.1.
y1 = x1 − x3
y˙1 = x23 + u2.
Une premie`re combinaison des commandes apparait, on s’arrete la` et on pose
w1 = x23 + u2 n1 = 1.
Puis
y2 = x2
y˙2 = u2 + x2x3 = w1 − x23 + x2x3.
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Cette combinaison des commandes n’est pas inde´pendante de la premie`re w1, on continue a` de´river :
y¨2 = w˙1 − 2x3u1 + (u2 + x2x3)x3 + x2u1
= w˙1 + u1(x2 − 2x3) + u2x3 + x2x23 = w2.
On a le deuxie`me bouclage w2 et n2 = 2. On a donc ve´rifie´ n1 +n2 = 3 donc (y1, y2) est un couple
de sorties plates. Nous nous sommes donc ramene´s a` la dynamique :{
y˙1 = w1
y¨2 = w2
par le bouclage : {
u1 = w1 − x23
u2 =
w2 − x2x23 − w˙1 − x3(w1 − x23)
x2 − 2x3 .
De l’exte´rieur, on veut maintenant piloter le syste`me par w1 et w2. Mais pour calculer les actions
u1 et u2 il va nous falloir de´river w1. Ce n’est pas admissible : les ine´vitables bruits engendrent
une grande impre´cision sur la de´rivation nume´rique qui peut de´stabiliser le syste`me.
L’astuce consiste a` augmenter la dimension du controˆleur pour en faire un controˆleur dynamique
(c.-a`-d. posse´dant un e´tat propre).
En posant
W1 = w˙1,
IW1 =
∫
W1 = w1,
on construit un controˆleur posse´dant un e´tat IW1 ve´rifiant :
˙IW 1 = W1.
Vu de l’exte´rieur, il vient (apre`s une de´rivation) :{
y¨1 = W1
y¨2 = w2
(22)
avec 
˙IW 1 = W1
u1 = IW1 − x23
u2 =
w2 − x2x23 −W1 − x3(IW1 − x23)
x2 − 2x3
ce qui repre´sente cette fois un bouclage dynamique line´arisant. On commande maintenant le
syste`me par W1 et w2 via les e´quations (22).
8 Comple´ments sur les syste`mes line´aires sous forme stan-
dard
8.1 Utilisation de la forme standard
Autour d’un point d’e´quilibre le line´arise´ tangent du syste`me se pre´sente sous la forme
x˙ = A11x+A12z
εz˙ = A21x+A22z
avec x ∈ R4, z ∈ R2 et A22 est une matrice Hurwitz (partie re´elle de ces valeurs propres toutes
ne´gatives).
C’est le cas bien connu traite´ dans [9, p. 391] et [10].
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8.2 Comple´ments sur la mise sous forme standard
De manie`re ge´ne´rale on aurait pu e´galement e´liminer autant de variables que pre´ce´demment
meˆme si on n’avait pas e´te´ directement sous forme standard.
En effet (voir [10, pp. 28–30]) conside´rons un syste`me sous la forme tre`s ge´ne´rale
εX˙ = A(ε)X
avec X ∈ Rn, c.-a`-d. un syste`me dont la dynamique de´pend d’un petit parame`tre mais ou` les
variables lentes et rapides n’apparaissent pas directement.
Supposons que le syste`me nominal A(0) ait n−m vecteurs propres dans son noyau et m vecteurs
propres dans son image tels que
Rn = Ker(A(0))⊕ Im(A(0))
Des variables rapides candidates sont forme´es par m vecteurs line´airement inde´pendants de Rn
orthogonaux a` Ker(A(0)). Ils composent ainsi une matrice de taille m×(n−m) note´e Q qui ve´rifie
QX = 0⇐⇒ A(0)X = 0⇐⇒ X ∈ Ker(A(0))
D’autre part, on peut constituer la matrice P de taille (n−m)×n constitue´e de vecteurs lignes
engendrant le noyau a` gauche de A(0). Cette matrice ve´rifie PA(0) = 0.
Etant donne´ le vecteur d’e´tat X, x = QX est la variable rapide, et z = PX est la variable
lente. Et de manie`re ge´ne´rale on a alors mis le syste`me sous la forme standard
x˙ = A11(ε)x+A12(ε)z
εz˙ = A21(ε)x+A22(ε)z
ou` la matrice A22(0) est inversible.
9 Comple´ments sur les techniques de line´arisation par bou-
clage
Dans la pratique, un bouclage sera la sortie d’un filtre c.-a`-d. d’une e´quation dynamique, on
parle de bouclage dynamique. Ne´anmoins dans le cadre line´aire et dans le cas non-line´aire a` une
seule commande on peut se passer de l’aspect dynamique du bouclage pour line´ariser le syste`me (il
n’y a qu’une relation non diffe´rentielle entre les entre´es et la commande), on parle alors de bouclage
statique.
De´finition 5 (Bouclage statique). On dit que u est un bouclage statique si sa valeur au temps
t ne de´pend que de la valeur au meˆme temps t de l’e´tat x et de certaines grandeurs exte´rieures
(constantes, valeurs de re´fe´rences).
De´finition 6 (Bouclage dynamique). On dit que u est un bouclage dynamique s’il est la sortie
d’un syste`me dynamique ayant pour entre´e l’e´tat x et certaines grandeurs exte´rieures (constantes,
valeurs de re´fe´rences).
Il existe une caracte´risation des syste`mes line´arisables par bouclage statique, elle est due a` B.
Jakubczyk et W. Respondek. Nous en rappelons ici les grandes lignes. Il est important de noter
que ce crite`re est local (on ne le pre´cise pas dans la suite pour ne pas alourdir les notations) et
n’est pas constructif. En d’autres termes il ne nous donne pas le bouclage line´arisant le syste`me.
Enfin notons qu’a` l’heure actuelle, il n’existe pas de caracte´risation des syste`mes line´arisables
par bouclage dynamique. Il n’existe donc pas de test de platitude.
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De´finition (de´rive´e de g le long de f). Soient f et g deux champs de vecteurs de´finis sur U un
ouvert de Rn (c.-a`-d. des fonctions re´gulie`res de U 7→ Rn). On note ∂g
∂x
le Jacobien de g. On
appelle de´rive´e de g le long de f la quantite´ suivante :
Lfg(x) =
∂g
∂x
f(x).
De´finition (crochet de Lie). Soient f et g deux champs de vecteurs de´finis sur U un ouvert de
Rn, on appelle crochet de Lie la quantite´ suivante :
[f, g](x) =
∂g
∂x
f(x)− ∂f
∂x
g(x).
De´finition (crochets successifs). Soient f et g deux champs de vecteurs de´finis sur U un ouvert
de Rn, on note les crochets successifs [f, [f, . . . , [f, g]]] par :
adkfg(x) = [f, ad
k−1
f g](x)
avec ad0fg(x) = g(x).
De´finition (distribution de champs de vecteurs). Soit {f1, . . . , fd} un ensemble de champs de
vecteurs. En chaque point x, on de´finit la distribution ∆ au point x comme l’espace vectoriel
engendre´ par {f1, . . . , fd}(x).
De´finition (distribution involutive). Une distribution ∆ est involutive si quels que soient τ1 et τ2
deux champs de vecteurs de ∆ le crochet de Lie [τ1, τ2] appartient a` ∆.
The´ore`me (Crite`re). Soit le syste`me de dimension n a` une seule commande : x˙ = f(x) + g(x)u.
Ce syste`me est line´arisable par bouclage statique si et seulement si
1. les champs de vecteurs g, adfg, . . . adn−1f g sont inde´pendants,
2. la distribution g, adfg, . . . adn−2f g est involutive.
10 Exercices
Exercice 1. Line´ariser le syste`me suivant autour des points stationnaires (x01 = 0, x
0
2 = 0, u
0 = 1)
et (x01 = pi, x
0
2 = 0, u
0 = 1− pi2). Peut-on placer les poˆles de ses line´arise´s tangents ?
Solution. {
x˙1 = x2x1 + sinx1 + x2(1 + ln(1 + x22))
x˙2 = u+ x21 − cosx2.
– Premier point d’e´quilibre : (x01 = 0, x
0
2 = 0, u
0 = 1).
Line´arisons les e´quations du syste`me :
d
dt
(0 + ∆x1) = (0 + ∆x2)(0 + ∆x1) + sin(0 + ∆x1) + (0 + ∆x2)(1 + ln(1 + (0 + ∆x22))
d
dt
(0 + ∆x2) = (1 + ∆u) + (0 + ∆x1)2 − cos(0 + ∆x2)
au premier ordre :
˙δx1 = δx1 + δx2(23)
˙δx2 = δu.(24)
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En reprenant les notations classiques :
δx = A δx+B δu, A =
(
1 1
0 0
)
, B =
(
0
1
)
.
Le rang de [B,AB] est 2 donc la paire (A,B) est commandable. On peut donc placer les
poˆles du syste`me boucle´. Par conse´quent, on peut trouver K = (k, k′) tels que les valeurs
propres de la matrice A−BK soient a` parties re´elles strictement ne´gatives.
– A.N. par exemple si on veut que les valeurs propres de A−BK =
(
1 1
−k −k′
)
soient −1
et −2, on doit choisir k = 6,k′ = 4.
Il vient alors δu = −kδx1−k′δx2. En de´finitive, on a trouve´ δu le de´veloppement au premier
ordre de la commande permettant de stabiliser le syste`me autour du point d’e´quilibre (x01 =
0, x02 = 0, u
0 = 1). C’est :
u =1 + δu = 1− 6(x1 − 0)− 4(x2 − 0).(25)
– Deuxie`me point d’e´quilibre : (x01 = pi, x
0
2 = 0, u
0 = 1− pi2).
Line´arisons les e´quations du syste`me :
d
dt
(pi + ∆x1) = (0 + ∆x2)(pi + ∆x1) + sin(pi + ∆x1) + (0 + ∆x2)(1 + ln(1 + (0 + ∆x22))
d
dt
(0 + ∆x2) = (1− pi2 + ∆u) + (pi + ∆x1)2 − cos(0 + ∆x2)
au premier ordre :
˙δx1 = −δx1 + (1 + pi)δx2(26)
˙δx2 = 2piδx1 + δu.(27)
La nouvelle paire (A,B) est commandable. On place les poˆles du syste`me boucle´ en choisissant
par exemple les meˆmes valeurs propres que pre´ce´demment. On calcule les nouveaux gains k¯
et k¯′ (qui n’ont aucune raison d’eˆtre e´gaux a` k et k′) .
u =1− pi2 + δu = 1− pi2 − k¯(x1 − 0)− k¯′(x2 − 0).(28)
– A.N. k¯ = 2pi,k¯′ = 2
u =1− pi2 + δu = 1− pi2 − 2pi(x1 − 0)− 2(x2 − 0).(29)
Exercice 2 (Mise sous forme controˆleur). Mettre le syste`me suivant sous forme controˆleur, pa-
rame´trer les trajectoires.  x˙1 = x2 + x3x˙2 = x3
x˙3 = u+ x21 + sinx2.
Solution. Par le changement de coordonne´es et le bouclages qui suivent,
y1 = x1 − x2
y2 = x2
y3 = x3
v = u+ x21 + sinx2
on s’est ramene´ a` la forme suivante :  y˙1 = y2y˙2 = y3
y˙3 = v.
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Ici y1 permet de parame´trer toutes les trajectoires du syste`me :
x1 = y1 + y˙1
x2 = y˙1
x3 = y¨1
u = y(3)1 − (y1 + y˙1)2 − sin y˙1.
Exercice 3 (Un syste`me plat). Montrer que le syste`me de´fini par :{
x˙1 = x2 − x1 cosx1
x˙2 = (x22 + u)(5 + sinx1)
est plat avec x1 comme sortie plate.
Solution. 
x1 = x1
x2 = x˙1 + x1 cosx1
u = x¨1 + x˙1 cosx1 − x˙1x1 sinx15 + sinx1 − (x˙1 + x1 cosx1)
2.
donc le syste`me est plat.
Exercice 4. Soit le syste`me de´fini par : x˙1 = −x
2
1 + x2
x˙2 = x2x1 + u
x˙3 = v.
Montrer que ce syste`me est plat avec pour sorties plates (x1, x3).
Solution. Pour le ve´rifier, exprimons toutes les grandeurs du syste`me gra` (x1, x3) et a` leurs de´rive´es.
x1 =x1(30)
x2 =x˙1 + x21(31)
x3 =x3(32)
u =x˙2 − x2x1 = x¨1 + 2x˙1x1 − (x˙1 + x21)x1(33)
v =x˙3.(34)
D’ou` la conclusion. On peut montrer de la meˆme manie`re que (x1−x3, x1 +x3) est aussi un couple
de sorties plates pour le syste`me. En effet x1 = 12(x1−x3 +x1 +x3) et x3 = 12(x3−x1 +x1 +x3).
On remplace x1 et x3 par ces expressions dans (30),(31),(32),(33),(34) et on obtient la conclusion.
Exercice 5 (transition entre deux points stationnaires). Soit le syste`me re´gi par l’e´quation diffe´rentielle :
x˙ = −x2 + xu+ sin(√x).
On veut faire passer le syste`me du point stationnaire (x = 1, u = 1 − sin 1, t = 0) au point
stationnaire (x = 3, u = 3− sin
√
3
3 , t = 5) de manie`re monotone par exemple (ainsi x ne s’annule
pas).
En utilisant la platitude du syste`me, expliciter une commande boucle ouverte permettant cette
transition.
Solution. x est sortie plate du syste`me, en effet u = x˙+ x
2 − sin(√x)
x . On choisit pour trajectoire
de re´fe´rence
x(s) = 1 + 2σ(
s
5
)
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Figure 7 – La fonction σ.
ou` la fonction σ de classe C1 (voir figure 7) est de´finie comme :
σ(t) =

0 si t < 0,
3t2 − 2t3 si 0 ≤ t ≤ 1,
1 si t > 1.
La commande boucle ouverte correspondante est
u(s) =
2
5 σ˙(
s
5 ) + (1 + 2σ(
s
5 ))
2 − sin(1 + 2σ( s5 ))
1 + 2σ( s5 )
=
2
5 (6
s
5 − 6( s5 )2) + (1 + 2(3( s5 )2 − 2( s5 )3))2 − sin(1 + 2(3( s5 )2 − 2( s5 )3))
1 + 2(2( s5 )
2 − 2( s5 )3)
.
Exercice 6. Line´ariser par bouclage le syste`me
x˙ =x2(u+ 1) +
√
1 + x2 + (4 + sinx)u+ sinx.
Expliciter une commande stabilisant le syste`me autour de 0. D’autre part, line´ariser le syste`me
puis calculer une commande line´aire stabilisant le syste`me au premier ordre autour du point x = 0.
Faire le lien avec la commande non-line´aire.
Solution.
x˙ =x2(u+ 1) +
√
1 + x2 + (4 + sinx)u+ sinx
=u(x2 + 4 + sinx) + x2 +
√
1 + x2 + sinx.(35)
Posons alors w = u(x2 + 4 + sinx) +x2 +
√
1 + x2 + sinx, c.-a`-d. u = w − (x
2 +
√
1 + x2 + sinx)
x2 + 4 + sinx
.
Par ce bouclage on a :
x˙ =w.
Supposons qu’on veuille stabiliser x autour de 0. Il nous suffit de poser alors w = −x pour assurer :
x˙ = −x
x(t) = x(0)exp(−t).
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Quelle est alors la commande u permettant de re´aliser ceci ? Il suffit d’utiliser :
u =
w − (x2 +
√
1 + x2 + sinx)
x2 + 4 + sinx
=
−x− (x2 +
√
1 + x2 + sinx)
x2 + 4 + sinx
.(36)
Il est inte´ressant de voir que si on applique les techniques d’approximation au premier ordre
des e´quations non line´aires expose´es en 5 on retrouve le de´veloppement au premier ordre de la
commande (36).
On souhaite line´ariser autour de x0 = 0. On remplace x par 0 dans (35) pour trouver la
commande u0 pour que ce soit un point d’e´quilibre. Plus clairement : on re´sout
u(x2 + 4 + sinx) + x2 +
√
1 + x2 + sinx = 0
pour x = x0 = 0. Il vient u0 = −14 . Cherchons le de´veloppement au premier ordre de l’e´quation
(35) au voisinage de (x0, u0).
d
dt
(x0 + ∆x) =(−1
4
+ ∆u)(4 + ∆x) + 0 + 1 + ∆x
au premier ordre toujours :
˙δx = 4δu+
3
4
δx.
Comme pre´ce´demment on souhaite assurer
d
dt
(x0 + δx) = −(x0 + δx)
c.-a`-d.
˙δx = −δx.
Pour cela il faut donc
4δu+
3
4
δx = −δx
c.-a`-d.
δu = − 7
16
δx.
On a donc trouve´ une commande permettant au premier ordre de stabiliser l’e´quation (35) :
u = −1
4
− 7
16
(x− 0).(37)
D’autre part cherchons un de´veloppement au premier ordre de la commande non-line´aire (36)
au voisinage de x = x0 = 0.
u =
−x− (x2 +
√
1 + x2 + sinx)
x2 + 4 + sinx
=
−x− (1 + x) + ◦(x)
4 + x+ ◦(x) = −(1 + 2x)
1
4
(1− x
4
+ ◦(x))
=− 1
4
− 7
16
x+ ◦(x).(38)
Comparons (37) et (38). D’ou` la conclusion.
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Exercice 7. tudier la dynamique des ze´ros du syste`me ayant x1 comme sortie :{
x˙1 = x31 − x2 + u
x˙2 = u.
Solution.
w = x31 − x2 + u,
il vient
x˙1 = w.
L’e´quation diffe´rentielle ve´rifie´e par x2 est :
x˙2 = u = x2 − x31 − kx1
ce qui implique que
x2 → +∞.
La dynamique des ze´ros est instable, on ne peut donc pas utiliser de line´arisation entre´e-sortie.
Exercice 8 (Utilisation de la platitude dans le cas d’une dynamique des ze´ros instable). Reprendre
le syste`me pre´ce´dent. En appliquant l’algorithme d’extension dynamique calculer un controˆleur qui
n’induira pas de dynamique des ze´ros.
Solution.
z = x1 − x2
z˙ = x31 − x2
z¨ = 3x˙1x21 − x˙2
= 3(x31 + u− x2)x21 − u
= u(3x21 − 1) + 3x21(x31 − x2)
on pose alors
w = u(3x21 − 1) + 3x21(x31 − x2)
z¨ = −k(z − 0)− k′(z˙ − 0)
= −k(y1 − y2)− k′(y31 − y2)
ou` k et k′ sont choisis pour stabiliser la dynamique de z. La commande est apparue apre`s deux
de´rivations. C’est la taille de l’e´tat du syste`me. Le syste`me admet donc z comme sortie plate.
Finalement en posant :
u =
−k(y1 − y2)− k′(y31 − y2)− 3y21(y31 − y2)
3y21 − 1
on garantit que z → 0 et z˙ → 0, donc que x1 → 0 et x2 → 0 a` la fois. Il n’y a pas de dynamique
des ze´ros. Cela provient du fait que la sortie plate z permet d’exprimer toutes les grandeurs du
syste`me et que gr
Exercice 9 (Dimensionnement d’actionneur). Soit le syste`me suivant :
x˙1 =2x2
x˙2 =x21 + u.
En utilisant la platitude du syste`me calculer le maximum de la commande en boucle ouverte
ne´cessaire pour que le syste`me ait une trajectoire x1(t) = sin(wt).
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Solution. On veut que x1(t) = sin(wt). Le syste`me est plat, sa sortie plate est justement x1. En
effet x2 =
x˙1
2 , u =
x¨1
2 − x21. Cette dernie`re formule nous donne la commande boucle ouverte
u(t) = −(w22 + 1) cos2(wt). On peut donc dire a priori que, en boucle ouverte, le maximum de
l’effort que devra fournir l’actionneur u est −(w22 + 1) avec une moyenne de −(w
2
2 + 1)
1
2 (c’est
un cas simple ou` la majoration est explicite ; dans les cas plus complique´s on tracera les courbes
des commandes dans un grand nombre de cas et on se fera une ide´e empirique des dimensions
ne´cessaires de l’actionneur). Lors de la conception, on aura donc une bonne ide´e des capacite´s
ne´cessaires (par exemple dans le cas d’une e´lectronique de puissance on saura dimensionner les
alimentations, etc. . . ). En inge´nierie c’est une information tre`s inte´ressante. En revanche pour
assurer le suivi de trajectoire de ce syste`me qui est instable, la commande boucle ferme´e peut eˆtre
relativement plus importante (tout de´pend des perturbations auxquelles le syste`me est soumis),
on veillera donc a` prendre certaines marges par rapport au calcul en boucle ouverte.
Exercice 10. Calculer un bouclage line´arisant pour le syste`me x˙1 = v1 + x
2
3 + v2
x˙2 = v2 + x2x3
x˙3 = v1.
en utilisant dans l’algorithme d’extension dynamique d’abord y2 = x2 puis y1 = x1 − x3.
Solution. Commenc¸ons par y2 :
y2 =x2
y˙2 =v2 + x2x3.
Une premie`re combinaison des commandes apparaˆıt. On pose
w1 = v2 + x2x3, n1 = 1.
Puis
y1 =x1 − x3
y˙1 =x23 + v2,
cette combinaison des commandes n’est pas inde´pendante de la premie`re
y˙1 =w1 − x2x3 + x23
y¨1 =w˙1 − (v2 + x2x3)x3 − x2v1 + 2v1x3.
On pose alors
w2 = w˙1 − (v2 + x2x3)x3 − x2v1 + 2v1x3, n2 = 2.
On a bien n1 + n2 = 3 donc (y1, y2) est bien un couple de sorties plates pour le syste`me. w1, w2
est un bouclage dynamique line´arisant.
11 Forme de Brunovsky de dimension infinie
Dans cette section on se propose d’e´tendre la forme de Brunovsky de´ja` pre´sente´e pre´ce´demment
aux syste`mes de dimension infinie que sont les e´quations diffe´rentielles line´aires a` commande
frontie`re. Nous commenc¸ons par quelques ge´ne´ralite´s sur les proble`mes d’e´volution line´aires, de
fac¸on a` de´finir un cadre qui ge´ne´ralise la notion de syste`me dynamique line´aire commande´ en
dimension finie.
Nous voyons ensuite comment ge´ne´raliser au cadre pre´ce´demment de´fini la parame´trisation des
trajectoires via la forme de Brunovsky.
Enfin, nous verrons comment des proble`mes a` commande frontie`re peuvent eˆtre traite´s en se
ramenant au cadre de´fini ci-dessus, a` travers divers exemples.
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11.1 Ge´ne´ralite´s sur les proble`mes d’e´volution
Nous nous inte´ressons ici a` des proble`mes dits “d’e´volution”. Un exemple typique sera l’e´quation
de la chaleur 1-D
(39)
{
θt(x, t) = aθxx(x, t) + u(t)c(x), pour (x, t) ∈ [0, 1]× [0, T ]
θx(0, t) = 0, θ(1, t) = 0
Nous supposons que a est un re´el positif et c ∈ L2(0, 1).
On peut, pour un tel proble`me, de´finir l’espace d’e´tat H du syste`me par H = L2(0, 1) (c’est
donc un espace de Hilbert), et l’e´tat du syste`me
θ : R+ → H
t 7→ θ(., t)
Le proble`me 39 se re´e´crit alors
(40) θ˙ = Aθ +Bu,
ou` A est un ope´rateur non borne´ de H de´fini par son domaine et son action
D(A) = {f ∈ H2(0, 1)/ f ′(0) = f(1) = 0},
∀f ∈ D(A), A(f) = af ′′,
et B = c ∈ L2(0, 1).
Remarque. On a utilise´ la notation H2(0, 1) = {f ∈ L2(0, 1)/ f ′ ∈ L2(0, 1), f ′′ ∈ L2(0, 1)}.
Un proble`me mis sous la forme 40 s’appelle un proble`me d’e´volution. Sa forme est tre`s semblable
a` celle d’un syste`me dynamique line´aire commande´ de dimension finie N
X˙ = AX +Bu,
ou` l’e´tat du syste`me est
X : R+ → RN
t 7→ X(t),
la commande est
u : R+ → R
t 7→ u(t),
A est une matrice carre´e de taille N et B un vecteur de RN .
Les solutions (trajectoires) du proble`me line´aire en dimension finie sont bien connues. Pour les
obtenir, on calcule l’exponentielle de la matrice At, S(t) = eAt, et elles sont donne´es par
(41) X(t) = S(t)X(0) +
∫ t
0
S(t− τ)Bu(τ)dτ.
On e´tablit alors sans peine les trois proprie´te´s suivantes
1. caracte´risation des commandes admissibles : les trajectoires sont de´finies pour tout u ∈
Lp(0, 1), de`s que p ≥ 1,
2. re´gularite´ des trajectoires : u ∈ Lp(0, 1)⇒ X ∈ Lp(0, T ),
31
11.2 Forme de Brunovsky en dimension infinie 11 F. DE BRUNOVSKY
3. de´pendance continue des trajectoires vis a` vis des conditions initiales et de la commande :
∃(K1,K2) ∈
(
R+?
)2
/ ‖X‖Lp(0,T ) ≤ K1 |X(0)|+K2 ‖u‖Lp(0,T )
On dit que les proprie´te´s (1),(2) et (3) garantissent que le proble`me de controˆle en dimension finie
est “bien pose´” en prenant RN comme espace d’e´tat et Lp(0, T ) comme espace des commandes.
La cle´ du concept de proble`me bien pose´ est l’existence de l’exponentielle S(t). On ge´ne´ralise
cette notion en dimension infinie par la notion de semi-groupe
De´finition. Soit H un espace de Hilbert, on dit que l’ope´rateur line´aire non borne´ A de D(A) ⊂ H
dans H est le ge´ne´rateur infinite´simal d’un semi-groupe (S(t))0≤t<∞ si
– (S(t))0≤t<∞ est une famille a` un parame`tre d’ope´rateurs line´aires borne´s (continus) de H
dans H,
– S(0) = I,
– ∀(t, s) ∈ R+ S(t+ s) = S(t)S(s),
– ∀x ∈ H, lim
t→0+
S(t)x = x
– {x ∈ H / lim
t→0+
S(t)x−x
t existe } = D(A)
– lim
t→0+
S(t)x−x
t =
dS(t)x
dt
∣∣∣
t=0+
= A(x) lorsque x ∈ D(A).
On retrouve dans les proprie´te´s ci-dessus les proprie´te´s essentielles de l’exponentielle de matrice
en dimension finie.
Nous nous inte´ressons par la suite uniquement a` des proble`mes du type (40), pour lequel on
montre que A est le ge´ne´rateur infinite´simal d’un semi-groupe. Les trajectoires sont alors donne´es
par la formule familie`re
(42) θ(x, t) = S(t)θ(x, 0) +
∫ t
0
S(t− τ)Bu(τ)dτ,
qui a un sens de`s que θ(x, 0) ∈ H et u ∈ Lp(0, T ), avec p ≥ 1. Le proble`me est alors bien pose´ au
sens des proprie´te´s (1),(2) et (3).
Le calcul explicite du semi groupe associe´ a` un ope´rateur est en ge´ne´ral assez difficile, et fort
heureusement nous ne nous en servirons jamais explicitement dans ce qui va suivre.
Cependant, ce formalisme permet de garantir un proble`me bien pose´ ou` les trajectoires de´pendent
continuˆment de l’e´tat initial et de la commande : c’est extreˆmement important lorsqu’on veut
controˆler un syste`me car on ne connaˆıt en ge´ne´ral l’e´tat initial que de fac¸on approche´e, et on
n’implante souvent qu’une approximation d’une loi de commande the´orique ide´ale.
On pourra se re´fe´rer a` [3] et [16] pour plus de de´tails.
11.2 Forme de Brunovsky en dimension infinie
Les dveloppements prsents ici ont t tudis dans [12, 11, 13]. Revenons au cas d’un syste`me line´aire
commandable a` une commande et n e´tats. Nous supposons qu’il est de´crit par ses coordonne´es dans
une base de re´fe´rence par :
(43) X˙ = AX +Bu,
ou` A est une matrice (n, n), B est un vecteur de dimension n. La proprie´te´ de commandabilite´ du
syste`me entraˆıne que
V ect{B,AB,A2B, . . . , An−1B} = Rn.
Comme nous savons qu’un syste`me line´aire commandable en dimension finie est plat, e´crivons
qu’on peut parame´trer les solutions de (43) sous la forme de combinaisons line´aires des de´rive´es
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d’une fonction arbitraire y(t) :
X(t) =
n−1∑
i=0
eiy
(i)(t)(44)
u(t) =
n∑
i=0
aiy
(i)(t),(45)
ou` les ei’s forment une base de Rn et les ai sont des coefficients re´els. Pour de´terminer les ai et les
ei nous substituons les relations (44) et (45) des les e´quations d’e´tat (43) :
n∑
i=1
ei−1y(i)(t) =
n−1∑
i=1
Aeiy
(i)(t) +
n∑
i=0
aiBy
(i)(t)
et nous ordonnons selon les de´rive´es de y(t), ce qui conduit a` :
0 = Ae0 + a0B(46)
ei−1 = Aei + aiB, i = 1, . . . , n− 1(47)
en−1 = anB.(48)
Nous en de´duisons que
ei−1 =
n∑
j=i
ajA
j−iB, i = 1, . . . , n− 1
0 =
n∑
i=0
aiA
iB
La proprie´te´ de commandabilite´ implique que la dernie`re relation est ve´rifie´e si et seulement si
les ai sont les coordonne´es de AnB dans la base (B, . . . , An−1B). Pour que les ei forment une
base, il faut que an 6= 0 ; nous pouvons supposer sans perdre en ge´ne´ralite´ que an = 1. Enfin, de
l’expression des ei trouve´e ci-dessus nous de´duisons que
V ect{e0, . . . , en−1} = V ect{B,AB,A2B, . . . , An−1B},
et donc que les ei forment une base de l’espace d’e´tat Rn puisque (43) est commandable.
En vertu du the´ore`me de Cayley-Hamilton, les ai sont ne´cessairement les coefficients du po-
lynoˆme caracte´ristique de A
P (λ) =
n−1∑
i=0
aiλ
i + λn
Remarque. De la proprie´te´ de commandabilite´ et du the´ore`me de Cayley-Hamilton on de´duit
e´galement que le polynoˆme caracte´ristique de A et son polynoˆme minimal coincident.
Lorsqu’on l’exprime dans les coordonne´es associe´es a` la base (e1, e2, · · · , en), le syste`me (43)
est sous la forme de Brunovsky
˙˜X =

0 1 · · · 0
...
0 0 · · · 1
−a0 −a1 · · · −an−1
 X˜ +

0
...
0
1
u.
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Les trajectoires sont de fac¸on e´vidente parame´tre´es par y(t) = X˜1(t), premie`re composante du
vecteur de coordonne´es X˜ ; y(t) = X˜1(t) est dons la sortie de Brunovsky ou sortie plate du syste`me.
Peut-on ge´ne´raliser formellement ceci a` des syste`mes de dimension infinie de type (39) ? Pour
que ce soit possible, il faut disposer l’e´quivalent de la notion de polynoˆme caracte´ristique en di-
mension infinie, il faut ensuite pouvoir appliquer l’algorithme (46)-(48). Ce sera l’objet des deux
paragraphes qui suivent.
11.2.1 De´terminant de Fredholm
Le polynoˆme caracte´ristique d’une matrice a pour ze´ros les valeurs propres de cette matrice.
De la meˆme fac¸on, pour l’ope´rateur A de´fini dans le proble`me (40), le de´terminant de Fredholm
est une fonction entie`re dont les ze´ros sont les valeurs propres de A. Dans le cas pre´cis de notre
exemple, on peut le calculer tre`s facilement :
∀λ ∈ C,∀f ∈ D(A), Af = λf
⇔ f ′′ = λ
a
f, f ′(0) = f(1) = 0
⇔ ∃(c1, c2) ∈ R2\(0, 0)f = c1 cosh(
√
λ
a
x) + c2 sinh(
√
λ
a
x), f ′(0) = f(1) = 0
⇔ ∃c1 ∈ R?f = c1 cosh(
√
λ
a
x) et cosh(
√
λ
a
) = 0
On en de´duit que λ ∈ C est valeur propre de A si et seulement si c’est un ze´ro de la fonction entie`re
DA(λ) = cosh(
√
λ
a
) =
∞∑
i=0
a−i
(2i)!
λi
De fac¸on ge´ne´rale, la structure du spectre d’un ope´rateur diffe´rentiel peut eˆtre tre`s complique´e et
la notion de de´terminant de Fredholm n’existe pas. L’e´tude de cette structure est l’objet d’une
branche des mathe´matiques appele´e analyse spectrale.
Mais, dans tous les exemples que nous e´tudions, elle est bien connue et tre`s simple : le spectre
est re´duit a` une infinite´ de´nombrable de valeurs propres (λn)n∈N et le de´terminant de Fredholm
existe. En pratique, nous nous inte´ressons a` des ope´rateurs qui sont assimilables a` des tre`s grosses
matrices (de dimension infinie), la plupart du temps diagonalisables.
De plus, nous disposerons dans tous nos exemples pour les coefficients ai et les λn des estima-
tions asymptotiques suivantes
∃K > 0/ λn ∼
n→∞ Kn
µ(49)
∃L,M > 0/ ai ∼
i→∞
L
M i
(i!)µ
(50)
ou` µ de´signe l’ordre de de´rivation de l’ope´rateur A.
Exercice 11. Montrer que pour l’exemple de l’e´quation de la chaleur ci-dessus, les estimations
asymptotiques (49)-(50) sont ve´rifie´es.
11.2.2 Algorithme en dimension infinie
Nous voudrions maintenant e´tendre l’algorithme de calcul (46)-(47)-(48) a` la dimension infinie.
Pour cela, il va falloir le modifier car on ne peut pas en dimension infinie de´marrer par la relation
(48) (il n’y a pas de terme de plus haut degre´ !), ni ite´rer l’ope´rateur A (A(H) n’est pas en ge´ne´ral
contenu dans D(A) !).
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Nous allons donc supposer que A est inversible, et que son inverse, note´ K, est un ope´rateur
line´aire borne´ de H (de´fini sur H tout entier et continu). L’e´quation (46) se re´e´crit alors
(51) e0 = −a0KB,
l’e´quation (47) devient :
(52) ei = Kei−1 − aiKB = Kei−1 + ai
a0
e0,
et l’e´quation (48) disparaˆıt.
On ve´rifie alors sans peine que si y est une fonction inde´finiment de´rivable de la variable t sur
[0, T ],
X(x, t) =
∞∑
i=0
diy
dti
(t)ei(x)(53)
u(t) =
∞∑
i=0
diy
dti
(t)ai(54)
est formellement une trajectoire d’un proble`me de type (40).
Revenons a` l’exemple de l’e´quation de la chaleur : l’ope´rateur A est inversible, et le re´sultat
suivant est laisse´ en exercice :
Exercice 12. On conside`re l’ope´rateur K qui a` toute fonction f de´finie sur [0, 1] associe la fonction
K(f) de´finie sur [0, 1] par K(f)(x) =
∫ 1
0
h(x, ξ)f(ξ)dξ, ou`{
h(x, ξ) = x− 1 si ξ ≤ x,
h(x, ξ) = ξ − 1sinon.
– Montrer que K est bien de´fini sur H et a` valeur dans D(A).
– Montrer que KA = idD(A) et que AK = idH .
11.3 Exemples de proble`mes avec controˆle frontie`re
11.3.1 E´quation de la chaleur
Conside´rons le syste`me re´gi par l’e´quation aux de´rive´es partielles et les conditions limites sui-
vantes
(55)

θxx = θt
θx(0, t) = 0
θ(1, t) = u(t)
La solution stationnaire de ce proble`me qui vaut 1 au point x = 1 (solution stationnaire unitaire)
est la fonction constante e´gale a` 1, que nous noterons S. Posons alors X(x, t) = θ(x, t)−S(x)u(t).
On obtient alors la pseudo forme d’e´tat
X˙ = AX +Bu˙,
ou` on a pose´ B = −S, et A est pre´cise´ment l’ope´rateur de´fini pre´ce´demment dans (40), le bon
choix d’espace d’e´tat pour notre proble`me est donc H.
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Soit y une fonction quelconque de C∞(0, T ), et posons z = y˙. De´finissons formellement u par
u(t) =
∞∑
i=0
aiy
(i)(t),
ou` les ai sont, comme pre´ce´demment, les coefficients du de´veloppement en se´rie entie`re du de´terminant
de Fredholm de A. Nous avons alors formellement :
u˙(t) =
∞∑
i=0
aiz
(i)(t),
et nous savons d’apre`s les re´sultats de la section 11.2 que les trajectoires du syste`me sous la pseudo
forme d’e´tat sont parame´tre´es par
X(x, t) =
∞∑
i=0
diz
dti
(t)ei(x)
u˙(t) =
∞∑
i=0
aiz
(i)(t)
ou` les ei sont donne´s par (51)-(52)
e0 = −a0KB = a0KS, ei = Kei−1 − aiKB = Kei−1 + aiKS.
Nous en de´duisons la parame´trisation par y des trajectoires du syste`me a` commande frontie`re car :
θ(x, t) = X(x, t) + S(x)u(t) =
∞∑
i=0
diz
dti
(t)ei(x) +
∞∑
i=0
aiy
(i)(t)S(x)
= a0y(t)S(x) +
∞∑
i=1
diy
dti
(t)(ei−1(x) + aiS(x)).
Donc, en posant
α0(x) = a0S(x), αi(x) = ei−1(x) + aiS(x), i ≥ 1,
nous obtenons la parame´trisation recherche´e :
θ(x, t) =
∞∑
i=0
diy
dti
(t)αi(x)(56)
u(t) =
∞∑
i=0
aiy
(i)(t)(57)
On peut obtenir une relation de re´currence entre les αi qui ne fasse plus intervenir les ei. En effet,
∀i ≥ 2, αi(x)−K(αi−1)(x) = (ei−1 + aiS)(x)−K(ei−2 + ai−1S)(x)
= (ei−1 −Kei−2 −Kai−1S)(x) + aiS(x) = aiS(x)
et
α1(x)−K(α0)(x) = (e0 + a1S)(x)− a0KS(x)
= a0KS(x) + a1S(x)− a0KS(x) = a1S(x),
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d’ou` finalement
α0 = a0S(58)
αi = K(αi−1) + aiS.(59)
Dans notre exemple, les relations (58)-(59) s’e´crivent finalement
αi(1) = ai, α
′
i(0) = 0, α
′′
i (x) = αi−1(x)
pour i ∈ N avec la notation α−1 ≡ 0. Or nous avons e´tabli pre´ce´demment que DA(λ) =
∑∞
i=0
λi
(2i)!
et donc ai = 1(2i)! .
On en de´duit par re´currence α0 = 1 puis α1 = x2/2 et le re´sultat ge´ne´ral αi = x2i/(2i)!.
Il vient alors la forme de Brunovsky du proble`me
θ(x, t) =
∞∑
i=0
x2i
(2i)!
y(i)(t)
et aussi
u(t) =
∞∑
i=0
y(i)(t)
(2i)!
.
11.3.2 Re´sume´ de la me´thode
1. Dans un premier temps on calcule une solution stationnaire unitaire du proble`me avec com-
mande frontie`re.
2. On fait apparaˆıtre un ope´rateur A en e´crivant la pseudo forme d’e´tat obtenue par un premier
changement de variable consistant a` soustraire la solution stationnaire.
3. On cherche une forme de Brunovsky ge´ne´ralise´e sous forme de se´rie entie`re. A` cette fin on
calcule le de´terminant de Fredholm de l’ope´rateur pre´ce´dent. On de´veloppe en se´rie entie`re
ce de´terminant et on utilise les coefficients ainsi obtenus pour calculer la de´composition de
Brunovsky en utilisant l’algorithme (58)-(59)
11.3.3 E´quation de Korteweg de Vries line´aire
Appliquons cette de´marche a` l’e´quation de Korteweg de Vries line´arise´e :
Xt +Xxxx +Xx = 0
X(0, t) = X(1, t) = 0
Xx(1, t) = u(t)
ou` Xx et Xt de´signent les de´rive´es partielles de X par rapport a` x et t respectivement.
La solution stationnaire unitaire associe´e S ve´rifie
Sxxx + Sx = 0
S(0, t) = S(1, t) = 0
Sx(1, t) = 1
Exercice 13. Montrer que S(t) = sin 11−cos 1 (1− cosx)− sinx
L’ope´rateur associe´ sera note´ F . Il est de´fini par
D(F )→  L2(0, 1)
f 7→ −f ′′′ − f ′
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sur son domaine
D(F ) = {f ∈ H3(0, 1), f(0) = f(1) = f ′(1) = 0}.
On peut montrer que cet ope´rateur est le ge´ne´rateur d’un semi-groupe sur H (qui sera donc encore
l’espace d’e´tat convenable pour ce proble`me), qu’il a la structure spectrale simple mentionne´e dans
la section 11.2.1 et que les estimations asymptotiques (49)-(50) sont ve´rifie´es.
De plus, F est inversible et son inverse K est donne´ par
K(v)(x) = −
∫ x
0
(1− cos(x− u))v(u)du+ cos(1− x)− cos(1)
1− cos(1)
∫ 1
0
(1− cos(1− u))v(u)du
+
sin(1)− sin(x) + sin(x− 1)
1− cos(1)
∫ 1
0
(sin(1− u))v(u)du
Nous montrons maintenant une me´thode permettant de calculer nume´riquement les coefficients du
de´terminant de Fredholm. L’e´quation aux valeurs propres de F s’e´crit
λf + fxxx + fx = 0
avec les conditions f(0) = f(1) = f˙(1) = 0.
Notons fi(x, λ) les solutions fondamentales de cette e´quation au point 1 (la` ou e´tait la com-
mande), c’est a` dire les fonctions qui satisfont l’e´quation aux valeurs propres ainsi les conditions
f
(j−1)
i = δij
pour (i, j) ∈ {1, 2, 3}2. f est une valeur propre ssi ∃(c1, c2, c3) 6= (0, 0, 0) f = c1f1 + c2f2 + c3f3
Toutes les conditions qui caracte´risent l’appartenance de f a` D(F ) sont compatibles si et
seulement si ∣∣∣∣∣∣
f1(0, λ) f2(0, λ) f3(0, λ)
f1(1, λ) f2(1, λ) f3(1, λ)
f˙1(1, λ) f˙2(1, λ) f˙3(1, λ)
∣∣∣∣∣∣ = 0
Dans notre exemple cela donne∣∣∣∣∣∣
f1(0, λ) f2(0, λ) f3(0, λ)
1 0 0
0 1 0
∣∣∣∣∣∣ = f3(0, λ) = 0
Pour faire apparaˆıtre une se´rie entie`re en λ) on e´crit
DF (λ) =
∞∑
i=0
(
∂f3
∂λ
(0, 0)
1
i!
λi
)
Notons alors f˜3(x) = f3(x, 0) et de´finissons (sur L2(0, 1)) l’ope´rateur W par
f = Wg ≡ {−f ′′′ − f ′ = g, f(1) = f ′(1) = f ′′(1) = 0}
On s’aperc¸oit alors que ∂f3∂λ (x, 0)
1
i! = W
if˜3. Ceci se de´duit de l’e´quation
f
′′′
3 + f
′
3 + λf3 = 0, f
(j−1)
3 (1, λ) = δ3j
qu’on a de´rive´e par rapport a` λ.
D’ou` l’expression du de´terminant de Fredholm
DF (λ) =
∞∑
i=0
(W if˜3)(0)λi
Les coefficients (W if˜3)(0) peuvent eˆtre calcule´s nume´riquement en re´solvant nume´riquement la
suite de proble`mes diffe´rentiels associe´s, ce qui donne l’expression de la commande.
On obtient ensuite les αi en re´solvant nume´riquement les relations (58)-(59).
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11.4 Quelques questions importantes
11.4.1 Fonctions Gevrey
Nous de´signons par C∞(0, T ), ou` T > 0 les fonctions qui ont des de´rive´es continues a` tout
ordre sur [0, T ] (de´rive´es a` droite et a` gauche en T et en zero).
Le de´veloppement de Taylor d’une fonction C∞(0, T ) n’est en ge´ne´ral pas convergent, sauf si
la fonction est analytique. La notion d’ordre Gevrey est une fac¸on d’estimer cette divergence.
De´finition. Une fonction y ∈ C∞(0, T ) est Gevrey d’ordre α si
∃M,R > 0,∀m ∈ N, sup
t∈[0,T ]
∣∣∣y(m)(t)∣∣∣ ≤M (m!)α
Rm
.
On note Gα(0, T ) l’ensemble des fonctions Gevrey d’ordre α sur [0, T ].
Par de´finition, une fonction Gevrey d’ordre α est e´galement d’ordre β pour tout β ≥ α. Un
re´sultat classique (estime´es de Cauchy ) affirme que les fonctions Gevrey d’ordre 1 sont analytiques
(et meˆme entie`res si α < 1). Les fonctions Gevrey d’ordre α > 1 ont un de´veloppement de Taylor
divergent ; plus α est grand, plus la divergence du de´veloppement de Taylor est rapide.
Des proprie´te´s importantes des fonctions analytiques se ge´ne´ralisent aux fonctions Gevrey
d’ordre α > 1 : l’ inte´grale, addition, multiplication et composition de fonctions Gevrey d’ordre
α > 1 est d’ordre α. Mais contrairement aux fonctions analytiques, les fonctions d’ordre α > 1
peuvent eˆtre constantes sur un ouvert sans eˆtre pour autant constantes partout. Par exemple la
“fonction plateau”
φγ(t) =

0 si t 6∈]0, 1[,
exp
(
−1(
(1− t)t)γ
)
si t ∈]0, 1[.
est d’ordre 1 + 1/γ quel que soit γ > 0. De la meˆme fac¸on,
Φγ(t) =

0 si t ≤ 0
1 si t ≥ 1∫ t
0
φγ(τ)dτ∫ 1
0
φγ(τ)dτ
if t ∈]0, 1[,
qui sera utilise´e pour la planification de trajectoire, est d’ordre 1 + 1/γ.
11.4.2 Convergence des se´ries
Dans tous les exemples e´tudie´s, le calcul direct ou les estimations (49)-(50) permettent d’e´tablir
que
∃C,M > 0 ∀j ∈ {0, . . . , µ}, ∀x ∈ [0, 1],
∣∣∣∣djαidxj (x)
∣∣∣∣ ≤ C Mµn−j(µn− j)!
ou` µ est l’ordre de de´rivation de l’ope´rateur en espace. On en de´duit que :
Proposition 1. Soit 0 < σ < µ, ou` µ est l’ordre de de´rivation de l’ope´rateur en espace. Alors
∀y ∈ Gσ(0, T ), les expressions (56) et (57) de´finissent une trajectoire continuˆment de´rivable en
temps et µ fois continuˆment de´rivable en espace.
De´monstration. Les majorations ci-dessus ainsi que les estimations Gevrey sur y permettent d’e´tablir
la convergence absolue des se´ries(56) et (57) sur [0, 1]× [0, T ], ainsi que des se´ries des de´rive´es, ce
qui prouve la proprie´te´.
Remarque. On peut prendre pour parame´trer des trajectoires une fonction y dans Gµ(0, T ), a`
condition de la prendre avec un rayon Gevrey qui garantisse la convergence absolue des se´ries(56)
et (57) sur [0, 1]× [0, T ].
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11.4.3 Commandabilite´ approche´e et planification
Les polynoˆmes pairs sont denses dans C([0, 1]) pour la norme L2. De manie`re plus ge´ne´rale,
un the´ore`me duˆ a` Mu¨ntz-Szasz [23] pre´cise sous quelles hypothe`ses les fonctions 1, tλ1 , tλ2 , t
λ
3 , ...
engendrent C(I). Une condition ne´cessaire et suffisante est que la se´rie
∑∞
0 1/λn diverge.
On peut meˆme dire plus. Si cette se´rie converge, alors la fermeture dans C(I) de l’ensemble des
combinaisons line´aires de ces fonctions 1, tλ1 , tλ2 , t
λ
3 , ... ne contient pas t
λ pour λ /∈ {λn}.
Donc, dans le cas de l’e´quation de la chaleur, comme on a λi = 2i, la se´rie en question est
bien divergente. En vertu du re´sultat de Mu¨ntz-Szasz il existe des polynoˆmes qu’on pourra e´crire
pi0(x) =
∑n
i=0 pi
x2i
(2i)! et pi1(x) =
∑n
i=0 qi
x2i
(2i)! approchant n’importe quelles conditions initiales et
finales continues
‖ pi0(x)− θref (x, 0) ‖≤ ε, ‖ pi1(x)− θref (x, 1) ‖≤ ε
Pour assurer une transition entre ces fonctions approchantes en temps T on choisira alors γ > 1
(on peut meˆme aller dans ce cas jusqu’a` γ = 1) et
y(t) =
n∑
i=0
pi
ti
(i)!
(1− Φγ(t/T )) +
n∑
i=0
qi
(t− T )i
(i)!
Φγ(t/T )
ce qui donnera
y˙(0) = p1, y¨(0) = p2, y(i)(0) = 0 pour i > n, y˙(T ) = q1, y˙(T ) = q2, y(i)(T ) = 0 pour i > n
On utilise alors
u(t) =
∞∑
i=0
y(i)(t)
(2i)!
Pour re´sumer on a ainsi obtenu une commande u(t) =
∑∞
i=0
y(i)(t)
(2i)! qui conduit le syste`me de
manie`re exacte en temps fini T de la condition initiale pi0(x) a` la condition finale pi1(x). La proprie´te´
de semi-groupe qui garantit un proble`me bien pose´ (cf. section 11.1) permet en outre d’affirmer que
la commande tronque´e u¯(t) =
∑N
i=0
y(i)(t)
(2i)! conduit de manie`re approche´e le syste`me de θ
ref (x, 0)
a` θref (x, T ) au sens suivant :
∃K > 0 tel que ∀ε > 0, ∃N > 0 ‖ θ(., T )− θref (., 1) ‖≤ Kε.
Dans le cas de proble`mes comme l’e´quation de Korteweg-De Vries line´arise´e ou` il est tre`s
fastidieux de faire des calculs explicites, le proble`me de la commandabilite´ approche´e se re´sume
a` celui de la densite´ dans l’espace d’e´tat H des fonctions αi (elles jouent le meˆme roˆle que les
monoˆmes de degre´ pair dans ce qui pre´ce`de).
On peut la` encore e´tablir un paralle`le inte´ressant avec la situation en dimension finie : nous
avons remarque´ dans la section 11.2 que dans le cas de la dimension finie, un syste`me a` une
commande commandable a son polynoˆme minimal et son polynoˆme caracte´ristique qui coincident,
donc que tous ses sous espaces propres sont de dimension 1. Dans le cas ou` la matrice de dynamique
du syste`me est diagonalisable, cette condition signifie que A a toutes ses valeurs propres simples.
La commandabilite´ peut alors s’interpre´ter de la fac¸on suivante : en de´composant B dans une base
de vecteurs propres, aucune des coordonne´es de B ne doit eˆtre nulle.
En fait, la situation en dimension infinie pour des proble`mes du type Korteweg-De Vries
line´arise´e est tre`s proche : on montre que l’ope´rateur associe´ a des valeurs propres simples (sous-
espace propre associe´ de dimension 1) et qu’il est “diagonalisable” au sens ou` les vecteurs propres
forment une base de l’espace d’e´tat. La condition de commandabilite´ approche´e est alors, tout
comme en dimension finie, que la fonction G n’ait aucune coordonne´e nulle lorsqu’on la de´compose
sur cette base, ce qui est le cas. La planification approche´e pour le proble`me de Korteweg-De Vries
se fait alors exactement comme pour l’e´quation de la chaleur, a` la diffe´rence pre`s qu’on peut utiliser
des fonctions y dont l’ordre Gevrey va jusqu’a` 3.
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11.5 L’e´quation d’Euler Bernoulli
Ce proble`me peut eˆtre traite´ en suivant la de´marche expose´e pre´ce´demment, moyennant tou-
tefois quelques complications techniques. L’e´quation conside´re´e est la suivante :
Xtt(x, t) = −Xxxxx(x, t)
Xxx(1, t) = Xxxx(1, t) = 0
X(0, t) = 0, Xx(0, t) = θ(t)
θ¨(t) = u(t) + kXxx(0, t)
ou` (x, t) ∈ [0, 1]× [0, T ], et k est une constante strictement positive.
Nous pouvons tout d’abord remarquer que la dernie`re e´quation se re´e´crit : u(t) = θ¨(t) −
kXxx(0, t), et donc que si nous avons une forme de Brunovsky pour le proble`me simplifie´ ou`
la commande est directement θ(t), nous saurons parame´trer u. Nous nous inte´ressons donc au
proble`me simplifie´
Xtt(x, t) = −Xxxxx(x, t)
Xxx(1, t) = Xxxx(1, t) = 0
X(0, t) = 0, Xx(0, t) = θ(t)
La solution stationnaire unitaire associe´e S ve´rifie
S(4)(x) = 0
S′′(1) = S(3)(1) = 0
S(0) = 0, S′(0) = 1,
qui se re´sout en S(x) = x.
En posant Z = X − Sθ et B = −S, nous obtenons donc
Ztt(x, t) = −Zxxxx(x, t) +Bθ¨(t)
Zxx(1, t) = Zxxx(1, t) = 0
Z(0, t) = Zx(0, t) = 0
Pour se ramener au meˆme cadre que pre´ce´demment, on est tente´ de de´finir l’ope´rateur A par
D(A)→  L2(0, 1)
f 7→ −f (4)
sur son domaine D(A) = {f ∈ H4(0, 1), f(0) = f ′(0) = f ′′(1) = f ′′′(1) = 0}, le vecteur V =(
Z
W
)
∈ D(A)⊕H et l’ope´rateur sur H ⊕H A =
(
0 I
A 0
)
, de domaine D(A) = D(A)⊕H, et de
re´e´crire le proble`me sous la forme
(60) V˙ = AV + Bθ¨,
ou` on a pose´ B =
(
0
B
)
.
Cette ide´e est fondamentalement la bonne, a` condition que l’ope´rateur A soit le ge´ne´rateur d’un
semi groupe sur un espace de Hilbert ade´quat (qui sera l’espace d’e´tat du syste`me). Or il s’introduit
une complication technique, car on peut montrer que le choix ci-dessus (espace H ⊕H et domaine
de de´finition D(A) = D(A) ⊕H) ne convient pas. On peut cependant de´finir un espace d’e´tat E
convenable et un domaine de de´finition D(A) ade´quat pour pouvoir appliquer ce qui pre´ce`de ; la
fac¸on de proce´der est de´taille´e dans l’annexe 11.6. Nous supposons dans ce qui suit que E et D(A)
sont correctement de´finis.
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11.5.1 Les ope´rateurs A et A
L’ope´rateur A est de´fini par
D(A)→  L2(0, 1)
f 7→ −f (4)
sur son domaine D(A) = {f ∈ H4(0, 1), f(0) = f ′(0) = f ′′(1) = f ′′′(1) = 0}. A est inversible, et
que son inverse, note´ K, est un ope´rateur line´aire borne´ de H. En effet,
∀(f, g) ∈ D(A)×H, A(f) = g
⇔ ∀x ∈ [0, 1], −f (4)(x) = g(x), f(0) = f ′(0) = f ′′(1) = f ′′′(1) = 0
⇔ ∀x ∈ [0, 1], f(x) = −
∫ x
0
(x− ξ)3
3!
g(ξ)dξ+
x2
2
∫ 1
0
(1− ξ)g(ξ)dξ +
(
x3
6
− x
2
2
)∫ 1
0
g(ξ)dξ
⇔ ∀x ∈ [0, 1], f(x) =
∫ x
0
ξ2
2
(
ξ
3
− x
)
g(ξ)dξ +
∫ 1
x
x2
2
(x
3
− ξ
)
g(ξ)dξ
On montre que A a toutes les “bonnes” proprie´te´s spectrales e´voque´es dans la section 11.2.1, et
on peut explicitement calculer son de´terminant de Fredholm :
∀f ∈ D(A), A(f) = λf
⇔∀x ∈ [0, 1], −f (4)(x) = λf(x), f(0) = f ′(0) = f ′′(1) = f ′′′(1) = 0
⇔∃(C1, C2, C3, C4) ∈ R4\(0, 0, 0, 0)/ ∀x ∈ [0, 1],
f(x) = C1 cos(
4
√−λx) + C2 sin( 4
√−λx) + C3 cosh( 4
√−λx) + C4 sinh( 4
√−λx)
f(0) = f ′(0) = f ′′(1) = f ′′′(1) = 0
⇔∃(C1, C2, C3, C4) ∈ R4\(0, 0, 0, 0)/
C1 + C3 = 0
C2 + C4 = 0
−C1(cos( 4
√−λ) + cosh( 4√−λ))− C2(sin( 4
√−λ) + sinh( 4√−λ)) = 0
C1(sin( 4
√−λ)− sinh( 4√−λ))− C2(cos( 4
√−λ) + cosh( 4√−λ)) = 0
⇔(cos( 4√−λ) + cosh( 4√−λ))2 + sin2( 4√−λ)− sinh2( 4√−λ) = 0
⇔2 + 2 cos( 4√−λ) cosh( 4√−λ) = 0
⇔2 +
∞∑
l=1
4l
(4l)!
λl = 0
Le de´terminant de Fredholm de A a donc pour expression
(61) DA(λ) = 2 +
∞∑
l=1
4l
(4l)!
λl
On peut montrer, de plus, que les estimations asymptotiques (49) et (50) sont ve´rifie´es.
On peut exploiter les re´sultats ci-dessus pour l’e´tude de l’ope´rateur A. On ve´rifie sans peine
qu’il est inversible, d’inverse K de´fini par
(62) K =
(
0 K
I 0
)
.
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Le proble`me technique du domaine de de´finition de K est lui aussi reporte´ a` l’annexe 11.6.
On peut aussi montrer que le spectre de A est re´duit a` ses valeurs propres, et que
∀λ ∈ C, ∀
(
V
W
)
∈ D(A),
A
(
V
W
)
= λ
(
V
W
)
⇔
{
W = λV
A(V ) = λW
⇔

(
V
W
)
=
(
V
λV
)
A(V ) = λ2V
Donc λ est valeur propre de A si et seulement si λ2 est valeur propre de A, ce qui permet d’e´crire
que le de´terminant de Fredholm de A est
(63) DA(λ) = 2 +
∞∑
l=1
4l
(4l)!
λ2l
Remarquons alors que les estimations asymptotiques (49) et (50) deviennent
∃K > 0/ λn ∼
n→∞ Kn
2(64)
∃L,M > 0/ ai ∼
i→∞
L
M i
(i!)2
(65)
ou` 2 = µ de´signe maintenant l’ordre de de´rivation de l’ope´rateur A divise´ par l’ordre de de´rivation
en temps du proble`me.
11.5.2 Parame´trisation des trajectoires
Nous ne pouvons pas appliquer directement l’algorithme (58)-(59), mais par contre les formules
(51)-(52) sont valables et s’e´crivent :
e0 = a0K
(
0
S
)
ei = Kei−1 + aiK
(
0
S
)
,
ou` les coefficients ai sont ceux du de´veloppement en se´rie entie`re de (63), donc
a0 = 2, a1 = 0,
∀i ≥ 1, a2i = 4
i
(4i)!
, a2i+1 = 0.
Soit alors y une fonction quelconque de C∞(0, T ), et posons z = y¨. De´finissons formellement θ par
θ(t) =
∞∑
i=0
aiy
(i)(t),
Nous avons :
θ¨(t) =
∞∑
i=0
aiz
(i)(t),
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et nous savons d’apre`s les re´sultats de la section 11.2 que les trajectoires du syste`me (60) sont
parame´tre´es par
V (x, t) =
(
Z(x, t)
W (x, t)
)
=
∞∑
i=0
diz
dti
(t)ei(x)
θ¨(t) =
∞∑
i=0
aiz
(i)(t)
Nous en de´duisons la parame´trisation par y des trajectoires du syste`me a` commande frontie`re car :(
X(x, t)
W (x, t)
)
= V (x, t) + θ(t)
(
S(x)
0
)
=
∞∑
i=0
diz
dti
(t)ei(x) +
∞∑
i=0
aiy
(i)(t)
(
S(x)
0
)
= a0y(t)
(
S(x)
0
)
+ a1y˙(t)
(
S(x)
0
)
+
∞∑
i=2
diy
dti
(t)
(
ei−2(x) + ai
(
S(x)
0
))
.
Donc, en posant
α0(x) = a0
(
S(x)
0
)
, α1(x) = a1
(
S(x)
0
)
=
(
0
0
)
, αi(x) = ei−2(x) + ai
(
S(x)
0
)
, i ≥ 2,
nous obtenons la parame´trisation recherche´e :(
X(x, t)
W (x, t)
)
=
∞∑
i=0
diy
dti
(t)αi(x)(66)
θ(t) =
∞∑
i=0
aiy
(i)(t).(67)
Nous allons maintenant essayer de simplifier le calcul et d’expliciter l’expression de la commande
θ et des fonctions αi. Tout d’abord :
θ(t) = 2y(t) +
∞∑
k=1
4k
(4k)!
y(2k)(t).
Nous remarquons ensuite que les ei ve´rifient :
e2k+1 = Ke2k
et
e2k = K2e2k−2 + 4
k
(4k)!
K
(
0
S
)
d’ou`, en utilisant le fait que K2 =
(
K 0
0 K
)
,
α2k −K2α2k−2 = e2k−2 + a2k
(
S
0
)
−K2
(
e2k−4 + a2k−2
(
S
0
))
= e2k−2 −K2e2k−4 + a2k
(
S
0
)
− a2k−2K2
(
S
0
)
= a2k−2K
(
0
S
)
+ a2k
(
S
0
)
− a2k−2K2
(
S
0
)
= a2k−2
(
KS
0
)
+ a2k
(
S
0
)
− a2k−2
(
KS
0
)
= a2k
(
S
0
)
,
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soit
α2k = K2α2k−2 + 4
k
(4k)!
(
S
0
)
=
2KkS +
k∑
j=1
4j
(4j)!
Kk−jS
0
 .
De meˆme, on obtient pour k ≥ 1 :
α2k+1 = K2α2k−1 + 4
k−1
(4(k − 1))!
(
0
KS
)
=
 02KkS + k−1∑
j=1
4j
(4j)!
Kk−jS
 .
De´finissons la notation
α2k =
(
βk
0
)
, α2k+1 =
(
0
γk
)
,
on a alors
β0(x) = 2x, γ0(x) = 0,
β1(x) = 2(KS)(x) +
4
4!
S(x), γ1(x) = 2(KS)(x)
=
−2x5 + 20x3 − 40x2 + 20x
120
=
−2x5 + 20x3 − 40x2
120
et on peut ainsi calculer les βi et les γi de proche en proche. On peut d’ailleurs trouver l’expression
ge´ne´rale des βi, dont le calcul est propose´ dans l’exercice qui suit.
Exercice 14. 1. Etablir une e´quation diffe´rentielle avec conditions aux bords en 0 et 1 reliant
βk et βk−1.
2. On de´finit fk = (−1)k
(
x4k+1
(4k+1)! +
(=m−<e)(1−x+i)4k+1
(4k+1)!
)
. Calculer f0 et f1.
3. Montrer que fk et fk−1 sont relie´s par la meˆme e´quation diffe´rentielle avec conditions aux
bords que βk et βk−1. Conclure.
On montre sans peine que les se´ries (66) et (67) convergent lorsque la fonction y est Gevrey
d’ordre 2 sur [0, 1], et qu’on a la proprie´te´ de commandabilite´ approche´e dans L2(0, 1)2.
11.6 Comple´ment technique sur l’e´quation de Bernoulli
Nous revenons sur la de´finition correcte de l’espace d’e´tat associe´ au proble`me et du domaine
de de´finition de l’ope´rateur A.
Il faut proce´der de la fac¸on suivante : on montre que l’ope´rateur M = −A est auto-adjoint,
de´fini positif ; il est l’e´quivalent en dimension infinie d’une matrice syme´trique, de´finie positive,
donc ses fonctions propres (ψi)i∈(N) forment une base orthogonale de H et ses valeurs propres
(λi)i∈(N) sont toutes strictement positives.
Comme en dimension finie, on peut alors de´finir la racine carre´e de M , M
1
2 , par :
D(M 12 ) = {f ∈ L2(0, 1)/
∞∑
i=0
(
√
λi < f,ψi >)2 < +∞}
M
1
2 (f) =
∞∑
i=0
√
λi < f,ψi > ψi
On remarque que D(A) = D(M) ⊂ D(M 12 ) ⊂ H. On de´finit alors l’espace d’e´tat E = D(M 12 )⊕H,
et on montre que, muni de la norme
∥∥∥∥(ZW
)∥∥∥∥
E
=
√
‖W‖2L2(0,1) +
∥∥∥M 12Z∥∥∥2
L2(0,1)
, c’est un espace
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de Hilbert. L’ope´rateur A =
(
0 I
A 0
)
, de domaine de de´finition D(A) = D(A)⊕D(M 12 ) ⊂ E, est
bien un ope´rateur line´aire a` valeurs dans E, et on montre que
∀
(
Z
W
)
∈ D(A), <e(< A
(
Z
W
)
,
(
Z
W
)
>) ≤ 0, <e(< A?
(
Z
W
)
,
(
Z
W
)
>) ≤ 0,
ce qui est une condition suffisante pour eˆtre le ge´ne´rateur d’un semi-groupe de E. Le lecteur
inte´resse´ pourra consulter la re´fe´rence [3] pour plus de de´tails.
12 E´quations hyperboliques et des ondes
Une autre classe tre`s importante de syste`mes d’importance pratique sont les syste`mes re´gis par
des e´quations hyperboliques ou des e´quations des ondes. On peut e´tendre la notion de platitude a`
ce type de syste`me, en montrant (quand c’est possible) qu’on peut parame´trer leurs trajectoires
par leur sortie plate.
On traite ici plusieurs exemples pour illustrer cette ide´e.
De manie`re ge´ne´rale, ces e´quations posse`dent des vitesses de propagation finies [4]. Cette pro-
prie´te´ importante nous permet d’e´tudier, dans les exemples que nous traitons, les relations liant a`
chaque fois l’entre´e et la sortie plate du syste`me grace a` des ope´rateurs avance et retard.
On aboutit alors, comme dans les cas pre´ce´dents, a` une me´thode comple`te de planification de
trajectoire.
En nous plac¸ant dans le domaine du calcul ope´rationnel, ou des transforme´es de Laplace, nous
pouvons ramener l’e´tude des e´quations aux de´rive´es partielles line´aires a` une seule variable d’espace
en l’e´tude d’e´quations diffe´rentielles ordinaires . En exploitant les conditions aux bords, y compris
l’expression de la commande, nous allons voir sur deux exemples comple`tement diffe´rents comment
apparaˆıt la notion de platitude.
Au lieu de nous inte´resser, comme on le fait souvent pourtant, a` l’influence de la commande
sur l’e´tat, c.-a`-d. la fonction de transfert (e´tat)/(entre´e), nous e´crivons la “fonction de transfert”
(e´tat)/(sortie plate). Dans ces deux cas on parvient a` une e´criture dans le domaine de Laplace de
la forme
Xˆ(x, s) = Ax(s)Yˆ (s)
ou` Xˆ est la transforme´e de Laplace de l’e´tat, Yˆ est la transforme´e de Laplace de la sortie plate
et Ax(·) est une famille d’ope´rateurs indexe´e par la variable x. Naturellement on cherche a` revenir
dans le domaine temporel. La question est de savoir si s 7→ Ax(s) posse`de un original, c.-a`-d. une
transforme´e de Laplace inverse.
Dans les deux cas que nous traitons on peut de´composer Ax(s) ainsi
Ax(s) =
∑
i∈{1,2}
αi(x) exp(δi(x)s) +Bx(s)
c.-a`-d. en une somme finie d’ope´rateurs d’avance et de retard ponctuels et un autre ope´rateur. On
montre ensuite que s 7→ Bx(s) satisfait aux hypothe`ses du the´ore`me de Paley-Wiener (voir par
exemple [23]), c.-a`-d. que s 7→ Bx(s) posse`de un original a` support compact.
De retour dans le domaine temporel, on aboutit a` une relation du type
X(x, t) =
∑
i∈{1,2}
αi(x)Y (t+ δi(x)) + (bx ∗ Y )(t)
ou` bx(t) ⊃ Bx(s).
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Cette dernie`re relation indique que l’e´tat de´pend de la sortie plate via des ope´rateurs a` retards
ponctuels et distribue´s a` supports compacts. Le caracte`re compact du support de l’ope´rateur per-
met de raccorder des trajectoires du syste`me, prouvant ainsi que ces syste`mes sont commandables.
Comme on le verra a` la section 12.4, on peut eˆtre amene´ a` faire e´galement intervenir la de´rive´e
temporelle de la sortie plate Y .
12.1 E´quation de Burgers
Mode`le. On conside`re ici l’e´quation de Burgers sans diffusion avec un controˆle u > 0 en x = 0.
Ce problme a t tudi dans [17]
(68)
{
dv
dt
= vt + vvx = 0 x ∈ [0, 1]
v(0, t) = u(t).
L’application x 7→ v(x, t) de´crit le champ de vitesse d’un gaz constitue´ de particules sans inte´raction
(mouvement inertiel) dans un tuyau monodimensionnel 0 ≤ x ≤ 1. La vitesse des particules a`
l’entre´e u est une commande.
E´quations a` retard Nous nous inte´ressons a` la vitesse des particules a` la sortie du tuyau y(t) =
v(1, t) et a` la relation qui la lie a` u. L’e´quation de Burgers nous dit que l’acce´le´ration de chaque
particule est nulle : sa vitesse est constante. Ainsi la particule se trouvant en x = 1 au temps t
et qui admet y(t) comme vitesse, se trouvait au temps t − 1/y(t) en x = 0 avec la meˆme vitesse
u(t− 1/y(t)). D’ou` l’e´quation a` retard non line´aire liant u et y
y(t) = u(t− 1/y(t)).
Qui est e´quivalente a`
u(t) = y(t+ 1/u(t)).
De manie`re ge´ne´rale, le champ de vitesse est lie´ a` la vitesse de sortie des particules via
y(t) = v(t− (1− x)/y(t), x) x ∈ [0, 1](69)
et a` leur vitesse d’entre´e via
u(t) = v(t+ x/u(t), x) x ∈ [0, 1].
Platitude
Formules de platitude. La formule (69), donne
v = y ◦ (id− 1− x
y
)−1(70)
ou` id est la fonction identite´ et ◦ est la loi de composition par rapport a` la premie`re variable (t).
Correspondance des trajectoires sans chocs Formellement, il existe une relation biunivoque
entre le champ de vitesse t 7→ v( , t), solution de (68), et t 7→ y(t). Cette correspondance a un sens
pour y > 0 continuˆment de´rivable et telle que t 7→ t− (1−x)/y(t) est une fonction croissante pour
chaque x, c.-a`-d. quel que soit t, y˙(t) > −y2(t). Cette condition correspond aux solutions re´gulie`res
de l’e´quation de Burgers et e´vite ainsi les ondes de choc.
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Figure 8 – E´quation de Burgers. Transition entre deux profils de vitesse (v ≡ 1 vers v ≡ 4) sans
onde de choc de compression.
Transition entre deux profils de vitesse On sait, voir par exemple [2], que la transition d’un
profil de vitesse rapide a` un profil lent est aise´e et n’engendre pas de choc si on utilise n’importe
quelle fonction de´croissante comme entre´e du syste`me. En utilisant cette parame´trisation par la
platitude, on peut effectuer des transitions d’un profil de vitesse lent vers un profil rapide sans
engendrer de choc.
Ainsi on peut ge´ne´rer une commande t 7→ u(t) effectuant la transition d’un profil de vitesse
lent v( , 0) ≡ v1 > 0 vers un profil rapide v( , T ) ≡ v2 > v1 en e´vitant les discontinuite´s dans le
profil qui seraient dues a` des ondes de choc.
On a repre´sente´ sur la figure 8 un tel profil pour v1 = 1, v2 = 4, y(t) = v1 + (v2− v1)s2(2− 3s)
avec s = (t− 1.25)/0.25 sur t ∈ [1.25, 1.5], y(t) ≡ v1 sur t < 1.25 et y(t) ≡ v2 sur t > 1.5.
Ge´ne´ralisation Notons qu’une telle correspondance des trajectoires peut aussi eˆtre e´tablie pour
les e´quations hyperboliques du type{
vt + λ(v)vx = 0 x ∈ [0, 1]
v(0, t) = u(t)
puisqu’on a la relation entre y(t) = v(1, t) et u et v :
y(t) = u[t− 1/λ(y(t))], y(t) = v[t− (1− x)/λ(y(t)), x].(71)
Formules de platitude. La formule (71), donne
v = y ◦ (id− 1− x
λ(y)
)−1(72)
ou` comme pre´ce´demment id est la fonction identite´ et ◦ est la loi de composition par rapport a` la
premie`re variable.
12.2 E´quation des te´le´graphistes
On montre ici comment compenser par un filtre les distorsions induites par la propagation d’un
signal e´lectrique le long d’une ligne coaxiale. Le filtre est calcule´ graˆce a` la platitude du syste`me
qui est gouverne´ par l’e´quation des te´le´graphistes. Ce problme a t tudi dans [7, 8].
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Conside´rons la propagation d’un signal dans une ligne e´lectrique. La reconstruction d’un signal
d’entre´e u(t) a` partir de la mesure du signal de sortie est un proble`me classique. Nous montrons ici
que dans le cas d’une ligne gouverne´e par l’e´quation des te´le´graphistes, il est possible de construire
un filtre de pre´compensation des distorsions induites par la transmission.
Plus pre´cise´ment, l’inverse de la fonction de transfert du syste`me est un filtre non causal F
u = F ? y.
Cependant, une proprie´te´ remarquable est que F est a` support compact : on peut le de´composer
comme un ope´rateur d’avance, un ope´rateur de retard et un ensemble de retards distribue´s ponde´re´s
par des fonctions de Bessel.
Ce filtre de pre´compensation peut eˆtre conside´re´ comme un planificateur de trajectoire dans le
sens ou` il re´pond a` la question : que doit valoir la commande pour obtenir une sortie de´sire´e ?
Mode`le physique
L dx R dx
C dx
L dx R dx
Z
C dx
1/(G dx)
1/(G dx)
V(o,t)
Entrée
V(l,t)
Sortie
Figure 9 – Une ligne e´lectrique.
Nous nous inte´ressons a` la propagation d’un signal e´lectrique dans une ligne e´lectrique. On
note ` la longueur de la ligne et, par unite´ de longueur, R la re´sistance, L l’inductance, C la
capacite´ et G la perditance. Les lois de Kirschoff donnent
L
∂i
∂t
= −Ri− ∂v
∂x
C
∂v
∂t
= − ∂i
∂x
−Gv
pour 0 ≤ x ≤ `, t ≥ 0.
Mode`le. En e´liminant le courant i nous obtenons l’e´quation des te´le´graphistes
∂2v(x, t)
∂x2
= (R+ L
∂
∂t
)(G+ C
∂
∂t
)v(x, t).(73)
Les conditions limites sont
v(0, t) = u(t)(74)
v(`, t) = Zi(`, t).(75)
L’entre´e et la sortie du syste`me du syste`me sont respectivement u(t) = v(0, t) et y(t) = v(`, t).
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Calcul du filtre de pre´compensation
Calcul ope´rationnel En supposant les conditions initiales nulles, c.-a`-d. v(x, 0) = ∂v∂t (x, 0) = 0,
on transforme l’e´quation (73) en l’e´quation diffe´rentielle ordinaire suivante
(76) vˆ′′(x, s) = $(s)vˆ(x, s),
avec $(s) = (R+ Ls)(G+ Cs) et ou` s correspond a` ddt . Les conditions limites deviennent
(77) vˆ(0, s) = uˆ(s), (R+ Ls)vˆ(`, s) = Zvˆ′(`, s).
uˆ et vˆ sont les images ope´rationnelles. La solution ge´ne´rale de (76) est
vˆ(x, s) = A(s) cosh((`− x)
√
$(s)) +B(s) sinh((`− x)
√
$(s)),
ou` A(s) et B(s) sont inde´pendantes de x et sont de´termine´es par les conditions limites (77).
Au lieu d’e´crire la relation (fonction de transfert) entre vˆ et uˆ, nous e´crivons la relation entre vˆ
et yˆ(s) = vˆ(`, s). En utilisant les relations (77) dans la relation pre´ce´dente on obtient
vˆ(x, s) =
(
cosh((`− x)
√
$(s)) +
R+ Ls
Z
sinh((`− x)√$(s))√
$(s)
)
yˆ(s).(78)
Formules de platitude. La fonction de transfert de yˆ a` vˆ donne´e par l’e´quation (78), n’a que
des ze´ros et ne posse`de pas de poˆles, c.-a`-d. c’est une fonction analytique (c’est meˆme une fonction
entie`re). Les trajectoires de toutes les grandeurs vˆ sont de´finies par la donne´e d’une fonction yˆ :
en d’autres termes yˆ est une sortie plate du syste`me.
En particulier, pour x = 0, (78) donne
(79) uˆ(s) =
cosh(`√$(s))+ R+ Ls
Z
sinh
(
`
√
$(s)
)
√
$(s)
 yˆ(s).
Filtre de pre´compensation Cette e´quation apporte une solution au proble`me de planification
de trajectoires : si on de´sire que la sortie y suive une certaine trajectoire, l’entre´e u correspondante
est donne´e par l’e´quation (79).
Solution dans le domaine temporel Nous re´e´crivons l’e´quation (79) dans le domaine tempo-
rel. Par souci de simplicite´, mais sans perte de ge´ne´ralite´, nous supposons G = 0. Posons λ = `
√
LC
et α = R2L . On a alors $(s) = RCs+ LCs
2 et l’e´quation (79) donne
(80)
u(t) =
1
2
e−αλ
(
1− 1
Z
√
L
C
)
y(t− λ) + 1
2
eαλ
(
1 +
1
Z
√
L
C
)
y(t+ λ)
+
∫ +λ
−λ
( R
4Z
√
LC
e−ατJ0(iα
√
τ2 − λ2)
+
e−ατ iα
2
√
τ2 − λ2 (λ−
1
Z
√
L
C
τ)J1(iα
√
τ2 − λ2))y(t− τ)dτ
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ou` J0 et J1 sont les fonctions de Bessel de premie`re espe`ce. 3
Non-causalite´ du filtre - support compact Notons que la formule (80) est bien l’e´quation
d’un filtre non causal F a` support compact : u(t) s’exprime au moyen des valeurs de y sur l’intervalle
fini [t− λ, t+ λ]).
On peut e´galement prouver directement que F est a` support compact par le the´ore`me de
Paley-Wiener (voir [23] et le the´ore`me 7). Enfin notons que F−1 en revanche n’est pas a` support
3. De´tails calculatoires– Pour e´crire ces formules nous avons utilise´ les re´sultats de [5], qui donnent
cosh
√
$(s)l =
1
2
(
eλ
√
s2 + 2αs + e−λ
√
s2 + 2αs
)
=
1
2
(
e−αλe−λs + eαλeλs −
{
1[−λ,λ]
−λ√
t2 − λ2 e
−αtiαJ1(iα
√
t2 − λ2)
})
R
Z
sinh
√
$(s)l√
$(s)
=
R
2Z
(
eλ
√
s2+2αs
√
LC
√
s2 + 2αs
− e
−λ
√
s2+2αs
√
LC
√
s2 + 2αs
)
=
R
2Z
√
LC
{
1[−λ,λ]e−αtJ0(iα
√
t2 − λ2)
}
ou` en posant
f(t) = 1[−λ,λ]e−αtJ0(iα
√
t2 − λ2)Ls
Z
sinh
√
$(s)l√
$(s)
=
L
2Z
√
LC
s {f} = L
2Z
√
LC
{
f˙
}
=
L
2Z
√
LC
{
eαλδ−λ − e−αλδλ − αf(t)− 1[−λ,λ]e−αt
iαt√
t2 − λ2 J1(iα
√
t2 − λ2)}
avec la notation classique : {f} de´signe la transforme´e ope´rationnelle de f .
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compact. 4
Simulations
Dans les simulations pre´sente´es ici nous avons choisi R = 2.16e−3, L = 18.42e−7, C = 1.8e−11,
Z = 100, l = 1e6 (unite´s S.I.). Nous avons utilise´ un mode`le discret comportant N = 80 cellules
RLCG (voir la figure 12.2) pour simuler l’e´quation aux de´rive´es partielles . Les signaux d’entre´e
sont des cre´neaux de fre´quences 50 Hz et 300 Hz.
On a compense´ l’atte´nuation naturelle de la ligne (1+ RlZ ) par un simple gain statique en entre´e.
Pour chaque fre´quence :
1. on commence par utiliser comme signal d’entre´e de simples cre´neaux sans pre´compensation
autre que celle de l’atte´nuation naturelle de la ligne (1 + RlZ ) par un simple gain statique en
entre´e
4. Dans ce qui suit nous montrons comment utiliser le the´ore`me de Paley-Wiener, sur une partie de la fonction
de transfert seulement par souci de simplicite´, plus pre´cise´ment sur cosh
(
`
√
$(s)
)
.
Ve´rification des hypothe`ses du the´ore`me de Paley-Wiener
La fonction s 7→ cosh(`√LCs2 +RC) est de type exponentiel. Cette fonction est majore´e par K exp `√LCs =
K expλs, ou` K est une constante bien choisie. Par le the´ore`me de Paley-Wiener, si s 7→ cosh(l√LCs2 +RC)
posse`de un inverse ope´rationnel, alors cet inverse est a` support compact inclus dans [−λ, λ].
Afin de conclure a` l’existence d’un inverse ope´rationnel, il nous faut ve´rifier que C 3 s 7→ cosh√s2 + bs −
cosh( b
2
+ s) appartient a` L2.
2 cosh
√
s2 + bs− 2 cosh( b
2
+ s) =
exp(
√
s2 + bs)− exp( b
2
+ s) + exp(−
√
s2 + bs)− exp(−( b
2
+ s))
Cherchons une estimation asymptotique de la premie`re des deux diffe´rences lorsque ρ = s/ı → ∞.
Conside´rons exp(
√
−ρ2 + ıbρ) et posons cosϕ = −ρ2√
ρ4+b2ρ2
.
Lorsque ρ→∞ on a
cosϕ ≈ −1 + b
2
ρ2
, cos(ϕ/2) =
b
2ρ
, sin(ϕ/2) = 1− b
2
8ρ2
.
Donc
exp(
√
−ρ2 + ıbρ) ≈ exp
(
(ρ4 + b2ρ2)1/4(
b
2ρ
+ ı(1− b
2
8ρ2
)
)
≈ exp
(
(1 +
b2
4ρ2
)(
b
2
+ ı(ρ− b
2
8ρ
)
)
≈ exp( b
2
+ ıρ) exp
(
b3
8ρ2
+ ı
b2
8ρ
)
.
On obtient alors ∣∣∣∣exp(√−ρ2 + ıbρ)− exp( b2 + ıρ)
∣∣∣∣ ≈ b28ρ exp( b2 ).(81)
Un calcul semblable donne ∣∣∣∣exp(−√−ρ2 + ıbρ)− exp(−( b2 + ıρ))
∣∣∣∣ ≈ b28ρ exp(−b2 ).(82)
Finalement ∣∣∣∣cosh√−ρ2 + ıbρ− cosh( b2 + ıρ)
∣∣∣∣ ≤ f(ρ), avec f(ρ) ≈ cosh( b2 ) b28ρ .(83)
Ceci prouve que C 3 s 7→ cosh√s2 + bs − cosh( b
2
+ s) appartient a` L2. Cette fonction est de type exponentiel
en s, on peut donc utiliser le the´ore`me de Paley-Wiener et conclure a` l’existence d’un inverse ope´rationnel a` support
compact.
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Figure 10 – Sans pre´compensation. Fre´quence 50 Hz. Les cre´neaux d’entre´e sont de´forme´s en
sortie.
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Figure 11 – Avec pre´compensation. Fre´quence 50 Hz. On obtient les cre´neaux de´sire´s en sortie
(aux bruits nume´riques de simulation pre`s).
2. puis on pre´compense les distorsions de la ligne par la formule (80).
On montre qu’ainsi on obtient, aux approximations duˆes au sche´ma nume´rique pre`s, les cre´neaux
de´sire´s a` l’autre extre´mite´ de la ligne (sortie).
Fre´quence 50 Hz Sans pre´compensation le signal transmis est relativement alte´re´ par la ligne,
voir figure 10. En utilisant notre technique de pre´compensation le signal transmis n’est plus alte´re´,
il est en revanche d’amplitude plus faible, voir figure 11. En effet on a utilise´ des signaux de meˆme
amplitude sur les figures 10 et 11. La technique de pre´compensation utilise des signaux avec une
plus grande “excursion”, il en re´sulte des signaux de sortie d’amplitude plus faible.
Fre´quence 300 Hz Sans pre´compensation le signal transmis est tre`s alte´re´ et a` peine reconnais-
sable, voir figure 12. En utilisant notre technique de pre´compensation le signal est correctement
transmis, voir figure 13.
c¸ ic¸
12.3 The´ore`me de Paley-Wiener
Nous reportons ici un the´ore`me de Paley-Wiener exactement tel qu’il est pre´sente´ dans [23]
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Figure 12 – Sans pre´compensation. Fre´quence 300Hz. A` ces fre´quences, la ligne de´forme beaucoup
les signaux.
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Figure 13 – Avec pre´compensation. Fre´quence 300 Hz. On obtient encore les cre´neaux de´sire´s
(aux bruits nume´riques de simulation pre`s).
The´ore`me 7 (Paley-Wiener). Soient A et C deux constantes positives, et soit f une fonction
entie`re telle que, pour tout z,
|f(z)| ≤ CeA|z|(84)
Supposons aussi que ∫ +∞
−∞
|f(x)|2 dx <∞.(85)
Il existe alors une fonction F ∈ L2(−A,A) telle que
f(z) =
∫ A
−A
F (t)eitzdt.(86)
Lorsque nous avons utilise´ ce the´ore`me c’est sous la forme e´quivalente suivante
The´ore`me 8 (Forme e´quivalente). Soient A et C deux constantes positives, et soit f une fonction
entie`re telle que, pour tout s,
|f(s)| ≤ CeA|s|(87)
Supposons aussi que ∫ +∞
−∞
|f(ix)|2 dx <∞.(88)
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Il existe alors une fonction F ∈ L2(−A,A) telle que
f(z) =
∫ A
−A
F (t)e−tsdt.(89)
Ce qui signifie que f posse`de un ante´ce´dent par la transforme´e de Laplace (original), a` support
compact, F .
12.4 Caˆbles pesants
On pourrait conside´rer les syste`mes de caˆbles pesants comme une association de petits pendules
e´le´mentaires. Sous cette forme ces syste`mes sont plats : leurs trajectoires peuvent eˆtre explicitement
parame´tre´es par les trajectoires de l’extre´mite´ libre du caˆble. Ces systmes ont t tudis dans [20, 18,
19, 22]
Par cette e´criture type e´quation diffe´rentielle ordinaire , les relations de platitude auxquelles on
aboutit font intervenir de tre`s nombreuses de´rive´es (le double du nombre de pendules conside´re´s
comme approximation). A` la limite, le nombre de de´rive´es a` conside´rer tend vers l’infini et on
aboutit a` des expressions en se´ries divergentes, qu’on ne sait pas vraiment utiliser a` des fins de
planification de trajectoires.
Nous proposons ici de travailler directement sur l’e´quation aux de´rive´es partielles . Sous l’hy-
pothe`se de petits angles, la dynamique du syste`me est une e´quation diffe´rentielle ordinaire du
second ordre (dynamique de la charge transporte´e y(t) par le caˆble) couple´e avec une e´quation
aux de´rive´es partielles monodimensionelle (dynamique du caˆble X(x, t)) qui est une e´quation des
ondes avec vitesse variable de´pendant de x la variable d’espace.
En travaillant directement avec cette description de dimension infinie, nous montrons comment
obtenir une parame´trisation explicite des trajectoires faisant intervenir, au lieu d’un nombre infini
de de´rive´es, des ope´rateurs avance et retard, ponctuels et distribue´s. Cette parame´trisation permet
de re´soudre la question de la planification et le raccord de trajectoires.
On peut prouver que, pour toute distribution de masse le long du caˆble et pour toute masse
attache´e au caˆble (charge) en x = 0, il existe une correspondance biunivoque entre les trajectoires
de la charge t 7→ y(t) = X(0, t) et les trajectoires de tout le syste`me c.-a`-d. le caˆble et le chariot : t 7→
X(x, t) et t 7→ u(t) = X(L, t). Cette correspondance donne une parame´trisation explicite de toutes
les trajectoires du syste`me : X(x, ·) = Axy ou` {Ax} est un ensemble d’ope´rateurs comprenant la
de´rivation par rapport au temps et des ope´rateurs avance et retard. En d’autres termes, (x, t) 7→
(Axy)t ve´rifie les e´quations du syste`me pour tout choix d’une fonction re´gulie`re t 7→ y(t). Pour
chaque x, l’ope´rateur Ax est a` support compact.
Cette parame´trisation provient de calculs symboliques. En remplac¸ant la de´rivation par rapport
au temps par la variable de Laplace s, on obtient une e´quation diffe´rentielle ordinaire du second
ordre en x ou` s est un parame`tre. Sa solution ge´ne´rale Ax est, pour chaque x, une fonction entie`re
de s de type exponentiel. En outre pour chaque x, nous montrons que, graˆce a` une transformation
de Liouville, s 7→ Ax ve´rifie, modulo des ope´rateurs avance et retard ponctuels, les hypothe`ses du
the´ore`me de Paley-Wiener.
12.4.1 Caˆble homoge`ne sans charge
Les calculs sont simples, explicites et re´sument l’objectif de notre de´marche.
Mode`le. On conside`re un chariot portant un caˆble homoge`ne en position verticale stable, voir la
figure 14, gouverne´ par l’e´quation suivante sous l’hypothe`se des petits angles
(90)

∂
∂x
(gx
∂X
∂x
)− ∂
2X
∂t2
= 0
X(L, t) = u(t).
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x=0
x=L
X(x,t)
u(t)=X(L,t)
0
Figure 14 – Caˆble homoge`ne sans charge.
ou` X(x, t) − u(t) est le profil de de´viation, g est la gravite´. La commande u est la position du
chariot.
Par le changement de variable classique y = 2
√
x
g
, on obtient
y
∂2X
∂y2
(y, t) +
∂X
∂y
(y, t)− y ∂
2X
∂t2
(y, t) = 0.
En utilisant la transforme´e de Laplace de X par rapport a` la variable t (qu’on note Xˆ en supposant
les conditions initiales nulles c.-a`-d. X(., 0) = 0 et ∂X
∂t
(., 0) = 0) on obtient
y
∂2Xˆ
∂y2
(y, s) +
∂Xˆ
∂y
(y, s)− ys2Xˆ(y, s) = 0.
Utilisons ensuite le changement de variables z = ısy, nous obtenons alors
z
∂2Xˆ
∂z2
(z, s) +
∂Xˆ
∂z
(z, s) + zXˆ(z, s) = 0.(91)
C’est une e´quation de Bessel. Sa solution s’e´crit au moyen de J0 et Y0. En utilisant le changement
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de coordonne´es inverse z = 2ıs
√
x
g , on obtient
Xˆ(x, s) = A J0(2ıs
√
x/g) +B Y0(2ıs
√
x/g).
Nous recherchons une solution borne´e en x = 0, ceci impose B = 0. Donc
Xˆ(x, s) = J0(2ıs
√
x/g)Xˆ(0, s).(92)
ou` on reconnaˆıt la fonction de Clifford C′ (voir [1]). En utilisant la repre´sentation inte´grale de
Poisson de J0 [1]
J0(z) =
1
2pi
∫ pi
−pi
exp(ız sin θ) dθ,
on obtient
J0(2ıs
√
x/g) =
1
2pi
∫ pi
−pi
exp(2s
√
x/g sin θ) dθ.
Dans le formalisme de Laplace, cette expression est une combinaison d’ope´rateurs retard. L’e´quation (92),une
fois dans le domaine temporel nous donne
X(x, t) =
1
2pi
∫ pi
−pi
y(t+ 2
√
x/g sin θ) dθ(93)
avec y(t) = X(0, t).
Formules de platitude. La relation (93) signifie qu’il existe une relation biunivoque entre les
trajectoires (re´gulie`res) de (90) et les fonctions (re´gulie`res) t 7→ y(t). Posons y(t) = X(0, t) pour
chaque solution de (90). Pour chaque fonction t 7→ y(t), de´finissons X via (93) et u via
u(t) =
1
2pi
∫ pi
−pi
y(t+ 2
√
L/g sin θ) dθ(94)
qui sont alors solutions de (90).
Il devient alors tre`s simple de trouver une fonction t 7→ u(t) permettant de planifier une
trajectoire entre un e´tat stationnaire X = 0 et un autre X = D. Il suffit en effet de choisir une
fonction t 7→ y(t) e´gale a` 0 pour t ≤ 0 et e´gale a` D pour t suffisamment grand (au moins pour
t > 4
√
L/g) et enfin de calculer u via (94).
On a repre´sente´ sur la figure 15 une telle transition calcule´e en utilisant (93) ou` on a choisi
y(t) =

0 pour t < 0
3L
2
(
t
T
)2 (3− 2 ( tT )) pour 0 ≤ t ≤ T
3L
2 pour t > T
avec T valant 2∆ avec ∆ = 2
√
L/g, qui est le temps de parcours d’une onde entre les points x = L
et x = 0. Pour t ≤ 0 le caˆble est en position verticale a` l’abscisse 0. Pour t ≥ T le caˆble est en
position verticale a` l’abscisse D = 3L/2.
On a repre´sente´ sur la figure 16 la commande [0, T ] 3 t 7→ u(t) requise pour ce mouvement.
Noter que le support de u˙ est [−∆, T + ∆] alors que le support de y˙ est [0, T ].
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Figure 15 – Transition en temps fini T entre les abscisses 0 et 3L/2. Positions successives du
syste`me.
0
0
yu
Figure 16 – Commande u re´alisant la transition pre´ce´dente et trajectoire de la sortie plate y.
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Commande d’un avion a` de´collage vertical
On s’inte´resse ici au pilotage d’un avion a` de´collage vertical en mode “hovering”. En particu-
lier on voudrait que l’avion soit en mesure de suivre une trajectoire horizontale (manœuvre-type
d’approche a` l’atterissage). Ce problme a t tudi dans [15, 14]
L’objectif de ce TP est de comparer trois strate´gies de commande : commande line´aire, line´arisation
entre´e-sortie et commande par platitude.
A.1 Le TP Matlab
Te´le´charger le fichier open.m depuis l’adresse
http ://cas.ensmp.fr/~petit/ensta/index.html
Pour lancer Matlab, spe´cifier si ne´cessaire le chemin d’acce`s et taper matlab.
A.2 Mode´lisation
Pour simplifier on conside`re que l’avion se de´place uniquement dans un plan vertical (mode`le
plan). Le comportement dynamique de l’avion est alors de´crit par
mv˙x = (F1 − F2) sinα cos θ − (F1 + F2) cosα sin θ + fx(vx, vz, θ, θ˙)(95)
mv˙z = (F1 − F2) sinα sin θ + (F1 + F2) cosα cos θ −mg + fz(vx, vz, θ, θ˙)(96)
Jθ¨ = l(F1 − F2) cosα+ fθ(vx, vz, θ, θ˙),(97)
ou` (vx, vz) est la vitesse du centre de masse, θ l’angle par rapport a` l’horizontale, F1, F2 les pousse´es
des re´acteurs, l leur distance par rapport au centre de masse, α leur inclinaison ; m est la masse
de l’avion et J son moment d’inertie. Les fonctions fx, fz et fθ repre´sentent des petits effets
ae´rodynamiques (en sche´matisant, ce sont des frottements s’opposant a` la vitesse) ; ces fonctions
s’annulent quand l’avion ne bouge pas.
Le transfert entre les pousse´es F1, F2 et les manettes de gaz u1, u2 est, graˆce a` des asservisse-
ments “rapides” de bas niveau, a` peu pre`s de la forme
F˙1 = λ(u1 − F1)(98)
F˙2 = λ(u2 − F2).(99)
Les valeurs nume´riques utilise´es dans les simulations sont (en unite´s S.I.)
g = 10, m = 10000, J = 45000, l = 4.5, tanα = .1, λ = 15.
On mesure toutes les variables me´caniques, i.e., vx, vz, θ, θ˙ (un avion, surtout de combat, est
toujours tre`s bien instrumente´).
A.3 Traduction du proble`me en un proble`me de commande
L’objectif est de programmer un controˆleur permettant de piloter facilement l’avion avec la
souris. Proposer une traduction de cet objectif en un proble`me pre´cis de commande.
59
A.4 Mode`le de commande A SUJET TP 1
A.4 Mode`le de commande
Quel est le nombre de variables d’e´tat, quel est le nombre de commandes ?
En fait la dynamique (98)-(99) des re´acteurs n’est pas tre`s bien connue (c’est un syste`me tre`s
complexe). Par contre, on sait d’une part que cette dynamique est plutoˆt “rapide” et d’autre
part qu’en re´gime e´tabli on a vraiment F1 = u1 et F2 = u2. Est-il possible de “ne´gliger” cette
dynamique ? Sous quelles hypothe`ses ?
Apre`s avoir pose´ ε =
J
ml
tanα, a =
m
cosα
, b =
J
l cosα
, v1 =
u1 + u2
a
et v2 =
u1 − u2
b
, conclure
que, sous des hypothe`ses ade´quates, on peut prendre comme mode`le de commande le syste`me
v˙x = εv2 cos θ − v1 sin θ
v˙z = εv2 sin θ + v1 cos θ − g
θ¨ = v2,
ou` v1 et v2 sont les commandes.
Quels sont les points d’e´quilibre de ce mode`le de commande ?
A.5 Commande line´aire
E´tablir que le line´arise´ tangent autour d’un e´quilibre est donne´ par
δv˙x = −gδθ + εδv2
δv˙z = δv1
δθ¨ = δv2.
Pour placer facilement les poˆles, mettre ce syste`me sous la forme canonique controˆleur (indication :
utiliser δvx−εδθ˙). Comment faire suivre une trajectoire ? Peut-on choisir arbitrairement les poˆles ?
Tester expe´rimentalement les performances de ce controˆleur.
A.6 Commande non-line´aire na¨ıve
Pour faire bouger convenablement l’avion, on peut penser qu’il suffit de faire suivre une trajec-
toire au centre de masse (x, z). On se propose donc de line´ariser entre´e-sortie avec (x, z) comme
sortie.
Ecrire les e´quations du controˆleur re´alisant ceci : faire d’abord un bouclage pour obtenir
v˙x = w2, v˙z = w1,
ou` w1, w2 sont les nouvelles commandes, puis choisir ensuite w1, w2 de manie`re a` re´aliser l’ob-
jectif desire´ de suivi (placement de poˆles,. . . ). Comment ge´ne´rer les re´fe´rences ? Peut-on choisir
arbitrairement les poˆles ?
Ve´rifier ensuite expe´rimentalement les performances. Est-ce satisfaisant ? Expliquer ce qu’on
observe (indication : e´tablir que l’e´quation de la dynamique des ze´ros est εθ¨ = w2 cos θ+w1 sin θ+
g sin θ, et e´tudier le comportement physique de cette e´quation). Le mode`le lent est-il valable ici ?
A.7 Commande non-line´aire par platitude
Montrer que le syste`me admet comme sortie plate (vx−εθ˙ cos θ, vz−εθ˙ sin θ). Interpre´tation de
cette sortie ? Construire un controˆleur (dynamique) line´arisant le syste`me entre´e-e´tat, re´gler ensuite
le syste`me line´aire obtenu, et ve´rifier expe´rimentalement les performances. Comment ge´ne´rer les
re´fe´rences ? Peut-on choisir arbitrairement les poˆles ?
Quelle est la diffe´rence avec l’approche suivie a` la section A.6 ? Quel est le mouvement de la
sortie plate ? du centre de masse ? Est-il possible que l’avion se de´place exactement selon l’axe
horizontal (indication : e´crire les e´quations d’une telle trajectoire de re´fe´rence) ?
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Ge´ne´ration de trajectoire pour une e´quation de diffusion et
transport
Un produit chimique dilue´ dans un solvant circule dans un tube de longueur 1. Sa concentration
a` l’instant t a` l’endroit x du tube est note´e X(x, t). La concentration a` l’extre´mite´ x = 1 est fixe´e
par la commande u(t) ; le flux de concentration a` l’extre´mite´ x = 0 est nul. On desire calculer une
commande boucle ouverte [0, T ] 3 t 7→ u(t) permettant de transfe´rer en un temps T le syste`me
d’un e´tat d’e´quilibre a` un autre e´tat d’e´quilibre. L’e´volution de X(x, t) peut eˆtre mode´lise´e par
l’e´quation de “diffusion+transport”
∂tX(x, t) = ∂xxX(x, t) + Pe ∂xX(x, t)(100)
∂xX(0, t) = 0(101)
X(1, t) = u(t),(102)
ou` Pe est une constante positive (on prendra Pe := 2 pour les calculs nume´riques).
Le syste`me est repre´sente´ en simulation par l’objet “Process”, qui a une entre´e (la com-
mande u(t)) et 31 sorties (31 concentrations re´gulie`rement espace´es en espace, avec y1(t) := X(0, t)
et y31(t) = X(1, t)).
B.1 Question 1
Tracer la re´ponse a` l’e´chelon du processus (s’aider du fichier exemple.m) et mesurer le temps
de re´ponse a` 2%. Quelle est la concentration qui e´volue le plus lentement ?
B.2 Question 2
De´terminer les e´tats d’e´quilibre de (100)-(101)-(102).
B.3 Question 3
Re´e´crire le proble`me (100)-(101)-(102) sous la forme d’une e´quation d’e´volution fonctionnelle
Z˙ = AZ +Bu˙,
ou` A est un ope´rateur et B une fonction a` de´finir.
B.4 Question 4
On cherche une parame´trisation des trajectoires de (100)-(101)-(102) sous la forme (“de Bru-
novsky”)
X(x, t) =
∞∑
i=0
αi(x)y(i)(t)
u(t) =
∞∑
i=0
aiy
(i)(t).
En supposant qu’on puisse de´river terme a` terme ces expressions, de´terminer par substitution
dans (100)-(101)-(102) des relations qui doivent eˆtre ve´rifie´es par les αi et les ai. Ces relations
permettent-elles de de´finir les αi et les ai ?
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B.5 Question 5
On choisit comme valeur pour les ai les coefficients du de´veloppement en se´rie du de´terminant
de Fredholm ∆A(λ) de l’ope´rateur A. Pourquoi ?
B.6 Question 6
Calculer ∆A(λ). Est-il possible de calculer explicitement les premiers coefficients du de´veloppement
en se´rie de ∆A(λ) ?
B.7 Question 7
Soient e1(x, λ) la premie`re solution fondamentale en x = 0 associe´e a` l’ope´rateur A−λI. Ve´rifier
(en admettant la convergence de la se´rie) que
e1(x, λ) =
∞∑
i=0
(V ie˜1)(x)λi,
ou` V est l’ope´rateur de´fini par
(V g)′′ + Pe(V g)′ = g
(V g)(0) = 0
(V g)′(0) = 0.
B.8 Question 8
En de´duire un algorithme pour calculer explicitement les αi et les ai et l’imple´menter nume´riquement
(par exemple avec un sche´ma Simulink).
B.9 Question 9
La fonction f de´finie sur R par
f(t) =
{
e−
kT
t si t > 0
0 si t ≤ 0,
ou` k > 0, est Gevrey d’ordre 2. Ve´rifier que la fonction
g(t) :=

1 si t ≥ T
f(t)
f(t)+f(T−t) si 0 < t < T
0 si t ≤ 0 .
fournit un “raccord” Gevrey d’ordre 2 utilisable pour la ge´ne´ration de trajectoire. Calculer nume´riquement
g et ses premie`res de´rive´es et les repre´senter sur un graphique. Quelle est l’influence du coefficient k ?
B.10 Question 10
Calculer nume´riquement la loi de commande re´alisant le changement d’e´tat d’e´quilibre, l’e´volution
“the´orique” du profil de concentration, et l’e´volution “simule´e” de ce profil. Combien de termes du
de´veloppement en se´rie doit-on prendre pour avoir une bonne re´ponse ?
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E´quations de Saint-Venant
Conside´rons un re´cipient contenant un liquide. Lorsqu’on de´place le re´cipient, le liquide se met
en mouvement. Imaginons qu’il soit de´sire´ de de´placer le re´cipient sur un tapis roulant entre deux
ateliers (par exemple : e´tiquetage puis collage). On souhaite en pratique effectuer ce mouvement
avec une certaine ce´le´rite´, en limitant les oscillations re´siduelles du liquide a` la fin du mouvement.
Ce systme a t tudi dans [6, 21]
Dans ce qui suit, on se propose de calculer des lois de de´placement du re´cipient ne ge´ne´rant
pas d’oscillations du liquide a` la fin du mouvement.
C.1 Mode`le 1D
v(t,x)
D(t)+l/2D(t)-l/2 x
h(t,x)
Figure 17 – Re´cipient 1D contenant un liquide.
Le syste`me ainsi conside´re´ est de´fini par
– D(t) la position du centre du re´cipient
– la coordonne´e horizontale du liquide x ∈ [D(t) − l/2, D(t) + l/2] ou` l est la longueur du
re´cipient
– le profil de hauteur [D(t)− l/2, D(t) + l/2] 3 x 7→ h(x, t) avec h(x, t) > 0 ;
– le profil de vitesse [D(t)− l/2, D(t) + l/2] 3 x 7→ v(x, t) dans le re´fe´rentiel absolu
– g la gravite´, la masse volumique du liquide e´tant prise e´gale a` 1.
Montrer qu’un mode`le du syste`me est
(103)
∂h
∂t
+
∂
∂x
(hv) = 0
∂
∂t
(hv) +
∂
∂x
(
hv2 +
g
2
h2
)
= 0
h(0, x) = h0(x)
v(0, x) = v0(x)
v(t,D(t)− l
2
) = D˙(t)
v(t,D(t) +
l
2
) = D˙(t)

Dans ce qui suit on va faire ressortir de ce mode`le une structure de syste`me a` retards. Pour
cela il nous faut faire quelques ope´rations sur les e´quations.
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C.2 Utilisation des invariants de Riemann
Soient J1 = v + 2
√
gh , J2 = v − 2
√
gh, λ1 = v −
√
gh et λ2 = v +
√
gh. Ve´rifier qu’on a les
proprie´te´s suivantes
∂J1
∂t
+ λ2
∂J1
∂x
= 0 ,
∂J2
∂t
+ λ1
∂J2
∂x
= 0.
Note : ces grandeurs sont appele´es invariants de Riemann. Les e´quations de la dynamique du
syste`me s’e´crivent sous la forme conservative
∂U
∂t
+
∂f(U)
∂x
= 0
ou` U =
(
h
hv
)
et f(U) =
(
hv
(hv)2
h +
g
2h
2
)
. Le Jacobien de f est
Jf =
(
0 1
gh− v2 2v
)
.
Ses valeurs propres sont λ1 = v −
√
gh , λ2 = v +
√
gh et ses vecteurs propres sont
r1 =
(
1
v −√gh
)
et r2 =
(
1
v +
√
gh
)
.
On dit que J1 est un 1-invariant de Riemann car ∇J1.r1 = 0 et que J2 est un 2-invariant de
Riemann car ∇J2.r2 = 0.
C.3 Re´fe´rentiel lie´ au re´cipient
Utilisons maintenant le changement de coordonne´es suivant(
t
x
)
7→
(
t
z = x−D(t)
)
.
Posons alors
J+(t, z) = J2(t, z +D(t)) , J−(t, z) = J1(t, z +D(t)).
On a
J2(t, x) = J+(t, x−D(t)) , J1(t, x) = J−(t, x−D(t)).
Ve´rifier qu’on obtient alors ∂J−∂z =
∂J1
∂x ,
∂J−
∂t =
∂J1
∂t + D˙
∂J1
∂x . Ce qui signifie
∂J+
∂t
+ (λ1 − D˙)∂J+
∂z
= 0.(104)
De la meˆme manie`re
∂J−
∂t
+ (λ2 − D˙)∂J−
∂z
= 0.(105)
Montrer que les conditions limites sont
J+ + J−
2
(
t,− l
2
)
=
J+ + J−
2
(
t,
l
2
)
= D˙(t),∀t ∈ R.(106)
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C.4 Approximation au premier ordre dans les coordonne´es de Riemann
Autour de (h, hv) = (h, 0), e´tudions δJ+ = J+− J+ avec J+ = −2
√
gh et δJ− = J−− J− avec
J− = 2
√
gh. Sous l’hypothe`se que
∥∥∥D˙ − v∥∥∥ << √gh, montrer qu’on obtient deux e´quations du
premier ordre
∂ (δJ+)
∂t
−
√
gh
∂ (δJ+)
∂x
= 0
∂ (δJ−)
∂t
+
√
gh
∂ (δJ−)
∂x
= 0.
Ces e´quations ont une forme de´couple´e particulie`rement simple qui admet une quadrature explicite.
C.5 E´criture sous la forme d’un syste`me a` retard
Chercher des solutions des e´quations pre´ce´dentes sous la forme
δJ+(t, x) = ϕ+
(
t+
x
c
)
, δJ−(t, x) = ϕ−
(
t− x
c
)
.
Ecrire les deux conditions limites (106) sous la forme e´quivalente
ϕ+
(
t− ∆
2
)
+ ϕ−
(
t+
∆
2
)
= 2D˙(t)(107)
ϕ+
(
t+
∆
2
)
+ ϕ−
(
t− ∆
2
)
= 2D˙(t).(108)
C.6 Parame´trisation explicite
Les e´quations (107, 108) peuvent s’e´crire formellement(
e−s
∆
2 es
∆
2
es
∆
2 e−s
∆
2
)(
ϕ+
ϕ−
)
=
(
2
2
)
D˙.(109)
Notons M la matrice pre´ce´dente. Montrer que cette matrice d’ope´rateurs posse`de un noyau dans
C(R) dont les e´le´ments p¯i sont de la forme
(
pi(t)
−pi(t+ ∆)
)
ou` pi est une fonction 2∆-pe´riodique.
En de´duire la solution ge´ne´rale(
ϕ+
ϕ−
)
=
(
pi(t)
−pi(t+ ∆)
)
+
1
e−s∆ − es∆
(
e−s
∆
2 −es∆2
−es∆2 e−s∆2
)(
2
2
)
D˙.
Posons alors 2D˙ =
(
es
∆
2 + e−s
∆
2
)
V˙, ve´rifier qu’on obtient alors
ϕ+(t) = pi(t) + V˙(t)
ϕ−(t) = −pi(t+ ∆) + V˙(t).
Calculer alors δJ+, δJ− et J+, J− au premier ordre. En de´duire v et h.
Famille de solutions. Pour les de´placements du type D(t) = 12 (ν(t+ ∆/2) + ν(t−∆/2)) ou`
ν est une fonction re´gulie`re quelconque, les trajectoires du syste`me sont de la forme
v(t, x) =
J+(t, x−D(t)) + J−(t, x−D(t))
2
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(110)
v(t, x) =
1
2
[
V˙(t+ x−D(t)
c
) + pi(t+
x−D(t)
c
)
+ V˙(t− x−D(t)
c
)− pi(t+ ∆− x−D(t)
c
)
]
et
h(t, x) =
1
16g
[J−(t, x−D(t))− J+(t, x−D(t))]2
(111)
h(t, x) =
[√
h+
1
4
√
g
(
V˙(t− x−D(t)
c
)− pi(t+ ∆− x−D(t)
c
)
− V˙(t+ x−D(t)
c
)− pi(t+ x−D(t)
c
)
)]2
.
Ces e´quations montrent que toutes les variables du syste`me, c’est a` dire h, v et D s’expriment
au moyen de V et de pi une fonction 2∆-pe´riodique. Nous allons montrer comment, dans certains
cas particuliers, on se de´barrasse de pi.
C.7 Planification de trajectoires entre deux points stationnaires
De´finissons
V(t) =

0 t < ∆2
σ(t) ∆2 ≤ t ≤ T + ∆2
1 t > T + ∆2 .
Imposons les conditions initiales suivantes
∀x ∈
[
− l
2
,
l
2
]{
h(0, x) = h
v(0, x) = 0.
Montrer que les conditions initiales pre´ce´dentes imposent
∀t ∈
[
−∆
2
,
∆
2
]{ V˙(−t) + pi(−t)− V˙(t) + pi(∆ + t) = 0
V˙(−t) + pi(−t) + V˙(t)− pi(∆ + t) = 0.
et donc
∀t ∈ [−∆
2
,
∆
2
]
{ V˙(t) = −pi(t)
V˙(t) = pi(∆ + t).
En de´duire, en utilisant le fait que V(s) = 0 pour s < ∆2 que la fonction pi est nulle.
C.8 Parame´trisation du mouvement
Toutes les variables du syste`me s’e´crivent au moyen de V et de V˙. Ainsi, modulo la partie de
torsion, V est une sortie plate. Au premier ordre on a
D(t) =
1
2
[
V(t+ ∆
2
) + V(t− ∆
2
)
]
(112)
v(t, x) =
1
2
[
V˙
(
t+
x−D(t)
c
)
+ V˙
(
t− x−D(t)
c
)]
(113)
h(t, x) = h+
√
h
2
√
g
(
V˙
(
t− x−D(t)
c
)
− V˙
(
t+
x−D(t)
c
))
.(114)
Ces e´quations sont la parame´trisation des solutions du mode`le line´arise´. Ve´rifier que ce sont des
solutions au premier ordre des e´quations aux de´rive´es partielles du mode`le.
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C.9 Codage en Matlab
Dans le re´pertoire Mfiles le programme root utilise les formules pre´ce´dentes pour calculer le
mouvement du re´cipient.
Il est posssible de changer le mouvement en changement le fichier potent. Etudier l’effet des
variations des parame`tres L, D, H, T , M . Le parame`tre Tf de´termine la dure´e de l’affichage. On
peut ainsi obtenir un cliche´ du mouvement a` T/4 en posant Tf = T/4.
C.10 Comparaison avec le mode`le nonline´aire
La parame´trisation exacte des trajectoires du syste`me que nous venons d’e´tablir repose sur une
approximation au premier ordre. Il est inte´ressant de ve´rifier la pertinence de cette approche sur
le syste`me nonline´aire initial.
Vous disposez dans le re´pertoire Mfiles du programme Ctank.m qui contient un sche´ma de
Godunov pour la re´solution de ces e´quations aux de´rive´es partielles. Le parame`tre Tf de´termine
le temps de simulation, il peut eˆtre choisi plus court ou plus long que T .
Quel est le parame`tre qui permet de rendre valide l’approximation line´aire ?
En jouant sur le parame`tre openloop, vous utilisez ou non les formules de ge´ne´ration de tra-
jectoires que nous venons d’e´laborer. Comparer les remous cre´e´s par les deux me´thodes.
C.11 Signification physique de la sortie plate
Ve´rifier que ν n’est autre que
V(t) = D(t) + l
2
M+ −M−
M+ +M−
(115)
ou`
M+ =
∫ D(t)+ l2
D(t)
h(t, s)ds , M− =
∫ D(t)
D(t)− l2
h(t, s)ds.
Ainsi on peut interpre´ter V(t) comme la coordonne´e horizontale d’un point ge´ome´trique proche
mais le´ge`rement diffe´rent du centre de gravite´ du liquide. Comme on l’a repre´sente´ sur la figure 18,
ce point est le centre de gravite´ de deux masses ponctuelles M− et M+, place´es sur les bords du
re´cipient en −l/2 et +l/2. En particulier V co¨ıncide avec le milieu du re´cipient au de´but et a` la fin
du mouvement.
D(t)+l/2D(t)+l/2 D(t)
M - M
+
Figure 18 – Lieu ge´ome´trique de la sortie plate V.
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C.12 Ge´ne´ration de mouvement en temps re´el
Les formules de parame´trisation de trajectoires que nous avons e´tablies sont particulie`rement
simples a` e´valuer nume´riquement. On peut tirer parti de cette proprie´te´ en les utilisant en temps
re´el.
Imaginer une solution, comparer au code wtnk.m. Comment a-t-on ge´ne´re´ un de´placement de
la forme D(t) = 12 (ν(t+ ∆/2) + ν(t−∆/2)) ? Comment parvient-on a` de´placer le re´cipient vers un
point de´sire´ ? Comment rendre les mouvements ge´ne´re´s plus agressifs ?
C.13 Mode`le 2D rectangulaire
Ce travail peut s’e´tendre au cas bi-dimensionnel par superposition des mouvements et de´composition
de la condition aux bords du re´cipient suivant les deux normales aux bords d’un re´cipient rectan-
gulaire de dimension Lx × Ly, voir figure 19.
Notons en effet le mode`le simplifie´ dans le re´fe´rentiel lie´ au re´cipient
(116)
{
∂2h
∂t2 = gh0∆h
∂h
∂~n = − ~¨D.~ng sur le bord
ou` ~n est le vecteur normal de´fini partout ou` c’est possible sur le bord du re´cipient.
Montrer qu’on peut construire une solution du syste`me pre´ce´dent en superposant les solutions
des deux syste`mes suivants (qui sont du type traite´ ici)
∂2h1
∂t2 = gh0
∂2h1
∂x2
∂h1
∂x = −D¨x/g en x = 0
∂h1
∂x = D¨x/g en x = Lx
∂2h2
∂t2 = gh0
∂2h2
∂y2
∂h2
∂x = −D¨y/g en y = 0
∂h2
∂x = D¨y/g en y = Ly
en posant
h(t, x, y) = h1(t, x) + h2(t, y)
~D(t) = Dx~ex +Dy~ey.
C.14 Ge´ne´ration de mouvements en temps re´el 2D
Comment modifier wtnk.m pour ge´ne´rer des mouvements 2D ? Comparer avec le code wtnk2.m.
C.15 Mode`le 2D circulaire
Dans le cas d’un re´cipient cylindrique en translation le mode`le simplifie´ devient
(117)

H¨ = gh¯∆H
g∇H · ~n = −u.~n on ∂Ω
D¨ = u
Ou` Ω est un disque de rayon l et D repre´sente la position de son centre. On peut e´tablir les
formules suivantes apre`s diffe´rentes ope´rations : passage en coordonne´es polaires, transformation
de Bessel, etc ...
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Figure 19 – Re´cipient rectangulaire contenant un fluide. Instantane´ du mouvement calcule´ en
temps re´el par platitude. (Surface colore´e ale´atoirement pour aider a` la visualisation du relief.) Les
deux fle`ches repre´sentent les forces exerce´es sur le re´cipient.
Soient y1 et y2 deux fonctions C3. Les fonctions D et H suivantes sont solutions des e´quations
de la dynamique
(118)

D1(t) =
1
pi
∫ 2pi
0
y1
(
t− l cosϕ√
gh¯
)
cos2 ϕ dϕ
D2(t) =
1
pi
∫ 2pi
0
y2
(
t− l cosϕ√
gh¯
)
cos2 ϕ dϕ
H(r, θ, t) =
cos θ
pi
√
h¯
g
∫ 2pi
0
y˙1
(
t− r√
gh¯
cosϕ
)
cosϕ dϕ
+
sin θ
pi
√
h¯
g
∫ 2pi
0
y˙2
(
t− r√
gh¯
cosϕ
)
cosϕ dϕ.
Comment calculer des mouvements en temps re´el pour ce syste`me ? Comparer avec circ tank.m.
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Figure 20 – Re´cipient cylindrique en mouvement circ tank.m
.
Note : On a : c =
√
gh et ∆ = lc . On doit obtenir :
(δ2 − 1)(ϕ+ − ϕ−) = 0.
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