The design of a scheduling scheme is crucial for the efficiency and user-fairness of wireless networks. Assuming that the channel quality information (CQI) of all users is available to a central controller, a simple scheme which maximizes the sumlog utility function has been shown to guarantee proportional fairness. This work studies a more general problem which takes both the CQI acquisition and the user scheduling into account. First, in case the statistics of the channel quality is available to the controller, a joint channel probing and proportional fair scheduling scheme is developed based on the optimal stopping time theory. The convergence and optimality of the scheme is proved. Next, the problem is further studied in the case where the channel statistics are not available to the controller, and a joint learning, probing and scheduling scheme is designed by solving a generalized bandit problem. Furthermore, it is shown that the multiuser diversity gain does not always increase as the number of users increases. Numerical results demonstrate that the proposed scheduling schemes can provide significant gain over existing schemes.
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I. INTRODUCTION
E FFICIENT and fair scheduling is important for wireless systems with limited resources and heterogeneous user conditions. A large class of resource allocation schemes with fairness considerations are obtained by maximizing some utility functions of the throughput [1] . In particular, proportional fairness is achieved when the utility is defined as the sum of the logarithm of the throughputs of all users. In the third generation wireless systems, like EV-DO and HSDPA, proportional fair (PF) scheduling is employed at the base station to schedule downlink traffic to mobile users. PF scheduling strikes a good balance between throughput efficiency and fairness by exploiting the multiuser diversity [2] and the game-theoretic equilibrium [3] . Analysis and applications on PF scheduling have been extensively explored from various aspects due to its favorable performance and low implementation complexity. For example, there have been studies of the convergence and Manuscript received January 6, 2011; revised May 24, 2011; accepted June 28, 2011. The associate editor coordinating the review of this paper and approving it for publication was D. Niyato.
H. Zhou optimality [5] , stability [6] , throughput [7] and capacity region [8] of PF scheduling. Most previous works on PF scheduling assume that the instantaneous channel quality information (CQI) of all users is known to the scheduler at no cost. In practice, however, acquiring the CQI often consumes a significant amount of resources in terms of time, bandwidth and power. It is important to understand the impact of the cost when the number of users is large, because the cost may scale linearly with the user population. The goal of this work is to answer the following two questions: 1) to what extent will CQI acquisition affect the scheduling gain? and 2) how to probe and schedule users to achieve the best performance with proportional fairness? Some related works on joint channel probing and user scheduling are reviewed here for comparison. The loss of throughput caused by poor estimates of channel quality is quantified in [9] . Several schemes with the objective of maximizing the system sum throughput have been designed in [10] - [13] . And [15] - [17] assumes stochastic data arrival process and proposed schemes for stabilizing all users' queues and characterized the network throughput region. However, fairness has not been taken into account in those works. In contrast, the goal of this paper is to design a proportional fair scheduling scheme which takes into account the cost of channel probing. The scheme has been proposed in the conference version [18] of this paper, in which only a sketch of the proof was presented. In this paper, we not only derive the scheme rigorously, but also analyze its asymptotic behavior and prove its optimality. In addition, the joint probing and scheduling problem is studied in a more general scenario where the scheduler does not have the statistics of the user channels.
The major mathematical tools used in this paper is the optimal stopping theory [22] . To distinguish our work from relevant literatures that also apply this method into scheduling, here we compare the differences in detail. Reference [11] mainly studied the constant data time model, where the transmitter has a fixed amount of time for data transmission, regardless of how many channels it probes. Then the utility function is characterized as an additive revenue-cost relationship. In contrast, this work focuses on the case of fixed total access time, where longer probing phase leads to shorter transmission phase. References [19] and [20] study distributed opportunistic scheduling for ad hoc networks with random access, where many links contend for a sharing channel with different probability. Their objective is to maximize the sum throughput. The optimal stopping rule is to compare with a single threshold and the optimality is on the long-term ergodicity. In contrast, this work studies a single scheduler balancing the traffic among multiple users of saturated traffic. The optimal stopping rule herein is to compare with an increasing sequence of threshold levels.
The organization and main contributions of this work are as follows: Section II describes the network model. In Section III, we assume the prior distribution of CQI is known to the scheduler, and formulate the problem of sequentially probing user channels to make scheduling decision as an optimal stopping time problem. A scheme based on maximizing the sum logarithm throughput of all users is presented and shown to guarantee proportional fairness and convergence. Further reduction of computational complexity is achieved by the threshold based criteria. The scheduling gain of the scheme is determined analytically. In Section IV, we consider the case where the statistics of the CQI is not available to the scheduler and propose a joint learning, probing and scheduling scheme by solving a generalized bandit problem. In Section V, significant advantages of the proposed schemes are demonstrated using numerical experiments. In typical scenarios where the statistics of the CQI are not available, our developed joint learning, probing and scheduling scheme achieves almost the same performance as that in the case where the statistics are known.
II. THE NETWORK MODEL
Consider a wireless system with one transmitter and receivers with time-varying channel quality, such as in the downlink of a cellular system. Let time be divided into unitlength slots and only one user can be served in each slot. As in most related work (e.g., [5] and [7] ), the transmit power is assumed to be fixed so that dynamic power allocation is not considered. Thus the achievable rate is only determined by the instantaneous channel quality. Moreover, we assume saturated traffic for all users.
Assume block fading where the channel states in adjacent slots are independent. Also assume the channel quality remains constant during each time slot. We make the following homogeneous rate assumption that the rate of each user normalized by its mean value follows the same distribution:
(A1) Let 1 , . . . , be independent identically distributed (i.i.d.) non-negative random variables with unit mean value. Let ( ) denote the cumulative distribution function (CDF) of 1 . Let¯1, . . . ,¯> 0 be constants and =¯for = 1, . . . , with upper bound . The achievable rates { ( )| = 1, . . . , ; = 1, 2, . . .} are independent. For every user , the rates over the time slots,
(1), (2), . . ., are i.i.d. following the same distribution as that of . Clearly, ( ) =¯.
The assumption above is relevant in practical scenarios, where all user's channel state distribution are of the same type but the mean values are different due to different path losses. Such models have been widely used (see, e.g., [14] ).
In fact, the instantaneous achievable rates of all users are not known a priori by the scheduler. In order to get the rates, the commonly used approach is as follows. A transmitter first broadcasts a pilot sequence to all receivers. Each receiver estimates the channel quality based on its received signal and knowledge of the pilot sequence. The receivers then sequentially feedback their own estimated achievable rates to the transmitter. If the scheduler acquires the channel state of a receiver, we say that the scheduler has probed that channel. We assume that it takes a fraction of a slot for the scheduler to probe and acquire one user's channel rate ( ). In each slot, the scheduler uses part of the slot to probe a subset of all user channels and selects one user to serve during the remainder of the slot.
III. JOINT PROBING AND SCHEDULING WITH KNOWN CHANNEL STATISTICS
In this section, we consider the case where the statistics of = [ 1 , . . . , ] is known to the scheduler and design a proportional fair scheme.
A. Problem Formulation
Let ( ) denote the indicator of the event that user is scheduled for transmission in slot . Let ( ) denote the number of probed users in slot . In practical scenarios, the time consumed on pilot signal broadcasting is negligible compared with the time for ( ) feedbacks and data transmission. Hence the amount of data transmitted to user during slot is ( ) = (1 − ( ) ) ( ) ( ), which is nonzero for only one user during each slot. The throughput of user averaged over slots is thus
It has been shown in the seminal work [3] [4] that achieving throughput proportional fairness is equivalent to finding a scheme which maximizes a certain utility function of the throughput. For the throughput vector = [ 1 , . . . , ], the PF utility function is defined as:
The throughput is always positive but the utility can be negative. In order to obtain an online scheduling algorithm, we consider the throughput till the -th slot ( ). To maximize ( ( )) as goes to infinity, we need to find a scheduling scheme which maximizes the utility increment in each slot.
The user throughput can be written in an iterative manner as
where we denote the throughput-normalized rate as ( ) = ( ) ( −1) . In slot , ( − 1) is available at the scheduler. Suppose all rates 1 ( ), . . . , ( ) are provided to the scheduler with no probing cost ( = 0). Since the indicator ( ) is zero for all but one user, we should just transmit to the user with the largest ( ) in order to greedily maximize the utility increment at time slot . This is the rule of the classical PF scheduling scheme. If the instantaneous rates ( ) are unknown a priori, the scheduler may probe the users sequentially to acquire the realization of ( ) in each slot. Due to the probing cost, it is in general not optimal to probe all users. In particular, in case > 1/ , there is not enough time to probe all users in a single slot. We formulate an optimal stopping time problem [22] in the following. In (2), the term [1− ( )] ( ) can be considered as the scheduler's acquired reward for the utility increment if it probes ( ) users and transmits to user . Since the scheduling decision made in one slot has no impact on future realization of the channel rates, it suffices to consider one arbitrary slot and omit the time index . For the scheduler, the joint probing and scheduling problem involves two objects:
(i) The sequence of independent random variables of the throughput-normalized rates 1 , . . . ,
have been probed to reveal their throughput-normalized instantaneous rates 1 = 1 , . . . , = , the reward of terminating the probing phase and scheduling the best user found so far is
Given these two objects, the optimal stopping problem is described as follows. We may probe the sequence 1 , . . . , in any order. At most = min( , ⌊1/ ⌋) users can be probed. For each = 1, 2, . . . , , after probing 1 = 1 , . . . , = , we may stop and receive the reward ( 1 , . . . , ) through transmitting to the probed user with the largest in the remainder of the slot, or we may continue and probe +1 . The objective of this problem is 1) to determine a user probing order and 2) to determine a time to stop probing and receive the reward in order to maximize the expected reward [ ].
Compared with the classical optimal stopping problem [22] , the formulation above is more general in the sense that the probing order of is not determined in advance. Recalling the objective of maximizing the expected reward, the user with the largest [ ( )] should be probed first, and then the second largest and so forth. From Assumption (A1), we know
Now that the probing order has been determined, the decision on when to stop can be addressed by investigating the structural property of the problem. 1
B. Optimal Stopping Rule for Joint Probing and Scheduling
In order to simplify the expression, we first introduce a definition.
Definition 1:
The stopping problem is said to be monotone if ℰ ⊆ ℰ +1 for 0 ≤ ≤ − 1. Lemma 1: Under (A1), the joint probing and scheduling problem (i) and (ii) is monotone.
Proof: See appendix A. By using the [22, Theorem 1, Chapter 5], we can prove that the one-stage look-ahead rule is optimal for the monotone problem in the sense of maximizing the expected reward [ ]. The rule is that the reward for stopping at the current stage is at least as large as the expected reward of continuing the next stage and stopping. Define the largest value of the observed throughput-normalized rate after probing users as ≜ max 1≤ ≤ ( ) . Then the current reward can be written as
The optimal stopping time is embodied in the following theorem.
Theorem 1: In each slot, the optimal stopping time that maximizes the expected reward is * = min
Summarizing the analysis above, the PF joint probing and scheduling (JPS-PF) scheme is described as Algorithm 1. Probe user to obtain its rate ( ) and
] ;
Transmit to the probed user with the largest 9 throughput-normalized rate. Update ( ) ; end 10 
C. Convergence and Optimality of Algorithm 1
Let ( ) = − + [ ( )| ( − 1) = ]. Define * as the limit point of the ordinary differential equation˙( ) = ( ( )), that is, * satisfies − * + [ ( )| ( − 1) = * ] = 0. Theorem 2: Assume (A1). Then for any initial condition, the throughput sequence ( ) generated under Algorithm 1 converges to * with probability 1. Moreover, all users' steady-state throughput are proportional to their mean rate with an identical ratio , *
Proof:
The update of users' throughput can be organized in the form of stochastic approximation iteration [23, Eqn. 2.1.1]:
where the step sizes ( ) = 1/ . The equation above is a standard stochastic approximation expression. It is easy to verify that (⋅) is Lipshitz, the step sizes satisfy ∑ ( ) = ∞, ∑ ( ) 2 < ∞ and ( ) is bounded. Furthermore, it is easy to verify that [ ( )| (1), . . . , ( −1)] = 0, so ( ) is a martingale difference sequence. Now the throughput update under the proposed scheme satisfies the assumptions (A1)-(A4) in [23, Section 2.1], then applying Theorem 2 in [23, Section 2.1] directly, the convergence conclusion holds.
The remainder of the proof is to check (6) by contradiction. Suppose (6) does not hold at steady state and that * 1 /¯1 > * 2 /¯2 without loss of generality. Consider the throughput path starting at slot 0 which is at steady state. At this time, =¯/ * for = 1 , 2 , so¯1 <¯2 . Thus user 2 is probed first in each slot. From assumption (A1) we know that 1 and 2 are of the same type of distribution, but 2 has a larger mean value. Thus user 2 is selected for transmission more often than user 1 , which would further imply
after a sufficiently large number ( 1 ) of slots, which contradicts the steady state assumption of * 1 /¯1 > * 2 /¯2 . The constant proportionality factor is a bridge connecting the steady-state throughput and the mean-rate. After obtaining , it is straightforward to evaluate the throughput and utility.
On the other hand, due to the fact that is a constant, we have the following corollary from the proof of Theorem 2. Corollary 1: Under Algorithm 1, the probability that each user is selected as the destination is identical to 1/ in the steady state.
Algorithm 1 is asymptotically optimal in the sense of the PF utility maximization:
Theorem 3: Assume (A1). Then the limiting throughput * achieved by Algorithm 1 maximizes the PF utility function (1) .
Proof: Let ( ) denote the index of the user scheduled in slot under Algorithm 1, then ( ) = 1 if = ( ) and ( ) = 0 otherwise. Now the utility increment (2) can be written as △ ( ) = ∑ ∕ = ( )
. From Theorem 1, we know that in each slot Algorithm 1 maximizes the expected reward [(1 − ( ) ) ( ) ( )], which means that it maximizes [△ ( )| ( − 1)] in slot . Given the throughput ( − 1) at slot − 1, the expected utility at slot is
Hence Algorithm 1 greedily maximizes the expected utility in each slot. On the other hand, Theorem 2 shows that the sequence of the throughput ( ) obtained by Algorithm 1 converges to * irrespective of the initial value. Hence * maximizes the PF utility.
D. A Static Threshold Criteria
Note that in Algorithm 1, after each probe, the scheduler needs to evaluate the expectation in (5) which depends on the channel realizations. Further reduction in the computational complexity is possible by simply comparing the highest normalized rate against a sequence of deterministic thresholds, in lieu of computing (5) . Consider the steady-state case where users' throughput is exactly * . Note that by Theorem 2,
, which is identically distributed as
It turns out that (8) can be reduced to comparing with a static threshold , which can be determined as follows. Let (⋅) denote the CDF of . Then [ max ( ,
So that (8) can be rewritten as (1 − )
, or, equivalently,
where ( ) =
It is not hard to check that: (i) ( ) > 0 for ≥ 0; (ii) ( ) is a strictly decreasing function of ; (iii) lim →∞ ( ) = 0. Then inequality (10) is equivalent to ≥ , where is the cross point of function ( ) = and ( ). Also, we have ( ) > +1 ( ). Then it is easy to verify that +1 < . The solution to (10) is illustrated in Fig. 1 .
By observing the structure of ( ), it is worth pointing out that the cross point can be computed off-line in advance since they are only determined by , and the CDF (⋅). Moreover, the value of is independent of the number of users , the mean rates of all users¯as well as the achieved throughput to mean-rate ratio . Now inequality (8) can be expressed as ≥ 1 for 0 ≤ ≤ − 1, which is also equivalent to the inequality in (5) in the steady-state case. Based on the discussions, we can find a way to reduce the implementation complexity. The decision on whether to keep probing or to start transmitting is decided by a static threshold criteria. Let = 0, the static threshold based probing criteria is expressed as follows.
Criteria 1: After probing users, if the current value of the largest normalized rate ≥ 1 , then the scheduler serves the user with the largest normalized rate; otherwise it probes the ( + 1)st user.
In practice, the scheduler can calculate { } =1 in advance but is unavailable at the beginning. One way to estimate is to start the joint probing and scheduling using the dynamic criteria in line 8 of Algorithm 1. After a period of time, the throughput approaches to its steady-state value. Then the throughput to mean-rate ratio is obtained and the static threshold criteria can be used to replace the line 8 in Algorithm 1 thereafter. Alternatively, can be determined theoretically as discussed in the next subsection.
E. The Scheduling Gain
In this section we analyze the performance of the proposed scheme. The round robin scheduling is a benchmark and the scheduling gain of one scheduling method is defined as the ratio of the achieved throughput to that using round robin scheduling. It reflects how much multiuser diversity benefits can be exploited. The scheduling gain of the proposed scheme is 
where is the solution of = ( ). Recall that * is the optimal stopping time, that is, the number of users probed before a user is scheduled. Let be the steady-state probability that users are probed until transmission, i.e., ≜ Pr{ * = }. We prove Theorem 4 using the following supporting lemma.
Lemma 2: Using Algorithm 1, is given by
Proof: At steady state, all users' throughput-normalized mean rates¯/ * are identical. Let = Pr{ * ≥ }, i.e., the probability that at least users are probed before transmission. Then 1 = 1. From Criteria 1, we have for
Proof of Theorem 4: Consider a specific user . In the steady state,˙( ) = 0. Then from Theorem 2, user 's throughput * satisfies * = [ ( )| * ]. Let * denote index of the user that is selected as destination. Then the event { * = }, i.e., user is selected, can be decomposed into exclusive sub events:
where (a) follows from Corollary 1, (b) from the law of total probability, (c) from the static threshold criteria, that is, { * = , * = } means that: i) user has the largest throughput-normalized rate among the first users; ii) the first − 1 users' throughput-normalized rates are smaller than −1 −1 and iii) the largest value of the first users' throughput-normalized rates is larger than −1 , (d) from =¯and (6), and (e) from the distribution of . By replacing with (11) and removing * from both sides, the conclusion of Theorem 4 holds. ■
IV. JOINT LEARNING, PROBING AND SCHEDULING
Consider the case where the scheduler does not know a priori the statistics of the quality of the user channels, and thus has to rely on the history of the probed CQI to decide on the user probing order and user selection. Under this assumption, the problem of maximizing the PF utility function can be modeled naturally as a generalization of the classical multiarmed bandit problem [24] . The bandit problem is a sequential decision problem which involves random processes which have parameters that are unknown to the decision maker. At each stage the decision maker must choose one process to utilize from the processes. Choice of process leads to an observation as well as an utilization of the realization of process in this stage. The objective of the decision maker is to maximize the long-term utility via a scheme that specifies which process to observe for every possible history of observations. Our problem is a generalization because in the classical bandit problem, the 'observing' operation is equivalent to the 'utilizing' operation. However, in our model, in each slot, the scheduler may probe (observe) more than one channels (random processes) and then choose only one for transmission (utilization). An observation does not always lead to a utilization. Now we are ready to rigorously formulate our problem. At the beginning of slot , i.e., the end of slot −1, let ( −1) denote the number of time slots in which the channel to user has been probed, and ℛ ( − 1) = { (1) , . . . ,
collects all the probed samples of the channel rate of user . Clearly, the cardinality |ℛ ( − 1)| = ( − 1). The scheduler keeps updating the sets [ℛ 1 ( ), . . . , ℛ ( )] from slot to slot. Also, the scheduler knows the throughput ( − 1) till the previous slot. The objective is still to find a scheme that maximizes the PF utility (1) as a function of the achieved long-term throughput. To this end, we still need to solve the optimal stopping problem in each slot by completing the two tasks: determining the user probing order and selecting one user for transmission. Now the scheduler only has the sampled realizations of all channels' rates instead of the distribution of 1 , . . . ,
. Hence we cannot calculate the expectations related to the rates directly. Alternatively, we can only evaluate the empirical average using the acquired samples of , which readily leads to the index-based policy solution in the framework of bandit problem.
The index policy, consisting of choosing at any time the stochastic process with the currently highest index, is the solution to a class of bandit problems. Here to find the optimal scheme, we adopt the similar methodology as in the development of the index-based policy by Agrawal in [25] . For the decision on the user probing order, we use the current average reward, i.e., the throughput-normalized average rate as the index. For the decision on when to start transmission, the index is the product of 1 − and the conditional throughputnormalized-average rate. For the convenience of presenting the algorithm, we define the following two empirical averages
The˜( ) is used to replace the¯( ) in Algorithm 1 and thẽ ( , ) is for
] in Algorithm 1. Then a joint PF learning, probing and scheduling (JLPS-PF) algorithm is described in Algorithm 2.
Theorem 5: The throughput obtained under Algorithm 2 converges to the steady-state throughput of Algorithm 1.
Proof: First we need to show that under Algorithm 2 every user channel is sampled with infinite number of times. If not, suppose there exists a user which is probed with finite number of times, which means that ∀ > 0, ∃ 0 > 0 such that for any ≥ 0 , 1 ( ) ≤ , where ( ) is the number of times user being probed till slot . Notice that ∑ =1 ( ) denotes the number of times user being scheduled till slot . Then it is obvious that ∑ =1 ( ) ≤ ( ).
Algorithm 2: Joint learning, probing and scheduling Initialization: ← ⌈ ⌉. For = 1, . . . , , 1 ( ) ← 1. In the first slots, sequentially probe each channel once, making sure that each one of the sets ℛ ( ), ( = 1, . . . , ) is not empty. 1, . . . , ) in the descending order:
Probe user and get the rate ( ) ;
Transmit to the probed user with the largest 12 throughput-normalized rate. Update ( ) ; For = + 1, . . . , , ℛ ( ) ← ℛ ( − 1), 13 ( ) ← ( − 1) ; end 14 Hence the throughput of user satisfies ( )
due to the fact that the rate ( ) is upper-bounded. Thus 1 ( ) ≥ 1 .
Then from (12), user 's˜(
≥ const , which can be as large as possible due to the arbitrariness of . Then from line 3 of Algorithm 2, user is always probed first in each slot after the slot 0 , which contradicts the assumption that user which is probed with finite number of times. Now that we have shown every user is probed with infinite number of times, then from the law of large number, the sample average (12) and (13) converges to the expected value with probability 1, that is,
]
. Hence the steady-state throughput achieved by Algorithm 2 converges to that of Algorithm 1.
In fact, the metric of throughput-normalized rate used in PF scheduling is a well-balanced rule that guarantees each user is sampled sufficiently many times and with identical frequencies. Hence after the Algorithm 2 runs a sufficiently long time, the sampled data of each user's channel rate could characterize the statistics of well. Hence the performance of Algorithm 2 converges to that of Algorithm 1. 
V. NUMERICAL RESULTS
In this section, we provide some numerical results to illustrate the theoretical findings of the previous sections. It is assumed that the rate of each user is exponentially distributed with average equal to the user index. Besides being an interesting example on its own, the exponential rate assumption is also an approximation of the Shannon capacity under Rayleigh fading channels in the low SNR regime [26] .
A. Evaluation of the Proposed Algorithms

Consider
= 20 users and let the fraction of one probe be = 0.1. Up to = 10 users can be probed in each slot. Fig. 2 presents a sample throughput trajectory of user 1 when scheduled with Algorithm 1, the static threshold criteria given in criteria 1 and Algorithm 2. The simulation runs for 10,000 slots in this experiment. The time axis is in logarithmic scale to highlight the transient behavior. Each upward jump corresponds to one selection and transmission of user 1. We can see that the static threshold criteria works well. The variation of the throughput diminishes over time as more and more time slots are included in the averaging. It is worth noting that the low complexity of the static threshold criteria for solving the optimal stopping problem comes from the explicit knowledge of the channel statistics. If this information is not known, or if the distribution of the channel rate varies over time, we can only adopt the dynamic criteria given in Algorithm 2. Fig. 3 illustrates the frequency of each user being scheduled in a relatively short period of 2000 slots. Each of the 20 user is selected as the destination for roughly 100 slots. That is, the scheme is fair to all users even within a small application time window. Fig. 4 presents the probability that users have been probed until transmission. The theoretical results are from Lemma 2. The figure shows that both the Algorithm 1 and Algorithm 2 coincide with our derived theoretical results. We observe from the figure that the probability decreases sharply as the probing step approaches . Fig. 5 plots the scheduling gain of the proposed algorithms versus the number of users in the system. The simulation runs for 20,000 slots. In fact the simulation result matches the analytical result of Theorem 4 quite well. Also, we note the scheduling gain remains about the same for more than 9 users, because the scheme does not probe more than = 10 user channels.
B. Comparison between the Proposed Scheme and Other Schemes
In this simulation, the fraction of a slot for probing one user is still set to = 0.1. Four schemes are considered: (a) the proposed joint probing and scheduling scheme; (b) the round robin scheduling; (c) a genie-aided PF scheme where full CQI is available to the scheduler at the beginning of each slot; (d) a scheme where the transmitter probes as many users as possible before scheduling [27] , referred to as exhaustive PF scheme. For both (c) and (d), the transmitter selects the user with the largest ( )/ ( − 1) for transmission. From [28] and [21] we know that the scheduling gain of the genie-aided PF is [ max =1,...,
]
. Then the scheduling gain of exhaustive PF
] . Fig. 6 presents the scheduling gain of schemes (a)-(d) as a function of the number of users. We can see from Fig. 6 that when the probing cost is taken into account, the scheduling gain does not always increase but approaches to a limit value as the number of users increases. The classical multiuser diversity gain of PF algorithm derived using the ideal genie-aided PF which ignores the channel probing cost is far from accurate, especially in the case that the product of user size and probing cost is not small. Fig. 6 also shows the advantage of the proposed joint probing and scheduling scheme. For the exhaustive PF scheme, it achieves higher gain than round robin when the user population is not very large compared with −1 . However, when the number of user increases to some extent, the scheduling gain of exhaustive PF scheme vanishes. That is because almost all the period of one slot is used for user-probing instead of data transmission. Fig. 7 displays the sum throughput of all schemes as the number of users increases. One can see that there exists a relatively large gap between the ideal genie-aided PF curve and the proposed scheme. The gap quantifies the extent to which the user probing decreases the system performance. For example, when the number of users is = 20, the throughput of the joint probing and scheduling scheme only accounts for 44.36% of that of the genie-aided PF. And the throughput achieved by the joint scheme is the highest among all the non-ideal schemes (a), (b) and (d). The exhaustive PF scheme performs similarly as the joint probing and scheduling scheme when there are not many users ( ≤ 6), but degrades quickly and even vanishes when the number of users becomes large.
VI. CONCLUSION
In this work, the problem of proportional fair scheduling in wireless systems has been studied where the channel probing cost is explicitly addressed. An optimal adaptive joint probing and scheduling scheme is presented, as well as a static threshold based criteria for determining whether to continue to probe or to stop probing and transmit. Using the steady-state analysis, we have evaluated the scheduling gain explicitly. Extension of the scheme to the case in which the scheduler has no knowledge of the channel rate distribution has been developed, which achieves similar performance as in the case with known rate statistics assumption and outperforms other non-ideal PF schemes.
The focus is on the well-studied proportional fairness rule. It is possible to extend the results to more general utilities, for example, the -fair utility [8] . The methodology presented in this paper can then be carried through to that case as well. Also, the case of delayed and erroneous rate estimations are interesting subjects for further studies.
APPENDIX A PROOF OF LEMMA 1
Proof: Let the largest throughput-normalized user rate of the first users be denoted by = max 1≤ ≤ ( ) . Then the current reward can be written as ( 1 , . . . , ) = (1 − ) and the expected reward obtained from probing the next user is
The event ℰ (4) can be expressed as ℰ = {(1 − ) ≥ (1 − ( + 1) ) [ ∨ +1 | ]}. We first show that there exists a threshold 
. Thus ( ′ ) − ( ) ≥ 0, that is, ( ) is a nondecreasing function. Summarizing the properties of ( ), it can be seen that the solution to ( ) ≥ 0 can be expressed as ≥ ( ℎ) .
We next show that 
where the last '≥' follows from the fact that +1 and +2 are of the same type of distribution and +1 ≥ +2 . Note that ( ℎ) is the zero point of the function ( ). Hence ( ℎ) +1 ≤ ( ℎ) , as illustrated in Fig. 8 .
Collecting the preceding results, we have
