Abstract-A new SAR motion compensation algorithm is proposed for robust reconstruction of target images even under large deviations of the platform from intended flight path. Phase error due to flight path deviations is estimated as a solution to an optimization problem in terms of the positions of the reflectivity centers of the target. Particle swarm optimization is used to obtain phase error estimates efficiently. The quality of the reconstructions is demonstrated by using simulation studies.
I. INTRODUCTION
Phase errors caused by uncompensated platform movements cause significant distortion on SAR images. There are several methods that are known as autofocus techniques proposed to correct SAR phase errors and provide reconstructions with reduced distortion. One of the most commonly used technique is the Phase Gradient Autofocus (PGA) [1] , [2] . To further improve the reconstruction quality that can be achieved for targets with closely spaced reflectivity centers, we propose a new method to autofocus the SAR images. Since such targets are common among the targets of interest, the proposed technique addresses important SAR applications. The proposed autofocus technique models target of interest with few scattering centers with unknown positions. Then, cast the motion related phase errors as an estimation problem. Here we propose to use a Particle Swarm Optimization (PSO) [3] based estimation technique to obtain a globally optimal phase error estimate. A similar approach to our modeling of targets as multiple point scatterers and applying PSO to find their parameters, is also used in an RF tomography problem to estimate sensor positions using PSO [4] . Previously, novel methods to improve SAR autofocusing using PSO algorithm have been also suggested [5] , [6] . In those methods, the phase error is modeled and its model parameters are estimated. In contrast to those previous techniques, we do not model the phase error, but model the targets as multiple point scatterers and then choose the target model parameters that minimize the error between the amplitudes of returned signal and the signal corresponding to point scatterers. Finally, the phase error is obtained from the phase differences of these two signals.
The formulation of the received SAR signal under motion errors will be given in section two. Then the details of the method of phase estimation using the PSO technique will be presented. In section four, the performance of the proposed autofocusing technique will be investigated by a simulation study. At the end, section five contains conclusion.
II. THE EFFECT OF MOTION ERRORS ON SAR DATA
In SAR processing, raw SAR data is pulse compressed both in range and cross-range directions. Pulse compression in range direction conveys uncompensated motion errors directly as range position errors. However, the magnitude of uncompensated platform motion errors (which causes phase errors in raw SAR signal) is generally much less than the range resolution of SAR sensors. Therefore the assumption that uncompensated platform motion errors in raw SAR signal do not distort the image in the range direction, is a reasonable one. But small phase errors degrade the phase information along the cross-range direction which is used for cross-range compression. Hence, the motion related errors typically cause blurred images in the cross-range direction. In order to alleviate phase error effects on SAR images, here we focus on the SAR signal along the cross-range direction. The demodulated and range compressed stripmap SAR signal for a point target is given by the formula [7] :
Here, t is fast time, η is slow time, η c is beam center crossing time, λ is wavelength, A 0 is complex amplitude of the point scatterer, p r (t) is compressed signal profile in range direction, R(η) is slant range at time η and w a (η) is azimuth envelope caused by antenna azimuth pattern. We assume zero squint angle for clarity, so the beam center crossing time (η c ) coincides with the point target position in azimuth time. For N point reflectors that are located at the same range bin, but at different azimuth locations, the signal takes the form:
where the point reflectors are indexed by i. Because phase errors affect the SAR image mainly in the azimuth direction, we take cross section of SAR signal along azimuth axis at the range bin where the point reflectors are located. Here we neglect effects of other reflectors that are residing in neighboring range bins. This is acceptable when sidelobes caused by range compression is reduced to an appropriately low levels by using suitable windowing functions. Also neglecting range migration effects, we take p r (t) to be constant. Moreover, we neglect the antenna aperture effects and take w a (η) equal to one for targets that are located in the beam coverage of the antenna. These assumptions lead to simpler formulation and easier understanding of the underlying phenomena and do not cause significant inaccuracies. They can also be taken into account at a later stage of the formulation. Under these assumptions, the SAR signal cross section in a range bin (where point targets reside) along the azimuth direction becomes:
The slant range of the i th point reflector at azimuth time η is:
where, R ti (η) is the actual slant range between the i th point reflector and the platform at azimuth time η, and ΔR ei (η) is the slant range error term caused by the uncompensated motion errors. For large R o (range of closest approach) compared to swath widths, the actual slant range can be very closely approximated as:
Because all point reflectors are located in the same range bin, R o is the same for all targets and so it does not have the i subscript. In the above formula η io is the slow time when the slant range between the platform and the i th point target equals R o and v is the platform speed. Defining the reference signal s ref (η) as:
and multiplying the original signal with the reference signal, we get:
where,
Here φ ei (η) (equals to −(4π/λ)ΔR ei (η)) is the phase error contribution due to the i th point reflector. For SAR sensors with large R o 's compared to swath widths, differences between phase errors of different targets can be neglected and therefore we can drop the i subscript from the phase errors φ ei (η). Because the main aim of this study is to correct the distorted images caused by phase errors of closely spaced reflectors, neglecting the differences between phase errors of closely spaced reflectors do not cause significant errors. Under the assumption of the same phase error for all reflectors at the same range bin, the signal becomes:
III. PHASE ERROR ESTIMATION
The demodulated and range compressed signal affected by the motion related phase error and multiplied by s ref (η) can be re-written in a more compact form as:
Note that, the contribution of a point reflector with complex amplitude A i and located at η io is a complex exponential with complex amplitude C i and frequency ω i , which is proportional to the position of the point reflector in the azimuth direction. This result is also compatible with the result that the multiplication with the reference signal s ref (η) provides the cancelation of η 2 terms in the exponent, and thus, provides a Fourier Transform relation between the resultant signal and the azimuth positions of point targets. Here, note that the magnitude of the signal, s r (η), is the magnitude of the sum of N complex exponentials with complex amplitudes,
and phase of the signal s r (η) is,
+ φ e (η).
The phase error term does not affect the magnitude of the signal s r (η), but only affects the phase of it. We can try to estimate the phase error by finding a set of N complex exponentials whose sum has a magnitude that is equal to the magnitude of the s r (η):
where Because the signal s r (η) is related to the Fourier transform of impulses located at point reflector positions, the above problem becomes analogous to the problem of recovering a 978-1-4244-5812-7/10/$26.00 ©2010 IEEEsignal from the magnitude of its Fourier transform which is a relatively well studied area [8] , [9] , [10] . Unfortunately there exists no closed form solution for this problem. Also, majority of work are on the solution of the problem for real valued images, which is not well suited to the SAR area in which the image data is complex valued.
Here, we use the PSO technique to find D k s and ω k s of complex exponentials whose sum has the same magnitude as s r (η). However, note that the solution to this problem is not unique because of the well-known Fourier transform relations given below:
From the above relation, we can conclude that if a signal is a solution, then its time-inverted and conjugated version is also a solution. In addition, if there exists a solution then its time shifted versions are also in the solution set. In order to restrict the solution set, any one of the complex exponentials can be fixed at zero frequency by taking it to a common parenthesis:
Bothŝ 1 (η),ŝ 2 (η), . . . ,ŝ N (η) and their corresponding inverted/conjugated (showed asŝ * 1 (−η),ŝ * 2 (−η), . . . ,ŝ * N (−η)) counterparts are solutions to our magnitude equivalance problem:
Thus, we have total number of 2N signals (having one exponential component set to zero frequency) satisfying the above amplitude equivalency condition. By restricting the original problem to this set with 2N possible solutions, we clearly lost the absolute frequency information corresponding to absolute azimuth positions of point reflectors. However frequency differences corresponding to relative azimuth positions of point reflectors with respect to each other remains the same among the set of equivalent solutions. One possible solution to get the absolute positions of targets would be to subtract the linear phase term from the estimated phase error. This approach runs well with the assumption that the phase error does not have a linear trend which is generally the case.
Applying PSO algorithm to findŝ(η), any one of 2N signals may result as a solution. To get the phase error estimates corresponding to these solutions, we subtract the phase of the estimated signal from the phase of original signal as shown below:φ
The phase estimate can be written in a more compact form as;
If G(η) is zero, a constant or a linear function of η, then the estimated phase error matches with the actual phase error and the corrected SAR image is freed from blurs caused by uncompensated motion errors. Otherwise estimated phase error differs from the actual one by the function G(η). Then, the estimated phase error term as appeared in s r (η) is;
The final corrected image deteriorates with a convolution by the Fourier transform of the above estimated phase error. The Fourier transform of the estimated phase error is the convolution of two terms;
F e jφei(η) = F e jφe(η) * F e jG(η) .
In the above equation, convolving with the second term spreads the original phase error so the estimated phase error widens in the azimuth direction. Taking advantage of this observation we use entropy, in order to differentiate the correct phase error estimation from other wrong estimates. Because, the estimated phase error is wider if it does not correspond to the correct one, the entropy of the Fourier transform of the estimated phase error corresponding to correct solution always gives a low value comparing to the other possible solutions. Based on this observation we develop a max-toentropy ratio metric to discern the correct solution among other possible solutions. The correct solution (among all other possible solutions) has the greatest value of the max-to-entropy ratio as formulated below:
where, H represents entropy and F {.} represents Fourier transform in the above equation.
IV. APPLICATION OF PSO ALGORITHM
In our method, PSO algorithm is used to find one of the signals,ŝ i (η), where |s(η)| = |ŝ 1 (η)| = · · · = |ŝ N (η)|. Let's re-writeŝ 1 (η) below for reference,
Thus, there are total number of 3N − 1 unknown real parameters for PSO algorithm. While applying PSO, we generally do not know the actual number (N ) of point targets residing in the interested part of the scene. In such cases, we can start to run PSO algorithm with a number, say M such that M > N. This approach, although increases computation time, finds the correct solutions for N point targets and assigns zero to magnitudes of the rest of M − N artificial point targets.
The fitness function, we used in the PSO algorithm, is the square of L 2 norm of the magnitude differences between s r (η)
By using the above fitness function, we try to minimize the energy of the error between the original and estimated signals. PSO algorithm has many varieties. In our work we adapted the standard PSO algorithm defined by [11] . It includes a local ring topology, non-uniform swarm initializations, and 50 particles. In a great proportion of all trials, PSO algorithm converges to one of 2N solutions. In some cases with very small proportion, algorithm stuck to local minima and do not converge to a feasible solution. To prevent these cases, a limit is set to the total number of loops executed. If the limit is reached before the targeted error is obtained, then the algorithm starts a new trial. By using the converged solution, all solution set can be constructed bŷ
To get phase error estimates corresponding to these solutions, we subtract the phase of the estimated signal from the phase of the original signal as shown below,
From this solution set we choose the one with the greatest max-to-entropy ratio as the correct solution.
As an example we applied the PSO algorithm to the following scenario. There are three point scatterers at the same range bin located next to each other in azimuth direction. The raw data with phase error is compressed in range and in azimuth to obtain the SAR image. The range cut of the image through azimuth direction is given in Figure 1 . As seen from the figure, it is highly distorted in the azimuth direction. PSO algorithm is applied to estimate the phase error. Then the estimated phase error is corrected and the range cut of reconstructed image is given in Figure 2 . The image is correctly focused and three point reflectors are clearly discernible. For comparison, the actual and estimated phase errors are displayed in Figure 3 . As seen from the figure the PSO algorithm is applied successfully to estimate phase errors of the SAR raw data. The result of another trial of the PSO technique to the same data is given in Figure 4 . This solution corresponds to the time inverted/conjugated signal as described in section 3. The max-to-entropy ratios corresponding to 
V. CONCLUSION
In this study, we applied PSO algorithm to the problem of SAR phase error estimation. We model targets as closely spaced point reflectors and exploit just the magnitude of the received signal. In this respect, we set an analogy between our problem and the problem of estimating signals whose only the Fourier transform magnitude is known. Application of PSO to this problem gives reasonable results. To be used in SAR data corresponding to real scenes, the technique needs to be applied to different range bins containing different targets. But data for widely spaced scatterers residing in the same range bin should be discarded from the problem set because they violate the assumption that the phase errors are the same for targets residing in the same range bin. Then the phase errors are estimated for the remaining targets and these estimates are used to compensate for the neighboring range bins.
