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Towards the spectral properties and phase structure of QCD
In this thesis we explore a multitude of aspects concerning strongly coupled quantum
field theories, with a special focus on QCD. The first part of the thesis is concerned with
formal developments, with the noteworthy highlight of enabling the use of hydrodynamic
numerical methods in Functional Renormalization Group equations. This lead to the
subsequent discovery of discontinuous solutions for the effective potential in the vicinity
of first order phase transitions.
The second part of the thesis concerns the calculation of momentum dependencies of
elementary correlation functions. Hereby, the main focus is the determination of said
correlation functions in Minkowski space-time. Embracing the implications of having a
spectral representation, we calculate the spectral function of a scalar theory, making use
of dimensional regularization in a fully numerical set-up. Making appropriate use of the
underlying analytic structure we devise a novel method for spectral reconstruction, which
we apply to the gluon.
The third part concerns the subsequent extraction of observables based on the moments
of the Quantum Effective Action. Most notably: we calculate the shear and bulk vis-
cosity of Yang-Mills; we make use of the retarded correlation functions to look at the
out-of-equilibrium evolution of a low energy effective theory of QCD and estimate the
equilibration times for different equilibrium backgrounds.
Fortschritte in der Untersuchung spektraler und
phasenstruktureller Eigenschaften der QCD
In dieser Arbeit untersuchen wir mehrere Aspekte stark korrelierter Quantenfeldtheorien,
hierbei liegt der Hauptfokus auf der Untersuchung von QCD. Der erste Teil der Arbeit
bescha¨ftigt sich mit Methodenentwicklung, wobei das ansehnlichste Ergebniss die Anwen-
dung von numerischen Methoden aus der Hydrodynamik auf Gleichungen, die aus der
Funktionalen Renormierungsgruppe hervorgehen. Diese Entwicklung fu¨hrte zur Entde-
ckung von diskontinuierlichen Lo¨sungen des Effektiven Potenzials in der unmittelbaren
Umgebung von Phasenu¨berga¨ngen erster Ordnung.
Der zweite Teil der Arbeit bescha¨ftigt sich mit der Berechnung von Impulsabha¨ngigkeiten
der elementaren Korrelationsfunktionen. Dabei ist der Hauptfokus diese Korrelatiosfunk-
tionen in der Minkowski Raumzeit zu bestimmen. Durch Ausnutzen der Implikationen
einer Spektraldarstellung gelang es uns dimensionelle Regularisierung in einer rein nume-
rischen Rechnung zu verwenden und konnten so die Spektralfunktion in einer Skalartheorie
ausrechnen. Weiterhin konnten wir die implizierte analytische Struktur verwenden um ein
neues Rekonstruktionsverfahren fu¨r Spektralfunktionen herzuleiten und es auf das Gluon
anzuwenden.
Im letzten Teil dieser Arbeit bescha¨ftigen wir uns mit der Extraktion von Observa-
blen, basierend auf Momenten der Quantum Effective Action. Am nennenswertesten ist
dabei einerseits die Berechnung der Scheerviskosita¨t und Za¨higkeitsviskosita¨t in Yang-
Mills. Andererseits konnten wir die retadierten Korrelationsfunktionen verwenden um die
Nichtgleichgewichtsevolution einer Niederenergietheorie der QCD anzugucken und dabei
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The notion of strongly correlated quantum systems is omnipresent in our modern under-
standing of physics. Ranging from condensed matter systems, cold atom experiments, the
infrared regime of quantum chromodynamics or ultraviolet regime of quantum gravity,
their understanding is closely connected to the successful handling of strongly correlated
quantum systems. Here we are particularly interested in the understanding of the infrared
regime of quantum chromodynamics, the theory describing quarks and gluons. The rich
infrared phenomenology of the theory is closely linked to the rich infrared phenomenology
of the purely gluonic dynamics. The non-Abelian gauge theory describing the glue sector
was introduced by Yang and Mills [15] in 1954, hence the name Yang-Mills theory.
Despite being known for over 65 years, the mechanism behind confinement, i.e. that the
theory is mass gapped and that gluons cannot be observed, is not fully understood yet.
From a theoretical perspective this problem is extremely challenging, in fact its one of the
seven Millennium Prize Problems [16], as its closely related to proving the existence of
the associated quantum field theory. Apart from this fundamental problem in Yang-Mills
theory one has to deal with the complications of a resonant four-quark interaction in full
quantum chromodynamics. This induces a rich bound state structure, which makes up
a significant portion of the matter around us. Experimentally, hadron properties are to
a large extend very well known. However, theoretically they still pose a major problem
when considering higher and/or broad resonances.
Another major challenge presented by QCD is the determination of its phase structure
at finite baryon number densities. One aspect of this question that attracted a lot of
attention over the last years is whether or not there exists a critical endpoint. Experi-
mentally, the phase structure is approached by heavy-ion collisions, currently this includes
RHIC [17] and LHC [18] and additionally CBM [19] and NICA [20] in the near future.
Connecting experimental signatures to precise features in the phase diagram, such as a crit-
ical endpoint, poses major obstacles. On the theoretical side two major non-perturbative
first principle approaches exists: Lattice QCD and Functional Methods. Both approaches
come with their own set of advantages and disadvantages. Focusing on the question of the
phase structure, Lattice QCD has yielded remarkable results at vanishing and small net
baryon densities, see e.g. [21–24]. However, its progress to the entire phase structure have
been hindered by the infamous sign-problem, see e.g. [25, 26]. Functional Methods on the
other hand, do not face any further technical complications when introducing a finite net
baryon density. Their major drawback is establishing the convergence, within their own
version of an ”continuum limit”. For recent works on the phase structure from Functional
Methods see e.g. [27–29].
When trying to connect theoretical results for the phase structure of QCD with exper-
imental signatures one is faced with yet another problem. The phase diagram of QCD is
inherently a quantity associated with equilibrium. The situations in heavy-ion collisions
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1.1. Motivation
is, however, far from equilibrium. This is immediately obvious when considering the initial
stages of such a collision, see e.g. [30]. How and on what time scales the system approaches
local equilibrium, and hence allows for a connection to equilibrium QCD questions such
as the phase structure, is still subject of ongoing research.
The problems outlined above are the driving questions for the projects considered in
this thesis. Our main tool for addressing these questions are Functional Methods, i.e.
the Functional Renormalization Group and Dyson-Schwinger Equations. Throughout this
thesis we balance the technical development of these methods as well as physics applica-
tions with the overarching goal of addressing the questions outlined above. The individual
projects that contribute to our understanding of QCD in the infrared regime, and strongly
correlated systems in general, which are covered in this thesis, are motivated and put into
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2. Functional Methods
This chapter is in parts based on [8].
This chapter introduces Functional Methods. For the purpose of this thesis, a particular
focus is put on Dyson-Schwinger Equations (DSE) [31–33] and the Functional Renormal-
ization Group (FRG) [34–36] in the context of high energy physics. Only a brief outline
of these methods will be given in this introducing, more complete reviews can be found in
the literature. For FRG related reviews see e.g. [8, 37–43]. For DSE related reviews see
e.g. [27, 44–49].
2.1. Generating functionals
This introduction considers only Quantum Field Theories (QFT) in Euclidean space-time,
the equivalence to formulations in Minkowski space-time is discussed in Chapter 6. In
order to keep expressions traceable a condense notation is used, i.e. f · g = ∫x f(x)g(x).
For illustrative purposes the following is restricted to a real scalar field ϕ(x) in d dimen-
sions in Euclidean space-time, generalizations will be considered later. The basic object
under consideration in the a QFT is its generating functional Z[J ], as a function of some
external source J(x). The knowledge about the generating functional can equivalently be
expressed by the knowledge of all its moments, the correlation functions or also called
Green functions
〈ϕ1 . . . ϕn〉J = 1Z[J ]
δnZ[J ]
δJ1 . . . Jn
, (2.1)
where the index denotes the space-time dependence, i.e. ϕi ≡ ϕ(xi). The subscript
J at the correlation function marks its dependence on the source J(x) that determines
the background. In principle it’s sufficient to work with the set of correlation functions
(2.1) since they define the generating functional Z[J ] and an explicit representation is not
necessary. Nevertheless, a path integral makes the heuristic derivation of the required
equations simple and serves as an appropriate illustrative tool. In this context, the path
integral representation of the generating functional is given by




exp {−S[ϕ] + J · ϕ} , (2.2)
where S[ϕ] is the classical action. The expression [dϕ]
ren
denotes the flat functional mea-
sure, where flat denotes the invariance under space-time dependent shifts d(x) of the field
and the subscript ”ren denotes the fact that we assume it to be regularized and renormal-
ized. The normalization factor N is arbitrary, since its irrelevant for correlation functions,
cf. (2.1). The resulting set of correlation functions contains a large number of redundant
information since a part of the correlation functions at a given order n contain discon-
nected pieces that can be expressed entirely in terms of lower order correlation functions.
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In diagrammatic descriptions the associated diagrams are disconnected, hence the name.
The disconnected parts can be removed if one considers the Schwinger functional, which
is simply given by the logarithm
W[J ] = logZ[J ] . (2.3)
This can be proven via induction by considering the FRG or DSE for (2.3), see e.g. [8].
In particular, its two-point function is the propagator, a fundamental object in functional
approaches, which is given by
G1,2 ≡ G(x1, x2) = δ
2W[J ]
δJ1δJ2
= 〈ϕ1ϕ2〉 − 〈ϕ1〉 〈ϕ2〉 = 〈ϕ1ϕ2〉c . (2.4)
In (2.4) the subscript c denotes the connected part. In a Euclidean QFT the propagator
is necessarily positive for semi-definite and its spectrum is positive, including zero, for all
backgrounds. For a discussion regarding the convexity of the Schwinger functional itself
see e.g. [50]. Despite the huge reduction in redundancies when going to the Schwinger
functional its moments still contain a large amount of trivial redundancies. This redun-
dancy can be expressed by separating connected correlation functions into a one-particle
irreducible (1PI) and one-particle reducible ones. In a diagrammatic language, 1PI dia-
grams are the ones, which cannot be separated into two disconnected parts by cutting a
single line. If the diagram can be separated by cutting a single line, it can be expressed
by multiplying the two disconnected parts, times the cut propagator. Generically, the
disconnected parts are then of the same or lower loop order, and hence already contained.
Consequently, 1PI diagrams are already encode the entire information of the theory. The
generating functional for 1PI correlation functions is called the Quantum Effective Action
(QEA), or just Effective Action, and is the Legendre transform of the Schwinger func-
tional. Introducing the expectation value of the field φ = 〈ϕ〉, the relation between the
QEA and the Schwinger functional is
Γ[Φ] = sup
J
{J · φ−W[J ]} = Jsup · φ−W[Jsup] , (2.5)
where Jsup = Jsup[φ] is a field dependent current. From now one we will understand the
supremum implicitly and drop the subscript. The 1PI property can be proven similar to
the corresponding connected property of the Schwinger functional. Another very impor-
tant property of the QEA is its convexity, which follows directly from being a Legendre
transform, see e.g. [50]. The QEA can be seen as the quantum analogue of the classical
action. The field φ is the mean field at a given background current J . Restricting to
differentiable situations, with a maximum at Jsup, for illustrative simplicity, the desired














= 〈ϕ(x)〉Jsup , (2.6)
where the last equality is simply the definition of the expectation value (2.1). Taking a




= J , (2.7)
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where the field dependence of the source cancels since the source is understood at a maxi-
mum. Equation (2.7) are the quantum equations of motion (EoM) at a given background
current J . Particularly, for a vanishing source they reduce to the vacuum equation of
motion, since the QEA Γ[φ = φaEoM] = −W[J = 0] becomes the vacuum free energy.
From the perspective of functional approaches, the QEA is the central object. Hence,
its natural to work in moments of the QEA, which we will denote by
Γ(n)(x1, . . . , xn) =
δnΓ[φ]
δφ1 . . . δφn
. (2.8)
In order to facilitate the fact that these are the fundamental objects appearing in Func-
tional Methods, we refer to them as elementary correlation functions. As already pointed
out, the propagator is fundamental in functional methods. This is underlined by its con-































= δ(x1 − x2) . (2.9)
So far all equations were mostly of defining nature and introducing the necessary quanti-
ties for Functional Methods. In the following a diagrammatic representation for general
correlation functions in terms of the propagator G and n-point functions Γ(n>2) is intro-
duced. Such expansions are the hearth of Skeleton expansions, but are also of importance
when considering composite operators. We start by pulling a J derivative out of the orig-















δJ2 . . . Jn
. (2.10)
This can be repeated recursively and hence the correlation function can be expressed in
terms of J derivatives and the expectation value of the field. Therefore, its desirable here
to express the J derivative in terms of a derivative with respect to the field expectation

















which used the fact that φ is the first moment of the Schwinger functional. Using (2.11)
its possible to rewrite (2.10) in a self-contained manner










This relation underlines the fundamental role of the propagator once more. While the
equation (2.12) is rather impressive and important by itself, as it allows for an easy and
systematic access to the full correlation function in terms fo the propagator and the mo-
ments of the QEA. However, it allows for a much stronger relation between correlation
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functions, as it generalizes immediately to any operator that has a well defined series rep-









To this end, it might not be obvious that the resulting expressions arising from the applica-
tion of (2.13) encode the result in terms of the propagator and the elementary correlation
functions. This can be easily seen by working out the derivative of the propagator with
respect to the field expectation value
δ
δφ3




(3)(z1, x3, z2)G(z2, x2) . (2.14)
2.1.0.1. Example: three-point correlation function 〈ϕ1ϕ2ϕ3〉
To close this part, we give an illustrative example of (2.13). Additionally, this allows us
to easily introduce the associated diagrammatic notation.
Within the current setting of a real scalar field, we want to access 1→ 2 scattering, i.e.
want to access the three-point correlation function 〈ϕ1ϕ2ϕ3〉. Suppose we got from some


























After a straightforward calculation and the application of (2.14) we obtain




G(x1, x4)G(x2, x5)G(x6, x3)Γ
(3)(x5, x4, x6) .
(2.16)
This result is of course easy to interpret, as it’s almost trivial. The first four terms in
(2.16) are the disconnected pieces, where parts are given by the expectation value of the




(b) Classical vertex (c) Full vertex
Figure 2.1.: Summary of the diagrammatic notation used for Dyson-Schwinger Equations.
2.2. Dyson-Schwinger equations
This section introduces Dyson-Schwinger equations, one of the main tools in Functional
Methods. So far we refrained from making explicit use of the path integral representation.
However, in the following its use is convenient and illustrative. In order make practical
use, we first express the path integral representation of correlation functions (2.2) entirely











where we made use of the aforementioned invariance of the flat path integral measure
under shifts. Let us mention again, that this is a rather non trivial property, given that
the renormalization is hidden in this measure. Note that by definition the expectation
value of the new field χ vanishes by construction, as the shift was precisely the mean field.









In particular, the quantum equation of motion is given by the expectation value of the
classical equation of motion. A closed form expression is now easily obtained by utilizing
(2.13), given that the action has a well defined series representation. In particular this is
the case for the Standard Model of particle physics, a simple φ4 theory and many more.












one of the quantum master equations we will work with in this thesis. From (2.19) the
elementary correlation functions Γ(n≥1), and their equations, can be obtained by taking
functional derivatives of the equation. In turn, the zero-point function cannot be obtained
directly from (2.19) and has to be determined differently.
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Figure 2.2.: Diagrammatic representation of the master DSE in scalar theory (2.21).
2.2.0.1. Example: φ4-theory
In order to outline the general procedure when working with DSEs (2.19) we show a short
example for a real scalar field with a cubic and quartic interaction. The classical action
















From this we obtain in a straightforward manner the master DSE, based on (2.19),
Γ(1)[φ] = S(1)[φ] +
λ4
2




G · Γ(3) ·G
)
, (2.21)
where λ4 denotes the classical four-point function. Our diagrammatic notation for such
equations in the context of DSEs is introduced in Figure 2.1, based on this (2.21) can be
expressed diagrammatically, shown in Figure 2.2. As discussed previously, the equations
for the elementary correlation functions, i.e. the n-point functions, are now simply ob-
tained by taking functional derivatives of the master DSE (2.21). Taking one derivative,
we arrive at the equation for the two-point function
























The diagrammatic representation of (2.22) is given in Figure 2.3.
Figure 2.3.: Diagrammatic representation of the DSE for the two-point function a scalar
theory (2.22). The diagrams are called tadpole, polarization, sunset and squint,
respectively.
18
2.3. Functional Renormalization Group
2.3. Functional Renormalization Group
In this section we introduce another important tool of Functional Methods, the Functional
Renormalization Group. As for the DSE, it is easiest to motivate the FRG initially by
considering a path integral approach. Heuristically, it provides a functional implementa-
tion of the Kadanoff block spinning idea [51], and its continuum formulation by Wilson
[52, 53]. Technically, it amounts to solve the theory successively by integrating out mo-
mentum shells. To this end, let us consider a path integral measure, where modes of the






exp {−∆Sk[ϕ]} . (2.23)
The suppression factor is suggestively written as a modification of the classical action and







We want the regulator Rk(p) to suppress the propagation of modes with momenta p
2 . k2
and leaves the propagation of modes with momenta p2 & k2 untouched. This is achieved
by requiring the following properties:
1. Suppression of IR modes
lim
p2→0








Rk(p) =∞ . (2.27)
In the limit of vanishing cutoff, k → 0, the regulator is removed and the full theory is
recovered, independent of the choice of the intermediate infrared regularisation. Further
details will be given later after the introduction of the flow equation for the QEA.
The scale dependent generating functional is introduced by substituting the flat measure







− S[ϕ]−∆Sk[ϕ] + J · ϕ
}
. (2.28)
We would like to note that if the original generating functional Z[J ] defined in (2.1) is
finite, then also the IR regularized version (2.28) is finite. However, as previously pointed
out, we do not require a path integral. Mapping the ϕ dependence of the regulator term
to a derivative of the external source it can be introduced as
Zk[J ] = e−∆Sk[
δ
δJ ]Z[J ] . (2.29)
19
2.3. Functional Renormalization Group
The change with lowering the cutoff scale can be expressed as derivative with respect to
the scale k. However, it is convenient to introduce a reference scale Λ, which is typically
taken as the UV cutoff scale, and work with the dimensionless RG-time
t = − log k
Λ
. (2.30)
Please note that the RG-time is more commonly defined without the minus, With this at
hand we get the flow equation for the scale dependent generating functional (2.29)





Zk[J ] . (2.31)
Integrating the theory from some UV scale down to the physical limit k = 0 corresponds
flowing with the RG-time from t = 0 to t = ∞ if the reference scale Λ and the UV scale
are identified. Using (2.24) we can rewrite (2.31) as





δJ(p)δJ(−p) ∂tRk(p) . (2.32)
This is the flow equation for the generating functional Z[J ]. Based on this, it is trivial to
obtain the flow equation for the Schwinger functional, the Polchinski equation [54], from
its definition (2.3)












with a notation similar to the one introduced for the QEA, c.f. (2.8). The splitting into a
two-point function and the one-point function squared in (2.33) is nothing but the splitting
in a connected and a disconnected piece. Please note that the structure of the equation
(2.33) does not change when using a UV instead of an IR cutoff. Finally, we are interested
in the flow equation of the QEA. For this we take a closer look at the term containing the










φ(p)φ(−p) ∂tRk(p) = ∂t∆Sk[φ] , (2.34)
which shows the triviality of this term. Hence its convenient to subtract it from the QEA
and define it as a modified Legendre transformation of Wk[J ]
Γk[φ] = J · φ−Wk[J ]−∆Sk[φ] , (2.35)
which reduces to (2.5) in the full theory after all fluctuations have been integrated out.




= J(x) . (2.36)
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With this at hand, we can obtain the flow equation for the QEA by taking an RG-time
derivative of (2.35) and inserting the flow equation for the Schwinger functional (2.33)













The second term in the bracket in the last term arises from the k-dependence of the current
and the bracket subsequently cancels, as the first moment of the Schwinger functional is
precisely the expectation value of the field. Additionally, we have switched to denoting
the summation over internal degrees of freedom as a trace, which would be momentum
integral in this case. In the last term in (2.37) we have introduced the scale dependent,










k [φ] +Rk . (2.38)











This equation will act as master equation for RG settings considered in this work. To
be more precise, all equations the flow of all correlation functions can be obtained from
(2.39).
2.3.1. Properties of the Wetterich equation
Due to its importance for this work, we would like to discuss it in more detail in the
following.
2.3.1.0.1. Connection to the classical action
Being a differential equation, its important to discuss the initial conditions for (2.39).
This is only done up to renormalization of the cutoff action ΓΛ, which we will comment
on below. Looking at the path integral representation for the QEA, analogously to (2.17),











In the limit of large RG-scales k, the infrared cutoff dominates the path integral and all
other dependencies on the fluctuating field χ can be neglected as subleading terms in an
expansion in powers of said scale k. As a result, the term proportional to δΓk[φ]/δφ drops
out and S[φ+χ]→ S[φ]. Subsequently, the scale dependent QEA reduces to the classical
action at large cutoff scale.
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However, this discussion is actually incomplete, since it ignores subtleties arising from
renormalizing the theory. Since (2.39) is valid at the UV scale k = Λ, the scale dependent
effective action ΓΛ[φ] contains all UV relevant terms in the theory that are allowed by the
symmetries (or breaking of symmetries) of the theory in the presence of ∆Sk, denoted as
SUV[φ,RΛ]. When considering the QEA at vanishing cutoff Γ[φ], it knows nothing about
the UV scale Λ. More generally, it must not depend on the choice of the regulator Rk(p)
and hence we arrive at
δΓ[φ]
δRk(p)
= 0 , (2.41)
which encodes the RG-consistency of the underlying renormalization procedure. In sum-
mary, the scale dependent QEA is closely related to the classical action, but may contain
further operators which have a relevant RG running in the UV. We will refrain here from
going into more details and refer the interested reader to [38, 40, 55].
2.3.1.0.2. Finiteness & momentum locality of flows
We want to briefly comment on the UV and IR finiteness of flows as well as their momentum
locality. The accompanying necessary conditions are listed in (2.25), (2.26) and (2.27).









(p,−p) ∂tRk(p) = 0 . (2.42)
Hence, the regulator needs to decay sufficiently fast for large momenta. Typical regulators,
introduced later, decay either exponentially fast or are identical zero. Therefore, this is
manifestly finite for typical, classical dispersion relations encountered, e.g. p2 for standard
bosonic relativistic theories.
The infrared finiteness of the flow equation for p2 → 0 follows from the fact that the
regulator functions act as a mass for low momenta. Without loss of generality we normalize
regulators to Rk(0) = k











(0, 0) , (2.43)
which makes it obvious that the regulator acts like a mass term in the IR. In particular,
even a massless theory becomes massive at finite cutoff scales. However, this doesn’t
guarantee the finiteness of Γ
(2)
k [φ] + Rk, because Γ
(2)
k [φ] can be negative. In cases with
spontaneously broken symmetry this is also a very common occurrence. Nevertheless, it’s
a operator with positive eigenvalues in the full theory. This can be seen from the fact
that Γ
(2)
k [φ] +Rk is the Hessian of Γk + ∆Sk, which is the Legendre transformation of the
Schwinger functional Wk. Subsequently it is convex with a positive semi-definite Hessian.
Indeed one can show that the flow equation has convexity restoring properties, and a pole
in the propagator cannot be reached, more details can be found in [56].
Finally, we want to briefly comment on the momentum locality of flows. Using a Lorentz
invariant, decaying regulator, it relates to the operator [φ(x)Rk(i∂x)φ(x)], which is not
a relevant operator in the QFTs under investigation. Therefore, it can be seen as a
perturbation of a fixed QFT, compared to momentum independent regulators which relate
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to the operator [φ(x)φ(x)] and hence modify the underlying QFT. This consideration leads
us to a necessary property for functional renormalization group flows that supposedly
integrate out momentum shells in a fixed physical QFT. Such an FRG should lead to
subleading changes of the ultraviolet relevant correlation functions, with an example being
the mass. This momentum locality can be summarised in a relative decay of the flow of
the correlation function ∂tΓ
(n)
k in comparison to the correlation function itself, with Γ
(n)
k





k (p1, . . . , pn)
Γ
(n)




= 0 , (2.44)
see [57] for more details. Note that (2.44) cannot hold for general momentum configura-
tions with p2i →∞ as one has to guarantee that also all momentum transfers diverge. We
also would like to emphasise that (2.44) is a necessary but not a sufficient condition for a
local RG procedure, for more details see [57].
2.3.2. Expansion schemes
In this section we introduce the relevant expansion schemes for this work. Thereby, we are
refraining from giving an overview and focus on the derivative expansion and the vertex
expansion, being among the most popular once. Let us briefly note that a perturbative
expansion is also possible, see e.g. [8].
2.3.2.1. Derivative expansion
The derivative expansion is a standard, and very well-working, expansion scheme for low
energy effective theories. Assuming we are dealing with a fundamental theory where a mass
gap mgap is present, as for example ΛQCD in Yang-Mills theory. In the presence of such a
infrared mass scale we can expand the low energy effective theory with a classical action
Slow[φ], which describes long range phenomena with r & 1/mgap, in powers of p2/mgap.
This certainly valid as long as the physical momentum scales of interest p2 satisfy
p2
m2gap
 1 , (2.45)
an expansion of the quantum corrections about p2/m2gap = 0 is well-defined and should
show good convergence properties. Such a systematic expansion scheme for quantum
corrections, Γ[φ] − S[φ], is called the derivative expansion. For our present approach the
situation is even bettered at least at a finite cutoff scale k the regulator heuristically
increases the mass gap of the theory by
m2gap → m2gap + k2 . (2.46)
This idea can be made even more precise within an investigation of the flow equation.
The regulator derivative cuts by definition the integral off for p2 . k2, where p is the loop
momentum in (2.39). Therefore, the condition p2/k2 . 1 is valid in the loop and conse-
quently (2.45) is approximately fulfilled, with the mass gap given by the renormalization
scale k. In particular, it does not require the presence of a physical mass gap and is also
valid in massless theories. This analysis suggests using rapidly decaying regulators, which
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lead to smaller momentum tails in the flow. However, the Taylor expansion coefficients of
rapidly decaying regulators Rk(p) increase more rapidly with the order of the number of
the derivatives and hence with the order of the derivative expansion. These two conflict-
ing properties have to be optimised for optimising the derivative expansion. A functional
optimisation criterion for any systematic expansion scheme, and in particular for general
orders of the derivative expansion, has been put forward in [38]. Functional optimisation
in terms of an optimisation criterion for the regulator has first been suggested by Litim
in [58, 59], where it led to the Litim regulator as the optimal choice for the zeroth order
of the derivative expansion.
2.3.2.1.1. Example: φ4-theory
As a short example we want to discuss the theory use throughout this chapter, a real scalar
field. The classical action is given by (2.20). At lowest order, the quantum corrections to
Γ[φ] − S[φ] carry no momentum dependence and we are left with a RG-scale dependent








∂µφ∂µφ+ V (ρ) +O(∂2)
}
. (2.47)
Higher orders are obtained by including systematically all possible combinations of gradi-
ents of the field to given order. The present approximation (2.47) is called Local Potential
Approximation (LPA). Note that in (2.47) O(∂2) only applies to the quantum fluctuations,
the classical kinetic term is not dropped. The effective potential V (ρ) contains all powers
of the field, including a mass term and a φ4 term. It is a function of ρ = φ2/2 due to the
Z2-symmetry of the theory under φ→ −φ.
Plugging the ansatz (2.47) into the Wetterich equation (2.39), we have to project onto
the only dynamic coupling V (ρ), and derive an expression for the two-point function
Γ
(2)
k [φ]. Addressing the projection first. As the effective potential is precisely the mo-
mentum independent part, it is obtained by evaluating the scale dependent QEA at a
constant field and dividing out the remaining volume factor. The two point function is
straightforward to derive and reads after going to momentum space
Γ
(2)
k [φ](p, q) = (2pi)
dδ(p+ q) Γ
(2)
k (p) ≡ (2pi)dδ(p+ q)
[
p2 + V ′(ρ) + 2ρ V ′′(ρ)
]
, (2.48)
where primes denote the derivative with respect to the argument. The derivative terms in
(2.48) act like a mass term m2(ρ) = V ′(ρ) + 2ρ V ′′(ρ), the curvature mass. With this at







q2 + V ′(ρ) + 2ρ V ′′(ρ) +Rk(q)
∂tRk(q) . (2.49)
This equation has been at length in the literature and quite a lot of mechanisms arising
in RG flows can already be deduced from (2.49). We will refrain from repeating these
points here, but will comment on them when they are relevant. A detailed analysis can
for example be found in [8] and references therein. For QCD related applications see
e.g. [4, 37, 60–64].
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2.3.2.2. Vertex expansion
The one-loop structure of the Wetterich equation (2.39) and the fact that only the propa-
gator and the QEA appear make it very appealing. In fact, the latter fact gives rise to a
very intuitive expansion scheme, the vertex expansion. Taking derivatives of the left-hand
side of the equation produces immediately equations for the moments of the QEA. Further-
more, this structure is preserved on the right-hand side of the equation. This expansion
has been widely used, see for example: QCD [1, 4, 63–67], quantum gravity [57, 68–75],
condensed matter systems [76–79].
Expanding the scale dependent QEA around a potentially non-vanishing background φ¯,




















where we have the elementary correlation functions of the theory, the 1PI vertices, as
expansion coefficients Γ
(n)
k [φ¯]. Taking derivatives of the Wetterich equation (2.39) gener-
ates a tower of equations the elementary correlation functions. Condensing our notation


































This tower of equations makes their structure already very apparent. In the flow of an
elementary correlation function Γ
(n)
k only moments with at most (n + 2) appear. The
diagram containing the n + 2 vertex is always a tadpole diagram. Furthermore the zero
and one-point function do not couple back in the equation and already suggests the use
of the flow equation for Γ
(2)
k for general fields as the master equation instead of the flow
equation for the QEA.
The tower of equations (2.51) is expected to show good convergence properties, as long
as higher order n-point are suppressed. This can in general be expected, since the equations
for these elementary correlation functions are naturally phase-space suppressed, as it can
be seen from (2.51), as long as they are not present classically. Of course there are loop
holes around this argument, in particular the presence of symmetry breaking or bound
states might enhance higher order n-point function. A prominent example for this is chiral
symmetry breaking in QCD, where the quark four-point function is of utmost importance.
We are left to specify how exactly one truncates (2.50). What is usually referred to as
vertex expansion is obtained by just dropping the limit and cutting the expansion at some
finite N off. For practical reasons this is usually restricted to a not too large number, e.g.
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k , one approximates based on the other correlation functions. This is
for example done in the BMW scheme [80]. However, so far it is not known how different
variants of truncations perform against each other. This is partially due to the fact that
considering all dependencies at the level of N = 4 is already technically non-trivial, see
e.g. [81–83].
We want to close this section with some notes about momentum dependencies. First of
all, in all relevant calculations considered, the n-point functions are in equilibrium and we
assume a homogeneous space-time. Hence, the momentum dependence is constraint, i.e.
any n-point function depends on only n− 1 independent momentum arguments, which is
represented in the notation
Γ(n)(p1, . . . , pn) = Γ
(n)(p1, . . . , pn−1) (2pi)d δ(p1 + . . .+ pn) . (2.52)
Ignoring all but the momentum dependence within this setting for now, it is usually helpful
to make the FRG-analogue of the wave function renormalization explicit
Γ
(2)
k (p) = Z(p)(p
2 +m2) . (2.53)
This parametrization is chosen such that the function Z(p) part carries the anomalous




Additionally, we can use (2.53) to take care fo the renormalization group properties of
vertices by dressing them appropriately







λ(p1, . . . , pn−1) , (2.55)
where we have introduced the form factor λ. The such defined form factor carries the
momentum dependence of scattering processes. A similar parametrization and notation
will also be used in more general theories.
The momentum structure of n-point functions is best expressed in the appropriate
Lorentz invariants, reducing the complexity drastically. Having the momenta p1, . . . , pn,
the last one is of already constraint by momentum conservation. Hence, a set of Lorentz
invariants in vacuum is given by{




with 1 ≤ i < j ≤ n− 1 . (2.56)
For example, for a three-point function this amounts to three invariants and for a four-
point function one gets six invariants. While they form a complete set, they might not
be the best possible choice. A discussion related to the three-point function can be found
in [84] and the four-point function is discussed in [85]. Unfortunately, the resulting phase-
space of n-point vertices is still quite large. Furthermore, external parameters such a
temperature, chemical potential, magnetic fields etc extend the dimension of the phase-
space significantly. This makes the need for approximations thereof obvious. A very
popular and well motivated choice, see e.g. [66, 84, 85] is the symmetric point configuration
defined by
p¯2 = p2i and θ¯ = θij with 1 ≤ i < j ≤ n , (2.57)
where the magnitude of all external momenta is chosen equal.
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2.3.3. Regulator
So far we have only discussed generic properties of the regulator, c.f. Section 2.3.1. In this
section we want to introduce some common choices and illustrate them. For this purpose
it is convenient to introduce some more notation
Rk(p) = p
2 r(xp) = k
2 r˜(xp) with xz = z
2/k2 . (2.58)
While the former parametrization in (2.58) is usually better suited for theoretical discus-
sion, because the prefactor p2 of the shape-function r is directly related to the dispersion
relation of the associated two-point function, the latter is usually better suited for numer-
ical investigations due to the finiteness of limx→0 r˜(x). The two shape functions in (2.58)
are obviously trivially related r˜(x) = x r(x).
One of the most commonly used regulators is the Litim regulator, which was introduced
by Litim in [58, 59] and follows from certain optimization criteria. For a more complete
discussion of the subject see [38] and references therein. The Litim regulator is given by
r˜Litim(x) = (1− x) θ(1− x) . (2.59)
In purely numerical applications sometimes the non-analyticity in (2.59) is unwanted.
Therefore, the smeared Litim regulator is also quite often considered












θ(x− 1) − 1
)
. (2.61)
The sharp (2.61) and the Litim regulator (2.59) lead quite often to analytic flow equations,
adding to their popularity. The next regulator, which is being used in a lot of numerical
applications, is the exponential regulator
r˜Expα (x) =
xα
exp(xα)− 1 . (2.62)
Common choices for the parameter α in (2.62) are α = 1 and α = 2. Also the simple
exponential regulator is used quite often
r˜sExp(x) = e−x . (2.63)
Additionally, we would like to introduce a new regulator which was used in some parts of














where erfc(z) = 1 − erf(z) denotes the complementary error function. Typical values for
the parameter α in (2.64) are at around one. The shape of (2.64) is chosen such that
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r˜ α=1.0Exp (x) r˜ α=2.0Exp (x)
r˜ α=0.1Litim (x) r˜ α=0.5Litim (x)
r˜ α=0.5Gauss(x) r˜ α=2.0Gauss(x)




















(a) Regulator shape function
∂x rα=1.0Exp (x) ∂x rα=2.0Exp (x)∂x rα=0.1Litim (x) ∂x rα=0.5Litim (x)∂x rα=0.5Gauss(x) ∂x rα=2.0Gauss(x)























Figure 2.4.: Shape function and its derivative for typical regulators used in practical FRG
applications.
integrands are peaked with a Gaussian at xp ≈ 1 with the loop momentum being p. The
exponential and Gaussian regulator are quite similar, but the x → 0 behaviour of the
Gaussian regulator is better suitable for numerical applications.
The smeared Litim (2.60), exponential (2.62) and Gaussian regulator (2.64) are shown
in Figure 2.4a and their related derivatives in Figure 2.4b. Please note that Figure 2.4a
shows r˜(x), while Figure 2.4b shows ∂xr(x), i.e. not the direct derivative. However, the
figures show the relevant information of the regulator and its derivative. The regulator
shape function r˜(x) shows how the effective mass is being introduced in the IR, while the
regulator derivative ∂xr(x) shows how the diagram is being regularized in the UV and
integrand is being peaked by regulator additionally.
Apart from the actual shape function, the quality, however defined, of the regulator
can usually be improved upon by dressing it properly. To leading order this is done by
including the wave function renormalization, i.e. Rk(p) = Z(p)p
2r(xp). A more detailed
discussion on this subject can be found in [38].
We would like to comment on the situation with fermions, despite not having introduced
them yet. A good choice is usually given by the following identity, see e.g. [38, 59]






which reflects the different dispersion relations between bosonic and fermionic degrees of
freedom.
Finally, the intricacies arising when considering flows in Minkowski space-time are dis-
cussed in the relevant chapter, Chapter 6.
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2.4. Superfield formalism & generalizations
This part is additionally based on [9].
So far we have only discussed the case of a real, bosonic scalar field. However, the
present setting is easily generalized to generic QFTs. In order to do so, we introduce
a superfield Φa with an index a that collects all indices of the field, including the field
species itself. A contraction of indices therefore also implies integration over space-time.
This space is equipped with a metric γ, which implicitly includes a delta function of the
space-time indices, if present, i.e. its ultra-local. The bosonic part of the metric is trivially
symmetric and for non-mixing fields it is diagonal. While for fermions it is anti-symmetric









for the purely fermionic content Φa = (ψ, ψ¯). The metric has the properties





acγcb = (−1)ab δab , (2.67)
where the minus sign appears for purely fermionic permutations, i.e.
(−1)ab =
{ −1, a and b fermionic
1, otherwise
. (2.68)
This factor appears of course every time fields are commuted. Therefore, it is convenient
to define this sign for multiple pairs of indices
(−1){a1b1,...,anbn} = (−1)a1b1(−1){a2b2,...,anbn} with (−1){} = 1 . (2.69)







F [X] , (2.70)
for some superfield X and a functional F [X]. Indices can be raised and lowered in the
usual fashion in the NW-SE convention, i.e. indices are raised from the left and lowered
from the right. In particular, we will drop the (n) part in Γ(n), if indices are present, as it
is immediately clear which n-point function is considered, given by the number of indices.
Additionally we will drop the k subscript as it should be clear from the context whether or
not the quantity depends on the RG-scale and restore it only when differentiating between
the result at k = 0 and intermediate correlation functions.
With this at hand it is straightforward to repeat the derivations of this chapter. For






where the hat denotes the field operator, similarly to ϕ and φ in Section 2.1. The necessary










2.4. Superfield formalism & generalizations








where R denotes the obvious generalization of the regulator and carries the same indices






Finally, in order to derive equations, we need the derivative of the propagator with respect
ot the expectation value of the field, c.f. (2.14), which is given by
δ
δΦc
Gab = −(−1)acGaiΓicjGjb . (2.75)
This collects all necessary identities to work with Functional Methods in arbitrary theories
involving bosons and/or fermions.
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2.5. Finite density & temperature
The description of phase structures requires the theory in the presence of external pa-
rameters such as temperature, chemical potentials or magnetic fields. In this section we
provide a few details on their introduction into the theory based on a path integral formal-
ism. The parameters we introduce into the theory is restricted to the ones being relevant
for the remainder of this work, i.e. finite density and finite temperature. We assume some
standard notation, in particular for fermions, which can be found in every QFT textbook,
see e.g. [86, 87]
2.5.1. Finite density
Typically, and in particular in QCD, we investigate theories within the Grand Canonical
Ensemble, where the effective action Ω(T, µψ) = Γ[ΦEoM;T, µψ] is the Grand Potential.
The (fermionic) particle number N is the derivative of the grand potential with respect










nψ(x) with nψ(x) = ψ¯γ0ψ . (2.77)
with the fermionic density nψ(x). Equation (2.77) adds a chemical potential to fermions.






/∂ +mψ − µψγ0
)
ψ(x) . (2.78)
In frequency space this amounts to a shift of the frequency into the complex plane
p0 → p˜0 = p0 + i µψ , (2.79)
and the classical fermionic propagator reads in the presence of a chemical potential
Gψ(p;µψ) =
1





p˜ = (p0 + i µψ,p)
/˜p = γ0(p0 + i µψ) + γp .
(2.81)









ψ γ0p˜0 + /p+Mψ
)




where the dressings Zψ, sψ and Mψ are fully momentum and chemical potential dependent.
Additionally, the form (2.82) also holds at finite temperature, with all dressings now also
depending on temperature. The factor sψ takes into account that the spatial and temporal
dressing are different as both density/chemical potential and temperature single out a rest
frame.
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2.5.2. Finite temperature
Instead of given a full account of thermal QFTs, we will restrict ourselves to the Matsubara
formalism, one way introducing finite temperatures. More complete introductions can be
found in the literature, see e.g. [88–91]. In statistical physics one notes that the factor of
inverse temperature β = 1/T is the prefactor in front of the Hamiltonian in the partition
function.
2.5.2.1. Bosonic fields at finite temperature
One views temperature as a finite extend along imaginary times with t = iβ. As a
consequence the fields have to be periodic with extend beta, i.e. ϕ(t+ β,x) = ϕ(t,x) and
the imaginary time direction is compactified to the interval x0 ∈ [0, β). With this at hand
we arrive at the finite temperature path integral





e−ST [ϕ]+J ·ϕ , (2.83)
Where all integrals along imaginary time are understood to be only over the interval [0, β).
Apart from this, the classical action is usually unaltered in applications of interest for this
work. This complicates obviously the process of undoing the Wick rotation and going
back to real times and Minkowski space-time. At this point we refrain from touching this
subject further as it is discussed in detail in Chapter 6 and only state that it is uniquely
possible. As a consequence of this procedure, called Matsubara formalism, all correlation
functions are periodic in imaginary time
〈ϕ(x1) . . . ϕ(ti + β,xi) . . . ϕ(xn)〉 = 〈ϕ(x1) . . . ϕ(ti,xi) . . . ϕ(xn)〉 . (2.84)
Practically, the biggest difference when going to momentum space amounts to the fre-
quency. Due to the finite extend of the imaginary time domain the zero component of the
momentum, called frequency ω = p0, which becomes discrete. This is easily demonstrated




ddx ei (ωnt+px)Gφ(t, ~x) with ωn = 2npiT (n ∈ Z) , (2.85)
where the index β on the integral sign denotes the finite extend along the imaginary time
direction. With p0 → p0 = ωn = 2pinT the integration along imaginary time p0 turns into
a summation over all n ∈ Z.
2.5.2.2. Fermionic fields at finite temperature
The construction is similar to the bosonic one. However, when constructing the necessary
coherent state one finds that the field must be anti-periodic instead of being periodic, i.e.
ψ(t+ β,x) = −ψ(t,x) . (2.86)
Completely analougsly we obtain for the path integral for a fermionic theory







e−ST [ψ,ψ¯]+η¯·ψ−ψ¯·η , (2.87)
with the sources η and η¯. As in the bosonic case, the zero component of the momentum
becomes discrete. In the fermionic case the frequencies are given by p0 → p0 = ωn =
(2n+ 1)piT with n ∈ Z.
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2.5.3. Embedding into Functional Methods
The way we have introduces finite chemical potentials in Section 2.5.1 and finite temper-
ature in Section 2.5.2 makes it very easy to incorporate them into the tools presented in
this chapter. Since both operate essentially on the same momentum component we can
summarise the modifications as










where Φi are components of the superfield Φ and δΦiF is one for a fermionic component and
zero for a bosonic one. Consequently, the Wetterich equation (2.74), the Dyson-Schwinger
equation (2.71) and the Dyson-Schwinger representation of composite operators (2.72) stay
unaltered. One only has to keep in mind that the integration along the zero component




This chapter is in parts based on [8].
The theory of strong interactions, quantum chromodynamics (QCD), has been devel-
oped on the basis of scattering experiments that showed an internal SU(3)-symmetry and
related charges much the same way quantum electrodynamics (QED) shows the U(1)-
symmetry related to the electric charge. The corresponding gauge theory, SU(3) Yang-
Mills theory, is non-Abelian and hence self-interacting, i.e. the (quantized) pure gauge
theory is already non-trivial, in contrast to the U(1)-based QED. The introduction is
given from an FRG perspective, suitable for the use in Functional Methods. In particular,
it does not aim at giving a full introduction to the long history and developments in QCD,
but rather focuses on the non-perturbative sector.
3.1. Non-Abelian gauge theories
We start our discussion of QCD by discussing the pure gauge part or Yang-Mills part of
QCD, a non-Abelian gauge theory with gauge group SU(Nc) with Nc being the number
of colours . This discussion is also used to fix our conventions and to remind the reader
of some key features of a non-Abelian gauge theory. The SU(2) gauge theory has the the
same qualitative features as physical QCD with the SU(3) gauge group, namely asymptotic
freedom and confinement. As it is technically simpler we shall discuss some qualitative
feature in the SU(2) case. Note however, that this SU(2) gauge theory should not be
confused with the weak SU(2) gauge theory in the Standard Model.
As for QED, the classical action of QCD can be derived from the gauge-invariant (min-
imal) extension of the action of a free spin-one particle. The requirement of invariance
of physics under local SU(Nc) or colour rotations with U ∈ SU(Nc) combined with a
minimal coupling, leads us from partial to covariant derivatives
∂µ → Dµ(A) = ∂µ − igAµ , (3.1)
with Aµ ∈ su(Nc), the Lie algebra of SU(Nc), and the gauge coupling g. Accordingly, the
gauge field is matrix valued, and hence gauge fields do not commute with each other. The
latter fact leads to the pivotal qualitative difference between Abelian and non-Abelian
gauge theories, the self-interaction of the gauge field. This property which is responsible
for asymptotic freedom and in turn is also responsible for the rise of the coupling at low
momenta. However, confinement is not simply the presence of a large coupling, this would
still imply a Coulomb force between colour charges. Confinement, in a pure gauge theory,
is linked to a linear potential between colour charges. More mathematically speaking
confinement can be formulated as the existence of the mass gap in pure Yang-Mills theory,
see [16] and references therein. In the present scope this mass gap is reflected by the mass
gap in the gluon propagator.
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3.1.1. Basics of Yang-Mills theories
In this subsection we discuss the heart of QCD, the pure glue theory.
3.1.1.1. Classical action of Yang-Mills theory
Here we introduce the Yang-Mills action and our notation for the gauge group and gauge




a , with a = 1, ..., N2c − 1 , (3.2)
carries the adjoint representation of the gauge group. In (3.2) we have introduced the
generators of the Lie-algebra su(Nc). In the physical case SU(3) the eight t
a are the Gell-
Mann matrices, in SU(2) the three ta are proportional to the Pauli matrices, ta = τa/2
where τa are the Pauli matrices, cf. (3.110).
The generators ta satisfy the commutation relation
[ta, tb] = ifabctc , (3.3)












= −ifabc. Inserting this representation into the general covariant
derivative (3.1), we obtain the covariant derivative in the adjoint representation
Dabµ (A) = ∂µδ
ab − gfabcAcµ . (3.5)
Turning now to gauge transformations U = eiω, with ω ∈ su(N), we demand that the
covariant derivative (3.1) transforms in a covariant manner
Dµ(A)→ Dµ(AU ) = UDµU† . (3.6)
From this we conclude immediately







= UAµU† + i
g
U(∂µU†) . (3.7)





[Dµ, Dν ] = F
a
µνt
a with F aµν = ∂µA
a
ν − ∂νAaµ + gfabcAbµAcν . (3.8)
Defined as the commutator of covariant operators, the field strength tensor Fµν also trans-






U ), Dν(AU )] = UFµν(A)U† . (3.9)
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Figure 3.1.: Diagrammatic representation of the classical Yang-Mills action (3.10).














which is trivially gauge invariant due to the cyclic nature of the trace in (3.10). Clearly,
the action (3.10) with the field strength (3.8) is a self-interacting theory with coupling
constant g. It has a quadratic kinetic term and three-gluon and four-gluon vertices. This
is illustrated diagrammatically in Figure 3.1. As in QED we can identify colour-electric











In contrast to QED these colour-electric and magnetic fields are not observables, they
change under gauge transformations. Only Tr ~E2,Tr ~B2, and Tr ~E ~B are observables.
The latter is related to anomalous chiral symmetry breaking.
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3.2. Quantization and gauge fixing
Having introduced the classical action (3.10) we can now turn to the issue of quantization
and, closely related, gauge fixing. For now we will turn back to a path integral picture,














However, the fundamental problem with (3.12) is the integration over infinite degenerate
configurations due to the gauge invariance, c.f. (3.9). To be more precise, the equivalent
gauge configurations are physically equivalent since they leave the action invariant, and
are called gauge orbit {AU}. In terms of classical correlation functions this is reflected by
the inversion problem of the two point function S
(2)
YM(p), that does not exist due to the
transversality of the two-point function
pµ S
AA




= 0 . (3.13)
Hence, we cannot define even a classical propagator, leave aside a full propagator GA,
the latter been the pivotal ingredient for a FRG approach to gauge theories. In order to
remedy this problem we remove this redundancy via a gauge fixing condition
F [Agf] = 0 , (3.14)
which corresponds to choosing one, up to potential Gribov copies, representative per gauge
orbit. We will leave this issue aside for now and assume the existence of a unique solution
of the gauge fixing condition for each orbit. The gauge of chief interest for the present
work is the covariant or Lorenz gauge,
∂µAµ = 0 . (3.15)
The covariant gauge has the technical advantage that it does not single out a space-time
direction. This property reduces the possible tensor structure of correlation functions and
hence simplifies computations significantly.
For a general gauge condition (3.14) the path integral measure dA in (3.12) can be
split into an integration over physically inequivalent configurations Agf and the gauge
transformations U
dA = J dAgf dU , (3.16)
where J denotes the Jacobian of the transformation and dU is the Haar measure of the
gauge group. Then, the integration over the gauge group factorises, since the action is
gauge invariant, and it can be dropped. The computation of the coordinates transfor-
mation, including the Jacobian J in (3.16), is done using the standard Faddeev-Popov
quantisation. In order to achieve this we insert a one into the path integral
1 = ∆F [A]
∫
dU δ (F [AU ]) ⇔ ∆F [A] = (∫ dU δ [F [AU ]])−1 . (3.17)
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We notice that ∆F [A] is gauge invariant due to the property d(UV) = dU with V ∈ SU(Nc)
of the Haar measure: the Haar measure is invariant under multiplication with a gauge
group element. In order to illustrate the effect of inserting (3.17) into path integral let us







dAdU δ (F [AU ]) ∆F [A]O[A] e−SYM[A]∫
dAdU δ (F [AU ]) ∆F [A] e−SYM[A]
, (3.18)
where all terms are gauge invariant except for the δ-distribution. Hence we can absorb
the U dependence via A→ AU† and as a result the infinite integral over the Haar measure
decouples in the numerator and denominator and the resulting expression is
〈O〉 =
∫
dAδ (F [A]) ∆F [A]O[A] e−SYM[A]∫
dAδ (F [A]) ∆F [A] e−SYM[A]
. (3.19)
In (3.19) the gauge redundancy is eliminated, and dAgf = dA δ (F [A]). This leaves us
with the computation of the Jacobian J = ∆F [A], which we can obtain from a suitable
coordinate transformation
δ
(F [AU ]) = δ (ω − ω1)∣∣det δFδω ∣∣ , (3.20)
where U = eiω. We define the algebra element ω1[A] as
F [Agf = AU(ω1)] = 0 , (3.21)
for which the gauge fixing condition is satisfied. We emphasise again that typically the
solution of the gauge fixing condition is not unique and several Gribov copies exist. Using
the definition (3.17) the resulting expression reads
∆F [A] =





The inverse Jacobian detMF is called the Faddeev-Popov determinant and it can be
computed by considering infinitesimal gauge transformations.
We are left with the specification of the gauge fixing function (3.14). Here we restrict
ourselves to linear gauges,
F [A] = lµAµ , (3.23)
where lµ can be a differential operator, space-time dependent, a constant vector or a
combination thereof. Common choice are
Covariant gauge : F [A] = ∂µAµ (3.24a)
Coulomb gauge : F [A] = ∂iAi (3.24b)
Fock-Schwinger gauge : F [A] =xµAµ (3.24c)
Axial gauge : F [A] =nµAµ (3.24d)
Polyakov gauge : F [A] : A0(x) = Ac0(~x) . (3.24e)
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In the condition for the Polyakov gauge, Ac0 denotes an element of the Cartan subalgebra,
which can be formulated as a combination of gauge fixing conditions, see e.g. [92]. The
general covariant gauge (3.24a) and the Fock-Schwinger gauge (3.24c) have the technical
advantage that they do not single out a space-time direction and therefore reduces the
number of possible tensor structures of correlation functions.
In turn, Coulomb gauge (3.24b), axial gauge (3.24d) and the Polyakov gauge (3.24e)
single out specific frames. For Hamiltonian formulations this singles out the Coulomb,
temporal or Weyl gauge, (3.24d) with nµ = δµ0, as technically convenient gauges. Note
also, that most of these gauges are incomplete, residual gauge transformations are not
fixed. Whether or not a gauge fixing is sufficiently complete for our purposes is decided
with whether or not the propagator, 1/S
(2)
YM and more importantly GA exists.
Seemingly, the Weyl gauge is also useful at finite temperature, density and external
magnetic fields, where a rest frame is already singled out. However, this gauge cannot be
fixed with periodic boundary conditions, the gauge fields are only periodic in t → t + β
up to gauge transformations, the transition functions. Note that otherwise the Polyakov
loop, the Wilson loop in time directions, would be trivial. Trying to make the A0 as simple
as possible, while insisting on periodic fields, we are lead to the Polyakov gauge (3.24e).
We are now in the position to compute the Faddeev-Popov determinant for the case of
general covariant gauges (3.24a). For its computation we consider an infinitesimal gauge
transformation U = 1 + i g ω, where we have rescaled the transformation with the strong
coupling g for convenience. Such a rescaling gives global factors of powers of 1/g that
drop out in normalised expectation values. Then, the infinitesimal variation of the linear
gauge (3.23) with lµAµ = 0 , e.g. (3.24), follows as
F [AU ] = lµAUµ = lµAµ − lµDµω +O(ω2) != 0 . (3.25)





= −lµDµ1 . (3.26)
Its determinant is ∆F [A] in the given gauge, here we show it explicitly for the covariant
gauge, (3.24a), with lµ = ∂µ We assume that −∂µDµ is a positive definite operator and
arrive at
∆F [A] = detM[A] = det (−∂µDµ) . (3.27)
A useful observation is that determinants can be represented by a Gaussian integral. In









We want to use this relation to replace the Faddeev-Popov determinant (3.27) in the
Lagrangian. It turns out that the usual form does not give a useful action or Lagrangian.










3.2. Quantization and gauge fixing
Finally we slightly modify the gauge by introducing a Gaußian average over gauges
δ







leading to the usually considered linear covariant gauges.
In summary, we arrive at the gauge fixed generating functional for Yang-Mills
Z[JA, Jc, J¯c] =
∫
dAdcdc¯ e−SA[A,c,c¯]+JA·A+J¯c·c−c¯·Jc , (3.31)
where the gauge fixed action is given by






















Particular values of the gauge fixing parameter ξ are special, because they simply compu-
tations under certain circumstances. Landau gauge is given by the choice ξ = 0, which is
understood as a limit after equations have been derived. Landau gauge is particularly use-
ful in Functional Methods, because it decouples the longitudinal and the transversal part
of the flow equations. This will be discussed further in Section 3.5. Another useful choice
is ξ = 1, called Feynman gauge, which simplifies perturbative calculations considerably.
Note that the ghost action implies a negative dispersion for the ghost, related to the
determinant of the positive operatorMF = −∂µDµ. However, this is a matter of conven-
tion, we might as well use a positive dispersion, the minus sign drops out for all correlation




In the previous section we have discussed the pure gauge part of QCD. To arrive at the
full theory we have to introduce quarks. The classical action of the quark part is given by
the free action of fermions in the fundamental representation, where the partial derivative
has been promoted to a covariant one, c.f. (3.1). This couples the fermions minimally to
the gluons and the resulting action is given by





i /D +mq + γ0 µ0
)
. (3.33)
The quark field carries a Dirac index, defining a four-component spinor, gauge group
indices in the fundamental representation and flavour indices. The covariant derivative is
diagonal in flavour space, just like the chemical potential. The current quark mass contains
in principle six different values, corresponding to up, down, strange, charm, bottom and
top quark. However, for most applications it is not necessary to consider all flavours, as the
quark masses rise quickly from one flavour to the next, with the exception of up and down
quark. Therefore, we will only consider a 2-flavour setting, where up and down quarks
are assumed to be degenerate, as well as a 2+1-flavour setting, where also the strange
quark is included. Within these approximations all relevant degrees of freedom, for the
problems of interest in this thesis are cover, as the next heavier quark, the charm quark, is
only becomes relevant at scales far above the phase transition temperature in QCD, which
is at 156 MeV at vanishing chemical potential. In turn, the mass of the strange quark
has the same order of magnitude and cannot be neglected for a quantitatively accurate
description. Nevertheless, for quite some applications the underlying mechanics do not
change when the strange quark is dropped. This justifies the 2-flavour approximation,
which is technically in some applications considerably simpler.
Again in analogy to the Yang-Mills action we describe the quantised theory using its
generating functional. The full generating functional of QCD is the straightforward ex-
tension of the Yang-Mills version in (3.31). The quark fields are Grassmann fields because
of their fermionic nature, and we are led to the generating functional
Z[J ] =
∫
dΦ e−SQCD[Φ]+JΦ·Φ , (3.34)
with the super-field Φ, and super-current J ,
Φ = (A, c, c¯, ψ, ψ¯)
JΦ = (JA, Jc, Jc¯, Jq, Jq¯) .
(3.35)
















)2 − c¯a∂µDabµ cb + q¯ (i /D +mq − γ0µq) q
}
. (3.36)
The action (3.35) is shown diagrammatically in Figure 3.2 . For physical observables the
gauge dependence entering through the ghost terms is cancelled by the hidden gauge fixing










Figure 3.2.: Diagrammatic representation of the classical QCD action (3.36).
3.3.1. Flow equations for QCD
With the previous discussion we are finally in the position to derive the flow equation for
the effective action of QCD. The consequences of using a momentum cutoff in a gauge
theory are discussed partially at the end of this section and in the following one Section 3.4.
In fact, working in the superfield formalism, we have the flow equation in a generic form
already available, c.f. (2.74). The only thing left to do is to specify the regulator within
this formalism and carry out the index summations over field indices. As in Section 2.4,












RA 0 0 0 0
0 0 −Rc 0 0
0 Rc 0 0 0
0 0 0 0 −Rq
0 0 0 Rq 0
 . (3.38)
With the generic structure in momentum space
RΦi(p) = PΦi(p)rΦi(xp) , (3.39)
where xp is defined in (2.58). The parametrization (3.39) depends on a dimensionless
shape function, which was discussed in Section 2.3.3. The prefactor PΦi carries the same
index structure as the two-point function of the respective field. For the case of interest in
this thesis, general covariant gauges (3.24a), the generalization is straightforward. After

























It turns out that (3.40) already comprises the general tensor structure of the two-point
functions Γ(2) of QCD in a covariant gauge. For the gauge field it turns out to very useful
to express the tensor structure in terms of the longitudinal and transversal projector
Π⊥µν(p) = δµν −
pµpν
p2








Figure 3.3.: Flow equation of QCD. The orange, curly line represents the full gluon propa-
gator, the dotted line represents the full ghost propagator and the solid line the
full quark propagator. The cross insertion denotes the regulator derivative.
At vanishing field the colour structure is trivial, i.e. δab in the adjoint and δAB in the fun-




























The classical values of the wave function renormalizations are given by Z⊥A (p) = Zc(p) =
Zq(p) = 1 and Z
‖
A(p) = 1/ξ. In a gauge invariant regularization scheme the longitudinal
wave function renormalization Z
‖
A(p) does not receives quantum corrections, guaranteed
by the Slavnov-Taylor Identities (STI). In the FRG framework the regularization breaks
gauge invariance, and the modified STI (mSTI) guarantee Z
‖
A(p)→ 1/ξ only in the limit
k → 0. This will be discussed in detail in Section 3.4.4.





















(p) = Z¯q(p)/p δ
AB .
(3.43)
The modified wave function renormalization Z¯Φi are prefactors here, which are chosen
such that they lead to RG adapted regulators and/or facilitate numerical computations.
Carrying out the summations over field space indices in (2.74), we arrive at the flow




Tr GAA ∂tRA − Tr Gc¯c ∂tRc − Tr Gq¯q ∂tRq . (3.44)
Its diagrammatic representation is shown in Figure 3.3.
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As in the other examples studied before we now have to initialise the theory at a large
momentum scale Λ/ΛQCD  1, deep in the perturbative regime. Thanks to asymptotic
freedom we get an excellent grip on the initial QEA
ΓΛ[Φ] = SUV[Φ] , (3.45)
where SUV comprises all UV-relevant terms. This certainly includes all terms in the











A,Λ ∝ Λ2 . (3.46)
We would like to emphasise that (3.46) does not imply a massive gauge theory. The










= 0 , (3.47)
the longitudinal mass vanishes, as necessary, in QCD. The fate of the transversal mass






> 0 , (3.48)
the transversal gluon propagator has a mass gap. The property (3.48) has profound con-
sequences. For example, it is a necessary condition for confinement at low temperatures
[93–95]. Its generation in Yang-Mills theory and in QCD is not fully settled yet: while a
lot of progress was made in the past two decades in terms of both, conceptual and tech-
nical/numerical advances, it is fair to say that a fully satisfactory consistent computation
of the mass gap has not been achieved yet.
3.3.1.1. Vertex expansion in QCD
The flow equation for the effective action for QCD can obviously not be solved exactly.
In QCD we resort to a systematic vertex expansion, Section 2.3.2, in quantitative ap-
proximations this vertex expansion is enhanced by full effective potentials of multi-quark
interactions at low energies in the form of mesonic potentials. For this vertex expansion
we introduce a general parametrization of the n-point functions Γ(n) with an expansion in







T (i)Φ1...Φn . (3.49)
The coefficients, dressing functions or form factors λ
(i)
Φ1...Φn
encode the dynamics of the
theory. More specifically, they carry the dispersion relations and masses of the theory. For
example, the tensor structures for the two-point functions in QCD are
T (1)AA = p2 Π⊥µν(p)δab
T (2)AA = p2 Π‖µν(p)δab
T (1)cc¯ = p2 δab
T (1)qq¯ = /p1




where the 1 in the quark tensor structures collects the delta function from all indices. With














cc¯ (p) = Zc(p)
λ
(1)
qq¯ (p) = iZq(p)
λ
(2)
qq¯ (p) = Zq(p)Mq(p) .
(3.51)





With the classical tensor structures, which are always the first one, of the three- and four-
point functions, which make up the primitively divergent vertices in QCD, we are able to
define the strong coupling as well. Perturbatively, the coupling agree, independent from










































where p¯ denotes the symmetric point configuration. The strong coupling is marginal in four
dimensions and therefore, these running couplings are two-loop universal. Note that this
universality neither entails universality of ∂tαi beyond one loop with i = c¯cA,A
3, A4, q¯qA,
nor does it imply the same momentum-dependence beyond one loop. More details about
the tensor structures of the different n-point functions are given in Section 3.5.1. Quali-
tative and quantitative features of this are discussed in Section 3.5.
46
3.4. Quantum gauge symmetry
3.4. Quantum gauge symmetry
So far we have only discussed the flow of QCD and mentioned the importance of the
STIs. Additionally, the STIs in the presence of the regulator are of eminent importance
for the existence of the mass gap in the gluon propagator, and hence directly important for
confinement. Consequently we now discuss the manifestation of gauge invariance in the
present gauge fixed approach. We discuss both, the STI that is related to standard gauge
transformations on the fields, as well the BRST (C. Becchi, A. Rouet, R. Stora [96] and
I. V. Tyutin [97]) transformations, that allow us to write the symmetry transformations
in form of an exact derivative. The latter property leads to a purely algebraic form of the
symmetry identity.
3.4.1. Gauge transformations & Slavnov-Taylor identities
Here we restrict ourselves to gauge fixed Yang-Mills theory, as introduced in Section 3.2.
The inclusion of charged matter fields is straightforward. Gauge transformations with









= Aµ + [Dµ, ω] +O(ω2)
cU = UcU † = c− ig [c, ω] +O(ω2)
c¯U = Uc¯U † = c¯− ig [c¯, ω] +O(ω2) ,
(3.54)
where ghost and anti-ghost have been set to transform as tensors under gauge transfor-














One easily sees that
∫
x ω
a(x)δagauge(x)Φ(y) generates the terms linear in ω in (3.54). Note
that (3.54) or (3.55) is not an invariance of the gauge fixed action: while the Yang-Mills
action is gauge invariant, neither the gauge fixing term nor the ghost action is. Still, the
operator δgauge has the form of the operator in the generalised Dyson-Schwinger equation
[8, 38]. The total derivative operator inserted there is δ/δϕ(x)Ψ[ϕ] = δagauge. This is seen














where the derivatives act on everything to the right and we have used that fabb = 0. Let










JΦ · δagaugeΦ− δagauge (Sgf + Sgh)
〉
= 0 . (3.57)
This equation entails that δagauge carries a projection of the shift invariance of the the-
ory represented by the Dyson-Schwinger equations. The generator δagauge carries indeed
the gauge invariance of the theory, this is seen within a restriction to gauge invariant









= 0 . (3.58)
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In (3.58) we have used that in the absence of sources for the ghost and anti-ghost we can
integrate out c, c¯, thus undoing the introduction of the unity inserted by the Faddeev-


















In summary, δagauge indeed carries the underlying gauge symmetry in terms of a projected
(on the gauge fibre) DSE. These projected DSEs, (3.57), are the Slavnov-Taylor identities
(STIs), see (3.59).
While such a representation of gauge symmetry encodes all information, it is not a
symmetry of the gauge fixed theory. It is the latter fact that will lead to loop terms in
the STIs, see the right hand side of (3.59). In other words, the symmetry transformation
looses its algebraic nature on the quantum level. An invariance of the gauge fixed action
requires also the transformation of the gauge fixing itself. This is achieved by the BRST
transformations discussed in the following subsection.
3.4.2. BRST symmetry
We want to give a brief account on BRST symmetry for the current setup. Without much
ado, the BRST symmetry is a combined transformation of the fields Φ = (A, c, c¯) and the
infinitesimal BRST transformation δBRST reads
δBRSTΦ = δλ sΦ , (3.60)
with the BRST generator s acting on Φ and an infinitesimal Grassmann parameter δλ.












and is a Grassmann number. Accordingly, the Grassmann number δλ ensures that the
BRST variations δBRSTΦi are Grassmannian for Φi = c, c¯ and commute with c, c¯ for Φi =
Aµ. In fact, the BRST transformations sΦi of gauge field and ghost are simply gauge
transformations with the Grassmannian algebra element ω ∼ c. The BRST transformation
of the anti-ghost is the shift of the gauge fixing condition that arranges for the invariance
of the gauge fixed action (3.32). While the Yang-Mills action and Dµc are invariant under
the combined BRST transformations of gauge field and ghost, the gauge transformation
of the gauge fixing term, due to Aµ → Aµ + δBRSTAµ, is compensated by the BRST
transformation of the anti-ghost.








and the invariance of the classical action reduces to
sS[Φ] = 0 . (3.63)
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As for the standard gauge transformation, the BRST operator s in (3.62) can be written







where we have again used that fabb = 0. Moreover, (sΦi) commutes with δ/δΦi as the
BRST transformations of the ghost and anti-ghosts are not Grassmanian. This leads us








= 0 , (3.65)
In contradistinction to the projected DSE (3.57) for gauge transformations, the projected
DSE (3.65) carries a symmetry of the underlying gauge-fixed action, see (3.63). This leads
straightforwardly to
〈JA · sA− Jc · s c− Jc¯ · s c¯〉 = 0 , (3.66)
the STI in terms of BRST transformations. Equation (3.66) makes apparent that the
BRST transformations are symmetry transformations, i.e. the equation only encodes the
transformation of the source terms, and hence simply carries the classical, algebraic, BRST
symmetry of Yang-Mills theory in the extended field space. Note however, that the BRST
variations of the fields are quadratic in the fields. This entails in particular, that 〈sAµ〉
and 〈s c〉 involve non-trivial two-point functions in contradistinction to the expectation
values of the gauge variations of the fields.
3.4.2.1. Gauge fixing fermion, Nakanishi-Laudrup field and anti-field formalism
The latter fact seems to imply that we loose the algebraic nature of the symmetry on
the quantum level. A way out of the seeming non-algebraic nature of the STI (3.66) is
the introduction of source terms for the BRST variations of the fields in the generating
functional Z[J ]→ Z[J,Q], with the additional source term
Q · sΦ = QA · sA+Qc · sc+Qc¯ · sc¯ . (3.67)
Then, the non-trivial expectation values 〈sΦ〉 in (3.66) can be represented in terms of
derivatives with respect to the BRST sources Qi with i = Aµ, c, c¯, rendering the STI
algebraic again. However, the source term for the anti-ghost is not BRST invariant,
s2c¯ = 1ξ sF [A] 6= 0, and triggers further non-trivial contributions to (3.66), leading to∫
x
〈




= 0 . (3.68)
In (3.68) we have restricted ourselves to a covariant gauge and have performed a partial
integration, leading to the minus sign in the last term. The form of the STI in (3.68)
makes even more apparent that the invariance under a BRST transformation of the gauge
field and the ghost requires a respective transformation of the gauge fixing condition.
The most elegant resolution for this fact is the introduction of a field for the BRST
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which reduces to the standard gauge fixing term Sgf[A] on-shell, that is on the equation
of motion for B








If we now use this formulation off-shell, the anti-ghost BRST transformation (3.61) is





s ca = −g
2
fabccbcc
s c¯a = Ba
sBa = 0 .
(3.71)
With this at hand, the BRST generator s in (3.71) is now nilpotent
s2 = 0 . (3.72)
Then, the gauge fixed action in Yang-Mills theory reads

























The superfield Φ now also includes the Nakanishi-Laudrup field
Φ = (Aµ, c, c¯, B) . (3.76)
Equation (3.73) is manifestly BRST invariant. The Yang-Mills action is manifestly gauge
invariant and s2ψ is invariant as s is nilpotent, c.f. (3.72). In summary we have
sSA[Φ] = 0 . (3.77)
We emphasise again, that SA[A, c, c¯, B] reduces to the standard gauge fixed action on
the equation of motion for B, see (3.69), SA[A, c, c¯] = SA[A, c, c¯, BEoM]. Within this
formulation the last term in (3.68) is missing, and the anti-ghost term is trivial.
3.4.3. Slavnov-Taylor Identities for the QEA
Compliance with (3.59) or (3.66) guarantees the gauge invariance of observables. However
in computation approaches one usually works with the QEA Γ[Φ]. Recalling the basic




, Jc = −δΓ
δc
, Jc¯ = −δΓ
δc¯
, (3.78)
we are able to translate equations in the usual fashion to the QEA.
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3.4.3.1. STI for gauge transformations
Now we substitute the relations (3.78) into (3.59). We also use that the field dependence
on the right hand side is, linear: 〈δgaugeΦˆ〉 = δgaugeΦ with Φ = 〈Φˆ〉. This leads us to
W [Φ] = 0 with W [Φ] = δagaugeΓ[Φ]−
〈
δagauge (Sgf + Sgh)
〉
, (3.79)
encoding the condition for gauge invariant observables in terms of the QEA. The right
hand side of (3.79) can be written in terms of loop diagrams. As in the DSE this leads to
one and two loop diagrams in classical vertices, full vertices and full propagators.
3.4.3.2. STI for BRST transformations
A more concise representation of the underlying gauge invariance is achieved with the
BRST formulation discussed in Section 3.4.2.1. With the Nakanishi-Laudrup field B and
sources Qi, with i = A, c, c¯, for the BRST variations sΦ, the generating functional reads
Z[J,Q] =
∫
DΦ e−S[A,c,c¯,B]+JA ·A+Jc ·c−c¯ Jc¯+QA sA+Qc sc+Qc¯ sc¯ . (3.80)
Note that the BRST source term
∫
xQc¯ s c¯ corresponds to a source term for B, since
s c¯ = B. As the BRST source terms only involve sΦ, they are invariant under BRST
transformations, s
∫
xQ · sΦ = 0. Accordingly, the STI (3.66) does not change, and reads




δQA · JA −
δZ




= 0 . (3.81)
In (3.81) we have brought all currents to the right. This is possible as either the current
Ji or the BRST-transformation sΦi is Grassmannian, but never both. The QEA is the
Legendre transform of the logarithm of Z[JΦ,QΦ] with respect to the current JΦ, while
QΦ is a spectator,
Γ[Φ,QΦ] =
∫













= 0 , (3.83)

























As a simple example we consider the classical action, Γ = S in (3.83). After a straight-
forward calculation one arrives at sS[φ] = 0, i.e. the BRST invariance of the classical
action.
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which we can use to rewrite (3.83) as
sΓΓ = 0 . (3.86)
Finally, the anti-ghost field appears only linearly in the generating function Z. Utilising
the DSE with an anti-ghost derivative, we arrive at




= 0 , (3.87)






















= 0 . (3.88)
In (3.88) it is evident that the variation of the anti-ghost simply amounts to a gauge
transformation of the gauge fixing term, as it was introduced in the first place.
3.4.4. Modified Slavnov-Taylor Identities
The STIs discussed in the last chapter get modified by the gauge or BRST variation of the
cutoff term, leading to modified Slavnov-Taylor Identities (mSTI). These mSTIs reduce to
the standard ones for a vanishing regulator Rk = 0.
We start with a brief discussion of the mSTI in terms of δgauge. Adding the additional
term to the classical action simply changes the expression on the right hand side of (3.59)
and (3.79). Moreover, due to the modification of the Legendre transform in the definition
of the scale-dependent QEA Γk[Φ,Q] in (2.5). Here we already allow for the general case





, Jc = −δ(Γk + ∆Sk)
δc
, Jc¯ = −δ(Γk + ∆Sk)
δc¯
. (3.89)







as the cutoff term does not depend on the BRST charges Q.
3.4.4.1. mSTI for gauge transformations
We first restrict ourselves to the case Q = 0 with Γ[Φ] = Γ[Φ,Q = 0], and consider gauge
transformations. Hence, (3.79) translates into
Wk[Φ] = 0 , (3.91)
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δagauge (Sgf + Sgh)
〉− (〈δagauge ∆Sk〉− δagauge ∆Sk) , (3.92)
where the last term in the definition of the Slavnov-Taylor operator Wk comes from the
modification of the Legendre transform in the definition of Γk[Φ]. This modification of
the STI can be written in terms of a one loop term similar to the flow equation itself.
Evidently, it is proportional to the regulator and vanishes for Rk = 0, leaving us with the
standard STI (3.79).
3.4.4.2. mSTI for BRST transformations
In the STI on the basis of BRST variations, (3.83), we have to take into account the
missing BRST invariance of the cutoff term in the STI for the generating functional. This




δQA · JA −
δZ




= 〈s∆Sk[Φ]〉 , (3.93)
with Φ = (Aµ, c, c¯, B). Inserting (3.89) for the currents, and (3.90) for the BRST varia-














The right hand side of (3.94) is computed in Section B.1, and gives a term similar to the
loop in the flow equation, see (B.4). We also drop the subscript k again, it is implicitly
understood, and quote




where G is the regularized propagator. The derivation of (3.95) can be found in Sec-









Understanding the mSTIs is of great importance for practical calculations in Yang-Mills.
They provide a set of self consistency equations that are not automatically fulfilled in
truncations and should therefore be monitored closely. Their importance should already
obvious from the statement they encode, the gauge invariance of observables. In particular,
they encode relations regarding the gluon mass gap , as it can be seen in the following.
3.4.4.3. mSTI for the longitudinal gluon mass
Here we discuss a crucially important example for the consequences of the mSTIs, the gluon
mass term. First we recall, that the standard STI entails that the quantum corrections of
the gluon two point function, ΓAA are purely transversal. To that end we take a ghost and
a gluon derivative of the master equation at vanishing regulator Rk = 0, evaluated at the
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= 0 , (3.98)
where we have also used that δΓ/δQc¯ = BEoM = 1/ξ∂µAµ.
The c-derivative of the BRST-variation of the gauge field at vanishing fields and BRST
sources is proportional to pν in momentum space. Since no other Lorentz vector is present,









We immediately conclude from (3.99) that the longitudinal wave function renormalization







This can of course be extended by the use of (3.96), which indicates loop corrections to this
result in the FRG. In particular, it indicates a quadratic RG running of the longitudinal
mass, which is already present at the one-loop level. The result for the longitudinal gluon



































where the shape function of the regulator is chose to be equal for ghost and gluon and the
sign depends on the dimension.
3.4.4.4. QMeS : Derivation
This subsubsection is in parts based on [9].
In order to expand quantum master equations such as the Wetterich equation (2.74),
the Dyson-Schwinger equation (2.71) or the modified Slavnov-Taylor identities (3.96) ef-
ficiently in terms of the elementary correlation functions of the theory. Working in the
superfield formalism introduced in Section 2.4, the procedure to expand these master equa-
tions reduces to the task of taking functional derivatives thereof. This is straightforward to
implement, and we’ve done so in a Mathematica [102] module, called ”QMeS : Derivation”.
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Our main motivation is the systematic investigation of (3.96) within Functional Meth-
ods in order to improve upon the reliability of truncations. For the FRG and DSE its
functionality and usability is quite similar to DoFun [103, 104]. The module is planned on
publishing this module soon.
55
3.5. Yang-Mills in Landau gauge
3.5. Yang-Mills in Landau gauge
Having discussed the theoretical set-up at large, we would like to give a brief overview
of the existing results for correlation functions in Yang-Mills from the FRG in vacuum.
This allows us to discuss some features of these correlation functions that will become
important later.
For this we restrict ourselves to Landau gauge ξ = 0, due the technical simplifications
that come along with this choice. Consequently, Landau gauge is the gauge for which by
far the most results for elementary correlation functions are available.
One of the most important properties of Landau gauge is the decoupling of the transver-
sal sector, i.e. in Functional methods the equations for fully transversally projected corre-
lation functions only depend on other fully transversally projected correlation functions.
This is easily seen from the fact that the gluon propagator is fully transversal in this
gauge. This is not only true in the FRG, but also holds in DSEs and nPI hierarchies, see





















where the indices ⊥ and ‖ denote the correspondingly projected elementary correlation
functions and FunRel denote the appropriate functional relations arising from some master
equation, such as the FRG or DSE. We would like to note, that the longitudinal sector
still depends on the transversal sector and cannot be calculated independently.
3.5.1. Vertex expansion with classical tensor structures
Looking at a vertex expansion in Yang-Mills, c.f. Section 3.3.1, we restrict ourselves to
classical tensor structures. This is already sufficient to get even quantitatively competitive
results and unravel a lot of qualitatively important features. The tensor structures of the
two-point functions, and in this case equivalently also the propagator, are given in (3.50).
For completeness we also state the classical tensor structures of the three- and four-point





(p1, p2, p3) = if
abc(p1)µ . (3.103)





(p1, p2, p3) = if
abc
(
(p2 − p3)µδνρ + (p3 − p1)νδρµ + (p1 − p2)ρδµν
)
. (3.104)
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Figure 3.4.: Diagrammatic representation of the flow equations in a truncation where only
classical tensor structures are taken into account. Permutations of diagrams,
with respect to neither external momenta or regulator insertions, are not
shown. Figure taken from [106].
For calculations we have to project onto the coefficients of the these tensor structures, i.e.
we are looking for an projection operator P with the property
P(i)Φj1 ...ΦjnΓ




where dressing functions λ are defined in (3.49). Within a truncation that takes only
classical tensor structures into account, this turns out to be trivial. Since there is only a
single tensor structure around for each vertex we can simply take the projection operator
proportional to the tensor structure itself P(i)Φj1 ...Φjn ∼ T
(i)
Φj1 ...Φjn
and calculate the nor-
malization. Note however, for a tensor basis of an n-point function with more than one
element this results in a coefficient matrix that has to be inverted. The diagrammatic set
of equations is shown in Figure 3.4.
A crucial point in these calculations concerns the initial values of the scale dependent
QEA. The value of the vertices are fixed via the STIs, i.e. the dressings are initialized
momentum independent and adjusted such that the aliases of the strong coupling (3.53)
agree perturbatively, see e.g. [66]. More delicate is the transversal mass, which is not
present in the classical action S, but as a relevant coupling, is present in ΓΛ. We refrain
from a full discussion on this issue here and refer the interested reader to [8, 106] and
references therein. Summarized, we require a mass gap gluon propagator in Landau gauge
as a necessary condition for confinement. In particular, the gluon has to be gapped
relative to the ghost. As we have seen in Section 3.4, the longitudinal gluon propagator
does not receive any quantum correlations, so a mass gapped transversal gluon mass
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(b) Ghost propagator dressing.
Figure 3.5.: Dressings of the propagators in Yang-Mills theory. Our scaling solution ob-
tained with the FRG in the symmetric point approximation with only classical
tensor structures is compared to the Lattice results from [107]. Note that a
comparison in the deep IR does not necessarily make sense due to the issue
of non-perturbative gauge fixing [108].
















where the scaling coefficient is constraint in four dimensions to 1/2 < κ < 1. It has been
shown, that a constant ghost-gluon vertex in combination with a scaling ghost propagator
is sufficient to introduce the necessary splitting. On the other hand, the so called decoupling









Zc(p) ∼ 1 .
(3.108)
However, so far it is not clear where the necessary irregularity is generated in this IR
scenario. For potential resolutions of this missing irregularity, see [66] and references
therein. We will comment more on both scenarios in Section 6.4.
Practically, one finds a non-trivial behaviour of the physical mass gap m2⊥ as a function
of the initial mass m2Λ. A diverging mass parameter is identified with the scaling solutions,
while the non-trivial minimum is identified with the decoupling scenario.
The dressings of the propagators are shown in Figure 3.5, where the maximum in the
gluon propagator, called backbending, is of utmost importance for confinement, for a dis-
cussion from a Euclidean perspective see [66] and references therein. We will comment on
this later in Section 6.4. A comparison with the Lattice results of [107] is not necessar-
ily useful in the deep IR due to the issue of non-perturbative gauge fixing, see [108] and
references therein.
Please note that the figures Figure 3.5 where created by the author of this thesis as part
of redoing the work done in [66] as preparation for other projects.
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3.6. Low energy effective theory of QCD
Having discussed Yang-Mills at large in the two previous sections, we now turn to the
matter part of QCD. In this section we want to give a brief summary of chiral symmetry
breaking and the emergence of low energy effective degrees of freedom from an FRG
perspective.
The electroweak sector of the Standard Model leads to current quark masses for the up
and down quarks of a couple of MeVs. However, when looking at the bound state spectrum
of QCD, in particular protons and neutron, one would estimate an effective constituent
quark mass in the range 300 − 400 MeV. The mechanism behind this mass generation is
known as chiral symmetry breaking and can be explained already in Nf = 2, i.e. neglecting
heavier quarks. Additionally, we will only discuss vacuum, the story is significantly more
complex at large chemical potentials. More complete accounts of the pivotal role of the
four-quark coupling in the low energy sector of QCD can be found in [28, 63, 64, 120–122]
and references therein.
As we have seen before, generically all n-point functions are being generated by the
flow. In particular also non-classical vertices such as the four-quark, which is also called
four-fermi, coupling. This coupling is seeded by the quark-gluon interaction, already on
the one-loop level. Its the rich structure of the emerging four-quark interaction that gives
rise to a lot of interesting phenomenology in the low energy sector of QCD. In vacuum the
by far most relevant channel that is being generated it the scalar-pseudoscalar channel.
Luckily, this channel also allows for a relatively simple analysis. The full momentum
and tensor structure of the four-quark interaction is extremely complicated has not been
resolved so far, despite being relevant at large chemical potentials. Taking the coupling
momentum independent, i.e. a point-like interaction, one finds for the relevant coupling








(q¯q)2 − (q¯γ5τ q)2
]
+ . . . , (3.109)
which holds for massless quarks in the two-flavour case, i.e. the chiral limit of the Nf = 2























where k is the RG scale in the sense of the FRG. Based on their quantum numbers, the
terms in (3.109) can be identified with the sigma meson and the pions respectively. In
the following we will make this explicit, by introducing an auxiliary field that we can
approximately identify with the respective particles.
Additionally, the flow of the coupling λq contains a term with ∂tλq ∼ λ2q , see e.g. [65,
123], and therefore the possibility of a resonance in this channel is given. It turns out
that this resonant behaviour indeed happens and is precisely the mechanism behind the
dynamical mass generation. Detailed discussion about this mechanism can be found
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in [41, 63, 65, 123] and references therein. In practical terms, this resonance can be
absorbed into auxiliary fields, this process is called Dynamical Condensation or Dynami-
cal Hadronization, which we will introduce in the following.
3.6.1. Dynamical Condensation
The concept has originally been introduced in the FRG as rebosonization in [124]. There,
the Hubbard–Stratonovich transformation [125, 126] of the scalar and pseudoscalar bilinear
fermionic operators into the scalar and pseudoscalar mesonic sigma σ and pion pi fields
has been discussed. The transformation is done in a scale dependent way, such that the
four-quark coupling λq says identical to zero and does not get regenerated during the RG
flow. A first application to the current context of chiral symmetry breaking in QCD can
be found in [127] and an extensive discussion on the subject can be found in [128]. The
set-up in these references, as well as in [129, 130] can be understood as a scale dependent
version of the Hubbard–Stratonovich transformation. However, conceptually, it removes
the respective channel from the full QEA and not the classical action.
This concept has been generalized in [38] that allows for the introduction of generic
composite operators, beyond the quadratic or bilinear limitation in the aforementioned
approaches. It has been applied to chiral symmetry breaking in [28, 63, 65, 106]. In this
approach one introduces sources for the composite operators, that are then defined only
implicitly via their flow. The universal applicability to general bound state, resonance
or condensation phenomena is responsible for its modern naming convention of Dynami-
cal Condensation or, in the context of QCD, Dynamical Hadronization.





the associated currents Jϕ. We now introduce the cutoff-dependent composite field φˆ[ϕ]






where we have also introduced the combined super-current J = (Jϕ, Jφ). The cutoff term
in (3.112) also contains a cutoff term for the composite field and reads in terms of the






The Legendre transform then simply reads the same as in (2.35). The resulting QEA is
the first principle one in the following sense





= 0 . (3.114)
On the equations of motion we have Jφ = 0 and the generating functional Z[J ] reduces to
Z[Jϕ]. We also emphasise that the elementary correlation functions of the fields contained
in ϕ are obtained by taking the respective field derivatives of the condensed effective action
after the equation of motion of φ is used, i.e. φEoM[ϕ] depends on the fundamental fields ϕ
and is therefore hit by ϕ derivatives. After some manipulation one finds, see e.g. [8, 28, 38]
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is also precisely the one at our disposal and can be used to absorb unwanted resonant
couplings. Please note that we then fix the expectation value of the flow of the composite
operator, not the composite operator itself, nor its derivative. This procedure requires
that the choice for ∂tΦk[Φ] is consistent with being an expectation value. Additionally,
we would like to note that intricacies can arise if one-point functions are present in the
transformed QEA, for a detailed discussion see [28]. If we would like for example to capture
the resonance arising in (3.109) we would choose the function ∂tΦk[Φ] such that it has an
overlap with q¯(x)q(x) and q¯(x)γ5τ q(x). This will be used in practice in Section 5.2.
In summary, the outlined procedure can be used to introduce low energy effective the-
ories on a rather rigorous level, if all other possibly resonant interactions are monitored
and the correct low energy degrees of freedom are identified. In the context of QCD this
has been applied in [4, 28, 65] do make direct contact between the fundamental degrees of





This chapter is in parts based on [5] and [10].
In Chapter 2 we introduced Functional Methods and in particular the Functional Renor-
malization Group. Here we focus on systems that are usually described well within a
derivative expansion. Truncations of the underlying functional partial differential equa-
tion within this framework usually result in system of convection-diffusion equations for
the description of phase transitions, c.f. Section 2.3.2. Despite their successful investigation
in a tremendous amount of theories, their numerical treatment with non-analytic solutions
has so far not been studied in detail. In turns out that this situation is relevant in the
vicinity of a first order phase transition, which demands the usage of suitable numerical
tools. The leading order equations within such truncations governing the Renormalization
Group (RG) evolution can be cast into a conservative form, which is very similar, in some
aspects, to the equations studied in hydrodynamics and in general, mathematical physics.
This already suggests the use of suitable numerical techniques, incorporating e.g. the
directed flow of information.
Equations of this type generally lead to the formation of a discontinuity in the solution.
Therefore, the applied numerical scheme has to be able to handle non-analyticities in an
appropriate manner. A standard and robust choice is the Finite Volume (FV) scheme,
where the equations are solved in a collection of small volumes. Schemes of this type
are capable of treating discontinuities in a stable manner. However, they are lacking
in accuracy, since it is challenging to adopt higher order formulations while preserving
numerical stability. On the other hand, Pseudo-Spectral methods are designed to have
an arbitrarily high order accuracy, since the solution is obtained in a functional space
spanned by a suitable basis. However, non-analyticities in the solution usually lead to
spurious oscillations, which may ruin the stability of the scheme. Discontinuous Galerkin
(DG), introduced in [131–135], schemes utilize the strengths of both methods. The domain
is decomposed in small volumes; therefore, discontinuities are well treated, and the solution
is approximated locally within an appropriate basis to achieve high accuracy. The demand
for high accuracy in FRG calculations, combined with the convection dominated nature
of the equations, makes DG schemes a natural choice.
Having discussed the FRG at large in Chapter 2 and Chapter 3, we would like to remark
that in practice, the partial different equation part of the resulting equations for a given
ansatz are usually non-linear convection-diffusion equations. During the most part of the
flow, these equations are also convection dominated, since (2.39) is already designed to be
dominated by a single scale, set by the RG-time t, in all quantities. We will come back to
this point in Paragraph 4.2.2.2.2. Additionally, in our application to the O(N)-model in
the large N limit, c.f. Section 4.2, this becomes exact, i.e. it the resulting flow equation is a
convection equation, c.f. (4.4). Moreover, it can be cast into a conservative form, therefore
we will restrict the introduction to DG methods in some parts to conservation laws to keep
it simple. Having the equation in a conservative form is particularly convenient, since it
allows us to understand how a jump discontinuity in the solution forms and propagates.
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Therefore, we start this section with a brief introduction to DG schemes.
4.1. Discontinuous Galerkin methods
We review some basic facts about DG schemes following [136], for simplicity we restrict
ourselves to one spatial dimension. For an introduction to foundations of numerical meth-
ods for PDEs, that DG schemes build upon, e.g. Finite Element and Finite Volume
Methods, the reader is referred to [137–139].
The problem is considered over a domain Ω, with boundary ∂Ω, approximated by a
computational domain Ωh, composed by K non-overlapping elements D
k




The approximate solution is then represented by
u(t, x) ' uh(t, x) =
K⊕
k=1
ukh(t, x) . (4.2)











i (x) , (4.3)
where the first version is the modal expansion, expressing the solution in terms of a
local polynomial basis ψn(x). The second approximation in (4.3) is referred to as nodal
expansion, which introduces N + 1 grid points xki and l
k
i (x) is the associated Lagrange
polynomial. For calculations we use the usual Legendre basis in the modal expansions and
the Legendre-Gauss-Lobatto quadrature points as grid points in the nodal expansion. A
few more details are given in Section A.1.
The main task at hand is to solve the conservation law, which turns out to be the
relevant form of the equation in our application, posed as an initial value problem
∂tu+ ∂xf(u) = 0 , (4.4)
where we assume the flux f to be convex and it may also depend on the time t. We now











ψn dx = 0 , (4.5)
i.e. the space of test functions for which we require the orthogonality of the residual of
the equation is chosen to be the same as the function space of the solution approxima-
tion. Choosing test function space and the function space of the solution equal is called
Galerkin method, hence the name Discontinuous Galerkin methods. Additionally, due
to the disconnected nature of the approach, (4.5) has still more degrees of freedom than
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f∗ · nˆ ψn dx ,
where we have already replaced the flux on the right-hand side with an approximation
thereof, the numerical flux f∗, discussed below. In the one dimensional case the element
boundary ∂Dk consists of two points and the outward pointing normal vector is nˆ = ±1.






















which we also use throughout this work for all numerical calculations. It is important to
stress that the solution is only defined element wise. The value of the flux at the boundary
is not necessarily equal to the value of the flux on a boundary node, but depends on the
solution of all elements sharing that particular intersection, i.e. two in one dimension.
Therefore, the numerical fluxes are define on each intersection and depend non-trivially
on the value of the approximate solution on all adjacent elements. Specifying the numerical
flux closes the set of equations. For the case of a scalar conservation law one can rely on
the results for the choice of numerical fluxes obtained in Finite Volume Methods, where
the subject has been studied extensively, see e.g. [136, 138]. The main requirements are
consistency, i.e. f∗(u, u) = f(u), and monotonicity. We will refrain here from a more
detailed discussion on numerical fluxes and rather state that we work with the Local
Lax-Friedrichs flux [140] given by
f∗(u−h , u
+




where an index − denotes the interior information of the element while an index + denotes







[[u]] = nˆ−u− + nˆ+u+ . (4.9)




which is related to the fastest propagating mode. To be more precise, the numerical flux
also ensures the convergence to the correct result in situations where discontinuities are
present, i.e. it ensures the convergence to the correct solution. This solution can be
interpreted as being fixed by an entropy condition or as the inviscid limit of the equation
with an infinitesimal viscosity term.
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Additionally, boundary conditions have to be specified for all inflow boundaries, given
by nˆ · (∂uf) < 0.
Finally, we would like to note that (4.7) can be written as


















j (x) dx . (4.12)
In the usual manner, the discretized operators (4.12) are calculated for a reference element
and the appropriate mappings to the actual elements invoked.
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4.2. Scalar O(N →∞)-theory
The first theory we would like to investigate within this formalism is a O(N)-theory in
the large N limit, due to the technical simplifications arising in this limit.
4.2.1. O(N)-theory preliminaries
We consider the O(N) model in d-dimensional Euclidean space-time. The field can be









2 + V (ρ)
}
, (4.13)
where V (ρ) is the interacting potential. The O(N) symmetry acts on the fields as an
orthogonal transformation φa → Oabφb. Consequently, the O(N)-invariant terms are
those constructed by the modulus of the fields φaφa. Given this symmetry, the potential
is restricted to depend only on O(N)-invariant terms, namely the combination ρ = 12φaφ
a.
This quite simple model can nevertheless describe an immense variety of physical system at
different energy scale, from the Higgs sector of the standard model to the phase transition
in ferromagnets. The O(N) model is the prototype used to investigate phase transition in
different type of systems. For N = 4 and d = 4 the model describes the scalar sector of
the standard model (at zero Yukawa couplings). It also captures the essential features of
the chiral phase transition in QCD in the limit of two flavours. Moving to lower energy
scales, N = 3 corresponds to the Heisenberg model that describes the phase transition of
a ferromagnet. In condensed matter, i.e. d ≤ 3, there are many other application of the
O(N) model, as for example N = 2 can describe the helium superfluid phase transition or
N = 1 is the liquid-vapour transition. The motivation for the wide range of applicability
of such a simple model comes from the universal behaviour of physical systems close to
a phase transition; under these circumstances the microscopic details of a system are not
important, only a few characteristics like the underlying symmetry govern the physics
close to the phase transition.
For this reason, the O(N) model is the perfect prototype to understand relevant mech-
anisms that govern a phase transition.
4.2.1.1. Flow equations
To derive flow equations, we need to truncate the effective action, i.e. we need to choose
an ansatz. Here we work in a derivative expansion, i.e. we expand the action in terms
of gradients of the field, c.f. Section 2.3.2. The zeroth order of the expansion is usually
referred to as Local potential approximation (LPA). For our intended purpose, i.e. N  1,









2 + V (t, ρ)
}
, (4.14)
where V (t, ρ) is the effective potential, which depends only on the RG-time as well as
the O(N) invariant ρ = 12φaφ
a. Having specified the ansatz for the effective action we
can derive a PDE for the effective potential by evaluating the right-hand side of (2.39).
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ab (t, ρ, p) =
[
p2 + V ′(t, ρ)
]
δab + 2ρV
′′(t, ρ)δaNδbN , (4.15)
where we introduced the shorthand notation V ′(t, ρ) = ∂ρV (t, ρ) and specified the field
direction where it can acquire a non-vanishing expectation value. Plugging (4.15) into
(2.39), using a regulator that’s diagonal in field space, and carrying out the trace up to
the momentum integral one obtains
















As regulator we chose the usual Litim regulator (2.59), which provides the optimal [59]
choice in LPA. Additionally, we rescale ρ and V (t, ρ) with factors of 1/N − 1,
ρ→ (N − 1)ρ (4.17)
V (t, ρ)→ (N − 1)V (t, ρ) ,
which allows for easy access to the large N limit. Putting (4.16), (2.59) and (4.17) together,
the integration becomes trivial and we arrive at the flow equation for the effective potential
∂tV (t, ρ) =−Ad(Λe−t)d+2
(
1






(Λe−t)2 + V ′(t, ρ) + 2ρV ′′(t, ρ)
)
,
with Ad = Ωd(2pi)
−d/d and Ωd = 2pid/2Γ(d2)
−1 is the volume of a d−1 dimensional sphere.
Please note that Γ denotes only in this context the usual Gamma function. Due to the
rescaling (4.17) it is very easy to go the limit N  1, i.e. we drop the last term in (4.18)
∂tV (t, ρ) = −Ad (Λe
−t)d+2
(Λe−t)2 + V ′(t, ρ)
. (4.19)
Before doing calculations we still have to fix the dimension d as well as the initial UV-scale
Λ in (4.19). For the dimension we chose d = 3, enabling us to investigate phase transitions
of first and second order. The choice of the UV-cutoff is completely arbitrary and therefore
we chose Λ = 1 a.u.. Where a.u. denotes arbitrary unit, and consequently all dimensionful
quantities are rescaled by appropriate powers of Λ to make them dimensionless in a prac-
tical manner, but not from an RG perspective. To keep the notation concise, the rescaled
quantities are not denoted in a different manner but are understood dimensionless for the
remainder of this work. This theory has been studied extensively within the FRG, see e.g.
[142–144].
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4.2.1.2. Numerical treatment
The flow equation (4.19) is non-linear, since the derivative of the potential with respect
to the field expectation value appears on the right-hand side in a non-linear manner.
However, for numerical purposes, and to apply DG schemes, its preferable to formulate
the problem in conservative form. As V (t, ρ) is related to the zero-point energy of the
underlying QFT, its equation should not depend on itself, as it is already the case in
(2.39), and consequently also in (4.19). As a direct consequence, the first derivative of
the potential is a conserved quantity, in the sense of (4.4). Therefore, we introduce the
derivative of the potential as new variable
u(t, ρ) = ∂ρV (t, ρ) , (4.20)
as well as the flux




Because all derivatives of a solution of a PDE must also satisfy the PDE, we can take a
derivative of (4.19) to obtain an equation for the derivative of the potential u, which is
easily expressed in terms of the flux (4.21)
∂tu+ ∂ρf(t, u) = 0 . (4.22)
Therefore, we are left with the task of solving a scalar conservation law with a flux that
depends explicitly on the RG-time, allowing us to make immediate use of the spatial
discretization presented in Section 4.1. As boundary condition we need to specify the flux
at large field values, the inflow boundary. However, in this case it is naturally suppressed
for physical initial conditions, c.f. (4.21). Therefore, we have fixed the flux at the boundary
to a flux with the initial derivative of the potential. Additionally, we have verified explicitly
that we obtain numerically equivalent results by setting the flux to zero at the boundary.
Both cases are therefore sufficiently close to the true boundary conditions, i.e. fixing the
flux to the initial conditions at infinite field values. It is noteworthy that the flux (4.21)
is convex for all RG-times. Additionally, we would like to note that the weak formulation
has already been used in the context of the FRG in [145].
The time dependence is treated with the method of lines, i.e. we use the usual machinery
of ordinary differential equations (ODE). Preferably one uses a suitable explicit scheme
in this context as numerical stability can be ensured, when the size of the time steps
respects the associated Courant–Friedrichs–Lewy (CFL) condition, see e.g. [136]. The
condition states that stability is ensured as long as the physical light cone of the system is
contained in the numerical one, see e.g. [139]. Therefore, it is related to the propagation of
information and is bounded by the physics of the system, e.g. in relativity it should always
be less than the speed of light. However, the equation encountered here is quite peculiar
from this point of view since the characteristic speed of information ∂uf is not bounded
and time dependent. As we will show in section Paragraph 4.2.2.2.2 in the limit t→∞ the
wave speed generally diverges exponentially fast for a subdomain. Therefore, the time step
required by the CFL condition also decreases exponentially fast and becomes infeasible
in this region. This can be circumvented using implicit methods, and we resorted to the
family of Backward Differentiation Formula (BDF) methods, where we used SUNDIALS
[146] through its Mathematica interface [102]. Additionally, we have compared our results
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for all qualitatively different solutions to a strong stability persevering scheme Runge-
Kutta scheme [147], with a time step chosen through the CFL condition.
The numerical schemes outlined here are generally applicable, in particular also to
future applications in relativistic hydrodynamics [139, 148–152]. Additionally, the high-
performance aspects of DG methods, see e.g. [153–155], are a promising perspective for
complex FRG settings, where the computational complexity grows fast.
4.2.2. Results
4.2.2.1. Riemann problem
The Riemann problem is a well-known problem, usually studied in fluid dynamics, and
is designed to understand how discontinuities arises and evolve. It consists of finding the
solution to the PDE at hand with piecewise constant initial condition
u(0, ρ) =
{
uL ρ ≤ ξ0
uR ρ > ξ0
. (4.23)
Where we restrict ourselves to the case uL/R ≥ 0, due to the possibly divergent flux
(4.21) otherwise. For these initial conditions, the solution will either develop a shock
or a rarefaction wave, depending on whether the characteristic curves intersect or not,
respectively. For our problem at hand, i.e. equation (4.22) together with the flux (4.21),
information is propagating from large ρ to small ρ, therefore we will have a propagating
shock when uL > uR, and consequently a rarefaction wave when uL < uR.
4.2.2.1.1. Analytic investigation
For the case of a propagating shock the position ξ of it must satisfy the Rankine-Hugoniot







where the difference bracket is defined in (4.9). Since the flux (4.21) doesn’t depend on field
space the solution will trivially stay piecewise constant. From (4.24) it can immediately
be seen that the speed of shock is time dependent and exponentially suppressed for large
times, since it is the case for the flux (4.21), independent of the values of uL/R. The
differential equation (4.24) can be solved analytically, where we employ as initial condition
ξ(t = 0) = ξ0. The solution of (4.24) together with (4.21) in d dimensions is
ξ(t) = ξ0 +Ad
Λd

























where F˜2 1 (z) = F2 1 (1,−d2 , 1− d2 ,−z) and F2 1 is the Gaussian or ordinary hypergeomet-
ric function. Specifying to d = 3, Λ = 1 and uR = 0 it is possible to simplify (4.25)
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We have chosen the specific value of uR = 0, because it will be the situation encountered
later in the case of a first order phase transition, c.f. Section 4.2.3. The form (4.26) gives
us access to the infinite RG-time limit






Therefore, the shock freezes in at large RG-time, and it does so exponentially fast at late
times. Where the latter statement can be seen from the expansion of the cot−1 term in
(4.26).
Having discussed the analytic case of a shock wave, we turn now to the case of a rar-
efaction wave, i.e. uR > uL. From the perspective of the characteristic curves, the one at
the left boundary is moving faster than the one on the right boundary. Compared to the
previous case, here the characteristics aren’t overlapping, but rather there is a lack of char-
acteristics. Nevertheless, the problem admits a unique solution, but unfortunately due to
the explicit time dependence of the flux (4.21), the explicit solution cannot be constructed
in the usual manner. The speed of the boundary points ξB however is directly related to



































Similarly, as for the case of a propagating discontinuity (4.25), the propagation of the
boundaries of the rarefaction wave is also exponentially suppressed and only propagates
a finite amount in field space. This can easily be inferred from (4.28) for d = 3. Since we
did not encounter any rarefaction waves during our investigation of first and second order
phase transition, c.f. Section 4.2.3 and Section 4.2.2.2, we will refrain from an in-depth
discussion at this point.
4.2.2.1.2. Numerical investigation
Having discussed the solution of the Riemann problem at length from an analytic point
of view in Paragraph 4.2.2.1.1, we now turn to its numerical investigation. Here it is
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(b) Effective potential V (t, φ)
Figure 4.1.: RG-time evolution of u(t, ρ) for the Riemann problem (4.29). The dots repre-
sent the analytic result of the position of the shock (4.25) and the boundaries
of the rarefaction wave (4.28). The numerical results were obtained with
K = 1500 elements and a local accuracy of order N = 3. The results for the
derivative of the potential were post-processed with a minmod limiter.




0.1 0 < ρ < 0.02
0 0.02 < ρ < 0.05
0.1 ρ > 0.05
. (4.29)
The solution to the initial conditions (4.29) will evolve a shock in the solution from the
jump at ρ = 0.02 and a rarefaction wave for the jump at ρ = 0.05. Our results are shown in
Figure 4.1. The derivative of the potential u(t, ρ), which is resolved numerically, is shown
in Figure 4.1a and the corresponding effective potential, obtained by integrating, in Fig-
ure 4.1b. We find the expected agreement with the analytic results of Paragraph 4.2.2.1.1.
For the calculation we used K = 1500 equally sized elements in the domain 0 ≤ ρ ≤ 0.08
with a local interpolation order of N = 3 and evolved up to the RG-time t = 3. This
upper RG-time is already relatively close to the infinite RG-time limit, i.e. the position
of the shock as well as the rarefaction wave are effectively frozen in. During the RG-
time evolution inevitably spurious Gibbs oscillations will form. Here we simply chose to
keep them at a minimal level by using a considerable amount of degrees of freedom and
post-process the results with a simple minmod limiter, see e.g. [136], but remnants of
the oscillations can still be seen in Figure 4.1a. Nevertheless, it should be noted that the
result still maintains it spectral accuracy, see e.g. [156], i.e. point wise convergence can be
recovered from the numerical result. This is done partially by integrating the result within
our polynomial basis, which removes all oscillations, c.f. Figure 4.1b, which is obtained
from the result without a limiter. However, for future application we will consider the use
of a limiter or utilize a shock capturing scheme, since the numerical approximation of the
derivative of the potential u(t, ρ) must become positive semidefinite in the large RG-time
limit to avoid potential problems due to an artificially divergent flux.
4.2.2.2. Second order phase transition
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(a) Derivative of the effective potential u(t, ρ)
t = 0.00 t = 1.00 t = 1.75
t = 2.50 t = 4.00
Method of characteristics
Discontinuous Galerkin















(b) Effective potential V (t, φ)
Figure 4.2.: RG-time evolution for the second order problem (4.30) for λ2 = −0.1. The
full lines are a semi-analytic result obtained by the method of characteristics,
while the hexagon dots are the respective results obtained by a numerical
simulation with K = 30 elements and a local accuracy of order N = 5.
We now turn to the initial conditions usually considered in the context of the O(N)-model,





This is the case usually studied in the literature and it is well known that the classical
action (4.30) leads to a second order phase transition as a function of λ2 for a given positive
λ4. As our main interest is the investigation of a second order phase transition we restrict
ourselves here to λ4 = 1 for the remainder of the section. Additionally, we could always
rescale the fields to have λ4 = 1 in this case, since (4.30) has only two free parameters.
Utilizing the method of characteristics, for details see Section B.2, it is easy see that local
minima are shifted during the flow






which is independent of the initial conditions. Combining (4.31) with the initial potential
(4.30), the flow of the effective potential inherits a second order phase transition.
The RG-time evolution of the effective potential for the case of a finite expectation value,
with initial value λ2 = −0.1, is shown in Figure 4.2b. To illustrate the behaviour of the
individual nodes during the RG-time evolution we have used only a moderate number of
elements, i.e. K = 30, and a local approximation order of N = 5. However, the elements
are not equally sized, but here we already utilize one of the strengths of the DG approach
and half of the elements are equally distributed in 0 ≤ ρ ≤ 0.15 and the other elements are
equally distributed in 0.15 ≤ ρ ≤ 1. This distribution of elements ensures that the outer
boundary is at sufficiently large field values and our boundary conditions are satisfied, as
discussed in Section 4.2.1.2, at very little cost. Please note that in Figure 4.2b the potential
is shown as a function of the expectation value of the field φ =
√
2ρ. Correspondingly, the
derivative of the potential for the same calculation is shown in Figure 4.2a. The maximal
RG-time was chosen to be t = 4, where all qualitative features have emerged, and only
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0.0162 0.0164 0.0166 0.0168 0.0170 0.0172
RG-Time t = 4
Extrapolated
Analytic result




















Figure 4.3.: Second order phase transition for the initial conditions (4.30). The result of
the numerical simulation is shown with green squares, the extrapolated result
with red triangles and the analytic result by a blue line. A detailed description
can be found in the main text.
minor quantitative changes occur towards the asymptotic limit t→∞. The full effective
potential has to be convex, which translate to a positive definite derivative of the potential
u ≥ 0 in the infinite time limit. This translate to a flat potential in between the minima,
see Figure 4.2b. How this is realised in the current equation under investigation has been
discussed at length in the literature, see e.g. [56, 157, 158]. Nevertheless, the numerical
stability in the flat region of the potential is a noteworthy advantage of the DG approach.
4.2.2.2.1. Phase structure
We are now in the position to investigate the phase structure of the theory with classical
action (4.30), where we set λ4 = 1, as previously discussed. For all calculations we
used K = 120 elements and a local interpolation of order N = 5. As in the previous
case, the elements are not equally distributed. We used 5 equally spaced elements in the
interval 0 ≤ ρ ≤ 0.001, 15 equally spaced elements in the interval 0.001 ≤ ρ ≤ 0.01, 50
equally spaced elements in the interval 0.01 ≤ ρ ≤ 0.15 and 50 equally spaced elements
in the interval 0.15 ≤ ρ ≤ 1. This ensures a good resolution for small field values, and
therefore the relevant region in field space at the second order phase transition. The
solution is computed up to the RG-time t = 4, however, there is no restriction to continue
the numerical simulation to larger RG-times. The result of the simulations is shown in
Figure 4.3 with green squares. The final RG-time was also restricted to demonstrate the
easy extrapolability of the result to its asymptotic solution at infinite RG-time. For a
dimensionful coupling one expects asymptotically an exponential decay
ρmin(t) = ρ
final
min + b e
−ct for t 0 . (4.32)
We found compatibility of our numerical results for the position of the minima with
(4.32), which is not very surprising as the analytic solution is given in this form (4.31).
Nevertheless, the form of (4.32) is a generic feature and valid for couplings with a non-
trivial RG-time evolution in this theory, this feature will become relevant in Section 4.2.3.
We have extrapolated the global minimum for each coupling with eleven equally spaced
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N = 4N = 5
Figure 4.4.: Error of the solution with initial condition (4.30) (λ2 = −0.1) at RG-time
t = 1.75 computed in the interval 0 ≤ ρ ≤ 1 for different number K of
equally sized elements and local approximation order N . The symbols show
the result of the numerical simulations, while the lines show a χ2-fit with
respect to (4.36) with the parameters given in Table 4.2.
points in the RG-time interval 3 ≤ t ≤ 4 according to (4.32), the result is shown in
Figure 4.3 with blue triangles.
It is very well known that all observables show a power law behaviour in the vicinity
of a second order phase transition due to the divergent correlation length at the phase




∣∣λ2 − λcrit2 ∣∣ν λ2 ≤ λcrit2




where α is some prefactor, ν is the critical exponent and λcrit2 is the critical coupling. The
exact coefficients can be easily obtained analytically and are given in Table 4.1, as well as
being depicted by a blue line in Figure 4.3.
Additionally, we have extracted the parameters from our results, extrapolated to infinite
RG-time, using a χ2 minimization. The resulting parameters, including their 1σ confidence
interval, given in terms of the last two digits, are also shown in Table 4.1. Despite not
aiming for a quantitative resolution of the critical area around the phase transition, we
obtain an accurate estimate for all parameters. In particular, the error of the critical value
of the coupling is only 1.5 · 10−7, but it should be noted that the critical properties, i.e.
the critical exponent in this case, can also be obtained from the fixed point equations,
where higher accuracy is easier achievable, see e.g. [159].
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(b) Local curvature κ(t, ρ) = 2ρ V ′′(t, ρ).
Figure 4.5.: Properties relating to the approach towards convexity for the initial values
(4.30) with λ2 = −0.1. The vertical dashed lines represent the position of the
global minimum of the potential at the corresponding RG-time. The numerical
simulation was performed with K = 85 elements and a local accuracy of order
N = 5.
4.2.2.2.2. Propagation of information and approach to convexity
It is instructive to have a closer look at the spreading of waves, or to put it differently, the
propagation of information during the RG-time evolution. Propagating modes correspond
to eigenvalues of the Jacobian of the system of conservation laws, which reduces in our
case to |∂uf(u)|. The direction is always given to smaller field values, which naturally
corresponds to the evolution direction from an RG perspective. Therefore, this quantity
tells us at least qualitatively something about the locality of the RG-evolution in field
space. From a technical perspective, the wave speed is an important quantity in our
choice of the numerical flux, as it is directly related to the propagation of discontinuities.
Additionally, it is relevant for the maximally allowed time step in explicit schemes to
guarantee stability, see e.g. [136].
Turning back to our example case at the beginning of the section, i.e. (4.30) with
λ2 = −0.1 and λ4 = 1, where we have used a local approximation of order N = 5 with 60
elements in the interval 0 ≤ ρ ≤ 0.15 and 25 elements in the interval 0.15 ≤ ρ ≤ 1. The
locally resolved wave speed for different RG-times is shown in Figure 4.5a on a logarithmic
scale. To guide the eye, the current minimum at each RG-time is indicated by a vertical
Parameter







χ2-fit 1.4161(16) 0.50023(25) 0.01688684(15)
Table 4.1.: Exact and reconstructed parameters of the power law behaviour (4.33) in the
vicinity of the second order phase transition shown in Figure 4.3. The brackets
indicate the 1σ uncertainty of the χ2-fit and the exact result is also given with
numerical values for better comparability.
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dashed line. It is apparent that with progressing RG-time the wave speed splits into two
domains, depending on the field value. For field values larger than the minimum the wave
speed is decreasing rapidly, i.e. it is decreasing exponentially fast. On the other hand, for
field values smaller than the minimum, i.e. in the flat region of the potential, the wave
speed is growing exponentially. A direct consequence is that explicit time steppers work
extremely well in the non-flat region, because the time steps can be chosen increasingly
larger as RG-time progresses, while in the flat region the time steps would be exponentially
smaller and implicit methods are preferred. This comes with implications for Taylor series
methods, which are a popular choice in the FRG community, see e.g. [1, 4, 160], i.e.
it provides an a posteriori justification for its use away from the flat region, due to the
exponentially increasing locality of the solution. However, this should not be used as an a
priori justification of its use. Similarly, Finite Difference based methods, see e.g. [37, 161–
167], will benefit from taking these considerations, especially the direction of the wave
propagation, into account. Additionally, we would like to note that this analysis does not
replace a proper stability analysis for these approaches, but simply provides an intuitive
understanding with non-binding consequences.
As outlined previously, the separation of the solution at infinite RG-time into two
regimes is closely linked to the flatness of the potential, i.e. its convexity. This also
implies the vanishing of higher order couplings in the flat region. Therefore, the curvature
κ(ρ) = 2ρ V ′′(ρ) = 2ρ u′(ρ) (4.34)
provides a good measure for the flatness of the potential. The full curvature mass of the
radial mode in O(N)-models is given by
m2curv = u(ρ) + κ(ρ) , (4.35)
more details can be found in Section 4.2.1. Therefore, a vanishing curvature (4.34) implies
a vanishing curvature mass (4.35) of the radial mode in the flat region. The result for the
curvature, in the same setting as the wave speed, is shown in Figure 4.5b. As for the wave
speed, the minima at the shown RG-times are indicated by vertical dashed lines to guide
the eye. The approach towards zero of the curvature in the flat region is clearly visible,
similarly to the jump discontinuity that necessarily forms at the minimum. However,
this discontinuity forms, just like the non-analytic point in the derivative of the potential
itself, only in the asymptotic limit. Additionally, these findings are promising for future
calculations in the O(N)-model at finite N, since the calculation of the curvature does
not introduce new problems and is the only new ingredient entering at finite N . Within
this setting we also do not expect a loss of accuracy despite the increasingly non-analytic
behaviour of the derivative. This is a clear advantage over pseudo-spectral methods, which
are also designed to achieve high accuracy, put forward in [159, 168, 169]. They perform
extremely well, if the solution is sufficiently smooth, however this is inherently not the
case near phase transitions in the FRG. Additionally, it is worthwhile noting that these
properties make pseudo-spectral approximation a good choice for the approximation of the
momentum dependence of correlation function in Euclidean space-time, see e.g. [170, 171]
4.2.2.2.3. Convergence
Due to the semi-analytic nature of the solution using the method of characteristics, c.f.
Section B.2, we can benchmark the accuracy of our results obtained with the DG method.
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As with previous studies we use the initial conditions (4.30) together with λ2 = −0.1 and
resolve the derivative of the effective potential over the interval 0 ≤ ρ ≤ 1. The results
are then compared at the RG-time t = 1.75, i.e. at the onset of the flattening of the
potential. Hereby we assume the result obtained via the method of characteristics to be
the exact solution. Please note that this makes such a comparison for the situation with
shocks considerably more complicated, which is why we refrain from considering it here.
As explained in Section 4.2.1.2, we use an implicit solver for the time evolution. To avoid
artificial enhancement of errors due to uncertainties thereof, we set the adaptive accuracy
requirements close to machine precision. The results for the broken L2-norm between
the two solutions for different orders of the local approximation order as a function of
the number of elements, which are all equal in size, are shown in Figure 4.4. For our
highest order of approximation N = 5 the results are only included for K ≤ 500 elements,
because the difference between the two results is at the level of the machine precision for
more elements and a comparison is no longer insightful. The results are compatible with
the expected power law like behaviour for the convergence when increasing the number
of elements K and an exponential convergence when increasing the local approximation
order N . To be more precise, we observe a behaviour that can be parametrized as
log10 ||uh − uexact||Ω,h = (a1 + a2N) (4.36)
− (b1 + b2N) log10(K) .
In (4.36) we have temporarily restored the index h again to denote the approximate
solution. A χ2-fit to (4.36) is also shown in Figure 4.4 as solid lines, the parameters
obtained are given in Table 4.2. In (4.36) the norm on the left-hand side denotes the
broken L2-norm, i.e. the exact solution is projected to the same polynomial space as the
numerical solution and the norm is then calculated elementwise therein and summed up.
This result demonstrates the impressive convergence properties of the scheme.
4.2.3. First order phase transition
We now turn to the investigation of first order phase transitions, which have been inves-
tigated within the FRG in e.g. [37, 145, 172–177]. Including a (φaφ
a)3 coupling into the
classical action enables us to access a first order phase transition, see e.g. [143], which









a1 a2 b1 b2
χ2-fit -3.96(28) 2.103(89) 1.32(12) 2.150(40)
Table 4.2.: Parameters obtained from a χ2-fit to (4.36) of the convergence behaviour shown
in Figure 4.4.
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(b) Vicinity around the phase transition.
Figure 4.6.: First order phase transition for the initial conditions (4.37). An extensive
description can be found in the main text. The numerical simulation was
performed with K = 200 elements and a local accuracy of order N = 5.
Similarly, to the second order case, c.f. Section 4.2.2.2, we fix all but one parameter and
investigate the phase structure with respect to that parameter. To achieve a first order
phase transition λ2 and λ6 need to be positive, while λ4 needs to be negative. The initial
values are chosen to produce similar scales in the result compared to the results obtained
in Section 4.2.2.2. Therefore, we keep λ4 variable and set λ2 = 0.0024, λ6 = 1 to fixed
values. Throughout this section we use K = 200 elements with a local approximation
order of N = 5, with 150 elements distributed equally in 0 ≤ ρ ≤ 0.15 and 50 elements
distributed equally in 0.15 ≤ ρ ≤ 1. The solution is obtained up to the RG-time t = 6,
which was sufficiently large for all numerical simulations, i.e. the asymptotic result at
infinite RG-time was obtainable via extrapolation if necessary.
A crucial difference between the initial conditions (4.30) and (4.37) concerns the mono-
tonicity of the derivative of the effective potential at the initial scale, i.e. u(0, ρ). While
for the second order phase transition u(0, ρ) was monotonically increasing as a function of
ρ, in the case considered now, i.e. (4.37), it is not. To be more precise, it possesses a mini-
mum for certain values of λ4 < 0 and therefore a jump discontinuity will form as RG-time
progresses. The underlying mechanism can easily be understood from the perspective of
the characteristic velocity ∂uf(t, u), more details can be found in Section 4.2.2.1 and Sec-
tion B.3. However, it is not clear whether the discontinuity forms in the physical relevant
regime ρ ∈ [0,∞). Additionally, the results from Section 4.2.2.1 let us suspect that the
shock will freeze in towards asymptotic RG-times. It turns out that this indeed happens
and is the relevant mechanism behind the phase transition.
4.2.3.1. Phase structure I
We investigate the phase structure for the initial conditions (4.37), with the specific setup
discussed around the equation. The resulting phase structure is shown in Figure 4.6,
where a wider range for the external parameter λ4 is shown in Figure 4.6a and the vicinity
around the phase transition is shown in Figure 4.6b. All quantities in the visualization
of the phase structure are extrapolated to t → ∞, the minima according to (4.32) and
the final position of a possible jump discontinuity, i.e. shocks, is described later in detail.
The outer minimum is depicted with green squares and the disappearance/jump to zero
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(a) Potential in the symmetric phase.
t = 0.00 t = 1.00 t = 2.00
t = 4.40 t = 4.70 t = 6.00














(b) Potential in the broken phase.
t = 0.00 t = 1.00 t = 2.00
t = 4.40 t = 4.70 t = 6.00



















(c) Derivative of the potential in the symmetric
phase.
t = 0.00 t = 1.00 t = 2.00
t = 4.40 t = 4.70 t = 6.00



















(d) Derivative of the potential in the broken
phase.
Figure 4.7.: The effective potential V (t, ρ) and its derivative u(t, ρ) for two different values
of the coupling λ4 close to the first order phase transition shown in Figure 4.6.
The numerical simulation was performed with K = 200 elements and a local
accuracy of order N = 5. The results for the derivative of the potential were
post-processed with a WENO limiter.
of it reflects the disappearance of the minimum in the initial conditions. However, the
global minimum, depicted with red triangles, of the effective potential is either at ρ = 0
or agrees with the non-trivial, outer minimum at ρ ≥ 0. A clear jump is visible where
the potential switches between the symmetric and broken phase and the position is shown
with a vertical orange line.
Before continuing the discussion of the phase structure and, in particular, the discussion
of Figure 4.6b, it is instructive to look at the potential and its derivative at the two values of
the coupling λ4 which are closest to the phase transition, i.e. once in the broken phase and
once in the symmetric phase, shown in Figure 4.7. Hereby we note that the results shown
for the RG-time t = 6 are already sufficiently close to the infinite RG-time limit and for all
discussions that follow we can threat them effectively as such. Focusing on the derivative
of the effective potential u(t, ρ), in both cases the appearance of a jump discontinuity is
clearly visible. For a better depiction we have processed the result using a WENO limiter,
following [178], removing the Gibbs oscillations around the shock. This is the source of
the flat looking pieces in the solution at the positions of shocks. However, the potential is
obtained, as in Section 4.2.2.1, from the original data of the result. The two evolutions of
the derivative of the potential, depicted in Figure 4.7c and Figure 4.7d, show a qualitative
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Figure 4.8.: Positions of the shocks for the examples shown in Figure 4.7 together with
the fit of the asymptotic behaviour for the case shown Figure 4.7c.
difference. In Figure 4.7c the position of the shock freezes and consequently the global
minimum of the effective potential stays at ρ = 0 for all RG-times, see Figure 4.7a. This
is contradiction to the case depicted in Figure 4.7d, here the position of the shock moves
to unphysical values and effectively flattens out the potential for all field values smaller
than the outer minimum, making it the global minimum, depicted in Figure 4.7b.
4.2.3.2. Mechanism for a first order phase transition
The analysis above uncovers a potential mechanism for first order phase transitions: In
the vicinity of the phase transition a cusp forms in the effective potential, or equivalently
a shock in the derivative of the potential, during the RG-time evolution between two
minima. The shock now propagates towards smaller field values and if the inner minimum
was the preferred one before, the phase transition happens if the shock hits the inner
minimum. The final position of the shock ξ(t → ∞) as a function of some external
parameter, e.g. a coupling in the classical potential, temperature or chemical potential,
can now be used to describe the phase transition equivalently. The propagation speed of
the shock is dominantly driven by the values of the derivative of the potential at larger
field values, c.f. (4.24). However, at the roughly the same RG-time, when the shock forms,
the potential also starts to flatten, starting from the outer minimum, i.e. the potential
approaches convexity. This process is triggered locally from the existence of a zero crossing
in the derivative of the potential and therefore independent from the global structure of the
potential. Consequently, the propagation of the shock is dominantly driven by auxiliary,
massless modes of the flat region and becomes at least partially insensitive to the details
of the theory. This mechanism suggests a power law like behaviour of the final position
of the shock in the vicinity of the phase transition, which we will confirm for our current
setting.
In our present case of the theory in the large N limit, the formation of shock is guar-
anteed due to conservative form equation (4.22), combined with the non-monotonicity of
the initial state. Therefore, the inner minimum is at ρ = 0 and the condition for the phase
transition turn into ξ(t→∞) = 0.
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Obviously, one should be cautious whether this mechanism generalizes to first order
phase transitions in generic theories. We will comment on this at the end of this section,
after finishing the discussion of the phase structure in our current setting. However, before
continuing we would like to note that the propagation of a discontinuity in the vicinity of a
first order phase transition has also been seen in [145], where the method of characteristics
was used to resolve the phase structure of an NJL type model.
4.2.3.3. Phase structure II
Having identified the relevant mechanism for the phase transition shown in Figure 4.6,
we can turn back to its description, including the final position of the shock, which are
displayed with purple pentagons. It is now obvious that we get a good description of the
phase structure in terms of the final position of the shock. To obtain the position of the
discontinuity at infinite RG-time we follow the logic presented in Section 4.2.2.2, i.e. at
large RG-times we expect an exponential decay
ξ(t) = ξfinal + aξe
−bξt for t 0 . (4.38)
This expectation is also supported by the asymptotic behaviour extracted analytically
from the Riemann problem, c.f. Paragraph 4.2.2.1.1. To apply (4.38) we have extracted
the position of the shock at 11 equally spaced points between the RG-times t = 5 and t = 6
using an appropriate concentration kernel, c.f. Section B.3, and then extracted the relevant
information using a χ2-fit. The trajectories of the shocks from the evolutions shown in
Figure 4.7 are depicted in Figure 4.8, which justifies the use of (4.38). Additionally, it
should be noted that the trajectory with a finite final position of the shock shown in
Figure 4.8 is the most extreme cases present, i.e. the exponential decay started at earlier
RG-times for other values of the coupling with ξfinal > 0.
Following the discussion presented in Section 4.2.3.2, we expect a power law like be-




∣∣λ4 − λcrit4 ∣∣ζ λ4 ≥ λcrit4




Indeed, we find a very good agreement between the final positions of the shock and (4.39),
the coefficients obtained from a χ2-fit are collected in Table 4.3. As for the second order
phase transition we obtain a very accurate estimate for the critical coupling, also shown
with an orange circle in Figure 4.6. The critical exponent comes out at ζ = 0.683± 0.013
and it will be very interesting to investigate whether this value can be obtained from
Parameter
Prefactor Critical exponent Critical coupling
β ζ −λcrit4
χ2-fit 6.57(45) 0.683(13) 0.104438(28)
Table 4.3.: Parameters obtained from a χ2-fit to (4.39) of the positions of the shocks
depicted in Figure 4.6.
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an associated fixed point potential, which necessarily is either a partial fixed point or
discontinuous, for a full study of the fixed points within this theory looking for continuous
solutions see [179, 180]. Non-analytic fixed point potentials have been found very recently
[181] and it will be very interesting to explore the relation of our results to the ones
presented therein, since the results share some qualitative features.
4.2.3.4. Generalization of the mechanism to other theories
It seems rather plausible that the mechanism outlined in Section 4.2.3.2 persists in general,
at least to some extent. The first obvious generalization is to go beyond large N and look
at the flow equation (4.18) for finite N . Staying close to the conservative formulation
employed so far, c.f. (4.22), we can express the flux for finite N by inclusion of a diffusion
term
f(t, u, κ) = fConv(t, u) + fDiff(t, u, κ) , (4.40)
where the diffusion term depends additionally on the curvature defined in (4.34). DG
schemes for diffusion terms are a well studied subject, see e.g. [182–184]. The first term
on the right-hand side in (4.40) is the flux used in the large N limit (4.21) and the
additional term contains the contribution of the radial mode
fDiff(t, u, κ) = − Ad
N − 1
(Λe−t)d+2
(Λe−t)2 + u+ κ
. (4.41)
From a practical perspective (4.41) is a diffusion term, hence it has the possibility to smear
out potential shocks. Away from any potential shocks this equation is still convection
dominated, since the curvature appearing in the denominator is comparatively small.
However, at field values around the shock it might give a sizeable contribution. However,
in close proximity of the phase transition, i.e. when the shock, or a slightly smeared shock,
approaches zero, it becomes important that (4.41) only depends on the curvature, which
vanishes exactly at vanishing field value. Due to this reason we expect a shock to be
present in the direct vicinity of the phase transition. This marks a special regime at a first
order phase transition, like the scaling regime at a second order phase transition. How
this plays out in detail, especially in combination with the approach to convexity, will
be extremely interesting to pursue in the near future. Particularly, the Pe´clet number,
i.e. the convection over diffusion rate, might be a good start to quantify the competition
between the different terms in (4.41).
Similarly, the presence of Fermions amounts to an additional source term in (4.40)
in LPA. This potentially spoils the outlined mechanism in a trivial manner within this
truncation. In this situation the phase transition is not fluctuation induced, but simply
present due to the mean-field fermionic determinant, and an investigation should involve
at least a field dependent Yukawa coupling to have the field dependent masses of fermions
and bosons on the same footing. The field dependence of the Yukawa coupling in such
theories was investigated in [65, 185–188].
Additionally, the question whether this mechanism can be used to extract properties of
a first order phase transitions such as the nucleation rate in a convenient manner will be
interesting to pursue.
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4.2.4. Conclusion
In this section we have presented the applicability and advantages of applying Discontinu-
ous Galerkin methods to the flow equations arising within the Functional Renormalization
Group. As application we considered the O(N)-model in the large N limit in the Local
Potential Approximation, where the flow equation of the effective potential can be cast
into a conservative form, Section 4.2.1.2, which allows for a straightforward application of
DG schemes. We considered the associated Riemann problem, as well as initial conditions
that lead to a first or second order phase transition. The Riemann problem is considered
in Section 4.2.2.1. It mainly led to the conclusion that shocks propagate only a finite
range in field space. Therefore, they are still present in the solution at asymptotically
large RG-times.
The case of a second order phase transition is presented in Section 4.2.2.2. We repro-
duced well known results from the literature and demonstrated in addition the expected
convergence behaviour of the scheme. The underlying stability and convergence properties
also hold in the flat region of the potential, which contrasts with methods that rely on the
smoothness of the solution, c.f. Paragraph 4.2.2.2.2.
Initial conditions that lead to a first order phase transition are studied in Section 4.2.3.
We discovered the formation of a shock in the derivative of the potential, leading to the
mechanism behind first order phase transitions, explained in Section 4.2.3.2. This leads
to an additional description of the phase structure in terms of the shock. In the vicinity
of the phase transition the position of the shock shows a power law behaviour, like the
order parameter in a second order phase transition.
These very promising results are the starting point for exciting follow up projects. One
part consists of investigating the mechanism for first order phase transitions further and
establishing it in general. This also includes making a connection to the usual observables
considered at such a phase transition. On the other hand, applying DG schemes to the
PDE part of FRG equations is a promising route for reliable, precision calculations. Our
results represent a very important step towards understanding the phase structure of
strongly correlated systems such as QCD or the Hubbard model.
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4.3. Phase structure of the Quark-Meson model
Having discussed the O(N) model in the large N limit in Section 4.2, we now turn our
attention to two extensions. Firstly, the lifting of the large N limit. Secondly, the in-
troduction of static, in an RG sense, quarks. Static refers to the fact that all quantities
related to quarks are RG-scale independent. In the language of partial differential equa-
tions they act as pure source terms. From a QCD perspective, the Quark-Meson model
can be motivated as low energy effective theory, c.f. Section 3.6. Here we will refrain from
a in-depth discussion of the model and its phenomenology, which we will discuss later in
Section 5.2. The classical action, which coincides with the scale dependent QEA at the
UV cutoff Λ, is given by







2 + V (ρ) + h [q¯ (iγ5Tpi + σ) q]
}
, (4.42)
where the spinor, flavour and colour indices of the quark are understood implicitly. In
order to make contact with QCD, the scalar field is now O(N = 4) symmetric, with
components φ = (σ,pi) and invariant ρ = 12φaφ
a, as before. As approximation, we take
the simplest possible extension of the case considered in Section 4.2, i.e. we keep the
effective potential V as only dynamic quantity and consider the Yukawa coupling h as a
constant. In the literature this truncation is usually referred to as LPA.
Additionally, we restrict ourselves to chiral symmetric case. While this does not reflect
our physical reality, from a technical perspective it doesn’t matter because the term that
breaks the symmetry does not couple back into the flow equations. Going to finite tem-
perature and chemical potential, c.f. Section 2.5, it is straightforward to derive the flow




k2 − p2) Θ (k2 − p2) , (4.43)
which result in an analytic flow equation for the effective potential, see e.g. [62]. Apart
from this, the regulator has to considered with care, as it spoils Lorentz invariant of the
underlying vacuum theory, see e.g. [1, 120, 189]. In order to write the flow equation in a
compact manner, we introduce some shorthand notation for the masses
m2pi = ∂ρV (ρ)










Λ2e−2t +m2x with x ∈ {σ, pi, q} . (4.45)
The final ingredient we require are the bosonic and fermionic occupation numbers that
appear while calculating the Matsubara sums, c.f. Section B.4 for details,















4.3. Phase structure of the Quark-Meson model
With this at hand, the flow equation for the effective potential reads




1 + 2nB(T ; σ)
σ
+ (N2f − 1)
1 + 2nB(T ; pi)
pi





Similarly to Section 4.2, we introduce the derivative of the potential as dynamic variable,
because the flow of the effective potential (4.48) does not on the potential itself. Addition-
ally, we the second derivative of the potential appears, which leads us to the definitions
u(t, ρ) = ∂ρV (ρ)
κ(t, ρ) = 2ρ ∂ρu(t, ρ) ,
(4.49)
c.f. (4.20) and (4.34), where we have made the RG-time dependence explicit. With this at
hand, we can rewrite (4.48) as a first order system by taking one derivative with respect
to ρ and introducing the equation for κ as constraint
∂tu(t, ρ) + ∂ρf(t, ρ, u, κ) = 0
κ(t, ρ)− 2ρ ∂ρu(t, ρ) = 0 ,
(4.50)
where the flux f(t, ρ, u, κ) is implicitly defined by (4.48). The boundary condition for the
derivative of the potential is set as in Section 4.2, i.e. we set the flux f at some large field
value ρmax  Λ to zero. This only assumes a classical potential that rises fast enough
for large field values, which is the case for a φ4 potential. The boundary condition for κ
is more subtle, for the correct boundary condition we have to match ∂ρu(t, ρ → ∞) to
the classical potential. However, this is non-trivial to enforce in upwind based methods,
as one would like to alternate left and right derivatives in a one dimensional system,
such that diffusive terms are without orientation. Therefore, we enforce κ(t, 0) = 0,
which fits such a scheme very well and is valid as long as u(t, 0) is finite. Instead of
working with the full machinery of DG schemes, we take here a simpler approach. The
same underlying principle of upwinding can also be implemented in a Finite Difference
approach, which is considerably simpler to implement and serves as a good test ground
for further developments.
4.3.1. Upwind Finite Difference
Here we give a brief motivation of Upwind Finite Difference methods, for a more complete
introduction see e.g. [139]. We will restrict ourselves to one spatial dimension, as it
is the only case of interest for us and it can be nicely embedded into the more general
framework of Section 4.1. As mentioned before, the main motivation for employing the
current scheme is the fast test cycle one can achieve. This is particularly convenient when
looking at the issue of time stepping or adding higher order terms in an expansion in the
FRG. In particular, given a set of collocation points {ρi} a stable schemes is obtained
by using first order derivatives in (4.50). Of course this can be extended to higher order
methods, but besides the point for our purposes. The basic idea is equivalent to the one
in Section 4.2, i.e. the underlying direction of the propagation of information within the
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(a) Full phase structure. (b) Vicinity around the critical end point.
Figure 4.9.: Phase structure of the Quark-Meson model in the chiral limit. The sec-
ond order transition line starts at vanishing chemical potential and ends at
(Tcrit, µcrit) ≈ (0.03, 0.3) GeV in a critical end point with the first order region
following.




f ti+1 − f ti
ρi+1 − ρi = 0
κti − 2ρi
uti − uti−1
ρi − ρi−1 = 0 ,
(4.51)
where the upper index denotes the current time and the lower index to the spatial stencil
used. The alternating use of a right derivative for the first equation and a left derivative for
the second equation turns the second derivative appearing in (4.50), after taking the outer
ρ derivative in the first equation, into a central difference in the discrete version (4.51).
This has the nice property that the underlying convection part still respect the directed
flow within the equation, while the diffusive part is term is, up to prefactors, blind to a
preferred direction. This scheme introduces implicitly a numerical diffusion, such that the
correct solution in the weak sense of the equation is obtained, c.f. Section 4.1.
4.3.2. Results
The Quark-Meson model has been discussed at length in the literature, see e.g. [37, 190–
192] for early references and e.g. [185, 193] for more recent references going beyond LPA.
Since our main motivation for the current investigation of this model is the advancement
in our understanding of the numerical treatment of flow equations, we will refrain from a
discussion of the underlying physics and refer to the aforementioned references.
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(a) Phase transition along the line of vanishing
chemical potential.


















(b) Phase transition along the line of a constant
temperature T = 5 MeV.
Figure 4.10.: Different lines through the phase diagram shown in Figure 4.9.








We initialize the theory at Λ = 700 MeV, which is a typical value for model applications.
The Yukawa coupling is set to h = 3.41, which fixes the quark mass to a realistic value
of the constituent quark mass of mq = 300 MeV, corresponding to chiral condensate of
σ0 = 88 MeV. Being not primarily interested in the interpretation of the result from a
physics perspective, we chose the potential with a vanishing initial mass, i.e. m¯2Λ = 0,
but require that the chiral condensate has the correct value, i.e. σ0 = fχ = 88 MeV,
resulting in enhanced bosonic fluctuations, while keeping a symmetric initial potential.
This condition fixes the quartic coupling to λΛ = 44.165. The final RG-time is fixed to
t = 4, corresponding to 12.8 MeV, which is already considerably below some IR cutoffs used
in the literature, demonstrating a first advantage of the demonstrated scheme. The time
stepping is done exactly as described in Section 4.2.1.2. The accompanying exponential
barrier in the CFL condition, or equivalently, the accuracy barrier for implicit methods
is still the limiting factor when attempting to lower the IR cutoff. Nevertheless, it can
be used to obtain the phase structure of the model in a robust and efficient manner,
the expectation value as a function of temperature and chemical potential is shown in
Figure 4.9. The result is very well known in the literature, the second order line that
starts at vanishing chemical potential and ends at larger chemical potentials into a critical
endpoint.
Additionally, we show the phase transition for zero chemical potential as well as small
temperatures in Figure 4.10. We would like to remark that with the currently available
accuracy and maximally achievable RG-time it is not absolutely certain that the first or-
der region actually has a first order phase transition, see Figure 4.10b. This calculation
reveals the true power behind the mapping of a hydrodynamic language to RG equations
from a numerics perspective. Without much effort, we achieved a unconditionally stable
result. Please note that this level of stability in the numerical set-up is absolutely needed
when pushing towards a first principle studies of the high density region in QCD. Never-
theless, we looking closely at the region around the critical end point (CEP), located at
(Tcrit, µcrit) ≈ (0.025, 0.3) GeV, one can see the finite resolution of the scheme.
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5. Momentum dependencies in Euclidean
space-time
Having discussed the expectation value dependence extensively in Chapter 4, we will now
turn to the momentum dependence. In particular, the momentum dependence in Eu-
clidean space-time. Compared to the momentum dependence in Minkowski space-time,
which we will discuss in the next chapter, cf. Chapter 6, accessing Euclidean momentum
dependencies is computationally a lot easier. This is because the elementary correlation
functions are smooth and singularities are, if present at all, located on boundaries. This is
in stark contrast to Minkowski space-time correlation functions, where non analytic struc-
tures are very common, e.g. a mass-pole is represented by either a pole or a δ-function.
However, both descriptions are equivalent on a fundamental level, given a reasonable set
of axioms, see e.g. [194]. Additionally, the interpretation of RG flows is much simpler in
Euclidean settings due to the presence of a positive definite momentum scale. These rea-
sons are the reason why most computationally sophisticated computations are performed
so far in Euclidean space-time. In cf. chapter we give an outline of the Euclidean side of
the calculations performed.
5.1. O(N)-theory at finite temperature
This section is in parts based on [1].
We will comment more on the motivation for this work in the section, Section 6.2
concerning the Minkowski momentum dependence of the current setting. Our setting is
the O(N)-theory with N = 4, like in Section 4.3 we only keep a lose connection to QCD
since our main interest is the development of computational methods.
One of the main motivations for cf. work was the use of a regulator that perseveres
Lorentz symmetry. This is a prior no problem in Euclidean calculations, since we only
need to know the elementary correlation functions on the Matsubara modes and at spatial
momenta in order to calculate loops. However, things get significantly more possible if
one asks for the momentum dependence in-between the Matsubara modes, i.e. the full p0
dependence. However, it can be shown that the propagator, even at finite temperature,
has a unique analytic continuation [195]. While cf. will play an extremely important role
when considering momentum dependencies in Minkowski space-time, it’s also of relevance
here. In particular, when working within the Matsubara formalism it turns out that the
simple evaluation of the Matsubara sum in the analytically continued expression does
again not lead to the desired contribution to the self-energy of the propagator. However,
the mismatch is entirely contained in the occupation numbers, appearing implicitly when
evaluating Matsubara sums. This is immediately obvious when considering how Matsubara
can be calculated when going into the complex plane, cf. Section B.4. This is closely related
to the connection and will be explored in great detail in Chapter 6. Here we simply state
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the result at the example of a purely bosonic theory: given a set of external momenta pi in
a diagram, contributions like nB(i([pi]0 +[qi]0)), where [qi]0 are the zero components of the
loop momenta. Due to the periodicity of the occupation numbers the external frequencies
do not contribute in the occupation numbers if they are set to Matsubara modes. The
Euclidean elementary correlation functions are however initially only defined on precisely
these point, i.e. we can add and subtract and arbitrary number of external frequencies in
the occupation number without changing the result. It turns out that the correct result is
obtained when all external frequencies are dropped from all occupation numbers implicitly
appearing when performing the Matsubara sum, cf. Section 6.1.
This can be incorporated in a purely numerical fashion when calculating the Matsubara
sum as a contour integral in the complex plane, cf. Section B.4, by weighting the contour
integration with a weight. In the case of a simple polarization diagram with classical
vertices, we have one external momentum p and the loop momentum q, cf. factor is then
e.g. given by n(i(p0 + q0)) − n(iq0) and amounts to a formal solution of the analytic
continuation problem. However, the numerical implementation of cf. procedure turns out
to be very challenging as it requires to evaluate contour integrals in the close vicinity of
first- and second-order poles (as soon as the regulator term GR˙G(q) is introduced).
The above discussion does not only for the analytic continuation between Matsubara
modes, but to the entire complex plane, and therefore also to Minkowski space-time,
cf. Chapter 6, and generic theories. In cf. section we will only consider the Euclidean
momentum dependence of the present setting of the O(N)-model utilizing the FRG.
5.1.1. Truncations
In order to simply the numerical setting, we work in a derivative expansion and only extract
the full momentum dependence in addition. This has the advantage of only producing poles
in the integrands on the RHS of the flow equation for the two-point function. We have
checked in vacuum explicitly that cf. give very good results for the two-point function,
compared to taking the full momentum dependence of it into account. With cf. at hand,












2 + V (σ)
)
, (5.1)
with the mesonic field φ = (σ,pi). In (5.1) and in the following we assume that all
couplings, i.e. V (φ), Z and Y depend on the RG-scale k. The effective potential, V (σ), is
split into a part only depending on the O(4)-invariant ρ = 12(pi
2
a+σ
2), and a part explicitly
breaking the symmetry, thus allowing for the Goldstone bosons to acquire a finite mass
V (σ) = U(ρ)− cσ . (5.2)
Note that the linear breaking term drops out of all dynamical equations, and in particular
the flow equations. In order to resolve the effective potential we Taylor expand it in ρ up
to a given order, cf. can be justified by the discussion in Paragraph 4.2.2.2.2. The fact that
the linear breaking term drops is hidden in an expansion about the flowing minimum, but
is very apparent within an expansion around a fixed expansion point in the bare field σ, see
[185]. In the present work we choose the latter expansion for both stability and for a self-
consistent frequency dependence, see [196]. We choose the expansion point close but above
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Figure 5.1.: Crossover phase transition in the O(N)-model at finite temperature. The
order parameter as well as the masses across the phase transition are depicted.
For the masses we differentiate between curvature and pole masses. More
details about the pole masses are explained in Section 6.2.
the IR minimum 〈σ〉, as argued in [185]. We take into account terms up to φ14, and the
convergence of the results has been checked. The truncation (5.1) is referred to as LPA’+Y
and we additionally consider a second truncation with Z = 1, Y = 0 corresponding to
the usual LPA scheme, cf. Section 2.3.2. In the following we also drop the contribution
to the four-point vertex from the Y -term. Then, the two dressing functions Z and Y can
effectively be reabsorbed into a dressing for the pion, Zpi, and one for the sigma meson,
Zσ. As argued in [197], we are mostly concerned with regulators depending on the Lorentz
invariant momentum configurations q2 and is discussed at large in said reference. Further
details about the regulator in the current work are given in Section B.5 and a comparison
with a regulator that breaks Lorentz invariance explicitly is discussed in Section B.6.
5.1.2. Results
The setting is in general very similar to the one discussed in Section 4.3. As a main
ingredient we use the curvature masses, which are simply given by (dressed) derivatives of








The wave function renormalization in (5.3) ensures the RG invariance of the left-hand
side. The initial conditions used are described in Section B.5. If we do not mention
explicitly that results were obtained in LPA, the full truncation given in (5.1) was used.
The flow equations for the effective potential are straightforward to derive. The equations
for the two-point function can be found in Section 2.3.2. Details about the numerical
implementation can be found in Section B.7.
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Figure 5.2.: Non-commuting zero momentum limit (5.4) of the sigma propagator at fi-
nite temperature in the Matsubara formalism. The temperature is 138 MeV,





subtracts the trivial mismatch at finite momenta with
respect to the cases where one component vanishes identically.
We start by looking at the underlying phase structure in order to be able to easily
interpret the results of the two-point function. The result for the curvature masses, the
order parameter and the pole masses, for later reference, are shown in Figure 5.1.
Within our given parameters, which were an unfortunate by-product of the regulator
choice, we find a very smooth crossover, i.e. the two different phases are clearly distin-
guishable, but there are hardly any remnants of the second order phase transition without
the explicit symmetry breaking term left. In the high temperature phase we find the ex-
pected increase of the masses with the temperature m ∼ T , while the expectation value
approaches zero.
With cf. at hand we can now investigate the two-point function in more detail. One
interesting aspect is the non-commuting zero momentum limit. At finite temperature there
is no reason that the limit of vanishing zero component of the momentum and vanishing










The order of limits on the left-hand side is referred to as static limit and the limit on the
right-hand side as plasmon limit, for details see e.g. [198], if not stated otherwise Z(0, 0) is
understood in the static limit. Physically, the non-commuting limits imply the existence
of a transport peak in the corresponding spectral function, which we will discuss in more
detail in Section 6.2. In order to look at cf. quantity, the analytic continuation of the flow
equations in-between Matsubara modes is of course of utmost importance, as otherwise
the limit does not exist. Evaluated on the zero Matsubara mode, one implicitly obtains
the static limit. The resulting propagator for different momentum configurations is shown
in Figure 5.2, at the exemplary temperature of T = 138 MeV.
The differentiation between the two limits is particularly important when defining quan-
tities such as (5.3), as they are directly affected by the choice. In Figure 5.2, we have
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(a) Spatial momentum dependence of the dress-
ing of the two-point function evaluated on


























(b) Temperature dependence of the wave func-
tion renormalizations.






, which subtracts a trivial mismatch at large momenta. If
one considers the propagator as a function of the zero component of the momentum, for
various small values of the spatial momentum, its immediately visible that the switching
scale to the static behaviour, i.e. p0 ≡ 0, is given by the spatial momentum scale. In
particular, for Euclidean correlation functions the static case is also the relevant one, as
it is the one entering directly into loops, while the remaining zero momentum component
dependence is only taking into via the Matsubara sum. As a result higher modes, i.e.
p0 = 2pinT with n > 0, are naturally suppressed by the temperature scale. The difference






where i ∈ {pi, σ} and mi is implicitly defined such that Zi(p2 → ∞) = 1. Note that
in the infinite momentum limit there is no problem with commuting limits in cf. case.
The flowing QEA does not couple the full momentum dependence back, but only Z and
Y . From the discussion above it should be clear that both are defined in the static limit
at finite temperature. We show the dressings Z(0,p) as well as the dressing Z from
(5.1) in Figure 5.3. The spatial momentum dependence shown in Figure 5.3a is rather
uneventful, which is good, as it is a necessary condition for expansion schemes to work,
cf. Section 2.3.2. As expected the sigma shows way enhanced dynamics compared to the
pion, which stays very close to being classical, in particular in the vicinity of the crossover
transition. This is necessarily also the case in the wave function renormalization shown in
Figure 5.3b. In a rough comparison, the two-point dressing Z(0, 0+) at zero momentum
and the wave function renormalization Z agree, showing the adequacy of the scheme used
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Figure 5.4.: Functional renormalization group equation for QCD in which the σ − ~pi-
channel is dynamically hadronized. The lines denote gluons, ghosts, quarks
and mesons, respectively, and represent fully momentum and field dependent
propagators. The cross denotes the regulator insertion ∂tRk(p), leading to an
effective UV cutoff for modes with p2 & k2.
5.2. Quark-Meson model
This section is in parts based on [4].
Having discussed the O(N)-model with a loose connection in Section 5.1, we will now
turn to the Quark-Meson model look at a much more detailed comparison to QCD. Par-
ticularly, we will restrict ourselves to the case of vacuum again, but work in a much more
sophisticated truncation.
The motivation for cf. work is twofold: Firstly, establishing a FRG based framework
for the calculation of bound states, based on dynamical hadronization, cf. Section 3.6.1;
Secondly, the direction comparison of Euclidean momentum dependencies between the
Quark-Meson model and a first principle calculation in QCD. In order to facilitate the
first aspect, we start with a rather detailed description of the challenge to calculate bound
states from first principles in QFTs.
5.2.1. Bound states in Functional Methods
The efforts of determining bound state properties in a quantum field theoretical approach
date back to the seminal work of Bethe and Salpeter [199, 200]. Despite considerable
progress in our understanding of bound states and their properties in quantum field theo-
ries, the precise computation of their properties and subsequently also the computation of
spectra in general remains one of the biggest challenges today. Motivated by the immense
significance of reliable predictions of these quantities in essentially all areas of physics
there are quite a number of ongoing investigations in cf. field. This applies in particular
to QCD because confinement makes only the composite states of quarks and gluons, the
hadrons, experimentally accessible.
The study of highly relativistic bound states has also been hampered by the fact that
almost all quantitative non-perturbative methods rely on the Euclidean formulation of
QTFs. This implies that for determining bound state properties the results for correlation
functions have either to be continued to Minkowski space-time or have to be extracted
from potentially subleading exponential tails of correlation functions. To cf. end we note
that the existence of stable bound states implies poles and of scattering states cuts in the
correlation functions for time-like momenta. Unstable particles and virtual states create in
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∂tΓk[ΦEFT] = − + 1
2
Figure 5.5.: Functional renormalization group equation for the two-flavour Quark-Meson
model, for the notation cf. Figure 5.4.
addition further poles in the complex plane. While the lowest excitations typically can be
accessed via reconstruction methods such techniques fail to provide trustworthy results for
the higher resonances. These higher-lying bound states plainly require an exponentially
enhanced precision of the imaginary time data. Moreover, by definition, they lie beyond
the radius of convergence for Pade´-like analytic continuations of the imaginary time results:
Their masses are larger than the ground state mass, and the latter provides the lowest-lying
pole in exactly cf. channel.
In the present section we suggest a functional continuum approach to bound state
computations, which is also put in perspective to other functional bound state approaches,
for the impressive progress on bound state and general low energy properties on the lattice
we refer the reader to, e.g. [201]. Due to the bound states poles in the correlation functions,
these states, and even higher-lying resonances, can be accessed in continuum approaches
via the resonant frequency or momentum structures of higher-order correlation functions
of the fundamental degrees of freedom as, e.g. quarks and gluons in QCD. In case of
gauge theories physical states will only appear in gauge-invariant channels. However, an
understanding of the non-perturbative properties of the elementary correlation functions
might necessitate the consideration of bound states in unphysical channels, see, e.g. [202–
204].
The correlation functions that feature a pole at the bound state masses satisfy Dyson-
Schwinger equations as all correlation functions of a theory, for respective reviews see,
e.g. [45, 205, 206]. It has been exactly the achievement of Bethe and Salpeter to realise that
employing a Laurent expansion of the respective correlation function around the bound
state pole its non-linear and in general inhomogeneous DSE can be reduced to a linear
and homogeneous equation, the Bethe-Salpeter equation (BSE), for a simpler quantity,
the Bethe-Salpeter amplitude [199, 200]. Hereby, the most challenging of the remaining
complications is to find an approximation to the kernel of cf. equation which is on the
one hand treatable and on the other hand keeps the most important symmetries of the
underlying physics intact. The formulation and discussion of a systematic improvement of
employed truncations for the kernel can be found in [206] and references therein. It has to
be noted that the by far most used truncation in QCD and hadron physics, a generalised
rainbow-ladder truncation, is for quite a number of meson and baryon channels quite
successful, see, e.g. the recent references [49, 207–212], but fails nevertheless for a large
amount of hadron resonances as it can be inferred for example for a combined DSE-
BSE approach for light mesons at the three-particle irreducible three-loop level [213] or

















Figure 5.6.: Flow equations for the propagators, Yukawa coupling and four-quark interac-
tions.
It has to be emphasised, however, that keeping the most important symmetries at cf.
level intact requires self-consistency of the treatment of a quite large amount of DSEs for
the elementary correlation functions of QCD together with the bound state BSEs. This
leads to an overwhelming degree of complexity in such calculations. Effectively, it also
prevents the use of other available input data for QCD correlation functions, as the most
sophisticated calculations imply a high degree of sensitivity of the bound state properties
on details of the elementary QCD three-point functions. Note also, that an FRG approach
very close to the BSE-DSE framework has been put forward in [35, 214], for recent works
in cf. direction see [215, 216].
In the current work we discuss a unified functional renormalization group approach to
bound state properties, based on dynamical hadronization, cf. [38, 124, 129, 130], Sec-
tion 3.6.1, and Section 5.2.2. Within dynamical hadronisation, correlation functions are
not treated as in the DSE-BSE approach by partly including the off-shell behaviour and
partly restricting to on-shell properties. Instead, both, the quark-gluon correlation func-
tions as well as the Bethe-Salpeter wave functions (on and off-shell), originate from a
common effective action. Naturally, such a unified approach resolves the challenge of
self-consistent truncations, which is of crucial relevance in the DSE-BSE framework, by
construction. Another important ingredient is the fact, that by now the FRG has matured
enough to sustain a systematic access to bound state properties.
Here, we initiate cf. bound state program with a detailed study of the Quark-Meson
model in the light of the structures explained above. We explain the natural embedding
of cf. low-energy model as an Effective Field Theory (EFT) of QCD as formulated in
[63–65]. This includes the determination of the EFT couplings directly in QCD from the
QCD flows in [63, 64] leading to the QCD-assisted Quark-Meson model. Then we present
results for the (Euclidean) momentum dependence of correlation functions relevant for the
access to bound states. As so far only the lightest states will be included, an exploratory



















































Figure 5.7.: The flow of the curvature masses for the mesons in the Quark-Meson model
(left panel). The flow is started in the chirally symmetric regime. During the
flow chiral symmetry is broken dynamically and thus the masses of pion and
sigma run apart in the Quark-Meson Model. In the right panel the results
are compared when the flow of the Quark-Meson-model is QCD-assisted, and
compared to those in full QCD from [64].
the real-time meson propagators. This is notwithstanding the problems listed above for
reconstructions, and going beyond is our next step.
This section is organized as follows: In Section 5.2.2 dynamical hadronization within the
FRG is briefly revisited with a particular focus on the current problem. The adaptation
of cf. approach to QCD as well as the motivation for employing the Quark-Meson model
as a low-energy effective theory are discussed in Section 5.2.3.1. The truncation of the
flow equation for the Quark-Meson model is detailed in Section 5.2.4. Our results are then
discussed in Section 5.2.5. In Section 5.2.7 the next steps which are required to treat QCD
are outlined. Our conclusions are presented in Section 5.2.8. Technical details as well as
a comparison of results in different truncation levels are deferred to the three appendices
Section A.2, Section B.8 and Section C.1.
5.2.2. The FRG and bound states
The FRG approach to bound states as outlined in the present work is based on two key
ingredients, the calculation of real-time correlation functions and the concept of Dynamical
Hadronization, both of which are briefly revisited in cf. section.
5.2.3. Real-time FRG
By now real-time versions of the FRG have been developed that allow to access real-time
correlation functions, and, at the same time, making use of the rather well-developed
Euclidean correlation functions of the theories at hand, and in particular QCD, for recent
works see [1, 3, 165, 166, 197, 217–223].
Here, our task is to extend cf. to dynamically generated bound state properties. To cf.
end, regulators that preserve SO(1, 3) Lorentz symmetry are of paramount importance,
and we will focus our discussion of the space-time symmetric regulators suggested in
[1, 197, 217, 218], cf. Section 5.1. Moreover, it is well-studied by now, that the rapid decay
of the regularised loops in frequency and momentum space is particularly important in




























































Figure 5.8.: The momentum-dependent quark mass function in the Quark-Meson model
(left panel). The right panel shows a comparison of the same quantity between
the QCD-assisted Quark-Meson model and QCD.
of the theory. Alternatively, one can study some questions about real time observables
by applying reconstruction methods. Combined with Euclidean FRG input cf. option
has been used in [2, 196, 224–227]. A detailed analysis of the general complex structure
of correlation functions as well as the low and high frequency limits leads to optimised
reconstruction schemes, see [2]. An application of cf. novel reconstruction method to QCD
spectral functions can be also found in [2]. We will come back to cf. issue in Section 6.4.
5.2.3.1. Dynamical Hadronization
Here we want to give a QCD bound state perspective of Dynamical Hadronization, for a
technical introduction see Section 3.6.1.
Bound states and resonances in QCD and other theories manifest themselves in resonant
momentum channels in scattering amplitudes and correlation functions. Typically, in an
effective field theory approach such a channel can be described as the exchange of an
effective field degree of freedom that carries the quantum numbers of the resonant channel.
This is the well-known Hubbard-Stratonovitch (HS) transformation, originally introduced
as an identity transformation for a local four-point interaction of fermions done on the
level of a classical action.
The FRG allows to perform cf. identity transformation on the level of the full QEA,
cf. Section 3.6.1, which avoids the well-known double-counting problems of the HS trans-
formation, if quantum fluctuations are taken into account. This transformation, called
dynamical hadronization or more generally dynamical condensation/ bosonization has
been introduced in [124] and further developed in [38, 129, 130]. While originally intro-
duced for the HS-type transformation for a four-point function it is by now applicable to
general and also non-polynomial field operators [38]. Its applicability to the full effective
action is intertwined with the Wilsonian idea of integrating out fluctuations iteratively
momentum shell after momentum shell. As it is done as an exact identity transformation
at each RG step, it avoids any double counting issue. This is the property that elevates it
to an identity transformation of the full QEA.
One of the prominent advantages within such a formulation is the following. Typically
applications of functional methods to strongly correlated systems such as QCD rely on
systematic vertex expansions in the absence of small parameters. The ’small’ parameter























































Figure 5.9.: Comparison between the QCD-assisted QM model and QCD for the momen-
tum dependent wave function renormalizations for the mesons (left panel) and
quarks (right panel).
with higher order vertices: These vertices have no classical part and are generated by
diagrams in the first place, and hence possess for an asymptotically free theory a rapid
decay behaviour in momentum space which leads to, after the angular integration, a very
efficient suppression of the respective diagrams. This corresponds to a intuitive picture:
these n-order vertices describe effectively the local interaction of n particles which is phase
space suppressed. However, resonances in interaction channels do not have cf. suppression
if their regularised mass is of the same order as the cutoff or below.
Explicitly, for the case of QCD and hadron physics cf. implies that the occurrence of
bound states or resonances characterized by two or three valence quarks, e.g. the mesons
and baryons, reduces scattering vertices of (2n) or (3n) quarks and anti-quarks to that of
n mesons or baryons. This counter-acts significantly the phase space suppression of the
relevant channels. Accordingly one either goes to a higher order of the vertex expansion
in the fundamental fields in QCD or formulates QCD also in terms of these additional
effective degrees of freedom.
We close cf. discussion with two remarks on dynamical hadronization: First, we em-
phasise again that dynamical hadronization does not entail the reduction of QCD to a
low energy EFT. It is only a convenient and efficient reparametrisation of QCD in the
dynamical low energy degrees of freedom. Second, even though the phase space suppres-
sion is partially lifted in the presence of resonant interactions, it is also the mass scale
of these channels that decides about their relevance for quantum fluctuations. In QCD
these resonances get strong at low, sub-GeV RG scales k. Note that the loop momenta in
the FRG framework are restricted by the cutoff scale, p2 . k2. Hence, all but the lowest
lying resonances are already decoupled when they are generated. Accordingly it is also
quantitatively sufficient to consider the dynamical hadronization of the σ mode and the
pions ~pi.
Applications to QCD can be found in [4, 28, 63–65, 127]. In particular, the references
[63, 64] contain an application of dynamical hadronization on the quantitative level with
full momentum dependencies to QCD with the to date by far largest set of coupled set of

























Figure 5.10.: The momentum-dependent wave-function renormalization of the mesons and
quarks in the Quark-Meson model.
5.2.3.1.1. Technical aspects
As already described in Section 5.2.3.1 and Section 3.6.1, dynamical hadronization facil-
itates apparent convergence by means of restoring the canonical phase space suppression
ordering of n-point functions.
In the present case we use it for introducing an auxiliary scale dependent mesonic field
φk = (σk, ~pik) with
∂tσk = (∂tAk) q¯q , ∂t~pik = (∂tAk) q¯ iγ5~τq , (5.6)
where the scale dependence A˙k of cf. transformation can be chosen arbitrarily. This
freedom is used to successively absorb the scalar–pseudo-scalar u-channel of the four-
quark scattering vertex, for more details see Section A.2.4. Then, cf. channel vanishes
identically in the four-quark vertex. Inserting (5.6) in (2.39), cf. Section 3.6.1, we are led














The auxiliary field can then be interpreted as the resonance of that channel as it carries
the physics and the same quantum numbers. Thereby dynamical hadronization allows for
a convenient access to resonances and all associated bound state properties.
5.2.3.2. QCD-assisted low energy effective theories
The flow equation for two-flavour QCD in Landau gauge with dynamical hadronization
of the σ and ~pi four-quark channels is depicted in Figure 5.4. When lowering the cutoff
scale k successively, the single loops in Figure 5.4 are suppressed if the cutoff scale drops
below the mass gap of the respective propagators. This has very important consequences.


























Figure 5.11.: The ratios of the meson pole masses mpole and curvature masses mcur are
shown. The ratio is stable for the pion and converges slowly, but eventually,
for the sigma as a function of grid points N .
mass scale drops rapidly for large cutoff (and momenta) because the respective momentum
channels in the four-quark interaction decay rapidly. This in turn leads to an increased
importance of the mesonic loops at low cutoff scales. This is in agreement with the pion
mass being the smallest mass scale. Second, the gluon effectively decouples below cutoff
scales of k . 1 GeV as the gluon is gapped in Landau gauge with a mass gap of almost one
GeV. Hence, for these scales the gluon loop can be dropped in Figure 5.4 for k . 1 GeV.
Moreover, to leading order the ghost fields only couple to the matter part of QCD via the
gluon. Accordingly, they effectively decouple from the matter sector of QCD as well at
the same decoupling scale as the gluon. This leaves us with a Quark-Meson flow equation
at low cutoff scales which is depicted in Figure 5.5.
In summary, cf. leaves us with a QCD-assisted low energy effective theory for QCD.
Its natural ultraviolet cutoff Λ is at almost 1 GeV, and the ’classical’ action SEFT,Λ of cf.
1Please note that cf. does not take the explicit symmetry breaking properly into account, since the flow
equation (5.7) is not manifestly independent with respect to the symmetry breaking parameter and
should be revised in future work. For a short discussion see Section 3.6.1 and a longer one [8] or [28].
(a) Mesonic contribution (b) Quark contribution
Figure 5.12.: The two dominant diagrams contributing to the wave functions of the mesons
in QCD (up to permutations of the regulator).
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EFT is the full effective action of QCD at cf. scale, evaluated on the equations of motion
for the gauge field and the ghosts: Aµ = 0 , c = 0 = c¯ and thus
SEFT,Λ[q, q¯, φ] = ΓQCD,Λ[ΦEFT] , (5.8)
with the superfield
ΦEFT = (0, 0, 0, q, q¯, φ) , φ = (σ, ~pi) . (5.9)
This concludes the discussion of the QCD-embedding of the low energy EFT under inves-
tigation here, additional discussions of cf. issue can for example be found in [28, 65, 120,
120, 162, 228–230].
5.2.4. Quark-Meson model
Utilizing the previous discussion we can write down the leading terms of the QCD effective
action at a scale where the ghost and gluons are to a large degree already decoupled. Then,
the QCD QEA with dynamical hadronisation as described in the previous section reduces
to a low energy effective theory with quarks and mesons, the Quark-Meson (QM) model,
cf. Section 4.3. Bound state considerations in the QM model were amongst the first
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The effective action (5.10) consists of three parts: the fermionic and the bosonic ones as
well as a Yukawa interaction in between both of them. The latter two, i.e. the second and
third line in the effective action (5.10), result from dynamical hadronization. As for the







Figure 5.13.: The three dominant diagrams contributing to the Yukawa coupling in QCD
(up to permutations of the regulator).
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other hand, the four-quark interaction is induced by the quark-gluon interaction and is thus
created dynamically during the evolution of the scale dependent effective action. Herein,
we only consider the scalar–pseudo-scalar u-channel of the four-quark vertex, which is by
far the most dominant one (see the discussion above). Consequently, the bosonic part
contains the propagators for the sigma meson and the pions. These terms as well as the
Yukawa interaction are already obtained by a single Hubbard–Stratonovich transforma-
tion (see, e.g. Chapter 3 of [231]). Higher-order terms induce self-interactions between
the mesons which are described by the effective potential Vk. Since isospin symmetry





cf. Chapter 4. A non-vanishing expectation value of ρ, 〈ρ〉 6= 0, signals condensation of
the sigma meson and thus spontaneous symmetry breaking. Current quark masses lead
via an appropriate shift of the σ field to the last term in the second line of the effective
action (5.10). It explicitly breaks O(4)-symmetry and effectively alters the expectation
value of the sigma meson by tilting the effective potential, which in turn results in a
finite mass for the Goldstone modes, i.e. the pions. To summarize, the ansatz (5.10)
for the scale-dependent effective action captures within a reasonable approximation the
leading behaviour of two-flavour QCD at low momenta, a statement tested explicitly in
Section 5.2.5.1.
In the effective action (5.10) the wave-function renormalization functions, Zσ(p), Z~pi(p)
and Zq(p), the Yukawa coupling h(p1, p2) and the four-quark coupling λ(p1, p2, p3) are
momentum-dependent quantities. Please note that we employ a notation in which mo-
mentum conservation is exploited and the three-point vertex h is a function of two in-
dependent momenta, the four-point vertex λ of three momenta. To this end, in the
Yukawa coupling the quark momenta are singled out As already mentioned, the successive
Hubbard–Stratonovich transformations in the Dynamical Hadronization are then used to
cancel the flow of the four-quark coupling, i.e. one implements
∂tλ(p, p,−p) = 0 . (5.11)
which yields an additional contribution to the flow of the Yukawa coupling.
In the following we differentiate between bare quantities and renormalised quantities
which are then denoted by a bar. The renormalization conditions are imposed at vanishing
momentum (which is the simplest choice) by requiring
Z¯~pi(p = 0) = 1 and Z¯q(p = 0) = 1 . (5.12)
As a result all dressed quantities are RG invariant, while the bare ones are not.
Further details about the effective action (5.10), the solution of the respective flow
equation (cf. (2.39)), and related technical details can be found in Section A.2.
Exploiting the freedom that the four-quark coupling λ(p1, p2, p3) can be set to zero at
the ultraviolet (UV) cutoff, i.e. for k = ΛUV, the four-quark coupling is absent in all flow
equations to be solved in the following. Previous studies in QCD, [64], have shown that
the full momentum dependence of the resulting Yukawa vertex can be well approximated





(p1 − p2)2 + (p1 + p2)2
)
. (5.13)
This will be employed in most of the results presented in the next section.
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It is also important to note that the quark mass function and the Yukawa coupling are





The pion decay constant fpi will in the following be calculated from the σ condensate based
on an approximation provided by the Gell-Mann–Oakes–Renner relation. The accuracy
of this strongly simplified way to determine the pion decay constant is sufficient for the
purpose of the exploratory investigation presented here.
The initial values for the flow are chosen at the UV cutoff such that physical values for
observables are achieved in the infrared k → 0. This includes setting the pion decay con-
stant to fpi = 93 MeV, and the curvature masses to mpi = 138.7 MeV, mσ = 500 MeV, and
mq = 297 MeV. The specific details on the precise definitions, respectively, the approxi-
mations employed for determining the masses are given in the next section. The remaining
flow equations can be derived from Figure 5.5. This results in the set of equations depicted
in Figure 5.6. The explicit expressions for the flow equations are deferred to Section B.8.
5.2.5. Results and discussion
We start in Section 5.2.5.1 with a discussion of the results for Euclidean momenta. The
extension of the results to the real time domain for the extraction of bound state properties
is discussed in Section 5.2.6.
5.2.5.1. Solution of the flow equation to Euclidean momenta
The main results of this section are the momentum dependencies of the propagators as well
as the Yukawa coupling. In addition to the physical parameters outlined in Section 5.2.4
we are considering an additional parameter set where the IR has been fixed to the values
of a first principle calculation of QCD correlation functions with the FRG presented in
[64]. This comparison has the advantage of testing the validity of low energy effective
descriptions of bound states in QCD.
The first quantity of interest from an RG point of view is the flow of the curvature
masses evaluated at the flowing minimum of the effective potential, depicted in Figure 5.7.
The flow of the curvature masses is a key ingredient in all diagrams because it sets the
dominant scale in integrands. In the left panel the result for the Quark-Meson model with
physical IR values is shown. The result is qualitatively similar to previous calculations in
the Quark-Meson model, see e.g. [185, 193].
Since we are mostly interested in the description of bound states, e.g. low-energy effective
degrees of freedom, the comparison to the full QCD calculation is also of particular interest,
since the curvature mass determines mainly the scale in the resulting correlation functions.
The comparison is depicted in the right panel of Figure 5.7 and shows that they agree
quite well for small and moderate scales. This demonstrate that the QM model indeed
describes the dynamics of low energy QCD correctly. However, in order to achieve the
same IR values in the QM setting as in the QCD calculation the UV-cutoff of the theory
has to be lowered to ∼ 360 MeV, see also [232]. With a higher UV- cutoff it is not possible
to decrease the sigma mass further while keeping fpi, mpi and mq fixed. This is most
likely linked to the triviality of the O(N) model, which shrinks the values of achievable IR
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values for a given cutoff when increasing the truncation, which has already been observed
in [1, 233].
The most significant differences between the QM model and the full QCD calculation is
the decoupling of the mesonic masses from the system, which can be seen from comparing
both subfigures in Figure 5.7: First, the mesonic degrees of freedom decouple substantially
faster in full QCD. This is also immediately visible when looking at the quark mass in
Figure 5.8 or at the wave function renormalizations in figures Figure 5.9 and Figure 5.10.
Second, the mass function of the scalar σ-channel in QCD does not show the dip towards
smaller masses in the region where chiral symmetry is restored, which is also related to
the steeper rise of the mass function in QCD. This feature has potentially important con-
sequences for the details of chiral symmetry restoration at finite temperature that deserve
further investigation. There, the low UV cutoff scale additionally results in a relatively
low highest temperature that can be considered due to the the thermal range of these
models, see [196]. More generally, the necessary modification of the initial effective action
for large external scales such as temperature, chemical potential, external background
(chromo)magnetic and (chromo)electric fields has to be considered, for a detailed discus-
sion see [55]. Again the systematic inclusion of these modifications is facilitated within a
QCD assisted low energy theory.
In all plots the red vertical line denote the UV cutoff used in our calculation. The
slow decay for large momenta is not very surprising in the Quark-Meson model as there is
no other scale involved which could potentially suppress the mesonic degrees of freedom.
Nevertheless, it is one of the most prominent differences to the full QCD calculation,
resulting in a rather small range of momenta, where the Quark-Meson model properly
describes all dynamics of full QCD. However, this does not imply that the description at
larger momenta is bad, merely that the question depends strongly on the observable at
hand.
5.2.6. Continuation to time-like momenta
The calculation of observables requires in general the knowledge of correlation functions
in Minkowski space-time, which will be discussed in more generality in Chapter 6. In
functional methods this reduces to essentially two distinct options, the direct calculation
via analytically continued equations or the numerical analytic continuation. While the
former way is preferable, its application to the quark-meson model is postponed to future
work. Here we resort to the latter option, which is for our purposes, i.e. the extraction of
the pole masses of the lowest-lying bound states, quite accurate. In addition, numerical
analytic continuation is easily possible for this case because the analytic structures of
interest are the poles closest to the origin in their respective analytically continued retarded
Greens functions, see [2] as well as references therein for a respective detailed discussion.
Moreover, it has been already shown in [196] that the momentum-dependence of the
mesonic propagator is rather mild which also facilitates the reconstruction of the lowest-
lying pole. In summary, this allows us to use a Pade´ based approach, i.e. a rational
interpolation. More specifically, we use the Schlessinger’s point method [234] to compute
the interpolation from a subset of data points.
The pion is the lightest degree of freedom in the Quark-Meson model and thus stable.
For the sigma meson it is found in the present calculation that its pole mass slightly exceeds
the two pion decay threshold. Therefore, we expect the mass to be dominated by a pole
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close to the time-like axis on the second Riemann sheet of the retarded propagator and
therefore accessible within this framework to good accuracy. The additional numerical
error of the reconstruction is checked by computations with different numbers of grid
points. The resulting masses and widths are collected in Table 5.1 and displayed relative
to the curvature masses in Figure 5.11. As expected from analytic arguments the pole mass
of the pion agrees well with its renormalized curvature mass [1, 196], and its decay width
is zero within numerical uncertainties. As outlined above the sigma meson features in our
calculation within the quark-meson model only a small decay width, Γ/M  1, validating
our reconstruction approach. Furthermore, the relative difference between the pole and
curvature mass is significant with ∼ 35%. Such an order of magnitude agrees qualitatively
with previous studies [1] in which the momentum dependence of the propagators was not
fed back into the equations. This has obvious consequences for low energy effective theories
of QCD where the mass of the sigma meson is often used to fix the free parameters.
5.2.7. Systematic improvements towards QCD
The discussion in Section 5.2.5 enables us to systematically improve the current setting
towards QCD on a quantitative level. Considering the structure of Figure 5.5, or directly
in the corresponding equations in Section B.8, it is immediately clear that only three
quantities that are not directly derived from the effective potential enter the equations:
Z¯φ(p), Z¯q(p) and h¯(p, r). Please note that we do not need to differentiate between Z¯pi(p)
and Z¯σ(p) as their difference is negligible for all points discussed here, c.f. Figure 5.10.
While the difference in the quark wave function Z¯q(p) between the quark-meson model
and QCD might appear large in Figure 5.9, the values stay practically at unity for all
scales and the bump in QCD at the scale of the gluon mass gap corresponds only to a sub-
leading quantitative correction. Therefore, we can concentrate our discussion on Z¯φ(p)
and h¯(p, r).
Turning to the pion and sigma meson wave functions, significant differences between
the quark-meson and the QCD result are observed, see Figure 5.10. However, the leading
diagrams that generate the momentum dependence are the same in both cases and shown
in Figure 5.12. As a result, the main difference between the quark-meson and QCD results
must be generated by h¯(p, r). In order to confirm this, we can apply the same reasoning
to the leading diagrams of the Yukawa coupling in QCD shown in Figure 5.13. The first
two diagrams, Figure 5.13a and Figure 5.13b, are again self-consistently contained in the
quark-meson model. However, the diagram containing a gluon, Figure 5.13c, is not. It is
not possible to include this diagram without the knowledge of the gluon propagator and
the quark-gluon vertex building up the one gluon exchange coupling, but QCD-assisted
Particle Curvature mass Pole mass Decay-width
Pion 138.7 137.4 ± 0.5 0.5 ± 0.5
Sigma 494.5 320 ± 25 36 ± 5
Table 5.1.: Curvature mass, pole mass and decay width, as extracted from the full momen-
tum dependence of the respective propagators. A significant deviation between




models can be constructed with this input. We conclude from this analysis that the quark-
meson model can be systematically improved towards QCD by either including the QCD
Yukawa coupling as external input or the gluon exchange coupling in Figure 5.13c. This
underlines the strength of the current setting of systematically improvable QCD-assisted
low-energy effective theories.
5.2.8. Conclusion
In this section we have outlined an approach to the calculation of bound states within the
Functional Renormalisation Group. It is based on the procedure of dynamical hadroniza-
tion, which comes with the great advantage that the information of bound states can be
mapped to lower order n-point correlation functions in a systematic manner. Furthermore,
this simplifies the procedure of building self-consistent truncations, as all correlation func-
tions are generated from a single master equation, and external input can be incorporated
without further problems. These advantages circumvent many of the problems faced when
expressing the bound states exclusively in terms of their constituents.
This framework was applied to the pion and sigma mesons within a quark-meson model
motivated via dynamical hadronization from QCD and solving the corresponding flow
equation for Euclidean momenta. In order to test the validity of our truncation we have
compared the common subset of results with a recent study of the Euclidean system in
first principle QCD [64]. While we found at low energies good quantitative agreement,
above scales of & 250 MeV qualitative deviations start to appear. These deviations could
be traced back to missing contributions in the Yukawa coupling.
The bound state properties of the pion and the sigma meson were accessed from the
Euclidean correlators via a suitable Pade´ approximation extracting hereby the pole masses.
While the pole mass of the pion, the lowest lying excitation, agrees very well with the
expectation from the Euclidean curvature mass, we found not unexpectedly a significant
deviation of ∼ 35% for the sigma meson.
Most importantly, the here presented approach can and will be systematically extended
towards the full bound state spectrum of QCD.
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6. Momentum dependencies in Minkowski
space-time
So far we have discussed field dependencies in Chapter 4 and momentum dependencies in
Euclidean space-time in Chapter 5. In principle the knowledge of the Euclidean elemen-
tary correlation functions is sufficient and amounts to having solved the theory at hand,
see e.g. [194]. In practice, however, one usually has access to a finite number of those ele-
mentary correlation functions and in most applications to strongly correlated systems they
are only known numerically. Typically this still allows for convenient and straightforward
access to Euclidean observables, i.e. static, thermodynamic quantities. Additionally, the
mass and properties of the lowest lying bound states can usually be extracted in a robust
fashion, see e.g. Section 5.2 or e.g. [201] for a Lattice QCD perspective. The extraction
of observables that are inherent to Minkowski space-time, such as transport properties
or decay rates, are exponentially hard to extract from numerical elementary correlation
functions in Euclidean space-time, see e.g. [195, 235]. There is essentially only one possi-
bility to get reliable and robust access to elementary correlation functions in Minkowski
space-time: extending the conceptual and computational frameworks presented so far to
be able to deal with the additional challenges presented by going to real time.
Nevertheless, there are several other possibilities to get at least partial access to dynam-
ical information of the theory
• Improve on existing reconstruction techniques. This includes, in particular, the
construction of specialized reconstruction methods for specific observables. This
will be explored in detail in Section 6.4 and Section 6.5.
• The use of effective field theory embeddings. Mapping the extraction of ’hard’ cor-
relation functions to much easier ones. This was already used in Section 5.2.
In this chapter we will explore the possibility of directly calculating in Minkowski space-
time, as well as the construction of specialized reconstruction techniques. The latter
one heavily relies on the intuition gained while performing calculations in Minkowski
space-time. Both variant heavily rely on the existence of spectral representations of the
underlying elementary correlations functions, which we will elaborate on in the following.
6.1. Spectral representations
This section is in parts based on [11].
In this section we want to recap some basic facts of the Ka¨lle´n-Lehmann spectral rep-
resentation of the propagator and continue and generalize the notion thereof to general
n-point functions.
In practice, spectral representations have several interpretations, depending on the cur-
rent viewpoint. From a purely practical point of view, they correspond to a restriction of
109
6.1. Spectral representations
the analytic structure of the corresponding elementary correlation function. To be more
precise, they encode the statement that all non-analyticities are contained to certain lower
dimensional hypersurfaces in the analytically continued phase-space of the Euclidean el-
ementary correlation functions in momentum space. This originates from the demand
that the time-ordered correlation function is well-defined and analytic up to its bound-
ary. This is closely linked to locality. In particular, the axiomatic formulation of local
Quantum Field Theories in terms of the Wightman axioms [236] directly demand this
property via the spectral condition, for more details see e.g. [194, 237]. From a physics
perspective, at least the spectral function associated to the propagator, has a very clear
interpretation: encoding the spectrum of the theory. This can be see directly from an al-
ternative derivation of the Ka¨lle´n-Lehmann spectral representation as the sum over energy
eigenstates. The following discussion is restricted to equilibrium situations, where finite
temperature is, if specified, introduced via the Matsubara formalism, cf. Section 2.5.2.
The results obtained here build heavily on the work of Evans, in particular [238], as well
as the preparative and complementary works [239, 240]. Other authors at the time have
also looked at the issue of relating real time correlation functions with their imaginary
time counterparts, see [241–254] and references therein. A similar analysis to ours has
recently been performed in [255] for the three-point function .
6.1.1. Ka¨lle´n-Lehmann spectral representation
The spectral representation of the Euclidean propagator is given by the very well known









In the previous sections, in particular in Chapter 2, we have already identified the full
propagator as the central object in calculations with Functional Methods. This persists in
Minkowski space-time. The spectral representation (6.1) can be seen as a free propagator
with mass λ that is integrated with the weight 2λ ρ(λ). This gives a nice interpretation of
non-perturbative loops, they correspond to perturbative loops, where all masses are free
parameters and the entire expression is weighted with the spectral functions as described
above.
6.1.2. Spectral representations at finite temperature
However, (6.1) is in practice in this form only applicable in vacuum. In order to generalize
on this, we investigate the situation at finite temperature T = 1/β. Our starting point
are the Wightman functions, where we assume the arguments to be ordered with respect




(ti1 , . . . tin)
∣∣∣=(tin) ≥ . . . ≥ =(ti1) ≥ =(tin − iβ)} . (6.2)
Turning to the thermal Wightman functions, it can be shown that if they are bounded for
{tij} ∈ Ai1,...,in this implies that they are also analytic within this region [258]. A more
detailed discussion of this issue and the underlying assumptions can be found in [238] and
references therein. From hereon we will assume that these correlation functions are indeed
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analytic in this region and therefore posses a well defined Fourier transform. With this at
hand, let us consider the correlation function
γi1,...,in(t1, . . . tn) =
〈
φ1(t1) . . . φn(tn)
〉
, (6.3)
where (t1, . . . , tn) ∈ A1...n and the fields φ are of arbitrary nature, i.e. bosonic or fermionic.
We use the symbol γ to denote the relevant objects of interest, which are typically here
either the propagator or n-point functions for n > 2, but the derivation holds for a much
larger class of correlation functions. According to our prerequisite, the Fourier transform
exists and is given by










γi1...in(ω1, . . . , ωn) , (6.4)
where we have state the relation directly with n fields for alter convenience. Please not that
in the inverse Fourier transform the contour, i.e. the real line, of the time integration has
to be infinitesimally tilted such that the structure implied by Ai1,...,in is respected during
the integration. All spatial arguments are suppressed throughout this section as they are
not of relevance and can be trivially reconstructed in the end. Being in equilibrium, we
can use translational invariance to reduce the number of arguments by one





γi1...in(ω1, . . . , ωn−1) , (6.5)
in a slight abuse of notation. The such defined correlation functions at finite temperature
have to fulfil the Kubo-Martin-Schwinger (KMS) condition, cf. Section 2.5.2, which can
be stated as
fωi1γi1,...,in(ω1, . . . , ωn) = γi2,...,in,i1(ω2, . . . , ωn, ω1) , (6.6)
where we have defined fω = e
−βω. Please note that the notation in (6.6) differs slightly
from the notation in [238], the relative minus sign in notation for fermions is here absorbed














)〈T φi1(−iτ1) . . . φin−1(−iτn−1) φin(0)〉 , (6.7)
where the (pj)0 denote the zero components of the Euclidean momenta and T denotes time
ordering in the sense of (6.2). From here one can derive spectral representations simply
by demanding self-consistency, i.e. by inserting (6.4), with the use of (6.5), into (6.7)
and carrying out the τi integrations. This yields integral relations of the form (6.1), with
only the frequency appearing, where the kernel contains real time Wightman functions
and factors of fi. So far this is the main result of [238]. Here we go one step further and
utilize the KMS condition (6.6) in order to remove all factors of fi, which in turn gives
the corresponding spectral functions in terms of nested commutators. These can in turn
be expressed in the retarded/advanced basis again, which is in practice rather important,
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since they can easily be related to the analytic continuations of the Euclidean correlation
functions again, hence closing the circle of self-consistent relations.
Consequently, this procedure allows to use the entirety of the Euclidean formalism
presented in the previous chapters, Chapters 2 to 5, to be used in Minkowski space-time
by analytically continuing the elementary correlation functions and expressing them in
terms of spectral functions.
However, it turns out that this is hard to achieve for general n-point functions, mostly
because the number of possible distinct analytic continuations grows faster than the num-
ber of basis functions in the retarded/advanced basis. In fact starting from n ≥ 4, the
basis elements of the retarded/advanced basis are given as superposition of different ana-
lytic continuations. It turns out that the classification of the sub-manifolds/hyperplanes,
that carry the non-analyticities in n-point functions, is an open problem. It turns out that
this is an open problem that is also of interest in pure mathematics, however so far only
upper and lower bounds are known. For a discussion from the current perspective see [259]
and references therein. For a mathematics perspective of the problem see e.g. [260, 261]
and references therein. While this hinders the construction of such representations for
all n-point functions, it is not a practical problem in practice. In practice only n-point
functions with small n appear, as discussed at length in the previous chapters, where the
explicit construction of all analytic continuations is no problem. Therefore, we will restrict
ourselves to the propagator and the three-point function for explicit constructions, where
this problem does not appear at all.
6.1.2.1. Propagator
Following the prescription from above, our starting expression, where we have inserted








dτ ei p0τe−λτ γ12(λ) , (6.8)
where we now go back to a Euclidean argument on the LHS, as in (6.1). In (6.8) it’s














Using that the external zero component of the momentum p0 is not continuous, but rather
discrete and restricted to the Matsubara modes, the phase factor eip0β = σ±, which is 1
(−1) for bosons (fermions). Using the KMS condition (6.6) in order to cancel the factor



















In (6.11) the index ± denotes the graded commutator, i.e. the commutator for bosons
and the anti-commutator for fermions. Please note that we have suppressed the spatial
momentum dependence and both, the propagator and the spectral function, depend on it.
We can now use (6.10) by construction to analytically continue the Euclidean propagator









(− i(ω − iε)) . (6.12)
With this at hand, we can also recover the usual relation for its easy to verify the usual




, where ∗ denotes complex conjugation. Ad-
ditionally, we can use (6.12) combined with the spectral representation (6.10) to derive
the relation between the spectral function and the analytic continuation of the Euclidean
propagator





(− i(ω + iε))} . (6.13)
With an obvious shorthand notation this becomes
ρ(ω) = 2=G(− iω + 0+) . (6.14)
While it might not have been entirely obvious from the discussion in this section so far, the
underlying structure arising from this discussion has strong implications for the analytic
structure of the analytically continued Euclidean propagator. In particular, it implies that
all non-analyticities are on the line < (p0) = 0. While have been rather loose language wise,
some comments are appropriate at this point: The propagator in the complex domain and
the spectral function are, of course, not ordinary functions, but tempered distributions.
This allows, in principle, for contributions that are not usually discussed in textbooks.
While they are interesting, we do not encounter any of those terms in practice in the
following and will therefore not comment further on this issue here. Discussions of this
issue can be found in in [262–264]. In practice the only relevant distributions appearing
are H 1/xn, δ-functions and the Heaviside step function θ(x). For the first term the
integration is defined as the Hadamard finite part, which reduces to the principle value
for n = 1. We will comment further on this when appropriate.
6.1.2.1.1. Example: Free propagator
To close the discussion of the propagator, we want to give a minimal example, the free














p2 +m2 , (6.16)
where we recover the wanted anti-symmetry ρ(λ) = −ρ(−λ) explicitly. This concludes our




Turning to the three-point function, we can build directly upon the results presented
in the beginning of Section 6.1.2 and Section 6.1.2.1. With this at hand we will not
repeat the entire derivation, as it is completely analogous to the one of the propagator in
Section 6.1.2.1. With this we obtain the spectral representation of the three-point function






















which contains now two independent spectral functions. As before, we have suppressed all
dependencies on spatial momenta. Before stating the relation between the spectral func-
tions and the analytic continuations of the Euclidean three-point function, we introduce
some notation for convenience. We will give the n-point functions an additional index,
indicating the sign of ε when continuing the associated momentum into the complex plane
according to (pj)0 → i(ωj + i εj). As before, the last argument is still fixed via momentum
conservation, i.e.
∑
j ωj = 0 and
∑
j εj = 0. As we have discussed in the beginning of
Section 6.1.2, the propagator/two-point function and the three-point function are unique
in the sense that relative signs of the different εj already fix the limit εj → 0. This prop-
erty follow from simple combinatorics and momentum conservation and does not carry













(− i(ω1 + i ε)) , (6.18)
where we have made the last argument explicit again for demonstration. In the same












(− i(ω1 + i ε),−i(ω2 + i ε)) . (6.20)
Please note that for n ≥ 4 the right-hand side of these expressions is a superposition of
different analytic continuations. The n-point functions in the retarded/advanced basis
have some properties that we would like to state for completeness. Denoting R¯ = A and
A¯ = R we have
Γi1...inα1...αn(ω1, . . . , ωn) =
[
Γi1...inα¯1...α¯n(ω1, . . . , ωn)
]∗
, (6.21)
i.e. swapping all the retardedness/advancedness of all legs amounts to complex conjuga-
tion. This amounts to swapping the signs of all epsilons. Another property that follows
trivially from momentum conservation is
Γi1...inα...α (ω1, . . . , ωn) = 0 , (6.22)
the retardedness/advancedness cannot be the same on every leg without trivializing the
n-point function. The associated properties of the propagator follow trivially from those
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Figure 6.1.: Polarization diagram with full propagators and classical vertices. For conve-
nience we adopted the diagrammatic notion used in Dyson-Schwinger equa-
tions throughout this work, cf. Figure 2.1.
of the two-point function. With this at hand, we can state the relation between the
retarded-advanced three-point functions and the spectral functions implicitly defined in
(6.17)
ρijk1 (λ1, λ2) = 2<
(




ρijk2 (λ1, λ2) = 2<
(






From (6.23) we can also see, that the spectral function degenerate for identical fields, but
the order of the first two arguments is swapped. With this we conclude our discussion
of spectral representations, results similar to the one presented in this section for higher
n-point functions will be reported elsewhere.
6.1.3. Using spectral representations in Functional Methods
We want to give a short, standard example, how spectral representations are used in prac-
tice in order to calculate non-perturbative diagrams. In particular, how we can use the
purely Euclidean framework of Chapter 2 to gain access to real time elementary correla-
tion functions via analytic continuation. To this end, we consider a polarization diagram
with classical vertices, as it may appear in a skeleton expansion or a DSE with a specific
truncation for example. The diagram in question is shown in Figure 6.1. Taking a regu-
larization scheme that only acts on the spatial part and setting the classical vertex to one,
the diagram reads
















2λ2 ρ (λ2,p+ q)





Assuming we have a well defined regularization and renormalization scheme implied, we
can swap the order of integration in (6.24). If we would in addition assume that the
spectral function at hand is only a function of p2 = p20 + p
2 we could express the diagram
as a purely weighted perturbative diagram. However, we won’t make this assumption here,
as we do not aim at calculating the spatial momentum integral anyway

















(p0 + q0)2 + λ22
.
(6.25)
Using standard techniques, cf. Section B.4 the sum is easily calculated and expressed in
terms of bosonic occupation numbers with a simple interpretation








ρ (λ1, q) ρ (λ2,p+ q)×
×
{
− 1 + 2nB(T ;−λ1)
4λ1
(
(p0 + iλ1)2 + λ22
) + 1 + 2nB(T ;λ1)
4λ1
(
(p0 − iλ1)2 + λ22
)
−1 + 2nB(T ;−λ2 − ip0)
4λ2
(
(p0 − iλ2)2 + λ21
) + 1 + 2nB(T ;λ2 − ip0)
4λ2
(
(p0 + iλ2)2 + λ21
)} .
(6.26)
In the above expression, we are still left with the problem of analytically continuing the
diagram to p0 ∈ C. Carrying out the Matsubara sum analytically, lets us choice the correct
analytic continuation quite easily, because we have the result analytic in p0. As briefly
touched in Section 5.1, the correct analytic continuation is obtained here by dropping
the factors of ip0 from the bosonic occupation numbers. It can be shown, by demanding
exactly the properties of the previous section, Section 6.1.2, that this analytic continuation
is unique [265]. The resulting expression is than valid in the entire complex p0 plane. Using
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1 + 2nB(T ;λ2)
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Please note that the expressions appears longer, as we have performed a partial fraction
decomposition in all terms, this is usually very useful when working with diagrammatic
expression. From (6.27) quite a bit of physics, that can be extracted from the polarization
diagram, is already visible. In order to extract the self-energy, we have to continue the
result (6.27) to Minkowski space-time. In particular, at the one-loop level, (6.27), gives
the sole contribution to the imaginary part of the retarded self-energy. Thresholds, i.e.
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scattering processes, require a non vanishing imaginary part. The onset of such thresholds
is related to the poles of (6.27) as we will see later. Looking at the contribution from
mass poles, i.e. δ-function contributions from the spectral functions, we can immediately
integrate the frequencies λ1 and λ2 and find that ω ≥ 2m gives the only naive threshold at
vanishing spatial momentum, where p0 → −iω+ 0+. In vacuum this turns out to be true.
However, at finite temperature, additional regions in phase space, i.e. with |ω| ≤ |p|. This
turns out to be the transport peak, which will dominate long range physics, i.e. transport
coefficients. If we assume the two masses to be different, one finds additional regions with
support, at p = 0, i.e. 0 ≤ |ω| ≤ |m2 −m1|. This decay channel in turn induces damping
and will be discussed in more detail later.
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6.2. O(N)-theory at finite temperature
This section is in parts based on [1].
Having discussed the theoretical prerequisites of calculating elementary correlation func-
tions in Minkowski space-time, we can now have a second look at the setting presented in
Section 5.1. However, we won’t quite follow the full procedure detailed in Section 6.1, but
rather use a purely numerical approach. This is because one of the main motivations for
the work here was, as described in Section 5.1, the use of a Lorentz invariance preserving
regulator. However, this would require a spectral representation for the regulated propa-
gator and to this date no sufficiently fast decaying regulator is know that perseveres the
analytic structure induced by (6.10). As briefly described in Section 5.1, we calculate the
Matsubara sum numerically and correct the error one makes in the occupation numbers
by weighting the contour integrals appropriate, cf. Section B.4 and Section 6.1.3.
Staying within the notation of Section 5.1, we choose to drop the usual normalization
of the spectral function and opt for an RG invariant combination instead, i.e.
ρˆ = Z(0)ρ . (6.28)
This choice is of course purely for technical convenience and can be undone at any step.
Additional details on technical prerequisites and numerical details are contained in Sec-
tion B.7. In the remainder of this section we will discuss the result of the spectral functions
obtained in such a setting.
6.2.1. Results
6.2.1.1. Spectral functions at vanishing external momentum
Here we show the temperature dependence of the pion and sigma spectral function in
the LPA’+Y approximation. The spectral functions feature several district structures
with a clear physical interpretation, see e.g. [220] for a detailed discussion of the different
processes in the Quark–Meson model. In general there are two different cut structures
at finite temperature and vanishing external momentum in the propagator continued to
the complex plane. The unitarity cut spans from the multi-particle decay threshold to
infinity, i.e. ω ∈ [µthresh,∞), which is present in any interacting theory. Furthermore, the
Landau cut is present at smaller frequencies, which is purely medium dependent and gives
rise to inverse scattering processes [266] with the heat bath. These scattering processes
give rise to Landau damping, hence the name. Finally, delta functions represent stable
particles. Our result for the spectral functions at vanishing external momentum in the
LPA and LPA’+Y truncation are depicted in Figure 6.2. For the sigma meson there are
two different processes available, i.e. σ∗ → pi + pi and σ∗ → σ + σ and no Landau cut
structure. While for the pion we have pi∗ → pi + σ for the Unitarity cut and pi∗ + pi → σ
for the Landau cut. While it might seem that the Landau cut vanishes for very small
frequencies, we would like to remark that a finite value is possible. However, it will be
exponentially suppressed since the contributions are proportional to occupation numbers.
Additionally, Figure 6.2 suggest that the Landau cut only has support up to a finite
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Figure 6.2.: Spectral functions at vanishing three momentum for different temperatures
comparing LPA to LPA’+Y.
frequency and vanishes below. At vanishing temperature we have the expected stable
pion and no stable sigma particle. At finite temperature the sigma meson emerges as
stable particle as O(4)-symmetry gets restored. The presence of stable particles at finite
temperatures is an artefact of the current truncation.
The difference between the two truncation is most prominently seen at multiple particle
decay thresholds, which involve a sigma meson demonstrating the effect of the wave-
function renormalization, shown in Figure 5.3b, on the curvature mass, as in both trun-
cations the proper pole mass is not coupled back into the system. A problem that is
numerically not traceable in the current formalism, c.f. discussion in Section B.7. The
cut structure of propagators is best seen in the imaginary part of the two-point function,
=Γ(2)(ω), since a finite value translates directly into a cut of the propagator, the result is
shown in Figure 6.3. The finite part at small frequencies, that vanishes for larger temper-
atures, in the pion shows again the Landau cut. For larger frequencies the unitarity cut
shows clear decay thresholds, i.e. in the sigma meson the different thresholds and their
degeneracy for high temperatures can be seen nicely.
Our results compare qualitatively well to the results obtained using a spatially flat
regulator, c.f. the discussion in Section B.6, in the Quark-Meson model [165, 166, 222, 223].
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Figure 6.3.: Cut structure of the propagators in the frequency-temperature plane.
6.2.1.2. Pole, screening & curvature masses
It is interesting to compare the real time pole and screening masses with the Euclidean
curvature mass, for a detailed discussion of the respective definitions in the present FRG
context see e.g. [196]. The curvature mass is typically used in Euclidean computations
within low energy effective field theories for QCD. There, the physical pion and sigma
masses are input parameters and are identified with the respective curvature masses.
However, they have to be identified with the pole mass, and hence we have to check how
well such an identification works.
In the case of a stable particle, the position of the pole can be directly extracted from
the spectral function. For particles with a finite decay width this is not possible, since the
pole leaves the physical sheet of the complex p0-plane and is found on the second Riemann
sheet, i.e. the analytically continued retarded propagator.
On the other hand the pole mass mpole = 1/ξt is the inverse temporal screening length,
which can be extracted from the Euclidean propagator
lim
t→∞G(t, 0) ∝ e
−t/ξt . (6.29)




G(0, ~x) ∝ e−|~x|/ξspat , (6.30)








Note that the wave function renormalization Z in (6.31) ensures the RG-invariance of the
latter. As discussed in Section 5.1.2, the limit in (6.31) is understood in the static sense.
We can now use (6.31) together with the spectral representation of the Euclidean prop-
agator
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Figure 6.4.: Fourier transform of the pion propagator.
to derive a relation between the curvature mass and the spectral representation
m2cur =
∫ dη






with the normalised spectral function (6.28). In case a stable particle is present, the
spectral function can be split in two positive parts as follows,




The normalisation of the pole is smaller than one: Zpole = 1−
∫
dω2ρˆcut < 1 which follows
from the normalisation of the spectral function and the positivity of ρcut. Using this split
















Equation (6.35) entails the information when the difference between pole and curvature
masses grows large: Firstly, decreasing Zpole increases the importance of the cut-part and
hence the difference between curvature and pole mass grows. Secondly, if the spectral
weight of ρcut is taken at smaller spectral values, the integrals in (6.35) grow and hence
the difference between curvature and pole mass grows.
Translated back to Euclidean space-time, both processes lead to strong frequency and
momentum dependences in the Euclidean propagator. In turn, if the pole term dominates
the full spectral function, the full Euclidean propagator is well described by a propagator
with a constant wave function renormalization, depicted in Figure 5.3b. A similar con-
clusion was also drawn in [196, 267], where the relation between pole and curvature mass
has also been investigated.
A very good estimate for the pole mass can be obtained from a Pade´ approximant of the
propagator around the zero crossing of the real part of Γ(2), if the pole is sufficiently close
121
6.2. O(N)-theory at finite temperature
















] |p| = 0 MeV
|p| = 138 MeV
|p| = 276 MeV
|p| = 414 MeV
|p| = 552 MeV
Pion
T = 55 MeV ε = 0.55 MeV
















] |p| = 0 MeV
|p| = 138 MeV
|p| = 276 MeV
|p| = 414 MeV |p| = 552 MeV
Sigma
T = 55 MeV ε = 0.55 MeV

















|p| = 0 MeV
|p| = 138 MeV |p| = 276 MeV
|p| = 414 MeV
|p| = 552 MeV
Pion
T = 193 MeV ε = 0.74 MeV
















] |p| = 0 MeV
|p| = 138 MeV
|p| = 276 MeV
|p| = 414 MeV |p| = 552 MeV
Sigma
T = 193 MeV ε = 0.74 MeV
Figure 6.5.: Spectral functions at finite external momenta for different temperatures across
the phase transition.
to the Minkowski axis. This is certainly the case for the spectral functions depicted in
Figure 6.2. Our result for the different masses is shown together with the order parameter
〈σ〉 in Figure 5.1. The order parameter shows a gentle decrease across the phase transition,
signalling an extremely broad crossover, cf. the discussion in Section 5.1.2.
For low temperatures the masses stay roughly constant until the temperature scale get of
the order of the lowest mass scale 2piT ≈ mpi. In the intermediate regime the temperature
fluctuations become large enough to trigger the phase transition. The mass of the sigma
meson can then also be used as an order parameter, see e.g. [185], and exhibits a clear
minimum at the crossover. With an increasing temperature all masses degenerate as they
acquire a dominant thermal mass component ∼ T 2 and the theory becomes effectively
trivial.
The more interesting case is the sigma, as its spectral function has no clear mass pole
for low temperatures. The pole mass of the sigma mesons behaves more gentle across the
phase transition in comparison to the curvature mass, but still exhibits a clear minimum
at the cross over. The larger mismatch between the two masses can again be explained by
the significantly stronger momentum dependence of the sigma meson at small and medium
temperatures compared to the pion, c.f. Figure 5.3a. In general the qualitative strength
of the mass difference can already be obtained from the temperature dependence of the
constant wave function renormalizations since Zk(0, |~p|) ≈ Zk(0, k). Furthermore, we can
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Figure 6.6.: Lorentz invariance of the spectral functions, ρ(
√
ω2 + ~p 2, ~p), at a small tem-
perature.
use (6.29) in order to extract the pole mass from the two-point function. Combining the






dη e−ηtρ(η, ~p) , (6.36)
i.e. the Fourier transformed propagator, which reduces to a calculation of a Laplace
transform. In the case of a mass pole we are able to extract the correct pole mass from
(6.36) again, an example for the pion at a temperature 138 MeV is shown in Figure 6.4.
Equation (6.36) allows us to calculate the contributions from different structures in the
spectral function individually, i.e. we find the expected exponential decay (6.29) from the
mass pole and empirically the contribution from the Landau cut is very well described
by additionally introducing a quadratic time dependence in the exponent. Furthermore,
their sum is already sufficient to describe the full time dependence at reasonable times,
for extremely large times the behaviour is trivially dominated by the necessary numerical
cut ηmin. Unfortunately we were unable to extend this definition of the pole mass to the
regime without a pole mass in the spectral function, due to a combination of a lack of the
functional form of the Landau cut and numerical uncertainties.
6.2.1.3. Spectral functions at finite external momentum
Since there is only a very small difference between LPA and LPA’+Y in our current set-
tings, the results with finite external momentum are calculated in LPA due to reduced
numerical cost, due to which we also refrained from extrapolating our results to ε → 0.
The results are depicted in Figure 6.5 for various temperatures and external momenta.
The main differences between spectral functions at vanishing and finite external momen-
tum is the uniform Lorentz boost of the mass pole and the unitarity cut, as well as the
transport peak, at frequencies ω < |~p |, arising from space-like scattering processes at finite
temperature and momenta with the heat bath, a detailed discussions about the involved
kinematics can be found in [220]. Furthermore the transport peak is, like the Landau cut,
not Lorentz invariant as it couples directly to the heat bath.
6.2.1.3.1. Lorentz invariance
A non-trivial consistency check of our results at finite external momenta is obtained by
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looking at the Lorentz invariance at a vanishing (or small) temperature. A Lorentz in-
variant function must only depend on p2 = ω2 − ~p 2, i.e. for the spectral function this
translates to the property that ρ(
√
ω2 + ~p 2, ~p) must be independent of ~p. Our results for
the spectral functions at finite external momenta are depicted for this momentum con-
figuration in Figure 6.6 at a small temperature. The most notably breaking of Lorentz
invariance is introduced by the finite value of the small parameter ε, but we also do not
expect invariance for these parts of the spectral function. Additional breaking, relative to
the fixed heat bath, is visible for small frequencies in the sigma spectral function and for
frequencies around the mass pole in the pion spectral function due to the small tempera-
ture present, c.f. the discussion in Section 6.2.1.1 and Section 6.2.1.3. The remaining parts
of the spectral functions, i.e. the position of the pole, the thresholds and the continuum
part, show perfect Lorentz invariance.
This is in contrast to most previous studies of spectral functions within the FRG where
a regulator of the form (B.40) was used, and therefore Lorentz invariance explicitly bro-
ken [219, 220], and demonstrates one of the strengths of our approach.
6.2.2. Conclusion
In this section we put forward a direct calculation of finite temperature spectral functions
within the FRG in the O(N)-model. This direct computation is based on a O(4)/Lorentz-
invariant regularisation scheme, and can be performed on a fully numerical level. i.e. in-
cluding the full momentum- and frequency dependence of correlation functions. It demon-
strates the applicability of the formalism put forward in [197] at finite temperatures.
The spectral functions for the pion and sigma meson are shown across the phase tran-
sition as a function of frequency and momentum. The four expected structures in the
spectral functions, i.e. the mass pole, unitarity cut, Landau cut and transport peak, are
present and discussed in detail.
The spectra obtained allowed us to investigate the important relation between the curva-
ture and the pole mass. We found that the definition of the pole mass as inverse temporal
length is accessible within our framework, but unsuitable if particles are unstable and a
pole is unidentifiable in the spectrum. An analytic relation between the pole and curva-
ture mass was derived in the case of a stable particle and qualitatively verified that the
difference is driven by non trivial momentum dependencies.
Furthermore, we have explicitly verified the Lorentz invariance of the spectral function.
Another major advantage of the employed framework is its numerical accessibility, which
makes it easily usable in more complex theories. However, we also found that the purely
numerical approach put forward here is numerically not manageable for large systems.
This can be overcome by embracing the underlying analytic structure fully, and work on
the level of the spectral functions themselves. This will be presented in the following
sections.
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Figure 6.7.: Diagrammatic representation of the DSE for the two-point function, cf. Fig-
ure 2.3.
6.3. Dimensional regularization in Functional Methods via
spectral representations
This section is in parts based on [12].
In this section we fully utilize the structure connecting Euclidean and Minkowski space-
time discussed in Section 6.1. We investigate a φ4-theory in d = 3 space-time dimensions
with the DSE in a vertex expansion. We truncate the vertex expansion at N = 2, i.e. we
keep the full two-point function only, cf. Section 2.3.2. The truncation is closed by setting
the three-point and four-point function to their classical values
Γ(n≥3) = S(n) . (6.37)















Having only the two-point function as a dynamic quantity, we obtain the relevant equa-
tion to solve by simply taking two derivatives of the master DSE (2.71). The resulting
equations is explicitly given in Section 2.2 and shown in Figure 6.7. The basic outline of
the calculation is already given in Section 6.1.3, with the only difference that we will work
in vacuum here. To be more precise, this means we do not gain anything from splitting
the momentum dependence in p0 and p, but rather stay with the Lorentz invariant p
2.
Therefore, we will not only move the p0 integration into the spectral integrals, but also
the spatial integration, cf. Section 6.1.3. Subsequently, the inner momentum integration
is equivalent to a perturbative loop. Hence, it becomes practically possible to use dimen-
sional regularization, a highly desirable regularization scheme. The motivation for the use
of dimensional regularization is of course the trivialization of the right-hand side of the
mSTIs discussed in Section 3.4.4. We will give a fully worked out diagram explicitly later
in this section. As a consequence we will work with the appropriate spectral representa-
tion of the propagator, the Ka¨lle´n-Lehmann spectral representation (6.1). Before getting
into the actual calculation, lets us reiterate a few more things about spectral functions,
that are of importance here. The first concerns a splitting of the spectral function into







δ (ω −mi) + ρ˜(ω) , (6.39)
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where mi denotes the position of possible mass poles and ρ˜ the continuous contribution,
i.e. the cuts of the propagator. The second concerns the sum rule at hand for the spectral




2λ ρ(λ) = 1 . (6.40)
Another advantage of the renormalization scheme employed here is that (6.40) preserved
during the calculation. This has the advantage that certain prefactors are fixed by the
normalization and do not have to be calculated explicitly.
6.3.1. Renormalization
The use of dimensional regularization allows, in principle, also naively for the straightfor-
ward application of the usually enforced perturbative renormalization conditions. How-
ever, while doing so we have to deal with a subtlety one might miss initially. In order to
swap the order of integration, we require that the entire integration, over frequencies of
the spectral functions and loop momenta, is fundamentally finite. This requires, of course,
that the full divergence of the diagram is subtracted, and not only the one appearing
directly in the momentum integration over the perturbative kernel. Working in d − 2ε
space-time dimensions, if one neglects this, the momentum integration might be finite,
but the spectral integration afterwards might not have a finite ε → 0 limit. Practically,
this is achieved by introducing counter terms such that the leading and subleading term
in an expansion in p2 around the renormalization scale µ2 in the remaining integrand of
the spectral integration is subtracted, after discarding the usual 1/ε term. In order to
show the procedure explicitly, let us consider the polarization diagram, the second loop
from the left in Figure 6.7. Please note that a similar route to regularizing diagrams in
the DSE has been taken in [268], where a system was chose that allows for fully analytic
calculations.
6.3.1.1. Example: Polarization diagram
Here we make the aforedescribed procedure explicit at the example of the polarization
diagram, which is e.g. divergent in d = 4. Note however, that the procedure works in
arbitrary space-time dimension and only effects the renormalization and the perturbative
kernel. The polarization diagram reads






Γ(3)(−p,−q)G(q)G(p+ q)Γ(3)(−q,−p) , (6.41)
where the subscript dim(µ), denotes that the integral is understood in the sense of dimen-
sional regularization, as described above, with renormalization scale µ. Denoting the clas-
sical three-point function as g, the diagram reads after inserting spectral representations
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in our truncation




























(p+ q)2 + λ22
.
(6.42)










which is understood as the integral over all appearing frequency parameters, i.e. {i} =
{1, 2} in the current context. The function F (p2;λ1, λ2;µ) is the perturbative polarization
diagram, where the two appearing scalar propagators now have different masses λ1 and
λ2. In order to impose renormalization conditions we introduce parameterizations for the
full and classical two-point function
S(2)(p) = Γ
(2)










where we have the usual bare/renormalized wave function renormalization and mass. As
renormalization condition we choose
Γ(2)(p = µ) = µ2 +m2
∂p2Γ
(2)(p = µ) = 1 ,
(6.45)
where we have made the particular choice that the renormalized wave function renormal-
ization is set to one. For illustrative purposes we will drop all diagrams from Figure 6.7,
expect for the polarization diagram. With this the explicit DSE for the two-point function
is given by




+Dpol(µ; p) . (6.46)
Equation (6.46) is rendered manifestly finite, in combination with the renormalization
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F˜(p) := ∫q ∫λ f(q, λ)
divergent 



















Figure 6.8.: Schematic representation of the the practical realisation of dimensional regu-
larization in Functional Methods.
We can the counter terms explicitly to arrive at the properly renormalized DSE of the
two-point function











The procedure detailed in the previous section and made explicit here removes all quadratic
and logarithmic divergences. If higher order divergences are present, this can trivially be
accommodated for by subtracting higher order terms as well. In the case of d = 3,
where we will perform our calculations, we only have to deal with logarithmic divergences
and already the first order term, i.e. the derivative term in (6.48) is not necessary to
subtract. Please not that while this might seem like two different renormalization steps,
its fundamentally not. In fact, it amounts to a full subtraction of the divergent part of the
Laurent series of the the result around the desired dimension. This removes all singularities
by construction from the full integration, more details can be found in e.g. [269]. In the
scheme presented here we only subtracted the minimally divergent part, this can of course
be extended by also subtracting finite terms in order to meet different renormalization
conditions. A schematic outline of the procedure is shown in Figure 6.8. This carries over
to higher loops, where also sub-divergences are cancelled consistently, by design.
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Figure 6.9.: Different representations of the propagator, as spectral function inherent to
Minkowski space-time and as Euclidean propagator.
6.3.1.2. Technical realisation
Within our truncation we are left with only one dynamical equation, the DSE of the two-
point function, shown in Figure 6.7. In general once can solve DSEs, with elementary

















with a trivial Diags = 0
for the three-point and four-point function. The subscript Λ denotes the classical part,
i.e. S(n) in the present context. Such a scheme, or slightly more elaborate ones, show
empirically very good convergence properties, if the initial guess is close enough to the
solution of the equation. In the current application it turns out that the starting guess
γj1...jn0 = γ
j1...jn
Λ works very well, i.e. the classical two-point function. While on the
left-hand side of the DSE the two-point function Γ(2)(p) appears, the right-hand side is
expressed in terms of the spectral function ρ(ω) = = (Γ(2)(−iω + 0+))−1. This is, however,
not a problem, since we can simply analytically continue the entire equation, because
the momentum dependence of the right-hand side is known analytically by design. The
iteration then proceeds in two steps, we evaluate the right-hand side and obtain the update
for the retarded two-point function Γ(2)(−iω+ 0+). Based on this we can then extract the
new spectral function by taking the inverse of the imaginary part (6.14).
The kernels of the diagrams on the right-hands side can be calculated straightforwardly
with standard perturbative methods, the analytic expressions of all relevant diagrams can
be found in [270]. We will not state the expressions here due to their length.
The system is then discretized on a set of collocation points. The retarded two-point
function is then interpolated using cubic Hermite splines, the spectral function is accessed
from this interpolation. The discretized system is solved in Mathematica [102], where me
make use of the implemented numerical integration routines for the spectral integrations.
The parameters of accuracy and precision control are tuned such that results are converged
by eyesight. Are more detailed investigation will be put forward elsewhere.
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6.3.2. Results
In this subsection we want to present results from numerically solving the DSE for the
two-point function with the aforedescribed spectral renormalization procedure, utilizing
dimensional regularization. We work in d = 3 space-time dimension, with the motivation
of extending the current truncation in future work in order to resolve the bound state
present in this theory. Working with the approximation of classical vertices (6.37) actually
leaves us with some freedom, i.e. the expectation value of the field φ0, cf. e.g. Section 5.1.
While the classical four-point function is given by the coupling λ0, the classical three-point
coupling is given by φ0λ0. We resolve this by working in analogy to a derivative expansion,




where m is the pole mass. The residual in (6.39) is extracted by evaluating the derivative
of the two-point function at its zero crossing, which translates into a δ-distribution in the
spectral function. The final thing to discuss before presenting the numerical results are
the renormalization condition (6.45). We utilize the freedom of choosing the mass, as well
as the unit themselves, to fix the renormalized mass to m = 1 GeV, where the choice of
using GeV is completely arbitrary. The renormalization scale is fixed to µ = 0 GeV. We
now investigate the spectral function as well as the Euclidean propagator as a function of
the four-point coupling. The result is shown in Figure 6.9. Please note while the four-
point coupling does not receive any dynamical corrections, it does differ from it is effected
by the rescaling of the unit, because the coupling carries the dimension of the mass in
three space-time dimensions. The more interesting of the two correlation functions is of
course the spectral function in Figure 6.9a. The mass pole and the two particle threshold
φ∗ → φφ, located at m and 2m, respectively, are clearly visible. The three particle
threshold φ∗ → φφφ at 3m is barley visible, because it’s suppressed by powers of the decay
energy threshold over mass ratio. Correspondingly, the higher order decay thresholds are
not visible easily anymore, but they are present. The main effect of a stronger coupling can
be understood intuitively very well, the residue of the mass pole becomes smaller, while the
scattering cut gets larger contributions, i.e. scatterings get enhanced. On the Euclidean
side, shown in Figure 6.9b, the larger coupling manifests itself in a larger deviation from
the free propagator.
6.3.3. Conclusion
In this section we have demonstrated successfully demonstrated two things, the non-
perturbative calculation of elementary correlation functions in Minkowski space-time and
the use of dimensional regularization in a full blown numerical calculation in Functional
Methods. In turned out that using the underlying structure of the elementary correlation
functions implied by the existence is not only what makes the numerical calculation fea-
sible, but also enables the use of dimensional regularization. We have applied this to a
scalar theory in three space-time dimensions, showing results for the spectral function.
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6.4. Reconstructing the gluon
This section is in parts based on [2].
In the previous sections we have discussed the possibility of calculating within Func-
tional Methods in Minkowski space-time. However, such calculations come at a severely
increased technical and computational costs. An alternative is given by performing the an-
alytic continuation numerically based on previously obtained data in Euclidean space-time.
When analytically continuing these to the real-time regime or equivalently reconstructing
their spectral function by means of solving an inverse integral transformation, cf. (6.10),
one encounters large systematic uncertainties as in the case of single particle spectral func-
tions [2, 224, 271–278] or the energy momentum tensor (EMT) [279–284], to name another
pertinent correlator. Typically, the uncertainty even grows larger at small frequency. This
is particularly harmful for the computation of transport coefficients which are related to
the vanishing frequency limit of correlation functions of the EMT.
This problem of a large systematic uncertainty at low frequencies can be partially cir-
cumvented by a diagrammatic representation of the correlation functions of the EMT in
terms of loops of real-time correlation functions of quarks and gluons, as discussed in
[224, 273]. There the spectral function of the EMT has been computed from the single-
particle spectral function of the gluon. The gluon spectral function itself, in the above
mentioned paper has been reconstructed via a Bayesian spectral reconstruction method
[285], which is a variant of the Maximum Entropy Method (MEM) [286, 287]. This ap-
proach also extends to general real-time computations of correlation functions on the basis
of real-time single particle spectral functions of quarks and gluons.
A further reduction of the systematic error comes from prior information about the
properties of the single particle spectral functions used as input. Often, such prior infor-
mation is available for the high frequency asymptotics of the spectral function. This is
the off-shell limit with the Minkowski four momentum p2 →∞.
In the present section we argue that the low frequency asymptotics is determined by
the infrared (IR) limit in the Euclidean domain using only rather general assumptions.
This leaves us with a well-constrained spectral function, which allows for a qualitatively
enhanced spectral reconstruction. We apply this argument to the spectral reconstruction of
the single particle gluon spectral function. The results presented here provide the starting
point for the computation of transport coefficients in the spirit of the work presented in
[224, 273], as well as direct real-time computation of thermodynamical properties and the
QCD hadron spectrum.
This paper is organized as follows: In Section 6.4.1 we derive a general relation between
the low frequency behaviour of bosonic spectral functions and the infrared (IR) behaviour
of the corresponding Euclidean correlator. In Section 6.4.2 we summarize known proper-
ties of the gluon spectral function, its normalization and its asymptotics in the ultraviolet
regime (UV). Then we turn to the low frequency behaviour of the gluon spectral function
in Section 6.4.3. Both the analytic structure of the scaling scenario and several realiza-
tions of the decoupling scenario are discussed. In Section 6.4.4, we reconstruct the gluon
spectral function with a novel reconstruction method from numerical data from [66]. We
conclude in Section 6.4.5 and provide a comparison of different reconstruction approaches
in Section C.2.
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6.4.1. Low frequency asymptotics of spectral functions
In general, as discussed at length in Section 6.1, a spectral function can be obtained from
analytic continuation of its Euclidean propagator or from the inverse integral transforma-
tion via the Ka¨lle´n–Lehmann spectral representation. For the convenience of the reader we
will state some of facts and corresponding equations about spectral functions here again.
In this section we first introduce some basic definitions and then derive a novel general
relation, (6.56), between the low frequency behaviour of the spectral function and the in-
frared behaviour of the Euclidean propagator. The relation is illustrated at a Breit-Wigner
example before it is applied to the gluon spectral function in Section 6.4.3.
Throughout this section we assume that the propagator admits the Ka¨lle´n–Lehmann









The existence of a spectral representation has strong consequences for the analytic struc-
ture of the corresponding propagator, i.e. all non-analyticities are constrained to the
Re p0 = 0 line. More details can be found in Section C.2. In (6.51) and in the follow-
ing we have suppressed the momentum-dependence p of the spectral function and the
propagator. Note that all arguments about p0 = 0 apply equally to p
2 = 0 at vanishing
temperature. In (6.51) the restriction to positive frequencies in the integral follows from
the antisymmetry of the spectral function
ρ(ω) = −ρ(−ω) . (6.52)
Equivalently, the spectral function can be obtained from the Euclidean propagator by
means of analytic continuation
ρ(ω) = 2= G(−i(ω + i0+)) , (6.53)
i.e. from the discontinuity of the propagator. The low frequency behaviour can directly
be derived from (6.51), which is done in the following. We take a derivative of the spectral











We now take the limit p0 → 0 in (6.54) in order to access the low frequency behaviour.

















Equation (6.56) encodes the asymptotic behaviour of the spectral function for small fre-
quencies.
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The low frequency behaviour of spectral functions may also have an additional pecu-
liarity at finite temperature, the transport peak. In case it is present, or in general at
finite temperature, the limits of vanishing frequency ω → 0 and momenta |p| → 0 do not
commute anymore, for a more careful discussion on this issue see e.g. [1]. Nevertheless,
the analysis performed in this section holds, as all equations are viewed at fixed a p.
As an example for the low frequency asymptotics we take a single pair of complex




(p0 + Γ)2 +M2
, (6.57)
where A is a suitably chosen normalization, Γ is proportional to the width and M is the
mass. Expanding the derivative of (6.57) yields
∂p0G
(BW)(p0) = − 2AΓ
(M2 + Γ2)2
+O(p0) . (6.58)





which is exactly the low frequency behaviour of the full spectral function
ρ(BW)(ω) =
4AΓω
4Γ2ω2 + (M2 + Γ2 − ω2)2 . (6.60)
We emphasize that this derivation is based on the assumption of sufficient smoothness of
the spectral function at low frequencies. A more careful derivation of (6.56), discussing the
assumptions and other subtleties, such as modified spectral representations, is provided
in Section C.2.
6.4.2. Known analytic properties of the gluon spectral function
Throughout this section we assume the existence of a spectral representation for the gluon
propagator. This entails that the Euclidean gluon propagator GA(p) with Euclidean mo-
















analogously to (6.51), where Mj ∈ C are the position of poles with ImMj 6= 0 and
the Rj the corresponding residues. As there we have suppressed the spatial momentum
dependence in (6.61). In (6.61) we also allowed for additional poles for the sake of maximal
generality. In most cases these poles will be discarded.
The existence of a spectral representation of the gluon is implicitly underlying various
relations and properties used in covariant approaches to QCD. In the present context this
is most apparent -but by now means restricted to- for the pinch technique, see e.g. [288].
Further works implicitly using gluon spectral representation can e.g. be found in [289, 290].
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While the low frequency properties discussed in the preceding section apply to any
bosonic spectral function, we now turn to the gluon spectral function as a specific example.
Their normalization and high frequency asymptotics are well-known properties of QCD,
which we briefly discuss next. They are exploited in the reconstruction of gluon spectral
functions from Euclidean data in Section 6.4.4.
The normalization of the gluon spectral function in Landau gauge follows from the
Oehme-Zimmermann superconvergence relation [291, 292]∫ ∞
0
dλ λ ρA(λ) = 0 . (6.62)
Equation (6.62) entails that ρA(λ) has positive and negative values in contrast to spectral
functions of physical (asymptotic) states, e.g. hadronic spectral functions. Then, the total
spectral weight is finite and is typically normalized to one. Its conversation is related to
unitarity. When reconstructing the gluon spectral function, (6.62) serves as a highly non-
trivial consistency check. Alternatively one may simply enforce it within the reconstruction
method as part of the prior information.
Let us further consider the high frequency behaviour of the spectral function. The
asymptotic off-shell propagator can be determined in perturbation theory for arbitrary
p0 ∈ C [293]. In pure glue theory the only scale is the dynamical QCD scale ΛQCD.



















+ sub-leading , (6.64)





is the one-loop anomalous dimension of the gluon. Using (6.53) one can easily obtain the








A (ω) = − ZUVωˆ2 log(ωˆ2)1+γ + sub-leading . (6.66)
One key aspect is the leading order negativity of the spectral function at high frequencies.
As a direct consequence, the gluon admits positivity violation in Landau gauge and cannot
be an asymptotic state of the theory. As a consequence, the spectral function cannot be
interpreted in the usual probabilistic sense anymore. Further details can be found in e.g.
[45, 293, 294].
6.4.3. Low frequency properties of the gluon spectral function
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Figure 6.10.: Ghost loops in the gluon propagator DSE (left), see e.g. [105] and FRG
(right), see e.g. [66]. Internal dashed (wiggly) lines represent fully dressed
ghost (gluon) propagators. Thin (thick) blobs depict undressed (dressed)
vertices. The crossed circle in the FRG diagram denotes the regulator in-
sertion. The massless ghost propagator causes these diagrams to yield loga-
rithms as given in (6.76). The dressing of ghost-gluon vertex cannot change
this qualitative behaviour since it is constant in the infrared, see Figure 6.11.
In the present section we evaluate the novel frequency relation of (6.56) for the gluon
spectral function. We show that for the scaling solution in the Landau gauge, derived
from the Kugo-Ojima criterion [295], the low frequency asymptotics is negative. For the
decoupling solution found on the lattice and in various analytic approaches the situation is
less clear. However, for the expansion schemes used in the literature we also find negative
spectral functions.
The derivation of (6.56) has been quite general and holds for a large class of operators.
The application of (6.56) only requires the knowledge of the asymptotic infrared (IR)
behaviour of the theory at hand. Despite the tremendous progress in understanding the
IR sector of Yang Mills theory and QCD, we still lack a comprehensive picture. Various
approaches have been put forward to predict the analytic IR behaviour of the Euclidean
gluon propagator, which we use to determine the small frequency behaviour of the gluon
spectral function in the following. In general the Landau gauge gluon propagator GˆA =
Λ2QCDGA in the deep IR can be parametrized by
GˆA(p0) = ZIR x
−1+2κ , (6.67)
with the scaling coefficient κ and an overall dimensionless IR normalization ZIR and
x = pˆ2 + γG
(




with zG > 0 . The remainder of this section concerns the structure of (6.67), additionally
all equations are understood in the deep IR limit, i.e. pˆ2, |ωˆ|  1 .
The parameter γG ∈ [0, 1] is related to the Gribov ambiguity, together with an appro-
priate definition of m2gap. The lower limit γG → 0 recovers the scaling solution, while the
upper limit γG → 1 can be considered as implementing the maximal breaking of global
BRST symmetry. In the following we call the set of solutions with γG > 0 decoupling.
Despite their differences in terms of scaling both solutions have in common that their
p2-derivative diverges in the infrared
lim
p2→0
|∂p2GA(p2)| → ∞ . (6.69)
For the scaling solution it follows with 0 < κ < 1 and κ 6= 1/2. For the decoupling solution
the divergence originates in the logarithm ln p2. Moreover, from (6.56) it follows that it is
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Figure 6.11.: Typical diagrams that contribute to the ghost-gluon vertex DSE (left), see
e.g. [297] and FRG (right), see e.g. [66]. The presence of the gapped gluon
propagator ensures that the ghost-gluon vertex is constant in the infrared. It
can be shown that this behaviour is present at every finite truncation level.
precisely the sign of the p2-derivative in (6.69) which determines the sign of the spectral















where we used that the sign of the spectral function and its derivative are identical at low
frequencies. This follows from the expansion of the spectral function around zero
ρA(ω) = ω ∂ωρA(ω) (6.71)
for positive frequencies. In (6.71) the vanishing of the zeroth order, i.e. ρA(0) = 0, is one
of our basic assumptions, c.f. the discussion in Section C.2. Equation (6.70) entails that
the backbending of the propagator leads to a negative spectral function at low frequencies.
Note that a backbending implies the existence of a gluon propagator maximum at a finite
momentum which indicates positivity violation, see e.g. [45].
Apart from the low frequency behaviour we are also interested in the analytic struc-
ture of the gluon propagator. The latter is relevant for an accurate determination of the
quasi-particle peak we expect at frequencies related to the physics scale ΛQCD: The ana-
lytic form of (6.67) is exact for the scaling solution, see e.g. [109–117], and the discussion
in Section 6.4.3.1. For the decoupling solution (6.67) has to be seen as an ansatz. In
particular, it is one that is motivated from an Euclidean perspective and it may intro-
duce ambiguities regarding the analytic structure of the propagator in the complex plane.
Different proposals for the analytic structure of the gluon propagator have already been
made in [296], one of which is compatible with the scenario discussed here. We postpone
the thorough discussion of the parametrization to Section 6.4.3.2 and Section 6.4.3.3.
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Figure 6.12.: Ghost triangle (left) and ghost box (right) diagrams as they appear in the
three- and four-gluon vertex flow equations [66]. As is well known, these
ghost loops generate logarithmic divergences in the vertices. Similar dia-
grams contribute to the respective vertex DSEs, see e.g. [82, 84, 298–300].
6.4.3.1. Scaling solution
The scaling solution is obtained by setting γG = 0 in (6.67). The asymptotic behaviour of
the gluon propagator then reads
Gˆ(sca)A (p) = ZIR (pˆ
2)−1+2κ . (6.72)
The scaling coefficient κ is constrained by 1/2 < κ < 1 and recent numerical calculations
suggest κ ≈ 0.58 [66] in Yang-Mills theory.
Combining (6.56) and (6.72) we obtain the following low frequency asymptotics of the
gluon spectral function for the scaling solution
ρˆ(sca)A (ω) = −2ZIR sgn(ωˆ) (ωˆ2)−1+2κ . (6.73)
Most notable is the negative sign, i.e. the spectral function is negative for small positive
frequencies. The functional similarity between (6.72) and (6.73) is not very surprising
since the scaling solution has a rather simple complex structure, a single branch cut at
Re p0 = 0.
6.4.3.2. Decoupling Solution
In this section we discuss in detail the infrared behaviour of the decoupling solution. In
contradistinction to the scaling solution where the analytic structure follows directly from
scaling in the Euclidean regime, in the decoupling case this necessitates to monitor the
infrared leading logarithms. While the leading logarithms are fully accessible, a complete
analysis requires to take into account the back-coupling of the quantum corrections in the
functional equations.
To begin with, the leading behaviour for the decoupling solution strictly speaking reads
Gˆ(dec)A (p0) ∼ 1x , (6.74)
with x given by (6.68) and GˆA = Λ
2
QCDGA. (6.74) is the leading term of (6.67) in an
expansion around p0 = 0. The log-term in (6.68) arises naturally from the momentum
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integration of the ghost loop in the IR, see Figure 6.10. There we have depicted the ghost
loop in both the functional renormalization group (FRG) equation for the gluon prop-
agator, see e.g. [66] for more diagrammatic details, and the Dyson-Schwinger equations
(DSE), see e.g. [45] for more diagrammatic details. Both depend on the ghost propagator
and the ghost-gluon vertex. In the decoupling case the ghost propagator has a trivial
infrared behaviour proportional to 1/p2.
As a side remark we mention that the ghost propagator is not augmented with a leading
order logarithmic IR running, even though this would not change the present analysis. The
absence of a leading order logarithmic IR running in the ghost propagator can be shown
along a similar line of arguments as done here for the gluon propagator.
6.4.3.2.1. Sources for infrared logarithms
We now proceed with the discussion of the IR behaviour of the gluon propagator. The
ghost-gluon vertex dressing tends towards a constant value with a small angular depen-
dence for small momenta, while the ghost propagator dressing also tends towards a con-
stant. The low momentum triviality of the ghost-gluon vertex is related to the non-
renormalization theorem for the ghost-gluon vertex in the Landau gauge. It also can be
seen from Figure 6.11 which features the gapped gluon propagator and hence is infrared
suppressed. This property holds for all mixed ghost-gluon correlations. For a very de-
tailed and extensive discussion in the context of a perturbative one-loop analysis of the
Curci-Ferrari set-up we refer to [301]. In summary the ghost loop depicted in Figure 6.10
gives rise to a p2 ln p2 contribution with a negative prefactor in the IR. This is reflected by
zG > 0 in (6.68). The other diagrams contain the gapped gluon propagator or non-classical
vertices. Consequently these diagrams cannot contributed to the logarithmic running at
one-loop.
Beyond one-loop further contributions to the IR logarithm could originate from the
logarithmic running of the vertices. This scenario was behind the discussion of the Higgs
phase for large explicit gluon masses in [66]. These contributions would have the potential
of switching the sign of zG. Again such a running can only be triggered by ghost loops
due to the gapping of the gluon. Hence, from an iterative point of view, they first can
only occur for purely gluonic vertices triggered by the massless ghost loops contributing
to these vertices. If created, they can propagate to all correlation functions via diagrams
with at least one purely gluonic vertex. For the propagator the three- and four-gluon
vertices are relevant, for the respective diagrams see Figure 6.12. Indeed these vertices
feature logarithmic terms at one loop, see e.g. [66, 82, 84, 298–300].
The mere occurrence of logarithmic terms in the vertices is not sufficient for trigger-
ing an additional logarithmic running of the gluon propagator. Consider for example a
logarithm of the form ln(p2 + q2), where q is the loop momentum of a given diagram for
the gluon propagator GA(p). Then the loop integration effectively removes this logarithm
as the gluon in the diagram is gapped. Consequently only logarithmic terms of the form
(pi)µfi(p1, p2) ln p
2 for the three gluon vertex, and f(p1, p2, p3) ln p
2 for the four-gluon ver-
tex would trigger p2 ln p2-terms in the propagator. Here p is one of the momenta p1, ..., pn
with pn = −(p1 + · · ·+ pn−1) in an n-gluon vertex.
Even though the presence of such terms would be of great interest for the effective
detection of a possible Higgs phase [66], a complete analysis is beyond the scope of the
present work. Here we simply remark that the terms of the required form are singled out
138
6.4. Reconstructing the gluon
by the infrared limit of one momentum p ∈ (p1, ..., pn) with
lim
pˆ2→0
|∂p2Γ(n)gluonic(p1, ..., pn)| → ∞ , (6.75)
for the three- and four gluon vertices, n = 3, 4, at fixed other momenta. For this limit one
can concentrate on the propagators attaching the ghost-gluon vertex with the momentum
p. In the above limit they only carry the loop momentum, but are multiplied by qµi from
the respective ghost-gluon vertices. Hence they diverge as 1/q2. The derivative w.r.t.
p2 triggers another 1/q2: Applied to th ghost propagator Gc that carries the external
momentum p, we are led to ∂p2Gc(q + p)
2 ∝ (1/q2)2 in the limit p→ 0. In summary this
leaves us with a logarithmic singularity due to d4q 1/q4. The other propagators in the
diagrams still carry other external momenta and do not add to the singularity.
In summary, the kinematic analysis above hints at the existence of the logarithmic terms
in the gluonic vertices that act as additional sources for the logarithmic running of the
propagator. Note however, that a decisive answer requires an analysis that also takes into
account the underlying gauge symmetry: first of all the Slavnov-Taylor identities (STIs)
connect the different diagrams in the functional equations for the gluon propagator, cf. the
discussion in Section 3.4. Second, the STIs also restrict the vertex structures themselves
and the prefactors of the logarithmic vertex corrections may even vanish for fully dressed
vertices. It goes without saying that even for being indicative such an analysis requires
at least a full two-loop analysis of the gluon propagator in the presence of a mass gap. In
this context we mention a very careful complete and illuminating perturbative analysis at
one-, two and three loops in [302–304] in QCD and [305, 306] in Curci-Ferrari-type models,
and also references therein.
Accordingly, the logarithms produced always depend on sums of combinations of ex-
ternal momenta squared. This kinematic argument entails that vertex logarithms always
depend on loop momenta and hence do not contribute to zG. Note that this argument,
upon iteration, holds for fully non-perturbative resummations as done within functional
methods. We emphasize that evidently this proof necessitates both the logarithmic cor-
rections of vertices as well as the logarithmic corrections that originates from the massless
propagators in the loop. Hence, conclusive arguments should at best make systematic use
of the full iterative structure of resummation schemes as done here, or exploit perturbation
theory at two loop and beyond. The latter ensures in most cases that the perturbative
structure mimics of the iterative structure of non-perturbative resummations.
6.4.3.2.2. Potential Higgs branch
For its relevance we come back to the Higgs-phase argument in [66], even though it is a bit
outside the line of arguments here. The existence and properties of such a Higgs phase are
not only important for the Standard model but also for finite temperature QCD, where the
temporal gauge field plays the role of a Higgs field. In [66] the dynamics of such a Higgs
field was trivially mimicked by an explicit mass term of the gluon despite of its dynamical
structure. The present analysis makes it apparent why such an argument falls short. In
the presence of a Higgs mechanism one resorts to Rξ-gauges that leads to massive ghosts
in the Higgs phase with the ghost mass proportional to the expectation value of the Higgs.
Within the present set-up this has been discussed in [95]. There it has been also shown
that this mechanism has an equivalent in the standard Landau gauge. In Landau gauge
the Higgs-Kibble dinner is not apparent. Still, the effect of the massless ghosts is more
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than balanced by that of the Goldstone modes. In [95] it has been shown that this leads to
a deconfining Polyakov loop potential in the Higgs phase. In the present context it entails
that the Goldstone contributions to the gluon in Landau gauge are an additional source
of the p2 ln p2 running of the gluon propagator, that can turn the sign of zG: this simply
follows from the similarity of the Higgs-gluon vertex to that of the ghost-gluon vertex and
a respective perturbative analysis. A more detailed analysis is far beyond the scope of the
present work and deferred to future work.
6.4.3.3. Scenarios for analytic structures of the decoupling solution
Now we proceed with our main line of arguments. Even though sufficiently smooth,
the non-trivial angular dependence and the sub-leading momentum-dependence will still
almost certainly modify the complex structure. Nonetheless (6.68) still provides a very
good parametrization in the infrared. Accordingly, in contradistinction to the scaling
solution it is not possible for the decoupling solution to determine its analytic structure
from the IR asymptotics. The difference between parameterizations cannot be resolved
in currently available Euclidean data as the effects are sub-leading in the Euclidean IR
domain. Nevertheless, the basic form and generation of terms is well motivated and an
investigation of the IR behaviour is still sensible for the case of the decoupling solutions.
It allows us to classify two likely scenarios for the analytic structure of the decoupling type
gluon propagator:
6.4.3.3.1. Scenario I
We start with the parametrization given in (6.67) since it is the simplest one capturing the
Euclidean behaviour. Keeping a finite γG in (6.67) this parametrization of the decoupling
propagator can be reduced to






after absorbing γg and zG by appropriate redefinitions of ZIR → Z˜IR and m2gap → m˜2gap.
The parametrization (6.76) admits complex conjugated poles, which lead to a modification
of the simple spectral representation (6.51). Allowing for additional poles, we make use
of the extended spectral representation (6.61). This enables us to separate cut and pole
contributions of (6.76), a detailed description of the analytic structure can be found in
Section B.9. Specializing (6.76) to the contribution of the cut, i.e. the one contributing
to ρ
(dec)
A we obtain with (6.56)
ρˆ(dec)A (ω) = −ZˆIRsgn(ωˆ)
2pi
mˆ4gap
ωˆ2 +O(ωˆ4 ln ωˆ) . (6.77)
Again, most notable is the negative sign in front of (6.77), leading to a negative spectral
function at low frequencies for the parametrization (6.76) of the decoupling solution.
6.4.3.3.2. Scenario II
As already mentioned above, the form (6.76) is not unique, and cannot be fixed by
presently available data. Indeed, another admissible parametrization removes the addi-
tional poles in (6.76). Then the propagator exhibits a single cut. We keep the same leading
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order expansion in p0 = 0 , which renders all differences sub-leading in the Euclidean data









Here, lnΓ is the logarithmic Γ function (not the logarithm of the Γ function). The log-













− γE z − ln(z) , (6.79)
with the Euler-Mascheroni constant γE. Both parameterizations lead to the same leading





1− m˜−2gap pˆ2 ln(pˆ2)
)
+O(pˆ4) . (6.80)
This implies the same low frequency behaviour of the spectral function as in (6.77) and
demonstrates explicitly the remaining freedom in parametrizing the decoupling solution
while possibly modifying the corresponding spectral function. It is important to note
however that the leading term in ∂p2G is the one containing the logarithm, whose sign
cannot be flipped and from which the non-positivity of the small frequency spectrum
arises. More details regarding the propagator at zero can be found in Section C.2. We
close this section with a word of caution: While a large class of parameterizations may
yield the same spectral function, as it is the case here, this is by no means guaranteed.
6.4.3.4. Realizations of decoupling solutions
In the following subsections several approaches or models that feature decoupling type
solutions are discussed. In most cases the gluon propagators results in the approaches are
worked out in specific expansion schemes that allow us assigning one the above scenar-
ios described in Paragraph 6.4.3.3.1, Paragraph 6.4.3.3.2 to it. Note that this does not
necessarily entail the correct analytic structure of the gluon propagator in the given ap-
proach but certainly that of the given expansion order. Note also, that the systematics of
generic expansion schemes in the analytic functional approaches suggests the persistence
of the analytic structure if resummed vertices are taken into account. However, a detailed
analysis is beyond the scope of the present work.
6.4.3.4.1. Lattice
Our discussion is based on the plethora of lattice results for decoupling gluon propagators
at vanishing and finite temperature [107, 307–325], for recent analytic fits to high precision
data see e.g. [326–328]. However, in our opinion the distinction between the different
scenarios Paragraph 6.4.3.3.1, Paragraph 6.4.3.3.2 still requires a far higher precision.
Accordingly, without additional information it is not possible to differentiate between
any of the possible parameterizations of the decoupling scenario. Therefore statements
about the analytic structure of the gluon propagator based on lattice data is currently
not possible. Several reconstructions based on lattice data have been performed in the
past years. In [272] a reconstruction was presented using simulations results from low
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Figure 6.13.: Example of a gluon spectral function in the confined phase T = 152 MeV <
TC extracted from lattice QCD simulations by the tmft collaboration includ-
ing Nf = 2 + 1 + 1 flavours of quarks. Note that while the higher lying
negative feature at around 1.75 GeV is strongly pronounced, we also find
indications for a residual negative contribution at small frequencies. The
overshoot into positive values at higher frequencies originally thought of as a
Bayesian artefact also emerges in our reconstruction presented below. Error
bars include both statistical and systematic errors, for details see [275].
temperature quenched lattice QCD. The authors deployed the Tikhonov regularization to
extract the spectral function and observed a negative contribution at low frequencies.
Finite temperature studies have also been carried out. A reconstruction including finite
temperature gluon propagators in quenched QCD based on a modified Maximum Entropy
Method (MEM) was presented in [224]. The results were mostly positive for small fre-
quencies by construction, due to the modified MEM approach for non-positive spectra.
This method has also been applied to decoupling FRG data, see Paragraph 6.4.3.4.2, and
the two reconstructions give similar results. Another reconstruction based on a Bayesian
approach has been performed in [275] using finite temperature lattice QCD data, featuring
Nf = 2 + 1 + 1 quark flavours. The generalized Bayesian Reconstruction (gBR) approach
[274] deployed in that study revealed that in the confined phase the gluon spectrum ex-
hibits a small residual negative contribution at small frequencies, see Figure 6.13. Any
sign of this negative structure disappeared at higher temperatures, however the systematic
uncertainties in the study precluded a definite statement, whether that was a genuine finite
temperature effect. We see the finding of a negative low frequency part as a strong indica-
tion that the Bayesian reconstruction method (gBR) in [275] recognizes the low frequency
relation derived in this work.
In summary, the discussion of the low frequency limit of the gluon spectral function and
of the analytic structure suggests to revisit the spectral reconstruction of the gluon spectral
function based on improved analytic models that incorporate the logarithmic corrections
of the gluon propagator. As the logarithmic terms might be difficult to extract directly
even from the high precision lattice data, it calls for a combined lattice-functional methods
approach: the logarithmic terms could be constrained by using combined propagator and
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Figure 6.14.: Left: Gluon spectral function. The solid blue line shows our best result.
The gray band around it indicates our estimate for the systematic error.
Right: Gluon propagator reconstructed from the spectral function shown in
Figure 6.16 in comparison to the original propagator.
vertices lattice data and lattice consistent results from functional methods. In the latter
the logarithmic infrared terms can easily be extracted.
6.4.3.4.2. DSE & FRG
Decoupling-type propagators have been computed in both DSE and in FRG calculations
in good agreement with the corresponding lattice results, see e.g. [105, 118, 119] and
[66, 105], respectively. Within the DSEs a direct solution has been computed in the
complex plane in [329], where a single branch cut along the Re p0 = 0 axis was found. The
spectral function found there stays positive for very small frequencies. Hence the analytic
structure has to violate implicitly our smoothness condition, which is very interesting and
requires a more detailed investigation.
As mentioned already in the previous Paragraph 6.4.3.4.1, decoupling FRG data as
well as lattice data for the finite temperature gluon propagator have been used for a
reconstruction of the gluon spectral function for temperatures T ≥ 100 MeV in [224].
Both, the reconstruction of the lattice data and that of the FRG data have been in very
good agreement with each other.
Moreover, the results are in qualitative agreement with that of the direct DSE compu-
tation of [329]: The finite temperature data show a thermal broadening. The MEM-type
method used in [224] run into accuracy problems for smaller temperatures. This is a typ-
ical sign of a sharp peak in the spectral function. A low temperature extrapolation of
the thermal spectral functions gives rise to a sharper peak at T = 0, but no quantitative
statement was possible due to the missing small temperature accuracy. Note also, that
the reconstruction method used in [224] leads to a positive low frequency tail almost by
construction. Apart from this disagreement the results there are also in qualitative agree-
ment with the reconstruction of the scaling spectral function presented in Section 6.4.4.4
shown in Figure 6.14.
In summary, as already mentioned at the end of Paragraph 6.4.3.4.1, the situation calls
for a combined lattice-functional methods approach in order to minimize the systematic
error of the reconstruction.
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6.4.3.4.3. Gribov-Zwanziger approach
The complex structure arising in the Gribov-Zwanziger approach has been discussed in
[330] at the example of a toy model with complex conjugated poles. The current state
of the art comparison with lattice data [327] resorts to a tree-level propagator with a













with the one-loop anomalous dimension γ = 13/22 introduced in (6.65). The regularization
mass mg(p
2) is finite in the IR for p2 → 0 and either decays or also stays finite in the
UV for p2 → ∞. Equation (6.81) is sufficient to capture the high frequency behaviour
as well as the non-perturbative gapping of the gluon. Its complex structure features the
perturbative cut as well as complex conjugated poles. The spectral function that follows
from the propagator (6.81) is subject to the infrared relation (6.56). Evidently, the sign
of the spectral function depends on the combination of parameters chosen in (6.81), for
the best fits provided in [327] it is negative.
A one-loop analysis of the GZ approach reveals a logarithmic IR momentum scaling
that originates in the gauge-fixing contributions similar to the ghost contribution in the
Landau gauge. (6.81) lacks this logarithmic IR running that leads to the negative sign of
the spectral function for low frequencies. As it is not built in naturally in (6.81) it suggests




2) > 0 , (6.82)
which mimics the divergent limit (6.69) insofar that it reproduces (6.70), and hence the
correct sign of the spectral function at low frequencies. Alternatively the propagator model
(6.81) can be amended by an cut. In either case this enhances the predictive power of the
reconstruction.
6.4.3.4.4. Curci-Ferrari model
The Curci-Ferrari model [331] is a massive version of Yang-Mills theory. As such it features
an additional relevant coupling, the gluon mass, and reduces to Yang-Mills theory in the
-appropriate- massless limit. In recent years, the model has seen revived interest in the
context of modeling the non-perturbative mass gap of QCD with a respective choice of
the Curci-Ferrari mass parameter. Then, a perturbative treatment of fluctuations may
be possible. This reasoning has been introduced in [332–334] where QCD correlation
functions have been modelled using perturbation theory, for a recent work see [301]. In
the present context this is particularly interesting, as it also allows analytically accessing
the kinematic arguments given in Section 6.4.3.2. The one-loop contribution to the gluon
propagator has been calculated and discussed in [301, 332]. It features an asymptotic IR
behaviour of the form (6.76), its infrared properties and the relation to positivity violation
have been discussed extensively in [301]. We are led to a negative low frequency spectral
function of the form (6.77). Higher loop considerations may change the global cut form
as discussed in Section 6.4.3.2, but are not relevant for the question of the low frequency
behaviour. A very detailed analysis of the complex structure of the Curci-Ferrari model
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Figure 6.15.: Schematic analytic structure of a retarded propagator. All non-analytic
structures are in the Re p0 < 0 half-plane, reflecting the analyticity con-
straints from the existence of a spectral representation.
is also found in [335–337]. In particular in [337] the gluon propagator in the CF-model is
worked out at one loop, leading to a low frequency spectral function with (6.77).
In summary, the detailed one loop analysis in [301, 337] shows the low frequency proper-
ties of the spectral function derived here, (6.56). Concerning the global complex structure
a two-loop analysis in the CF-framework with respect to its complex structure would be
very interesting as it features both one-loop dressed propagators and vertices. In this con-
text we refer the reader to [305, 306] where Curci-Ferrari-type models have been studied
up to three loop. A respective analysis should also provide valuable additional information
for the reconstruction of Landau gauge spectral function in general.
6.4.4. Extracting the spectral function from the Euclidean propagator
The aim of this section is to reconstruct the gluon spectral function from numerical data of
the gluon propagator obtained in the scaling scenario [66]. The final result for the spectral
functions is shown in the left panel of Figure 6.14. We would like to emphasize that it
exhibits all the analytic properties discussed above up to numerical uncertainties. If used
to compute the propagator via (6.51) it reproduces the original input with a precision of
∼ 2%, as shown in the right panel of Figure 6.14.
To arrive at the spectral function we use a novel approach based on an explicitly con-
structed set of basis functions that is carefully derived from the analytic properties of
two-point correlation functions, see Figure 6.15 for an illustration. First, we discuss the
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Figure 6.16.: Low (left) and high (right) frequency behaviour of our result for the spectral
function shown in Figure 6.14. The dashed red lines show the asymptotic
limits given by (6.73) and (6.66).
underlying analytic structure. Next, we introduce the explicit form of the basis and finally
describe how it is applied to extract the gluon spectral function.
6.4.4.1. Analytic structure of the retarded propagator
The picture we have used in the preceding sections assumes a specific analytic structure
for the gluon propagator, i.e. that it contains a single branch cut at Re p0 = 0 (for more
details see Section C.2 and Section 6.1). Therefore, we have two analytic patches in the
complex plane, the retarded propagator for Re p0 > 0 and the advanced one for Re p0 < 0.
They are related by the well-known relation





In the following we focus on the retarded propagator. However, all statements hold equiv-
alently for the advanced propagator due to (6.83).
The finite imaginary part in the retarded propagator at Re p0 = 0 signals a branch cut
and therefore a finite value of the spectral function, which is defined as the discontinuity
of the propagator, c.f. (6.53). Being a holomorphic function for Re p0 > 0, the retarded
correlation function can be analytically continued to the entire complex plane, where it is
a meromorphic function since the propagator must vanish sufficiently fast for p→∞.
Our reconstruction approach is based on an ansatz for the complex structure of the ana-
lytically continued retarded propagator. This has the advantage that (6.51) holds trivially
and it is possible to enforce (6.62) analytically. Furthermore, the branch cuts describ-
ing the IR and UV asymptotics can be implemented explicitly and in a straightforward
manner.
The ansatz is build up from poles and polynomials. This is possible since the most
important, i.e. physically relevant branch cuts, e.g. logarithms and square roots, can be
constructed from a series of poles. Of course, branch cuts can also be taken into account
directly. If one is only interested in the reconstruction of a spectral function itself, there is
an additional freedom to choose the branch cut of e.g. logarithms, as long as they are in
the meromorphic half-plane since it does not alter the result. Therefore a rather generic
ansatz is the one depicted in Figure 6.15, where all cuts are chosen to be on the Re p0 = 0
axis.
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Figure 6.17.: Schwinger function obtained from the reconstruction, blue line, and from the
Euclidean input, red dots, in a semi-log (left) and log-log (right) depiction.
See Figure 6.14 for the corresponding Euclidean propagators in momentum
space.
6.4.4.2. Reconstruction method
Our approach is based on the ability to explicitly select an appropriate basis. As a direct
consequence, prior knowledge about the spectral function, e.g. its asymptotics and its
functional form in general, can and should be included into the basis. In turn, analytic
calculations can serve as a guiding principle for choosing a suitable basis. Importantly,
this does not fix the method used to determine the coefficients of the basis. Note that the
functional bases deployed in most reconstruction procedures are chosen implicitly, such as
e.g. in Bryan’s MEM.
One might naively expect that by selecting a basis a priori the ill-conditioned problem
of reconstructing the spectral function from Euclidean data becomes artificially regular-
ized. In general this is not the case, as the number of different structures can be chosen
arbitrarily large, as is also the case in most other reconstruction procedures. Our specific
choice of basis only ensures that the asymptotic and analytic properties discussed above
are met.
If the number of structures permitted by the basis function is larger than those actu-
ally encoded in the Euclidean correlator data, the problem remains ill-conditioned and
Bayesian inference needs to be carried out, assigning a prior probability to the individual
basis parameters. The state-of-the-art implementation of Bayesian inference, which pro-
vides insight into the full posterior probability distribution and not simply a maximum a
posteriori estimate, rests on Hamiltonian Monte Carlo (HMC) techniques (for the industry
standard see MC-STAN [338]).
On the other hand one may systematically reduce the number of allowed structures
in the basis ansatz until an ordinary χ2 fit becomes stable. If at the same time such
a restricted basis still allows the Euclidean data to be reasonably well reproduced the
corresponding basis parameters constitute a valid solution. This issue is discussed in a
simple mock example in Section C.3.
6.4.4.3. Construction of a gluon propagator basis
We now introduce the explicit functional form of the basis used in the subsequent re-
construction of the spectral function. It consists of the several modular, dimensionless
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The final ansatz is then given by the product of the three individual contributions (6.84),
(6.85) and (6.86):
GAns(p0) = K GˆpoleAns (p0)GˆpolyAns (p0)GˆasyAns(p0) , (6.87)
where K only carries the appropriate dimension. The coefficients are constraint such
that (6.51) holds analytically. The superconvergence (6.62) is not included analytically,
however it is realized with high accuracy, we get back to this in Section 6.4.4.4.
6.4.4.4. Gluon spectral function reconstruction and benchmarking
With the explicit form of the basis laid out above, we can continue to extract the gluon
spectral function from gluon propagator data obtained in the scaling scenario [66].
As a full HMC analysis of the gluon propagator data is beyond the scope of this paper.
Instead, we choose the simpler strategy of systematically reducing the number of possible
structures allowed by the ansatz. We arrive at a functional form, which permits us to
reproduce the Euclidean data of the scaling scenario within ∼ 2% relative deviation, as
shown in the right panel of Figure 6.14. At the same time this restricted basis is simple
enough that its parameters can be fixed by a standard χ2 fit. Our best fit uses Nps = 1,
N (1)pp = 6 and Npoly = 5 and leads to our final result, the gluon spectral function shown in
the left panel of Figure 6.14. The shape of the result is stable against a small variation of
N (1)pp and Npoly. Nevertheless, we find degenerate solutions varying in their peak height,
this is indicated by the grey band in the left panel of Figure 6.14.
The red dots in the right panel of Figure 6.14 denote the numerically evaluated input
data from [66], while the dashed line represents the the Euclidean correlator corresponding
to our reconstructed spectral function. The inset shows the relative error on a logarithmic
scale where deviations with positive sign are coloured green, those with negative sign are
coloured red. While the coefficients α and β in the asymptotic part of the basis functions
are related to κ and γ of the IR and UV asymptotics, respectively, we note that they do not
need to match exactly, since the former may be partially absorbed by some of the δk,j ’s.
We list their values in Table 6.1 for completeness. The fit is heavily constraint, as we
must enforce the complex structure as well as the correct asymptotics. As a consequence
a useful and reliable error estimation is not possible.
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Let us inspect the behaviour of the reconstructed spectrum in more detail. From Fig-
ure 6.14 we infer that the fitted propagator, by construction, is able to reproduce the
asymptotics of the UV and the IR very well. This directly translates into the correct
asymptotic behaviour of the spectral function in the IR and the UV, as shown in the left
and right panel of Figure 6.16, respectively. The asymptotics are closely reproduced either
below ω ≈ 20 MeV and above ω ≈ 12 GeV.
Note that the well pronounced negative trough above the main positive peak in Fig-
ure 6.14 does not connect directly to the negative asymptotics but instead the spectrum
returns into the positive once more before eventually becoming negative for good, i.e. ap-
proaching the frequency axis from below asymptotically. This behaviour is reminiscent to
what has been found in a previous lattice QCD study [275]. While the data there was
not precise enough to capture the asymptotic behaviour reliably, indications for a similar
positive bump structure above a deep negative trough were found (see Figure 6.13).
Superconvergence (6.62) is not enforced analytically as it would unnecessarily complicate
our ansatz while being realized already very well on a numerical level as it is only violated







≈ 10−4 . (6.88)
The height of the main positive and negative structure still show rather sizeable uncer-







is potentially more sensible to differences in the peak height of the spectral function as it
corresponds to a Laplace transform of the spectral function, see e.g. [1]. The Schwinger
functions from the reconstruction and the input data are shown in Figure 6.17. The point
of the zero crossing between both result matches very well and the overall agreement is of
the same level as for the Euclidean propagator. We interpret this as further evidence for
our successful reconstruction of the gluon spectral function.
Performing a full Bayesian analysis, which allows for a robust reconstruction including
more analytic structures in the basis, we expect the uncertainties of the reconstruction to
reduce further. This is however postponed to future work.
Nˆ1 α β λˆ
1.33678 -0.428714 -0.777213 1.75049
aˆ1 aˆ2 aˆ3 aˆ4 aˆ5
0.454024 0.241017 3.10257 -1.30804 0.63701
Γˆ1,1 Γˆ1,2 Γˆ1,3 Γˆ1,4 Γˆ1,5 Γˆ1,6
0.100169 0.100141 2.36445 1.5564 1.22013 1.15102
Mˆ1,1 Mˆ1,2 Mˆ1,3 Mˆ1,4 Mˆ1,5 Mˆ1,6
0.849883 0.849902 2.52171 2.44035 3.6016 2.36723
δ1,1 δ1,2 δ1,3 δ1,4 δ1,5 δ1,6
1.61116 1.94095 -2.54586 1.89765 0.168592 0.296215
Table 6.1.: Parameters obtained in our best fit for the ansatz (6.87).
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6.4.5. Conclusion
In this section we discussed the reconstruction of the gluon spectral function in Landau
gauge QCD from numerical Euclidean data, as well as its analytic properties. In particu-
lar, we have put forward a novel reconstruction approach, which possesses these analytic
properties. It satisfies the Oehme-Zimmermann superconvergence relation, has the correct
low and high frequency asymptotics, and reproduces the Euclidean gluon propagator data
with ∼ 2% accuracy. The key to this successful reconstruction lies in two novel ingredients:
The first one is the use of the analytic low frequency asymptotics of the gluon spec-
tral function in the reconstruction. The latter is related to the IR asymptotics of the
Euclidean propagator through the novel general relation (6.56) that has been derived in
Section 6.4.1. The analytic knowledge of the spectral function for ω → 0 eliminates the
typically large systematic uncertainty in reconstruction methods at low frequencies, and
hence may significantly improve the spectral reconstruction, independently of the used
method.
The second novel ingredient in our approach originates in the careful analysis of the
analytic structure of two-point correlation functions, and is described in Section 6.4.4.
This analysis leads to an ansatz for the propagator in the complex plane that takes into
account the generic pole and cut structure. The parameters of our quite general ansatz
can then be determined from Euclidean data.
In our opinion these two novel ingredients will improve the accuracy of spectral recon-
structions in general, and should be incorporated into existing Bayesian and non-Bayesian
frameworks. This is briefly discussed in Section C.3.
We currently extent the present analysis to the finite temperature Euclidean data from
[339], and the QCD correlation functions from [64]. This allows for an improved determi-
nation of transport coefficients following up on [224, 273] as well as an access to hadronic
observables.
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6.5. Spectral Reconstruction with Deep Neural Networks
This section is in parts based on [6].
In this section we explore artificial neural networks as a tool for the reconstruction of
spectral functions from imaginary time Green’s functions, a classic ill-conditioned inverse
problem, cf. Section 6.4. Our ansatz is based on a supervised learning framework in which
prior knowledge is encoded in the training data and the inverse transformation manifold is
explicitly parametrised through a neural network. We systematically investigate this novel
reconstruction approach, providing a detailed analysis of its performance on physically
motivated mock data, and compare it to established methods of Bayesian inference. The
reconstruction accuracy is found to be at least comparable, and potentially superior in
particular at larger noise levels. We argue that the use of labelled training data in a
supervised setting and the freedom in defining an optimisation objective are inherent
advantages of the present approach and may lead to significant improvements over state-
of-the-art methods in the future. Potential directions for further research are discussed in
detail.
6.5.1. Introduction
Machine Learning has been applied to a variety of problems in the natural sciences. For
example, it is regularly deployed in the interpretation of data from high-energy physics
detectors [340, 341]. Algorithms based on learning have shown to be highly versatile, with
their use extending far beyond the original design purpose. In particular, deep neural
networks have demonstrated unprecedented levels of prediction and generalisation perfor-
mance, for reviews see e.g. [342, 343]. Machine Learning architectures are also increasingly
deployed for a variety of problems in the theoretical physics community, ranging from the
identification of phases and order parameters to the acceleration of lattice simulations
[344–354].
Ill-conditioned inverse problems lie at the heart of some of the most challenging tasks
in modern theoretical physics. One pertinent example is the computation of real-time
properties of strongly correlated quantum systems. Take e.g. the phenomenon of energy
and charge transport, which so far has defied a quantitative understanding from first
principles. This universal phenomenon is relevant to systems at vastly different energy
scales, ranging from ultracold quantum gases created with optical traps to the quark-gluon
plasma born out of relativistic heavy-ion collisions.
While static properties of strongly correlated quantum systems are by now well under-
stood and routinely computed from first principles, a similar understanding of real-time
properties is still subject to ongoing research. The thermodynamics of strongly coupled
systems, such as the quark gluon plasma, has been explored using the combined strength
of different non-perturbative approaches, such as functional Methods and lattice field the-
ory calculations. There are two limitations affecting most of these approaches: Firstly, in
order to carry out quantitative computations, time has to be analytically continued into
the complex plane, to so-called Euclidean time. Secondly, explicit computations are either
fully numerical or at least involve intermediate numerical steps.
This leaves us with the need to eventually undo the analytic continuation of Euclidean
correlation functions, which are known only approximately The most relevant examples
are two-point functions, the Euclidean propagators. An issue that we have already dis-
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Figure 6.18.: Examples of mock spectral functions reconstructed via our neural network
approach for the cases of one, two and three Breit-Wigner peaks. The chosen
functions mirror the desired locality of suggested reconstructions around the
original function (red line). Additive, Gaussian noise of width 10−3 is added
to the discretized analytic form of the associated propagator of the same
original spectral function multiple times. The shaded area depicts for each
frequency ω the distribution of resulting outcomes, while the dashed green
line corresponds to the mean. The results are obtained from the FC param-
eter network optimised with the parameter loss. The network is trained on
the largest defined parameter space which corresponds to the volume Vol O.
The uncertainty for reconstructions decreases for smaller volumes as illus-
trated in Figure 6.22. A detailed discussion on the properties and problems
of a neural network based reconstruction is given in Section 6.5.5.1.
cussed at length within this chapter. In practice, the limitation of having to approximate
correlator data (e.g. through simulations) turns the computation of spectral functions
into an ill-conditioned problem. The most common approach to give meaning to such
inverse problems is Bayesian inference. It incorporates additional prior domain knowl-
edge we possess on the shape of the spectral function to regularise the inversion task.
The positivity of hadronic spectral functions is one prominent example. The Bayesian
approach has seen continuous improvement over the past two decades in the context of
spectral function reconstructions. While originally it was restricted to maximum a pos-
teriori estimates for the most probable spectral function given Euclidean data and prior
information [286, 287, 355], in its most modern form it amounts to exploring the full pos-
terior distribution [356]. An important aspect of the work is to develop appropriate mock
data tests to benchmark the reconstruction performance before applying it to actual data.
Generally, the success of a reconstruction method stands or falls with its performance on
physical data. While this seems evident, it was in fact a hard lesson learned in the history
of Bayesian reconstruction methods, a lesson which we want to heed.
Inverse problems of this type have also drawn quite some attention in the machine
learning (ML) community [357–360]. In the present work we build upon both the recent
progress in the field of ML, particularly deep learning, as well as results and structural
information gathered in the past decades from Bayesian reconstruction methods. We set
out to isolate a property of neural networks that holds the potential to improve upon
the standard Bayesian methods, while retaining their advantages, utilising the already
gathered insight in their study.
Consider a feed-forward deep neural network that takes Euclidean propagator data as
input and outputs a prediction of the associated spectral function. Although the reasoning
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behind this ansatz is rather different, one can draw parallels to more traditional methods.
In the Bayesian approach, prior information is explicitly encoded in a prior probability
functional and the optimisation objective is the precise recovery of the given propagator
data from the predicted spectral function. In contrast, the neural network based recon-
struction is conditioned through supervised learning with appropriate training data. This
corresponds to implicitly imposing a prior distribution on the set of possible predictions,
which, as in the Bayesian case,regularises the reconstruction problem. Optimisation ob-
jectives are now expressed in terms of loss functions, allowing for greater flexibility. In
fact, we can explicitly provide pairs of correlator and spectral function data during the
training. Hence, not only can we aim for the recovery of the input data from the predic-
tions as in the Bayesian approach, but we are now also able to formulate a loss directly on
the spectral functions themselves. This constitutes a much stronger restriction on poten-
tial solutions for individual propagators, which could provide a significant advantage over
other methods. The possibility to access all information of a given sample with respect to
its different representations also allows the exploration of a much broader set of loss func-
tions, which could benefit not only the neural network based reconstruction, but also lead
to a better understanding and circumvention of obstacles related to the inverse problem
itself. Such an obstacle is given, for example,by the varying severity of the problem within
the space of considered spectral functions. By employing adaptive losses, inhomogeneities
of this type could be neutralised.
Similar approaches concerning spectral functions that consist of normalised sums of
Gaussian peaks have already been discussed in [361, 362]. In this work, we investigate
the performance of such an approach using mock data of physical resonances motivated
by quantum field theory, and compare it to state-of-the-art Bayesian methods. The data
are given in the form of linear combinations of unnormalised Breit-Wigner peaks, whose
distinctive tail structures introduce additional difficulties. Using only a rather naive im-
plementation, the performance of our ansatz is demonstrated to be at least comparable
and potentially superior, particularly for large noise levels. We then discuss potential im-
provements of the architecture, which in the future could establish neural networks to a
state-of-the-art approach for accurate reconstructions with a reliable estimation of errors.
The section is organised as follows. The spectral reconstruction problem is defined
in Section 6.5.2.1. State-of-the-art Bayesian reconstruction methods are summarised in
Section 6.5.2.2. In Section 6.5.2.3 we discuss the application of neural networks and
potential advantages. Section 6.5.3 contains details on the design of the networks and
defines the optimisation procedure. Numerical results are presented and compared to
Bayesian methods in Section 6.5.5. We summarise our findings and discuss future work in
Section 6.5.6.
6.5.2. Spectral reconstruction and potential advantages
6.5.2.1. Defining the problem
Typically, correlation functions in equilibrium quantum field theories are computed in
imaginary time after a Wick rotation t → it ≡ τ , which facilitates both analytical and
numerical computations. In strongly correlated systems, a numerical treatment is in most
cases inevitable. Such a set-up leaves us with the task to reconstruct relevant information,
such as the spectrum of the theory, or genuine real-time quantities such as transport coef-
ficients, from the Euclidean data. This is in complete analogy to the previous Section 6.4.
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Nevertheless, we will recap some things here in order to give a consistent representation
of the problem from the perspective of Bayesian Inference.
The information we want to access is encoded in the associated spectral function ρ.
For this purpose it is most convenient to work in momentum space both for ρ and the
corresponding propagator G. The relation between the Euclidean propagator and the












dωK(p, ω)ρ(ω) , (6.90)
which defines the corresponding Ka¨llen-Lehmann kernel. The propagator is usually only
available in the form of numerical data, with finite statistical and systematic uncertainties,
on a discrete set of Np points, which we abbreviate as Gi = G(pi). The most commonly
used approach is to work directly with a discretized version of (6.90). We utilise the same
abbreviation for the spectral function, i.e. ρi = ρ(ωi), discretized on Nω points. This lets




Kij ρj , (6.91)
where Kij = K(pi, ωj)∆ωj . This amounts to a classic ill-conditioned inverse problem,
similar in nature to those encountered in many other fields, such as medical imaging or
the calibration of option pricing methods. Typical errors on the input data G(pi) are on
the order of 10−2 to 10−5 when the propagator at zero momentum is of the order of unity.
To appreciate the problems arising in such a reconstruction more clearly, let us assume
we have a suggestion for the spectral function ρsug and its corresponding propagator Gsug.











with a suitable norm ‖.‖. Evidently, even if this expression vanishes point-wise, i.e.
‖G(pi) − Gsug(pi)‖ = 0 for all pi, the spectral function is not uniquely fixed. Experi-
ence has shown that with typical numerical errors on the input data, qualitatively very
different spectral functions can lead to in this sense equivalent propagators. This situation
can often be improved on by taking more prior knowledge into account, c.f. the discussion
in [2] and Section 6.4. This includes properties such as:
1. Normalisation and positivity of spectral functions of asymptotic states. For gauge
theories, this may reduce to just the normalisation to zero, expressed in terms of the
Oehme-Zimmermann superconvergence [292, 363].
2. Asymptotic behaviour of the spectral function at low and high frequencies.
3. The absence of clearly unphysical features, such as drastic oscillations in the spectral
function and the propagator.
Additionally, the parametrisation of the spectral function in terms of frequency bins is
just one particular basis. In order to make reconstructions more feasible, other choices,
and in particular physically motivated ones, may be beneficial, c.f. again the discussion
in [2] and Section 6.4. In this work, we consider a basis formulated in terms of physical
resonances, i.e. Breit-Wigner peaks.
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6.5.2.2. Existing methods
The inverse problem as defined in (6.90) has an exact solution in the case of exactly
known, discrete correlator data [195]. However, as soon as noisy inputs are considered,
this approach turns out to be impractical [235]. Therefore, the most common strategy to
treat this problem is via Bayesian inference. This approach is based on Bayes’ theorem,
which states that the posterior probability is essentially given by two terms, the likelihood
function and prior probability:
P (ρ|D, I) ∝ P (D|ρ, I)P (ρ|I) . (6.93)
It explicitly includes additionally available prior information on the spectral function in
order to regularise the inversion task. The likelihood P (D|ρ) encodes the probability for
the input data D to have arisen from the test spectral function ρ, while P (ρ) quantifies how
well this test function agrees with the available prior information. The two probabilities
fully specify the posterior distribution in principle, however they may be known only
implicitly. In order to gain access to the full distribution, one may sample from the
posterior, e.g. through a Markov Chain Monte Carlo process in the parameter space of
the spectral function. However, in practice one is often content with the maximum a
posteriori (MAP) solution. Given a uniform prior, the Maximum Likelihood Estimate
(MLE) corresponds to an estimate of the MAP.
6.5.2.3. Advantages of neural networks
In order to make genuine progress, we set out in this study to explore methods in which
our prior knowledge of the analytic structure can be encoded in different ways. To this
end, our focus lies on the use of Machine Learning in the form of artificial neural net-
works. These feature a high flexibility in the encoding of information by learning abstract
internal representation. They possess the advantageous properties that prior information
can be explicitly provided through the training data, and that the solution space can be
regularised by choosing appropriate loss functions.
Minimising (6.92), while respecting the constraints discussed in Section 6.5.2.1, can be
formulated as minimising a loss function
LG(ρsug) = ‖G[ρsug]−G[ρ]‖ . (6.94)
This corresponds to indirectly working on a norm or loss function for ρ,
Lρ(ρsug) = ‖ρsug − ρ‖ . (6.95)
Of course, the optimisation problem as given by (6.95) is intractable, since it requires the
knowledge of the true spectral function ρ. Minimising Lρ(ρsug) for a given set of {ρsug}
also minimises LG, since the Ka¨lle´n–Lehmann representation (6.90) is a linear map. In
turn, however, minimising LG does not uniquely determine the spectral function, as has
already been mentioned. Accordingly, the key to optimise the spectral reconstruction is
the ideal use of all known constraints on ρ, in order to better condition the problem. The
latter aspect has fueled many developments in the area of spectral reconstructions in the
past decades.
Given the complexity of the problem, as well as the interrelation of the constraints, this
calls, in our opinion, for an application of supervised machine learning algorithms for an
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optimal utilisation of constraints. To demonstrate our reasoning, we generate a training
set of known pairs of spectral functions and propagators and train a neural network to
reconstruct ρ from G by minimising a suitable norm, utilising both LG and Lρ during
the training. When the network has converged, it can be applied to measured propagator
data G for which the corresponding ρ is unknown.
Estimators learning from labelled data provide a potentially significant advantage due to
the employed supervision, because the loss function is minimised a priori for a whole range
of possible input/output pairs. Accordingly, a neural network aims to learn the entire set
of inverse transformations for a given set of spectral functions. After this mapping has been
approximated to a sufficient degree, the network can be used to make predictions. This is
in contrast to standard Bayesian methods, where the posterior distribution is explored on
a case by case basis. Both approaches may also be combined, e.g. by employing a neural
network to suggest a solution ρsug, which is then further optimised using a traditional
algorithm.
The given set-up forces the network to regularise the ill-conditioned problem by repro-
ducing the correct training spectrum in accord with our criteria for a successful recon-
struction. It is the inclusion of the training data and the free choice of loss functions that
allows the network to fully absorb all relevant prior information. This ability is an out-
standing property of supervised learning methods, which could yield potentially significant
improvements over existing frameworks. Examples for such constraints are the analytic
structure of the propagator, asymptotic behaviors and normalisation constraints.
The parametrisation of an infinite set or manifold of inverse transformations by the
neural network also enables the discovery of new loss functions which may be more ap-
propriate for a reliable reconstruction. This includes, for example, the exploration of
correlation matrices with adapted elements, in order to define a suitable norm for the
given and suggested propagators. Existing, iterative methods may also benefit from the
application of such adaptive loss functions. These may include parameters, point-like
representations and arbitrary other characteristics of a given training sample.
Formulated in a Bayesian language, we set out to explicitly train the neural network
to predict MAP estimates for each possible input propagator, given the training data as
prior information. By salting the input data with noise, the network learns to return a
denoised representation of the associated spectral functions.
6.5.3. A neural network based reconstruction
Neural networks provide high flexibility with regard to their structure and the informa-
tion they can process. They are capable of learning complex internal representations which
allow them to extract the relevant features from a given input. A variety of network archi-
tectures and loss functions can be implemented in a straightforward manner using modern
Machine Learning frameworks. Prior information can be explicitly provided through a
systematic selection of the training data. The data itself provides, in addition to the loss
function, a regularisation of possible suggestions. Accordingly, the proposed solutions have
the advantage to be similar to the ones in the training data.
The section starts with notes on the design of the neural networks we employ and ends
with a detailed introduction of the training procedure and the utilised loss functions.
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Figure 6.19.: Sketches of the (a) PaNet, shown here for the case of predicting the param-
eters A,M,Γ of a single Breit-Wigner peak, as well as the (b) PoNet (and
by extension also the PoVarNet). The specific network dimensions in this
figure serve a purely illustrative purpose, explicit details on the employed
architectures are given in Section C.4.
6.5.3.1. Design of the neural networks
We construct two different types of deep feed-forward neural networks. The input layer
is fed with the noisy propagator data G(p). The output for the first type is an estimate
of the parameters of the associated ρ in the chosen basis, which we denote as parameter
net (PaNet). For the second type, the network is trained directly on the discretised
representation of the spectral function. This network will be referred to as point net
(PoNet). A consideration of a variable number of Breit-Wigners is feasible per construction
by the point-like representation of the spectral function within the output layer. This
kind of network will in the following be abbreviated by PoVarNet. See Figure 6.19 for
a schematic illustration of the different network types. Note that in all cases a basis for
the spectral function is provided either explicitly through the structure of the network or
implicitly through the choice of the training data. If not stated otherwise, the numerical
results presented in the following always correspond to results from the PaNet.
We compare various types of hidden layers and the impact of depth and width within
the neural networks. In general, choosing the numbers of layers and neurons is a trade-
off between the expressive power of the network, the available memory and the issue of
overfitting. The latter strongly depends on the number of available training samples w.r.t.
the expressivity. For fully parametrised spectral functions, new samples can be generated
very efficiently for each training epoch, which implies an, in principle, infinite supply
of data. Therefore, in this case, the risk of overfitting is practically non-existent. The
specific dimensions and hyperparameters used for this work are provided in Section C.4.
Numerical results can be found in Section 6.5.5.
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Figure 6.20.: This figure serves to illustrate the impact which the details of the train-
ing procedure and of the inverse problem itself have on the quality of the
reconstructions. The term reliable reconstruction refers to a homogeneous
distribution of losses within the parameter space. This involves a reliable
error estimation on the given reconstruction and ensures locality of proposed
solutions. In essence, we want to emphasise the importance of realising that
aiming for reliable reconstructions is a complicated, multifactorial problem
whose facets need to be sufficiently disentangled in order to understand all
contributions to systematic errors.
6.5.4. Training strategy
The neural network is trained with appropriately labelled input data in a supervised
manner. This approach allows to implicitly impose a prior distribution in the Bayesian
sense. The challenge lies in constructing a training dataset that is exhaustive enough
to contain the relevant structures that may constitute the actual spectral functions in
practical applications.
From our past experience with hadronic spectral functions in lattice QCD and the
functional renormalization group, the most relevant structures are peaks of the Breit-
Wigner type, as well as thresholds. The former present a challenge from the point of
view of inverse problems, as they contain significant tail contributions, contrary e.g. to
Gaussian peaks, which approach zero exponentially fast. Thresholds on the other hand
set in at finite frequencies, often involving a non-analytic kink behaviour. In this work,
we only consider Breit-Wigner type structures as a first step for the application of neural
networks to this family of problems.
Mock spectral functions are constructed using a superposed collection of Breit-Wigner
peaks based on a parametrisation obtained directly from one-loop perturbative quantum
field theory. Each individual Breit-Wigner is given by
ρ(BW)(ω) =
4AΓω
(M2 + Γ2 − ω2)2 + 4Γ2ω2 . (6.96)
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(a) Comparison of different net architectures.
All networks are trained based on the pa-
rameter loss. The associated architures can























(b) Comparison of different loss functions. De-
tails on the loss functions are described at
the end of Section 6.5.4. All results are based
on networks with the architecture Conv.
Figure 6.21.: The performance of different net architectures and loss functions is com-
pared for additive Gaussian noise with widths of 10−3 and 10−5 on the given
input propagator. Shown here are the respective losses for the predicted
parameters, for the discretised reconstructed spectral function and for the
reconstructed propagator to the true, noise-free propagator. For both fig-
ures, the performance measures and the training of the neural networks are
based on the training and test set of the largest volume in parameter space,
Vol O. The definitions of the performance measures are given at the end of
Section C.4. The results on the left hand side imply that for larger errors,
the choice of a specific network architecture has negligible impact on the
quality of the reconstructions. All performance measures can be lowered for
the given noise widths by applying a post-processing procedure on the sug-
gested parameters of the network. In particular, the propagator loss can be
minimised. The comparison on the right hand side shows that the choice of
the loss function has major impact on the resulting performance of the net-
work. The results underpin the importance of an appropriate loss function
and support our argument of potential advantages of neural networks com-
pared to existing approaches in Section 6.5.2.3. Contour plots in parameter
space are illustrated for the respective measures in Figure 8.8 and Figure 8.9.
Here, M denotes the mass of the corresponding state, Γ its width and A amounts to a
positive normalisation constant.
Spectral functions for the training and test set are constructed from a combination of
at most NBW = 3 different Breit-Wigner peaks. Depending on which type of network is
considered, the Euclidean propagator is obtained either by inserting the discretized spec-
tral function into (6.91), or by a computation of the propagator’s analytic representation
from the given parameters. The propagators are salted both for the training and test set
with additive, Gaussian noise
Gnoisyi = Gi +  . (6.97)
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Figure 6.22.: The uncertainties of reconstructions of spectral functions on the same original
propagator are illustrated in the same manner as described in Figure 6.18
for different volumes of the parameter space, again using a noise width of
10−3. The plots demonstrate how the quality of the reconstruction improves
if the parameter space which the network has to learn is decreased. The
volumes of the corresponding parameter spaces are listed in Table C.1. The
results are computed from the Conv PaNet. The systematic deviation of
the distribution of reconstructions for large volumes shows that the network
has not captured the manifold of inverse transformations completely for the
entire parameter space. This is in concordance with the results discussed in
Figure 8.8 and Figure 8.10.
This is a generic choice which allows to quantify the performance of our method at different
noise levels.
The advantage of neural networks to have direct access to different representations of
a spectral function implies a free choice of objective functions in the solution space. We
consider three simple loss functions and combinations thereof. The (pure) propagator loss
LG(ρsug) defined in (6.94) represents the most straightforward approach. This objective
function is accessible also in already existing frameworks such as the BR or GrHMC
methods and is implemented in this work to facilitate a quantitative comparison. In
contrast, the loss functions that follow are only accessible in the neural network based
reconstruction framework. This unique property is owed to the possibility that a neural
network can be trained in advance on a dataset of known input and output pairs. As
pointed out in Section 6.5.2.3, a loss function can e.g. be defined directly on a discretized
representation of the spectral function ρ. This approach is implemented through Lρ(ρsug),
see (6.95). The optimisation of the parameters θ = {Ai,Mi,Γi | 0 ≤ i < NBW} of our
chosen basis is an even more direct approach. In principle, the space of all possible choices
of parameters is R3·NBW+ , assuming they are all positive definite. Of course, only finite
subvolumes of this space ever need to be considered as target spaces for reconstruction
methods. Therefore, we will often refer to a finite target volume simply as the parameter
space for a specific setting. The respective loss function defined in this space is given by:
Lθ(θsug) = ‖θsug − θ‖ . (6.98)
All losses are evaluated using the 2-norm. In the case of the parameter net, we have
ρsug ≡ ρ(θsug). Apart from the three given loss functions, we also investigate a combination
of the propagator and the spectral function loss
LG,ρ(ρsug, α) = Lρ(ρsug) + αLG(ρsug) . (6.99)
The type of loss function that is employed as well as the selection of the training data have
major impact on the resulting performance of the neural network. Given this observation,
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Figure 6.23.: The plots in this figure quantify the impact of the parameter space volume
used for the training on the performance of the network. The performance
measures are computed based on the test set of the smallest volume, Vol D.
The parameter ranges in the training set are gradually reduced to analyse
different levels of complexity of the problem. A network is trained sepa-
rately for each volume, which are listed in Table C.1. The results demon-
strate the potential advantage of an iterative restriction of the parameter
ranges of possible solutions. The contour plots in Figure 8.10 depict changes
of the performance measures within the parameter space. More strongly
peaked prior distributions lead to better reconstructions. The comparison
with results of the GrHMC approach illustrates the improvement of the per-
formance of neural networks for larger errors and smaller volumes. These
observations confirm the discussions of Figure 6.22 and Figure 6.25. Adding
a post-processing step leads in particular for the propagator loss and for
smaller noise widths to an improvement of the reconstruction, as has also
been discussed in Figure 6.21.
it seems likely that a further optimisation regarding the choice of the loss function can
significantly enhance the prediction quality. However, for the time being, we content
ourselves with the types given above and postpone the exploration of more suitable training
objectives to future work.
In the following section, we continue with a thorough assessment of the performance
of the neural network based approach and compare numerical results with the existing
methods introduced in Section 6.5.2.2.
6.5.5. Numerical results
In this section we present numerical results for the neural network based reconstruction and
validate the discussed potential advantages by comparing to existing methods. Details on
the training procedure as well as the training and test datasets can be found in Section C.4,
together with an introduction to the used performance measures. We start now with a
brief summary of the main findings for our approach. Furthermore, a detailed numerical
analysis and discussion of different network set-ups with respect to performance differences
are provided. Subsequently, additional post-processing methods for an improvement of the
neural network predictions are covered. The section ends with a discussion of results from
the PoNet. Readers who are interested in a comparison of the neural network based
reconstruction to existing methods may proceed directly with Section 6.5.5.2.
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6.5.5.1. Reconstruction with neural networks
Our findings concerning the optimal set-up of a feed-forward network can be summarised
as follows. As pointed out in Section 6.5.2.3, the network aims to learn an approximate
parametrisation of a manifold of (matrix) inverses of the discretized Ka¨lle´n-Lehmann trans-
formations. The inverse problem grows more severe if the propagator values are afflicted
with noise. In Bayesian terms, this is caused by a wider posterior distribution for larger
noise. The network needs to have sufficient expressivity, i.e. an adequate number of hyper-
parameters, to be able to learn a large enough set of inverse transformations. We assume
that for larger noise widths a smaller number of hyperparameters is necessary to learn sat-
isfactory transformations, since the available information content about the actual inverse
transformation decreases for a respective exact reconstruction. A varying severity of the
inverse problem within the parameter space leads to an optimisation of the spectral re-
construction in regions where the problem is less severe. This effect occurs naturally, since
there the network can minimise the loss more easily than in regions where the problem
is more severe. Besides the severity of the inverse problem, the form of the loss function
has a large impact on global optima within the landscape of the solution space. Based
on these observations, an appropriate training of the network is non-trivial and demands
a careful numerical analysis of the inverse problem itself, and of different set-ups of the
optimisation procedure. A sensible definition of the loss function or a non-uniform selec-
tion of the training data are possible approaches to address the disparity in the severity of
the inverse problem. A more straightforward approach is to iteratively reduce the covered
parameter ranges within the learning process, based on previous suggested outcomes. This
amounts to successively increasing the prediction accuracy by restricting the network to
smaller and smaller subvolumes of the original solution space. However, one should be
aware that this approach is only sensible if the reconstructions for different noise samples
on the original propagator data are sufficiently close to each other in the solution space.
A successive optimisation of the prediction accuracy in such a way can also be applied to
existing methods. All approaches ultimately aim at a more homogeneous reconstruction
loss within the solution space. This allows for a reliable control of systematic errors, as
well as an accurate estimation of statistical errors. The desired outcome for a generic set
of Breit-Wigner parameters is illustrated and discussed in Figure 6.18. The essence of our
discussion here is summarised pictorially in Figure 6.20.
The impact of the net architecture and the loss function on the overall performance
within the parameter space is illustrated in Figure 6.21. Associated contour plots can be
found in Figure 8.8 and Figure 8.9. These plots demonstrate that the minima in the loss
landscape highly depend on the employed loss function. In turn, this leads to different
performance measures. This observation confirms our previous discussion and the necessity
of an appropriate definition of the loss function. It also reinforces our arguments regarding
potential advantages of neural networks in comparison to other approaches for spectral
reconstruction. The comparison of different feed-forward network architectures shows
that the specific details of the network structure are rather irrelevant, provided that the
expressivity is sufficient.
Differences in the performance of the networks that are trained with the same loss
function become less visible for larger noise. This is illustrated by a comparison of contour
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Figure 6.24.: Comparison of reconstruction errors of the PaNet and PoNet. The perfor-
mance measures are computed based on the test set of the largest parame-
ter space volume Vol O for one, two and three Breit-Wigners. The overall
smaller losses for the point nets are due to the large number of degrees of
freedom for the point-like representation of the spectral function. The partly
competitive performance of the PoVarNet compared to the results of the
PoNet encourage the further investigation of networks that are trained using
a more exhaustive set of basis functions to describe physical structures in
the spectral functions.
plots with different noise widths, see e.g. Figure 8.8. The severity of the inverse problem
grows with the noise and the information content about the actual matrix transformation
decreases. These properties lead to the observation of a generally worse performance for
larger noise widths, as can be inferred from Figure 6.22, Figure 6.25 and Figure 6.26,
for example. They also imply that for specific noise widths, the neural network possesses
enough hyperparameters to learn a sufficient parametrisation of the inverse transformation
manifold. Furthermore, the local optima into which the network converges are mainly
determined by differences in the local severity of the inverse problem. Hence, the issue
remains that generic loss functions are inappropriate to address the varying local severity
of the inverse problem. This issue implies the existence of systematic errors for particular
regions within the parameter space, as can be seen e.g. in the left plot of Figure 6.22.
The results shown in Figure 6.22, Figure 6.23 and Figure 8.10 confirm our discussion
regarding the expressive power of the network w.r.t. the complexity of the solution space
and the decreasing information content for larger errors. The parameter space is gradually
reduced, effectively increasing the expressivity of the network relative to the severity of the
problem and improving the behavior of the loss function for a given fixed parameter space.
The respective volumes are listed in Table C.1. Shrinking the parameter space leads to
a more homogeneous loss landscape due to the increased locality, thereby mitigating the
issue of inappropriate loss functions. The necessary number of hyperparameters decreases
for larger noise widths and smaller parameter ranges in the training and test dataset. The
arguments above imply a better performance of the network for smaller parameter spaces.
A reduction of the parameter space effectively corresponds effectively to a sharpening
of the prior information, which also has positive effects on the spread of the posterior
distribution. More detailed discussions on the impact of different elements of the training
procedure can be found in the captions of the respective figures.
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Figure 6.25.: The quality of the reconstruction of two Breit-Wigner peaks is compared
for different strength of additive noise on the same propagator. The labels
indicate the noise width on the original propagator. It can be seen that the
reconstructed spectral function of the neural network exhibits in particular
for larger errors a lower deviation to the original spectral function than the
GrHMC method. This mirrors the in general observable better performance
of the neural network for larger errors, as can be seen in Figure 6.23 and in
Figure 6.26. The green and the red curve correspond to reconstructions of the
Conv PaNet and the GrHMC method for the same given noisy propagator.
The prior is in both cases given by the parameter range of volume Vol B.
The uncertainty of the reconstructions for the neural network is depicted by
the grey shaded areas as described in Figure 6.18. For small errors, this area
is covered by the corresponding reconstructed spectral functions.
Since increasing the expressivity of the network is limited by the computational demand
required for the training, one can also apply post-processing methods to improve the sug-
gested outcome with respect to the initially given, noisy propagator. These methods are
motivated by the in some cases large observed root-mean-square deviation of the recon-
structed suggested propagator to the input, see for example Figure 6.21. The application
of standard optimisation methods on the suggested results of the network represents one
possible approach to address this problem. Here, the network’s prediction is interpreted
as a guess of the MAP estimate, which is presumed to be close to the true solution. For






‖Gnoisy −G [ρ (θsug)]‖ . (6.100)
This ensures that suggestions for the reconstructed spectral functions are in concordance
with the given input propagator. Results obtained with an additional post-processing are
marked by the attachment PP in this work. The numerical results in Figure 6.26 and
Figure 6.22 show that the finite size of the neural network can be partially compensated
for small errors. The resulting low propagator losses are noteworthy, and are close to
state-of-the-art spectral reconstruction approaches. One reason for this similarity is the
shared underlying objective function. However, the situation is different for larger noise
widths. For our choice of hyperparameters, the algorithm quickly converges into a local
minimum. For large noise widths, the optimisation procedure may even lead to worse
results than the initially suggested reconstruction. This is due to the already mentioned
systematic deviations which are caused by the inappropriate choice of the loss function
for large parameter spaces. This kind of post-processing should therefore be applied with
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Figure 6.26.: The performance of the reconstruction of spectral functions is benchmarked
for the neural network approach with respect to results of the GrHMC
method. The neural network approach is in particular for large noise widths
competitive. The worse performance for smaller noise widths is a result of
an inappropriate training procedure and a too low expressive power of the
neural network. The problems are caused by a varying severity of the inverse
problem and by a too large parameter space that needs to be covered by the
neural network, as discussed in Section 6.5.5.1. The error bars of the results
for the FC network are representative for typical errors within all methods
and plots of this kind.
caution, since it may cancel out the potential advantages of neural networks with respect
to the freedom in the definition of the loss function.
The following alternative post-processing approach preserves the potential advantages of
neural networks while nevertheless minimising the propagator loss. The idea is to include





‖Gnoisy −G [ρ (θsug)]‖ , (6.101)
where Ginput corresponds to the input propagator of the neural network and θsug to the
associated outcome. This facilitates a compensation of badly distributed noise samples
and allows a more accurate error estimation. The approach is only sensible if no systematic
errors exist for reconstructions within the parameter space, and if the network’s suggestions
are already somewhat reliable. We postpone a numerical analysis of this optimisation
method together with the exploration of more appropriate loss functions and improved
training strategies to future work, due to a currently lacking setup to train such a network.
In Figure 6.24 and Figure 8.11, results of the PoNet and the PaNet are compared. We
observe that spectral reconstructions based on the PoNet structure suffer from similar
problems as the PaNet, cf. again Figure 6.20. The point-like representation of the spectral
function introduces a large number of degrees of freedom for the solution space. The train-
ing procedure implicitly regularises this problem, however, a visual analysis of individual
reconstructions shows that in some cases the network struggles with common issues known
from existing methods, such as partly non-Breit-Wigner like structures and wiggles. An
application of the proposed post-processing methods serves as a possible approach to cir-
cumvent such problems. An inclusion of further regulator terms into the loss function,
concerning e.g. the smoothness of the reconstruction, is also possible.
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Figure 6.27.: Comparison of performance measures for the reconstruction of two Breit-
Wigners with neural networks and with the GrHMC method for input prop-
agators with noise width 10−3 within the parameter space volume Vol O.
The similar loss landscape emphasises the high impact of variations of the
severity of the inverse problem within the parameter space on the quality of
reconstructions. Contrary to expectations, the parameter network mimics,
despite an optimisation based on the parameter loss Lθ, the reconstruction
of the GrHMC method which relies on an optimisation of the propagator
loss LG with respect to the parameters. A reconstruction resulting in an
averaged peak with the other parameter set effectively removed, as outlined
in [2], results in the spiking parameter losses for the GrHMC reconstructions
with large errors.
6.5.5.2. Benchmarking and discussion
In this subsection, we want to emphasise differences of our proposed neural network ap-
proach to existing methods. Our arguments are supported by an in-depth numerical
comparison.
Within all approaches the aim is to map out, or at least to find the maximum of, the
posterior distribution P (ρ|G) for a given noisy propagator G. The BR and GrHMC meth-
ods represent iterative approaches to accomplish this goal. The algorithms are designed
to find the maximum for each propagator on a case-by-case basis. The GrHMC method
additionally provides the possibility to implement constraints on the functional basis of the
spectral function in a straightforward manner. In contrast, a neural network aims to learn
the full manifold of inverse Ka¨llen-Lehman transformations for any noisy propagator (at
least within the chosen parameter space). In this sense, it needs to propose for each given
propagator an estimate of the maximum of P (ρ|D). A complex parametrisation, as given
by the network, an exhaustive training dataset and the optimisation procedure itself are
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Figure 6.28.: Reconstructions of one, two and three Breit-Wigners are compared for our
proposed neural network approach, the GrHMC method and the BR method.
The reconstructions of the first two methods are based on a single sample
with noise width 10−3, while the results of the BR method are obtained from
multiple samples with larger errors, but an average noise width of 10−3 as
well. In contrast to the previous plots, the neural network and the GrHMC
method now use different priors for each case in order to allow for a reason-
able comparison with the BR method, see Table C.2. We observe that all
approaches qualitatively capture the features in the spectral function. Due
to the comparably large error on the input data, all methods are expected
to face difficulties in finding an accurate solution. The reconstructions of the
neural network approach and the GrHMC method are comparable, whereas
the BR method struggles in particular with thin peaks and the three Breit-
Wigner case. The results demonstrate that, generally, using suitable basis
functions and incorporating prior information lead to a superior reconstruc-
tion performance.
essential features of this approach for tackling this tough challenge. The computational
effort to find a solution in an iterative approach is therefore shifted to the training process
as well as the memory demand of the network. Accordingly, the neural network based
reconstruction can be performed much faster after training has been completed, which is
in particular advantageous when large sets of input propagators are considered.
The numerical results in Figure 6.23, Figure 6.25, Figure 6.26, Figure 6.27 and Fig-
ure 6.28 demonstrate that the formal arguments of Section 6.5.2.3 apply, particularly for
comparably large noise widths as well as smaller parameter ranges. For both cases, the
network successfully approximates the required inverse transformation manifold. Smaller
noise widths and a larger set of possible spectral functions can be addressed by increas-
ing the number of hyperparameters and through the exploration of more appropriate loss
functions, as was already discussed previously.
6.5.6. Conclusion
In this study we have explored artificial neural networks as a tool to deal with the ill-
conditioned inverse problem of reconstructing spectral functions from noisy Euclidean
propagator data. We systematically investigated the performance of this approach on
physically motivated mock data and compared our results with existing methods. Our
findings demonstrate the importance of understanding the implications of the inverse
problem itself on the optimisation procedure as well as on the resulting predictions.
The crucial advantage of the presented ansatz is the superior flexibility in the choice of
the objective function. As a result, it can outperform state-of-the-art methods such as the
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hybrid Monte Carlo algorithm if the network is trained appropriately and exhibits sufficient
expressivity in order to be able to approximate the inverse transformation manifold. The
numerical results demonstrate that defining an appropriate loss function grows increasingly
important for an increased variability of considered spectral functions and of the severity
of the inverse problem.
In future work, we aim to further exploit the advantage of neural networks that local
variations in the severity of the inverse problem can be systematically compensated. The
goal is to eliminate systematic errors in the predictions in order to facilitate a reliable
reconstruction with an accurate error estimation. This can be realised by finding more
appropriate loss functions with the help of implicit and explicit approaches [364, 365]. A
utilisation of these loss functions in existing methods is also possible if they are directly
accessible. Varying the prior distribution will also be investigated, by sampling non-
uniformly over the parameter space during the creation of the training data. Furthermore,
we aim at a better understanding of the posterior distribution through the application of
invertible neural networks [360]. This novel architecture provides a reliable estimation of
errors by mapping out the entire posterior distribution by construction.
In conclusion, we believe that the suggested improvements will boost the performance
of the proposed method to an as of yet unprecedented level and that neural networks will
eventually replace existing state-of-the-art methods for spectral reconstruction.
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7. Extracting observables from elementary
correlation functions
In the previous chapters we discussed the determination of elementary correlation functions
in Euclidean space-time, Chapter 5, and Minkowski space-time, Chapter 6. Quite a lot
of physics can already be extracted from these, as seen in the corresponding chapters.
However, in order to make contact with experiments, usually the knowledge of composite
operators is required, for technical aspects cf. the discussion around (2.13) and (2.72).
This is particularly obvious in gauge theories, where the elementary correlation functions
are not gauge invariant and hence not observable at all.
At first sight, this might seem like a disadvantage of Function Methods, a formulation
based on elementary correlation functions is actually extremely powerful. In this chapter
we demonstrate the aforementioned powerfulness at a variety of examples, ranging from
thermodynamic quantities to non-equilibrium descriptions.
7.1. Trace anomaly
This section is in parts based on [13].
Here we discuss the determination of the thermodynamic properties of a system while
working with the Functional Renormalization Group. Properties like the pressure, entropy
density or the trace anomaly have usually been extracted by using the analogy of the QEA
to the grand canonical ensemble, see e.g. [62, 189, 366–371]. This works well in effective
theories, such as the Quark-Meson model, cf. Section 4.3 and Section 5.2, but not in gauge
theories. Overcoming these problems is our main motivation for the work at hand. In
this section we’ll take an approach based on a non-perturbative definition of the Energy-
Momentum Tensor (EMT).
We start by recalling the definition Energy-Momentum Tensor in a curved space-time
Tµν(x) = 2√−g(x) δΓ[Φ, g]δgµν(x) , (7.1)
where Γ is again the QEA, Φ a superfield and g the metric. In equilibrium we can now
access all thermodynamic quantities by calculating the trace anomaly in flat space-time,








where η is the flat metric of Minkowski space-time. In principle, the definitions (7.1) and
(7.2) are straightforwardly accessible for a given QEA, if the metric dependence is known.
In the FRG we can essentially trivially write down the corresponding flow equation for
the Energy-Momentum Tensor (7.1), and hence the anomaly (7.2). Taking an RG-time
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derivative of (7.1) leads to








where we have used the Wetterich equation (2.74) to obtain the last expression. In par-
ticular, we obtain the flow of the Energy-Momentum Tensor by taking a metric variations
of the right-hand side of the Wetterich equation. This way of approaching the Energy-
Momentum Tensor comes with the added benefit of mapping the renormalization thereof
to the renormalization of the QEA, which is, at least partially, discussed in Chapter 2.




Please note that this is by no means a complete representation of the potential dependence
on the metric, for this one has to consider the Casimir invariants of the Poincare´ group.
We postpone this discussion to future work. With the right-hand side only depending on
the Laplacian we can carry out the variation with respect to the metric explicitly, go to
momentum space and arrive at the flow for the trace anomaly






Equation (7.5) is one of the central results of this section, it expresses the flow of the trace
anomaly as a (dimensionless) momentum derivative of the right-hand side of the Wetterich
equation, which is a very convenient object to compute.
Throughout the remainder of this section we will be interested in the thermal part of
the anomaly, i.e.
AT(T ) = A(T )−A(T = 0) , (7.6)
with the temperature T .
The procedure presented above generalizes naturally to the Energy-Momentum Tensor
and correlations functions thereof.
7.1.1. Thermodynamics of a free, massive scalar theory
To illustrate the discussion above, and also to explore its technical realisation, we inves-
tigate a free scalar theory. The first part of the following investigation can be found in
a similar fashion in [189], where the pressure in the conventional formulation has been





































































Figure 7.1.: Thermal trace anomaly of a free, massive scalar theory.
where Kn(z) is the modified Bessel function of the second kind.





It turns out that the choice of regulator is rather important. Using a regulator that also
regulates the frequency direction leads to an oscillatory flow of the trace anomaly. The
possibility for positive and negative contributions can be seen from the flow, which is apart
from this not very illuminating and will therefore be skipped here as it is straightforward
to write down in addition. Since we are dealing with arbitrary regulators, the Matsubara
sum and the momentum integration have to be calculated numerically, which is a straight-
forward task. Being a trivial theory, the integrated flow is independent from the regulator
choice. However, as aforementioned, the flow itself is not. Before discussing further details
of the flow, the thermal trace anomaly of this theory is shown in Figure 7.1.
As expected, the standard the textbook representation and the result from the metric
variation of the QEA agree to numerical precision. The three curves can be scaled on top
each other, since the result is a function fo m/T only. The thermal trace anomaly, divided
by appropriate powers of the temperature, shows the expected bump at T ≈ m and is
described at low and high temperatures by well known asymptotics, see e.g. [372].
Turning back to the question of efficiently calculating the thermal trace anomaly via
its flow. Ideally, the flow should have a definite sign, and hence avoid cancellations.
Additionally, the regulator should restrict the thermal range to a small domain of roughly
. 4piT . Turns out this question is closely related to the sharpness of the regulator,
cf. Section 2.3.3. The flow for several regulators introduced in Section 2.3.3 is shown in
Figure 7.2.
The dependence on the sharpness of the regulator can be explained pictorially rather
easily. It probes how well the peak of the integrand aligns with the discrete Matsubara
modes. If the kernel is sufficiently non-local the discrete modes probe roughly equal
contributions, while in a very peaked integrand slight shifts see rather different values.


























(a) Good regulator choices.
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(b) Bad regulator choices.
Figure 7.2.: Flow of the thermal trace anomaly for different regulators introduced in Sec-
tion 2.3.3 at an arbitrary temperature. The flow of a massive theory, as well
as of a massless theory are shown together, underlining the spurious nature
of the oscillations in the massive case.
a peaked flow, but rather in an oscillatory one. For reference we have also included the
integrated result in the plot with the better regulator choices Figure 7.2a. Please note
that even for these rather non-local regulators, cf. Section 2.3.3, the peaks of the flow
are several times larger than the integrated result. In the figure shown bad choices for
the regulator, Figure 7.2b, the line for the integrated result would not be distinguishable
from zero. Please note that the regulators shown in Figure 7.2b are rather popular in the
FRG. In particular the ”optimized” Limit regulator amounts to a maximally bad choice
for thermodynamics. Please note that this drastically changes when considering regulators
that do not regulate frequencies, cf. the discussion above and [189].
The plots shown in Figure 7.2 show a striking, but expected, feature. Namely, that
the flow for a massless theory is almost identical to that in a massive theory. After all,
we do neither expect nor want the flow to be modified by mass scales m . a k with a
being a constant of order unity. Consequently, the only deviation between the two cases
can be seen in Figure 7.2a for very small RG-scales k. While nothing about this so far
is surprising, keep in mind that the thermal trace anomaly of a free, massless theory is
trivial, i.e. it’s zero. Hence, the oscillations in the massless case have to integrate to zero,
shown the entirely spurious nature of these oscillations. While one might think that these
oscillations only introduce a minor technical inconvenience, they are actually more deeply
problematic. This already starts in pure gauge theories and QCD, where only results with
limited precision are available. Furthermore, in these calculation so far an exponential
regulator with α = 2 or a Litim regulator way sharper than anything shown here has been
used, cf. [64, 66, 339], making the subsequent determination of the thermal trace anomaly
practically impossible.
It turns out, we can use the triviality of the thermal trace anomaly of a free, massless
theory in order to improve the situation. This is done by simply subtracted the the part
that trivially integrates to zero, i.e. the flow of a free, massless scalar field. Practically,
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Figure 7.3.: Flow of the thermal trace anomaly after subtracting the part of a free, massless
theory that integrates non-trivially to zero.
After doing so, the flows shown in Figure 7.2 improve significantly. The subtracted flows
are shown in Figure 7.3. The first notable observation is that no amplitudes exceed
now the integrated result. Furthermore, the two regulators that are the most non-local,
cf. Figure 7.2a, now generate strictly positive flows, where all seizable contributions are
limited to a acceptably small thermal range. The thermal range of the regulators shown
in Figure 7.2b is reduced and their amplitudes decreased significantly. This gives hope
that such an approach might work successfully in gauge theories, even in cases where
the underlying elementary correlation functions have been obtained with regulators that
are naively far from optimal for an application in thermodynamics. Please note that an
exception to this is the Litim regulator without any smearing whose thermal range does
not even decay after subtracting the massless case. To this day it is not know whether
or not Lorentz invariant regulators exist that do not have the drawback of introducing
oscillations.
7.1.2. Conclusion
In this section we have introduced a novel way of computing thermodynamic quantities
in the FRG, namely via the flow of the trace anomaly. Furthermore, we discussed the
necessary efficiency gain from subtracting the non-trivial oscillations already present for a
trivially vanishing trace anomaly. The presented procedure should yield a robust procedure
in gauge theories, which will be our next application.
The presented way of accessing the trace of the Energy-Momentum Tensor can be gen-
eralized to correlation functions thereof. This provides a fruitful perspective on the calcu-
lation of these correlation functions in the FRG. These correlation functions are need in
order to access the full spectrum of the theory or extracting e.g. transport coefficients.
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7.2. Transport coefficients of Yang-Mills
This section is in parts based on [14].
The modern phenomenological description of heavy ion collisions heavily relies on the
use of viscous relativistic hydrodynamics, see e.g. [373–377]. A detailed description of
relativistic hydrodynamics goes far beyond the scope of this work and we refer to the
aforementioned references, as well as references therein. Hydrodynamics makes, of course,
only up a part of the full dynamical evolution in such a collision. For reviews describing
the entire tool chain employed see e.g. [378, 379] and references therein.
Focusing only on the hydrodynamical part, such a description allows to bridge, in princi-
ple, the gap between heavy ion experiments and calculations from first principles in QCD.
A hydrodynamic description requires local thermal equilibrium, and consequently depends
on the input from the underlying microscopic theory in equilibrium. This includes in par-
ticular the equation of state at leading order and the shear and bulk viscosity and next
to leading order. Whereas, the latter are the leading order transport coefficients. The
equation of state is already necessary at the level of ideal hydro and is closes the set of
equations, see e.g. [139]. The transport coefficients enter the equations when going from
ideal hydrodynamics to viscous hydrodynamics. They encode the linear deformability of
the medium. In this section we want to present the calculation of the shear and bulk
viscosity in Yang-Mills theory, based on a formulation in QFTs. Our general setting is
very similar to [273], where the shear viscosity was obtained via the same approach.
7.2.1. Theoretical set-up
Transport coefficients can be accessed in QFTS via Kubo relations, which are intuitively
easy to understand. Since we are coming from a hydrodynamic description, we are inter-
ested in the long-range behaviour of the system. Hence these relations should naturally
be related to correlation functions in the vanishing momentum and frequency limit. Since
hydrodynamics describes the evolution of collective modes, i.e. conserved quantities, we
should also look at the corresponding correlation function, in particular correlation func-
tions of the Energy-Momentum Tensor, which plays a central role in the hydrodynamic
descriptions.
The shear viscosity η and the bulk viscosity ζ are related to the Energy-Momentum















Regarding the notation in (7.11), the symbol ρ symbolizes a spectral function, here the
propagator of the indices. piim = T im−δimP is the traceless part of the spatial components
of the Energy-Momentum Tensor, and correspondingly, P = 13T jj is proportional to the
trace of the Energy-Momentum Tensor.
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Figure 7.4.: One-loop representation of the Energy-Momentum Tensor correlation function
from which the transport coefficients are extracted. The propagators are full
gluon propagators and the grey boxes are EMT vertices.
The spectral function associated to an operator is given by the Fourier transformation
of the commutator, cf. Section 6.1
ρBB(p) =
∫
d4x ei px 〈[B(x),B(0)]〉 . (7.12)
In the following we will not use an alternative way to Section 7.1 to calculate the correlation
function of the Energy-Momentum Tensor, instead of taking variations of the QEA with
respect to the metric, we use the Dyson-Schwinger representation of composite operators,
cf. (2.13) and (2.72).
Doing so we arrive at a diagrammatic representation of the Energy-Momentum Tensor.
Having eight field insertions in Yang-Mills, twice the number of fields appearing in the
Energy-Momentum Tensor, the resulting expression contains terms with up to six loops.
This requires truncation since a full numerical calculation thereof is beyond the current
technical capabilities. Luckily, for our purposes, i.e. extracting the temperature depen-
dence of transport coefficients, the connected subset of the diagrams is sufficient. It can be
argued [273, 383, 384] that the disconnected pieces can be absorbed by dressing the EMT
vertex appearing in the diagrams. The argument relies on the fact that the left-hand side
is RG-invariant, while the right-hand side can only be RG-invariant if it can be expressed
by fully dressed quantities. However, the only quantity that is not dressed by construction
are the EMT vertices. As a result, the diagrammatic is reduced to the three-loop level.
The aforementioned papers have found that the qualitative structure of the temperature
dependence is already captured by one-loop contribution. Since we do not care for the
purpose of our investigate about the asymptotic running and can live without knowing
the normalization, we truncate the diagrammatic expression at the one-loop level. The
only diagram contributing at the one-loop level is the polarization diagram, discussed at
length throughout this work, see e.g. Section 6.1.3 and shown in Figure 7.4.
The equations are simple to derive, where the spectral function can either be obtained
by analytically continuing the expression from Euclidean space-time or by directly working
in Minkowski space-time. We have chosen the latter, following [273]. Due to the length of
the equations we do not display them explicitly here, as there is no further insight gained.
As mentioned above, our calculation does not fix the multiplicative normalization of
the Energy-Momentum Tensor, i.e. both transport coefficients are only determined up to
a temperature independent multiplicative factor, which is the same for both. We will fix
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(a) Shear viscosity over entropy density.
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Astrakhantsev et al. (2018)

























(b) Bulk viscosity over entropy density.
Figure 7.5.: Shear and bulk viscosity of SU(3) Yang-Mills theory. The phase transition
is at Tc ≈ 277 MeV and of first order. The result for the shear viscosity is
compared to the result our study is based upon, [273] and the more recent
result of [279]. Whereas the bulk viscosity is only compared to the latter. A
detailed discussion of the result can be found in the main text.
this factor by matching our result of the shear viscosity at one temperature to the results
of a recent reconstruction from Lattice simulations [279]. We would like to note again
that there is no additional value fixed for the bulk viscosity, but the same multiplicative
prefactor enters.
7.2.2. Results
The diagrammatic representation, Figure 7.4, already shows, that the only elementary
correlation function we require is the gluon propagator, or equivalently, the gluon spectral
function. For the gluon spectral function we use the one presented and discussed in
Section 6.4. While this spectral function was obtained from the vacuum propagator, we
do not expect this approximation to be too bad. The argument is that the main change
should be induced by an effective shift of the Debye mass. However, the mass gapping,
which is around 850 MeV in vacuum, only lowers to about 500 MeV at the phase transition,
as it can be extracted from Figure 3 in [339]. This means that there is a not too big shift
in the effective mass entering the loop at scales above the temperature scales of interest.
Hence we expect the resulting approximation of a vacuum spectral function to be sufficient
for our calculation. The last ingredient we require is the strong coupling, appearing in the







where z is a momentum variable, appropriately made dimensionless, and β0 =
33
12pi is the
coefficient of the one-loop beta function of SU(3) Yang-Mills.
Transport coefficients are usually best displayed as dimensionless ratio with the entropy
density as reference quantity. This is because the transport coefficients only appear in ra-
tios in the hydrodynamic equations, either with the entropy density or as ratio of transport
coefficients. Here, we also choose the entropy density as normalization, as its customary,
and use the result from Lattice calculations presented in [386].
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Our results for the transport coefficients are shown in Figure 7.5. In both cases the
position of the phase transition is clearly identifiable, which is located at Tc ≈ 277 MeV.
In the shear viscosity over entropy density, Figure 7.5a, a minimum is located. This
has the nice physical interpretation that the resistance to flow is lowest in the vicinity
of the phase transition. Note however, that there is no strong argument that the phase
transition should be located at precisely the minimum. Our result agrees nicely with the
recent determination of the shear viscosity in [279]. There, the transport coefficients were
extracted from a spectral reconstruction of the Euclidean EMT correlator, cf. Section 6.4.
A comparison with the Kovtun-Son-Starinet (KSS) bound [387], which should provide a
lower bound to η/s if the conjecture holds, with our result is rather pointless, since we
fixed our normalization with one of the data points from [279]. Very interesting is also
the comparison with the result from [273], which calculates the shear viscosity with the
same diagrammatic representation of the EMT correlator, but uses a different spectral
function as input. Namely, the one obtained via spectral reconstruction in [224]. The
main difference between the spectral function obtained in that work, and the one we used
here, cf. Section 6.4, is the sharpness of the peak. This reflects itself in a more pronounced
minimum in the vicinity of the phase transition.
Turning to the bulk viscosity, Figure 7.5b, there’s a rapid increase at the phase tran-
sition. Phenomenologically, transitioning from the high temperature phase to the low
temperature phase would lead to cavitation in an hydrodynamical simulation. Apart from
this our result is in good qualitative agreement with the reconstruction of [279] and it will
be exciting to see if such a bulk viscosity, after extension to full QCD, can be used in a
relativistic hydrodynamics simulation, while still describing the data.
7.2.3. Conclusion
In this section we put forward results for the leading order transport coefficients, the
shear and bulk viscosity, in SU(3) Yang-Mills theory. For the shear viscosity our result
constitutes an improvement over a previous calculation [273] within Functional Methods,
while its the first determination of the bulk viscosity in such a setting. Both transport
coefficients clearly show the phase transition and it will be interesting to explore their
phenomenological implications in hydrodynamic simulations in the future.
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7.3. Effective transport descriptions of QCD
This section is in parts based on [3].
In the previous section we have discussed the calculation of equilibrium coefficients for
use in relativistic hydrodynamic simulations. Here we would like to go one step further
and start investigate the non-equilibrium evolution from a QFT inspired perspective. In
particular, we want to use the fact that the linear response function encode, like their
name suggests, the response from a perturbation away from equilibrium. Such a study
for the chiral dynamics can be seen as complementary to a relativistic hydrodynamics
simulation. Both approaches can be coupled together and can be seen as a precursor
before true non-equilibrium calculations from first principles in QFTs become available.
In order to verify the existence of a possible critical endpoint in the phase diagram of
QCD, a more detailed understanding of the connection between the equilibrium phase
structure and the highly dynamical non-equilibrium situation created in heavy-ion colli-
sions needs to be established. Only then firm conclusions can unambiguously be drawn
from fluctuation measurements, see e.g. [388–395], which are currently the main experi-
mental tool to study the phase structure of QCD. For recent theoretical works see e.g. [396–
400] and references therein. The basic assumption when looking for a critical endpoint
with the use of fluctuation measurements is that the fluctuations of the net baryon density
are expected to be enhanced in the critical region [401, 402]. In this section we want to
investigate the embedding of such critical fluctuations, relative to the non-critical fluctu-
ations. This question is closely related to the size of the critical region, which is to date
unknown, if even present, but might be rather small [403].
First attempts in this direction were based on non-equilibrium chiral fluid dynamics
studies connected with an effective mean-field model for QCD [404–406]. A recent ap-
proach [407] studies a fully interacting stochastic description of the non-equilibrium evo-
lution of fluctuation observables, see also [7, 408–410]. In the present work, we explore
a novel method which is capable of connecting the equilibrium physics of QCD, obtained
beyond mean field within the FRG framework applied to QCD, with the non-equilibrium
evolution around an equilibrium state in a systematic manner. In a first study, we apply
this method to the time-evolution of the critical mode around the various equilibrium
states in the phase diagram of a 2+1 flavour Quark-Meson model. This is achieved by
solving a transport equation with the corresponding linear response functions of a given
equilibrium state as input.
In Section 7.3.1, we describe the calculation of the necessary equilibrium input, i.e. the
effective potential and the spectral functions of the sigma meson. In Section 7.3.2, the
dynamical evolution of the critical mode around this equilibrium result is described.
7.3.1. Equilibrium linear response functions
The calculation of equilibrium correlation functions needed as input for the transport
evolution utilizes the Functional Renormalization Group, the setting is quite similar to
the one presented in Section 6.2. The advantage of the FRG in the present context is
that it allows for the computation of the phase structure, i.e. the effective potential, and
momentum dependent correlation functions within a unified framework.
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Sigma Meson|p| = 200 MeV
T = 130 MeVμ = 0 MeV
Figure 7.6.: Spectral function of the sigma meson at T = 130 MeV, µ = 0 MeV in the
phase diagram. The transport peak and the mass peak are associated with
the diffusion in the transport equation. A detailed discussion of the seen
structures can be found in e.g. [1].
The equilibrium part of our work, i.e. the equation of state and the equilibrium corre-
lation functions, is based on a 2+1 flavour study of a low-energy effective description of
QCD presented in [193], where the dynamics of constituent quarks as well as the lowest
scalar- and pseudoscalar meson nonets are taken into account. For other works exploring
the 2+1 flavour Quark-Meson model and extensions thereof, see [28, 369, 411–413]. It
captures, by design, the relevant physical effects at small chemical potential µ and tem-
peratures T . Tc. Additionally, it features a critical endpoint which is in the same static
universality class as the one potentially present in QCD. Therefore this model provides a
well-suited base for studying how dynamical non-equilibrium effects manifest themselves
in observables.
In general, spectral functions can be obtained either via analytically continuing numeri-
cal data, see e.g. [2] or via a direct computation from analytically continued equations, see
e.g. [217, 219]. If possible, the latter is preferred and also the option utilized in this work.
The spectral functions of the sigma meson are calculated similarly to [1, 165]/Section 6.2
with suitable modifications in order to take non-trivial wave-function renormalizations into
account. As a result we have access to the two-point correlator Γ
(2)
σσ (ω, |~p|), depending on
an external frequency ω and an external momentum ~p, as well as momentum independent
vertices Γ
(n)
σn which are extracted from the full effective potential computed in [193]. An
exemplary spectral function is shown in Figure 7.6. The two main features that influence
the behaviour of the dynamical evolution are the transport peak and the mass peak. The
transport peak, if present at small frequencies ω < |~p|, dominates the long range behaviour
of the sigma field. The mass peak, instead, becomes the driving force for the evolution
dynamics when the transport peak is absent, e.g. in the vacuum. In total, the appearing
structures and features are the same as discussed in Section 6.2 and we refer to this sec-
tion for a discussion. The only difference is a modification of the scales and more decay
channels due to working in 2+1 flavours and not only the O(4)-model sub-part.
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T = 80 MeVμ = 0 MeV
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Figure 7.7.: Left: Scaled kurtosis as a function of time for a quench from high T to two
different points in the phase diagram. Within statistical deviations, the equi-
libration time is found to be significantly increased near the critical endpoint
(red, dashed curve) compared to a quench far away from it (blue, solid curve).
Right: Equilibration time t in units of τ0 ' 0.4 fm/c in the QCD phase dia-
gram based on the analysis of the scaled kurtosis in the quench scenario (see
left panel).
7.3.2. Time-evolution of fluctuation measures
We are now in the position to study the time-evolution of the critical mode and its event-
by-event fluctuations. For this purpose, we solve the Langevin-type transport equation
dΓ
dσ
= ξ . (7.14)
In (7.14), the equation of motion contains a kinetic term related to the real part of Γ
(2)
σσ ,
a diffusion term sensitive to the imaginary part of Γ
(2)
σσ , and the effective potential, dis-
cussed in Section 7.3.1, while ξ represents the noise field chosen such that the fluctuation-
dissipation balance is guaranteed, see (7.15).
For the numerical results presented in the following we consider the critical mode to
be spatially isotropic, i.e. σ(~x, t) = σ(r, t), where we split σ = σ0 + δσ. We study the
time-evolution of the critical fluctuations for a system subject to a sudden quench from
high temperatures to a specific point in the QCD phase diagram. Accordingly, the system
is initialized such that σ(r, t = 0) = 0 and ∂tσ(r, t = 0) = 0 which implies that the initial
fluctuations δσ(t = 0) are of the magnitude of the equilibrium value σ0 after the quench.
Moreover, we consider spatially constant Gaussian white noise, with zero mean and a








where the diffusion coefficient η is extracted from the imaginary part of Γ
(2)
σσ , such that
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the fluctuation-dissipation theorem is recovered. To be more precise, η is given by the
height of the transport peak bump in the imaginary part of the two-point function.
In Figure 7.7 (left panel), we show, as an example, the time-evolution of the kurtosis
scaled by its late-time equilibrium limit for the quench to two different points in the phase
diagram. Far away from the critical endpoint the scaled kurtosis exhibits a rather quick
equilibration while close to it the corresponding time scale is clearly increased. For the
quench through the phase boundary we furthermore observe that the equilibrium value is
approached from above as the equilibrium kurtosis is larger near the phase boundary than
in the low-temperature phase.
Based on our preliminary results for the scaled kurtosis in the quench scenario, we
may estimate the equilibration time of the critical fluctuations within the QCD phase
diagram. This is shown in Figure 7.7 (right panel). One can clearly identify both the phase
boundary and the region near the critical endpoint and observe the expected increase of the
equilibration time in that region. Nevertheless, we find this increase to be rather moderate
suggesting that phenomena associated with critical slowing down are only moderately
pronounced. This hints towards equilibrium dominated measurements and, thus, to the
feasibility of studying the QCD phase diagram by means of heavy-ion collisions.
7.3.3. Conclusion
In this section we developed a novel method to study dynamical non-equilibrium effects in
the phase diagram of the 2+1 flavour Quark-Meson model. This method is valid not only
in the scaling region but across the entire region of the phase transition in QCD because
it contains critical and non-critical contributions to fluctuation observables in a single
framework. It builds upon the dynamics of a quantum field around an equilibrium state
with an appropriate Langevin-type transport equation. We study the time-evolution of
the critical mode from a quench at high temperatures to different points within the phase
diagram. The time-evolution of different cumulants of the sigma field was calculated, and
an equilibration time was extracted from the kurtosis. We find a moderate increase of the
equilibration time near the phase boundary and when approaching the critical point. A
region of critical slowing down is clearly identifiable, but even close to the critical point
only an enhancement of roughly a factor of two is found.
In order to connect even closer to the full dynamics of a heavy-ion collision, the scenario
of a temperature quench will be subsequently improved towards the full dynamics of the
underlying quantum field theory.
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8. Summary & Conclusion
In this work we have explored connections between first principle descriptions of QFTs
and the phenomenology of experiments of strongly correlated systems. This concerns par-
ticularly quantum chromodynamics and the long-term goals of uncovering the mechanism
of confinement, as well as exploring the phase structure. The main experimental tool
currently available to explore both questions are heavy-ion collisions. Here we explored
several aspects of bridging the gap between first principle descriptions of QCD using Func-
tional Methods and phenomenologically interesting observables. Throughout we outlined
how these calculations can be split into two distinct parts: Firstly, the determination of
the elementary correlation functions of the system, i.e. the moments of the Quantum
Effective Action. Secondly, the extraction of observables from said correlation functions.
This splitting occurs naturally in Functional Methods, since these approaches are funda-
mentally formulated in terms of the elementary correlation functions, this is explained in
great detail in Chapter 2.
Turning to QCD, the second steps necessity of accessing observables, i.e. gauge invari-
ant correlation functions, subsequently becomes obvious, since the elementary correlation
functions are gauge dependent in QCD. In Chapter 3 we introduced the application of
Functional Methods to QCD. Here we did not only recap the required technical prerequi-
sites for the remainder of this work, but also entered into an extended of the (modified)
Slavnov-Taylor Identities in Section 3.4, which ensure the gauge invariance of observ-
ables. The modern formulation presented in this section nicely fits the language of el-
ementary correlation functions and was the basis for the development of the software
package QMeS : Derivation. It’s designed to expand quantum master equations in terms
of moments, the elementary correlation functions. Its strength is a theory independent
formulation, working in the superfield formalism introduced in Section 2.4.
The following three Chapters, Chapters 4 to 6, concerned the calculation of elementary
correlation functions in QCD and low energy effective theories thereof.
In Chapter 4 we discussed the field dependence of said correlation functions, which
is the dominant dynamical dependence in applications of derivative expansions. Physics
wise, this is of enormous in the vicinity of phase transitions. We introduced the use of
Discontinuous Galerkin methods to the flow equations arising in the FRG. This comes
with some major advantages: The first is the adaptation of a hydrodynamic language,
which comes naturally, since the applicability of Discontinuous Galerkin methods was
achieved by casting the flow equation into a form that’s form equivalent to hydrodynamic
equations. Terms such as flow, which are being used a lot in the context of RG flow
equations are naturally given a precise meaning. Additionally, this can be used to make
numerics unconditionally stable, which has previously been a problem. Applying these
methods to the O(N)-model in the large N limit, we confirmed the expected, excellent
numerical performance and found the formation of discontinues in the vicinity of first
order phase transitions. In particular, we found that the position of the discontinuity in
the effective potential shows a scaling behaviour, a very exciting discovery. Furthermore,
we demonstrated that the numerical advantages carry over to the case of finite N and
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fermions by calculating the well known phase diagram of the Quark-Meson model in LPA.
In Chapter 5 we covered the Euclidean momentum dependence of the elementary cor-
relation functions. In particular, in Section 5.1 we studied the O(N)-model at finite tem-
perature, exploring the use of Lorentz invariant regulators in such a setting, as well as
resolving the elementary correlation function between the Matsubara modes, requiring
analytic continuation of the flow equations. In Section 5.2 we explored the range of va-
lidity of the Euclidean momentum dependence in the Quark-Meson model, as low energy
effective theory of QCD. Hereby, we focused on the systematic determination of bound
state masses and their properties by utilizing dynamical bosonisation.
Chapter 6 extends the resolution of momentum dependencies to Minkowski space-time,
a topic of utmost importance for accessing experiment relevant observables. The chapter
starts by reviewing spectral representations and extending the very well known Ka¨lle´n-
Lehmann spectral representation to the case of three-point functions in Section 6.1.2.2.
In the same section we discussed how spectral representations can be used to make calcu-
lations in Minkowski space-time numerically feasible in Functional Methods. Using this
methodology we also explored the spectral functions of a O(4)-theory as a function of tem-
perature across a phase transition, in the same setting as the aforementioned Euclidean
one. It also allowed us in Section 6.3 to solve Dyson-Schwinger equations for the two-
point function of a scalar theory in Minkowski space-time. Using spectral representations
enabled the use of dimensional regularization, a highly desirable regularization scheme.
Apart from directly calculating in Minkowski space-time, we also developed additional
spectral reconstruction techniques, based on the insight from doing calculations, to gain
access to spectral functions. In Section 6.4 we based the reconstruction on a suitable ansatz
of the complex structure of the analytically continued retarded propagator. This resulted
in a reconstruction of the gluon spectral function in Landau gauge Yang-Mills theory,
featuring a very pronounced peak at ≈ 850 MeV. Additionally, our result for the spectral
function is negative in the deep IR, a fact that has not been seen before. We obtained
an analytical expression, connecting the deep IR of the Euclidean propagator and of the
spectral function, showing that it even has to be negative. In a further development we
made use of neural nets for the Bayesian inference step of obtaining the coefficients of the
basis of the propagator., which we benchmarked and compared against more conventional
methods extensively in Section 6.5.
Finally, we made use of the elementary correlation functions and discussed the deter-
mination of observables based on them in Chapter 7. In this thesis we explored three
different applications thereof. Firstly, the calculation of the thermodynamic properties, or
the be more precise, the trace anomaly. The calculation in Section 7.1 is directly based
on a metric variation of the Quantum Effective Action and can therefore be extended
to correlations of the Energy-Momentum Tensor. We discussed the numerical feasibility
using different regulators in the FRG in this context and showed how such calculations
can be made significantly more efficient. Secondly, we calculated the shear and bulk vis-
cosity of Yang-Mills theory in Section 7.2. The results for both transport coefficients are
in agreement with expectations and other recent results. Lastly, we used the Quantum
Effective Action the sense of a collection of linear response function in order to access the
non-equilibrium evolution of the 2+1 flavour Quark-Meson model in Section 7.3. Here we
extracted the equilibration time of the critical mode from a quench from high tempera-
tures to points in the phase diagram. While we clearly find critical slowing down in the
vicinity of the critical point, the region of critical slowing down seem to be very small.
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This, coupled with the equilibration time scale of ∼ 1 fm/c, is very positive in the light of
investigating the phase structure of QCD with heavy-ion collisions.
To conclude, we explored the full tool chain of Function Methods, from first principles
in QFTs to phenomenologically relevant observables in this thesis. This demonstrates
the impressive power of such approaches. This feature, of accessing not only Euclidean
correlation functions, but also the Minkowski space-time once and even out-of-equilibrium
correlation functions, all within the same framework is particularity appealing. Utilizing
the development of the underlying methods achieved, among other things, in this thesis:
unravelling discontinuities in the solution of the effective potential in the vicinity of first
order phase transitions; showed that the gluon spectral function has to be negative in
the deep IR and is most likely sharply peaked; calculated the shear and bulk viscosity in
Yang-Mills based on this spectral function; estimated the equilibration time of the critical





In Section 4.1 we have introduced a dual expansion basis: ψn(x) for the modes and l
k
i (x)
for the nodes, c.f. (4.3). The simplest, practical choice for the mode basis ψn(x) is the
set of orthogonal Legendre polynomials Pn, which are part of the large family of Jacobi
polynomials P (α,β).
The Jacobi polynomials P
(α,β)









= −λnω(x)P (α,β)n (x) , (A.1)
defined on the interval [−1, 1]. In (A.1) ω(x) = (1−x)α(1+x)β is the weight function and
λn = n(n + α + β + 1) are the eigenvalues. The Jacobi polynomials satisfy the weighted
orthonormality relation ∫ 1
−1
dx ω(x)P (α,β)n (x)P
(α,β)
m = δnm . (A.2)
To construct the polynomials, it is convenient to use their recurrence relation, see e.g.
[136], which relates the higher order Pn to the lower ones,
xP (α,β)n (x) = anP
(α,β)
n−1 (x) + bnP
(α,β)
n (x) + an+1P
(α,β)
n−1 (x) , (A.3)
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. (A.4)
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[(α+ β + 2)x+ (α− β)] . (A.5)
Derivatives can be computed form the lower order polynomials using the important relation
d
dx
P (α,β)n (x) =
√





The Legendre polynomials are the special case α = β = 0, i.e. Pn(x) = P
(0,0)
n and their
properties and relations are easily obtained from the ones for the Jacobi polynomial.













xj − xi , (A.8)
which are well define and unique if the nodes xi are all distinct. It is advantageous to
select the nodes such that the transformation matrix between the modal representation
uˆn and the nodal representation u(xi) is well conditioned. It can be shown, see e.g. [136],
that the Legendre-Gauss-Lobatto (LGL) points, defined as the N zeros of the equation
(1− x2)P ′N (x) = 0 , (A.9)
amount to an optimal choice.
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A.2. Additional definitions and technical details for Section 5.2
In this section additional informations regarding our ansatz for the effective action (5.10)
and its solution are provided. Furthermore some additional definitions are introduced,
used to keep the flow equations as simple as possible.
A.2.1. Regulator and propagators




~pi (p = 0) = ∂ρV (ρ) ,




which can be obtained from matching the corresponding flow equations. Instead of solving




i,k (p) = Γ
(2)
i,k (p)− Γ(2)i,k (0) , i ∈ {σ, ~pi} . (A.11)
For the flows of the momentum dependent part only the polarization diagrams have to
be calculated, as the four-point functions do not carry any momentum dependence in our
truncation and all tadpoles vanish as a result. The mesonic wave-function renormalizations
are directly related to the two-point functions by
Zi,k(p) = p
−2∆Γ(2)i,k (p) . (A.12)









rF (x) + 1 =
√
rB(x) + 1 ,
(A.14)







, i ∈ {σ, ~pi}







We define the following mesonic propagators (i ∈ {σ, ~pi})
Gi(p) =
1









Zrq(p) = Zq(p) + Rˆ(p) .
(A.17)
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A.2.2. Effective potential
The effective potential Vk(ρ) is solved using a Taylor expansion about the IR minimum of
the potential including the explicit symmetry breaking term. The bare expansion point
is kept fix, therefore greatly increasing the stability of the equations [185]. It has been
verified that the results are independent of the order of the Taylor expansion. The use of
a Taylor expansion can loosely be justified with the results of Section 4.2.
A.2.3. Initial values
Our initial values are chosen such that the physical values for the quark mass m¯q =
298 MeV, the expectation value of the chiral condensate σmin = 93 MeV, the pion mass
m¯~pi = 139 MeV and the curvature mass of the sigma meson m¯σ = 495 MeV are obtained.
Since the sigma meson is a scattering state in this model, it is not possible to directly
assign it a pole mass, therefore we resorted to the curvature mass, which we fixed slightly
higher than the physical mass. More details on the relation between curvature and pole
masses, can be found in Section 5.2.6 or e.g. [1]. The flow is initiated at ΛUV = 950 MeV,
in accordance with our discussion in Section 5.2.3.2. The initial potential is assumed to
be quadratic
Vk=ΛUV = a1(ρ− ρ0) +
a2
2
(ρ− ρ0)2 , (A.18)
where ρ0 is the expansion point. All other orders of the effective potential are zero. The
wave-function renormalizations are set to unity at the UV cutoff. For completeness we
also state our initial values for our full truncation considered in this work




ρ0 = 28.32 MeV .
(A.19)
A.2.4. Dynamical Hadronization
Our dynamical hadronization procedure follows [64]. To this end we parametrize the scale










A˙ (p− q, q) q(p− q)iγ5~τq(q) ,
(A.20)
where the dot denotes the derivative with respect to the RG-time t. In [64] it was found
that a weighted sum between total and relative momenta captures the full momentum
dependence quite accurately










A.2. Additional definitions and technical details for Section 5.2
As a result the flow of the corresponding channel in the four-Fermi interaction λk is set
to zero









B.1. BRST transformation of the cutoff term






























where we have used (B.2) twice. We have also used, that the derivatives w.r.t. to Jj and














where we have used the usual trick for rewriting δ/δJ as G · δ/δΦ.
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B.2. Method of characteristics
In this appendix we present the analytic solution of Equation (4.22). The PDE is a scalar
quasilinear partial differential equation in conservative form, therefore an implicit solution
can be obtain using the method of characteristics [414]. The equation in conservative form
is




(Λe−t)2 + u(t, ρ)
)
= 0 , (B.5)
and can be express in a quasilinear form performing the derivative on the flux,
∂tu(t, ρ)−Ad (Λe
−t)d+2
[(Λe−t)2 + u(t, ρ)]2
∂ρu(t, ρ) = 0 , (B.6)
combined with the initial condition
u(0, ρ) = u0(ρ) . (B.7)














combined with the initial conditions
t(0) = 0
ρ(0) = ρ0 (B.9)
u(0) = u0(ρ0) .
This system of ordinary differential equation is equivalent to the original partial differential
equation (B.6) if we define
u(s) = u(t(s), ρ(s)) . (B.10)
The system (B.8) can easily be integrated, noting that u(s) is constant along the charac-
teristic and t(s) is the curve parameter. The result can be written as
u(s) = u0(ρ0) and t(s) = s = t (B.11)
and







B.2. Method of characteristics
The integral can be carried out, leading to



































where F2 1 is the Gaussian or ordinary hypergeometric function, see e.g. [415]. The
equation (B.13) is a transcendental equation between ρ0, the position at the initial RG-
time where u has the value u0(ρ0) and ρ, which is the position at RG-time t where u has
the same value. Formally this can now be inverted obtaining
ρ0 = ρ0(t, ρ) , (B.14)
giving the initial position of the value uΛ(ρΛ) as a function of the final one ρ(t). The
solution can be construct using this inverse function as
u(t, ρ) = u0(ρ0(t, ρ)). (B.15)
Practically, except for very simple cases, the solution of the transcendental equation (B.13)
cannot be achieved analytically. Therefore, the inversion is performed numerically.
The equation (B.13) can be used to find a simple expression for the RG-time evolution
of the minima of the potential, indeed if one use that u0(ρ0) = 0 and hence F2 1 = 1, we
obtain
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B.3. Shock propagation and detection
B.3.1. Position of the shock
Consider an interval [ρL, ρR] that contains the position of the discontinuity at a given RG-
time t, namely ρL ≤ ξ(t) ≤ ρR. Additionally, the interval must be chosen small enough
that it only contains a single discontinuity. If this is not the case, it can always be split in









dρ ∂ρf(t, u(ρ)) = 0 . (B.17)











=f(t, u(t, ρR))− f(t, u(t, ρL)) . (B.18)
The RG-time derivative can be done explicitly and leads to
dξ(t)
dt







dρ ∂tu(ρ, t) . (B.19)




(uR(t)− uL(t))− fR(t) + fL(t) = 0 , (B.20)












f(t, u(ρ, t)) .









which can be integrated to obtain the RG-time evolution of the shock.
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B.3.2. Shock detection
To determine the position of jump discontinuities in our numerical approximation uh(t, ρ)
we follow the procedure outlined in [416, 417], i.e. the method of concentration.
We briefly summarize here how this procedure is practically applied. While shock
capturing schemes are very interesting by itself and are a promising future direction,
we restrict ourselves here to the extraction of the position of discontinuities during post
processing. Discontinuities, i.e. their position and height can be extracted by folding the
function f(x), which is assumed to be piecewise continuous, with a suitable concentration
kernel, which acts as
Kε ∗ f(x) = [[f ]](x) +O(ε) . (B.23)
To define the concentration kernel from a numerical point of view, we have to understand
how a discontinuous function is expand in our basis. Consider the expansion of a piecewise









Utilizing the Sturm-Liouville equation (A.1), assuming that the function f has a jump





















This equation expresses the fact that next to a jump the coefficients of the mode expansion
decays like 1λk , which is substantially slower than far away from a jump. In (B.25) λk refers
to the eigenvalue of the associated Sturm-Liouville equation, c.f. (A.1). Motivated by this
characteristic property of the spectrum of a particular polynomial expansion it is possible
to define a quantity that detects the discontinuity from the mode expansion of the function.
The concentration kernel for Legendre polynomial was obtain in [416] and is define as
















where σ(ξ) is an adequate concentration factor. There are different possibility for this
function and an extensive discussion can be found in [416]; for our implementation we
have made the simple choice of σ(ξ) = 1. In the vicinity of the discontinuity, and away
from it, this kernel behaves as
KσN ∗ f =
{
O( 1N ) x 6= c
[[f ]](c) + const. logNN x = c
. (B.27)
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Consequently, is possible to pin-point the discontinuity, when examining the scaling of
this operator with the number of nodes. However, is more convenient to enhance the
separation of scale between the smooth part and the discontinuity, namely
N
p
2 (KσN ∗ f)p =
{
O(N− p2 ) x 6= c
[[f ]](c)N
p
2 x = c
, (B.28)
where p is the enhancement exponent. Using this operator is possible to construct an
operator that is non vanishing only in a presence of the jump,
KpN,J ∗ f =
{
KN ∗ f if |N
p
2 (KσN ∗ f)p| > J
0 otherwise
, (B.29)
where J is an appropriately chosen threshold. This additional definition becomes very
important for smaller values of N if we want to achieve a good separation of scales between
shocks and smooth parts of the solution. In our implementation we have chosen the
heuristic values p = 2 and J = 5.0 × 10−8. With this set of parameters we were able to
detect the discontinuities in Section 4.2.3 efficiently.
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B.4. Calculation of Matsubara sums
We review the calculation of series frequently encountered in the Matsubara formalism.







G(q0, ~q)∂tRk(q0, ~q) , (B.30)
with q0 = 2pinT and the notation
∑∫









For the beginning we will restrict ourselves to bosonic Matsubara sum, the generalization
to fermions is obvious and will be stated at the end. Technically, it is easier to start with




f(2npiT ) , (B.32)
where the generic function f is assumed to be sufficiently well behaved, analytic on the
real axis and decays sufficiently fast at infinity, this is usually the case for integrands
encountered in flow equations. Recalling the residue theorem∮
γ
dz g(z) = 2pii
N∑
k=1
indγ(ak)res(g, ak) , (B.33)
where ak are the poles of g(z) contained in the closed path γ, indγ(a) is the winding number
of γ with respect to a and Res(g, a) is the residue of g at a. Utilizing the requirement of
analyticity on the real axis, the sum in (B.32) can be rewritten to an integral by means






dz f(z) [1 + 2nB(iz)] , (B.34)
where the path γ encloses the real axis without enclosing any additional non-analyticities
of f(z) in positive direction and nB. In (B.34) we have used that the poles of nB are located
at the Matsubara modes 2npiT and contribute with a residue of iT/2. It would have been
sufficient to use inB(iz), the bosonic occupation number defined in (4.46), as factor to
achieve this, but we are using i/2 [1 + 2nB(iz)] because it makes successive calculations
often more convenient. Turning back to (B.34) we can cut the contour γ open at ±∞ and
close them individually at infinity by means of Jordan’s lemma in the complex plane. As









res(f, zk) [1 + 2nB(izk)] , (B.35)
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where the zk are the poles of f(z) and the additional minus sign comes from the winding
number when closing the paths at infinity.










res(f, zk) [1− 2nF(izk)] . (B.36)
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B.5. O(N)-theory regulator & cut-off scale
In order to use a Lorentz invariant regulator Rk(p
2), we need to deal with additional
poles/branch-cuts necessarily introduced by the non-trivial analytic structure of Rk(p
2).
While the propagator 1/Γ(2) is restricted to have poles on the Minkowski axis, a Lorentz
invariant regulator with non-trivial momentum dependence that leaves all non-analyticities
of the regulated propagator 1/(Γ(2)(q)+Rk(q)) on the Minkowski axis is to date not known.













for the shape function we chose the exponential one
r(x) =
xm−1
exm − 1 (B.38)
with m = 2. In particular, this amounts to the use of a modified regulator, compared
to what we have introduced in Section 2.3.3. The mass-like term ∆m2r has the effect of
pushing regulator poles away from the Euclidean axis, while only having a small impact









where we have chosen our parameters according to Table B.1. These parameters are
chosen such that the initial conditions, ΓΛ, are unchanged compared to the standard case
∆m2r = 0. In the vacuum it is possible to show for LPA that the regulator poles do
not contribute to a certain frequency range if p0,max is sufficiently large and the available
frequency range corresponds roughly to its value. For finite temperature this is in not
true anymore, as the correction factor for simple poles at position z0 is proportional to
nB(z0 + ip0) − nB(z0), which is only sufficiently suppressed for |z0|/T  1. Therefore
we have restricted our frequency range to 720 MeV, where we have checked for explicit
independence of the results on the parametrisation of ∆m2r .
The large value of ∆m2r , which enables us to resolve a large range of frequencies, comes
with the downside that the cut-off scale ΛUV must be sufficiently large. In order to still
fulfil the requirement of unchanged initial conditions compared to a vanishing ∆m2r we have
chosen ΛUV = 8.28 GeV, therefore the interpretation of our results as an effective theory
of low energy QCD is strictly speaking not possible. Nevertheless our results demonstrate
the applicability of the method to extract real time correlation functions from the FRG via
analytic continuation and the qualitative features stay unchanged compared to the usual
Parameter p0,max α β n
Value 3.45 GeV 2.5 0.44 150
Table B.1.: Values for the parametrisation of ∆m2r .
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O(N)-model with a lower cut-off. We are unable to fix all values to their physical ones,
as we observe a loss of solution similar to [233], restricting us from tuning to arbitrary IR
values. Moreover we also observed a smaller and smaller range of initial values that do not
lead to a break down of the numerics as we increase our truncation. Therefore we chose
fpi/mpi = 0.93 and mσ/mpi = 2.09, which fulfils the requirement mσ/mpi > 2, resulting in
the sigma being an unstable particle. For all truncations the initial values where chosen
such that the curvature masses agree.
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T = 55 MeV ε = 0.46 MeV
Pion - 4D regulator
Pion - 3D regulator
Sigma - 4D regulator
Sigma - 3D regulator

















Figure B.1.: Comparison of different regulators in a O(N)-theory at finite temperature.
B.6. Comparing regulators in the calculation of spectral
functions
In addition to the regulator described in Section B.5 it is also insightful to compare to the




k2 − p)Θ (k2 − p) . (B.40)
This regulator has the advantage that the Matsubara sum and the following analytic
continuation can be performed analytically. Therefore we compare our results obtained
with the Lorentz invariant regulator (B.37) against the results obtained with (B.40) for the
LPA case and vanishing external momenta in Figure B.1. This shows that the difference
between the two regulators is marginal, which can be explained by the small breaking
of Lorentz invariance for p = 0, c.f. the discussion in Section 6.2.1.3, and the already
very similar running of the Euclidean system for the two regulators in this regime. For
larger temperatures the difference is dominantly driven by the difference in the condensate,
leading to a general mismatch between the spectral functions.
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B.7. Details regarding the numerics used in the O(N)-model
We followed the general workflow outlined in [66]. The flow equations are derive using
DoFun [103, 104], traced and optimized using the FormTracer [418], utilizing FORM [419],
and solved using the frgsolver, a c++ framework developed for [1, 63, 64, 66, 197, 339]
In order to implement the procedure outlined in the beginning of Section 5.1, the equa-
tions are solved as
Γ(2)(ω, ~p) = Γ
(2)




















where ”Correction” term refers to the correction of the occupation numbers arising implic-
itly from the Matsubara sum. From the study of the flow equation using a 3D regulator
it is well known [197, 221] that the equations reduce to delta functions for the imaginary
part when the limit ε→ 0 is taken by means of the Sokhotski-Plemelj theorem. Due to our
Lorentz invariant regulator (B.37) we are however not able to resolve the Matsubara sum
analytically and must take the limit numerically, therefore greatly increasing the numerical
cost of the calculation as the delta functions (and derivatives thereof) have to be resolved
numerically for very small values of ε. In practice the limit is performed using Richardson
extrapolation with several small values of ε, the independence of the result for different
sets of ε’s has been checked explicitly. From the symmetries of the two-point correlator it
is known that the leading term in ε of the imaginary part behaves as O(ε1) and the real
part behaves as O(ε2), the exponents in the extrapolation are chosen accordingly.
The correction term can in principle also take branch cuts into account, as described in
the beginning of Section 5.1, and therefore allows for a self consistent treatment. With the
current methods, this is numerically insurmountable as it introduces a second competing
limit for the branch cut integrals.
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B.8. Flow equations of the Quark-Meson model
For the derivation of the flow equations DoFun [103] was used. For the subsequent tracing
of the equations we have used FormTracer [418]. We do not state the tadpole (TP)
contributions explicitly, since we obtain the momentum independent part from (A.11). Let
us define the relative momenta between the internal and the external momenta r = q− p.





σ,k(p), with the dot denoting the derivative with respect to the RG-time














































































































B.8. Flow equations of the Quark-Meson model























The flow of λk has a very lengthy expression and thus is not noted here.
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B.9. Poles of decoupling scenario I
More details about the poles of (6.76) are collected here We drop the normalization ZIR







Using the Lambert W-Function, with the usual index notation for the different branches,





































Introducing the additional function
χk = 1 + lnψk , (B.53)



















Different Bayesian methods propose different prior probabilities, i.e. they encode different






















Both methods e.g. encode the fact that physical spectral functions are necessarily positive
definite but are otherwise based on different assumptions.
As Bayesian methods they have in common that the prior information has to be en-
coded in the functional form of the regulator and the supplied default model m(ω). Note
that discretizing ρ by choosing a particular functional basis also introduces a selection of
possible outcomes. The dependence of the most probable spectral function, given input
data and prior information, on the choice of S, m(ω) and the discretized basis comprises
the systematic uncertainty of the method.
One major limitation to Bayesian approaches is the need to formulate our prior knowl-
edge in the form of an optimisation functional. The reason is that while many of the
correlation functions relevant in theoretical physics have very well defined analytic prop-
erties it has not been possible to formulate these as a closed regulator functional S. Take
the retarded propagator for example (for a more comprehensive discussion see [2] or Sec-
tion 6.4). Its analytic structure in the imaginary frequency plane splits into two parts,
an analytic half-plane, where the Euclidean input data is located, and a meromorphic
half-plane which contains all structures contributing to the real-time dynamics. Encoding
this information in an appropriate regulator functional has not yet been achieved.
Instead the MEM and the BR method rather use concepts unspecific to the analytic
structure, such as smoothness, to derive their regulators. Among others this e.g. manifests
itself in the presence of artificial ringing, which is related to unphysical poles contributing
to the real-time propagator, which however should be suppressed by a regulator functional




The main idea of the setup is already stated in the main text in Section 6.5.2 and was
first introduced in [2]. Nevertheless, for completeness we outline the entire reconstruction
process here. The approach is based on formulating the basis expansion in terms of the re-
tarded propagator. The resulting set of basis coefficients are then determined via Bayesian
inference. This leaves us with two objects to specify in the reconstruction process, the
choice of a basis/ansatz for the retarded propagator and suitable priors for the inference.
Once a basis has been chosen it is straightforward to write down the corresponding
regression model. As in the reconstruction with neural nets we use a fixed number of
Breit-Wigner structures, c.f. (6.96), corresponding to simple poles in the analytically
continued retarded propagator. The logarithm of all parameters is used in the model in
order to enforce positivity of all parameters. The uniqueness of the parameters is ensured
by using an ordered representation of the logarithmic mass parameters.
The other crucial point is the choice of priors, which are of great importance to tame
the ill-conditioning practically and should therefore be chosen as restrictive as possible.
For comparability to the neural net reconstruction, the priors are matched to the training
volume in parameter space. However, it is more convenient to work with a continuous
distribution. Hence the priors of the logarithmic parameters are chosen as normal dis-
tributions where we have fixed the parameters by the condition that the mean of the
distribution is the mean of the training volume and the probability at the boundaries of
the trainings volume is equal. Details on the training volume in parameters space can be
found in Section C.4.























































Figure C.1.: Flow of the meson masses (left panel) and quark masses at p = 0 (right
panel), shown for different truncations.
C. Additional material
C.1. Truncations
In this section of the Appendix we discuss details on the different truncations analysed
within the quark-meson model and compare them to the full case. All truncations are
set to get the same IR physics. The results are shown in Figure C.1, Figure C.2 and
Figure C.3.
In total we consider four additional truncations
• LPA: The wave functions are set to unity, the Yukawa coupling is fixed to a constant





































Figure C.2.: The momentum dependence of the quark mass (left axes) and Yukawa cou-
pling (right axes) for k = 0 and different truncations is depicted. The vertical
red line shows the value of the UV cutoff.
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UV-cutoff LPA, LPA+Y & LPA+Y'
Full w/o DH
Full






















Figure C.3.: The momentum-dependent wave function renormalizations for the meson (left
panel) and quarks (right panel) is plotted for k = 0 and different truncations.
• LPA + Y: The k-dependence of the Yukawa coupling is additionally taken into
account.
• LPA + Y’: The momentum dependence of the Yukawa coupling is additionally taken
into account.
• Full w/o DH: The full wave functions are taken additionally into account, this cor-
responds to the full truncation without the rebosonisation procedure.
Turning to the running of the curvature masses, shown in Figure C.1, the most notable
effect is the faster decoupling of the mesons at larger scales, hence getting closer to the
behaviour in full QCD, while the running of the quark mass is mostly unaffected. The
momentum dependence of the Yukawa coupling, shown in Figure C.2, is below the UV-
cutoff essentially independent of the truncation as long as it is calculated. A similar result
is found for the wave functions, shown in Figure C.3. These findings fit to the discussion
about the different contributions generating momentum dependencies in Section 5.2.7.
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C.2. Derivation of the IR asymptotics of spectral functions
Our analysis that lead to the derivation of (6.56) in Section 6.4.1 is based on the existence
of a spectral representation (6.51). The inverse relation (6.53) together with the existence
of a spectral representation (6.51), that holds for the entire complex plane, has strong
implications on the analytic structure of the propagator on the left hand side. As a conse-
quence the holomorphicity of the associated retarded and advanced propagators in their
respective domain of definition, c.f. Section 6.4.4.1, follows directly from Cauchy’s theo-
rem. As we define our spectral function as the cut in the propagator along the Re p0 axis,
i.e. (6.53), the spectral representation is sufficient as condition. Having established analyt-
icity in one half-plane, (6.56) holds already by means of the Cauchy-Riemann equations,
where the additional factor two comes from (6.53).
In general neither the Minkowski propagator nor the spectral function is a function
in the classical sense, but a tempered distribution. Nevertheless, the arguments about
the analytic properties hold, see e.g. [194, 195]. Another prerequisite mentioned in the
main text is the smoothness of the spectral function at zero. In the absence of truly
distributional contribution to the integral for small p0 in (6.51), the spectral function must
go to zero sufficiently fast, otherwise the propagator obtains at least a log-divergence in
p0. On the other hand, if such contributions would be present this argument might not
hold. A detailed discussion about the issue of these contributions regarding the gluon and
their relation to functional methods can be found in [262, 421]. Mathematically rigorous
statements in the context of axiomatic QFT’s about this issues and the relation to our
derivation are beyond the scope of this work.
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Figure C.4.: (Figure C.4a): Representative example of a Bayesian reconstruction of the
gluon spectral function based on FRG Euclidean data in the scaling scenario.
One hundred data points with a relative error of 10−2 were supplied, as well
as a default model (gray solid), which produces the correct asymptotics of
the correlator. We find that while the asymptotics are correctly recovered in
the final result (solid violet) eventually, the agreement emerges far later than
in our new method. In addition we find that the non-perturbative region at
around ω ∼ 1 GeV is contaminated by strong ringing artefacts. (Figure C.4b):
Comparison between the reconstructed Euclidean correlator (green) and the
input data (violet).
C.3. Other reconstruction approaches
In this appendix we discuss two reconstruction strategies, the Bayesian Reconstruction
using a quadratic prior (Tikhonov) and the Schlessinger point method, which we had
explored previous to developing the method presented in this paper. The reason that a
new approach became necessary for the reconstruction of the gluon spectral function lies
in the individual shortcomings of the above mentioned methods.
Our goal is to reconstruct a spectral function, which, as discussed in the main part of
this paper, should exhibit the following properties:
1. Normalization, as required by Oehme-Zimmermann superconvergence (6.62)
2. Correct low frequency asymptotics, c.f. Section 6.4.3
3. Correct high frequency asymptotics, c.f. Section 6.4.2
4. Respect the Ka¨lle´n–Lehmann spectral representation (6.51)
5. Antisymmetric around ω = 0, c.f. (6.52)
6. A smooth function without drastic oscillations
A successful reconstruction based on Euclidean data should fulfil these requirement. We
observed that neither the gBR method nor the Schlessinger point method was able to meet
all the requirements in a satisfactory manner. The underlying reason for these difficulties
is related to the fact that both methods indirectly or directly choose a set of basis functions
not adapted to the problem at hand.
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C.3.0.1. Bayesian reconstruction
The Bayesian reconstruction usually selects a set of basis functions simply by introducing
a numerical integration scheme to represent the discretized spectral function. This choice
of basis is naturally unaware of the analytic structure of the correlator and thus of the
functional form admissible for the spectral function. In particular this basis does not
prevent highly oscillatory and thus unphysical structures to manifest themselves in the
end result. In the spirit of the Bayesian approach the prior probability then needs to be
constructed such that these oscillatory solutions are suppressed. The quadratic prior, we
have found is not efficient in doing so and thus unphysical ringing may persists in the end
result. Similar ringing also manifests itself in case of the generalized BR method.
We have performed reconstructions based on the Euclidean data in the scaling scenario,
using different default models, which were endowed with the correct asymptotic form. One
example is shown in Figure C.4, where the green solid line denotes the default model and
the solid violet line corresponds to the Bayesian end result. One hundred data points with
a relative error of 10−2 were used. Due to the asymptotics supplied in the default model,
as well as the fact that the Bayesian method uses the Ka¨lle´n–Lehmann representation to
translate the spectrum into a Euclidean correlator, items (2-5) from our list are fulfilled
here. Item (1) is not fulfilled since the ratio between the area under the curve and the
area under the absolute value of the spectrum is around 0.8. The most striking drawback
of this reconstruction however is the strong oscillatory behaviour found, which renders an
interpretation of the non-perturbative region at intermediate frequencies at best difficult.
Note that with currently available lattice QCD data such a strong oscillatory behaviour
was not observed when investigating the gluon spectrum.
It will be interesting future work to include the prior information on the analytic struc-
ture of the gluon propagator into the prior probability of these Bayesian approaches.
C.3.0.2. Backus-Gilbert reconstruction
The Backus-Gilbert approach to spectral function reconstruction operates [422, 423] with
an implicit set of basis functions, which are characterized by the resolution function
∆(ω − ω′). Also in this case the basis is not aware of the analytic structure admissi-
ble for the correlator under investigation. The naive Backus-Gilbert method in addition
requires a regularization prescription, for which we here choose the Tickhonov approach
with regulator parameter λ.
No explicit default model enters the BG approach, i.e. the prior information needed
to give meaning to the ill-conditioned inverse problem enters through the definition of
the optimization functions of which the BG spectrum is an extrema. This functional is
designed such that it selects a solution for which the resolution function ∆(ω−ω′) is most
sharply peaked.
Note that in order to carry out the BG reconstruction the so called response kernels
need to be computed. Here in case of the gluon spectrum these correspond to integrals
over the Ka¨lle´n–Lehmann without the spectrum multiplied. As these functions are not
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(c)
Figure C.5.: (Figure C.5a): Series of Backus-Gilbert reconstructed spectral functions using
the Tickhonov regularization prescription for different regulator parameter
λ = [0.05..2]. Note that the reconstruction identifies the presence of both the
negative trough close to the origin and the one above the main peak at around
ω > 1 GeV. Ringing at small frequencies is not cured by simply increasing
the value of λ. The best choice λ = 0.5 is given in dark violet, while the
other values are denoted by light gray curves. (Figure C.5b): Euclidean data
of the reconstructed spectra compared to the original input (red). The result
corresponding to λ = 0.5 (dark violet) works relatively well above p0 > 1 GeV
but misses the position of the main peak structure and exhibits too weak of
a backbending. (Figure C.5c): Resolution function ∆(ω − ω′) for the best
choice λ = 0.5 plotted for completeness.










which is finite. The spectrum is the obtained from dividing out ω from the raw recon-
struction.
A series of results for the BG spectral reconstruction based on one-hundred ideal Eu-
clidean input data points is shown in the top panel of Figure C.5 for several different values
of λ. We find that a main peak close to ω = 1 GeV is consistently found and in addition
the reconstructions show a negative trough close to the origin and above the main peak.
However it is also clear from the top panel that close to the origin ringing artefacts again
impede the physics interpretation of the result.
The BG solution by construction is not required to reproduce the input data, which
then also leads to significant deviations as shown in the centre panel of Figure C.5. Thus,
we find that the BG approach in case of the gluon spectral function is challenged to meet,
in particular, criteria (1-4) that we require for a successful reconstruction.
C.3.0.3. Pade´-type approaches
Pade´ approaches, e.g. Schlessinger’s point method, obtain the spectral function from
analytically continuing an interpolating or fitted rational function. The nomenclature
Pade´ is used here in a loose sense, referring to all approaches based on matching a rational
function of arbitrary degree to Euclidean data. Usually, (6.53) is used in order to obtain
the spectral function. It has the advantage of being easy to apply and gives reasonable
results for the position of the lowest lying resonances, see e.g. [227]. Pade´ approaches
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Figure C.6.: Reconstruction of the gluon propagator via Pade´, the difference between the
two spectral functions is described in the main text. The left panel shows
the spectral functions while the right panel shows the input data, the Pade´
interpolant and the reconstructions obtained from the spectral functions.
describe the analytic structure of the analytically continued retarded propagator in terms
of poles and is therefore naturally contained in our approach outlined in Section 6.4.4.
However, it does not respect the holomorphicity of the retarded propagator in the given
half-plane, c.f. Figure 6.15 and the corresponding discussion, by design. While Pade´ ap-
proaches will still converge for infinite precision and infinitely many data points, violations
of the holomorphicity at finite precision might be severe and make an unambiguous recon-
struction impossible. As the spectral function obtained from (6.53) does not respect (6.51)
anymore, if the holomorphicity of the right half-plane is violated, the obtained spectral
function will fail to reproduce the Euclidean propagator. The violation might be accept-
able if the violation is small, suitably defined via the reconstruction. But is most certainly
not, if a pole dominantly contributing in (6.51) is missing. A more realistic spectral func-
tion can then still be obtained by suitably modifying (6.53), but there is no consistent,
unambiguous way of doing so.
This discussion is especially relevant when turning to the reconstruction of the gluon,
since here the dominant pole violates the holomorphicity of the retarded propagator. We
employed two choices for the reconstruction, ”Pade´ with disc 2”, where we keep (6.53) with
a flipped sign to account for the dominant pole being in the wrong half-plane, and ”Pade´
with disc 1”, but evaluated it at an argument with a finite real part slightly larger than
the position of the pole. The corresponding spectral functions are shown in the left panel
of Figure C.6. Both methods get the roughly a similar shape which is also loosely compat-
ibly with our main result Figure 6.14. However, ”Pade´ with disc 2” fails to reproduce the
general shape in the reconstruction and ”Pade´ with disc 1” gets a significantly too small
propagator, but describes the shape correctly. Additionally several other requirements
listed above are not fulfilled. While some requirements might be fixed by manipulating
poles in the Pade´ interpolant, any systematic way of doing so will lead to an approach
very similar to the one described in the main text in Section 6.4.4.
Please note that after our original publication a sampling based version of the Sch-
lessinger’s point method has been applied to the gluon propagator, based on DSE and
Lattice data [424]. However, the way this study is performed it is not compatible with
the basic assumptions underlying our work outlined in Section 6.1, as it allows for non-
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analyticities where we demand the propagator to be holomorphic by construction.
C.3.1. Mock reconstruction benchmark
In this section we demonstrate with the simple example of a two Breit-Wigner spec-
tral function how incorporating our novel approach into a Bayesian framework allows to
straight forwardly improve the spectral reconstruction. As mock spectral function we take
the parametrization of (6.60) with a direct sum of two Breit-Wigner peaks
ρmock(ω) = ρ
(BW)
1 (ω) + ρ
(BW)
2 (ω) (C.2)
and the following values for peak positions and widths
Parameter A M Γ
Peak 1 0.35 1.0 0.25
Peak 2 0.65 3.0 0.25
From this spectrum we evaluate 60 equidistantly spaced Euclidean correlator data points
in the imaginary frequency interval between 0 − 45 GeV, which are subsequently salted
with Gaussian noise with a strength leading to 10−3 relative errors.
In the absence of any prior knowledge about the analytic structure (i.e. the two poles)
contained in our example data we may choose to deploy a standard Bayesian method,
such as the BR method [355], which only enforces positive definiteness and smoothness.
As shown in Figure C.7 as green solid line, with the provided quality of the Euclidean data,
this method manages to correctly identify the number of peak present but only achieves
an accuracy of the peak positions of around 75− 80%.
Now we can proceed to deploy our novel ansatz for the functional basis in (6.87). Three
different cases are possible. Depending on the number Nps of pole structures chosen in
the basis, we may either have less structure, exactly the same amount of pole structures,
or irrelevant additional structure present compared to what is actually encoded in the
Euclidean data.
In the first case, where only one pole is contained in the basis, fitting its parameters is a
well posed problem and can be carried out using both a naive χ2 fit or a full Bayesian anal-
ysis, where each parameter is endowed with an additional prior probability. In Figure C.7
we have carried out a full Bayesian estimation of the posterior for the parameters in the
single pole basis (purple dashed line) using the Hamiltonian Monte Carlo framework im-
plemented by the MC-STAN [338, 425] library. The used prior only enforces the finiteness
of the peak position. As expected this too strongly restricted basis yields a reconstruction,
which cannot correctly account for the pole structure and instead positions one peak in
between the actual two peaks present.
Increasing the number of available poles in the basis to two, we have the same number
of structures in our basis, as we have in our data. This case is still well-posed and again
admits a solution both via χ2 fit and a full Bayesian analysis. Since we are using a
parametrization that can exactly match our input data it is not surprising that now the
end result from the HMC analysis lies spot on the mock spectrum (orange dashed curve).
Note that for the χ2 fit the result is slightly worse and only reproduces the mock spectrum
with around 5% deviation. Please note that as soon as two or more poles are present in
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Figure C.7.: Reconstruction benchmark with a double Breit-Wigner peak.
the basis an ordering prescription must be enforced, otherwise the posterior distribution
degenerates by means of a simple reparameterization.
The more interesting case, relevant in practice concerns allowing more structure in the
basis than encoded in the Euclidean data, which we here tests with a three pole basis
ansatz. In view of the χ2 fit this problem is now ill-conditioned and indeed carrying
out a naive fit shows that the obtained parameters become unstable. Here the HMC
approach plays out its strength, maintaining stability even if the problem becomes ill-
conditioned. Indeed the position and width of the lowest two pole structures is again
recovered excellently (red dashed curve), while the posterior of the position of the third
peak shows that it is highly unconstrained and thus irrelevant. The pole ordering naturally
achieves that any excess pole structure beyond what is encoded in the data is simply pushed
to infinity, not contributing to the end result.
We find that incorporating our novel basis may significantly improve the reconstruction
result compared to those methods, which do not make any assumptions on the analytic
structure of the underlying data. The example used here of course is simplistic but captures
a main aspect, a multi pole structure, encountered also in more realistic cases.
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Vol A M Γ ∆M
O [0.1, 1.0] [0.5, 3.0] [0.1, 0.4] [0.0, 2.5]
A [0.3, 0.7] [0.5, 3.0] [0.1, 0.3] [0.25, 1.75]
B [0.4, 0.6] [0.5, 3.0] [0.1, 0.2] [0.5, 1.5]
C [0.45, 0.55] [0.5, 3.0] [0.1, 0.15] [0.75, 1.25]
D [0.475, 0.525] [0.5, 3.0] [0.1125, 0.1375] [0.875, 1.125]
Table C.1.: Parameter ranges of the different volumes in parameter space. Two Breit-
Wigner functions are sampled uniformly based on these parameters for the
training and test sets. The difference ∆M = M2 − M1 is also limited to
restrict the minimum possible distance between two peaks. The volumes Vθ
in Figure 6.23 are computed based on the ranges of A, M and Γ.
C.4. Mock data, training set and training procedure
We consider three different levels of difficulty for the reconstruction of spectral functions
to analyse and compare the performance of the approaches in this work. These levels differ
by the number of Breit-Wigners that need to be extracted based on the given information
of the propagator. We distinguish between training and test sets with one, two and three
Breit-Wigners. A variable number of Breit-Wigners within a test set entails the task
to determine the correct number of present structures. This can be done a priori or a
posteriori based either on the propagator or on the quality of the reconstruction. We
postpone this problem to future work.
The training set is constructed by sampling parameters uniformly within a given range
for each parameter. The ranges for the parameters of a Breit-Wigner function of ((6.96))
are as follows: M ∈ [0.5, 3.0], Γ ∈ [0.1, 0.4] and A ∈ [0.1, 1.0]. In addition, we investigate
the impact of the size of the parameter space on the performance of the network for
the case of two Breit-Wigner functions. This is done by decreasing the ranges of the
parameters Γ and A gradually. We proceed differently for the two masses to guarantee
a certain finite distance between the two Breit-Wigner peaks. Instead of decreasing the
mass range, the minimum and maximum distance of the peaks is restricted. Details on
the different parameter spaces can be found in Table C.1. The propagator function is
parametrised by Np = 100 data points that are evaluated on a uniform grid within the
interval ω ∈ [0, 10]. For a training of the point net, the spectral function is discretized by
Nω = 500 data points on the same interval. Details about the training procedure can be
BR Comparison A M Γ
1BW [0.1, 1.0] [0.5, 3.0] [0.1, 0.4]
2BWa [0.2, 1.8] [0.8, 3.8] [0.2, 1.0]
2BWb [0.3, 1.2] [0.8, 3.8] [0.002, 0.02]
3BW [0.2, 1.8] [1.0, 6.0] [0.2, 1.0]
Table C.2.: Parameter ranges for the training of the neural networks for the comparison
in Figure 6.28.
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found at the end of the section. The parameter ranges deviate for the comparison of the
neural network approach with existing methods. The corresponding ranges are listed in
Table C.2.
The different approaches are compared by a test set for each number of Breit-Wigners
consisting of 1000 random samples within the parameter space. Another test set is con-
structed for two Breit-Wigners with a fixed scaling A1 = A2 = 0.5, a fixed mass M1 = 1
and equally chosen widths Γ := Γ1 = Γ2. The mass M2 and the width Γ are varied accord-
ing to a regular grid in parameter space. This test set allows the analysis of contour plots
of different loss measures. It provides more insights into the minima of the loss functions
of the trained networks and into the severity of the inverse problem. The contour plots
are averaged over 10 samples for the noise width of 10−3 (except for Figure 6.27).
We investigate three different performance measures and different set-ups of the neural
network for a comparison to existing methods. The root-mean-square-deviation of the
predicted parameters in parameter space, of the reconstructed spectral function and of
the reconstructed propagator are considered. For the latter case, the error is computed
based on the original propagator without noise. The measures are denoted as parameter
loss, spectral function loss and propagator loss in this work. The spectral function loss and
the propagator loss are computed based on the discretized representations on the uniform
grid. Representative error bars for all methods are depicted in Figure 6.26.
The training procedure for the neural networks in this work is as follows. A neural
network is trained separately for each training set, i.e., for each error and for each range
of parameters. The learning rates are between 10−5 and 10−7. The batch size is between
128 and 500 and the number of generated training samples per epoch is around 6 × 105.
Depending on the kind of network, the nets are trained for 80 to 160 epochs. The used loss
functions are described at the end of Section 6.5.4. The implemented net architectures
are provided in Table C.3.
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FC(512)⇒ ReLU⇒ FC(1024)⇒ ReLU⇒ (FC(4056)
⇒ ReLU)3 ⇒ (FC(2056) ⇒ ReLU)2 50× 10
6
Narrow Deep FC
FC(512) ⇒ ReLU ⇒ (FC(1024) ⇒ ReLU)3 ⇒
(FC(2056) ⇒ ReLU)5 ⇒ (FC(1024) ⇒ ReLU)3 ⇒
FC(512) ⇒ ReLU ⇒ FC(256)
96× 106
Straight FC




Conv(64, 10) ⇒ ReLU ⇒ Conv(256, 10) ⇒ ReLU ⇒
(FC(4096) ⇒ ReLU)2 ⇒ FC(1024) 41× 10
6
Table C.3.: Details on the implemented network architectures. The general setup is: In-
put(100) ⇒ ReLU ⇒ CenterModule ⇒ ReLU ⇒ FC(3/6/9/500) ⇒ Output,
whereas the CenterModule is given along with the associated name in the Ta-
ble. The size of the output layer is determined by the use of a parameter net or
a point net and the considered number of Breit-Wigners. An attached PP indi-
cates that a post-processing procedure is applied on the suggested parameters,
for more details, see Section 6.5.5.1.
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0.0 0.5 1.0 1.5
M2 −M1 = M2 − 1
Deep FC
0.0 0.5 1.0 1.5
M2 −M1 = M2 − 1
Narrow Deep FC
0.0 0.5 1.0 1.5
M2 −M1 = M2 − 1
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Figure 8.8.: Comparison of network architectures: Contour plots of loss measures
are shown for different net architectures. The upper three rows correspond
to reconstructions of propagators with a noise width of 10−5, the lower ones
with 10−3. The plots illustrate the loss measures in a hyperplane within the
parameter space whose properties are described in Section C.4. The networks
are trained with the parameter loss on the training set of volume Vol O. The
contour plots show that the local minima are slightly different for small noise
widths, whereas the global structures remain similar for all network architec-
tures. These differences are caused by a slightly differing utilization of the
limited number of hyperparameters. The differences between the network ar-
chitectures become less visible for larger errors due to the growing severity
of the inverse problem and a decreasing knowledge about the correct inverse
transformations. Interestingly, the loss landscape of the convolutional neu-
ral network, which intrinsically operates on local structures, and of the fully
connected networks are almost equal. The non-locality of the inverse inte-
gral transformation represents a possible reason for why the specific choice
of the network structure is largely irrelevant. We conclude that the actual
architecture is rather negligible in comparison to other attributes of the learn-
ing process, such as the selection of training data and the choice of the loss
function.
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Pure Spec.
0.0 0.5 1.0 1.5
M2 −M1 = M2 − 1
Prop./Spec. 600
0.0 0.5 1.0 1.5
M2 −M1 = M2 − 1
Prop./Spec. 3000
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Figure 8.9.: Comparison of loss functions: Contour plots of loss measures are illus-
trated in the same manner as in Figure 8.8, but with a comparison o different
loss functions. The considered loss functions are introduced in Section 6.5.4.
The results are based on the Conv PaNet that is trained on volume Vol O.
The optima in the loss function differ and, consequently, lead to different mean
squared errors for the different measures. It is interesting that the network
with the pure propagator loss function leads to a rather homogeneous prop-
agator loss distribution. In contrast, the networks with the pure parameter
and the pure spectral function loss do not result in homogeneous distributions
for their corresponding loss function. The large set of nearly equal propaga-
tors for different parameters explains this observation. It confirms also once
more the necessity of approaches that can be trained using loss functions with
access to more information than just the reconstructed propagator.
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Figure 8.10.: Analysis of prior information (parameter space of the training
data) and of local differences in the severity of the inverse prob-
lem: The evolution of the landscape of different loss measures is shown for
networks that are trained on different parameter spaces. All contour plots
are based on the same section of the parameter space, namely the range
that is spanned by volume D. The upper three and lower rows correspond
again to reconstructions of propagators with noise widths 10−5 and 10−3.
The gradual reduction of the parameter space allows the analysis of different
levels of complexity of the problem. A general improvement of performance
can be observed besides a shift of the global optima. The more homogeneous
loss landscape demonstrates that the problem of a different severity of the
inverse problem is still present, but damped.
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Conv Spec. PaNet
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Figure 8.11.: Comparison of the parameter net and the point net: Root-mean-
squared-deviations are compared between the parameter net and the point
net, trained on two Breit-Wigner like structures (PoNet) and trained on a
variable number of Breit-Wigners (PoNetVar), with respect to different loss
functions. The two upper rows correspond to results from input propagators
with a noise width of 10−5 and the two lower ones with a noise width of 10−3.
Problems concerning a varying severity of the inverse problem and concerning
an information loss caused by the additive noise remain independent of the
chosen basis for the representation of the spectral function.
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