We address the problem of jamming-resistant broadcast communications under an internal threat model. We propose a time-delayed broadcast scheme (TDBS), which implements the broadcast operation as a series of unicast transmissions, distributed in frequency and time. TDBS does not rely on commonly shared secrets, or the existence of jammingimmune control channels for coordinating broadcasts. Instead, each node follows a unique pseudo-noise (PN) frequency hopping sequence. Contrary to conventional PN sequences designed for multi-access systems, our sequences exhibit high correlation to enable broadcast. Moreover, their design limits the information leakage due to the exposure of a subset of sequences by compromised nodes. We map the problem of constructing such PN sequences to the 1-factorization problem for complete graphs. Our evaluation results show that TDBS can maintain broadcast communications in the presence of inside jammers.
INTRODUCTION
Wireless communications are vulnerable to intentional interference attacks, typically referred to as jamming. In the simplest form of jamming, the adversary interferes with the signal reception by transmitting a continuous jamming waveform [24] or several short jamming pulses [18] . Conventional anti-jamming techniques rely extensively on spread spectrum (SS) communications, such as direct sequence spread Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. WiSec '11, June14-17, 2011 , Hamburg, Germany. Copyright 2011 ACM 978-1-4503-0692-8/11/06 ...$10.00. spectrum (DSSS) and frequency hopping spread spectrum (FHSS) [1, 24] . SS provides bit-level protection by spreading bits according to a secret pseudo-random noise (PN) code, known only to the communicating parties. In the case of broadcast communications, the sender's PN code must be shared by all (potentially non-trustworthy) receivers. The disclosure of such a secret due to the compromise of any receiver nullifies the gains due to SS [16, 20] .
Several researchers have studied the problem of anti-jamming broadcast communications under an internal threat model [4, 8, 9, 14, 16, 20, 21, 25, 26] . Methods in [4, 14, 16, 21] eliminate the dependency of broadcast on shared secrets. Baird et al. proposed the encoding of "indelible marks" at specific locations within each broadcasted message [4] . Assuming that an active jamming attack cannot flip a bit '1'to a bit '0', it was shown that a jammer cannot erase packets from the wireless channel (but can inject arbitrary packets). Pöpper et al. [20] proposed a method called Uncoordinated DSSS (UDSSS), in which broadcast transmissions are spread according to a PN code, randomly selected from a public codebook. At the receiving end, nodes decode received messages by exhaustively applying every PN code in the public codebook. Liu et. al. proposed RD-DSSS, a randomized differential DSSS scheme that also relies on randomly selected PN codes [16] . Compared to UDSSS, the RD-DSSS scheme provides resilience to reactive jammers.
Note that when the spreading PN code is not known a priori, broadcast transmissions must be repeated several times to synchronize the receiver [20] . Moreover, DSSS exhibits a threshold behavior to interference. It rejects the interfering signal as long as the interference remains below the jamming margin, but the throughput becomes practically zero if this margin is surpassed [19, 24] . On the other hand, FHSS exhibits a graceful degradation in performance with the increase of interference. Due to this dual behavior, DSSS and FHSS find applications on different domains. The former is typical in the commercial domain (e.g., [12] ) where moderate interference levels are caused by users operating on the same spectrum, while the latter finds applications in adversarial settings where the interference is likely caused by a powerful jammer. Because the adversarial model assumed in this work is of a powerful jammer, we develop anti-jamming methods that adopt a FHSS design.
Our Contributions: We study the problem of antijamming broadcast communications in the presence of inside jammers. We propose the Time-Delayed Broadcast Scheme (TDBS) for anti-jamming broadcast communications, based on FHSS communications. TDBS differs from classical FHSS designs in that two communicating nodes do not follow the same FH sequence, but are assigned unique ones that have high correlation properties. Unlike the typical broadcast operation where every receiver is eventually tuned to a common broadcast channel, TDBS implements the broadcast operation as a series of unicast transmissions spread both in frequency and time. To ensure resilience to inside jammers, the locations of the unicast transmissions, defined by a frequency band/slot pair, are only partially known to any subset of receivers. Because the jammer can only interfere with a limited set of frequency bands per time slot, a subset of the unicast transmissions are interference-free, thus propagating broadcast messages.
The problem of FH sequence design, is mapped to a 1-factorization problem in complete graphs. While a broad class of scheduling algorithms are known to employ 1-factors (perfect matchings) (e.g., [7, 11, 22, 23, 27] ), they are, in general, concerned with unicast communications in a benign setting. They also typically require coordination via the exchange of broadcast messages [7, 11] ). TDBS is specifically designed to facilitate broadcasting in the presence of jammers and in the absence of a coordination channel.
Note that TDBS is not meant to be a permanent replacement of the conventional broadcast mechanism in a benign setting. Broadcasting on a common frequency band achieves the optimal communication efficiency (one slot) in the absence of any jammer. TDBS is designed as an emergency mechanism for temporarily restoring communications until the jammer is physically removed from the network. Therefore, its primary focus is resilience to inside jammers.
Paper Organization: The remainder of the paper is organized as follows. In Section 2, we state the system and adversarial model assumptions. In Section 3 we present an overview of TDBS. Section 4 describes TDBS for single-hop networks. In Section 5, we extend the TDBS operation to multi-hop networks. The security and performance of TDBS are evaluated in Section 6. In Section 7, we present related work, and in Section 8, we conclude the paper.
SYSTEM AND ADVERSARIAL MODELS
Network Topologies: We consider two types of network topologies. In the topology of figure 1(a), a set of nodes form a single-hop broadcast group. Any node may initiate a broadcast transmission to its neighbors. This single-hop topology is typical in wireless LAN and wireless personal area networks, where a group of devices is assumed to be in close range (e.g., bluetooth devices), and in military scenarios where a set of mobile nodes move in a team-coordinated fashion. In figure 1(b) , we consider a multi-hop network connected in ad hoc mode. To make TDBS scalable with the network size, we assume that the network is partitioned to clusters which form cliques [13, 28] . Broadcast transmissions occurring under this architecture may be limited within a cluster, or may propagate to other clusters.
System Model: Nodes communicate over a set C = {f1, . . . , fK } of K distinct frequency bands (e.g., K = 79 for the bluetooth standard). Each node is equipped with a single half-duplex transceiver. Hence, a node can only listen to or transmit over one band at a time. We assume that all nodes are synchronized to a time-slotted system. Nodes are capable of hopping between frequency bands. Without loss of generality, we assume that frequency hopping occurs on a per-slot basis. For simplicity, the duration of one time slot is assumed sufficient for the transmission of one message unit. The network is initialized by a trusted authority, which is responsible for pre-loading relevant parameters such as PN FH sequences and other cryptographic secrets. For multihop topologies, we assume a static network topology, known to the trusted authority. Broadcast communications can be either public (transmitted in an unencrypted form) or private. In the latter case, confidentiality and authenticity of the communication is achieved via resource-efficient public key operations. Once the network is initialized, the trusted authority is no longer needed.
Adversary Model:
The goal of the adversary is to prevent the sender(s) from communicating with all, or a subset of the intended receivers. For this purpose, the adversary deploys a set of jamming devices at locations of his own choosing, which can be centrally coordinated. These devices are capable of collectively jamming any J frequency bands of the adversary's choosing, by adding interfering signals to the selected frequencies. Wireless transmissions over any of the jammed frequency bands are assumed to be "irrecoverably" corrupted. We do not impose any particular power constraint on the adversary, but assume that the jammed frequency bands become unavailable in the entire network (single-hop, or multi-hop). The jamming devices can switch between frequency bands on a per-slot basis.
The adversary is capable of physically compromising network devices and recovering stored information including cryptographic keys, PN codes, certificates, etc. Moreover, the adversary is aware of the methods used to protect broadcast transmissions (in our case the specifics of the PHY layer implementation and the TDBS algorithm). Note that similar adversary models have been considered in [14] [15] [16] 20 ].
OVERVIEW OF TDBS
To achieve jamming-resistant communications in the presence of insiders, TDBS realizes broadcast as a series of unicast transmissions distributed in frequency and time, thus avoiding the convergence of all nodes to a common frequency band. The locations of the unicast transmissions, defined by a frequency band/slot pair (f, s), are only partially known to each node (every node is aware of his own schedule). Therefore, the compromise of a node reveals only the set of locations assigned to that node, while keeping the locations of other communicating nodes secret.
For this purpose, nodes are divided into pairs scheduled to communicate over frequency bands which are selected at random. It is possible to partition the set of nodes to groups of size larger than two for more efficient broadcast communication at the expense of reduced resilience to node compromise. Because we are primarily concerned with the jamming-resistance property, we consider the case of node pairs. The communicating pairs and assigned frequency bands change on a per-slot basis thus realizing a FH system. TDBS differs from traditional FH designs in that: (a) communicating nodes do not synchronize to the same FH sequence, but follow unique hopping patterns and, (b) these patterns have a high correlation to lower the number of slots required to complete a broadcast transmission. Moreover, TDBS differs from rendezvous systems that have been proposed for coordinating multi-channel access (e.g. [3, 5] ), in that it focuses on the broadcast operation as opposed to rendezvous for unicast communications. Two modes of operation are proposed for TDBS: the sequential unicast mode (SU) and the assisted broadcast mode (AB). In the SU mode, the sender sequentially relays information to intended receivers. This more inefficient mode is appropriate when receivers do not have relaying capabilities, or are not trusted to relay the broadcast message. In the AB mode, any node that receives a broadcast message can act as a relay for that message. Figure 2 shows an example of the two modes. In figure  2 (a), node n 1 operates in the SU mode. It sequentially unicasts a broadcast message to nodes n2 − n6. Figure 2(b) , depicts the timeline of transmissions of figure 2(a). The broadcast is completed after five slots. The "x" marks denote the frequency band jammed by the adversary at each time slot. Figure 2 (c), shows the operation in the AB mode. Node n1 initiates a broadcast in slot 1, by transmitting a message m to n2. In slot 2, n1 and n2 relay m to n6 and n3, respectively, using frequency bands f1 and f3 in parallel. In slot 3, the broadcast is completed with the relay of m from n1, n3 and n6 to n5, n4 and n2, respectively. The timeline of the transmissions taking place in the AB mode is shown in figure 2(d) . Observe that in this scenario the broadcast is completed despite the jamming of the transmission between n6 and n2 in slot 3.
The main challenge of TDBS is to design the FH sequences of individual nodes such that the following requirements are met: (a) hopping sequences are pseudo-random, (b) compromise of a subset of nodes (insiders) limits the information leakage relevant to the sequences of uncompromised nodes, and (c) every node has the same opportunity to perform a broadcast (fairness). In the next section, we develop algorithms for constructing hopping sequences for TDBS-SU and TDBS-AB that satisfy the above requirements. We first illustrate our algorithms for single-hop topologies and then extend our results to multi-hop topologies.
TDBS FOR SINGLE-HOP TOPOLOGIES
To achieve resilience to jamming, we randomly distribute unicast transmissions both in frequency and in time. This problem can be viewed as a link scheduling problem for avoiding collisions in multi-channel networks, under the nodeexclusive interference model. A large body of literature treats this type of scheduling as various instances of a matching problem in general graphs [7, 11, 22, 23, 27] . However, pre-existing methods are not immediately applicable to our setup for the following reasons.
In link scheduling problems, the goal is to maximize the aggregate network throughput, realized as the sum of individual traffic flows. We are concerned with the dissemination of one message to a specified set of receivers (the members of a broadcast group) over unpredictable frequency band/slot locations, and in the presence of adversaries. This desired property is not necessarily satisfied by maximum throughput designs, which optimally schedule link transmissions in the entire network (centralized approaches) [27] . Moreover, decentralized solutions implementing distributed matching algorithms require the local exchange of coordination messages between nodes, over a commonly agreed channel [7, 11] . Clearly, such a channel cannot be available in our setup due to the presence of an inside jammer.
To ensure the broadcast property, we map the problem of constructing FH sequences to the problem of producing 1-factorizations in complete graphs. 1-factorizations realize a series of perfect matchings (1-factors), which span the all edges of a complete graph [30] . Hence, a broadcast from any node will be communicated to all other nodes. We first present relevant preliminaries from graph theory. Interested readers are referred to [17, 30] for an in-depth treatise of the problem of 1-factorization.
Definitions and Useful Theorems
Consider a graph G(V, E ), where V denotes the vertex set and E denotes the edge set. Assume that |V| = 2n where n is a positive integer (a dummy node can be added otherwise). F 0 :
Definition 1. Complete graph: G(V, E) is said to be complete if each pair of vertices is connected by an edge. We denote such a graph by
Slot: 0 1 2 3 4 5 . . . is a set of pairwise disjoint edges of G that covers all vertices of V.
Theorem 1. 1-factorization of K2n: A complete graph
K2n is 1-factorable [30] .
Construction of 1-factorizations of
K2n: 1-factorizations of K2n can be systematically constructed using wellknown algorithms (e.g., [10, 17, 29, 30] ). These methods typically rely on the selection of a "starter" 1-factor, based on which the entire 1-factorization can be derived. A simple method for constructing a 1-factorization of K2n is to select a starter 1-factor and apply a shift-and-rotate operation to it [30] . This method is illustrated in figure 3 (a). A 1-factorization is initialized by the 1-factor F0. Node 1 remains fixed. To obtain the 1-factor Fi, nodes in the perimeter are rotated clockwise by i steps.
Mapping to the 1-factorization Problem
In this section, we map the problem of constructing hopping sequences for TDBS into the problem of generating 1-factorizations of complete graphs. In our mapping, the vertex set V of K2n represents the node set N of the singlehop network, and an edge (x, y) ∈ E represents a unicast transmission between nodes x and y. A 1-factor corresponds to partitioning of the 2n nodes into n communicating pairs. These pairs are scheduled to communicate in parallel over separate frequency bands. A 1-factorization F2n partitions the set of edges E into (2n − 1) disjoint 1-factors, where each edge appears exactly once. In a schedule constructed according to F2n, every node has the opportunity to communicate with all remaining (2n − 1) nodes, thus achieving the sequential relay of a broadcast message.
An example of the mapping to the 1-factorization problem is shown in figure 3 (b). A group of eight nodes is partitioned into four pairs, which are scheduled to communicate over four frequency bands. According to the 1-factor Fi, the communicating pairs during slot i are {(1, 3), (2, 5) , (4, 6) , (7, 8) }, communicating over frequency bands f3, f2, f8 and f5, respectively. Figure 3 (c) shows a feasible set of hopping sequences hj for four nodes, j = 1, . . . , 4, based on the 1-factorization of K4. Communication of all pairs of nodes is completed in three slots. We now present algorithms for constructing FH sequences.
Algorithm 1 TDBS-SU: Sequential Unicast Mode
1: Generate F2n of K2n 2: repeat 3: for i = 0 to (2n − 2) do 4:
for w = 1 to min{n, K} do 7:
end for 9:
end for 10: end for 11: end repeat
TDBS-SU: Sequential Unicast Mode
In the SU mode, a sender sequentially unicasts the broadcast message to (2n − 1) intended receivers. The hopping sequences are constructed as follows.
Step 1: Construct a 1-factorization F2n of K2n, where F2n = {F0, F1, . . . , F2n−2}.
Step 2: For all Fi ∈ F2n, 0 ≤ i ≤ 2n − 2, repeat Steps 3-5.
Step 3: Obtain a random permutation π of the set of frequency bands C.
Step 4: Assign frequency bands in π to min{n, K} edges of Fi in the order of occurrence of the edges.
Step 5: Repeat Steps 3 and 4 until all pairs in Fi are assigned a frequency band.
Step 6: Repeat Steps 1-5.
The pseudo-code of the hopping sequence construction for the SU mode is shown in Algorithm 1. In figure 3(c) , we show an example of the application of Algorithm 1 to a group of four nodes. The set of available channels is C = {f1, . . . , f5}, (K = 5). Because K ≥ n, the n pairs corresponding to a 1-factor can communicate in parallel in one slot. In slot 0, pairs communicate according to factor F0. The random permutation of C is π = {f2, f3, f5, f1, f4}. Pair (1, 2) is assigned band π(1) = f2 and pair (3, 4) is assigned band π(2) = f3. The process is repeated for factors F1, and F2. Note that condition K ≥ n is not necessary for the correct operation of our algorithm. When the number of frequency bands is smaller than the pairs of communicating nodes, transmissions corresponding to one factor are split in multiple slots, as shown in Steps 3-5. However, for single hop networks, it is expected that K >> n. We now show that Algorithm 1 constructs random FH sequences. 
TDBS-AB: Assisted Broadcast Mode
Algorithm 2 TDBS-AB: Assisted Broadcast Mode 1: Generate random F0 of K2n 2: initialize i = 0 3:
end for 9: end for 10: Fi+1 = split(Fi) 11: i + + 12: end repeat
In the AB mode, any node that has already received a broadcast message operates as a broadcast relay. To construct hopping sequences for the AB mode, the 1-factors Fi are selected and arranged in such a way that the number of nodes that can relay a broadcast transmission in each 1-factor is maximized. This property minimizes the delay until the broadcast is completed, while increasing resilience to jamming. We first define the notion of the relay set. The main idea of our hopping sequence construction algorithm is to maximize the size of the relay set R i j , for every node j and in every 1-factor Fi. Note that in the AB mode, it is not necessary that the series of 1-factors form a 1-factorization (i.e., that all pairs of nodes communicate directly), because nodes can receive the broadcast transmission via multiple hops. The hopping sequences assigned to each node are constructed as follows.
Algorithm 3
, 2) 6: end if 7: for j = 2 to n do 8:
if n even then 11:
, 2), if j odd 13:
end if 17: end for
Step 1: Obtain an arbitrary 1-factor F0 of K2n. Set i = 0.
Step 2: Obtain a random permutation π of the set of frequency bands C.
Step 3: Assign frequency bands in π to min{n, K} edges of Fi in the order of occurrence of the edges.
Step 4: Repeat Steps 2 and 3 until all pairs in Fi are assigned a frequency band.
Step 5: Construct 1-factor Fi+1 according to the splitting algorithm. Set i = i + 1.
Step 6: Repeat Steps 2 and 5.
The pseudo-code of TDBS-AB is shown in Algorithm 2. The pseudo-code of the splitting algorithm employed to generate Fi+1 from Fi is shown in Algorithm 3, and illustrated in figure 4(a) . Every pair of nodes that communicate according to the 1-factor Fi are placed in adjacent rows in the 1-factor Fi+1. The propagation of this property in subsequent 1-factors minimizes the broadcast delay by maximizing the size of the relay set R i j for any j and for every 1-factor. To illustrate the application of Algorithm 2, consider a network of eight nodes. The first four 1-factors that are generated by our algorithm and the corresponding hopping sequences assigned to various nodes are shown in figure 4(b) . Node 1 initiates a broadcast transmission of message m following the 1-factor F0. The circles mark the nodes that receive message m after the completion of the unicasts corre-sponding to various 1-factors. In fact, one can verify from the 1-factors shown in Fig. 4(b) that any broadcast transmission initiated under 1-factor F0 is completed by 1-factor F log 2 (8)−1 = F2. In section 6, we prove that this property holds for any broadcast initiated at any time slot. Note that TDBS-AB uses the same mechanism as TDBS-SU (Steps 2-4) for assigning frequency bands to communicating pairs. Therefore, Proposition 1 holds for the hopping sequences generated by TDBS-AB. These sequences are uniformly distributed over the set of available channels, thus minimizing the success of an external jammer in guessing the frequency bands of future communications based on past observations. Moreover, compromise of sequences limits the information leakage regarding other sequences.
TDBS IN MULTI-HOP NETWORKS
In this section, we extend the operation of TDBS to multihop networks. In this scenario, the FH sequence design can be viewed as a global scheduling problem. While several distributed methods have been proposed for distributed scheduling (e.g., [7, 11] ), we note that these methods require coordination via a commonly accessible channel. However, such a channel can be blocked by an inside jammer. We, therefore, develop a scalable solution based on clustering, that does not require node coordination.
We partition the network into clusters where each cluster forms a clique [13, 28] . Clique clustering produces a network partition where every node belongs to a single cluster and the members of each cluster are within one hop. We then divide the broadcast operation into two phases: (a) the intracluster phase, and (b) the inter-cluster phase. During the intra-cluster phase, communication is limited within each cluster. In the inter-cluster phase, messages are exchanged between border nodes of adjacent clusters. The two phases are interleaved in time.
Intra-cluster Phase
In the intra-cluster phase, a broadcast message propagates to all nodes within a cluster. Because the nodes of a cluster form a clique, the SU or AB operation modes for singlehop networks are employed. To avoid interference between adjacent clusters, the set of available frequency bands C is divided into four mutually exclusive sets which are assigned to each cluster according to the four color theorem [2] .
One such assignment is shown in figure 5(a) . The shading pattern of each cluster denotes a separate set of frequency bands. In this example, 10 frequency bands are assigned to each cluster, yielding a K = 40. Note that the number of available frequency bands K is expected to be be much larger than the number of nodes within the same collision domain (i.e., cluster size). In any case, the algorithms outlined in Sections 4.3 and 4.4, produce FH sequences for any relation between K and n. The steps for deriving FH sequences for the intra-cluster phase are as follows.
Step 1: Color each cluster based on the four-color theorem.
Step 2: For each distinct cluster size 2n, construct a 1-factorization F2n of K2n.
Step 3: For each cluster, pick the 1-factorization corresponding to its cluster size and construct FH sequences for the cluster nodes following the SU mode or the AB mode.
Step 4: Repeat Steps 2 and 3 until all clusters are processed.
In
Step 2, it is sufficient to produce distinct 1-factorizations for every possible cluster size. Two clusters of the same size can use the same 1-factorization, dictating the rendezvous of its cluster members, respectively. However, due to the random permutation assignment of frequency bands in Step 3, the pairs of nodes of each cluster will communicate at different frequency bands, thus ensuring the randomness of the pairwise communication among pairs.
Inter-cluster Phase
In the inter-cluster phase, border nodes in adjacent clusters relay broadcast messages that are intended to propagate beyond the boundaries of each cluster. To do so, while avoiding collisions between adjacent transmissions, we exploit the cluster labeling produced by the application of the four-color theorem. During this phase, every time-slot is marked with one of the four colors indicating the set of clusters that are allowed to transmit on that slot. As an example, in figure 5 , clusters A and D are allowed to transmit on slot 0, clusters C and F on slot 1, clusters B and E on slot 2 and cluster G on slot 3, with this sequence repeating modulo four (slot numbers indicate assignment before the interleaving with the intra-cluster phase) . After the slot coloring, the FH sequences of individual nodes are generated as follows.
Step 1: For each cluster x, find the nodes in x bordering adjacent clusters. Place this nodes to a set A.
Step 2: For each node i ∈ A, find the neighbors of i in adjacent clusters. If a neighbor is common to two nodes in x, assign it to the node with the fewer neighbors. Break ties arbitrarily (e.g., considering the node with the lowest id). Merge nodes assigned to the same i to a single vertex and place vertices to set B. Create a bipartite graph G(A∪B, E), where an edge (x,y) exists if nodes corresponding to y are assigned to x. G forms a 1-factor F x.
Step 3: For each slot colored with x's color, obtain a random permutation π of the set of frequency bands C.
Step 4: Assign frequency bands in π to min{n, K} edges of Fx in the order of occurrence of the edges.
Step 5: Repeat Steps 3 and 4 until all pairs in Fx are assigned a frequency band.
Step 6: Repeat Steps 1-5, until all clusters are processed.
The inter-cluster phase is illustrated in Figure 5 (b). According to their color, clusters A and D are scheduled to broadcast during slot 0. Nodes 2,3, and 4 belong to set A of cluster A since they can communicate with nodes of adjacent clusters. For slot 0, the communicating pairs are {2 − 9, 10} {3 − 11, 12} and {4 − 7, 8}, and are assigned frequency bands f11, f22, and f2, respectively. Similarly, for cluster D and slot 0, the communicating pairs are {5−6, 13} {14 − 15} and {16 − 17}, and are assigned frequency bands f8, f33, and f25, respectively. Note that during the intercluster phase, all channels in C are available for assignment to the communications of adjacent pairs of nodes.
The intra-cluster and inter-cluster slots are interleaved in the FH design, to allow for both single hop and multi-hop broadcast transmissions are achieved.
PERFORMANCE AND SECURITY EVAL-UATION
In this section, we evaluate the performance of TDBS and analyze its security properties. As a performance/security metric, we use the broadcast delay, defined as follows.
Definition 5. The Broadcast Delay D is the number of slots required for the completion of a broadcast operation, i.e., until all intended recipients have received a copy of the broadcasted message.

Performance in the Absence of Jammers
In this section, we evaluate the broadcast delay for the two TDBS modes in the absence of jammers. This analysis is provided to facilitate the evaluation of the broadcast delay when jammers are assumed to be present.
Proposition 2. The broadcast delay of TDBS-SU is
Proof. The proof is provided in Appendix A.
Next, we evaluate the broadcast delay in the AB mode.
Proposition 3. The broadcast delay for TDBS-AB is
Proof. The proof is provided in Appendix B.
Security Analysis
We first analyze the resilience of TDBS to external and internal jammers for single-hop networks.
Resilience to External Jammers
Under an external threat model, the hopping sequences assigned to various nodes remain secret. For this scenario, we assume that the adversary deploys multiple jamming devices that can jam up to J frequency bands per time slot, with J < K. For convenience, we assume K ≥ n so that all node pairs corresponding to a 1-factor can communicate in parallel in one time-slot. This is typical in wideband communications where K is much larger than the expected number of nodes within the same collision domain. Our results can be extended to the K < n case in a straightforward manner. Suppose that a jammer attempts to jam the broadcast of a single node j. To compute D, we evaluate the average number of 1-factorizations needed to complete the broadcast, in the presence of the external jammer, and for each mode.
Proposition 4. In the presence of an external jammer, the expected number E[Z] of 1-factorizations needed to complete a broadcast operation in the SU mode is
where p = J K denotes the jamming probability.
Proof. The proof is provided in Appendix C.
In figure 6 (a), we compare the theoretical value of E[Z] with the simulated one. For our simulations, we generated sequences of size 1, 000 hops for different values of n and K according to Algorithm 1. We also randomly selected J channels to be jammed per time-slot. All results were averaged over 100 runs. We measured E[Z] as a function of the jamming probability p = 
(2n − 2) nodes (all nodes, but one) is bounded by
Proof. The proof is provided in Appendix D.
Proposition 5 allows us to estimate the expected broadcast delay for the AB mode. Let D1 denote the expected delay until the first success, D2 the delay until (2n−2) nodes receive message m and D3 the delay until the last node receives m. The expected broadcast delay is bounded by
In (3), we have used the fact that it takes, on average,
slots for the first successful relay when p = 1 K
. Moreover, after the first success, log 2 (2n) slots are needed in the worst case until 2n − 2 nodes receive m. The last node receives m after
slots, on average. We also studied the performance of the AB mode via simulations. For our simulations, we generated sequences of size 1, 000 hops for different values of n and K according to Algorithm 2. We also randomly selected J channels to be jammed per time-slot. All results were averaged over 100 runs. Figure 7(a) shows E[D] as a function of K for J = 1. We observe that the theoretical value derived using Proposition 5 agrees with the simulation. In figure 7(b) , we show the average and worst-case broadcast delay, as a function of p. We observe that even when p = 0.83, the average and worstcase delays differ by less than six slots. This is due to the "relay explosion" effect of the splitting algorithm. The AB mode is significantly more resilient to jamming than the SU mode, due to the larger number of broadcast relays. Even when 83% of the frequency bands are jammed, the AB mode requires only 38 slots to complete a broadcast, compared to 228 slots needed with the SU mode. In figure 7 (c), we show E[D] as a function K for different values of J. We observe that with the increase of K, E[D] asymptotically approaches the performance of the AB mode in the absence of jammers.
Resilience to Internal Jammers
Assume now that the adversary has compromised r nodes and recovered their FH sequences. We are interested in determining the broadcast delay until the remaining (2n−r−2) legitimate nodes receive a broadcast message m. Knowledge of the r FH sequences reduces the adversary's uncertainty with respect to the frequency locations of legitimate unicasts. This is because the space of C for the selection of the uncompromised F H sequences is reduced. The exact value of E[D] depends on the selection of the 1-factorization that is used to construct the hopping sequences and the specific arrangement of the compromised nodes on that 1-factorization. The jamming probability p varies on a slotby-slot basis and is given in the following proposition.
Proposition 6. Under the compromise of r nodes, the jamming probability p is bounded by
Proof. The proof is provided in Appendix E.
We further used simulation to investigate the impact of node compromise on the broadcast delay. For our simulations, we generated FH sequences of length 1, 000 hops for different values of n and K. We randomly selected r of these sequences to be exposed to the adversary. At each time slot, the adversary randomly jammed J bands, excluding the exposed ones. A broadcast was deemed successful, when all legitimate nodes obtain a message copy. All results were averaged over 100 runs. 
Evaluation of Multi-hop Scenarios
In this section, we evaluate TDBS for multi-hop networks. We focus on the jamming-resistance of the inter-cluster phase, since for the intra-cluster phase, the security analysis for single-hop networks holds. We define the following performance metrics for the inter-cluster phase:
-Flooding Delay D f : the number of slots needed until all clusters adjacent to a cluster i, have received a broadcast that originated in i, directly from a node in i. -Escape Delay De: the number of slots needed until a broadcast message m originating at a cluster i, reaches any node in any adjacent cluster. Escape diversity DIV : the fraction of adjacent clusters that receive a broadcast m directly from a cluster i, when some border nodes in i are compromised.
We first analytically evaluate the average flooding delay E[D f ] in the presence of external jammers. Assume a cluster with NC adjacent clusters. Let NL denote the number of "bridge links" between two adjacent clusters.
Proposition 7. In the presence of an external jammer,
provided in Appendix C.
We also verified Proposition 7 via simulations. In our setup, we generated a multi-hop topology consisting of 50 nodes, organized in clusters. We then generated FH schedules for all nodes in the network for the inter-cluster phase, according to the algorithm described in Section 5.2. At each time slot, the jammer was assumed able to block J random frequency bands across the entire network. Results were averaged over all clusters in the network. Figure 9 (a) shows E[D f ] as a function of the jamming probability p. We denote the number of "bridge links" between two adjacent clusters to be NL. We observe that, even when 80% of the available frequency bands are jammed, only 13 inter-cluster slots are needed until all neighboring clusters directly receive a broadcast. Once the message propagates to adjacent clusters, the intra-cluster phase follows. We also evaluate the expected escape delay E [De] under the compromise of r border nodes.
Proposition 8. Under the compromise of r border nodes of a cluster i, E[De] is given by
where Pc = r N C ×N L denotes the compromise probability.
Proof. The proof is provided in Appendix F.
The expected escape diversity E[DIV ] is evaluated in the following proposition.
Proposition 9. Under the compromise of r nodes, E[DIV ]
is given by
Proof. The proof is provided in Appendix G. as a function of the number of compromised border nodes. In our simulation, compromised border nodes do not relay messages and their FH sequences are assumed exposed. From figure 9(b) , we observe that a small number of slots is sufficient for the first copy of a broadcast message to reach one adjacent cluster. From figure 9(c), we observe that more than 90% of neighboring clusters are guaranteed to receive the message when NL = 3, while this value being reduced to 50% when NL = 2.
RELATED WORK
The problem of jamming in wireless communications has been extensively studied under an external threat model (for example, see [1, 24] and the references therein). Jamming is typically mitigated by spreading the transmitted signal to a larger bandwidth following a secret PN code. Without knowledge of this code, the jammer has to expend several orders of magnitude more energy (typically 20-30 dB gain) to interfere with ongoing transmissions. However, in the case of broadcast communications, compromise of commonly shared PN codes suppresses the advantages of SS.
Recently, several researchers have considered the problem of jamming under an inside threat model. Chan et al. showed that a jammer that targets the broadcast control channel in GSM networks can reduce the required power for performing a DoS attack by several orders of magnitude [6] . Desmedt et al. proposed an anti-jamming scheme that protects broadcast communications from a small number of inside and colluding jammers [9] . Their method relies on combinatorial block designs to allow for partial sharing of secret information with respect to the location of the broadcast frequency bands. To protect control-channel traffic, the replication of broadcast transmissions over multiple channels whose location are cryptographically protected, was suggested in [6, 25, 26] .
Alternative methods eliminate the dependence on shared secrets [4, 14, 16, 20] . Baird et al. proposed a keyless antijamming technique based on encoding of indelible marks at specific locations within each broadcasted message [4] . Pöpper et al. proposed a solution called Uncoordinated DSSS (UDSSS) [20] . In UDSSS, broadcast transmissions are spread according to a PN code, randomly selected from a public set of codes. Liu et. al. proposed RD-DSSS, a randomized differential DSSS scheme also relying on randomly selected PN codes [16] . Compared to UDSSS, the RD-DSSS scheme provides resilience to reactive jammers.
Several methods attempt to identify the compromised nodes that leaked information to the jammer. Lazos et al. proposed the assignment of unique frequency hopping sequences to each receiver, overlapping in a fixed subset of hops [14] . Using the uniqueness of the assigned sequences, compromised nodes whose sequences are used for jamming are identified. Tague et al. proposed the GUIDE scheme for identifying compromised nodes based on the set of control channels that are jammed. They formulated the identification problem as a maximum likelihood estimation problem [26] . Chiang and Yih-Chun Hu, developed a code-tree based approach for identifying compromised PN codes [8] .
CONCLUSION
We proposed TDBS, a scheme for jamming-resistant broadcast communications in the presence of inside jammers. In TDBS, broadcast is realized as a series of unicast transmissions distributed in frequency and time. Because the adversary is limited in the number of channels he can jam, several unicast transmissions remain interference-free. We mapped the problem of constructing hopping sequences for TDBS to the problem of 1-factorization of complete graphs. We analytically evaluated the security properties of TDBS under an external and an internal threat model and showed that TDBS maintains broadcast communications even when multiple nodes are compromised. We verified our theoretical analysis using extensive simulations.
verified by reversing the mapping from Fi+1 to Fi in lines 8-15 of Algorithm 3. Because the pair (Fi(k, 1), Fi(k, 2) ) appears on separate rows on Fi+1, each node will relay a broadcast to two new nodes, thus increasing R j i+1 to four. Further execution of Algorithm 3 divides the nodes in the relay set R j i+1 to four adjacent rows. Since none of the nodes in R j i+1 appears on the same row, the relay set after the completion of factor Fi+1 increases to eight nodes. Following the recursive application of the splitting algorithm, the relay set after the completion of log 2 (2n) 1-factors has a size of 2 log 2 2n . If log 2 (2n) = log 2 (2n), the broadcast is complete since 2 log 2 (2n) = 2n. Otherwise, one extra 1-factor is needed to relay the broadcast to the remaining 2n − 2 log 2 (2n) nodes. Because 2 log 2 (2n) > n, the splitting algorithm places n nodes from the relay set into the n rows of the log 2 2n + 1 = log 2 (2n) th 1-factor. These n relays complete the broadcast operation. Combining the two cases yields a required number of 1-factors that is equal to log 2 (2n) . Proposition 3 follows by noting that every 1-factor requires n k slots to be completed.
C. Proof of Proposition 4:
Suppose that an arbitrary node j attempts a broadcast transmission in the presence of an external jammer. This broadcast is completed in a single 1-factorization if the jammer is unsuccessful in jamming the communication of j for 2n − 1 consecutive slots. Because hj is random, a transmission of node j is successful with probability 1 − J K . Moreover, the events of a successful transmission of node j at slot i and slot w, i = w are independent. Hence,
The broadcast is completed in two 1-factorizations if every receiver is jammed at most one time, and at least one receiver is jammed on the first 1-factorization. Taking into account all possible combinations,
Generalizing to the case of Z = i, it follows that 
D. Proof of Proposition 5:
The lower bound immediately follows from Proposition 3. The broadcast delay in the absence of a jammer is equivalent to the delay in the presence of an external jammer who is unsuccessful in jamming any communicating pair for log 2 (2n) − 1 slots. Hence, after the first successful relay, the lower bound on D follows.
To compute the upper bound on D, assume that an arbitrary node j wants to broadcast a message m to the remaining (2n − 1) nodes. Let ai denote the size of the relay set in slot i. Initially, a0 = 2, i.e., node j has completed its first successful relay. Once ai ≥ 2, the adversary can jam at most one of the pairs relaying m. The size of the relay set in this worst-case scenario grows according to the formula.
where ai is computed recursively with a0 = 2. To show the validity of (8), we refer to the proof of Proposition 3, where we showed that for ai ≤ n, the size of the relay set doubles with the increment of i. Because the adversary jams at most one frequency band per time slot, in the worst case, ai = 2ai−1 − 1. This is true until ai ≥ n, in which case the size of the relay set can no longer double. In slot i, i ≤ log 2 (2n) − 1, the relay set becomes larger than n for the first time. That is, it takes i = log 2 (2n) − 1 slots until more than half the nodes can relay message m. These ai ≥ n relay nodes communicate with the remaining 2n − 2 i − 1 ≤ n nodes that have not yet received m. Since only one frequency band is jammed, the number of nodes that have received m at the end of slot (i + 1) is equal to (2n − 2). In this worst case, only one node has not received m after log 2 (2n) slots.
E. Proof of Proposition 6:
Let x be the number of frequency bands over which the r compromised nodes are scheduled to communicate according to the 1-factor F . The number of bands over which legitimate communications take place in each slot is reduced to K − x. Hence, the jamming probability is increased to p = , where the ceiling function is used to account for an odd r. This value of x yields the lower bound on p. On the other hand, if all r nodes are scheduled to communicate with legitimate ones (appear on separate rows in F ), then x = xmax = r, and p attains its maximum value. Note that p ≤ 1 and hence, r ≤ K − J. When r is larger than K − J, there are 1-factors where all transmissions are jammed with certainty.
F. Proof of Proposition 8:
At each time slot, the probability that an adjacent cluster fails to receive a broadcast is due to: (a) all NL links are shared with compromised border nodes, and (b) the links shared with uncompromised border nodes are jammed by the adversary. So the probability that a neighboring cluster fails to receive a broadcast is
The probability that at least one of the neighboring clusters successfully receive the broadcast at a time slot is
f ail . The broadcast among adjacent nodes forms a Bernoulli trial with a success probability Psuccess, so the average delay until the first success is 1/Psuccess, which leads to our result.
G. Proof of Proposition 9:
For any neighboring cluster, the probability that it can not receive a broadcast is that all NL links are shared with compromised border nodes. This probability is P 
