Implementation of Finite Difference Schemes of Solving Fluid Dynamic Problems on ILLIAC IV by Watanabe, D.S. et al.
REPORT T - 11 OCTOBER, 1974 UILU-ENG 74-2 2 0 4
COORDINATED SCIENCE LABORATORY
IMPLEMENTATION OF FINITE 
DIFFERENCE SCHEMES OF 
SOLVING FLUID DYNAMIC 
PROBLEMS ON ILLIAC IV
UNIVERSITY OF ILLINOIS -  URBANA, ILLINOIS
UILU-ENG 74-2204
IMPLEMENTATION OF FINITE DIFFERENCE SCHEMES OF SOLVING 
FLUID DYNAMIC PROBLEMS ON ILLIAC IV
by
D. S. Watanabe, J. R. Flood and S. M. Yen
This work was supported by the O f f i c e  o f  Naval Research under 
Contract ONR-N00014-67-A-0305-0019.
Reproduction in whole or in part is  permitted fo r  any purpose 
o f  the United States Government.
"Approved fo r  public  re lease . D istr ibution  unlimited it
IMPLEMENTATION OF FINITE DIFFERENCE SCHEMES OF SOLVING 
FLUID DYNAMIC PROBLEMS ON ILLIAC IV
D. S. WATANABE, J . R. FLOOD, and S. M. YEN
I, Introduction
The reason fo r  bu ild ing the ILLIAC IV [ lj is to provide a computer 
which lends i t s e l f  to the so lu tion  of p a r t ia l  d i f f e r e n t ia l  equations, 
to  matrix manipulation, as w ell as to solutions  o f  other problems. ILLIAC IV 
con s ists  o f a set  of 64 processing elements (PE's) which fo llow  a single  
instru ction  sequence under the con tro l of a con tro l un it . Each PE has 
i t s  own memory, but communication between PE's is provided through 
a sp ec ia l  routing re g is te r .  The user of ILLIAC must recognize these 
constraints  and spec ia l properties  and be w i l l in g  to  expend some e f f o r t  
in order to use the machine e f f e c t i v e l y  fo r  his particu lar  problem.
A reasonable approach to  solving problems on this machine may be to make 
ca re fu l  study of the spec ia l  properties  of th is  computer, to do preliminary 
experiments, developments, and debugging on a conventional computer, and 
then implement a "re fin ed "  version of the computer program on ILLIAC IV i t s e l f .
Following th is  view o f  ILLIAC, we have used a conventional 
computer to study storage schemes and the treatment of jo in ts  that occur 
when more than 64 nodes are used, methods of minimizing the number of 
arithm etic operations required in p a r a l le l  computations, methods of e x p lo it in g  
the paralle lism  im p lic it  in any d ifferen ce  scheme, and methods for  e f f i c i e n t l y  
handling boundary cond it ions. We have examined one-dimensional problems 
which are usefu l in determining the e f fe c t iv en ess  o f  p a r a l le l  computational 
s t r a t e g ie s .
22o Storage Schemes
In a problem with 64 nodes, the treatment o f  the in te r io r  nodes 
is  usually t r i v i a l .  I f  there are more than 64 nodes, however, we must 
devise appropriate storage schemes and optimize the evaluation o f  
arithmetic expressions. In considering the in te r io r  ca lcu la t io n ,  straight 
storage seems most appropriate. We can use indexed addressing and routing 
to fetch  any desired vector  operand. For example, as shown in  Fig. 1, 
the 256 element vector  u is  stored in stra ight storage in  a block  o f  
4 rows. To fetch  the vector  o f  the nearest right neighbors o f  the second 
row o f  u, we use the fo llow ing  sequence o f  operations:
r w
(1) load RGX, the index r e g is te r ,  with 1, 0, 0, . . . ,  0, 0,
(2) load RGR, the routing re g is te r ,  using the second row addresses 
modified by RGX,
RGR: u12g, u65, . . . ,  u126,
(3) route the vector  in  RGR a distance o f  1 to the l e f t .
RGR: u65, u66, . . . ,  u127, u12g
A sample ILLIAC IV program i l lu s t r a t in g  th is  process is  given 
in Appendix for  the Shampine' s method [2 ] .
3. Minimization o f  Arithematic Operations
ILLIAC IV is  a vector  processor that operates on 64-element vector  
operands and can perform the usual arithmetic binary operations. The machine 
is  operating " e f f i c i e n t l y "  when each binary operation produces a vec to r ,  most 
o f  whose elements were not ava ilab le  before and which are u se fu l .  This is  
a resonable d e f in i t io n  o f  e f f i c i e n c y .
3U0 U l u63
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Figure 1. Straight storage of a 256 element vector u.
N S -3 4 7
F igure 2. Representation of Au^ = u . .l
4To f a c i l i t a t e  our study, we use the fo llow ing  graph symbols
and representations i
(1) tr iangles  represent the arithm etic operations,
(2) operands are l i s te d  at the base,
(3) resu lt  is l i s te d  at the apex,
(4) index i  in subscripted operands runs from 64n to 64n + 63 
fo r  some n.
We show in F ig . 2 the representation o f  the expression Au. = u „ - u .i  i+1 i
With each formulation o f  a given d ifference  scheme, we associate  
a graph that sym bolically represents the sequence of arithmetic operations 
required by this formulation. By examining the graph, we can determine 
whether the formulation can be e f f i c i e n t l y  implemented on the ILLIAC IV. 
This approach allows us to evaluate schemes without w riting actual codes. 
Consider the evaluation o f  the simple expression
2ui+1 + ui+2 (1)
We can write i t  as
[ (u i  + ui+2^ - ( 2ui+l>] ( 2a>
or
[ ( u i+2 • ui+l> '  (ui+ l  -  ui>] ( 2b)
These two expressions are represented resp e c t iv e ly  as "type 1" and "type 2" 
modes in F ig . 3. The type 1 execution , in which the expression is 
evaluated one row at a time, resu lts  in high corre la t io n  between the 
expression and instru ctions , and any scratch storage consists  o f  a s ingle
u ,+ u i + 2) - (2 u i +1)] [(Uj + 2 - u i + 1) - ( u i+1-U j )]
Type 1 Type 2
N S-349
Figure 3. Representations of A^u = u. - 2 u . , T + u. 0 . i  l+ l  1+2
6row. Type 1 mode can be w astefu l, however. I f  we use type 1 mode for
expression (2b ) ,  we use a vector operation to  p ick  up on additional f i r s t
d if fe re n ce .  We need 64 forward d i f fe re n ce s ,  say A , , ,  . . . ,  Anoo tof IZo
2 2compute A Uq , A u ^ . We can compute the f i r s t  64 d ifferences  with
a s ingle operation , but we must use a vector operation to compute the 
la s t  d i f fe re n ce ,  which is  very w astefu l. Instead, we can use type 2 mode 
of execution where we sweep over whole f i e l d  computing the f i r s t  order 
forward d ifferen ces  before  proceeding to compute the second order d i f fe re n ce s .  
This eliminates redundant operations; each vector operation produces a f u l l  
vector o f  new d i f fe re n ce s .  This mode reduces corre la t io n  between 
expression and instructions  and scratch storage now consists  o f  arrays.
The extra storage required can be c ru c ia l  in multi-dimensional problems,
We can save storage by using " f lo a t in g  b u f fe r s " .  We use buffers  
to hold already computed values which are required by succeeding operations 
and thereby e l in in a te  redundant ca lcu la t io n s .  The lo g ic a l  complexity of 
the program increases; however, such buffers  save storage and eliminate 
redundant operations.
4. Optimization of Evaluation of D ifference Expressions 
Consider evaluating the expression
A u. = u. - 4 u . . .  + 6 u . ,0 - 4 u . l0 + u . . .
1 1 l+l 1+2 1+3 1+4 (3 )
which can be w ritten as
{ [ ( u i  + Ui+4} + (6ui+2)] - E4 <ui+1 + ui+3)]:i (4a)
or
7A^+1u. = A^u. , = A^u , j = 0, 1, 2, 3. (4b)i  l+ l  l
and are represented resp e c t iv e ly  as "type 1" and "type 2" modes in Fig. 4. 
Depending on how we execute operations, we can have 4 - 10 operations to 
evaluate these two expressions. Hence i t  is  important to study how to 
optimize evaluation o f  expressions. Since we have correspondence between 
sca lar operations and vector  operations, we can use previous resu lts  on 
optimizing evaluation o f  sca lar  expressions. An example i s  the use o f  the 
assoc ia t iv e  and d is tr ib u t iv e  laws to speed up evaluation o f  expressions.
In our case, there is  an important add it iona l t o o l .  I f  blocks are trans­
lations o f  each other, then they can be executed in  type 2 mode in one 
operation/row and a l l  the ir  ancestra l blocks must be executed in  type 2 
mode. There is  trade o f f  between storage and lo g ic a l  s im p lic ity  on one 
hand, and arithmetic e f f i c i e n c y  on the other.
5. E xp lo itation  o f  Parallelism  in  D ifference Schemes
We have analyzed several schemes including the Lax-Wendroff [ 3 ] ,  
MacCormack [ 4 ] ,  Brailovskaya [5] ,  Dufort-Frankel [ 6 ] ,  Cheng-Alien [ 7 ] ,  and 
Burstein-Mirin [81 methods. We have found that a l l  o f  these schemes can be 
implemented e f f i c i e n t l y  i f  they are cast in  a m ultileve l formulation. 
Redundant computations are eliminated i f  the operations required at a given 
leve l  are performed for  the whole flow f i e l d  before proceeding to the 
operations at the next le v e l .  However, th is  process requires extra storage. 
In multi-dimensional problems, the trade o f f  between th is  extra storage and 
the elim ination of redundant computations must be examined c a r e fu l ly .
8A 4Ui = Ui - 4u j+ i  + 6uj+2 - 4u i+3+ u i+4
{ [ ( U i  +  Ui+4 ) + ( 6 u i + 2 ) ] - [4 (u i + 1+ u i + 3 ) ] }
Type 1
A'i+1Uj = A j U j + i  - A j U j , j =0,1,  2 , 3
Type 2
/ 4Figure 4. Representations o f  A u. = u. - 4u. , + 6u ~ 4u + ui  i  l+ l  i+2 i+3 i+4
96 - Treatment o f  Near Boundary Nodes
A problem which occurs with any s ize  blocks o f  nodes is  the 
treatment o f  nodes near the boundaries. Suppose we have boundary condi­
tions f ix in g  values o f  dependent variables  and we are using d if fe ren ce  
scheme which is  so "wide" that i t  cannot be used near the boundary.
Suppose we use a scheme for  these points that is  o f  same complexity as 
in te r io r  scheme. Then in  the worst case, i f  each scheme requires n 
operations, we need 2n operations to handle boundary points and the next 63 
in te r io r  nodes. We wish to find schemes fo r  near boundary points that can 
be "imbedded" in  the in te r io r  scheme so that both can be evaluated in one 
in stru ct ion  stream o f  length n + m, m «  n.
We examined the one-dimensiona1 flow produced by an acce lerating  
piston whose posit ion  is  given by x^ (t )  = t [ 9 ] .  The equations o f  motion 
have the form
u + f  = 0 (5)t x
A shock builds up as x = .8415, t = .844. Prior to th is  time an exact 
so lu tion  is  a v a ilab le .  We use this  so lu tion  to evaluate accuracy o f  our 
r e s u l t s .
We used the MacCormack d if fe ren ce  scheme
- _ n At , n n.u. -  u. - t— ( f . ,. - f . ) ,l i Ax l+l l
n+l _ 1 r n -  A t , -  - * i
i  2 -l i  Ax i  l - l
( 6 )
10
and the Cheng-Alien d if fe re n ce  scheme
nu. = u. 
1 i
At. 
2 Ax ( f i+1 ) , (7)
n+1 nu. = u.l  l 2 Ax k i+1 £i - i >
The "imbedded" or hybrid schemes used were Cheng-Allen/MacCormack 
and Cheng-A llen /Predictor . The Cheng-Alien method was used fo r  the 
in te r io r  nodes in each case. Cheng“Alien/MacCormack uses MacCormack's method 
near the boundaries and Cheng-Allen /Predictor, the predictor  formula o f  the 
Cheng-Alien method near the boundaries. An analysis o f  the error norms 
indicated  that the o v e ra l l  accuracy o f  the scheme was s t i l l  second order, 
although the accuracy near the boundaries was degraded. Error norms 
versus Ax for  the Cheng-Alien/MacCormack combination are shown in F ig . 5 
at various times. Our resu lts  seem to ind icate  that in  general the combina­
tion  o f  schemes o f  the same order in this manner do not reduce the order 
o f  the method; however, the s t a b i l i t y  o f  the hybrid schemes may be a f fe c te d .  
However, no tendency toward in s t a b i l i t y  was observed in  these t e s t s .
Although the resu lts  o f  the tests  were s a t is fa c to r y ,  the performance o f  the 
hybrid schemes did not achieve that o f  the MacCormack method alone. In fa c t ,  
fo r  the in v is c id  p iston problem, the simpler formula and higher accuracy 
o f  the MacCormack method would outweigh any increased e f f i c i e n c y  in  computa­
t ion  fo r  a hybrid method.
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APPENDIX
The purpose o f  this study is  to  gain experience in  implementing 
simple but basic  d if fe ren ce  schemes on ILLIAC IV for  one-dimensiona1 flow 
problems. This experience w i l l  be usefu l in developing s tra teg ies  for  
coding more complex schemes under the constra ints  imposed by the ILLIAC1s 
a rch ite c tu re .  In th is  example we are concerned with two problems: w riting
a simple in stru ct ion  stream that treats  a l l  the nodes in  p a r a l le l ,  and 
handling the jo in ts  that occur when more than 64 nodes are required.
We chose the problem
u + uu = 0 (A -l)t x
0 < x <L 1, t > 0  
u (x ,0 )  = x , u (0 , t )  = 0 ,
and the f i r s t  order d if fe ren ce  scheme proposed by Shampine [2]
where
, n+1 
(ui
n , At
ui  + â ï
-nu.i
n \ ui - x) (A-2)
-nu.l max (u? ,0 )
This problem is  o ften  used as a te s t  since i t s  exact so lu t ion  is  known.
u ( x , t )  = x / (1 + t )
The d if fe ren ce  scheme given by Eq. (A-2) is  e s p e c ia l ly  suited for  the
ILLIAC IV.
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The ASK (ILLIAC, IV assembly language) code is  w ritten  fo r  256 
nodes in x. This program shown in Fig . 6 has been code-checked and run 
through the ILLIAC IV simulator. We estimate that a block  o f  64 nodes 
can be advanced one time step in  less than 10 microseconds. Through 
this study, we have learned how to treat jo in ts  for  schemes o f  arb itrary  
o rd er .
BEGIN
%
%
%
%
%
% ASK PROGRAM TO SOLVE "DU/DT+U(DU/DX)=0"
% BY SHAMPINE"S FINITE DIFFERENCE METHOD
%
NX; EQU $D4
,NT: EQU $D5
DTDX: EQU $D6
.XLPCTRL: EQU $D7
.TLPCTRL: EQU $D8
FILL 128;
U: DATA 0 .0 0 0 ,0 .0 0 4 ,0 .0 0 8 ,0 .0 12 ,0 .016 ,0 .02 0 ,0 .024 ,0 .028 ,0 .032 ,
0 .0 3 6 ,0 .0 4 0 ,0 .0 4 4 ,0 .0 48 ,0 .052 ,0 .05 6 ,0 .060 ,0 .064 ,0 .068 , 
0 .0 7 2 ,0 .0 7 6 ,0 .0 8 0 ,0 .0 84 ,0 .088 ,0 .09 2 ,0 .096 ,0 .100 ,0 .104 , 
0 .1 0 8 ,0 .1 1 2 ,0 .1 1 6 ,0 .1 20 ,0 .124 ,0 .12 8 ,0 .132 ,0 .136 ,0 .140 , 
0 .1 4 4 ,0 .1 4 8 ,0 .1 5 2 ,0 .1 56 ,0 .160 ,0 .16 4 ,0 .168 ,0 .172 ,0 .176 , 
0 .1 8 0 ,0 .1 8 4 ,0 .1 8 8 ,0 .1 92 ,0 .196 ,0 .20 0 ,0 .204 ,0 .208 ,0 .212 , 
0 .2 1 6 ,0 .2 2 0 ,0 .2 2 4 ,0 .2 28 ,0 .232 ,0 .23 6 ,0 .240 ,0 .244 ,0 .248 , 
0 .2 5 2 ,0 .2 5 6 ,0 .2 6 0 ,0 .2 64 ,0 .268 ,0 .27 2 ,0 .276 ,0 .280 ,0 .284 , 
0 .2 8 8 ,0 .2 9 2 ,0 .2 9 6 ,0 .3 00 ,0 .304 ,0 .30 8 ,0 .312 ,0 .316 ,0 .320 , 
0 .3 2 4 ,0 .3 2 8 ,0 .3 3 2 ,0 .3 36 ,0 .340 ,0 .34 4 ,0 .348 ,0 .352 ,0 .356 , 
0 .3 6 0 ,0 .3 6 4 ,0 .368 ,0 .3 72 ,0 .376 ,0 .38 0 ,0 .384 ,0 .388 ,0 .392 , 
0 .3 9 6 ,0 .4 0 0 ,0 .4 0 4 ,0 .4 08 ,0 .412 ,0 .41 6 ,0 .420 ,0 .424 ,0 .428 , 
0 .4 3 2 ,0 .4 3 6 ,0 .4 4 0 ,0 .4 44 ,0 .448 ,0 .45 2 ,0 .456 ,0 .460 ,0 .464 , 
0 .4 6 8 ,0 .4 7 2 ,0 .476 ,0 .4 80 ,0 .484 ,0 .48 8 ,0 .492 ,0 .496 ,0 .500 , 
0 .5 0 4 ,0 .5 0 8 ,0 .512 ,0 .5 16 ,0 .520 ,0 .52 4 ,0 .528 ,0 .532 ,0 .536 , 
0 .5 4 0 ,0 .5 4 4 ,0 .548 ,0 .5 52 ,0 .556 ,0 .56 0 ,0 .564 ,0 .568 ,0 .572 , 
0 .5 7 6 ,0 .5 8 0 ,0 .584 ,0 .5 88 ,0 .592 ,0 .59 6 ,0 .600 ,0 .604 ,0 .608 , 
0 .6 1 2 ,0 .6 1 6 ,0 .620 ,0 .6 24 ,0 .628 ,0 .63 2 ,0 .636 ,0 .640 ,0 .644 , 
0 .6 4 8 ,0 .6 5 2 ,0 .656 ,0 .6 60 ,0 .664 ,0 .66 8 ,0 .672 ,0 .676 ,0 .680 , 
0 .6 8 4 ,0 .6 8 8 ,0 .692 ,0 .6 96 ,0 .700 ,0 .70 4 ,0 .708 ,0 .712 ,0 .716 , 
0 .7 2 0 ,0 .724 ,0 .728 ,0 .7 32 ,0 .736 ,0 .74 0 ,0 .744 ,0 .748 ,0 .752 , 
0 .7 5 6 ,0 .760 ,0 .764 ,0 .7 68 ,0 .772 ,0 .77 6 ,0 .780 ,0 .784 ,0 .788 , 
0 .7 9 2 ,0 .796 ,0 .800 ,0 .8 04 ,0 .808 ,0 .81 2 ,0 .816 ,0 .820 ,0 .824 , 
0 .8 2 8 ,0 .832 ,0 .836 ,0 .8 40 ,0 .844 ,0 .84 8 ,0 .852 ,0 .856 ,0 .860 , 
0 .8 6 4 ,0 .8 6 8 ,0 .872 ,0 .8 76 ,0 .880 ,0 .88 4 ,0 .888 ,0 .892 ,0 .896 , 
0 .9 0 0 ,0 .904 ,0 .908 ,0 .9 12 ,0 .916 ,0 .92 0 ,0 .924 ,0 .928 ,0 .932 , 
0 .9 36 ,0 .940 ,0 .944 ,0 .9 48 ,0 .952 ,0 .95 6 ,0 .960 ,0 .964 ,0 .968 , 
0 .9 7 2 ,0 .976 ,0 .980 ,0 .9 84 ,0 .988 ,0 .99 2 ,0 .996 ,1 .000 ,1 .004 , 
1 .008 ,1 .012 ,1 .016 ,1 .020 ;
BLK 116;
SHAMPINE: : SETE -E.OR.E;
SETE1 E.OR.E;
CHWS 64;
LIT(3) =4;
STL(3) .NX;
LIT(3) =30;
STL(3) • NT;
LIT(3) =0.050;
STL(3) . DTDX;
LDX =0; % SET UP RGX
LIT(O) = i ; % TO ADDRESS
LDEE1 $C0; 7o LEFT HAND
LDX = - i ; %  NEIGHBOR
SETE -E.OR.E;
Figure 6. ILLIAC IV program for  solving a one-dimensiona1 
problem using Shampine's method.
OUTER:
INNER:
%
7=
END
SETE1 E.OR.E;
LDL(l) .NT;
LDA $C 1 ;
LDL(l) .NX;
MLM $C 1 ;
LDC(2) $B;
CSUB(2) $C 1 ; 7o .NTx.NX-.NX
CSHL(2) 40; 70 NET ROTATE OF 24 (LESS 3F3F)
CADD(2) .NX;
CROTL(2) 48; 7> LIT(2) = .NX, .NTx.NX-.NX,0;
STL(2) . TLPCTRL;
ALIT(l) =-l; 7o .NX-1
CROTR(l) 24;
ALIT(l) = i ;
CROTL(l) 48; 7o LIT(1)=1,.NX-1,0;
STL(l) .XLPCTRL;
LIT(0) =OFFFFFFFFFFFFFFFF: 16 ;
LDL(l) .TLPCTRL;
CRB (0) 0; 7o DISABLE PEO
LDL(2) .XLPCTRL;
LDEEl $C0; 7» SET MODE BITS BY $C0
LDL(3) $02 ; 7o COMPUTE ADDRESS
CADD(3) $C1; 7o IN ACAR 3
LDR *U(3) ; 7o GET MODIFIED ROW
RTL $R,i; 7o GET LEFT NEIGHBOR IN RGR
LDS U(3) ; 7» GET STANDARD ROW
LDA $S;
SBRN $R; 7o U (I) -U (I -1 )
STL(3) $D3; 7o SAVE ACAR 3 IN ADB
LDL(3) . DTDX; 7o GET .DTDX INTO $C3
MLRN $03 ; 7» x .DT/DX
LDL(3) $D3; 7» RESET ACAR 3
LDR $A ; 7o SAVE RGA IN RGR
LDA $S; 7o RGA = U(I)
BEGIN U BAR CALCULATION 
ISN;
SETE I.AND.E;
SETEI E.OR.E;
CLRA ; 7. U BAR IS SEMIPOSITIVE
LDEEl $00;
END OF U BAR CALCULATION
MLRN $R; 70 x(U BAR)
SAN; 7o UBARx.DTDXx[U(I)-U(I-l)]
ADRN $S; 7o +U(I)
CADD(3) .NX; 7o STORE IN NEXT
STA U(3); 7o PHYSICAL ROW
CSB(O) 0; 7o ENABLE PEO
TXLTM (2) , INNER; 7o END INNER LOOP
TXLTM(l) ,OUTER; 7o END OUTER LOOP
LIT(3) =1 ,U+64x30x4-1 ,U DISPLAYR $C3, 16 ;
SHAMPINE.
Figure 6. (continued)
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