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On the capacity of a new model of
associative memory based on neural
cliques
Judith Heusel, Matthias Lo¨we, Franck Vermet
Abstract— Based on recent work by Gripon
and Berrou, we introduce a new model of an as-
sociative memory. We show that this model has
an efficiency bounded away from 0 and is there-
fore significantly more effective than the well
known Hopfield model. We prove that the syn-
chronous and asynchronous retrieval dynamics
converge and give upper and lower bounds on
the memory capacity of the model.
I. Introduction
In [6] Gripon and Berrou introduced a new
model of an associative memory. This model
seems to be more effective than standard mod-
els of associative memories, in particular the
Hopfield model, while at the same time it re-
spects the basic principles of associative mem-
ories, e.g. locality. In this model, which we
will call GB-model for short, there are N neu-
rons grouped into c groups of l neurons. Typ-
ically, one c is bounded from below by a con-
stant and from above by log l, where the latter
bound seems to be the most interesting case.
One tries to store M messages m1, . . . ,mM in
this network. These messages are sparse in the
sense that each message mµ has c active neu-
rons, only, i.e. mµ = (mµ1 , . . . ,m
µ
c ), and for
each µ = 1, . . .M and each i = 1, . . . c, mµi de-
notes the (only) active neuron of the message
mµ in the i’th block. With such a message
mµ one associates the edges of the complete
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graphKµ spanned by the verticesmµ1 , . . . ,m
µ
c .
A message m0 = (m01, . . . ,m
0
c) is considered
to be stored in the model, if all edges of the
complete graph spanned by (m01, . . . ,m
0
c) are
present in the set of edges
E := {e : e is an edge of one of the mµ}.
Gripon and Berrou now analyze in a num-
ber of papers (see e.g. [6],[1], [2] among oth-
ers) the performance of this network for a ran-
dom input m1, . . . ,mM , e.g. they ask for the
probability that a random patternm0 is stored
or that a corrupted pattern can be retrieved.
However, all their analysis is either based on
numerical simulations or on the assumption
that the events that a given edge occurs in E
are independent. This is, of course, not true,
even though the dependence is very weak. On
the other hand, the precise form of the net-
work makes it difficult to analyze it rigorously.
In the present paper we therefore strive for
the rigorous analysis of yet another associa-
tive memory model, which is, however, closely
related to the GB model.
To motivate it, observe that the GB model
can be mathematically described in the fol-
lowing way: We start with an alphabet A =
{1, . . . , l}. A message mµ is then a string
mµ = (mµ1 , . . . ,m
µ
c ) ∈ A
c. With a message
mµ we associate a (column) vector ψ(mµ) ∈
({0, 1}l)c obtained by replacing the mµi with
the unit vector emµi . In a slight abuse of no-
tation we will also use the notation Ac for the
set {e1, . . . , el}
c. Now build the the 0-1-matrix
W given by
W˜ = max
m∈M
ψ(m)ψ(m)t
where M = {m1, . . . ,mM} and ψ(m)t is the
transpose of ψ(m). Thus
2• for a 6= a′ we have W˜(a,k),(a′,k′) = 1 if and
only if there is an edge between (a, k) and
(a′, k′).
• for k 6= k′ we have W˜(a,k),(a,k′) = 0
• and W˜(a,k),(a,k) = 1 if and only if there exists
µ such that the k’th neuron in block a is 1 (this
is equivalent to adding a self-loop to the graph
for each vertex (a, k) such that there exists µ
with mµa = k.
With this matrix one can associate a dynam-
ics D on ({0, 1}l)c : for v ∈ ({0, 1}l)c,
D(v)(a,k) =
c∧
b=1
l∨
r=1
W˜(a,k),(b,r)v(b,r),
which can also be written as
D(v)(a,k) = 1{
∑
c
b=1 1{
∑l
r=1 W˜(a,k),(b,r)v(b,r)≥1}
≥c}.
Obviously, for all learned message m ∈ M,
we have
D(ψ(m)) = ψ(m).
However, a more detailed analysis of the asso-
ciative abilities of the network turn out to be
difficult, basically due to the double indicator
structure of D and the function max in W˜ .
We therefore propose the following variant
of the above model. Consider the Bernoulli
random variables ζµ(a,i), that denote if neuron
i of cluster a is part of message µ:
ζµ(a,i) =
{
1 if mµa = ei,
0 otherwise.
Under the above assumptions on the patterns,
i.e. their independence and equidistribution,
the random variables (ζµ(a,i))
1≤µ≤M
1≤a≤c,1≤j≤l are
Bernoulli variables, each with parameter 1l ,
and ζµ(a,i) is independent of ζ
ν
(b,j) if a 6= b or
µ 6= ν.
We define the matrix W ∈ Ncl×cl by
W(a,i),(b,j) =
M∑
µ=1
ζµ(a,i)ζ
µ
(b,j),
for a, b ∈ {1, . . . , c}, a 6= b and i, j ∈ {1, . . . , l}.
We setW(a,i),(a,j) = 0 for all i, j ∈ {1, . . . , l}
and a ∈ {1, . . . , c}. Hence, W(a,i),(a,i) = 0,
while W˜(a,i),(a,i) ∈ {0, 1}. However, this choice
is necessary due to the structure ofW as a sum
or random variables.
Given an input vector v = (v(b,j))1≤b≤c,1≤j≤l ∈
{0, 1}cl, we define the dynamics
ϕ(a,i)(v) = 1{
∑
c
b=1
∑
l
j=1 W(a,i),(b,j)v(b,j)≥κc}
(1)
for some κ > 0. It should be obvious that this
variant is closely related to the GB model. On
the other the structure ofW and the dynamics
that include sums of random variables rather
maxima and minima, makes it more accessible
to probabilistic tools. Indeed from this point
of view the model is reminiscent to the Hop-
field model, whose the storage capacity has
been analyzed in [15], [9], [16], [10], [17], [11],
[13],[14], and many other papers.
In the present note we want to justify our
variant of the GB model by showing that it has
a non-vanishing efficiency in the range of pa-
rameters we want to study. This will be done
in Section 2. In Section 3 we introduce the
sequential and parallel retrieval of the model
and show that it converges, possibly to a cycle
of length 2. Section 4 contains our bounds on
the memory of storage capacity of our version
of the GB model. Sections 5 and 6 are devoted
to the proofs of these results.
II. The efficiency of the model
In this section we want to justify that our
version of the GB model is potentially better
than other models of neural networks, in par-
ticular the Hopfield model, that may be the
best studied model of an associative memory.
We will do this with a performance measure
that is known as the informational efficiency
η. η compares the amount of information in
the memorized messages to the logarithm of
the number of bits needed to describe all the
bonds in a state of the network at the storage
capacity.
There are good reasons for this definition
(and not comparing the amount of information
in the memorized messages to the information
in the network, e.g.). First, for any reasonable
neural network the state of the network is a
function of the information to be stored. In
particular, if we compared the information in
3the messages to the information in the network
and we were in the retrieval regime η would be
1 for any network. Second, the point in the en-
tire theory of associative memories is that we
do not know the stored information. Hence the
best way to describe our network is to describe
it bond by bond, as if they were independent
(for a related discussion see also [8]).
For our network, in view of Section 4, we
will always choose M = αl2 and c = log l.
Recall that in information theory a source is
a probability distribution pi = (pi1, . . . , piA) on
a (finite) alphabet {1, . . . , A} (for background
material the reader is referred to classical text-
book of Ash [3]). Its information content is
measured by the (binary) entropy
H(pi) = −
A∑
i=1
piA log2 piA.
H(·) is maximized by the uniform distribution
u(i) = 1/A for all i, in which case we obtain
H(u) = log2A. Assuming that we sample the
M words M with the uniform distribution on
all possible pairwise different
(
lc
M
)
we obtain
that
H(M) = log2
((
lc
M
))
≃Mc log2(l),
for l large, M = αl2, and c = log(l).
On the other hand, the network is com-
pletely described by the symmetric matrix W .
There are
(
c
2
)
l2 many matrix entries. Moreover
for l → ∞ a single matrix entry is asymptoti-
cally Poisson-distributed with parameter α.
This implies that the entropy of the network
satisfies
H(W ) =
(
c
2
)
l2H(W(1,1),(2,1))
≃
(
c
2
)
l2 h(Pois(α)),
where
h(Pois(α)) =
1
log(2)
(α(1 − log(α))
+e−α
+∞∑
k=0
αk
log(k!)
k!
)
is the entropy of the Poisson law with param-
eter α.
Therefore we obtain
η =
H(M)
H(W )
≃
2α
log(2) h(Pois(α))
> 0.
Note that in the Hopfield model with M =
const.N/ logN patterns the efficiency tends to
0 when N is large, while the efficiency for
our model is bounded away from zero. In-
deed, for the Hopfield model, H(M) is of order
N2/ log(N), while H(W ) is larger than N2,
since the matrix W has N(N − 1)/2 different
entries and each entry Wij follows the Bino-
mial law Bin(M, 1/2).
Moreover also notice, that η is increasing
with α, and one can compute numerically that
η > 1 if α ≥ 0.423. Interestingly, in Theo-
rem IV.5 we obtain similar critical value for α:
Both results show that if α is too large, the
system looses information in the sense that
H(M) > H(W ) and not all the information
contained in the words can be stored in the
system.
III. The retrieval dynamics
Already in (1) we introduced the dynamics
ϕ of our version of the GB model.
As a matter of fact, one can associate ei-
ther a sequential or a parallel dynamics with
ϕ. In this section will prove that for all initial
condition, both dynamics converge.
First let
S = ϕ(c,l) ◦ ϕ(c,l−1) ◦ . . . ◦ ϕ(1,1).
For an arbitrary initial state v(0) we define the
sequential dynamics v(t+ 1) = S(v(t)).
Then the following result holds:
Proposition III.1: Let H = HS be the fol-
lowing function:
HS(v) = −
1
2
∑
(a,i)
∑
(b,j)
W(a,i),(b,j)v(a,i)v(b,j)+κc
∑
(a,i)
v(a,i).
The reason, why it carries an index S is, that
with H as Hamiltonian (or energy function),
the dynamics S is a Hamiltonian zero temper-
ature (or gradient descent) dynamics.
Then for all M, c, l, and v(0),
HS(v(t+ 1)) ≤ HS(v(t)) for all t,
4and the sequential dynamics converges to a
fixed point.
Proof: To simplify notation, we denote by
capital letters the double indices, for example:
I = (a, i). With this notation, HS can be writ-
ten as
HS(v) = −
1
2
∑
I
∑
J
WI,JvIvJ + κc
∑
I
vI .
Let v ∈ ({0, 1}l)c not be a fixed point of
S. Then there exists K such that SK(v) :=
(S(v))K 6= vK . Then we can define w ∈
({0, 1}l)c such that wK = SK(v) and wI = vI
for all I 6= K. Then we need to prove that
HS(w) ≤ HS(v).
First suppose that vK = 0 and wK =
SK(v) = 1. Then
HS(w)−HS(v)
= −
1
2
∑
I( 6=K)
WI,KvI −
1
2
∑
J( 6=K)
WK,JvJ
+κc
= −
∑
I
WI,KvI + κc
≤ 0
Here we first use the symmetry WI,J =
WJ,I , and we exploit WK,K = 0. Then finally,
the last inequality is true since SK(v) = 1 if
and only if
∑
IWI,KvI − κc ≥ 0.
The second case is very similar : if vk = 1
and wK = SK(v) = 0, then
HS(w) −HS(v)
=
1
2
∑
I( 6=K)
WI,KvI
+
1
2
∑
J( 6=K)
WK,JvJ − κc
=
∑
I
WI,KvI − κc
< 0
Here we use thatWK,K = 0, vK = 1 and the
last inequality is true since SK(v) = 0 if and
only if
∑
IWI,KvI − κc < 0.
We deduce that HS(v(t + 1)) ≤ HS(v(t))
for all t and that for all initial state v(0), the
dynamics converges to configurations minimiz-
ing at least locally the Hamiltonian. Moreover,
the dynamics converges finally to a fixed point,
that is v such that S(v) = v, since flipping
from 1 to 0 strictly decreases the Hamiltonian
and there are only finitely many possible ener-
gies.
We will now consider the parallel dynamics.
Let T = (ϕ(1,1), . . . , ϕ(l,c)), and for all v(0), the
parallel dynamics v(t + 1) = T (v(t)), i.e. for
all (a, i), v(a,i)(t + 1) = ϕ(a,i)(v(t)). We have
the following result :
Proposition III.2: Let H = HT be the fol-
lowing function:
HT (v) = −
∑
(a,i)
∑
(b,j)
W(a,i),(b,j)v(a,i) y(b,j)
+κc
∑
(a,i)
(v(a,i) + y(a,i)),
where y = T (v). Again H can be considered
as the Hamiltonian that turns T into a Hamil-
tonian dynamics.
Then for all M, c, l, v(0),
HT (v(t+ 1)) ≤ HT (v(t)) for all t,
and the parallel dynamics converges to a fixed
point v∗, i.e. T (v∗) = v∗, or to a limit cycle
(v˜1, v˜2) of length 2, i.e.
T (v˜1) = v˜2 and T (v˜2) = v˜1.
Proof: With the previous notations, HT
can be written as
HT (v(t)) = −
∑
I
∑
J
WI,JvI(t) vJ(t+ 1)
+κc
∑
I
(vI(t) + vI(t+ 1))
and
HT (v(t + 1))−HT (v(t)) =
−
∑
J
(vJ (t+ 2)− vJ(t))(
∑
I
WJ,IvI(t+ 1)− κc),
since W is symmetric. And thus,
HT (v(t+ 1))−HT (v(t)) ≤ 0.
Indeed,
• if
∑
IWJ,IvI(t+1)−κc ≥ 0, then vJ (t+2) =
1, and vJ(t+ 2)− vJ (t) ≥ 0,
5• if
∑
IWJ,IvI(t+1)−κc < 0, then vJ (t+2) =
0, and vJ(t+ 2)− vJ (t) ≤ 0.
This proves that HT is decreasing along
each trajectory of the parallel dynamics and
this dynamics converges to a subset V such
that HT (T (v)) − HT (v) = 0, for all v ∈ V .
Moreover, if we consider the 2-steps dynamics
v(t + 2) = T ◦ T (v(t)), the previous calcula-
tions show that, there exists a t0 such that for
all t ≥ t0, for all J ,
• either vJ (t+ 2) = vJ(t),
• or vJ (t+ 2) 6= vJ (t) and∑
I
WJ,IvI(t+ 1)− κc = 0,
which implies vJ (t) = 0, vJ(t+ 2) = 1.
Thus, after a finite number of steps, we have
vI(t + 2) = vI(t), for all I, i.e. the dynamics
converges to a fixed point or to a 2-cycle.
IV. Bounds on the storage capacity
The purpose of the present section is to an-
alyze whether one can find threshold κ such
that an amount of M = αl2 patterns can be
stored in the above described variant of the
GB model. As we will see that this is in-
deed the case: Also in this sense our model
is considerably more effective than the Hop-
field model. Recall that in the latter, only for
M ≤ N/(2 logN) all patterns are fixed points
of the retrieval dynamics (see [15], [5],[4],and
[12], [13] for correlated information). In our
variant of the GP model there are N = l log l
neurons, while the number of messages to be
stored is proportional to l2. More precisely, we
will prove the following theorem.
Theorem IV.1: In the above model with
coding matrix W , let c = log l and M = αl2.
For κ ≤ 1− 1/c we have
1. If α < κ, for every fixed µ, every fixed block
a and every fixed coordinate k, we have that
P
(
ϕ(a,k)(m
µ) 6= mµ(a,k)
)
→ 0
as l and therefore N tends to infinity.
2. If α < κ exp(−(3 + κ)/κ), we have that
P (∃µ ∈ {1, . . . ,M} : T (mµ) 6= mµ) =
P
(
∃a, ∃i, ∃µ : ϕ(a,i)(m
µ) 6= mµ(a,i)
)
→ 0
as l and therefore N tends to infinity.
Remark IV.2: Again, the comparison to the
Hopfield model is interesting. As mentioned
above the storage capacity with N neurons
there is N/(2 logN). However, note that the
information in our case is extremely sparse.
Indeed, only c = log l out of the l log lmany en-
tries of a message are non-zero. A similar sit-
uation for the Hopfield model was considered
in the non-rigorous paper by Amari [7]. He
asserts that for a Hopfield model with N neu-
rons, where each message has O(logN) many
1’s and the other neurons are 0, the storage ca-
pacity is of order N2/(logN)2, which is only
slightly worse than our result.
Moreover, we will also be interested in the
error correcting abilities of the model. Such
errors in a message occur, if some characters
are false, or erased. In fact, both types of error
are equivalent, if we replace each missing char-
acter with a randomly chosen letter. If we not
only require the messages to be fixed points of
the network dynamics, but also that the net-
work is able to correct a certain percentage
of errors (hence works as a truly associative
memory), this may lower its capacity. How-
ever, the order of the capacity is maintained
as can be read off from the following theorem.
We will concentrate on one step of the parallel
dynamics. To this end we define the discrete
ball of radius r centered in mµ as
B(mµ, r) = {m ∈ Ac : dH(m
µ,m)
= card{j : mµj 6= mj} ≤ r}.
With this notation we have the following re-
sult.
Theorem IV.3: In the above model with
coding matrix W , let c = log l and M = αl2.
Moreover choose γ ∈]0, 1[, and set κ = min{1−
γ, 1− 1/c}, and take α < κ exp(−(1 + κ)/κ)).
Then for all µ = 1, . . . ,M and v randomly
chosen in B(mµ, γc− 1), we have
P (T (v) = mµ)→ 1
as l and therefore N tends to infinity.
In other words for α > 0 small enough we
can correct any randomly chosen input with at
most γc− 1 errors.
6Remark IV.4: Observe that, other than in
the Hopfield model, our model can even repair
more than 50 percent mistakes. This is due to
the fact that in the Hopfield model the situa-
tion between inputs +1 and −1 is symmetric,
while here a signal 0 is something completely
different than a signal 1. Repairing wrong in-
put messages is also a problem in the original
GB model, since there the number of 1’s is de-
creasing with the dynamics, i.e. a wrong 0 will
always stay a wrong 0.
Let us remark that the Theorem IV.3 is true
for random errors and can’t be extended to all
messages in B(mµ, γc − 1), for γ ∈]0, 1[. For
example, if we consider the message v, which
coincides with the message m1 for the blocks
a = 1, . . . , c/2 and with m2 for the block
c/2 + 1, . . . , c, we have necessarily T (v) 6= m1
or T (v) 6= m2. The correction of all possi-
ble corrupted messages with a given number
of errors is a really different problem: as men-
tioned in [9] for the Hopfield model, random
errors and worst case errors behave in entirely
different ways.
For the Hopfield model, using negative asso-
ciation, Bovier proved in [4] that the capacity
M = N/(2 logN) is in a certain sense opti-
mal and cannot be surpassed. For our model,
Theorem IV.1 states that for M = αl2 , with
α small enough, the memorized messages are
fixed points of the dynamics: From the proof
of this theorem in the following section, we see
that if κ ≤ 1−1/c and α ≤ κ exp(−(1+κ)/κ),
then for all µ = 1, . . . ,M ,
lim
l→∞
P(T (mµ) = mµ) = 1.
In particular, if we choose κ = 1 − 1/c, we
obtain the maximal value
α∗ = (1−1/c) exp(−1−
c
c− 1
) ≃ e−2 ≃ 0.135.
A natural question is whether the bound we
get for α is optimal. A first step in this direc-
tion is the following result where we obtain an
upper bound for the capacity, in the sense of
the stability of the memorized messages.
Theorem IV.5: Let κ ≤ 1 − 1/c. Then, for
each α > − log(1 − e−1) ≃ 0.45 and each µ ∈
{1, . . . ,M}, the message mµ is not stable with
probability converging to 1 when l tends to
infinity, i.e.
lim
l→∞
P(T (mµ) 6= mµ) = 1.
Remark IV.6: All the results concerning the
stability of stored messages are the same if we
consider the sequential dynamics S instead of
the parallel dynamics T .
V. Proof of Theorems IV.1 and IV.3
In this section Theorems IV.1 and IV.3 are
proved. The proofs are rather similar and em-
ploy exponential inequalities. We will treat the
proof of Theorem IV.1 in greater details and
will be slightly more sketchy about the proof
of Theorem IV.3.
Proof: [Proof of Theorem IV.1] For a
learned message mµ ∈ M we have to check,
whether mµ is a fixed point of the dynamics
ϕ. Without loss of generality µ = 1 and the
first pattern has a one entry at the first posi-
tion of every block and 0’s otherwise. That is
to say m1 = (e1, . . . , e1).
Now there are two cases to consider, depend-
ing on whether we want to check that a 1 re-
mains a 1 under the dynamics or a 0 remains
a 0. Let us start with the first case.
For i = 1, we have for 1 ≤ a ≤ c
c∑
b=1
l∑
j=1
W(a,1),(b,j)m
1
(b,j) =
c∑
b=1
W(a,1),(b,1) ≥ c−1,
so if we choose κ ≤ 1 − 1/c, we immediately
see that
P(ϕ(a,i)(v) = 1) = 1.
So all entries with a 1 are trivially fixed points
of our dynamics.
For the case that the entry of m1 is zero,
we may without loss of generality consider the
7case a = 1 and i = 2. Then
P
(
ϕ(1,2)(m
1) 6= m1(1,2)
)
= P

 c∑
b=2
l∑
j=1
W(1,2),(b,j)m
1
(b,j) ≥ κc


= P

 c∑
b=2
l∑
j=1
M∑
µ=2
ζµ(1,2)ζ
µ
(b,j)m
1
(b,j) ≥ κc


= P
(
c∑
b=2
M∑
µ=2
ζµ(1,2)ζ
µ
(b,1) ≥ κc
)
≤ e−tκcE
[
e
t
∑c
b=2
∑M
µ=2 ζ
µ
(1,2)
ζµ
(b,1)
]
= e−tκcE
[
et
∑c
b=2 ζ
2
(1,2)ζ
2
(b,1)
]M−1
(2)
for some t > 0. Here we just apply the def-
inition of the dynamics, the definition of W ,
the fact that we know, for which coordinates
m1 has a non-zero entry, and finally an expo-
nential Chebyshev-inequality and the indepen-
dence of the messages.
We compute E
[
et
∑c
b=2 ζ
2
(1,2)ζ
2
(b,1)
]
and obtain
the following bound:
E
[
et
∑
c
b=2 ζ
2
(1,2)ζ
2
(b,1)
]
=
(
1−
1
l
)
· 1 +
1
l
(
E[et
∑c
b=2 ζ
2
(b,1) ]
)
≤
(
1−
1
l
)
+
1
l
(
et − 1
l
+ 1
)c
≤
(
1−
1
l
)
+
1
l
ec·
et−1
l ,
where we used the standard estimate 1+x ≤ ex
for all x. Plugging this into (2), we arrive at
P
(
ϕ(1,2)(m
1) 6= m1(1,2)
)
(3)
≤ e−tκc
[(
1−
1
l
)
+
1
l
ec·
et−1
l
]M
≤ e−tκce
M
l
(
ec·
et−1
l −1
)
.
Now, for fixed t and l →∞, we have by ex-
panding the first exponential in the exponent
P
(
ϕ(1,2)(m
1) 6= m1(1,2)
)
≤ e−tκc exp
(
M
l
(
ec·
et−1
l − 1
))
= e−tκce
M
l
(
c e
t−1
l
+ 12
(
c e
t−1
l
)2
+O
((
c e
t−1
l
)3))
= e−tκce
Mc
l2
(et−1)+Mc
2
2l3
(et−1)2+M
l
O
(
( cl (e
t−1))3
)
≈ exp
(
c
(
−tκ+ α(et − 1)
))
,
where for two sequences (al) and (bl) we write
al ≈ bl, if the fraction al/bl tends to 1 as l
tends to infinity.
The right hand side above takes its mini-
mum at t = log(κ/α). Plugging this value in
yields
P
(
ϕ(1,2)(m
1) 6= m1(1,2)
)
≤ lκ−α−κ log(κ/α).
If now α < κ the exponent is negative. This
proofs the first assertion of the Theorem.
Moreover,
P
(
∃1 ≤ a ≤ c, 1 ≤ i ≤ l, 1 ≤ µ ≤M : ϕ(a,i)(m
µ) 6= mµ(a,i)
)
≤Mlc ec(−tκ+α(e
t−1))
Due to our choice of M = αl2 and c = log l
this converges to 0, if
−tκ+ α(et − 1) < −3.
If we replace t by log(κ/α) we obtain
−κ log
(κ
α
)
+ κ− α < −3.
We deduce that the previous inequality is true,
if
−κ log
(κ
α
)
< −3− κ,
that is α < κ exp(−(3 + κ)/κ).
We will now continue with proof of Theorem
IV.3.
Proof: [Proof of Theorem IV.3] Choose
0 < γ < 1 and as indicated in the theorem, we
set κ = 1 − γ. Suppose we want to correct a
message with r errors, where r ≤ γc−1. Again
without loss of generality we concentrate on
the case µ = 1 and m1 = (e1, . . . , e1). Let v =
(e2, . . . , e2, e1, . . . , e1) be the vector consisting
8of e2 in the first r places and e1 in the last c−r
places, i.e. v is m1 with r errors.
Now there are now four different cases to
differentiate:
• The false 1’s in the clusters with wrong en-
tries have to be turned into a 0,
• The correct 0’s in all clusters have to remain
0s,
• The wrong 0’s have to be turned into 1’s,
• and the correct 1’s have to remain 1’s.
The last two cases indeed are similar and
with our choice of κ, they have probability one.
Indeed, for example take a = 1, b = 1. Using
v(b,j) = 1 only if b ≤ r, j = 2, or b ≥ r + 1, j =
1, we obtain
P

 c∑
b=1
l∑
j=1
W(1,1),(b,j)v(b,j) < κc


= P

 r∑
b=1
l∑
j=1
W(1,1),(b,j)v(b,j)
< κc−
c∑
b=r+1
W(1,1),(b,1)
)
≤ P

 r∑
b=1
l∑
j=1
W(1,1),(b,j)v(b,j) < κc− c+ r


= 0,
since
c∑
b=r+1
W(1,1),(b,1) ≥ c− r and κc− c+ r ≤
−γc+ r ≤ 0.
This proves that a wrong 0 becomes a 1 with
probability 1. Let us now consider the case of
the correct 1’s. For example, for c = 1 and
b = 1, we obtain
P

 c∑
b=1
l∑
j=1
W(c,1),(b,j)v(b,j) < κc


= P

 r∑
b=1
l∑
j=1
W(c,1),(b,j)v(b,j)
< κc−
c∑
b=r+1
W(c,1),(b,1)
)
≤ P

 r∑
b=1
l∑
j=1
W(1,1),(b,j)v(b,j)
< κc− c+ r + 1)
= 0,
since
c∑
b=r+1
W(c,1),(b,1) ≥ c− r− 1 and κc− c+
r − 1 ≤ −γc+ r − 1 ≤ 0.
The first two cases are also identical and can
be treated analogously to our last calculations:
For the first case and a = 1, using ζ1(1,2) = 0,
we get exemplary
P

 c∑
b=1
l∑
j=1
W(1,2),(b,j)v(b,j) ≥ κc


= P

 c∑
b=2
l∑
j=1
M∑
µ=2
ζµ(1,2)ζ
µ
(b,j)v(b,j) ≥ κc


= P
(
r∑
b=2
M∑
µ=2
ζµ(1,2)ζ
µ
(b,2) +
c∑
b=r+1
M∑
µ=2
ζµ(1,2)ζ
µ
(b,1) ≥ κc
)
≤ e−tκcE
[
et
∑
c
b=2
∑
M
µ=2 ζ
µ
(1,2)
ζµ
(b,1)
]
≤ ec(−tκ+α(e
t−1))
This function is minimal in t = log (κ/α).
So, if we want to correct a randomly chosen
message v ∈ B(mµ, γc− 1), we need to bound
the following probability
P (T (v) 6= mµ) ≤ clec(−tκ+α(e
t−1))
≤ ec(−tκ+α(e
t−1)+1+o(1)),
We want that the right hand side converges
to 0, which is the case if
−tκ+ α(et − 1) < −1.
9After filling in the minimizing t, i.e. t =
log (κ/α), this becomes
− log
(κ
α
)
κ+ κ− α < −1,
which is true if
α < κ exp(−
1 + κ
κ
),
with κ = 1 − γ. This finishes the proof of
Theorem IV.3.
VI. Proof of Theorem IV.5
In this section, we prove the lower bound on
the storage capacity. i.e. Theorem IV.5.
Proof: [Proof of Theorem IV.5] Again,
without loss of generality, we take µ = 1 and
mµ = (e1, . . . , e1) Observe that the message
m1 cannot be a fixed point of the dynamics,
if there is at least one node v(a,i), i 6= 1, with
ϕ(a,i)(m
1) = 1, which holds if
c∑
b=1
W(a,i),(b,1)v(b,1) ≥ c− 1,
and
P(T (m1) 6= m1) =
P(∃a ∈ {1, . . . , c}, ∃i ∈ {2, . . . , l} : ϕ(a,i)(m
1) = 1).
This is in particular the case if v(a,i) is con-
nected to every neuron of m1,
P(T (m1) 6= m1)
≥ P(∃a ∈ {1, . . . , c}, ∃i ∈ {2, . . . , l},
∀b ∈ {1, . . . , c} \ {a} :W(a,i),(b,1) ≥ 1).
This probability can be bounded by
P(T (m1) 6= m1)
≥ P(∃a ∈ {1, . . . , c}, ∃i ∈ {2, . . . , l},
∀b ∈ {1, . . . , c} \ {a} :W(a,i),(b,1) ≥ 1)
= 1− P(∀a ∈ {1, . . . , c}, ∀i ∈ {2, . . . , l}
∃b ∈ {1, . . . , c} \ {a} :W(a,i),(b,1) < 1)
≥ 1− P(∀i ∈ {2, . . . , l}∃b ∈ {2, . . . , c} :
W(1,i),(b,1) < 1).
The neurons (1, i) and (1, j), i 6= j, cannot
be part of the same message. Hence, for i 6= j,
we have
P(∃b1, b2 ∈ {2, . . . , c} :
W(1,i),(b1,1) < 1,W(1,j),(b2,1) < 1)
≤ P(∃b1 ∈ {2, . . . , c} :W(1,i),(b1,1) < 1)×
P(∃b2 ∈ {2, . . . , c} :W(1,j),(b2,1) < 1).
Instead of an exact formal proof we give a more
intuitive justification: If (1, i) is not connected
to every neuron m1a of the other clusters a,
2,≤ a ≤ c, it will be more likely (but defi-
nitely not less likely, this is all we need) that
(1, j) is connected to every neuron m1a of the
other clusters, because (1, i) and (1, j) cannot
be part of the same message. This means on
the one hand that the fact that (1, i) is not
connected to every other cluster does not give
any information about the neurons m1a being
activated in the same messages than (1, j). On
the other hand, (1, i) and (1, j) share the first
cluster’s M − 1 places in the M − 1 remaining
messages, so they compete for the places, and
the fact that (1, i) is not connected to each of
the other clusters indicates less messages con-
taining (1, i) and potentially more that can
contain (1, j). This argument can in fact be
turned into a rigorous proof.
Altogether we have
P(∀i ∈ {2, . . . , l}∃b ∈ {2, . . . , c} :W(1,i),(b,1) < 1)
≤
l∏
i=2
P(∃b ∈ {2, . . . , c} :W(1,i),(b,1) < 1)
= P(∃b ∈ {2, . . . , c} :W(1,2),(b,1) < 1)
l.
Thus, we have to estimate
P(∃b ∈ {2, . . . , c} : W(1,2),(b,1) < 1).
Lemma VI.1: Let m1 = (e1, . . . , e1),
a ∈ {1, . . . , c} and i ∈ {2, . . . , l}.
We define Y by the number of neurons belong-
ing to the message m1 which are connected to
(a, i). Then for the distribution of Y , it holds
that
P(Y = i) =
(
c− 1
i
)(
1− e−α
)i
e−α(c−1−i)(1+o(1))
for i ∈ {0, . . . , c − 1}, and 0, otherwise. In
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particular,
P(∀b ∈ {1, . . . , c} \ {a} :W(a,i),(b,1) = 1)
= 1−
(
1− e−α
)c−1
(1 + o(1))
as l→∞.
With Lemma VI.1 in hands we can conclude
the Proof of Theorem IV.5 in the following
way:
P(∃b ∈ {2, . . . , c} :W(1,2),(b,1) < 1)
= 1− P(∀b ∈ {2, . . . , c} :W(1,2),(b,1) = 1)
= 1−
(
1− e−α
)c−1
(1 + o(1)).
Finally,
P(T (m1) 6= m1)
≥ 1−
(
1− (1− e−α)
c−1
(1 + o(1))
)l l→∞
→ 1
for α > − log(1− e−1) ≈ 0.45.
It remains to prove Lemma VI.1.
Proof: [Proof of Lemma VI.1] We choose
without loss of generality a = 1 and i = 2. Let
Y be the number of neurons belonging to the
message m1 which are connected to (1, 2). To
determine the distribution of Y , we split the
event {Y = i} into the disjoint events
{Y = i, Z(1,2) = n},
where Z(1,2) is the number of messages con-
taining (1, 2).
Then,
P(Y = i|Z(1,2) = n)
=
(
1−
(
1−
1
l
)n)i(
1−
1
l
)n(c−1−i)
.
We arrive at
P(Y = i)
=
(
c− 1
i
)M−1∑
n=0
(
M − 1
n
)
1
ln
(
1−
1
l
)M−1−n
×
(
1−
(
1−
1
l
)n)i (
1−
1
l
)n(c−1−i)
=
(
c− 1
i
)M−1∑
n=0
(
M − 1
n
)
1
ln
×
(
1−
1
l
)M−1−n+n(c−1−i)
×
i∑
k=0
(
i
k
)
(−1)k
(
1−
1
l
)nk
=
(
c− 1
i
) i∑
k=0
(
i
k
)
(−1)k
M−1∑
n=0
×
(
M − 1
n
)
1
ln
(
1−
1
l
)M−1−n+nk+n(c−1−i)
=
(
c− 1
i
) i∑
k=0
(
i
k
)
(−1)k
×
(
1
l
(
1−
1
l
)k+c−1−i
+ 1−
1
l
)M−1
=
(
c− 1
i
) i∑
k=0
(
i
k
)
(−1)k
×
(
1
l
−
k + c− 1− i
l2
+O(l−3) + 1−
1
l
)M−1
=
(
c− 1
i
) i∑
k=0
(
i
k
)
(−1)k
×
(
1−
k + c− 1− i
l2
+O(l−3)
)M−1
=
(
c− 1
i
) i∑
k=0
(
i
k
)
(−1)k
×e−α(k+c−1−i)(1 + o(1))
=
(
c− 1
i
)(
1− e−α
)i
e−α(c−1−i)(1 + o(1)).
In particular
P(Y = c− 1) =
(
1− e−α
)c−1
(1 + o(1)).
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