Abstract: Assessment of dependability of component-based systems must include verification of temporal and performance requirements as they can be of primary importance for many real-time and embedded systems. This paper uses labelled timed Petri nets as models of the behaviour of components at their interfaces. These component models are systematically composed into an integrated model of the system which is used for verification of temporal characteristics and performance analysis.
Introduction
As software engineering continues to adopt a component-based approach toward the construction of increasingly complex software architectures, the need to assess the compatibility and interoperability of the individual software components is becoming critical during the integration phase of the software production process (Meyer, 2003; Szyperski, 2003) . This assessment includes performance analysis of integrated systems and verification of temporal requirements which can be of primary importance for many real-time and embedded systems. While manual and ad-hoc strategies toward component integration have met with some success in the past, such techniques do not lend themselves well to automation. Clearly, a more formal approach toward the compatibility and interoperability assessment is needed. Such a formal approach would permit an assessment based on automated techniques and would also help promote the reuse of existing software components.
Components represent high-level software models; they must be generic enough to work in a variety of contexts and in cooperation with other components, but they also must be specific enough to provide easy reuse. Although there are many (informal) component definitions (Brown, 2001; Szyperski, 2000) , very few attempts have been made to formalise these concepts. One aspect which many component definitions have in common is the notion of an interface that defines the component's access points (Szyperski et al., 2002) . These access points allow other components to use the services provided by a component. Normally, a component can have multiple interfaces corresponding to its different access points. This paper extends previous work on using Petri net models for the representation of components' behaviour at their interfaces. It is known that languages defined by (labelled) Petri nets include regular languages, some context-free and even context-sensitive languages (Murata, 1989) . Therefore, they are significantly more general than languages defined by finite automata (Chaki et al., 2004) ; however, the verification of component compatibility is significantly more difficult than in the case of regular languages (Craig and Zuberek, 2007; Craig, 2006) .
Petri net models proposed earlier for the verification of component compatibility (Craig and Zuberek, 2006, 2007) are extended by temporal characteristics of provided services. This makes it possible to study the performance aspects of modelled systems and to verify their time-critical behaviour.
Similarly as before, interacting components are composed in such a way that their interoperability can be assessed systematically. Reachability analysis, structural methods and even simulation techniques can be used for performance analysis of the composed model. The proposed approach is sufficiently flexible to allow multiple 'client-like' and 'server-like' components to be combined in a variety of ways to achieve different specification goals.
Section 2 recalls the basic concepts of timed Petri nets. Section 3 is a brief introduction to component modelling using Petri nets. Composition of component models is formally defined in Section 4, while Section 5 discusses simulation-based evaluation of the performance of timed net models. This evaluation is used in Section 6 to find the performance of a simple example illustrating the proposed approach. Concluding remarks are provided in Section 7.
Timed Petri nets
Petri nets are known as a simple and convenient formalism for modelling systems that exhibit parallel and concurrent activities (Murata, 1989; Reisig, 1985) . In Petri nets, these activities are represented by the so called tokens which can move within a (static) graph-like structure of the net. More formally, a marked place/transition Petri net M is defined as
where the structure N is a bipartite directed graph, ( , , ), = N P T A with a set of places , P a set of transitions , T a set of directed arcs A connecting places with transitions and transitions with places, × × A T P P T ⊆ ∪ and an initial marking function 0 m which assigns non-negative numbers of tokens to places of the net, 0 : {0,1 , }. → … m P A place is shared if it is connected to more than one transition. A shared place p is free-choice if the sets of places connected by directed arcs to all transitions sharing p are identical. Each free-choice place determines a free-choice class of transitions sharing it. A shared place which is not free-choice is a conflict place and transitions sharing conflict places are called conflicting transitions.
In order to study performance aspects of Petri net models, the duration of activities must also be taken into account and included into model specifications. In timed nets (Zuberek, 1991) , occurrence times are associated with transitions and transition occurrences are real-time events, i.e., tokens are removed from input places at the beginning of the occurrence period and they are deposited to the output places at the end of this period [sometimes this is also called a three-phase firing mechanism as opposed to one-phase instantaneous occurrences of transitions in stochastic nets (Ajmone Marsan et al. 1984; Bause and Kritzinger, 1996) and time nets (Merlin and Farber, 1976) ]. All occurrences of enabled transitions are initiated in the same instants of time in which the transitions become enabled (although some enabled transitions cannot initiate their occurrences). If, during the occurrence period of a transition the transition becomes enabled again, a new, independent occurrence can be initiated, which will overlap with the other occurrence(s). There is no limit on the number of simultaneous occurrences of the same transition (sometimes this is called infinite occurrence semantics). Similarly, if a transition is enabled 'several times' (i.e., it remains enabled after initiating an occurrence), it may start several independent occurrences in the same time instant.
More formally, a timed Petri net is a triple, ( , , ),
Mc f where M is a marked net, transitions and relative occurrence frequencies to conflicting transitions and f is a timing function which assigns an (average) occurrence time to each transition of the net, : ,
R is the set of non-negative real numbers. The occurrence times of transitions can be either deterministic or stochastic (i.e., described by some probability distribution function); in the first case, the corresponding timed nets are referred to as D-timed nets, in the second, for the (negative) exponential distribution of firing times, the nets are called M-timed nets (Markovian nets). In both cases, the concepts of state and state transitions have been formally defined and used in the derivation of different performance characteristics of the model (Zuberek, 1991) .
In timed nets, the occurrence times of some transitions may be equal to zero, which means that the occurrences are instantaneous; all transitions with zero occurrence time are called immediate (while the others are called timed). Since the immediate transitions have no tangible effects on the (timed) behaviour of the model, it is convenient to divide the set of transitions into two parts, the set of immediate and the set of timed transitions, and to first perform all occurrences of the (enabled) immediate transitions and then (still in the same time instant), when no more immediate transitions are enabled, to start the occurrences of (enabled) timed transitions. It should be noted that such a convention effectively introduces the priority of immediate transitions over the timed ones, so the conflicts of immediate and timed transitions are not allowed in timed nets. Detailed characterisation of the behaviour or timed nets with immediate and timed transitions is given in Zuberek (1991) .
Component model
The behaviour of a component, at its interface, can be represented by a (cyclic) labelled timed Petri net:
where ( , , , , , ) 
S is an alphabet representing the set of services that are associated with transitions by the labelling function :
(ε is the 'empty' service; it labels transitions which do not represent services). In order to represent component interactions, the interfaces are divided into provider interfaces (or p-interfaces) and requester interfaces (or r-interfaces). In the context of a provider interface, a labelled transition can be thought of as a service provided by that component; in the context of a requester interface, a labelled transition is a request for a corresponding service. For example, the label can represent a conventional procedure or method invocation. It is assumed that if the p-interface requires parameters from the r-interface, then the appropriate number and types of parameters are delivered by the r-interface. Similarly, it is assumed that the p-interface provides an appropriate return value, if such a value is required. The equality of symbols representing component services (provided and requested) implies that all such requirements are satisfied.
For unambiguous interactions of requester and provider interfaces, it is required that in each p-interface there is exactly one labelled transition for each provided service:
Moreover, all providers must be ε-conflict-free, i.e.:
(the last condition could be used in a more relaxed form which is not discussed here for simplicity of presentation). Component behaviour is determined by the set of all possible sequences of services (required or provided by a component) at a particular interface. Such a set of sequences is called the interface language. Interface languages are used to define component compatibility and to verify the compatibility of interacting components (Craig and Zuberek, 2006, 2007) .
Although some performance characteristics can also be derived from interfaces languages of interacting components, a more general approach is used, based on performance analysis of the composed model. In this way, all effects of potential concurrent executions of requester and provider components can easily be taken into account.
Component composition
Verification of temporal behaviour of interacting components is performed by analysing the composed model of interacting components. The composition operation follows the CORD (compatible or deadlocked) composition proposed in Craig (2006) and Craig and Zuberek (2006, 2007) for the verification of component compatibility.
Composition of a single requester with a single provider
A requester interface ( , , , , , , , ) 
The composition is based on service transitions, i.e., those transitions in the p-interface and r-interface that have non-empty labels. Let:
For a single service (denoted by 'a'), the composition is outlined in Figure 1 , which shows a fragment of requester and provider interfaces before and after composition (Craig, 2006; Craig and Zuberek, 2006) . The composition of an r-interface M i with a p-interface , M j with the same sets of
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where Inp( ) t is the set of 's t input places and Out( ) t is the set of its output places. 
Composition of multiple requesters with multiple providers
In multirequester composition, several requester interfaces interact concurrently with the same provider interface. For example, multiple web clients connecting to a web server would constitute a multirequester composition.
For a single service (denoted by 'a'), the multirequester composition is outlined in Figure 2 which shows two requester interfaces and a provider interface before and after composition. It can be observed that the composition is a systematic extension of the single requester case.
Figure 2a Multirequester interaction -before composition
Requester k
The composition introduces conflict places in sequentialisation of (potentially concurrent) accesses of several requesters to the same provider's service. All such conflicts are resolved in a random way by using equal probabilities for all conflicting requests. Let the family of requesters be denoted
For simplicity, it is assumed that all components use one common set of services, so ( , , , , , , , ),
k Similarly, let the family of providers be
As in the case of single requester, the composition is based on service transitions. Let:
, , .
Multirequester interaction -after composition
Also, let the sets of all the requesters' and providers' transitions (both labelled and unlabelled), places, arcs and final markings be denoted, respectively, as:
The composition of a family of r-interfaces, 
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Model evaluation
Timed Petri net models are discrete-event systems; an occurrence of an event results in a discrete change of the state of the net model. Evaluation of such models can be done in several ways, depending upon the properties of the model. If the (composed) model is covered by a family of simple cyclic subnets, the performance can be determined by the performances of the subnets (Zuberek, 2001 ). More specifically, if all occurrence times are constant, the cycle time of the net, 0 , τ is equal to the maximum cycle time of the covering subnets (Ramamoorthy and Ho, 1980; Sifakis, 1977) :
where k is the number of subnets covering the original net and each ,
k is the cycle time of the subnet , i which is equal to the sum of occurrence times associated with the transitions, divided by the total number of tokens assigned to the subnet:
In many cases, the number of subnets can be reduced by removing from the analysed net all elements which do not affect the performance of models (Zuberek and Kubiak, 1999) .
For bounded models for which the state space is not unreasonably large, reachability analysis can be used which first builds the underlying Markov (or semi-Markov) model and then analyses it (Zuberek, 1991) .
Yet another method of performance evaluation which imposes very few restrictions on the class of analysed models uses discrete-event (and in particular, event-driven) simulation. In discrete-event simulation, an occurrence of an event may cause some other events to occur at the same time or at some future time. There are two basic methods of organising discrete-event simulations (Molloy, 1989) , the time-based [or synchronous-timing (Kobayashi, 1981) or fixed-step (Ferrari, 1978) ] simulation and event-driven [or asynchronous-timing (Kobayashi, 1981) ] simulation. For time-based simulation, the model is analysed at consecutive, regularly distributed time instants and all events which can occur at these time instants, are executed (changing the state of the model); although this approach is rather simple to implement, quite often it also is very inefficient, especially when events are clustered in time (i.e., there are periods of high activities followed by periods of inactivities of the model).
In event-driven simulation, the control of the (simulated) time depends only upon the activities of the model. During execution of events, all future events are stored in a list of events also called the 'event queue'. This list is ordered with respect to the time in which the events are scheduled to occur; the event scheduled to occur in the nearest future is at the front of the list. If there are no more events to be executed at the present (simulated) time instant, the next event is fetched (or 'dequeued') from the list of events, the (simulated) time is advanced accordingly and the event is executed (possibly creating new events). Event-driven simulation is more difficult to implement than time-based simulation, but it is much more flexible with respect to time control, as it analyses the model only at time instants when events occur.
Let schedule (Event,Time) denote the operation of 'inserting', in the event queue, a new event of type Event which is scheduled to occur at time instant Time. The simulation is usually executed for some fixed period of (simulated) time; let this period of time be denoted TimeLimit. This time limit can be incorporated in the simulator by scheduling a special event, EndSimulation, at time TimeLimit; execution of this event terminates the simulation and outputs simulation results: It should be observed that if no new events are created during execution of the initial event (or subsequent events), the simulation run ends rather quickly.
The event list is a two-level list structure; the first level represents the future time events (at which some events have been scheduled), while the second-level lists collect all events scheduled at the same time instant.
During the simulation of net models, three consecutive steps are performed at each time instant (Zuberek, 1996b) ; first, all firings which are scheduled for termination at this time instant are processed and the marking function is updated by depositing tokens to output places of the corresponding transitions.
In the second step, all possible firings of enabled immediate transitions (i-transitions) are executed (and the marking function is updated accordingly): The identification of (enabled) conflict-free transitions and free-choice classes of transitions is done during the initial processing of the net (Zuberek, 1996a) . The classes of conflicting transitions depend upon the marking function, so they must be determined for each marking function.
The results of simulation runs may include different performance measures, evaluated and presented in many different ways. Quite often these results depend upon a particular application. Therefore only very simple data are collected during the simulation of net models and some 'postprocessing' capabilities are provided to calculate performance measures from these 'raw data'.
During the simulation, the numbers of initiated firings are counted for each transition, and also the total time of all firings (including overlapping firings) is cumulated for each transition. Moreover, the numbers of tokens entering each place are also counted (including the initial marking) and the total 'waiting' time of all tokens is cumulated for each place of the analysed model. After the termination of the simulation, these results of the simulation are available for further analysis. A 'postprocessing' interpreter is provided which evaluates simple expressions composed of constants, net parameters and simulation results. If this performance of the provider is unsatisfactory, the provider component can be redesigned allowing more independence of the provided services. Figure 4(a) shows a model of a component which still requires that each operation b is preceded by an operation a, but which also allow the operations a of several requesters to be performed before any of the corresponding b operations (which is not allowed in model shown in Figure 3 ). Consequently, when one of the requesters performs its local operations separating the a and b service requests, the second requester can have its services provided.
The utilisation of the service transitions in Figure 4 (b) is 0.3636, so it is significantly improved with respect to the solution shown in Figure 3 .
Concluding remarks
The paper proposes an extension of earlier work on component compatibility. The extension introduces temporal characteristics of services provided by interacting components and this allows studying the performance properties of component-based systems.
The derived models of realistic systems can be quite complicated and their performance analysis can become a non-trivial task. Fortunately, there are several techniques that can be used for analysis of Petri net models. For small models, reachability analysis can be used for all kinds of performance and verification aspects. For some classes of models, structural analysis can be very efficient avoiding the difficulties (and in particular, the 'state explosion') of some models. For large models, the simulation techniques can offer the robustness that is not provided by the other techniques.
The proposed approach is based on the integrated model of interacting components. An interesting research question would be to develop an incremental model development as it would allow a software architect to 'reuse' the verification steps for subsystems that are not affected by modifications.
Several improvements can be implemented easily. For example, the process of identifying conflict classes for a given marking functions, and in fact, for a given list of enabled transitions, is rather time-consuming. Therefore, instead of repeatedly checking possible conflicts by comparing the input lists of occurrences, it may be beneficial to save the performed decompositions and to reuse them if the same case is analysed again.
Another interesting related problem is how to obtain Petri net models of components; could such models be generated (automatically) from component specifications or, perhaps, from the implementation code?
