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In this Letter, we present a new strategy for applying the learning machine to study phase
transitions. We train the learning machine with samples only obtained at a non-critical parameter
point, aiming to establish intrinsic correlations between the learning machine and the target system.
Then, we find that the accuracy of the learning machine, which is the most important performance
index in conventional learning machines, is no longer a key goal of the training in our approach.
Instead, relatively low accuracy of identifying unlabeled data category can help to determine the
critical point with greater precision, manifesting the singularity around the critical point. It thus
provides a robust tool to study the phase transition. The classical ferromagnetic and percolation
phase transitions are employed as illustrative examples.
Introduction — Machine learning has become an new
tool for solving various physical problems [1–13] such as
crystal structure prediction [6, 11, 14], quantum prob-
lems [9, 10, 13, 15–18] and, in particular, the identifi-
cation of phase transitions [8, 12, 18–23]. The funda-
mental benefit of applying machine learning in physi-
cal problems is that this approach can extend beyond
the limits of conventional physical approaches by obtain-
ing solutions based on partial or even no prior physi-
cal knowledge, and thereby extrapolate them to unex-
plored data. This benefit has been demonstrated in phase
transition problems by unsupervised learning approaches
[11, 19, 21, 23]. Wang [23] first applied principle compo-
nent analysis (PCA) to classify the two phases in the
Ising model. Later, van Nieuwenburg et al. [21] pro-
posed the so-called confusion scheme to obtain critical
points successfully for several Ising-like models. The ap-
plication of unsupervised machine learning represents a
landmark in the study of phase transitions.
However, these researches are based on Ising-like mod-
els of which configurations are the results of dynamic
evolutions. Here, dynamic evolution drives the system to
be different clustered configurations that are distinguish-
able according to the statistical characteristics of the
configuration vectors. For other models, phase features
are not always rigidly correlated to statistical properties.
For example, configurations of the two-dimensional (2D)
square-lattice site percolation model are represented by
a binary vector with open (+1) and closed (−1) compo-
nents. The open or closed state of each site is randomly
determined according to the probability p or (1 − p),
where p is the probability of the open state for a site.
A percolation configuration is defined as a specific route
that is connected from one side of the square to the op-
posite by sites residing in open states [24], which is not
a consequence of dynamic evolution. This is similar to
defining the shape of a smile in the binary image, which
is a feature with no simple correlation to the intrinsic
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properties of the configuration vectors. In the case of
percolation models then, the information pertaining to a
desired phase feature must be included by supervisors.
On the other hand, supervised learning approaches
have already been applied to phase transition problems
[8, 12, 13, 18, 20, 25]. Carrasquilla et al. [20] demon-
strated that a well-designed learning machine can distin-
guish phases of some Ising-like models. Nevertheless, la-
beled samples obtained over the entire parameter interval
were required in the training process. Then, phase transi-
tion curves can be obtained by simply counting the num-
ber of labeled samples, and the learning machine merely
plays a role to enhance the accuracy of the results by
identifying a large amount of unlabeled configurations.
Other researches based on supervised learning have the
similar situations [8, 12, 13, 25]. Even though some re-
search declared that they can successfully train a learning
machine by the configurations obtained near the critical
point [17], it implicitly applies the prior-information of
critical point, which should be unknown here before the
learning machine studies. Therefore, traditional super-
vised learning cannot go beyond the physical approaches
to find the critical points in phase transition problems
and a new strategy is needed.
In this Letter, we first illustrate that the unsupervised
methods fail in identifying phases in percolation models,
and then clarify the conditions under which these meth-
ods work. Next, we introduce the new strategy by using
the 2D square-lattice site percolation model and the 2D
Ising model as examples. On the framework of machine
learning, it appears as a semi-supervised learning. We
generate configurations at an arbitrary parameter point
to train the learning machine, and apply the machine to
identify unlabeled data over the entire parameter inter-
val. Different from the conventional supervised learning,
the accuracy is not the central factor. In more detail,
in usual application of learning machine, the accuracy of
identifying data categories is the most important perfor-
mance index, and the higher the better. Here, instead
of pursuing a high accuracy, the purpose of training is
to establish an intrinsic correlation between the learn-
ing machine and the target system, leading a singular-
2ity around the critical point. The singularity may be
manifested as the maximum or minimum uncertainty in
identifying data categories, or sudden changes in some
observable quantities. Therefore, the unorthodox appli-
cation of the learning machine provides a robust tool to
recover phase diagram, and even to find sub-phase struc-
tures that conventional physical approaches may ignored.
FIG. 1. Architecture of the convolutional neural network.
Learning Machine and Models — The machine learn-
ing proposed in the present work employs a convolutional
neural network (CNN). The architecture is illustrated in
Fig. 1. The convolutional layer is divided into two parts,
which include a layer with eight 3× 3 filters and a small
three-layer network with eight 3 × 3 filters per layer. A
rectified linear unit is adopted as the activation function.
The output layer adopts a classical softmax classifier fol-
lowing a fully connected layer with 256 rectified linear
units [26, 27].
Two models, the 2D square-lattice site percolation
model and the 2D Ising model, are applied in our study.
The former one has been already introduced above. The
latter is defined on the square lattice with the nearest-
four spin-spin interactions by the Hamiltonian, H =
−
∑
ij σiσj − h
∑N
i σi, where the spin σ = ±1. Periodic
boundary conditions are adopted here. In the thermody-
namic limit with h = 0, a second-order phase transition
occurs at the critical temperature Tc (≈ 2.269), beyond
which configurations will simultaneously converge to the
non-ferromagnetic phase for which 〈m〉 = 0, where 〈m〉
is the magnetization defined as 〈m〉 = 1
N
∑N
i=1 σi [28].
Mathematically, configurations for both models can all
be regarded as square binary images. For machine learn-
ing each image is converted to a 1D vector according to
orders of its rows. Besides, the exact categories of config-
urations are determined by the two-pass algorithm [29]
for the percolation model and the traditional Metropolis
Monte-Carlo methods [28] for the Ising model.
Unsupervised Learning — We first illustrate that the
unsupervised learning methods, including K-means algo-
rithm, the confusion scheme and the PCA method, fail in
finding the percolation phase transition. Here, the train-
ing set is obtained by sampling 103 configurations every
0.01 at the entire parameter interval of p. K-means algo-
rithm aims to figure out the training set into k clusters
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FIG. 2. Application of unsupervised learning to the perco-
lation model. (a) Phase-transition curves obtained by the k-
means clustering algorithm indicating the predicted percent-
age P of percolating configurations in the parameter interval
p ∈ [0, 1] or p ∈ [0.3, 1]. (b) The accuracy of the confusion
scheme. The solid lines in the figures are provided merely for
guiding the eyes.
in which each data point belongs to the cluster with the
nearest mean [30]. To cluster configurations into two
classes, we initialize 2 clustering centroids randomly, cal-
culate the Euclidian distances from each configuration to
every centroid, find the nearest one to the configuration
and tag it with the label of the centroid. Positions of
clustering centroids can be obtained by updating the av-
eraging positions of all the points of configurations until
they converge. With these centroids, labels can be tagged
and the proportion P of percolating configurations at ev-
ery p in the total set can be calculated. Fig. 2 (a) shows
the predicted phase transition curve for two choice of the
data set. One is from the interval p ∈ [0.3, 1] and the
other from p ∈ [0, 1], respectively. It can be found that
the predicting critical point is not in accordance with the
real one (0.593). Instead, the predicted curves depend on
the intervals of data sets.
To apply the confusion scheme, we need to guess a se-
quence of critical point c′ in the parameter interval [c1, c2]
and assign configurations at the two sides divided by c′
with different labels respectively. Thus, a sequence of
training and testing data sets are constructed. Then, a
learning machine trained by these training sets with dif-
ferent boundary points c′ should provide a sequence of
accuracies on the corresponding testing set and show a
”W-shape” in the range [c1, c2] of p, of which the middle
peak is expected to be corresponding to the critical point
[21]. However, in Fig. 2 (b) we can see a ”V-shape” per-
formance curve with a minimum value at approximately
p = 0.5. Therefore, the confusion scheme also fails in the
percolation model.
Last, we check PCA. For the purpose of comparison,
we investigate both models here. Let N be the dimension
of the vector of a configuration, such that n configura-
tions construct a n×N sample matrix X . In PCA, the
equation XTXωi = λiωi is solved to obtain N eigenval-
ues and eigenvectors. The corresponding eigenvectors of
the first several eigenvalues are considered as principle
components, according to the fact that larger eigenval-
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FIG. 3. PCA results for the Ising model (a) and (c), and the
percolation model (b) and (d). The color scales in (a) and (b)
denote the temperature T and the open probability p, respec-
tively. Filled and open circles in (c) denote the ferromagnetic
and non-ferromagnetic phases of the Ising model, respectively,
while those in (d) denote the percolating and non-percolating
configurations, respectively.
ues carry more information. By projecting the original
sample matrix to these principle components, the feature
space is significantly reduced. As such, PCA represents a
linear transformation that can extract mutually orthog-
onal directions along which samples are distributed ac-
cording to their intrinsic correlations, and can therefore
provide basic information for clustering samples into dif-
ferent classes [23]. In particular models studied here,
only the first eigenvector is the dominant component [27].
For a better visual effect, we show the PCA results by
2D plots by the first two components in Fig. 3. For
the Ising model, points of configurations are manifested
into three clusters, corresponding to two low-temperature
clusters and one high-temperature cluster in Fig. 3 (a),
which are respectively coincident with the ferromagnetic
and non-ferromagnetic phases in Fig. 3 (c). The clus-
tering structure then can be easily extracted by the K-
means algorithm. Also, the confusion scheme works in
this situation since at Tc there do exist a boundary be-
tween the two phases. However, configurations in perco-
lation model are obtained randomly without any dynam-
ical constrains, which leads to a non-clustering figure in
the PCA’s diagram (Fig. 3 (c)). Hence, the K-means
algorithm gives a trivial classification, i.e., it equally di-
vides the data into two parts. Meanwhile, the confusion
scheme introduces a high degree of confusion at c be-
cause the non-percolating and percolating configurations
are mixed around this point (Fig. 3 (d)). Therefore,
the unsupervised learning can be applied only for models
which configuration vectors can be clustered by PCA.
Supervised Learning — Firstly, for the percolation
model, we construct two sets of 104 labeled configurations
at two points p = 0.4 and p = 0.5 far from the critical
point pc ≈ 0.593, and use them to train two CNNs. In
Fig. 4 (a), we plot the predicted phase transition curves
of the two trained CNNs from the n = 105 unlabeled con-
figurations in the interval p ∈ [0, 1]. For comparison, the
target curve is provided by the two-pass algorithm [29].
It can be seen that the predicted curves are very close
to the target one. Especially, that of p = 0.5 is visually
indistinguishable from the target. An analysis indicates
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FIG. 4. Results of supervised learning of the percolation
model. (a), (b) and (c) respectively denotes the predicted
percentage P , standard deviation and accuracy versus open
probability p. The filled and open circles give the results of the
learning machine trained by samples at p = 0.4 and p = 0.5,
respectively. Vertical dashed lines denote the critical point of
the percolation model and the red line in (a) is the standard
results by the conventional approach. The solid lines in the
three figures are drawn for guiding the eyes.
that the 104 training samples obtained at p = 0.4 in-
clude only 403 percolating configurations, which is about
0.4% of the total number of samples. This is quite a
low proportion. Even the training samples obtained at
p = 0.5 include only approximately 20% percolating con-
figurations. Note that the geometries of the percolation
configurations at different value of p, particularly those at
low and high p, have remarkable difference [27]. Hence,
the generalization ability of the learning machine is quite
surprising, which can extend limited knowledge it learned
to more general situations. This is the basis that the
supervised learning can be applied to study the phase
transition.
The learning machine of p = 0.4 shows a slight devia-
tion from the target. Indeed, one can find out that the
critical point obtained by this learning machine is about
pc ≈ 0.61. As such, the accuracy of the learning ma-
chine may affect the accuracy for identifying the critical
point when applying the traditional method of learning
machine to study the phase transition. Thus we seek
for an accuracy-independent way to identify the critical
point. We divide the testing set into 100 subsets at each
point of p, and calculated the standard deviations σ of the
predicted proportion for each p when using the training
data sets obtained at p = 0.4 and p = 0.5, respectively,
as shown in Fig. 4 (b). The significant feature here is
that the critical point appears at the maximum values
of σ for both CNNs. Moreover, these two curves has
almost no obvious difference on the critical point identi-
fication. To reveal the underlying mechanism, we show
accuracies of these CNNs on the testing sets along p, see
Fig. 4 (c). It can be seen that there is a minimum on
the accuracy curve, where the position of it exactly cor-
responds to the critical point, and is independent with
the accuracy. This fact indicates that the information
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FIG. 5. Results of supervised learning of Ising model. (a)
The proportion P of up-dominant configurations versus tem-
perature T predicted by the learning machine (circles) and
by a direct counting process (dashed lines) for external field
h values of −0.02, 0, and 0.02 (from bottom to top). (b)
The phase diagram predicted by the learning machine, which
is divided into a low-temperature ferromagnetic phase region
(I), a high-temperature ferromagnetic phase region (II), and
a non-ferromagnetic phase region (III).
of the critical point can be incorporated into the learn-
ing machine, even when trained by the data set obtained
far from the critical point. The biggest uncertainty of σ
at the critical point is only induced by the worst perfor-
mance. This finding inspires a accuracy-insensitive strat-
egy to determine the critical point: regardless of the ac-
curacy, searching for the singularity in the accuracy can
always find the correct critical point.
This strategy can also be applied to the Ising model.
We evolve the system a sufficiently long period at the
parameter point (h, T ) = (0, 3.5), which is far from the
critical point, to obtain 104 configurations. They are clas-
sified into two classes by labeling a configuration by the
sign S which can be defined as
∑N
i=1 σi. The predicted
percentages P of up-dominant configurations (S = 1) are
presented by circles in Fig. 5 (a) as a function of T for
h = −0.2, 0, and 0.2, respectively. For comparison, the
dashed lines represent the accurate percentages obtained
by direct counting.
We find that for each h, the predicted curve of the
proportion P deviates from the target one in the high-
temperature region, indicating that the accuracy is in-
deed low there. With the decrease of the temperature,
the prediction approaches to the result of direct counting,
and the deviation vanishes under the critical point. This
phenomenon can be recovered if we apply another train-
ing set. We find that the critical points appear as the
turning points that the gradient of the predicted curves
turn to vanish, where the values of them are assigned by
arrows in Fig. 5 (a). Therefore, the learning machine,
independent of its accuracy on the high-temperature re-
gion where it is trained, can identify the critical point. In
such a way, it can automated recover the phase diagram
of the target system, see Fig. 5 (b).
The underling mechanism is explained as follows. In
the non-ferromagnetic phase, S takes the Gaussian distri-
bution. The up-dominant and down-dominant classes are
divided when S = 0. If the boundary of a learning ma-
chine to classify them is perfectly consist to the standard
boundary, all of the configurations can be correctly clas-
sified. However, the boundary of classification often has a
bias to the standard one when trained by a finite training
set, and it is independent of the training algorithm. The
bias, even very slight, may result a remarkable error rate
when the Gaussian distribution lies around the region of
S = 0. Note that the error is proportional to the area
between the boundary of classification and the standard
one. This situation occurs in the high-temperature re-
gion. With the decrease of the temperature, the peak of
the distribution shifts, so that the standard boundary lies
across the tail part of the Gaussian distribution. Since
the tail of the Gaussian distribution decays in the man-
ner fast than the exponential, the error of the learning
machine decreases very quickly. Below the critical point,
the Gaussian distribution function shift above or below
completely to the line of zero, resulting a gap there. Only
when the boundary of classification of a learning machine
locates in the gap, the error rate vanishes [27].
Here a relatively inaccurate learning machine may be
helpful. As a particular example, in the case of h =
0, the direct counting should give a constant curve of
P = 0.5 independent of the temperature because of the
symmetry of the system, which provides no information
of the critical point. However, the learning machine in
Fig. 5 (a) still reveals the critical point following the
criterion that the gradient turns to vanish.
The plateaus of P = 1 for h > 0 and P = 0 for h < 0
represent the symmetry breaking that each configura-
tion takes a definite positive or negative magnetization
slightly under the critical point. Another type of plateaus
left to plateaus of P = 1 and P = 0 indeed reveal a sub-
phase. In this phase, certain initial configurations may
evolve to a stationary state with positive magnetization
for h > 0. Similar phenomenon appears when h < 0.
Particularly, it is interesting that the proportion of these
initial configurations keep to be constant in this phase,
independent of the temperature. Further studies show
that plateaus in this phase are finite-size effects, since
they may eventually approach the plateaus of P = 1 or
P = 0 with the increase of the system size. Nevertheless,
it can also be an inevitable effect in nanoscale systems.
To the best of our knowledge, this phenomenon has not
been documented in Ising-like models. If concatenate
the turning points on the two edges of the plateaus of
P = 1 and P = 0, two lines divide the parameter plain
(h, T ) into three regions: a low-temperature ferromag-
netic phase region (I), a high-temperature ferromagnetic
phase region (II), and a non-ferromagnetic phase region
(III) shown in Fig. 5 (b).
Summary — One can apply the learning machine in
a non-traditional way to design automated algorithm to
study phase transitions. With the new strategy, the pur-
5pose of training is to establish the intrinsic correlation be-
tween the learning machine and the target system, and
only a training set made at a non-critical parameter is
fascinatingly sufficient to fulfil this purpose. The criti-
cal point, as well as other possible inter-phase transition
points, can be identified according to the global behav-
ior of the learning machine. This method is insensitive
to the accuracy of the learning machine. We hope this
strategy open a new road to study physical problems us-
ing learning machine.
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