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Abstract 
 
This paper deals with the analysis of recent full-scale 
strain measurements in the hull of a large container 
carrier covering several months of operation. The focus 
is on the real-time prediction accuracy of responses 5-15 
seconds ahead of the measurements. Such results are 
less applicable in the operation of container carriers but 
are important in e.g. loading/unloading operations at sea 
or helicopter landings.  
 
Three different procedures are discussed: Conditional 
processes with analytical estimates of the mean values 
and standard deviations, the autoregressive predictor 
method and a method based on superposition of sinus-
oidal components. The conditional processes do not 
need offline training and will be applied to measured 
time series in order to evaluate the accuracy of response 
predictions within the next 1-30 seconds. The number of 
measured points and the time distances between them 
are varied to determine the best solutions. A procedure 
based on 11 measured points spaced 1 sec, covering the 
last 10 sec of the instantaneous measured signal seems 
generally able to give fair predictions up to 5-10 sec 
ahead of the current time. 
 
The full-scale data is provided through the EU FP7 
project Tools for Ultra Large Container Ships (TULCS) 
project no. 234146. 
Keywords 
Conditional processes; auto regression, ship response; 
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Introduction 
Estimation of ship responses for the time 0t >  using 
the measured responses for 0t ≤  is important for vari-
ous offshore operations as e.g. crane operations for 
shifting cargo between ships or mobile platforms and 
helicopter landings offshore. Today, numerous ship 
responses are often measured continuously during oper-
ation and the measurements are available real-time. 
 
The memory effect in wave-induced hydrodynamic 
responses is usually quite small and of the order 30 
seconds. Therefore, measurements older than this do not 
provide useful information for prediction of future re-
sponses; neither can the predictions more than 30 sec 
ahead be made better than what can be obtained just 
using statistical estimations under stationary conditions. 
The aim of the present study is evaluate conditional 
processes based on the autocorrelation function for the 
current stationary stochastic condition together with 
real-time measured responses taken just prior to current 
time. Hence, procedures needing offline training like 
neural networks, principal or minor component analysis 
and autoregressive procedures are not dealt with here 
except for some comments regarding similarities with 
the conditional processes. An interesting discussion of 
the offline training procedures can be found in Zhao, Xu 
and Kwan (2004). 
 
The focus is thus on conditional processes, with some 
discussion on the auto-regressive predictor and sinusoi-
dal decomposition. In all cases the response processes 
are assumed to be normal distributed stationary, sto-
chastic processes. 
 
Conditional Processes 
 
Two different schemes are considered. In the first only 
the last measurement at t = 0 is used together with cor-
responding time derivatives of the response whereas in 
the second scheme a number of measured response 
values at different times prior to t = 0 are applied with-
out using time derivatives.  
 
Conditional Process Based on Known Current Value  
 
Consider a normal distributed process 𝑋(𝑡)  with the 
corresponding first and second derivate 𝑋(𝑡)̇  and 𝑋(𝑡)̈ . 
It is assumed that all three functions are known (meas-
ured or derived from measurements) at t = 0. Thereby, 
the associated conditional processes become normal 
distributed with the probability density functions: 
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Here, ( ); ,xϕ µ σ  denotes the probability density func-
tion of a normal distributed variable: 
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The conditional mean processes 0 00 000( ), ( ), ( )t t tµ µ µ  in 
Eq. (1.1) become 
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depending on whether the measured response 0x at 
0t = is used, only or if the information of the time 
derivatives 0 0,x x   at 0t =  are included. Due to the 
normal distribution the most probably response for 
0t >  becomes the same as the conditional mean pro-
cess. 
 
The variances of the three conditional processes, Eq. 
(1.1),  become 
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The derivations of Eqs. (1.3)-(1.4) follow directly from 
the definition of the joint probability density function of 
dependent normal distributed variables. The first deriva-
tion of these results was given by Lindgren (1970), but 
several alternative derivations have since been pub-
lished. Note, that the actual measurements at 0t =  do 
not appear in the expressions in Eqs. (1.4), for the 
standard deviations 0 00 000( ), ( ), ( ).t t tσ σ σ   
In Eqs. (1.3)-(1.4) ( ), ( ), ( )r t s t u t are the normalized 
time-dependent autocorrelation function r(t) and its 
first, s(t),  and second, u(t), time derivative: 
[ ]
[ ]
[ ]
0
0
20 2
0
2 2
1
( ) (0) ( )
1
( ) (0) ( ) ( )
1
( ) (0) ( ) ( )
r t E X X t
m
m
s t E X X t r t
mm m
m
u t E X X t
m m
r t
=
= = −
= =




 (1.5) 
Here, these quantities are expressed in terms of their 
definition in the time domain, but the corresponding 
frequency domain definitions using the spectral density 
( )S ω are straightforward.  
 
The normalizations in Eqs. (1.3)-(1.5) make use of the 
spectral moments nm of the motion response X(t): 
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Furthermore, the bandwidth parameter 
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is needed. Note, that for broad-banded processes
4m α→ ∞ ⇒ → ∞ . For such cases the inclusion of the 
second derivative, (0)X , does not add anything to the 
prediction. For the wave process itself this might hap-
pen, but ship responses and their first and second time 
derivatives will usually be more narrow-banded due to 
the filtering effect of the motion transfer function. How-
ever, as r(t) and u(t) are nearly equal but with opposite 
sign, the inclusion of the second derivative is only im-
portant if α is close to, but not equal to 1. 
 
For an extremely narrow-banded process, 1,α =  with 
center frequency ϖ , the variance tends to zero and the 
response to the deterministic value 
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Numerical results for the standard deviations 
0 00 000( ), ( ), ( )t t tσ σ σ for the vertical wave-induced bend-
ing stresses in the deck amidships will be shown in the 
section on numerical results. Response predictions 
based on 0 00 000( ), ( ), ( )t t tµ µ µ  will also be compared to 
measured time traces. 
 
 
Conditional Process Based on a Set of Known Values 
 
An alternative to conditioning on only the measured 
response value and its derivatives at 0t =  is to use 
measured values for a set of time values 
1 20 .. nt t t> > > > prior to 0t = . The corresponding 
conditional probability density function is normal dis-
tributed: 
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As the influence of the knowledge of x diminishes with 
time t measured from 0,t =  the results for 1n = will be 
considered first: 
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The autocorrelation function r(t) is given by Eq. (1.5). It 
can be shown by a Taylor series expansion of both r(t) 
and x(t) that if 1 0t → , then Eqs (1.10) - (1.11) reduce 
to 00 00( ), ( )t tµ σ given in Eqs (1.3) - (1.4). 
 
If more terms are included, n>1, the result simply be-
comes:  
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in matrix notation with 
 
[ ]
[ ]
1 2
0 1 2
1 2
2 1 1
2
( ) ( ), ( ), ( ), ...., ( )
, , , ....,
1 ( ) ( ) ......... ( )
1 ( ) ....... ( )
( )1 .......
.......
1
n
T
n
n
n
n
Tr t r t r t t r t t r t t
x x x x x
r t r t r t
r t t r t t
R r t t
= − − −
=
− −
= −
 
 
 
 
 
 
  
 (1.13) 
 
As previously, the standard deviation is independent of 
the actual measured values .ix  For 1n =  it is easy to 
show that Eqs. (1.12) - (1.13) yield Eqs. (1.10) - (1.11). 
For measurements taken under stationary stochastic 
conditions the autocorrelation matrix R does not 
change and needs therefore to be calculated and inverted 
only once. Furthermore, the autocorrelation vector ( )r t
does not depend on the measured values and can there-
fore be re-used for each time step. Thus, the vector ( )y t  
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can be pre-calculated and used in each time step to de-
termine the most probable future response: 
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Autoregressive Predictor 
 
The discussion of the autoregressive (AR) predictor 
method will just focus on its relation to the conditional 
processes considered above. The Yule-Walker equations 
for the AR can be written in the present notation: 
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Thus, the two formulations are conceptually the same. 
However, in the AR the time step (i.e. t) is assumed to 
be just the next time step and not a continuous variable 
as in Eq. (1.12).  
 
From the measurements the autocorrelation r(t) can be 
estimated. An alternative is to base the prediction on 
offline training. This is done by collecting N time series 
[ ]0 1 2, , , ...., ; 1, 2, ..,i n
T
ix x x x x i N= = from the measure-
ments in the beginning of a stationary stochastic period. 
For each of these series the response ( ); 0ix t t >  is 
determined with time t measured from the time where 
( )o ix was measured. The error iε  in each AR estimation 
is: 
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A least square fit for a  can be obtained by minimiza-
tion of the error measure Tε ε  with respect to a : 
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Thus, the best least square choice of the AR coefficients
a becomes 
( ) 1( ) ( )Ta a t XX XX t−= =  (2.5) 
 
stressing again that a  is a function of the time step 
used. 
 
Sinusoidal Decomposition 
 
In this method, Chung, Bien and Kim (1990), the re-
sponse ( ); 0x t t >  is estimated assuming the following 
form of the response: 
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where  
 
[ ]1 11 1( ) sin( ), cos( ), .., cos( )n
T
s c ncb t b t b t b tω ω ω= (3.2) 
 
The frequency range and increments chosen 
[ ]1 2, , ..., nω ω ω must obviously reflect the spectral con-
tent of the response. 
 
The coefficients ,is icb b  can be estimated by offline 
training in the same way as for AR by collecting N time 
series [ ]0 1 2, , , ...., ; 1, 2, ..,i n
T
ix x x x x i N= =  from the 
measurements in the beginning of a stationary stochastic 
period. For each of these series the response ( ); 0ix t t >  
is determined with time t measured from the time where 
( )o ix was measured. The error iε  in each estimation is:  
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or for all series 
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A least square fit for ( )b t  can be obtained by minimiza-
tion of the error measure Tε ε  with respect to ( )b t in the 
same way as for the AR, Eq. (2.4), and the result be-
comes 
( ) 1( ) ( )Tb t XX XX t−=  (3.5) 
 
Finally, the coefficients ,is icb b are obtained by dividing 
the components in ( )b t with the corresponding sine or 
cosine term. As the least square estimation depends on t 
it is as in the AR most convenient to choose a fixed 
value of t. The similarities between the AR and sinusoi-
dal decompositions have previously been shown by e.g. 
From et al. (2011). 
 
The variance follows directly from the error measure: 
 
( )22 0( ) ( )T Ts t m b t xσ ε ε= = −  (3.6) 
 
with ( )b t given by Eq. (3.5). 
 
Comparisons with Measurements 
 
The measured data collected during the TULCS project 
on board a 9,400 TEU container vessel is used in the 
present study. The main dimensions of the ship are 
given in Table 1. 
Table 1: Main dimensions of ship. 
LOA 349.0 m 
Beam 42.8 m 
Draught 15.0 m 
DWT 113,000 ton 
 
On 2 October 2011 a severe sea state was encountered 
off Hong Kong. The ship was going North West with 
wave heights between 3 and 10 m according to the 
WaMoS II ® wave radar system installed on the bridge. 
Strain measurements covering one hour from this period 
are used here. Two long base strain gauges of the dis-
placement measuring type are installed amidships in 
port and starboard side, respectively, as illustrated in 
Fig. 1.  
 
Fig. 1: Location of long base strain gauge close to the deck 
amidships. 
  
The strain measurements are sampled at 20 Hz and 
converted into stress signals. The mean of the port and 
starboard signal is used to exclude the possible contribu-
tions from horizontal and torsional stress components. 
Further details of the measurements can be found in 
Andersen and Jensen (2013). 
 
Variance estimations 
 
The normalized autocorrelation function r(t) and its 
time derivatives s(t) and u(t), Eqs. (1.5), are shown in 
Fig. 2 as derived from the measurements. The signal has 
been filtered to remove noise and high frequency vibra-
tion components as well as components with a period 
higher than 50 sec, as these components are not im-
portant for the present study. Please refer to Andersen 
and Jensen (2013) for details. 
 
 
Fig. 2: Normalized autocorrelation function r(t) and its 
time derivative s(t) and u(t) for the measured stress signal. 
It is clearly seen that the memory time is about 30 sec 
implying that measurements older than 30 sec are not 
useful for response predictions. Consequently, response 
predictions more than 30 seconds ahead cannot be im-
proved by conditioning the response on measured data. 
 
 
Fig. 3: Normalized variances 2 2 20 00 000( ), ( ), ( )t t tσ σ σ of the 
conditional processes for the measured stresses, Eq. (1.4). 
The normalized variances, Eqs. (1.4), are shown in Fig. 
3 and obviously, the inclusion of information on the 
derivative s(t) reduce the variance quite significantly as 
compared to the reduction using information of the 
response alone. However, additional information of the 
second derivative, u(t), does not add much reduction to 
the variances except for narrow-banded processes, 
where α, Eq. (1.7), is close to 1. Here, α is found to be 
3.0. Generally, the inclusion of information about r(t) 
and s(t) yields a rather smooth reduction of the uncondi-
tional variance in the range from 0 to 30 seconds. The 
zero-upcrossing period of the response is 8.8 sec, corre-
sponding well with the variations shown in Fig. 3. Thus, 
any influence of past values has vanished from the re-
sponse after approximately three times the zero-
upcrossing period. 
 
Fig. 4 shows the variance 21 ( )tσ for four different val-
ues of the time lag 1.t If the time lag is larger than 10 
sec, it does not reduce the standard deviation, whereas 
for smaller values its effect is closer to the effect ob-
tained by inclusion of the first derivative, Eq. (1.4), i.e.
2 2
1 00 1for ( ) ( ) 0.t t tσ σ→ → It can also be noted from Fig. 
4 that the reduction in variance is not monotonic de-
creasing with increasing time lag 1t . For instance, the 
reduction using t1 = 7 sec is larger than for t1 = 5 sec-
onds. 
 
 
Fig. 4: Normalized variances 21 1( );t tσ = 1, 3, 5, 7, 10 and 
20 sec determined for the conditional process for the 
measured stresses, Eq. (1.11). 
If the response prediction is made conditional on more 
than one measured value the variance can be reduced as 
shown in Fig. 5. Here, a constant time step of 1 sec 
between the measured values 0 1, ,.. nx x x applied in the 
conditioning is used, and the figure shows that going 
from two terms (at t = 0 and t1 = -1 sec, i.e. n = 1) to 
eleven terms (at t = 0 and t1 = -1 sec, t2  = -2 sec…, t10  = 
-10 sec, i.e. n = 10) reduces the variance to some extent. 
  
 
Fig. 5: Normalized variances 2 ( )n tσ for n = 1 and n = 10 
with constant time step 1 1i it t +− = sec, determined for the 
conditional process for the measured stresses, Eqs. (1.12)-
(1.13). 
The same result will be obtained by the autoregressive 
predictor (AR) method based on the Yule-Walker for-
mulations as discussed in the previous section. 
 
For the sinusoidal decomposition method the variance 
can be estimated by Eq. (3.6). However, as it needs 
offline training, Eq. (3.5), it will not be considered fur-
ther in the present paper. 
 
Comparison with measured stress responses 
 
The conditional mean processes, Eqs. (1.3), (1.10) and 
(1.15) are shown in Fig. 6a-i together with the measured 
response. The time difference in the measurements 
between each figure is 5 sec and the time axis shown is 
from 10 sec before t = 0 to 30 sec after. Some observa-
tions are: 
 
• Estimations based on 0 ( ),tµ  Eqs. (1.3), are not 
useful. 
• Estimations based on 00 ( )tµ and 000 ( )tµ , Eqs. (1.3) , 
give in general good results for the first 3-5 sec. 
The inclusion of the second derivative, 000 ( )tµ , only 
marginally improve the predictions. 
• Estimations based on 1 ( )tµ , Eqs. (1.10), give pre-
dictions not as good as those from 00 ( ).tµ  
• Estimations based on ( )n tµ , Eqs. (1.12), (1.15), i.e. 
using measured points spaced 1 sec and taken from 
the last 10 sec of the measured signal are generally 
far better than the other predictions and give fair 
predictions typically up to 5-10 sec ahead of the 
current time. 
 
Fig. 6a: Measurements and conditional mean responses.  
 
 
Fig. 6b: Measurements and conditional mean responses.  
 
 
Fig. 6c: Measurements and conditional mean responses  
  
 
Fig. 6d: Measurements and conditional mean responses.  
 
 
Fig. 6e: Measurements and conditional mean responses.  
 
 
Fig. 6f: Measurements and conditional mean responses.  
 
 
Fig. 6g: Measurements and conditional mean responses.  
 
 
Fig. 6h: Measurements and conditional mean responses.  
 
 
Fig. 6i: Measurements and conditional mean responses.  
  
Conclusions 
Various procedures for estimations of ship responses in 
waves covering the next 1-30 seconds ahead have been 
described and evaluated by comparison with full scale 
measurements of hull girder bending stresses.  A proce-
dure based on 11 measured points spaced 1 sec, cover-
ing the last 10 sec of the instantaneous measured signal 
seems generally able to give fair predictions up to 5-10 
sec ahead of the current time. 
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