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Abstract
General Relativity is usually formulated as a theory with gauge invariance
under the diffeomorphism group, but there is a “dilaton” formulation where
it is in addition invariant under Weyl transformations, and a “unimodular”
formulation where it is only invariant under the smaller group of special
diffeomorphisms. Other formulations with the same number of gauge gener-
ators, but a different gauge algebra, also exist. These different formulations
provide examples of what we call “inessential gauge invariance”, “symmetry
trading” and “linking theories”; they are locally equivalent, but may differ
when global properties of the solutions are considered. We discuss these no-
tions in the Lagrangian and Hamiltonian formalism. The discussion is then
extended to the quantum level. By making suitable choices of parametriza-
tion and gauge we show that the alternative formulations are equivalent to
quantum EG, in the sense that the effective actions are the same. In par-
ticular, in the dilaton formulation Weyl invariance can be maintained also
in the quantum theory.
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Chapter 1
Introduction
“I carried it around with me for days and days.
Playing little games like not looking at it for a whole day.
And then... looking at it. To see if I still liked it. I did.”
King Crimson, Indiscipline.
At low energies with respect to the Plank scale, General relativity or
Einstein Gravity (EG) is the well tested description of spacetime. It is
based on the (vacuum) Einstein’s equation
Rµν − 1
2
Rgµν = 0 (1.0.1)
where gµν , the metric tensor, encodes the gravitational dynamics andRµν ,R
are the Ricci tensor and scalar respectively. In this framework gravity is just
a manifestation of the (pseudo-Riemannian) geometry of spacetime. The
equation can be derived from the action defined in d-spacetime dimensions
by
S[gµν ] = ZN
∫
ddx
√−gR(g) (1.0.2)
Dimensional analysis tell us that the energy dimensions of ZN must be d−2
and for d = 4 is given by
ZN =
c4
16piGN
(1.0.3)
where GN is the Newton’s constant and c the speed of light. The action
1.0.2 is diffeomorphism invariant (reparametrization invariance or general
covariance) and local. As it is shown in [1], R is the only invariant that
contains derivatives with respect to the metric up to second order and second
order only linearly. The equation is obtained from Hamilton’s principle and
in order to have a consistent variational principle a boundary term should
be added to the action [2], [3] or assume that the manifold is closed (for
a review see [4]). Boundary terms are a subtle issue since they encode
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physical information [2], [5], [6] and they are fundamental in the context of
the gauge/gravity duality (see [7] for a short introduction).
The Lagrangian formulation of EG allow us to describe the same physical
phenomena as a spin-2 field hµν , called the graviton, its action is obtain by
substituting gµν = ηµν + hµν where ηµν corresponds to the metric of flat
spacetime. In [8], [9] is discussed that the action 1.0.2 can be derived from
Lorentz and gauge invariance (local reparametrization invariance). This
formulation highlights the fact that the classical field theory of the graviton
enjoys a geometrical interpretation.
The Hamiltonian formulation of EG was started by Dirac [10] and culmi-
nated by Arnowitt, Deser and Misner (ADM) [11]. In this approach general
covariance is broken since spacetime is viewed as being foliated by space-like
hypersurfaces of codimension one. It can be restored considering all possible
foliations and as shown by Dirac [12], [13], [14], due to reparametrization
invariance, the Hamiltonian is constrained to (weakly) vanish. The Hamil-
tonian of EG is given by
H = H⊥[N ] +H‖[N] + C1[ζ] + C2[~ζ] (1.0.4)
with
C1[ζ] =
∫
dd−1x ζP 0N (1.0.5)
C2[~ζ] =
∫
dd−1x δijζi(PN )j (1.0.6)
H⊥[N ] =
∫
dd−1xN
[
1
ZN
√
q
(
PqijP
ij
q −
P 2q
(d− 2)
)
− ZN√qR(q)
]
(1.0.7)
H‖[N] =
∫
dd−1xP ijq £Nqij (1.0.8)
C1 and C2 are called primary (smeared) constraints. Demanding that they
should be preserved during evolution (consistency condition) one obtain the
secondary (smeared) constraints H⊥[N ], H‖[N]. They are called Hamilto-
nian and momentum constraint respectively. The momentum constraint
corresponds simply to the generator of spatial diffeomorphisms and the
Hamiltonian constraint to the generator of dynamics. The Hamiltonian
and momentum constraint satisfy the following algebra
{H⊥[N ], H⊥[M ]} = H‖[qij (N∂jM −M∂jN)} (1.0.9)
{H‖[N], H⊥[M ]} = H⊥[£NM ] (1.0.10)
{H‖[N], H‖[M]} = H‖[£NM] (1.0.11)
where {, } is the Poisson bracket. The constraints form a first class sys-
tem, i.e. the Poisson bracket of each constraint with every other constraint
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(weakly) vanishes. Following [15], the above algebra can also be obtained
from the so called path independence principle. It provides the embeddabil-
ity conditions in order to ensure that the evolution of a hypersurface can be
thought of as the deformation of a hypersurface cut in spacetime (ambient
space). This alternative description emphasizes the geometrical nature of
the algebra.
Quantization
The method of quantization is a procedure of promoting a classical the-
ory to a quantum theory. It is common to use two schemes: Path Integral
Quantization and Canonical Quantization. Independently of the scheme, the
procedure relies on the structure of the classical theory. Canonical quanti-
zation is based entirely on the Hamiltonian formalism. Following Dirac, the
quantization for a non-relativistic particle in a line is achieved by
{f(x, p), g(x, p)} → 1
i~
[fˆ(xˆ, pˆ), gˆ(xˆ, pˆ)] (1.0.12)
where f and g are functions of the phase space coordinates x, p. The co-
ordinates are promoted to hermitian operators xˆ, pˆ = ~i
d
dx . We think of
quantization as a map Q, called quantization map, such that
f 7→ fˆ = Q(f) (1.0.13)
Q({f, g}) = 1
i~
[Q(f), Q(g)] (1.0.14)
The construction of this map is limited by Groenewold’s theorem [16]; which
deals with ordering ambiguities of the operators. For example: xp−px = 0 is
valid classically but not quantum mechanically1. In the Schro¨dinger picture
the wave function of the system ψ(t, x) (defined in the configuration space)
must satisfy the Schro¨dinger equation
Hˆ(xˆ, pˆ)ψ(t, x) = i~
∂ψ(t, x)
∂t
(1.0.15)
with Hˆ(xˆ, pˆ) as the Hamiltonian operator. For a field theory the procedure
is the same, we promote fields to operators. The main difficulty is that we
must consider gauge invariant field theories which will correspond to the
quantization of constraint systems (see [14], [19]). Following [20] and [21]
for the quantization of EG in the Schro¨dinger picture, the configuration
space is defined by S(Σ) = RiemΣ/Diff Σ, known as the superspace. RiemΣ
corresponds to the set of all possible metrics on the hypersurface Σ and
Diff Σ the group of space diffeomorphisms. In the canonical formalism each
1Weyl quantization tackle this issue since for a general monomial, it averages all the
possible orderings of the position and momentum operators. See [17] and [18].
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classical constraint is promoted to a restriction to the wave function(al).
Therefore the physical wave functional Ψ[qij ] must satisfy
Cˆ1[ζ]Ψ[qij ] = 0 (1.0.16)
Cˆ1[~ζ]Ψ[qij ] = 0 (1.0.17)
Hˆ⊥[N ]Ψ[qij ] = 0 (1.0.18)
Hˆ‖[N]Ψ[qij ] = 0 (1.0.19)
with
Pˆ 0N =
~
i
δ
δN
(1.0.20)
Pˆ iN =
~
i
δ
δNi
(1.0.21)
Pˆ ijq =
~
i
δ
δqij
(1.0.22)
Equations 1.0.16 and 1.0.17 indicates that the functional only depends on
the metric. Following [22], 1.0.19 is just the statement that Ψ is invariant
under spatial diffeomorphism. Hence it only depends on the geometry of
the hypersurface not on specific form of the metric. Finally the equation
1.0.18 is known as the Wheeler-De Witt equation (WDW). It describes the
dynamical evolution of the wave functional in superspace. Following [21] a
metric, called De Witt metric, is defined in superspace as
Gijkl =
1
2
√
det q
[
qikqjl + qilqjk − 2qijqkl
]
(1.0.23)
Gijkl =
1
2
1√
det q
[
qikqjl + qilqjk − 2
d− 2qijqkl
]
(1.0.24)
GijmnGmnkl =
1
2
(
δikδ
j
l + δ
i
lδ
j
k
)
(1.0.25)
In d = 4 it has a signature (− + + + ++) (which is independent of the
signature of the spacetime) and the equation becomes∫
d3x
[
1
ZN
GijklPˆ
ij
q Pˆ
kl
q − ZN
√
qR(q)
]
Ψ[qij ] = 0 (1.0.26)
Since the signature is indefinite, WDW has the structure of a second or-
der hyperbolic equation. There are many issues regarding WDW equation
such as operator ordering (a particular choice has being made in 1.0.26),
problem of time, probabilistic interpretation, semiclassical limit and bound-
ary conditions (see [23], [24] for a review). Nevertheless some solutions are
found for finite dimensional degrees of freedom in superspace, this subspace
is called minisuperspace [25]. They corresponds to toy models for quantum
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cosmology [26] and regardless of their simplicity they are useful to study the
conceptual issues previously mentioned.
On the other hand path integral quantization can be done from the La-
grangian and Hamiltonian description; for specific forms of the Hamiltonian
it can be developed in terms of a Lagrangian only and the difficulties en-
counter from gauge invariant field theories are dealt by the Fadeev-Popov
procedure. This imply that we can perform the quantization in an explicit
covariant way and there is not necessity to work with operators. Path in-
tegral quantization has some formal issues regarding the measure, summing
over the topologies and convergence, nevertheless in the physical framework
it provides a connection between quantum field theory and statistical me-
chanics (for EG see [27]) and also it allows us to compute non-perturbative
effects (such as gravitational instantons [28] [29]).
In the perturbative regime, the one-loop correction to EG path integral
has been computed for pure gravity by [30]. Their work is based on the
background field method [31] [32], the metric splits as gµν = g¯µν + hµν
where g¯µν corresponds to a general classical background and we integrate
out the quantum fluctuation hµν .
Z[g¯] =
∫
Dhµνe−SE [g¯µν+hµν ] (1.0.27)
As required by the Fadeev-Popov procedure we add the gauge fixing and
ghost actions, the divergent part of the effective action (without a cosmo-
logical constant), defined by Γ = − logZ, result
Γdiv[g¯µν ] = − 1
(4pi)2
∫
d4x
√
g¯
[
7
10
R¯µνR¯µν + 1
60
R¯2 + 53
45
E¯ − 19
15
∇¯2R¯
]
(1.0.28)
On-shell this term vanishes, therefore pure gravity is renormalizable at one-
loop. The divergent part of the effective action with a cosmological constant,
computed in [33], is given by
Γdiv[g¯µν ] = − 1
(4pi)2
∫
d4x
√
g¯
[
7
20
W¯µνρσW¯
µνρσ +
1
4
R¯2 + 149
180
E¯
−26
3
R¯Λ + 20Λ2
]
(1.0.29)
where Wµνρσ corresponds to the Weyl tensor and E the Euler characteristic.
If we rewrite this expression in terms of Ricci tensor by means of
W¯µνρσW¯
µνρσ = E¯ + 2R¯µνR¯µν − 2
3
R¯2 (1.0.30)
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and set Λ = 0, we recover the result given in 1.0.28.We can also rewrite
1.0.29 in terms of Riemann tensor by using
W¯µνρσW¯
µνρσ = R¯µνρσR¯µνρσ − 2R¯µνR¯µν + 1
3
R¯2 (1.0.31)
E¯ = R¯µνρσR¯µνρσ − 4R¯µνR¯µν + R¯2 (1.0.32)
and the equations R¯µν = Λg¯µν , R¯ = 4Λ:
Γdiv[g¯µν ] = − 1
(4pi)2
∫
d4x
√
g¯
[
53
45
R¯µνρσR¯µνρσ − 58
5
Λ2
]
(1.0.33)
This result agrees with [34]. At two-loop the divergence of pure gravity
was calculated in [35]. However beyond two loops and for one-loop with
matter [30], EG is found to be perturbatively non-renormalizable. There-
fore, if we decide to think of gravity as a field theory only, it is natural to
adopt an effective field description of quantum gravity [36], [37] or require
UV completness and demand non-perturbative renormalizability such as in
asymptotic safety program (see [38] for a review).
Purpose and outline
Independently on the classical formalism and quantization approach of the
theory, there are procedures to deal with gauge invariant field theories. We
learned that gauge invariance corresponds to the art of introducing new (not
physical) degrees of freedom in order to work with a manifest symmetry. The
action for electrodynamics is local and explicitly Lorentz invariant if written
in a gauge invariant way. As discussed above the same situation occur for
EG. Once quantum mechanics is added locality and gauge invariance ensure
that the theory is manifestly unitary.
This thesis is devoted to the study of theories that have gauge groups
that are either larger or smaller then the diffeomorphism group, Diff in
short, the gauge group of EG.
As an example of a theory with a larger gauge group we analyze a theory
that is diffeomorphism and Weyl invariant. This theory was studied by Dirac
[39] and it is based on Weyl’s geometrical idea that units of length should also
co-variate locally [40]. Here we study a general Weyl invariant scalar-tensor
gravity (WSTG) and show that Weyl invariance is “fake” or “inessential”, in
the sense that the scalar field corresponds to a gauge artefact. When the sign
of the kinetic term in the Lagrangian is the right one to describe gravity, the
scalar is a ghost and we refer to this theory as dilaton or Dirac gravity (DG).
This theory amounts to applying the so called “Stuckelberg trick” [41], [42],
which was originally developed to achieve a gauge invariant description of a
massive gauge theory, to EG. From the field theory side its physical appeal
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resides in the conjecture that field theories in the UV should be scaleless.
In [43] and more recently [44], [45] it is shown that in such theories, where
Weyl invariance is achieved by introducing a non-physical scalar field, Weyl
invariance can be maintained in the quantum theory.
As an example of a theory with smaller gauge group we studied SDiff
(special diffeomorphisms) which leaves the determinant of the metric invari-
ant. This theory has the well known property that the cosmological constant,
at the level of the equation of motion, corresponds to an integration constant
rather than a coupling in the action. The theory with this property is often
referred as Unimodular gravity (UG) [46], [47], [48], [49], [50]. Therefore in
this work, UG is defined as a theory of gravity invariant under SDiff ’s.
Since EG is a physical theory that enjoys many equivalent classical de-
scriptions here we also discuss the equivalence at the quantum level. By
classical equivalence we mean that the physical degrees of freedom of EG ,
d(d− 3)/2, are the same (at least locally) for theories with larger or smaller
gauge group and dynamically they obey the same equations of motion. At
the quantum level, equivalence corresponds to the statement that the one-
loop effective action are the same. Weyl invariance is generally known to be
anomalous at the quantum level [51] [52]. However, as shown in [43] [44], [45]
the theory can be quantized in a Weyl invariant way. The anomaly is absent
or present if Weyl invariance is achieved by introducing a dilaton or not, this
is summarized in a footnote in [53] and discuss it with more details in this
work. On the other hand, in [54], [55] it is showed that UG and EG are also
equivalent at one loop.
Let us introduce the following terminology: When two theories A and B
can be obtained from a theory C by fixing the gauge in different ways, we
say that C is a “linking theory” for A and B. In particular, this is a way
of proving that A and B are physically equivalent. The theories A and B
may have different residual gauge groups. In this case we say that there is
a “symmmetry trading” between A and B.
EG can be recovered from DG by choosing the Weyl gauge in such a way
that the scalar field is set to a constant. On the other hand, there are other
gauge choices for DG that yield different formulations of GR. DG thus acts
a linking theory for these different formulations of GR, this is sketched in
figure 1.1. They are characterized by different gauge groups, which in some
cases still contains Weyl transformations.
9
EG
UG
More gauging
Less gauging
Symmetry trading
DG
Figure 1.1: DG as a linking theory.
The structure of the thesis is the following: in Chapter 1 and 2 we analyse
the classical (Lagrangian and Hamiltonian formalism) and quantum (canon-
ical and path integral quantization) aspects of DG respectively, in Chapter 3
the same aspects for UG. This separation has been made for clarity since the
mathematical techniques are different for each theory. Finally in Chapter 4
we study DG as a linking theory and its consequences; the natural question
of which description is preferable is discussed. The signature convention of
the metric is mostly plus and from now on we set GN = ~ = c = 1.
This work is based on:
• R. de Leo´n Ardo´n, N. Ohta and R. Percacci, “Path integral of unimodular
gravity,” Phys. Rev. D 97, no. 2, 026007 (2018) doi:10.1103/PhysRevD.97.026007
[arXiv:1710.02457 [gr-qc]].
• Gielen et al 2018 Class. Quantum Grav. https://doi.org/10.1088/1361-
6382/aadbd1, arXiv:1805.11626 [gr-qc].
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Chapter 2
Classical aspects of DG
Consider the following general action of a real scalar field φ non-minimally
coupled to gravity:
S[φ, gµν ] =
∫
ddx
√−g
[
f(φ)R+ λ(φ)
2
gµν∇µφ∇νφ+ U(φ)
]
(2.0.1)
The fields are taken to be dimensionless and therefore the energy dimensions
of f, λ and U are d−2, d−2, d respectively. The variation of the action gives
δS =
∫
ddx
√−g
[
E(g)µν δg
µν + E(φ)δφ
]
+
∫
ddx ∂µKµ (2.0.2)
where
E(g)µν = f(φ)Rµν −
1
2
gµν
[
f(φ)R+ λ(φ)
2
gµν∇µφ∇νφ+ U(φ)
]
+
λ(φ)
2
∇µφ∇νφ+ gµν∇2f(φ)−∇µ∇νf(φ) (2.0.3)
E(φ) = f ′(φ)R− λ
′(φ)
2
gµν∇µφ∇νφ+ U ′(φ)− λ(φ)∇2φ (2.0.4)
Kµ = √−g [f(φ)gρσ∇µδgρσ − f(φ)∇ρδgµρ − gρσδgρσ∇µf(φ)
+δgµρ∇ρf(φ) + λ(φ)(∇µφ)δφ] (2.0.5)
For convenience let us drop the boundary term; Hamilton’s principle give
us the equations of motion: E
(g)
µν = 0 and E
(φ)
µν = 0. Notice that under Weyl
transformation defined by
gµν → Ω2gµν , φ→ φ
Ω
(2.0.6)
the action 2.0.1 transforms as
S′ = S − 2(d− 1)
∫
ddx
√−g∇µ
[
f(φ)Ω−1∇µΩ] (2.0.7)
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if and only if the following conditions are satisfied:
Ωd−2f
(
φ
Ω
)
= f(φ) (2.0.8)
Ωd−4λ
(
φ
Ω
)
= λ(φ) (2.0.9)
ΩdU
(
φ
Ω
)
= U(φ) (2.0.10)
(d− 1)(d− 2)f(φ) = φ
2λ(φ)
2
(2.0.11)
2(d− 1)f ′(φ) = φλ(φ) (2.0.12)
Combining the last two equations one finds f(φ) and the final form of the
functions are
f(φ) = ±ZNφd−2 (2.0.13)
λ(φ) = ±2ZN (d− 1)(d− 2)φd−4 (2.0.14)
U(φ) = ZNαφ
d (2.0.15)
By dimensional analysis the energy dimensions α is 2, 1.0.2 is recovered for
positive solutions of 2.0.13 with φ = 1 and α = 0. The theory with an
action given by 2.0.1 and the functions restricted to 2.0.13, 2.0.14, 2.0.15 is
denoted WSTG. Some remarks are in order:
• For closed manifolds the action is exactly invariant under 2.0.6 other-
wise is invariant up to a boundary term.
• For WSTG: gµνE(g)µν = φ2E(φ).
• One can see that for DG, i.e. positive solution of 2.0.13, the kinetic
term for the field has the wrong sign. Therefore φ corresponds to a
classical ghost field [56]. In the literature it is also referred as “dila-
ton”, “spurion”, “Stueckelberg field” or “Weyl compensator”. The
Hamiltonian analysis of the theory indicates that this does not lead
to any instability since it corresponds to a gauge degree of freedom.
For 2.0.13 negative we have physical scalar field conformally coupled
to gravity.
• The coupling constant can be absorbed by a redefinition of the field
ψ2 = 8
(
d− 1
d− 2
)
ZNφ
d−2 (2.0.16)
This field has dimension (d− 2)/2. The action becomes
S[ψ, gµν ] =
∫
ddx
√−g
[
±1
8
(
d− 2
d− 1
)
ψ2R± 1
2
gµν∇µψ∇νψ + α˜ψ
2d
d−2
]
(2.0.17)
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with α˜ =
[
1
8
(
d−2
d−1
)] d
d−2
Z
− 2
d−2
N α as a dimensionless parameter.
2.1 Noether current for Weyl transformations
Before discussing the result for WSTG we review the Noether procedure:
consider a Lagrangian for a scalar field ϕ of the form L(ϕ, ∂ϕ) and the
infinitesimal transformation ϕ → ϕ + δϕ. This transformation is called a
symmetry if and only if the corresponding variation of the Lagrangian is
given by
δL = ∂µFµ, Fµ = Fµ(ϕ) (2.1.1)
On the other hand for any transformation of a Lagrangian we have
δL = E(ϕ)δϕ+ ∂µ
(
∂L
∂∂µϕ
δϕ
)
(2.1.2)
where E(ϕ) = 0 gives the equation of motion. Equating previous variations
one finds
E(ϕ)δϕ+ ∂µ
(
∂L
∂∂µϕ
δϕ−Fµ
)
= 0 (2.1.3)
The Noether current is defined by
J µ = ∂L
∂∂µϕ
δϕ−Fµ (2.1.4)
and we can see that it is conserved on-shell. For a Lagrangian of the type
L(φ, ∂φ, gµν , ∂gµν , ∂∂gµν), the Noether current has the form
J µ = Kµ −Fµ (2.1.5)
with
Kµ = ∂L
∂∂µφ
δφ+
∂L
∂∂µgρσ
δgρσ +
∂L
∂∂µ∂νgρσ
∂νδgρσ −
[
∂ν
∂L
∂∂µ∂νgρσ
]
δgρσ
(2.1.6)
For the transformation given by 2.0.6 we already compute F and K. The
former is extracted from equation 2.0.7 and considering Ω = 1 + ω
Fµ = −2(d− 1)√−gf(φ)∇µω (2.1.7)
For the latter we substitute
δgµν = 2ωgµν , δφ = −ωφ, δgµν = −2ωgµν (2.1.8)
into equation 2.0.5 in order to obtain
Kµ = −2(d− 1)√−gf(φ)∇µω (2.1.9)
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Hence, the Noether current for Weyl transformations vanishes (notice that
this result is independent of the sign of f(φ)). This is in agreement with [57]
and for its physical interpretation we also follow [58].
By way of contrast let us consider the case of a scalar electrodynamics
L = −1
4
FµνF
µν − (Dµϕ)∗Dµϕ (2.1.10)
where Fµν = ∂µAν − ∂νAµ and Dµϕ = ∂µϕ − iqAµϕ. It is invariant under
U(1) gauge symmetry
ϕ(x) → e−iqω(x)ϕ(x) (2.1.11)
Aµ(x) → Aµ(x) + ∂µω(x) (2.1.12)
where ω stands for the gauge parameter. The equation of motion for the
gauge field is
∂µF
µν = qJν , Jν = −iϕ∗Dνϕ+ c.c. (2.1.13)
Using the equations of motion the Noether current is
J µ = −FµνδAν − (δϕ∗Dµϕ+ c.c.)
= −Fµν∂νω + qωJµ
= ∂ν (F
νµω)− ω (∂νF νµ − qJµ)
= ∂ν (F
νµω) (2.1.14)
Notice that the current is conserved due to the asymmetry of the electro-
magnetic tensor. The Noether charge is given by the boundary integral
Q =
∫
dΣi F
i0ω (2.1.15)
For finiteness and time independence of the charge a suitable boundary
condition must be given, the authors take as an example
F i0 ∼ O
(
1
r2
)
, ∂0F
i0 ∼ O
(
1
r3
)
, ω ∼ const. as r →∞ (2.1.16)
If we extend the asymptotic condition for ω through all space , from equa-
tions 2.1.13 and 2.1.14 we find J µ = qω0Jµ, thus in the global limit the
Noether charge is proportional to the physical charge.
Returning to Weyl transformations we see that there is no global limit
since there current vanishes exactly and therefore within this framework
the authors of [57] conclude that Weyl invariance does not have physical
relevance.
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This can be discussed in a different manner. We will say that a gauge
invariance is “inessential” if there is a way of fixing it which results in a
description that is still in terms of local fields. This is the case when there is
a field that transforms by a shift under infinitesimal gauge transformations.
The standard example is a nonlinear sigma model with values in G/H cou-
pled to gauge fields for the group G. One can partly gauge fix G by fixing
the nonlinear scalar, leaving a massive Yang-Mills field with values in the
Lie algebra of G, but only an H gauge invariance. By contrast, a simple
example of an “essential” gauge invariance is the one of QED. Indeed, any
attempt to fix the U(1) gauge will result in the new variables being related
to the original ones by a non-local transformation. For example, if we fix
the Lorentz gauge, the remaining, physical, degree of freedom is a trans-
verse vector, which is obtained from the original gauge potential acting with
a projector that involves an inverse d’Alembertian.
Consider the re-scaled metric
g¯µν = φ
2gµν (2.1.17)
After integrating by parts the scalar kinetic term in the WSTG action and
taking α = 0, the resulting action is equal upto a sign to the action of EG
given by 1.0.2 for the metric g¯µν . For a strictly positive result the physical
scalar field should be analytical continued. We see that the transformations
2.0.6 are trivially realized in the right hand side of 2.1.17. Therefore we
can reconcile this result with the physical irrelevance of the Noether current
associated just by stating that the invariance under 2.0.6 is just simply
“inessential”.
Moreover, the WSTG action after integrate by parts the scalar kinetic
term is exactly invariant under 2.0.6 (Fµ = 0) and the Noehter current is
given by 2.1.9. For this case in the global limit we still do not recover any
physical current since 2.0.6 is obviously inessential. Hence, we have shown
that Weyl is inessential for φ as a physical or unphysical field conformally
coupled to the metric.
Let us study the Noether current for a generic action for matter and
gravity as stated in [44]. Let S[gµν , χa; gi] be the generic action with χa
and gi as the matter fields and couplings respectively. One can express
the couplings as gi = φ
di gˆi, di is the mass dimension, φ the dilaton and gˆi
is dimensionless. Replacing all covariant derivatives ∇ by Weyl covariant
derivatives D and all curvatures R by the Weyl-covariant curvatures R we
obtain, by construction, a Weyl invariant action Sˆ[gµν , φ, χa, gˆi]
1. As an
1The technical details of this procedure will be explain in detail in the next chapter.
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example consider
S[gµν , χ] =
∫
d4x
√−g
[
ZNR− 2Λ− 1
2
gµν∇µχ∇νχ− m
2
2
χ2
]
(2.1.18)
After following the procedure one obtains
Sˆ[gµν , φ, χ] =
∫
d4x
√−g
[
φ2ZˆNR − 2Λˆφ4 − 1
2
gµνDµχDνχ− mˆ
2φ2
2
χ2
]
=
∫
d4x
√−g
[
φ2ZˆNR+ ZˆN6gµν∇µφ∇νφ− 2Λˆφ4
]
+
∫
d4x
√−g
[
−1
2
gµνφ2∇µ
(
χ
φ
)
∇ν
(
χ
φ
)
− mˆ
2
2
φ2χ2
]
(2.1.19)
Clearly this action is Weyl invariant and it can be written as Sˆ[gµν , φ, χ] =
SˆDG[gµν , φ] + Sˆm[gµν , φ, χ], direct computation shows that the Noether cur-
rent for Weyl transformation is
J µ = √−g2ωχ
2
φ
∇µφ (2.1.20)
which arise from matter. Therefore, for this matter choice Weyl current is
not zero. As another example let us consider a Weyl invariant matter
S[gµν , χ] =
∫
d4x
√−g
[
ZNR− 2Λ− 1
2
gµν∇µχ∇νχ− 1
12
χ2R
]
(2.1.21)
Then
Sˆ[gµν , φ, χ] =
∫
d4x
√−g
[
φ2ZˆNR+ ZˆN6gµν∇µφ∇νφ− 2Λˆφ4
]
+
∫
d4x
√−g
[
−1
2
gµν∇µχ∇νχ− 1
12
Rχ2
]
+
∫
d4x
√−g 1
2
∇µ
(
χ2
φ
∇µφ
)
(2.1.22)
If the boundary term is dropped, the action corresponds to a WSTG for a
physical χ and unphysical φ scalar fields as expected; the Noether current
for Weyl transformation vanishes. Taking into account the boundary term
one finds
J µ = √−g2ωχ
2
φ
∇µφ− χ2ω∇µω (2.1.23)
With these simple examples we have learn that the way matter fields coupled
affects the Noether current.
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2.2 Hamiltonian Analysis of DG
In the ADM variables the general scalar-tensor action 2.0.1 becomes2
S[φ, hij , h˙ij , N,Ni] =
∫
dtdd−1x
√
hNf(φ)
(
R+KijK
ij −K2)
+
∫
dtdd−1x
√
hN
[
2Kf ′(φ)∇nφ− 1
2
λ(φ)(∇nφ)2
]
+
∫
dtdd−1x
√
hN
[
1
2
λ(φ)hijDiφDjφ
]
−
∫
dtdd−1x
√
hN
[
2Di
(
f ′(φ)Diφ
)− U(φ)] (2.2.1)
The boundary term dropped in the action is
SB = −2
∫
ddx ∂µ
(√−gf(φ)Knµ)
+ 2
∫
dt
∫
dd−1x ∂i
[√
h
(
Nf ′(φ)Diφ− f(φ)DiN)] (2.2.2)
Here D corresponds to the covariant derivative defined with respect the
induced metric hij and ∇nφ = nµ∂µφ. If λ(φ) 6= 0 we can define the
function
W(φ) ≡
(
d− 2
d− 1
)
f(φ)− 2
λ(φ)
[f ′(φ)]2 (2.2.3)
It has the property that for WSTG it vanishes, this can be seen by substi-
tuting 2.0.11 and 2.0.12 into the definition. The action written in terms of
W result
S[φ, hij , h˙ij , N,Ni] =
∫
dtdd−1x
√
hNf(φ)
(
R+ KˆijKˆ
ij
)
−
∫
dtdd−1x
√
hN
[
W(φ)K2 + 1
2
λ(φ)
(
∇nφ− 2K
λ(φ)
f ′(φ)
)2]
+
∫
dtdd−1x
√
hN
[
1
2
λ(φ)hijDiφDjφ
]
−
∫
dtdd−1x
√
hN
[
2Di
(
f ′(φ)Diφ
)− U(φ)] (2.2.4)
with
Kˆij = Kij − K
d− 1hij (2.2.5)
2For the conventions consult section A of the Appendix.
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The momenta are
Π0N = 0 (2.2.6)
ΠiN = 0 (2.2.7)
Πφ = −
√
hλ(φ)
(
∇nφ− 2K
λ(φ)
f ′(φ)
)
(2.2.8)
Πijh =
√
h
[
−f(φ)Kˆij
+
(
W(φ)K − f ′(φ)
(
∇nφ− 2K
λ(φ)
f ′(φ)
))
hij
]
(2.2.9)
Let us define another function by
C = 1
d− 1Πh −
f ′(φ)
λ(φ)
Πφ (2.2.10)
where Πh = hijΠ
ij
h . Taking the trace to 2.2.9 and comparing with 2.2.10 we
obtain an important relation
Q = C −
√
hW(φ)K = 0 (2.2.11)
Notice that for
1. Weyl invariance W(φ) = 0 and for all K 6= 0.
2. K = 0 and for all W(φ) 6= 0
we can interpret Q as a constraint (i.e. the function C is promoted to a
constraint)3. Hence for DG the primary constraints are Π0N ,Π
i
N , C and the
primary Hamiltonian result
Hp =
∫
dd−1x
{
N
[
ΠˆhijΠˆ
ij
h
f(φ)
√
h
− Π
2
φ
2λ(φ)
√
h
− L
]
+ Πijh £Nhij + Πφ£Nφ+ ζ0Π
0
N + δ
ijζi(ΠN )j + θC
}
(2.2.12)
with ζ0, ζi, θ as Lagrange multipliers, £N the Lie derivative along the shift
N and
L =
√
h
[
f(φ)R− 1
2
(
d− 5
d− 1
)
λ(φ)hijDiφDjφ− 2f ′(φ)DiDiφ+ U(φ)
]
(2.2.13)
Consider the canonical transformation (of type 2)(
φ, hij ,Πφ,Π
ij
h
)
→ (Φ, qij , PΦ, P ijq ) (2.2.14)
3 There is a particular sub-case of interest: Weyl invariance W(φ) = 0 and K as a
spatial constant but time dependent.
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generated by 4
G2 =
∫
dd−1x
(
e2σ(φ)hijP
ij
q + φPΦ
)
(2.2.15)
where σ is a scalar function of φ. Then
qij = e
2σ(φ)hij (2.2.16)
Φ = φ (2.2.17)
Πijh = e
2σ(φ)P ijq (2.2.18)
Πφ = 2σ
′(φ)Pq + PΦ (2.2.19)
Notice that the scalar field and the trace of the momentum associated to
the metric remain invariant under the transformation. We take
σ(Φ) =
(
d− 2
d− 1
)
ln Φ (2.2.20)
in order to eliminate the dependence on f(φ) in
ΠˆhijΠˆ
ij
h
f(φ)
√
h
. The new Hamilto-
nian is given by
Hp =
∫
dd−1x
{
N
[
1
ZN
√
q
(
PˆqijPˆ
ij
q −
P 2q
(d− 1)(d− 2)
)
− ZN
√
hR(q)− L˜
]
+P ijq £Nqij +
2
d− 1Pq£N ln Φ + ζ0Π
0
N + δ
ijζi(ΠN )j + θ˜C˜
}
(2.2.21)
where D˜ correspond to the covariant derivative with respect to q,
L˜ = ZN
√
q
[
γ1(Φ)R(q) + γ2(Φ)q
ijD˜iσ(Φ)D˜jσ(Φ)
+γ3(Φ)q
ijD˜iD˜jσ(Φ) + αe
d(d−1)
d−2 σ(Φ)
]
(2.2.22)
γ1(Φ) = e
2σ(Φ) − 1 (2.2.23)
γ2(Φ) =
[
d(d− 3)− 1
2
(d− 1)3
d− 2
]
e2σ(Φ) (2.2.24)
γ3(Φ) = −e2σ(Φ) (2.2.25)
C˜ = Pq
d− 1 −
1
2
ΦPΦ (2.2.26)
and θ˜ absorb many terms proportional to C˜. Notice that the dependence
on PΦ in 2.2.21 is only via a constraint. Let us introduce the following
4See section C.1 of the appendix for a short review.
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functionals
HTotal⊥ [N ] = H⊥[N ] + ∆H⊥[N ] (2.2.27)
HTotal‖ [N] = H‖[N] + ∆H‖[N] (2.2.28)
∆H⊥[N ] = −
∫
dd−1xNL˜ (2.2.29)
∆H‖[N] =
2
d− 1
∫
dd−1xPq£N ln Φ (2.2.30)
C1[ζ] =
∫
dd−1x ζ0Π0N (2.2.31)
C2[~ζ] =
∫
dd−1x δijζi(ΠN )j (2.2.32)
C3[θ˜] =
∫
dd−1x θ˜C˜ (2.2.33)
Then
Hp = H
Total
⊥ [N ] +H
Total
‖ [N] + C1[ζ] + C2[~ζ] + C3[θ˜] (2.2.34)
We see that H⊥[N ] and H‖[N] are exactly equal to the generators in Einstein
gravity, equations 1.0.7 and 1.0.8. Therefore we coin the term “deforma-
tions” to ∆H⊥[N ] and ∆H‖[N]. Following the result from [15] we interpret
∆H⊥ as matter; thus we are dealing with a “non-derivative coupling” theory
and this generator satisfy independently the same Poisson bracket as 1.0.9.
Then
{HTotal⊥ [N ] , HTotal⊥ [M ]} = {H⊥ [N ] , H⊥ [M ]}+ {∆H⊥ [N ] ,∆H⊥ [M ]}
= H‖[qij (N∂jM −M∂jN)} (2.2.35)
since ∆H⊥ [N ] does not depend on any momenta. We can learn about the
nature of ∆H‖[N] by comparing the following Poisson brackets:
{qij ,∆H‖[N]} =
2
d− 1 (£N ln Φ) qij (2.2.36)
{P ijq ,∆H‖[N]} = −
2
d− 1 (£N ln Φ)P
ij
q (2.2.37)
{Φ,∆H‖[N]} = 0 (2.2.38)
{PΦ,∆H‖[N]} =
2
d− 1
PΦ
Φ
(£N ln Φ) +
2
d− 1D˜i
[
N iPq
Φ
]
(2.2.39)
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with
{qij , C3[θ˜]} = θ˜
d− 1qij (2.2.40)
{P ijq , C3[θ˜]} = −
θ˜
d− 1P
ij
q (2.2.41)
{Φ, C3[θ˜]} = −1
2
θ˜Φ (2.2.42)
{PΦ, C3[θ˜]} = 1
2
θ˜PΦ (2.2.43)
We see that for the metric and its conjugate momentum, ∆H‖[N] and C3[θ˜]
generates infinitesimal Weyl transformation which are indistinguishable for
a particular choice of foliation and Φ or a particular Lagrange multiplier θ˜.
From
{qij , HTotal‖ [N]} = £Nqij +
2
d− 1 (£N ln Φ) qij (2.2.44)
we see that HTotal‖ [N] not only generates displacements on the hypersurface
but also rescalings. From
{HTotal‖ [N], HTotal‖ [M]} = HTotal‖ [£NM] + ∆H‖[£NM] (2.2.45)
{C3[θ˜], HTotal‖ [N]} = C3[£Nθ˜] + ∆H‖[θ˜N] (2.2.46)
{C3[θ˜1], C3[θ˜2]} = 0 (2.2.47)
We conclude that the generators of reparamentrizations on the hypersurface
and Weyl rescaling form a first class system. Moreover, the number of
degrees of freedom (d.o.f) is
2×
 1︸︷︷︸
N
+ d− 1︸ ︷︷ ︸
N
+ 1︸︷︷︸
Φ
+
d(d− 1)
2︸ ︷︷ ︸
qij
 = d2 + d+ 2 (2.2.48)
and the current number of constraints is
1︸︷︷︸
δC1
δN
+ d− 1︸ ︷︷ ︸
δC2
δN
+ 1︸︷︷︸
δC3
δθ˜
+ 1︸︷︷︸
δHTotal⊥
δN
+ d− 1︸ ︷︷ ︸
δHTotal‖
δN
= 2d+ 1 (2.2.49)
Assuming that they form a first class system, the number of d.o.f is d(d −
3). Therefore if we suppose that there exist a further constraints it would
not only change the d.o.f but also contradict the results of the generators
according to the deformation algebra. The remaining bracket of interest is
{C3[θ˜], HTotal⊥ [N ]}. From 2.2.40,2.2.41, 2.2.42,2.2.43, we notice that for the
functional
F [T ] =
∫
dd−1xT i...jk...lf
k...l
i...j(q, Pq,Φ, Pφ) (2.2.50)
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with T a general tensor that cannot be a canonical variable or momenta, f
a tensor of these variables; the variation with respect Weyl transformation
result
δWF [T ] = −{C3[θ˜], F [T ]}
=
∫
dd−1x θ˜T i...jk...lδW f
k...l
i...j(q, Pq,Φ, Pφ) (2.2.51)
If f transform as a shift, i.e. δW f = βf with β as a constant, then
{C3[θ˜], F [T ]} = −βF [θ˜T ] (2.2.52)
For F = HTotal⊥ [N ] the counting of degrees of freedom imply that it must
transform as a shift5.
2.3 Construction of the spacetime
Let us review (see [59]) the construction procedure of a vacuum solution in
EG:
1. Give an initial data set (qij , P
ij
q ) which satisfy the constraints
δH⊥
δN
≈ 0 (2.3.1)
δH‖
δN i
≈ 0 (2.3.2)
(2.3.3)
2. Choose freely the lapse N and the shift N.
3. Solve the Hamilton equations for the canonical variables.
4. Reconstruct the spacetime metric and verify that solves Einstein’s
equation.
The first step is by no means trivial since satisfying the constraints restricts
the form of the hypersurface which may not yield to a relevant physical
solution. For analytical results the conformal decomposition of the con-
straints is a standard tool which has been developed by Lichnerowicz [60] ,
Choquet-Bruhat [61] [62] and York and O´ Murchadha [63] [64] [65] [66]. Let
us write the constraints 2.3.5 and 2.3.6 in terms of the extrinsic curvature
by substituting
P ijq = ZN
√
q
[
Kqq
ij −Kijq
]
(2.3.4)
5Similar result is made for H‖[N] in Appendix D
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into 1.0.7 and 1.0.8. The constraints become
Kijq K
q
ij −K2q −R(q) = 0 (2.3.5)
D˜j
[
Kqq
ij −Kijq
]
= 0 (2.3.6)
Consider an auxiliary metric λij ; the traceless, transverse and symmetric
tensor σij and a positive scalar field χ with the ansatz
qij = χ
γ1λij , Kˆ
ij
q = χ
γ2σij (2.3.7)
with γ1 and γ2 as a powers to be determined. From
D˜jKˆ
ij
q = χ
− (d+1)
2
γ1D¯j
[
χ
(d+1)
2
γ1Kˆijq
]
= χ−
(d+1)
2
γ1D¯j
[
χ
(d+1)
2
γ1+γ2σij
]
(2.3.8)
Then the constraint 2.3.6 becomes
D˜iKq − χ−
(d+1)
2
γ1D¯j
[
χ
(d+1)
2
γ1+γ2σij
]
= 0 (2.3.9)
We see that it is reasonable to choose γ2 = − (d+1)2 γ1 and Kg = 0 (Lichnerow-
iczs ansatz) or Kg = Kg(t) (York ansatz), since the constraints become
χ−(d−1)γ1σijσij −
(
d− 2
d− 1
)
K2q − χ−γ1R(λ)− (d− 2) (2.3.10)
γ1
[
d− 3
4
γ1 − 1
]
χ−γ1−2D¯iχD¯iχ+ (d− 2)γ1χ−γ1−1D¯iD¯iχ = 0(2.3.11)
D¯jσ
ij = 0 (2.3.12)
In order to simplify the first expression we choose γ1 =
4
d−3 , then
χ−4(
d−1
d−3 )σijσij −
(
d− 2
d− 1
)
K2q − χ−
4
d−3R(λ) + 4
(
d− 2
d− 3
)
χ−(
4
d−3 )−1D¯iD¯iχ = 0
(2.3.13)
D¯jσ
ij = 0 (2.3.14)
The elliptic equation 2.3.13 with Kg = 0 is known as the “Lichnerowicz equa-
tion” and for Kg = Kg(t) is known as the “Lichnerowicz-York equation”.
The problem of satisfying the constraints become that of finding the scalar
χ. Following [59] the solvability for d = 4 is resumed in Table 2.1. The Yam-
abe classes Y+,Y0,Y− are 3-dimensional Riemannian closed manifolds on
which every metric can be conformally transformed to a metric of constant
scalar curvature. A solution of 2.3.13 exist for λij , σ
ij ,Kq exist if and only if
there exist a solution of the conformally transformed data ν4λij , ν
−2σij ,Kq
with R(ν4λ) = +1, 0,−1 ν > 0, depending upon the Yamabe class.
For DG we follow the same procedure. Let us start before the canonical
transformation, we give an initial data set (φ, hij ,Πφ,Π
ij
h ) and solve the
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σ2 = 0,Kg = 0 σ
2 6= 0, Kg = 0 σ2 = 0, Kg 6= 0 σ2 6= 0, Kg 6= 0
Y+ N Y N Y
Y0 Y N N Y
Y− N N Y Y
Table 2.1: Solutions of “Lichnerowicz-York equation” for conformally trans-
formed data in a certain Yamabe class, σ2 stands for σijσij .
constraints calculated from the primary Hamiltonian given by 2.2.12:
ΠˆhijΠˆ
ij
h
f(φ)
√
h
− Π
2
φ
2λ(φ)
√
h
− L ≈ 0 (2.3.15)
−2DiΠihj + ΠφDjφ ≈ 0 (2.3.16)
Πh +
1
2
φΠφ ≈ 0 (2.3.17)
We use the last expression to eliminate the dependence on Πh:
ΠˆhijΠˆ
ij
h
f(φ)
√
h
− Π
2
φ
2λ(φ)
√
h
− L ≈ 0 (2.3.18)
DiΠˆ
i
hj +
d
d− 1ΠφDjφ+ φDjΠφ ≈ 0 (2.3.19)
In order to disentangle the constraints it is natural to gauge fix the theory:
Πφ ≈ 0. This gauge is called “Lichnerowicz gauge” and imply that Πˆhij is
also transverse, Πh ≈ 0 and φ must satisfy
f(φ)KˆijKˆ
ij − f(φ)R− 1
2
(
d− 5
d− 1
)
λ(φ)hijDiφDjφ
−2f ′(φ)DiDiφ+ U(φ) ≈ 0 (2.3.20)
For the field redefinition φ = χ
2
d−3 we obtain again an elliptic equation. The
constraint must be preserved in time, therefore Π˙φ ≈ 0. This will give in
turn a lapse-gauge fixing equation. After choosing N and θ one must solve
Hamilton’s equation for the remaining canonical variables and finally check
if the satisfy Einstein’s equation.
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Notice that for the “Einstein gauge” φ ≈ 1 (α = 0)2.3.15, 2.3.16 and
2.3.17 reduced to 2.3.5 and 2.3.6. The consistency condition φ˙ ≈ 0 gives
a fixing equation for θ. From table 2.2 we see that the previous gauges
Lichnerowicz gauge Einstein gauge
Πφ ≈ 0 φ ≈ 1
Π˙φ ≈ 0 ⇒ N is fixed φ˙ ≈ 0 ⇒ θ is fixed
N, θ are free N,N are free
Table 2.2: Symmetry trading.
give different theories. Effectively there has been a trade of generators:
δH
δN ↔ C. Nevertheless the canonical variables are the same in both theories
(a spatial metric and its conjugate momentum); the same number of first
class constraints implies the same number of (local) degrees of freedom.
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Chapter 3
Quantum aspects of DG
3.1 Path integral of DG
Let us study the path integral in which we integrate out the scalar field,
i.e. we treat gµν as a classical field and the scalar field as pure quantum
fluctuation. After the analytic continuation to the Euclidean time, the action
2.0.17 1 can be written as
S[ψ, gµν ] = −ε
2
∫
ddx
√
g ψOα˜ψ (3.1.1)
with ε = ±1 and
Oα˜ = −∇2 + 1
4
(
d− 2
d− 1
)
R+ 2
ε
α˜ψ
4
d−2 (3.1.2)
The path integral becomes
Z[gµν ] =
∫
Dψ e ε2
∫
ddx
√
g ψOα˜ψ (3.1.3)
with
Dψ =
∏
x
(
dψ
µ
)
(3.1.4)
where µ corresponds to an arbitrary mass. For α˜ = 0 the path integral is
Gaussian if ψ is a physical field (ε = −1) and as a dilaton one must analytic
continued it to a pure imaginary field (similar to [67]). The integral result
Z[gµν ] = N e−
1
2
Tr log
O0
µ2 where N corresponds to a (infinite) normalization
constant. Notice that given choice of measure Weyl invariance is broken due
to presence of µ, i.e. it is anomalous. The effective action can be computed
1It amounts to an overall change of sign of the action and the manifold is assumed to
be closed. Any reference to Euclidean metric is not shown explicitly.
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by means of the heat kernel method. The heat kernel trace and the effective
action are related by the formal expression [68] [33]:
Γ[gµν ] = −1
2
∫ ∞
0
ds
s
TrKO0(s) (3.1.5)
where small s encodes the UV behavior, large s the IR and TrKO0(s) =
Tre−sO0 . The local expansion of the heat kernel trace is on the form
TrKO0(s) =
1
(4pi)d/2
∞∑
n=0
sn−
d
2B2n(O0) (3.1.6)
where the B2n(O0) are the integrated heat kernel coefficients (see [33] and
[69] for details). Before substituting 3.1.6 into 3.1.5 we add a mass term
e−sm2 in the integrand in order to ensure convergence. We will obtain a
general result on the form Γ = Γfinite+ Γdivergent. The divergent part arises
from the lower extrema of the integral, therefore some regularization method
must be employ. If we choose dimensional regularization the effective action
is
Γ[gµν ] = − 1
2(4pi)d/2
∞∑
n=0
md−2nΓ
(
n− d
2
)
B2n(O0) (3.1.7)
where Γ
(
n− d2
)
corresponds to the Gamma function. From its analytical
continuation we see that for n− d2 ≤ 0 the effective action has UV divergences
(also finite terms) and the terms starting from n = d2 +1 are finite. Consider
the dimensionless integrated heat kernel coefficients
Bˆ2n(O0) = Λd−2nB2n(O0) (3.1.8)
then for d = 4−  the divergent part is
Γdiv[gµν ] = − 1
2(4pi)2
[
m4
Λ4
(
1

− γ
2
+
3
4
+ ln 4pi − ln m
2
Λ2
)
Bˆ0(O0)
+
m2
Λ2
(
−2

+ γ − 1− ln 4pi + ln m
2
Λ2
)
Bˆ2(O0)
+
(
2

− γ + ln 4pi − ln m
2
Λ2
)
Bˆ4(O0)
]
(3.1.9)
Notice that in the limit m→ 0 the third term is IR divergent. Ignoring this
limit we obtain a well known result
Γdiv[gµν ] = − 1
(4pi)2
∫
d4x
√
g
[
1
120
WµνρσW
µνρσ − 1
360
E − 1
30
∇2R
]
(3.1.10)
Recall thatWµνρσ is invariant under metric rescalings. In d = 4,
√
gWµνρσW
µνρσ
is invariant under metric rescalings and E is a total derivative [70]. Since we
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are dealing with closed manifolds we can conclude that the divergent part
of the effective action is Weyl invariant. Therefore the anomaly must arise
from the finite part.
In order to take into account the potential in the path integral we are
obliged to split the scalar field
ψ = ψ¯ + χ (3.1.11)
where ψ¯ corresponds to the background field (not yet a dimensionful con-
stant) and χ the quantum fluctuation. Therefore the (Euclidean) action
2.0.17 have the following expansion
S[ψ¯ + χ, gµν ] = S[ψ¯, gµν ] + S
(1)[χ, gµν ] + S
(2)[χ, gµν ] + . . . (3.1.12)
with
S(1)[χ, gµν ] = −
∫
ddx
√−gEψ¯χ (3.1.13)
S(2)[χ, gµν ] = −ε
2
∫
ddx
√−gχOα˜χ (3.1.14)
Oα˜ = −∇2 + 1
4
(
d− 2
d− 1
)
R
+
1
ε
(
2d
d− 2
)(
2d
d− 2 − 1
)
α˜ψ¯
4
d−2 (3.1.15)
As before χ must be pure imaginary if the scalar is a dilaton (as in [67]).
The divergent part of the (Euclidean) effective action result
Γdiv[ψ¯, gµν ] = − 1
(4pi)2
∫
d4x
√
g
[
72α˜2ψ¯4 +
1
120
WµνρσW
µνρσ
− 1
360
E − 1
180
∇2R+ 2α˜∇2ψ¯2
]
(3.1.16)
where ψ¯ satisfy Eψ¯ = 0. Again we find that the divergent part of the
effective action is Weyl invariant. Moreover the anomaly must arise from
the finite quantum correction.
Let us study the opposite case, the scalar now is completely classical and
the metric is of the form
gµν = g¯µν + hµν (3.1.17)
where g¯µν corresponds to the background metric and hµν the fluctuation. We
use the convention that indices are raised and lowered with the background
metric, e.g. h = g¯µνhµν . After the splitting, the (Euclidean) action 2.0.17
have the following expansion
S[ψ, g¯µν + hµν ] = S[ψ, g¯µν ] + S
(1)[ψ, hµν ] + S
(2)[ψ, hµν ] + . . . (3.1.18)
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with
S(1)[ψ, hµν ] =
∫
d4x
√−g¯E(g¯)µν hµν (3.1.19)
S(2)[ψ, hµν ] = −
∫
d4x
√−g¯
[
ψ2
24
(
1
2
hµν∇¯2hµν − 1
2
h∇¯2h− hµν∇¯µ∇¯ρhρν
+h∇¯µ∇¯νhµν + R¯αβγδhαγhβδ + hαβR¯γαhγβ − hR¯µνhµν
)
+
(
1
8
h2 − 1
4
hµνh
µν
)(
ψ2
12
R¯+ α˜ψ4
)
−1
8
hµνψ∇¯αψ∇¯αhµν + 1
6
hρµψ∇¯ρψ∇¯νhνµ
−1
6
hρµψ∇¯ρψ∇¯µh+
1
12
hναψ∇¯µψ∇¯αhµν + 1
24
hψ∇¯µψ∇¯µh
+
1
2
(
1
8
h2 − 1
4
hαβh
αβ
)
g¯µν∇¯µψ∇¯νψ − 1
4
hhµν∇¯µψ∇¯νψ
+
1
2
hµαh να ∇¯µψ∇¯νψ
]
(3.1.20)
Following [44], [45] and [71] we introduce the Weyl connection
Υρµν = Γ¯
ρ
µν − δρµυν − δρνυµ + gµνυρ (3.1.21)
where υν is a pure-gauge Abelian gauge field and Γ¯
ρ
µν is the Levi-Civita
connection with respect to g¯µν . Under g¯µν → Ω2g¯µν the gauge fields trans-
form as υµ → υµ + Ω−1∂µΩ, thus leaving the Weyl connection invariant.
We define ∇W as the covariant derivative associated with the Weyl connec-
tion. Moreover we define the Weyl and diffeomorphic invariant covariant
derivative
DσT
µ1...
ν1... = ∇Wσ Tµ1...ν1... − wυσTµ1...ν1... (3.1.22)
where w is defined from the transformation Tµ1...ν1... → ΩwTµ1...ν1.... Notice
that Dσ g¯µν = 0. If υµ is constructed from the unphysical scalar field υµ =
−ψ−1∂µψ, we also have Dσψ = 0 (recall that in d = 4, ψ transforms as
ψ → Ω−1ψ). The curvature tensor with respecto to D is defined as
[Dρ,Dσ]V
α = R αρσ βV
β (3.1.23)
The tensor R αρσ β is Weyl invariant and can be written in terms of the
Riemmann tensor as
Rµνρσ = R¯µνρσ +
[
g¯µρ
(∇¯νυσ + υνυσ)− ρ↔ σ]
− [g¯νρ (∇¯µυσ + υµυσ)− ρ↔ σ]
−(gµρgνσ − gµσgνρ)υλυλ (3.1.24)
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Notice that 3.1.20 can be rewritten in terms of Weyl-covariant derivatives
D and curvatures R. Then
S(2)[ψ, hµν ] =
∫
d4x
√−g¯
[
ψ2
24
(
−1
2
hµνD
2hµν +
1
2
hD2h+ hµνD
µDρh
ρν
−hDµDνhµν −Rαβγδhαγhβδ − hαβRγαhγβ + hRµνhµν
)
−
(
1
8
h2 − 1
4
hµνh
µν
)(
ψ2
12
R + α˜ψ4
)]
(3.1.25)
This result is the same as in EG since ψ behaves as a constant with respect
to D (see [33] for comparison with EG). For E
(g¯)
µν = 0 (this amount to fix ψ
due to Weyl invariance), we ought to compute the path integral on the form
Z[ψ, g¯µν ] = e
−S[ψ,g¯µν ]
∫
Dhµν e− 12
∫
d4x
√
g¯ hαβOαβγδ(ψ)hγδ (3.1.26)
Due to diffeomorphism invariance we follow Faddeev-Popov’s procedure,
then
Z[ψ, g¯µν ] = e
−S[ψ,g¯µν ]
∫
DhµνDCDC¯
×e− 12
∫
d4x
√
g¯ hαβOαβγδ(ψ)hγδ−SG.F.[ψ,g¯µν ,hµν ]−Sghost[ψ,g¯µν ,C,C¯]
(3.1.27)
The replacement (∇¯ → D and R¯′s→ R′s) allow us to work as if we where
dealing with EG, thus the gauge fixing term is given by
SG.F.[ψ, g¯µν , hµν ] =
1
α
∫
d4x
√
g¯
ψ2
24
Fµg¯
µνFν (3.1.28)
where
Fµ = Dσh
σ
µ −
β + 1
4
Dµh (3.1.29)
and α, β as gauge parameters. The corresponding ghost action for the gauge
condition Fµ = 0 is
Sghost[ψ, g¯µν , C, C¯] = −
∫
d4x
√
g¯ ψ2C¯µ
[−g¯µνD2 −Rµν]Cν (3.1.30)
where Cµ, C¯µ are anticommuting dimensionless vector fields. For the de
Donder-Feynmann gauge β = 1, α = 1, the final (contracted) Hessian is on
the form∫
d4x
√
g¯ hαβHαβγδ(ψ)hγδ =
∫
d4x
√
g¯
[
ψ2
12
(
−1
2
hµνD
2hµν
−Rαβγδhαγhβδ − hαβRγαhγβ +hRµνhµν)
−
(
1
8
h2 − 1
4
hµνh
µν
)(
ψ2
12
R + α˜ψ4
)]
(3.1.31)
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We see that the Hessian corresponds to a bilinear form in the space of
symmetric tensors, it maps covariant tensors to contravariant tensors hγδ →
Hαβγδ(ψ)hγδ. We wish to think of it as a differential operator, i.e. an
operator that maps covariant tensors to covariant tensors, since its trace
and determinant are base independent. In order to acomplish this we need
to define a metric in the space of metrics (analogous to the De Witt’s metric)
G2(h, h) =
∫
d4x
√
g¯ ψ4hαβ g¯
αγ g¯βδhγδ (3.1.32)
which is invariant under the background diffeomorphisms defined by
δg¯µν = £g¯µν = ∇¯µν + ∇¯νµ, δhµν = £hµν , δψ = µ∂µψ (3.1.33)
and background Weyl transformations (Ω = 1 + ω):
δω g¯µν = 2ωg¯µν , δωhµν = 2ωhµν , δωψ = −2ωψ (3.1.34)
Then we can write∫
d4x
√
g¯ hαβHαβγδ(ψ)hγδ = G2(h,O2h) (3.1.35)
with
O γδ2µν = ψ−4g¯µαg¯νβHαβγδ(ψ) (3.1.36)
Notice that O2 is dimensionless. From the invariance of G2 one can deduce
the covariance property
O γδ2αβ
∣∣∣
Ω2gµν ,Ω−1ψ
(
Ω2hγδ
)
= Ω2 O γδ2αβ
∣∣∣
gµν ,ψ
(hγδ) (3.1.37)
and from it we deduce that the spectrum of O2 is Weyl invariant. Finally a
Weyl invariant measure for hµν can be achieved by writing it as
Dhµν =
∏
x
(
ψ2dhµν
)
(3.1.38)
For the anticommuting vector fields we define invariant metric
G1(C¯, C) =
∫
d4x
√
g¯ψ2C¯µg¯
µνCν (3.1.39)
Then
Sghost[ψ, g¯µν , C, C¯] = −G1(C¯,O1C) (3.1.40)
with
O ν1µ = ψ−2
(−δνµD2 −R νµ ) (3.1.41)
Hence the effective action result
Γ[ψ, g¯µν ] = S[ψ, g¯µν ] +
1
2
tr logO2 − tr logO1 (3.1.42)
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If we now consider also the splitting ψ = ψ¯ + χ we need to expand the
quadratic action further:
S(2) = (3.1.20) +
∫
d4x
√
g¯
[
1
12
ψ¯χhR¯+ 1
12
χ2R¯
+
1
6
ψ¯χ
(∇¯µ∇¯νhµν − ∇¯2h− R¯µνhµν)
+
1
2
g¯µν∇µχ∇νχ− hµν∇µψ¯∇µχ+ 6α˜ψ¯2χ2
]
(3.1.43)
We choose the gauge in which χ = 0 , this will not give any ghost since χ
transforms as a shift under Weyl. After choosing this particular gauge we
return to the quadratic action 3.1.20 and arrive to an important result:
SDG[ψ¯, g¯µν ]
ΓDG[ψ¯, g¯µν ]
}
ψ¯=
√
12ZN=⇒
{
SEG[g¯µν ]
ΓEG[g¯µν ]
(3.1.44)
In particular the divergent part of the effective action of DG is given again
by equation 1.0.28.
3.1.1 Remark on anomalies
The dilaton and the metric field have been quantized employing the back-
ground field method and the resulting effective action is invariant under
background diffeomorphisms and Weyl, i.e. is not anomalous. If we add
matter fields, such as in 2.1.19 and 2.1.22, we choose the measure such that
0 = δωΓ =
∫
d4x
[
δΓ
δφ
δωφ+
δΓ
δχ
δωχ+
δΓ
δgµν
δωgµν
]
=
∫
d4x
√
g
[
ωφEφ + ωgµν〈Tµν〉
]
(3.1.45)
The second line is on-shell. Eφ is just the expression given by 2.0.4 since
the actual equation of motion must take into account contributions from the
matter action. Is clear that due to the presence of the dilaton Weyl is not
anomalous.
3.2 Minisuperspace DG
The metric of a universe that is homogeneous and isotropic in space is given
by:
ds2 = σ2
{
−N2(t)dt2 + a2(t)
[
dr2
1− κr2 + r
2
(
dθ2 + sin2 θdϕ2
)]}
(3.2.1)
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where σ normalization factor with energy dimension -1, therefore the coor-
dinates and κ are dimensionless. The lapse and scale factor transform under
Weyl as
N → ΩN (3.2.2)
a → Ωa (3.2.3)
Recall that N = 1 imply that t corresponds to the proper time in the each
point on hypersurface. The geometrical objects of interest are
√
−det g = σ4Na3 r
2
√
1− κr2 sin θ (3.2.4)
R = 6
σ2
[
1
N2
a¨
a
+
1
N2
(
a˙
a
)2
+
κ
a2
− a˙
a
N˙
N3
]
(3.2.5)
In d = 4 the action for DG with φ = φ(t) 2, after some temporal integration
by parts 3, becomes
S[φ, a,N ] = 6ZNVσ2
∫
dtN
[
− a˙
2aφ2
N2
− 2φφ˙a˙a
2
N2
+ κaφ2 − 1
N2
a3φ˙2 +
σ2α
6
a3φ4
]
(3.2.6)
with
V = 2pi
[
arcsin (
√
κL)
κ
3
2
− L
κ
√
1− κL2
]
(3.2.7)
For the choice σ2 = 1ZNV we define the dimensionless parameter α˜ =
1
144σ
2α
and also we rescale the scalar field φ → √12φ, then the action in minisu-
perspace is given by
S[φ, a,N ] =
∫
dtN
[
− a˙
2aφ2
2N2
− φφ˙a˙a
2
N2
+ κaφ2 − 1
2N2
a3φ˙2 + α˜a3φ4
]
(3.2.8)
Notice that it can be rewritten as
S[φ, a,N ] =
∫
dt
−a3φ2
2N
(
a˙
a
+
φ˙
φ
)2
−NV (a, φ)
 (3.2.9)
with V (a, φ) = −κaφ2 − α˜a3φ4. Consider the following field redefinitions
a = eτ (3.2.10)
φ = eχ (3.2.11)
2The field must be homogeneous in order to respect the symmetries
3We stress that the boundary terms are not just simply dropped, they are not present
due to the cancellation with the Gibbons-Hawking-York action.
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Then
S[τ, χ,N ] =
∫
dt
[
−e
3τ+2χ
2N
(τ˙ + χ˙)2 −NV (τ, χ)
]
(3.2.12)
We again redefine these fields as
ϑ = 3τ + 2χ (3.2.13)
ϕ = τ + χ (3.2.14)
The action finally becomes
S[ϕ, ϑ,N ] =
∫
dt
[
− e
ϑ
2N
ϕ˙2 −Ne−ϑV (ϕ)
]
, V (ϕ) = −κe−4ϕ − α˜e6ϕ
(3.2.15)
Notice that under Weyl transformations parametrized by Ω = eσ, ϕ remains
invariant and ϑ→ ϑ+σ, i.e. it transform as a shift. Since the combinations
Ne−ϑ, eϑ/N are Weyl invariant, so is the action. The canonical momenta
are
Pϕ = −e
ϑ
N
ϕ˙ (3.2.16)
Pϑ = 0 (3.2.17)
PN = 0 (3.2.18)
we find two primary constraints Pϑ, PN . We identify Pϑ as the generator of
Weyl transformations. The Hamiltonian becomes
H = Ne−ϑ
(
−1
2
P 2ϕ + V (ϕ)
)
+ ζNPN + ζϑPϑ (3.2.19)
Consistency condition for PN and Pϑ gives the secondary constraint
H0 = e
−ϑ
(
−1
2
P 2ϕ + V (ϕ)
)
(3.2.20)
Before continuing to the quantization procedure let us study the EG gauge
defined by:
C = 3ϕ− ϑ (3.2.21)
Then
HEG0 = e
−3ϕ
(
−1
2
P 2ϕ + V (ϕ)
)
(3.2.22)
The quantization follows by promoting the canonical variables to hermitian
operators:
ϕ → ϕˆ (3.2.23)
Pϕ → 1
i
∂
∂ϕ
(3.2.24)
ϑ → ϑˆ (3.2.25)
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Then immediately we can see that the ordering issues in EG 3.2.22 are
avoided in DG 3.2.20 since [ϕˆ, ϑˆ] = 0. For DG the Wheeler-De Witt equation
is
e−ϑ
(
1
2
∂2
∂ϕ2
+ V (ϕ)
)
ψ(ϕ, ϑ) = 0 (3.2.26)
For the ansatz ψ(ϕ, ϑ) = ψ(ϑ)ψ(ϕ) the equation is separable and we see that
Wheeler-De Witt equation only restricts the the physical wave function ψ(ϕ)
of the only physical degree of freedom.
35
Chapter 4
Classical and quantum
aspects of UG
4.1 Special diffeomorphism SDiff
Let us consider an infinitesimal diffeomorphism generated by the vector field
µ(x): xµ → xµ − µ(x). Then
δ
√
−det g = 1
2
√
−det ggµνδgµν =
√
−det g∇µµ (4.1.1)
SDiff ’s are generated by divergenceless vector fields, i.e.
∇µµ = 0, (gµνδgµν = 0) (4.1.2)
Hence the determinant of the metric remains invariant. This can be though
as an analogous case of the groups O(n) and SO(n). SDiff ’s have the
following properties:
• There is not distinction between tensors and tensor densities. As an
example let a(x) be a scalar density field of weight 2, under a diffeo-
morphism it transforms as
a′(x′) =
∣∣∣∣ ∂xµ∂x′ν
∣∣∣∣2 a(x) (4.1.3)
For an infinitesimal diffeomorphism one finds that 1
£a = 
µ∂µa+ 2a∂µ
µ = µ∇µa+ 2a∇µµ = µ∇µa (4.1.4)
• From the volume form
Vold =
√
−det g︸ ︷︷ ︸
Covariant underDiff ′s.
Invariant under SDiff ′s
dx0 ∧ dx1 ∧ . . . ∧ dxd−1
1Recall that ∇µa = ∂µa− 2
(
∂µ ln
√|g|) a
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We consider the exponential splitting of the metric
gµν = g¯µρ
(
eh
)ρ
ν
(4.1.5)
The form result
Vold =
√
−det g¯etrhdx0 ∧ dx1 ∧ . . . ∧ dxd−1 (4.1.6)
Therefore for SDiff we set trh = 0.
4.2 UG as a SDiff invariant theory
Consider 1.0.2 with matter
S[gµν ] = ZN
∫
ddx
√−gR+ Sm (4.2.1)
where Sm corresponds to the matter action. From the invariance of the
action under general Diff ’s we find
∇µGµν = 1
2ZN
∇µθµν (4.2.2)
where
θµν = − 2√−g
δSm
δgµν
(4.2.3)
Since the Einstein tensor Gµν = Rµν − 12Rgµν is covariantly conserved due
to the contracted Bianchi identity: ∇µGµν = 0, this imply that also the
energy-momentum tensor θµν is conserved. If now we demand invariance of
the action under SDiff ’s we obtain
∇µ
(
ZNRµν − 1
2
θµν
)
= 0 (4.2.4)
We notice that the energy-momentum tensor is not immediately conserved.
The equations of motion for a general variation that leaves invariant the
determinant of the metric is on the form
Rµν − 1
d
gµνR = 1
2ZN
(
θµν − 1
d
gµνθ
)
(4.2.5)
Notice that the right hand side is invariant under
θµν → θµν + ϑgµν (4.2.6)
We choose ϑ such that the improved energy momentum tensor Tµν be co-
variantly conserved:
Tµν = θµν + ϑgµν ; ∇µTµν = 0 (4.2.7)
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As an example consider the energy-momentum tensor of a free massless
scalar field:
θµν = ∇µφ∇νφ (4.2.8)
we can improve it by taking ϑ = −12∇αφ∇αφ. This example should make
it clear that the improvement consists of adding always a term where ϑ is
the classical matter Lagrangian. This is precisely the term that would come
in the definition of Tµν from the variation of
√−g in the Diff -invariant
formulation of the theory, but is not there in UG, because
√−g is not
varied. By simply adding such a term to the energy-momentum tensor one
is guaranteed to obtain an energy-momentum tensor that is symmetric and
conserved.
Taking the covariant derivative of (4.2.5) (with the improved energy mo-
mentum tensor) and using the twice contracted Bianchi identity one recover
the Einstein field equations
Rµν − 1
2
gµνR+ Λgµν = 1
2ZN
Tµν (4.2.9)
where the cosmological constant Λ corresponds to an integration constant
instead of a coupling in the Lagrangian. Therefore the action of UG is
defined as
S[gµν ] = ZN
∫
ddxωR (4.2.10)
with ω as a scalar density of weight one. There exist local coordinate systems
where ω is constant and can be set to unity, in this case the metric would
be unimodular in the proper sense of the word.
Following [55] the generalization to an arbitrary Lagrangian L = L(g) is
straightforward. First consider the action
S[gµν ] =
∫
ddx
√−gL(g) (4.2.11)
The variation under Diff ’s result
δS[gµν ] =
∫
ddx
√−g
[
∇µ
(
δL
δgµν
− 1
2
gµνL
)]
ν (4.2.12)
From the invariance of the action we obtain the “generalized” Bianchi iden-
tity
∇µ
(
δL
δgµν
− 1
2
gµνL
)
= 0 (4.2.13)
Now let us consider
S[gµν ] =
∫
ddxωL(g) + Sm (4.2.14)
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where Sm corresponds to the matter action. Varying this expression, with
the determinant of the metric fixed, one obtains the equation of motion for
the metric
δL
δgµν
− 1
d
gµνg
αβ δL
δgαβ
=
1
2
(
θµν − 1
d
gµνθ
)
(4.2.15)
By the same argument as in equations 4.2.6,4.2.7, the energy-momentum
tensor θµν can be replaced by the improved energy-momentum tensor Tµν
in the right hand side. Taking the divergence of equation 4.2.15 and using
4.2.13 one finds
δL
δgµν
− 1
2
gµνL+ Λgµν = 1
2
Tµν (4.2.16)
We thus see that the equation of motion derived from the unimodular theory
is the same as the one coming from the full theory, up to an arbitraty term
proportional to the metric, which must be determined from the boundary
conditions.
4.3 Hamiltonian analysis of UG
In the ADM parametrization we have
√−g = N√q (4.3.1)
Following [48] UG is obtained from EG by fixing the lapse
N =
ω√
q
(4.3.2)
The primary Hamiltonian becomes
H = H⊥
[
ω√
q
]
+H‖[N] + C2[~ζ] (4.3.3)
with
C2[~ζ] =
∫
dd−1x δijζi(PN )j (4.3.4)
H⊥
[
ω√
q
]
=
∫
dd−1x
ω√
q
[
1
ZN
√
q
(
PqijP
ij
q −
P 2q
(d− 2)
)
−ZN√qR(q)] (4.3.5)
H‖[N] =
∫
dd−1xP ijq £Nqij (4.3.6)
where C2 is the only primary (smear) constraint and applying the con-
sistency condition one obtain the secondary (smear) constraint H‖[N]. Con-
sistency condition for the secondary constraint imply the tertiary constraint
C3 =
∫
dd−1xNkDk
[
1
ZN
√
q
(
PqijP
ij
q −
P 2q
(d− 2)
)
− ZN√qR(q)
]
(4.3.7)
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The term in the bracket must be proportional to the metric. This is equiv-
alent to the constraint
HΛ⊥
[
ω√
q
]
=
∫
dd−1x
ω√
q
[
1
ZN
√
q
(
PqijP
ij
q −
P 2q
(d− 2)
)
− (ZN√qR(q)− 2Λ)] (4.3.8)
with Λ as an integration constant. We can write the above constraint as
HTotal⊥ [N ] = H⊥ [N ] + ∆H⊥ [N ] , N =
ω√
q
(4.3.9)
with
∆H⊥ [N ] = −
∫
dd−1xN2Λ (4.3.10)
Then by the same argument used in the Hamiltonian analysis for DG this
deformation does not involve the momenta conjugate to the metric, therefore
the constraints satisfy the deformation algebra given by 1.0.9,1.0.10, 1.0.11
and no further constraint exist.
4.4 Path integral of UG
We need to expand 4.2.10 up to second order in the fluctuation and since
we want that the background be SDiff invariant we choose the exponential
parametrization of the metric, given in 4.1.5 with trh = 0. The (Euclidean)
quadratic action is obtain by substituting 4.1.5 into 1.0.2 and setting trh = 0.
S(2)[hµν ] = −ZN
2
∫
ddxω
[
1
2
hTµν∇¯2hµνT − hTµν∇¯µ∇¯ρhρνT + R¯αβγδhαγT hβδT
]
(4.4.1)
where T indicates that the fluctuation is traceless. We can rewrite the
quadratic action by introducing the Lichnerowicz Laplacians. They are de-
fined for scalar field φ, vector field Aµ and symmetric tensor hµν as
∆L0φ = −∇¯2φ (4.4.2)
∆L1Aµ = −∇¯2Aµ + R¯µρAρ (4.4.3)
∆L2hµν = −∇¯2hµν + R¯µρhρν + R¯νρhµρ − R¯µρνσhρσ − R¯µρνσhσρ (4.4.4)
Using the equation of motion of the background R¯µν = R¯d g¯µν , the Lich-
nerowicz Laplacians becomes
∆L2hµν = −∇¯2hµν +
2
d
R¯hµν − 2R¯µρνσhρσ (4.4.5)
∆L1Aµ =
(
−∇¯2 + 1
d
R¯
)
Aµ (4.4.6)
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and we obtain the following properties2
∆L1∇¯µφ = ∇¯µ∆L0φ (4.4.7)
∇¯µ∆L1Aµ = ∆L0∇¯µAµ (4.4.8)
∆L2(∇¯µ∇¯ν)φ = ∇¯µ∇¯ν∆L0φ (4.4.9)
∆L2(∇¯µAν + ∇¯νAµ) = ∇¯µ∆L1Aν + ∇¯ν∆L1Aµ (4.4.10)
∆L2 g¯µνφ = ∆L0 g¯µνφ (4.4.11)
The quadratic action becomes
S(2)[g¯µν ] =
ZN
2
∫
ddxω
[
1
2
hTµν
(
∆L2 −
2
d
R
)
hµνT + h
T
µν∇¯µ∇¯ρhρνT
]
(4.4.12)
We introduce the York decomposition of the fluctuation
hµν = h
TT
µν + ∇¯µξν + ∇¯νξµ + ∇¯µ∇¯νσ −
1
d
g¯µν∇¯2σ + g¯µν
d
h (4.4.13)
where TT stands for traceless and transverse (∇¯µhTTµν = 0), ξµ is transverse
vector field (∇¯µξµ = 0) and σ is a scalar field. Using the properties 4.4.7-
4.4.11 one obtain
∇¯ρhTρν = −
(
∆L1 −
2
d
R¯
)
ξν −
(
d− 1
d
)
∇¯ν
(
∆L0 −
1
d− 1R¯
)
σ(4.4.14)
hµνT ∇¯µ∇¯ρhTρν ≈ −(∇¯µhµνT )(∇¯ρhTρν)
≈ −ξµ
(
∆L1 −
2
d
R¯
)2
ξµ
− (d− 1)
2
d2
(
∆L0 −
1
d− 1R¯
)
σ∆L0
(
∆L0 −
1
d− 1R¯
)
σ(4.4.15)
hµνT ∆L2h
T
µν ≈ hµνTT∆L2hTTµν + 2ξµ∆L1
(
∆L1 −
2
d
R¯
)
ξµ
+
d− 1
d
σ∆2L0
(
∆L0 −
1
d− 1R¯
)
σ (4.4.16)
hµνT h
T
µν ≈ hµνTThTTµν + 2ξµ
(
∆L1 −
2
d
R¯
)
ξµ
+
d− 1
d
σ∆L0
(
∆L0 −
1
d− 1R¯
)
σ (4.4.17)
where≈ indicates that some partial integration has been done. The quadratic
action becomes
S(2)[g¯µν ] =
ZN
2
∫
ddxω
[
1
2
hTTµν
(
∆L2 −
2
d
R¯
)
hµνTT
−(d− 1)(d− 2)
2d2
σ∆2L0
(
∆L0 −
1
d− 1R¯
)
σ
]
(4.4.18)
2The Lichnerowicz Laplacians have these useful properties in general for Einstein
spaces.
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Notice that there is not a dependence on the vector field. The measure is
obtained from ∫
DhTTµν DξµDσ J e−
∫
ddx
√
g¯ hµνT h
T
µν = 1 (4.4.19)
using 4.4.17 one finds the Jacobian
J =
√
det
(
∆L1 −
2
d
R¯
)√
det (∆L0)
√
det
(
∆L0 −
1
d− 1R¯
)
(4.4.20)
4.4.1 Gauge fixing condition
In order to impose a suitable gauge condition first recall that for EG one
usually consider
SGF =
ZN
2α
∫
ddx
√
g¯ Fµg¯
µνFν (4.4.21)
where
Fµ = ∇¯ρhρµ −
β + 1
d
∇¯µh (4.4.22)
and α, β as gauge parameters. Using York’s decomposition and assuming a
maximally symmetric background one finds
Fµ = −
(
∆L1 −
2
d
R¯
)
ξµ −
(
d− 1
d
)
∇¯µ
(
∆L0 −
1
d− 1R¯
)
σ − β
d
∇¯µh
(4.4.23)
It can be writing as
Fµ = F
T
µ + ∇¯µFL (4.4.24)
where
FTµ = −
(
∆L1 −
2
d
R¯
)
ξµ (4.4.25)
FL = −
(
d− 1
d
)(
∆L0 −
1
d− 1R¯
)
σ − β
d
h (4.4.26)
Since we can decompose the vector field µ into its longitudinal and trans-
verse parts with respect to the background metric
µ = Tµ + ∇¯µL; ∇¯µTµ = 0 (4.4.27)
therefore
δξµ = 
T
µ (4.4.28)
δσ = 2L (4.4.29)
δh = −2∆L0L (4.4.30)
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We can see that FTµ only transform under the transverse modes and F
L
under the longitudinal modes. It is convenient to define
χ =
((d− 1)∆L0 − R¯)σ + βh
(d− 1− β)∆L0 − R¯
, (4.4.31)
Thus the gauge fixing condition reads
Fµ = −
(
∆L1 −
2
d
R¯
)
ξµ− d− 1− β
d
∇µ
(
∆L0 −
1
d− 1− β R¯
)
χ , (4.4.32)
The gauge fixing action is then equal to
SGF =
ZN
2α
∫
ddx
√
g¯
[
ξµ
(
∆L1 −
2
d
R¯
)2
ξµ
+
(d− 1− β)2
d2
χ∆L0
(
∆L0 −
1
d− 1− β R¯
)2
χ
]
(4.4.33)
Under the transformations 4.4.29,4.4.30 the variable χ transforms in the
same way as σ. Therefore ξ and χ can be viewed as the gauge degrees of
freedom. Decomposing the ghost into transverse and longitudinal parts
Cν = C
T
ν +∇ν
1√
−∇¯2C
L (4.4.34)
and likewise for C¯, the ghost action splits in two terms
Sgh =
∫
ddx
√
g¯
[
C¯Tµ
(
∆L1 −
2R¯
d
)
CTµ
+2
d− 1− β
d
C¯L
(
∆L0 −
R¯
d− 1− β
)
CL
]
. (4.4.35)
We note that the change of variables (4.4.34) has unit Jacobian.
For SDiff ’s we have ∆L0
L = 0 (h = 0) and in order to define a suitable
gauge-fixing for these transformations, let
Lµν = ∇¯µ 1∇¯2 ∇¯ν ; T
µ
ν = δ
µ
ν − Lµν (4.4.36)
be the longitudinal and transverse projectors defined relative to the back-
ground metric. We choose our gauge-fixing function as 3
Fµ = Tµν∇¯ρhρνT = −
(
∆L1 −
2
d
R¯
)
ξµ . (4.4.37)
3It may be better to have a local gauge-fixing condition. This can be achieved by
inserting a power of ∆L1 in the gauge fixing term (4.4.38) below, see [72]. Ultimately
the additional determinant is canceled by a Nielsen-Kallosh ghost term, so that the final
result is the same. In order to minimize the number of determinants we stick to a non-local
gauge fixing term.
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The gauge-fixing term is given by
SG.F. =
ZN
2α
∫
ddxωFµT
µνFν =
ZN
2α
∫
ddxω ξµ
(
∆L1 −
2
d
R¯
)2
ξµ ,
(4.4.38)
and the ghost action
Sghost =
∫
ddxω C¯Tµ
(
∆L1 −
2
d
R¯
)
CµT , (4.4.39)
where ghost and antighost fields are transverse vectors.
4.4.2 Effective action
The path integral result
Z =
∫
DhTTµν DξµDσ J e−(S[g¯µν ]+S
(2)[g¯µν ]+SG.F.+Sghost)
= e−S[g¯]
∫
Dξµ 1√
det ∆L
1/2
0
√
det
(
∆L1 − 2dR¯
)
T√
det
(
∆L2 − 2dR¯
)
TT
(4.4.40)
From 4.4.28 4.4.29 we can identify
ξµ ↔ Tµ (4.4.41)
σ ↔ L (4.4.42)
Then
Z = e−S[g¯µν ]
∫
DTµ
1√
det ∆L
1/2
0
√
det
(
∆L1 − 2dR¯
)
T√
det
(
∆L2 − 2dR¯
)
TT
(4.4.43)
and we notice that scalar determinant arises from σ. Let us define the
volume of Diff ’s as V (Diff ) =
∫ Dµ. The measure is defined from∫
Dµe−
∫
ddx
√
g¯µµ = 1 (4.4.44)
After the decomposition results∫
DTµDL Je−
∫
ddx
√
g¯[TµTµ+L(−∇¯2)L] = 1 (4.4.45)
where J corresponds to the Jacobian and is given by J =
√
det
(−∇¯2). The
volume becomes
V (Diff ) =
∫
DTµDL
√
det
(−∇¯2) (4.4.46)
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For SDiff ’s the divergenceless condition is implemented via a Dirac delta:
V (SDiff ) =
∫
Dµδ(−∇µµ)
=
∫
DTµDL
√
det
(−∇¯2)δ(−∇2L)
=
∫
DTµDL
δ(L)√
det
(−∇¯2)
=
∫
DTµ
1√
det
(−∇¯2) (4.4.47)
One can see that
V (Diff )
V (SDiff )
=
∫
DL det (−∇¯2) (4.4.48)
If we consider quotient space Q = DiffSDiff , the volume of this space must be V (Q) =∫ DL det (−∇¯2). We arrive to an important result
V (Diff ) = V (SDiff )V (Q) (4.4.49)
The quotient space can be identified with the space of volume-forms. We demand
that the measure on the quotient space agrees with the measure on the volume
forms. An infinitesimal change of volume form is a trace deformation of the metric.
We can see this by considering the infinitesimal variation of trace of h ≡ g¯µνhµν
under diffeomorphism
δh = 2∇¯2L (4.4.50)
One can identify
h↔ −∇¯2L (4.4.51)
and find
V (Q) =
∫
DL det (−∇¯2) = ∫ Dh (4.4.52)
Therefore by the definition of the volume group for SDiff ’s given by 4.4.47, we
obtain
Z = e−S[g¯µν ] V (SDiff )
√
det
(
∆L1 − 2dR¯
)
T√
det
(
∆L2 − 2dR¯
)
TT
(4.4.53)
After dropping this volume, the effective action result
Γ[g¯µν ] = S[g¯µν ] +
1
2
tr log
(
∆L2 − 2dR¯
µ2
)
TT
− tr log
(
∆L1 − 2dR¯
µ2
)
T
(4.4.54)
Employing the heat kernel technique we need to compute
B2n(O) =
∫
ddxω b2n(O) (4.4.55)
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Hence we use the following formulas
b0(∆L0) = 1 (4.4.56)
b2(∆L0) =
1
6
R¯ (4.4.57)
b4(∆L0) =
1
180
R¯µνρσR¯µνρσ + 5d− 2
360d
R¯2 (4.4.58)
b0 (∆L1)T = d− 1 (4.4.59)
b2 (∆L1)T =
d− 7
6
R¯ (4.4.60)
b4 (∆L1)T =
d− 16
180
R¯µνρσR¯µνρσ + 5d
2 − 67d+ 182
360d
R¯2 (4.4.61)
b0 (∆L2)TT =
(d+ 1)(d− 2)
2
(4.4.62)
b2 (∆L2)TT =
d2 − 13d− 14
12
R¯ (4.4.63)
b4 (∆L2)TT =
d2 − 31d+ 508
360
R¯µνρσR¯µνρσ
+
5d3 − 127d2 + 592d+ 1804
720d
R¯2 (4.4.64)
and for a Lichnerowicz Laplacian on the form ∆L + aR¯
b0(∆L + aR¯) = b0(∆L) (4.4.65)
b2(∆L + aR¯) = b2(∆L)− aR¯b0(∆L) (4.4.66)
b4(∆L + aR¯) = b4(∆L)− aR¯b2(∆L) + 1
2
a2R¯2b0(∆L) (4.4.67)
In d = 4 we compute the divergent part of the effective action by dimensional
regularization and as we learn in Chapter 2 only the B4 coefficients are needed:
Γdiv. = − 1
(4pi)2
[
B4
(
∆L2 − 1
2
R¯
)
TT
−B4
(
∆L1 − 1
2
R¯
)
T
]
(4.4.68)
= − 1
(4pi)2
∫
d4xω
[
53
45
R¯µνρσR¯µνρσ − 29
40
R¯2
]
(4.4.69)
The final result is the same as in equation 1.0.33 for Λ = R¯4 . Hence we conclude
that
ΓUG[g¯µν ] = ΓEG[g¯µν ]|√g¯=ω (4.4.70)
In Appendix E the equivalence of the path integral of EG and UG is also discussed
at the linearized order using Hamiltonian formalism.
4.5 Minisuperspace UG
Starting from the metric given by 3.2.1 with κ = 0 we have
ω = σ4Na3 (4.5.1)
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and we choose N = 1a3 , then the action for UG becomes
S[a] =
∫
dt− 1
2
a4a˙2 (4.5.2)
for the choice σ2 = 124ZNV . We consider the field redefinition a = e
ϕ, the action
becomes
S[ϕ] =
∫
dt− 1
2
e6ϕϕ˙2 (4.5.3)
The canonical momenta is
Pϕ = −e6ϕϕ˙ (4.5.4)
The Hamiltonain becomes
HUG = −e
−6ϕ
2
P 2ϕ (4.5.5)
Comparing with 3.2.22 we see that the above hamiltonian is the same as in EG
with the special choice of the shift and without the cosmological constant. Using
the equations of motion of UG
ϕ˙ =
2
Pϕ
HUG (4.5.6)
P˙ϕ = 6H
UG (4.5.7)
It is easy so see that dH
UG
dt = 0, then we find the constraint
HΛ = −Λ (4.5.8)
with the cosmological constant as an integration constant. We can write
HUGΛ = −
e−6ϕ
2
P 2ϕ +HΛ (4.5.9)
The Wheeler-De Witt equation with a specific ordering becomes
− e
−6ϕ
2
Pˆ 2ϕψ + HˆΛψ = 0 (4.5.10)
Consider the wave function ansatz: ψ = Ψ(ϕ)ψΛ with HΛψΛ = ΛψΛ we obtain
− e
−6ϕ
2
Pˆ 2ϕΨ(ϕ) = ΛΨ(ϕ) (4.5.11)
which has the form of a Schro¨dinger type equation. Therefore, for UG the time
issue of WDW is absent.
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Chapter 5
A circle of theories
“... I played with this tools as well as I could
just because it was beautiful.
In the same way a musician plays the violin,
not expecting to change the world
but just because he loves the instrument.”
Freeman Dyson. Quanta Magazine.
In the previous chapters we have studied in great detail many aspects DG
and UG. The counting of degrees of freedom of these theories is explicit in the
Hamiltonian formalism and it is summarised in table 5.1. For d ≥ 3 in EG there
are d(d + 1) canonical variables and 2d first class constraints. Since each first
class constraint has to be accompanied by a gauge condition, the total number of
canonical degrees of freedom is d(d + 1) − 2 × 2d = d(d − 3). In d = 4 this agrees
with the two polarization states of the graviton.
DG EG UG
fields qij ,N,N ,φ qij ,N,N qij ,N
momenta P ijq ,P iN ,PN ,Pφ P
ij
q ,P iN ,PN P
ij
q ,P iN
# of canonical variables d(d+ 1) + 2 d(d+ 1) d(d+ 1)− 2
primary constraints C1[ζ], C2[~ζ], C3[θ] C1[ζ], C2[~ζ] C2[~ζ]
secondary constraints HTotal⊥ [N ],H
Total
‖ [N] H⊥[N ],H‖[N] H
Λ
⊥[N ],H‖[N]
# of first class constraints 2d+ 1 2d 2d− 1
# of canonical d.o.f. d(d− 3) d(d− 3) d(d− 3)
Table 5.1: Summary of the constraint analysis of Dirac, Einstein and uni-
modular gravity.
In DG one has two more canonical variables (the scalar field and its mo-
mentum). There is also one more primary constraint and the same number
of secondary constraints, so the number of constraints is one higher. This,
and the associated gauge condition, removes the additional variables. In
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UG there are two less canonical variables, due to the condition of unimod-
ularity of the spacetime metric, which we use to eliminate the lapse and
the associated momentum. There is then one less primary constraint than
in EG, because the momentum conjugate to the lapse is not a canonical
variable. There is also one less secondary constraint, but then there is a
tertiary constraint. The fact that there is one less constraint is related to
the fact that the gauge group SDiff has one less free parameter. Altogether,
the constraints and their gauge condition remove two variables less than in
EG, so the final number of degrees of freedom is the same.
We wish as well to have a similar discussion at the Lagrangian level
with the symmetry groups. For that reason we focus on DG since it has a
larger symmetry group: Diff nWeyl. The metric and the unphysical field
transform under Diff ’s as
δgµν = £gµν = ∇µν +∇νµ, δψ = £ψ = µ∂µψ (5.0.1)
and under Weyl as
δσgµν = 2σgµν , δσψ = −(d− 2)
2
σψ (5.0.2)
where  and σ are the generators and from the properties of the Lie derivative
it follows that
[δξ, δ] = δ[ξ,] (5.0.3)
and the Lie algebra of the diffeomorphism group is given by the Lie algebra
of vector fields. We can choose σ in such a way that ψ = ψ0, i.e. a constant,
and reduce the symmetry group to Diff , a.k.a. the EG gauge. Since every
gauge theory has infinitely many gauge fixings, we think of DG as a linking
theory.
Consider the following “Weyl-compensated” diffeomorphism
δgµν = £gµν + βgµν , δψ = £ψ = 
µ∂µψ − (d− 2)
4
βψ (5.0.4)
where β is an unknown function. We see that
gµνδgµν = 2∇µµ + dβ (5.0.5)
Then for the choice β = −2d∇µµ the the determinant remains invariant.
Moreover it is now easy to check explicitly that
[δξ, δ]gµν = £[ξ,]gµν − 2
d
gµν∇ρ[ξ, ]ρ , [δξ, δ]ψ = [ξ, ]µ∂µψ + (d− 2)
2d
ψ∇ρ[ξ, ]ρ .
(5.0.6)
Hence we have, again, [δξ, δ] = δ[ξ,], the Lie algebra of Diff . In order to
clarify that this group acts differently on fields than usual diffeomorphisms,
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we call the group generated by Diff ∗. This theory can be realized by simply
fixing the determinant
√−det g = ω of DG, it is referred to as unimodular
DG, UD in short. At this point we can close the circle of theories by noting
that the formulation of UG can be obtained from UD by fixing the scalar
ψ = ψ0. This fixes the Weyl invariance leaving just the group SDiff .
On the other hand if we restrict ourselves to∇µµ = 0 the group becomes
SDiff nWeyl. This gauge can be realized by the particular choice of the
scalar
ψ = ψ0
(−det g
ω
) 2−d
4d
, ψ0 =
[
8
(
d− 1
d− 2
)
ZN
] 1
4
(5.0.7)
This leads to the following action [73], [74], [75], [76]
S[g] = ZN
∫
ddx (−g) 1d ω d−2d
[
R+ (d− 1)(d− 2)
4d2
(
(−g)−1∇(−g)− 2ω−1∇ω)2] .
(5.0.8)
This action is invariant under SDiff nWeyl, hence this theory is referred
as WTDiff (TDiff being synonymous to SDiff ). The invariance under Weyl
can be read easly if one consider the re-scaled metric:
g˜µν =
(
ψ
ψ0
) 4
d−2
gµν (5.0.9)
=
(−det g
ω
)− 1
d
gµν (5.0.10)
From the right hand side of 5.0.9 we see that the metric g˜µν is Weyl invariant
and from 5.0.10 that is unimodular. The action 5.0.8 can be obtained from
the EG action by setting SWTDiff [g] = SEG[g˜]. This is also can be viewed
as a form of unimodular gravity: instead of removing the determinant by a
constraint on the metric, it is removed by making the action independent of
it.
The above discussion of circle of theories is nicely summarized in figure
5.1. We refer to the transitions between EG, UD and WTDiff gravity as
“symmetry trading”. In order to clarify this point, let us compare EG and
WTDiff gravity: they are both formulations of general relativity in terms
of a Lorentzian metric, but with different action and different symmetries.
Understanding the relation of the two can be done either via UG [77] or, as
we have done here, via DG. As we have seen, EG and WTDiff are obtained
by different choices for the scalar ψ in DG. Thus, DG provides a “linking
theory” from which EG and WTDiff can be obtained rather straightfor-
wardly. A linking theory, when it exists, also clarifies the global differences
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Figure 5.1: Dynamical fields and symmetry groups for different formulations
of vacuum EG; gU stands for a metric constrained to be unimodular.
between different formulations, which correspond to the failure of the re-
spective gauge-fixing conditions for certain solutions. Symmetry trading
then becomes more directly understandable in terms of the linking theory.
In order to complete the circle given in figure 5.1 at the Hamiltonian
level we first study UD in this formalism. It proceeds very similarly to the
case of minimal UG, with one small twist. As for minimal UG and EG, the
only difference between UD and DG when deriving the Hamiltonian is that
the lapse is fixed by the unimodularity condition:
Hp = H
Total
⊥
[
ω√
q
]
+HTotal‖ [N] + C1[ζ] + C2[~ζ] + C3[θ˜] (5.0.11)
As expected there is no primary constraint associated to the lapse. Since{
C3[θ˜], H
Total
⊥
[
ω√
q
]}
∼ HTotal⊥
[
θ˜ω√
q
]
(5.0.12)
we find a tertiary constraint. In UD, unlike in UG, there is no additional
global degree of freedom corresponding to the cosmological constant, as the
Weyl symmetry forbids the appearance of a new dimensionful parameter.
At the quantum level, figure 5.1 also holds. This should be expected
since in the classical limit the degree’s of freedom must be preserved. We
have shown this explicitly for QDG, QEG and QUG. The main conclusion
is there is no anomaly associated with Weyl for DG. This is in agreement
with [78], since they also found no Weyl anomaly in WTDiff .
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Which description is preferable?
Let us answer this question for minisuperspace models. From the Hamil-
tonians of DG, EG and UG, we learned that more symmetries imply more
constraints. At the quantum level this imply that the physical wave function
must satisfy this (quantum) constraints, i.e. the Hilbert space is projected
to a physical Hilbert space. Since we are dealing with highly simplified
models, in EG the only remaining constraint corresponds to the Hamilto-
nian constraint. Quantizing this constraint imply that we have to choose
a specific order of the operators. In DG we have an extra constraint, the
momentum of the dilaton. The quantum Hamiltonian for this case does not
have the issue of ordering and since the WDW equation is separable, only
the part of the wave function that depends on the physical degree of freedom
is projected. On the other hand, the Hamiltonian of UG corresponds to the
Hamiltonian of EG with a specific foliation, the cosmological constant as a
integration constant appears as a constraint. The resulting WDW equation
has the form of a Schro¨dinger like equation and therefore the issue of time
is absent. Hence more symmetries allow us to deal with quantization issues.
Consider the case of a cosmological Friedmann-Lemaˆıtre-Robertson-Walker
universe, which can be written in terms of conformal time as
ds2 = a2(η)(−dη2 + hijdxidxj) ≡ a2(η) g0µνdxµdxν (5.0.13)
From 5.0.9, it is now evident that such EG solutions can be “lifted” to DG
solutions for which
gµν = g
0
µν , ψ ≡ a(η)ψ0 (5.0.14)
i.e. solutions with static spacetime metric and time-dependent ψ field; a(η)
solves the Friedmann equations of usual cosmology. From a mathematical
point of view, the singularity has been shifted from the metric gµν to a
zero of the dilaton. (Notice that ψ → 0 means a divergence in the effective
Newton’s constant ∼ ψ−2.) Whether this is to be regarded as a physical
singularity of the geometry depends on whether free falling test particles
are assumed to follow the geodesics of the metric gµν (in which case the
physical singularity has been removed) or of the “original” metric g˜µν of
5.0.9 (in which case it is still present). In the former case, such cosmological
solutions of DG allow an extension of the spacetime manifold through what
would normally be the Big Bang/Big Crunch singularity at a(η) = 0, the
point where Einstein gauge breaks down.
This mathematical result can be interpreted in analogous way to the
singularity for the origin in a plane using polar coordinates. But it should
be taken with a grain of salt since in the physical point of view we just
translate the singularity to a bad gauge choice of Weyl; which does not have
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Noether charge, contrary to diffeomorphisms as shown in [84]. If we interpret
singularities as a window for new fundamental physics, their presence should
be removed by means of another dynamical physical theory; is in this sense
that the “resolution” proposed by DG is not “illuminating” in a physical
context.
Nevertheless the issue of resolving the Big Bang/Big Crunch singularity
of EG either classically or quantum mechanically in this line is discussed
furthermore in [79], [80], [81], [82] and [83]. Finally if we add matter to
DG, we see that is most natural to choose matter fields that are themselves
conformal (like 2.1.22 without the boundary term), and do not “see” any
singularities in the conformal factor of the metric, nor in the dilaton ψ. For
non-conformal matter there is, as usual, a choice of whether it couples only
to the metric gµν or also to ψ, and coupling to ψ would in general still lead
to a singularity even if gµν is made to be non-singular.
Just as the larger gauge group of DG means that certain singular fields
in EG are not singular in DG, the smaller gauge group of UG means that
certain regular fields in EG would be singular in UG. This can be seen from
the Schwarzschild metric in isotropic coordinates
ds2 = −
(
r −M/2
r +M/2
)2
dt2 +
(
1 +
M
2r
)4
(dx11 + dx
2
2 + dx
2
3) (5.0.15)
If we base UG on the fixed volume element ω =
(
1− M2r
) (
1 + M2r
)5
, there is
a (mild) singularity at r = M/2 that cannot be removed by gauge transfor-
mations.
On the other hand UG translates the issue of the cosmological con-
stant to a different domain. The classical cosmological constant “problem”
(see [85], [86], [87]) deals with the fine tuning of the bare cosmological con-
stant and the vacuum fluctuations of matter fields (coupled to gravity via√−g). In UG the cosmological constant is an integration constant and its
value corresponds to boundary conditions, since vacuum fluctuations do not
coupled to gravity the issue, if any, resides in why it has that value. The
quantum cosmological constant problem arises from radiative instability, the
tuning of the effective cosmological constant must be re-done for each loop
correction, i.e. it is sensitive to UV physics. In UG this is mathematically
solved but physically does not give a dynamical resolution to the tuning of
the cosmological constant.
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Appendix
A ADM Formalism and equations of motion
The spacetime dimension is d and the convention are the ones in [88]. The
metric is parametrized as
ds2 = −N2dt2 + qij(dxi +N idt)(dxj +N jdt) (A.1)
where N and N i corresponds to the lapse and shift respectively and qij is the
induced metric on the spacelike hypersurface Σ. The second fundamental
form is defined by
Kαβ = −∇βnα − aαnβ = −1
2
£nqαβ (A.2)
∇ is the covariant derivative associated with g, nα = (−N,0) is a unit time-
like vector normal to the hypersurfaces and aα, the acceleration, is given by
aα = n
β∇βnα. In terms of the induced metric and the lapse and the shift,
the extrinsic curvature is given by
Kij =
1
2N
(
qikDjN
k + qikDjN
k − q˙ij
)
(A.3)
The dot represents partial differentiation with respect to t and D the covari-
ant derivative associated with h. The trace K = qijKij can be regarded as a
the expansion of a geodesic congruence orthogonal to Σ. Secondly the time-
like vector nα also enjoys the interpretation of a d-velocity of some observer
(called Eulerian observers), therefore aα is corresponds to d-acceleration
which is tangent to Σ. In terms of the shift, the acceleration of the Eulerian
observer is given by
aα =
1
N
DαN (A.4)
Let R be the Ricci scalar with respect to g , then
R = R+KijKij −K2 − 2∇µ(Knµ)− 2
N
DiD
iN (A.5)√
−det g =
√
det qN (A.6)
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where R is the Ricci scalar with respect to q. The EG action has the form
S[hij , N,Ni] = ZN
∫ tf
ti
dt
∫
Σt
dd−1x
√
qN
(
R− 2Λ +KijKij −K2
−2∇µ(Knµ)− 2
N
DiDiN
)
(A.7)
The canonical momenta is
P 0N = 0 (A.8)
P iN = 0 (A.9)
P ijq = ZN
√
q
[
Kqij −Kij] (A.10)
we can invert this relation
Kijq =
1
ZN
√
q
[
1
d− 2Pqq
ij − P ijq
]
(A.11)
where Pq = qabP
ab
q . From A.3 we find the equation of motion for the induced
metric
q˙ij = − 2N
ZN
√
q
[
1
d− 2Pqqij − Pqij
]
+ qikDjN
k + qikDjN
k (A.12)
The Hamiltonian of EG is given by
H = H⊥[N ] +H‖[N] + C1[ζ] + C2[~ζ] (A.13)
with
C1[ζ] =
∫
dd−1x ζP 0N (A.14)
C2[~ζ] =
∫
dd−1x δijζi(PN )j (A.15)
H⊥[N ] =
∫
dd−1xN
[
1
ZN
√
q
(
PqijP
ij
q −
P 2q
(d− 2)
)
− ZN√qR(q)
]
(A.16)
H‖[N] =
∫
dd−1xP ijq £Nqij (A.17)
C1 and C2 are called primary (smear) constraints. Demanding that they
should be preserved during evolution (consistency condition) one obtain the
secondary (smear) constraints H⊥[N ], H‖[N]. The equations of motion for
the momentum is1
P˙ ijq = −
δH⊥[N ]
δqij
− δH‖[N]
δqij
(A.18)
1For computational details the reader can check [89].
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with
δH⊥[N ]
δqij
=
2N
ZN
√
q
(
P aiq P
j
qa −
PqP
ij
q
(d− 2)
)
− N
2ZN
√
q
qij
(
PqabP
ab
q −
P 2q
(d− 2)
)
+ZNN
√
q
(
Rij − R
2
qij
)
+ ZN
√
q
(
qijD2N −D(iDj)N
)
(A.19)
δH‖[N]
δqij
= 2P a(iq DaN
j) −√qDa
(
qijNa√
q
)
(A.20)
B Dirac’s analysis of constraint systems
This section is a LATEX summary of some chapters of [90].
B.1 Regular finite systems
Consider a system with a finite number of degrees of freedom (N) whose
dynamics can be derived from the action
S[q] =
∫ t2
t1
dtL(q, q˙, t) (B.1)
where L is the Lagrangian which is a function of the generalized coordinates
{qk}, generalized velocities {q˙k} with q˙ = dqkdt and time t (k = 1 . . . N). The
Lagrangian is called regular if the determinant of the Hessian
[W ]ij =
∂2L
∂q˙i∂q˙j
(B.2)
is not identically zero as a function of qk, q˙k and t. Regularity is a property
of a Lagrangian and not of the system describe by it. From the variation of
the action (Hamilton principle) we obtain the Euler-Lagrange equations of
motion
∂L
∂qk
− d
dt
∂L
∂q˙k
= 0 (B.3)
They can be written in matrix notation as
W q¨ = v (B.4)
with
vk =
∂L
∂qk
− ∂
2L
∂ql∂q˙k
q˙l − ∂
2L
∂t∂q˙k
(B.5)
In the regular case where detW 6= 0 all equations are of second order and
functionally independent. Under rather weak conditions there exist solu-
tions in the interval t1 ≤ t ≤ t2. They are unique after 2N integration
constants are fixed, say by the initial data q(t1)
k and q˙(t1)
k. Except for
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some pathological cases these 2N constants can be expressed by the values
q(t1)
k and q(t2)
k which are kept fixed in the variation of the action.
The generalized momenta is define as
pk =
∂L
∂q˙k
(B.6)
and the Hamiltonian, a function of qk, pk and t, as
H(q, p, t) = pkq˙
k − L (B.7)
However only in the regular case the equation defining the generalized mo-
menta can be solved uniquely for the q˙k. This comes about since
∂pi
∂q˙j
= [W ]ij (B.8)
and if detW 6= 0 the inverse function theorem guarantees that there is a
unique solution q˙k = q˙k(q, p, t). Only in this case can one switch from one
set of variables (q, q˙, t) to the other one (q, p, t) in a one-to-one manner.
From the comparison of dL and the definition of the Hamiltonian with
dH one finds the following equations
q˙k =
∂H
∂pk
(B.9)
p˙k = −∂H
∂qk
(B.10)
∂L
∂t
= −∂H
∂t
(B.11)
For the second equation we used the Euler-Lagrange equations and the first
two equations are called Hamilton equations of motion. They are a set of
2N coupled differential equations of first order which have a unique solution
after N coordinates and N momenta for t = t1 have been supplied.
B.2 Poisson bracket and canonical transformations
Consider the functions A(q, p, t) and B(q, p, t) the Poisson bracket is defined
as
{A,B} = ∂A
∂qk
∂B
∂pk
− ∂A
∂pk
∂B
∂qk
(B.12)
Then the time evolution of any function is given by
dA
dt
=
∂A
∂t
+ {A,H} (B.13)
From a geometrical point of view the bracket is the most central object. It
has the following properties:
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• {A,B} = −{B,A}, antisymmetry.
• {c1A+ c2B,C} = c1{A,C}+ c2{A,C}, linearity (c1, c2 are constants).
• {c1, A} = 0, null elements.
• {A, {B,C}}+ {B, {C,A}}+ {C, {A,B}} = 0, Jacobi identity.
• {AB,C} = A{B,C}+ {A,C}B, product rule.
• {qi, qj} = 0 = {pi, pj}, {qi, pj} = δij , fundamental brackets.
Consider the following transformations
q˜k = q˜k(q, p) (B.14)
p˜k = p˜k(q, p) (B.15)
the transformation is canonical if and only if
{q˜i, q˜j} = 0 = {p˜i, p˜j}, {q˜i, p˜j} = δij (B.16)
In general a canonical transformation does not necessarily imply a symmetry
(i.e. a transformation that leaves invariant the action). In phase space, a
space in which local coordinates are (qk, pk), we can collect the variables
into one vector {xα} = {q1, . . . , qN , p1, . . . , pN}, then the Poisson bracket
becomes
{A,B} = Γαβ ∂A
∂xα
∂B
∂xβ
(B.17)
where Γ is a 2N × 2N matrix
Γ =
(
0N 1N
−1N 0N
)
(B.18)
The matrix Γ has the properties
ΓT = −Γ, Γ2 = −Γ (B.19)
The fundamental brackets become
{xα, xβ} = Γαβ (B.20)
and a transformation x˜α = x˜α(x) is canonical if
{x˜α, x˜β} = Γαβ (B.21)
Let
Xαβ =
∂x˜α
∂xβ
(B.22)
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then we can specify a canonical transformations in matrix notation
XΓXT = Γ (B.23)
From this it is easy to see that canonical transformations constitute a group.
Since 2N × 2N real matrices M with property MΓMT = Γ form the sym-
plectic group Sp(2N,R) we can call a transformation xα → x˜α canonical if
the matrix X formed out of the derivatives belongs to Sp(2N,R) for any x.
If x and x˜ are correlated by a canonical transformation it does not matter
whether we calculate a Poisson bracket with respect to the new or old set
of phase-space variables, that is
{A(x), B(x)}x = {A(x(x˜))), B(x(x˜))}x˜ (B.24)
B.3 Dirac-Bergmann algorithm
We start again with the definition
pi =
∂L
∂q˙i
(q, q˙), i = 1, . . . , N (B.25)
If the rank R of W is maximal (R = N) this relation can (at least locally)
be solved for all velocities to give q˙k = q˙k(q, p). However if R < N there
is only a nondegenerate R × R matrix [W ]αa, with α, a = 1, . . . , R. Then
(at least locally) it will be possible to solve equations (B.25) for the q˙a and
express these as functions of the position, the momenta pα and the remaining
velocities q˙ρ (ρ = R+ 1, . . . , N):
q˙a = fa(q, pα, q˙
ρ) (B.26)
Now we substitute formally this expression in (B.25)
pi = g˜i(q, q˙
a, q˙ρ) = g˜i(q, f
a(q, pα, q˙
ρ), q˙ρ) = gi(q, pα, q˙
ρ) (B.27)
Then for i = 1, . . . , R we simply have that gα = pα. For i = R + 1, . . . , N
the N − R functions cannot depend on q˙ρ any longer since otherwise one
could solve for more of velocities, thus
pr = gr(q, pα), r = R+ 1, . . . , N (B.28)
TheseN−R relations between coordinates and momenta are called primary
constrains.
For this non regular case we will take the N generalized position qi, the
R momenta pα and the N −R velocities q˙ρ as coordinates. The function Hc
is defined as
Hc(q, pα, q˙
ρ) = piq˙
i − L(q, q˙)
= paq˙
a + pr q˙
r − L(q, q˙) (B.29)
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where we must substitute the expressions (B.26) and (B.28). Then one finds
∂Hc
∂q˙ρ
= 0 (B.30)
∂Hc
∂qi
=
∂gr
∂qi
q˙r − ∂L
∂qi
(B.31)
∂Hc
∂pα
= q˙α +
∂gr
∂pα
q˙r (B.32)
Using the Euler-Lagrange equations one obtain
q˙a =
∂Hc
∂pa
− ∂gr
∂pα
q˙r (B.33)
p˙i = −∂Hc
∂qi
+
∂gr
∂qi
q˙r (B.34)
These are reminiscent to the Hamilton equations for regular systems however
there are extra terms on the right-hand side depending on N −R functions
q˙r, and related to this, in the singular case there are only N +R equations
as opposed to 2N equations on the regular case.
Due to the constrains (B.28) the motion is restricted to a subspace Γp
of the full phase space Γ and Hc is only defined on Γp. We would like to
extend the equations (B.33) and (B.34) into Γ.
Weak and strong equations
Let F (q, p) be a function defined in a finite neighborhood of Γp. The restric-
tion of F to Γp is achieved by replacing the pr by gr(q, pa)
F (q, p)|Γp = F (q, pa, gr(q, pa)) (B.35)
If F is identically zero after this replacement it is called weakly zero; denote
it by F ≈ 0. If the gradient of F is zero on Γp too, F is called strongly
zero; denoted it by F ' 0:
F |Γp = 0(
∂F
∂qi
,
∂F
∂pi
)∣∣∣∣
Γp
= 0
F ' 0 (B.36)
This definition is specially useful since the equations of motion we are dealing
with contain gradients of functions on Γp. The hypersurface Γp can itself be
defined by weak equations, We have
Gr(q, p) = pr − gt(q, p) ≈ 0 (B.37)
60
but Gr 6' 0 since ∂Gr
∂ps
= δsr . In order to establish a relation between weak
and strong equality consider the variation of F
δF =
∂F
∂qi
δqi +
∂F
∂pa
δpa +
∂F
∂pr
δpr (B.38)
then using (B.28) for δF |Γp = 0 (δF ≈ 0) we obtain(
∂F
∂qi
+
∂F
∂pr
∂gr
∂qi
)∣∣∣∣
Γp
= 0(
∂F
∂pa
+
∂F
∂pr
∂gr
∂pa
)∣∣∣∣
Γp
= 0
(B.39)
Then for the first equation
∂F
∂qi
+ ∂F∂pr
∂gr
∂qi
= ∂F
∂qi
− ∂F∂pr ∂Gr∂qi
= ∂F
∂qi
− ∂
∂qi
(
∂F
∂pr
Gr
)
+ ∂
2F
∂qi∂pr
Gr
= ∂
∂qi
(
F − ∂F∂prGr
)
+ ∂
2F
∂qi∂pr
Gr
(B.40)
if we neglect terms which are proportional to Gr, they are weakly zero
anyhow, one obtain for (B.39) a set of weak equations:
∂
∂qi
(
F − ∂F
∂pr
Gr
)
≈ 0
∂
∂pi
(
F − ∂F
∂pr
Gr
)
≈ 0
(B.41)
In the second set of equations the index a has been replaced by i. This
extension is possible because of ∂Gr∂ps = δ
s
r so the left hand-side vanishes
identically. In conclusion
F ≈ 0↔ F ' Gr ∂F
∂pr
(B.42)
that is: a weakly vanishing function is a linear combination of the weakly
vanishing functions defining the hypersurface Γp.
The extension with Poisson brackets
Hc may be the restriction to the hypersurface Γp of a function H
′ defined
all over phase space (or at least in the neighborhood of Γp ), that is
Hc −H ′ ≈ 0 (B.43)
Let F = Hc −H ′ and F ≈ 0 then (B.41) results
∂Hc
∂qi
− ∂
∂qi
(
H ′ − ∂H
′
∂pr
Gr
)
≈ 0
∂Hc
∂pi
− ∂
∂pi
(
H ′ − ∂H
′
∂pr
Gr
)
≈ 0
(B.44)
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Comparing these expressions with (B.31) and (B.32), again using Gr instead
of gr, one obatins
q˙a − ∂Gr
∂pa
q˙r ≈ ∂
∂pa
(
H ′ − ∂H
′
∂pr
Gr
)
∂Gr
∂qi
q˙r +
∂L
∂qi
≈ − ∂
∂qi
(
H ′ − ∂H
′
∂pr
Gr
) (B.45)
In the first set of these relations the range of the index a may now be
extended to include all i since again the equations for the superfluos indices
are trivially satisfied. With
H = H ′ − ∂H
′
∂pr
Gr (B.46)
one can thus write the previous equations as
q˙i ≈ ∂H
∂pi
+
∂Gr
∂pi
q˙r ≈ {qi, H +Gr q˙r}
∂L
∂qi
≈ −∂H
∂qi
− ∂Gr
∂qi
q˙r ≈ {pi, H +Gr q˙r}
(B.47)
Here the Poisson brackets notation is used and it is understood that the
brackets are calculated as if the q′s and p′s were independent. Only after
that are allowed to impose the constrains. Although H is not completely
defined, the restriction H ≈ Hc allows to use Hc instead of H in these
equations. And for a solution of the Euler-Lagrange equations we finally get
q˙i ≈ {qi, Hc +Gr q˙r}
p˙i ≈ {pi, Hc +Gr q˙r} (B.48)
Besides there are still the equations defining the primary constraint space
Γp:
Gr(q, p) ≈ 0 (B.49)
Remarks:
• Although Gr vanishes it can influence the dynamics, the clue being
weakly vanishing of Gr, that is vanishing on Γp.
• Equations (B.48) reveal the price we have to pay for using the Poisson
brackets defined in the full phase space, they are weak conditions only.
• They appear however in a nice symmetric form and bear more simi-
larity to the Hamilton equations of motion we are used to from un-
constrained systems.
• Nevertheless equations (B.48) still contain arbitrary functions, the q˙r.
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Implicit constrains
Suppose that the constrains are written in a manifest covariant manner one
would prefer not to destroy this. So let us write (B.48) in terms of implicit
constrains
φr(q, p) ≈ 0, r = R+ 1, . . . , N (B.50)
One may consider the previous Gr = pr− gr(q, pa) to be an explicit solution
of φr ≈ 0. There is some ambiguity in the functional form of (B.50) since
together with φr ≈ 0 also φ2r ≈ 0, the latter being even strongly zero.
One has to impose a condition of minimality on the form of (B.50) in the
sense that a weakly vanishing function should strongly be equal to a linear
combination of the constraints defining the hypersurface Γp, see (B.42). This
is guaranteed provided that the 2N × (N −R) matrix:
∂φR+1
∂q1
. . . ∂φN
∂q1
... . . .
...
∂φR+1
∂qN
. . . ∂φN
∂qN
∂φR+1
∂p1
. . . ∂φN∂p1
... . . .
...
∂φR+1
∂pN
. . . ∂φN∂pN

(B.51)
(where the derivatives have to be evaluated before using the constrains) has
finite matrix elements and is of rank N −R.
Differentiate (B.50) with respect to qi and pa
∂φr
∂qi
+
∂φr
∂ps
∂gs
∂qi
≈ 0
∂φr
∂pa
+
∂φr
∂ps
∂gs
∂pa
≈ 0
(B.52)
The matrix
[V ]rs =
∂φr
∂ps
(B.53)
must be nondegenerate since otherwise one would be able to eliminate some
p′s and would obtain constraints involving the q′s only, which is impossible
since the primary constraints originate from the definition of the momenta.
Therefore (B.52) can be inverted leading to
∂gs
∂qi
≈ −∂Gs
∂qi
≈ −[V −1]sr ∂φr
∂qi
∂gs
∂pa
≈ −∂Gs
∂pa
≈ −[V −1]sr ∂φr
∂pa
(B.54)
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Insert this into (B.47)
q˙i ≈ {qi, Hc}+ q˙s[V −1]sr ∂φr
∂pi
p˙i ≈ {pi, Hc}+ q˙s[V −1]sr ∂φr
∂qi
(B.55)
Then with
µr = q˙
s[V −1]sr (B.56)
and the primary Hamiltonian
Hp = Hc + µ
rφr (B.57)
the equation of motion for any phase-space function A(q, p) becomes
A˙ =
dA
dt
≈ {A,Hp} ≈ {A,Hc}+ µr{A, φr} (B.58)
and the µr take over the role as multipliers.
From the Lagrangian treatment of constrained dynamics we know that
some of the originally arbitrary functions eventually become determined
by consistency arguments. Consistency meant that time derivative of con-
straints are bound to vanish (modulo the constraints themselves). Time
development is characterized here by (B.58). The constraints φr ≈ 0 ought
to be preserved, therefore one has to have
0
!≈ φ˙r ≈ {φr, Hp} ≈ {φr, Hc}+ µs{φr, φs} (B.59)
In order to discuss the implications of this we define
hr = {φr, Hc}, [P ]rs = {φr, φs} (B.60)
and distinguish four cases:
Case IA
h 6≈ 0 (not all hr ≈ 0), detP 6≈ 0. Then (B.59) constitute an inhomogeneous
system of linear equations for the µ′s with solutions
µs ≈ −[P−1]srhr (B.61)
The µ′s (weakly) fixed, the equation of motion for any phase-space function
A(p, q) becomes
A˙ ≈ {A,Hc} − {A, φs}[P−1]sr{φr, Hc} (B.62)
After specifying initial values for coordinates and momenta subject to the
restrictions φr(q,p)=0 can these equations be solved without ambiguity.
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Case IB
h 6≈ 0, detP ≈ 0. In order to (B.59) to posses a solution certain relations
among the components of h must be fulfilled: Let the rank of P be M . Since
P is a (N −R)× (N −R) matrix this implies the existence of (N −R)−M
linearly independent null-eigenvectors e(α), i.e.
e(α)s (q, p)[P ]sr ≈ 0, α = 1, . . . , (N −R)−M (B.63)
Multiplication of (B.59) with these eigenvectors yields the conditions
0
!≈ e(α)r hr (B.64)
Now either these equations are fulfilled or they lead to a certain number of L′
of new constrains independent from each other and independent of the pre-
vious constraints φr ≈ 0, these are called secondary constraints. These
restrict the motion in phase-space to a hypersurface Γ′ of lower dimension
than Γp.
Case IIA
h ≈ 0, detP 6≈ 0. There is only the trivial solution µr ≈ 0, i.e. Hp = Hc.
If h ≈ 0 originates from Hc ≈ 0 this would be difficult to interpret since a
vanishing Hamiltonian does not allow for any dynamics at all. To avoid this
situation one should impose as a secondary constraint detP
!≈ 0.
Case IIB
h ≈ 0, detP ≈ 0. In this case of a homogeneous system of equations for
the µ′s non-trivial solutions exist. If M is the rank of P , (N − R) −M
multipliers are (weakly) fixed.
Remark: we see that there are situations in which new constraints
emerge: IB, IIA.
Secondary constraints in case IB
The hypersurface Γ′ is defined by the (N −R) + L′ weak equations
φr ≈ 0
χρ′ ≈ 0
∣∣∣∣
Γ′
r = R+ 1, . . . , N, ρ′ = 1, . . . , L′ (B.65)
where the χ′s are just the independent functional relations implied by (B.64)
and, as indicated, weak equality refers now to Γ′.
(B.59) after being evaluated on Γ, has now for consistency to be checked
on Γ′. By this the rank if P may decrease (or stay the same) and the
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number of relations (B.64) may increase (or stay the same). So one might
gain more (tertiary) constrains, independent among themselves and of the
previous primary and secondary constraints. Then all of the constraints
define a hypersurface until the following situation is reached: The motion
is restricted to a hypersurface Γ′′ defined by the N − R primary and L′′
constraints
φr ≈ 0
χρ′′ ≈ 0
∣∣∣∣
Γ′′
r = R+ 1, . . . , N, ρ′′ = 1, . . . , L′′, L′′ ≥ L′ (B.66)
The matrix with elements {φr, φs} has the rank P (P ≤ (N −R)−L′′), and
for every null-eigenvector e(p), i.e.
e(p)r {φr, φs}
Γ′′≈ 0 (B.67)
is obeyed. The remaining constraints are simply called secondary con-
straints.
For consistency one also has to requiere that the secondary constraints
are preserved in time. This implies the set of conditions
{φr, Hc}+ µs{φr, φs} ≈ 0
{χρ′′ , Hc}+ µs{χρ′′ , φs} ≈ 0
∣∣∣∣
Γ′′
(B.68)
The solution of this linear system of equations for the µ′s is ruled by the
rectangular matrix ( {φr, φs}{φρ′′ , φs} ) (B.69)
which has N−R columns and (N−R)+L′′ rows. Every left null-eigenvector
(e
(i)
r , e
(i)
ρ′′) of this matrix, i.e.
e(i)r {φr, φs}+ e(i)ρ′′{φρ′′ , φs} ≈ 0
∣∣∣
Γ′′
(B.70)
the superscripts i numbering the eigenvector, implies a condition
0
!≈ e(i)r {φr, Hc}+ e(i)ρ′′{φρ′′ , Hc} (B.71)
These relations again are either fulfilled or lead to a new set of independent
constraints, which together with the old ones define still another hyper-
surface. In the latter case one has to start the iteration scheme on this
hypersurface.
This process ends after a finite number of steps at the following point:
There is a hypersurface Γc in 2N dimensional phase-space defined by
{φr, Hc}+ µs{φr, φs} ≈ 0
{χρ, Hc}+ µs{χρ, φs} ≈ 0
∣∣∣∣
Γc
r = R+1, . . . , N, ρ = 1, . . . , L, L ≥ L′′
(B.72)
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For every left null-eigenvector e(i) of the matrix
D =
( {φr, φs}{φρ, φs} ) (B.73)
the conditions
e(i)r {φr, Hc}+ e(i)ρ {φρ, Hc} ≈ 0
∣∣∣
Γc
(B.74)
are fulfilled. For the multipliers functions µs there are finally the equations
{φr, Hc}+ µs{φr, φs} ≈ 0
{χρ, Hc}+ µs{χρ, φs} ≈ 0
∣∣∣∣
Γc
(B.75)

'

c
''

p
Figure 5.2: Representation of the algorithm. The blue region represents the
part of the phase-space in which the equations of motion are restricted.
First and second class constraints
One can ask: how many of the multipliers µ′s in (B.75) may eventually
determined? The answer depends on the rank of the matrix D, defined in
(B.73). If the rank of D is N −R, all µ′s are fixed. This is just case IA. On
the other hand if the rank is K < N −R, only K independent combinations
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of the multipliers are fixed, leaving (N−R)−K linear combinations complete
free. The rank of D being K means that there are (N −R)−K relations
{φr, φs}e(J)s ≈ 0
{χρ, φs}e(J)s ≈ 0
J = 1, . . . , N −R−K (B.76)
Any linear combination of the constraints φr is again a constraint. Defining
especially
ΦJ = e(J)r φr (B.77)
then (B.76) tells that all the Φj have weakly vanishing Poisson brackets with
all (primary and secondary) constraints:
{φr,ΦJ} ≈ 0
{χρ,ΦJ} ≈ 0 (B.78)
A quantity is called first class constraints if its Poisson brackets with
all constraints vanish (at least weakly). Let us denote with the symbol ΦI
(I = N − R − K + 1, . . . , N − R) those of the primary constraints which
are not exhausted in (B.77). Then ΦJ being first class constraints, the φi
cannot be, they are called second class constraints.
In a next step separate the secondary constraints χρ into these classes
too. This can be achieved with a suitable nonsingular matrix A and further
rectangular matrices B and C:
χ′ρ = [A]ρσ + [B]ρJΦ
J + [C]ρIφ
i (B.79)
Assume that you have chosen these matrices such that as many as possible
of the χ′s are first class, call them XA an call the rest χa. We write the sum
φsµ
s appearing in (B.75) in terms of first and second class quantities
φsµ
s = ΦJvJ + φ
iui (B.80)
Equations (B.75) become
{ΦJ , Hc} ≈ 0
{XA, Hc} ≈ 0
{φi, Hc}+ {φi, φj}uj ≈ 0
{χa, Hc}+ {χa, φj}uj ≈ 0
(B.81)
One can demonstrate that al multipliers uJ are determined by the least two
equations, and because all vJ disappeared, we draw the conclusion that:
there are as many undetermined combinations of multipliers functions as
there are primary first class constraints.
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To prove that the coefficients uJ are completely fixed we start with
the fact (see the book for the proof) that the matrix of all second class
constraints
∆ =
( {φi, φj} {φi, χb}
{χa, φj} {χa, χb}
)
(B.82)
is non-singular. For a convenient notation let us arrange all second class
constraints into one set
ξλ = (φ
i, χa) (B.83)
In terms of ∆ and ξµ, the last two equations of (B.81) simply becomes
{ξµ, Hc}+ [∆]µJuJ ≈ 0 (B.84)
and if we multiply these equations with the inverse of ∆ we obtain
uJ ≈ −[∆−1]jµ{ξµ, Hc} (B.85)
and
[∆−1]aµ{ξµ, Hc} ≈ 0 (B.86)
Since the uJ are fixed by (B.85), the equation of motion for a phase-space
function A,
A˙ ≈ {A,Hc}+ vJ{A,ΦJ}+ uj{A, φj} (B.87)
becomes
A˙ ≈ {A,Hc}+ vJ{A,ΦJ} − {A, φj}[∆−1]jµ{ξµ, Hc} (B.88)
With the help of (B.86) this may be brought onto a form in which all second
class constraints appear in a symmetric manner:
A˙ ≈ {A,Hc}+ vJ{A,ΦJ} − {A, ξν}[∆−1]νµ{ξµ, Hc} (B.89)
Consistency guarantees that the time derivative of any constraint vanishes
on the constraint hypersurface Γc defined by the first class constraints ϕ
α =
(ΦJ ,XA), and the second class constraints ξµ.
C Canonical transformations
The transformations between the two sets of canonical variables (q, p) and
(Q,P ) satisfy
pq˙ −H(q, p) = PQ˙−K(Q,P ) + F˙ (C.1)
with F as the generating function. A type-2 generating function is on the
form
F = F2(q, P, t)−QP (C.2)
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Taking de total derivative and substituting in C.1 one obtains
p =
∂F2
∂q
(C.3)
Q =
∂F2
∂P
(C.4)
K = H +
∂F2
∂t
(C.5)
For fields we consider the transformation of (φ,Πφ) to (Φ, PΦ). From∫
dtdx
(
Πφφ˙−H
)
=
∫
dtdx
(
PΦΦ˙−K
)
+
∫
dt
∂F
∂t
(C.6)
Let
F = F2 −
∫
dxPΦΦ =
∫
dx (f(φ, PΦ)− PΦΦ) (C.7)
Then
Πφ =
δF2
δφ
(C.8)
Φ =
δF2
δPΦ
(C.9)
K = H (C.10)
D Poisson Brackets
Some useful Poisson Brackets for the metric qij and conjugate momenta P
ij
q
and the connection D associated with q.
{qij(x), P lmq (y)} = δl(iδmj)δ(x− y) (D.1)
{qij(x), qi′j′(y)} = 0 (D.2)
{P lmq (x), P l
′m′
q (y)} = 0 (D.3)
{qij(x), P lmq (y)} = −qip(x)qp
′j(x)δl(pδ
m
p′)δ(x− y) (D.4)
{
√
q(x), P lmq (y)} =
1
2
√
q(x)qlm(x)δ(x− y) (D.5)
{£Nqij(x), P lmq (y)} = δl(iδmj)£xNδ(x− y)− 2N (l(x)δm)(i Dxj)δ(x− y) (D.6)
{R(q(x)), P lmq (y)} = −Rlm(q(x))δ(x− y)− qlm(x)D2xδ(x− y)
+D(lxD
m)
x δ(x− y) (D.7)
{qij , H‖[N]} = £Nqij (D.8)
{P ijq , H‖[N]} = £NP ijq (D.9)
(D.10)
For the functional
F [T ] =
∫
dd−1xT i...jk...lf
k...l
i...j(q, Pq) (D.11)
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with T a general tensor that cannot be q or its momenta, f a tensor density of
these variables of weight +1; we find
{F [T ], H‖[N]} = −F [£NT ] (D.12)
E Linearized QUG
In this section we prove, based on constrained Hamiltonian formalism, that the path
integrals of GR and UG contain the same determinants. Insofar as the Lagrangian
path integral is derived from the Hamiltonian one, this proof is somewhat more
fundamental. For our purpose it is going to be enough to consider the case of a flat
background. Then GR reduces to the Fierz-Pauli theory with Lagrangian density
L = −1
2
∂αhµν∂
αhµν + ∂αhµ
α∂βh
µβ − ∂αhµα∂µh+ 1
2
∂αh∂
αh . (E.1)
The canonical analysis of the Fierz-Pauli theory has been discussed earlier in [91].
Here we shall redo it in a different set of variables.
In view of the canonical analysis, we begin by decomposing all tensors into time
(0) and space (i, j . . .) components. We rename the variables as follows: h00 = −2φ,
h0i = vi = v
T
i + ∂iv, where ∂iv
T
i = 0, and for the space metric we use the York
decomposition
hij = h
TT
ij + ∂iζj + ∂jζi +
(
∂i∂j − 1
d− 1δij∂
2
)
τ +
1
d− 1δijt , (E.2)
where ∂iζi = 0, ∂ih
TT
ij = 0, h
TT
ii = 0 (summed over i). These are the variables that
are often used in the analysis of cosmological perturbations.
Under an infinitesimal gauge transformation µ = {0, i}
δφ = ˙0 (E.3)
δvi = ∂i0 + ˙i (E.4)
δhij = ∂ij + ∂ji (E.5)
The transformation parameter can be decomposed in transverse and longitudinal
parts
i = 
T
i + ∂i (E.6)
Then we get
δφ = ˙0 (E.7)
δv = 0 + ˙ (E.8)
δvTi = ˙
T
0 (E.9)
δt = 2∂2 (E.10)
δτ = 2 (E.11)
δζi = 
T
i (E.12)
δhTTij = 0 (E.13)
¿From here we see that the scalar combinations:
Φ = − 1
2(d− 1)(t− ∂
2τ) ; 2φ− 2v˙ + τ¨ (E.14)
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(Φ is the Bardeen potential) and the vector combination vTi − ζ˙i, as well as hTTij
are gauge invariant. Also, the combination t˙ − 2∂2v is invariant under spacial
diffeomorphisms (0 = 0).
We insert the new variables in (E.1) and calculate the Lagrangian L =
∫
dd−1xL.
We allow integration by parts of spacial derivatives. Also, we remove all time deriva-
tives of vTi and v by adding suitable total time derivative terms. In this way we
arrive at:
L =
∫
dd−1x
[
1
2
(
h˙TTij
)2
− ζ˙i∂2ζ˙i + 2(d− 1)(d− 2)Φ˙2 + 2(d− 2)Φ˙(t˙− 2∂2v)
+2ζ˙i∂
2vTi +
1
2
hTTij ∂
2hTTij − vTi ∂2vTi − 2(d− 2)(d− 3)Φ∂2Φ + 4(d− 2)φ∂2Φ
]
(E.15)
We perform the Dirac constraint analysis on this Lagrangian. From (E.15) we
derive the conjugate momenta
ΠTTij = h˙
TT
ij (E.16)
ΠvTi = 0 (E.17)
Πζi = −2∂2(ζ˙i − vTi ) (E.18)
Πφ = 0 (E.19)
Πt = 2(d− 2)Φ˙ (E.20)
Πv = 0 (E.21)
ΠΦ = 4(d− 1)(d− 2)Φ˙ + 2(d− 2)(t˙− 2∂2v) (E.22)
Equations (E.16), (E.18), (E.20) and (E.22) can be solved for the velocities h˙TTij ,
ζ˙i, Φ˙, t˙, whereas (E.17), (E.19), (E.21) give d primary constraints.
Their preservation leads to d secondary constraints
Πζi , ∂
2Φ , ∂2Πt . (E.23)
There are no further constraints, and all constraints are first class. We then have
to gauge fix the system. We can take the gauge fixing conditions
vTi = 0 , φ = 0 , v = 0 , ζi = 0 , Π
Φ = 0 , t = 0. (E.24)
The situation is very simple, because each gauge condition is conjugate to one of
the constraints. If we order all the constraints as φa = (Π
vT
i ,Π
φ,Πv,Πζi , ∂
2Φ, ∂2Πt)
and all gauge conditions as χa = (v
T
i , φ, v, ζi,Π
Φ, t). Then the matrix of Poisson
brackets Mab = {φa, χb} is diagonal and has determinant
detM = (det(−∂2))2 . (E.25)
The gauge conditions determine the Lagrange multipliers in the extended Hamil-
tonian, which in the chosen gauge becomes
HGF =
∫
dd−1x
[
1
2
(
ΠTTij
)2
+
1
4
Πζi
1
∂2
Πζi +
d− 1
2(d− 2)
(
Πt
)2
−1
2
hTTij ∂
2hTTij − 2(d− 2)(d− 3)Φ∂2Φ
]
(E.26)
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In particular on the constrained surface it is
HC =
∫
dd−1x
[
1
2
(
ΠTTij
)2
+
1
2
(
∂kh
TT
ij
)2 ]
. (E.27)
Let us now come to the path integral. The measure is
dµGR = DhTTij DΠTTij DvTi DΠvTi DζiDΠζi DφDΠφDvDΠv DtDΠtDΦDΠΦ
The Hamiltonian path integral is
ZGR =
∫
dµFP Πaδ(φa) Πbδ(χb) detM
× exp
{
i
∫
dt
[∫
dd−1x
[
h˙TTij Π
TT
ij + v˙
T
i ΠvTi + ζ˙iΠζi + φ˙Π
φ + v˙Πv
+t˙Πt + Φ˙ΠΦ
]
−H
]}
.
(E.28)
Two of the secondary constraints contain ∂2. Using δ(ax) = (1/a)δ(x), they
give
(det(−∂2))−2δ(Φ)δ(Πt) .
This power of the determinant exactly cancels detM in the path integral.
All the variables are now integrated against a delta function, except for the
transverse traceless tensor and its momentum, so the path integral reduces
to
ZGR =
∫
DhTTij DΠTTij exp
{
i
∫
dt
∫
dd−1x
(
h˙TTij Π
TT
ij −HC
)}
(E.29)
where HC is given by (E.27). Finally integrating out the momentum
ZGR =
∫
DhTTij exp
{∫
dtLC
}
. (E.30)
where
LC =
∫
dd−1x
[
1
2
(
h˙TTij
)2 − 1
2
(
∂kh
TT
ij
)2]
.
This is just the Lgrangian of the free fields hTTij . It can be written in the
“semi-covariant” way
LC =
∫
dd−1x
[
−1
2
∂µh
TT
ij ∂
µhTTij
]
,
so that the Gaussian integral gives
ZGR = (det2TT )
−1/2 , (E.31)
where 2TT is the d’Alembertian acting on h
TT
ij . The number of independent
components of a transverse traceless tensor in d − 1 space dimensions is
d(d− 3)/2, so
ZGR = (det2)
−d(d−3)/4 . (E.32)
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Linearized minimal UG
UG in minimal formulation corresponds to just setting h = 0 in (E.1),
which effectively just removes the last two terms. In terms of the variables
introduced in the preceding section, the constraint h = 0 implies 2φ+ t = 0.
Using this in (E.15), one finds
LUG =
∫
dd−1x
[
1
2
(
h˙TTij
)2 − ζ˙i∂2ζ˙i + 2(d− 1)(d− 2)Φ˙2 + 2(d− 2)Φ˙t˙
−4(d− 2)Φ˙∂2v + 2ζ˙i∂2vTi +
1
2
hTTij ∂
2hTTij − vTi ∂2vTi
−2(d− 2)(d− 3)Φ∂2Φ− 2(d− 2)Φ∂2t
]
. (E.33)
Compared to GR, we have one less scalar. From (E.33) we derive the con-
jugate momenta
ΠTTij = h˙
TT
ij (E.34)
ΠvTi = 0 (E.35)
Πζi = −2∂2(ζ˙i − vTi ) (E.36)
Πt = 2(d− 2)Φ˙ (E.37)
Πv = 0 (E.38)
ΠΦ = 4(d− 1)(d− 2)Φ˙ + 2(d− 2)t˙− 4(d− 2)∂2v (E.39)
Equations (E.34), (E.36), (E.37) and (E.39) can be solved for the velocities
h˙TTij , ζ˙i, Φ˙ and t˙, whereas (E.35) and (E.38) give d− 1 primary constraints
CvTi = Π
vT
i , C
v = Πv . (E.40)
Taking Poisson brackets with the Hamiltonian one obtains d− 1 secondary
constraints
SvTi = Π
ζ
i , S
v = ∂2Πt . (E.41)
The first of these commutes with the Hamiltonian and is therefore automat-
ically conserved. The second, however, generates a “tertiary” constraint
T v = ∂2∂2Φ , (E.42)
which is ∂2 times the second constraint in (E.23). Its Poisson bracket with
the Hamiltonian is weakly zero, so there are no further constraints. All the
constraints commute with each others and form a first class system. Their
total number is one less than in Fierz-Pauli theory.
We can impose the following gauge fixing conditions:
vTi = 0 , v = 0 , ζi = 0 , t = 0 , Π
Φ = 0 . (E.43)
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Let us order all the constraints as φa = (C
vT
i , C
v, SvTi , S
v, T v) and all
gauge conditions as χa = (v
T
i , v, ζi, t,Π
Φ). Then the matrix of Poisson
brackets is the same as in GR except that the rows for φ and Πφ are missing,
and furthermore the term T v-ΠΦ has an extra factor ∂2. Therefore
detMUG = (det(−∂2))3 . (E.44)
The time conservation of the gauge constraints fixes the Lagrange multipli-
ers in the Hamiltonian. When this is done, one finds that the gauge-fixed
Hamiltonian is again equal to (E.26).
We finally come to the unimodular path integral. The measure in the
unimodular case is the same as for FP except that φ and Πφ are missing:
dµUG = DhTTij DΠTTij DvTi DΠvTi DζiDΠζi DvDΠv DtDΠtDΦDΠΦ
The Hamiltonian path integral is
ZUG =
∫
dµUG Πaδ(φa) Πbδ(χb) detMUG
× exp
{
i
∫
dt
[∫
dd−1x
[
h˙TTij Π
TT
ij + v˙
T
i ΠvTi
+ ζ˙iΠζi + v˙Π
v
+t˙Πt + Φ˙ΠΦ
]
−H
]}
.
The constraints Sv and T v contain ∂2 and ∂2∂2. Using δ(ax) = (1/a)δ(x),
they become
(det(−∂2))−3δ(Φ)δ(Πt) .
Again, the power of the determinant exactly cancels detMUG in the path
integral. All the variables are now integrated against a delta function, except
for the transverse traceless tensor and its momentum. Thus,
ZUG = ZGR . (E.45)
In these “unitary” gauges, the two path integrals are the same.
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