We usually use the Brownian distribution, lognormal distribution, Gamma distribution, Weibull distribution, and exponential distribution to calculate long-term probability for the distribution of time intervals between successive events. The values of two parameters of these distributions are determined by the maximum likelihood method. The difference in log likelihood between the proposed model and the stationary Poisson process model, which scores both the period of no events and instances of each event, is considered as the index for evaluating the effectiveness of the earthquake probability model. First, we show that the expected value of the log-likelihood difference becomes the expected value of the logarithm of the probability gain. Next, by converting the time unit into the expected value of the interval, the hazard is made to represent a probability gain. This conversion reduces the degrees of freedom of model parameters to 1. We then demonstrate that the expected value of the probability gain in observed parameter values ranges between 2 and 5. Therefore, we can conclude that the long-term probability calculated before an earthquake may become several times larger than that of the Poisson process model.
Introduction
Many seismologists contend that deterministic prediction of earthquakes is impossible. Probability values of earthquake predictions are widely used to forecast occurrences. Long-term probabilities using renewal processes were published in California for earthquakes along the San Andreas Fault (Working Group on California Earthquake Probabilties, 1988 ) and the San Francisco Bay region (Working Group on California Earthquake Probabilties, 1990) . The probabilities for thrusting earthquakes along the Japanese trench, including offshore Miyagi Prefecture and along inland active faults in Japan, were estimated by the Earthquake Research Committee (2000, 2002) .
A high probability for a narrow and limited time-spatial area that includes the time of an earthquake and its hypocenter is useful in earthquake probabilistic predictions. The method currently used to estimate long-term probability is based on a renewal process model, a point process (Utsu, 1984) . A specific period and time are assumed in probability calculations based on the point process, and the probability of an earthquake is evaluated. Therefore, the probability depends on the size of the object space-time; the probability increases as the object space time is increased. In some cases, it is possible to approximate the probability to 1. Therefore, both the probability and the size of the object space-time are important considerations. Investigating any deviation from the average probability is a reasonable means of evaluating a method's effectiveness in determining the probability of an earthquake. The concept of probability gain is important, Copy right c The Society of Geomagnetism and Earth, Planetary and Space Sciences (SGEPSS); The Seismological Society of Japan; The Volcanological Society of Japan; The Geodetic Society of Japan; The Japanese Society for Planetary Sciences; TERRA-PUB. since probability gain is defined as the ratio of probability to that of a steady Poisson model and therefore is not directly affected by the size of the space-time in a probability calculation. Kagan and Knopoff (1987) introduced the information content, which is the base 2 logarithm of the likelihood ratio of a particular model to the Poisson model. By dividing the information content by the number of earthquakes, they defined an information content ratio. They regarded this quantity as an estimate of effectiveness of predictions, where they evaluated their model for short-term prediction based on clustering features of earthquakes. Imoto (2000 Imoto ( , 2001 reported that the difference in log-likelihood between the proposed model and the Poisson model is the logarithm of the product of probability gains. He also indicated that the value obtained by dividing the difference in log-likelihood by the number of earthquakes is an index for assessing effectiveness. Therefore, we focus on this quantity for evaluating the potential of the long-term predicting method using the renewal process model. We will clarify the limit of the long-term method in terms of probability gain by theoretically estimating the quantity over a wider range of parameter values than those obtained in practical cases.
Formulation
Prediction validity is commonly assessed using a pointprocess model by means of the difference between the loglikelihood of the pertinent model and the log-likelihood of the stationary Poisson model (Evison and Rhoades, 1993; Imoto, 1994) . When the model is optimized for existing observed values, the value obtained by dividing the difference in log-likelihood by the number of earthquakes is the geometrical mean of the probability gains for individual earthquakes (Vere-Jones, 1998; Imoto, 2001 ). The difference be-tween log-likelihood as the base in accordance with this concept will be calculated, and this paper will demonstrate that it is equivalent to the expected value of probability gain.
Using the earthquake that occurred first as the reference, we assume that n earthquakes occurred subsequently at intervals of τ 1 , τ 2 , τ 3 ,. . .,τ n . These are mutually independent and identically distributed random variables. Let F(t) be their distribution function,
where the right side of Eq.
(1) gives a probability that arbitrary selected time interval, τ i , is less than t, and f (t) is its density,
Here,
is called the reliability function. The hazard function µ(t) is defined with the relation
or
Here and hereafter, ln refers to the natural logarithm. In general, the log-likelihood 1 for the hazard function, λ(t), in the interval 0 to T , can be expressed as follows:
where s is the time measured from the first event, and s i (i = 1, 2, 3, . . . n) is the time when the earthquake occurred. Assuming,
is established. Then the following relation will be obtained:
is established. Considering the log-likelihood per earthquake as l 1 , this can be expressed as follows:
Provided that n is sufficiently large, the average operation can be replaced with the following integral:
Using these relations, Eq. (11) can be rewritten as follows:
In contrast, it is expressed as follows in the stationary Poisson process:
The log-likelihood for this process, l p is given as:
Here,T = T /n. Therefore, the difference in log-likelihood per earthquake can be expressed as follows:
When the average value of intervals between earthquakes,T , is set as the unit on the time axis, the following expression can be obtained by replacing
where we can use the relations
This value corresponds to the Kullback-Leibler quantity of information (Sakamoto et al., 1983) , which represents the difference between the two distributions (see the appendix). Hereinafter, a function or variable with an underscore mark will mean that the unit of time is transformed into the average time interval. Furthermore, the left side of Eq. (17) will be called the Information Gain per event (IGpe) (Daley and Vere-Jones, 2003) , which is equivalent to the average of probability gain (right side). The model parameter of f (τ ) will satisfy the following relation:
In this study, Eq. (17) was integrated numerically.
Expectance of Probability Gains
Lognormal distributions, Gamma distributions, Weibull distributions, and exponential distributions are frequently used in the renewal process model. A distribution that incorporates Brownian motion (the Brownian Model) was recently proposed (Matthews et al., 2002) . This distribution is widely adopted because it is easy to understand as a model of the accumulation of stress and the disturbance of stress fields. Each of these distributions contains two model parameters. The two parameters, θ 1 and θ 2 are determined by the maximum likelihood method so that they can be adapted to the observed time intervals. As an example of practical cases, information gain (Table 1) is calculated, using time intervals in Table 2 for six characteristic sequences, where the model parameters of the above mentioned distributions are estimated by the maximum likelihood method ( 
where,
The expected time interval value is equal to θ 1 (Matthews et al., 2002) . Therefore, conversion of the unit of time that meets the conditions in Eq. (18) can be accomplished by defining θ 1 = 1. The IGpe value obtained by varying the other parameter, θ 2 , within the range of 0.055 to 0.5 is drawn in Fig. 1 . The scale of IGpe is given on the left side of the vertical axis, and the probability gain is indicated on the right side. The IGpe value varies from 0.3 to 2.4 with θ 2 varying and the probability gain value varies from 1.4 to 10. The value of θ 2 was obtained within the range of 0.16 to 0.37 in a previous research (Table 3) , which corresponds to the range of probability gain from 2 to 4.
Conversion of the unit of time only affects parameter θ 1 in this model, without affecting θ 2 . Therefore, IGpe values and probability gains can be obtained directly from Fig. 1 using the value of parameter θ 2 when two parameters are estimated in a practical case. Table 1 (Ate, Atera; Ato, Atotugawa; Miy, Miyagi; Nag, Nagano; Nan, Nankai; Tan, Tanna). The left and right sides of the scale indicate IGpe and probability gain. 
IGpe
Prob.Gain 
Lognormal model
The functions of f (t), φ(t) and µ(t) are presented in this model by the following designations:
The expected value of the time interval,T , is expressed as follows:T
Therefore, the following relation can be obtained from the conditions in Eq. (18): Figure 2 shows the IGpe obtained by varying θ 2 from 0.05 to 0.5. Little difference can be recognized in values between Fig. 1 and Fig. 2 . The values of θ 2 in Table 3 are plotted on the horizontal axis. In that case, the probability gain would be within a range of approx. 2 to 4.2. Conversion of the unit of time in this model only affects parameter θ 1 without affecting θ 2 , as with the Brownian model. Therefore, the IGpe and probability gain values can be obtained directly from Fig. 2 using the value of parameter θ 2 when two parameters are estimated in a practical case.
Gamma model
The functions of f (t), φ(t) and µ(t) are given in this model by the following designations:
The expected value of time intervalT is expressed as follows (Utsu, 1999) 
Therefore, the variation of the IGpe value with varying θ 2 within the range of 1 < θ 2 < 50, assuming that θ 1 = θ 2 , is shown in Fig. 3 . The value of θ 2 was obtained within a range of 7.9 to 37 for the cases in Table 3 . The probability gain would then be within the range of 1.9 to 4.1. The IGpe value would then be 0 for θ 2 = 1, since this model is compatible to the Poisson model. This model with θ 2 less than 1.0 presents a power-law decay with time, which corresponds to an expression of the clustering feature of earthquakes. The value of θ 2 would not be affected by conversion of the unit of time in this model, similar to the above two models. Therefore, the IGpe and probability gain can be obtained directly from Fig. 3 using the value of parameter θ 2 when two parameters are estimated in a practical case.
Weibull model The functions of f (t), φ(t) and µ(t) are expressed in this model by the following designations:
The expected value of time intervalT is expressed as follows:
An equation in which θ 1 in Eq. (30) is replaced with
will be derived to express the distribution of t when the conversion of t = T t is implemented, and thus the condition of T = 1 is met. The parameter θ 2 is kept unchanged throughout this conversion; the IGpe value using parameter θ 2 within a range of 0.3 < θ 2 < 10 is shown in Fig. 4 . The value of θ 2 was obtained within a range of 3.0 to 8.9 (Table 3 ). The probability gain would then be within a range of approx. 1.8 to 5.0. This model is compatible to the Poisson model when θ 2 = 1, and thus the value of IGpe is equal to be 0. This model with θ 2 less than 1.0 presents a powerlaw decay with time for the clustering feature of earthquakes, similar to the Gamma model. The IGpe and probability gain values in this model can be obtained from Fig. 4 using the value of parameter θ 2 when two parameters are estimated in a practical case, as in the three preceding models. 
Exponential model
The expected value of time intervalT is given as follows:
The values of θ 1 and θ 2 will be obtained when the following relations are assumed for the conversion of t =T t,
The following relation will then be obtained:
The IGpe value using parameter θ 2 /θ 1 within the range of 1 to 1.0 × 10 5 is shown in Fig. 5 . The value of θ 2 /θ 1 was obtained within the range of 15 to 2 × 10 4 in Table 3 . The probability gain would then be within the range of approx. 1.6 to 5.4. This model tends to the Poisson model as θ 2 approach to 0, so the IGpe value would be 0. The IGpe and probability gain values for this model can be obtained from The above analysis of IGpe shows that parameters related to a variance of time intervals play substantial roles in estimating IGpe. To confirm this feature, the IGpes are shown as a function of the standard deviation for lognormal, Gamma, and Weibull models (Fig. 6) . The standard deviation here stands for the standard deviation divided by the mean time interval, since the time unit is normalized to the mean time interval. The standard deviations for these models are analytically derived as exp(θ 2 2 ) − 1, 1 √ θ 2 and (2/θ 2 + 1) / { (1/θ 2 + 1)} 2 − 1 for lognormal, Gamma, and Weibull models (Utsu, 1999) . In the figure, only a part of the standard deviation less than 1 is shown since that is the case for the quasi-periodic feature, which is the base of long-term probability assessment. It is obvious that differences among the three curves are small. The Brownian and the exponential models are much more similar to those of the lognormal and Gamma models. Therefore, the charts for these models are not shown here.
Summary
It is optimistic to believe that the earthquake currently being assessed will not occur until the probability rises from its present low value to a high value. Generally, a longer the average time interval yields a smaller probability per unit time (e.g., 10 years). The probability gain normalized by the Poisson ratio is more useful for assessing the earthquake risk. The calculated probability gain gradually increases after the last earthquake. The maximum probability gain obtained at the time of an earthquake is estimated as less than 6. Therefore, the probability did not rise radically. The behavior of the rise depends on the values of the two model parameters. The model parameters are obtained from the intervals of past earthquakes; the behavior depends on the degree of fluctua- tion of time intervals. Except for exponential distributions, the parameter θ 2 alone governs the behavior of the rise. Thus, the expected gain at the time of an earthquake is obtained by setting θ 2 as the parameter. A smaller fluctuation will yield a greater calculated probability of an earthquake. In a practical case, the observed gain will become larger or smaller than the expected value by chance, but will remain close to it. Additionally, when the number of time intervals is small, the model parameters are not well constrained, and estimation errors of parameters lead to gain errors. Thus, these two factors may cause a deviation of the gain from the expected one. We calculated the expected value of probability gain for an earthquake to assess the characteristics of the renewal model used for evaluating long-term probability. This value depends on the type of distribution function that represents time intervals and its parameters. The expected value of probability gain usually ranges between 2 and 5.
(A1) The right side of the equation is in the form of KullbackLeibler quantity of information measuring the distance between f (τ ) and φ(τ ), which are the density functions of τ conditional ( f (τ )) and unconditional (φ(τ )) upon earth-quakes. Here, we define random variable τ as the time elapsed from the immediately preceding earthquake to the point of sampling. It is obvious from the definition of f (τ ) that f (τ ) is the density function of the random variable τ only at the points immediately before an earthquake, or conditional density function upon earthquakes. However, φ(τ ) also represents the density function of τ , which is randomly selected from the time span for study. This aspect is not known well, since φ(τ ) is usually defined as in Eq. (3), as a complement of the probability distribution of F(τ ). For this aspect of φ(τ ), we assume that time of observation, T 0 , is such a long time that it can include n( 1) intervals between successive events. The distribution function of τ , (η), is given by
The first term of the numerator on the right of Eq. (A2) expresses the contributions from time intervals between successive events shorter than η and the second term expresses those from intervals longer than η. In our calculation, the unit of time is normalized to an average time interval. As a result, Eq. (A2) can be represented as:
The right side of the equation can be transformed as follows:
provided φ(t) tends to 0 faster than 1/t as t tends to infinity.
here we use the relation of Eq. (18).
Consequently, Eq. (A1) is interpreted as the Kull-back Leibler quantity of information between two distributions, the distribution of a lapse time conditional to earthquakes and that of unconditional to them.
