The RAIN ( 
Introduction
Given the prevalence of powerful personal computers/workstations connected over local area networks, it is only natural that people are exploring distributed computing over such systems. Whenever systems become distributed the issue of fault tolerance becomes an important consideration. In the context of the RAIN project (Redundant Arrays of Independent Nodes) at Caltech,we've been looking into fault tolerance in several elements of the distributed system (see Figure 1 for a photo). One important aspect of this is the introduction of fault tolerance into the communication system by introducing redundant network interfaces at each compute node and redundant networking elements. For example, a practical and inexpensive real-world system could be as simple as two Ethernet interfaces per machine and two Ethernet hubs.
Figure 1. The RAIN System
We have been working primarily with Myrinet networking elements [ 1 1. This introduces switched networking elements where the switch cost happens to be low in comparison to interface costs so we can construct more elaborate networks of switches. With technology like this as motivation, we were faced with the question of how to connect compute nodes to switching networks to maximize the network's resistance to partitioning. Many distributed computing algorithms face trouble when presented with a large set of nodes which have become partitioned from the others.
A network that is resistant to partitioning should lose only some constant number of nodes (with respect to the total number of nodes) given that we don't exceed some number of failures. After additional failures we may see partitioning of the set of compute nodes, i.e., some fraction of the total compute nodes may be lost. By carefully choosing how we connect our compute nodes to the switches we can maximize a system's ability to resist partitioning in the presence of faults.
The construction of fault-tolerant networks was studied in 1976 by Hayes [9] . This paper looked primarily at constructing graphs that would still contain some target graph as a subgraph even after the introduction of some number of faults. For example, the construction of k-FT rings was explored which would still contain a ring of the given size after the introduction of k faults.
This work is complementary to the problems we are looking at. Specifically, some constructions that add faulttolerance to networks of switches can be used to enhance the fault-tolerance of the final set of compute nodes connected to the network. Other papers that address the construction of fault-tolerant networks are [5] for fault-tolerant rings, meshes, and hypercubes, [2, 3, 4] for rings and other circulants, and [6, 7, 81 for trees and other fault-tolerant systems.
A recent paper by Ku and Hayes [lo] looks at an issue similar to the one covered in this paper. In particular, it looks at maintaining connectivity among compute nodes connected by buses. This is equivalent to not permitting any switch-to-switch connections in our model. We are looking at permitting such switch-to-switch connections to allow the creation of switch topologies and then connecting compute nodes to this network of switches.
Our main contributions are: (i) a construction for degree-2 compute nodes connected by a ring network of switches of degree 4 that can tolerate any 3 switch failures without partitioning the nodes into disjoint sets, (ii) a proof that this construction is optimal in the sense that no construction can tolerate more switch failures while avoiding partitioning, and (iii) generalizations of this construction to arbitrary switch and node degrees and to other switch networks, in particular, to a fully-connected network of switches.
The structure of the paper follows closely the contributions listed above. In Section 2 we formally define the problem of creating fault-tolerant switched networks. We then, in Section 3, give our primary construction based on degree-2 compute nodes that are connected as "diameters" in a ring of switches and prove the correctness and optimality of this construction. The description of the generalized form of this construction follows in Section 4. Section 5 presents a systematic method for connecting compute nodes to a complete graph of switches (clique), and finally, Section 6 provides comments addressing other networks of switches as well as final conclusions.
Proofs and some supplementary explanation have been left out in this shortened version of the paper. A full version of the paper can be found at [ 111 or in the CDROM accompanying these proceedings.
Problem Definition
In this section we introduce the building blocks of our system and define its properties.
Building blocks. A distributed computing system is composed of a set of interconnected switches forming a communication network for a set of compute nodes. Switches and nodes are characterized by their degree. We denote by d, the degree of a switch (i.e., the number of network ports it has) and by d, the degree of each compute node (i.e., it's number of network interfaces).
Homogeneous system. We look at homogeneous systems in which the switch degree d, is the same for all switches, and the compute node degree d, is the same for all nodes.
Connectivity. For our purposes, we do not consider two compute nodes connected unless they are connected by a path solely through the switch network. In other words, compute nodes are not permitted to forward packets. Thus, e1 connected to c2 and c2 connected to e3 does not imply that e1 is connected to c3.
Faults. We primarily consider switch faults, the failure of a switch as a whole. We also allow "lesser" faults such as link and node faults. A switch-to-switch link fault can always be looked at as a switch fault. Node faults and nodeto-switch link faults are not especially interesting here since they are the most benign, having no affect on the connectivity of the other nodes. Non-locality. Locality is defined over the network of switches. The distance between two switches is the number of links in the shortest path between them. The driving idea behind our construction is to to connect the compute nodes to switches exhibiting non-locality.
Having defined the setting of our study we will look at two particular types of switch networks: the ring and the clique.
A Ring of Switches
We consider the following problem: Given n switches of degree d, connected in a ring, what is the best way to connect n compute nodes of degree d, to the switches to minimize the possibility of partitioning the compute nodes when switch failures occur? Figure 2 illustrates the problem. 
A Naive Approach
At a first glance, Figure 3a may seem a solution to our problem. In this In this simple construction we simply connect the compute nodes to the nearest switches in a regular fashion. If we use this approach, we are relying entirely on fault-tolerance in the switching network. A ring is l-faulttolerant for connectivity, so we can lose one switch without upset. A second switch failure can partition the switches and thus the compute nodes (see Figure 3b) . We want a construction where the connectivity of the nodes is maintained even after the switch network has become partitioned. 
Diameter Construction d, = 2
The intuitive, driving idea behind this construction is to connect the compute nodes to the switching network in as non-local a way as possible. That is, connect a compute node to switches that are maximally distant from each other. This idea can be applied to arbitrary compute node degree d,, where each connection for a node is as far apart as possible from it's neighbors. We call this the diameter solution for the d, = 2 case. Connect node ci to switches si and S(i+L+J+1) mod n. See Figure 4 for an example for n odd and n even. Note: Although Construction 1 is given for an identical number of compute nodes and switches, we can add additional compute nodes by repeating the above process. In this case, we would connect node cj to the same switches as node cj mod n . All the following results still hold, with a simple change in constants. For example, when we connect 10 nodes to 10 switches we have a maximum loss of 6 nodes at 3 faults. Tripling the number of nodes to 30 triples the maximum nodes lost at 3 faults to 18. This is also true of the generalized diameters construction give in Section 4.1. The addition of extra nodes to the ring constructions affects only a constant in our claims. The asymptotic results about resistance to partitioning are all still valid. The diameters construction also exhibits some nice properties up to the worst case of 3 lost switches. We make the following claim without proof Claim 1 Construction 1 creates a graph of compute nodes and switches that can tolerate 1 switch failure with no lost nodes, 2 switch failures with at most 1 lost node, 3 switchto-switch link failures with no lost nodes, 3 node-to-switch link failures with at most 1 lost node, and 3 link failures (any kind) with at most 1 lost node.
Generalized Diameter Construction and Layout

Generalized Diameter Construction d, > 2
The diameter construction can be extended to arbitrary compute node degree. Before giving the details of the construction, let's look at an example for d, = 3 (which fixes d, = 5 ) and n = 8. The constructions are really very simple. For this example, each of the n compute nodes has connections spaced 3, 3, and 2 apart, i.e., as evenly spaced apart as possible. Figure 5 shows the connections pictorially. The compute nodes are connected as follows: 
Label all compute nodes ci and switches s,, { i : We make the following claim corresponding to less severe failure situations without proof Claim 2 Constructions 2 and 3 create a graph of compute nodes and switches that can tolerate k = 2d, -1 switchto-switch link failures with no lost nodes, k = 2d, -1 node-to-switch link failures with at most 1 lost node, and k = 2d, -1 link failures (any kind) with at most 1 lost node.
A Clique of Switches
A clique is a fully connected graph, i.e., there is a link between any two switches.
Connecting compute nodes to a clique of switches. Notice that the maximum distance between two switches in the clique is 1 and the minimum .distance 0. In terms of connecting compute nodes to the clique, we only need to make sure that a node is connected to differ order to satisfy the idea of non-locality men 
Extensions and Conclusion
We introduced the problem of connecting computing nodes to switching networks, and looked at two extreme cases of switch networks (in terms of the amount of redundancy): a ring and a clique. We used the ideas of non-locality and uniformity to design fault-tolerant systems.
These can be applied to different kinds of graphs. In particular, for regular graphs such as the torus the results of Section 3 hold. A fault is no longer the failure of a single switch but the failure of a ring of switches, producing a cut in the torus. For nodes of degree-two, up to three such cuts can be tolerated using the diameters construction over the torus. In general up to 2d, -1 cuts can be tolerated. For non-regular graphs the idea of non-locality can be applied using the distance measure defined in Section 2.
It is instructive to look at the performance of the ring vs. the clique at this point to summarize the merits of the two solutions. The performance of the two networks depends heavily on the cost model. Let's consider a cost model where the total cost of the network is the number ports in the switch network. In general, the clique seems to perform better than the ring under this cost model. Why did we spend so much time on the ring solution if a simple clique does better?
The problem with the clique is really scalability, which is not well represented in this simple cost model. A simple sum-of-ports cost doesn't take into account that switch cost probably doesn't scale linearly in the number of ports. In fact, large switches (say, greater than 16 ports) may be very expensive or non-existent. The strength of the ring comes from its ability to perform and scale well using small switches (i.e., only 4 ports). For a small configuration or the availability of large switches, the clique is the best solution. For larger configurations or restrictions on switch size, the ring shows it's merit.
