Abstract: Enhanced methods are required for mapping the forest aboveground biomass (AGB) over a large area in Chinese forests. This study attempted to develop an improved approach to retrieving biomass by combining PALSAR (Phased Array type L-band Synthetic Aperture Radar) and WorldView-2 data. A total of 33 variables with potential correlations with forest biomass were extracted from the above data. However, these parameters had poor fits to the observed biomass. Accordingly, the synergies of several variables were explored to identify improved relationships with the AGB. Using principal component analysis and multivariate linear regression (MLR), the accuracies of the biomass estimates obtained using PALSAR and WorldView-2 data were improved to approximately 65% to 71%. In addition, using the additional dataset developed from the fusion of FBD (fine beam dual-polarization) and WorldView-2 data improved the performance to 79% with an RMSE (root mean square error) of 35.13 Mg/ha when using the MLR method. Moreover, a further improvement (R 2 = 0.89, relative RMSE = 17.08%) was obtained by combining all the variables mentioned above. For the purpose of comparison with MLR, a neural network approach was also used to estimate the biomass.
Introduction
Precise quantification of forest aboveground biomass (AGB) on a regional to global scale is of increasing importance in the context of reducing emissions from deforestation and forest degradation in developing countries (REDD+) and compliance with the Kyoto Protocol [1] [2] [3] . In a forest inventory, the sample plotting method provides very accurate AGB values at the plot level [4] . Due to the high cost of this traditional plot-based investigation for AGB and the difficulties of its implementation in remote areas, interest in the use of remotely sensed data acquired from spaceborne or airborne sensors to estimate forest AGB has increased in recent decades. Remote sensing provides a key source of data for updated, consistent, and spatially explicit assessment of forest biomass and its dynamics, particularly in large countries with limited accessibility [5, 6] .
Optical images have long been used to estimate forest parameters and assess wood biomass [7] [8] [9] . Estimating the AGB has been mainly achieved by using spectral reflectance and/or vegetation indices, such as the normalized difference vegetation index (NDVI), which is computed from the red and near-infrared (NIR) bands [10] [11] [12] . However, a major limitation of vegetation indices is that these indices reach a saturation level during the estimation of high-density biomass [13] [14] [15] . The saturation point varies greatly depending on the source data and the vegetation type and ranges from 15 to 100 Mg/ha for visible/NIR vegetation indices [11, 16] . Other studies have also indicated that the NDVI approaches a saturation level when the vegetation age is greater than 15 years in tropical forests [8] . In addition, optical remote sensing provides limited information on the vertical distribution of forest structure [17] , and compiling a temporally and radiometrically consistent cloud-free datasets over large areas is not always possible [6] .
Over the past two decades, a large number of researchers have contributed to the study of the application of radar (Radio Detection and Ranging) for forestry [18, 19] . Many studies have shown that forest biomass can be retrieved using SAR (Synthetic Aperture Radar) data because SAR can penetrate cloud and forest canopies [20] [21] [22] . The major advantage of all SAR systems is the weather-and daylight-independency of the system [20, 23, 24] . In addition, numerous studies have also reported that long-wavelength (e.g., L and P bands) SAR is more appropriate than short-wavelength (e.g., X and C bands) SAR for forest biomass estimations [25, 26] . In this case, the detected radiation is mostly due to backscattering from the branches and stems of the trees, and thus L-and P-band SAR should respond characteristically to forest volume and biomass [22, 27, 28] . Additionally, long wavelength can travel without having a sight. The successful launch of ALOS (Advanced Land Observing Satellite) in 2006 increased the potential for the use of radar to measure AGB because PALSAR/ALOS is the first long-wavelength (L-band, 23-cm wavelength) SAR satellite sensor with the capability of collecting cross-polarized HV (horizontal-send, vertical-receive) and VH (vertical-send, horizontal-receive) data in addition to HH (horizontal-send, horizontal-receive) and VV (vertical-send, vertical-receive) data. Although the ALOS satellite stopped to operate in April 2011, the systematically collected PALSAR data from this satellite show great potential for AGB estimates on a large scale [25, 29, 30] . However, AGB estimation using the biomass-PALSAR backscattering relationship remains problematic due not only to the saturation at high biomass levels (i.e., the backscatter power no longer increases with AGB or volume) but also to the spatial heterogeneity of forests, which can generate unclear data [3, 21, 31] .
Light detection and ranging (LiDAR) data can provide detailed vegetation structure measurements at discrete locations covering circular or elliptical footprints from a few centimeters to tens of meters in diameter [32, 33] . LiDAR instruments mounted on airplanes emit active laser pulses and measure various echoes of the signal, resulting in accurate AGB estimations for various forests with no saturation at higher biomass levels [34] [35] [36] . However, LiDAR systems are often limited to airborne acquisition, which is better suited to providing samples (e.g., transects) rather than full wall-to-wall coverage over large areas [4, 37, 38] . Therefore, even though LiDAR provides the best estimates of forest biomass, observations over large areas remain problematic, making complete coverage at landscape and regional scales uncommon, with data costs often dictating government support for LiDAR or its inclusion in collection activities [39] .
The globally and freely available Landsat TM (Thematic Mapper) and ETM+ (Enhanced Thematic Mapper Plus) data, which have a medium resolution (30 m for TM/ETM+ multispectral bands), have been widely used for mapping forest biomass on a regional to global scale in numerous studies [6, 14, 40, 41] . However, the limited spatial detail misses small-scale biomass variability. In recent years, the successful launch of a number of commercial satellites with high resolution from tens of centimeters to a few meters (e.g., IKONOS, QuickBird, SPOT5, GeoEye-1, WordView-1&2) has provided an approach to this problem. The WorldView-2, launched in October 2009, acquires data with more multispectral bands (eight bands) and higher spatial resolution (0.5 m in the panchromatic band and 2 m in the multispectral bands) than previously launched satellite sensors while reducing the unnecessary redundancy found in hyper-spectral data [42] . These high spectral and spatial resolutions were expected to have great potential for forest studies [9] . WorldView-2 images have been successfully used for land cover classification and tree species identification with higher accuracy than that obtained using traditional sensors with four bands [43] [44] [45] . However, few studies have used WorldView-2 data to estimate forest AGB [46] .
Recently, the fusion of optical, radar, and/or LiDAR data for estimating forest biomass has become a popular approach that attempts to overcome the limitations associated with the use of single sensors. However, most studies of these studies have mainly focused on temperate and tropical forests [15, 26, 33, 34, 38, 47, 48] . Estimating forest biomass in China has mainly been achieved by conducting national forest inventories using the sample plotting method every five years. Because the forests of China are vast, with a total area of approximately 195.45 million hectares in 2008 [49] , developing improved remotely sensed methods that can accurately retrieve forest biomass on a large scale has become an urgent topic of study. Thus, in this study, a combination of ALOS PALSAR and WorldView-2 data was used to develop an enhanced approach to AGB retrieval in an attempt to meet the continued need for both new experimental data and further improvement of existing models for biomass estimation. The aims of the present study were the following:
1. To evaluate the possibility of retrieving forest AGB using WorldView-2 data; 2. To determine if a new index generated from the combination of ALOS PALSAR and WorldView-2 data can increase the AGB inversion accuracy; 3. To assess the potential of combining ALOS PALSAR and WorldView-2 data to map the forest AGB; and 4. To compare the predictive capability of the multivariate stepwise model with that of an artificial neural network (ANN) model for estimating biomass.
Materials and Methods

Study Area
The study area, Purple Mountain National Park (32°01ʹ-32°06ʹN, 118°48ʹ-118°53ʹE) (Figure 1 ), is a well-known historic and scenic site in China that is popular with tourists. It has an area of approximately 4500 ha and is situated in the center of Nanjing City in southeastern Jiangsu Province, China. The altitude above sea level ranges from 20 to 449 m with an average annual precipitation ranging from 1000 to 1050 mm and average sunshine hours of approximately 2213 h per year. The annual mean temperature is 15.4 °C, with an extremely highest temperature of 40.7 °C in August and an extremely lowest temperature of −14.0 °C in January. The zonal soil color is yellow brown, with purple forest soil found on the northern mountain with a steep slope [44] .
The zonal vegetation type in Nanjing is deciduous broad-leaved mixed forest with some evergreen trees. However, because of long-term wars and human disturbances, all of the natural forests in Purple Mountain National Park have been damaged, with the exception of some areas around Linggu Temple and Ming Xiaoling Mausoleum. Since the 1930s, greater attention has been paid to afforestation in the study area. The mountain was covered completely by forest vegetation until the 1960s. In the late 1970s, many coniferous trees died from pine wilt disease. Many broad-leaved trees, such as Quercus acutissima and Pistacia chinensis, successfully invaded and grew in the gaps left by this disease. Concurrently, the surviving zonal vegetation recovered favorably because cutting was forbidden. Today, the forests of Purple Mountain are mainly composed of manmade single forests approximately 60 to 80 years of age, as well as secondary deciduous forests and coniferous-broadleaved mixed forests dominated by Pinus massoniana, Quercus fabri, Liquidambar formosana, and Quercus acutissima [44] . The study area is located in subtropical zone with a low elevation and situated in the center of a big city, the leaf fall period of most deciduous trees in the mountain is from the end of November to the end of January, while the foliation period begins in early March. 
Satellite Images and GIS (Geographic Information System) Data
The two scenes of SAR data used in this study were collected by the ALOS PALSAR sensor in fine beam dual-polarization mode (FBD) (HH and HV polarizations) on 11 October 2010, with an off-nadir angle of 34.3° and in polarimetric mode (PLR) (HH, HV, VH, and VV polarizations) on 22 March, 2011, with an off-nadir angle of 21.5°. These PALSAR datasets were ordered as L1.1 level with the single look complex (SLC) format. The FBD data had a spatial resolution of 9.4 m in slant range and 3.2 m in azimuth. The spatial resolution of the PLR data was 9.4 m in slant range and 3.5 m in azimuth.
The optical image was acquired by the WorldView-2 satellite on 10 December 2011 during good weather and clear skies. At this time of the year, the leaves of some of the deciduous tree species had fallen, and some trees had leaves that were turning yellow, while the evergreen trees were full of chlorophyll, providing good conditions for tree species identification and classification. The satellite has a panchromatic band (0.46-0.80 μm) with 0.5-m ground resolution at the nadir and eight multispectral bands with 2.0-m resolution. In addition to the four standard colors, Blue (0.45-0.51 μm), Green (0.51-0.58 μm), Red (0.63-0.69 μm), and Near Infrared 1 (NIR1) (0.77-0.90 μm), four new, additional bands were available: Coastal Blue (0.40-0.45 μm), Yellow (0.59-0.63 μm), Red-Edge (0.71-0.75 μm), and Near Infrared 2 (NIR2) (0.86-1.04 μm). The size of the image was 8868 lines × 9358 pixels at the nadir with 16-bit data stored, and the geometric projection was UTM WGS 84 Zone 50 North. The satellite data were ordered as the premium product level, suggesting that the data had been sensor-corrected, ortho-rectified, and geo-corrected by the data provider, DigitalGlobe Inc. [46] . According to DigitalGlobe, the geolocation accuracy of the delivered image ranges from 4.6 m to 10.7 m (CE90). This accuracy was verified by comparing the data to the standard map of the mountain created by an infrared airborne photograph taken in 1991 with an accuracy of 5 m. The two datasets were in good agreement, as verified by matching spatial positions such as the intersections of roads, single buildings, and water areas. The optical data were atmospherically corrected using the Fast Line-of-Sight Atmospheric Analysis of Spectral Hypercubes (FLAASH) algorithm in ENVI 4.8 software. The reflectance values of the eight multispectral bands were then used to calculate vegetation indices and to correlate with the observed forest biomass.
In addition, in this study, geographic data such as the boundary line of the mountain and the forest base maps were obtained from the ArcGIS (GIS, Geographic Information System) database, which was established in 2002 based on the forest inventory data of 662 plots investigated by a special project in 2001 [50] . This database was also used to support the field investigation. The field data for the 90 plots surveyed in September 2011 were inputted into the above database, including stem density, average DBH (diameter at breast height of 1.3 m), average tree height, forest type, dominant species, volume, AGB, and GPS (Global Positioning System) data for the plot center. These data were used to test the accuracy of the forest biomass inversion.
Field Measurements
In this study, we selected the entire mountain, which has an area of approximately 30 km Most plots had a size of 20 × 20 m. The plots were larger in heterogeneous areas and smaller in homogeneous forests. These plots were chosen on the basis of forest conditions, various terrains, and accessibility for measurement and were distributed in different forest types. The measurements were conducted for different forest growth stages, which ranged from regrowing young forest to dense mature forest. All trees with a DBH larger than 5 cm were surveyed, and the species, DBH, and height were recorded. In addition, the center of each plot was located by GPS (Garmin MAP 60CS, accuracy ±3 m). All central points of the 90 plots were recorded when the GPS steadily displayed the highest accuracy of ±3 m. The average DBH, tree height, stem density, volume, and AGB in each plot were calculated, and the 90 plots were divided into three stand types: broad-leaved (B), coniferous (C), and mixed (M) forest ( Table 1 ). The conditions of the 90 plots are documented in Table 1 . In our investigation, the aboveground biomass ranged from approximately 25 Mg/ha for regenerating stands to 342 Mg/ha for mature, highly stocked stands. The observed dataset (n = 90) was randomly split into 70% and 30% portions for a calibration dataset (n = 63) and a validation independent dataset (n = 27), respectively. Because the number of surveyed plots was limited, obtaining a similar AGB distribution in both datasets was also considered when making the division. Consequently, the calibration dataset, which had a biomass value of 140.78 ± 57.68 Mg/ha (average ± standard deviation), was used to train the prediction models, while the validation dataset, which had a biomass value of 142.90 ± 71.79 Mg/ha, was separately used to test the quality and reliability of the prediction models.
Generally, the AGB of a forest can be accurately estimated by summing the biomass of all the individual trees in the plot, which can be calculated using allometric equations based on the DBH and the height of the trees [16, 31, 51] . However, no allometric equations are available for the study area. Therefore, we used the method presented by Fang et al. [52] to estimate the AGB of the 90 plots. First, the volumes of all individual trees were calculated using a volume table based on the DBH and height of the trees. Next, the total volumes in each plot were summed. Then, the biomass of each plot was estimated by the regression between biomass (B) and total volume (V), expressed as:
where a and b are coefficients that vary with forest types and have been listed in [52] for different forests.
Data Analysis
The research flow chart in Figure 2 provides an overview of the methods. 
PALSAR Pre-Processing
The pre-processing was completed using the ENVI SARscape software. To reduce speckle and generate square pixels, the two PALSAR datasets were first multi-looked using factors of 1 and 4 for FBD image and factors of 1 and 7 for PLR data, respectively, for the range and azimuth directions. The datasets were then calibrated to obtain SAR backscattering images. The updated calibration factor provided by JAXA was used for absolute calibration [53] . In addition, the images were speckle filtered using the Lee Refined Filter during processing.
SAR data are acquired in a side-looking geometry, which leads to a number of distortions in the imagery. Terrain correction removes these geometry-induced distortions by making use of a digital elevation model (DEM). The process of terrain correction can be divided into two separate parts: geometric terrain correction and radiometric terrain correction. Geometric terrain correction adjusts the individual pixels of an amplitude image to ensure their proper location (i.e., it places the ridgelines and valleys were they geometrically belong). Radiometric terrain correction adjusts the brightness of the pixels with respect to the observation geometry, as defined by the incidence angle as well as the slope and aspect of the local terrain. Castel et al. [21] reported that areas of sloped terrain can induce 2-7 dB dispersion on radar backscattering. Therefore, the area having slopes facing the radar sensor without radiometric normalization would have higher backscatter coefficients than flatter areas, which is a problem when assessing properties of backscatter [39] . Hence, these topographic effects were addressed through radiometric normalization of the backscatter coefficient. To obtain a better representation of the backscatter coefficient for distributed targets (i.e., the forest areas), a conversion from sigma nought to gamma nought was applied [39, 54] . In this study, using the DEM data with a resolution of 30 m downloaded from the ASTER GDEM website, the two images were geometrically and radiometrically terrain corrected and geo-coded to the zone 50 north of the UTM (Universal Transverse Mercator) projection and were outputted as GeoTIFF maps with a pixel size of 10 m.
Polarimetry and Other Parameters of the PLR/PALSAR Data
In addition to backscatter intensities, a target decomposition technique was applied to the PLR data to obtain polarimetric products. Polarimetric decomposition provides information about the scattering properties from the targets [23, [55] [56] [57] [58] . The relationships between a feature's physical properties and its polarimetric behavior can be interpreted by examining the underlying scattering mechanisms; the scattering process can change between forest stands of different structural types and ages [39] . In our study, the entropy (H), alpha (α) angle, and anisotropy (A) decomposition parameters and the combination of H(1-A) were generated using the PolSARpro v4.2 software provided by the European Space Agency (ESA). For detailed information about these decomposition parameters, please see previous studies [23, 56, 58, 59] .
The RVI (radar vegetation index) derived from the PLR/PALSAR data can also be used to analyze the scattering from the vegetated area [60] . Woody vegetation has high cross-polarization components and high RVI values [58] . The RVI is derived from the radar backscattering coefficient (γ°) of the HH, HV, and VV polarizations [61] .
In addition, the PolSARPro works with two different domains. One domain is the coherency matrix T3, which is derived from the Pauli scattering vector k. The other is the covariance matrix C3, which is based on the lexicographic scattering vector Ω. Often, the polarimetric data in the PolSARPro are stored as a T3 matrix because the diagonal matrix elements allow a physical interpretation. The T11 element represents single-bounce scattering (e.g., waters and roads), the T22 element shows the feature of double-bounce scattering (e.g., buildings), and the T33 element indicates the properties of volume scattering (e.g., forest vegetations). Therefore, the T33 map was also used to retrieve the forest AGB in our study.
Calculating NDVIs and CVIs (Combined Volume Index)
NDVI was selected because this vegetation index is commonly used to estimate biomass [62] [63] [64] [65] . As shown in Figure 2 , the atmospherically corrected image was used to generate the NDVI maps. To match the pixel size of the backscatter coefficient maps, the optical image had to be resampled to a spatial resolution of 10 m. Then, a standard NDVI map was produced using band 7 (NIR1) and band 5 (Red) according to the following formula:
where R is the reflectance value. The other 3 developed NDVIs, NDVI , NDVI , and NDVI , were also calculated by the same method using band 8 (NIR2) and band 5 (Red), band 7 (NIR1) and band 6 (Red-Edge), and band 8 (NIR2) and band 6 (Red-Edge), respectively. In addition, as described in the Introduction section, optical images can provide the most information about tree crowns, such as LAI (leaf area index) and crown density, while SAR data measure forests based on backscattering from the branches and stems of the trees. Accordingly, the synergistic use of optical and SAR sensors was expected to have great potential for biomass estimation. Moreover, we determined that the observed AGB was positively correlated with the backscatter coefficient of the HV/FBD data by a moderate R 2 (coefficient of determination) value and was negatively correlated with bands 1 to 6 of the WorldView-2 image fitted by a compound function expressed by the Equation (6). In our study, the trend line of this function was similar to the exponential function in the correlation with the observed biomass but had greater significance than the latter in the model test (Table 2) . Therefore, a new parameter denoted the combined volume index (CVI) because of the good linear relationships between the CVIs and plot volume was generated by combining the HV backscattering of the FBD data and the eight multispectral bands of WorldView-2 image in this study. The CVI can be expressed as follows:
where γ°H V is the backscatter coefficient of the HV/FBD data and R i is the reflectance value of the WorldView-2 bands (1 to 8). Before calculating CVIs, the backscattering and reflectance images were resampled to the data type of unsigned 8 bit integers.
Establishing the Relationships between the Observed AGB and Parameters
In Table 2 , a total of 33 variables that may be correlated with the forest biomass were first fitted with the observed AGB using the following 8 functions (Equations (5) to (12)). Then, the best-fitting equation for each variable (except for bands 7 and 8 of WorldView-2 due to their insufficient correlation with the AGB), as judged by the R 2 value and significance, was used for the linear transformations. The linear-transformed variables were then used to perform the subsequent principal component analysis (PCA). Finally, the results of the PCA were used to model the biomass by multivariate stepwise regression. The coefficients (b 0 , b 1 ) of the best-fitted model for each variable are listed in Table 2 . 
As shown in Table 2 , most of the fitted equations are curvilinear models, indicating that implementing linear transformations for these parameters is essential before performing the multivariate linear regression (MLR). In addition, it is easily deduced that Equations (13), (14) , and (15) are equivalent. Thus, the maps of these parameters fitted by curvilinear models had to be operated using the formula listed in the last column of Table 2 . Moreover, because some parameters were generated from other parameters, a multicollinearity problem will remain if these parameters are directly used as independent variables to perform the multivariate stepwise regression. Consequently, on the basis of their sources, these parameters were divided into five datasets: A (FBD/ALOS), B (PLR/ALOS), C (WorldView-2), D (CVIs), and E (all 31 parameters) ( Table 2) . A PCA was then performed for each dataset. As a result, 2, 5, 4, 3, and 7 principal components (PC) were extracted from the dataset A to E, with cumulative variances of 99.99%, 98.31%, 99.09%, 99.56%, and 92.03%, respectively. Normality tests showed that these PCs are normally distributed. Finally, the relationships between the forest AGB and the above principal components were established using a stepwise linear regression approach.
where m n , a n , b n , M n , and N are constants. Although MLR was the approach frequently used to predict changes in forest biomass in previous studies [41, 66, 67] , several problems remain with these models. For example, not all variables are linearly correlated with the AGB [27, 68] , and thus the variables not included in the linear models should be analyzed by another statistical method. Accordingly, the artificial neural network (ANN) approach, a very useful modeling technique for non-linear problems [48] , was also used to produce predictive models to estimate the AGB using the multilayer perception (MLP) algorithm. For each dataset (A, B, C, D, and E), three MLP models, called MLP1, MLP2, and MLP3, were achieved using the principal components that were included in the MLR model, using all the principal components extracted from the corresponding dataset as mentioned above, and using all the original variables (i.e., not linear-transformed) from each dataset (in datasets C and E, the bands 7 and 8 of WorldView-2 were included), respectively.
Error Assessments of Estimated to Observed AGB
In this study, the coefficient of determination (R 2 ) of the actual vs. predicted AGB and the absolute and relative RMSEs (root mean square error) were used to evaluate the quality and reliability of the estimate models for forest biomass. The absolute RMSE (Mg/ha) of each biomass estimated model was calculated as SQRT(SUM(B E − B O ) 2 /n), where B E is the estimated biomass, B O is the AGB derived from the inventory data, and n is the number of the plots. The relative RMSE (%) was defined as RMSE/Mean(B O ) × 100.
Results
In our study, using the single variables derived from the PALSAR/ALOS and WorldView-2 data explained only approximately 20% to 50% of the variance in the plot-level measurements for the forest biomass (Table 2) . Accordingly, combinations of several variables were considered to improve the relationships with the AGB.
Estimating Forest Biomass Using the FBD/PALSAR Data
Numerous studies have found that polarization ratios have advantages for biomass estimation because these ratios do not saturate as quickly as single polarization data [67, 69] . Moreover, ratios are known to mitigate topographic effects [70] and to reduce forest structural effects due to forest type [71, 72] . However, the relationship of the polarization ratio of the FBD data with the field biomass was worse than that of the single polarization data in our study. Thus, we attempted to investigate whether the combination of the three variables could improve the biomass estimation. Using the calibration dataset (n = 63), stepwise linear regression was first used to establish a relationship between the observed AGB as the dependent variable to be predicted and the two principal components (PC), which were extracted from the linear-transformed backscatter coefficients (HH and HV) of the FBD data and the ratio of HV to HH as possible independent variables. The regression can be expressed as the following: 
where B is the estimated biomass and P a1 and P a2 are the two principal components of dataset A. The FBD/PALSAR-derived MLR model explained approximately 68% of the variance in the validation independent dataset (n = 27) and produced a relative RMSE of 31.74% (Table 3 ). An F-test indicated that the model is significant at the 0.01 level (P = 0.008). Based on the multilayer perception (MLP) algorithm, the neural network approach was also used to produce several models to estimate the AGB using the FBD/PALSAR dataset (A). However, there was no MLP2 model for this dataset because the two principal components were included in the MLR model. The MLP1 and MLP3 models were created using the two PCs and directly using the values of HH, HV, and HV/HH in the FBD data, respectively. The MLP1 model for AGB estimation had a moderate fit of R 2 = 0.67 with a relative RMSE of 33.48% in the validation dataset (Table 3) . In other words, approximately 33% of the variance in the observed AGB was not explained by this model. The MLP3 model explained approximately 68% of the variance and showed a relative RMSE of 32.42%. There was little difference in explaining the variance between the three models derived from dataset A, possibly because the two principal components included most of the information in the dataset, with a very high cumulative variance of 99.99%.
Estimating Forest Biomass Using the PLR/PALSAR Data
Although some variables of the PLR/PALSAR data (dataset B) were significantly correlated with forest biomass, most of them had poor fits and explained less than 40% of the variance. For the purpose of increased accuracy, an MLR model was also established for the AGB estimation using the five PCs of the PLR dataset as possible independent variables. The regression can be expressed as follows: 
where B is the estimated biomass and P b1 , P b2 , P b3 , and P b4 are the principal components produced from the ten linear-transformed parameters of the PLR/PALSAR data ( Table 2 ). This linear model showed an R 2 of 0.71 and a relative RMSE of 29.97% when validated with the independent testing dataset ( Table 3 ). An F-test indicated that the MLR model is significant at the 0.001 level (P < 0.001).
In addition, three MLP models, called MLP1, MLP2, and MLP3, were used for the biomass estimate using the four PCs included in the MLR regression, using all five PCs extracted from the PLR/PALSAR data, and using the ten parameters that were not linear-transformed, respectively. The MLP1 and MLP2 models had the lowest fits to the observed AGB in the validation dataset, with an R 2 of 0.64 and relative RMSEs of 36.38% and 36.79%, respectively. The MLP3 model explained approximately 68% of the variance and had a relative RMSE of 32.72%.
Estimating Forest Biomass Using the WorldView-2 Data
Four principal components with a cumulative variance of 99.09% were extracted from the ten linear-transformed parameters of the WorldView-2 data (except for bands 7 and 8) to perform MLR. Three of the PCs were included by the stepwise approach. The MLR model can be expressed by the following equation: 
where B is the estimated biomass and P c1 , P c3 , and P c4 are the PCs extracted from dataset C. This WorldView-2 derived linear model was only able to explain approximately 65% of the variance, with a relative RMSE of 34.57% in the validation plots (Table 3) . Regarding the MLP-based models, MLP1 and MLP2 were moderately correlated with the observed biomass by an R 2 of 0.59 and 0.66, respectively, whereas MLP3 had the highest correlation with the AGB, which explained approximately 70% of the variance and led to a relative RMSE of 29.37%. For the WorldView-2 data, we found that the best MLP-based model (R 2 = 0.70 and RMSE = 41.97 Mg/ha for the validation data) was more highly correlated with the AGB than the MLR-based model (R 2 = 0.65, RMSE = 49.40 Mg/ha), primarily due to the use of bands 7 and 8 in the MLP3 model. Table 2 indicates that the eight CVI variables developed from the combination of the FBD/ALOS and WorldView-2 data had the best-fitted linear correlations with the AGB when using the eight functions (Equations (5) to (12)) to fit. Therefore, the values of the eight CVIs were directly used to perform the principal component analysis without linear transformation. Three PCs with a cumulative variance of 99.56% were extracted from the CVI dataset. Then, using the 63 calibration plots, the MLR model was obtained by the stepwise linear approach and can be expressed as the following:
Estimating Forest Biomass Using the CVIs
where B is the estimated biomass and P d1 and P d2 are the two principal components of the dataset D. The analysis of variance indicated that the CVI dataset provided a significant improvement in the predicted values and had a lower relative RMSE compared to the use of single PALSAR or optical sensor data. This MLR model was able to explain an additional 11% and 14% of the variability in the plot-level biomass compared with the MLR models of the FBD and WorldView-2 data, respectively. In terms of the three MLP-based models, MLP1 and MLP2 only explained approximately 68% and 66% of the variance and produced a relative RMSE of 30.80% and 33.12%, respectively. The MLP3 model was the most significantly correlated to the observed AGB at the 0.001 level, with a relative RMSE of 26.51% in the validation plots (Table 3) . However, in contrast to the MLR model using dataset D, a slightly poor explanation for the percentage variance was observed for the MLP3 model when validated with the independent testing dataset, possibly due to the good linear relationships between the AGB and the CVI variables.
Estimating Forest Biomass by Combining the PALSAR/ALOS and WorldView-2 Sensors
As mentioned above, modeling forest biomass using the fusion of FBD/ALOS and WorldView-2 data provided improved fits relative to their respective individual values. However, although the result is promising, no more than 80% of the variability of the field biomass could be explained by the models derived from this fusion. Previous studies have reported increased accuracy when simultaneously using several datasets from different sensors [15, 30, 33, 48, 68, 73] or using SAR images from more than one date [67, 74, 75] or further improvement of the model. Using the 31 variables in Table 2 , seven PCs with a cumulative variance of 92.03% were produced as possible independent variables to achieve the multivariate stepwise regression. According to the component matrix, the first PC was dominated by the eight CVIs, the second PC was mainly composed of the variables of the WorldView-2 dataset and called the optical factor, while the third PC was called the vegetation index factor because it was dominated by the RVI of the PLR data, the NDVIs of WorldView-2, and CVI1 to 4. The other four PCs were named as comprehensive factors. As a result, the linear model can be expressed as follows: 
where B is the estimated biomass and P e1 , P e2 , P e3 , P e4 , and P e6 are the principal components extracted from the dataset E. The standardized regression coefficients of the five PCs were 0.702, 0.681, 0.392, 0.519, and 0.677, respectively, which can be used to explain the relative weight of these factors in the model. The predicted value of this MLR model showed a significantly improved correlation (P < 0.001) with the observed biomass, which was able to explain approximately 89% of the variance and give a much lower RMSE of 24.41 Mg/ha (relative RMSE = 17.08%) for the validation dataset ( Table 3 ). The improvement obtained by combining the two PALSAR datasets and the WorldView-2 image is in agreement with the results of previous studies [16, 26, 30, 48, 68, 76] , which found that integrating the optical and SAR data for estimating forest biomass can counterbalance the limitations associated with each of the different available optical and radar data types. The MLP-based models using dataset E also showed good fits with the field biomass in our study. The MLP3 model was the most correlated to the AGB, with an R 2 of 0.93 and 0.89 for the training and testing data and a relative RMSE of 13.90% and 17.06%, respectively. However, MLP1 and MLP2 explained approximately 76% and 81% of the variance and produced a relative RMSE of 26.10% and 23.48% for the validation data, respectively.
Best Estimated Model Selection and AGB Mapping in Study Area
The validations of the forest biomass estimation models in Table 3 yielded the following results: (1) the MLP3 models had better fits than the MLP1 and MLP2 models, which were established using the principal components extracted from the linear-transformed variables in the five datasets, indicating the high capability of the neural network model for non-linear problems [62, 68] ; and (2) the validation accuracy during model development improved as the information content of the datasets increased, i.e., the best performances were obtained by the models using dataset E, followed by the models using dataset D, while using the single images produced the lowest correlations. For comparison purposes, the predicted vs. observed biomass of the testing samples (n = 27) was plotted for the MLR and MLP3 models using the five datasets and is displayed in Figure 3 . The plot shows the fairly high agreements between the estimates and observations of the MLR and MLP models using dataset E.
In addition, the differences in the absolute bias of the estimated vs. observed biomass between the MLR and MLP models and between the five datasets were tested by analysis of variance (ANOVA). The results suggest that the models established using dataset E exhibited a significantly lower bias at the 0.05 level than the models established using the other four datasets, while a highly consistent bias distribution was observed in the MLR and MLP3 of dataset E (F = 0.000, P = 0.995). Although the MLP3 model (R 2 = 0.93) fit the AGB slightly better than the MLR model (R 2 = 0.91) in the calibration plots, the two models had the same R 2 = 0.89 for the testing data, indicating that the MLR model was more stable than the MLP model. In addition, the MLP-based model is more difficult to interpret than the MLR regression because it has one or more hidden layer(s) and may therefore appear to be a "black box". Accordingly, the MLR model derived from dataset E was further used to retrieve the AGB of forests in the study area at the pixel level. The forest mask map and the land-use classification were generated in a previous study using the WorldView-2 image [44] . The overlay of the AGB map with the land-use classification is displayed in Figure 4 .
The extrapolations using the predicted models for the remaining area might lead to the overestimated or underestimated biomass due to the limited number of calibration and validation plots, because these plots usually had a smaller range of AGB values than the existent in the whole study area. Consequently, the reliability of the finally recommended model was tested by the quantitative comparison of the two AGB mappings retrieved by the MLR and MLP3 models using dataset E. The two biomass maps showed a very high correlation with an R 2 of 0.993. In addition, a total of 1500 random points were produced from the forest area. The AGB values of these points in the above two maps (MLR and MLP3) were then extracted for establishing a linear regression between the MLR value as the dependent variable (y) and the MLP3 value as the independent variable (x) ( Figure 5 ). The result indicates that the two datasets were in good agreement. 
The Effects of Forest Type and Vertical Structure on AGB Estimation
In this study, the forests in the 90 plots were divided into three types (broad-leaved, coniferous, and mixed forest, Table 1 ) and five vertical structures (VS1, VS2, VS3, VS4, and VS5, Figure 6 ) to analyze the effects of different forest types and structures on AGB retrieval. In Figure 6 , the lengths of the bold lines represent the relative numbers of the stems of the three DBH classes (DBH > 20, 10 ≤ DBH ≤ 20, and DBH < 10 cm) in the plots. For example, in VS1, the ratio of stems decreased with increased DBH in a pyramid shape, while the inverse relationship was observed for VS3 in the form of an inverted pyramid. In VS5, the number of stems at 10 ≤ DBH ≤ 20 cm is far less than that at DBH > 20 and DBH < 10 cm. Due to the limited number of validation plots (n = 27), these 27 samples were divided into nine groups such that each group included a low, moderate, and high biomass plot. Then, each group with three plots was used once to replace three plots of the calibration data for achieving the MLR and MLP models using the dataset E (i.e., nine iterations), yielding a total of 270 accumulated validation samples for the accuracy assessment of the biomass estimation. The absolute and relative RMSEs of the multivariate stepwise regressions and the MLP-based models using the dataset E with 10 iterations are shown in Table 4 , in which the forest types and the vertical structures are distinguished. The results indicate that the relative RMSE decreases gradually from broad-leaved to coniferous to mixed forest. VS4, in which the stem ratio was approximately the same in the 3 DBH classes, had a lower absolute RMSE, whereas VS3, in which the forest was dominated by large-size trees and lacked undergrowth trees, has the highest RMSE of the five vertical structures. 
The Effects of Other Factors on AGB Estimation
Pine forests are widely distributed over a lot of countries that are counting on REDD+ programs for revenue generation through biomass conservation. With the purpose of the probable implications of our research for these countries, we analyzed the effect of the relative number of pine trees in the plots on the AGB estimates by dividing the above 270 accumulated validation samples into three groups: the relative number of pine trees ranging from 0% to 30% (PR1), 30% to 60% (PR2), and over 60% (PR3), respectively. The absolute and relative RMSEs of the three groups are documented in Table 5 . The results indicate that PR2 and PR3 had lower RMSEs, whereas PR1, in which the forests were mainly dominated by broad-leaved trees, had the highest RMSEs of the three groups. In other words, the method developed by our study can be used to accurately estimate the AGB of the forests containing pine trees more than 30%.
In addition, we selected the slope and the aspect as environmental factors that could possibly impact the retrieval of the AGB. The slope was generated from the DEM with a spatial resolution of 30 m and ranged from 0° to 31° in the 90 plots. The aspect was defined as north (Azimuth ranging from 0° to 22.5° and 337.5° to 360°), northeast (22.5° to 67.5°), east (67.5° to 112.5°), southeast (112.5° to 157.5°), south (157.5° to 202.5°), southwest (202.5° to 247.5°), west (247.5° to 292.5°), and northwest (292.5° to 337.5°), and there was no flat type in the field plots. We first analyzed the relationships between the slope and the RMSEs. No significant correlations (P > 0.05) have been found, suggesting that the corrected measures mitigated the effect of different effective back-scattering surface areas caused by the local topography and SAR imagery geometry [77, 78] . However, when the 270 validation samples were divided into three groups as gentle slope (GS, 0° to 10°), moderate slope (MS, 10° to 20°), and steep slope (SS, 20° to 31°) for counting estimated errors, we found that SS had the highest absolute and relative RMSEs of the three groups (Table 5 ). In terms of the aspects, the directions of northeast, east, southeast, south, and southwest had lower relative RMSEs less than 15%, whereas the other three directions had the relative RMSEs of approximately 20%. 
Discussions
Mapping the spatial distribution of forest aboveground biomass is an important and challenging task. For a given ecosystem, these maps can be used to monitor forests and capture national deforestation processes; forest degradation; and the effects of conservation actions, sustainable management and the enhancement of carbon stocks [28] . In China, the national biomass estimation was mainly completed by conducting national forest inventories using the sample plotting method every five years, which is difficult to be implemented in remote areas. In recent years, although some common approaches of remote sensing have been used for estimating Chinese forest biomass on a landscape to regional scale using optical images [11, 79] or SAR data [31] , the development of enhanced methods (e.g., the combined use of different sensors) that can accurately retrieve forest biomass remains an important topic of study [80] due to not only the vast size of forests in China but also the limited usefulness of empirical models for different forests. Therefore, this study developed an improved approach that exploits the synergy of ALOS PALSAR and WorldView-2 data to integrate the advantages of both sensors for biomass estimation.
Although the ratio of radar backscattering is often effective for estimating forest biomass [69] [70] [71] [72] , our results did not confirm this, most likely because the SAR data were adequately geometrically and radiometrically terrain corrected to reduce topographic effects during pre-processing. Acquiring the datasets during the dry seasons (October for the FBD and March for the PLR) also helped mitigate the influence of soil and surface moisture on L-band microwave backscatter [81] , which can be particularly strong when low levels of aboveground biomass are present [82] . Moreover, another reason for the poor correlation between the ratio of backscattering and the observed AGB may be the high biomass level in the study area, which is far greater than the reported saturation of approximately 60-100 Mg/ha for L-band SAR.
In our study, in addition to the backscattering coefficients of PLR/PALSAR data, several decomposition parameters, such as entropy and Alpha, and other variables (i.e., RVI and T33) were used to retrieve the AGB. Although the single variables of the PLR data had relatively low fits with the field biomass, the combined use of these variables in principal component analysis improved the estimate accuracy to approximately 71%. In addition, based on the ability of multispectral images to provide surface information about tree crowns and ability of SAR data to measure forests based on backscattering from the branches and stems of the trees, a new variable called CVI (combined volume index) was developed using the HV backscattering of the FBD data and the bands of the WorldView-2 image. The CVI dataset yielded a significant improvement in the biomass estimation compared to the use of single PALSAR or an optical sensor. Moreover, we found that the first PC extracted from the dataset E was dominated by the eight CVIs and had the highest weight in the final MLR model. Consequently, the results of this study recommend the use of these variables introduced above in the AGB estimation of forests. However, this conclusion is based on empirical models and should be further studied and verified in other forests and different seasons [41, 83] .
The results from this study suggest that the standard NDVI calculated from band 7 (NIR1, 0.77-0.90 μm) and band 5 (Red, 0.63-0.69 μm) of the WorldView-2 data had the lowest correlation with the surveyed AGB in the 4 NDVIs. This poor correlation reflected the saturation level reached on densely vegetated areas [41, 62, 64, 84] . In the highly dense forests, the red band, which can be absorbed by vegetation, reaches a peak, while the reflectance of near infrared continues to increase due to multiple scattering effects [63] . Furthermore, it is likely that the WorldView-2 image was acquired in December, when the leaves of some of the tree species had fallen and the reflectance of multispectral bands was easily disturbed by the undergrowth vegetation and the ground surface, in which the forest was dominated by deciduous trees. However, we also found that many forests dominated by deciduous trees had similar reflectance characteristics with the evergreen forests by comparing their spectral features. This result probably resulted from the distribution of evergreen broad-leaved trees under the deciduous trees. Accordingly, the difference of the reflectance between deciduous and evergreen broad-leaved forests in the study area needs to be clarified by further study using another WorldView-2 image acquired in summer.
In addition, we found that the developed NDVIs computed from the NIRs and the additional red-edge band were slightly better fitted to the AGB than those calculated from the NIRs and the red band. This result was consistent with previous studies indicating that red-edge or longer wavelengths result in higher correlations with biomass in dense vegetations than the standard NDVI [13] . The indices calculated from the red-edge may be more sensitive to vegetation properties such as canopy biomass and chlorophyll content than other electromagnetic spectrums [9, 85] . A slight change in these vegetation properties will lead to a shift in the red-edge curve [86] . In addition, the expanded NDVIs computed from the red-edge and NIRs can mitigate the effects of the atmospheric and water absorption and soil background [87] . As a consequence, the additional bands of the WorldView-2 satellite are able to estimate biomass in highly dense forests. However, these bands should be further tested by application to other forests during different seasons.
Most previous studies used a simple logarithmic or exponential function to establish relationships between the AGB and the backscattering coefficients of the SAR data [19, 28, 31, 88] . However, when using the eight functions listed in the methods section for fitting, we determined that the variables had different best-fitted models, as judged by the R 2 value and significance. For most parameters of PALSAR data, the compound and growth functions had better fits than the other functions. In fact, the trend lines of the two functions were similar to those of the exponential or logarithmic functions in correlation with the observed biomass, but they had higher significance than the latter in the model test. Finding the best-fitted function is favorable for the improvement of AGB retrieval when using the MLR method to estimate the biomass because implementing linear transformations for these curvilinear-correlated variables is essential before performing the multivariate stepwise regression. However, the neural network approach did not improve the AGB estimation when using linear transformations, as indicated by the higher correlation with the observed biomass for the MLP3 models than for the MLP1 and MLP2 models in the five datasets.
MLR is a common approach used for estimating the biomass of forests [41, 66, 67] . However, with the increasingly synergistic use of different sensors, the MLR method has some limitations, e.g., the estimate accuracy no longer improves when additional variables are added [30] because not all parameters are linearly correlated with the biomass [14, 27, 62, 65] . Accordingly, for the purpose of comparison with the multivariate stepwise regression, the neural network approach was also used to develop several estimated models using the multilayer perception algorithm. Several studies have indicated that the neural network approach significantly improves forest biomass estimation [10, 27, 48, 62, 68] . However, in this study, the results obtained using the network approach were inconsistent for different datasets. Overall, the MLP3 models had slightly better fits to the field biomass in the calibration plots. However, for dataset D, the MLP models were more poorly fitted to the AGB than the MLR model in the training and testing plots. The superior fit of the MLR model may be due to the good linear correlations between the biomass and the CVI variables. In terms of dataset E, although the MLP3 model was slightly better correlated with the AGB than the MLR model in the calibration plots, the two models had the same R 2 value for the testing data, suggesting that the MLR model was more stable than the MLP model. As a result, our study recommended using the final MLR model rather than the MLP approach to map the AGB in the study area. Figure 4 suggests that the final stepwise model can be used to retrieve the forest biomass when the AGB level is approximately 10 Mg/ha to 450 Mg/ha, levels that are typical of most subtropical and warm temperate zone forests in China [52] , indicating that the approach generated by our study can provide some knowledge for AGB estimation in China. However, slightly lower R 2 values and higher RMSEs were obtained in our study compared with previous studies [31, 39, 47, 67, 75] . Several factors may explain the relatively poor results. First, to contain the biomass levels of the study area, we investigated plots with AGBs that ranged from approximately 25 to 342 Mg/ha. Because no AGB plots lower than 60 Mg/ha were found in the closed stand, some plots with lower biomasses had to be located in open forest land, where the reflectance of remote sensors is easily affected by the ground surface, leading to high RMSEs at these plots. For example, the reflectance of NIRs in the closed forest is evidently higher than that in open forest land. Second, the inexact calculation of the observed AGB could also lead to a high RMSE. Generally, the biomass of individual trees in the plot can be accurately estimated using allometric equations on the basis of the DBH and the height of the trees [16, 31, 51] . However, no allometric equations were available for the study area, indicating that further basic research is needed in this region. Therefore, we had to use the method presented by [52] , in which the biomass of each plot is estimated from the regression of the biomass and the total volume of the plot.
Although this method is considered accurate for AGB estimation over a large area and has been adopted by numerous researchers, the accuracy must be improved by incorporating more forest field data on a regional scale.
Moreover, we have analyzed the effects of different forest types and vertical structures on the biomass estimate. In terms of forest types, the RMSE decreases gradually from broad-leaved to coniferous to mixed forest. In the study area, most of the broad-leaved stands are composed of secondary forests derived from clear-cutting of the land. These stands have disorganized structures and lower AGBs, resulting in a higher RMSE for broad-leaved forest than for the other stands. However, the coniferous forests, which have a regular spatial structure and a higher AGB, are derived from manmade plantations that were planted approximately 60 to 80 years ago. The mixed forests are mainly composed of coniferous trees with large sizes distributed in the upper layer and broad-leaved trees in the understory. These forests have a complicated spatial structure and high canopy density, increasing their sensitivity to the signals of both SAR and optical sensors and reducing ground surface effects. Of the five vertical structures, VS3 has the highest errors because the forest lacks undergrowth trees; the absence of undergrowth trees reduces the random scattering of the forest and enhances the single reflection of the ground surface on the SAR. By contrast, the VS4 forest, which has approximately same ratio of stems as the three DBH classes, has a complex spatial structure in which the scattering is characterized by a high degree of randomness and thus has the lowest estimated error.
Finally, we have analyzed the effects of the relative numbers of pine trees in plots, slopes, and aspects on the AGB estimation. We found that the PR1 group, in which the relative number of pine trees in the plots ranged from 0% to 30%, has higher average RMSEs than the other two groups, because most plots in PR1 were dominated by broad-leaved forests. By contrast, PR2 has the lowest RMSEs of the three groups, because most plots in PR2 were composed of mixed forests that had lower estimated errors than other forest types. Additionally, although no significant correlations between the slope and the RMSEs have been found, the plots within steep slope had the highest average error. Two reasons may explain this result. First, the DEM data with a spatial resolution of 30 m was used for geometric and radiometric terrain correction, which is difficult to mitigate the effect of the steep topography on the back-scattering [21, 78] . Consequently, this issue requests future studies using a high resolution DEM. Second, many forests in the plots within steep slope had the vertical structure of VS3 that had the highest estimated error of the five vertical structures. In terms of aspects, the plots facing the directions of west, northwest, and north had higher estimated errors than those facing other directions. The steep topography of the three directions, which had an average slope of 14°, 13°, and 11°, respectively, probably leads to this result.
Conclusions
In our study, the single variables derived from the PALSAR/ALOS and WorldView-2 data correlated very poorly with the observed biomass and were able to explain only approximately 20% to 50% of the variance. Accordingly, combinations of several variables were considered to improve the relationship with the AGB. Using principal component analysis and multivariate stepwise regression, the performances of the FBD, PLR, and optical data for biomass estimation were improved to 65% to 71%. In addition, using the additional dataset derived from the combination of FBD/PALSAR and WorldView-2 data increased the performance to 79% and produced a relative RMSE of 24.58% when using MLR. Moreover, the synergistic use of the 31 variables introduced by our study resulted in further improvement, ultimately explaining 89% of the variance with a relative RMSE of 17.08%.
The results presented here demonstrate that combining independent observation data from the PALSAR and WorldView-2 sources may provide great improvements for biomass estimation in the study area. However, because most biomass models or regressions are developed for specific locations, the models generated by our study should be further tested by application to other forests during different seasons. In addition, for the purpose of comparison with the multivariate stepwise regression, a neural network approach using the multilayer perception (MLP) algorithm was used to produce several estimated models of forest biomass. However, few improvements were obtained from the MLP approach in this study. Consequently, we recommend using the final MLR model to map the AGB of the study area. Finally, analyzing the effects of different forest types and vertical structures on the biomass estimation revealed that the RMSE decreased gradually from broad-leaved to coniferous to mixed forest. In terms of different vertical structures, VS3 had the highest errors because the forest lacks undergrowth trees, while the VS4 forest, in which the three DBH classes have approximately the same ratio of stems, had the lowest RMSE.
