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The magnetohydrodynamic (or MHD) equations of an incompressible and 
homogeneous plasma are considered in the limit of vanishing viscosity and 
resistivity, the plasma spreading over a smoothly bounded domain G of WN (Na 2). 
The problem is posed and solved as an equation of evolution in a space of 
divergence-free vector fields parallel to the boundary of G. Main results are 
existence, uniqueness, and regularity of maximal solutions, and continuous depen- 
dence on forcing terms and initial data. The proof of existence is based on 
Galerkin’s method and a priori estimates; the continuity result is obtained by use of 
a regularization procedure-The approach is inspired by the work of R. Temam 
and T. Kato and C. Y. Lai on the Euler equations of ideal fluid flow. 0 1988 
Academic Press, Inc. 
In the magnetohydrodynamic approximation, the evolution of an incom- 
pressible and homogeneous ideal plasma is governed by Eqs. (l.l)-( 1.5) 
(see Sect. 1 below). In the literature, existence, uniqueness, and regularity 
questions for MHD models have been studied mostly in the viscous and 
resistive case (cf. [4,9, lo]). Concerning the non-viscous non-resistive limit 
to be considered in this paper, there are several contributions devoted to 
the stability analysis of equilibrium solutions by exploitation of the 
Hamiltonian structure of the problem (cf. [7] and references therein). As 
far as we know, the present results, which are basic for a future treatment 
of the problem in the framework of dynamical systems, have never 
appeared in the literature. 
There is an obvious structural analogy between our Eqs. (1.9)-( 1.11) 
(arising from (1.1~( 1.5) by a suitable transformation of variables) and the 
well known Euler equations of ideal fluid flow. The impression of analogy 
is confirmed by our main results which correspond to similar results on the 
* This paper contains results of the author’s doctoral thesis, Rheinisch-Westfalische 
Technische Hochschule, Aachen, September 1987. 
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Euler equations. Less obvious is the applicability of corresponding methods 
of proof. For instance, there are good reasons to believe that the 
geometrical approach to the Euler problem initiated by V. Arnold [l] and 
pursued in detail by D. G. Ebin and J. Marsden [S] may be less promising 
for the MHD problem (as far as the questions studied in this paper are 
concerned). This approach relies heavily on the fact that the Euler 
equations, when written in Lagrangian variables, do not lose derivatives 
(cf. [S, Sect. 14 and 31)--a rather strange feature which is not observed in 
the MHD problem. But fortunately, there are other methods of proof 
which can in fact be modified to apply to the MHD problem. Our 
approach is very much inspired by the work of R. Temam [ 12, 13, 141 and 
that of T. Kato and C. Y. Lai [8]. 
We use Galerkin’s method to establish the existence of local solutions; 
uniqueness is easily seen. The proof of convergence relies on very hard a 
priori estimates and the choice of a special basis, but most of what we need 
here may be found in the literature. The proof of existence yields 
surprisingly much “initial regularity” as well as certain estimates on the 
norm of local solutions. Careful exploitation of these estimates allows 
the discussion of maximal solutions and the proof of “global regularity.” 
Concerning continuous dependence on forcing terms and initial data, we 
follow [8] and make use of a regularization procedure originally due to 
J. L. Bona and R. Smith [a]. 
1. STATEMENT OF THE PROBLEM AND RESULTS 
The system of equations to be considered is the following: 
pa,I/+p(V.grad) V+gradp=JxB+F, (1.1) 
a,B= -rot E, (1.2) 
div V=O, (1.3) 
div B = 0. (1.4) 
Here V denotes the plasma velocity, p the scalar pressure, and p the mass 
density ( a given constant); J is the electric current density, B and E denote 
the magnetic and electric fields, respectively; F is a given mass force den- 
sity. Following a common practice in magnetohydrodynamics, we eliminate 
the quantities J and E by use of the relations 
pJ= rot B and E+‘Vx B=O (1.5) 
505/74/Z-10 
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(where p is a given constant, the magnetic permeability), and arrive at 
pa,V+p(V.grad) I/-p-‘(B.grad)B+grad(p++p-‘B’)=F, (1.6) 
pP18,B+,-‘(V.grad) B-p-‘(B-grad) V=O (1.7) 
instead of (1.1) and (1.2), respectively. Obviously, the system (1.6), (1.7) 
together with Eqs. (1.3), (1.4) is formally overdetermined: when considered 
in N-space there are 2N + 2 equations for 2N + 1 unknowns. (Indeed, 
Eq. (1.4) has just the character of an initial condition because of (1.2).) We 
shall complete the system by introduction of another “pressure gradient” 
grad q and a forcing term K in Eq. (1.7): 
~.-‘a,B+~~‘(V.grad)B-~--‘(B.grad) V+gradq=K. (1.8) 
It is easily seen that, imposing suitable boundary conditions, K = 0 implies 
grad q = 0; therefore the above modification will not affect the physical 
background of our problem. 
Considerable simplification of the equations is achieved by introduction 
of dimensionless variables and a linear transformation in phase space. Let 
I’* and B* be characteristic absolute values of the velocity and magnetic 
fields, respectively, such that ip(V*)2=$pL-1(B*)2, let x* and t* be 
reference units of length and time, respectively, such that x*/t* = Y*, and 
define 
X:=X 
X*’ 
i:=i 
t*’ 
V(t, x) 
T(i, 2) :=v*, 
44 x) 
B(i, x) := 8*, 
p(i, X) := -$y (P(4 xl +$ B2(4 Xl)> 
&i, 2) := & dt, x)3 
t* 
F(i, X) :=- 
Pv* 
F(t, xl, &i, x) :=$ K(t, x). 
Finally, let 
u := r+ B, v := V-B, 
cp :=p+q, JI :=p-q, 
f:=F+R, g :=F-R 
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Then the equations read 
a,~ + (u .grad) u + grad cp =f, (1.9) 
a,u+(~.grad) u+grad $=g, (1.10) 
div u = 0, div u = 0, (1.11) 
where derivatives are understood with respect to the newly introduced 
(dimensionless) “time” and “space” variables. In this form, the system is 
“energetically decoupled.” Imposing adequate boundary conditions, the 
“energy integrals” J 1~’ and J $ u* are both time-independent in the case of 
zero forcing terms f and g. 
After suitable treatment of the “pressure terms,” we shall consider the 
above equations as an initial boundary value problem for the quantities u 
and u in a smoothly bounded domain G of Euclidean N-space (N > 2); the 
boundary condition will be that of a fixed, perfectly conducting interface, 
that is, u and u should be parallel to the boundary of G. 
As usual, elimination of the “pressure terms” is easily achieved by projec- 
tion onto a space of divergence-free vector fields tangential to the boundary 
of G. Since this is a standard device well known from the theory of 
Navier-Stokes and Euler equations, we shall just state and solve the 
problem in its reduced form. 
Before doing so, we list our general assumptions and notation. 
ASSUMPTION (A). Let NE bJ\{ l}, and let @#G c KY” be a bounded 
domain with smooth boundary JG (that is, JG E C” in the usual sense). 
Let m,:=min{mEN; m>l+(N/2)}. 
( ., .) is the standard scalar product on H := L*(G, RN), 11 .I( the 
associated norm. For m E IV let the usual Sobolev space H” := W”,*(G, RN) 
be endowed with the scalar product ( ., . ), defined by 
(u,u),:=(u,u)+ c (D%,D=u) 
Ial =* 
and the associated norm 1) . Jim; finally let Z!” := H, ( ., -),, := (., -), 
(I . II,, := (I . (I. Denote by H, the closure with respect to II . (I of the space of 
divergence-free vector fields WE C’(G, RN) which are tangential to the 
boundary of G. For m E Z, , let Hz := H” n H, (and consider it as a 
subspace of H”’ with regard to ( ., . ),, 11. II,). P denotes the orthogonal 
projection of H onto H, (with respect to ( ., . )) and B the bilinear 
operator given by 
B(u, u) := (U *grad) u := f ui(8,u) 
i=l 
for uEH, UEH’. 
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Remarks. (a) Without further notice, we shall make frequent use of 
standard properties of the above spaces and operators which may be found 
in the literature (cf. [S] and the references therein). 
(b) When working in the product X2 = Xx X of some Banach space 
X, we shall denote II.II X and II.II X~ by the same symbol if there is no danger 
of misunderstanding. 
We are now able to give a precise formulation of our 
PROBLEM (P). Given Assumption (A), some number T* E Iw+\(O}, for- 
cing terms f, g E L’(0, T*; H), and initial values uo, u. E H,, we are looking 
for some number TE (0, T*] and functions u, u E L”(0, T; HT) such that, 
for all t E [0, T], 
u(t) =uo +s f PCS(f) - au(s), U(S))) 4 (1.12) 0 
u(t) = uo + 
I 
t P(g(s) - B(u(s), u(s))) ds. (1.13) 
0 
Each triple (T, u, u) with these properties will be called a “(local) solution 
of Problem (P).” 
With certain abuse of language, a triple (F, U, 0) with FE (0, T*] and 
U, 6: [IO, T) 4 N, will be called a “maximal solution of Problem (P)” iff 
(a) for each TE (0, T), (T, U I [0, T], U I [O, T]) is a solution of 
Problem (P) (in the above sense), and 
(b) there is no solution (T, U, u) of Problem (P) with T> T and 
24 1 [O, T) = z-i, u 1 [O, T) = ii 
Remarks. (a) By the choice of m,, it is obvious that Eqs. (1.12), (1.13) 
are meaningful. Note that Hmo is continuously embedded into C’(G, RN). 
(b) Given any solution (T, U, u) of Problem (P), u and u are 
absolutely continuous as mappings of the interval [0, ZJ into the space H, 
and satisfy the equations 
ti + Plqu, 24) = Pf, d + PB(u, u) = Pg 
a.e. in (0, T) as well as the initial conditions u(0) = uo, u(O) = uo. 
The following theorem compiles our central results on Problem (P). 
THEOREM. Given Assumption (A), suppose that m E N, m>,m,, 
T*EIW+\{O}, f,geL’(O, T*;Hm), and uo,uO~H~. Then the following 
assertions hold true: 
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(a) (Existence and uniqueness). There is exactly one maximal solution 
to Problem (P), in the sequel denoted by (T, u, v). 
(b) (Regularity). We have u, v E C( [O, T), Hz). 
(c) (Behaviour as t -+ T-). Either lim,, T- II(u(t), v(t))ll,= co, or 
T= T* in which case u and v can be extended continuously with respect to 
(I .I(,,, to the whole of [0, T*]. 
(d) (Continuous dependence on data). For jE N, let fj, gjc 
L’(0, T*; H”‘), u&, 06 E IYPJ, and denote by (Tj, uj, vi) the maximal solution of 
Problem (P) with data f ‘, g’ and u&, vi instead off, g and uO, vO. 
Suppose that (f'), (g’) are convergent toS, g in the norm of L’(0, T*; H”) 
and there is some cr~L’(0, T*; Iw,) such that Ij(fj,g')(J,<a holds a.e. in 
(0, T*) for jc N; moreover, let (u&), (vi) converge to t+,, v,, with respect 
to II.llw 
Then l&,, Tj > T and (u’), (v’) converge to u, v in the norm of 
L”(0, t; Hr) whenever tg (0, T). 
Remarks. (a) Uniqueness of solutions can be proved for less regular 
data. Since the proof is routine it will be omitted. 
(b) By use of the Sobolev embedding theorems and standard 
arguments, the above regularity result yields existence of classical 
solutions of the initial boundary value problem associated with (P). 
For instance, we have u, v E Cm( [0, T) x c, I?‘) provided that f, gE 
Cco( [O, T*] x G, IV”) and u,,, v, E C”(C, I@‘). See [ll] for details. 
(c) Concerning regularity, the most delicate matter is to show that, 
for H”-valued data, solutions will live in HT as long as they exist in HT. 
Obviously, this problem is closely related to the above stated alternative 
for the behaviour of maximal solutions at the end of their interval of 
existence: either they explode with respect to I( .[I mg or they may be exten- 
ded continuously with respect to 11. II,,,. 
(d) Roughly speaking, our continuity theorem says that dominated 
convergence of forcing terms in L’(0, T*; H”) and convergence of initial 
values in HT imply convergence of solutions in Hz uniformly on compact 
time intervals. Here, convergence of forcing terms in L’(0, T*; H”) can be 
replaced by pointwise convergence in H” a.e. in (0, T*) thanks to the 
dominance condition. 
2. LOCAL SOLUTIONS AND ESTIMATES 
The following proposition is one of two major steps in the proof of 
existence for Problem (P). It contains the construction of a Galerkin 
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scheme and gives a criterion for its convergence to some solution of (P). 
The second step will then be an a priori estimate which makes sure that the 
criterion of convergence is satisfied under certain conditions. 
PROPOSITION 2.1. Given Assumption (A) and some number m E N, 
m>m,, let (ej)j,, be an orthonormal basis for (H,, ( ., . )) such that 
ejE Hz for je N. For n E N, let E, := span{e,, . . . . e,} and denote by P, 
the orthogonal projection of H, onto E,, (w.r.t. ( ., . )). Finally, let 
T*ER+\{O},f,gEL’(O, T*;H)andu,, Q,EH,. Then thefollowingasser- 
tions hold true: 
(a) For each n E N, there are unique functions u,, V,E C([O, T*], E,) 
satisfying 
u,,(t) = Pnuo + s ’ P,P(f(s) - B(W), 4))) 4 0 (2.1) 
v,(t) = Pnvo + 
I 
kf’(&) - B(u,(s), v,(s))) ds 
0 
(2.2) 
for all t E [0, T*]. The sequences (u,), (v,) are bounded in the norm of 
L”(0, T*; H,). 
(b) Zf TE (0, T*] is such that the sequences (u,), (v,) of Assertion (a) 
are bounded in the norm of L”(0, T, HT), then (u,), (v,) will converge in 
the sense of C,([O, T], Hz) (i.e., weakly in HT, uniformly with respect 
to t E [0, T]) to some functions u, VE C,( [0, T], Hz), and (T, u, v) is a 
solution to Problem (P). 
Proof For n E N, (2.1), (2.2) is an ordinary initial value problem in the 
finite dimensional space E$ Uniqueness and global existence of solutions 
u,, v, follow from standard theorems and an easy estimate of L*-norms 
which, in addition, implies the boundedness of (u,), (v,) in L”(0, T*; H,) 
(cf. [ 123 for similar reasoning). 
Our proof of Assertion (b) follows [8, Sect. 81 and is based on the 
following simple 
LEMMA. There is a unique linear operator A: H, --, H, with range in Hz1 
such that (Aw, v), = (w, v) whenever w E H,, VE Hz. The operator A is 
one-one, compact, selfadjoint, and positive (w.r.t. ( ., . )), its range is dense 
in H, (w.r.t. I( .\I) and also in Hz (w.r.t. II.II,,,). 
Now let TE (0, T*] be such that the sequences (u,), (v,) of solutions to 
(2.1), (2.2) are bounded in L”(0, T; Hzf). Then there is a countable dense 
subset D of [0, T] and a strictly increasing sequence (k,) of natural 
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numbers such that (u&l)) is weakly convergent in Hz for each t E D. 
Let A be the operator of the above lemma, and let w  E H,. Then 
(<Aw, ~/cn(.))m)nert is a sequence of absolutely continuous real functions 
on the interval [0, T], pointwise convergent on a dense subset of [0, T]. It 
will be shown that the sequence is equicontinuous and hence uniformly 
convergent on the whole of [0, T]. 
Indeed, for S, t E [0, T], s < t, and arbitrary n E tV, we have 
(Aw, u,(t)>, - (Aw u,(s)), 
= ‘(A 
5 w, 4,(r) >, dr s 
= 
i ‘< 
w k(r) > dr 
s 
= 5 ’ <w Pd’(f(r) - B(Ur), u,,(r)))) dr, s 
whence (choosing an appropriate constant C E R! + ) 
I CAY u,(t)>, - (Aw ~,(s)),I 
G llwll 1’ IIS(r)ll dr+ Cl’ IIUr)ll II~,(rk,, dr 
s s 
and equicontinuity follows from the boundedness of (a,), (v,) in 
L”(0, T; Hr;). 
Now define a sequence of linear operators B,: fZ!J + C( [0, T], W) by 
(B,w)(t) := (w, ukn(t))m for te [0, T], WEHT, and no M The operators 
(B,) are uniformly bounded with respect to II . IJm and the maximum norm 
on C( [O, T], R) and the above argument yields convergence of (B, w) in 
the norm of C( [0, T], R) for each w  E range(A) which is a dense subset of 
H;I; hence (B, w) converges whenever w  E Hz. This means that (ukn) is 
Cauchy in the sense of C,([O, T], Hr;t) and therefore convergent to some 
function u in C,([O, T], H’;). (Note that C,([O, 7’1, H;I) is sequentially 
complete by the reflexivity of Hzf.) Analogously, we find a subsequence 
(u,,) of (u,) convergent to some function o in C,([O, T], Hr;l). 
Now it is routine to show that convergence in C,( [O, T], Hz) is strong 
enough to allow the passage to the limit n -+ cc in the equations 
(w U/m(t)) - (w ~(0)) = 1; (w, ~,J’(f(s) - B(G,&), G(S)))) ds 
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valid for t E [0, T], w  E H,, n E N. This yields 
’ (w, u(t)> - (w, uo> = I (w, P(f(s)-B(u(s), u(s)))) ds 0 
for t E [IO, T], w  E H,. With similar reasoning for u, we conclude that 
(r, U, u) is a solution to Problem (P). 
Finally, convergence of the whole sequences (u,), (u,) follows from the 
uniqueness of solutions to Problem (P). 1 
Our further arguing depends on the following a priori estimate. For 
the proof, which relies on well known estimates on the operator B and 
techniques developed in [ 123 and elsewhere, we refer to [ 111. 
PROPOSITION 2.2. Giuen Assumption (A) and some number rnE N, 
m 2 m,, let E be a closed subspace of Hz (w.r.t. II . II,) and denote by P, the 
orthogonal projection of Hr;l onto E (w.r.t. (., .>,). Let TE R+\(O), 
cc~L’(0, T;R+), PER+. Let f ge L’(0, T; H”) be such that I](f, g)ll, <a 
a.e. in (0, T) and no, uoec such that Il(uo, uo)ll,</I. Finally, suppose that 
u, u E L”(0, r; HT+‘) satisfy 
u(t)=P,uo+ ’ W(f(WW), 4s))) 4 s 0 
u(t) = P,uo+ 
s ’ P,P(g(s) - B(u(s), u(s))) ds 0 
for all t E [0, T]. Then the following assertions hold true: 
(a) There is a positiue constant C depending on the domain G and the 
number m only such that, for all t E [0, T], 
II (4 u)ll L,yo.t;Hg 6 1 II(~O~ Ok?I + c IIU 8)llL~(o.t;wJ 
x exp{C IlO4 ~h~~~,~;~~~. 
(b) Given such a constant C, let ZE (0, T] and suppose that 
y E AC( [0, z], R) is a solution to the real initial value problem 
3 = C(a + y’) a.e. in (0, T), Y(O) = B. 
Then II(u(t), u(t))ll, <y(t)for all t E IX, ~1. 
With Propositions 2.1 and 2.2 at hand, the proof of existence of local 
solutions to Problem (P) seems to be easy. Assuming sufficiently regular 
data, we construct a Galerkin scheme (u,), (0,) according to 
Proposition 2.1(a), and apply Assertion (b) of Proposition 2.2 (with 
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E=E,, PE=Pn, u=u,, v=v, ,... ) to ensure the boundedness of (u,), (v,) 
in the norm of L”(t), T; Hz) for sulIiciently small TE (0, T*]. (Note that 
(2, y) of Proposition 2.2(b) does not depend on E!) Now Proposition 2.1(b) 
yields convergence of (u,), (v,) to some solution of Problem (P). 
But obviously, there are two complications in the above argument: 
(a) The projection operators (P,) arising in Proposition 2.1 are 
orthogonal with respect to ( -, . ), whereas P, in Proposition 2.2 is 
orthogonal with respect to (., .),,,. This problem is overcome by the 
choice of a special basis, i.e., a basis (e,) of eigenfunctions of the operator A 
of the lemma following Proposition 2.1. Then (ej) is (and hence the 
associated projection operators are) orthogonal with respect to both scalar 
products, ( ., .) and ( ., . ),. 
(b) The functions u and v of Proposition 2.2 are supposed to take 
values in Hr+ ‘. Applied to the Galerkin scheme (u,), (v,) of 
Proposition 2.1, this means that the basis elements have to be chosen in 
H r’ ‘. Fortunately, the regularity theory for the operator A (which may be 
found in [6]) shows that the eigenfunctions of A are not only H”+’ 
but C”. 
Thus we arrive at the following 
PROPOSITION 2.3. Given Assumption (A) and rnE IV, m > m,, let 
T*E[W+\{O}, agL’(O, T*;rW+), /?E(W+. Letf,gEL’(O, T*;Hm) be such 
that Il(f,g)ll,,,<a a.e. in (0, T*) and uo, vo~Hz such that II(uo, v~)ll,G/?~ 
Choose a constant C according to Proposition 2.2 and TE (0, T*], 
Y EAC(CO, Tl, WI such that g = C(a f y2) ax. in (0, T), y(O) = p. 
Then there are unique functions u, v E C,( [0, T], HT) such that (T, u, v) is 
a solution to Problem (P). Moreover, 
II( v(t))ll,~y(t) for alltc CO, Tl, (2.3) 
and, in the case that m 2 m, + 1, 
II(u, v)ll Lm(o,r;c) G { II(uo9 ~O)llm + c II(f, dllL’(o,r;P)I 
x exp{C It@4 Ml Ll(O,r;~) > for all t E CO, Tl. (2.4) 
Remark. In general, u and v will not live in Hz+ ‘. Therefore, the 
Estimates (2.3), (2.4) cannot be established by direct application of 
Proposition 2.2 but must be derived from the corresponding estimates on 
the approximations u,, v, (n E IV). Note that in the case m > m, + 1, weak 
convergence in Hzf implies strong convergence in c. 
COROLLARY. Given Assumption (A), suppose that m E N, m >m,, 
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T*E~R+\{O},~,~EL,‘(O, T*;H”‘), and uO, q,~~~. Then, for any solution 
(T, u, u) of Problem (P), u, UE L”(0, T; Hr) implzes u, VE C([O, T], Hz). 
Proof By Proposition 2.3 and uniqueness of solutions we know that 
U, ~JE C,([O, T,], Hz) for some T,,E (0, T]. Weak continuity and Estimate 
(2.3) of Proposition 2.3 yield lim,,,, Il(u(t), u(t))ll, = Il(u,, uO)llm and 
hence strong continuity from the right in t = 0. Because of the assumption 
U, v E L”(O, T, Hz), a resealing of the time axis shows u and v to be 
continuous from the right at each point t E [0, T), and continuity from the 
left follows from the time-reversibility of Problem (P). 1 
3. MAXIMAL SOLUTIONS 
By Proposition 2.3, existence and uniqueness of local (and hence of 
maximal) solutions to Problem (P) is guarenteed. As to regularity, 
Proposition 2.3 (and its corollary) ensure that solutions live in H” (and are 
continuous with respect to I( . (I ,) in case of H”-valued data-at least on a 
certain subinterval of their maximal domain of Hmo-existence. But it is not 
obvious whether they will stay in H”’ as long as they exist in H”O. In order 
to answer this question, we introduce the notion of maximal H”‘-solutions. 
Given Assumption (A), suppose that rnE N, m>m,, T* E R+\(O), 
f,gELl(O, T*;H), uo, UOEH,. A triple (T, is, V) with TE (0, T*] and 
zi, 6: [0, T) --) H, is called a “maximal H”‘-solution of Problem (P)” iff 
(a) for each TE (0, T), (T, 6 ) [0, T], V 1 [0, T]) is a solution of 
Problem (P) satisfying U, ij E L”(0, F Hz), and 
(b) there is no solution (T, u, u) of Problem (P) with U, v E 
L”(O, T; Hz) and T> T. 
PROPOSITION 3.1. Given Assumption (A), suppose that rnE N, m am,, 
T* E R+\(O), f, gEL’(0, T*; H”), and uo, uOe Hr;l. Then there is exactly 
one maximal H”-solution (T, ii, 6) of Problem (P). Moreover, zi, i!c 
C( [0, T), HT) and the following alternative holds: 
Either lim,, T- Il(ti(t), ij(t))ll,= co, or T= T* in which case U 
and V can be extended continuously with respect to (1. I( m to the 
whole of [0, T*]. 
Proof. Existence, uniqueness, and continuity of a maximal H“‘-solution 
(T, U, 6) are obvious by Proposition 2.3 and its corollary. Now suppose 
iii%,,,.- Il(ii(t),fi(t))ll,<co. Then z?,I?EL~(O, T;Hz). Define CLE 
L’KA T*;R+) and PER+ by a :=Il(ftg)ll, and B:=Il(~,~)llLm~O,~~~:), 
and choose a constant C E R +\(O} according to Proposition 2.2. Then 
there are to, t, E [0, T*] with to< T< t,, T< t, in case of T# T*, and 
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y E AC( [to, tl], IF!) satisfying 3 = C(a + y*) a.e. in (to, tl) and ~(t,,) = 8. 
Now, Proposition 2.3 and its corollary show that ii, 5 possess extensions 
U, UE C( [O, tr], Hr) such that (t,, U, a) is a solution to Problem (P). But 
then tr < T (by the maximality of (T, U, 17)) and hence t, = T and T= T* 
(by the choice of cl). 1 
Next, it will be shown that boundedness of maximal H”-solutions with 
respect to 11. IlrnO implies boundedness with respect to I( . I/,-thus proving 
that maximal F-solutions coincide with maximal Hmo-solutions (i.e., 
maximal solutions as defined in Problem (P)). 
PROPOSITION 3.2. Given Assumption (A) and data as in Proposition 3.1, 
but with m > m, + 1, let (F, U, 0) be the maximal H”-solution to Problem (P) 
and choose a constant C E Iw +\{O > according to Proposition 2.2. Then the 
following estimate holds true for all t E [O, T): 
Il(4 311 Lyo,t;m) G { II ((UOY uo) II m + C II (.A S)ll Ll(o,t;nm) > 
x ev{C Il(C ~)llL~~o,t~~~I- 
In particular, U, 6 E L”(0, i=; HT) implies iz, U E L”(0, c Hz). 
(3.1) 
Proof: According to Proposition 2.3, there is some TE (0, T) such that 
the Estimate (3.1) is right for t E [O, T]. Let To be the least upper bound of 
such T and suppose To c T. Then U, 17 E C( [0, To], q), and by a resealing 
of the time axis, Proposition 2.3 yields existence of some number 
T, E (To, T) such that 
for all t E [To, T, 1. Now, careful but simple analysis shows (3.1) to be true 
for all TV [O, T,]-in contradiction with the choice of To. Hence To = T 
and the assertion follows. l 
Combining previous results, Parts (a), (b), and (c) of the theorem stated 
in Section 1 are settled. 
4. A CONTINUITY THEOREM 
Our discussion of continuous dependence of maximal solutions to 
Problem (P) on forcing terms and initial data is based on the following a 
priori estimate the proof of which is analogous to that of Proposition 2.2 
(cf. [ 111 for details). 
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PROPOSITION 4.1. Given Assumption (A), suppose that m E N, m 2 m,, 
and TE [w+\(O). 
For ic (0, 1 }, let f i, giE L’(0, T; H”), ~6, v6 E Hz, and suppose that 
ui, v’ E L”(0, T; HT+ ‘) satisfy 
u’(t) = u; -t- j; P( f i(s) - B(v’(s), u(s))) ds, 
v’(t) = v; + 1; P(g’(s) - &u’(s), vi(s))) ds 
for all t E [0, T]. 
There is a positive constant C depending on the domain G and the number 
m only such that the following estimates hold true: 
II (u’ - u”, v1 - vO)ll Lm(o,r;*) 
G {II~~~-~Og~~:,--~~lI,+~ll~f1-fo~~'-~o~llL~~O,T;Hm) 
+ c ll(uO, ~“)IIL~(o,T;~+~) Ilb’ -u”, t+ -~O)ll~~(O,T;fQ-~)} 
x WC ll(uo9 v”NL~~o,T;~~+ C lI(u’, vlNIL~~o,~~J, 
(b) 
Ilb’ -u”, v’ - V”)IILyO,T;fl) 
Remark. Estimate (b) holds also in the case m = m, - 1. 
For notational convenience, we introduce 
ASSUMPTION (B). Given Assumption (A), let m E N, m >mo, and 
T*E [w+\(O). Let (f’), (gj)E L’(0, T*; H”)” converge to f”, g”E 
L’(0, T*; H”‘) in the norm of L’(0, T*; H”). Let (u$), (v~)E (Hi)” converge 
to u;,vXEHT with respect to I(.(lm. ForjET!, :=Nu{O}, let (T’,u’,v’) 
denote the maximal solution to Problem (P) with data f j, gj and u&, I$, 
(instead off, g and uo, voj. 
A first (but rather restricted) continuity result follows immediately from 
Proposition 4.1(b). 
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If TE (0, T*) is such that 
(a) Tj>Tholds forjEZ+, 
(b) (u’), (0’) are bounded in L’(0, T; HF), and 
(c) u/ ojeLoo(O, T;H;+‘) holds forjeZ+, 
then (uj), (0’) will converge to u’, u” in the norm of L”(0, T; H;T). 
In view of Proposition 2.3, it is no problem to give sullicient conditions 
for the existence of such T. As to (a) and (b), it suffices to supplement 
Assumption (B) by claiming the existence of some a E L’(0, T*; R + ) such 
that [/(j-j, g’)ll <a holds a.e. in (0, T*) for all je Z, (that is, we should 
have dominated Li-convergence of (fj), (gj) to f”, go). 
Condition (c) is much more restrictive: according to our regularity 
result, it is surely satisfied provided that the data take values in H”‘+ ‘---but 
this is a rather unpleasant assumption. Fortunately, it can be avoided by 
use of a regularization procedure. 
Following [2, 81, a family of mollifiers (J,) is introduced in order to 
smooth the given H”-data of Problem (P). For the regularized problem 
(P,) (say), the continuity result holds true by the above argument. 
Moreover, the solutions of (P,) converge to those of (P) in a topology 
strong enough to allow the conclusion that the desired result is also true 
for Problem (P) itself. 
Essentially, the lemma below is adapted from [Z, La. 5, passim]; see 
[l 11 for details and a proof of the following corollary. 
LEMMA. Given Assumption (A) and some number m E N, there is a family 
(JA, co,11 of bounded linear operators J,: H + H and a constant ME Iw + 
such that the following holds true: 
(a) Jo = Id, and range(J,) c H”‘+’ whenever E E (0, 1-J. 
(b) For all 1~ { 1, . . . . m}, UEH’, and &E(O, 11, 
IlJs4,~~ II4I~, (4.1) 
IIJeullr,~ <fM-’ lbll,, (4.2) 
IIJ,u-~I,-,~~~ Ml,. (4.3) 
(c) For all 1 E { 1, . . . . m} and u E H’, 
IIJP-~I,-+O and E-’ llJ,u-ulll-l -,O as &+O+. 
COROLLARY. Given Assumption (A), suppose that m E N, I E (1, . . . . m}, 
T E IF&’ +\(O >, and choose a family (J,) of mollifiers according to the above 
lemma. Let (uj) E (H’)N be convergent with respect to ().I(, and let 
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(fj)~Ll(O, T; H’)” be conuergent in the norm of L’(0, T, H’). Then, as 
E --f 0 + , the following holds true: 
(a) (sup,,, IIJ,ui-uJII,+O and supiGN E-~ (IJE~j-~jl(I-l +O. 
(b) SUP/EN IIJ~o~~-~‘IIL~(o,T;~~) --f 0 and 
SUpjEN E-’ ((JE~fj--fjl(L~(O,T;H~-~) --f 0. 
Now we are able to state and prove a local version of our continuity 
theorem. 
PROPOSITION 4.2. Given Assumptions (A) and (B), suppose that 
a~L’(O,T*;08+)and~~lR+ aresuch that,foralljEN, Il(fj,g’)llm<~a.e. 
in (0, T*) and Il(u&, o&)l\,<p. 
Choose a (sufficiently large) constant C according to Proposition 2.2 and a 
family (J,) of mollifiers with associated constant M according to the 
preceding lemma. 
Find TE (0, T*) and y E AC( [0, T], R) solution to 
3 = C(Mcr + y2) a.e. in (0, T), y(O) = CMfi. 
Then Tj > T for all j E Z + and 
II (u’ - u”, d - oO)ll L=J(O,T;S) -+0 as j-+00. 
Proof For jE Z + and E E [0, 11, let fk" := J,of/ g”” := J,ogj and 
UP := PJ,ud, VP := PJ,v&, and let (T@, uAE, I#‘) denote the maximal 
solution of Problem (P) with data fAE, gk” and UP, V@ (instead off, g and 
uo> vol. 
Then, for each jEZ+ and EE [IO, 11, we have (recall (4.1)!) 
IIU-‘s”, PNI, d M II(f’, g’)ll, G Ma a.e. in (0, T*) 
and 
Il(@, @)lI, d CM Il(ui$, ui$ll,,, < CM@. 
(Without loss of generality, C is a bound for the norm of P as a linear 
operator of H” into itself.) 
Now, according to the choice of T and y, Proposition 2.3 guarantees 
that, for each jo Z, and EE [0, 11, 
Tj,” > T and I\(@, u’~)II LI(O,~.) < I ‘y(s) ds =: 7. (4.4) 0 
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This and the mollifying property of (J,) allow the application of 
Proposition 4.1(b) and the conclusion that, for each E E (0, 11, 
II (u kE - UO,&, lP - u”y Lm(o pfjm, --f 0 ,  I  l as j+co. (4.5) 
The assertion, i.e., the corresponding statement for E =O, will follow 
immediately provided that the following holds true: 
sup I/( UkE - uj, l+ - a’) 1) Lrn(O,J;Ej + 0 as s+O+. (4.6) 
jEZ+ 
In order to prove (4.6) it suffices to show that (u~&)~~(~,,~, (ui,G)EE(0,17 are 
Cauchy in the norm of L”(0, T; H’sf), uniformly with respect to je Z + . 
Indeed, letting E --t 0+ in the integral equations defining (@), (@), it is 
then easily seen (uniqueness of solutions to Problem (P) in mind!) that the 
respective limits necessarily coincide with u/ ui whenever jE Z, . 
So fix 6,~~(0,1], 6<.~, and jeZ+. For notational convenience, the 
parameter j will be suppressed. 
By Proposition 4.1(a) we have 
6 {II~~~~~~~~~-~~~II,+~ll~f6--fE~~b-~~~ll~~(o,~~~) 
+ c II(UET ~%L’(O,T;~+‘) IW - UE, uS-u”)ll P(o,T;~-~)) 
x expic II64 ~~h(~,~~~) + C IW, ~6)lIL~(0,T;~)}, (4.7) 
where C denotes another positive constant depending on the domain G and 
the number m only. (In the sequel, C will be adjusted several times without 
further notice.) 
The exponential factor on the right hand side of (4.7) is bounded from 
above by exp(2Cf) =: K, (recall (4.4)!). From Proposition 3.2, we infer 
II(UE9 ~E)IILm(O,T;~+~)~ ~Il@~~ %)llm+l +c lI(SE,gE)IIL~(O,T;Hm+~)} 
x exp{C II WY Ull L~(o,T;fl) 1, 
where, according to Property (4.2) of (I,), 
s 
T 
<ME-’ a(s) ds =: ME-‘& 
0 
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whence 
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)TE-‘= : K2&-l. (4.8 1 
Applying Proposition 4.1(b) with m,- 1 instead of m (cf. the 
corresponding remark), we find 
II (u6 - UC, v* - vE)ll L,=yo,T;fQ- ‘) 
G ~II~~~-~~~~~--~~llmo-1+~Il~f~-fE~~d-~gE~IlL~(O,T:HmO-~)} 
x ew{C IIW~ ~Eh~(O,T~~) + C IlO4 ~“)llL~(o,T~~~)), (4.9) 
where the exponential factor is again bounded from above by 
exp(2Cy) = K1. Combining (4.7t(4.9), we conclude 
II tub - U&Y vd - vB)II L~(O,T;~) 
~~,~Il~~~-~~,~~~-~~~ll,+~Il~f6-fE,gd-gE~lI~~(o,~;~) 
+CWW-’ II&+;, $--;)llmo--l 
+ c&-’ INP -f”, 8 -gE)llL~(O,T;HmO-~))}. 
By the preceding corollary on (J,), all terms of the right hand side go to 
zero for 0 < 6 Q E + O+, uniformly with respect to the (suppressed) 
parameter j E Z + . 
This completes the proof of Proposition 4.2. 1 
With the local result at hand, it is a matter of routine to prove the 
following global version (i.e., Part (d) of the theorem stated in Sect. 1). 
PROPOSITION 4.3. Given Assumptions (A) and (B), suppose that there is 
some a~Ll(0, T; R,) satisfying II(fj, g’)ll, <a a.e. in (0, T*)for allj~ N. 
Then bj, o. Tj 2 To, and for each TE (0, To), 
II (u’ - u”, ui - uO)ll L”o(O,-r;fl) --) 0 us j-co. 
Proof According to Proposition 4.2, there is some TE (0, To) such that 
lim T’>T and II (u’ - u”, d - uO)ll L=yO,T;fI$y + 0. (4.10) 
j- co 
Let T denote the least upper bound of such T and suppose T< To. 
Then uO, v” E ,5”(0, T; H:). Choose a E L’(0, T*; R + ) according to the 
assumption, let /I := [I( u”, o’)[l Lm(O,T;HTj + 1, and choose constants C and M 
as in Proposition4.2. Find to, t, E (0, T*) such that to< T< t, and 
y E AC([t,, tl], R) satisfying i = C(Ma + y2) a.e. in (to, tl), y(to) = CM#?. 
(4.10) is satisfied for T= to. In particular, (ui(to), d(t,)) -+ (u”(to), uO(to)) 
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and hence there is some j, E Z + such that 11 (u’(t,), u’( to))/1 m < p whenever 
Jo Z + , j aj,. By a resealing of the time axis, Proposition 4.2 is applicable 
and yields Tj > t, for almost all j E Z + and I[( ui - u’, uj - u”) I( LmC,,,rl;mj + 0, 
whence 11 (~j - u” ui - u”) 11 LmCo,,,;mj + 0. Since this is in contradiction with 
the choice of t, and T, the proposition is proved. 1 
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