C erebellar strokes account for 3.4% of all ischemic strokes. 1 The principal cerebellar sign affecting movement control is ataxia. 2 However, the functional loss after a cerebellar stroke may be due not only to the damage caused by the vascular insult to the cerebellum but also to the subsequent, maladaptive brain reorganization. [3] [4] [5] [6] If patients with cerebellar stroke do not use their affected limb, even though they possess sufficient motor innervation to do so, a phenomenon of learned nonuse 7,8 may occur, which can suppress activation of the primary motor cortex (M1) contralateral to the nonused limb. This maladaptive contribution to the dysfunction may stem from exaggerated interhemispheric inhibition arising in the M1 ipsilateral to the nonused limb and acting on the contralateral M1. [3] [4] [5] [6] Studies using transcranial magnetic stimulation (TMS) have shown corticospinal excitability abnormalities after cerebellar stroke. 9, 10 Forced learning using tracking training of the affected joint has been shown to be effective in people with stroke 11, 12 ; however, the optimal kinematic parameters, particularly the rate of movement, are not known. Studies in monkeys [13] [14] [15] [16] and humans who are healthy [17] [18] [19] have shown a relationship between the velocity of limb movement and cortical activation. Therefore, the possibility exists that faster tracking movements with the affected joint could improve corticospinal excitability in the M1 contralateral to the affected joint, which, in turn, could lead to improved recruitment of down-regulated neurons in other functional activities. Such training may not change the cerebellar symptoms, but it may improve the cortical symptoms of slow, weakened movements. Our primary hypothesis was that fast finger tracking movements would produce higher functional gains than slow tracking movements as tested with the Box and Block Test (BBT), the Jebsen-Taylor (J-T) test, and the finger extension force test. Our secondary hypothesis was that fast tracking would produce a greater increase in corticospinal excitability than slow tracking, as evidenced by decreased intracortical inhibition (ICI) and increased intracortical facilitation (ICF). However, the primary purpose of the study was to explore different methods of investigation in a single-case design.
The demands of traditional experimental methods can become barriers to rehabilitation research in clinical populations, including patients with stroke. The exploration of inter-case and intra-case variability and the allowance for real-time, continuous monitoring of change are advantages of single-case research designs for rehabilitation research. 20, 21 Additional benefits include the ability to compare interventions and the use of a small number of study participants. 22 These advantages overcome the difficulties in recruiting a large number of homogeneous individuals with stroke in traditional experiments and may make results more germane to real-world clinical practice. However, there are limitations of single-case research designs as well, including participant selection with associated limited generalizability and internal validity threats (eg, repeated testing and regression toward the mean). Thus, investigators must be cautious in stating conclusions, and consumers of research must be cautious in interpreting them.
Both visual analysis and statistical analysis can be used for single-case research. 22, 23 Visual analysis of the graphic display of data is the main method to show changes in singlecase research. The insensitivity of visual inspection for detecting weak effects can be viewed as an advantage rather than a disadvantage because it encourages investigators to look for potent interventions or to develop stronger interventions so that larger effects are produced. 24 This insensitivity also means that weak effects might be overlooked because they are difficult to be detected by visual analysis alone. Statistical tests for single-case research include time-series analysis, randomization test, and Rn test of rank, 23 all of which provide a more quantitative approach to determine whether changes are real or chance occurrences. These statistical tests, however, are quite rigorous in their assumptions, so applying them places heavy demands on the investigator. 23 As a potential alternative to standard null hypothesis testing with t and F tests, researchers have advocated confidence interval testing with graphical presentation of data for proper interpretation. 25, 26 The effectiveness of graphical data presentation is undeniable 27 and is common in all forms of scientific communication. Rejecting the null hypothesis of confidence interval testing occurs when a confidence interval does not overlap with the comparison confidence interval. Therefore, the advantage of this method is that it makes it easier to determine whether to reject the null hypothesis compared with traditional statistical methods. 28 In single-case research designs, researchers also have advocated including the effect size in addition to visual inspection and the use of traditional inferential statistics. 29, 30 The advantage of reporting effect sizes is that they can be compared across studies and combined in meta-analyses. val test, (4) split-middle line method, and (5) effect size. Two frequently used methods of single-case research designs, the C statistic and the 2-standard deviation band method, were not used, as there were only 3 data points in a phase for certain measures in the present study. Instead, we objectively looked for the change between pretraining and posttraining phases using the splitmiddle line method. This method uses all data points of the pretraining phase, so it takes into account the maturation of the data, defined as changes in participant response over time that are not related to the intervention. Another advantage of this method is that it allows assessment of results with an unstable baseline, which was the nature of this study's data.
Thus, the purpose of this investigation was to explore statistical analysis methods in a single-case research study using a patient with cerebellar stroke as an example, and our future work will discuss the clinical implications.
Method Patient
The patient was a 69-year-old man. He had an inferior left cerebellar hemispheric and left tonsillar ischemic infarct of 101 months' duration. He was right-handed prestroke. His upper-extremity Fugl-Meyer 31 score was 51, suggesting mild disability. His primary impairment was ataxia, which included the hand. He had no sensory, visual, cognitive, or other neurological deficits besides ataxia. The patient provided written informed consent.
Experimental Design
A crossover single-case ABACA design 22 was used (Fig. 1) . The term "baseline phase (A)" follows the convention of single-case research designs, and its meaning is different from the pretest for traditional experimental designs. In single-case research designs, a baseline phase simply means that no training or intervention is given, and it can be after a training phase, in which case it is referred to as posttest in traditional experimental designs. In the present study, testing was done weekly to observe the trend in behavior across all phases. It is recommended to have a minimum of 3 data points in each phase for singlecase designs. 23 Phase A1 consisted of 4 testing sessions (1 per week) with the goal of achieving a relatively stable baseline through 4 time points without losing patient adherence from excessive testing. The subsequent phases A2 and A3 were each 3 weeks in duration. Phase A2 served as both the post-fast training phase and the pre-slow training phase to determine whether there was stability or regression to the pretraining phase during the nonintervention period. The intervention phases were a fast-tracking training phase (B) and a slow-tracking training phase (C). Each intervention phase (described below) was 5 weeks long. The order of the intervention phases (ie, fast versus slow tracking) was randomly selected. The total experiment duration was 20 weeks.
Data Analysis
Visual analysis. Visual analysis was done by plotting data points and describing trends in the data. The changes in trends were judged by comparing the trends of the adjacent 2 phases, 22 so unfortunately we could not directly compare fast versus slow training (phase B versus phase C) because they were separated by phase A2. The comparison between those phases was done by other methods such as the t test. t test. Paired t tests (2-tailed) explored the within-and betweentraining effects of tracking at different rates with the precondition that the data were normally distributed, as tested by Shapiro-Wilk and Anderson-Darling tests. For the results of the J-T test (with only 3 measurements for phases A2 and A3, 4 measurements for phase A1, and 5 measurements for each training phase), the Wilcoxon signed rank tests were used. A Bonferroni adjustment was used to set the alpha level at .017 to correct for these 3 comparisons and to control for serial dependency. All analyses were performed using NCSS statistical software, version 2007 (NCSS LLC, Kaysville, Utah). For missing data, a common method was applied to avoid pair-wise deletions in the paired t test-the "mean substitution of missing data." The main cause of missing data was the different durations of phase A1 (4 weeks) and phases A2 and A3 (3 weeks each), so all comparisons with phase A1 required mean substitution for the paired t tests. For example, in the comparison of J-T test data for phases A1 and A2, the mean of the 3 data points in phase A2 was calculated and added to phase A2 once to match the 4 data points in phase A1. Another cause of missing data was high variability in TMS excitability measures, which is a common issue that occurs in individuals following central nervous system impairment. 
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One of these types of high variability is a nondiscernable cortical silent period (CSP). [32] [33] [34] With caution to the main disadvantage of mean substitution (it artificially decreases the variation of scores), confidence interval plots served as a good addition to the t test results because confidence interval plots used all the raw data without any imputation.
Confidence interval test. Ninetyfive percent confidence intervals with the means for the graphical presentation of data were plotted at each phase for each response variable, and it then was determined whether to reject the null hypothesis by comparing the confidence intervals between phases A1 and A2 and between phases A2 and A3.
Split-middle line method. Two split-middle lines were constructed for each response variable. To draw the split-middle line, the data points were first divided in the pre-fast training phase (A1) into 2 halves (first and second), and then the median value for each half was calculated. Next a line was drawn between the 2 points forming a line that was extended into the intervention (B) and post-fast training (A2) phases. This extended trend line from the pre-fast training phase allowed comparing the data points above and below the line in the post-fast training phase. Imbalance (above versus below the extended line) was tested for significance with a binomial distribution table. 22 P values were determined through comparing the post-fast training phase with the pre-fast training phase. Refer to Figure 2B for an example. This process was repeated for the pre-slow and post-slow training phases. A Bonferroni adjustment was used to set the alpha level at .025 to correct for the 2 comparisons (1 for each training phase).
Effect size. The Cohen d statistic was calculated for the effect sizes according to the equation 35 :
where A2 and A1 designated the post-training and the pre-training phases, respectively, X A was the mean of the data collected in a phase, and S A was the corresponding standard deviation. Essentially, the d statistic reflected the change in performance following intervention divided by an estimate of performance variance. Specifically, the change scores were calculated from A1 to A2 and A2 to A3 for each training phase relative to the pooled variance observed in A1 and A2, respectively. The magnitude of the effect sizes was considered relative to 0.2, 0.5, and 0.8 as benchmarks for small-, medium-, and large-sized effects, respectively. 36
Testing
The tester was blinded to the order of the patient's 2 training phases. All tests were done at weekly intervals.
Behavioral. At each weekly testing session, the patient performed the BBT, the J-T test, and the finger force extension test. Three trials of the BBT were performed at each session. One trial involved the grasp and release of as many 2.54 cm 3 cubes as possible, one at a time, with the affected hand over 1 minute. 37 This test has been shown to have high test-retest reliability and validity. 38 One trial of the J-T test 39 for hand motor function and dexterity was done per session. The J-T test also has been shown to be valid and reliable. 39, 40 Although the original J-T test does not include a time limit, a maximal allowable time for completing any given component was set at 180 seconds. Three trials of finger force were tested at each session with the patient's affected index finger placed into a ring attached to a load cell (Interface Inc, Scottsdale, Arizona). The voltage signal from the load cell was directed to a computer loaded with software (WinDaq, Akron, Ohio) that measured the maximum finger extension force at the metacarpophalangeal joint. 41 Corticospinal excitability. Traininginduced changes were measured in corticospinal excitability with TMS testing of ICI and ICF. It has been shown that ICI can be mediated by gamma aminobutyric acid (GABA). 42 We measured GABA A -mediated inhibition by paired pulse (PP) testing with an inter-pulse interval between the conditioning and test pulses of 3 milliseconds (PP3). 42 The CSP is the temporary interruption in the ongoing voluntary electromyographic (EMG) activity produced by TMS. The early part of CSP reflects spinal cord inhibition, whereas the later part originates from cortical mechanisms. 43 The CSP duration gives useful information on motor cortex excitability, probably reflecting GABA B function. 44 Glutamatergicmediated ICF was measured by PP with an inter-pulse interval of 15 milliseconds (PP15). 45 With EMG electrodes recorded from the affected extensor digitorum muscle, single-pulse (SP) and PP TMS was delivered to the contralateral M1 using Magstim 200 stimulators coupled by a Bistim module (Magstim, Dyfed, United Kingdom) and a figure-of-eight coil (wing diameterϭ 70 mm). The extensor digitorum muscle was chosen to be monitored because it extends all the finger joints, and finger extension is frequently impaired as a result of stroke. 46 Also, this target muscle has been shown to be reliable in assessing corticospinal excitability. 47 Single-pulse TMS was applied at approximately 0.1 Hz starting at an 
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intensity of 50% of the machine's maximum. The scalp location and stimulus intensity were adjusted until the optimal location (hot spot) was found for producing the resting motor threshold (RMT), defined as the lowest intensity that induced motor-evoked potential (MEP) of at least 50 V (peak-to-peak) in at least 5 of 10 trials in the target muscle. 26 The RMT was re-established at each testing session. Ten SP measures were taken at 120% of RMT at each weekly testing session. Ten PP3 measurements and 10 PP15 measurements also were obtained (conditioning pulse at 80% of RMT; testing pulse at 120% of RMT). 45 All SP and PP trials were randomized by trial using the random number generation method. Furthermore, the order was predecided, and the same order was used at all testing sessions. Each MEP amplitude from the 10 PP3 trials and the 10 PP15 trials was normalized to the average of the 10 SP MEP amplitudes to create a PP3/SP ratio and a PP15/SP ratio, respectively.
The CSP was measured next. In this test, the patient exerted the affected index finger against the load cell described above at a contraction intensity of 30% of the maximum finger force. During the contraction, a TMS pulse at an intensity of 120% of RMT was given to the hot spot. Measurements from 10 CSP trials were obtained at each weekly testing session. The resultant CSPs were measured from the beginning of the stimulus artifact to the resumption of continuous activity in the extensor digitorum muscle EMG tracing. 48 The decreased duration of CSP reflects reduced GABA B inhibition. This has been demonstrated to be a reliable calculation. 33
Intervention: Tracking Training
Training for the patient was done in his own home using telerehabilitation equipment. The patient was seated in front of a laptop computer (Dell, Round Rock, Texas) with the affected forearm resting on the arm of the chair in a quiet room of his house. The position of the forearm was pronated. An electrogoniometer, composed of a potentiometer (EIT Systems Inc, Carlsbad, California) attached to a custom-designed hand splint, was placed on the affected index finger with the potentiometer centered at the metacarpophalangeal joint. The details of the tracking training are specified elsewhere. 11, 12 There were 2 tracking training phases at different rates. Each training phase was set at 5 weeks based on previous studies in our laboratory on people with stroke. 11,12 There were 288 training trials per day, 5 days per week. The frequency for the higher rate training was 0.8 Hz (phase B), whereas the frequency for the lower rate training was 4 times slower at 0.2 Hz (phase C). Those 2 frequencies were chosen based on our past experience with a population with stroke. To keep the number of finger extension and flexion movements (1,152 per day) and training time (2 hours per day) equal between the 2 training phases, the duration of each slow training trial was 20 seconds followed by a 5-second rest between trials compared with a 5-second duration for each fast training trial followed by a 20-second rest between trials. Figure  3 shows a tracking trial example.
Role of the Funding Source
This project was funded by the Minnesota Medical Foundation. This work also was supported, in part, by NIH/NICHD (1 R01 HD 053153-01A2).
Results
Behavioral Testing BBT. Visual inspection (Fig. 2B) showed that the majority of data points for the post-fast training phase were higher than those for the pre-fast training phase, suggesting a training effect. For slow training, it also suggested an improvement and that the magnitude of the change was approximately the same as that of fast training. The paired t tests showed a significant within-training effect of both fast training (PϽ.001) and slow training (PϽ.001) (Fig. 2A) . However, no significant betweentraining effect was found. The confidence interval tests ( Fig. 2A) showed only trends, as slight overlapping existed in the ranges of confidence intervals between phases A1 and A2 and between phases A2 and A3. The split-middle lines showed no effect of fast training, but did show a deterioration effect of slow training (Fig. 2B) , which was inconsistent with the t tests and the confidence interval tests. Visualization of these data clearly demonstrated that the distribution in phase A2 had a more diffuse and variable output, but the preponderance of the distribution in phase A3 was below the extended split-middle line from phase A2. The fast training's effect size was 1.10, and the slow training's effect size was 1.65, and both were considered as large effects. 36 In summary, with the exception of the split-middle line method, all tests supported that both fast and slow training improved BBT scores, but fast training was not superior to slow training. (Fig.  2D) , a decreasing trend in scores (decreased time) was found in fast training compared with the pre-fast training phase, which suggested an improvement, whereas more variable scores were found in slow training. The paired t tests revealed no significant within-training or between-training effect (Fig. 2C) . The confidence interval test results (Fig. 2C) were consistent with the paired t-test results. The split-middle lines showed that there was no significant training effect (Fig. 2D) , which also was consistent with the
J-T test. By visual analysis
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t tests and the confidence interval tests. The fast training's effect size was Ϫ1.39, which was considered a large effect. The slow training's effect size was 0.06, which was considered a small effect. In summary, although visual analysis showed that fast training improved J-T results with a large effect size, all of the other tests did not show statistically significant changes of either fast or slow training.
Finger extension force test.
Visual analysis (Fig. 2F) showed variable trends for both fast and slow training. The paired t tests revealed no significant within-training or between-training effect (Fig. 2E) . The confidence interval test results (Fig. 2E) were consistent with the paired t test results. The split-middle lines (Fig. 2F) showed no significant effect of fast training, which was consistent with the t tests and the confidence interval tests, but they showed a significant effect of slow training, which was inconsistent with the t tests and the confidence interval tests. The fast training's effect size was Ϫ0.43, and the slow training's effect size was 0.45, both of which were considered small to medium effects. In summary, with 1 exception (the slow training effect using the split-middle line method), none of the tests showed significant improvement in finger force.
Corticospinal Excitability PP3/SP ratios. Visual analysis of the PP3/SP ratios (Fig. 4B) showed a decreasing trend in fast training compared with the pre-fast training phase, but an unstable trend in slow training. The paired t test showed that the PP3/SP ratios (Fig. 4A) significantly decreased after fast training (PϽ.001), indicating increased inhibition, but showed no significant effect of slow training. In addition, no significant between-training effect was found. The confidence interval test results (Fig. 4A) were consistent with the paired t-test results. The split-middle lines (Fig.  4B) showed a significant decrease in the PP3/SP ratios of both fast and slow training. The fast training's effect size was Ϫ0.98, which was considered a large effect. The slow training's effect size was Ϫ0.58, which was considered a medium to large effect. In summary, all the tests consistently showed an increased inhibition after fast training with a large effect size, but findings for slow training were inconsistent. PP15/SP ratios. Visual analysis (Fig. 4D) showed variable trends for both fast and slow training.
Based on the paired t tests, the PP15/SP ratios (Fig. 4C ) significantly decreased after slow training, indicating decreased ICF (PϽ.001), but no significant change was found after fast training. Furthermore, the 2 training effects were significantly different (PϽ.001). The confidence interval test results (Fig. 4C) were consistent with the paired t-test results. The split-middle lines (Fig.  4D) showed a significant increase in the ICF of fast training and a significant decrease in the ICF of slow training. The fast training's effect size was 0.33, which was considered a small to medium effect. The slow training's effect size was Ϫ1.06, which was considered a large effect. In summary, although findings for slow training were inconsistent, all statistical tests consistently showed a decreased ICF after slow training with a large effect size. (Fig. 4F) showed a decreasing trend in fast training compared with the pre-fast training phase and an increasing trend in slow training compared with the pre-slow training phase. The paired t tests showed that the CSPs (Fig. 4E ) significantly decreased after fast training, indicating less inhibition (PϽ.001), but significantly increased after slow training (PϽ .001). Furthermore, the 2 training effects were significantly different (PϽ.001). The confidence interval test results (Fig. 4E) were consistent with the paired t test results. The split-middle lines (Fig. 4F) showed no significant effect of fast training, but a significant increase of slow training. The fast training's effect size was Ϫ2.99, and the slow training's effect size was 6.11, both of which were considered large effects. In summary, all tests except the splitmiddle line method demonstrated that fast training decreased the CSP, and all tests showed that slow training increased the CSP. A sample trial of tracking on computer screen, which shows a "sawtooth" target waveform (blue) and tracking response (red). X axis represents time, and Y axis represents amplitude of finger movement. Bottom horizontal lineϭmaximum flexion, and top horizontal lineϭmaximum extension. Corticospinal excitability results. A1ϭbaseline 1/pre-fast training phase, Bϭfast training phase, A2ϭbaseline 2/post-fast training phase/pre-slow training phase, Cϭslow training phase, A3ϭbaseline 3/post-slow training phase, PP3/SP ratioϭtesting response of paired pulse at 3-millisecond interval normalized by single pulse response, PP15/SP ratioϭtesting response of paired pulse at 15-millisecond interval normalized by single pulse response, CSPϭcortical silent period. Left panel: confidence intervals for each phase for each dependent variable. Inset above each panel shows the significant results of paired t tests. Asterisk represents significant within-group difference (PϽ.017). Also, the 2 training effects (ie, A2-A1 versus A3-A2) were significantly different (PϽ.001) from each other for both PP15/SP ratio and CSP, which were not marked in the plots to avoid potential confusions. Right panel: split-middle lines of each response variable. Note that the purple line is for the fast training and the green line is for the slow training. Inset above each panel shows the phases and P values accordingly. P values were marked comparing A2 and A1 and A3 and A2 through a binomial distribution table. A good consistency between t tests and confidence interval tests is shown.
CSP. Visual analysis
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Discussion
The original hypothesis of the larger experiment, from which this single sample was taken, was that fast training would result in higher functional gain and heightened cortical activation compared with slow training. This hypothesis was based on both animal studies [13] [14] [15] [16] and human studies [17] [18] [19] that showed a relationship between the velocity of limb movement and cortical activation. Conclusions regarding these training effects will be further explored in future work. Nevertheless, in the present study, although behavioral results did not support the original hypothesis consistently, 1 interesting finding was that fast training decreased CSP, which was consistent with the hypothesis that fast training would heighten cortical activation. Conclusions cannot be made at this point, but possible mechanisms of the intervention effect are affected by both the training condition (fast versus slow) and the lesion effect (cerebellar versus corticospinal).
The unique contribution of this study is the use of a variety of singlecase analysis approaches to explore the effects of fast versus slow finger tracking training in a patient with cerebellar stroke. The purpose of this article is to present this method to help guide future rehabilitation studies in using this analysis method.
For behavioral results, the t tests were highly consistent with the confidence interval tests. In contrast, there were more inconsistencies between the t tests and the splitmiddle line method. A variety of factors may contribute to the different results from these analysis methods.
There were 2 inconsistencies between the t tests and the confidence interval tests of BBT results: the paired t tests showed significant changes for both fast and slow training, whereas the confidence interval tests showed only trends (Table) . The inconsistencies may be explained by the imputation applied in the paired t tests as stated in the "Data Analysis" section. With mean substitution of missing data, it would be easier to obtain significant findings in the paired t tests. Also, because the confidence interval testing is a conservative test, the 95% intervals can be vary wide, resulting in a procedure that declares differences at values much more strict than the ␣Ͻ.05 rate. If 2 confidence intervals overlap (ie, nonsignificant difference by the confidence interval test), the 2 means still may be significantly different according to other less conservative tests. 49 Thus, we advocate that confidence interval testing results are informative as an addition to but not as a replacement for other statistical tests, which is especially important to rehabilitation 
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studies to avoid overlooking a new intervention's potential effect.
Close inspection of the behavioral results of the split-middle line method compared with the t-test results revealed 3 discrepancies: the effects of both fast training and slow training on the BBT and the effect of slow training on the finger force (Table) . There are 3 patterns in these discrepancies. First, the effect of slow training on the finger force failed to show a significant change using the paired t test. When evaluated with the split-middle line method, a significant change was found. This discrepancy pattern was similar to the findings of another single-case study using both split-middle line method and group analysis, 50 and the authors concluded that small N statistics such as the split-middle line method should be used as a means to accompany conventional group-level analysis to assist understanding variable responses.
Second, fast training showed a significant effect on the BBT scores with the paired t tests, whereas the splitmiddle line method did not. Close inspection of the split-middle line plot revealed that there was an increasing trend (ie, the split-middle line going up) in phase A1 of the BBT. The split-middle line method plots each data point of the pretraining phases with extension into the subsequent phases. In this way, the split-middle line method takes maturation into account, which is a strength of this method. The paired t test does not do this, which is a weakness and might explain the discrepancies in the last 2 patterns listed above. These findings support the use of both methods to clearly represent the data. Third, based on the paired t test, slow training showed an improving effect on the BBT scores, but a deterioration effect using the split-middle line method.
Close inspection of the split-middle line plot revealed that there was an increasing trend (the split-middle line going up) in phase A2 of the BBT, which might be explained by practice effect.
For the corticospinal excitability results, all of the t test results were consistent with the confidence interval test results, and close inspection of the results of the split-middle line method compared with the t-test results revealed 3 discrepancies: the effect of slow training on the PP3/SP ratios and the effects of fast training on the PP15/SP ratios and the CSPs (Table) . These discrepancies fall into the first 2 patterns described previously for the behavioral results and can be explained with the mechanisms accordingly.
In total, there were 8 discrepancies out of the 24 pairs of comparisons. These 24 pairs of comparisons included all 12 pairs of the t tests and the confidence interval tests and all 12 pairs of the t tests and the splitmiddle line method, but did not include the possible 12 pairs of the confidence interval tests and the split-middle line method because of the high consistency rate between t tests and confidence interval tests. Specifically, there were 2 discrepancies between the results of the t tests and the confidence interval tests and 6 discrepancies between the t tests and the split-middle line method, as described above. The consistency rate was 16/24ϭ66.7%. The search for reliable, albeit weak, intervention effects is especially difficult with visual inspection. These effects may be important to detect, especially in the early stages of research before the intervention is well understood and developed. 4 In an investigation of a potential intervention for a patient population, if a patient does not respond to an intervention, it cannot be determined whether the lack of response is due to a general "unresponsiveness" for that individual or to a lack of efficacy of the intervention. 50 The importance of the combined statistical analysis method was stressed in Kimberley and Di Fabio's work, 50 which may assist researchers in describing the variability of TMS outcome measures. In this case, it also is advocated that this method needs to extend to other measurements besides TMS to include behavioral results in order to avoid overlooking potential intervention effects.
Effect sizes also are reported for comparisons with other studies in the field. Effect size provides a means not only to compare intervention outcomes within and between individuals but also to compare the relative strength of various interventions. We want to emphasize the use of effect size as stated by other authors 29, 30 because it can augment the interpretation of results, as well as provide additional information about the effectiveness of interventions, not to be confused with clinically meaningful change. Finally, an incomplete washout effect and order effect should be considered because of the crossover design, which complicated the current analyses and is a limitation of the present study.
From a statistical standpoint, the gold standards for single-case analysis methods do not currently exist. The results as discussed above indicate that interpretation of single-case research data is directly influenced by the method of data analysis selected, which is consistent with other researchers' findings. 51, 52 Thus, although the current article did not address the fundamental research question of the study on different training rates, it is still meaningful from a data analysis perspective to propose that the combined statistical analysis method should be used for singlecase stroke rehabilitation studies to
