In the Lennard-Jones spline (LJ/s) model, the Lennard-Jones (LJ) potential is truncated and splined so that both the pair potential and the force continuously approach zero at rc ≈ 1.74σ. It exhibits the same structural features as the LJ model, but the thermodynamic properties are different due to the shorter range of the potential. One advantage of the model is that simulation times are much shorter. In this work, we present a systematic map of the thermodynamic properties of the LJ/s model from molecular dynamics and Gibbs ensemble Monte Carlo simulations. Accurate results are presented for gas/liquid, liquid/solid and gas/solid coexistence curves, supercritical isotherms up to a reduced temperature of 2 (in LJ units), surface tensions, speed of sound, the Joule-Thomson inversion curve, and the second to fourth virial coefficients. The critical point for the LJ/s model is estimated to be T * c = 0.885 ± 0.002 and P * c = 0.075 ± 0.001, respectively. The triple point is estimated to T * tp = 0.547 ± 0.005 and P * tp = 0.0016 ± 0.0002. Despite the simplicity of the model, the acentric factor was found to be as large as 0.07±0.02. The coexistence densities, saturation pressure, and supercritical isotherms of the LJ/s model were fairly well represented by the Peng-Robison equation of state. We find that Barker-Henderson perturbation theory works much more poorly for the LJ/s model than for the LJ model. The first-order perturbation theory overestimates the critical temperature and pressure by about 10% and 90%, respectively. A second-order perturbation theory that uses the mean compressibility approximation shifts the critical point closer to simulation data, but makes the prediction of the saturation densities worse. It is hypothesized that the reason for this is that the mean compressibility approximation gives a poor representation of the second-order perturbation term for the LJ/s model and that a correction factor is needed at high densities. Our main conclusion is that we at the moment do not have a theory or model that adequately represents the thermodynamic properties of the LJ/s system.
Introduction
The Lennard-Jones (LJ) potential is a simple model capable of describing many real systems, in particular the noble gases. The model's structural, thermodynamic, and transport properties have been extensively examined and documented, see e.g. Rutkai et al. [1] . When used in computer simulations, the intermolecular potential is truncated, typically at a distance of 2.5 − 5 molecular diameters. This truncation has little effect on the system's structure, but in order to fully represent the LJ system's thermodynamic properties, the contributions from the long-range CONTACT: B. Hafskjold. Email: bjorn.hafskjold@ntnu.no tail must be included by use of tail corrections [2] . Some properties such as the surface tension, are especially sensitive to truncation and whether the potential also has been shifted. Trokhymchuk and Alejandre argue that truncation distances exceeding 4 in reduced units in addition to a long-range correction was necessary to accurately represent the surface tension of the full LJ model [3] . Hence, when results of a simulation study are reported, care must be taken to specify exactly how the potential is truncated and corrected.
A convenient alternative to the LJ potential is the Lennard-Jones spline (LJ/s) potential introduced by Holian and Evans [4] . The LJ/s potential is a LJ potential truncated in a unique way. As such, it avoids the need for further specification and risk of ambiguity in how the potential is used in a simulation. The pair potential of the LJ/s model is 
where ε and σ are the usual Lennard-Jones parameters. The distance r s is given by the LJ potential's inflection point. The parameters a, b, and r c are determined such that the potential and its derivative are continuous at r s and r c . This means that the force is zero at r c and the delta-function contribution to the force in the LJ potential at the cut-off is avoided. The spline parameters are r s = The LJ/s model has essentially the same structural features as the LJ model, but since the potential is of shorter range, the thermodynamic properties are different. Although scattered thermodynamic data have been published for the LJ/s model [5, 6] , it appears that no systematic map of its properties has been reported. The main purpose of this paper is therefore to do so.
We have used molecular dynamics (MD) and Gibbs ensemble Monte Carlo (GEMC) simulations as the primary tools to examine the model's properties. A second purpose of the paper is to discuss a limited set of current thermodynamic models and theories in light of the simulation data, viz. the virial expansion, the Barker-Henderson second-order perturbation theory [7, 8] , and cubic equations of state.
An equation of state (EoS) provides an important summary of a system's thermodynamic properties. Since van der Waals' pioneering work on EoS at the end of the 19th century [9] , the field has developed much and branched into different types of EoS, where each type has its advantages and disadvantages. Cubic EoS, such as Peng-Robinson [10] and Soave-RedlichKwong [11] , possibly with advanced mixing rules [12, 13] are used extensively in process simulations, time-consuming optimisation studies, and solubility predictions [14, 15] . The accuracy of cubic EoS are limited by their simple form, and they are known to give poor predictions of the liquid-phase densities. When higher accuracy is needed, corresponding-state methods like Lee-Kesler [16] , extended corresponding state methods like SPUNG [17] , or multi-parameter
EoS like GERG-2008 [18] are taken advantage of. The most accurate representation of the LJ model has been achieved by using so-called multi-parameter EoS [19] . Even though this type of EoS has unparalleled accuracy in the regions where data are available, they exhibit unphysical behaviour in the two-phase region, which makes them unsuitable for several applications such as prediction of interfacial phenomena with density functional theory [20] . Whereas several versions of the EoS exist for the LJ system [19, 21] , an EoS for the LJ/s system has not yet been developed. In this work, we discuss the suitability of the most frequently used cubic EoS in describing the thermodynamic properties of the LJ/s-fluid.
The preferred choice for an accurate representation of fluid properties where the interaction potential is available is arguably the perturbation theory developed by Barker and Henderson (BH) [7] , which has a firm basis in statistical mechanics. The original second-order theory showed good agreement with simulation data for the LJ and square well fluids [7, 8] . Critical analyses of the BH theory and the Weeks-Chandler-Anderson (WCA) theory applied to the LJ fluid have recently been published [22] . When the first three perturbation terms in the expansion are included, both theories show excellent agreement with simulation results. In fact, it was already shown by Barker and Henderson that a second-order theory gave reasonable results for the LJ fluid [8] . A third-order perturbation theory was also recently presented for Mie-fluids [23] .
A study of the square-well potential showed that BH theory and simulations were in better agreement for longer ranged potentials [24] . It may therefore be expected that the BH theory for the LJ/s model is inferior to that of the LJ model. This hypothesis will be further explored in this paper.
The outline of this paper is as follows. Simulations of P V -isotherms, phase diagram, JouleThomson coefficients, and the speed of sound are described in Section 2. In Section 3 we describe how the virial coefficients were determined and discuss the limits of the virial expansion. Section 4 is devoted to the Barker-Henderson perturbation theory, and Section 5 includes a summary of the equations of state that we have considered in this work. Results for P V -isotherms, vapour pressure, the Joule-Thomson coefficient, and the speed of sound are presented in Section 6 and discussed in light of the simulation results. Our evaluation of the EoS is also contained in this section. Finally, conclusions are presented in Section 7.
MD and GEMC simulations

Equilibrium MD simulations of PV isotherms -fluid state
A systematic set of thermodynamic states was generated to determine pressure-volume (P V ) isotherms with equlibrium N V T MD simulations. Eight isotherms were generated in a range from T * = k B T /ε = 2.0 (supercritical) to T * = 0.8 (subcritical) with densities in the range from n * = N σ 3 /V = 0.001 to n * = 0.7 where k B is Boltzmann's constant. The number of particles was N = 27,648 for densities n * < 0.1 and N = 16,000 for densities n * ≥ 0.1. The MD cell
An additional five isotherms were generated in the critical region, 0.88 ≤ T * ≤ 0.92 and 0.2 ≤ n * ≤ 0.5 with N = 128,000 particles.
In all cases, the system was divided into 16 layers of equal thickness, perpendicular to the x-direction. The two end layers and two layers in the middle of the MD box were thermostatted to the the same target temperature by a simple velocity rescaling algorithm [25] . (An illustration of the MD box is shown in Figure 1 for a two-phase non-equilibrium case.) The particles in the remaining layers followed the unperturbed equations of motion with the velocity Verlet algorithm. The MD box thus had a plane with mirror symmetry in its middle. In the postprocessing analysis, this symmetry was used to pool data from the left and right halves of the cell, giving 8 pooled layers, two of which were the heat baths. Of these 8 layers, the 4 central ones were assumed to be unaffected by the velocity rescaling algorithm and were used to collect data for the P V isotherms.
Unless otherwise specified the time step was δt * = 0.002. The length of each run was one million time steps starting with a face-centred cubic (fcc) configuration. Subaverages over intervals of 50,000 were stored for postprocessing. The last 500,000 steps (10 dumps) were used for computing averages and uncertainties, which means that 4 layers times 10 dumps were used for computing averages.
Equilibrium MD simulation of two-phase systems
Coexisting phases of gas and solid, and gas and liquid, were generated using a methodà la
Abraham and co-workers [26] . For the solid/liquid coexistence, we used a methodà la Hafskjold and Ikeshoji [27] .
System specifications and data acquisition
The number of particles used in the two-phase simulation varied between 500 and 256,000, depending on the phases being simulated. Local thermodynamic properties were computed in layers or planes perpendicular to the x-axis. The number of layers or planes varied between 64 and 1,800. When layers were used, each one of them was treated as a control volume in which local values of thermodynamic properties were computed. The local kinetic temperature was computed from the equipartition theorem and the local density as a simple volume average of the number of particles. The local pressure was computed either with the usual virial equation [28] or with the layer-averaged method described by Ikeshoji et al. [29] . For the two-phase simulations, we typically generated 2,000,000 time steps after equilibration for the averages.
As an alternative to computing local properties in layers with a certain volume, we computed the density profile using SPAM averaging as described by Hoover [30] . In this method, the box is divided up in the x-direction by a number of equally spaced planes. The density at a given plane, labelled γ, was computed from
where w(x) is Lucy's 1-dimensional weight function given by
In these simulations, we used a total of 1,800 planes and a smoothing length of h * = 3 (in LJ units). The two planes at either end of the MD box were treated as elastic walls while periodic boundaries operated in the y-and z-directions. Independent runs were conducted at different starting temperatures. The starting configuration was then relaxed using isokinetic MD (the Gaussian thermostat held the global temperature at its set point value). Following 1,000,000 equilibration steps, production runs of 4,000,000 steps were conducted. The co-existing densities were then obtained by averaging the high and low regions of the density profile.
A complete set of the simulation conditions is given in the supplementary information.
Gas/liquid and gas/solid simulations
A box of liquid or solid was prepared using isokinetic molecular dynamics. After equilibration, the box was embedded in a larger simulation box, creating a ribbon of liquid or solid between empty layers. The aspect ratio of the resulting box was L x /L y = L x /L z typically in the range from 3:1 to 6:1. Care had to be taken to avoid a rapid expansion of the liquid or solid when the mother box was embedded, which means that the process had to be started at a low temperature with essentially zero vapour pressure. For the gas/liquid case at T * > 0.7 we did some simulations with N =256,000 in order to push the simulation as close as possible to the critical point. The initial configuration was in this case an fcc lattice at T * = 0.45. The temperature was gradually increased to T * = 0.7 and the system was allowed to equilibrate. Subsequent states were generated by each run starting from the final configuration from the previous run, again with a gradual temperature increase. During the temperature increase, the temperature in the less condensed phase (outer layers) were kept slightly higher than in the more condensed phase (central layers) to stabilise central phase.
For the gas/solid simulations the density of the solid prior to the box expansion was adjusted to zero pressure in x-, y-, and z-directions in order to ensure a stress-free solid when the empty boxes were added. We did not succeed in doing N P T equilibrium simulations by adjusting the three components of the pressure tensor in the solid to the the hydrostatic pressure in the liquid, In most of the simulations, the system's center of mass was fixed to the center of the MD box by shifting the x-component of the coordinate system on a regular basis, while in some of the simulations, a holonomic constraint was employed to keep the center-of-mass fixed. This was achieved using Gauss' principle of least constraint. The equations of motion are given by:
where m is the particle mass, r i is the particle position, p i its momentum, F i the total force acting on i, whileê x is a unit vector directed along the positive x-axis. The Gaussian multipliers were evaluated instantaneously from the following formulae:
In addition, a linear proportional feedback [31] was employed to prevent the global temperature from drifting due to numerical errors implicit in the integration of the equations of motion. This extra term took the form: −κ(T − T 0 )p i , which was added to the right-hand-side of Eq. (5).
The feedback constant, κ, was set equal to 10. Feedback terms were also required for the centerof-mass constraints. The following terms were added to the equations of motion for positions and momenta respectively:
, where x i is the x-coordinate of particle i. The dot above denotes the time derivative. The constants C and D were both set equal to 10.
Liquid/solid
For the liquid/solid coexistence, we generated the system by starting with an equilibrium solid state and applied a temperature difference between the ends and the center of the MD box (in xdirection). The temperature difference was set up by thermostatting one layer at each end of the box to a high temperature and two layers in the center to a low temperature. The thermostatting was done by simple velocity rescaling with local momentum conservation [25] . If the overall density was within the two-phase region and the thermostat set points were chosen appropriately, the system would separate into two phases as shown in Figure 1 . After an initial period with different temperatures in the hot and cold regions, the thermostat set point at T H (hot) was changed to T L (cold). The system was then allowed to equilibrate with a N V E simulation for a number of time steps. During the initial time steps with the temperature difference, the resulting temperature gradient was enough to stabilize the x-position of the liquid phase. During the subsequent equilibrium run, the center of mass of the whole system was fixed to the center of the MD box (in x-direction) by shifting the coordinate system. Also in this case the density had to be adjusted so that the solid phase in all three directions experienced the same stress in all three directions, given by the pressure in the fluid.
Gibbs ensemble Monte Carlo
The GEMC algorithm originally proposed by Panagiotopoulos [32] was used to obtain gas/liquid coexistence states. In this method, two simulation boxes undergo three types of moves: translations, isotropic expansion or contraction of the two boxes preserving the total system volume, and swapping a particle from one box to another.
A total of 1,500 particles were distributed over the two boxes. The configuration of the particles was sampled after each cycle, which consisted of, on average, 750 translation attempts, 750 swap attempts, and one volume move attempt. The step length for displacement and the volume moves were adjusted during equilibration to yield an acceptance ratio between 30% and 50%.
The production run consisted of 20 blocks with 30,000 cycles each.
Simulations of the Joule-Thomson coefficient
The Joule-Thomson (JT) coefficient describes the change in temperature experienced by a gas undergoing a throttling process at constant enthalpy. The JT coefficient is defined as
where H and V are the system's enthalpy and volume, respectively. It may be evaluated as
where C P is the heat capacity at constant pressure,
and α P is the thermal expansion coefficient at constant pressure,
Using non-equilibrium MD (NEMD)
As all the quantities needed to compute the JT coefficient are mechanical properties, the coefficient is conveniently computed in MD simulations. The temperature derivatives in Eqs. (10) and (11) are taken at constant pressure, and it would have been logical to carry out series of N P T simulations at different temperatures and do the derivations numerically. Instead, we used two observations made in previous non-equilibrium MD simulations in which the system was subject to a gradient in composition [27] , namely that the pressure quickly becomes constant over the system, and that the local values of the system's thermodynamic properties are consistent with the equilibrium equation of state. When the system is divided into a number of layers, each one of them may be considered a subsystem with properties equal to their bonafide equilibrium
properties. This has the advantage that temperature derivatives at constant pressure can be computed for a range of states in one single run. The zero for µ JT can then be determined very effectively. Hence, the Joule-Thomson coefficient was computed in the following way.
A system of N LJ/s particles was simulated by imposing a thermal gradient on the system as described by Ikeshoji and Hafskjold [25] . We have previously shown that even with very strong gradients in the system, local equilibrium is achieved [33] . In all the cases reported with this method, N = 27, 648. Each run was started from an fcc lattice configuration with 100,000 initial
Monte Carlo steps to randomize the configuration, followed by 2,000,000 NEMD time steps. The last 1,000,000 steps were used for acquisition of stationary-state data.
The temperature gradient, which typically spanned ∆T * = 0.2 over half the MD box length, generated a density gradient at constant pressure in the system. An example of a non-equilibrium situation is shown in Figure 2 . Second-order polynomials were fitted to the data, from which the temperature derivatives in Eqs. (10) and (11) for the heat capacities and expansion coefficients were derived. The values of density and temperature corresponding to a given value of the Joule-Thomson coefficient (e.g. µ * JT = 0) were then determined from such plots by first fitting straight lines to the data near the µ * JT -value of interest and then determine the values for T * and n * . Such plots were used to compute the Joule-Thomson coefficient from Eq. (9) 
Using Isobaric-Isenthalpic Molecular Dynamics
From the definition of the inversion curve as the locus of points of vanishing JT coefficient, points on the curve can be obtained from the maxima of isenthalps. Using a refinement of the algorithm introduced by Kioupis and Maginn [34] , we used Nosé-Hoover dynamics to generate isenthalps from molecular dynamics. The 6N + 3 equations of motion that generate the N P H ensemble are:ṙ
where β H and ζ are feedback constants which specify the strength of coupling of the system to the external reservoirs. Values of 5 and 10 (on LJ units) were used for β H and ζ, respectively, throughout the simulations. To generate a particular isenthalp, a set of independent runs covering a fixed value of enthalpy but a range of pressures was conducted. For each simulation, an equilibration run of 100,000 time steps was first conducted, followed by a 2,000,000 step production run over which average values of thermodynamic properties were obtained. The system size was N = 500, the MD timestep was δt * = 0.001 and the equilibration runs were started from an fcc lattice. The mean temperature was plotted as a function of pressure and then the states along the isenthalp were fitted to a polynomial. The stationary point was then obtained from the roots of the derivative of this polynomial. For the present work, a total of 25 isenthalps were generated, each one giving rise to a data point in the inversion curve for comparison with the MD method described above, perturbation theory, the virial expansion, and EoS.
Speed of sound
The speed of sound at zero frequency, v s , in a fluid is given by [35] 
This is a purely thermodynamic quantity which often appears in transport equations for fluids.
The method used to compute the derivatives in Eq. (13) was essentially the same as the one described in Section 2.4.1. Three states were investigated, viz. gas, supercritical fluid, and liquid.
The quantity
(the inverse isothermal compressibility divided by the number density n) was computed as follows. For each state, a series of four equilibrium N V T -simulations were made at a given temperature and four different densities. In each case, N = 8, 000. Each run was started from an fcc-configuration and 1,000,000 Monte Carlo steps to equilibrate the system, followed by 4,000,000 MD steps where the last 2,000,000 steps were used to get the equilibrium data.
Only the non-thermostatted layers in the MD box were used for acquisition of thermodynamic properties. The isothermal compressibility was then determined from a linear fit to the data for P vs. n.
The heat capacity at constant pressure was computed as described in Section 2.4.1. The heat capacity at constant volume was determined in a similar way, except that the temperature was varied instead of the volume.
The virial expansion
Mayers' virial expansion for the pressure of a gas can be written as a power series in the density,
where the coefficients B k are multi-dimensional integrals involving products of Mayer ffunctions, f (r) = e −βu(r) − 1. The coefficients depend on temperature, but are independent of density. In Eq. (14), Z is the compression factor, β is the inverse temperature from statistical mechanics, β = 1 kBT . With the virial expansion for the compression factor, other thermodynamic properties may be derived through the Helmholtz free energy by thermodynamic integration:
where Λ is the thermal de Broglie wave length. The corresponding expression for Gibbs energy per particle is
where we have introduced the dimensionless quantities Λ * = Λ/σ and n * = nσ 3 . In the following, we shall discard the term ln(Λ * 3 ) as this term plays no role in phase equilibria within the framework of classical statistical mechanics.
The lowest order coefficient, B 2 , is given by the one-dimensional integral,
which can be performed analytically for a handful of pair potentials. This is not the case for the LJ/s model however, but a standard numerical quadrature is straightforward for this short ranged potential.
The higher order coefficients become progressively harder to represent mathematically and evaluate numerically. The multidimensional integrals are conveniently represented as cluster diagrams using graph theoretic concepts. In this format, B 3 can be represented by a single Mayer (cluster) diagram, B 4 requires 3 while B 5 involves a sum of 10 diagrams. These can be reduced in number by switching from Mayer diagrams to so-called Ree-Hoover diagrams [36] .
The second virial coefficient, B 2 , was calculated using 16-point Gauss-Legendre quadrature, while higher coefficients were calculated using a hit-and-miss Monte Carlo scheme. Briefly, the method for estimating B 3 was as follows: a particle was placed at the origin and a second particle was placed randomly within a sphere of radius R, centred on the first particle. The third particle was likewise placed randomly within a sphere of radius R, also centred on particle 1. With the three particles so placed, the Mayer f -functions were calculated and then sums of the products f 12 f 13 f 23 and f 12 f 13 were compiled over 10 billion Monte Carlo trials. The third virial coefficient was then obtained as
This algorithm was extended in an obvious way to compute B 4 and validated against literature results for hard spheres.
Perturbation theory
We have used Barker-Henderson Perturbation theory [7, 8] to obtain thermodynamic properties of the LJ/s model. In this theory, the potential is split at the point where the potential is zero and the free energy is expanded in powers of a depth parameter [8] . The reference system is approximated by a hard-sphere fluid with an effective (temperature dependent) diameter given
The hard-sphere diameter determined in this way for the LJ/s model is exactly the same as for the LJ model. The full residual Helmholtz free energy, correct to second order in the perturbation, is then given by
where A 0 is the free energy per particle of the hard-sphere reference system. A 1 is the firstorder perturbation term, representing the mean attractive energy, and A 2 is the second-order perturbation term representing the fluctuation contribution. The first-order term is calculated from
Here g 0 (r) is the radial distribution function of the hard-sphere reference system.
The second-order perturbation term is under the so-called improved macroscopic compressibility approximation expressed as [37]
The factor
is the isothermal compressibility of the hard-sphere system reduced by the ideal gas isothermal compressibility, (k B T n) −1 , and χ is a correction factor justified by the argument that molecules in neighbouring coordination shells are correlated. In this work we apply macroscopic compressibility approximation (MCA), setting χ = 0 [38] . We shall refer to a theory that includes only the first two terms on the right-hand side of Eq. (20) as a first-order perturbation theory, and a theory that includes all three terms and the MCA as a second-order perturbation theory.
The isothermal compressibility is obtained from the Carnahan-Starling (CS) equation of state [39] ,
where ξ = πnd 3 /6 is the hard-sphere packing fraction:
Applied to the CS equation of state, we arrive at the excess free energy for the reference system
[40]
where we have again omitted terms that are independent of the density or packing fraction. With the free energy of the reference system and the perturbation expansion, other thermodynamic functions may be derived from the Helmholtz free energy.
In the implementation of Eqs. (21) and (22), we computed the integrals on the right-hand side numerically, where the hard-sphere radial distribution function was computed as described in Ref. [23] . A reduced form of the integral part of A 1 and A 2 is correlated in density and the temperature-dependent ratio x 0 = d/σ. The reduced integrals, a s 1 and a s 2 , are implicitly defined from,
and are correlated using the functional form,
The two-dimensional polynomials for a s 1 and a s 2 were regressed against 5 isotherms in the domain of interest for this work, T * ∈ {0.4, 0.7, 0.85, 1.0, 2.0} and 0 < n * < 0.9, such that the correlations reproduced results from the numerical integration within a sufficiently high accuracy that the two formulations could not be distinguished from each other when plotted as a function of the reduced density.
The obtained parameters for Eq. (28) are given in Table 1 . The analytic representation of the first and second order perturbation theories as well as the analytic derivatives up to second order were next implemented in the thermodynamic framework described in Ref. [20] , which allows thermodynamic properties to be computed with a high accuracy, and phase-equilibrium calculations to be performed with state-of-the-art algorithms [14] .
Cubic equations of State (EoS)
The most commonly used cubic EoS are the Peng-Robinson (PR) [10] and Soave-RedlichKwong (SRK) [11] . They are frequently used to describe the properties of fluids, e.g. in process simulations, computational fluid dynamics or demanding optimisation studies. The generic cubic EoS can be represented as:
where P is the pressure, R g the universal gas constant, v the molar volume, and a, α The input parameters to SRK and PR are the critical temperature, pressure, and the acentric factor, defined as:
where P r,0.7 is the reduced pressure P r = P/P critical at a reduced temperature of T r = T /T critical = 0.7. While a and b can be determined solely by the critical temperature and pressure of the fluid, the parameter α c is a function of the reduced temperature:
Here κ c is a second order polynomial in the acentric factor with coefficients from Graboski and Daubert [41] for SRK and the standard parameters for PR [10] . Hence, it is necessary to determine the critical temperature, pressure, and the acentric factor by use of simulations in order to use cubic EoS to compute the thermodynamic properties of the LJ/s model.
Results
P V isotherms and compression factor
6.1.1. Simulations Figure 3 shows selected isotherms in the fluid regime resulting from the MD simulations.
Isotherms at T * > 0.9 are clearly supercritical and those at T * = 0.85 and 0.80 are subcritical.
Some of the densities for the subcritical isotherms gave phase separation and are omitted in the figure. The isotherms at T * ≈ 0.88 − 0.89 are essentially horizontal around n * ≈ 0.3, indicating that the critical point lies in this region. Visualisation of the final configurations shows that the isotherm at T * = 0.90 is very close to critical, whereas those at T * < 0.85 are subcritical.
Numerical values for the pressure, internal energy, enthalpy, and compression factor are given in the supplementary information. The table includes the computed temperature as described in Section 2.1 and the other properties as defined in the table caption. Figure 3 . Selected isotherms from MD simulations. The pressure is almost constant for 0.88 < T * < 0.90 for 0.2 < n * < 0.4, indicating that the gas/liquid critical point is in this region. Broken lines for T * ≤ 0.85 indicate that data are omitted in the two-phase region. Three standard errors, determined as described in Section 2.1, are smaller than the symbol size. 
The virial expansion
The virial coefficients B 2 , B 3 , and B 4 were computed as described in Section 3 for temperatures in the range 0.2 < T * < 4.0. The parameters a k,n in the model
were fitted to the data with the result shown in Table 2 .
The compression factor is compared with MD results for the low-density region in Figure 4 .
The agreement is excellent for the high temperatures shown, but worsens close to the critical temperature. Using Eq. (16) with virial coefficients B 2 to B 4 , we estimate the critical temperature to T * ≈ 0.83, the critical pressure to P * ≈ 0.08, and the critical density to n * ≈ 0.19, which is in fair agreement with the simulation results (see Section 6.2) considering the fact that the virial expansion is rather poor in the critical region (c.f. Figure 4) . The liquid-vapour binodal was obtained from the requirement that for two phases to be in thermodynamic equilibrium, they must have the same temperature (thermal equilibrium), the same pressure (mechanical equilibrium) and the chemical potential of every component must be identical in the phases (thermodynamic equilibrium). For a one-component system, equality of chemical potentials is equivalent to equality of the Gibbs free energy per particle, G, of each phase. Thus, along an isotherm, the corresponding points on the gas/liquid binodal are obtained by solving the set of equations:
Cubic equations of state
where the subscripts "g" and "l" respectively refer to the gas and liquid phases.
Simulation results
The gas/liquid, gas/solid, and gas/solid coexistence curves were determined as described in Sections 2.2 and 2.3 with the results shown in Figure 5 . The agreement between MD and GEMC is excellent for the gas and liquid branches of the binodal curve. The results from LAMMPS [42] and NEMD 1 are indistinguishible for the binodal curve (LAMMPS was not used for the liquid/solid equilibrium).
The critical temperature was determined from the MD data with a scaling-law analysis of the surface tension, γ, as function of = 1 − T /T c , where T c is the estimated critical temperature.
The behaviour is expected to be of the form γ ∼ 2ν where ν is a critical exponent with value ν ≈ 0.64 for a 3D system [43] . The graph in Figure 6 shows MD data and a line of the form
with A, B, and T c fitted to the MD data. The fitted critical temperature is T * c = 0.882 and the fitted exponent is B = 1.27 The latter value is in excellent agreement with the theoretical value 2ν = 1.26 for the Ising universality class. With the critical temperature so determined, the critical density was determined from the rectilinear diameter to n * c = 0.332. The critical pressure was estimated by extrapolating a least-square fit of the Antoine equation ln P = A + B/T to the critical temperature with the result P * c = 0.074. It has already been well established that the LJ system belongs to the Ising universality class (see e.g. Watanabe et al. [44] and references therein). Our result for the value of the exponent ν, suggests that this is also the case for the LJ/s system. The gas/liquid critical point was also determined from the GEMC data in a similar way, except that we used the densities of the coexisting phases instead of the surface tension. Following previous work by Vega et al. [45] , the critical temperature was estimated using the renormalization group scaling law for coexisting densities, ρ l − ρ g ∼ β . Following Vega et al., a least-squares fit to the GEMC data in the range < 0.2 and with a fixed β = 0.325 gave T c = 0.887. Based on the GEMC data, the critical pressure was estimated as described above to P * c = 0.075. The critical density was found to be n * = 0.333 ± 0.001, again from the rectilinear diameter.
By comparison, the critical temperature of the LJ model is in the range 1.311 -1.313 and the critical density is 0.316 -0.317 [46] . The difference between the critical temperature of the LJ and LJ/s models is clearly due to the more long-range attraction in the LJ fluid leading to more cohesive energy. The difference in critical density is small and the higher critical density of the LJ/s fluid may follow from the lower critical temperature.
The comparison with the LJ binodal curve gives a different impression when plotted in reduced units, i.e. scaled with the critical temperature and density. This is shown in Figure 7 , which also includes experimental data for argon [47] . The data for the LJ binodal are from Potoff and Panagiotopoulos [48] . Data from Watanabe et al. [44] for a smoothly truncated LJ potential at r c = 3.0 are virtually on top of the argon data (not shown). We conclude that the LJ/s and other truncated LJ potentials do an equally good job in modelling argon in the critical region as does the full LJ model. This confirms the picture drawn by Orea et al. [49] that the law of corresponding states is a very strong scaling law and should be a useful tool in understanding the role of the attractive tail in pair potentials.
The triple-point temperature for LJ/s was determined from the data shown in Figure 5 .
Following Ahmed and Sadus [50] , we determined the triple point temperature as the intersection of the liquid branch of the binodal curve and the liquidus line with the result T tp = 0.547±0.005. This is lower that the value for the LJ model, which has been found to be in the range 0.66 -0.70 [50] . For the LJ/s model, we found the coexisting liquid and solid densities at the triple point to be 0.80 ± 0.01 and 0.90 ± 0.02, respectively. This is also lower than for the LJ model, which are 0.86 and 0.98, respectively.
Numerical values for the coexistence curves are given as supplementary information. Figure 8 shows predictions of the first-and second-order perturbation theories where the MCA was invoked for the second-order theory. Somewhat surprisingly, the second-order perturbation theory predicts densities of the liquid-phase that are further away from the simulation data than the first-order theory. The critical temperature, however, is closer to the simulations for the second-order theory. This can be explained on the basis of the MCA that was invoked in the second-order perturbation theory. The second-order perturbation term of the LJ fluid is compared to MC results in Fig 2B in the work by van Westen and Gross [22] , where it is shown that the MCA becomes increasingly worse at higher densities. Hence, for the LJ/s model, it is apparently better to rely on the first-order theory as the MCA seems to move the coexistence liquid-phase densities away from the simulation data. Figure 10 in the work by van Westen and Gross [22] compares the agreement between the perturbation theories and simulations with increasing order of the perturbation theory. Already the first-order theory predicts a critical temperature which is around 1.38, where the simulations extrapolate to 1.31, i.e. 5% higher than simulations. The agreement is much worse for the LJ/s model, where the first-order theory gives a critical temperature of 0.99, i.e. about 12% higher than that from simulations.
Perturbation theory
It is known from studies of the square-well potential that a shorter range of the potential makes the perturbation theory less accurate [45] . It is therefore to be expected that the perturbation theory is less accurate for the LJ/s model than for the LJ model.
Cubic equations of state
The critical temperature and pressure of the LJ/s model were reported in Section 6.2.1. From the vapour pressures reported in Section 6.3, we estimate the acentric factor (see Eq. (30)) to be 0.07 ± 0.02. This value is quite high for a system of spherical particles and different different from the LJ value, which is ≈ −0.036 based on data from Johnson et al. [21] .
The critical data and acentric factor enables us to evaluate the thermodynamic properties of the LJ/s model with cubic EoS. Figure 8 shows that both cubic EoS predict well the saturation density of the vapour phase, but are rather poor for the density of the liquid phase. This is a well-documented behaviour for cubic EoS, which can also be observed for other substances as well, see e.g. Ref. [14] . Fig. 8 shows that both SRK and PR under-predict the liquid-phase density at T * > 0.7, but the PR EoS less so than the SRK. Whereas the SRK liquid density is too low at all temperatures, the PR crosses over the simulation results and over-predicts the liquid-phase density for T * < 0.7. On this basis, one may argue that the PR is slightly better that the SRK, but none of them give very accurate predictions of the saturation densities.
The vapour pressure
The vapour pressure is shown as function of temperature in Figure 9 , where the results from the two cubic EoS and the first-and second-order perturbation theories are compared with GEMC data. Unlike the case for the liquid densities, we find that the second-order theory does a slightly better job than the first-order theory in matching the saturation pressures. Both cubic EoS reproduce the saturation pressures of the LJ/s model nearly within the accuracy of the simulations. This is a consequence of the way the EoS parameters are parameterized, since they reproduce by construction the critical temperature, pressure and saturation pressure at a reduced temperature of 0.7. Figure 9 . Vapour pressure from SRK, PR, and 1 st and 2 nd order BH perturbation theory compared with the GEMC results. The critical point was determined by GEMC. Note that the EoS parameters are determined such that the vapour pressure matches the GEMC data at Pr = P/P critical = 1.0 and Pr = 0.7.
The Joule-Thomson coefficient
The locus of points of vanishing JT coefficients defines the inversion curve, which can be determined as
This is a special case of µ JT = constant, which represents loci in the {T, P } or {T, n} plane with a fixed value of µ JT .
Simulations
The JT coefficient was computed as described in Sections 2.4.1 and 2.4.2. Examples of intermediate results for the properties entering Eq. (9), obtained with NEMD as described in Section 2.4.1, are shown in Figure 10 . The data in the top panels were used to ascertain that the pressure was constant throughout the system with a temperature gradient. The data in the middle panels were used to compute the heat capacity (Eq. (10)) and the thermal expansion coefficient (Eq. (11)). The data in the bottom panels were used to determine the temperature and density corresponding to µ JT = constant. The numerical values were computed from linear or second-order polynomial fits to the data. Simulations were made for constant ∈ {−0.2, −0.1, 0, 0.1, 0.2}, but only the inversion curve (constant = 0) will be shown here.
Results from the NEMD and isenthalpic simulations for the JT inversion curve are shown as dots and squares, respectively, in Figure 11 .
The virial expansion
In the zero-density limit, the Joule-Thomson coefficient for a monatomic gas is given by
The numerical differentiation of B 2 (T ) was done with a five-point difference method. If the virial expansion is truncated at the m th term, applying Eq. (14) to Eq. (34) gives which is a polynomial equation in the density. Solutions of Eq. (36) yield {T, n} sets, which can be converted into {T, P } using Eq. (14) . The JT inversion curve computed from the virial expansion is compared with MD results in Figure 11 . The density range spanned by the data is 0 < n * < 0.7 and the range of temperature is 1 < T * < 4, with a peak in P * at P * ≈ 1.6 and
The inversion curve predicted by virial coefficients shows good agreement with the other methods at low values of P * and high values of T * , where the virial expansion is known to work well. The temperature corresponding to the maximum in P * is also in good agreement with the simulation results, but the maximum pressure is almost a factor 2 off, greatly overestimating the maximum P * . This is surprising because the maximum corresponds to n * ≈ 0.4, i.e. a density and temperature where both the compression factor and its derivative are in excellent agreement with the simulation results (see Figure 4 ).
Perturbation theory
With the parameterization of the perturbation theory detailed in Section 4, we used the thermodynamic framework presented in Ref. [20] to compute the JT inversion curve as analytical derivatives of the parameterization. The resulting JT inversion curve computed from the BarkerHenderson second-order perturbation theory is shown in Figure 11 . The theory reproduces simulation data accurately at higher temperatures, but less accurately at lower temperatures (higher densities). This can be explained on the basis of the densities, which are gas-like in the top-part of Figure 11 , but liquid-like in the bottom part. As shown in Figure 8 , the perturbation theory is more accurate for the vapour-phase than for the liquid-phase.
Cubic equations of state
For the cubic EoS, the conclusions are similar as for the saturation densities, that PR reproduces more accurately the simulation results for the JT inversion curve than SRK, where PR gives an reasonably accurate representation of the simulation data.
The speed of sound
The results for the speed of sound are given in Table 3 . All three methods reported here are within 5% of the MD data for the gas state. For the supercritical state, the agreement is poor, between 15% and 30%. For the liquid state, the agreement is within 3% for SRK and PT, but rather poor for PR. A closer analysis of the three contributions to the speed of sound, as given by Eq. (13), shows that the failure of the SRK in the supercritical state is mostly due to the compressibility, which is off by more than a factor 2. On the other hand, the compressibility is off by some 40% for PR in the liquid state. Like we noted for the virial expansion in Section 6.4.2, this is surprising since Figure 12 shows good agreement with MD data for the PR in the liquid region. Again, this illustrates the difficulties in finding a reliable thermodynamic model that can predict not only the first derivatives of the free energy (e.g. the pressure), but also the second derivatives (e.g. the compressiblity). The second-order perturbation theory actually does a fair job for all three states examined here. PR slightly better than the SRK, the situation is different at high densities. We find that PR is superior to SRK for T * < 1.0 and n * > 0.6, which supports the finding for liquid-phase density above, but for T * > 1.5, the SRK is superior. The perturbation theory gives results that are slightly better than SRK.
Supercritical pressure-volume isotherms
Conclusions
In this work, we have presented a comprehensive map of the thermodynamic properties of the LJ/s model obtained with MD and GEMC simulations. We have estimated the critical point for the LJ/s model to be T * c = 0.885 ± 0.002, P * c = 0.075 ± 0.001, and n * c = 0.332 ± 0.001, respectively. The triple point was found to be T * tp = 0.547 ± 0.005 and P * tp = 0.0016 ± 0.0002, and the acentric factor was determined to be 0.07 ± 0.02. This enabled an assessment of the ability of the cubic equations of state, SRK and PR, to represent the thermodynamic properties of the LJ/s model. We further compared the simulation data to the virial expansion and a Barker-Henderson second-order perturbation theory.
For the gas/liquid coexistence densities, we found that PR was closer to the liquid-phase densities than SRK, while both EoS reproduced the vapour-phase densities and the saturation pressure within the accuracy of the simulations. Even though the second-order perturbation theory improved the first-order estimates for the critical temperature and pressure, the first-order perturbation theory gave liquid-phase densities that were closer to simulations. The reason for this was hypothesised to be that the mean compressibility approximation gives a poor representation at higher densities, and that a correction factor is needed. We found that the perturbation theory for the LJ/s model was inferior to that of the LJ model due to the shorter range of the potential.
We further presented surface tensions for the LJ/s model, gas/solid and liquid/solid coexistence densities, supercritical isotherms, speed of sound and Joule-Thomson inversion curves. All of the models and theories were in qualitative agreement with the simulation data, but none of them was capable of accurately reproducing the thermodynamic properties of the LJ/s model. Our main conclusion is therefore that we at the moment do not have a theory or model that adequately represents the thermodynamic properties of the LJ/s system. A suggestion for future work is to develop a more accurate perturbation theory that is capable of handling also short-ranged potentials such as the LJ/s model. Table 4 . Results from MD simulations.The computed properties are the number density (n * ), the volume per particle (v * = 1/n * ), pressure (P * ), potential energy (Upot/N k B T ), enthalpy per particle (H * /N ), and compression factor (Z). Data in the two-phase region have been omitted in the table. 
