In this paper, we establish geometrical conditions in order to solve an inverse problem of retrieving a stationary potential for the wave equation with Dirichlet data from a single time-dependent Neumann boundary measurement on a suitable part of the boundary. We prove the uniqueness and the stability results for this problem when a Neumann measurement is only located on a part of the boundary satisfying a rotated exit condition. The strategy consists of introducing an angle-type dependence in the weight functions used to obtain global Carleman estimates for the wave equation and combination of several of these estimates and then apply it to the inverse problem.
Introduction
The direct methods used to obtain global Carleman estimates for hyperbolic-type equations (see, for instance, [7, 11, 22, 23, 25] ) implicitly involve a multiplier technique, which is a common tool in controllability theory (see [9, 17, 18] ). Indeed, after splitting the corresponding partial differential operator, in the deduction of Carleman inequalities, there appears, among other things, an important term multiplied by the gradient of the solution of the corresponding equation following some direction ∇ , where is a specific weight function adapted to the nature of the equation. In the case of a global Carleman estimate for the wave equation, the direction ∇ is a radial field of type (x − x 0 ), where x 0 is some exterior point to the domain.
Our first main idea in this work is to modify this weight function in such a way that the gradient ∇ is essentially a rotation of the original field (x − x 0 ), but with a magnitude radially depending on space. Using that modified weight function we are able to obtain a modified global Carleman estimate. This idea is directly taken from the rotated multipliers used in exact controllability of hyperbolic-type equations [20] .
Our second main contribution is that in the Carleman estimates that we prove here, we can take a point x 0 not only inside the domain (see, for instance, [12, 22] ) but also outside it. . From left to right: 'exit', 'outgoing' and 'incoming' boundary regions in a domain with respect to some exterior point x 0 marked here with the symbol ×. Of course, the last two cases are exactly the opposite if we invert the sense we go round the boundary. If we consider the wave equation with Dirichlet boundary conditions in this domain and if we take a single time-dependent Neumann measurement on some of these regions, then the inverse problem of recovering a time-independent potential in the equation can be locally solved.
To this end, we use a combination of several Carleman estimates. This idea was already used in [6] in the context of Carleman inequality for the heat equation with discontinuous diffusion coefficients.
It was shown (see, for example, [12, 24] ) that global Carleman estimates can be applied in order to study the stability (also called Lipschitz stability) for some specific kind of inverse problem for the wave equation. The problem is to locally retrieve a time-independent bounded potential in the wave equation by knowing only a single time-dependent over-determining measurement on the whole boundary (or some part of it) of the domain where the wave equation evolves. If the boundary condition is Dirichlet or Neumann, then the complementary (over-determining) measurement is Neumann or Dirichlet respectively. The case of Dirichlet boundary conditions and Neumann over-determining measurements has been treated in [22, 24] and the other complementary case in [12] .
The stability and uniqueness results were obtained (see [12, 22] ) if the over-determining measurements are taken on the part of the boundary which satisfies a geometrical hypothesis saying that it is sufficient that the measure region includes the so-called exit boundary region with respect to some exterior point x 0 (see (8) for x 0 = x 1 , 0 = 1 and b = 0).
In this paper, we extend the previous geometrical hypothesis. More precisely, we will see that in order to solve the inverse problem (in the case of Dirichlet data and Neumann measurement), it suffices to measure on a rotated exit part of the boundary. This region can be in fact described by an angle parameter θ ∈ (−π/2, π/2). The case θ = 0 corresponds to the standard exit condition ('exit' boundary region, see figure 1, left). If θ approaches π/2, the corresponding rotated part of the boundary is the one on which the distance to the point x 0 is increasing if we follow the boundary in the counterclockwise sense ('outgoing' boundary region, see figure 1, centre). If θ is near −π/2, the rotated part is the one in which the distance from the point x 0 is decreasing if we follow the boundary in the same sense ('incoming' boundary region, see figure 1, right). There are, of course, an infinite number of intermediate cases.
Our generalization is indeed not optimal. In fact, a reasonable conjecture is that the measurements should be placed in order to capture the geometrical optic rays coming from the support of the unknown potential (see [3] ). However, we are far from proving it with the techniques presented here.
As mentioned before, the essential point in our proofs is a global Carleman estimate with modified weights. The main steps in the obtention of this inequality are taken from [11, 22] . Nevertheless, all our results related to both global Carleman estimates and stability of the inverse problem are stated here in two-dimensional domains. In fact, we are able to construct the modified weight function only in two dimensions. The analysis in the case of higher dimensions could be the subject of another work.
On the other hand, in order to obtain this Carleman inequality we combine two Carleman inequalities with different-but similar-weight functions. This argument allows us to take the mentioned point x 0 also inside the domain and our argument does not depend on the dimension.
Let us remark that extending our result to the Schrödinger equation may be interesting by itself but the final stability result is not as strong as for the wave equation. In fact, there are also geometrical exit-type conditions for the analogous inverse problem in the case of the Schrödinger equation with Dirichlet data and Neumann measurements (see [4] ). Nevertheless, in the case of the Schrödinger operator, it is highly possible that the geometrical optics condition, and particularly the exit-type condition, is far from being necessary to solve the inverse problem considered here. Firstly, it is a known fact in control theory that the geometrical optics condition is not necessary for the internal exact controllability of the Schrödinger equation [8] or plates [15] . Secondly, there are some recent results in other similar kinds of inverse problems for the Schrödinger equation, showing that it is sufficient to measure the whole Dirichlet to Neumann map on an arbitrarily small strategical part of the boundary in order to have uniqueness (see [2, 16] ).
Main results

Let be a bounded connected open subset of R
2 with boundary ∂ of class C 2 . We will denote by ν = ν(x) the unit outward normal vector to at the point
where M is some positive constant, which is the following set:
(1) Let γ be a nonempty open subset of ∂ and T > 0. In this paper, we will deal with the following inverse problem:
Given u 0 , u 1 , h and ξ in appropriate spaces, we look for sufficient conditions under γ and T such that we can find q ∈ U M such that the solution u of the wave equation
Note that the dependence of u on q is nonlinear. Let us denote by u(q) and u(q) the solutions of (2) associated with q and with some known potential q respectively. If we set f = q − q and
. Therefore, we obtain the following equivalent inverse problem for the function y:
in appropriate spaces, we look for sufficient conditions for γ and T such that we can find a time-independent function f such that the solution y of the wave equation
satisfies the additional condition
Let x 0 and x 1 be two points either both in or both in R 2 \ such that
The main novelty of this work is that we will consider that γ is sufficiently large in such a way that
where
with x i , i = 0, 1, verifying (6) and for some a > 0 and b ∈ R such that
Here I is the identity matrix and
Note that (aI − bA)ν(x) corresponds to a clockwise rotation of the normal field in an angle (see figure 2 )
where a = cos θ and b = sin θ.
Let us introduce the following radial φ i and angular φ ⊥ i -dependent scalar fields:
the last one being the argument of the vector x − x i , that is to say, the angle of the vector x − x i measured counterclockwise with respect to the horizontal axis (see figure 2 for the case
We define the following constants only depending on x i , θ and :
and
Let us consider β ∈ (0, β 2 ) with β 2 > 0 given by
where β i 2 , i = 0, 1, are two positive constants that will be introduced later on the paper and that will depend on x i , a, b, θ i and θ i , i = 0, 1. Given β ∈ (0, β 2 ), let us introduce the following principal weight functions involved in this paper:
where we have introduced the parameter
We also introduce the following parameters that will be used throughout the paper in order to simplify the expressions:
Obviously, when x 0 = x 1 ∈ R 2 \ all these constants and the both weight functions introduced before are the same for i = 0 and i = 1.
Our first main result is on the stability for the inverse problem (2) and (3):
Theorem 2.1. Suppose that γ satisfies (8) for some x 0 , x 1 ∈ R 2 verifying (6), a > 0 and b ∈ R with a 2 + b 2 = 1. Let u(q) and u(q) be the respective solutions of (2) associated with q ∈ U M and q ∈ L ∞ ( ) and with the measurements ξ given by (3) and ξ = ∂u(q) ∂ν .
There exists a time
Furthermore, T is given by
where F min , m, D θ and α are respectively defined in (24) , (22) , (20) and (21) .
Note that this stability result is of a local nature, since for a given q ∈ L ∞ ( ) the stability holds in an L ∞ -ball of radius M and centre q. The stability constant does not depend only on the radius of the ball but also on its centre.
An immediate consequence of theorem 2.1 is the following uniqueness result: 
The proof of theorem 2.1, in view of the previous discussions, is a direct consequence of the following result concerning the linearized inverse problem (4) and (5), which is our second main stability result: 
The proof of this theorem will be given in section 5. The essential ingredient in the proof is a global Carleman estimate for the wave equation, with the constants depending on q only via M, which we will deduce in section 3 (see theorem 3.1). We will also use the ideas introduced in [21] at later used, for example, in [4, 12, 24] .
Remark 2.1. In our main results (theorems 2.1 and 2.3) the respective source terms q and f can only depend on x and not on t. These restrictive hypotheses are imposed by the arguments used in section 5. The stability result for the source terms depending on x and t (even when the over-determining measurements are taken in the whole boundary) is, to our knowledge, an open problem.
Remark 2.2.
Note that the constant C in (27) depends on q ∈ U M only via M; therefore, the result of theorem 2.3 can be applied directly to the nonlinear inverse problem, in order to deduce theorem 2.1.
Remark 2.3.
If we take a = 1 and b = 0 in (18) , this corresponds to the case in which no rotation is made, we recover the standard expression for the weight function i (x, t) = |x − x i | 2 − βt 2 , i = 0, 1, which gives the standard 'exit' boundary region corresponding to θ = 0 (see figure 1, left) . In addition, if x 0 = x 1 ∈ R 2 \ , we have a more simpler and already known situation (see [12, 22] ) in which ϕ 0 = ϕ 1 , θ = 0 and then 0 = 1 . In this case, we also recover the standard inversion time. Indeed, if a = 1 and b = 0, then F min = 1/2, ρ = 0, β 2 = 1 and the left factor on the right-hand side of (26) is equal to 1, we have
See [14] for the idea of obtaining this time as a difference. . This corresponds to a maximal rotation (see figure 1, centre and right). Note that in this case the inversion time T → +∞ and behaves asymptotically as
This fact recalls the one encountered in [20] where the control time for the wave equation with a rotated boundary control was of order Remark 2.6. The constant we found in the stability inequality (25) is proportional to
where λ and s are the constants of theorem 3.1 and k 1 > k 2 are given by
Remark 2.7. If x 0 , x 1 ∈ in theorem 2.1, we have interest in taking x 0 and x 1 closer in order to have a smaller set γ . Nevertheless, if σ = |x 0 − x 1 | → 0, then C → ∞ in the stability inequality (25) . This is due to the dependence of s in σ in theorem 3.1.
Remark 2.8. Our result is in two dimensions, but it could be generalized to three dimensions by considering a rotation with respect to a fixed axis passing by x 0 .
Finally, the following uniqueness result is also an immediate consequence of theorem 2.3.
Corollary 2.4. Under the hypothesis of theorem 2.3, if y is the solution of (4) such that
then f = 0 and y = 0.
The rest of the paper is organized as follows. In section 3, we prove the global Carleman estimate which we use in the proof of theorem 2.3. Section 4 deals with the proof of some technical results. Finally, in section 5, we give the proof of theorem 2.3.
Global Carleman inequality with a rotated condition
In this section, we will deduce a global Carleman inequality that we need for the proof of theorem 2.3. In the following, we will take the following notation
, where i is defined in (8), depending on the constants a > 0, b ∈ R with a 2 + b 2 = 1 and x i verifying (6), i = 0, 1. Let us note that we have chosen the radial and angular fields φ i and φ ⊥ i , i = 0, 1, respectively introduced in (12) and (13) in such a way that they satisfy for all x ∈ the following:
Then, we can write that the weight functions i defined in (18) satisfy for all x ∈
Let λ be sufficiently large positive constant which will be fixed later on. For i = 0, 1 we introduce weight functions
Note that the following calculations are quite simple:
Let us set
We have the following global Carleman estimate. (8) holds and β ∈ (0, β 2 ) where β 2 was defined in (17) . Then for all M > 0, there exist positive constants λ, µ and C only depending on a, b, , x 0 and x 1 , and independent of σ and there exists δ > 0 such that for any 
where either δ = 1 in case 1 or δ = δ σ = 1 − exp(−λκ 0 σ 2 ) with κ 0 a constant only depending on a, b, , x 0 and x 1 but independent of σ in case 2.
Remark 3.1. In the statement of the theorem, independent of σ means independent of σ as σ → 0.
Remark 3.2.
Note that in the Carleman estimate (38) the source term q = q(x, t) can depend on x and t. Moreover, (38) is uniform in q when q lies in a bounded set of L ∞ (Q). Obviously, when q = q(x) and lies in a bounded set U M of L ∞ ( ) the above estimate (uniform in q) remains true. This is important for the application we have in mind for the proof of theorem 2.1 (see remark 2.2). We will give the proof of theorem 3.1 in two cases. First we consider the simpler situation in which x 0 = x 1 ∈ R 2 \ and where we need only one weight function 0 = 1 . This case is reduced to the global Carleman estimate of theorem 3.2. Then, we consider the case in which x 0 , x 1 ∈ with x 0 = x 1 . We use a variant of the Carleman estimate of theorem 3.2 valid in the case x i ∈ in proposition 3.3, and then we prove theorem 3.1 by adding the corresponding Carleman inequalities obtained for i = 0 and i = 1. This last idea was taken from [6] .
Proof of theorem 3.1 in the case
Let us assume that x 0 = x 1 ∈ R 2 \ . As we mentioned before all functions and constants introduced until now coincide for i = 0 and i = 1, in particular ϕ 0 (x, t) = ϕ 1 (x, t) for all x ∈ , t ∈ R. For simplicity of notation, in this section, we will omit the corresponding subscripts and superscripts, that is to say instead of 0 , ϕ 0 , φ 0 , β 0 2 , etc, we will simply write , ϕ, φ, β 2 , etc. 
Proof of theorem 3.2. We will essentially follow the method from [11] . We will also need a technical result given in lemma 4.1, whose proof we will present in section 4.
In the following, C will stand for a generic positive constant, whose value can change from line to line and we will frequently indicate the data on which it depends. We will also use the usual convention of repeated indices.
Let us assume v ∈ Z and s > 0. We set g = ∂ tt v − v + q(x, t)v and make the change of variables
Note that thanks to the fact that v ∈ Z, we have vanishing boundary conditions in time
We have the following equality:
Using the formulas (34)-(37), we can write (42) in the form
with K a positive constant whose value will be fixed later on (see lemma 4.1). From (43), we obtain
where (·, ·) and · 2 respectively denote the standard scalar product and norm in L 2 (Q). Let us split the scalar product on the left-hand side of (46) as follows: 
In (47), all the integrals denote the respective scalar products for the terms of P 1 w and P 2 w. Now we begin the explicit calculation of each of these integrals. We have for the first one
Making the scalar product between the first term of P 1 w and the second one of P 2 w, we obtain
with X i for i = 2, . . . , 5 given by
Let us compute the scalar product of the first term of P 1 w and the third one of P 2 w.
The scalar product of the second term of P 1 ψ with the first one of P 2 ψ gives
The scalar product between the second term of P 1 w with the second one of P 2 w gives:
where X i for i = 8, . . . , 11, are the following integrals:
In (62), H ( ) denotes the Hessian matrix of . Now we consider the second and the third terms of P 1 w and P 2 w, respectively.
Here we have used that
ν j , since w = 0 on . The last integrals give
Finally from (47), taking into account (48), (50), (55), (56), (59) and (64)- (67) we deduce that
where X i , i = 1, . . . , 11, are given by (49), (51)- (54), (57), (58) and (60)- (63), respectively. Note that in (68), the third term on the left-hand side can be written as
Then, from (46) taking into account (68) and (69) we obtain
On the other hand, from (53) and (61) we get
where we have used that
for s s 1 (λ) = exp(2λβT 2 ). Thus, from (70) and (71) we get
for s s 1 (λ) 1. We remark that until now we have not used that x 0 ∈ R 2 \ .
We will choose now the constants β and K in such a way that on the left-hand side of (73) all the terms on |∂ t w| 2 , |∇w| 2 and |w| 2 have positive sign. More precisely, we need the following:
and 
for all λ λ 0 and s s 1 (λ). Now, we will see that all the terms X i , i = 1, . . . , 11, i = 4, 9, on the right-hand side of (77) can be controlled by the terms on the left-hand side. More precisely, using (18) and (30) we obtain
Moreover, using the computation from lemma 4.1 for i = 0, thanks to (136), (137) and (150) we get
Recall that here we use the notation = 0 , φ = φ 0 , . . . . Thus, from (49), (51), (52), (54)-(60), (62) and (63) and taking into account (78)-(82), we deduce the following:
where we have used again (72). Similarly
and consequently since λ λ 0 1 there exists a constant
On the other hand, from (43) and due to (72) 
where we have used that C/(1 + T 2 ) C. Now since 
, we get the estimate (39) by absorbing the term in (104) on the left-hand side of (102). This ends the proof of theorem 3.2.
Remark 3.4.
Let us see that is a pseudoconvex function in the sense of Hörmander (see [10] , p 239) if x 0 ∈ R 2 \ and β ∈ (0, β 2 ). In our case, is the usual Poisson bracket. In our case, pseudoconvexity corresponds to checking that (see, for instance, [1] )
Using inequality (140) and that p(z, ξ ) = 0, i.e. ξ 
which is strictly positive in since we assume that β ∈ (0, β 2 
On the other hand, using again (140) and that p(z, ∇ ) = 0, i.e. 4β 2 t 2 = |∇ | 2 we obtain
which is strictly positive in for β ∈ (0, β 2 ) and x 0 ∈ R 2 \ as we can see from (32) since in this case |x − x 0 | > 0 for each x ∈ .
Remark 3.5.
Since is pseudoconvex, a Carleman estimate like (39) without explicit dependence on λ can be obtained (see [23] ). We have homogeneous Dirichlet boundary conditions in × (−T , T ) for v ∈ Z and the region 0 corresponds to the one where the strong Lopatinskii condition (see [23] ) is not verified.
Proof of theorem 3.1 in the case
We note that if x i ∈ , then ∇ i vanishes only for x = x i . By considering a small ball centred at x i we have the following variant of the Carleman estimate (39). 
Proof of proposition 3.3. In the proof of theorem 3.2, the hypothesis x i ∈ R 2 \ is only used to apply lemma 4.1 in order to have condition (76). The other two conditions (74) and (75) can be obtained without this hypothesis. Therefore, the proof can be performed until (75) without changes even if x i ∈ . After (75), the same arguments of the proof of theorem 3.2 can be continued in Q i = Q\((B i ∩ ) × (−T , T )) since x i ∈ \B i and then (76) holds in Q i . In this way, the terms X i on the right-hand side of (73) can be absorbed in Q i . For the remaining terms supported in (B i ∩ ) × (−T , T ), note that the term with factor s 3 λ 4 on the left-hand side of (73) is non-negative and that the two integrals with factor s 3 λ 3 on the left-hand side of (73) can be now bounded together with
T ). Inequality (109) is then obtained.
We have now all the ingredients in order to prove theorem 3.1 in the case x 0 , x 1 ∈ , x 0 = x 1 . Let us put σ = |x 0 − x 1 | > 0 and for some r > 2 that will be chosen later; let us define B 0 = B(x 0 , σ/r) and B 1 = B(x 1 , σ/r) , and D 0 = (B 0 ∩ ) × (−T , T ) and
T ).
Let i and ϕ i for i = 0, 1 be the corresponding weight functions given by (18) and (33) 5 (a, b, , x 0 , x 1 ) .
To see this, note that
where θ 
where κ 0 = κ 0 (a, b, , x 0 , x 1 ) > 0 and can be chosen independent of σ as σ → 0. Therefore, using the fact that λ λ 1 we obtain that
Using (114) and (115) 
, with µ a positive constant only depending on a, b, , x 0 and x 1 . This ends the proof of theorem 3.1.
A technical lemma
In this section, we precise the conditions over β and K in order to fulfil inequalities (74)-(76), which are necessary for the Carleman estimate of theorem 3.2. (where ρ and m are defined in (19) and (22) , respectively) there exists N j = N j (a, b, , x i ), j = 1, 2, such that we have the following inequalities for all i = 0, 1, x ∈ and t ∈ R:
Remark 4.1. Note that for a = 1 and b = 0 (this corresponds to the case θ = 0 when no rotation is made) inequality (121) becomes 2β
which is nonempty for all β ∈ (0, 1) and β i 2 = 1 in this case. Proof of lemma 4.1. In the following, we will assume that i = 0, 1. Let us first see that the interval in (121) is nonempty. We must have 
Inequality (126) is equivalent to the following one (recall that a > 0):
where F was defined in (23 
Clearly β i 1 < 0 and β i 2 > 0. This proves that for β ∈ 0, β i 2 we have (126). In order to simplify the expressions that follow in this proof, let us introduce the notation
Note that using the hypothesis that x i ∈ we have that
Let us now verify (123). Using (32) we can compute for x ∈ the first derivatives
and the second derivatives which are well defined thanks to (131),
The reader can easily verify that the last two derivatives (136) and (137) are of course equal, but it is convenient to write them in this form in order to have the following expression for the second derivative matrix or Hessian matrix:
with
Let us first see that
where m is given in (22) . First it is clear that
Using now (139) and making the computations we get
Using this equality and (138) in (141) we deduce that
There are at least two ways for finding a lower bound of expression (142). Indeed, taking into account that
these bounds are respectively
Taking the best of the two lower bounds and using the definition of the positive constant m given in (22) we obtain (140).
On the other hand, we have
In order to verify (123), taking into account (140) and (146), it is sufficient to have the following: (132) and (133), we obtain
thus, from (142) we easily obtain
where we have used that a 2 + b 2 = 1. Taking into account (143), (144), (146), (147) and (150), in order to prove inequality (124) it suffices to show that for x ∈ and t ∈ R we have 3λ
By adding and subtracting 2βφ i e 4ρφ ⊥ i and after introducing the auxiliary function
we can rewrite the previous condition as
Note that and using that x i ∈ R 2 \ , we would have that there exists a constant C such that ; thus
that is
so we obtain
In conclusion, if β ∈ 0, β i 2 and x i ∈ , the coefficients c 1 (x) and c 2 (x)φ i (x) in (151) are respectively uniformly bounded and uniformly positive for x ∈ ; therefore, it is sufficient to take λ λ i with λ i = λ i (a, b, , x i ) large enough in order to obtain (151) and consequently the desired condition (124). This ends the proof of this lemma.
Inverse problem for linearized systems
In this section, we will prove theorem 2.3. We will follow the ideas already used in [12, 13, 22] . We recall that the global Carleman estimate (38) will be crucial in our proof. We will also need a regularity result for the solution to the wave equation with homogeneous Dirichlet boundary conditions. More precisely, let us consider the system
We have the following result.
The existence and uniqueness of the finite energy solution for (158) is a classical well-known result, whose proof can be found for instance in [5] . The regularity result for the normal derivative of this solution is known as a result of 'hidden regularity' (see, for example, [18] ). It is clear that the result of this lemma continues being true if q = q(x) with q ∈ L ∞ ( ).
Proof of theorem 2.3. In order to obtain the estimate (27), we will proceed in four steps. In the first step, we write a system similar to (4) for ψ = ∂ t y, where f is as an initial condition. In order to apply the global Carleman estimate (38), we extend the solution ∂ t y of the obtained system for (x, t) ∈ × (−T , T ). In the second step, we introduce a cut-off function which vanishes in t = −T and t = T and we perform a suitable change of variables and we will see that equality (180) holds. In the third step, we will estimate the right-hand side of (180) getting (181). Finally, in the last step, we conclude the proof of this theorem. In all the proof, we will fix λ = λ, where λ = λ(a, b, , x 0 , x 1 ) is the constant of theorem 3.1.
Step 1. Let q ∈ U M , where U M is given in (1). Let us set ψ = ∂ t y. Then, we have
Note that from the hypothesis of theorem 2.
. Then, using lemma 5.1 we deduce that there exists only one solution ψ of (160) such that
. Therefore, from the first equation of (4) we can write that
. Thus using again the result of lemma 5.1 we obtain that the solution y of (4) is such that
Let us extend the functions ∂ t R and ψ on × (−T , 0) as even functions by setting ∂ t R(x, t) = −∂ t R(x, −t) and ψ(x, t) = −ψ(x, −t) for all (x, t) ∈ × (−T , 0). We denote the extensions by the same symbols. It is clear that
Moreover, using lemma 5.1, we deduce that there exists a positive constant
Consequently, we have
with C = C( , T , M) a positive constant.
Step 2. In this step, we will introduce a suitable cut-off function in order to apply the Carleman estimate (38). We will also choose a sufficiently large time T which appears in theorem 2.1 in order to have ϕ i (x, ±T ) < ϕ i (x, 0), i = 0, 1, uniformly for all x ∈ whenever T > T .
To this end, we will use the argument from [14] . Let us recall that the weight functions which appear in (38) are of the form (33), that is to say
where β ∈ (0, β 2 ) with β 2 given by
where F min was defined in (24) . Here we have used (129) 
First note that for all x ∈ and i = 0, 1 we have
Let us now take T > T , where T is given by (26). Then we can choose a sufficiently small ε > 0 such that
where β = αβ 2 with β 2 given by (168). Therefore, we can write 
where we have used (169) and that |ρ|δθ = ρ max θ 
Therefore, we can choose δ(ε) > 0 such that
Let us introduce a cut-off function 
Making the integration by parts and using (177) and (178), we can write that
Thus, from (179) we obtain
Recall that our goal is to estimate f L 2 ( ) as appears in (27). Thanks to the last identity, we will be able to do this by getting a suitable estimate on the right-hand side of (180).
Step 3 
It is not difficult to see that
, w = 0 on and satisfies
Thanks to (175), we have 
Taking into account (186) and (189) we deduce that
where 
The last inequality is exactly the estimate (181).
Step 4. We will conclude the proof of theorem 2. (174) and (164) 
C e 2s exp(λ(c−ε)) f (·)R(·, 0) 2
where C is a positive constant depending on , T and M. Let us now consider the first term on the right-hand side of (181). Since R ∈ H 1 (−T , T ; L ∞ ( )) and |R(x, 0)| α 0 > 0, then we define g 0 ∈ L 2 (−T , T ) by 
where Thanks to Lebesgue's theorem we deduce that for s sufficiently large (25) .
