We consider the extent to which long-horizon survey forecasts of consumption, investment and output growth are consistent with theory-based steady-state values, and whether imposing these restrictions on long-horizon forecasts will enhance their accuracy. The restrictions we impose are consistent with a two-sector model in which the variables grow at di¤erent rates in steady state. The restrictions are imposed by exponential-tilting of simple auxiliary forecast densities. We show that imposing the consumption-output restriction yields modest improvements in the long-horizon output growth forecasts, and larger improvements in the forecasts of the cointegrating combination of consumption and output: the transformation of the data on which accuracy is assessed plays an important role.
Introduction
We are interested in how forecasters forecast: whether survey expectations are informed by equilibrium conditions. Forecasters may not produce 'optimal' forecast paths of the future values of economic variables, 1 but nevertheless consider the possibility that their long-horizon forecasts are informed by, and consistent with, the postulates of broad classes of economic theory, such as the existence of the balanced growth paths (of the Solow-Ramsey model) and the 'great ratios' of Kosobud and Klein (1961) , or two-sector models (such as, e.g., Whelan (2003) ) which predict that the key NIPA aggregates grow at di¤erent (constant) rates in the long run. Hence our focus is on whether professional forecasters are guided by equilibrium relationships when they forecast. Equilibrium relationships have played a prominent role in terms of the econometric modelling of dynamic relationships, especially following the coupling of error-correction and cointegration, 2 and underpin DSGE modelling (see, e.g., Del Negro and Schorfheide (2013) for a recent review).
Our initial focus is on the so-called 'great ratios', as analyzed by King, Plosser, Stock and Watson (1991) . They establish that the (natural) logs of the ratios of consumption to output, and of investment to output, constitute cointegrating combinations of these US macroeconomic variables in the post WWII period up to the end of their sample (1990) . However, as argued by Whelan (2003) , the one-sector balanced growth path model that implies the great ratios are stationary provides a poor …t to the US experience over the last quarter of a century, and the equilibrium relationships are amended accordingly.
Our proposal is to make use of the literature on imposing moment restrictions on models' forecast densities to impose restrictions on survey forecasts. The application of moment restrictions to survey forecasts is a novel feature of this paper. The existing literature takes a model forecast density, say, f t (x t+h ), and seeks a new density, in the class of densities which satisfy 1 The in ‡uential study by Keane and Runkle (1990) fails to reject the Rational Expectations Hypothesis (REH), but there is overwhelming evidence against the REH (see, e.g., the studies listed by Branch (2004, p. 592) ). As a consequence, there has been much interest in the notion of 'bounded rationality', which makes less stringent informational and computational requirements of agents: given costs of information acquisition and processing, it may be rational not to be a rational-expectations forecaster (see Evans and Ramey (1992) , Sargent (1993) , inter alia, for early contributions, Evans and Honkapohja (2001) , and Hommes (2006) for a recent survey). 2 The …rst paper to bring 'error-correction' to the economics literature was Sargan (1964) , with Davidson, Hendry, Srba and Yeo (1978) being especially in ‡uential, whilst Engle and Granger (1987) is a key paper on cointegration.
the moment restrictions, which is closest to the original in an information-theoretic sense. That is, a density which minimizes the relative entropy between the new and original distributions.
The methods were proposed as a means of incorporating restrictions on the forecasts of models without the need to impose such restrictions directly on the model itself. 3 Once we consider survey forecasts there is no option but to impose the required restrictions directly on the survey forecasts, given that the model used to generate the expectations is unknown. Nevertheless, as we describe in section 4, the imposition of moment restrictions on survey forecasts will require that we (as the econometrician) model the dependencies between the forecasts in order to impose the restrictions on the point forecasts. That is, in the absence of a model that generates the forecast density, we will need to estimate an auxiliary forecast density based on past survey forecast errors. These densities are not of interest in themselves, but are instrumental in generating the tilted point forecasts. Thus we subsequently consider the tilted point forecasts and the reported point forecasts (rather than the tilted and un-tilted densities. 4 ) Why might one wish to impose restrictions on survey forecasts, rather than imposing restrictions on model forecasts (as in e.g., Smets, Warne and Wouters (2014) )? Relative to models, surveys potentially use vast amounts of information, including the e¤ects of one-o¤ events and idiosyncratic factors, all of which are tempered by the survey respondent's judgement and expertise. 5 As an example of the perceived quality of survey forecasts, Wright (2013) suggests shrinking the unconditional means of the series in a VAR to survey long-horizon forecasts. We ask instead whether the long-horizon forecasts are themselves amenable to improvement by the imposition of economically-meaningful restrictions. In so doing we consider the extent to which 3 For example, Robertson, Tallman and Whiteman (2005) use these procedures to produce forecasts -which embody theoretically coherent structural restrictions -from macroeconometric models. Altavilla, Giacomini and Ragusa (2014) use the technique to 'anchor'short-end model estimates of the yield curve to survey expectations, and Giacomini and Ragusa (2014) o¤er an application whereby Euler equation restrictions are imposed on Bayesian vector autoregressions. 4 A number of studies that impose moment restrictions on model forecasts evaluate the tilted density forecasts as well as the point predictions. For example, Giacomini and Ragusa (2014) derive the result that the sense in which imposing true (in population) moment conditions will improve out-of-sample forecasting is in terms of providing weakly more accurate density forecasts when accuracy is measured by the logarithmic scoring rule.
5 For example Zarnowitz and Braun (1993, p. 23) report that participants 'use a variety of procedures to predict the major expenditure components of GNP, combine these predictions in nominal and real terms, and check and adjust the resulting forecasts for consistency with logic, theory, and the currently available information'. See also Batchelor and Dua (1991) inter alia.
the survey forecasts already embody these restrictions. If they do, then the restricted survey forecasts will of course simply reproduce the survey forecasts.
To anticipate our …ndings: if we look at the forecasts of growth rates, it appears that the professional forecasters do already incorporate the two-sector growth model cointegrating relationships, in that there is no statistical di¤erence in forecast accuracy between the reported forecasts, and the forecasts with the implied restrictions imposed. Moreover, we are unable to reject the null hypotheses that each set of forecasts contains all the useful information in the other set of forecasts. However, it may well be that the cointegrating restrictions have only a relatively small e¤ect on the forecasts of the growth rates, so that their in ‡uence is largely undetectable. When we analyze the accuracy of the forecasts of the cointegrating combinations of the variables themselves, we …nd that imposing the long-run restrictions does have an appreciable e¤ect. There is a statistically signi…cant loss in accuracy from imposing the restrictions for forecasting the investment/output levels combination, with the reverse …nding in terms of the consumption/output levels combination.
The plan of the rest of the paper is as follows. Section 2 describes the imposition of moment restrictions on models'forecasts, and how we adapt this to impose restrictions on long-horizon survey forecasts. Section 3 discusses the nature of the long-run restrictions we may wish to impose, and the appropriate way of evaluating forecasts of non-stationary (integrated) economic time-series variables when interest turns on the role of equilibrium features. Section 4 discusses how the moment restrictions are applied to the US Survey of Professional Forecasters (SPF) median forecasts of real GDP, consumption and investment, and section 5 records the results. Section 6 concludes.
Moment restrictions and model forecasts
Suppose that f t (x t+h ) is a multivariate density, f t (x t+h ) D t+h ; t+h , where x t+h is a vector of N elements. At the forecast origin t, we also have the moment restrictions E t g x t+h e t+h = 0. We assume the existence of a new density h t (x t+h ) which satis…es the moment restrictions:
Z g x t+h e t+h h t (x t+h ) dx t+h = 0;
whereas:
Z g x t+h e t+h f t (x t+h ) dx t+h 6 = 0:
If we let e H t+h = h t :
Z g x t+h e t+h h t (x t+h ) dx t+h = 0 denote the set of densities which satisfy these restrictions, then the optimal h t , h t , which is closest to f t solves the minimization problem:
and takes the form:
where t and t are chosen such that h t 2 e H t+h . 6
A standard case in the literature that permits an analytical solution is when f t () is multivariate normal, and g is a selection matrix that picks out the …rst n 1 variables, say, so g x t+h e t+h = x 1:n 1 ;t+h e 1:n 1 ;t+h , where x 1:n 1 ;t+h = x 1;t+h ; : : : ; x n 1;t+h 0 and e 1:n 1 ;t+h = e 1;t+h ; : : : ; e n 1;t+h . Then the optimal tilted density h is also multivariate normal (see Robertson et al. (2005) 
From the second row of (1) it is apparent that the restrictions on the …rst n 1 variables will also a¤ect the remaining variables unless the two sets of variables are independent, which here requires that 21;t+h = 0.
The economically meaningful long-run restrictions we wish to impose are cross-variable restrictions on the long-horizon forecasts, for example, that the long-horizon forecasts of consumption and income growth are equal. This is an implication of the one-sector balanced growth path model. More generally, we require that the forecasts of the growth rates satisfy the coin-6 See Stutzer (1996) , Kitamura and Stutzer (1997) , Robertson et al. (2005) , Giacomini and Ragusa (2014) and Altavilla et al. (2014) , inter alia. Our brief summary draws on the last of these.
7 Robertson et al. (2005) also present a Gaussian example with variance restrictions as well as mean restrictions.
6 tegrating relations. If is the N by r matrix such that 0 X t I (0) when X t I (1), where X t denotes the levels of the variables, then we require that 0 x t+hjt = 0 for large h. The set of moment restrictions are then that E t g x t+h e t+h = 0 with g x t+h e t+h = 0 x t+h .
We assume a multivariate normal distribution for the vector of growth rates x t+h . Then it is straightforward to show that the optimal tilted density is also multivariate normal, i.e., h t (x t+h ) N t+h ; t+h . The variance-covariance matrix is the same as that of the original density f , and the tilted mean vector is given by:
The derivation of (2) This yields the intuitively reasonable result that t+h is a weighted average of 1;t+h ; 2;t+h where the weights re ‡ect the relative variabilities of x 1;t+h and x 2;t+h such that if, say, 11 22 , then t+h will be closer to 2;t+h than 1;t+h . Equation (2) holds for any N; r (N > r, r > 0) and for non-diagonal t+h .
Rather than imposing restrictions on the h-step forecasts independently, we can also jointly impose restrictions on (say) the h 1 and h-step ahead forecasts. To do so we assume the vector x t+h is now given by x t+h = (x 1;t+h 1; x 2;h+h 1 , x 1;t+h ; x 2;t+h ) 0 (when N = 2) and is again MVN, so that t+h is now of order 4 and includes covariances between the t + h and t + h 1 variables. Equation (2) gives the tilted forecasts, where now t+h = 2;t+h 1 ; 2;t+h 1 , 1;t+h ; 2;t+h ; , and is given by: when the restriction is of long-run proportionality.
The long-run restrictions and Forecast evaluation
Long-run relationships between economic variables impose restrictions on the optimal longhorizon forecasts of the growth rates of those variables (as shown in Appendix B). The balancedgrowth hypothesis implied by one-sector real-business-cycle models suggests that output, investment and consumption all grow at the same rate in steady state, and that the 'great ratios'are approximately constant over time (as in Kosobud and Klein (1961) , for example). King et al. (1991) cast this in terms of the three variables being driven by a single common stochastic trend, and the (logs of) the consumption -output and investment -output ratios being integrated of order zero, I (0) (in the sense of Engle and Granger (1987) ). King et al. (1991) found that the cointegration relationships implied by the great ratios held in the postwar US for their sample which ended in 1988. We …nd there is less empirical support for the great ratios hypothesis when the sample is extended to the present day, as noted by Whelan (2003) . This latter period spans the period over which we assess the value of imposing long-run restrictions on survey forecasts. Figures 1 and 2 plot the natural logarithms of output, consumption and investment (de…ned in detail in section 4) and of the logs of the great ratios, i.e., the log of consumption minus the log of output, and the log of investment less the log of output. From Figure 1 the positive trend growth in all three series is apparent, as is the greater variability of investment relative to consumption, but …gure 2 suggests there is less evidence that the log-ratios are I (0)
when the 1990's and 2000's are added (compared to King et al. (1991, Figure 1, p.825) ). There is a prolonged boom in investment during the 1990's only ending with the Financial Crisis, such that mean-reversion would appear to be weaker than during the earlier period. Figure 3 Finally, we adopt a data-based approach to the determination of the appropriate restrictions.
At each forecast origin, we estimate the long-run relations using past data (observations and data-vintage) available at that time. This is fully discussed in section 5.4.
Finally, Clements and Hendry (1995) establish that the value of modelling long-run relationships will be most clearly evident in the forecasts of the cointegrating combinations of the variables, rather than in improved accuracy of the forecasts of their growth rates (see Appendix C for the key results). So if the survey forecasters do have equilibrium relationships in mind, the value of these may not be apparent if we calculate MSEs for the forecasts of the growth rates, as is standard practice. Hence a key focus will be on the reported and tilted forecasts of the cointegrating combinations of the levels of the variables.
Empirical analysis of the e¤ects of imposing long-run restrictions on survey forecasts
We use the US Survey of Professional Forecasters (SPF). The SPF is a quarterly survey of macroeconomic forecasters of the US economy that began in 1968, administered by the American Statistical Association (ASA) and the National Bureau of Economic Research (NBER).
Since June 1990 it has been run by the Philadelphia Fed, renamed as the Survey of Professional Forecasters (SPF). 8 We use the median point predictions of output, consumption and investment from the 1981:3 surveys onwards (see table 1 ). Following King et al. (1991) we use 'private' GNP (GDP) as the measure of output: this is GDP less the total government spending on consumption and investment. Forecasts are provided for the median forecasts of the levels and growth rates of these variables for the current survey quarter, and for the next four quarters, so that the longest horizon forecast is of the same quarter a year ahead. 9
Our approach of applying long-run restrictions requires that the year ahead forecasts (effectively a …ve-quarter ahead forecast, as there is typically little information available on the current survey quarter) can be regarded as a reasonable approximation to long-horizon forecasts. We cannot show this is the case, but there is evidence to suggest it may be a reasonable assumption. Firstly, table 2 records the means and standard deviations for forecasts of the current quarter to the year ahead horizon. These statistics are calculated for all the surveys in our The estimates show that the average forecasts are virtually unchanged between the two longest horizons, h = 3 and 4, for all three variables. By way of contrast, the average longer horizon forecasts are very di¤erent from the average current quarter forecasts for output growth and investment. This suggests that by h = 3, 4 the in ‡uence of developments underway at the time the forecasts were made are having a minimal in ‡uence on the forecasts, as would be expected of 'long-horizon' forecasts. In addition, the standard deviations of the h = 4 forecasts are generally around a third of the values for the current quarters. Further, the mean long-horizon forecasts are broadly the same if we exclude the turbulent end years of the sample, whereas the short horizon forecasts are not (e.g., the average current-quarter investment forecast falls from 1% to 3 4 % when the Crisis period is included), reinforcing the point that by h = 4 the forecasts are largely insensitive to forecast origin events.
Secondly, since 2009:Q2 the SPF has invited respondents to give their forecasts of the annual level of output for 2 and 3 years in the future, relative to the survey quarter. 10 So for a …rst quarter of the year forecast, these forecasts are e¤ectively 12 and 16 quarters ahead, respectively, but the horizon is shorter for surveys later in the year. We use these forecasts as an additional check as to whether the h = 4 forecasts can be regarded as 'long-horizon', notwithstanding the relatively short sample of forecasts, 2009:Q2 to 2013:4, and that such forecasts are only available for output. The mean of the forecasts of the annual percentage growth rate 3-years ahead was 3:04 with a standard deviation of 0:28. We annualized the h = 4 forecasts for comparability, and over the restricted sample period found a mean forecast of 2:86 and a standard deviation of 0:21. This was taken as evidence that the h = 4 forecasts were not very di¤erent from the 3-year ahead forecasts, and that it might be reasonable to suppose that h = 4 forecasts are a reasonable proxy for long-horizon forecasts. 11
The SPF median forecasts of the growth rates of consumption, investment and output are depicted in …gures 4 and 5. We present crossplots of the consumption and output forecast data, and of the investment and output forecast data, respectively, for the period 1981Q3 to 2013Q4, presenting the forecasts separately by forecast horizon. The forecast growth rates are clearly positively correlated at all horizons for consumption and output (…gure 4) and investment and output (…gure 5) as expected. It does not appear that the dispersion of the scatter diminishes markedly as the horizon increases, as would be anticipated if the quarterly growth rates were tied together more closely at h = 4, say. Further, from …gure 5 it is apparent that the …tted least-squares line is ‡atter than the 45-degree line for each h, indicating that forecast changes in investment on average exceed the corresponding forecasts of growth rates over the last two decades. That this is true of the h = 4 proxy long-horizon forecasts suggests professional forecasters expectations are more in tune with the predictions of the two-sector model (unequal steady-state growth paths) than the one-sector model balanced growth paths. The switch from a '…xed-base-year'to chain-weighted estimates of real GDP and its components in the 1990's may potentially have an impact on our analysis, as with chain-weighting it is no longer true that the GDP components necessarily sum to GDP, or to intermediate subaggregates. Hence one might take issue over the calculation of private GDP, and the summing of the two investment components, because strictly-speaking these components are not summable.
However, it seems likely that any resulting distortions will be of secondary importance.
The approach outlined in section 2 requires multivariate forecast densities. These are not provided by the SPF: instead we have point forecasts of the three variables of interest as described above. 12 Our approach is to construct 'auxiliary' multivariate normal densities at each survey quarter, using the past forecast errors up to that point to estimate the MVN variance-covariance matrix. The mean forecast is assumed to be the vector of point predictions for that survey. The estimated densities allow the survey point predictions to be adjusted to satisfy the long-run moment restrictions. We make the smallest possible adjustments to the actual forecasts where 'smallest' is de…ned in relation to the estimated MVNs. Although we do not have to assume normality, given the limited information at our disposal it seems a reasonable working assumption.
As an illustration, consider the 1990Q3 survey. We take this as our …rst forecast origin for imposing restrictions -forecasts from prior surveys are used to estimate b t+h , as follows. For the h = 4 quarter ahead predictive density, we calculate the variance-covariance matrix using the 4-quarter ahead forecast errors associated with the forecasts from the 1981Q3 survey onwards.
As we use real-time actuals available two quarters after the reference quarter, the most recent forecast we use is from the 1989Q1 survey. This is a forecast of 1990Q1, evaluated using the 1990Q3 vintage estimate of the actual value for 1990Q1. We estimate the covariance matrix using the usual autocorrelation-consistent estimator to account for the overlapping nature of the forecasts. We can calculate a MVN density for each h (to allow restrictions to be imposed for each h), but expect the long-run restrictions to be relevant at the longer horizons, and this is borne out by our results.
We then construct the 1990Q4 survey forecast density in a similar way, but we now have additional past survey forecast errors (speci…cally, for h = 4, the 1989Q2 survey forecast error of 1990Q2, based on the 1990Q4-vintage estimate of 1990Q2). We continue in this fashion up to the 2012Q2 survey. More recent surveys are available, but we stop with this survey so that the h = 4 forecasts of this survey (of 2013Q2) can be evaluated using 2013Q4 actuals (the latest vintage available at the time of writing).
As well as assessing whether long-horizon growth rates can be improved by imposing longrun restrictions, section 3 indicates we ought also consider forecasts of the cointegrating combinations of the (log) levels. The SPF provides median forecasts of the levels, so it is a simple task to construct the MSE of the forecasts of linear combinations of these. To calculate the tilted forecasts, we use the tilted growth rate forecasts as follows. Let X t+hjt denote a log-level forecast from the SPF (where the forecast origin is t), then the exponentially-tilted log-level forecast is calculated as X t+hjt = X t+h 1jt + t+h , that is, by adding the tilted (di¤erence of the log) growth rate forecast of t + h to the survey level forecast of t + h 1.
Consider the forecasts of 0 (C t+h Y t+h ) 0 , where C t+h and Y t+h are the actual values of consumption and output, and 0 = (1; 2 ), say. Then the tilted forecasts of the log levels of consumption and output at horizon h, C t+hjt and Y t+hjt , are given by C t+hjt = C t+h 1jt + c;t+h and Y t+hjt = Y t+h 1jt + y;t+h , where c;t+h and y;t+h are the tilted growth rate forecasts (satisfying 0 c;t+h ; y;t+h 0 = 0). The h-step forecast error of the combination of the loglevels using the tilted forecasts is denoted by e t+h; , and is given by:
13 If we were to evaluate the -combination of the growth rates, then e t+h; = imply long-run proportionality, i.e., 0 = (1; 1), the forecast error in predicting the long-run combination of the growth rates is simply the di¤erence between the consumption and output growth rates.
We can calculate the tilted log-level forecasts by cumulating a number of tilted growth rate forecasts. For example, X t+h = X t+h 2 + t+h + t+h 1 is the log-level forecast of t + h based on the reported forecast of t + h 2 and the two quarterly growth rates for the intervening periods (constructed to satisfy the moment restrictions).
In section 5.5 we investigate cumulating restricted growth rate forecasts in this way, as well as jointly estimating t+h ; t+h 1 as opposed to estimating them independently. Our baseline results (section 5.2) neither cumulate growth rates nor jointly impose restrictions across forecast horizons.
Care is required when we evaluate the forecasts of the levels (or of the cointegrating combination of the levels) using real-time data. When the series are re-based the levels of the variables are shifted. This generally has little e¤ect on the growth rates of the series and is usually ignored, but the same is not true when forecasts of the levels of the series are evaluated. 13 Consider for example the forecasts of the levels of consumption (say) from the 1990Q3 90:2 by the two-quarter growth rate in the 1991:2 data vintage, and so on. We do this for all the 'actual values' for each survey quarter irrespective of whether re-basings take place or not. 14 The di¤erences between the purged-actuals and the actual-actuals are small in the absence of level shifts. 15 
Results
The two key questions are i) whether the long-horizon expectations of the survey forecasters taken together satisfy theory-based restrictions; and ii) if not, whether the imposition of such restrictions on the survey forecasts improves their accuracy.
5.1 Do the reported median forecasts satisfy the two-sector model moment restrictions? Table 3 reports the mean changes in the reported and tilted forecasts for the h = 4 horizon, when the tilting is based on imposing the two-sector model restriction. (The forecasts are multiplied by 100 for ease of interpretability). Imposing the consumption-output long-run restriction has virtually no e¤ect on the forecasts of consumption growth, but alters the forecasts of quarterly output growth by 0.14 percentage points for the forecasts made in response to the surveys 1990:Q3 to 2012:Q2 inclusive. Imposing the investment-output restriction has a more marked e¤ect on the reported forecasts, and in this case the brunt of the adjustment is borne by investment, because of the greater uncertainty surrounding the investment forecasts.
The average (absolute) change in investment is 0:41 percentage points, and that for output is 0:10 percentage points. The table also indicates a greater average change in the combination of investment and output from imposing the restrictions (compared to the change in the consumption-output combination). 95:4 , and we calculate values for the 1996Q1 survey by applying growth rates as above to the survey median forecast of the previous quarter.
1 5 We adjust the non-logged levels of the actual data (as described in the text). We then calculate the di¤erences of the logs of the adjusted data, and the combinations of the log levels, to use as actual values for forecast evaluation. Table 3 establishes that imposing both long-run restrictions alters the forecasts of the growth rates and the linear combinations by relatively large amounts in the case of investment, and to a lesser degree for the consumption-output restriction. The next step is to assess the impact on forecast accuracy. Table 4 presents the MSEs for the SPF forecasts of the growth rates for the current (survey quarter) and next 4 quarters, for all forecast origins, and also excluding the recent turbulent period. The current-quarter MSEs for consumption and output growth are similar, while investment growth is more di¢ cult to forecast at longer horizons. The MSEs for investment are an order of magnitude larger, re ‡ecting the more volatile movements in this variable, especially during the Crisis period. Table 5 shows the results of imposing long-run restrictions in terms of the accuracy of forecasting growth rates and linear combinations of the levels. Panel A records the results of treating consumption and output as a bivariate system, and investment and output as a separate bivariate system. Hence in terms of equation (2), t+h is the 2 by 2 covariance matrix calculated from earlier survey forecast errors, and 0 = (1; 2 ). There are two entries for output, Output c and Output i , denoting whether the tilted survey output growth forecasts are obtained from the consumption-output ( 2 = 0:95), or the investment-output ( 2 = 1:35) system. In panel B we report the results for the three-variable system, whence t+h is a 3 by 3 covariance matrix and: 
Forecast accuracy and the two-sector model moment restrictions
(when the variables are ordered as consumption, investment and output). In both panels A and B the MSEs of the tilted forecasts are presented as ratios of the MSEs of the survey forecasts.
We report results for h = 3 and h = 4, as the restrictions are only relevant for the longer-horizon forecasts. We again show the e¤ect of excluding the more recent forecasts. Considering the whole period, we …nd that imposing the consumption-output long-run restriction has no e¤ect on the accuracy of the consumption growth forecasts (unsurprisingly, given that these barely change: see table 3) and that the changes to the output growth forecasts result in modest improvements in accuracy of 2%. These latter gains vanish if we exclude the more turbulent years. Imposing the long-run investment-output restriction worsens the forecasts of investment and output, by around 5% and 3%, respectively (all forecasts, h = 4). Simultaneously restricting all three growth rates (with de…ned as in (3)) does not improve on the reported forecasts.
That long-run restrictions might be less likely to be e¤ective when forecasts are evaluated in growth rates is consistent with the analysis referred to in section 3.
Panel C of table 5 presents the results for forecasting the linear combinations of (the log levels of) the variables. 16 The tilted forecasts of the (log) consumption/output combination are 6% more accurate than the same combination of the reported forecasts at h = 4, irrespective of whether the model recent years are included, but the investment-output restriction worsens the accuracy with which the investment-output combination is forecast. 17 Many of the di¤erences in table 5 between the accuracy of the reported forecasts and the tilted forecasts are small. We consider two related questions: i ) whether the di¤erences in forecast accuracy between the reported and tilted forecasts are statistically signi…cant, and ii ) whether one set of forecasts contains information not contained in the other. For example, we might be unable to reject the null that the two sets of forecasts are equally accurate, but nevertheless …nd that one forecast fails to encompass another, i.e., that one forecast contains useful information (in terms of more accurately predicting the target) not contained in the other. As a test for equal forecast accuracy, we use an adjusted version of the DM test of Diebold and Mariano (1995) , and we follow Harvey, Leybourne and Newbold (1998) and West (2001) in considering tests of forecast encompassing which are also based on the Diebold and Mariano (1995) (DM)-type approach. (Clark and McCracken (2011) and Clements and Harvey (2009) provide recent reviews of testing for predictive ability and forecast encompassing).
The test of forecast encompassing is due to Fair and Shiller (1990) (see also Chong and 1 6 Similar results were obtained if we evaluated accuracy in terms of forecasts of the linear combinations of the growth rates rather than the levels. and the last term will vanish whether c;t+h ; y;t+h is estimated using a two or three variable system. Hendry (1986)), and is whether 2 = 0 in:
where f 1t and f 2t are the two sets of forecasts (here the reported and tilted forecasts), and the alternative is usually one-sided, 2 > 0. That is, we test whether excluding f 2t from the combination of forecasts does not result in a statistically signi…cant increase in expected squared-error loss (say), against the alternative that a combination of the two forecasts with a positive weight on f 2t results in a more accurate forecast. Extending Harvey et al. (1998) , Clements and Harvey (2010) note that the population parameter 2 in (4) is identical to 2 in:
where 1t and 2t are the errors from the regression of y t and f 2t , respectively, on a constant and f 1t . Hence the null of 2 = 0 therefore holds when E( 1t 2t ) = 0. They suggest using a DM approach based on d t =^ 1t^ 2t , where^ 1t and^ 2t denote the corresponding regression residuals, and where:
and the modi…ed DM test with improved small-sample performance is:
The MDM test is compared to a Student t distribution with n 1 degrees of freedom.
The test for equal accuracy uses MDM but with
2 , where the test is now two-sided.
These tests are applied to the forecasts reported in panels A and C of table 5. We considered only the h = 4 forecasts, and set h = 4 in (5) to account for the overlapping nature of the forecasts, 18 and calculated statistics for the whole period (1990:Q3 to 2012:Q2).
For the comparisons of growth rates in panel A, there were no signi…cant di¤erences in forecast accuracy at conventional levels, or rejections of the null of forecast encompassing, in either direction. The former …nding is unsurprising give the small di¤erences in MSE in panel A. The latter indicates that in addition neither set of forecasts contains useful information not available in the other. These outcomes are not reported.
However, the gain to the tilted forecasts of the consumption/output ratio was statistically signi…cant at the 10% level in a two-sided test (MDM test statistic of 1.68, where 'f 1 ' and 'f 2 ' refer to the reported and tilted forecasts, respectively, with two sided critical values of 1:66 at the 10% level). The forecast encompassing test of the reported (f 1 ) encompassing the tilted (f 2 ) was rejected at the 15% level, but there was no evidence against the null when the test was run in the reverse direction. For the investment-output ratio, the tilted forecasts were statistically less accurate (MDM statistic of 1:86). Moreover, there was no evidence against the null that the reported encompassed the tilted (and the hypothesis that the tilted encompassed the reported was rejected at the 5% level). From the …rst panel it is apparent that the accuracy of the tilted and reported consumption growth forecasts is virtually the same throughout the period, whereas the tilted output growth forecasts are superior except for a period in the run-up to the recession. In the second panel for the investment-output system there is also a tendency for the tilted investment and output forecasts to worsen in the lead up to the crisis, and thereafter they remain less accurate than the reported forecasts. 
Stability of forecast performance over time

Estimating the long-run relationships
We investigate whether our results are sensitive to allowing the long-run restrictions to change over time. At each forecast origin we estimate the cointegrating relations using the vectorautoregression maximum likelihood estimator of Johansen (1988) . This allows for the possibility that the global values assumed in section 5.2 may not hold over the whole forecast period.
Because we wish to estimate two distinct cointegrating relationships, the Johansen approach is ideal. We allow two lags in di¤erences (i.e., a third-order VAR in the levels of the variables), and include an unrestricted constant term (see e.g. Johansen (1995) ). We estimate bivariate systems for consumption and output, and for investment and output, separately, and a joint system for the three variables. We assume that there is one cointegrating vector for the two bivariate systems, and two for the last model, as the analysis in this paper is predicated on the existence of long-run relationships. For each survey, we estimate the cointegrated VAR using a window of 25 years of data from the vintage of data available at that point in time. Figure 8 records the estimates of c and i in the cointegrating vectors normalized as: Nevertheless, to check the robustness of the results based on imposing (1 : 0:95) and
(1 : 1:35), we tilted the forecasts of the growth rates using the estimates of the long-run relations obtained at each survey origin. We found that the tilted forecasts based on the estimated long-run relationships were no more accurate than assuming constant growth rates over the whole period, and are not reported to save space.
Further robustness checks
We experimented with jointly tilting the h = 3 and h = 4 forecasts (as discussed at the end of section 2) in bivariate systems using the two-sector model restrictions. Doing so had only small e¤ects on the growth rate forecasts and little appreciable e¤ect on their accuracy, and the results are not reported.
In principle, one might wish to impose cumulative restrictions, for example, that both the h-step and h 1-step ahead growth rate forecasts satisfy the long-run restrictions (and not just the h-step forecasts). The last s forecasts could be restricted by calculating the tilted h-step ahead (log) level forecasts as:
and the could be estimated separately for each horizon, or jointly. We did not pursue this approach here because of the nature of the forecast data, namely, only the longest horizon forecasts can be regarded as long-horizon forecasts.
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Conclusions
Median survey forecasts aggregate vast amounts of information and re ‡ect judgement about the e¤ects of events currently in train and those which are expected to impact on the economy in the future. Hence it is perhaps unsurprising that survey expectations can lead to marked improvements in models'short-term predictions, as found by e.g., Clements (2015) . In this paper we consider whether long-run restrictions relating to steady-state growth rates can usefully be applied to long-horizon survey forecasts.
Our interest is in better understanding how macroeconomic forecasters forecast, and in particular, whether their forecasts are informed by the belief that key economic variables satisfy steady-state growth paths. Imposing the consumption-output restriction in an optimal fashion a¤ects the long-horizon forecasts of consumption and output, with the vast majority of the adjustment falling on output. We …nd the reverse is the case for the investment-output restriction: the brunt of the adjustment is borne by investment (with a mean absolute change of almost half a percentage point each period in the forecast growth rate). The answer to the question of whether these restrictions improve forecast accuracy is more equivocal. Imposing the consumption-output restrictions generates small improvements in MSE of 2 percent, and the long-run steady state combination of consumption and output is forecast more accurately, but there is no bene…t to imposing the investment-output restriction. That there may be more discriminatory power from evaluating rival forecasts in terms of the cointegrating combinations of the levels was a point …rst made by Clements and Hendry (1995) .
As well as suggesting a clear dichotomy between imposing long-run restrictions based on the relationship between consumption and output and that between investment and output, it is also clear that the relative value of tilting varies over time, and we document this in the paper. The value of imposing the investment-output restrictions may be tempered by the ratio of the steady-state growth rates of investment and output drifting over time, as suggested by the changing estimates of the cointegrating combination.
There are a number of avenues that might be worth pursuing. In terms of imposing restrictions on long-horizon survey forecasts, a possible drawback of the US SPF remains that a one-year ahead forecast might not be an adequate proxy of a long-horizon forecast, even though the evidence presented in section 4 is broadly supportive. If suitable surveys were available, it 22 would be interesting to carry out a similar analysis. Secondly, we have considered the median forecasts, whereas in principle the long-run restrictions could be applied to each individual's forecasts. This would be complicated by the average individual providing only a relatively small number of forecasts given the requirement of calculating the covariance matrices of forecast errors, but a work-around may be possible. Finally, restrictions other than long-run restrictions might be imposed. For example, Devereux, Smith and Yetman (2012) and Smith and Yetman (2013) investigate whether implications of dynamic consumption theory hold in survey data, but do not consider whether the imposition of such restrictions might improve the accuracy of the survey forecasts. 1950 1955 1960 1965 1970 1975 1980 1985 1990 1995 -y 1950 1955 1960 1965 1970 1975 1980 1985 1990 1995 1955 1960 1965 1970 1975 1980 1985 1990 1995 The bottom panel reports the trace statistic for the null that the number of cointegrating vectors is less than or equal to 1, with the 10% (asymptotic) critical of 13.31 shown (taken from Johansen, 1995, Table 15.3) . In all cases two lagged di¤erences of the variables are included, as well as (an unrestricted) constant. The SPF data were taken from the median levels database, downloaded from the Philadelphia Fed website (http://www.phil.frb.org/econ/spf/) on the 10th December 2013. We used the consumption series RCONSUM, for the investment series we used RNRESIN + RRESINV, and for output we used 'private'GDP de…ned as RGDP -RFEDGOV -RSLGOV. The real-time data were downloaded from http://www.philadelphiafed.org/research-anddata/real-time-center/real-time-data/ on the 10th December 2013. The series were constructed as: consumption, RCON; investment, RINVBF + RINVRESID; and output as ROUTPUT -RG. The data consist of vintages from 1965Q4 to 2013Q4, inclusive, and generally include observations for the periods from 1947Q1 up to one observation before the vintage date. (An exception is that the 1996Q1 vintage observation for 1995Q4 is a missing value for all the national accounts series). We use the quarterly vintages of quarterly data (these have the su¢ x 'QvQd'on the website, e.g., 'ROUTPUT.QvQd'). The table reports the average absolute di¤erence between the reported and tilted h = 4 forecasts. (All the forecasts/changes are multiplied by 100). Output 1 indicates the tilted output growth forecasts were obtained from a bivariate system consisting of consumption and output, and output 2 denotes the investment-output system. The forecasts are of one hundred times the di¤erences of the logs. (7) where the second line sets f t (y t+h ) N t+h ; t+h and g y t+h e t+h = 0 y t+h . We write the exponent as: 
Substituting in (7) gives:
From (8) Although not necessary to calculate , we can solve for t by setting C (where the second line substitutes for t from (9)).
Appendix B
We establish that long-run relationships, in the form of cointegrating combinations of integrated variables, imply that long-horizon forecasts of growth rates satisfy certain restrictions.
Suppose we have an n 1 vector of time-series variables, then using a …rst-order dynamic linear system for convenience:
where v t IN [0; ] for t = 1; 2; : : : ; T . is an n n matrix of coe¢ cients. In vector equilibrium-correction form we have:
where = I n = 0 and and are n r of rank r < n when x t I(1) and the cointegrating rank is r. 19 We can also write:
where z 0 t = (z a;t : Z b;t ) = (x 0 t : x 0 b;t ), with normalized such that its …rst r rows are the identity matrix, i.e., = (I r : ? is full rank, where is the mean-lag matrix (here, simply ), and ? and ? are full column rank n (n r) matrices such that The system in (12) determines both the conditional and unconditional means and variances of all the I (0) variables. For 6 = 0, the long-run solution for the system is de…ned by:
Using (14) we can show that the expectation of x t is E [ 
Note ! 0 as h ! 1, ẑ a;T +h ! 0 as h ! 1, and since ẑ a;T +h = 0 b x T +h , we have established that the long-horizon growth rates satisfy the cointegrating combinations.
We have illustrated with the forecasts of growth rates from a correctly-speci…ed system with the reduced-rank restriction imposed. But the forecasts from a VAR in di¤erences, for example, will also satisfy the these restrictions, provided it is otherwise correctly-speci…ed (see below).
Appendix C
We show that MSE accuracy comparisons of forecasts from models with and without cointegrating relationships will only favour the former (at long horizons) when we evaluate forecasts of the cointegrating combination of the levels of the variables (as show by Clements and Hendry (1995) ). This section draws on results in section 7.2.
Let the predictor that omits the cointegrating combinations be denoted by e x T +h . Ignoring lags for simplicity, this predictor is:
so that the variables are forecast to increase at their (population) average growth rates, and so: e x T +h = e x T +h 1 + K = x T + hK :
Hence 0 e x T +h = 0 K = 0, so that the forecasts of the growth rates satisfy the cointegrating relations for all h.
The forecast of the cointegrating combination is then: e z a;T +h = 0 e x T +h = z a;T + h 0 K = z a;T :
Clements and Hendry (1995) show that the unconditional forecast-error variances of the correctlyspeci…ed model, and of the model that omits the long-run information, will be the same as h ! 1 when we evaluate forecasts of the di¤erences / growth rates of the variables, but that the correctly-speci…ed model will be more accurate for z a;t . Some straightforward algebra establishes that the variances of the growth rate forecast errors di¤er by:
h 10 0 which goes to zero in h.
In terms of forecasting z a;t , we can show that the unconditional variance of the correctlyspeci…ed model is smaller by a positive de…nite matrix:
which does not disappear as h gets large. In the bivariate case, is a scalar, and (19) simpli…es to:
indicating that the relative accuracy of the correctly-speci…ed model is increasing in h.
