We address the problem of Bayesian image reconstruction with a prior that captures the notion of a clustered intensity histogram. The problem is formulated in the framework of a joint-MAP (maximum a posteriori) estimation with the prior pdf modeled as a mixture-of-gammas density. This prior pdf has appealing properties, including positivity enforcement. The joint MAP optimization is carried out as an iterative alternating descent wherein a regularized likelihood estimate is followed by a mixture decomposition of the histogram of the current tomographic image estimate. The mixture decomposition step estimates the hyperparameters of the prior pdf. The objective functions associated with the joint MAP estimation are complicated and difficult to optimize, but we show how they may be transformed to allow for much easier optimization while preserving the fixed point of the iterations. We demonstrate the method in the context of medical emission and transmission tomography.
I. Introduction
For many applications, image reconstruction from projections may be posed as a statistical estimation problem in which the object is estimated from noisy observed data. For Bayesian approaches, the data is supplemented by object information in the form of a suitable prior. The reconstruction is usually computed as a MAP (maximum a posteriori) estimate via minimization of a suitable objective function. A common form of prior information is that of spatial smoothness or piecewise spatial smoothness, perhaps supplemented by a positivity constraint. Historically, much effort has been devoted to the design of objective functions and associated algorithms to carry out such smoothness-constrained MAP estimation. In this work, we explore the use of a different type of prior information for the reconstruction problem, in which knowledge about the object appears in the form of its clustered intensity histogram. This kind of prior pdf would be applicable when the object voxels tend to cluster into few intensity ranges, i.e. the intensity histogram comprises a few peaks. For the application of medical transmission tomography considered here, this is an apt model. For example in the chest region, x-ray attenuation coefficients (the quality to be estimated) tend to cluster around values appropriate for lung, soft tissue and bone. For our other application, medical emission tomography (PET and SPECT), the assumption is good in certain body regions. For example in the brain, the radionuclide density (the quantity to be estimated) tends to cluster around values appropriate for grey matter, white matter and ventricles. This model is not limited to medical applications; see [19] for example.
For this kind of information, a convenient form for the prior pdf is one of mixture models.
Unlike smoothing, no voxel neighbor interactions are assumed; instead, the somewhat weaker assumption of intensity clustering is assumed, and the object is assumed to be positive. This leads to certain computational conveniences, including the easy imposition of positivity. In addition, for the joint-MAP estimation strategy discussed below, the problem of estimating hyperparameters becomes more tractable with this form of prior pdf than with a smoothing prior pdf.
In Section II we discuss a joint-MAP framework within which to conveniently couch this problem, and in Section III we discuss details of our mixture-of gammas prior pdf. The joint-MAP strategy together with the form of the objectives associated with the prior pdf's leads to an objective that is difficult to minimize, and in Section IV , we demonstrate the joint-MAP reconstruction in the context a series of transformations of this objective that solves these difficulties while preserving the fixed point of the objective. In Section V we present our medical imaging application to transmission and emission tomographic reconstruction. A discussion of pitfalls, extensions, and related work is presented in Section VI.
II. Joint-MAP Framework
We couch our development of an estimation method in terms of a joint-MAP framework, in which the unknown object along with hyperparameters of the prior pdf are jointly estimated. (For a survey of alternative full Bayesian approaches, see [1] . )
Let the object to be estimated be represented as a vector θ of N lexicographically ordered voxels {θ n ; n = 1, . . . , N }. The object could be a 2-D or 3-D image, for instance, whose voxels are lexicographically ordered into a vector with N elements. In our Bayesian approach, θ is a random vector and θ n a random variable, but notationally, we shall not distinguish between a random quantity and a particular instance of it. The observed, noisy data from which θ is to be estimated, is given by vector g, comprising lexicographically ordered elements {g m ; m = 1, . . . , M }. For realistic problems, M ≈ N . The details of the imaging system are contained in the likelihood function p(g|θ), and in Section V we give detailed expressions for this likelihood for our applications to tomography. (For the tomographic case, the measurement data g will correspond to the sinogram.) For our Bayesian approach, the prior pdf and hyperprior pdf are given by the pdf's p(θ|ψ) and p(ψ), respectively, where ψ is a random vector of hyperparameters. In Section III, we supply detailed expressions for these terms for our particular use of a gamma-mixture prior.
With the above definitions, the term p(θ, ψ|g) is then the joint posterior distribution on the object and hyperparameters.
From Bayes' theorem:
where in (1) we use the fact that the data g depends on θ only. The three terms on the right side of (1) correspond to likelihood, prior pdf, and hyperprior pdf. Our MAP solution is then
Our tactic is to use a joint-MAP alternating ascent procedure, updating, at iteration k, the object estimate θ while holding the most recent estimate of ψ fixed, then updating the parameters ψ given the latest estimate of θ. The development in Sections II, III and IV will bear out our choice of a joint-MAP alternating optimization procedure. With this strategy we can write the general framework of our joint-MAP procedure:
To summarize notation, θ and ψ, the object and hyperparameters, are the random vectors that we seek to estimate. The fixed vector g is the data, and θ k , ψ k are estimates at iteration k of the joint-MAP procedure.
1
By simply taking the negative logarithm of (1), (3) and (4), we can restate the problem in terms of objective functions. Bayes' Theorem (1) becomes
where Φ L , Φ P and Φ HP are objectives corresponding to negative logarithms of the likelihood pdf, prior pdf, and hyperprior pdf, respectively, and the unsubscripted objective Φ corresponds to the posterior. 2 The overall joint-MAP estimation (2) is now expressed as a minimization
1 The iterations in (3) and (4) will converge to a local maximum of (2) provided certain mild assumptions regarding the number of local maxima obtain [2] . These assumptions are satisfied except in pathological cases, and we have not observed any convergence problems in our many trials using (3) and (4). 2 We shall henceforth use th term , "likelihood", "prior", and "hyperprior" to refer to ΦL, ΦP and ΦHP , respectively. The associated pdf's will be referred to as "prior pdf", "likelihood pdf", etc.
and the joint-MAP alternating ascent (3) and (4) now becomes an alternating descent:
In (5)- (8), the arguments of the various objectives use the same conventions as the pdf notation. Thus in (7), the objective Φ P (θ| ψ k−1 ) ≡ − log p(θ| ψ k−1 ) is a function of θ, with
is now a function of ψ with θ k serving as a parameter.
Note that (7) is in itself a penalized-likelihood reconstruction that uses the latest estimate of the hyperparameters in the penalty, while (8) is a parameter fit to the latest estimate of the object. The diagram in Fig. 1 summarizes this interpretation of the joint-MAP alternation. In the remainder of the paper, we will refer to the left and right side stages of Fig. 1 as the "reconstruction step" and "hyperparameter estimation step" respectively. In the ensuing development, we shall, without any loss of generality, temporarily model the hyperprior pdf p(ψ) as uniform, thus enabling us to conveniently drop the term Φ HP in the derivations in Sections III and IV. In Sec.VI, we discuss the incorporation of hyperpriors.
III. Gamma-Mixture Prior
With the uniform hyperprior, the right side of the alternation (8) becomes a maximum likelihood (ML) parameter fit of ψ to θ k . Our gamma-mixture prior pdf will capture the notions of positivity and intensity clustering previously mentioned, but as a useful preliminary step, we first introduce an independent gamma prior pdf at each voxel. This prior pdf is independent, but not identically distributed, at each voxel, and preserves positivity. This provisional prior pdf model (not our final choice!) is given by
where the univariate probability is a gamma prior pdf [3] and is given by
This prior pdf is introduced provisionally, because its inadequacies (despite its desireable properties) will motivate the introduction of the mixture-of-gammas prior pdf that is a focus of this paper. In Sec. IV, we will show an interesting relation of our mixture-ofgammas prior pdf to (9) .
We note (again) in (9) that we do not distinguish between a random variable and its instance. In (9) , ψ now comprises two vectors α ({α n ; n = 1, . . . , N }) and β ({β n ; n = 1, . . . , N }) which, in turn, parameterize the gamma density in (10) at each location n.
The gamma density (10) is defined [3] only for x > 0. In (10) , β > 0 is the mean and β 2 /α the variance. We assume α > 1, in which case the unique mode is given by
This form of prior pdf will attract the value of each voxel θ n to its local mode β n (1 − 1/α n ) with a relative "strength" given by the inverse standard deviation (β n / √ α n ) −1 . Note that, like other positivity preserving asymmetric prior pdfs, the gamma prior pdf will introduce a slight bias due to the difference between mean and mode. The independent gamma prior pdf was proposed for use in emission tomography in [4] . It is convex, and preserves positivity, but impractical for our purposes. The impracticality stems from the fact that we need estimate 2N parameters (N θ n 's and N β n 's) from M ≈ N measurements, thus leading to an overfitting problem.
If, however, the object θ comprises intensity levels clustered about a few values, then the intensity histogram comprises a few (L) peaks where L << N . This assumption of a clustered histogram is, in fact, a much weaker one than that of piecewise smoothness, though piecewise smoothness is indeed consistent with a clustered histogram. Nevertheless, the assumption is a good one for our medical applications and would likely apply to many other applications.
To capture the notion of a clustered (and positive valued) intensity histogram, we consider the general form of a mixture-of-gammas prior pdf. The prior follows the general form of a mixture density for L classes [5] ,
In (11), the prior pdf takes the form of a weighted sum of component distributions p a , each of which is itself a gamma density (10) . Note that each p a is parametrized by {β a },
with the L values of α a being user specified. The mixing proportions (weights) {π a } are positive and satisfy the normalization (simplex constraint)
For future convenience, we can rewrite (11) as
where ψ assumes a new identity ψ ≡ (π, β) with π = {π a ; a = 1, . . . , L} and β = {β a ; a = 1, . . . , L}. We summarize the constraints on π and β with a constraint set Ω given by
If we now apply our mixture pdf (11) independently to each pixel, we obtain the form of the prior pdf that we will use for the remainder of the paper:
whose associated objective is
with superscript "mix" denoting the gamma-mixture form of the Φ P objective. Thus Φ mix P is our choice for the prior. Note that since the p a 's are all positivity-preserving gamma prior pdfs in (16), the entire objective Φ mix P preserves positivity, and hence the optimization over θ needn't be positivity constrained.
Note that with this change to a mixture prior, we now need estimate only N + 2L (N θ n 's, L π a 's and L β a 's) from M ≈ N measurements. In our applications involving 2D image reconstruction, for instance, N ≈ 10 4 and L < 10, so that N + 2L ≈ M .
We do not attempt to estimate α a , and leave it as a user-specified parameter. The parameter α in practice controls the smoothness of the reconstruction. As α increases, the amount of noise in the reconstruction decreases, but the bias increases. As α a → ∞, the reconstruction assumes a piecewise flat appearance. As α → 1, its lower limit, the influence of the prior diminishes, and the reconstruction is noisy but unbiased. Thus α controls a bias-variance tradeoff. A user who desires to optimize some task-dependent image quality will usually have to select some particular bias-variance tradeoff by choosing α.
IV. Transformed Objective Function
With our choice of prior (16) and with a uniform hyperprior, we may write an updated version of our alternation (7) and (8):
The notation ψ ∈ Ω implies that ψ = (π, β) obeys the constraints in (14) . Note that the left side (17) of the alternation is a nonconvex, complex and difficult to optimize prior.
Note also that the hyperparameter estimation (18) is a mixture decomposition problem for which the well-understood and efficient EM (Expectation-Maximization) algorithm is available [6] [7] [5] for optimization. In Sec. IV-A directly below, we give a brief overview of the EM-mixture algorithm.
In this section, we address these optimization issues. We will do this by transforming the objectives in (17) and (18), and by using a grouped coordinate descent algorithm on (18) and a conventional preconditioned gradient descent on (17) . The actual transformation entails substitution of a new objective Φ hath P for Φ mix P in both (17) and (18) so as to preserve the fixpoints of (17) and (18).
A. Transforming the Mixture Decomposition Side (18) of the Alternation
We focus first on (18), the mixture decomposition on the right side of the alternation.
We will not use the EM approach, but instead adopt an alternative solution due to Hathaway [8] . The latter approach will be seen to have certain advantages when incorporated into the overall joint-MAP scheme. However, we first very briefly summarize the more familiar EM approach to mixture decomposition, as this will help explain the subsequent introduction of the Hathaway alternative.
The EM method for mixtures [7] makes use of a binary complete data space given by random vector z whose N × L elements {z an ; a = 1, . . . , L n = 1, . . . , N } are defined as
1 : voxel n belongs to class a 0 : otherwise (19) subject to the constraint
A given instance of z thus serves as a segmentation of the image into L intensity clusters.
Note that if z were known, the mixture decomposition solution { π k a , β k a } would be easy to compute. In the EM approach, one forms the following joint probability [5] log p(z,
and iterates, over an index l, the following alternating expectation (E) step (22) and maximization (M) steps (23) until convergence:
The notation ψ kl indicates the lth estimate of ψ k , thus ψ k,l=0 ≡ ψ k−1 and ψ k is the fixed point of the above iteration. The notation E z denotes an expectation over z. Note that in our context, the EM alternation (index l) is thus an inner loop of the general joint-MAP alternating ascent outer loop indexed by k. The EM algorithm reaches a local minimum of (18) by alternating the E and M steps (22) and (23). Remarkably, the grouped coordinate descent algorithm resulting from the Hathaway approach [8] can be shown to be identical to the update equations resulting from the EM approach (22) and (23).
In applying Hathaway's approach [8] to our problem, the E and M steps are replaced by a grouped coordinate descent on a new objective Φ hath P (z, θ|ψ) where ψ = (π, β) as before, but z is now reinterpreted as an analog variable 0 ≤ z ≤ 1. We can explain this reinterpretation as follows: In the E-step (22), expected values E z [·] over the binary z are taken. If (22) is carried out, then Q(ψ | ψ kl ) will contain analog variables 0 ≤ w an ≤ 1 where
The optimization (23) is then on the analog w's. In
Hathaway's approach, the EM steps (22) and (23) are replaced by a single objective (24) on w. Optimizing the Hathaway objective on w leads to the same olution as the EM steps. The symbol z is commonly used as the binary indication variable in EM-mixture problems. In previous work where the Hathaway approach has been used, it has common to also use this same symbol z, but now with the understanding that z is an analog term (0 ≤ z ≤ 1) that replaces the w mentioned above. We follow this convention of using analog z in the equations that follow. We shall retain this analog interpretation of z for the remainder of the paper. Note that (20) still applies to our reinterpreted z. Let
The Hathaway objective is defined as
In [8] , Hathaway showed that, for a general mixture decomposition, a constrained minimization of (24) via a grouped coordinate descent on z and ψ, in fact, produces the same update equations as those derived from the EM approach. Therefore, given identical initial conditions, the Hathaway and EM algorithms yield identical solutions despite the nonconvex nature of the mixture objective.
For our particular case of ML estimation with a gamma mixture, the grouped coordinate descent updates, derived in Appendix -A, become:
In (25), p a is a gamma pdf as defined in (10) . The updates are, for each θ k , iterated over index l till convergence, at which point, the k index is incremented for ( z, π, β).
B. Transforming the Reconstruction Side (17) of the Alternation
Our first transformation is complete: we can replace Φ mix P with Φ hath P in (18) . In the second transformation step, the reconstruction step of the alternation (17) will be transformed so that it, too, incorporates the complete data z. This fixpoint-preserving transformation will lead to a great simplification for the reconstruction calculation in (17) . The transformation consists of simply replacing Φ mix P (θ|ψ) by Φ hath P (z, θ|ψ) in the reconstruction step (17) . With this substitution, the reconstruction step then becomes
We need to prove that the fixpoints are preserved, i.e. that θ k from (28) 
Armed with (29), we now demonstrate the fixpoint preservation:
wherez(θ, ψ) ≡ arg min z∈Λ Φ hath P (z, θ|ψ) is delivered from the right side of the alternation.
This demonstrates the intended result.
Thus the reconstruction step (17) becomes
To obtain the latter step, one simply plugs in (24) , eliminating any terms independent of θ, and then uses the definition of the gamma pdf of p a (θ k n |α, β) given by (10) . The above minimization is easily computed via any suitable gradient method, and in Section V, we illustrate our tomographic reconstruction using a preconditioned conjugate gradient (PCG) method to optimize (30).
Compare (30) to the objective that would result had we used the independent (at each location n) but nonidentically distributed gamma prior pdf of (9) and (10):
where now, α n and β n comprise the original 2N space-varying parameters of the gamma prior. Comparison of (30) and (31) reveals that our reconstruction step update rule takes the form of an independent gamma prior, but crucially, we now have a prescription for generating its parameters:
Note that (32) and (33) are valid at any step k of the alternation and consequently we suppress index k in (32) and (33).
With the left side transformation, we have now substituted for the optimization in (17) the optimization in (31)-(33). There are several advantages to using (31)- (33) convex objective unlike (17) and is therefore an easier optimization. (ii) As a byproduct, one obtains a segmentation { z an } of the object estimate into intensity classes. (iii) It is an independent gamma prior at each voxel, and we now have a prescription for generating its hyperparameters via (32) and (33).
C. Final Objective and Update Algorithm for joint-MAP Reconstruction
With our transformations, the overall optimization (2) has become
The final alternation of the joint-MAP reconstruction is
We collect the update equations (25), (26), (27) and (30), and summarize these in the pseudocode of Fig. 2 . Note that specific examples of the tomographic likelihood functions Φ L (g|θ) will be given in Section V.
V. Application to Tomography
In this section, we apply our joint-MAP formalism to emission and transmission tomography. The imaging model relating the object to projection data is captured in the definition of our likelihood Φ L (g|f ). Some representative 2-D results will be shown. For any reconstruction, the user must set the parameters L and α a , a = 1, . . . , L. The number of classes L is assumed known for our medical examples. 3 As explained earlier, α a is left as a free parameter that controls image quality by controlling a bias-variance tradeoff. For the simulations that follow, we use an empirical scheme to choose α a in which the α a are chosen to minimize the rmse (root-mean-squared error) between the reconstruction and true object. This yields a reasonable bias-variance tradeoff. Also, we note that the reconstructions are not especially sensitive to α a .
A. Emission Tomography
In emission tomography [11] [12], including PET (positron emission tomography) and SPECT (single-photon emission computed tomography), the goal is to reconstruct the emission object f from the projection data g. Here both the vectors g and f are lexicographically ordered with elements {g m ; m = 1, . . . , M } and {f n ; n = 1, . . . , N }, respectively. The object voxel f n , the radionuclide density, is defined as the mean number of Poisson mean would include an affine term (ḡ m = n H mn f n + r m ) to model the effects of randoms and scatter in PET and SPECT, but the exclusion of r m in our simulations is minor and does not substantially affect our simulations.
With f now assuming the role of θ, we may use the definition ofḡ and the independent Poisson nature of g to write the likelihood as:
where terms independent of f n have been dropped. The joint-MAP updates (35) and (36) may now be written using (37), and the reconstruction is carried out according to the prescription in Fig. 2 .
We now demonstrate the application of the joint-MAP reconstruction approach with gamma mixture priors to the emission reconstruction problem. (We retain a uniform hyperprior in these simulations.) For the emission object f , we used the 128×128 emission object shown in Fig. 3 , which has three regions of relative intensities With the projection data g available, we can apply the joint-MAP method of Fig. 2 to reconstruct the object. For the reconstruction step of the alternating algorithm (35),
we carry out the optimization by an iterative PCG (preconditioned conjugate gradient)
algorithm [14] , with a diagonal preconditioner. For this trial, the values of α a are chosen to be 20, 40 and 80 for the three classes, respectively. The number of classes L is assumed known and fixed at L=3 (hot disk, cold disk and background ellipse). We need an initial object estimate for the right side of the alternating algorithm (36), and here a 5-iteration ML-EM reconstruction [15] is used for the initial estimate. The initial values for {π a } and It may appear that the mixture-of-gammas prior works well only with piecewise constant objects, but the result in Fig. 6 illustrates how the 2-component mixture decomposition leads to gradual spatial transitions in the z an . The phantom is a ramp intensity object ranging from a low value of 2.5 at the bottom row to 5.0 at the top row. Noisy projection data of this phantom are computed and reconstructed using our joint-MAP scheme with L = 2 and α a chosen as per our rmse scheme. Profile plots of the phantom and its reconstruction along the center column are shown in Fig. 6 (a). Figures 6(b) and (c) are images of z 1n and z 2n . The intensity encodes the value of z. The gradual spatial transitions in z an show that at a given location, the z's can take on values far from 1.0 or 0.0, thus illustrating a noncommittal membership.
B. Transmission Tomography
In transmission tomography, one tries to reconstruct an image of attenuation coefficients from data obtained by projecting rays from many source locations and angles through the attenuating object. X-ray computed tomography (CT) is a familiar application, but in CT as clinically practiced, the data quality is high and analytical algorithms related to FBP can be used. Other applications, such as transmission scanning for attenuation correction in PET and SPECT [17] , result in far noisier data, and estimation-theoretic approaches such as ours become useful.
The transmission object is denoted by vector µ with N lexicographically ordered elements µ n for each pixel n ∈ {1, . . . , N }. Note that the object θ now becomes µ. The value µ n is thus the attenuation coefficient of the material in voxel n. The transmission projection data is denoted again by vector g of M lexicographically ordered elements g m , where m ∈ {1, . . . , M } indexes the detector bins as well as the ray along which the beam is attenuated. The integer value g m is the number of photons received at bin m. The problem is then to reconstruct µ from the data g. The transmission projection data g again follow an independent Poisson distribution at each bin m, but meanḡ m is now given
where l mn is the path length of ray m as it traverses voxel n. The quantity {u m ; m = 1, . . . , M }, the "blank scan", is the number of counts received when no object is present, and can be obtained by calibration experiments. As with the emission case, termsr m may be added to the right side of (38) to model physical effects that arise in specific applications of attenuation correction in PET and SPECT, but their exclusion does not alter our results substantially.
The likelihood for transmission tomography thus becomes
where constant terms have been dropped, andḡ m is given by (38).
To simulate PET imaging, we used the attenuation object as shown in Fig. 7(a) , which has only two values of narrow-beam attenuation coefficients appropriate at energy 511KeV, were set at (15, 60). We used a 2-iteration ML reconstruction as the initial object estimate.
The reconstruction was then carried out according to the prescription in Fig. 2 . 
is a parameter that controls the degree of smoothing, and N (n) a neighborhood system for the voxel n. The value of the smoothing parameter was set to λ = 2000 for the best rmse result and a 4-nearest-neighbor scheme used for N (n). A profile plot of these recon- 
VI. Discussion

A. Significance of Work
We have presented a joint-MAP reconstruction with a gamma mixture prior and applied it to statistical tomographic reconstructions. The gamma mixture prior assumes a clustered intensity histogram in the object, and enforces positivity naturally. Our implementation of the joint-MAP reconstruction contains an alternation between a penalized likelihood reconstruction step, and a hyperparameter estimation step (gamma mixture decomposition). In applying Hathaway's approach [8] to the hyperparameter estimation step, one can transform the original, complex mixture objective to one that is easier to optimize. This transformation also allows the utilization of the complete data z for the reconstruction step, and leads to a simplification of the penalized likelihood optimization. Remarkably, the transformation also leads to an equivalent, independent gamma prior, where the individual mean and variance parameters of the independent gamma are computed from the mixture decomposition. We applied the joint-MAP reconstruction to both emission and transmission tomography, and the anecdotal results illustrate the effectiveness of the new prior.
A significant aspect of our work is that it allows one to effectively use the desireable independent-but-not-identically-distributed non-mixture form of the gamma prior pdf in (9) . Recall that for (10), if one were able to specify a good value for α n and β n at each pixel, then the resulting optimization (31) would be straightforward. These α n , β n determine a "external reference value", i.e. a value at each location n, towards which the prior draws the reconstruction. However, assuming α n is set by the user to control bias variance tradeoff, there is no obvious way to choose β n . By using an independent-and-identicallydistributed mixture pdf (15), we apparently change the problem so that each voxel is drawn by the same multimodel pdf, reflecting our knowledge about the histogram of the medical object of concern. So, in our simulations, each voxel seeks a value consistent with belonging to a given class, e.g. lung or soft tissue. The resulting alternation, (17)(18), is difficult to carry out, so we transform (17)(18) to a new alternation (35)(36) that (i) preserves the fixed point of (17)(18) and (ii) introduces a new intermediate variable z an that can be interpreted as a probability of class membership of voxel n in class a. Interestingly, while (36) delivers the values for z an and β a , the update (35) is exactly of the form (31) needed for the nonmixture gamma prior (9)! In (31), the pdf is the independent, non-mixture, non-identically distributed prior pdf of (9), but now, the effective α n and β n have been determined, thus "closing the loop". Although α a is user specified, once it has been specified, the α n are now computed automatically. Again, the iid mixture form, through transformations of the objective, results in the independent non-identically distributed non-mixture form in (31).
The fixpoints remain the same, so optimizing (35)(36) is the same as the optimization (17)(18). This entire scheme does not rely on any particular property of gamma priors; we chose them for their convenient positivity-preserving properties. The entire scheme could easily be repeated with independent Gaussian pdf, for example.
B. Related Previous Work
In [4] , an independent gamma prior was first applied in a penalized likelihood reconstruction for both emission and transmission tomography, which is equivalent to our recon-struction step of the joint-MAP reconstruction. However, there was no hyperparameter estimation step for computing the voxelwise hyperparameters, and these had to be specified empirically. Another pointwise Gaussian prior [18] was combined with a penalized likelihood for emission tomography. As in [4] , there was no hyperparameter estimation step for computing the voxel-by-voxel hyperparameters, and the authors resorted to an empirical method of obtaining these from an initial FBP reconstruction. In [19] , the gamma mixture model has been applied to estimate the proportions of classes in an SAR (synthetic aperture radar) image, where the object intensity histogram has a few (L) peaks with L known. In their work, only the hyperparameter estimation step of our alternation is performed using a slightly different derivation of the EM update equation to estimate ψ and z. In [20] , an independent Gaussian mixture prior was introduced for a penalized likelihood reconstruction for emission tomography, but their approach was not a joint-MAP method with both reconstruction and hyperparameter estimation steps. The Gaussian mixture parameters were computed from a FBP reconstructed image in advance, and kept fixed throughout the reconstruction [20] . Thus there was no hyperparameter estimation step of the alternation as in our joint-MAP reconstruction.
C. Issues for Future Work
The free parameter L, the number of classes in the mixture model, can be confidently fixed in many applications such as thorax transmission tomography or the application in [19] . However, in other applications, such as emission tomography, the estimation of L becomes difficult. One solution is to utilize an information criterion [21] , or other estimation-theoretic methods [22] and [23] .
Since the mixture model is nonconvex, the result is sensitive to initial conditions. Here, the initial conditions comprise the initial estimate θ 0 , and the initial mixture parameters ψ 0 . For our applications to tomography, the solution is fairly robust to initial conditions.
For example, one can use an FBP reconstruction as the initial estimate, and use this to get an initial guess for the mixture parameter ψ 0 . In particular, for transmission tomography, a reasonable mean value β a of the attenuation coefficient for each tissue class can be obtained from reference data on tissue properties. Nevertheless, we have investigated the use of a deterministic annealing (DA) method [24] for this problem. DA methods are useful in finding approximate global minima to nonconvex objectives, and have found use in a wide variety of applications. To use the DA method for our case, one need only make a minor modification [24] to the update of (25) . Results of applying DA illustrate a robust solution independent of the initial conditions [24] .
It is relatively straightforward to incorporate hyperpriors mathematically. To incorporate hyperpriors, one may simply begin with the general formulation (5) that includes the Φ HP term, and apply all those steps used in deriving (26) and (27) . Inclusion of a hyperprior leaves the reconstruction step completely unchanged. In [9] , we derived modified versions of (26) and (27) to include a Dirichlet hyperprior [10] on π and a gamma hyperprior for β. However, further development is needed for testing the effects of theses hyperpriors. For our medical applications, hyperpriors on π and β have natural interpretation in terms of pdf's (over an ensemble of patients) for cluster proportions and means.
The gamma-mixture prior models voxel values as having a clustered histogram, but does not model spatial smoothness. In many applications, one would expect that a spatial correlation exists between neighboring voxels. Since the mixture prior does not assume any spatial interaction, it is possible to see some sparse misclassified (wrong z) voxels in the result. A possible way of including the spatial information is to introduce smoothing interactions on the complete data z. This involves adding smoothing terms in (24) , and thus a modification of the update equation (25) . Relevant approaches in [25] and [26] discuss the problem of incorporating neighbor correlations in the mixture decomposition.
We will investigate this issue in future work.
Appendix
A. Derivation of Update equations (25)- (27) In the following we use the definition of p a as a gamma prior as in (10) . The mixture decomposition problem is stated as a constrained minimization problem on (24):
arg min ψ∈Ω,z∈Λ Φ hath P (z, θ k |ψ)
= arg min ψ∈Ω,z∈Λ n a z an log z an +z an log 1 π a p a ( θ k n |α a , β a )
which may be reexpressed as an unconstrained minimization via the introduction of Lagrange multipliers. By using Lagrange multipliers and adding two constraints into the objective function in (24) , an overall objective function is obtained,
z an log z an + z an log 1 π a p a ( θ k n |α a , β a ) +ζ(
where Lagrange multipliers ζ and {κ n } are used in imposing the constraints a π a = 1 and a z an = 1, respectively. The grouped coordinate descent is then: minimize D(z, ψ k,l−1 ) w.r.t. z given the previous estimate ψ k,l−1 , then minimize D( z kl , ψ) w.r.t. ψ given the current estimate z kl .
We now demonstrate that the update equations (25) which leads immediately to the update (27) .
B. Derivation for the Transformation (29)
With the definition of the functionz z(θ, ψ) ≡ argmin 
the left side of (29) may be expressed as 
Using the result from Appendix-A in obtaining (25), we expressz(θ, ψ) as z an (θ, ψ) = π a p a (θ n |α a , β a )
where for convenience we have summarized the numerator and denominator by A an ≡ π a p a (θ n |α a , β a ) and B n ≡ b π b p b (θ n |α b , β b ), respectively. Inserting (52) into (24), we obtain Φ hath P (z(θ, ψ), θ|ψ) = an A an B n log(
where we have made use of the normalization a A an = B n . The relation (29) is thus established.
