



Inverse Kinematic Solution of Robot 
Manipulators Using Interval Analysis 
R. S. Rao,^ A. Asaithambi,^ and 
S. K. Agrawal^ 
In this paper, we present a more direct computational method 
for obtaining all solutions of the nonlinear set of equations that 
characterize robots and manipulators. This paper is organized 
as follows: Section 2 describes the mathematical problem of 
robot inverse kinematics, Section 3 provides a brief summary 
of interval analysis, describes the solution procedure, and out-
lines the algorithmic complexity. These discussions are fol-
lowed by examples in Section 4. 
Interval analysis is a growing branch of computational mathe-
matics where operations are carried out on intervals instead of 
real numbers. This paper presents the first application of this 
method to robotic mechanisms for the solution of inverse kine-
matics. As shown in this paper, it is possible to potentially 
compute all solutions of the inverse kinematics problem using 
this method. This paper describes the preliminaries of interval 
analysis, the numerical algorithm, the computational complex-
ity, and illustrations with examples. 
1 Introduction 
It is well known that the inverse kinematics problem for 
series-chain manipulators and the forward kinematics problem 
for in-parallel actuated manipulators lead to solution of nonlin-
ear sets of equations that have multiple solutions. For common 
industrial manipulators with simplifying geometries, closed-
form analytical solutions are available (Spong and Vidyasagar, 
1989). However, for general manipulators, the kinematic solu-
tions cannot be presented in closed-form. In the literature, the 
solutions have been obtained using iterative Newton's technique 
(Thomopoulos and Tarn, 1991; Manseur and Doty, 1992) or 
polynomial reduction techniques (Raghavan and Roth, 1993a; 
Raghavan, 1993b; Husty and Vidyasagar, 1996). Even though 
both these techniques have been demonstrated to work well for 
examples of serial and parallel manipulators, they face some 
limitations. Newton's method typically provides a single solu-
tion of the problem close to the initial guess. The polynomial 
method, after considerable analytical manipulations, reduces the 
system of nonlinear equations into a single polynomial equation 
in one variable. The degree of this polynomial is the maximum 
number of solutions that the system can possess. Due to the 
high degree of the polynomial, the solutions are quite sensitive 
to tiny variations in the polynomial coefficients, in turn, affect-
ing the accuracy of the solution. 
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2 Inverse Kinematics 
The problem of finding the joint variables that yield a desired 
position and orientation of the end-effector in series-chain ma-
nipulators is referred to as the inverse kinematics problem. For 
a series-chain manipulator consisting of revolute and prismatic 
joints, the kinematics can be obtained using Denavit-Hartenberg 
matrices. The co-ordinate system i -\- 1 and (' are related by the 



















where s^ = sin 6,, c,- = cos 0,-, \ , = cos «,•, /U; = sin a,, and 
a,, a,, di, di are Denavit and Hartenberg parameters. The 6-
jointed manipulator has the following closure equations: 
AiA2A3A4A5A6 = Aft ( 2 ) 
where A^ is a (4 X 4) given transformation matrix of the hand 
( ' ' l l I'll ''13 dx 
f2\ ''22 ''23 dy 
''31 '"32 '"33 d^ 
0 0 0 1 
(3) 
Given A,,, at most 6 independent equations can be formed that 
relate the joint variables to the given elements of A,,. This set 
of six equations is represented b y / ( x ) = 0 and the inverse 
kinematics problem is to determine x, the vector of the joint 
variables. 
3 Interval Analysis 
A systematic development on interval analysis is available 
in Moore (1977). In this analysis, the dual nature of an interval 
as both a number and a set is used to combine set theoretic 
operations with arithmetic operations. By using interval arith-
metic and interval valued functions, it is possible to obtain lower 
and upper bounds on exact solutions to a variety of problems 
in applied mathematics. Also, interval analysis has found its 
application in devising computational tests for convergence of 
iterative methods and for testing existence of solutions of equa-
tions. The remainder of this section is organized to provide very 
briefly some essential features of interval analysis. 
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An interval is a closed bounded set of real numbers. It may 
also be regarded as a number represented by the ordered pair 
of its endpoints. Usually, an upper case letter such as X is used 
to denote an interval. If X is an interval, X_ denotes its lower 
bound and X its upper bound. Thus, X = [X_, X]. 
An «-dimensional interval vector is an ordered «-tuple of 
intervals. A boldface upper case letter, such as X, is used to 
denote interval vectors. Thus, if X is a three-dimensional inter-
val vector, then X = (X, .Jfj, ^3), where ^1 = [X,, X,] , Xj = 
[X2, X2],andA'3 = [ ^ , A : , ] . 
The midpoint of an interval X = [X, X] is defined by m(X) 
= (X_ + X)/2. For the interval vectoFX = (X^Xi, . . ., X„), 
m(X) is defined as (m(X,), mCXj), . . . , m(X„)). The_width 
w(X) of an interval X = [X_, X] is defined by wiX) = X - X_ 
and the width of an interval vector X = (Xi, X2, .. ., X„) is 
defined by w(X) = max {w(Xt), w(X2), . . . , w(X„)). An 
interval matrix .-4 is a matrix whose elements are intervals. The 
midpoint of an interval matrix J is defined by (m(A))ij = 
m(.Aij). 
Arithmetic operations on real numbers can be extended in a 
natural way to intervals. If * denotes the operations ( + , - , X, 
/ ) , then for intervals X and Y, we define X*Y as follows: 
Table 1 Operations in eacii bisection 
X*Y = {x*y\xeX,y e Y] (4) 
The concepts of real functions can be extended to interval func-
tions. For example, i f / ( x ) is a real rational function, where x 
= (xi, A:2, . . ., x„y, the natural interval extension FN{X) is 
obtained by replacing the occurrences of the real variables x by 
the con'esponding interval variables X and by replacing the real 
arithmetic operations by their interval analogs. For more general 
functions, we define the united extension F[j(\) by 
F „ ( X ) = { / ( x ) | x e X 
Similarly, a vector or a matrix of real functions can be extended 
to a vector or a matrix of interval functions by taking interval 
extensions of its elements. 
Iterative procedures using real arithmetic can be extended to 
interval arithmetic by defining an appropriate metric 
d(X,Y) = max ( |X Y\) (6) 
where d(X, Y) is the distance between two intervals X and Y. 
For a sequence of intervals, {Xj)t„i, if there is an interval X 
such that Hmt̂ co d(Xt, X) = 0, then the sequence [X;,] is said 
to be converge to X. {Z*} is called nested if X<.+, s Xi, for all 
k and every nested sequence of intervals {X,,} is convergent to 
X — (1^=1 Xj. 
3.1 Solution of Nonlinear Systems. For the solution of 
a nonlinear equation in one variable,/(.x:) = 0, using fixed-
point iteration, we rewrite/(;c) = 0 as x = g(x) and iterate 
with Xii+i = gixi,), where k is the iteration counter. The condi-
tions {g(x)} c [a, h] and | g ' ( x ) | < 1 for all x £ [a, b] 
are sufficient to guarantee the existence of a fixed-point and 
convergence of fixed-point iteration on an interval [a, b]. In 
interval notation, these conditions take the form G(X) e X, 
and \G'(X)\ < I, where G and G' are correspondingly the 
interval extensions of g and g' and X = [a, b]. For example, 
Newton-Raphson method uses g(x) = x — f{x)/f' (x) and a 
quasi-Newton method uses g(x) = x — yf(x), where y is an 
appropriately chosen constant. This basic idea is appropriately 
modified in the interval solution of simultaneous nonlinear 
equations. 
For a set of nonlinear equations f (x ) = 0, where f = [f,, 
fi, • • • ,fnV, the following interval extension K ( X ) ol; a modi-
fied g(x) has been used successfully (Krawczyk, 1969): 
K ( X ) = y - yf(y) + [/ - y f (X)] (X - y) (7) 
In (7), y is the midpoint of X, F is a real nonsingular matrix, 





y = [m(^'(x))]-i 
Flops 
(n- l ) [2x4^] 
( n - l ) [ 4 X 2 x4^] 
(n - 1)[6 x4 x 2 x 4̂ ] 
n3 
[dfi/dXjYIj^,. The sufficient conditions for existence of the 
solution of the fixed-point interval iteration procedure have been 
developed (Moore, 1977). 
Based on these ideas, a recursive search algorithm may be 
formed to obtain all solutions of a nonlinear set of equations 
contained in a given interval X . I f K ( X ) c X , then the nonlinear 
system has a solution in X. On the other hand, if K ( X ) PI X 
= cj), then X does not contain solution(s). Also, 0 ^ F ( X ) 
implies that X does not contain solution(s). Starting with X, 
the following algorithm successively bisects the given region 
into smaller regions and checks for containment of the solution 
using a stack of unexamined regions. 









Repeat through step (8) until Stack is empty. 
Evaluate F ( X ) . 
If 0 « F ( X ) then go to step (8). 
If K ( X ) n X = <̂  then go to step (8). 
If K ( X ) c X output X and go to step (8). 
Bisect X to yield X = X<" U X<-'. 
P u s h X ' " , X'^'onto stack. 
Set X = Top of Stack. 
3.2 Numeric Complexity. From the above algorithm, it 
is evident that an upper bound on the computational complexity 
(worst case) is an exhaustive search of a box containing the 
solution by partitioning it into boxes of a desired width. In this 
exhaustive search, the total number of bisections can be written 
in terms of n, the number of variables, and k, an integer obtained 
by rounding off the quantity log2(wo/e), where WQ and e are 
the widths of initial and final boxes, assumed equal in all direc-
tions, e is a measure of the accuracy of the solution. The number 
of bisections in the worst case is given by (2" — 1 )[1 + 2" + 
2^" + ... + 2<'-""] = 2"* - 1 « (wo/e)", resulting in a total 
number of 2'* boxes. 
4 Applications 
We consider the numerical solution of 3 nonlinear systems 
arising in robotics using the interval analysis algorithm. For a 
six degree-of-freedom robot, « = 6, so the worst case bisections 
for a specified /t is 64*. In order to get an idea of the number 
of floating point operations needed during each bisection, a 
summary is provided in Table 1. Referring to Eq. (7) and the 
algorithm, the steps in a bisection are (i) evaluating/(y) at the 
midpoint of X, (ii) formation of F ( X ) , (iii) computation of 
'5^'(X), (iv) and formation of Y which is chosen to be 
[OT(f ( X ) ) ] " ' . Using this table, it can be shown that a 6 de-
gree-of-freedom system involves about 24000 floating point 
operations (flops) per bisection. 
The procedure outlined in the paper was implemented for 
finding out inverse kinematic solutions of a general six degree-
of-freedom manipulator consisting of revolute and prismatic 
joints. The problem formulation was given in Section 2. A 
general purpose program was written and the results of this 
program for (i) a SCARA robot, (ii) a Stanford manipulator 
and (iii) a general six degree of freedom RPRRPR manipulator 
(Raghavan and Roth, 1993b) are presented here. The D-//pa-
rameters for these robots are given in Tables 2 and 3. 
The A,, for these manipulators are: 
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Table 2 D-H parameters for the SCARA and Stanford manipulators Table 5 Solutions—Stanford manipulator 
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^1 = 0.261799 
f?2 = 0.261799 
da = 0.499999 
Oi = 0.576247 
O2 = 6.021386 















































For the given A,, of SCARA manipulator with 64 = 45°, there 
are two solutions of the manipulator which are given in Table 
4. Here, n = 3, e = 5.0 X lO"**, k = 21. From our previous 
calculations, the number of bisections in the worst case is « 9 
X 10'*, which is a very large number. However, the program 
was able to find the two solutions in 76 bisections. 
For the given A,, of the Stanford manipulator, there are two 
solutions given in Table 5. Here, « = 6, e = 5 X 10"^, k = 
17. From our previous calculations, the number of bisections 











9i = 0.26179 
O2 = 0.52359 
ds = 2.99998 
Oi = 0.78539 
615 = 1.04718 
Oe = 1.30898 
^1 = 5.25798 
02 = -0.52359 
ds = 2.99998 
6)4 = -1.29907 
65 = -1.27183 
^6 = -0.96112 
in the worst case is f«5 X lO"*". However, the program was 
able to find the two solutions in 19,440 bisections. 
For the RPRRPR manipulator, the DH parameters are listed 
in Table 3. The algorithm successfully identified the two solu-
tions as quoted in Raghavan and Roth (1993b). The starting 
boxes for the two solutions and the joint angles (with a tolerance 
e = 0.005) are listed in Table 6. We must point out that due 
to the depth first search strategy, when we started with a box 
containing both the solutions, the algorithm detected one solu-
tion very quickly but took a large number of bisections in order 
to find the other solution. 
5 Conclusions 
In this paper, we presented a method for obtaining all solu-
tions to a set of nonlinear equations using interval analysis. 
This method was applied successfully to the inverse kinematics 
problem for robots and manipulators. As described earlier, the 
number of bisections required in this method in the worst case 
is of the order of 2"*. The inverse solutions to the problems 
discussed in the paper could, in general, be identified in signifi-
cantly fewer bisections. We believe that this method holds 
promise for simultaneous solution of nonlinear equations, spe-
cifically for robots. At the same time, this method is being 
actively investigated by applied mathematicians to determine 
such search strategies that will lead to faster convergence of 
the algorithm. 
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Solution (e = 0.005) 
Oi = [2.8812,2.8828] 
rf2 = [0.1812,0.1843] 
613=̂  [1.3593,1.3624] 
O4 = [0.7265,0.7281] 
ds = [-1.0812,-1.0796] 
eg = [-0.1562, -0.1546] 
Bi = [3.1625,3.1632] 
d2 = [0.3535,0.3544] 
03 = [2.4971,2.4984] 
04 = [-0.3798, -0.3789] 
dg = [-0.2695, -0.2685] 
(?6 = [0.2265,0.2273] 
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A New Class of Six-Bar Mechanisms 
With Symmetrical Coupler Curves 
W.-B. Shieh/ L.-W. Tsai,' S. Azarm/ and 
A. L. Tits' 
A new class of six-bar mechanisms with symmetrical coupler-
point curves is presented. This class of mechanisms is made up 
of a four-bar linkage with an additional dyad to form an embed-
ded skew pantograph. Because the coupler curve generated at 
an output point is amplified from that of a four-bar, a compact 
mechanism with a relatively large coupler curve can be ob-
tained. In addition, due to their structure arrangement, the 
analysis and synthesis of such mechanisms can be easily 
achieved. Finally, an example mechanism from this class is 
illustrated and compared with a four-bar linkage with the same 
coupler curve, 
1 Introduction 
It is well known that symmetrical coupler curves can be 
generated by a four-bar linkage (Hartenberg and Denavit, 
1964). Unlike the four-bar linkage, there are only a few studies 
on symmetrical coupler curves associated with six-bar linkages, 
e.g., Antuma (1978) and Dijksman (1980a; 1980b; 1981; 
1984). Although such reported six-bar linkages are capable of 
tracing symmetrical coupler curves, none is capable of ampli-
fying the four-bar coupler curve. 
The class of six-bar mechanisms presented here are capable 
of amplifying symmetrical four-bar coupler curves at their out-
put points. This is particularly useful in applications such as 
walking machine leg mechanisms for which a compact slender 
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mechanism with a relatively large output coupler curve is 
needed (Funabashi et al., 1985; Shieh et al , 1996). Further-
more, unlike the Funabashi's leg design (Funabashi et al , 1985) 
that uses a general six-bar mechanism, the analysis or synthesis 
of a six-bar mechanism with an embedded skew pantograph 
can be easily accomplished in two steps. First, a four-bar linkage 
is analyzed or synthesized with a desired coupler curve. This 
is then followed by adding a dyad to form an embedded panto-
graph. In this way, the analysis or synthesis of the six-bar is 
essentially simplified to that of a four-bar. 
2 Construction of Six-Bar Meclianisms With Sym-
metrical Coupler Curves 
The basic idea for creating a new class of six-bar mechanisms 
with symmetrical coupler curves is to combine the functions of 
a four-bar linkage and a pantograph into one. Since there are 
four links in each of the four-bar mechanism and the panto-
graph, it is necessary for these two mechanisms to share two 
common links. By embedding a pantograph in a six-bar linkage, 
the coupler curve of a four-bar linkage can be amplified at the 
output point. As it will be described in more details, two differ-
ent types of six-bar linkages with an embedded skew pantograph 
are possible. In what follows, we first review the function of a 
skew pantograph. Then, the constructions of types A and B six-
bar mechanisms are described. 
2.1 Description of a Skew Pantograph. Referring to the 
skew pantograph shown in Fig. 1, points H, C, G, and F form 
a parallelogram and the ternary link DHF is similar to FGE. It 
is shown (Song et al., 1987) that if point D is fixed and point 
C traces a given curve, then point E will trace a similar curve 
which is amplified by a ratio n, and rotated clockwise about 
the fixed point D by an angle 1//2 with respect to the given curve 
as shown in Fig. 1. On the other hand, if point C is fixed and 
point D traces a given curve, then point E will trace a similar 
curve which is amplified by a ratio m, and rotated counter-
clockwise about the fixed point C by an angle 7, where 
m = («^ - 2n cos 1//2 + 1)"^ ( la) 
and 
n s in i/fg 
m 
( lb) 
Note that, in Fig. 1, p effects the size of a skew pantograph. 
Fig. 1 Skew pantograph 
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