Motivation: The identification of T-cell epitopes has many profound translational applications in the areas of transplantation, disease diagnosis, vaccine/therapeutic protein development and personalized immunotherapy. While data-driven methods have been widely used for the prediction of peptide binders with notable successes, the structural modeling of peptide binding to MHC molecules is crucial for understanding the underlying molecular mechanism of the immunological processes. Results: We developed GradDock, a structure-based method for the rapid and accurate modeling of peptide binding to MHC Class I (pMHC-I). GradDock explicitly models diverse unbound peptides in vacuo and inserts them into the MHC-I groove through a steered gradient descent with a topological correction process. The simulation process yields diverse structural conformations including native-like peptides. We completely revised the Rosetta score terms and developed a new ranking function specifically for pMHC-I. Using the diverse peptides, a linear programming approach is applied to find the optimal weights for the individual Rosetta score terms. Our examination revealed that a refinement of the dihedral angles and a modification of the repulsion can dramatically improve the modeling quality. GradDock is five-times faster than a Rosetta-based docking approach for pMHC-I. We also demonstrate that the predictive capability of GradDock with the reweighted Rosetta ranking function is consistently more accurate than the Rosetta-based method with the standard Rosetta score (approximately three-times better for a cross-docking set). Availability and implementation: GradDock is freely available for academic purposes. The program and the ranking score weights for Rosetta are available at http://bel.kaist.ac.kr/research/ GradDock.
Introduction
Our immune system constantly monitors the invasion of foreign objects. The antigen presentation of foreign peptides through the major histocompatibility complex (MHC) molecules is a key regulator of T-cell activation and the following immune responses. There are two major classes of MHC glycoproteins: MHC Class I (MHC-I), which are present in almost all cells in the body, and MHC Class II, which are found in professional antigen presenting cells. The T-cell recognition and further immune responses are initiated from peptide binding events in the MHC molecules. Thus, predicting the binding of a peptide to MHC molecules (pMHC) has been of great interest and significance because it offers many translational applications, such as alloantigen recognition in organ transplantation (Wood and Goto, 2012) , the diagnosis of viral infections (Lalvani and Millington, 2007; Liebeschuetz et al., 2004; Pai et al., 2008) , vaccine development (Fischer et al., 2007; Purcell et al., 2007; Yamada et al., 2013; Zvi et al., 2008) and therapeutic protein designs (Blazanovic et al., 2015; Choi et al., 2015; King et al., 2014; Lazar et al., 2007; Mazor et al., 2014; Salvat et al., 2015; Zhao et al., 2015) . Recent advances in next generation sequencing technologies have the potentials to enable personalized immunotherapies based on individual human leukocyte antigen (HLA) alleles (Martin et al., 2015) .
MHC-I is known to be the most polymorphic genes (Mungall et al., 2003) . Therefore, experimental probes of the complete pMHC-I landscape are practically impossible. Alternatively, immunoinformatics-based computational tools have been developed for the identification of peptides binding to MHC-I. MHC-I molecules typically bind to short peptides of 8 to 10 amino acids in their binding grooves; in addition, the binding interaction between the peptide and MHC-I is extremely stable with a high affinity. The terminal positions of peptides (anchor residues) are usually responsible for the tight binding, involving limited sets of amino acids (Rammensee et al., 1995) . Based on the observation, early datadriven methods (Parker et al., 1994; Peters and Sette, 2005; Peters et al., 2003; Reche et al., 2002; Singh and Raghava, 2001 ) made use of binding 'motifs' from comprehensive pMHC-I databases (Rammensee et al., 1999; Vita et al., 2015) . Recently, machine learning techniques have been applied to the prediction of pMHC-I Lundegaard et al., 2008; Nielsen and Andreatta, 2016) and T-cell immunoreactivity (Tung et al., 2011) . In general, machine learning-based techniques are more accurate than the motif-based matrix approaches (Lundegaard et al., 2010) . However, their strong dependency on training data is yet to be overcome. The accuracy of the current methods is often allele-specific (Gowthaman et al., 2010) . It has been also known that there is a poor correspondence between new experimental data and their prediction (Andersen et al., 2000; Mazor et al., 2015) .
In contrast, structure-based methods are not dependent on prior knowledge of the binding data and can be alternatively used for various purposes. Moreover, such approaches can provide pivotal insights into the mechanism of peptide binding to MHC molecules. Molecular dynamics (MD) simulations using full-atom details with force field parameters have repeatedly demonstrated that complex structures of pMHC can be accurately predicted (Fagerberg et al., 2006; Park et al., 2013) . Simulations with detailed atomic information also allowed precise prediction of the binding affinity (Wan et al., 2015) and elucidate interactions with T-cell receptors (Reboul et al., 2012) . However, high computational costs have been a major problem of the MD approach (Knapp et al., 2015) . Alternatively, considering that regular homology modeling may not be suitable for pMHC-I owing to the high variability of MHC-I allotypes, specialized structure modeling tools have been developed (Antes, 2010; Bordner and Abagyan, 2006; Bui et al., 2006; Khan and Ranganathan, 2010; Rigo et al., 2015) . However, only few methods are currently available for a wide use (Rigo et al., 2015) .
Herein, we present a fast and accurate modeling algorithm for pMHC-I, called 'GradDock'. This algorithm decouples global and local conformational searches and generates diverse native-like peptide conformations approximately five times faster than the Rosetta simulation method for pMHC-I (Yanover and Bradley, 2011) . We also provide structural insights into pMHC-I modeling and scoring. We established a new ranking function specific for pMHC-I which was reconstructed from the Rosetta scoring terms. All relevant terms were entirely re-weighted using a linear programming optimization technique. Using the new score function, GradDock was tested on large-scale benchmarks and showed a consistently accurate prediction capability for all tested targets [average root mean square deviation (RMSD) of 1.2 Å ]. Examination of various optimization settings revealed that topological corrections such as refinement of the dihedral angles and modification of the atomic repulsion are key determinants of an accurate structure prediction of pMHC-I.
Materials and methods

Overall workflow
GradDock takes an MHC-I structure and its binding peptide sequence as input to predict their bound structure. GradDock consists of three main steps ( Fig. 1 ): (i) the generation of peptide candidates from the sequence, (ii) the insertion of peptides into the MHC-I molecule and (iii) the ranking of the peptides. To avoid any bias of the peptide conformations toward certain MHC-I molecules, unbound peptides are initially generated. The generated peptides are inserted into a target MHC-I molecule using a novel scheme involving the simulated insertion of explicitly constructed unbound peptides. The ranking function evaluates various aspects of the resulting complexes and ranks the candidates based on the expectation of their native likeness.
Preparation of pMHC-I
2.2.1 Acquisition of structural data X-ray crystallography determined pMHC-I complex structures from various species (including human, monkey, mouse, rat, cow, pig and Fig. 1 . Overall workflow of GradDock. GradDock takes a peptide sequence and a target MHC-I structure as input. Initial half-peptides are generated as unbound in vacuo, based on fine-grained dihedral angle propensities matching the input sequence. The half-peptides are assembled and inserted into the target MHC-I groove which was pre-converted to an Autodock-style grid for docking of the peptide. After several steps of optimization, the bound peptides are ranked according to the score function chicken) were collected from the IMGT/3Dstructure-DB (Kaas et al., 2004) . In this study, we used only the G domain, which directly interacts with peptides (Lefranc et al., 2005) . All MHC-I molecules were truncated at the end of the G domain ( Fig. 2A) , and all pMHC-I complexes were structurally aligned using PyMOL (Schrodinger, 2015) on the beta sheet of the same domain (PDB entry 1AKJ was used as a reference structure). Some PDB entries with incomplete structural information (missing backbone atoms or peptides with non-standard amino acids) were excluded. Peptides with any missing backbone atoms, and those with modified anchors (e.g. 2GTW), were also excluded. Missing side chain atoms of the MHC molecules were reconstructed using MODELLER (Webb and Sali, 2014) . A total of 477 pMHC-I complex structures from the PDB (741 pairs of chains) were included (Supplementary Table S1 ). Because the original collection of complex structures was highly redundant, representative complexes were further selected while considering the diversity (See Supplementary Text A for a full description of the algorithm). This procedure was conducted for each group of peptide length (8 to 10 residues), and 107 non-redundant targets (pMHC-I complexes) were finally selected as the dataset (Supplementary Table S2 ).
Targets for cross-docking
To examine the algorithm in a realistic setting, a binding prediction was conducted using alternative MHC-I structures (cross-docking targets) that had been bound to different peptides. The crossdocking targets were selected within the resulting allele groups, which were divided according to the G domain sequences listed in Supplementary Table S1 . Seventy target peptides from the 107 nonredundant self-docking set with alternative MHC-I were selected.
Modeling the unbound peptides
It is known that terminal residues of peptides bound on MHC-I are highly conserved owing to sequence-independent hydrogen bonds (Bouvier and Wiley, 1994; Matsumura et al., 1992) . We generated unbound peptides by growing and joining half-peptides from two fixed termini (taken from the PDB entry code, 1DUZ). Halfpeptides with only backbone atoms were generated according to random u and w angles and filtered using the overall cumulative dihedral angle probability, which was required to exceed one in a thousand (>0.001). The probabilities were calculated using finegrained Ramachandran angle maps (Ting et al., 2010) . The remaining half-peptides were randomly paired and assembled using the cyclic coordinate descent algorithm (Canutescu and Dunbrack, 2003) . The error margin of the peptide closure was 10 À3 Å .
Simulation of pMHC-I
Each simulation produced a bound peptide from an unbound one. The binding simulation is composed of three steps: steered insertion, energy minimization, and topological correction. Each phase was scheduled for a fixed duration (0.4, 0.8 and 0.1 million iterations, respectively). A total of 2048 bound peptides were generated. The initial 512 peptides were later used as decoys for the ranking function development. The peptide was moved primarily by the gradient descent algorithm, where the gradient is iteratively calculated and added to the coordinates. Parameters for the non-bonded interactions were taken from the gromos54a7 force field (Schmid et al., 2011) . The bond lengths, angles and proper and improper dihedral angles were maintained by harmonic restraints. Coulombic interactions were scaled to 20% so as to mimic the dielectric effects of water in a vacuum simulation. This number was taken from the relative permittivity of water, which was measured to be 80.23 at 20 C and 78.40 at 25 C (Ferná ndez et al., 1995) . All the intra-and intermolecular forces including the van der Waals force were applied unless specified. The structure of MHC-I molecule was fixed during the binding simulation and treated as fields ('grids') in the style of AutoDock (Morris et al., 2009 ).
Simulation steps
The peptide is generated 20 Å from the MHC-I molecule (lifted position) and pushed into the binding groove along the 'binding axis', which is a hypothetical direction based on a visual observation in which a peptide associates and dissociates with minimal friction (steered insertion, Fig. 2A ). Side-chains of the terminal residues were optimized using a Monte Carlo approach at the bound position. All torsion angles were randomized (standard deviation was initially 10 radians and reduced to 0.1) until no energy improvement was observed. Other side-chains were optimized to prevent steric clashes at the lifted position. Intra-peptide electrostatic forces were ignored in this phase to maintain conformational diversity and avoid self-association. The second phase was a pure gradient descent, which mostly converged within half of the allowed duration. Finally, backbone atoms of the bound peptides were further refined using the Ramachandran probability maps used for generating unbound peptides. For brevity, rare dihedral angles (probability < 0.001) were amended to the nearby probable angles using pseudo-gradient rules (details in Supplementary  Text B) . The refined peptide with the MHC-I structure was fully hydrogenated using REDUCE (Word et al., 1999) .
Development of ranking functions
Scoring function and rescaling
The final peptides from the simulation were scored using eightythree relevant scoring terms taken from Rosetta 2015.19 (a full list is provided in Supplementary Table S3 ). The score distributions of several terms (e.g. fa-rep and peptide-bond) are positively skewed. To normalize the impacts of each score term, we rescaled each term by mapping the 20th percentile to 0 and the 40th to 1. Some of the score terms are 'parental' terms which consist of 'subterms' (e.g. fa-elec is the parental terms of fa-elec-bb-bb, fa-elec-sc-sc and fa-elec-bb-sc). The sub-terms were scaled using the same factor as their parental term (see Supplementary Table S4 ).
Expected top-rank RMSD
We used the expected top-rank RMSD as a measure of accuracy for the ranking functions. It is known that sidechain reconstruction accuracy is directly correlated to backbone quality (Moore et al., 2013) . Here, the structural differences were evaluated using the RMSD of the backbone atoms and Cb atoms considering side chain orientations (in the case of glycine, a virtual Cb coordinate was estimated) against the X-ray crystallography determined structure. Among N items, the probability of the k-th rank being the top-rank of a random N multi-subset is given by the Gibbs measure.
The expected top-rank RMSD (E-RMSD) is then given by
Finding optimal ranking functions
We hypothesized that the crystal structure is in its native state (global minimum energy) and all other possible structural conformations (decoys) have higher energy than the native structure. For each pMHC-I, where p is the peptide, X is the crystal structure, and D is the decoy, the total energy V can expressed as:
The total energy of a structure S is defined as a linear combination of constituent functions f i ð Þ with the following weight factors w i ð Þ:
where P w i ¼ 1 w i ! 0 ð Þ . Based on these constraints, an optimal vector w i was sought using a linear programming approach. Unfortunately, finding the largest feasible subset of constraints is known to be an NP-hard problem (Maiorov and Grippen, 1992) . Based on previous studies noting the importance of the tiny margins in overcoming this issue (Maiorov and Grippen, 1992; Tobi and Bahar, 2005; Tobi et al., 2000) , we reformulated the inequality as follows.
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, 1 and 2, further details of which are provided in Supplementary Text C). Linear optimization and feasibility analysis were performed using Gurobi Optimizer (version 6.5.2).
Results
Simulation of pMHC-I
Simulations of pMHC-I were conducted to produce docked peptide poses, which were used as candidates for the final prediction, as well as decoys for developing the ranking functions. We chose to explicitly model the unbound peptides and insert them into the MHC-I molecule ( Fig. 2A) . The generation of random peptides and individual shortsighted simulations separated the global and local searches of the conformations, attaining a regular sampling and reducing any unnecessary repetitions.
A successful simulation must satisfy the following two criteria: (i) Near-native (crystal structure) decoys must exist, and (ii) a wide range of competitive decoys must be included. Owing to the fixed anchoring positions of peptides on MHC-I (Binkowski et al., 2012) , short peptides are highly stretched on the groove and thus may have only limited structural diversity (Choi et al., 2013) . For peptides of eight residues, most of the bound decoys have sub-angstrom RMSD (>50%) in both self-docking and cross-docking sets (Fig. 2B) . On the other hand, the conformational freedom of the peptides markedly increased with the length, and the middle bulge of 10-residue peptides created considerably higher structural diversity than short peptides.
The peptide binding simulation of GradDock was directly compared with a Rosetta approach for pMHC-I. In a recent study (Yanover and Bradley, 2011) , a Rosetta-based docking program for pMHC-I (referred to as 'Yanover' henceforth) was developed to explore the sequence diversities of MHC-bound peptides. Using the same program, 2048 decoys were sampled. The portions of candidates with sub-angstrom RMSD exceeded 20% for 8-and 9-residue peptides. Both GradDock and Yanover showed similar distributions for the self-docking and cross-docking targets (Fig. 2B, Yanover) . In general, the portion of low-RMSD peptides is larger in Yanover, but with greater variance among the targets than GradDock (Supplementary Fig. S1 ). Owing to the explicit diversification through the generation of unbound peptides, GradDock showed reduced target biases.
We further examined the representativeness of the peptide conformations by comparing the inter-quantile ranges of the minimum RMSD values between the two peptide groups (Fig. 2C) . For each peptide in one group, the most similar peptide in the other group was searched. The smaller the RMSD value, the better the representation of one group by the other. The inter-quantile ranges of GradDock peptides were consistently smaller than those of Yanover, showing that GradDock sampled a broad range of structural conformations, which largely includes Yanover peptides.
It is worth noting that GradDock is approximately five-times faster than the Rosetta approach. In simple wall-clock timings (five trials per target, median of medians), GradDock took 107.79 s and Yanover 544.84 s to produce one candidate under identical settings.
Development of ranking functions for pMHC-I
To develop an optimal ranking function for pMHC-I, we reexamined the impacts of the Rosetta score terms in their entirety. The initial 512 docked peptides were scored using the standard Rosetta energy terms. Each Rosetta score term was normalized, and weights were assigned. Our hypothesis is that the crystal structure is in the minimum energy state. Therefore each peptide constitutes energy inequalities against its native crystal structure (Eq. (5)). The optimal weights are then obtained by solving the linear equations.
We employed and examined a range of minimum margins (10
, 1 and 2) to find the largest feasible subset of constraints using a simple jack-knife approach by removing one inequality per iteration until an optimal solution is obtained. The constraint satisfaction rates of the optimal solutions ranged between 97% and 99% depending on the minimum margin (Supplementary Text C).
The new ranking functions were validated in various ways, including repeated 8-fold cross-validation (self-docking) and cross-docking. In general, the functions at each energy margin showed a high level of accuracy in terms of E-RMSD (Fig. 3A-C) . Although a consistent level of accuracy was observed across the small energy margins for the self-docking set and cross-validation, the cross-docking set was found to be relatively more sensitive to the margin values. We found that this inconsistency was due to the Lennard-Jones repulsion term (fa-rep), and that small steric clashes need to be tolerated for application to general cases. It was shown that the repulsive interactions strongly drive the sampling quality and prediction accuracy. The removal of the repulsion term is beneficial to the general applicability, and the prediction accuracy is greatly improved by simply tolerating the score term (Supplementary Text D) .
The weights of the new ranking functions showed various patterns, but a few topological terms (rama and peptide_bond) were clearly strengthened with increasing minimum margins (Fig. 3D) . As shown in the E-RMSD values at high minimum margins, the two score terms largely dominate the prediction accuracy. Although a strict topological screening can be highly effective for distinguishing near-native peptides from decoys, this alone is insufficient for an accurate ranking. As shown in E-RMSD at margin G, where rama and peptide_bond are the only two meaningful score terms, the collapse of the weight balance clearly worsens the prediction accuracy. It is therefore likely that for a reliable prediction, the ranking function must contain a balanced selection of the scoring terms, including pairwise interactions and solvation beyond the topological integrity. The final ranking function, D47, was selected from the minimum margin class D, based on the self-docking and cross-docking accuracy.
Predictive ability of GradDock
The full GradDock prediction protocol with the final ranking function D47 was applied to predict the structure of pMHC-I for both test sets, and the protocol was directly compared with Yanover (Yanover and Bradley, 2011) . Taking into account the large recommended sample size described in FlexPepDock (Raveh et al., 2010) , 2048 peptide decoys were generated using both methods.
GradDock was shown to be marginally more accurate than Yanover in terms of RMSD (GradDock, 1.18 and 1.2 Å ; Yanover, 1.43 and 1.42 Å for self-and cross-docking, respectively). However, GradDock is clearly more accurate than Yanover if one compares It bears noting that the score terms related to the protein topology (rama and peptide_bond) monotonically increase as higher energy margins are imposed (details in Supplementary Fig. S2) the number of better-predicted targets (Fig. 4 and see Supplementary  Fig. S3 for all-atom RMSD). If an RMSD difference of 0.25 Å is regarded as indistinct, then nearly three-times the number of targets for the cross-docking set were more accurately predicted by GradDock (31 vs. 11). To assess the impact of the decoy sample size and prediction, we chose 256, 512 and 1204 random decoys, respectively, for each target from the 2048 samples. (Resampling test, see Fig. 5 and Supplementary Fig. S4 for all-atom RMSD). Predictions using a randomly chosen set of decoys were repeatedly conducted, and the RMSD values of the top-ranked peptides at each run were averaged.
The results show that the predictive capability of GradDock is consistent for any test set, whereas the Yanover prediction is generally worse for the cross-docking test set. In addition, GradDock continuously improves the prediction accuracy as the sample decoy size becomes larger, indicating that our ranking function, D47, is robust and stably selects native-like peptides from the samples. In contrast, the Yanover prediction was not shown to improve as the sample size increases (see also Supplementary Fig. S4 ). Considering that the GradDock simulation is approximately five-times faster than that of Yanover, a further improvement in accuracy can be expected.
Conclusions
We developed a fast and accurate structure modeling algorithm for pMHC-I, called GradDock, which combines a fast peptide binding simulator with a ranking function specifically weighted for pMHC-I.
The docking simulator was designed to be unbiased toward any MHC-I molecules by generating the initial unbound peptides in vacuo and inserting them into the desired MHC-I molecules. The results indicate that GradDock is able to create native-like peptides with a certain degree of diversity, which is sufficient for describing the pMHC-I space.
We completely re-parameterized the Rosetta scoring terms using a linear programming approach. The minimum margin analyses provided structural insight into the high-quality modeling of pMHC-I: Dihedral angle probabilities greatly affect the scoring, and relaxation of the repulsion relaxation of the repulsion term markedly improves the prediction accuracy the prediction accuracy. In conclusion, GradDock generates more diverse peptides five-times faster than the Rosetta simulation protocol for pMHC-I the Rosetta simulation protocol for pMHC-I with higher accuracy (an approximately three times better prediction capability) and no bias. It is worth noting that prediction quality was improved without full-atom dynamics including the MHC molecules, and thus focusing mainly on the peptide was beneficial in terms of performance.
The ranking function development process can be broadly applied to any type of scoring function for other specific purposes (e.g. pMHC-II). GradDock may find a wide range of applications where molecular details of pMHC are required, such as the prediction of T-cell epitopes, or the cross-reactivity in T-cell antigen recognition. 
