The diffusion maps together with the geometric harmonics provide a method for describing the geometry of high dimensional data and for extending these descriptions to new data points and to functions, which are defined on the data. This method suffers from two limitations. First, even though real-life data is often heterogeneous , the assumption in diffusion maps is that the attributes of the processed dataset are comparable. Second, application of the geometric harmonics requires careful setting for the correct extension scale and condition number. In this paper, we propose a method for representing and learning heterogeneous datasets by using diffusion maps for unifying and embedding heterogeneous dataset and by replacing the geometric harmonics with the Laplacian pyramid extension. Experimental results on three benchmark datasets demonstrate how the learning process becomes straightforward when the constructed representation smoothly parameterizes the task-related function.
Introduction
During the last years dimensionality reduction techniques such as local linear embedding [6] , Laplacian eigenmaps [7, 8] , local tangent space alignment [9] and diffusion maps [1] have been proven as powerful methods for embedding high dimensional datasets to a lower dimensional space. In essence, the goal is to find a small number of coordinates that reveal the hidden features of the sampled data and preserve some properties of the data in its original representation.
One dimensionality reduction technique that provides a method for finding meaningful geometric descriptions in datasets is diffusion maps [1] . Diffusion maps construct coordinates that parameterize the dataset according to its geometry and diffusion distances are a local preserving metric for this data. When a new point arrives, these new diffusion coordinates need to be extended to include its data. The Geometric harmonics [12] provide out-of-sample extension for empirical functions, which are defined on a given dataset. These functions may be the coordinates that parameterize the data in the embedded space or a task-related function, such as the label function in a classification task, that is defined on the data. In particular, when the dataset is embedded by diffusion maps coordinates, the geometric harmonics extend the coordinates to new data * Applied Mathematics Department, Yale University.
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points. The extension, which is based on the Nyström method [13] , defines a scale for extending a given set of diffusion maps coordinates. The diffusion maps embedding method together with the geometric harmonics extension method suffer from two limitations. First, even though real-life data is often heterogeneous, the assumption in most of the dimensionality reduction algorithms, including diffusion maps, is that the attributes of the processed dataset are comparable. Second, application of the geometric harmonics requires careful setting for the correct extension scale and condition number. A possible solution for setting the correct scale is to use the geometric harmonics in a multi-scale manner (see [10, 11, 20] ), where the initial scale is set to be large. This provides a solution for setting the scale parameter, but the iterations increase the computational time. In addition, the condition number needs to be set correctly in each iteration.
In this paper, we propose a method for representing and learning heterogeneous datasets by using the diffusion maps for unifying and embedding dataset and by replacing the geometric harmonics with the Laplacian pyramid extension. The diffusion maps algorithm, which was originally proposed as a dimensionality reduction scheme, is used to transform the data of a single attribute, into a new set of coordinates that reflect its geometry and density. The eigenfunctions of Markov matrices, which construct the diffusion maps, form normalized and scaled coordinates. Using the diffusion coordinates as a method for representing low-dimensional data allows us to construct a reliable and comparable description for the attributes.
Out-of-sample extension of functions is done by using the multi-scale Laplacian pyramid instead of the traditional geometric harmonics. The Laplacian pyramid is a method for multi-scale representation of data, which uses Gaussian kernels of decreasing widths. At each scale, the input data is convolved with a Gaussian kernel. Burt and Adelson [18] introduced the Laplacian pyramid for image coding. The image was approximated by a lowpass filter and downsampled. In [19] Do and Vetterli showed that the Laplacian pyramid is a tight frame. Recently, [20] proposed a scheme for multi-scale data sampling and function extension, which is based on similar multi-scale ideas.
In this paper, we use the Laplacian pyramid algorithm for constructing a coarse representation of a function f at a given scale l. The difference between f and the coarse approximation, is new input for this algorithm. The algorithm is iterated by approximating the difference using a Gaussian kernel of a finer scale. The approximated function at a given scale can be extended to new data points. The Laplacian pyramid algorithm is used throughout the paper in two contexts
• Extending geometric representation to new data points, when the dataset is divided into a training set and a test set.
• Evaluating empirical task-related functions on the dataset.
Experimental results on three benchmark datasets demonstrate how the learning process becomes straightforward when the constructed representation smoothly parameterizes the task-related function. This paper is organized as follows: The problem definition and notations are presented in Section 2. Section 3 provides the mathematical background, which includes diffusion maps, geometric harmonics and the Laplacian pyramid methods. Section 4 presents in detail the framework for geometric representation of a dataset. Section 5 describes how to extend the constructed representations and functions that are defined on them. Experimental results are provided in Section 6.
Problem Formulation
Consider a heterogeneous training set S = {x(l, k)} l=1,...n,k=1...m , which consists of n data points in R m , and a function f : S → R that is known on the points of the training set. LetS be a set in R m such thatS ⊆ R m \S. The setS is denoted as the test set. The task is to extend the function f to point of the test setS.
The training set S is comprised of m heterogeneous input attributes. The k th attribute is denoted by S k = {x(:, k)}. Although an attribute here is treated as a onedimensional column of the data, in a general setting, it can be of a higher dimension. We assume that there are no missing values in S.
Learning the function f from the training dataset S and evaluating f on the test pointsS is done in two steps. First, we change the representation of the dataset S to a new, geometric representation, denoted by Φ S , and extend the coordinates of Φ S to the points of the test set. The extended representation is denoted by ΦS. Next, the function f is learned from the new representation Φ S and extended to the points of the test setS by using ΦS. Figure 1 illustrates the steps for learning a taskrelated function f from a heterogeneous training set S.
The construction of a geometric representation Φ S , for a training dataset S, which involves a large number of attributed, is done by unifying the attributes to have a comparable scale. The attributes are then fused and embedded to Euclidian space. The geometric representations of the attributes {S 1 , . . . , S m } are denoted by {Ψ 1 , . . . , Ψ m }. The matrix V gathers the attributes in their new representation. The fused training set Φ S is described by a small number of coordinates. This process is illustrated in Figure 2 3 Scientific Background 3.1 The Diffusion Maps Framework This section describes the diffusion framework, which was introduced in [1, 12] .
3.1.1 Diffusion Maps Let Γ = {x 1 , . . . , x n } be a set of points in R m , which are of comparable scale (Γ is a homogenous dataset). In order to study the intrinsic geometry of the set Γ, we construct a graph G = (Γ, W ) with a kernel W w (x i , x j ) . The kernel, which serves as weight function, measures the pairwise similarity between the points. It satisfies the following properties: Figure 2 : A schematic description for construction of a geometric representation from a heterogeneous training dataset.
• positive-preserving: w (x i , x j ) ≥ 0 for all x i ∈ Γ;
• positive semi-definite:
for all real-valued bounded function f defined on Γ, it satisfies
In this paper, the Gaussian kernel W = e
is used as a weight function. The normalized kernel
is a Markov transition matrix. Since P consists of nonnegative real numbers, where each row is summed to 1, the matrix P can be viewed as the probability of moving from x i to x j in one time step.
The transition matrix P is conjugate to a symmetric matrix A, defined by
In matrix notation, A D and a set of orthogonal eigenvectors {v k } in R m , thus, it has the following spectral decomposition
Since P is conjugate to A, the eigenvalues of both matrices are the same. In addition, if {φ k } and {ψ k } are the corresponding left and right eigenvectors of P , we have
From the orthonormality of {v k } and Eq. (3.4), it follows that {φ k } and {ψ k } are biorthonormal sets, which means that φ l , ψ k = δ lk . Combing Eqs. (3.3) and (3.4) with the biorthogonality of {φ k } and {ψ k }, leads to the following eigendecomposition of the transition matrix P
Because of the fast decay of the spectrum, only a small number of terms are required to achieve sufficient accuracy in the sum. The family of diffusion maps
, which are defined by
embed the dataset into a Euclidean space. This embedding parameterizes the data into a new space, in which the distances between the data points are determined by the geometric structure of the data. Following the definitions in [2, 1] , the diffusion distance between two data points x i and x j is the weighted
In this metric, two data points are close to each other if there exists many paths that connect them. The value of 1 φ0(xi) depends on the point's density. Substituting Eq. (3.5) in Eq. (3.7) and using the biorthogonality properties, we obtain that the diffusion distance with the right eigenvectors of the transition matrix P is expressed as
In these new set of diffusion maps coordinates, the Euclidean distance between two points in the embedded space represents the distances between the points as defined by a random walk.
3.1.2 Setting the Scale Parameter . When constructing the Gaussian kernel for a homogeneous dataset, different values of the parameter are obtained in different parameterizations of the input data. For example, setting to be too small results in a situation where some of the points in W have local neighborhoods of size 1, which means that the point is only connected to itself. On the contrary, setting to be too large results in a situation where all the points in W are connected; this in turn yields a coarse and perhaps too smooth description of the data. Clearly, an appropriate should be between these two cases and should stem from the data. In this paper, we have used the method presented in [4] for setting the value of . For Γ, which contains n data points, the pairwise Euclidean distance matrix between data points in Γ is defined as D = {d ij } i;j=1...n . The median determines as
This construction provides an estimate to the average pairwise distance, which is robust to outliers.
Geometric Harmonics
Let Γ be a set of homogeneous (scale comparable) points in R m and Ψ be its diffusion embedding map. LetΓ be a set in R m such that Γ ⊆Γ. The geometric harmonics scheme extends Ψ into a new datasetΓ. We first overview the Nyström extension [13, 14] , which is a common method for the extension of functions from a training set to accommodate the arrival of new samples [15, 16, 17] . The eigenvectors and eigenvalues of a Gaussian kernel on the training set Γ with are computed by
If λ l = 0, the eigenvectors in Eq. 3.10 can be extended to any y ∈ R m by
This is known as the Nyström extension. The extended distance of ϕ l from the training set is proportional to . Let f be a function on the training set Γ. The eigenfunctions {ϕ l } are the outcome of the spectral decomposition of a symmetric positive matrix, thus, they form a basis in R m . Consequently, any function f can be written as a linear combination
of this basis. Using the Nyström extension, as given in Eq. (3.11), f can be defined for any point in R m by
The Nyström extension, which is given in Eq. (3.11), has two major drawbacks:
1. The extended distance is proportional to the value of ε used in the kernel. Numerically this extension vanishes beyond this distance.
2. The scheme is ill conditioned since λ l −→ 0 as l −→ ∞.
The second issue can be solved by cutting off the sum in Eq. 3.13 keeping the eigenvalues (and the corresponding eigenfunctions) satisfying λ l ≥ δλ 0
The result is an extension scheme with a condition number δ. In this new scheme, f andf do not coincide on Γ, but they are relatively close. The value of ε controls this error. An iterative method for modifying the value of ε with respect to the function to be extended is introduced in [12, 3] . The outline of the algorithm is as follows:
1. Determine an acceptable error for relatively big value of ε which are denoted by err and ε 0 , respectively; 2. Build a Gaussian kernel using ε 0 such that
3. Compute the set of eigenvalues for this kernel. Denote this set by ϕ l (x) and write f as a linear combination of this basis as
4. Compute the sum
5. If s err < err then expand f with this basis as explained in Eq. 3.14. Otherwise, reduce the value of ε 0 and repeat the process.
The sum, which was computed in Step 4 of the algorithm, consists of only large coefficients. This quantity grows with the number of oscillations the function has. The scale parameter ε will be smaller with respect to the oscillatory behavior of f .
The Laplacian Pyramid
The Laplacian pyramid is a multi-scale algorithm for extending an empirical function f , which is defined on a dataset Γ, to new data points. Mutual distances between the data points in Γ are used to approximate f in different resolutions. As previously defined, Γ is a set of n data points in R m and f be a function defined on Γ. A Gaussian kernel is defined on Γ as
yields a smoothing operator K 0 . At a finer scale l, the Gaussian kernel
. yields the smoothing operator
For any function f : Γ → R, the Laplacian Pyramid representation of f is defined iteratively as follows:
(3.17)
The differences
are input for this algorithm at level l. Equation (3.17) approximates a given function f in a multi-scale manner, where f ≈ s 0 + s 1 + s 2 + · · · . An admissible error should be set a-priori, and the iterations in Eq. (3.17) stop when f − k s k < err.
We extend f to a new point y ∈ R m \Γ in the following way:
The extension of f to the point y is evaluated from Eq. (3.19) as f (y) = k s k (y). ]. An admissible error is set as 10 −8 and the initial scale in W 0 is set to one. Equation (3.17) is called seventeen times to achieve the desired approximation of the function on the training set points. Figure 3 displays the approximated result after 2, 6, 12, and 17 iterations.
The test set contains 165 points from [0, π 4 ], which were not included in the training set. The mean squared error for the test points was 3 · 10 −7 . Figure 4 shows the extension of the function to the test points. The exact value of the test point on f is plotted as a hollow black circle. The approximated value from the extension as was calculated by Eq. (3.19) is plotted by a red star.
Heterogeneous Datasets Representation
This section describes how diffusion maps are used to change the representation of a heterogeneous dataset to a new, compact geometric representation. The geometric representation includes a small number of coordinates that parameterize the original dataset according to its local geometric structures. Section 4.1 explains how to change the representation of a single attribute of the data. This process is illustrated in the top part of Figure 2 . In section 4.2, we explain the bottom part of Fig. 2 , which constructs a fused representation of the heterogeneous dataset. 4.1 Representing a Single Attribute. Transforming each attribute S k to a geometric representation, is done by constructing a space in which the distances between the data points of S k are diffusion distances. The diffusion maps, which was described in Section 3.1, is applied to the data of S k . A Markov transition matrix P , which is proportional to the Gaussian kernel
, is constructed from the data points of S k . The eigendecomposition of P results in a set of diffusion coordinates, which organize the attribute's data according to the densities of the mutual distances of its data points (see Equations (3.7) and (3.8)). Denote the set of diffusion maps coordinated that capture the geometry of the attribute S k as
This new representation orders the data of the attribute, and produces a smooth representation for S k , which preserves its local density structure. The first l diffusion coordinates provide a compact representation of S k . Since λ k,1 ≤ · · · ≤ λ k,n , the truncated representation
where l << n yields an adequate approximation for the diffusion distance in Eq.(3.8). Discarding the higher more oscillatory diffusion coordinates, smoothes S k with respect to its density.
We demonstrate this process on a single onedimensional attribute from the Wine Quality dataset [22] , which is later used for experimental results (see Section 6). Figure 5 shows the original data. In Fig. 6 we plot the data in increasing order, after it was scaled to have mean zero and standard deviation one. Figure 7 presents the geometric representation of the attribute's data by three diffusion maps coordinates. The geometric representation orders the data points. In addition, 
(4.20)
Replacing Ψ k byΨ k in Eq. (3.8), the diffusion distance multiplied by the constant α(k) is approximated by
The re-scaled eigenvalues
α(k) serve as weights in the sum (4.21).
Denote the fused dataset as
Another application of diffusion maps to V produces a set of diffusion coordinates that embed S to Euclidian space. Denote these coordinated as Φ S = {µ 1 φ 1 , µ 2 φ 2 , . . .}. The largest diffusion coordinates are sufficient for preserving the geometry of V . Algorithm 1 summarizes the steps for geometric representation of a dataset.
Algorithm 1 Heterogeneous Datasets Representation
Input: A dataset S with m heterogeneous attributes
Embedding coordinates Φ S , which embed S in a Euclidean space, and preserve its local geometric structures.
1: Apply the diffusion maps to the data of each attribute S k, k=1,...m and save the first l diffusion co-
Re-scale Ψ k by dividing the eigenvalues by their sum α(k).
} is the geometric representation of S k 's data. 3: Apply the diffusion maps to the matrix
The top diffusion coordinates of Φ S (x i ) embed S into a low dimensional space that preserves it geometric structure.
Out-of-sample Extension
Section 4 described how to transform a training dataset S to a new set of coordinates Φ S , which preserve its local geometric structures. In Section 5.1 we explain how to extend Φ S to include new test points. Section 5.2 describes how to learn a task-related function on the training set and extend the results to the test points.
Extending Geometric Representations
The extension to new data points is carried out in two steps. First, the geometric representations {Ψ k } m k=1 , which parameterize the data of each of the attributes {S k } m k=1 , are extended. Then, these extended representations are used to extend the coordinates Φ S to the new test points.
Denote a new data point by y = {y 1 , y 2 , . . . , y m }, y ∈ R m . Using our previous notations, S k (y k ) is new data for the k th attribute. The evaluation ofΨ k (y k ) is carried out as follows: The smoothing operator K 0 is constructed on the data points of S k as described in equations (3.15) and (3.16). In the construction of W 0 we set a large σ 0 . For setting σ 0 , we use the heuristic that was described in Section 3.1.2 and multiply the result by a factor. By defining f to be f =Ψ k and applying Equations (3.17) and (3.19), we f (y k ) =Ψ k (y k ) is evaluated.
Applying the above steps to the to the m groups of vectors {Ψ k } m k=1 forming the matrix V = {Ψ 1 ,Ψ 2 , . . . ,Ψ m } yields the (m × l) dimensional vectorṽ(y) = {Ψ 1 (y 1 ),Ψ 2 (y 2 ), . . . ,Ψ m (y m )}.ṽ(y) is a new data point to be embedded in Φ S . Next, another application of the Laplacian pyramid extension algorithm is carried out. The operator K 0 (see Eq. (3.16) and (3.15) ) is constructed on the data points of V . In Equations (3.17) and (3.19), we define f = Φ S and evaluate f (y) = Φ S (ṽ(y)). Algorithm 2 summarizes this extension process.
Algorithm 2
, which embed each of the attribute's data in a Euclidian space; The set of diffusion coordinates Φ S , which embed S in a Euclidian space; A new data point y = {y 1 , . . . , y m } to be evaluated on Φ s .
Output:
Extended diffusion coordinates Φ S (y).
Construct the smoothing operator K 0 on the data points of S k , like described in equations (3.15) and (3.16).
3:
Define f =Ψ k and use Eq. (3.17) and (3.19) 
Construct the smoothing operator K 0 on the data points of V = {Ψ 1 , . . . ,Ψ m }. 7: Define f = Φ S and use Eq. (3.17) and (3.19) to evaluate f (y) = Φ S (ṽ(y)).
Learning Task-Relates Functions
Machine learning tasks can be formulated in the way that was described in Section 2. In a general learning process, f is known on the points of the training set S and we want to extend f to the points of the test setS. Replacing the dataset S with its new representation Φ S , naturally leads to describing f as f : Φ S → R. Extending f to the points inS is done by Laplacian pyramids. A smoothing operator K 0 (see Eq. (3.16)) is constructed on the data points of Φ S . In Equation (3.15) , the scaling parameter σ 0 of W 0 is set as characteristic diffusion time of Φ S . The characteristic diffusion time of a graph was defined in [5] as 1/(1 − µ 1 ), where µ 1 is the eigenvalue in the first diffusion maps coordinate. The function f is approximated by Eq. (3.17) . The extension of f to the new point y, f (y) = f (Φ S (y)) is evaluated by using Eq. (3.19) .
These steps are summarized in Algorithm 3. (3.19) to evaluate f (ỹ).
Experimental Results
The introduced framework is applied to 3 datasets from the UCI Machine Learning Repertory [21], Ionosphere, Wine Quality and Wine. The Ionosphere dataset is an example for using this framework to learn datasets that have attributes with a dimension that is higher then one. In the Wine Quality dataset, the learning task is to predict human wine taste preferences. We compare our results to [22] , which used a standard normalization procedure for unifying the data (the attributes we re-scaled to have zero mean and one standard deviation). A variable selection procedure followed by SVM generated the best results in [22] . Last, the Wine dataset is an example for a multi-class classification task. In this example, we show how to construct task-functions for a multi-class learning task.
The Ionosphere Dataset
The Ionosphere radar dataset (Blake and Merz, 1998) consists of a phased array of 16 high-frequency antennas. The radar returns are classified as "Good" or "Bad". Sixteen attributes are defined as S = {S k } 16 k=1 . Each attribute is two dimensional, corresponding to the complex values that are captured by the radar. The dataset is split into a training set, which contains 90% of the points and a test set. The following binary function (6.22) f (
is known on the training data points, and the learning task is extended f to the test points.
Algorithm 1 is applied to change the representation of the training set. Each of the 16 attributes is represented by l = 5 of diffusion coordinates. Figure  8 shows the data of the fifth attribute S 5 in its original representation. "Good" points are colored blue and "Bad" points are colored red. Figure 9 shows geometric representation of the data from same attribute.
The new representations of the attributes' data are re-scaled and fused as described in Steps 2 and 3 of Algorithm 1. The fused dataset is embedded into Euclidean space by the first 6 diffusion coordinates. The low-dimensional geometric representation of the ionosphere dataset is presented in Figure 10 . The geometric representation is extended to the points of the test set by the application of Algorithm 2. The function f is approximated and extended as described in Section 5.2. A test point y with a positive value f (y) is classified as "Good", otherwise it is classified as "Bad". Figure 11 shows the extension of f on the 35 test points. The blue circles denote the true class of the point and the red stars are the approximated values.
Using the function f as a classifier and running the above procedure in a ten-fold cross validation, yields classification accuracy of 92%. The dataset is separated to a training set, which contains 80% of the input points, and a test set with the remaining 20%. The function to learn, denoted by f , is the quality grade of each wine. The values of f are known on the training set.
The training set is transformed into a geometric representation by the application of Algorithm 1. In
Step 1 of Algorithm 1, 4 diffusion coordinates are used to represent the data of each attribute. The fused data is embedded to a Euclidian space by 5 diffusion maps coordinates. Figure 12 shows the geometric representation of the training set. The points are colored by their graded quality. The test points are added to the new representation by the application of Algorithm 2. In Figure 13 , the points of the training set are plotted as hollow ones, colored by their quality value. The points of the test set, which are also colored by their true quality value, are plotted as filled points. Defining f as the wine quality function on the data, allows to extend f to new points.
A 5-fold cross validation of the above learning process yields an accuracy rate of 64.38%. For comparison, in [22] Cortez et al. performed 20 runs of the 5-fold cross validation and archived an accuracy rate of 62.4%.
The Wine Datasets
Similarly to the Wine Quality dataset, the attributes of the Wine dataset are the results of 13 chemical analysis tests on 178 wines. The wines are derived from three different types of grapes which are denoted by G 1 , G 2 and G 3 . The task is to classify the grape type that was used to produce the inspected wine. The classification task is formulated by three functions {f g } g=1,2,3 (6.23) f g (x i ) = 1, x i ∈ G i −1, otherwise , Figure 12 : The geometric representation of the wine quality training set by the first 3 diffusion maps coordinates. Figure 13 : Extension of the geometric representation to the points of the test set. The training set is plotted by hollow points, which are colored by the value of the wine quality. The test set is plotted by filled points colored by the value of the points in the wine quality function.
which correspond to the wines that are produced by each of the three grape types. The learning process extends the functions f 1 , f 2 and f 3 to the test points. The classification result of a new test point y ∈ R 13 is determined as the index g in which max{f g (y)} g=1,2,3 occurs.
The 13 attributes are replaced by geometric representations, which are formed by 4 diffusion maps coordinates. The fused dataset is embedded to a 6-dimensional Euclidean space.
The task-related functions f 1 ,f 2 and f 3 are extended to new test points via Algorithm 3. Using a ten fold cross validation on this data yields a classification accuracy of 98.33%.
Conclusions and Future Work
This paper presented a new framework for representing heterogeneous high-dimensional datasets and learning empirical functions that are defined on the data. Parameterizing low-dimensional data attributes by diffusion coordinates before merging the data, provides a flexible representation for heterogeneous datasets. The complementing Laplacian pyramid method for function extension simplifies the existing approaches for extending embedding coordinates and for learning functions from a general set of coordinates. Experimental results on benchmark datasets demonstrated how the proposed methods are used for learning from heterogeneous data.
Existing a future learning techniques can be applied to the dataset in its geometric representation. Moreover, incorporating the task-related function, which can be treated as another attribute, for construction of a smooth geometry with respect to the function, is a natural next step.
