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Magnetic-field gradients are important for single-site addressability and electric-dipole spin res-
onance of spin qubits in semiconductor devices. We show that these advantages are offset by a
potential reduction in coherence time due to the non-uniformity of the magnetic field experienced
by a nuclear-spin bath interacting with the spin qubit. We theoretically study spins confined to
quantum dots or at single donor impurities, considering both free-induction and spin-echo decay.
For quantum dots in GaAs, we find that, in a realistic setting, a magnetic-field gradient can reduce
the Hahn-echo coherence time by almost an order of magnitude. This problem can, however, be
resolved by applying a moderate external magnetic field to enter a motional averaging regime. For
quantum dots in silicon, we predict a cross-over from non-Markovian to Markovian behavior that is
unique to these devices. Finally, for very small systems such as single phosphorus donors in silicon,
we predict a breakdown of the common Gaussian approximation due to finite-size effects.
PACS numbers: 03.65.Yz,76.60.Lz,75.75.-c
I. INTRODUCTION
One of the most intriguing features of spins in semicon-
ductor nanostructures is our ability to systematically de-
termine decoherence mechanisms for these systems from
microscopic models. Although complex spin dynamics
in the presence of the relevant interactions can be dif-
ficult to evaluate, these interactions can be known to a
high degree of precision and irrelevant terms systemati-
cally dropped from the Hamiltonian. Indeed, for electron
spin qubits confined to quantum dots in GaAs or natural
Si, the dominant contribution to dephasing is known to
be the Fermi contact hyperfine interaction between the
electron spin and nuclear spins in the surrounding host
material.1–4
The contact hyperfine interaction divides naturally
into two contributions: a secular (diagonal) part that
commutes with the electron Zeeman term, for which dy-
namics are reversible by Hahn echo,2 and a non-secular
(off-diagonal) part, the so-called flip-flop interactions,
which may lead to a more complex dynamics. In the
presence of a large electron Zeeman splitting compared
to the total hyperfine interaction strength, perturbative
expansions can be used to calculate the contribution of
flip-flop interactions to decoherence.5,6 Alternative tech-
niques such as cluster expansions or high-order partial
resummations have also been used to estimate dynamics
due to flip-flops in the low-field limit.7–11
In addition to hyperfine interactions, dipole-dipole
coupling between nuclear spins can induce internal dy-
namics in the nuclear-spin bath, which can act back on
the electron spin through hyperfine interactions, result-
ing in decoherence. This process of electron-spin decoher-
ence due to fluctuations in the nuclear-spin bath (spectral
diffusion12) is independent of the applied magnetic field
for moderately large fields and is not fully reversible by
spin-echo,13,14 thereby typically limiting achievable co-
herence times.
Electron spins confined in silicon using either quantum
dots4 or at single phosphorus donors15,16 may have signif-
icant advantages over spins in GaAs quantum dots, since
natural silicon contains only 4.7% nuclear-spin-carrying
29Si, a figure that can be further reduced by isotopic pu-
rification.
Although the long coherence times achievable for semi-
conductor spin qubits are certainly an advantage, control
and scalability are also required for potential applications
in quantum information processing. A useful tool in this
respect is a magnetic-field gradient. Indeed, electron-spin
resonance of single electron spins in lateral dots in GaAs
has been demonstrated using inhomogeneous magnetic
fields generated by cobalt micromagnets.17,18 Recent pro-
posals suggest to use these gradients to achieve strong
coupling of single electron spins to a coplanar-waveguide
resonator,19 in particular in Si where coherence times are
longer. Interactions with a resonator can be used for a
qubit readout20,21 or to mediate interactions between dis-
tant spin qubits,22 an important step toward scalability.
In this article, we calculate the effect of such an inho-
mogeneous magnetic field on the coherence of (electron or
heavy-hole) spin qubits. These results can be applied to a
number of experimentally relevant scenarios (see Fig. 1).
We account for the secular hyperfine interaction along
with the electron- and nuclear-Zeeman terms due to an
inhomogeneous magnetic-field gradient. This inhomo-
geneity can lead to dynamics in the nuclear-spin system
and a consequent decay of electron-spin coherence, simi-
lar to the case of spectral diffusion from nuclear dipolar
interactions. We further show that a magnetic-field gra-
dient can result in the failure of two typical techniques
used to mitigate decoherence due to the nuclear envi-
ronment: nuclear spin state narrowing and Hahn echo.
State narrowing involves the preparation of the nuclear-
spin bath in a narrow distribution of eigenstates of the
nuclear field operator. Ideally, this corresponds to an ex-
act eigenstate of the component of the nuclear field along
an applied magnetic field.23–27 The presence of a trans-
verse magnetic-field gradient destroys this dephasing-free
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FIG. 1: (Color online) Various physical systems considered
in this paper. We study spin dynamics for both single-
and double-dot geometries. In the double-dot case, we con-
sider either (i) a single electron shared by the two dots or
(ii) an electron in each dot, with spin states expressed in
the singlet-triplet basis, {|S￿ = (| ↑↓￿ − | ↓↑￿)/√2, |T0￿ =
(| ↑↓￿ + | ↓↑￿)/√2}. The associated electron envelope wave-
functions can be either hydrogenic (relevant for a donor impu-
rity) or Gaussian (relevant for a quantum dot) in dimension
d = 1, 2, or 3.
of the spin qubit. The second technique, a Hahn echo
(HE), involves a refocusing pulse applied at time t after
initial preparation. This procedure reverses the evolu-
tion of the spin qubit under a static secular hyperfine
coupling, allowing for a retrieval of coherence at time 2t.
In this case, the presence of an inhomogeneous transverse
magnetic field then leads to a finite nuclear-spin-bath cor-
relation time, preventing the full recovery of spin-qubit
coherence.
Our analysis of a transverse magnetic-field gradient on
the decoherence dynamics of spin qubits applies to sev-
eral different systems: spins in quantum dots formed in,
e.g., either III-V semiconductors or Si, and to single P
donor impurities in Si (Si:P) (see Fig. 1). In each case,
we find that a magnetic-field gradient can decrease the
coherence time, relative to known coherence times in the
absence of a magnetic-field gradient. In addition to elec-
tron spins, our dephasing model is directly applicable to
hole spins in III-V semiconductors,28–32 and may give in-
sight into dephasing from the nuclear quadrupolar inter-
action due to inhomogeneous strain in InAs nanowires.33
The remainder of this article is divided as follows. In
Sec. II, we introduce the Hamiltonian accounting for Zee-
man terms coupling to the spin qubit and nuclear-spin
bath for an inhomogeneous magnetic field, as well as the
secular hyperfine coupling. We then derive an exact for-
mula for the spin coherence factor. In Sec. III, we in-
troduce a perturbative method to obtain simple expres-
sions for the coherence factor with associated parametric
dependences. In Sec. IV, we obtain analytical expres-
sions for the electron spin coherence factor in the context
of free-induction decay for an initial narrowed nuclear-
spin state and for Hahn echo with an initial infinite-
temperature thermal state of the nuclear-spin system. In
Sec. V, we apply our model to the physical systems shown
in Fig. 1 and make testable predictions for experiments
that we expect to be realizable with present technology.
We conclude in Sec. VI with a discussion of the most im-
portant results presented here and possible implications
for future experiments on spin dynamics in these systems.
II. HAMILTONIAN AND EXACT SOLUTION
We consider a single electron spin interacting with a
nuclear-spin bath through hyperfine coupling. In general,
the coupling may arise from the Fermi contact term34
(most relevant for electrons in III-V semiconductors),
purely anisotropic interactions (relevant for, e.g., hole
spins in III-V semiconductors28), or both (relevant for,
e.g., spins in silicon35). We will, however, consider only
the cases where spin dynamics is dominated by the sec-
ular hyperfine coupling (the part that commutes with
the electron Zeeman term). We allow for a position-
dependent external magnetic field Bext(r) = B
x(r) xˆ +
B zˆ, B being a constant, as illustrated in Fig. 2(a). We
further take Bext(r) and the electron envelope wavefunc-
tion ψ(r) to satisfy
￿
d3rBext(r)|ψ(r)|2 = B zˆ [this is
true, e.g., when Bx(r) is an odd function of z, while
|ψ(r)| is an even function of z, as in Fig. 2(a)]. Adding
a secular hyperfine coupling gives (setting ￿ = 1),
Hˆ = (b+ hˆz)Sˆz +
￿
k
γk
￿
bxk Iˆ
x
k + bIˆ
z
k
￿
, (1)
where hˆz =
￿
k Ak Iˆ
z
k is the Overhauser field, with sums
over nuclear spins k, b = g∗µBB is the electron Zeeman
splitting, and γkb
x
k = γkg
∗µBBx(rk). The nuclear gyro-
magnetic ratios are thus given by γkg
∗µB , with µB the
Bohr magneton and g∗ the effective g-factor. Finally,
Ak ∝ |ψ(rk)|2 is the hyperfine coupling strength at nu-
clear site k = 0, 1, 2, . . .. These couplings are calculated
as functions of k for several relevant wavefunctions in
Appendix A.
Eigenstates of Hˆ, Eq. (1), are simultaneous eigenstates
of Sˆz, which we denote {| ↑￿, | ↓￿}. Since there is no in-
teraction between nuclear spins, the eigenstates of Hˆ can
further be written as a product of nuclear-spin states of
definite angular momentum along the direction of an ef-
fective field hσk , [see Fig. 2(b)], for each nuclear spin
at site k with electron spin σ =↑, ↓. These states can
be obtained from an electron-spin-state-dependent rota-
tion Rˆ
↑/↓
k = e
−iIˆykφ
↑/↓
k applied to Izk -eigenstates, |Ik,mk￿,
where
φ
↑/↓
k = arctan
￿
γkb
x
k
bγk ± 12Ak
￿
, (2)
as illustrated in Fig. 2(b). This gives the exact
electron-spin coherence factor C(t), defined by ￿Sˆ+(t)￿ =
￿Sˆ+(0)￿C(t), for two protocols: (i) free-induction decay
and (ii) Hahn echo.
FIG. 1: (Color online) Various physical systems considered
in this paper. We study spin dynamics for both single-
and double-dot geometries. In the double-dot case, we con-
sider either (i) a single electron shared by the two dots or
(ii) an electron in each dot, with spin states expressed in
the singlet-triplet basis, {|S〉 = (| ↑↓〉 − | ↓↑〉)/√2, |T0〉 =
(| ↑↓〉 + | ↓↑〉)/√2}. The associated electron envelope wave-
functions can be either hydrogenic (relevant for a donor impu-
rity) or Gaussian (relevant for a quantum dot) in dimension
d = 1, 2, or 3.
nuclear-spin state, leading to free-induction decay (FID)
of the spin qubit. The second technique, a Hahn echo
(HE), involves a refocusing pulse applied at time t after
initial preparation. This procedure reverses the evolu-
tion of the spin qubit under a static secular hyperfine
coupling, allowing for a retrieval of coherence at time 2t.
In this case, the presence of an inhomogeneous transverse
magnetic field then leads to a finite nuclear-spin-bath cor-
relation time, preventing the full recovery of spin-qubit
coherence.
Our analysis of a transverse magnetic-field gradient on
the decoherence dynamics of spin qubits applies to sev-
eral different systems: spins in quantum dots formed in,
e.g., either III-V semiconductors or Si, and to single P
donor impurities in Si (Si:P) (see Fig. 1). In each case,
we find that a magnetic-field gradient can decrease the
coherence time, relative to known coherence times in the
absence of a magnetic-field gradient. In addition to elec-
tron spins, our dephasing model is directly applicable to
hole spins in III-V semiconductors,28–32 and may give in-
sight into dephasing from the nuclear quadrupolar inter-
action due to inhomogeneous strain in InAs nanowires.33
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II. HAMILTONIAN AND EXACT SOLUTION
We consider singl electron spin interac ing with a
nuclear-spin bath through hyperfine coupling. In gene al
the coupling may aris from the F rmi contact term34
(mo t relevant for electrons in III-V semiconduc ors)
purely anisotropic interactions (relevant for, e.g., ho e
spins in III-V sem conductors28), or both (relevant for,
e.g., spins i silicon35,36). We will, however, consider
only the cases where spin dynamics is dominated by the
secular hyp rfine coupling (the part that commutes with
the electro Zeeman term). We allow for a position-
dependent ext rnal magnetic field Bext(r) = B
x(r) xˆ +
B zˆ, B being a constant, as illustrated in Fig. 2(a). We
further take Bext(r) and the electron envelope wavefunc-
tion ψ(r) to satisfy
∫
d3rBext(r)|ψ(r)|2 = B zˆ [this is
tru , e.g., when Bx(r) is a odd function of z, while |ψ(r)|
is an even function of z, as in Fig. 2(a)]. As illustrated
in Fig. 2(a), this means that the external magnetic field
experienced by the electron is aligned with the quantum
dot principal axis of symmetry, such that the g-tensor is
diagonal and only its z component is relevant. Adding a
secular hyperfine coupling gives51 (setting ~ = 1),
Hˆ = (b+ hˆz)Sˆz +
∑
k
γk
(
bxk Iˆ
x
k + bIˆ
z
k
)
, (1)
where hˆz =
∑
k Ak Iˆ
z
k is the Overhauser field, with sums
over nuclear spins k, b = g∗µBB is the electron Zeeman
splitting, γkb
x
k = γkg
∗µBBx(rk), and γk = γIk/g
∗µB ,
where γIk is the nuclear gyromagnetic ratio. The nuclear
gyromagnetic ratios are thus given by γkg
∗µB , with µB
the Bohr magneton and g∗ the effective g-factor. Finally,
Ak ∝ |ψ(rk)|2 is the hyperfine coupling strength at nu
clear site k = 0, 1, 2, . . . These couplings are alculated
s functions of k for several relevant wavefunctions i
Appendix A.
Eigenstates of Hˆ, Eq. (1), are simulta eous eigenstates
of Sˆz, which we denote {| ↑〉, | ↓〉}. Since there is no in-
teraction between nuclear spins, the eigenstates of Hˆ can
further be written as a product of nuclear-spin states of
definite angular momentum along the direction of an ef-
fect ve field hσk , [see Fig. 2(b)], for each nucl ar spin
at site k with electron spin σ =↑, ↓. These states can
be obtained from an electron-spin-state-dependent rota-
tion Rˆ
↑/↓
k = e
−iIˆykφ
↑/↓
k applied to Izk -eigenstates, |Ik,mk〉,
3Bx(r)xˆ
Bzˆ
z
x
l
L
R
(a)
z
x
γkb
φ↓k
φ↑k
Ak
γkb
x
k
h↑k
h↓k
(b)
r0
|ψ(r)|
rk
FIG. 2: (Color online) (a) Example of a device studied in
this paper. A constant longitudinal magnetic field Bzˆ and
an inhomogeneous transverse magnetic field Bx(r)xˆ are ap-
plied to an electron spin interacting with a nuclear-spin bath.
The light blue circles illustrate the range r0 of the electron
wavefunction ψ(r) in the specific case of a double quantum
dot with left (|L〉) and right (|R〉) single-particle orbital states
separated by a distance l. (b) Total effective field h
↑/↓
k experi-
enced by nuclear-spin k, including Knight shifts coming from
the secular hyperfine interaction (of strength Ak) with the
electron spin, which can be in state | ↑〉 or | ↓〉. This can be
viewed as an electron-spin-dependent rotation of the nuclear
spin precession axis by an angle φ
↑/↓
k , which also depends on
the Zeeman field γk(b
x
k, 0, b). Thus, because of the inhomoge-
neous magnetic field, the precession axis is slightly different
for each nuclear spin. This leads to a finite correlation time
for collective states of the nuclear-spin bath, preventing the
full recovery of electron spin coherence.
where
φ
↑/↓
k = arctan
(
γkb
x
k
bγk ± 12Ak
)
, (2)
as illustrated in Fig. 2(b). This gives the exact
electron-spin coherence factor C(t), defined by 〈Sˆ+(t)〉 =
〈Sˆ+(0)〉C(t), for two protocols: (i) free-induction decay
and (ii) Hahn echo.
For both Hahn echo and free-induction decay, we
take an initial nuclear-spin state of the form ρˆI(0) =∑M
j=1 pj |j〉〈j|, with |j〉 =
∏
k |ψjk〉, i.e., a statistical mix-
ture containing M tensor-product states. In this paper,
we will focus on two possible initial states: narrowed
states and infinite-temperature thermal states. Narrowed
nuclear-spin states are defined as a mixture of eigenstates
{|j〉} of hˆz having the same eigenvalue hzn for all j, i.e.
that satisfy the equation
hˆz|j〉 = hzn|j〉. (3)
For numerical evaluation, we generate such a state by
taking |ψjk〉 = |Ik,mjk〉 and pj = δjj′ (i.e., M = 1), with
the eigenvalues mjk of Iˆ
z
k uncorrelated for different k and
chosen randomly from a uniform distribution. To eval-
uate thermal averages over infinite-temperature states,
we take pj = 1/M with |ψjk〉 a random spin coherent
state with quantization axis sampled uniformly on the
unit sphere independently for each k, j. The value of M
is set by increasing this value until the coherence fac-
tor has converged to within approximately 1%; we find a
value M ∼ 100 is typically sufficient for convergence.
In the case of free-induction decay, the time-evolution
operator is simply Uˆ(t) = e−iHˆt and the coherence factor
is given by C(t) =
∑
j pjCj(t), with
Cj(t) =
∏
k
〈ψjk|Rˆ↑k[Eˆ↑k(t)]†Qˆ↓kEˆ↓k(t)(Rˆ↓k)†|ψjk〉, (4)
and where we have introduced Qˆ
↑/↓
k = e
−iIˆyk (φ
↑/↓
k −φ
↓/↑
k )
and
Eˆ
↑/↓
k (t) =
Ik∑
mk=−Ik
e−imkh
↑/↓
k t|Ik,mk〉〈Ik,mk|, (5)
h
↑/↓
k =
√
(γkbxk)
2
+ (bγk ±Ak/2)2. (6)
In the case of Hahn echo, a refocusing pulse (a pi-pulse,
with unitary given by the Pauli matrix σˆx) is applied at
time t, and again at time 2t to return the spin to its ini-
tial state. Thus, the time-evolution operator is given by
Uˆ(2t) = e−iσˆ
xHˆσˆxte−iHˆt and the electron-spin coherence
factor is
Cj(2t) =
∏
k
〈ψjk|Rˆ↑k(Eˆ↑k)†Qˆ↓k(Eˆ↓k)†Qˆ↑kEˆ↑kQˆ↓kEˆ↓k(Rˆ↓k)†|ψjk〉.
(7)
Note that we have dropped the explicit t-dependence on
Eˆ
↑/↓
k in Eq. (7).
Knowing the distribution of hyperfine couplings,
magnetic-field distribution, and gyromagnetic ratios for
the nuclear spins, Eqs. (4) and (7) can be used to com-
pute the exact electron-spin coherence factor numerically.
The calculation involves a product of O(N) square ma-
trices of dimension 2I+1, N being the number of nuclear
spins within r0, the effective (donor or quantum-dot)
Bohr radius. Therefore, for large systems with & 106
nuclear spins, the computation time can become rather
long. More importantly, Eqs. (4) and (7) do not give
any physical insight into the coherence time of the elec-
tron spin with respect to relevant physical parameters.
For these two reasons, in the rest of this paper, we seek
approximate expressions for the coherence factor which
have a simpler form.
III. SIMPLIFIED COHERENCE FACTOR
In this section, we approximate C(t) using a Magnus
expansion. The Magnus expansion is a perturbation the-
ory in the amplitude of Knight-shift fluctuations ∼ Ak
relative to the typical rate of nuclear-spin fluctuations
∼ ωk = γk
√
b2 + (bxk)
2. We will be able to truncate
the expansion for the time-evolution operator at leading
4order in Ak/ωk  1, giving expressions for both free-
induction decay and Hahn echo. In addition, we will
invoke a Gaussian approximation, valid for a large un-
correlated nuclear-spin bath, to obtain simple approxi-
mate expressions for the coherence factor. We ultimately
show that, at leading order in the Magnus expansion, the
coherence factor for a nuclear-spin bath in a narrowed
state is only affected by fluctuations of transverse com-
ponents of the nuclear field, hˆx, hˆy, whereas all compo-
nents (hˆx, hˆy, hˆz) are equally important for an infinite-
temperature thermal state. This approach generalizes
that applied in the recent work of Ref. 32 on hole-spin
dynamics.
A. Time-evolution operators
We first move the Hamiltonian of Eq. (1), Hˆ = Hˆ0+Vˆ ,
to the interaction picture with perturbation Vˆ = hˆzSˆz
and taking Hˆ0 to be the Zeeman terms, yielding
Vˆ (t) = eiHˆ0tVˆ e−iHˆ0t = Sˆz
∑
k
Akvk(t) · Iˆk, (8)
vk(t) =
[−nxk(cosωkt− 1), nxk sinωkt, (nzk)2 + (nxk)2 cosωkt] ,
(9)
where nk = γk(b
x
k, 0, b)/ωk.
In the Magnus expansion,37,38 the time-evolution oper-
ator is recast in the form Uˆ(t) = e−iHˆM(t), where HˆM(t) is
given by a series expansion, HˆM(t) =
∑∞
n=0 Hˆ
(n)(t). The
term Hˆ(n)(t) contains n+1 time integrals over the rapidly
oscillating perturbation Vˆ (t). We therefore expect rapid
convergence of the Magnus expansion in the limit of large
ωk, which sets the oscillation frequency for Vˆ (t). Explicit
formulas for the lowest orders of the Magnus expansion
are given in the literature.37,38 Criteria for the conver-
gence of the Magnus expansion are discussed for specific
physical systems considered here in Appendix C.
At leading order in the Magnus expansion, Uˆ(t) '
e−iHˆ
(0)(t). As will be shown below, this leading-order
analysis is sufficient to describe the dynamics of the co-
herence factor in several different spin systems. In the
case of free-induction decay,
Hˆ(0)(t) =
∫ t
0
Vˆ (t1)dt1 = Sˆ
z
∑
k
hFIDk (t) · Iˆk, (10)
hFIDk (t) = Ak
[
nxkn
z
k
(
t− sinωkt
ωk
)
, nxk
1− cosωkt
ωk
, (nzk)
2t+ (nxk)
2 sinωkt
ωk
]
. (11)
For Hahn echo, pi-pulses are applied at times t and 2t, leading to Sˆz → σˆxSˆzσˆx = −Sˆz. Therefore,
Hˆ(0)(2t) = Sˆz
∑
k
Ak Iˆk ·
[∫ t
0
vk(t1)dt1 −
∫ 2t
t
vk(t1)dt1
]
= Sˆz
∑
k
hHEk (t) · Iˆk, (12)
hHEk (t) =
Akb
x
k
ω2k
[nzkf
z
k (t),−fyk (t),−nxkfzk (t)] , (13)
where fyk (t) = 2 cosωkt− cos 2ωkt− 1, fzk (t) = sin 2ωkt− 2 sinωkt. (14)
In both cases (free-induction decay and Hahn echo), we
have found an approximate evolution operator of the
form exp[−iSˆzXˆ(t)], where Xˆ(t) = ∑k hk(t) · Iˆk has the
simple form of independent time-varying effective fields
hk(t) on each nuclear spin. As expected, if b
x
k = 0 ∀ k,
hFIDk (t) fluctuates only along zˆ, resulting in pure dephas-
ing on a time scale T ∗2 for a random initial nuclear-spin
state. This decay will not occur, however, if the nu-
clear bath is initially in a narrowed state. For the ide-
ally narrowed initial state defined by Eq. (3), dephas-
ing will arise entirely from the transverse components,
hx,FIDk (t), h
y,FID
k (t), in the presence of finite b
x
k. Finally,
for Hahn echo, the evolution operator only deviates from
the identity for non-zero values of bxk.
5B. Gaussian approximation and finite-size effects
The steps taken above have allowed us to obtain a
simpler approximate evolution operator in the interac-
tion picture. Nevertheless, applying this simplified evo-
lution operator to find the coherence factor C(t) typically
leads to complicated expressions, especially for the case
of large nuclear spin, I > 1/2. Therefore, we will take
advantage of the large number of nuclear spins usually
present in semiconductor devices to introduce the Gaus-
sian approximation.
We will use the same symbol, Hˆ(0)(τ), for the leading-
order term in the Magnus expansion for both Hahn echo
and free-induction decay. For the case of free-induction
decay, we take τ = t and for Hahn echo, τ = 2t. The
transverse spin is then given by
〈Sˆ+(τ)〉 = eiφ(τ)〈eiL0(τ)Sˆ+〉, (15)
where φ(τ) = bt for free-induction decay and φ(τ) = 0
for Hahn-echo. We have also introduced L0(t)Oˆ =
[Hˆ(0)(τ), Oˆ], i.e., L0(t) is the Liouvillian superoperator
associated with Hˆ(0)(τ). In both Eqs. (10) and (12),
Hˆ(0)(τ) has the form Hˆ(0)(τ) = SˆzXˆ(τ), where Xˆ(τ) =∑
k hk(τ) · Iˆk acts only on nuclear-spin degrees of free-
dom. This important property allows us to calculate
each power in the Taylor series expansion of eiL0(τ)Sˆ+,
giving eiL0(τ)Sˆ+ = exp[iXˆ(τ)]Sˆ+. For an initial state
of the form ρˆS(0) ⊗ ρˆI(0), with ρˆS(0) and ρˆI(0) respec-
tively the initial spin-qubit and nuclear-spin states, we
find 〈Sˆ+(τ)〉 = 〈Sˆ+(0)〉Cχ(τ). This defines the co-
herence factor for a nuclear-spin bath initially in state
ρI(0) = χ: Cχ(τ) = e
iφ(τ)〈exp[iXˆ(τ)]〉χ. Since dephas-
ing arises from fluctuations in the nuclear field, we define
δχXˆ(τ) = Xˆ(τ) − 〈Xˆ(τ)〉χ =
∑
k hk(τ) · δχIˆk, and the
coherence factor becomes
Cχ(τ) = e
iφ(τ)ei〈Xˆ(τ)〉χ
〈
eiδχXˆ(τ)
〉
χ
. (16)
The Gaussian approximation then corresponds to taking
〈exp[iδχXˆ(τ)]〉χ ' exp[− 12 〈[δχXˆ(τ)]2〉χ]. This approxi-
mation is justified when the following two conditions are
met:
1. There are no correlations between nuclear spins, i.e.
〈δχI l1k1δχI l2k2〉χ = 〈δχI l1k1〉χ〈δχI l2k2〉χ ∀ k1 6= k2, with
l1, l2 ∈ {x, y, z}.
2. N  1, where N is the number of nuclear spins
within the range of the electron wavefunction.
The first condition is always met for the infinite-
temperature states introduced in Section II. As will be
seen later in this Section, it can also be satisfied for the
ideally narrowed state defined by Eq. (3). However, the
number of nuclear spins N needed to adequately sat-
isfy the second criterion can be very large. Indeed, as
discussed in Appendix D, subleading corrections to the
Gaussian approximation are typically only suppressed by
∼ O (1/Nα), with α < 1 (α = 1/4 for free-induction de-
cay and α = 1/8 for Hahn echo). Thus, non-Gaussian
corrections can have an important effect in small sys-
tems such as single phosphorus donors in silicon, where
N ∼ 102. As will be shown in Section V B 2, in situa-
tions where the Gaussian approximation predicts Gaus-
sian (∼ e−t2) decay, the exact solution will rather exhibit
exponential (∼ e−t) behavior.
For the rest of this section, we assume that N is suffi-
ciently large to avoid these finite-size effects. We can then
proceed to the calculation of explicit coherence-factor for-
mulas for each considered nuclear-spin state. We first
consider an infinite-temperature thermal state, which we
model as described in Section II, i.e. by a statistical
mixture ρˆI(0) =
∑
j pj |j〉〈j| of M states |j〉 =
∏
k |ψjk〉,
with each nuclear spin randomly oriented in space. In
this state, nuclear spins are uncorrelated, justifying use
of the Gaussian approximation. Calculating the mo-
ments involved in Eq. (16) and taking M → ∞, we
find that the only nonvanishing contributions come from
〈(Iˆxk )2〉th = 〈(Iˆyk )2〉th = 〈(Iˆzk)2〉th = 13Ik(Ik + 1), and the
coherence factor reduces to
Cth(τ) ' eiφ(τ) exp
[
−1
6
∑
k
Ik(Ik + 1)|hk(τ)|2
]
. (17)
Thus, for an infinite-temperature thermal state, all com-
ponents of the nuclear field (hˆxk, hˆ
y
k, hˆ
z
k) appear with the
same prefactor, with each individual value of hαk (τ) set by
the field distribution and coherence measurement scheme
(free-induction decay or Hahn echo).
By definition, an ideally narrowed state ρˆn satis-
fies Eq. (3). Most generally, this state can be writ-
ten as ρˆn =
∑
j pj |j〉〈j| +
∑
i 6=j ρij |i〉〈j|, where the
sums are performed over all the degenerate eigenstates
|j〉 of hˆz with energy hzn. We can then use the fact
that Cn(τ) = e
iφ(τ)〈exp[iXˆ(τ)]〉n = eiφ(τ)
∑
j pjCj(τ) +
eiφ(τ)
∑
i 6=j ρijCij(τ), where Cj(τ) = 〈exp[iXˆ(τ)]〉j and
Cij(τ) = 〈j| exp[iXˆ(τ)]|i〉. Assuming no special phase
relationship between the eigenstates |j〉, we can drop the
second term in Cn(τ), which amounts to dropping the co-
herences in ρˆn.
6 Then, for each tensor-product state |j〉 =∏
k |Ik,mjk〉, nuclear-spin fluctuations on different sites
are uncorrelated (i.e., 〈δj Iˆzkδj Iˆzk′〉j ∝ δk,k′), so we ap-
ply the Gaussian approximation to calculate each Cj(τ).
We further find that all the moments involved vanish in
each state |j〉, except for 〈Iˆzk〉j , 〈(δj Iˆxk )2〉j , 〈(δj Iˆyk )2〉j ,
〈δj Iˆxk δj Iˆyk 〉j , and 〈δj Iˆyk δj Iˆxk 〉j . Furthermore, we find that
〈δj Iˆxk δj Iˆyk 〉j and 〈δj Iˆyk δj Iˆxk 〉j cancel each other out, and
that 〈Iˆzk〉j = mjk and 〈(δjIxk )2〉j = 〈(δjIyk )2〉j = 12 [Ik(Ik +
1) − (mjk)2]. The result is further simplified for N  1.
Indeed, the number of available eigenstates |j〉 of hˆz
scales exponentially with N , such that states that have
isotropic distributions of mjk’s are overwhelmingly more
probable than states for which mjk depends on the site
k. We can thus replace every (mjk)
2 by its expectation
6value52 E(m2) =
∑
m p(m)m
2, with p(m) a probability
distribution over accessible values of m. Taking p(m) to
be uniform, we find 〈(δjIxk )2〉j = 〈(δjIyk )2〉j = 13Ik(Ik+1).
Inserting the calculated moments in Eq. (16) and consid-
ering a single realization j of a narrowed state, we obtain
Cn(τ) ' eiφn(τ) exp
[
−1
6
∑
k
Ik(Ik + 1)|h⊥k (τ)|2
]
, (18)
where h⊥k (τ) is the projection of hk(τ) in the x−y plane
and φn(τ) = φ(τ) +
hnz
A
∑
k h
z
k(τ), with h
n
z = 〈j|hˆz|j〉 =∑
k Akm
j
k. Strikingly, h
z
k(τ) appears only in the phase
φn(τ), and therefore does not contribute to the decay of
the coherence factor. This is a direct consequence of the
vanishing variance in hˆz for a narrowed state.
IV. COHERENCE MEASUREMENT
PROTOCOLS
In the previous section, we found compact expres-
sions for C(τ) for a nuclear-spin bath initially in an
infinite-temperature thermal or narrowed state. We
now use these results to obtain characteristic features
of the coherence dynamics under a magnetic-field gra-
dient. In other words, we replace hk(τ) → hFIDk (τ)
for free-induction decay and hk(τ) → hHEk (τ) for Hahn
echo. In each case, we study both short-time and long-
time behavior. We first consider free-induction decay
for an initially narrowed nuclear-spin state and show
that at long time (t & max[1/γ∆bx, 1/γb], with ∆bx
the typical range of bxk experienced within the envelope
wavefunction), the coherence factor decays as a Gaus-
sian, C(t) ∼ exp[−(t/T∇2 )2]. We then address the case
of Hahn-echo decay with infinite-temperature thermal
states. Although for short times, we find the Hahn-echo
decay envelope to be of the form ∼ exp[−(t/T∇2e)4], for
long times coherence dynamics is very rich, displaying
revivals, incomplete decay due to motional averaging, or
exponential decay (reflecting a Markovian limit), depend-
ing on the particular physical setting and associated pa-
rameters.
A. Free-induction decay with narrowed states
Substituting Eq. (11) for hk(τ) into Eq. (18), which
gives the coherence factor for a bath initially in a nar-
rowed state, we obtain
Cn(t) ' eiφn(t) exp
[
−
∑
k
Ik(Ik + 1)
6
A2k(n
x
k)
2gk(t)
]
,
(19)
gk(t) = (n
z
k)
2
(
t− sinωkt
ωk
)2
+
(
1− cosωkt
ωk
)2
. (20)
The term that grows as ∼ t2 in the argument of the ex-
ponential in C(t) dominates for t & max(1/γ∆bx, 1/γb),
resulting in an approximate Gaussian decay,
Cn(t) ' eiφn(t) exp
[
− (t/T∇2 )2] , (21)
1
T∇2
=
1
b
√
1
6
∑
s
νsIs(Is + 1)γ2sΣ
2
s, (22)
Σ2s =
∑
ks
(bxksAks)
2, (23)
where
∑
s is taken over all nuclear species s in the ma-
terial, such that νs, Is, and γs are, respectively, the rela-
tive abundance, nuclear spin, and gyromagnetic ratio of
species s. We have also defined Σ2s as a sum over nu-
clei ks belonging to the same species s, which depends
on the geometry of the magnetic field through bxks and on
the electron wavefunction through Aks . Explicit formulas
for Σ2s are given in Appendix E for various geometries.
Thus, in this typical narrowed-state free-induction de-
cay scenario, we find Gaussian decay with inverse decay
time 1/T∇2 ∼ (A/
√
N)(γ∆bx/b). As mentioned in Sec-
tion III B and as will be shown explicitly in Section V B 2,
this behavior results from the Gaussian approximation,
which breaks down when the number N of nuclear spins
interacting with the electron spin is not sufficiently large.
B. Hahn echo
We now consider the coherence factor when the
nuclear-spin bath is in an infinite-temperature thermal
state. The relevant coherence factor is given by Eq. (17).
Substituting hk(t)→ hHEk (t) from Eq. (13) into Eq. (17),
we find
Cth(2t) ' exp
[
−8
3
∑
k
Ik(Ik + 1)
(Akγkb
x
k)
2
ω4k
sin4
(
ωkt
2
)]
.
(24)
This sum can be simplified further in various physically
meaningful cases which are discussed in this section.
The most straightforward way to reduce Eq. (24)
is through a short-time approximation. Expanding
sin4(ωkt/2) to leading order in ωkt/2 yields
Csh(2t) ' exp
[
− (t/T∇2,e)4] , (25)
1
T∇2,e
=
(
1
6
∑
s
νsIs(Is + 1)γ
2
sΣ
2
s
)1/4
. (26)
Thus, under the short-time approximation, decay oc-
curs within a dephasing time T∇2,e, defined such that
Csh(2T
∇
2,e) = 1/e. As will be shown in Section V A,
this dephasing mechanism can dominate other processes
(electron-nuclear flip-flops and nuclear dipolar interac-
tions), which have given rise to decay measured in GaAs
7singlet-triplet qubits.2,5,7 In addition, we further note
that a gradient in the z component of the magnetic field
would have no effect on Hahn-echo dephasing. Indeed,
such a gradient can easily be incorporated in our model
with the simple replacement γkb → γkbzk. Since T∇2,e is
independent of b, z gradients do not contribute; in order
for a longitudinal gradient to contribute to dephasing,
nonsecular terms in the hyperfine interaction would need
to be included.39
As in recent calculations for hole-spin echo dynamics,32
for large b, a motional-averaging regime can be reached
in Hahn echo. Indeed, when b ∆bx, we have ωks ' γsb
and then Eq. (24) predicts recurrences in the coherence
factor with a period ∼ 1/γsb. For sufficiently large ωk ∝
b, Eq. (24) shows that C(t) ∼ 1 for all time, in which case
the motional-averaging regime has been reached. This
occurs for b & bc, where
bc =
(∑
s
νsIs(Is + 1)
Σ2s
γ4s
)1/4
. (27)
Thus, while a transverse magnetic-field gradient can en-
hance dephasing, this enhancement can be controlled or
eliminated with b large enough to reach the motional-
averaging regime. In GaAs, for a single electron shared
by two dots of radius r0 = 25 nm separated by l =
200 nm with N = 4.4 × 106 nuclei within r0 (param-
eters taken from Ref. 2) with an added transverse
gradient ∂zB
x|z=0 = 1 T/µm (a typical value from
Refs. 17,18,40), we find Bc = bc/g
∗µB ∼ 300 mT.
For a single dot with the same properties, we find
Bc ∼ 200 mT. To evaluate Σ2s, we have used Eqs. (E3)
and (E2), respectively, for double- and single-dot geome-
tries.
Finally, when b  ∆bx we replace ωk ' γkbxk in
Eq. (24). The time-dependence of the resulting sum over
k then strongly depends on geometry. Therefore, we have
derived explicit formulas for that sum limiting ourselves
to single electrons in single and double dots in 2D, with
Gaussian orbital wavefunctions. In both cases, we take
bxk from Eq. (E1) and Ak, respectively, from Eq. (A1)
or (A4) for single and double dots. Assuming an isotropic
distribution of nuclear spins, we calculate an average of
the sum over k appearing in Eq. (24) with respect to the
angular degree of freedom in the position of each nucleus.
For t & 1/γ∆bx, for single dots the decay becomes ex-
ponential, with Cth(2t) = exp(−t/T∇2M). For a Gaussian
electron wavefunction, the Ak’s are given by Eq. (A1)
and we obtain for b ∆bx, t & 1/γ∆bx,
Cth(2t) = exp(−t/T∇2M) (28)
1
T∇2M
=
√
pi
24
∑
s
νs
Is(Is + 1)
γsδbx
A2s
N
, (29)
where As is the total hyperfine coupling strength for nu-
clear spins of species s. We have also defined δbx ≡
r0 ∂zb
x|z=0, the variation of bx over the single-dot Bohr
radius r0. This is to be distinguished from ∆b
x, the
variation of bx over the length-scale of the whole device,
which becomes ∆bx = l ∂zb
x|z=0 in the case of a dou-
ble dot with separation l. Thus, Eq. (29) shows that
the decay process becomes Markovian, leading to a pure
exponential decay of Cth(t), when the correlation time
of the nuclear-spin bath ∼ 1/γ∆bx is short compared to
the decay time T∇2M, i.e., when T
∇
2M > 1/γ∆b
x. This al-
lows us to determine a critical field gradient, δbxM, beyond
which the leading contribution to dephasing is exponen-
tial. Comparing Eqs. (25) and (29) for a homonuclear
(single-isotope) spin bath, we find
δbxM =
1
2
√
3
(pi
2
)1/3√
I(I + 1)
A
γ
√
N
. (30)
Thus, we find Markovian decay when the broadening of
nuclear spin precession frequencies due to the gradient
∼ γδbxM exceeds the nuclear-field fluctuations ∼ A/
√
N .
This behavior is not obtained in our model for double
dots. Indeed, in that geometry, all nuclei that interact
significantly with the electron spin are subject to a fi-
nite magnetic field, with average value ±(l/2) ∂zBx|z=0,
with l the inter-dot spacing, the sign depending on which
dot a nuclear-spin occupies. Averaging over the angular
degree-of-freedom and evaluating the sum in Eq. (24),
we find that the double-dot geometry prevents the oc-
currence of a Markovian regime at long times, and that
we rather have limt→∞ Cth(2t) = C0, C0 being a con-
stant. In other words, in a double quantum dot, a very
strong transverse field gradient alone can lead to mo-
tional averaging, in contrast to the single-dot case where
a longitudinal field is needed. This qualitative difference
in behavior between single and double dots is illustrated
in Fig. 4(c).
V. PHYSICAL REALIZATIONS
In the previous sections, we have found the main fea-
tures of the coherence dynamics under a magnetic-field
gradient. The purpose of the present section is to predict
whether these features could be measured in common ma-
terials used in current-day experiments. In particular, we
find conditions under which this decoherence mechanism
dominates over the leading dephasing sources known in
these materials in the absence of a magnetic-field gra-
dient. We focus on quantum dots in both GaAs and Si,
and also investigate the case of single P donors in Si. Un-
less otherwise specified, for numerical evaluation, we have
used hyperfine coupling constants and gyromagnetic ra-
tios for the considered materials from the literature.41,42
A. GaAs quantum dots
We first check how the inverse decay time, 1/T∇2 , for
an initially narrowed nuclear-spin bath under a magnetic-
field gradient compares with the inverse dephasing times
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FIG. 3: (Color online) Dephasing due to a magnetic-field
gradient in GaAs quantum dots. (a) Comparison of the
hyperfine-induced dephasing times due to the flip-flop (Tff2 ,
black solid line) and nuclear dipolar interactions (T dd2 , gray
region), with the dephasing time, T∇2 , arising from the B-field
gradient. These times have been evaluated for FID with a
bath of N = 106 nuclear spins that are prepared in a narrowed
state. We consider a single electron spin in a single quan-
tum dot with radius r0 = 40 nm and Bx(z) = z ∂zB
x|z=0,
with ∂zB
x|z=0 = 1 T/µm, typical for experiments.17,18 Solid
black line: inverse dephasing time 1/Tff2 due to flip-flop hy-
perfine interaction.5 Shaded grey area: predicted inverse de-
phasing times 1/T dd2 due to nuclear dipole-dipole interactions,
depending on dot size and shape.7 Dashed blue line: in-
verse dephasing time, 1/T∇2 , due to a magnetic-field gradient,
from Eq. (22). (b) Coherence factor for infinite-temperature
thermal-state HE decay in a singlet-triplet qubit with dot
radii r0 = 25 nm and spacing l = 200 nm. We also use
N = 4.4 × 106, B = 45 mT (parameters given in the exper-
iment of Ref. 2), and ∂zB
x|z=0 = 0.25 T/µm. The trans-
verse magnetic field has the shape illustrated in Fig. 2. We
compare the full leading-order Magnus expansion of Eq. (24)
(solid black line) to the short-time approximation of Eq. (25)
(dashed red line). (c) Full leading-order Magnus expansion
results of Eq. (24) for various B values considered in the ex-
periment of Ref. 2: 45 mT (dotted red line), 95 mT (thick
black line), 195 mT (dashed blue line), and 495 mT (thin
green line). The dashed vertical line indicates the experimen-
tal dephasing time T2,e, such that C(2T2,e) = 1/e, measured
for B = 45 mT in Ref. 2. Experimental dephasing times
are longer for stronger magnetic fields. (d) Sawtooth-shaped
transverse field distribution, for which leakage out of the S-T0
subspace vanishes.
due to flip-flops (1/Tff2 ) and nuclear-spin dipole-dipole
couplings (1/T dd2 ). 1/T
ff
2 has been calculated from a
Schrieffer-Wolff expansion5 for b > A, which for GaAs
roughly corresponds to B > 4 T. The derivations of
Ref. 5 result in 1/Tff2 ∝ 1/b2, while Eq. (22) predicts
1/T∇2 ∝ 1/b. Thus, for sufficiently large b, dephasing
due to the gradient will always dominate over flip-flop de-
cay. This is illustrated in Fig. 3(a), where the dephasing
rates are compared assuming typical parameters17,18,40
for a GaAs quantum dot and a magnetic-field gradient
of 1 T/µm. In this particular case, 1/T∇2 dominates over
the entire magnetic-field range considered.
In addition to flip-flops, nuclear dipolar interactions
could also potentially lead to decay on a shorter time
scale than the mechanisms considered here. Inverse de-
phasing times 1/T dd2 due to dipole-dipole interactions
have been predicted in Fig. 14 of Ref. 7 to be between
104 s−1 and 105 s−1, with smaller values for small dot
radii. For example, with a quantum-dot Bohr radius
of r0 = 40 nm, as in Fig. 3(a), 1/T
dd
2 lies between
2 × 104 s−1 and 5 × 104 s−1 [see Fig. 3(a)] depending
on the dot thickness and the crystal orientation. On
the other hand, assuming N ∝ pir20y0, (where y0 is the
dot thickness), Eqs. (22) and (26) predict that 1/T∇2
and 1/T∇2e are both independent of r0. Indeed, for sin-
gle dots, Σ2 ∼ (Aδbx)2/N ∼ (Ar0∂zbx)2/N ∼ 1/y0,
with r0 contributions canceling out. Therefore, since
1/Tff2 ∝ 1/N ∝ 1/r20, the gradient dephasing mechanism
dominates both flip-flop and dipole-dipole decay for suf-
ficiently large dots with a fixed gradient, a situation that
corresponds to the parameters of Fig. 3(a), where 1/T∇2
exceeds 1/Tff2 , 1/T
dd
2 by nearly an order of magnitude.
Additionally, 1/T dd2 is expected to be independent of b.
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For large dots, gradient-induced dephasing should then
dominate for a wide range of b. In summary, we have the
following power-law hierarchy for the various mechanisms
studied here: 1/Tff2 ∝ 1/b2, 1/T∇2 ∝ 1/b, and 1/T∇2 ∝ 1.
For large dots it may then be possible to experimentally
identify regimes where each mechanism dominates from a
measurement of the inverse dephasing time as a function
of b.
We now consider the case of GaAs singlet-triplet
qubits, in which Hahn-echo dephasing dynamics with-
out externally applied magnetic-field gradients has been
extensively studied.2,43 As explained in Appendix B,
the Hamiltonian for a system of two electron spins in
the {|S〉, |T0〉} = {(| ↑↓〉 − | ↓↑〉/
√
2), (| ↑↓〉+ | ↓↑〉/√2)}
basis can be approximately mapped to the single-spin
Hamiltonian of Eq. (1) when b > ∆bx. The results of
Section IV B therefore apply equally well to the coher-
ence of a singlet-triplet qubit [where, for a singlet-triplet
qubit, C(t) measures coherence between the states | ↑↓〉
and | ↓↑〉]. However, a finite value of ∆bx 6= 0 will
typically lead to spin flips, resulting in leakage out of
the {|S〉, |T0〉} subspace. Here, ∆bx = bxR − bxL, where
bxα ≡
∫
dr g∗µBBx(r)|ψα(r)|2 and ψL(R)(r) is a single-
particle envelope function localized on the left (right) dot.
The magnetic-field configuration illustrated in Fig. 2(a)
9leads, for example, to ∆bx 6= 0 and consequently to fi-
nite leakage due to spin flips. One way to circumvent
this leakage (as discussed below) would be to arrange
a “sawtooth” magnetic-field configuration, as shown in
Fig. 3(d).
We now make predictions for Hahn-echo dephasing un-
der a magnetic-field gradient, using parameters from an
experiment by Bluhm et al.,2 in which the Hahn-echo de-
phasing time for a singlet-triplet spin qubit in GaAs is
measured as a function of a magnetic field B, with no ap-
plied gradient, bxk = 0. We consider the effect of a weak
transverse gradient ∂zB
x|z=0 = 0.25 T/µm, correspond-
ing to ∆Bx = ∆bx/g∗µB = 50 mT. From Eq. (27), with
Σ2s taken from Eq. (E4), we estimate the critical field for
motional averaging to be Bc ∼ 225 mT. Thus, it is pos-
sible to set ∆Bx < B < Bc, such that leakage outside
the S-T0 subspace remains small, but loss of electron-
spin coherence due to the gradient is observed. In that
regime, as illustrated in Fig. 3(b), the dynamics of the
coherence factor is well-described by Eq. (25), which as-
sumes a short-time expansion. Equation (25) predicts
decay in a time T∇2,e ' 116 ns, while the Hahn-echo mea-
surements without the gradient yield a dephasing time
T2,e ∼ 600 ns for B = 45 mT. Thus, our model pre-
dicts that introducing a transverse magnetic-field gradi-
ent of only 0.25 T/µm in that experiment would severely
decrease coherence times. However, as illustrated by
Fig. 3(c), taking B  Bc would drive this system to
a motional-averaging regime, avoiding rapid decay from
the magnetic-field gradient.
Finally, we stress that the results of the previous para-
graph correspond to a best-case scenario for the geom-
etry of Fig. 2(a) using a singlet-triplet qubit, where all
leakage out of the computational subspace has been ne-
glected. With the magnetic-field distribution Bx(r) of
Fig. 2(a), there would be no leakage due to spin flips
for a bonding/antibonding molecular state ψ±(r) with
equal weight on right and left dots, chosen such that∫
d3r|ψ±(r)|2Bx(r) = 0. For an electron in one of the
states ψ±(r), T∇2,e and Bc would be comparable to the
values obtained above assuming localized states in the
left/right dot, ψL,R(r). Alternatively, localized orbital
states ψL,R(r) combined with the sawtooth field distribu-
tion Bx(r) of Fig. 3(d) would also avoid leakage provided∫
d3r|ψL,R(r)|2Bx(r) = 0.
B. Silicon
We now apply our model to electron-spin qubits in Si,
considering quantum dots and single P donors. Mainly
because the density of nuclear spins is much lower than
in GaAs, the hyperfine field in Si is much smaller. In-
deed, in natural Si, which contains 4.7% 29Si nuclei, we
typically have4,42,44 A ∼ 100 neV. Without a magnetic-
field gradient, for the isotopic concentration of natu-
ral silicon, Witzel et al. (see Fig. 23 of Ref. 45)
have calculated a Hahn-echo dephasing time T2,e be-
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FIG. 4: (Color online) Dephasing due to a magnetic-field
gradient in Si quantum dots. (a) Inverse decay times for
narrowed-state FID from Eq. (22). We take a magnetic-field
gradient ∂zB
x|z=0 = 1T/µm and a quantum-dot Bohr ra-
dius r0 = 15 nm, with inter-dot spacing l = 80 nm in the
double-dot case. We also take a total hyperfine coupling
A = 210 neV and N = 104 from Refs. 4,42. Shaded gray
area: range of total HE inverse dephasing times 2T2,e in Si
without a magnetic field gradient.45 (b) Coherence dynamics
for narrowed-state FID in a single dot. Top: B = 100 mT,
bottom: B = 30 mT. Dashed red line: Magnus expansion re-
sults, from Eq. (19), solid black line: exact solution, from
Eq. (4). (c) Coherence dynamics for infinite-temperature
thermal-state HE, with B → 0. Solid lines: Magnus expan-
sion prediction, from Eq. (24). Dots: exact solution, from
Eq. (7). Blue: ∆Bx = 20 mT, red: ∆Bx = 80 mT, black:
∆Bx = 400 mT, with ∆Bx = ∆bx/g∗µB and ∆bx defined in
Section IV A.
tween 100 and 300 µs in both quantum dots and sin-
gle donors (including hyperfine interaction and dipole-
dipole couplings). These values are also supported by ex-
periments performed on phosphorus-doped silicon at low
concentration.46,47 Neglecting dipole-dipole and flip-flop
interactions, our model predicts dephasing times due to
a moderate magnetic-field gradient that are shorter than
this 100-µs timescale. We will therefore neglect contribu-
tions to dephasing from flip-flop and dipolar interactions
in the remainder of this section, focusing on the dominant
magnetic-field-gradient mechanism.
1. Silicon quantum dots
We first discuss results for narrowed-state free-
induction decay. Fig. 4(a) shows 1/T∇2 as predicted
from Eq. (22) for B ranging from 30 mT to 10 T. For
B < 100 mT and for the parameters described in the
caption of Fig. 4, T∇2 is smaller than 10 µs, i.e. at least
an order of magnitude shorter than 2T2,e taken from
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Ref. 45, illustrated by the shaded gray area. However,
for B > 1 T, T∇2 can be pushed beyond 100 µs, pro-
viding a way to avoid most of this additional dephas-
ing. Fig. 4(b) shows the coherence dynamics of a spin
in a single quantum dot. Interestingly, for b ∼ δbx (with
δbx ≡ r0 ∂zbx|z=0), the result deviates from pure Gaus-
sian (∼ e−t2) behavior. The coherence factor C(t) dis-
plays additional envelope modulations at the nuclear-spin
precession frequency, ∼ γb. This effect is illustrated in
the lower plot of Fig. 4(b). The agreement between the
Magnus expansion and the exact solution is very good
and even reproduces these small oscillations. Precise con-
ditions for the validity of the Magnus expansion are de-
rived in Appendix C. We find qualitatively similar results
to those presented in Fig. 4(b) for a single spin in a dou-
ble dot.
Because of the smallness of A in silicon, the critical gra-
dients required for both motional averaging and exponen-
tial decay in HE decay that were obtained in Section IV B
are much smaller than in GaAs. Indeed, for a single dot,
exponential decay from the onset of a Markovian regime
would require δbx/g∗µB > δbxM/g
∗µB ' 2 T in GaAs,
while in silicon such a regime is obtained for δbx/g∗µB >
δbxM/g
∗µB ' 20 mT. Since flip-flop interactions are negli-
gible in silicon dots even for B ∼ 1 mT, a transition from
the non-Markovian to the Markovian regime could, in
principle, be observed by tuning δbx/g∗µB from ∼ 20 mT
to a value > 100 mT, as illustrated in the left plot of
Fig. 4(c), though sustaining such a large gradient on a
length-scale of ∼ 15 nm may pose a challenge with cur-
rent technology. Additionally, the right-hand-side plot of
Fig. 4(c) shows that, consistent with Section IV B, the co-
herence properties of a double dot in the long-time limit
are radically different from those of a single dot. Indeed,
for large ∆Bx, rather than reaching a Markovian regime,
the gradient can induce motional averaging. Both the
single- and double-dot calculations shown here are per-
formed with B = 0 to emphasize that the gradient itself
is the source of that behavior, though calculations for a
small but finite field of B ∼ 1 mT (required to justify
the secular-hyperfine coupling assumption) give similar
results.
2. Phosphorus donors in silicon
We now turn to single phosphorus donor spin qubits
in silicon15,16,48 (Si:P). In this system, the logical qubit
is the spin of a single electron bound to the phosphorus
atom. The P nucleus has a finite spin I = 1/2. When b
is much larger than the strength of the coupling between
the electron spin and the donor nuclear spin, ASI, the
system is well-described by the Hamiltonian of Eq. (1).
The relevant crossover magnetic field is ASI/(g
∗µB) ∼
1 mT, which can be achieved with a moderate applied
magnetic field.48
First, we calculate the evolution of coherence in
narrowed-state FID. As shown in Fig. 5(a), Eq. (19)
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FIG. 5: (Color online) Coherence dynamics of an electron
spin qubit in a single P donor in Si. We take N = 250,
A = 210 neV, and ∂zBx|z=0 = 1 T/µm. The system corre-
sponds to a single dot with r0 = 3 nm, d = 3 and q = 1. (a)
Narrowed-state FID with B = 200 mT. Thick black curve:
prediction from the Magnus expansion under the Gaussian
approximation, Eq. (19). Thin red curve: exact solution from
Eq. (4). Blue dots: Magnus expansion without Gaussian ap-
proximation, from Eq. (32). Gray dashed lines, from top to
bottom: exact coherence decay, respectively, for N = 125,
500, and 2000. (b) Hahn-echo decay with initial thermal
states for N = 250, with varying B. From bottom to top:
B = 0, 10 mT, 20 mT and 100 mT. Points: exact solution of
Eq. (7). Solid lines of corresponding color: prediction from
the Magnus expansion, Eq. (24).
(solid black line) predicts Gaussian decay with time con-
stant T∇2 ' 65 µs, much smaller than 2T2,e ∼ 600 µs53
measured in the absence of a magnetic-field gradient.46,47
However, the corresponding exact solution, calculated
from Eq. (7) and illustrated by the red line deviates from
a Gaussian in the long-time limit. Indeed, after a short-
lived Gaussian-dominated behavior, the exact solution
exhibits an exponential tail. Yet, according to Eq. (C7),
the Magnus expansion should converge rapidly for up to
δBx = δbx/g∗µB ∼ 600 mT, which is overwhelmingly
larger than δBx = 3 mT, as chosen here. We thus turn
to the other approximation introduced in the derivation
of Eq. (19): the Gaussian approximation.
To rigorously check that non-Gaussian contributions
are responsible for this divergence in behavior, we notice
that for I = 12 , which is the case for a bath of
29Si nuclei,
the exponential in Eq. (16), eiδχXˆ(τ), can be expanded
using the identity
eiv·σˆ = cos v + i
v · σˆ
v
sin v, (31)
where v is an arbitrary vector and σˆ is the vector of Pauli
matrices (σˆx, σˆy, σˆz). Doing so, the coherence factor can
be expressed as a product,
Cj(t) = e
ibt+i
∑
k h
z
km
j
k
∞∏
k=1
(
cos
|hk|
4
+ 4i
hzkm
j
k
|hk| sin
|hk|
4
)
.
(32)
We thus find an expression for the coherence factor under
the leading-order Magnus expansion that includes non-
Gaussian corrections if we replace hk(t) by its value given
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in Eq. (11). The result for single donors is given by the
blue dots in Fig. 5(a). Strikingly, the leading-order Mag-
nus expansion overlaps with the exact solution, clearly
showing the breakdown of the Gaussian approximation
for small nuclear-spin baths.
Though finding a criterion for the validity of the
Gaussian approximation directly from Eq. (32) is not
a straightforward task, an order-of-magnitude estimate
is sufficient here. As explained in Appendix D, non-
Gaussian corrections are suppressed only as a weak power
of N (∼ 1/N1/4). Thus, N must be fairly large for the
Gaussian approximation to work, a few hundreds typi-
cally not being sufficient. Indeed, for N = 250, we have
N1/4 ' 3.97 ∼1. As illustrated by the dashed gray lines
in Fig. 5, as N increases, the exponential tail due to
the non-Gaussian corrections fades away, with dephasing
becoming almost entirely Gaussian for N ∼ 2000. To
generate this plot, as N is increased, we have adjusted A
to keep the ratio N5/6γb/A constant, such that the crite-
rion for convergence of the Magnus expansion expressed
by Eq. (C7) remains satisfied.
Finally, Fig. 5(b) gives the evolution of the coherence
factor under Hahn echo for a nuclear-spin bath initially
in an infinite-temperature thermal state. From Eq. (27),
we find that the critical magnetic field for the onset of
motional averaging is Bc ∼ 19 mT. This is confirmed
by the exact solution of Eq (7), as shown by the points
in Fig. 5(b). In past experiments,16 an external field
B ∼ 1 T has been used. For magnetic-field gradients of
∼ 1 T/µm, these experiments would be deep in the mo-
tional averaging regime, making dephasing due to the
magnetic-field gradient completely reversible by Hahn
echo. On a separate note, for Hahn echo, the predictions
from the combination of Magnus expansion and Gaussian
approximation closely fit with the exact solution, as il-
lustrated by the solid lines. This does not contradict the
results of Appendix D, since the criteria found there are
sufficient but not necessary conditions for non-Gaussian
contributions to be negligible.
Finally, from Eq. (24), we obtain a criterion for Marko-
vian Hahn-echo decay due to a magnetic-field gradient
that is very similar to Eq. (30), except that Ak values
are taken for d = 3, q = 1. We find that Markovian
behavior in single donors requires δBx ∼ 100 mT. With
r0 = 3 nm, this would require a gradient ∂zB
x|z=0 >
30 T/µm, which could be technically very difficult to
achieve. Larger quantum dots such as those discussed in
Section V B 1 would thus be more appropriate to observe
that behavior.
VI. CONCLUSIONS
We have calculated the free-induction decay and Hahn-
echo dynamics of an electron spin interacting with a
nuclear-spin bath in the presence of an inhomogeneous
magnetic field. Accounting for only secular hyperfine
coupling, we have given exact solutions for spin coherence
in terms of a product of O(N) matrices. Additionally,
we have found closed-form simple analytical expressions
within a leading-order Magnus expansion and Gaussian
approximation.
In the case of free-induction decay, the coherence factor
typically decays as ∼ e−t2 . In the case of Hahn echo, we
have found ∼ e−t4 dephasing if the longitudinal magnetic
field is below a known threshold, B . Bc, above which
this system enters a motional-averaging regime charac-
terized by an incomplete decay of spin coherence. For
electron spins in single quantum dots, a large transverse
magnetic-field gradient decreases the nuclear-spin corre-
lation time, leading to Markovian (exponential) rather
than ∼ e−t4 echo dephasing. In contrast, for spins in
double quantum dots we rather obtain motional averag-
ing and an associated incomplete coherence decay in the
limit of a large uniform magnetic-field gradient.
We have further investigated the relevance of the above
results to three physical systems: quantum dots in GaAs
or Si and single P donors in Si. In each case, the inverse
dephasing time due to the magnetic-field gradient mecha-
nism 1/T∇2 can be much larger than those due to electron-
nuclear flip-flop (1/Tff2 ) and nuclear dipole-dipole inter-
actions (1/T dd2 ), i.e. 1/T
∇
2  1/Tff2 , 1/T dd2 . This domi-
nance of 1/T∇2 can be confirmed in GaAs singlet-triplet
qubits [see Fig. 3(c)]. Additionally, we have found that
single quantum dots in Si would be best suited to ob-
serve a cross-over between non-Markovian and Marko-
vian dephasing. Finally, we have shown that the Gaus-
sian approximation fails to correctly predict decoherence
in small systems such as single P donors in Si. This
result highlights the difference between spin baths and
bosonic baths, for which Wick’s theorem allows for exact
suppression of all non-Gaussian contributions.
The model developed here applies directly to heavy-
hole spin qubits, for which flip-flop terms can be sup-
pressed through confinement and the secular-hyperfine
limit can be reached even for very weak external mag-
netic fields.32 Our results may also give insight into de-
phasing in spin-orbit qubits in InAs nanowires,33 where
strain leads to inhomogeneous nuclear quadrupolar inter-
actions that may decorrelate the nuclear-spin system as
in the case of a magnetic-field gradient.
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Appendix A: Hyperfine coupling constants in a
double quantum dot
In this Appendix, we obtain expressions for the hyper-
fine coupling strengths Ak for three possible geometries:
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(i) one electron in a single dot; (ii) one electron in the
(bonding or antibonding) delocalized molecular state of
a symmetric double quantum dot; (iii) two electrons in
a double quantum dot (each in the localized |L〉 and |R〉
states), in the S-T0 basis. Fig. 2 helps to visualize the
problem in two dimensions.
Case (i) has already been treated in the literature,5
yielding for an electron wavefunction of the form ψ(r) =
ψ(0) exp[−(r/r0)q/2], in dimension d,
Ak = Av0|ψ(rk)|2 = A
N dqΓ
(
d
q
)e−(k/N)q/d , (A1)
with v0 the volume per nuclear spin and N the number
of nuclei within the dot radius r0.
We deal with the two cases involving a double dot in
a very similar way, using left (σ = L) and right (σ =
R) basis states ψσ(rk) = ψ(r
σ) exp[−(rσk/r0)q/2], where
rσk = rk − rσ and the vectors rσ locate the center of each
dot. Using spherical coordinates, (rσk )
2 = r2k + l
2/4 +
rkl G
σ
d,k, with
G
L/R
d,k =
 ±(−1)
k d = 1,
± cos θk d = 2,
± sin θk cosϕk d = 3.
(A2)
For d = 2, θk is the polar angle that locates the nuclear
spin k, while for d = 3, θk and ϕk are, respectively, the
polar and azimuthal angles. As in Ref. 5, we define N
as the number of nuclear spins within the Bohr radius r0
and label the spins in increasing order of rk, such that
rk/r0 = (k/N)
1/d. Thus, for an electron in dot σ, the
hyperfine couplings are given by
Aσk = A
σ
0 exp
−
[(
k
N
)2/d
+ η2 + 2η
(
k
N
)1/d
Gσd,k
]q/2 ,
(A3)
with η ≡ l/2r0, the dimensionless separation of the dou-
ble dot, and Aσ0 is obtained from the normalization con-
dition
∑
k A
σ
k = A.
In the case of a single electron shared by two dots of the
same size and at the same electrical potential, the elec-
tron wavefunction is ψ±(r) = 1√2 [ψL(r)±ψR(r)], treating
both symmetric (+) and antisymmetric (−) superposi-
tions at the same time. In order to calculate Aσ0 and
thus obtain A±k , we assume an isotropic distribution of
nuclear spins and N  1 and evaluate A = ∑k A±k by
converting
∑
k to an integral to obtain for d = q = 2
A±k = Av0|ψ±(rk)|2 '
A
N
cosh
(
2η
√
k
N cos θk
)
± 1
eη2 ± 1 e
−k/N .
(A4)
In the above, we have defined A±k as the hyperfine cou-
pling strength for nuclear spin k when the electron wave-
function is ψ±(r). As expected, A+k tends toward the
single-dot expression [Eq. (A1)] for η ∝ l→ 0.
Hyperfine couplings for case (iii) are obtained in a sim-
ilar way, however it is first required to map the Hamilto-
nian of a singlet-triplet qubit to Eq. (1). This is done in
Appendix B.
Appendix B: Mapping to a singlet-triplet qubit
For moderate electron Zeeman spittings b > ∆bx, the
model of Eq. (1) can be applied to describe two elec-
tron spins in the S-T0 basis,
49 defined by |S/T0〉 =
1√
2
(| ↑↓〉 ∓ | ↓↑〉). Indeed, defining τˆx = |S〉〈T0|+ |T0〉〈S|
and τˆz = |T0〉〈T0| − |S〉〈S| and assuming a negligible
exchange coupling, the effective Hamiltonian describing
the two electron spins and their nuclear-spin bath in a
magnetic-field gradient is
HˆST0 = Hˆ
z
Z+Hˆ
x
Z +δhˆ
z τˆx+b
∑
k
γk Iˆ
z
k+
∑
k
γkb
x
k Iˆ
x
k , (B1)
where HˆαZ is the Zeeman coupling of the electrons for a
magnetic field along direction α. Defining |T+〉 = | ↑↑〉
and |T−〉 = | ↓↓〉, we find
HˆzZ = b (|T+〉〈T+| − |T−〉〈T−|) , (B2)
HˆxZ = b
x |T+〉+ |T−〉√
2
〈T0| − ∆b
x
2
|T+〉 − |T−〉√
2
〈S|+ H.c.,
where bx ≡ (bxR + bxL)/2, ∆bx ≡ bxR − bxL and bxi is the
electron Zeeman splitting along x in the localized orbital
state of dot i. For a magnetic field Bx(z) that is an odd
function of z, as shown in Fig. 2, bx = 0. The term
∝ ∆bx above typically does not vanish, and thus may
lead to leakage out of the S-T0 subspace. This leakage
can, however, be suppressed if b  ∆bx. In this limit,
we neglect the term ∝ ∆bx and take τˆx → 2Sˆz in the
Hamiltonian of Eq. (B1), which approximately maps it
to Eq. (1), provided we replace Ak → δAk = ALk − ARk .
The coherence factor then corresponds to the off-diagonal
element of the density matrix in the {| ↑↓〉, | ↓↑〉} basis.
Using the results of Appendix A, we find (d = q = 2)
δAk = 2
A
N
e−(
k
N +η
2) sinh
(
2η
√
k
N
cos θk
)
. (B3)
We estimate corrections to the above mapping for finite
∆bx from the leakage probability, 1 − 〈PˆST0(t)〉, where
PˆST0 ≡ |S〉〈S| + |T0〉〈T0|. We have evaluated 〈PˆST0(t)〉
within time-dependent perturbation theory to leading or-
der in ∆bx/b and Ak/ωk. This calculation predicts the
onset of a stationary leakage probability ∼ (∆bx/b)2 af-
ter a time ∼ √N/A. In principle, this probability could
grow over time if other processes that can decorrelate the
electron and nuclear spins were included, such as nuclear
dipolar interactions. In that case, we expect the leak-
age probability to grow on a time scale ∼ (b/∆bx)2τc,
with τc the correlation time of the nuclear-spin bath. In
bulk GaAs, τc ∼ 100 µs can be estimated from the NMR
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linewidth.50 We therefore expect the approximate map-
ping to give an accurate representation of dynamics in
the singlet-triplet basis for times t . 100µs whenever
∆bx/b . 1.
Appendix C: Validity of the Magnus expansion
Using the Gaussian approximation, we showed in Sec-
tion III B that the coherence factor is of the form C(τ) ∼
exp[
∑
k |hk(τ)|2], as expressed in Eq. (17) and Eq. (18).
The field hk(t) is then obtained from the Hamiltonian
of Eq. (1) with a zeroth-order Magnus expansion. To
subleading order in that expansion, we would have, for
α ∈ {x, y, z}
(hαk )
2 ∼
[
h
α(0)
k
]2
+ 2h
α(0)
k h
α(2)
k +
[
h
α(1)
k
]2
. (C1)
In the rest of this Appendix, we drop the α index to ease
notation. In the above expression, h
(n)
k ∼ (Akbxk/ωk)n+1,
such that h
(0)
k ∼ (Akbxk/ωk)2 is the leading term, consid-
ered in the main body of the paper, while h
(0)
k h
(2)
k and
[h
(1)
k ]
2, of order (Akb
x
k/ωk)
4, are subleading. Note that
we have dropped terms containing odd powers of Akb
x
k
because they cancel out when summed over k due to the
symmetries of |ψ(r)|2 and Bx(r). We will now establish
criteria for the leading term to dominate the subleading
ones, and hence for the Magnus expansion to be valid.
The n-th order term in the Magnus expansion involves
n + 1 integrals over time of vk(t), which is given by
Eq. (9). Roughly speaking, each integral of a sine gener-
ates a factor cosωkt/ωk in h
(n)
k , while each integral of a
cosine generates a factor t sinωkt. Thus, we find
h
(0)
k ∼
γAkb
x
k
ω2k
+
γAkb
x
kt
ωk
, h
(1)
k ∼
(
γAkb
x
k
ωk
)2
t
ωk
, (C2)
h
(2)
k ∼
A3k
ω2k
(
γbxk
ωk
)3
t+
A3k
ωk
(
γbxk
ωk
)3
t2, (C3)
such that[
h
(1)
k
]2
+ h
(0)
k h
(2)
k ∼
A4k
ω3k
(
γbxk
ωk
)4
t+
A4k
ω2k
(
γbxk
ωk
)4
t2
+
A4k
ωk
(
γbxk
ωk
)4
t3. (C4)
Using an order-of-magnitude estimate of the sum over k,
this gives three critical times (t1, t2, t3) for which each of
the above terms can be of order 1. In the limit where
b ∆bx, we find
t1 ∼ γ
3N3b7
(A∆bx)4
, t2 ∼ γN
3/2b3
(A∆bx)2
, t3 ∼ γ
1/3Nb5/3
(A∆bx)4/3
, (C5)
while in the opposite limit (b ∆bx), we get
t1 ∼ (γN∆b
x)3
A4
, t2 ∼ γN
3/2∆bx
A2
, t3 ∼ N(γ∆b
x)1/3
A4/3
.
(C6)
Material A (MHz) γ (MHz/T) N BMmin
GaAs 1.3× 105 60 4.4× 106 50 mT
Si 320 53 104 0.3 mT
Si:P 320 53 250 60 mT
TABLE I: Minimum longitudinal fields BMmin below which the
Magnus expansion can fail to describe narrowed-state FID.
Small longitudinal field limit (b ∆bx)
GaAs ∆Bx = 25 mT ∆Bx = 100 mT ∆Bx = 200 mT
tcrit 800 ns 1.2 µs 1.5 µs
Si ∆Bx = 20 mT ∆Bx = 80 mT ∆Bx = 400 mT
tcrit 4.5 µs 7.5 µs 13 µs
Large longitudinal field limit (b ∆bx)
GaAs B = 200 mT B = 295 mT B = 695 mT
tcrit 1.5 µs 3 µs 12 µs
Si:P B = 10 mT B = 20 mT B = 100 mT
tcrit 0.5 µs 1.5 µs 20 µs
TABLE II: Timescales tcrit below which the Magnus expan-
sion is valid, according to Eqs. (C5) and (C6). Unless specified
otherwise in the table, parameters for lateral dots are those
taken from Figs. 3 and 4, considering double dots.
If tcrit = min{ti} is shorter than the predicted dephas-
ing time from the leading-order Magnus expansion, we
conclude that the approximation is not valid. This ap-
proach is especially convenient to fix a validity condition
for narrowed-state free-induction decay, since there is no
motional averaging in that regime. For b  ∆bx, com-
paring T∇2 from Eq. (22) to the above three timescales
sets three criteria on ∆bx, of which the most stringent is
λ ≡ ∆b
x
b
<
N5/6γb
A
. (C7)
Considering a worst-case scenario with λ ∼ 1, this cri-
terion becomes b > A/γN5/6 = bMmin. Such minimum
values BMmin = b
M
min/g
∗µB in the three main classes of de-
vices studied here are displayed in Table I. These num-
bers allow us to conclude that keeping only the leading
order in the Magnus expansion is a good approximation
in all the free-induction cases considered here.
For Hahn-echo decay, it is less convenient to fix a
boundary on parameters, because motional averaging can
keep coherence finite for long times. Thus, we directly
study the timescales beyond which the Magnus expan-
sion can fail. These timescales are calculated in dots
and donor impurities for the various parameter regimes
studied in this paper and are presented in Table II. In
situations where decay occurs in a finite time T∇2e , that
decay time is always shorter than tcrit, except in single
donors. In situations where motional averaging is pre-
dicted, no discrepancy between the Magnus expansion
and the exact numerical solution is seen. We emphasize
that the analysis done here only gives us critical times
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tcrit below which the leading-order term in the Magnus
expansion is sure to dominate, but does not determine
where the subleading-order term becomes dominant. In
other words, we believe these estimates give a definite
range of applicability, but the approximations introduced
may well be valid outside of that range.
Appendix D: Validity of the Gaussian approximation
In this Appendix, we find a simple criterion which, if
respected, justifies the Gaussian approximation. In Sec-
tion III B, we found that the coherence factor is related
to 〈eiδXˆ(τ)〉, which can be expanded in its Taylor series
〈eiδXˆ〉 =
∑
n
in
n!
∑
k1...kn
∑
l1...ln
hl1k1 ...h
ln
kn
〈δIˆ l1k1 ...δIˆ lnkn〉. (D1)
Since we have taken a bath for which nuclei are uncorre-
lated, we have 〈δIˆ l1k1δIˆ l2k2〉 = 〈δIˆ l1k1〉〈δIˆ l2k2〉 = 0 ∀ k1 6= k2,
by definition of δIˆk. To simplify the notation, in this Ap-
pendix, we define δXˆ ≡ δχXˆ and δIˆk ≡ δχIˆk and drop
the χ index in expectation values. Thus, we have
〈eiδXˆ(τ)〉 '
∑
n
i2n
(2n)!
an
∑
kll′
n∏
q=1
h
lq
kq
h
l′q
kq
〈δIˆ lqkqδIˆ
l′q
kq
〉, (D2)
with an = (2n)!/2
nn! the number of ways to group 2n
terms into n pairs. In the above, we have dropped all
moments of order greater than two, which lead to non-
Gaussian contributions. The above sums can then be
reorganized to yield
〈eiδXˆ(τ)〉 ' exp
[
−1
2
∑
kll′
hlk(τ)h
l′
k (τ)〈δIˆ lkδIˆ l
′
k 〉
]
, (D3)
which is the Gaussian approximation used in Sec-
tion III B and throughout the paper.
To justify the omission of the moments of order larger
than two, we invoke the large number N of nuclei. In-
deed, there are roughly N times less elements in a sum of
the form
∑
k1...kn
over moments of order 3 than in a sim-
ilar sum over moments of order 2. Furthermore, in both
thermal and narrowed states, we find that moments of
odd order vanish. Thus, in order to find the conditions
under which the Gaussian approximation is justified, we
estimate the importance of the sum over fourth-order mo-
ments. Considering only products of these fourth-order
moments, we find that the non-Gaussian contributions
are of the order of
C4(τ) ∼
∑
n
i4nbn
(4n)!
∑ n∏
q=1
h
lq
kq
h
l′q
kq
h
l′′q
kq
h
l′′′q
kq
〈δIˆq1q1 δIˆ
l′q
kq
δIˆ
l′′q
kq
δIˆ
l′′′q
kq
〉,
(D4)
with bn = (4n)!/24
nn! the number of ways to group 4n
terms into strings of four. For a nuclear-spin bath ini-
tially in a narrowed state, this leads us to
C4(t) ∼ exp
{
1
24
∑
k
[
(hxk(t))
4 + (hyk(t))
4
]}
. (D5)
For b ∆bx, this becomes
C4(t) ∼ exp
[∑
k
(
Akb
x
kt
b
)4]
. (D6)
Thus, non-Gaussian contributions grow like exp[(t/τ4)
4],
with 1/τ4 ∼ A∆bx/N3/4b, while Gaussian contribu-
tions led to exp[−(t/T∇2 )2] decay. Comparing 1/τ4 and
1/T∇2 ∼ A∆bx/N1/2b, we find that τ4/T∇2 ∼ N1/4, and
thus that non-Gaussian contributions only decay as a
weak power law as N is increased.
In the case of Hahn echo, we rather find
C4(2t) ∼ exp
{∑
kα
[hαk (t)]
4
}
. (D7)
Taking b  ∆bx, if the short-time expansion is valid,
we can expand the sines and cosines in the fields hαk (t)
to leading order in t. We obtain C4(2t) ∼ exp[(t/τ8)8],
and we find τ8/T
∇
2e ∼ N1/8. Another relevant limit is
when b  ∆bx, useful to describe motional averaging.
We can then replace ωk → b and the argument of the ex-
ponential becomes an oscillating function with amplitude
∼ (Akbxk)4/b8. Requiring this term to be smaller than the
equivalent amplitude for the Gaussian term, discussed in
Section IV B, we find that the following criterion must
be met
λ =
∆bx
b
<
√
Nγb
A
. (D8)
This criterion is easily satisfied in all materials studied
here, even in single P donor impurities in Si, in accor-
dance with the fact that the Gaussian approximation
does not fail to predict motional averaging in that mate-
rial [see Fig. 5(b)].
Appendix E: Σ2s for relevant geometries
As shown in Section IV, both the free-induction and
Hahn-echo dephasing times can be linked to the sum
Σ2s =
∑
ks
(Aksb
x
ks
)2. In this section, we calculate Σ2s
for various geometries. To simplify the notation, we will
drop the species index s.
In all cases, we assume a transverse magnetic field of
the form Bx(r) = βz, with β a constant, such that
bxk = zk ∂zb
x|z=0 =
rk cos θk
r0
δbx =
√
k
N
δbx cos θk, (E1)
where θk is the polar angle locating nucleus k and nuclei
are labeled with increasing rk, as in Appendix A. We
have also defined δbx ≡ r0 ∂zbx|z=0.
15
Using Eqs. (A1) and (E1), we calculate Σ2 for a single
dot assuming an isotropic distribution of nuclear spins,
with N large enough to convert the sum into an integral.
We obtain
Σ2 =
1
d
(Aδbx)2
N dq 2
2+d
q
Γ
(
2+d
q
)
Γ2
(
d
q
) . (E2)
In the specific case of d = q = 2, this yields Σ2 =
(Aδbx)2/8N .
For double dots with d = q = 2, we rather use
Eqs. (A4) and (B3) for Ak. In the case of a single electron
with a symmetric (+) or antisymmetric (−) delocalized
wavefunction ψ±(r) as in Appendix A, we get
Σ2 =
(
Aδbx
eη2 ± 1
)2
3± 4eη2/2(1 + η2) + e2η2(1 + 4η2)
16N
.
(E3)
Different wavefunctions lead to different values of Σ2 be-
cause we have taken into account the overlap between
the orbitals. For a singlet-triplet qubit, we rather have
Σ2 = (Aδbx)2
1 + 4η2 − e−2η2
4N
. (E4)
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