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1. Introduction
1.1. In his foundational papers [6–8], Kac classiﬁed ﬁnite-dimensional complex simple Lie super-
algebras and determined the character formulae for typical irreducible representations of classical
simple Lie superalgebras. It turned out that one of the most challenging problems in the theory of
Lie superalgebras is to ﬁnd the character formulae of atypical irreducible representations of classical
simple Lie superalgebras. In the case of type A, it was ﬁrst solved by Serganova in [9], in connec-
tion with the Kazhdan–Lusztig polynomials. Later on, using quantum group techniques, the used
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result, Su and Zhang [10] found an explicit closed character formula. Besides, van der Jeugt [13,14]
constructed character formulae for all ﬁnite-dimensional irreducible representations of Lie superalge-
bras D(2,1;α) and C(n).
Very recently, Gruson and Serganova [5], and, Cheng, Lam and Wang [2] presented two indepen-
dent and different approaches to the ﬁnite-dimensional irreducible osp-characters. Our goal in this
paper is different from those of [5] and [2]. We want to understand the direct explicit connection
between generalized Verma modules and irreducible modules.
We would like to point out that the generalized Verma module has recently attracted considerable
attention in [11] and [12]. Our results may be useful not only in describing the ﬁnite-dimensional
irreducible osp-characters through an approach completely different from those in [5] and [2] but
also in studying the category O.
1.2. In the theory of ﬁnite-dimensional simple Lie algebras, it is well known that all ﬁnite-
dimensional irreducible representations except those related to the spin representation can be ob-
tained from the tensor space over the natural module. Since any atypical irreducible module of osp
cannot be such a spin-related representation in the super case, it is possible for us to study all atypical
osp(n|2)-modules via the tensor module (Cn|2)p of the natural module Cn|2. In other words, we can
study an irreducible module Lλ with highest-weight λ via the irreducible components of the tensor
module Lμ ⊗ Cn|2 by induction, where Lμ is another known irreducible module.
However, the tensor module Lμ ⊗ Cn|2 may not be completely reducible in the super case. Thus
we should ﬁrstly study the blocks of irreducible modules appearing in Lμ ⊗ Cn|2, and then have a
more detailed analysis on these blocks.
1.3. In order to calculate the tensor module Lμ ⊗ Cn|2, we have to express the character of Lμ in
terms of those of generalized Verma modules Mν , which have been known clearly. Such expressions
can help us to use the results in classical theory of simple Lie algebras freely.
Inﬂuenced by the work [3], we study an analogue of Kostant’s u-cohomology, by which we ﬁnd a
denominator identity. Moreover, it also gives us useful information about the tensor module Lμ⊗Cn|2.
Our inductive arguments depend on these results.
1.4. Our main results are Theorems 5.2, 5.3 and 5.5, which give the complete character formulae
for ﬁnite-dimensional irreducible osp(n|2)-modules in terms of those of generalized Verma modules.
As a by-product, the irreducible decomposition of tensor module Lλ ⊗ Cn|2 is obtained in Corol-
lary 5.6.
The paper is organized as follows. In Section 2, we present some background of osp(n|2). In
Section 3, we introduce an analogue of Kostant’s u-cohomology, by which we can construct the gener-
alized Kazhdan–Lusztig polynomials for ﬁnite-dimensional irreducible osp(n|2)-modules and give an
explicit expression of the corresponding denominator identity. Section 4 is devoted to studying the
structure of tensor modules Mλ ⊗Cn|2 and Lλ ⊗Cn|2. The character formulae for all ﬁnite-dimensional
irreducible osp(n|2)-modules are obtained in Section 5.
2. Preliminaries
In this section, we explain some basic notions of Lie superalgebras osp(n|2) and refer to [6,7] for
more details. The ground ﬁeld is the ﬁeld C of complex numbers.
2.1. Lie superalgebras osp(n|2)
Let V = Cn|2 be the Z2-graded vector space with even subspace V 0¯ = Cn|0 and odd subspace
V 1¯ = C0|2. The associative algebra EndCn|2 becomes an associative superalgebra if we let
Endς C
n|2 = {ξ ∈ EndCn|2 ∣∣ ξVτ ⊂ Vς+τ } (ς, τ ∈ Z2). (2.1)
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by gl(n|2).
Let F be a non-degenerate bilinear form on V = Cn|2 such that V 0¯ and V 1¯ are orthogonal and the
restriction of F to V 0¯ is a symmetric and to V 1¯ a skew-symmetric form. The ortho-symplectic Lie
superalgebra osp(n|2) = osp(n|2)0¯ ⊕ osp(n|2)1¯ is deﬁned by
osp(n|2)ς =
{
ξ ∈ gl(n|2)ς
∣∣ F (ξ(x), y)= −(−1)ς deg x F (x, ξ(y))} (ς ∈ Z2). (2.2)
Under some basis, the matrix of F can be written as
⎛⎜⎝
0 1m
1m 0
0 1
−1 0
⎞⎟⎠ (n = 2m);
⎛⎜⎜⎜⎝
0 1m 0
1m 0 0
0 0 1
0 1
−1 0
⎞⎟⎟⎟⎠ (n = 2m+ 1), (2.3)
from which the elements of osp(n|2) can be written as matrices.
Subalgebra osp(n|2)0¯ consists of matrices of the form
( An×n 0
0 D2×2
)
; while osp(n|2)1¯ consists of ma-
trices of the form
( 0 Bn×2
C2×n 0
)
.
It is obvious that, as a Lie algebra, osp(n|2)0¯ ∼= 0(n) ⊕ sl(2).
Let h be the subalgebra of all diagonal matrices in osp(n|2), which is called a Cartan subalgebra of
osp(n|2).
The supertrace induces a bilinear form ( , ) : h∗ × h∗ → C on h∗ .
2.2. Distinguished simple root system
Unlike the classical simple Lie algebras, the Dynkin diagram of osp(n|2) depends on the choice
of Borel subalgebra. But there is a unique Dynkin diagram with only one odd simple root. Such a
Dynkin diagram is called the distinguished Dynkin diagram. The underlying simple root system is
called distinguished simple root system. We list them below (cf. [6,7]).
2.2.1. osp(2m|2)
The set of distinguished simple roots is
Π = {δ − 1, 1 − 2, 2 − 3, . . . , m−1 − m, m−1 + m}, (2.4)
and the set of the positive roots is
+ = {δ ± i,  j ± k,2δ | 1 i m, 1 j < km}. (2.5)
Furthermore, the set of positive even roots and odd roots are
+0 = {i ±  j,2δ | 1 i < j m} (2.6)
and
+1 = {δ ± i | 1 i m}, (2.7)
respectively.
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D(m|1): ⊗
δ−1

1−2
· · ·  
m−2−m−1





m−1−m
m−1+m
2.2.2. osp(2m+ 1|2)
The set of distinguished simple roots is
Π = {δ − 1, 1 − 2, 2 − 3, . . . , m−1 − m, m}, (2.8)
and the set of the positive roots is
+ = {δ ± i,  j ± k,2δ, δ, i | 1 i m, 1 j < km}. (2.9)
Furthermore, the set of positive even roots and odd roots are
+0 = { j ± k,2δ, i | 1 i m, 1 j < km} (2.10)
and
+1 = {δ ± i, δ | 1 i m}, (2.11)
respectively.
The distinguished Dynkin diagram is as follows:
B(m|1): ⊗
δ−1

1−2
· · ·  
m−1−m

m
In both of the cases osp(2m|2) and osp(2m + 1|2), the bilinear form ( , ) on h∗ satisﬁes
(δ, δ) = −1, (δ, i) = (i, δ) = 0, (i,  j) = δi j (1 i, j m). (2.12)
2.3. Z-grading and parabolic subalgebras
We shall simply denote osp(n|2) as g throughout the paper, where n = 2m or 2m + 1. The Lie
superalgebra g admits a Z2-consistent Z-grading
g = g−2 ⊕ g−1 ⊕ g0 ⊕ g1 ⊕ g2, (2.13)
where g0 ∼= 0(n)⊕C is spanned by h and g±α (α ∈ +0 \ {2δ}); g±1 is spanned by g±α (α ∈ +1 ); and
g±2 = g±2δ . There are two subalgebras
u = g1 ⊕ g2 with u0¯ = g2 and u1¯ = g1 (2.14)
and
u− = g−1 ⊕ g−2 with u−0¯ = g− and u−1¯ = g−1. (2.15)
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An element in h∗ is called a weight. A weight λ ∈ h∗ will be written in terms of the δ-basis as
λ = (λ0;λ1, λ2, . . . , λm) = λ0δ +
m∑
i=1
λii . (2.16)
Deﬁne
htλ =
m∑
i=0
|λi|, (2.17)
and call it the height of λ.
For any weight λ ∈ h∗ , there exists an irreducible module Lλ with highest weight λ.
Theorem 2.1. (See Kac [6].) Take any weight λ.
(1) If g = osp(2m|2), then the irreducible module Lλ is ﬁnite-dimensional if and only if⎧⎨⎩
λ0, λ1, . . . , λm−1 ∈ Z0, λm ∈ Z,
λ1  λ2  · · · λm−1  |λm|,
λ0  t, where t is the maximal number such that λt 	= 0.
(2.18)
(2) If g = osp(2m + 1|2), then the irreducible module Lλ is ﬁnite-dimensional if and only if⎧⎪⎪⎨⎪⎪⎩
λ0 ∈ Z0; λ1, . . . , λm−1, λm ∈ 12Z0,
λ1  λ2  · · · λm−1  λm,
λ0  t, where t is the maximal number such that λt 	= 0.
(2.19)
Denote
P = {λ | Lλ is ﬁnite-dimensional}. (2.20)
The weights in P are called integral dominant.
It can directly be checked that δ is a dominant integral weight. Furthermore, Lδ is the natural
representation of osp(n|2).
2.5. Generalized Verma modules
Notice that g0 is a ﬁnite-dimensional semisimple Lie algebra. Denote by P0 the set of all integral
g0-dominant weights. It is obvious that P ⊂ P0. For any λ ∈ P0, we denote by L(0)λ the ﬁnite-
dimensional irreducible g0-module with highest weight λ. Extend it to a g0 ⊕ u-module by putting
uL(0)λ = 0. Then the generalized Verma module Mλ is deﬁned as the induced module
Mλ = Indgg0⊕u L(0)λ ∼= U
(
u−
)⊗C L(0)λ . (2.21)
It is clear that Lλ is the unique irreducible quotient module of Mλ .
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Let ρ0 (resp. ρ1) be half of the sum of positive even (resp. odd) roots, and let ρ = ρ0 − ρ1. Then
ρ =
{
(1−m;m − 1,m − 2, . . . ,1,0), if g = osp(2m|2);
( 12 −m;m− 12 ,m − 32 , . . . , 32 , 12 ), if g = osp(2m + 1|2).
(2.22)
A weight λ ∈ h∗ is called atypical if there is a positive odd root α ∈ +1 \ {δ} such that
(λ + ρ,α) = 0. (2.23)
Sometimes we also call it α-atypical to emphasize the odd root α. Otherwise, we call λ typical.
It is clear that
λ is (δ ± i)-atypical
⇔
⎧⎨⎩
1−m+ λ0 = ±(m− i + λi), if g = osp(2m|2);
1
2
−m+ λ0 = ±
(
m − i + 1
2
+ λi
)
, if g = osp(2m + 1|2). (2.24)
The following lemma is obvious by (2.24).
Lemma 2.2. If λ ∈ h∗ is α-atypical, then λ ± α are also α-atypical.
Thanks to Theorem 2.1 and (2.24), if a ﬁnite-dimensional module Lλ is atypical then it must be
that λ0, λ1, . . . , λm−1 ∈ Z0.
2.7. Blocks of weights
For any α ∈ +1 /{δ}, we deﬁne a map tα : h∗ → h∗ by
tα(λ) =
{
λ + α, if λ is α-atypical;
λ, otherwise,
(2.25)
and deﬁne tα = t−1−α for any α ∈ −1 /{δ}.
Let W be the Weyl group of g (i.e. the Weyl group of Lie algebra g0¯). For any w ∈ W , we deﬁne a
map tw : h∗ → h∗ by
tw(λ) = w(λ + ρ) − ρ. (2.26)
Denote
T = {tα, tw ∣∣ α ∈ 1/{δ}, w ∈ W}. (2.27)
We say that two weights λ,μ ∈ h∗ are in the same block (denote by λ ∼ μ) if there exist
r1, r2, . . . , rp ∈ T such that λ = r1r2 · · · rpμ.
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Deﬁne a partial order “” in P by
λ  μ ⇔ λ ∼ μ and htλ > htμ. (2.28)
In this paper, we also always use the natural partial order “>” in h∗ deﬁned by
λ > μ ⇔ λ − μ is a Z0-linear sum of positive roots. (2.29)
2.9. Character formulae for typical weights
It is obvious that any typical dominant integral weight λ ∈ P satisﬁes that λ0 m.
Denote
Po(n) =
{
integral dominant weights of o(n)
}
. (2.30)
For any λ =∑mi=1 λii ∈ Po(n) , we denote by Lλ the irreducible o(n)-module with weight λ.
For any λ = λ0δ +∑mi=1 λii ∈ P , we write
λo(n) =
m∑
i=1
λii ∈ Po(n) (2.31)
and
λδ = (n − 2− λ0)δ +
m∑
i=1
λii . (2.32)
It is clear that λ ∼ λδ .
Lemma 2.3. For any λ ∈ P with λ0 m,
chMλ − chMλδ =
∏
α∈+1 (e
α
2 + e− α2 )∏
α∈+0 (e
α
2 − e− α2 )
∑
w∈W
ε(w)ew(λ+ρ). (2.33)
Proof. For any λ ∈ P , it is obvious that λo(n) ∈ Po(n).
Notice that by the deﬁnition (2.25),
chMν =
∏
α∈+1 (1+ e
−α)
1− e−2δ ch L
(0)
ν . (2.34)
Hence
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∏
α∈+1 (1+ e
−α)
1− e−2δ
(
eλ0δ − e(n−2−λ0)δ) chLλo(n)
=
∏
α∈+1 (1+ e
−α)
1− e−2δ
(
eλ0δ − e(n−2−λ0)δ)∑w∈Wo(n) ε(w)ew(λo(n)+ρo(n))−ρo(n)∏
α∈+o(n) (1− e−α)
=
∏
α∈+1 (1+ e
−α)∏
α∈+0 (1− e−α)
∑
w∈W
ε(w)ew(λ+ρ)−ρ
=
∏
α∈+1 (1+ e
−α)∏
α∈+0 (1− e−α)
∏
α∈+1 e
α
2∏
α∈+0 e
α
2
∑
w∈W
ε(w)ew(λ+ρ)
=
∏
α∈+1 (e
α
2 + e− α2 )∏
α∈+0 (e
α
2 − e− α2 )
∑
w∈W
ε(w)ew(λ+ρ),
where Wo(n) is the Weyl group of o(n), +o(n) = +0 \ {2δ} is the set of positive roots of o(n), and
ρo(n) = ρ + ( n2 − 1)δ. 
At the same time, the following fact is well known.
Theorem 2.4. (See Kac [8].) Weight λ ∈ P is typical if and only if
ch Lλ =
∏
α∈+1 (e
α
2 + e− α2 )∏
α∈+0 (e
α
2 − e− α2 )
∑
w∈W
ε(w)ew(λ+ρ). (2.35)
Thanks to Lemma 2.3 and Theorem 2.4, we can obtain the following corollary immediately.
Corollary 2.5. For any λ ∈ P ,
ch Lλ = chMλ − chMλδ (2.36)
if and only if λ is typical.
3. Cohomology and character
3.1. Deﬁnition of cohomology
The space of q-dimensional cochains of the Lie superalgebra u = u0¯ ⊗ u1¯ with coeﬃcients in the
module Lλ is given by
Cq(u; Lλ) =
⊕
q0+q1=q
Hom
(∧q0
u0¯ ⊗ Sq1u1¯, Lλ
)
. (3.1)
The differential d : Cq(u; Lλ) → Cq+1(u; Lλ) is deﬁned by
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=
∑
1s<tq0
(−1)s+t−1c([ξs, ξt], ξ1, . . . , ξ̂s, . . . , ξ̂t , . . . , ξq0 , η1, . . . , ηq1)
+
q0∑
s=1
q1∑
t=1
(−1)s−1c(ξ1, . . . , ξ̂s, . . . , ξq0 , [ξs, ηt], η1, . . . , η̂t , . . . , ηq1)
+
∑
1s<tq1
c
([ηs, ηt], ξ1, . . . , ξq0 , η1, . . . , η̂s, . . . , η̂t, . . . , ηq1)
+
q0∑
s=1
(−1)sξsc(ξ1, . . . , ξ̂s, . . . , ξq0 , η1, . . . , ηq1)
+ (−1)q0−1
q1∑
s=1
ηsc(ξ1, . . . , ξq0 , η1, . . . , η̂s, . . . , ηq1) (3.2)
where c ∈ Cq(u; Lλ), ξ1, . . . , ξq0 ∈ u0¯ , η1, . . . , ηq1 ∈ u1¯ .
The cohomology of u with coeﬃcients in the module Lλ is the cohomology group of the complex
C = ({Cq(u; Lλ)},d), which is denoted by Hq(u, Lλ).
3.2. Euler–Poincaré principle
The Euler–Poincaré principle says that, for each weight ν ,
∞∑
i=0
(−1)i dim Hi(u, Lλ)ν =
∞∑
i=0
(−1)i dimCi(u; Lλ)ν, (3.3)
where Hi(u, Lλ)ν and Ci(u; Lλ)ν are the weight-ν subspaces of Hi(u, Lλ) and Ci(u; Lλ), respectively.
Thus taking the formal characters, we obtain
∞∑
i=0
(−1)i ch Hi(u, Lλ) =
∞∑
i=0
(−1)i chCi(u; Lλ). (3.4)
3.3. Kazhdan–Lusztig polynomials
Recall that u0¯ = g2 = g2δ and u1¯ = g1 =
⊕
α∈+1 gα . So
Ci(u; Lλ) 
(
g∗2 ⊗ Si−1
(
g∗1
)⊕ Si(g∗1))⊗ Lλ. (3.5)
Hence we can calculate that
∞∑
i=0
(−1)i chCi(u; Lλ) = (1− e
−2δ) ch Lλ∏
α∈+1 (1+ e−α)
. (3.6)
Combining (3.4) and (3.6), we get
ch Lλ =
∞∑
(−1)i ch Hi(u, Lλ)
∏
α∈+1 (1+ e
−α)
1− e−2δ . (3.7)
i=0
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module. An easy inspection of the complex C = ({Cq(u; Lλ)},d) reveals that
[
Hi(u, Lλ) : L(0)λ
]= {1 (i = 0),
0 (i > 0),
(3.8)
[
Hi(u, Lλ) : L(0)μ
]= 0 (∀μ > λ). (3.9)
In terms of these multiplicities, ch Hi(u, Lλ) can be expressed as
ch Hi(u, Lλ) =
∑
ν
[
Hi(u, Lλ) : L(0)ν
]
ch L(0)ν . (3.10)
Notice that by the deﬁnition (2.21),
chMν =
∏
α∈+1 (1+ e
−α)
1− e−2δ ch L
(0)
ν . (3.11)
By (3.7), (3.8) and (3.9), we obtain the following lemma, which is well known to experts.
Lemma 3.1. The formal character of Lλ can be expressed as
ch Lλ =
∑
ν
∞∑
i=0
(−1)i[Hi(u, Lλ) : L(0)ν ] chMν . (3.12)
The following generalized Kazhdan–Lusztig polynomials in the determinate q were introduced
in [9]:
Pλν(q) =
∞∑
i=0
(−q)i[Hi(u, Lλ) : L(0)ν ].
Thus
ch Lλ =
∑
ν
Pλν(1) chMν .
Remark 3.2. In the above expression, any coeﬃcient of chMν should be an integer. Moreover,
[Hi(u, Lλ) : L(0)ν ] = 0 if λ  ν .
Remark 3.3. Thanks to (3.8) and (3.9),
ch Lλ = chMλ +
∑
ν<λ
∞∑
i=0
(−1)i[Hi(u, Lλ) : L(0)ν ] chMν . (3.13)
Notice that the coeﬃcient of chMλ is 1, which is very important in our arguments below.
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Below we shall take λ = 0 and compute the cohomology H(u, L0). Notice that L0  C is the triv-
ial g-module. We denote Cq(u) (resp. Zq(u), Bq(u) and Hq(u)) instead of Cq(u,C) (resp. Zq(u,C),
Bq(u,C) and Hq(u,C)) for short.
Let {eα ∈ gα | α ∈ } be a Chevalley basis of g. Now (3.1) and (3.2) can be simpliﬁed to
Cq(u) = Hom(Squ1¯,C)⊕Hom(g2δ ⊗ Sq−1u1¯,C) (3.14)
and ⎧⎪⎨⎪⎩
dc(η1, . . . , ηq) =
∑
[ηi ,η j ]=ke2δ,i< j
kc(e2δ, η1, . . . , η̂i, . . . , η̂ j, . . . , ηq),
dc(e2δ, η1, . . . , ηq−1) = 0,
(3.15)
where η1, . . . , ηq ∈ u1¯ .
Therefore the space of q-dimensional cochains is
Zq(u) = C[e∗α ∣∣ α ∈ +1 ]q (3.16)
and the space of q-dimensional coboundaries is
Bq(u) =
{
(
∑m
i=1 e∗δ−i e
∗
δ+i )C[e∗α | α ∈ +1 ]q−2, if g = osp(2m|2);
(e∗δe∗δ +
∑m
i=1 e∗δ−i e
∗
δ+i )C[e∗α | α ∈ +1 ]q−2, if g = osp(2m+ 1|2),
(3.17)
where e∗α is the dual basis of eα in g∗ .
Hence by the representation theory of orthogonal Lie algebras, we have the following result.
Proposition 3.4. As a g0-module,
Hq(u) ∼= L(0)q1−qδ. (3.18)
Applying Lemma 3.1 to the above formula, we get
Corollary 3.5. The formal character of the trivial module L0 can be expressed as
ch L0 =
∞∑
i=0
(−1)i chMi1−iδ. (3.19)
3.5. Convention
From now on, we will always simplify the notation ch V of character to V . It can be distinguished
by context. For example, we can rewrite (3.19) as
L0 =
∞∑
i=0
(−1)iMi1−iδ. (3.20)
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4.1. Decomposition of o(n)-module Lλ ⊗ L1
Recall the notation
Po(n) =
{
dominant integral weights of o(n)
}
(4.1)
and that Lλ is the irreducible o(n)-module with highest weight λ ∈ Po(n) .
It is well known that L1 is the natural representation of o(n). The following lemma is standard in
the theory of classical simple Lie algebras.
Lemma 4.1.
(1) For any λ =∑mi=1 λii ∈ Po(2m) satisfying{
λ1, λ2, . . . , λm−1 ∈ Z0, λm ∈ Z;
λ1  λ2  · · · λm−1  |λm|, (4.2)
one has
Lλ ⊗ L1 =
⊕
μ∈Po(2m)∩{λ±i |1im}
Lμ. (4.3)
(2) For any λ =∑mi=1 λii ∈ Po(2m+1) satisfying{
λ1, λ2, . . . , λm−1, λm ∈ Z0;
λ1  λ2  · · · λm−1  λm, (4.4)
one has
Lλ ⊗ L1 =
{⊕
μ∈Po(2m)∩{λ±i |1im} Lμ, if λm = 0;
Lλ ⊕⊕μ∈Po(2m)∩{λ±i |1im} Lμ, if λm 	= 0. (4.5)
For convenience, we denote
Υλ = {μ | Lμ is a summand of Lλ ⊗ L1}. (4.6)
4.2. Character of Mλ ⊗ Lδ
Consider the natural representation Lδ  Cn|2 of osp(n|2). It is known that the set of all weights of
Lδ is {±δ,±1, . . . ,±m} if n = 2m, and is {0,±δ,±1, . . . ,±m} if n = 2m + 1. The dual module L∗δ
is isomorphic to Lδ . Furthermore, as a g0-module, Lδ = L(0)δ ⊕ L(0)1 . Thus by (2.21) and (4.6), we have
that, as a g0-module,
Mλ ⊗ Lδ =
(
U
(
u−
)⊗C L(0)λ )⊗ Lδ
∼= U(u−)⊗C (L(0)λ ⊗ Lδ)
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μ−λ0δ∈Υλ−λ0δ
L(0)μ
)
= (U(u−)⊗C L(0)λ+δ)⊕ (U(u−)⊗C L(0)λ−δ)⊕⊕
μ
(
U
(
u−
)⊗C L(0)μ )
= Mλ+δ ⊕ Mλ−δ ⊕
⊕
μ−λ0δ∈Υλ−λ0δ
Mμ. (4.7)
Remark 4.2. In the above calculation, we use the so-called “Tensor Identity” in the module isomor-
phism, whose proof is the same as that for Proposition 1.7 in [4].
Hence
chMλ ⊗ Lδ = chMλ+δ + chMλ−δ +
∑
μ−λ0δ∈Υλ−λ0δ
chMμ. (4.8)
Recall the short-hand notation introduced in Section 3.5. We can rewrite (4.8) by Lemma 4.1 to
obtain the following lemma.
Lemma 4.3.
1) If g = osp(2m|2), then for any generalized Verma module Mλ ,
Mλ ⊗ Lδ = Mλ+δ + Mλ−δ +
∑
μ∈{λ±i |1im},μ−λ0δ∈P0(2m)
Mμ. (4.9)
2) If g = osp(2m + 1|2), then for any generalized Verma module Mλ ,
Mλ ⊗ Lδ =
{
Mλ+δ + Mλ−δ +∑μ∈{λ±i |1im},μ−λ0δ∈P0(2m+1) Mμ (λm = 0);
Mλ+δ + Mλ−δ +∑μ∈{λ,λ±i |1im},μ−λ0δ∈P0(2m+1) Mμ (λm 	= 0). (4.10)
4.3. Weights set Pλ
Denote
Pλ = Pλ+ ∪ Pλ− , (4.11)
where
Pλ+ =
{
λ + δ,λ + 1, . . . , λ + m−1, λ + m (if λm  0), λ − m (if λm  0)
}∩ P, (4.12)
Pλ− =
{
λ − δ,λ − 1, . . . , λ − m−1, λ + m (if λm < 0), λ − m (if λm > 0)
}∩ P (4.13)
if g = osp(2m|2), and
Pλ+ =
{ {λ + δ,λ + 1, . . . , λ + m−1, λ + m} ∩ P (λm = 0);
{λ,λ + δ,λ + 1, . . . , λ + m−1, λ + m} ∩ P (λm 	= 0), (4.14)
Pλ− =
{ {λ − δ,λ − 1, . . . , λ − m−1, λ − m} ∩ P (λm = 0);
{λ,λ − δ,λ − 1, . . . , λ − m−1, λ − m} ∩ P (λm 	= 0) (4.15)
if g = osp(2m + 1|2).
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1) For g = osp(2m|2), μ ∼ ν if and only if λ0 =m− 1, λm−1 = λm = 0 and μ,ν = λ ± δ.
2) For g = osp(2m+ 1|2), we always have μ  ν .
Proof. We prove the statement only for the case of g = osp(2m|2). The proof for the case of g =
osp(2m + 1|2) is similar.
When λ0 = m − 1, we have that λm = 0 and λ is (δ ± m)-atypical by (2.26). We can check that
only λ + δ ∼ λ − δ in {λ + ξ | ξ = ±δ,±1, . . . ,±m}. And if λ − δ ∈ Pλ , then λm−1 = 0.
Assume that λ0 	=m− 1.
If λ is (δ − k)-atypical, then 0 	= 1−m+λ0 = −m+k−λk  0. Suppose that there exist μ,ν ∈ Pλ
such that μ ∼ ν . Then μ and ν must both be (δ − k′ )-atypical for a certain k′ since 1−m + λ0 < 0.
That is, μ = λ+δ, ν = λ+k′ or μ = λ−δ, ν = λ−k′ . For the ﬁrst case, 2−m+λ0 = −m+k′ −λk′ ⇒
k′ − λk′ = k − λk + 1 ⇒ k′ = k + 1, λk′ = λk . It is impossible since ν = λ + k′ ∈ P . Similarly, it is
impossible for the second case.
If λ is (δ + k)-atypical, we can show in the same way as in the above that there do not exist
μ,ν ∈ Pλ such that μ 	= ν and μ ∼ ν . 
4.4. Submodules and quotient modules of Lλ ⊗ Lδ
The results stated in this subsection hold for both the cases of g = osp(2m|2) and g =
osp(2m + 1|2). Since the proofs are similar, we shall consider osp(2m|2) only.
Lemma 4.5. For any μ ∈ Pλ+ , one has
[Lλ ⊗ Lδ : Lμ] = 1. (4.16)
Particularly, if μ is typical, then Lμ is a direct summand in Lλ ⊗ Lδ and hence
dimHomg(Lλ ⊗ Lδ, Lμ) = dimHomg(Lμ, Lλ ⊗ Lδ) = 1. (4.17)
Proof. We consider the case of g = osp(2m|2) only.
For any λ ∈ P with λδ ∈ P , we shall get the statement by a direct calculation in the next section
(see Remark 5.4).
Now we consider the case that λ ∈ P with λδ /∈ P . Without loss of generality, we assume that
λm  0. Now λ is either typical or (δ + i)-atypical (1 i m). In each case, we have λ  λ − ξ for
any ξ ∈ {δ −  j, k − l | 1 j m, 1 k < lm}. Thus for any ν ∼ λ with ν < λ, we have that
{ν ± δ, ν ±  j | 1 j m} ∩ Pλ+ = ∅. (4.18)
Therefore if we multiply the both sides of (3.13) by Lδ and calculate the right side by Lemma 4.3, we
can obtain that the coeﬃcients of Mμ (∀μ ∈ Pλ+ ) are all exactly 1. Hence by Remark 3.3 again, we
get
[Lλ ⊗ Lδ : Lμ] = 1 for any μ ∈ Pλ+ .  (4.19)
Lemma 4.6. For any λ ∈ P , all irreducible subquotients of Lλ ⊗ Lδ must be of the form Lμ (μ ∈ Pλ).
Proof. For any λ ∈ P with λδ ∈ P , we shall obtain the conclusion by a direct calculation in the next
section (see Remark 5.4).
Suppose that λ ∈ P with λδ /∈ P . Without loss of generality, we assume λm  0. In this case, λ is
either typical or (δ + i)-atypical (1 i m).
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and htμ > htλ. Thus if we multiply the right side of (3.13) by Lδ , then the coeﬃcient of Mμ , where
htμ > htλ, is nonzero if and only if μ ∈ Pλ+ . Therefore by Remark 3.3, we have
[Lλ ⊗ Lδ : Lμ] = 0 for any μ ∈ P \ Pλ with htμ > htλ. (4.20)
Take any irreducible subquotient Lμ of Lλ ⊗ Lδ .
Suppose that htμ > htλ. Then μ ∈ Pλ because of (4.20).
Suppose that htμ < htλ. Since
Homg(Lλ ⊗ Lδ, Lμ)  Homg(Lλ, Lμ ⊗ Lδ) (4.21)
and
Homg(Lμ, Lλ ⊗ Lδ)  Homg(Lμ ⊗ Lδ, Lλ), (4.22)
we have that Lλ is an irreducible subquotient of Lμ ⊗ Lδ . Thus λ ∈ Pμ , which implies that μ ∈ Pλ .
Suppose that htμ = htλ. There cannot be a weight ν  μ (note that htν − 2 htμ = htλ) such
that [Lλ ⊗ Lδ : Lν ] 	= 0. Thus there must be a weight vector with highest weight μ. So, if we multiply
the both sides of (3.13) by Lδ , then the coeﬃcient of Mμ on the right hand side is nonzero. But it is
clear by Lemma 4.3 that, for any ν ≺ λ (note that htν  htλ− 2), the coeﬃcient of Mμ in Mν ⊗ Lδ is
zero. So Mμ appears in Mλ ⊗ Lδ . It implies that μ ∈ Pλ by Lemma 4.3 again. 
Corollary 4.7. For any atypical weight λ ∈ P , ifμ ∈ Pλ is also an atypical weight, then Lμ is a direct summand
in Lλ ⊗ Lδ and
[Lλ ⊗ Lδ : Lμ] = 1. (4.23)
Proof. For g = osp(2m|2), it follows from Lemmas 4.4, 4.5 and 4.6 except the case that λ0 = m − 1,
λm−1 = λm = 0 and μ = λ ± δ, whose proof will be given in Remark 5.4.
For g = osp(2m + 1|2), it also follows from Lemmas 4.4, 4.5 and 4.6. 
Remark 4.8. Lemma 4.4 and Corollary 4.7 indicate that for any two atypical weights λ,μ ∈ P with
λδ,μδ /∈ P , if there exist atypical weights λ(0) = λ,λ(1), . . . , λ(t) = μ ∈ P such that λ(i)δ /∈ P and
λ(i+1) ∈ Pλ(i) , then one can use Lemma 4.3 iteratively to get ch Lμ from ch Lλ by a straightforward
calculation:
Lλ(i)
⊗Lδ−→ Lλ(i+1) . (4.24)
Here we require λ(i)
δ
/∈ P just because we have not done with the case of λδ ∈ P in the proof of
Lemma 4.5, Lemma 4.6 and Corollary 4.7 yet.
5. Character formulae
The goal of this section is to obtain the character formulae for osp(n|2) (n = 2m or 2m + 1) in
terms of the characters of generalized Verma modules.
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For any λ ∈ P with λ0 m− 1, we have k λ0 m− 1 where k is the maximal number such that
λk 	= 0 by Theorem 2.1. Now we denote
λ j,q =
j∑
i=1
λii + q j+1 +
λ0∑
i= j+1
(λi + 1)i+1 + ( j − q)δ (5.1)
and
λ
j,q
− =
j∑
i=1
λii + q j+1 +
λ0−1∑
i= j+1
(λi + 1)i+1 − (λλ0 + 1)λ0+1 + ( j − q)δ. (5.2)
Lemma 5.1. If λ ∈ P with λ0  m − 1, then λ ∼ λ j,q for any j ∈ {0,1, . . . , λ0} and q ∈ Z. Moreover, for
g = osp(2m|2), if λ0 =m− 1, then λ ∼ λ j,q ∼ λ j,q− for any j ∈ {0,1, . . . , λ0} and q ∈ Z.
Proof. It is obvious that (λ j,q + ρ, δ −  j+1) = 0. Thus we have λ j,q ∼ λ j,q+1 = λ j,q − (δ −  j+1).
Therefore λ j,q1 ∼ λ j,q2 for any q1,q2 ∈ Z. On the other hand, it is easy to check that λ j,λ j+1 = λ j−1,λ j
and λ = λλ0,0. Hence λ ∼ λ j,q for any j ∈ {0,1, . . . , λ0} and q ∈ Z.
Notice that λm = 0 when λ0 = m − 1 for g = osp(2m|2). We have (λ + ρ, δ ± m) = 0. There is a
symmetry between m and −m . So we can also show that λ ∼ λ j,q− . 
Theorem 5.2. Take any λ ∈ P and let k be the maximal number such that λk 	= 0. If k  λ0 m − 1, then
(λ + ρ, δ − λ0+1) = 0 and
Lλ = Mλ +
∞∑
q=λ1+1
(−1)qMλ0,q +
k∑
j=1
λ j∑
q=λ j+1+1
(−1)qMλ j,q (5.3)
except when g = osp(2m|2) and k λ0 =m− 1 which implies (λ + ρ, δ ± m) = 0. For this exception,
Lλ = Mλ +
∞∑
q=λ1+1
(−1)q(Mλ0,q + Mλ0,q− ) +
k∑
j=1
λ j∑
q=λ j+1+1
(−1)q(Mλ j,q + Mλ j,q− ). (5.4)
Proof. Here we consider the case of g = osp(2m|2) only since the argument for the case of g =
osp(2m+1|2) is similar. We shall prove it by induction on the height of λ. When ht(λ) = 0, i.e. λ = 0,
the statement holds by Corollary 3.5.
Suppose that the statement holds for λ. Multiplying the both sides of (5.3) by Lδ and computing
the right hand side by Lemma 4.3, we get that
Lλ ⊗ Lδ =
∑
μ∈Pλ,μ0m−2
(
Mμ +
∞∑
q=μ1+1
(−1)qMμ0,q +
k∑
j=1
μ j∑
q=μ j+1+1
(−1)qMμ j,q
)
+
∑
μ∈Pλ,μ0=m−1
(
Mμ +
∞∑
q=μ1+1
(−1)q(Mμ0,q + Mμ0,q− )
+
k∑
j=1
μ j∑
q=μ j+1+1
(−1)q(Mμ j,q + Mμ j,q− )
)
. (5.5)
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Moreover, the coeﬃcients of all Mμ with μ ∈ Pλ are 1. Notice that all weights in Pλ are in different
blocks by Lemma 4.4. Hence by Remark 3.3, one has that
Lλ ⊗ Lδ =
⊕
μ∈Pλ
Lμ for any λ ∈ P with λ0 m− 2. (5.6)
(Notice: Here we cannot use Corollary 4.7 to obtain (5.6) directly because we have not done with this
case in the proofs of Lemmas 4.5 and 4.6.)
Selecting all Mμ′ ’s with μ′ ∼ μ for any μ ∈ Pλ+ on the right hand side of (5.5) by Lemma 5.1, we
obtain the expression of Lμ for any μ ∈ Pλ+ directly. 
5.2. The case when λ0 m and λδ ∈ P
We can check that for any λ ∈ P with λ0 m, the weight λδ ∈ P if and only if λ0  n − 2 − k,
where k is the maximal number with λk 	= 0.
Theorem 5.3. If λ ∈ P satisﬁes that λ0 m and λδ ∈ P , then (λ + ρ, δ + n−1−λ0 ) = 0 and
Lλ = Mλ +
∞∑
q=λ1+1
(−1)qM(λδ)0,q +
k∑
j=1
λ j∑
q=λ j+1+1
(−1)qM(λδ) j,q = Mλ − Mλδ + Lλδ , (5.7)
where k is the maximal number with λk 	= 0.
Proof. 1) g = osp(2m|2).
First, we determine Lλ ⊗ Lδ in the case λ0 =m−1 and km−2, which ensures that λ+ δ,λ− δ ∈
Pλ and λ + δ ∼ λ − δ.
Multiply the both sides of (5.4) by Lδ . We have that if λ0 =m− 1 and km− 2, then
Lλ ⊗ Lδ
=
(
Mλ+δ + Mλ−δ + 2
∞∑
q=λ1+1
(−1)qM(λ−δ)0,q + 2
k∑
j=1
λ j∑
q=λ j+1+1
(−1)qM(λ−δ) j,q
)
+
∑
μ∈Pλ,μ 	=λ±δ
(
Mμ +
∞∑
q=μ1+1
(−1)q(Mμ0,q + Mμ0,q− ) +
k∑
j=1
μ j∑
q=μ j+1+1
(−1)q(Mμ j,q + Mμ j,q− )
)
.
Since λ + δ > λ − δ, we know that
[Lλ ⊗ Lδ : Lλ+δ] = 1 (5.8)
by Remark 3.3.
Suppose that
[Lλ ⊗ Lδ : Lλ−δ] = x. (5.9)
(Notice: Here we cannot use Corollary 4.7 to obtain x = 1 directly because we still have not proved
that corollary in this case.)
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Lλ+δ + xLλ−δ = Mλ+δ + Mλ−δ + 2
∞∑
q=λ1+1
(−1)qM(λ−δ)0,q + 2
k∑
j=1
λ j∑
q=λ j+1+1
(−1)qM(λ−δ) j,q
= Mλ+δ + Mλ−δ + 2Lλ−δ − 2Mλ−δ.
That is
Lλ+δ = Mλ+δ − Mλ−δ − (x− 2)Lλ−δ. (5.10)
Since [Lλ−δ ⊗ Lδ : Lλ] = 1 by (5.6) and [(Mλ+δ − Mλ−δ) ⊗ Lδ : Lλ] = 0 by Lemma 4.3, we have
0 [Lλ+δ ⊗ Lδ : Lλ] =
[(
Mλ+δ − Mλ−δ − (x− 2)Lλ−δ
)⊗ Lδ : Lλ]= 2− x. (5.11)
Namely, x 2.
Again by (5.6), we have
dimHomg(Lλ−δ, Lλ ⊗ Lδ) = dimHomg(Lλ−δ ⊗ Lδ, Lλ) = 1. (5.12)
Thus x 	= 0.
If x= 2, then
Lλ+δ = Mλ+δ − Mλ−δ. (5.13)
But it is impossible because of Corollary 2.5.
So x = 1. Thus
Lλ+δ = Mλ+δ − Mλ−δ + Lλ−δ. (5.14)
That is, the formula (5.7) holds for the case of λ0 =m.
Below we shall prove the statement by induction on λ0. Suppose that (5.7) holds for the case of
m λ0 < t . Now take λ with λ0 = t − 1. By the inductive assumption, Lemma 4.3 and (5.6), we have
Lλ ⊗ Lδ = (Mλ − Mλδ + Lλδ ) ⊗ Lδ
= Mλ+δ − Mλδ−δ + Lλδ−δ + · · ·
where “· · ·” is a sum of Mμ or Lμ with μ  λ. Hence by Remark 3.3, we have
[Lλ ⊗ Lδ : Lλ+δ] = 1. (5.15)
Moreover, if we assume that
[Lλ ⊗ Lδ : Lλδ−δ] = x, (5.16)
then
Lλ+δ = Mλ+δ − Mλδ−δ + (1− x)Lλδ−δ. (5.17)
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[Lλ+δ ⊗ Lδ : Lλ] = y1, [Lλ+δ ⊗ Lδ : Lλδ ] = y2 (5.18)
and multiply the both sides of (5.17) by Lδ . Taking the terms Lμ and Mμ with μ ∼ λ, we obtain
y1Lλ + y2Lλδ = Mλ − Mλδ + (1− x)Lλδ = Lλ − xLλδ . (5.19)
By Remark 3.3, we have y1 = 1. Notice that x, y2  0, and so x= y2 = 0. Thus
Lλ+δ = Mλ+δ − Mλδ−δ + Lλδ−δ. (5.20)
That is, for any λ ∈ P with λ0 = t , we also have
Lλ = Mλ − Mλδ + Lλδ . (5.21)
2) g = osp(2m + 1|2).
An argument similar to the above is valid apart from ﬁnding Lλ when λ0 =m.
For any λ ∈ P with λδ ∈ P and λ0 =m, it is obvious that λδ = λ − δ and λm = 0. By Theorem 5.2,
we have
Lλ−δ = Mλ−δ +
∞∑
q=λ1+1
(−1)qM(λ−δ)0,q +
k∑
j=1
λ j∑
q=λ j+1+1
(−1)qM(λ−δ) j,q . (5.22)
On the right hand side of (5.22), the coeﬃcient of m in any Mμ except Mλ−δ is 0. Multiply the
both sides of (5.22) by Lδ , and select the terms Lμ and Mμ with μ ∼ λ. Now there comes
x1Lλ + x2Lλ−δ = Mλ +
∞∑
q=λ1+1
(−1)qM(λ−δ)0,q +
k∑
j=1
λ j∑
q=λ j+1+1
(−1)qM(λ−δ) j,q , (5.23)
where
x1 = [Lλ−δ ⊗ Lδ : Lλ] 0; x2 = [Lλ−δ ⊗ Lδ : Lλ−δ] 0. (5.24)
Express Lλ−δ in the form (5.3) and multiply the both sides by Lδ . Then it is clear that x1 = 1 by
Remark 3.3. In order to determine x2, we multiply the both sides of (5.23) by Lδ and get that the
coeﬃcient of Mλ on the right hand side is 0. Hence by Remark 3.3 again, we have
0= [(Lλ + x2Lλ−δ) ⊗ Lδ : Lλ] x2. (5.25)
Thus x2 = 0. That is, for any λ ∈ P with λδ ∈ P and λ0 =m,
Lλ = Mλ − Mλδ + Lλδ . (5.26)
The rest argument is similar to the case of g = osp(2m|2). 
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and 5.3 because we did not deal with the case of λδ ∈ P there. Now according to the calculations in
the proofs of the above two theorems, we see that Lemmas 4.5 and 4.6 do hold in the case of λδ ∈ P .
To complete the proof of Corollary 4.7, we need to deal with the case that g = osp(2m|2), λ0 =m− 1,
λm−1 = λm = 0 and μ = λ ± δ. We should prove that the “+” in Lλ ⊗ Lδ = (Lλ+δ + Lλ−δ) ⊕ · · · can be
changed to “⊕”. In fact, we have known by (5.6) that
dimHomg(Lλ−δ ⊗ Lδ, Lλ) = dimHomg(Lλ, Lλ−δ ⊗ Lδ) = 1. (5.27)
Thus
dimHomg(Lλ−δ, Lλ ⊗ Lδ) = dimHomg(Lλ ⊗ Lδ, Lλ−δ) = 1. (5.28)
Therefore the Lλ−δ is exactly a direct summand.
From now on, we can use Lemma 4.5, Lemma 4.6 and Corollary 4.7 freely.
5.3. The case when g = osp(2m|2) and λδ /∈ P
Now the atypical weight λ is (δ + i)-atypical for certain 1  i  m (it may happen that λ is
(δ − m)-atypical, which is the same as (δ + m)-atypical essentially).
5.3.1. The subcase that λ is (δ + m)-atypical
Now λ = λ0δ +∑mi=1 λii satisﬁes that λ0 =m− 1+ λm and λm > 0.
It is clear that μ = λ − m is a typical dominant integral weight. So by Corollary 2.5 we have
Lμ = Mμ − Mμδ . (5.29)
Consider the tensor module Lμ ⊗ Lδ .
1) λm = 1.
There are three weights μ + m,μ − m,μ − δ ∈ Pμ satisfying μ + m ∼ μ − m ∼ μ − δ. Thanks
to Lemma 4.5,
[Lμ ⊗ Lδ : Lμ+m ] = [Lμ ⊗ Lδ : Lμ−m ] = 1. (5.30)
Moreover, we have
(Mμ − Mμδ ) ⊗ Lδ = Mμ+m − Mμδ+m + Mμ−m − Mμδ−m + · · · (5.31)
where “· · ·” is a sum of Mν with ν  μ + m .
Assume [Lμ ⊗ Lδ : Lμ−δ] = x. Then x > 0 because of
dimHomg(Lμ ⊗ Lδ, Lμ−δ) = dimHomg(Lμ, Lμ−δ ⊗ Lδ) = 1 (5.32)
which is ensured by Lemma 4.5. Moreover,
Lμ+m + Lμ−m + xLμ−δ = Mμ+m − Mμδ+m + Mμ−m − Mμδ−m . (5.33)
By a calculation via (4.9), we obtain
[
(Mμ+m − Mμδ+ + Mμ−m − Mμδ− ) ⊗ Lδ : Lμ
]= 2. (5.34)
m m
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[
(Lμ+m + Lμ−m + xLμ−δ) ⊗ Lδ : Lμ
]
 [xLμ−δ ⊗ Lδ : Lμ] = x. (5.35)
Hence x = 1 or 2 by (5.33), (5.34) and (5.35).
If x= 1, then by (5.33) and by the symmetry between Lμ+m and Lμ−m one has
Lμ+m =
1
2
Lμ−δ + · · · = 1
2
Mμ−δ + · · · , (5.36)
which contradicts Remark 3.2. Thus x= 2. Therefore
Lμ+m = Mμ+m − Mμδ+m − Lμ−δ (5.37)
and
Lμ−m = Mμ−m − Mμδ−m − Lμ−δ. (5.38)
Here we should explain why Lμ+m 	= Mμ+m −Mμδ−m − Lμ−δ . Assume that p is the smallest positive
number such that μ + m + pδ is typical. Taking λ(i) = μ + m + iδ in Remark 4.8, we easily get
the character of Lμ+m+pδ from Lμ+m . Only the expression (5.37) can deduce the correct formula
Lμ+m+pδ = Mμ+m+pδ − M(μ+m+pδ)δ .
Note that (5.37) is equivalent to
Lλ = Mλ − Mλδ − Lλ−δ−m . (5.39)
Indeed, we can compute directly by (5.39) that
[Lλ ⊗ Lδ : Lλ−δ] = [Lλ ⊗ Lδ : Lλ−m ] = 0. (5.40)
2) λm is arbitrary.
We shall prove that (5.39) and (5.40) still hold for any λm  2 by induction on λm .
Suppose
[Lμ ⊗ Lδ : Lλ−iδ−im ] = xi (1 i  λm). (5.41)
If we multiply the both sides of (5.29) by Lδ and choose the terms Lν and Mν with ν ∼ λ, then
Lλ +
λm∑
i=1
xi Lλ−iδ−im = Mλ − Mλδ + Mλ−δ−m − M(λ−δ−m)δ . (5.42)
By the inductive assumption, Lλ−δ−m can be expressed in the form of (5.39). Thus Eq. (5.42)
becomes
Lλ = Mλ − Mλδ + (1− x1)Lλ−δ−m + (1− x2)Lλ−2δ−2m −
λm∑
xi Lλ−iδ−im . (5.43)
i=3
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of (5.43) by Lδ and choose the terms in the block corresponding to λ− (i+1)δ − im (1 i  λm −1),
there comes x2 = 1, x3 = · · · = xλm = 0 by Lemma 4.5, Lemma 4.6 and the inductive assumption. Thus
Lλ = Mλ − Mλδ + (1− x1)Lλ−δ−m . (5.44)
By the same argument as that in (5.32)–(5.35), we obtain x1 = 1 or 2. Thanks to Corollary 2.5, one
has that x1 = 2. Thus we have showed that (5.39) and (5.40) hold for any λm .
5.3.2. The subcase that λ is (δ − m)-atypical
By the symmetry between (δ − m) and (δ + m), one can get the following formulae at once:
Lλ = Mλ − Mλδ − Lλ−δ+m (5.45)
and
[Lλ ⊗ Lδ : Lλ−δ] = [Lλ ⊗ Lδ : Lλ+m ] = 0. (5.46)
5.3.3. The subcase that λ is (δ + k)-atypical with λk+1 = λk+2 = · · · = λm = 0 (1 km− 1)
Now we have λ0 = 2m− k + λk − 1, λk > 0 and λk+1 = λk+2 = · · · = λm = 0.
It is obvious that μ = λ−k is a typical dominant integral weight, and there are two weights μ−δ
and λ = μ + k in Pμ such that μ − δ ∼ λ.
Suppose
[Lμ ⊗ Lδ : Lλ−iδ−ik ] = xi (1 i  λk) (5.47)
and
[Lμ ⊗ Lδ : L(λ−λkδ−λkk)δ ] = x0. (5.48)
Then similar to (5.42), we have
Lλ +
λk∑
i=1
xi Lλ−iδ−ik + x0L(λ−λkδ−λkk)δ = Mλ − Mλδ + Mλ−δ−k − M(λ−δ−k)δ . (5.49)
Imitating (5.32)–(5.35), we can also show that x1 = 1 or 2.
1) λk = 1.
Now (5.49) can be simpliﬁed to
Lλ + x1Lλ−δ−k + x0L(λ−δ−k)δ = Mλ − Mλδ + Mλ−δ−k − M(λ−δ−k)δ . (5.50)
Notice that by Theorem 5.3,
Lλ−δ−k = Mλ−δ−k − M(λ−δ−k)δ + L(λ−δ−k)δ . (5.51)
It immediately follows from (5.50) and (5.51) that
Lλ = Mλ − Mλδ − (x1 − 1)Lλ−δ−k − (x0 + 1)L(λ−δ− )δ . (5.52)k
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dimHomg(Lλ−δ−k ⊗ Lδ, Lλ−k ) = dimHomg(Lλ−k , Lλ−δ−k ⊗ Lδ) = 1. (5.53)
That is,
dimHomg(Lλ−δ−k , Lλ−k ⊗ Lδ) = dimHomg(Lλ−k ⊗ Lδ, Lλ−δ−k ) = 1. (5.54)
Thus Lλ−δ−k must be a direct summand in Lλ−k ⊗ Lδ . But L(λ−δ−k)δ cannot be a subquotient of
Lλ−k ⊗ Lδ by Lemma 4.6. So x0 = 0. Therefore
Lλ = Mλ − Mλδ − L(λ−δ−k)δ . (5.55)
However, this is not the case. Take
λ(0) = λ, λ(i) = λ +
i∑
j=1
k+ j (1 i m− k − 1). (5.56)
In view of Remark 4.8, Eq. (5.55) leads to
L
λ+∑m−1i=k+1 i = Mλ+∑m−1i=k+1 i − Mλδ+∑m−1i=k+1 i − L(λ−δ−k)δ+(m−k−1)δ. (5.57)
Multiply the both sides of the above equation by Lδ and fetch the terms Lν and Mν with ν ∼ λ +∑m−1
i=k+1 i + m ∼ λ +
∑m−1
i=k+1 i − m . We get
L
λ+∑m−1i=k+1 i+m + Lλ+∑m−1i=k+1 i−m = −L(λ−δ−k)δ+(m−k)δ
+ M
λ+∑m−1i=k+1 i+m − Mλδ+∑m−1i=k+1 i+m
+ M
λ+∑m−1i=k+1 i−m − Mλδ+∑m−1i=k+1 i−m (5.58)
and then
L
λ+∑m−1i=k+1 i+m = −12 L(λ−δ−k)δ+(m−k)δ + · · · = −12M(λ−δ−k)δ+(m−k)δ + · · · , (5.59)
which contradicts Remark 3.2.
Thus we get x1 = 2 and
Lλ = Mλ − Mλδ − Lλ−δ−k − (x0 + 1)L(λ−δ−k)δ . (5.60)
Eq. (5.60) leads to
L
λ+∑m−1i=k+1 i+m + Lλ+∑m−1i=k+1 i−m = −(x0 + 2)L(λ−δ−k)δ+(m−k)δ
+ M
λ+∑m−1i=k+1 i+m − Mλδ+∑m−1i=k+1 i+m
+ M
λ+∑m−1  −m − Mλδ+∑m−1  −m . (5.61)i=k+1 i i=k+1 i
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λ+∑m−1i=k+1 i+m + Lλ+∑m−1i=k+1 i−m : Take
λ(i) = λ +
m∑
j=k+1
 j + (k −m+ i)δ (0 i m − k). (5.62)
By (5.39), we have
Lλ(0) = Mλ(0) − Mλ(0)δ − Lλ(0)−δ−m . (5.63)
Applying Remark 4.8, we obtain
Lλ+∑mi=k+1 i = Lλ(m−k) = Mλ+∑m−1i=k+1 i+m − Mλδ+∑m−1i=k+1 i+m − L(λ−δ−k)δ+(m−k)δ. (5.64)
Similarly,
L
λ+∑m−1i=k+1 i−m = Mλ+∑m−1i=k+1 i−m − Mλδ+∑m−1i=k+1 i−m − L(λ−δ−k)δ+(m−k)δ. (5.65)
Comparing (5.61) with (5.64) and (5.65) takes us to x0 = 0. Thus
Lλ = Mλ − Mλδ − Lλ−δ−k − L(λ−δ−k)δ . (5.66)
In fact, we can compute directly by (5.66) that
[Lλ ⊗ Lδ : Lλ−k ] = [Lλ ⊗ Lδ : Lλ−δ] = 0. (5.67)
2) λk = 2.
Now (5.49) can be simpliﬁed to
Lλ + x1Lλ−δ−k + x2Lλ−2δ−2k + x0L(λ−2δ−2k)δ = Mλ − Mλδ + Mλ−δ−k − M(λ−δ−k)δ , (5.68)
where Lλ−δ−k can be expressed by (5.66). Hence
Lλ = Mλ − Mλδ + (1− x1)Lλ−δ−k + (1− x2)Lλ−2δ−2k + (1− x0)L(λ−2δ−2k)δ . (5.69)
Observe that λ − δ − 2k is a typical weight. Thus if we multiply the both sides of (5.69) by Lδ and
choose the terms in the block corresponding to λ − δ − 2k , then we can get x2 = 1. But Lλ−2δ−2k
cannot be a submodule or quotient module of Lλ−k ⊗ Lδ by Lemma 4.6. It means that x1 = 2 (the
argument is similar to that of (5.53) and (5.54)). Now (5.69) becomes
Lλ = Mλ − Mλδ − Lλ−δ−k + (1− x0)L(λ−2δ−2k)δ . (5.70)
Hence applying Remark 4.8 and using the symmetry between ±m , we can easily get from (5.70) that
Lλ+∑mi=k+1 2i = Mλ+∑mi=k+1 2i − Mλδ+∑mi=k+1 2i
− Lλ−(m−k+1)δ−k+∑mi=k+1 i + 1− x0 L(m−1)δ+∑k−1 λ  +∑m−1  . (5.71)2 i=1 i i i=k i
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Lλ+∑mi=k+1 2i = Mλ+∑mi=k+1 2i − Mλδ+∑mi=k+1 2i − Lλ−(m−k+1)δ−k+∑mi=k+1 i (5.72)
from
Lλ−(m−k)δ+∑mi=k+1 2i
= Mλ−(m−k)δ+∑mi=k+1 2i − Mλδ+(m−k)δ+∑mi=k+1 2i − Lλ−(m−k+1)δ+∑m−1i=k+1 2i+m , (5.73)
which we have got in Section 5.3.1.
Comparing (5.71) with (5.72), we ﬁnd x0 = 1. Thus (5.70) can be rewritten as
Lλ = Mλ − Mλδ − Lλ−δ−k . (5.74)
Also we can compute directly by (5.74) that
[Lλ ⊗ Lδ : Lλ−k ] = [Lλ ⊗ Lδ : Lλ−δ] = 0. (5.75)
3) λk is arbitrary.
We shall prove that (5.74) and (5.75) still hold for any λk  2 by induction on λk . By the inductive
assumption, (5.49) becomes
Lλ = Mλ − Mλδ +
2∑
i=1
(1− xi)Lλ−iδ−ik −
λk∑
i=3
xi Lλ−iδ−ik − x0L(λ−λkδ−λkk)δ . (5.76)
As before, multiplying the both sides of (5.76) by Lδ and fetching the terms in the block corresponding
to λ − iδ − (i + 1)k (1 i  λk − 1), we obtain that x2 = 1 and x3 = · · · = xλk = 0. Since x2 = 1 	= 0,
we must have x1 = 2 (the argument is also similar to that of (5.53) and (5.54)). Thus
Lλ = Mλ − Mλδ − Lλ−δ−k − x0L(λ−λkδ−λkk)δ . (5.77)
Now imitating (5.71)–(5.73), we can show that x0 = 0.
Therefore (5.74) and (5.75) still hold for any λk  2.
5.3.4. The subcase that λ is (δ + k)-atypical
Thanks to Remark 4.8, now there is no diﬃculty for us to get L(2m−k+λk−1)δ+
∑m
i=1 λii from
L
(2m−k+λk−1)δ+
∑k
i=1 λii
. We shall state the result in Section 5.5 together with the case g =
osp(2m + 1|2).
5.4. The case when g = osp(2m + 1|2) and λδ /∈ P
The atypical weight λ is (δ + i)-atypical for certain 1 i m.
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It must be that λ0 =m + λk − k, λk > 0 and λk+1 = λk+2 = · · · = λm = 0. It can be checked easily
that μ = λ − k ∈ P is typical. Hence
Lμ = Mμ − Mμδ . (5.78)
By Lemma 4.5,
[Lμ ⊗ Lδ : Lλ] = 1. (5.79)
Assume that
[Lμ ⊗ Lδ : Lλ−i(δ+k)] = xi (i = 1,2, . . . , λk) (5.80)
and
[Lμ ⊗ Lδ : L(λ−λkδ−λkk)δ ] = x0. (5.81)
Thus if we multiply the both sides of (5.78) by Lδ and fetch the terms Lν and Mν with ν ∼ λ, then
we get
Lλ +
λk∑
i=1
xi Lλ−i(δ+k) + x0L(λ−λkδ−λkk)δ = Mλ + Mλ−δ−k − Mλδ − M(λ−δ−k)δ . (5.82)
Since μ is typical, we have that
[Lλ−δ−k ⊗ Lδ : Lμ] = 1 (5.83)
by Lemma 4.5, and
[Lλ−i(δ+k) ⊗ Lδ : Lμ] = [L(λ−δ−k)δ ⊗ Lδ : Lμ] = 0 (i = 2,3, . . . , λk) (5.84)
by Lemma 4.6.
It is easy to calculate that[
(Mλ + Mλ−δ−k − Mλδ − M(λ−δ−k)δ ) ⊗ Lδ : Lμ
]= 2. (5.85)
So combining (5.82)–(5.85), there comes
x1  [Lλ ⊗ Lδ : Lμ] + x1 = 2. (5.86)
Moreover, since
dimHomg(Lμ ⊗ Lδ, Lμ−δ) = dimHomg(Lμ, Lμ−δ ⊗ Lδ) = 1, (5.87)
one has that x1 > 0.
1) λk = 1.
Now (5.82) becomes
Lλ + x1Lλ−δ−k + x0L(λ−δ− )δ = Mλ + Mλ−δ−k − Mλδ − M(λ−δ− )δ . (5.88)k k
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Lλ−δ−k = Mλ−δ−k − M(λ−δ−k)δ + L(λ−δ−k)δ . (5.89)
By (5.88) and (5.89),
Lλ = Mλ − Mλδ + (1− x1)Lλ−δ−k − (x0 + 1)L(λ−δ−k)δ . (5.90)
According to Remark 4.8, we deduce from (5.90) that
Lλ+∑mi=k+1 i = Mλ+∑mi=k+1 i − M(λ+∑mi=k+1 i)δ
+ (1− x1)Lλ−(m−k+1)δ−k − (x0 + 1)L(λ−(m−k+1)δ−k)δ . (5.91)
If we multiply the both sides of (5.91) by Lδ and select the terms Lν and Mν with ν ∼ λ, then we get
Lλ+∑mi=k+1 i = Mλ+∑mi=k+1 i − M(λ+∑mi=k+1 i)δ
+ (1− x1)L(λ−(m−k+1)δ−k)δ − (x0 + 1)Lλ−(m−k+1)δ−k . (5.92)
Comparing (5.91) with (5.92) shows that
x1 − 1= x0 + 1 ⇒ x1 = 2+ x0  2. (5.93)
Inequalities (5.86) and (5.93) induce that x1 = 2 and x0 = 0.
Hence
Lλ = Mλ − Mλδ − Lλ−δ−k − L(λ−δ−k)δ . (5.94)
By the way, we have got
[Lλ ⊗ Lδ : Lλ−δ] = [Lλ ⊗ Lδ : Lλ−k ] = 0. (5.95)
2) λk = 2.
Now (5.82) becomes
Lλ + x1Lλ−δ−k + x2Lλ−2δ−2k + x0L(λ−2δ−2k)δ = Mλ + Mλ−δ−k − Mλδ − M(λ−δ−k)δ , (5.96)
where Lλ−δ−k can be expressed in the form of (5.94). Hence
Lλ = Mλ − Mλδ + (1− x1)Lλ−δ−k + (1− x2)Lλ−2δ−2k + (1− x0)L(λ−2δ−2k)δ . (5.97)
Using the method introduced in Remark 4.8 again, we can get from (5.97) that
Lλ+∑mi=k+1 i = Mλ+∑mi=k+1 i − M(λ+∑mi=k+1 i)δ + (1− x1)Lλ−δ−k+∑mi=k+1 i
+ (1− x2)Lλ−(m−k+2)δ−2k + (1− x0)L(λ−(m−k+2)δ−2 )δ . (5.98)k
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Lλ+∑mi=k+1 i = Mλ+∑mi=k+1 i − M(λ+∑mi=k+1 i)δ + (1− x1)Lλ−δ−k+∑mi=k+1 i
+ (1− x2)L(λ−(m−k+2)δ−2k)δ + (1− x0)Lλ−(m−k+2)δ−2k . (5.99)
Comparing (5.98) and (5.99), we get x2 = x0.
Now we begin to determine x2. Notice that λ − δ − 2k is a typical weight. Hence
[Lλ ⊗ Lδ : Lλ−δ−2k ] = [L(λ−2δ−2k)δ ⊗ Lδ : Lλ−δ−2k ] = 0 (5.100)
by Lemma 4.6, [
(Mλ − Mλδ ) ⊗ Lδ : Lλ−δ−2k
]= 0 (5.101)
by direct calculation,
[Lλ−δ−k ⊗ Lδ : Lλ−δ−2k ] = 0 (5.102)
by (5.95), and
[Lλ−2δ−2k ⊗ Lδ : Lλ−δ−2k ] = 1 (5.103)
by Lemma 4.5.
Therefore (5.100)–(5.103) imply that x2 = 1 (hence x0 = 1, too).
We have known that x1 = 1 or 2. But it is impossible that x1 = 1 because of Corollary 2.5. So it
must be that x1 = 2 and
Lλ = Mλ − Mλδ − Lλ−δ−k . (5.104)
It is easy to get from (5.104) that
[Lλ ⊗ Lδ : Lλ−δ] = [Lλ ⊗ Lδ : Lλ−k ] = 0. (5.105)
3) λk is arbitrary.
We shall show that (5.104) and (5.105) hold for any λk by induction on λk . By the inductive
assumption and (5.82),
Lλ = Mλ − Mλδ +
2∑
i=1
(1− xi)Lλ−iδ−ik −
λk∑
i=3
xi Lλ−iδ−ik − x0L(λ−λkδ−λkk)δ . (5.106)
Multiply the both sides of (5.106) by Lδ . Then if we choose the terms in the block corresponding to
λ − iδ − (i + 1)k (1 i  λk − 1), there comes x2 = 1, x3 = · · · = xλk = 0. Imitating (5.91)–(5.93), we
can get x0 = xλk = 0.
Thus
Lλ = Mλ − Mλδ + (1− x1)Lλ−δ−k . (5.107)
Recall that x1 = 1 or 2. Thanks to Corollary 2.5, we have that x1 = 2. Hence we get that (5.104) and
(5.105) still hold for any λk  2.
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Thanks to Remark 4.8, now there is no diﬃculty for us to get L(2m−k+λk−1)δ+
∑m
i=1 λii from
L
(2m−k+λk−1)δ+
∑k
i=1 λii
. We shall state the result in the next subsection together with the case
g = osp(2m|2).
5.5. Final results for the case of λδ /∈ P
If λ = λ0δ +∑mi=1 λii ∈ P is (δ + k)-atypical and λk 	= 0, then we deﬁne
ϕ(λ) =
{
λ − (m − k + 1)δ −∑m−1i=k i + m, if g = osp(2m|2) and λm = −λk,
λ − (t − k + 1)δ −∑ti=k i, otherwise, (5.108)
where t  k is the maximal number such that |λt | = λk .
When g = osp(2m|2), if λ is (δ − m)-atypical and λm 	= 0, we deﬁne
ϕ(λ) = λ − δ + k. (5.109)
It is easy to show that λ ∼ ϕ(λ) ∈ P . Denote by θλ the maximal integer such that ϕθλ(λ) is well
deﬁned. It is clear that ϕθλ(λ) and ϕθλ(λ)δ are both in P . Denote λT = ϕθλ(λ)δ (hence ϕθλ(λ) = (λT )δ)
and call it a tail typical weight.
Using the method introduced in Remark 4.8, we can complete our arguments in Sections 5.3
and 5.4 by the above notations. To summarize:
Theorem 5.5. For any atypical weight λ ∈ P with λδ /∈ P ,
Lλ =
{
Mλ − Mλδ − Lϕ(λ), if ϕ(λ)δ /∈ P or ϕ(λ) = ϕ(λ)δ,
Mλ − Mλδ − Lϕ(λ) − Lϕ(λ)δ , if ϕ(λ)δ ∈ P and ϕ(λ) 	= ϕ(λ)δ.
(5.110)
More precisely, if g = osp(2m|2) and (λT )0 =m − 1 (i.e. ϕθλ(λ) = λT ), then
Lλ =
θλ−1∑
i=0
(−1)i(Mϕ i(λ) − Mϕ i(λ)δ ) + (−1)θλMλT
+
∞∑
q=(λT )1+1
(−1)θλ+q(M(λT )0,q + M(λT )0,q− )
+
k∑
j=1
(λT ) j∑
q=(λT ) j+1+1
(−1)θλ+q(M(λT ) j,q + M(λT ) j,q− ); (5.111)
otherwise,
Lλ =
θλ−1∑
i=0
(−1)i(Mϕ i(λ) − Mϕ i(λ)δ ) + (−1)θλ (MλT + M(λT )δ )
+ 2
∞∑
q=(λT )1+1
(−1)θλ+qM(λT )0,q + 2
k∑
j=1
(λT ) j∑
q=(λT ) j+1+1
(−1)θλ+qM(λT ) j,q . (5.112)
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In the above arguments, we have accumulated enough information about the tensor module
Lλ ⊗ Lδ . As a by-product, its irreducible decomposition has been obtained.
Corollary 5.6.
a) For any atypical weight λ ∈ P , the tensor module Lλ ⊗ Lδ is completely reducible. Precisely, if there exists
1 i m such that (λ + ρ, δ + i) = 0 and λ − (δ + i) ∈ P , then
Lλ ⊗ Lδ =
⊕
μ∈P+λ \{λ−δ,λ−i}
Lμ. (5.113)
When g = osp(2m|2), if (λ + ρ, δ − m) = 0 and λ − (δ − m) ∈ P , then
Lλ ⊗ Lδ =
⊕
μ∈P+λ \{λ−δ,λ+m}
Lμ. (5.114)
Otherwise,
Lλ ⊗ Lδ =
⊕
μ∈Pλ
Lμ. (5.115)
b) For any typical weight λ ∈ P , the tensor module Lλ ⊗ Lδ can be written as
Lλ ⊗ Lδ =
∑
μ∈Pλ
(aμLμ + aϕ(μ)Lϕ(μ) + aϕ(μ)δ Lϕ(μ)δ ). (5.116)
Here aμ = 2 if there exists μ′ ∈ Pλ with μ′  μ, and aμ = 1 otherwise; aϕ(μ) = 1 (resp. aϕ(μ)δ = 1)
if aμ = 2 with ϕ(μ) ∈ P (resp. ϕ(μ)δ ∈ P), and aϕ(μ) = 0 (resp. aϕ(μ)δ = 0) otherwise. Furthermore,
there are at most two μ’s with aμ = 2. When the aμ ’s are all equal to 1, the tensor module is completely
reducible.
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