Convergence Rates in Parabolic Homogenization with Time-Dependent
  Periodic Coefficients by Geng, Jun & Shen, Zhongwei
ar
X
iv
:1
60
4.
06
73
5v
1 
 [m
ath
.A
P]
  2
2 A
pr
 20
16
Convergence Rates in Parabolic Homogenization
with Time-Dependent Periodic Coefficients
Jun Geng∗ Zhongwei Shen†
Abstract
For a family of second-order parabolic systems with bounded measurable, rapidly
oscillating and time-dependent periodic coefficients, we investigate the sharp conver-
gence rates of weak solutions in L2. Both initial-Dirichlet and initial-Neumann prob-
lems are studied.
1 Introduction
The primary purpose of this paper is to investigate the sharp convergence rates in L2 for
a family of second-order parabolic operators ∂t + Lε with bounded measurable, rapidly
oscillating and time-dependent periodic coefficients. Both the initial-Dirichlet and initial-
Neumann boundary value problems are studied. Specifically, we consider
Lε = −div
(
A
(
x/ε, t/ε2
)∇) , (1.1)
where ε > 0 and A(y, s) =
(
aαβij (y, s)
)
with 1 ≤ i, j ≤ d and 1 ≤ α, β ≤ m. Throughout this
paper we will assume that the coefficient matrix A(y, s) is real, bounded measurable, and
satisfies the ellipticity condition,
µ|ξ|2 ≤ aαβij (y, s)ξαi ξβj 6
1
µ
|ξ|2 for any ξ = (ξαi ) ∈ Rm×d and a.e. (y, s) ∈ Rd+1, (1.2)
where µ > 0, and the periodicity condition,
A(y + z, s + t) = A(y, s) for (z, t) ∈ Zd+1 and a.e. (y, s) ∈ Rd+1. (1.3)
No additional smoothness condition will be imposed on A.
Let Ω ⊂ Rd be a bounded domain and 0 < T < ∞. We are interested in the initial-
Dirichlet problem, 
(∂t + Lε)uε = F in Ω× (0, T ),
uε = g on ∂Ω × (0, T ),
uε = h on Ω× {t = 0},
(1.4)
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and the initial-Neumann problem,
(∂t + Lε)uε = F in Ω× (0, T ),
∂uε
∂νε
= g on ∂Ω × (0, T ),
uε = h on Ω× {t = 0},
(1.5)
where
(
∂uε
∂νε
)α
= nia
αβ
ij (x/ε, t/ε
2)
∂uβε
∂xj
denotes the conormal derivative of uε associated with
Lε and n = (n1, . . . , nd) is the outward normal to ∂Ω. Under suitable conditions on F , g,
h and Ω, it is known that the weak solution uε of (1.4) converges weakly in L
2(0, T ;H1(Ω))
and strongly in L2(ΩT ) to u0, where ΩT = Ω × (0, T ). Furthermore, the function u0 is the
weak solution of the (homogenized) initial-Dirichlet problem,
(∂t + L0)u0 = F in Ω× (0, T ),
u0 = g on ∂Ω × (0, T ),
u0 = h on Ω× {t = 0}.
(1.6)
Similarly, the weak solution uε of (1.5) converges weakly in L
2(0, T ;H1(Ω)) and strongly in
L2(ΩT ) to the weak solution of the (homogenized) initial-Neumann problem,
(∂t + L0)u0 = F in Ω× (0, T ),
∂u0
∂ν0
= g on ∂Ω × (0, T ),
u0 = h on Ω× {t = 0}.
(1.7)
The operator L0 in (1.6) and (1.7), called the homogenized operator, is a second-order elliptic
operator with constant coefficients [4].
The following are the main results of the paper, which establish the sharp O(ε) conver-
gence rates in L2(ΩT ) for both the initial-Dirichlet and the initial-Neumann problems.
Theorem 1.1. Suppose that the coefficient matrix A satisfies (1.2) and (1.3). Let Ω be a
bounded C1,1 domain in Rd. Let uε, u0 ∈ L2(0, T ;H1(Ω)) be weak solutions of (1.4) and
(1.6), respectively, for some F ∈ L2(ΩT ). Assume that u0 ∈ L2(0, T ;H2(Ω)). Then
‖uε − u0‖L2(ΩT )
≤ Cε
{
‖u0‖L2(0,T ;H2(Ω)) + ‖F‖L2(ΩT ) + sup
ε2<t<T
(
1
ε
ˆ t
t−ε2
ˆ
Ω
|∇u0|2
)1/2}
,
(1.8)
where C depends at most on d, m, µ, T and Ω.
Theorem 1.2. Let uε ∈ L2(0, T ;H1(Ω)) be a weak solution of (1.5) for some F ∈ L2(ΩT )
and u0 ∈ L2(0, T ;H1(Ω)) the weak solution of the homogenized problem (1.7). Under the
same assumptions as in Theorem 1.1, the estimate (1.8) holds.
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Remark 1.3. In Theorems 1.1 and 1.2 we do not specify the conditions directly on g
and h, but rather require u0 ∈ L2(0, T ;H2(Ω)). In the case that either uε = u0 = 0 or
∂uε
∂νε
=
∂u0
∂ν0
= 0 on ∂Ω × (0, T ), i.e. g = 0, the third term in the r.h.s. of (1.8) may be
bounded by
C
{‖∂tu0‖L2(ΩT ) + ‖F‖L2(ΩT ) + ‖h‖L2(Ω)}.
See (3.19). As a result, we obtain
‖uε − u0‖L2(ΩT ) ≤ C ε
{
‖u0‖L2(0,T ;H2(Ω)) + ‖F‖L2(ΩT ) + ‖h‖L2(Ω)
}
, (1.9)
where C depends at most on d, m, µ, T and Ω. In particular, if g = 0 and h = 0, then
‖u0‖L2(0,T ;H2(Ω)) ≤ C‖F‖L2(ΩT )
(see (3.22)). It follows that
‖uε − u0‖L2(ΩT ) ≤ C ε‖F‖L2(ΩT ). (1.10)
Also, in the case that g = 0 on ∂Ω× (0, T ) and h ∈ H1(Ω), it is known that if L∗0 = L0, then
‖u0‖L2(0,T ;H2(Ω)) ≤ C
{
‖F‖L2(ΩT ) + ‖h‖H1(Ω)
}
[13]. This gives
‖uε − u0‖L2(ΩT ) ≤ C ε
{
‖F‖L2(ΩT ) + ‖h‖H1(Ω)
}
, (1.11)
where C depends at most on d, m, µ, T and Ω.
The sharp convergence rate is one of the central issues in quantitative homogenization
and has been studied extensively in the various settings. For elliptic equations and systems
in divergence form with periodic coefficients, related results may be found in the recent work
[18, 19, 10, 12, 11, 15, 8, 16] (also see [4, 9, 6, 7, 14] for references on earlier work). In
particular, the order sharp estimate
‖uε − u0‖L2(Ω) ≤ C ε‖F‖L2(Ω), (1.12)
holds, if Lε(uε) = L0(u0) = F in Ω and uε = u0 = 0 or ∂uε∂νε = ∂u0∂ν0 = 0 on ∂Ω (see
[18, 19, 8, 16] for C1,1 domains and [10, 11, 15] for Lipschitz domains). For parabolic
equations and systems various results are known in the case where the coefficients are time-
independent [9, 17, 21, 20]. We note that in this case, using the partial Fourier transform in
the t variable, it is possible to represent the solution of the parabolic system as an integral
of the resolvent of the elliptic operator Lε and apply the elliptic estimates.
Very few results are known if the coefficients are time-dependent. In fact, to the authors’
best knowledge, the only known estimate in this case is
‖uε − u0‖L∞(ΩT ) ≤ Cε, (1.13)
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obtained by the use of the maximum principle, where C depends on u0 and coefficients are
assumed to be smooth [4]. Our order sharp estimates (1.9)-(1.11), which extend (1.12) to the
parabolic setting, seem to be the first work in this area beyond the rough estimate (1.13).
We now describe some of key ideas in the proof of Theorems 1.1 and 1.2. Although it is
not clear how to reduce parabolic systems with time-dependent coefficients to elliptic systems
by some simple transformations, our general approach to the estimate (1.8) is inspired by
the work on elliptic systems mentioned above. We consider the function
wε = uε(x, t)− u0(x, t)− εχ(x/ε, t/ε2)Kε(∇u0)− ε2φ(x/ε, t/ε2)∇Kε(∇u0), (1.14)
where χ(y, s) and φ(y, s) are correctors and dual correctors for the family of operators ∂t+Lε,
ε > 0 (see Section 2 for their definitions). In (1.14) the operator Kε : L
2(ΩT )→ C∞0 (ΩT ) is
a parabolic smoothing operator at scale ε. We note that in the elliptic case [18, 19, 15, 16],
only the first three terms in the r.h.s. of (1.14) are used. By computing (∂t +Lε)wε, we are
able to show that∣∣∣ˆ T
0
〈∂twε, ψ〉+
¨
ΩT
Aε∇wε · ∇ψ
∣∣∣
≤ C
{
‖u0‖L2(0,T ;H2(Ω)) + ‖∂tu0‖L2(ΩT ) + ε−1/2‖∇u0‖L2(ΩT,ε)
}
·
{
ε‖∇ψ‖L2(ΩT ) + ε1/2‖∇ψ‖L2(ΩT,ε)
} (1.15)
for any ψ ∈ L2(0, T ;H10(Ω)) in the case of Dirichlet condition (1.4), and for any ψ ∈
L2(0, T ;H1(Ω)) in the case of the Neumann condition (1.5), where ΩT,ε denotes the set
of points in ΩT whose (parabolic) distances to the boundary of ΩT are less than ε (see
Section 3 for details). By taking ψ = wε in (1.15) we obtain an O(
√
ε) error estimate in
L2(0, T ;H1(Ω)),
‖∇wε‖L2(ΩT ) ≤ C
√
ε
{
‖u0‖L2(0,T ;H2(Ω)) + ‖∂tu0‖L2(ΩT ) + ε−1/2‖∇u0‖L2(ΩT,ε)
}
, (1.16)
which is more or less sharp, for both the initial-Dirichlet and the initial-Neumann problems.
Finally, with (1.15) at our disposal, we give the proof of Theorems 1.1 and 1.2 in Section 4.
This is done by a dual argument, inspired by [18, 19].
We point out that results on convergence rates are useful in the study of regularity
estimates that are uniform in ε > 0 [2, 1, 15]. For solutions of (∂t + Lε)uε = F , the uni-
form boundary Ho¨lder and interior Lipschitz estimates were proved in [5] by a compactness
method, introduced to the study of homogenization problems in [3]. The results obtained in
this paper should allow us to establish the boundary Lipschitz estimates as well as Rellich
estimates at large scale for parabolic systems in a manner similar to that in [15] for elliptic
systems of linear elasticity. We plan to carry this out in a separate study.
We end this section with some notations that will be used throughout the paper. A
function h = h(y, s) in Rd+1 is said to be 1-periodic if h is periodic with respect to Zd+1. We
will use the notation
hε(x, t) = h(x/ε, t/ε2)
for ε > 0, and the summation convention that the repeated indices are summed. Finally, we
use C to denote constants that depend at most on d, m, µ, T and Ω, but never on ε.
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2 Correctors and dual correctors
Let Lε = −div (Aε(x, t)∇), where Aε(x, t) = A(x/ε, t/ε2) and A(y, s) is 1-periodic and
satisfies the ellipticity condition (1.2). For 1 ≤ j ≤ d and 1 ≤ β ≤ m, the corrector
χβj = χ
β
j (y, s) = (χ
αβ
j (y, s)) is defined as the weak solution of the following cell problem:
(
∂s + L1
)
(χβj ) = −L1(P βj ) in Y,
χβj = χ
β
j (y, s) is 1-periodic in (y, s),´
Y
χβj = 0,
(2.1)
where Y = [0, 1)d+1, P βj (y) = yje
β, and eβ = (0, . . . , 1, . . . , 0) with 1 in the βth position.
Note that
(∂s + L1)(χβj + P βj ) = 0 in Rd+1. (2.2)
By the rescaling property of ∂t + Lε, one obtains that
(∂t + Lε)
{
εχβj (x/ε, t/ε
2) + P βj (x)
}
= 0 in Rd+1. (2.3)
Let Â = (âαβij ), where 1 ≤ i, j ≤ d, 1 ≤ α, β ≤ m, and
âαβij = −
ˆ
Y
[
aαβij + a
αγ
ik
∂
∂yk
χγβj
]
; (2.4)
that is
Â = −
ˆ
Y
{
A+ A∇χ
}
.
It is known that the constant matrix Â satisfies the ellipticity condition,
µ|ξ|2 ≤ âαβij ξαi ξβj ≤ µ1|ξ|2 for any ξ = (ξβj ) ∈ Rm×d,
where µ1 > 0 depends only on d, m and µ [4]. Denote L0 = −div(Â∇). Then ∂t +L0 is the
homogenized operator for the family of parabolic operators ∂t + Lε, ε > 0.
To introduce the dual correctors, we consider the 1-periodic matrix-valued function
B = A+ A∇χ− Â. (2.5)
More precisely, B = B(y, s) =
(
bαβij
)
, where 1 ≤ i, j ≤ d, 1 ≤ α, β ≤ m, and
bαβij = a
αβ
ij + a
αγ
ik
∂χγβj
∂yk
− âαβij . (2.6)
Lemma 2.1. Let 1 ≤ j ≤ d and 1 ≤ α, β ≤ m. Then there exist 1-periodic functions
φαβkij(y, s) in R
d+1 such that φαβkij ∈ H1(Y ),
bαβij =
∂
∂yk
(φαβkij) and φ
αβ
kij = −φαβikj, (2.7)
where 1 ≤ k, i ≤ d + 1, bαβij is defined by (2.6) for 1 ≤ i ≤ d, bαβ(d+1)j = −χαβj , and we have
used the notation yd+1 = s.
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Proof. Observe that by (2.1) and (2.4), bαβij ∈ L2(Y ) andˆ
Y
bαβij = 0 (2.8)
for 1 ≤ i ≤ d+ 1. It follows that there exist fαβij ∈ H2(Y ) such that{
∆d+1f
αβ
ij = b
αβ
ij in R
d+1,
fαβij is 1-periodic in R
d+1,
(2.9)
where ∆d+1 denotes the Laplacian in R
d+1. Write
bαβij =
∂
∂yk
{
∂
∂yk
fαβij −
∂
∂yi
fαβkj
}
+
∂
∂yi
{
∂
∂yk
fαβkj
}
, (2.10)
where the index k is summed from 1 to d+ 1. Note that by (2.1),
d+1∑
i=1
∂bαβij
∂yi
=
d∑
i=1
∂
∂yi
bαβij −
∂
∂s
χαβj = 0. (2.11)
In view of (2.9) this implies that
d+1∑
i=1
∂
∂yi
fαβij
is harmonic in Rd+1. Since it is 1-periodic, it must be constant. Consequently, by (2.10), we
obtain
bαβij =
∂
∂yk
(φαβkij), (2.12)
where
φαβkij =
∂
∂yk
fαβij −
∂
∂yi
fαβkj (2.13)
is 1-periodic and belongs to H1(Y ). It is easy to see that φαβkij = −φαβikj. This completes the
proof.
The 1-periodic functions (φαβkij) given by Lemma 2.1 are called dual correctors for the
family of parabolic operators ∂t + Lε, ε > 0. As in the elliptic case [9, 10], they play an
important role in the study of the problem of convergence rates. Indeed, to establish the
main results of this paper, we shall consider the function wε = (w
α
ε ), where
wαε (x, t) = u
α
ε (x, t)− uα0 (x, t)− εχαβj (x/ε, t/ε2)Kε
(
∂uβ0
∂xj
)
− ε2φαβ(d+1)ij(x/ε, t/ε2)
∂
∂xi
Kε
(
∂uβ0
∂xj
)
,
(2.14)
and Kε : L
2(ΩT ) → C∞0 (ΩT ) is a linear operator to be chosen later. The repeated indices
i, j in (2.14) are summed from 1 to d.
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Theorem 2.2. Let Ω be a bounded Lipschitz domain in Rd and 0 < T < ∞. Let uε ∈
L2(0, T ;H1(Ω)) and u0 ∈ L2(0, T ;H2(Ω)) be solutions of the initial-Dirichlet problems (1.4)
and (1.6), respectively. Let wε be defined by (2.14). Then for any ψ ∈ L2(0, T ;H10(Ω)),
ˆ T
0
〈
∂twε, ψ
〉
H−1(Ω)×H1
0
(Ω)
+
¨
ΩT
Aε∇wε · ∇ψ
=
¨
ΩT
(âij − aεij)
(
∂u0
∂xj
−Kε
(
∂u0
∂xj
))
∂ψ
∂xi
− ε
¨
ΩT
aεij · χεk ·
∂
∂xj
Kε
(
∂u0
∂xk
)
· ∂ψ
∂xi
− ε
¨
ΩT
φεkij ·
∂
∂xi
Kε
(
∂u0
∂xj
)
· ∂ψ
∂xk
− ε2
¨
ΩT
φεk(d+1)j · ∂tKε
(
∂u0
∂xj
)
· ∂ψ
∂xk
+ ε
¨
ΩT
aεij ·
(
∂
∂xj
(φ(d+1)ℓk)
)ε
· ∂
∂xℓ
Kε
(
∂u0
∂xk
)
· ∂ψ
∂xi
+ ε2
¨
ΩT
aεij · φε(d+1)ℓk ·
∂2
∂xj∂xℓ
Kε
(
∂u0
∂xk
)
· ∂ψ
∂xi
,
(2.15)
where we have suppressed superscripts α, β for the simplicity of presentation. The repeated
indices i, j, k, ℓ are summed from 1 to d.
Proof. Using (1.4) and (1.6), we see that
(
∂t + Lε)wε = (L0 − Lε)u0 − (∂t + Lε)
{
εχεjKε
(
∂u0
∂xj
)}
− (∂t + Lε)
{
ε2φε(d+1)ij
∂
∂xi
Kε
(
∂u0
∂xj
)}
= − ∂
∂xi
{
(âij − aεij)
(
∂u0
∂xj
−Kε
(
∂u0
∂xj
))}
− ∂
∂xi
{
(âij − aεij)Kε
(
∂u0
∂xj
)}
− (∂t + Lε)
{
εχεjKε
(
∂u0
∂xj
)}
− (∂t + Lε)
{
ε2φε(d+1)ij
∂
∂xi
Kε
(
∂u0
∂xj
)}
.
By computing the third term in the r.h.s. of the equalities above and using (2.6), we obtain
(
∂t + Lε)wε = − ∂
∂xi
{
(âij − aεij)
(
∂u0
∂xj
−Kε
(
∂u0
∂xj
))}
+
∂
∂xi
{
bεijKε
(
∂u0
∂xj
)}
+ ε
∂
∂xi
{
aεij · χεk ·
∂
∂xj
Kε
(
∂u0
∂xk
)}
− ε∂t
{
χεjKε
(
∂u0
∂xj
)}
− (∂t + Lε)
{
ε2φε(d+1)ij
∂
∂xi
Kε
(
∂u0
∂xj
)}
.
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In view of (2.11) this gives(
∂t + Lε)wε = − ∂
∂xi
{
(âij − aεij)
(
∂u0
∂xj
−Kε
(
∂u0
∂xj
))}
+ ε
∂
∂xi
{
aεij · χεk ·
∂
∂xj
Kε
(
∂u0
∂xk
)}
+ bεij ·
∂
∂xi
Kε
(
∂u0
∂xj
)
− εχεj∂tKε
(
∂u0
∂xj
)
− (∂t + Lε)
{
ε2φε(d+1)ij
∂
∂xi
Kε
(
∂u0
∂xj
)}
.
(2.16)
Next, by Lemma 2.1, we may write
bεij ·
∂
∂xi
Kε
(
∂u0
∂xj
)
− εχεj∂tKε
(
∂u0
∂xj
)
= ε
∂
∂xk
(
φεkij
)
· ∂
∂xi
Kε
(
∂u0
∂xj
)
+ ε2∂t
(
φε(d+1)ij
)
· ∂
∂xi
Kε
(
∂u0
∂xj
)
+ ε2
∂
∂xk
(
φεk(d+1)j
)
· ∂tKε
(
∂u0
∂xj
)
,
where we have also used the fact φ(d+1)(d+1)j = 0. Furthermore, by the skew-symmetry in
(2.7), we see that
bεij ·
∂
∂xi
Kε
(
∂u0
∂xj
)
− εχεj∂tKε
(
∂u0
∂xj
)
= ε
∂
∂xk
{
φεkij ·
∂
∂xi
Kε
(
∂u0
∂xj
)}
+ ε2∂t
{
φε(d+1)ij ·
∂
∂xi
Kε
(
∂u0
∂xj
)}
+ ε2
∂
∂xk
{
φεk(d+1)j · ∂tKε
(
∂u0
∂xj
)}
.
This, combined with (2.16), gives the desired equation (2.15).
The next theorem is concerned with the initial-Neumann problem.
Theorem 2.3. Let Ω be a bounded Lipschitz domain in Rd and 0 < T < ∞. Let uε ∈
L2(0, T ;H1(Ω)) and u0 ∈ L2(0, T ;H2(Ω)) be solutions of the initial-Neumann problems (1.5)
and (1.7), respectively. Let wε be defined by (2.14). Then the equation (2.15) holds for any
ψ ∈ L2(0, T ;H1(Ω)), if 〈, 〉 in its l.h.s. denotes the pairing between H1(Ω) and its dual.
Proof. It follows from (1.5) and (1.7) thatˆ T
0
〈
∂tuε, ψ
〉
+
¨
ΩT
Aε∇uε · ∇ψ =
ˆ T
0
〈
∂tu0, ψ
〉
+
¨
ΩT
Â∇u0 · ∇ψ
for any ψ ∈ L2(0, T ;H1(Ω)). This givesˆ T
0
〈
∂twε, ψ
〉
+
¨
ΩT
Aε∇wε · ∇ψ
=
¨
ΩT
(Â− Aε)∇u0 · ∇ψ −
ˆ T
0
〈
(∂t + Lε)
{
εχεjKε
(
∂u0
∂xj
)}
, ψ
〉
−
ˆ T
0
〈
(∂t + Lε)
{
ε2φε(d+1)ij
∂
∂xi
Kε
(
∂u0
∂xj
)}
, ψ
〉
,
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where we have used the fact Kε(∇u0) ∈ C∞0 (ΩT ). The rest of the proof is similar to that of
Theorem 2.2. We omit the details.
3 Error estimates in L2(0, T ;H1(Ω))
We begin by introducing a parabolic smoothing operator. Fix a nonnegative function θ =
θ(y, s) ∈ C∞0 (B(0, 1)) such that
´
Rd+1
θ = 1. Define
Sε(f)(x, t) =
1
εd+2
ˆ
Rd+1
f(x− y, t− s)θ(y/ε, s/ε2) dyds
=
ˆ
Rd+1
f(x− εy, t− ε2s)θ(y, s) dyds.
(3.1)
Lemma 3.1. Let Sε be defined as in (3.1). Then
‖Sε(f)‖L2(Rd+1) ≤ ‖f‖L2(Rd+1), (3.2)
ε ‖∇Sε(f)‖L2(Rd+1) + ε2‖∇2Sε(f)‖L2(Rd+1) ≤ C ‖f‖L2(Rd+1), (3.3)
ε2‖∂tSε(f)‖L2(Rd+1) ≤ C ‖f‖L2(Rd+1), (3.4)
where C depends only on d.
Proof. This follows easily from the Plancherel Theorem.
Lemma 3.2. Let Sε be defined as in (3.1). Then
‖∇Sε(f)−∇f‖L2(Rd+1) ≤ Cε
{
‖∇2f‖L2(Rd+1) + ‖∂tf‖L2(Rd+1)
}
, (3.5)
where C depends only on d.
Proof. By the Plancherel Theorem it suffices to show that
|ξiθ̂(εξ′, ε2ξd+1)− ξiθ̂(0, 0)| ≤ Cε
{|ξ′|2 + |ξd+1|},
where 1 ≤ i ≤ d and ξ′ = (ξ1, . . . , ξd) ∈ Rd. Furthermore, by a change of variables, one may
assume that ε = 1. In this case, if |ξ′| ≥ 1, then
|ξiθ̂(ξ′, ξd+1)− ξiθ̂(0, 0)| ≤ C|ξ′| ≤ C(|ξ′|2 + |ξd+1|).
If |ξ′| ≤ 1, we have
|ξiθ̂(ξ′, ξd+1)− ξiθ̂(0, 0)| ≤ C|ξ′|(|ξ′|+ |ξd+1|) ≤ C(|ξ′|2 + |ξd+1|).
This completes the proof.
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Lemma 3.3. Let g = g(y, s) be a 1-periodic function in (y, s). Then
‖gεSε(f)‖Lp(Rd+1) ≤ C ‖g‖Lp(Y )‖f‖Lp(Rd+1) (3.6)
for any 1 ≤ p <∞, where gε(x, t) = g(x/ε, t/ε2) and C depends only on d and p.
Proof. Note that Sε(f)(x, t) = S1(fε)(ε
−1x, ε−2t), where fε(x, t) = f(εx, ε
2t). As a result,
by a change of variables, it suffices to consider the case ε = 1. In this case we first use´
Rd+1
θ = 1 and Ho¨lder’s inequality to obtain
|S1(f)(x, t)|p ≤
ˆ
Rd+1
|f(y, s)|p θ(x− y, t− s) dyds.
It follows by Fubini’s Theorem thatˆ
Rd+1
|g(x, t)|p|S1(f)(x, t)|p dxdt ≤ sup
(y,s)∈Rd+1
ˆ
B((y,s),1)
|g(x, t)|p dxdt
ˆ
Rd+1
|f(y, s)|p dyds
≤ C ‖g‖pLp(Y )‖f‖pLp(Rd+1),
where C depends only on d. This gives (3.6) for the case ε = 1.
Remark 3.4. The same argument as in the proof of Lemma 3.3 also shows that
‖gε∇Sε(f)‖Lp(Rd+1) ≤ Cε−1‖g‖Lp(Y )‖f‖Lp(Rd+1),
‖gε∂tSε(f)‖Lp(Rd+1) ≤ Cε−2‖g‖Lp(Y )‖f‖Lp(Rd+1)
(3.7)
for 1 ≤ p <∞, where C depends only on d and p.
Let δ ∈ (2ε, 20ε). Choose η1 ∈ C∞0 (Ω) such that 0 ≤ η1 ≤ 1, η1(x) = 1 if dist(x, ∂Ω) ≥ 2δ,
η1(x) = 0 if dist(x, ∂Ω) ≤ δ, and |∇xη1| ≤ Cδ−1. Similarly, we choose η2 ∈ C∞0 (0, T ) such
that 0 ≤ η2 ≤ 1, η2(t) = 1 if 2δ2 ≤ t ≤ T − 2δ2, η2(t) = 0 if t ≤ δ2 or t > T − δ2, and
|η′2(t)| ≤ Cδ−2. We define the operator Kε = Kε,δ : L2(ΩT )→ C∞0 (ΩT ) by
Kε(f)(x, t) = Sε(η1η2f)(x, t). (3.8)
Lemma 3.5. Let Ω be a bounded Lipschitz domain in Rd and 0 < T < ∞. Let uε, u0 ∈
L2(0, T ;H1(Ω)) be weak solutions of (1.4) and (1.6), respectively, for some F ∈ L2(ΩT ). We
further assume that u0 ∈ L2(0, T ;H2(Ω)) and ∂tu0 ∈ L2(ΩT ). Let wε be defined by (2.14),
where the operator Kε is given by (3.8). Then for any ψ ∈ L2(0, T ;H10(Ω)),∣∣∣ ˆ T
0
〈
(∂t + Lε)wε, ψ
〉
H−1(Ω)×H1
0
(Ω)
dt
∣∣∣
≤ C
{
‖u0‖L2(0,T ;H2(Ω)) + ‖∂tu0‖L2(ΩT ) + ε−1/2‖∇u0‖L2(ΩT,3δ)
}
·
{
ε‖∇ψ‖L2(ΩT ) + ε1/2‖∇ψ‖L2(ΩT,3δ)
}
,
(3.9)
where
ΩT,δ =
({
x ∈ Ω : dist(x, ∂Ω) ≤ δ}× (0, T )) ∪ (Ω× (0, δ2)) ∪ (Ω× (T − δ2, T )) , (3.10)
and C > 0 depends at most on d, m, µ, T and Ω.
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Proof. Using Theorem 2.2, it is not hard to see that the l.h.s. of (3.9) is bounded by
C
¨
ΩT
|∇u0 −Kε(∇u0)||∇ψ|
+ Cε
¨
ΩT
{
|χε|+ |φε|+ |(∇φ)ε|
}
|∇Kε(∇u0)||∇ψ|
+ Cε2
¨
ΩT
|φε|
{
|∂tKε(∇u0)|+ |∇2Kε(∇u0)|
}
|∇ψ|
= I1 + I2 + I3,
(3.11)
where C depends only on d, m and µ. To estimate I2, we note that
∇Kε(∇u0) = ∇Sε(η1η2(∇u0)) = Sε(∇(η1η2)(∇u0)) + Sε(η1η2(∇2u0)). (3.12)
It follows by the Cauchy inequality and Lemma 3.3 that
I2 ≤Cε
(¨
ΩT
|
{
|χε|+ |φε|+ |(∇φ)ε|
}
Sε(∇(η1η2)(∇u0))|2
)1/2(¨
ΩT,3δ
|∇ψ|2
)1/2
+ Cε
(¨
ΩT
|
{
|χε|+ |φε|+ |(∇φ)ε|
}
Sε(η1η2(∇2u0))|2
)1/2(¨
ΩT
|∇ψ|2
)1/2
≤ C
(¨
ΩT,3δ
|∇u0|2
)1/2(¨
ΩT,3δ
|∇ψ|2
)1/2
+ Cε
(¨
ΩT
|∇2u0|2
)1/2(¨
ΩT
|∇ψ|2
)1/2
,
where we also have used the observation that Sε(∇(η1η2)(∇u0)) is supported in ΩT,3δ. This
shows that I2 is bounded by the r.h.s. of (3.9).
Next, to handle the term I3, we note that
∂tKε(∇u0) = ∂tSε(η1η2(∇u0)) = Sε(∂t(η1η2)∇u0) + Sε(η1η2(∇∂tu0))
= Sε(∂t(η1η2)∇u0) +∇Sε(η1η2(∂tu0))− Sε(∇(η1η2)(∂tu0)),
and
∇2Kε(∇u0) = ∇Sε(∇(η1η2)(∇u0)) +∇Sε(η1η2(∇2u0)).
As in the case of I2, by the Cauchy inequality and Remark 3.4 , this gives
I3 ≤C
(¨
ΩT,3δ
|∇u0|2
)1/2(¨
ΩT,3δ
|∇ψ|2
)1/2
+ Cε
(¨
ΩT
|∂tu0|2
)1/2(¨
ΩT
|∇ψ|2
)1/2
+ Cε
(¨
ΩT
|∇2u0|2
)1/2(¨
ΩT
|∇ψ|2
)1/2
,
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which is bounded by the r.h.s. of (3.9).
Finally, to estimate I1, we observe that
I1 ≤C
¨
ΩT,2δ
{
|∇u0|+ Sε(η1η2|∇u0|)
}
|∇ψ|+ C
¨
ΩT \ΩT,2δ
|(∇u0 − Sε(∇u0))||∇ψ|
≤ C
(¨
ΩT,3δ
|∇u0|2
)1/2(¨
ΩT,3δ
|∇ψ|2
)1/2
+ C
(¨
Ω\ΩT,2δ
|∇u0 − Sε(∇u0)|2
)1/2(¨
ΩT
|∇ψ|2
)1/2
.
(3.13)
To treat the second term in the r.h.s. of (3.13), we extend u0 to a function u˜0 in R
d+1 such
that (¨
Rd+1
|∇2u˜0|2
)1/2
+
(¨
Rd+1
|∂tu˜0|2
)1/2
≤ C
{
‖u0‖L2(0,T ;H2(Ω)) + ‖∂tu0‖L2(ΩT )
}
,
using the Caldero´n’s extension theorem. It follows that(¨
Ω\ΩT,2δ
|∇u0 − Sε(∇u0)|2
)1/2
≤
(¨
Rd+1
|∇u˜0 − Sε(∇u˜0)|2
)1/2
≤ Cε
{
‖∇2u˜0‖L2(Rd+1) + ‖∂tu˜0‖L2(Rd+1)
}
≤ Cε
{
‖u0‖L2(0,T ;H2(Ω)) + ‖∂tu0‖L2(ΩT )
}
,
where we have used Lemma 3.2 for the second inequality. As a result, we see that I1 is also
bounded by the r.h.s. of (3.9). This completes the proof.
Remark 3.6. Let Ωδ =
{
x ∈ Ω : dist(x, ∂Ω) < δ}. Then
ˆ
Ωδ
|∇u0|2 ≤ Cδ‖∇u0‖2H1(Ω) (3.14)
(see e.g. [16] for a proof). It follows that
‖∇u0‖L2(ΩT,3δ) ≤
(ˆ T
0
ˆ
Ω3δ
|∇u0|2
)1/2
+
(ˆ cε2
0
ˆ
Ω
|∇u0|2
)1/2
+
(ˆ T
T−cε2
ˆ
Ω
|∇u0|2
)1/2
≤ Cε1/2
{
‖u0‖L2(0,T ;H2(Ω)) + sup
ε2<t<T
(
1
ε
ˆ t
t−ε2
ˆ
Ω
|∇u0|2
)1/2}
.
The next theorem provides an O(
√
ε) error estimate in L2(0, T ;H10(Ω)) for the initial-
Dirichlet problem (1.4).
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Theorem 3.7. Let wε be defined by (2.14). Under the same assumptions as in Lemma 3.5,
we have
‖∇wε‖L2(ΩT )
≤ C√ε
{
‖u0‖L2(0,T ;H2(Ω)) + ‖∂tu0‖L2(ΩT ) + sup
ε2<t<T
(
1
ε
ˆ t
t−ε2
ˆ
Ω
|∇u0|2
)1/2}
,
(3.15)
where C depends at most on d, m, µ, T and Ω.
Proof. Note that wε ∈ L2(0, T ;H10(Ω)) and wε = 0 on Ω× {t = 0}. It follows that
µ
¨
ΩT
|∇wε|2 ≤
ˆ T
0
〈
(∂t + Lε)wε, wε
〉
H−1(Ω)×H1
0
(Ω)
≤ C√ε‖∇wε‖L2(ΩT )
{
‖u0‖L2(0,T ;H2(Ω)) + ‖∂tu0‖L2(ΩT ) + ε−1/2‖∇u0‖L2(ΩT,60ε)
}
,
where we have used Lemma 3.5 for the last step. This, together with Remark 3.6, gives
(3.15).
Next we consider the initial-Neumann problem (1.5).
Lemma 3.8. Let Ω be a bounded Lipschitz domain in Rd and 0 < T < ∞. Let uε, u0 ∈
L2(0, T ;H1(Ω)) be weak solutions of the initial-Neumann problems (1.5) and (1.7), respec-
tively, for some F ∈ L2(ΩT ). We further assume that u0 ∈ L2(0, T ;H2(Ω)) and that
∂tu0 ∈ L2(ΩT ). Let wε be defined by (2.14), where the operator Kε is given by (3.8). Then
for any ψ ∈ L2(0, T ;H1(Ω)),∣∣∣ ˆ T
0
〈
∂twε, ψ
〉
+
¨
ΩT
Aε∇wε · ∇ψ
∣∣∣
≤ C
{
‖u0‖L2(0,T ;H2(Ω)) + ‖∂tu0‖L2(ΩT ) + ε−1/2‖∇u0‖L2(ΩT,3δ)
}
·
{
ε‖∇ψ‖L2(ΩT ) + ε1/2‖∇ψ‖L2(ΩT,3δ)
}
,
(3.16)
where 〈, 〉 denotes the pairing between H1(Ω) and its dual. The constant C > 0 depends at
most on d, m, µ, T and Ω.
Proof. This follows from Theorem 2.3 by the same argument as in the proof of Lemma
3.5.
Theorem 3.9. Let wε be defined by (2.14). Under the same assumptions as in Lemma 3.8,
we have
‖∇wε‖L2(ΩT )
≤ C√ε
{
‖u0‖L2(0,T ;H2(Ω)) + ‖∂tu0‖L2(ΩT ) + sup
ε2<t<T
(
1
ε
ˆ t
t−ε2
ˆ
Ω
|∇u0|2
)1/2}
,
(3.17)
where C depends at most on d, m, µ, T and Ω.
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Proof. As in the proof of Theorem 3.7, this follows from Lemma 3.8 by letting ψ = wε.
Remark 3.10. In the case of uε = u0 = 0 or
∂uε
∂νε
= ∂u0
∂ν0
= 0 on ∂Ω × (0, T ), we may bound
the third term in the r.h.s. of (3.17) as follows. Note that
ˆ
Ω
Â∇u0 · ∇u0 = −
ˆ
Ω
∂tu0 · u0 +
ˆ
Ω
F · u0. (3.18)
It follows that
µ
ˆ t
t−ε2
ˆ
Ω
|∇u0|2 ≤
ˆ t
t−ε2
ˆ
Ω
|∂tu0||u0|+
ˆ t
t−ε2
ˆ
Ω
|F ||u0|
≤
{
‖∂tu0‖L2(ΩT ) + ‖F‖L2(ΩT )
}(ˆ t
t−ε2
ˆ
Ω
|u0|2
)1/2
≤ ε
{
‖∂tu0‖L2(ΩT ) + ‖F‖L2(ΩT )
}
sup
0<t<T
‖u0(·, t)‖L2(Ω).
This, together with the standard energy estimates, gives
sup
ε2<t<T
(
1
ε
ˆ t
t−ε2
ˆ
Ω
|∇u0|2
)1/2
≤ C
{
‖∂tu0‖L2(ΩT ) + ‖F‖L2(ΩT ) + ‖h‖L2(Ω)
}
, (3.19)
where C depends only on d, m, µ and Ω. As a result, for both the initial-Dirichlet problem
(1.4) and the initial-Neumann problem (1.5), if g = 0 on ∂Ω × (0, T ), then
‖∇wε‖L2(ΩT ) ≤ C
√
ε
{
‖u0‖L2(0,T ;H2(Ω)) + ‖F‖L2(ΩT ) + ‖h‖L2(Ω)
}
, (3.20)
where we have used the fact
‖∂tu0‖L2(ΩT ) ≤ C
{‖∇2u0‖L2(ΩT ) + ‖F‖L2(ΩT )} .
In particular, if Ω is C1,1, g = 0 on ∂Ω × (0, T ) and h = 0 on Ω, then
‖∇wε‖L2(ΩT ) ≤ C
√
ε‖F‖L2(ΩT ). (3.21)
To see this, we use the well-known estimate
‖u0‖L2(0,T ;H2(Ω)) ≤ C ‖F‖L2(ΩT ), (3.22)
which may be proved by using the partial Fourier transform in the t variable and reducing
the problem to the H2 estimate for the elliptic operator L0 in C1,1 domains. We also note
that in the case that g = 0 on ∂Ω × (0, T ) and h ∈ H1(Ω;Rm), if L∗0 = L0 and Ω is C1,1,
then
‖u0‖L2(0,T ;H2(Ω)) ≤ C
{
‖F‖L2(ΩT ) + ‖h‖H1(Ω)
}
. (3.23)
This may be proved by using integration by parts as well as H2 estimates for L0 [13].
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4 Proof of Theorems 1.1 and 1.2
In this section we study the convergence rates in L2(ΩT ) and give the proof of Theorems 1.1
and 1.2. Throughout the section we will assume that Ω is a bounded C1,1 domain in Rd.
We first consider the initial-Dirichlet problem. Let A∗ denote the adjoint of A; i.e.,
A∗ = (a∗αβij ) with a
∗αβ
ij (y, s) = a
βα
ji (y, s). For G ∈ L2(ΩT ), let vε be the weak solution to
(−∂t + L∗ε)vε = G in Ω× (0, T ),
vε = 0 on ∂Ω× (0, T ),
vε = 0 on Ω× {t = T},
(4.1)
where L∗ε = −div(A∗ε(x, t)∇) denotes the adjoint of Lε, and v0 the weak solution to
(−∂t + L∗0)v0 = G in Ω× (0, T ),
v0 = 0 on ∂Ω× (0, T ),
v0 = 0 on Ω× {t = T},
(4.2)
where L∗0 = −div(Â∗∇). Observe that vε(x, T − t) and v0(x, T − t) are solutions of the
initial-Dirichlet problems of (1.4) and (1.6), respectively, with coefficient matrix A(x/ε, t/ε2)
replaced by A∗(x/ε, (T − t)/ε2), and with g = 0 and h = 0. Also note that A∗(y, T − s)
satisfies the same ellipticity and periodicity conditions as A(y, s).
Lemma 4.1. Let v0 be the weak solution to (4.2). Then
‖∇v0‖L2(ΩT ) + δ−1/2‖∇v0‖L2(ΩT,δ) ≤ C‖G‖L2(ΩT ), (4.3)
where δ ∈ (2ε, 20ε) and C depends at most on d, m, µ, T and Ω.
Proof. The estimate for ‖∇v0‖L2(ΩT ) follows directly from the energy estimate, while the
estimate for δ−1/2‖∇v0‖L2(ΩT,δ) is proved in Remarks 3.6 and 3.10.
Let
zε(x, t) = vε(x, T − t)− v0(x, T − t)−εχ∗εT,jSε
(
η˜(x, t)
∂v0
∂xj
(x, T − t)
)
−ε2φ∗εT,(d+1)ij
∂
∂xi
Sε
(
η˜(x, t)
∂v0
∂xj
(x, T − t)
)
,
(4.4)
where χ∗T and φ
∗
T denote the correctors and dual correctors, respectively, for the family of
parabolic operators ∂t + div(A
∗(x/ε, (T − t)/ε2)∇), ε > 0. The cut-off function η˜ in (4.4) is
chosen so that η˜(x, t) = 0 if (x, t) ∈ ΩT,10ε, η(x, t) = 1 if (x, t) ∈ ΩT \ ΩT,15ε, |∇η˜| ≤ Cε−1
and |∂tη˜| ≤ Cε−2.
Lemma 4.2. Let zε be defined by (4.4). Then
‖∇zε‖L2(ΩT ) ≤ C
√
ε‖G‖L2(ΩT ), (4.5)
where C depends at most on d, m, µ, T and Ω.
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Proof. Since A∗(y, T − s) satisfies the same ellipticity and periodicity conditions as A(y, s)
and Ω is C1,1, this follows from the estimate (3.21).
We are in a position to give the proof of Theorem 1.1.
Proof of Theorem 1.1. Let uε ∈ L2(0, T ;H1(Ω)) and u0 ∈ L2(0, T ;H2(Ω)) be solutions
of (1.4) and (1.6), respectively. Let G ∈ L2(ΩT ). By duality it suffices to show that∣∣∣¨
ΩT
(uε − u0) ·G
∣∣∣
≤ Cε‖G‖L2(ΩT )
{
‖u0‖L2(0,T ;H2(Ω)) + ‖∂tu0‖L2(ΩT ) + sup
ε2<t<T
(
1
ε
ˆ t
t−ε2
ˆ
Ω
|∇u0|2
)1/2}
.
(4.6)
Let wε be defined by (2.14), with δ = 2ε. Since
‖χεKε(∇u0)‖L2(ΩT ) + ε‖φε∇Kε(∇u0)‖L2(ΩT ) ≤ C‖∇u0‖L2(ΩT ),
we only need to prove that |
¨
ΩT
wε ·G| is bounded by the r.h.s. of (4.6).
To this end we write¨
ΩT
wε ·G =
ˆ T
0
〈
∂twε, vε
〉
+
¨
ΩT
Aε∇wε · ∇vε
=
{ˆ T
0
〈
∂twε, zε(·, T − t)
〉
+
¨
ΩT
Aε∇wε · ∇zε(x, T − t)
}
+
{ˆ T
0
〈
∂twε, v0
〉
+
¨
ΩT
Aε∇wε · ∇v0
}
+
{ˆ T
0
〈
∂twε, vε − v0 − zε(·, T − t)
〉
+
¨
ΩT
Aε∇wε ·
{
vε − v0 − zε(·, T − t)
}}
= J1 + J2 + J3,
(4.7)
where 〈, 〉 denotes the pairing between H10 (Ω) and its dual H−1(Ω). We shall use Lemma 3.5
to bound J1, J2 and J3.
For the term J1, it follows by Lemma 3.5 that
|J1| ≤ C
√
ε
{
‖u0‖L2(0,T ;H2(Ω)) + ‖∂tu0‖L2(ΩT ) + ε−1/2‖∇u0‖L2(ΩT,6ε)
}
‖∇zε‖L2(ΩT )
≤ Cε
{
‖u0‖L2(0,T ;H2(Ω)) + ‖∂tu0‖L2(ΩT ) + ε−1/2‖∇u0‖L2(ΩT,6ε)
}
‖G‖L2(ΩT ),
(4.8)
where we have used Lemma 4.2 for the last step.
Next, for J2, we obtain
|J2| ≤ C
{
‖u0‖L2(0,T ;H2(Ω)) + ‖∂tu0‖L2(ΩT ) + ε−1/2‖∇u0‖L2(ΩT,6ε)
}
·
{
ε‖∇v0‖L2(Ω) + ε1/2‖∇v0‖L2(ΩT,6ε)
}
≤ Cε
{
‖u0‖L2(0,T ;H2(Ω)) + ‖∂tu0‖L2(ΩT ) + ε−1/2‖∇u0‖L2(ΩT,6ε)
}
‖G‖L2(ΩT ),
(4.9)
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where we have used Lemma 4.1 for the last inequality.
To estimate J3, we note that vε− v0− zε(x, T − t) is supported in ΩT \ΩT,10ε and in view
of (4.4) and Lemmas 3.1 and 3.3,
‖∇(vε − v0 − zε(x, T − t))‖L2(ΩT ) ≤ C‖∇v0‖L2(ΩT ) ≤ C‖G‖L2(ΩT ).
It follows by Lemma 3.5 that
|J3| ≤ Cε
{
‖u0‖L2(0,T ;H2(Ω)) + ‖∂tu0‖L2(ΩT ) + ε−1/2‖∇u0‖L2(ΩT,6ε)
}
‖G‖L2(ΩT ).
This, together with (4.8) and (4.9), shows that∣∣∣¨
ΩT
wε ·G
∣∣∣
≤ Cε
{
‖u0‖L2(0,T ;H2(Ω)) + ‖∂tu0‖L2(ΩT ) + ε−1/2‖∇u0‖L2(ΩT,6ε)
}
‖G‖L2(ΩT )
≤ Cε
{
‖u0‖L2(0,T ;H2(Ω)) + ‖∂tu0‖L2(ΩT ) + sup
ε2<t<T
(
1
ε
ˆ t
t−ε2
ˆ
Ω
|∇u0|2
)1/2}
‖G‖L2(ΩT ),
which completes the proof.
Finally, we give the proof of Theorem 1.2
Proof of Theorem 1.2. The proof of Theorem 1.2 is similar to that of Theorem 1.1. In-
deed, let uε ∈ L2(0, T ;H1(Ω)) and u0 ∈ L2(0, T ;H2(Ω)) be solutions of (1.5) and (1.7),
respectively. Let wε be defined as in (2.14), with δ = 2ε. To estimate ‖uε − u0‖L2(ΩT ), we
consider
¨
ΩT
wε ·G, where G ∈ L2(ΩT ). Let vε be the weak solution to
(−∂t + L∗ε)vε = G in Ω× (0, T ),
∂vε
∂ν∗ε
= 0 on ∂Ω× (0, T ),
vε = 0 on Ω× {t = T},
(4.10)
and v0 the weak solution to
(−∂t + L∗0)v0 = G in Ω× (0, T ),
∂v0
∂ν∗0
= 0 on ∂Ω× (0, T ),
v0 = 0 on Ω× {t = T},
(4.11)
where ∂vε
∂ν∗ε
and ∂v0
∂ν∗
0
denote the conormal derivatives associated with the operators L∗ε and
L∗0, respectively. Let zε be defined as before. Note that estimates in Lemmas 4.1 and 4.2
continue to hold. Moreover, by (4.10), we have¨
ΩT
wε ·G =
ˆ T
0
〈
∂twε, vε
〉
+
¨
ΩT
Aε∇wε · ∇vε,
where 〈, 〉 denotes the pairing between H1(Ω) and its dual. With Lemma 3.8 at our disposal,
the rest of the proof is exactly the same as that of Theorem 1.1. We omit the details.
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