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Zusammenfassung: Die Informationsflut aus dem World Wide Web können Ent-
scheidungsträger in Unternehmen schwer bewältigen. Das Marktdateninfor-
mationssystem verwendet einen Filter, der relevante Informationen für ein Unter-
nehmen bestimmt und nur diese im Data Warehouse ablegt. Durch eine, in dieser 
Arbeit vorgestellte, Erweiterung eines bestehenden Marktdateninformationssys-
tems werden Entscheidungsträger automatisch über wichtige Sachverhalte perso-
nalisiert  informiert. Die unterschiedlichen Subsysteme der Architektur werden in 
unterschiedlichen Modellierungssprachen beschrieben und gepflegt. Zur Integra-
tion dieser Subsysteme wird eine Metamodellierung vorgeschlagen, welche die 
Konstruktion einer konsistenten Architektur für das Marktdateninformationssys-
tem, um Wartung und Pflege im Systemlebenszyklus zu erleichtern, erläutert. 
Schlüsselworte: Active Data Warehouse, Personalisierung,  Metamodellierung 
1 Einleitung 
Die Informationsversorgung von Entscheidungsträgern ist mit Problemen behaftet, 
die zunächst aus einer Unterversorgung resultieren und in heutigen Zeiten durch 
eine Überversorgung gekennzeichnet sind [Kamp02, S. 9]. Durch das World Wide 
Web (WWW) werden unternehmensexterne Informationsquellen erschlossen, 
welche Textdokumente, im Sinne qualitativer Daten, als Träger der Informationen 
enthalten. Die umfangreichen qualitativen Daten können aus den Informations-
ressourcen nicht problemlos extrahiert werden [Hack99, S. 5]. 
Marktdaten haben entscheidenden Einfluss auf Unternehmen, wenn diese zeitnah 
genutzt werden. Durch geeignete Formen der Selektion und Repräsentation wich-
tiger Informationen werden Entscheidungsträger befähigt, ihre Aufgaben schneller 
zu erfüllen. Zu diesem Zweck kann ein Active Data Warehouse eingesetzt werden. 
Dieses versorgt Nutzer zeitnah mit entscheidungsrelevanten Informationen. Die 
verschiedenen Komponenten eines solchen Systems werden in Kapitel 3 erläutert. 
Jedoch erzeugt eine solche Erweiterung der Architektur Subsysteme innerhalb des 
Informationssystems. Keines der individuellen Modelle kann Datenobjekte des 
anderen Subsystems darstellen. Aus diesem Grunde zeigt Kapitel 4, wie mittels 
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Metamodellierung ein Inhalteraum konstruiert wird, der Subsysteme semantisch 
integriert und dadurch einen geschlossenen Ansatz ermöglicht. 
2 Ausgangslage 
Auf Grund der Liberalisierung der Energiemärkte innerhalb der Europäischen U-
nion sah sich die Energiebranche neuen Herausforderungen gegenübergestellt. Die 
Beschaffungsoptimierung zur Kostenreduzierung umfasst nicht mehr nur die Be-
schaffung von Primärenergien, die in den eigenen Kraftwerken in elektrischen 
Strom umgewandelt werden, sondern auch die Beschaffung von Strom selbst. Die 
Möglichkeit des Handels mit Strom führte zu einer großen Vielfalt an neuen Pro-
dukten und potenziellen Handelspartnern. Viele Unternehmen trugen dieser Ent-
wicklung Rechnung, indem sie einen sogenannten Trading Floor einrichteten, des-
sen Mitarbeiter sich vorwiegend der Aufgabe des Energiehandels widmen. Zu ih-
rer Unterstützung wurde ein Marktdateninformationssystem (MAIS) bereitgestellt, 
das allen Mitarbeitern des Handelsbereichs als Datenbank für Marktdaten zur Ver-
fügung steht. Für die anfallenden Entscheidungsaufgaben können auf Grundlage 
der Marktdaten Marktanalysen, statistische Auswertungen und Preisprognosen be-
trachtet werden. Dies erfordert die Integration heterogener Datenformate aus in-
ternen oder externen Quellen in einer Datenbank.  
Jedoch ist zu bedenken, dass ein solches System eine Informationsüberversorgung  
der Entscheidungsträger forciert. Marktanalysten benötigen zwar eine Vielzahl an 
Daten, jedoch müssen sie diese im ursprünglichen System eigenständig selektie-
ren. Das bedingt einen entsprechenden Zeitaufwand, dem im oftmals hektischen 
Handel nicht immer entsprochen werden kann. Da die Entwicklung des MAIS in 
mehreren Stufen erfolgt, an deren Ende jeweils ein funktionsfähiges Informations-
system steht, können Erkenntnisse über die Auswirkungen des Systemeinsatzes als 
Ausgangspunkt für Weiterentwicklungen betrachtet werden. Sie konzentriert sich 
darauf, quantitative und qualitative Daten nicht nur zu integrieren, sondern diese 
auch bedarfsgerecht Entscheidungsträgern zur Verfügung zu stellen. Dazu ist eine 
Anwenderprofilierung durchzuführen. Das ermöglicht nicht nur eine frühzeitige 
Information über Marktereignisse, sondern darüber hinaus auch über frühe Signale 
des Marktes.  
Um beide Anforderungen befriedigen zu können, wird die Architektur um zwei 
Bausteine erweitert. Der erste Baustein besteht aus Benutzerprofilen, um persona-
lisiert Informationen zur Verfügung zu stellen zu können. Der zweite Baustein be-
steht aus Frühindikatorenprofilen, um diese in Texten identifizieren zu können. 
Dabei handelt es sich um zwei grundsätzlich unterschiedliche Konzepte. Benut-
zerprofile ermöglichen eine Zeitersparnis, da sie dem Analysten Informationen 
zielgerichtet zur Verfügung stellen und dadurch der Informationsüberversorgung 
entgegenwirken. Frühindikatorenprofile ermöglichen einen Zeitvorteil, da An-
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wender, durchaus profilorientiert, frühzeitig über potentielle Entwicklungen in-
formiert sind. Durch den Wandel von einer Pull- zu einer Push-Architektur entwi-
ckelt sich das MAIS zu einem Active Data Warehouse. 
3 Gestaltung einer Push-Architektur eines 
Marktdateninformationssystems 
Im folgenden Kapitel wird zunächst das Basissystem vorgestellt. Dies wird um 
Module zur personalisierten Informationsversorgung sowie zur Identifikation von 
Frühindikatoren in qualitativen Textdokumenten erweitert. 
3.1 Metadaten basierte Integration externer Daten und 
Erweiterung zum Active Data Warehouse 
Die Integration und Repräsentation interner quantitativer und qualitativer Daten-
bestände externer Herkunft kann durch ein MAIS vorgenommen werden. Das Sys-
tem wurde in einem Projekt der VEW Energie AG und der Universität Duisburg 
realisiert. In diesem Zusammenhang werden Extraktoren, Filtertechnik, Datenbank 
sowie die Repräsentation der Daten als Ganzes betrachtet und eine weitgehend au-
tomatisierte und fachspezifische Informationsversorgung vorgenommen 
[Feld02, S. 57f; Feld02, S. 142f]. Die interdependenten Beziehungen der System-
komponenten des MAIS sind in Abbildung 1 dargestellt.  
 
Abbildung 1: Aufbau des Marktdateninformationssystems [Feld02, 57] 
Nach einer metadatenbasierten Suche werden alle potenziell relevanten Doku-
mente aus dem WWW in der Data Barn klassifiziert [Feld02, S. 58]. In der Daten-
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basis werden ausschließlich die relevanten Dokumente abgelegt [Feld02, S. 128f]. 
Die Prüfung geschieht im Rahmen eines Filterprozesses, indem ein Künstliches 
Neuronales Netzwerk die Unterscheidung von relevanten und nicht relevanten 
Dokumenten vornimmt. Dieser Filter beinhaltet lang- und mittelfristig stabile Kri-
terien und leitet nur spezifische Informationen in die Datenbasis. Die Filter-
kriterien sind in der Regelbasis abgelegt [Feld02, S. 58]. Grenzen sind der Auto-
matisierung der Datenintegration dahingehend gesetzt, als das eine manuelle Prü-
fung der Filterklassifikation durchgeführt werden muss. Diese kann nicht hundert-
prozentig garantiert werden. Die Repräsentation der relevanten Dokumente erfolgt 
über das Graphical User Interface (GUI) in Form eines Starfield Display [LeRi99], 
bestehend aus Symbolen in einem zweidimensionalen Koordinatensystem 
[Feld02, S. 76f]. Über die Abszisse wird die Zeit und über die Ordinate der Rele-
vanzwert wiedergegeben. Eine Einordnung erfolgt somit auf der Grundlage von 
Erscheinungsdatum1 und Relevanzwert, welcher mit dem Künstlichen Neuronalen 
Netz (KNN) bestimmt wurde.  
Obwohl eine Selektion der Textdokumente durch das KNN vorgenommen wird, 
können aus Gründen der Zeitknappheit nicht alle Dokumente von den Entschei-
dungsträgern gesichtet werden. Somit rückt die individuelle Versorgung der Ent-
scheidungsträger mit interessanten Informationen ins Zentrum der weiteren Be-
trachtung. Insbesondere durch eine reaktive Versorgung mit aktuellen Informatio-
nen werden bei zeitkritischen Entscheidungen Wettbewerbsvorteile erschlossen. 
Diese Transaktionen werden automatisiert durch das Active Data Warehouse 
durchgeführt [Frit02, S. 5]. Dabei wird die reaktive Komponente als Erweiterung 
des MAIS verstanden. Ein Active Data Warehouse überwacht bestimmte Sachver-
halte und führt durch Trigger bestimmte Aktionen aus [Schl00, S. 92]. Im Folgen-
den wird das Active Data Warehouse genutzt, um Nachrichten an Nutzer zu sen-
den, wobei die zu überwachenden Daten in quantitative und qualitative Daten un-
terschieden werden. Zunächst wird eine Lösung für quantitative Daten aufgezeigt, 
um im Anschluss Möglichkeiten für qualitative Daten zu erläutern.  
Für quantitative Daten führen Trigger-Mechanismen Aktionen auf Basis eines 
Regelwerkes aus. Trigger bestehen aus einer formulierten Situation und einer Da-
tenbankprozedur, die bei Eintritt der spezifizierten Situation abgearbeitet wird 
[Schl00, S. 92]. Hierdurch können Geschäftsregeln in ein Informationssystem in-
tegriert werden [BeKS02, S. 244, S. 246]. Die Realisierung geschieht durch E-
vent-Condition-Action (ECA)-Regeln [Schl00, S. 3, S. 100; Frit02, S. 5ff]. Die 
Ereigniskomponente (Event) enthält vordefinierte Ereignisse, welche den Regel-
durchlauf auslösen. Die Bedingungskomponente (Condition) enthält die zu prü-
                                                          
1 Das Erscheinungsdatum ist das Datum, an dem ein Dokument auf einem Server 
publiziert wurde [Feld02, S. 77]. Dieses wird bei Erfassung auf Greenwich-Zeit 
standardisiert. 
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fenden Kriterien. Sind die Ereignis- und Bedingungskomponenten erfüllt, wird die 
in der Aktionskomponente (Action) enthaltene Reaktion ausgeführt. 
Schwieriger gestaltet sich der Sachverhalt bei qualitativen Daten. Nach Schätzun-
gen liegen bis zu 80 Prozent der betrieblichen Informationen in Textdokumenten 
vor [Sull01, S. 56]. Sind diese zudem externer Herkunft, kommt ihnen eine beson-
dere Bedeutung zu, da sie wichtige und aktuelle Informationen beinhalten können. 
Durch den beschriebenen Integrationsprozess werden ständig relevante Text-
dokumente aus dem WWW in das Data Warehouse importiert. Insbesondere zeit-
kritische Entscheidungen werden durch eine intensive Datensuche verzögert. Das 
hat Auswirkungen auf die Entscheidungsträger, welche die Aufgabe der Doku-
mentensichtung in ihrem begrenzten Zeitportfolio als bedrohlich empfinden 
[Meie03, S. 475].  
Im Sinne eines Active Data Warehouse werden neue Informationen direkt an be-
stimmte Nutzer weitergeleitet [Ecke03, S. 8]. Bei diesem Push-Dienst sind die rol-
lenspezifischen und individuellen Informationsbedürfnisse der einzelnen Nutzer 
zu berücksichtigen, damit der Informationsflut entgegen gewirkt werden kann. Da 
die Textdokumente meist unstrukturiert sind, ist der Interessantheitsgrad schwer 
zu bestimmen. ECA-Regeln sind auf klar definierte Kriterien ausgelegt, welche 
für Textdokumente zunächst nicht vorliegen. Das Text Mining unterstützt die 
Anwendung von ECA-Regeln. Aus den einzelnen Dokumenten werden Metadaten 
extrahiert und für weitere Analysen genutzt [VoGu01, S. 254ff]. Diese Metadaten 
bilden die Grundlage, um eine nutzerspezifische Kennzahl zu berechnen. Diese 
repräsentiert den individuellen Interessantheitsgrad eines Dokumentes. ECA-
Regeln überprüfen die Kennzahl und führen gegebenenfalls Aktionen aus. 
3.2 Ontologiebasierte Profilentwicklung 
Das Ziel dieses Verfahrens ist eine inhaltsbezogene und weitgehend automatische 
binäre Textklassifikation in für den Nutzer interessante und uninteressante Doku-
mente. Da derzeit zu den meisten Textdokumenten aus dem WWW keine Metada-
ten über den Inhalt verfügbar sind, werden die Terme eines Dokumentes zur in-
haltlichen Erschließung verwendet. Über die Technik der Indizierung kann der In-
halt beschrieben werden. Die durch das MAIS bereits vorgenommene Indizierung 
wird leicht modifiziert verwendet. 
Der durch das MAIS ausgelöste Informationsstrom an Textdokumenten wird mit 
einem individuellen Informationsbedarf verglichen und weitergeleitet, wenn dieser 
befriedigt werden kann [FoDu92, S. 52f]. Der Informationsbedarf kann auf Grund 
relativ stabiler und spezifischer Aufgabenbereiche von Mitarbeitern bestimmt 
werden. Dabei werden Dokumente nur einmalig nach dem Import in das Data Wa-
rehouse überprüft [AbKW02, S. 89]. Der Informationsbedarf wird somit nur mit 
aktuellen Informationen verglichen und eine Filterung auf verschiedenen Stufen 
durchgeführt. Die Stufen können in einen Situationsfilter und einen Benutzerfilter 
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unterteilt werden [Meie03, S. 485ff]. Der Situationsfilter zeichnet sich vor allem 
durch die Situierung eines Unternehmens aus und wird durch das KNN des MAIS 
bereits realisiert. Durch den Benutzerfilter wird eine inhaltlich orientierte Analyse 
ermöglicht, in der die Informationen in einem Dokument mit dem Informations-
bedarf eines Nutzerprofils verglichen werden. Der Benutzerfilter basiert auf Nut-
zerprofilen, welche bezüglich der Rolle und der Personalisierung unterschieden 
werden [Meie03, S. 486]. Die Rolle beinhaltet organisatorische und soziale As-
pekte, die sich objektiv als komplexes Gebilde von Erwartungen an den Inhaber 
einer Position manifestiert. 
Der Fokus liegt im Folgenden auf der Entwicklung einer Schnittstelle zwischen 
den Dokumenten und den Nutzern. Diese ermöglicht den Nutzern die selbst-
ständige Erstellung eines Profils. Die Dokumente und Nutzerprofile werden hier-
bei durch Vektoren repräsentiert und miteinander verglichen. Eine Erstellung des 
Nutzerprofils über die Angabe jedes einzelnen Deskriptors ist aufwändig. Syn-
onym verwendete Deskriptoren sind zudem explizit zu bestimmen. Da Deskripto-
ren mehrere Bedeutungen haben können, liegen insgesamt die Ergebnisse der Be-
wertungsmaßgaben Precision und Recall auf niedrigem Niveau [Sull01, S. 472]. 
Deshalb erfolgt der Zugriff auf die Dokumente über eine Ontologie, die Konzepte 
enthält. Um Konzepte zu bestimmen, sind Synonyme und Verbundereignisse au-
tomatisch zu identifizieren. Zu beachten ist, dass die Konzepte neben den Syn-
onymbeziehungen auch hierarchische oder andere Beziehungen zwischen De-
skriptoren enthalten können. Obwohl dies automatisch durchgeführt werden kann, 
ist eine manuelle Überprüfung vorzunehmen [AbKW02, S. 132]. Die Interdepen-
denzen des gesamten Klassifikationsverfahrens sind in Abbildung 2 dargestellt. 
 
Abbildung 2: Aufbau des Klassifikationsverfahrens 
Die gestrichelten Kanäle symbolisieren hierbei die ständig aktiven Verbindungen 
des eigentlichen Verfahrens. Die Pfeilverbindungen symbolisieren vor allem ein-
malige Abläufe, die nur unter bestimmten Umständen wiederholt werden. Der 
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Prozess der Ontologieerstellung wird einmalig vollzogen und nur in bestimmten 
Abständen oder nach besonderen Ereignissen erneut durchlaufen, da die Erstel-
lung mit hohem Aufwand verbunden ist. Durch die zusätzliche Hinterlegung von 
unternehmensspezifischem Fachwissen [Feld02a, S. 750], in Form der unterneh-
mensspezifischen Terminologie [AbKW02, S. 131], kann die Ergebnisqualität des 
zu entwickelnden Klassifikationsverfahrens verbessert werden. In diesem Prozess 
werden die Zusammenhänge und Bezeichnungen des Data Dictionary berücksich-
tigt, wodurch eine einheitliche Terminologie geschaffen wird und die Verknüp-
fung mit den quantitativen Daten im Data Warehouse realisiert ist [Sull01, S. 
155ff]. Dies führt dazu, dass Ontologie, Data Dictionary und Glossar verschmel-
zen müssen. Auch hier besteht die Einschränkung der Automatisierung dahinge-
hend, dass die Ontologieentwicklung mit ihren Verknüpfungen manuell verifiziert 
werden muss. 
Diese Ontologie ist Basis für ein Benutzerprofil. Sie beinhaltet semantisches Wis-
sen, welches maschinell verarbeitbar ist und somit die Kommunikation zwischen 
Mensch und Maschine verbessern kann [Fens98, S. 11]. Die Konzepte einer Onto-
logie bilden ein abstraktes Modell. Dieses Modell gilt nur für einen abgegrenzten 
Bereich, da ansonsten die Beziehungen zwischen den Konzepten nicht mehr gel-
ten. Somit werden qualitativ hochwertige Ergebnisse nur erzielt, wenn die Text-
dokumente dem speziellen Themenbereich zugehören, für welche die Ontologie 
erstellt wurde. Die in einer Ontologie enthaltenen Konzepte werden durch Bezie-
hungen miteinander verbunden [ArCT03, S. 62; KaSh00, S. 12]. Durch die Struk-
turierung der Konzepte entsteht eine unternehmensspezifische Taxonomie 
[Feld02a, S. 754]. Die Konzepte bestehen aus einer Konzeptbezeichnung, einer 
kurzen Konzeptbeschreibung [AbKW02, S. 132], einer dem Konzept zugeordne-
ten Menge synonym verwendeter Begriffe und einer Menge direkt untergeordneter 
Konzepte. Die erstellten Konzepte können manuell in die zwei Mengen der Syn-
onyme und der untergeordneten Konzepte eingeteilt werden. Über die Hierarchie 
wird anschließend der benötigte Detaillierungsgrad zur Beschreibung der Doku-
mente bestimmt.  
Die Beschreibungen aus dem Data Dictionary werden jedoch nicht vollständig für 
die Ontologie benötigt. Quantitative Beziehungen werden nicht berücksichtigt. 
Zudem werden die bereits gebildeten Thesauren zur Modifikation der Indizes für 
das KNN berücksichtigt. Das Nutzerprofil besteht aus Themenbereichen und Re-
geln. Beide entnehmen die Terme aus den Konzepten der Ontologie, werden je-
doch unterschiedlich überprüft. Ein Themenbereich enthält mehrere Konzepte, 
und der hieraus entstehende Vektor wird mit dem Index der Dokumente vergli-
chen. Es besteht keine Notwendigkeit, dass alle Konzepte in einem Index existie-
ren, damit ein Dokument als interessant klassifiziert wird. Eine nutzerspezifische 
Regel enthält ebenfalls Konzepte, um auch alternative Begriffe identifizieren zu 
können. Alle Konzepte müssen in einem Index vorkommen, damit ein Dokument 
als interessant klassifiziert wird [LiHs02, S. 467f]. Bevor die Nutzer die Personali-
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sierung vornehmen, werden ihnen bestimmte Themenbereiche bezüglich ihrer 
Rolle im Unternehmen zugewiesen [AbKW02, S. 157].  
In der Dokumentenanalyse werden die neu in das Data Warehouse importierten 
Dokumente auf den individuellen Interessantheitsgrad geprüft. Unter Nutzung der 
Ontologie werden die Dokumente über die Konzepte abgebildet und mit den Nut-
zerprofilen verglichen. Ein neues Dokument wird zunächst auf die einzelnen 
Themenbereiche und im Anschluss daran auf die Regeln für jedes Nutzerprofil 
überprüft. Jeder Vektor eines Themenbereiches wird mit dem Index eines Doku-
mentes verglichen und hierzu der Kosinus-Koeffizient als Ähnlichkeitsmaß gebil-
det [Sull01, S. 335]. Die in den Regeln enthaltenen Konzepte werden mit dem In-
dex des Dokumentes verglichen, wobei diese Konzepte vollständig oder gar nicht 
enthalten sein müssen. Über den Kosinus-Koeffizienten wird somit die Ähnlich-
keit eines Index mit den einzelnen Vektoren der Themenbereiche ermittelt 
[FoKL98, S. 5]. Jedoch berücksichtigt der Koeffizient nicht die Gewichtung der 
einzelnen Konzepte, denn er prüft nur die Existenz eines Konzeptes in einem Do-
kument [Ferb03, S. 74]. Da die im Data Warehouse befindlichen Dokumente 
durch das KNN auf eine Mindestrelevanz für das Unternehmen geprüft worden 
sind, ist der Kosinus-Koeffizient ausreichend, um thematische Ähnlichkeiten zu 
bestimmen. Nach Abschluss der Teilanalyse liegen zu jedem Themenbereich eines 
Profils die entsprechend ermittelten Ähnlichkeitswerte vor. Somit verbleiben die 
Regeln, welche anschließend zu prüfen sind. Regeln enthalten weniger Konzepte 
als die Themenbereiche, wobei die räumliche Nähe der Konzepte zueinander eine 
wichtige Rolle einnehmen kann [Pull01, S. 8]. Diese wird durch die bisher ver-
wendeten Indizes der Dokumente nicht berücksichtigt [Pull01, S. 3]. Bei der Indi-
zierung gehen jegliche Informationen über die Anordnung der Deskriptoren verlo-
ren. Aus diesem Grund werden die Indizes nicht zur Prüfung der Regeln verwen-
det.  
Bei der Überprüfung einer Regel werden drei aufeinander folgende Sätze berück-
sichtigt. Diese Bedingung ist weniger restriktiv. Sind die Sätze relativ kurz, be-
steht die Möglichkeit, dass die gesuchten Konzepte in einem nachfolgenden Satz 
enthalten sind. Beginnend mit den ersten drei Sätzen eines Dokumentes wird ü-
berprüft, ob die Konzepte in den Sätzen enthalten sind. Hierbei werden die drei 
Sätze temporär als Ganzes betrachtet und die Konzepte in diesen ermittelt. Die 
Reihenfolge der Konzepte in den Sätzen ist unwichtig. Nach der Prüfung wird der 
erste Satz entfernt und für diesen der vierte Satz in die Prüfung einbezogen. Dann 
werden diese drei Sätze als Ganzes betrachtet und untersucht. Somit wird die Prü-
fung Schritt für Schritt bis zum letzten Satz des Dokumentes durchgeführt.  
Nach vollständiger Dokumentanalyse ist festzustellen, ob der Nutzer durch die 
zuvor im Nutzerprofil spezifizierte Nachricht zu informieren ist. Die Auslösung 
der Benachrichtigung wird durch einen Trigger vorgenommen. Dieses ist möglich, 
da im Rahmen der Themen- und Regelüberprüfung die Ergebnisse für jedes Do-
kument in Form von Werten abgelegt wurden. Für jeden Themenbereich liegt ein 
Kosinuswert als Betrag aus dem Intervall [0, 1] vor [GeHK01, S. 41]. Da die Re-
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geln nur auf vollständige Erfüllung überprüft werden, liegen entweder die Werte 
Null oder Eins vor. Ein Trigger wird für jedes Profil abgeleitet und nach vollstän-
diger Analyse eines Dokumentes (Event) ausgeführt. Dieser Trigger enthält die 
Schwellenwerte aus den Nutzerprofilen. Ist mindestens ein Schwellenwert über-
schritten oder eine Regel erfüllt (Condition), wird eine Benutzernachricht mit den 
entsprechenden Informationen versendet (Action). Somit kann ein Active Data 
Warehouse auf Basis qualitativer Daten realisiert werden. Hierbei ist es von Inte-
resse, vom Analysten eine Rückkopplung durch eine Bewertung der zur Verfü-
gung gestellten Textdokumente zu erhalten. Dadurch kann die Funktionsweise des 
Triggers optimiert werden.  
3.3 Profilbasierte Identifikation von Frühindikatoren 
Sowohl quantitative als auch qualitative Daten im Data Warehouse sind gemäß 
des Integrationsprozesses vergangenheitsorientiert. Sie repräsentieren entsprech-
end Ihrer Aufgabe im MAIS betriebswirtschaftliche Ereignisse im Zeitverlauf. Die 
Analyse von Textdokumenten zur Identifikation von Frühindikatoren wendet die 
Blickrichtung in die Zukunft. Frühindikatoren geben Hinweise auf potenzielle 
wirtschaftliche Entwicklungen [Anso80]. Um den Analysten einen Zeitvorsprung 
zu ermöglichen, wird ein weiteres Modul in der Architektur des MAIS angelegt, 
um potenzielle Auswirkungen der identifizierten Frühindikatoren aufzuzeigen. 
Zusätzlich ermöglicht es auch eine thematische Kopplung einzelner Frühindi-
katorenmodelle an entsprechende Berichtskomplexe im Data Warehouse. Das un-
terstützt die Bindung an entsprechende Benutzerprofile, um Ergebnisse anwender-
orientiert zur Verfügung zu stellen. 
Eine gleiche zukunftsorientierte Blickrichtung liegt auch dem Konzept der Simu-
lation zu Grunde. Es wird nicht nur in der Betriebswirtschaft eingesetzt, um bei-
spielsweise Planwerte als Zielvorgaben unternehmerischer Tätigkeit zu bestimmen 
oder die Auswirkung unterschiedlicher Einflussfaktoren auf das Marktgeschehen 
zu bewerten. Jedoch sind bei der Anwendung einer Simulationstechnik Grenzen 
gesetzt. Ein allgemein gültiges, unternehmensweites Simulationsmodell lässt sich 
praxisgerecht nicht erstellen. Die Dynamik der Umwelt sowie der Umfang der 
Modellparameter sind bei einer umfassenden Modellierung zu intensiv. Des Wei-
teren ist zu beachten, dass ein Simulationsmodell nicht nur der Dynamik des Mo-
dells entsprechen soll, sondern auch der Dynamik der Modellumwelt unterliegt. 
Dies erfordert einen entsprechenden Pflege- und Wartungsaufwand. Um diesen 
Aufwand einzuschränken, sind Simulationsparameter derart zu gestalten, dass die 
Dynamik der Umwelt keinen dominierenden Einfluss erhält und somit die System-
komplexität unnötig zunimmt. Das konkret im MAIS integrierte Modul basiert auf 
der Simulationsmethode System Dynamics. Die Auswahl ist damit begründet, dass 
System Dynamics bei der Modellierung zusätzlich zu quantitativen Einflussgrößen 
auch qualitative explizit erfasst [Ster00; Forr69; Mead72]. Auf Grund der oben 
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genannten Einschränkungen, wird ein Feedback-Diagramm gemäß System Dyna-
mics eingesetzt. 
Zunächst ist ein Modellbereich abzugrenzen. Eine thematische Verbindung zu ei-
nem Berichtskomplex grenzt den Modellbereich ein und macht die Parameter-
komplexität beherrschbar. Diese orientiert sich analog zur bisherigen Vorgehens-
weise an den Metadaten und dem Glossar im Kontext zur Ontologie des multidi-
mensionalen Datenmodells. Dadurch ist zum einen Begriffseindeutigkeit gewähr-
leistet, zum anderen erfolgt eine Kopplung der Frühindikatorenprofile an die je-
weiligen Berichtskomplexe. Bezieht sich ein Bericht zum Beispiel auf die Nach-
frage nach Energiederivaten, ist dies als zentrale Information im Modell zu erfas-
sen. Durch eine Informationsbedarfsanalyse sind Variablen und Konstanten zu i-
dentifizieren, die einen Einfluss auf die beispielhaft aufgeführte Nachfrage haben. 
Das Ergebniss der Informationsbedarfsanalyse wird in einem Feedback-Diagramm 
beschrieben. Die Identifikation von Wirkungszusammenhängen in qualitativen 
Daten setzt voraus, dass die Textsemantik automatisiert erkennbar ist. Auch hier 
besteht das Problem, dass identische Aussagen durch variierende Begriffe be-
schrieben werden können. Das erfordert ein Verfahren, Inhalte trotz variierender 
Ausdrucksweisen zu erkennen und Wirkungszusammenhänge zu bestimmen. Die 
Funktionsweise wird in Abbildung 3 gezeigt. 
 
Abbildung 3: Funktionsweise des Frühindikatorenprofils 
Das Architekturmodul Frühindikatorenprofile erfasst disjunkte Feedback-
Diagramme zu einem Themenkomplex mit entsprechend generierten Regelbiblio-
theken der Parameter, die auf Konzepten der Ontologie basieren. Dort sind zusätz-
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lich die Einflussausprägungen zwischen diesen dokumentiert. Wird ein neues 
Textdokument in der Datenbank erfasst, ist anhand der Deskriptoren zu prüfen, ob 
der Wert einer Modellvariablen zu verändern ist. Dem Gedanken der Regelprü-
fung des Benutzerprofils folgend wird die Prüfung direkt im Dokument ausge-
führt, nicht auf dem erzeugten Index. Abbildung 3 zeigt beispielhaft die Regelprü-
fung, ob Mitarbeiter zu einer Datenbankschulung geschickt worden sind. Ist ein 
Suchterm gefunden, ist der Variablenwert im Modell um die zugeordnete Quanti-
fizierung zu verändern und der Anwenderkreis zu informieren, in dessen Profil der 
Bericht als Merkmal erfasst ist. Dieser Output umfasst z. B. den identifizierten 
Frühindikator, die ausgeführte Änderung sowie das Dokument, in dem der Indika-
tor identifiziert wurde. 
Die zuvor beschriebene Erweiterung der Architektur erzeugt Subsysteme inner-
halb des MAIS. Diese werden durch Beschreibungssprachen mit einer unter-
schiedlichen Semantik dargestellt. Um einen konsistenten Ansatz zu entwickeln, 
sind diese Subsysteme miteinander zu verknüpfen. 
4 Integration der Architektur-Subsysteme 
Grundsätzlich wird eine solche Verknüpfung bereits seit einiger Zeit unter der Be-
zeichnung Unternehmensmodell diskutiert [Fran99; JJPS96]. Dabei geht es darum, 
verschiedene sprachliche Systeme, die naturgemäß innerhalb eines Unternehmens 
bestehen, zu integrieren. Zu diesem Zweck werden, im weiteren Verlauf des Bei-
trages orientiert an [BeBC+03, S. 27ff], Inhalteräume gestaltet. Hier ist die seman-
tische Vorgabe eine Cube-Struktur des Data Warehouse. Darum wird ein Raum 
gebildet, in dem Benutzerprofile und Frühindikatorenprofile entsprechend objektiv 
zugeordnet werden, da sie sich immer auf den Inhalt einer Cube-Struktur bezie-
hen. Eine solche Vorgehensweise integriert die verschiedenen sprachlichen Sys-
teme semantisch durch eine Vielzahl von disjunkten Inhalteräumen im MAIS.  
Zunächst wird eine Sprache semi-formal mittels Metamodellierung, welche in Ab-
schnitt 3.1 vorgestellt wird, beschrieben. Zur Spezifikation wird dann die im Sub-
system angewendete Sprache in das Metamodell eingesetzt. Das Metamodell 
selbst basiert auf einem Meta-Meta-Modell, das die Beschreibungselemente des 
Modells definiert. Dies ist die Ebene, auf der die unterschiedlichen Modellierungs-
sprachen zusammengeführt werden können, da eine einheitliche Spezifikation für 
alle Modelle zu Grunde gelegt wird. Als oberste Integrationsebene wird im Fol-
genden die Meta-Object-Facility der Object Management Group (OMG) genutzt 
und in Abschnitt 3.2 beschrieben. Abschließend schildert Abschnitt 3.3 die Integ-
ration der unterschiedlichen Sprachen auf Basis des einheitlichen Meta-Meta-
Modells und der darin enthaltenen Konzepte. Dabei handelt es sich im Ergebnis 
nicht um ein Unternehmensmodell. Jedoch folgt dieses Konzept dem gleichen 
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Prinzip und unterstützt eine konsistente Architektur für ein Analytisches Informa-
tionssystem. 
4.1 Meta-Modellierung 
Im Rahmen einer Modellierung werden die Inhalte einer Domäne mit den Kon-
zepten, die durch eine Modellierungssprache zur Verfügung gestellt werden, be-
schrieben. Die Metamodellierung ist eine Ebene höher angesiedelt. Sie erlaubt die 
Modellierung der Modellierungssprache. Dabei ist die Sprache auf bestimmte 
Problembereiche zugeschnitten. Dies drückt sich in der jeweiligen Modellmeta-
pher aus. Eine solche Metapher symbolisiert den Entwicklungszweck der Sprache 
[OMG02, S. 1-1ff].  
Um eine Modellierungssprache spezifizieren zu können, muss ein Metamodell ge-
neriert werden. Dazu wird eine weitere Sprache benötigt: die Meta-Meta-
Modellsprache. Dies bedeutet auch, dass unterschiedliche Modellebenen in die 
Betrachtung involviert sind. Im Schrifttum werden (allgemein akzeptiert) vier E-
benen unterschieden [OMG02, S. 2-3]. Die Instanzebene enthält die Tupel der Da-
tenbank, die Schemaebene die Struktur des zu Grunde liegenden Datenmodells. 
Dabei handelt es sich in diesem Kontext um ein Star-Schema für die Datenbank, 
eine boolesche Liste für das Benutzerprofil und ein Feedbackdiagramm zur Identi-
fikation der Frühindikatoren. Die Metaebene enthält die Beschreibungselemente, 
die auf der Schemaebene zu nutzen sind. Jedoch kann ein Metamodell nicht um 
die Bestandteile eines anderen Metamodells erweitert werden, um die jeweiligen 
deskriptiven Fähigkeiten zu erreichen. Dies erzeugt einen Widerspruch in der Mo-
dellmetapher. Keine dieser Modellierungsmethodiken wurde für andere Darstel-
lungsinhalte geschaffen. Die Integration kann nur auf einer Meta-Meta-Ebene 
stattfinden, da dort die jeweiligen Metamodelle definiert werden. 
Auch die OMG [OMG02, S. 2-3] orientiert sich an dieser vierfachen Unterteilung 
und hat z. B. mit dem Common-Warehouse-Metamodel (CWM) ein Referenzmo-
dell für die Modellierung von Data-Warehouse-Systemen auf der Meta-Ebene ge-
schaffen [OMG01]. Dieses basiert auf der Meta-Object-Facility (MOF), die für 
das weitere Vorgehen zu Grunde gelegt wird. Ihre Aufgabe ist die eindeutige for-
male Beschreibung des Meta-Modells. Dabei ist die MOF nicht nur Basis des 
CWM, sondern sämtlicher Methoden zur spezifizierenden Datenmodellierung 
[OMG02]. 
4.2 Meta-Object-Facility 
Die Meta-Object-Facility ist eine objektorientierte Modellierungsmethode. Sie ba-
siert auf der zuvor beschriebenen Vier-Schichten-Metamodell-Architektur 
[OMG02, S. 2-2f]. Ihre Aufgabe ist die Spezifikation von Schnittstellen in Anleh-
nung an die Common Object Request Broker Architecture (CORBA), um inter-
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operierende Metamodelle zu definieren und zu manipulieren [OMG02, S. xvi]. 
Dazu wird die visuelle Syntax der Unified Modelling Language (UML) genutzt 
[OMG02, xii]. Sämtliche Spezifikationen der OMG sind Instanzen dieser MOF. 
Die geforderte Interoperabilität soll sämtliche Phasen der Applikations-
entwicklung mit deren jeweiligen Metamodellen unterstützen. Dies bedeutet, dass 
solche Metamodelle eine Instanz der MOF bilden. Das kann in dieser Vollständig-
keit nicht strikt eingehalten werden. Strikte Metamodellierung fordert, dass jedes 
Element einer nachrangigen Stufe Instanz eines Elementes der darüber liegenden 
Stufe ist. Die OMG hat in diesem Kontext erkannt, dass eine Instanziierung aller 
MOF-Elemente im Metamodell nicht möglich ist. Somit kann die MOF für die 
Definition von Metamodellen genutzt werden, die eine andere Philosophie bzw. 
andere Details aufweisen. Abbildung 4 zeigt einen Ausschnitt des MOF-Klassen-
diagramms, welches die Struktur und Semantik der Meta-Meta-Daten darstellt. 
 
Abbildung 4: Ausschnitt der Meta Object Facility [OMG02, S. 3-12 (modifiziert)] 
Diese Abbildung zeigt die Konstrukte der Metamodellierung. Die vier zentralen 
Modellierungskonzepte sind [OMG02, S. 2-6ff]: 
• Klassen (Classes), welche die MOF-Meta-Objekte modellieren. Diese enthal-
ten Attribute und Operationen. 
• Assoziationen (Associations), welche binäre Beziehungen zwischen Meta-
Objekten modellieren. Unter dem Aspekt, dass die Beziehung ggf. ein hierar-
chisches Verhalten aufweist, kann es sich bei der Assoziation auch um eine 
Aggregation handeln. 
• Datentypen (DataTypes), die z. B. primitive Typen (Integer, String etc.) oder 
externe Typen (für nicht MOF-Spezifikationen erforderlich) definieren. 
• Pakete (Packages), die das Modell in Module aufteilen. 
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Das MOF-Modell beschreibt die vom Meta-Modellierer nutzbaren Metadaten, um 
Klassen mit deren Attributen und Assoziationen als Relationen zwischen Klassen 
abbilden zu können. Diese Konstrukte sind ausreichend, um das Metamodell als 
abstrakte Syntax zu erstellen. Dazu ist es sinnvoll, die Syntax durch entsprechende 
Konsistenzbedingungen zu erweitern [OMG, S. 2-17ff]. Abgeleitet aus den Objek-
ten Class und Association werden im Folgenden die Metamodelle für die ADAPT-
Modellierung des Data Warehouse, die Benutzerprofilierung und System Dyna-
mics eingeführt. 
4.3 Meta-Modelle des Marktdateninformationssystems 
Bei dem mit der MOF verknüpften Metamodell handelt es sich um die Basis für 
ein konzeptuelles beziehungsweise semantisches Modell. Die Erstellung eines sol-
chen Modells ist eine systemunabhängige Tätigkeit [ElNa02], so dass die Basisan-
forderungen wertfrei auf der Metaebene modelliert werden können. Die Abbil-
dung 5 zeigt das Metamodell der Modellierungssprache Application Design for 
Analytical Processing Technologies (ADAPT). 
 
Abbildung 5: ADAPT-Meta-Modell [PrPe01, S. 78 (modifiziert)] 
Das Metamodell beinhaltet die Kernelemente Würfel (Cube), Kennzahl (Measu-
re), Hierarchieebene (Dimension) und Dimensionsattribute (Dim.Attribute). Der 
Würfel besitzt als Untersuchungsobjekt null bis mehrere Kennzahlen, welche die 
zu analysierenden Fakten repräsentieren. Die Hierarchieebenen sind in Halbord-
nungen angeordnet, wobei ein Würfel jeweils durch eine Menge von Basishierar-
chieebenen aufgespannt wird. 
Die Basis für eine Personalisierung bildet immer ein sogenanntes Benutzerprofil 
[Runt00; Mert97]. Darin werden die gesammelten personenbezogenen Daten ge-
speichert. Mit Hilfe dieser Daten lässt sich der gesamte Ablauf von Transaktionen 
individualisieren. Um die abstrakten und persönlichen Daten erfassen zu können, 
muss ein wertfreies Metamodell bestehen, um ein systemunabhängiges Modell zu 
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erstellen. Abbildung 6 zeigt das Metamodell zu Gunsten einer Benutzermodellie-
rung.  
 
Abbildung 6: User-Profile-Meta-Modell 
Dieses Metamodell enthält die Kernelemente Rolle (Role) und Benutzer (User), 
die durch entsprechende Attribute charakterisiert werden. Rolle umfasst Beschrei-
bungselemente für die abstrakte Profilierung, Benutzer Elemente für die persönli-
che Profilierung. Zusätzlich sind die Trigger-Elemente Ereignis, Bedingung und 
Aktion enthalten, die als Operationen das dynamische Verhalten auf Basis der Att-
ribute modellierbar machen. 
Das Metamodell einer Simulationsumgebung approximiert das Verhalten von In-
put und Output des Simulationsmodells. Zu einem Simulationsmodell können 
mehrere Metamodelle erstellt werden. Ein solches Modell kann demnach immer 
nur speziell für die Analyse einer Ausgangsvariablen verwendet werden und nicht 
parallel für sämtliche Ausgangsvariablen des Simulationsmodells [Berc00, S. 2ff; 
Forr69]. Abbildung 7 zeigt das Metamodell zu System Dynamics. Dabei handelt 
es sich um ein globales Metamodell, das für sämtliche Simulationssprachen zu 
Grunde gelegt werden kann. 
 
Abbildung 7: System-Dynamics-Meta-Modell (in Anlehnung an [JJPS96]) 
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Zu sehen ist das Kernelement Objekte, dessen Elemente aus einem Repository ab-
geleitet werden. Objekte werden durch den Ressourcen- beziehungsweise Infor-
mationsfluss innerhalb des Modells beeinflusst. Es werden Verfahren angewendet, 
welche z. B. die Änderung eines Objektzustands repräsentieren. Dabei unterliegt 
das Modell einer Aufgaben-/Zielorientierung, die aus entsprechenden Informatio-
nen des Problemumfelds resultiert. Die Steuerung des Simulationsablaufes erfolgt 
durch einen Agenten. 
In allen Metamodellen ist zu sehen, dass diese aus der MOF abzuleiten sind und 
somit diesem Meta-Meta-Modell genügen. Damit ist in diesem Kontext das Ziel 
dieser Facility erreicht, ein Integrationskonzept für unterschiedliche Metamodelle 
zu sein. Es lassen sich auf diesem Abstraktionsniveau Eigenschaften als Konven-
tionen für alle Metamodelle beschreiben, so dass eine einheitliche Spezifikation 
innerhalb eines Informationssystems gewahrt bleibt. Die semantische Integration 
muss jedoch auf Ebene der Metamodelle durch die Verwendung gemeinsamer 
Konzepte durchgeführt werden. 
4.4 Konzeption zur Integration der Meta-Modelle des 
Marktdateninformationssystems 
Wie einleitend dargestellt, werden Inhalteräume in Anlehnung an [BeKS01, 
S. 20ff] konstruiert (Abbildung 8). Diese repräsentieren, nicht wie dort vorge-
schlagen, einen Navigationsraum innerhalb des Informationssystems, sondern 
spiegeln das Informationsbedürfnis eines Anwenders wider. Das Informations-
bedürfnis wird durch die Cube-Struktur, das Benutzerprofil sowie das Früh-
indikatorenprofil ausgedrückt. 
 
Abbildung 8: Integrierte Modellstruktur 
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Kernbestandteil eines ADAPT-Modells sind Cubes, die durch Dimensionen auf-
gespannt werden. Dies wird in der Abbildung beispielhaft durch die Struktur Pro-
duct_Price-History gezeigt. Eine solche multidimensionale Datenstruktur reprä-
sentiert das Informationsbedürfnis eines am System angemeldeten Anwenders 
(Activated_User). Eine Dimension erfasst Attribute zur Charakterisierung realer 
Sachverhalte. In der Struktur enthaltene Fakten bilden Urteile zu den jeweiligen 
Dimensionskombinationen. Qualitative Daten bilden gemäß dem MAIS-Ansatz 
eine weitere Dimension im Cube. Solche haben jedoch keinen direkten Bezug zu 
den Fakten. Für das Metamodell der Frühindikatorenprofile gilt, dass die Objekte 
des Repository ebenfalls reale Sachverhalte beschreiben und ebenso ein Unter-
suchungsobjekt für Anwender bilden. Ein Modell des Frühindikatorenprofils be-
zieht sich nur auf einen abgegrenzten Bereich der Realität (Sim_Objects). Diese 
Realität hat eine Relation zur multidimensionalen Datenstruktur, da diese auf 
Grund der gemeinsamen Speicherung von quantitativen und qualitativen Daten 
determiniert wird. Das Informationsobjekt User aus dem Metamodell User Profile 
beschreibt die Informationen, die ein Anwender automatisiert erhalten möchte. 
Dort sind dessen persönliche und abstrakte Charakteristika erfasst. Auch diese las-
sen sich einer multidimensionalen Datenstruktur zuordnen, da dort die Speiche-
rung der Inhalte erfolgt, die ein Anwender gegebenenfalls mittels Push-
Mechanismus bereitgestellt haben möchte. Entsprechend erfolgt die Integration 
über eine Assoziation zwischen den zentralen Modellelementen. Dies strukturiert 
die an den multidimensionalen Datenstrukturen orientierten Inhalteräume. Sie ent-
halten nicht-disjunkte Elemente. Dimensionen sind in der Regel Bestandteil meh-
rerer Datenstrukturen. Benutzerprofile beziehen sich auf unterschiedliche Be-
richtsstrukturen. Die Instanzen eines Inhalteraums stehen unabhängig von ihrer 
Herkunft zueinander in Beziehung. Die Beziehungen bilden die Struktur, die das 
Zusammenwirken der Teilsysteme realisiert. 
5 Zusammenfassung und Ausblick 
Im vorliegenden Beitrag wurde zunächst der Aufbau einer Architektur für ein 
Marktdateninformationssystem skizziert. Auch wenn eine vollständige Automati-
sierung zurzeit nur schwer zu erzielen ist, integriert dieser Ansatz qualitative und 
quantitative Daten in einer multidimensionalen Datenstruktur. Bedingt durch eine 
zunehmende Informationsüberflutung der Entscheidungsträger, wird eine Persona-
lisierung der Informationsversorgung realisiert. Diese individualisierte Informati-
onsversorgung arbeitet nicht nur vergangenheitsorientiert, sondern durch die Er-
weiterung um Frühindikatorenprofile zukunftsorientiert. Frühindikatoren werden 
in Textdokumenten identifiziert und mittels Feedback-Diagrammen potenzielle 
Auswirkungen aufgezeigt. Das Ergebnis erhält der Anwender entsprechend des 
Benutzerprofils zur Verfügung gestellt. Alle Architekturbausteine führen zu Sub-
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systemen. Die einzelnen Modellierungssprachen lassen sich jedoch aus der Meta-
Meta-Ebene ableiten und durch Bildung von Inhalteräumen integrieren.  
Dieses Ergebnis birgt inhärente Kritik. Komplexe Modelle sind in Unternehmen in 
der Regel nicht wirtschaftlich zu pflegen. Dies würde umfangreiche Maßnahmen 
der organisatorischen Einbettung erfordern, um eine regelmäßige und konsistente 
Wartung und Pflege der Modelle sicherzustellen. Zusätzlich gehen Entwurf und 
auch Metamodellierung von Modellierungssprachen mit einer gewissen Beliebig-
keit einher. Subjektive Präferenzen der jeweiligen Modellierer spielen eine bedeu-
tende Rolle in der Modellgestaltung. Dies bringt den Nachteil mit sich, dass in 
verschiedenen Projekten entworfene Artefakte nur schwer miteinander in Verbin-
dung zu bringen sind. Trotzdem ist ein multiperspektivischer Ansatz zu verfolgen. 
Analytische Informationssysteme werden in ihrem Leistungsangebot immer um-
fangreicher und komplexer. Um diese konsistent zu gestalten, bietet die Integrati-
on der Metamodelle einen Ansatz, Komplexität zu reduzieren. Damit ist es auch 
ein erster Schritt zu einem Unternehmensmodell, in dem sämtliche Modellierungs-
ansätze integriert werden. 
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