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Wireless sensor networks are used in many environmental monitoring applications
(e.g., to monitor forest fires or volcanoes). In such applications, sensor nodes have a
limited quantity of energy, but must operate for years without having their batteries
changed. The main mechanism used to allow nodes to save energy is to sequence
periods of activity and inactivity. However, the design of MAC and routing protocols
for applications with low duty-cycle is still a challenge.
The MAC and routing protocols where the nodes synchronize their periods of
activity and inactivity generally ensure fairness in energy consumption and allow
to predict the network lifetime. However, the implementation of synchronization is
complex and difficult to achieve when there are a large number of sensor nodes.
Likewise, the synchronous protocols are not suitable for the low duty-cycle, because
the synchronization overhead exceeds the communication cost. The MAC and routing
protocols that do not need that the nodes are synchronized have the advantage to
remove the synchronization complexity, but the protocols of the literature based on
these assumptions do not generally guarantee fairness in energy consumption, as some
nodes remain active longer than others.
In this thesis, we proposed unsynchronized MAC and routing protocols for wi-
reless sensor networks devoted to environmental monitoring applications. The main
specificity of our protocols is that they are adapted to very low duty-cycle (less than
1 % for all nodes).
Our protocols are analyzed and compared to existing protocols by simulation
and experimentation on TelosB nodes. Despite this low duty-cycle for all nodes,
our protocols are able to achieve good performance, unlike other protocols in the
literature, which are not adapted to these extreme conditions.
Keywords: wireless sensor networks, MAC protocols, routing protocols, low duty
cycle, energy efficient, environmental monitoring.
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Résumé
Les réseaux de capteurs sans fil sont utilisés dans de nombreuses applications
de surveillance de l’environnement (par exemple, pour surveiller les volcans ou pour
détecter les incendies de forêts). Dans de telles applications, les nœuds capteurs dis-
posent d’une quantité limitée d’énergie, mais doivent fonctionner pendant des années
sans avoir leurs batteries changées. La principale méthode utilisée pour permettre aux
nœuds d’économiser leur énergie est de séquencer les périodes d’activité et d’inacti-
vité. Cependant, la conception de protocoles MAC et de routage pour les applications
avec des taux d’activité faibles est un défi.
Les protocoles MAC et routage dans lesquels les nœuds synchronisent leurs pé-
riodes d’activité et d’inactivité assurent en général une équité dans la consommation
énergétique et permettent de prédire la durée de vie du réseau. Mais, la mise en
œuvre de la synchronisation est complexe et difficile à réaliser lorsque le nombre de
nœuds capteurs est important. Aussi, les protocoles basés sur une synchronisation
ne sont pas adaptés lorsque le taux d’activité des nœuds est trop faible, car le sur-
coût de la synchronisation dépasse le coût de communication. Les protocoles MAC et
routage qui ne nécessitent pas que les nœuds soient synchronisés ont l’avantage d’éli-
miner la complexité de la synchronisation, mais les protocoles de la littérature basés
sur ces hypothèses ne garantissent généralement pas l’équité dans la consommation
d’énergie, car certains nœuds restent plus longtemps en activité que d’autres.
Dans cette thèse, nous avons proposé des protocoles MAC et routage non synchro-
nisés pour les réseaux de capteurs sans fil dédiés à la surveillance environnementale.
La spécificité principale de nos protocoles est qu’ils sont adaptés à de faibles taux
d’activité (moins de 1% pour tous les nœuds).
Nos protocoles sont analysés et comparés aux protocoles existants par simula-
tion et par expérimentation sur des nœuds TelosB. Malgré un taux d’activité faible
pour tous les nœuds, nos protocoles sont capables d’obtenir de bonnes performances,
contrairement aux autres protocoles de la littérature, qui ne sont pas adaptés à opérer
avec de faibles taux d’activité.
Mots-clés : réseaux de capteurs sans fil, protocoles MAC, protocoles de routage,
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La nécessité de préserver l’environnement est devenue un véritable défi sociétal
et économique. C’est ce qui explique la quantité importante de travaux visant les
applications de surveillance avec des objectifs variés tels que la détection rapide de
catastrophes comme les feux de forêt [YWM05], [HB07], les inondations [LKK+08],
le suivi de la pollution des rivières [HUM+11], [HC12], ou encore la surveillance
de grands édifices comme les ponts [NUF11], ou les bâtiments [MDZ+16], [MZD+16].
C’est aussi le cas pour la compréhension de phénomènes naturels comme les éruptions
de volcans [WAJR+05] et les glissements de terrain [Ram10]. La préservation de
l’environnement peut aussi se faire par une meilleure gestion de l’irrigation et une
optimisation de l’utilisation des ressources (engrais, pesticides, etc.) en agriculture
en vue d’augmenter la production agricole [Bag05], [BHB+08].
Cependant, de telles applications sont généralement déployées sur des zones
étendues, non accessibles et sans infrastructure préexistante (ou qui nécessiteraient
d’énormes coûts de réaménagement). De plus, elles doivent fonctionner pendant des
mois (voire des années) sans intervention humaine.
Les réseaux de capteurs sans fil (notés RCSF) sont généralement utilisés pour
mettre en œuvre de telles applications.
Réseaux de capteurs sans fil
Un RCSF est composé d’appareils à bas prix, autonomes en énergie, capables
de surveiller les conditions physiques ou environnementales (température, humidité,
bruit, vibration, pression, mouvement, pollution, etc.), d’effectuer certains calculs, et
de collaborer pour transmettre leurs données via des liaisons sans fil à un destinataire
principal qui se charge de recueillir ces données. Les RCSF comportent une (ou
plusieurs) station(s) de base, appelée puits, qui agit comme une passerelle entre
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les utilisateurs finaux et le RCSF. Un utilisateur final peut récupérer les données
nécessaires à partir des informations recueillies par ce puits, puis les analyser afin de
prédire ou anticiper certains phénomènes. La figure 1.1 montre un exemple de réseau









Figure 1.1 – Topologie d’un réseau de capteurs sans fil pour la surveillance environ-
nementale.
Un nœud capteur sans fil est composé de quatre composants de base (voir figure
1.2) à savoir : l’unité d’acquisition, l’unité de traitement, l’unité de communication et
l’unité source d’énergie. Un capteur peut également disposer, de certains dispositifs
tel qu’une unité pilotant un ou des actionneurs ainsi qu’un système de localisation
comme un GPS (pour Global Positioning System).
L’unité d’acquisition comprend deux sous-unités : le capteur et le convertis-
seur analogique-numérique (ADC pour Analog to Digital Converter). Le capteur est
chargé de mesurer une grandeur physique. Le convertisseur analogique-numérique
convertit les signaux analogiques en données numériques et les envoie à l’unité de
traitement.
L’unité de traitement comporte l’unité de stockage et l’unité de calcul générale-
ment un micro-contrôleur. L’unité de stockage permet de stocker les données envi-
ronnementales recueillies. Ces données sont ensuite traitées par le microprocesseur.
L’unité de communication comporte un émetteur-récepteur radio (appelé module
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Figure 1.2 – Architecture d’un nœud capteur.
radio) qui se charge de transférer les données par une liaison sans fil via d’autres
nœuds capteurs, si nécessaire, jusqu’au puits.
L’unité source d’énergie (piles ou une batterie) est souvent la seule source d’éner-
gie qui fournit à toutes les autres unités, l’énergie nécessaire pour effectuer les tâches
mentionnées. Notons que, des techniques alternatives d’alimentation (comme solaire,
vibration, etc.) sont proposées dans la littérature [SET09]. Ces techniques supposent
que les nœuds capteurs sont équipés de dispositifs qui permettront de collecter l’éner-
gie de leur environnement. Toutefois, ces techniques ne garantissent pas une alimenta-
tion en continu des nœuds capteurs et restent très dépendantes de nombreux facteurs
environnementaux [SET09], mais peuvent être utilisées en complément à toutes les
solutions des RCSF qui économisent de l’énergie.
Avantages des RCSF
Les nœuds capteurs ont de nombreux avantages pour la surveillance environne-
mentale : ils sont autonomes en énergie, ont un faible coût (et un faible coût de
déploiement), sont faciles à déployer et ont peu d’impact sur l’environnement. Ils
peuvent fonctionner aussitôt après déploiement et ne nécessitent aucune intervention
humaine. Ce sont tous ces avantages des nœuds capteurs qui font du RCSF, un bon
candidat pour réaliser les applications de surveillance environnementale.
Contraintes liées aux RCSF
Un RCSF subit néanmoins des contraintes qui lui sont propres et font de sa mise
en œuvre un véritable challenge. Un RCSF doit faire face à des défis techniques
venant des faibles ressources intrinsèques des nœuds capteurs. Les nœuds ont une
quantité d’énergie limitée, une faible portée de communication, un débit limité, une
capacité de mémoire et de stockage faibles et une puissance de calcul réduite. Une
fois que les capteurs sont déployés, ils doivent être opérationnels pendant longtemps
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sur des sites étendus sans infrastructure fixe, ce qui nécessite une gestion efficace de
l’énergie (qui est limitée et souvent irremplaçable), une capacité d’auto-organisation
pour faire face à l’évolution des liaisons radio, et une redondance dans la topologie
pour compenser la défaillance de certains nœuds.
Problématique et contributions de ce travail
La problématique de ce travail consiste à concevoir des protocoles de communi-
cation robustes pour les applications de surveillance environnementale, qui font face
à l’évolution des liaisons radio, qui gèrent efficacement l’énergie, qui nécessitent peu
de configurations, et qui garantissent de bonnes performances en termes de délai et
de taux de livraison des données pour un nombre important de nœuds capteurs.
Il est clair que l’énergie est la plus grande contrainte pour un RCSF, étant donné
qu’il est difficile (parfois impossible) de remplacer les batteries (ou les piles) des
nœuds capteurs dans les applications de surveillance environnementale.
La durée de vie du réseau dépend donc de l’utilisation de la batterie (ou des piles)
des nœuds capteurs. La consommation énergétique d’un nœud capteur se repartit
sur les trois unités que sont : l’unité de communication, l’unité de capture et l’unité
de traitement (voir figure 1.2). Une étude réalisée par Hill et al. dans [HSW+00a]
montre qu’un octet transmis dans un réseau de capteurs sans fil consomme autant
d’énergie que l’exécution d’environ 1000 instructions par un microprocesseur. L’unité
de communication est souvent plus coûteuse en énergie que l’unité de traitement et
de capture des données dans les RCSF (puisque l’unité de capture n’est pas forcement
alimentée de façon permanente).
La technique consistant à séquencer les périodes d’activité (pendant lesquelles
le module radio est allumé) et de sommeil (pendant lesquelles le module radio est
éteint) pour permettre aux nœuds d’économiser leur énergie s’est imposée. Elle est
utilisée dans la norme IEEE 802.15.4 [IEE11] et dans la plupart des protocoles de la
littérature. La proportion de la période active sur la durée totale du cycle (période
active + période de sommeil) représente le taux d’activité. Un taux d’activité de
1 %, avec par exemple un cycle de 10 secondes signifie que les nœuds gardent leur
radio éteinte durant 9.9 secondes et l’allument uniquement durant 0.1 s chaque 10
secondes. Dans l’état actif, un nœud est capable d’écouter la radio, de transmettre
ou recevoir des données, mais dans l’état de sommeil, le nœud éteint complètement
sa radio pour économiser l’énergie et ne peut ni recevoir, ni transmettre de données.
Notons que même si l’énergie consommée par un nœud pendant la période de
sommeil est considérée négligeable par rapport à la consommation lorsqu’il est en
activité, l’énergie consommée pour activer et désactiver le module radio est quant à
elle non négligeable suivant le type de sommeil (de sommeil léger à sommeil profond)
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et la fréquence de passage en mode sommeil [JRO10]. Par exemple un composant
CC2420 met 2,4 ms à se réveiller lorsqu’il est en sommeil profond et 30 µs en sommeil
léger [JRO10], alors que sur les composants Freescale le module radio met 310 µs et le
microcontrôleur 235 µs à se réveiller [FVDBV12]. Aussi, la consommation d’énergie
des radios (lorsqu’elles sont allumées) peut varier considérablement d’un composant
à l’autre même lorsqu’ils sont dans un même état [YSH06]. Par conséquent, le taux
d’activité peut être un bon indicateur pour évaluer la consommation énergétique
des nœuds indépendamment des plate-formes comme dans les travaux antérieurs
[BGAH06], [KHCL07], [SGJ08].
Une étude réalisée dans [LG09] montre par exemple qu’un composant CC2420
(comme un nœud TelosB ou MicaZ) épuisera ses deux piles (piles traditionnelles
AA avec une capacité de 2700 mAh par pile) en quatre jours environ si son taux
d’activité est 100 %, et peut prolonger sa durée de vie jusqu’à environ un an avec un
taux d’activité de 1 %.
Plusieurs protocoles MAC (pour Medium Access Control) et routage économes
en énergie pour les RCSF proposés dans la littérature sont basés sur le mécanisme
à faible taux d’activité. Les protocoles MAC avec un taux d’activité faible sont soit
synchrones, soit asynchrones. Les protocoles MAC synchrones génèrent un nombre
important de messages de contrôle pour réaliser la synchronisation avant l’échange
des données, ce qui limite leur utilité quand la durée de l’activité des nœuds est très
courte. Les protocoles MAC asynchrones ne nécessitent pas de synchronisation mais
entraînent généralement de grands délais (dus à des périodes d’activité communes
peu fréquentes entre les nœuds voisins) et certains nœuds restent actifs beaucoup
plus longtemps que d’autres.
Les protocoles de routage pour les RCSF avec un taux d’activité faible doivent
faire face à des liens de voisinage qui peuvent être dynamiques et aussi aux contraintes
liées au protocole MAC utilisé.
Les contributions principales de ce travail visent le contexte des réseaux de cap-
teurs sans fil dédiés aux applications de surveillance environnementale telles que la
surveillance de volcans ou de forêts. Dans ce type d’application le réseau doit être
opérationnel quand un événement critique survient. Ce qui fait que pour permettre
aux nœuds d’économiser plus d’énergie (afin d’assurer une longue durée de vie au
réseau), deux phases de surveillance s’avèrent nécessaires. Une phase d’attente pen-
dant laquelle les nœuds doivent opérer en étant très économes en énergie et une
phase de travail intensif pendant laquelle les nœuds doivent être très réactifs. Nos
propositions portent sur la sous-couche MAC et la couche réseau. Nous proposons
des protocoles MAC non synchronisés pour les réseaux de capteurs sans fil dédiés à
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ce type de surveillance environnementale et des protocoles de routage adaptés. La
spécificité principale de nos protocoles est que certains sont adaptés à de faibles taux
d’activité (moins de 1 % pour tous les nœuds (pour la phase d’attente)) et d’autres
sont adaptés à de grands taux d’activité (plus de 1 % pour tous les nœuds (pour la
phase de travail intensif)).
Organisation du manuscrit
Ce document est organisé comme suit. Dans le chapitre 2, nous présentons les prin-
cipaux protocoles MAC et protocoles de routage existants qui fonctionnent avec un
faible taux d’activité. Nous montrons leurs difficultés à être appliqués avec des taux
d’activité inférieure à 1 %. Le chapitre 3 décrit nos différentes contributions. Nous
décrivons d’abord notre proposition de protocoles MAC asynchrones, aveugles, et à
rencontres opportunistes, ainsi que les améliorations apportées en vue d’augmenter
ses performances. Ensuite, nous décrivons nos propositions de protocoles de routage
par gradient et par inondation, basés sur notre protocole MAC. Le chapitre 4 présente
la validation par simulation et par expérimentation de nos protocoles. Nous évaluons
par simulation nos protocoles MAC et routage par comparaison avec l’existant, puis
nous réalisons des tests sur des nœuds TelosB pour prouver que nos protocoles fonc-
tionnent sur de réels nœuds capteurs. Enfin, dans le chapitre 5 nous concluons nos





Dans ce chapitre, nous décrivons les principaux protocoles pour les couches 2
et 3 du modèle OSI (pour Open Systems Interconnection) [Zim80], économes en
énergie proposés dans la littérature pour les réseaux de capteurs sans fil. Comme
nous l’avons dit précédemment, le composant radio est souvent considéré comme
le composant le plus consommateur en terme d’énergie [LG09] par exemple sur les
nœuds TelosB ou MicaZ. Ainsi, pour permettre aux nœuds capteurs de conserver leur
ressource énergétique (qui est très souvent limitée), la principale technique utilisée
dans la littérature est de garder le composant radio éteint le plus souvent possible.
Ce mécanisme est réalisé en séquençant les périodes d’activité (pendant lesquelles
les nœuds ont leur composant radio allumé) et d’inactivité (pendant lesquelles les
nœuds ont leur composant radio éteint pour économiser de l’énergie). Nous décrivons
particulièrement les protocoles basés sur ce mécanisme.
2.1 Protocoles MAC pour les réseaux de capteurs
sans fil
Les protocoles MAC pour les réseaux de capteurs sans fil dans lesquels les nœuds
ont une séquence de période d’activité et d’inactivité sont appelés protocoles à taux
d’activité. Le taux d’activité représente le pourcentage du temps passé en période
d’activité. On peut classer les protocoles à taux d’activité en deux grandes catégories
suivant le séquencement des périodes d’activité et d’inactivité des nœuds. La première
catégorie est celle des protocoles MAC synchrones, dans laquelle tous les nœuds ont
leur période d’activité simultanément ou planifiée. La deuxième catégorie est celle
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des protocoles MAC asynchrones, dans laquelle les nœuds ont des périodes d’activité
indépendantes.
2.1.1 Protocoles MAC synchrones
Dans les protocoles MAC synchrones, les nœuds sont synchronisés et partagent un
calendrier commun pour leurs périodes d’activité et d’inactivité. Dans cette partie,
nous décrivons tout d’abord le principal protocole MAC synchrone de la littérature,
qui est décrit dans la norme IEEE 802.15.4 en mode avec suivi de balises, puis d’autres
protocoles MAC synchrones.
2.1.1.1 Norme IEEE 802.15.4 en mode avec suivi de balises
Les réseaux sans fil personnels à faible débit ont fait l’objet d’une norme (IEEE
802.15.4 [IEE03]) qui sert de base à de nombreuses solutions. La norme IEEE 802.15.4
[IEE03] spécifie une couche physique (notée PHY) et une sous-couche de contrôle
d’accès au médium (notée MAC) pour les réseaux sans fil à faible débit notés LR-
WPANs (pour Low-Rate Wireless Personal Area Networks). La dernière version de
cette norme, présentée dans [IEE11], prend en charge une variété de caractéristiques
physiques permettant son adoption dans de nombreux types d’applications. Récem-
ment, certains amendements ont été apportés à la norme dans IEEE 802.15.4e [IEE12]
en vue d’améliorer les fonctionnalités de contrôle d’accès au médium pour soutenir
les applications industrielles ayant des exigences en qualité de service particulières.
Dans la suite de cette partie, nous faisons une description des topologies supportées,
d’une couche physique et de la sous-couche MAC de la norme IEEE 802.15.4 [IEE11].
Description des topologies
Un réseau IEEE 802.15.4 est composé de nœuds FFD (pour Full-Function De-
vices) et de nœuds RFD (pour Reduced-Function Devices). Un FFD peut communi-
quer avec des RFD et des FFD, mais un RFD ne peut communiquer qu’à un seul
FFD. En général, les FFD ont plus de ressources que les RFD.
Un FFD peut avoir la fonction de coordinateur de PAN (pour Personal Area
Network), de coordinateur ou de feuille, tandis qu’un RFD ne peut être qu’une feuille.
Le coordinateur de PAN (noté CPAN) est l’initiateur et le gestionnaire principal du
PAN. Un coordinateur est un périphérique chargé de gérer un ou plusieurs autres
coordinateurs et des feuilles. Les feuilles sont des périphériques d’extrémité du réseau
sans fonctionnalités de routage. Une feuille peut être un RFD ou un FFD. Toutes ces
entités sont capables de supporter 0 à N nœuds capteurs.
La norme spécifie deux types de topologies : les topologies en étoile (voir fi-
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gure 2.1(a)) et les topologies pair à pair (voir figure 2.1(b)). Dans la topologie en
étoile, les communications sont effectuées uniquement entre le CPAN et les feuilles.
Dans la topologie pair à pair, tout coordinateur peut communiquer avec n’importe
quel autre coordinateur du moment où ils sont à portée respective de communication.
(a) Topologie en étoile (b) Topologie pair à pair
CPAN FFD RFD Communications autorisées
Figure 2.1 – Topologies de la norme IEEE 802.15.4.
Couche physique de la norme IEEE 802.15.4
La couche physique assure l’activation et la désactivation du transceiver radio,
la sélection du canal de communication, le test de l’occupation du canal noté CCA
(pour Clear Channel Assessment), la détection d’énergie notée ED (pour Energy
Detection) sur un canal, l’indication de la qualité d’un lien noté LQI (pour Link
Quality Indicator), ainsi que la transmission et la réception des bits à travers le
canal.
Sous-couche MAC de la norme IEEE 802.15.4
La sous-couche MAC de la norme utilise l’accès multiple à détection de la porteuse
avec évitement de collision, noté CSMA/CA (pour Carrier Sense Multiple Access
with Collision Avoidance), comme méthode d’accès au canal. Le protocole MAC de
la norme IEEE 802.15.4 prend en charge deux modes de fonctionnement pour l’accès
au canal : un mode avec suivi de balises et un mode sans suivi de balises. Dans cette
partie, nous détaillons le mode avec suivi de balises dans lequel tous les nœuds ont
des séquences d’activités et d’inactivités synchronisées. Le mode sans suivi de balises
sera décrit dans la partie 2.1.2.
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CSMA/CA en mode avec suivi de balises
Le mode avec suivi de balises du CSMA/CA utilise des trames balises transmises
par le CPAN pour délimiter une structure temporelle appelée supertrame. La super-
trame commence avec l’envoi ou la réception d’une balise et sa structure est décrite
par les valeurs de BO (pour macBeaconOrder) et SO (pour macSuperframeOrder).
BO et SO définissent respectivement l’intervalle entre deux balises, qui représente
le cycle noté BI (pour Beacon Interval), et la durée de la supertrame, notée SD
(pour Superframe Duration). SD représente la longueur de la partie active de la su-
pertrame. Le taux d’activité est égal à SD/BI. BI et SD sont définis comme suit :{
BI = aBaseSuperframeDuration× 2BO,
SD = aBaseSuperframeDuration× 2SO,
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Figure 2.2 – Exemple de structure de supertrame dans la norme IEEE 802.15.4.
La figure 2.2 illustre une structure de supertrame de la norme 802.15.4. Elle peut
comporter une période active et une période inactive. Durant la période inactive tous
les nœuds (y compris le coordinateur) peuvent être en mode sommeil. La période
active de chaque supertrame est divisée en seize intervalles de temps égaux et se
compose de trois parties : la partie de la balise, la partie dans laquelle les nœuds
accèdent au médium avec contention, notée CAP (pour Contention Access Period),
et une autre partie avec un accès sans contention, notée CFP (pour Contention Free
Period). Pendant la CAP, les nœuds accèdent au médium par compétition suivant
l’algorithme CSMA-CA slotté.
Pendant la CFP, le coordinateur attribue des intervalles de temps garantis notés
GTS (pour Guaranteed Time Slot), et les nœuds ayant obtenu un GTS pendant la
CAP peuvent envoyer directement leurs données sans d’autres précautions. Le CPAN
peut allouer jusqu’à sept GTS (à condition qu’il existe une capacité suffisante dans
la supertrame) et chaque GTS peut occuper un ou plus d’un intervalle de temps.
Algorithme CSMA/CA slotté
L’algorithme CSMA/CA slotté de la norme 802.15.4 maintient trois variables pour
chaque tentative de transmission : NB, CW et BE. NB (pour Number of Backoffs)
représente le nombre de tentatives d’accès pour la trame en cours et est initialisé
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Figure 2.3 – Diagramme de l’algorithme CSMA/CA slotté.
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à zéro. CW (pour Contention Window) représente le nombre de tests de canaux
effectués pour déterminer que le canal est libre pour transmettre. CW est initialisé
à 2 avant chaque tentative de transmission. BE (pour Backoff Exponent) permet de
déterminer la fenêtre dans laquelle la durée du backoff est tiré aléatoirement. La
figure 2.3 décrit les étapes de l’algorithme CSMA/CA slotté. Dans cet algorithme, le
temps est divisé en périodes de temps appelées backoff de 320 µs et chaque opération
est réalisée à la frontière d’un backoff. Après l’initialisation des paramètres CW (à 2)
et NB (à 0), la sous-couche MAC vérifie si l’indicateur de l’option économie d’énergie
est fixée à zéro. Si oui, BE est initialisé au minimum entre 2 etmacMinBE, sinon, BE
prend la valeur de macMinBE (qui est égale à 3 par défaut). Après l’initialisation de
BE, la sous-couche MAC localise la frontière du prochain backoff (étape (1)). Ensuite,
un temps d’attente aléatoire est tirée. Il est calculé dans l’intervalle [0; 2BE−1]. Après
ce temps d’attente aléatoire, la sous-couche MAC vérifie si le temps restant dans la
CAP est suffisant pour faire la transmission (étape (2)). Si ce n’est pas le cas, la sous-
couche MAC interrompt le compte à rebours des backoffs à la fin de la CAP et le
reprend au début de la CAP de la supertrame suivante. Si c’est le cas, la sous-couche
MAC attend le backoff calculé, puis demande à la couche physique d’effectuer deux
CCA. Si le canal est occupé pendant au moins un des CCA (étape (4)), la sous-couche
MAC incrémente NB et BE de 1 (tout en s’assurant que BE ne soit pas supérieur
à aMaxBE fixé à 5) et réinitialise CW à 2. Si le canal est libre les deux fois (étape
(5)), la sous-couche MAC commence la transmission de la trame à la frontière de
la période de backoff suivante. Il faut noter que si la valeur de NB est inférieure
ou égale à macMaxCSMABackoffs (fixé à 4), l’algorithme CSMA/CA revient à
l’étape (2). Si ce n’est pas le cas, l’algorithme CSMA/CA slotté s’arrête et renvoie
un échec d’accès au canal.
2.1.1.2 Autres protocoles MAC synchrones
Il existe de nombreux protocoles MAC synchrones comme par exemple
S-MAC [YHE02], T-MAC [YHE04], D-MAC [LKR04], Q-MAC [VA06], R-
MAC [DSJ07], LO-MAC [NJY13] et [KJK15]. Dans ces protocoles, les nœuds s’ac-
cordent sur un même instant de réveil. Le premier nœud qui diffuse son calendrier
devient le synchroniseur.
Dans S-MAC (pour sensor-MAC ) [YHE02], les nœuds commutent entre périodes
d’activités et périodes d’inactivité suivant un taux d’activité fixe et se synchronisent
à l’aide d’une trame SYNC. Les nœuds maintiennent une table avec les instants de
réveil de leurs voisins. Lorsqu’un nœud est actif, il écoute le canal pendant un laps
de temps. S’il entend une trame SYNC, il se synchronise sur le calendrier du nœud
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émetteur de cette trame SYNC. S’il n’entend aucune trame après ce délai, il adopte
son propre calendrier et le diffuse à son voisinage. Tous les nœuds qui suivent ce
calendrier forment un cluster virtuel. Quand un nœud a une trame à émettre, il
utilise un mécanisme de réservation de type RTS/CTS (pour Request To Send/Clear
To Send) et ACK (pour Acknowledgement) inspiré de la norme IEEE 802.11 [sc+99],
comme le montre la figure 2.4. S-MAC permet aux nœuds de passer périodiquement
en mode sommeil pour économiser de l’énergie. Cependant, le principal problème
avec S-MAC est le nombre important de messages de contrôle générés par les trames
SYNC, RTS, CTS et ACK. Un nœud peut être aussi amené à adopter plusieurs
calendriers différents, donc avoir un temps d’activité plus élevé que les autres nœuds
et une consommation d’énergie plus importante. De plus, la latence de bout en bout
des données dans S-MAC peut être très élevée dans un réseau multi-saut car une
trame ne parcourt qu’un seul saut par cycle (voir figure 2.4).

































Figure 2.5 – Comparaison des périodes d’activité et de sommeil entre T-MAC et
S-MAC.
T-MAC (pour Timeout-MAC ) [YHE04], est une amélioration de S-MAC. Contrai-
rement à S-MAC, T-MAC ne fonctionne pas à taux d’activité fixe. Il permet aux
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nœuds de passer en mode sommeil s’ils ne détectent pas d’activité après un temps TA,
comme le montre la figure 2.5. L’intervalle de temps TA est supérieur au temps maxi-
mum pour envoyer une trame avec contention en utilisant le mécanisme RTS/CTS.
T-MAC évite que les nœuds écoutent inutilement pendant toute la période d’activité
(écoute de SYNC, RTS, CTS et transmission de données) comme dans S-MAC, ce
qui lui permet d’économiser de l’énergie par rapport à S-MAC.
Selon l’étude réalisée dans [DDBB14], la performance de T-MAC dans les applica-
tions de surveillance est supérieure à celle de S-MAC quand il y a une fluctuation
du trafic. En revanche, l’ajustement dynamique du temps d’activité peut générer un
problème d’endormissement précoce. Par exemple, sur la figure 2.5, lors du premier
cycle, le nœud dans T-MAC passe en mode sommeil après l’intervalle de temps TA
et juste après une trame est disponible pour lui. Il devra donc attendre le prochain
cycle avant de recevoir cette trame. Ce qui augmente le temps de latence pour la
livraison des données.
Dans R-MAC (pour Routing-enhanced duty cycle MAC ) [DSJ07], un cycle de
fonctionnement d’un nœud capteur est divisé en trois étapes : SYNC, DATA et
SLEEP, comme le montre la figure 2.6. R-MAC suppose qu’un protocole distinct
s’occupe de la synchronisation des horloges des nœuds pendant la période SYNC.



























Figure 2.6 – Aperçu d’un cycle dans R-MAC.
sitionné à plusieurs sauts, une trame de contrôle spéciale appelée jeton est utilisée
pendant la période DATA pour initier la communication à la place d’une paire de
trame RTS/CTS (comme dans 802.11). Ce jeton est utilisé à la fois pour confirmer la
réception d’un jeton du nœud en amont, et pour demander la communication avec un
nœud en aval sur le chemin. Par exemple sur la figure 2.6 le nœud Source a une trame
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de données à envoyer au nœud Destination, le nœud initie sa demande au début de la
période DATA. Il écoute le canal pendant un temps CW (pour Contention Window),
si le canal est libre, le nœud attend un temps DIFS (pour Distributed Coordination
Function) InterFrame Space comme dans 802.11) après lequel il envoie une trame je-
ton le long du chemin de transmission de données. Ce jeton comporte tous les champs
comme dans un RTS, tels que l’adresse du nœud courant, l’adresse du saut suivant,
et la durée de la transmission. Lorsque Relais1 reçoit la trame jeton, il la retransmet
au Relais2 après un temps SIFS (pour Short InterFrame Space comme dans 802.11)
à la fois pour confirmer au nœud en amont (Source) de la réception du jeton, et pour
demander la communication avec le prochain saut (Relais2 ). Le processus est répété
jusqu’à ce que la destination finale reçoive le jeton. La période DATA est utilisée
uniquement pour envoyer et recevoir des trames jeton. Les trames de données sont
transmises et reçues uniquement pendant la période SLEEP. Ainsi, chaque nœud qui
a envoyé ou relayé un jeton doit se réveiller à un instant spécifique de la période
SLEEP pour recevoir et retransmettre une trame de données. Tous les autres nœuds
éteignent leur module radio pendant la période SLEEP pour économiser de l’énergie.
Le nœud Source reste actif jusqu’au début de la période SLEEP pour transmettre
la trame de données. Le nœud suivant (Relais1 ) reste actif lui aussi pour recevoir la
trame de données. Lorsque Relais1 reçoit la trame, il envoie une trame ACK au nœud
Source pour accusé réception. Après la réception du ACK le nœud Source peut passer
en mode sommeil pour économiser de l’énergie. Ce processus de relais se poursuit de
saut en saut jusqu’à ce que la trame atteigne la destination finale.
R-MAC peut ainsi transmettre une trame de données sur plusieurs sauts en un seul
cycle. Dès lors, le nombre de sauts avec lequel une trame peut être transmise dé-
pend de la durée du cycle. Une longue durée de cycle (pour un grand réseau) devient
une source de gaspillage d’énergie lorsqu’il y a peu de trafic. Aussi, l’objectif de ré-
duire le temps de latence peut être complètement remis en cause en cas d’erreurs de
transmission de trames de données ou de collisions entre deux jetons.
LO-MAC (pour Low Overhead MAC) [NJY13] a été proposé pour améliorer les
performances de R-MAC. LO-MAC propose d’ajouter une période CS (pour Car-
rier Sensing) juste avant la période DATA. Pendant la période CS, un nœud écoute
le canal pour voir s’il y a une activité en cours. Si c’est le cas, il reste actif pour
éventuellement participer à l’acheminement des données à plusieurs sauts. Sinon, le
nœud passe immédiatement en mode d’inactivité. Cela permet à LO-MAC d’écono-
miser plus d’énergie par rapport à R-MAC.
La proposition [KJK15] améliore LO-MAC et R-MAC en terme d’économie
d’énergie. Dans les protocoles R-MAC et LO-MAC, les nœuds sources et relais res-
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Figure 2.7 – Aperçu d’un cycle dans le protocole de [KJK15].
tent actifs inutilement pendant la période DATA après la transmission d’un jeton et
sa retransmission par le nœud suivant. Les auteurs proposent que les nœuds passent
en mode sommeil après la retransmission du jeton comme indiqué sur la figure 2.7.
Aussi, les auteurs proposent de se servir de l’écoute de la retransmission d’une trame
comme accusé de bonne réception, au lieu d’attendre un ACK. Ainsi, seul le destina-
taire final génère un acquittement. Ces mécanismes permettent de réduire le temps
de transmission des données et la période pendant laquelle les nœuds gardent leur
module radio allumé, ce qui réduit la consommation en énergie du protocole [KJK15]
par rapport à LO-MAC et R-MAC.
Dans D-MAC (pour Data-gathering MAC ) [LKR07], les nœuds se synchronisent
suivant une topologie arborescente en fonction de leur position par rapport au puits.
Chaque nœud décale son réveil d’un temps d.µ par rapport au calendrier du puits
selon sa profondeur d dans l’arbre comme le montre la figure 2.8. Les nœuds inter-
médiaires ont leur intervalle de temps d’envoi immédiatement après leur intervalle
de temps de réception. Le paramètre µ est une constante qui représente le temps né-
cessaire pour transmettre ou recevoir une trame. Le fait d’ordonnancer les périodes
d’activités des nœuds fait que D-MAC conduit à un faible délai de bout en bout.
Cependant, D-MAC manque de souplesse dans le sens qu’il ne peut fonctionner que
pour des communications vers le puits et pour des réseaux où les positions des nœuds
restent statiques, car ses performances en terme de délai peuvent être mauvaises si
le réseau est dynamique. Aussi, D-MAC ne prévoit pas de périodes communes pour
favoriser la diffusion.
Dans TreeMAC [SHSL09], les nœuds se synchronisent aussi suivant un arbre. Tree-
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Figure 2.8 – Arbre de collecte de données dans D-MAC.
MAC propose un algorithme d’attribution d’intervalles de temps différents (appelés
slots) aux nœuds pour éliminer les interférences dans les communications horizontales
et verticales à profondeur deux dans l’arbre en vue de maximiser le débit jusqu’au
puits. Le temps est divisé en cycles et chaque cycle est divisé en plusieurs intervalles
de trois slots. Chaque nœud père dans l’arbre attribue une séquence d’intervalles à
chacun de ses enfants proportionnellement à leur charge de trafic. L’emplacement
du slot d’envoi à l’intérieur des intervalles affectés est choisi par les nœuds de telle
sorte que les nœuds situés à profondeur deux en verticale n’aient pas un slot d’envoi
identique.
L’utilisation de trois slots différents dans TreeMAC permet à un nœud situé à une
profondeur n d’éviter les conflits d’accès au médium avec ses voisins à une profondeur
n + 1 ou n − 1. Aussi, TreeMAC évite le gaspillage de slots attribués à des nœuds
alors qu’ils n’ont pas de trames à transmettre. Cependant, TreeMAC nécessite une
structure d’arbre relativement stable pour permettre à deux nœuds positionnés à
une différence de profondeur 2 de ne jamais choisir le même numéro de slot. Cette
rigidité limite son utilisation dans les conditions dynamiques. Une étude réalisée dans
[OH12] montre que TreeMAC gaspille un nombre de slots de temps valant deux fois
le nombre d’enfants et de petits enfants du puits.
Q-MAC (pour Query MAC ) [VA06] propose des calendriers d’activité décalés
pour faire se chevaucher le réveil des nœuds aux sauts n et n − 1 afin d’assurer
une faible latence comme dans D-MAC. Contrairement à D-MAC, le décalage de
l’activité des nœuds dans Q-MAC favorise un trafic dans le sens descendant (de la
racine vers les feuilles), pour permettre au puits d’envoyer des requêtes aux nœuds du
réseau. Q-MAC propose également deux mécanismes pour favoriser le trafic montant
(d’un nœud feuille vers la racine) en fonction de si le puits connaît la profondeur du
chemin (en terme de nombre de saut) vers des sources. Si c’est le cas, un calendrier
37
2.1. Protocoles MAC pour les réseaux de capteurs sans fil
échelonné est conçu pour permettre aux nœuds intermédiaires de se réveiller à temps
pour recevoir les données et les passer aux nœuds voisins suivant la liaison montante
jusqu’au puits. Sinon, chaque nœud intermédiaire reste actif une fois qu’il reçoit la
requête du puits jusqu’à la transmission de la trame de données. Q-MAC réduit
le temps de latence de bout en bout et permet une communication dans le sens
montant et descendant. Cependant, son efficacité en terme d’économie d’énergie reste
discutable lorsque les chemins ne sont pas connus à l’avance par le puits, car les
nœuds intermédiaires restent longtemps actifs avant la réception et la retransmission
des données.
Dans tous ces protocoles MAC, la communication entre les nœuds synchronisés
est aisée car les activités des nœuds se chevauchent pendant leur période d’activité.
Cependant, le fait d’avoir plusieurs nœuds actifs en même temps augmente la conten-
tion et les collisions, et donc le gaspillage d’énergie. De plus, le problème principal
dans ces protocoles réside dans la complexité de la mise en œuvre de cette synchro-
nisation quand il y a un nombre important de nœuds et dans le coût généré en terme
de messages de contrôle pour mettre en œuvre et maintenir la synchronisation.
Dans la partie suivante, nous mettons en exergue le coût lié à la synchronisation en
prenant pour exemple un protocole MAC synchronisé développé dans notre équipe.
2.1.1.3 Considération du coût énergétique sur un exemple
Prenons comme exemple le protocole MAC synchronisé MaCARI [CGM08],
[CLG+09], [Cha09], développé dans notre équipe de recherche. La figure 2.9 montre
un cycle global dans MaCARI. Un cycle dans MaCARI est divisé en trois périodes :
une période de synchronisation [T0;T1], une période d’activité [T1;T3] et une période
d’inactivité ou de sommeil [T3;T0]. Nous nous intéressons particulièrement à la pé-
riode de synchronisation (c’est-à-dire à l’intervalle [T0;T1]).





Figure 2.9 – Cycle global dans MaCARI.
La figure 2.10 illustre le mécanisme de synchronisation de MaCARI sur un réseau
en arbre constitué de sept coordinateurs qui utilisent une cascade de beacons dans
MaCARI . Par mesure de simplification, les feuilles n’ont pas été représentées sur cette
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figure, mais à chaque coordinateur est associé un ensemble de feuilles (représentées
par ai, bi, ci, di, ei, fi et gi).
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Figure 2.10 – Un exemple de cascade de beacons.
Le nœud A qui représente le CPAN commence la cascade et diffuse d’abord le
premier beacon contenant l’ordre de synchronisation (B, C, D, E, F, G). Après la
réception du beacon B sait qu’il est le suivant à transmettre le beacon et C sait qu’il
doit attendre que B finisse la transmission. Ce processus est répété jusqu’à ce que
toutes les entités du réseau reçoivent le beacon et soient synchronisées à partir de la
date T1.
On peut estimer le coût en terme de messages de contrôle pour mettre en œuvre
la synchronisation. Ce coût est de n (avec n le nombre de coordinateurs) trames de
contrôle à chaque cycle global.
Les tests réalisés sur des cartes B2400ZB-tiny [tel] avec un module radio Chipcon
CC2420 [Ins06] et un microprocesseur Motorola MC9S08GT60A [mot] ont permis
d’estimer le temps Tsynch comme suit : Tsynch = n× (8 + n× 0, 32) avec n le nombre
de coordinateurs et le temps est estimé en ms. Pour l’exemple de la figure 2.10, avec
uniquement 7 coordinateurs (qui forment un réseau à 2 sauts) la synchronisation va
nécessiter un temps Tsynch = 71.68 ms [Cha09].
Les résultats obtenus pour 30 coordinateurs et 4 feuilles actives par coordinateur,
donnent une durée de synchronisation durant 528 ms pour un cycle global d’environ
6.53 secondes (avec 1.5 secondes pour la période [T1;T2], 1.5 secondes pour [T2;T3]
et 3 secondes pour [T3;T0]). On remarque que le temps nécessaire pour réaliser la
synchronisation coûte à lui seul un taux d’activité de 8.08 % sans compter le taux
d’activité nécessaire pour échanger les données (cela vaut 45.95 %). Le temps de
sommeil compte pour moins de la moitié du temps, soit 45,95 %.
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De tels protocoles ne sont pas aptes à opérer avec des taux d’activité faibles
(≤1 %).
2.1.2 Protocoles MAC asynchrones
Dans les protocoles MAC asynchrones, les nœuds n’ont pas de calendrier commun.
On peut classifier les protocoles MAC asynchrones économes en énergie en deux
catégories suivant l’initiateur des communications : si la communication est initiée
par l’émetteur (notés protocoles sender initiated), et si la communication est initiée
par le récepteur (notés protocoles receiver initiated). Dans cette partie, nous décrivons
tout d’abord le principal protocole MAC asynchrone de la littérature, qui est décrit
dans la norme IEEE 802.15.4 en mode sans suivi de balises, puis les protocoles MAC
sender initiated , et les protocoles MAC receiver initiated .
2.1.2.1 Norme IEEE 802.15.4 en mode sans suivi de balises
Dans le mode sans suivi de balises de la norme IEEE 802.15.4, les nœuds accèdent
au médium en utilisant l’algorithme CSMA/CA non slotté. Dans ce mécanisme, Il
n’y a pas de synchronisation entre les nœuds comme dans le mode avec suivi de
balises. La période de backoff d’un nœud n’est pas liée à la période de backoffs des
autres nœuds du PAN. La figure 2.11 décrit les étapes de l’algorithme CSMA/CA
non slotté. Dans cet algorithme, chaque nœud maintient deux variables pour chaque
tentative d’accès : BE qui permet de déterminer la fenêtre dans laquelle le backoff est
tiré aléatoirement et NB qui représente le nombre de tentatives d’accès au médium
de la trame en cours. Au départ, les paramètres BE et NB sont respectivement ini-
tialisés à macMinBE et à zéro (étape 1). Ensuite, un temps d’attente aléatoire (en
périodes de backoffs) est tiré dans l’intervalle [0; 2BE − 1] (étape 2). Après ce temps
d’attente, le nœud réalise un CCA pour vérifier si le canal est libre. Si c’est le cas,
le nœud transmet ses données. Sinon (étape (3)), la sous-couche MAC incrémente
NB et BE (tout en s’assurant que BE ne soit pas supérieur à aMaxBE ). Si NB est
inférieur ou égal à macMaxCSMABakoffs, l’algorithme CSMA-CA revient à l’étape
(2). Si ce n’est pas le cas, l’algorithme CSMA-CA non slotté s’arrête et renvoie un
échec d’accès au médium.
Le mode sans suivi de balises de la norme IEEE 802.15.4, ne nécessite pas de synchro-
nisation (qui peut être une opération complexe, quand il y a un nombre important de
nœuds). Cependant, ce mécanisme suppose que les coordinateurs ne passent jamais
en mode sommeil, ce qui génère une consommation importante d’énergie.
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Test de l’état du médium
Canal libre?
NB = NB + 1,
BE = min(BE + 1, aMaxBE)
NB >
macMaxCSMA Backoffs?
Figure 2.11 – Diagramme de l’algorithme CSMA/CA non slotté.
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2.1.2.2 Protocoles sender initiated
Dans les protocoles sender initiated , l’essentiel du coût de communication est pris
en charge par les émetteurs.
L’un des premiers protocoles basé sur ce principe est le protocole B-MAC (Berke-
ley MAC ) [PHC04] qui est basé sur la technique LPL (pour Low Power Listening).
Dans B-MAC, les récepteurs se réveillent périodiquement pour vérifier s’il y a une
communication en cours. Lorsqu’un nœud a une trame à envoyer, il envoie un long
préambule avant la transmission effective des données (voir figure 2.12). Le préam-
bule doit être assez grand pour permettre au destinataire de se réveiller, et (ou) de
détecter ce préambule. Cependant, ce mécanisme oblige tous les nœuds voisins de
l’émetteur à rester actif jusqu’à la fin de la transmission des données, même si la
trame ne leur est pas destinée. B-MAC souffre donc de réveils inutiles, ce qui génère
une consommation inutile de l’énergie. Le long préambule avant l’envoi de chaque












Figure 2.12 – Mécanisme de long préambule dans B-MAC.
Le protocole WiseMAC [EHDH04], réduit l’occupation du canal résultant de l’envoi
d’un long préambule en incluant dans chaque trame ACK la date de prochain réveil
du nœud. De cette façon, l’émetteur a connaissance du réveil de son récepteur, s’il
a d’autres trames à lui envoyer il procède à l’envoi d’une petite trame préambule et




















Figure 2.13 – Mécanisme de petit préambule dans WiseMAC.
Dans X-MAC [BGAH06], quand un nœud a une trame de données à émettre, il se
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réveille immédiatement et écoute le canal jusqu’à ce qu’il soit libre. Lorsque le canal
est libre, le nœud envoie une trame préambule avec l’adresse du récepteur et attend
un accusé de réception, comme le montre la figure 2.14. Si un nœud se réveille et ne
détecte aucun préambule, ou reçoit un préambule dont il n’est pas le destinataire et
qu’il ne dispose d’aucune trame de données à émettre, il repasse en mode sommeil.
Si un nœud qui a une trame de données à émettre entend le préambule d’un autre
nœud après qu’il ait envoyé son premier préambule, il stoppe son envoi et attend
l’accusé de réception du préambule en cours avant de reprendre son envoi de pré-
ambule. Lorsqu’un nœud reçoit un préambule dont il est le destinataire, il envoie un
accusé de réception à l’émetteur du préambule pour lui indiquer sa disponibilité, puis
reste actif pour recevoir les données. Dans X-MAC, après la réception d’une trame
de données, le nœud récepteur reste encore actif après un certain temps en vu de
recevoir d’autres trames d’éventuels nœuds dont il serait le récepteur. Ce qui fait que
lorsqu’un nœud qui a des données à transmettre détecte un accusé de réception (dont
il n’est pas le destinataire) avec comme source le récepteur qu’il attend, ce nœud fixe


















Figure 2.14 – Mécanisme de petits préambules dans X-MAC.
X-MAC assure ainsi un faible délai de bout en bout, mais génère beaucoup de colli-
sions car l’intervalle entre deux envois de préambule peut être interprété comme un
canal libre. De plus, le fait qu’il n’y ait pas d’accusé de réception pour les trames
de données fait que l’émetteur n’a aucune connaissance de la bonne réception de la
trame envoyée, ce qui impacte le taux de livraison des données. Enfin, tout comme
la plupart des protocoles MAC asynchrones sender initiated , certains nœuds restent
actifs beaucoup plus longtemps que d’autres, ce qui pose un problème d’équité dans
la consommation énergétique, comme présenté dans [LLL14].
RA-MAC [LC08] se sert d’une succession de trames RTS comme petites trames
de préambules. RA-MAC agrège les trames RTS de plusieurs expéditeurs en une
seule trame : lorsqu’un nœud a une trame à émettre, il écoute le canal pendant un
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temps aléatoire (soit T1), en vue de recevoir une trame RTS avec la même adresse
destinataire que son récepteur cible. S’il ne détecte aucune trame RTS après ce temps
aléatoire, il diffuse une trame RTS principale (appelée mainRTS) et attend une trame
RTS dérivée (appelée subRTS) similaire à une trame CTS pendant un temps T2 (voir
2.15). Quand un nœud qui attend le même récepteur reçoit cette trame mainRTS,
il la met à jour pour en faire une trame subRTS et la diffuse à son tour. Lorsque
le nœud qui a diffusé la trame mainRTS reçoit la trame subRTS, il met à jour
sa trame mainRTS pour en faire une trame RTS agrégée (appelée AggRTS) et la
retransmet. Lorsque le récepteur se réveille et reçoit la trame AggRTS, il établit une
grille de transmission pour les expéditeurs en attente, l’insère dans une trame CTS
et la diffuse ensuite. Dès lors, chaque émetteur recevant cette trame CTS diffusera sa
trame de données à la date qui lui est réservée pour éviter les collisions (voir 2.15).

















Figure 2.15 – Mécanisme d’agrégation de RTS dans RA-MAC.
RA-MAC n’implémente pas de mécanisme d’acquittement, ce qui fait qu’il est difficile
de détecter une collision entre les trames subRTS de différents expéditeurs ou les
collisions entre les différentes trames RTS et la trame CTS [DDB13].
Dans BoX-MAC [ML08], les auteurs proposent deux variantes de protocoles dont
l’un (BoX-MAC-1) est basé sur B-MAC et l’autre (BoX-MAC-2) est basé sur X-MAC.
BoX-MAC-1 transmet en continu un long préambule contenant une suite de trames
de données (au lieu d’un long préambule sans données comme dans B-MAC) comme
indiqué sur la figure 2.16. Lorsqu’un nœud se réveille et détecte un préambule, il
attend de recevoir au moins une trame complète des suites de trames contenues dans
le préambule. Il vérifie ensuite s’il est le destinataire, si ce n’est pas le cas, le nœud
repasse immédiatement en mode sommeil. S’il est le nœud destinataire, il reste actif
jusqu’à la fin du préambule et envoie une trame ACK à la source pour accuser ré-
ception. Ce mécanisme permet aux nœuds non destinataires d’économiser l’énergie
et de réduire les délais de bout en bout par rapport à B-MAC.
BoX-MAC-2, propose de remplacer les transmissions de préambules courts par des
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Figure 2.17 – Mécanisme de transmission dans BoX-MAC-2.
transmissions de données, comme indiqué sur la figure 2.17. Cela suppose toutefois
que les trames de données sont assez courtes pour remplacer efficacement les petits
préambules. De ce fait, cette approche peut fonctionner pour des applications qui gé-
nèrent de très petites trames de données, mais elle n’est pas adaptée aux applications
qui génèrent des trafics volumineux.
ContikiMAC [Dun11] est basé sur deux principes pour la transmission des don-









Diffusion de la trame de donnée




Figure 2.18 – Mécanisme de transmission par diffusion dans ContikiMAC.
propose comme optimisation de ce principe, qu’après une transmission réussie les
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nœuds émetteurs stockent la date de réveil des récepteurs et de retarder les pro-
chaines transmissions jusqu’à cette date. Ce qui permet de réduire la phase d’attente
de l’émetteur et donc d’économiser de l’énergie.
Le deuxième principe de ContikiMAC opère comme indiqué sur la figure 2.18.
Un émetteur répète la diffusion de la trame de données pendant le cycle entier afin
de s’assurer que les autres nœuds reçoivent la trame de données au moins une fois.
L’inconvénient remarquable dans ce deuxième mécanisme de ContikiMAC est le gas-
pillage important de l’énergie du côté de l’émetteur, car un nœud continuera d’envoyer
une trame de données même si tous les destinataires attendus l’ont reçus.
De manière générale, les protocoles sender initiated ont l’inconvénient présenté
dans la figure 2.19. Quand deux (ou plusieurs) nœuds ont une trame de données à
envoyer à des destinataires différents (par exemple ici le nœud A envoie au nœud B
et le nœud C envoie au nœud D) l’émission de préambules du nœud A empêche le
nœud voisin C de transmettre ses données à D. Le nœud C est réveillé et détecte
un préambule en cours, il ne peut donc pas envoyer de préambule pour détecter le
réveil de son nœud destinataire D. Lorsque le nœud D se réveille et détecte qu’il
n’est pas le destinataire du préambule en cours, il retourne immédiatement en mode
sommeil alors qu’il aurait pu communiquer avec le nœud C, vu que le nœud B qui


















Figure 2.19 – Illustration de l’occupation du canal par les petits préambules dans les
protocoles sender initiated .
Cela conduit à une faible utilisation des capacités du canal et à une grande latence
pour la livraison des données. De plus, ces protocoles ne sont pas aptes à opérer avec
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de faibles taux d’activité [VST14]. En effet, dans de telles circonstances la durée de
la période d’activité du récepteur devra être très faibles par rapport à sa période
d’inactivité. Ce qui conduirait à un plus important gaspillage en énergie de la part
de l’émetteur (car il devra transmettre un plus gros préambules).
Pour remédier au problème d’occupation du canal par les préambules dans les
protocoles sender initiated , d’autres protocoles appelés receiver initiated ont été pro-
posés.
2.1.2.3 Protocoles receiver initiated
Dans les protocoles receiver initiated , les récepteurs se réveillent indépendamment,
de façon périodique, et indiquent leur disponibilité à recevoir des données par l’envoi
d’une balise. Avec ce mécanisme, la balise du récepteur n’occupe pas le canal aussi
longtemps que les préambules dans les protocoles sender initiated .
RI-MAC [SGJ08] est le premier protocole basé sur ce mécanisme inspiré de la
technique LPP (pour Low Power Probing) du système Koala [MELT08]. Dans RI-
MAC, lorsqu’un nœud a une trame à émettre, il se réveille immédiatement et attend
la balise d’un récepteur potentiel. Quand un nœud qui n’a pas de trame à émettre
se réveille, envoie sa balise et ne détecte aucune trame de données pendant un temps
déterminé, il retourne en mode sommeil. Dès la réception de la balise d’un récepteur,
les émetteurs envoient immédiatement leurs trames (voir la figure 2.20). Ce méca-
nisme peut générer des collisions, mais RI-MAC effectue une nouvelle diffusion de la
balise du récepteur après chaque détection de collisions.
RI-MAC réduit l’occupation du canal par rapport à X-MAC, et fournit un grand
taux de livraison des données avec un faible délai de bout en bout. Cependant, cer-
tains nœuds restent plus longtemps actifs que d’autres, ce qui provoque une inéquité
dans la consommation énergétique et empêche la bonne prédiction de la durée de vie
du réseau. Aussi, RI-MAC ne prend pas en charge la diffusion. Certains protocoles
comme ADB [SGD+09] et le protocole de [YM11] apportent une extension favorable
à la diffusion.
Le protocole PW-MAC [TS+11] améliore RI-MAC en réduisant le gaspillage éner-
gétique de l’émetteur quand il attend le réveil d’un récepteur. Pour cela, chaque nœud
calcule son prochain réveil à l’aide d’un générateur pseudo-aléatoire. Lorsqu’un nœud
connaît les paramètres du générateur pseudo-aléatoire du récepteur voulu et qu’il
a une trame à lui envoyer, il prédit le réveil du récepteur et se réveille à temps
pour lui envoyer ses trames en utilisant la formule Xn+1 = (aXn + c) mod m, avec
a = nodeID ∗ 20, c = 7 et m = 1000. PW-MAC intègre un mécanisme de cor-
rection d’erreur de prédiction et gère efficacement les retransmissions par rapport
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Figure 2.20 – Mécanisme de transmission dans RI-MAC.
à RI-MAC. En effet, en cas de retransmission sans succès, les nœuds ne restent pas
éveillés jusqu’au prochain réveil de l’émetteur, mais font une nouvelle prédiction pour
le prochain réveil du récepteur, et repassent en mode sommeil jusqu’à cet instant.
Néanmoins, PW-MAC a plusieurs inconvénients. Il suppose tout d’abord que les
nœuds sont synchronisés. Il ne résout pas le problème d’inéquité dans la consomma-
tion de l’énergie. Il provoque aussi beaucoup de collisions quand plusieurs émetteurs
envoient simultanément leurs trames au même récepteur. De plus, lors de l’implémen-
tation nous avons remarqué que les paramètres du générateur pseudo-aléatoire (qui
est un générateur congruentiel linéaire à 1 pas du type Xn+1 = (aXn + c) mod m)
choisit par les auteurs génère des séquences de période 1. En effet, le choix de
a = nodeID∗20, c = 7 et m = 1000 ne respecte pas la propriété de période maximale
de [Knu98] qui dit qu’une séquence a une période de longueur m si et seulement si :
c est premier avec m, b = a− 1 est un multiple de p pour chaque nombre premier p
divisant m, et b est un multiple de 4 si m est un multiple de 4. Par exemple, si on
prend le nœud 1 avec nodeID = 1, on aura a = 20 ∗ 1, b = a−1 = 19, et les nombres
premiers 2 et 5 divisent m = 1000 mais ne sont pas des multiples de b. Le nœud 1
aura la séquence suivante 7, 147, 947, 947, 947, 947, etc. Un choix de a = nodeID∗21,
c = 7 et m = 1000 aurait été plus approprié.
OC-MAC [WZCZ10] améliore RI-MAC en exploitant la coopération entre les
émetteurs actifs pour réduire leur temps d’attente et économiser de l’énergie. Dans
OC-MAC, les émetteurs voisins actifs sont autorisés à échanger leurs trames entre
eux pendant l’attente du réveil du récepteur. Ainsi, après avoir désigné un relais qui
attend la disponibilité des récepteurs et lui avoir transmis leurs trames, les autres
émetteurs peuvent passer en mode sommeil, ce qui réduit la consommation d’énergie
des émetteurs. Un mécanisme d’établissement de liaison similaire à celui du RTS/CTS
est utilisé pour la coopération entre les paires de nœuds. Quand un nœud a une
trame de données à transmettre, il écoute le canal pendant un petit moment pour
déterminer s’il y a une coopération en cours ou non. S’il n’y a pas de coopération en
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cours, il diffuse une trame RTR (similaire à RTS) comportant son énergie résiduelle
et l’adresse du destinataire. Ensuite le nœud attend pendant un temps tw pour voir si
d’autres émetteurs peuvent transmettre sa trame. Si après ce temps il ne reçoit aucune
trame CTR (similaire à CTS), il conclut qu’il n’y a aucune coopération en cours, perd
le droit d’initiation de coopération et continue de rester actif en silence jusqu’à ce
qu’il entende un autre émetteur ou que son récepteur se réveille pour recevoir la
trame (voir la figure 2.21). Quand un émetteur reçoit une trame RTR d’un autre
émetteur, il compare son énergie résiduelle à celle de l’autre émetteur. S’il a plus
d’énergie résiduelle, il fixe un temps aléatoire après lequel il diffuse une trame CTR.
Le premier émetteur qui émet un CTR devient le relais. Une fois qu’un émetteur reçoit
un CTR en réponse à un RTR diffusé, il transmet ses données au relais sélectionné
(qui est la source de la trame CTR) et attend un accusé de réception après lequel
il passe en mode sommeil. Avec ce mécanisme, OC-MAC réduit le temps d’attente





































Figure 2.21 – Mécanisme de transmission dans OC-MAC.
Dans EM-MAC [TSG+11] les nœuds décident indépendamment de leur horaire de
réveil et du canal d’échange en utilisant un générateur pseudo-aléatoire. Le canal de
réveil n’est pas nécessairement le même que le canal d’échange de données. EM-MAC
permet à l’expéditeur de se réveiller juste avant la balise du récepteur comme dans
PW-MAC. Par contre, EM-MAC nécessite une phase de découverte de voisinage et
maintient une table comportant des informations sur tous les voisins.
Dans HKMAC [TSLF13], chaque nœud se réveille périodiquement et diffuse une
balise pour notifier qu’il est prêt à recevoir des données. Lorsqu’un nœud reçoit
une balise du récepteur attendu, il transmet immédiatement ses trames de données.
Si aucune trame n’est reçue après la diffusion de la balise, le nœud retourne en
mode sommeil afin d’économiser de l’énergie. HKMAC utilise l’approche hybride
suivante. Le temps est divisé en périodes d’activation aléatoire (RP) et en périodes
d’activation planifiée (SP). Pendant la période RP, les nœuds fonctionnent comme
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dans RI-MAC. Pendant la période SP, les récepteurs ajustent de façon adaptative
l’instant d’envoi de leur balise pour permettre aux émetteurs de planifier leur période
de réveil. L’émetteur est conscient de l’instant de réveil du récepteur, et peut donc
programmer ses transmissions pour réduire le temps d’écoute avant transmission.
Dans REA-MAC [TCSL13], les nœuds utilisent la diffusion de balises pour ex-
primer leur disponibilité, comme dans RI-MAC. Par contre, les temps d’activité et
d’inactivité des nœuds ne sont pas aléatoires comme dans RI-MAC mais sont cal-
culés sur la base d’informations de routage. Cela conduit à ce que les trames soient
transmises en multi-saut selon un pipeline. Dans REA-MAC, si le nombre maximal
de sauts des nœuds aux puits est n, le cycle est divisé en n intervalles de temps.
Les nœuds ne se réveillent pas immédiatement pour attendre le récepteur lorsqu’ils
ont une trame de données à émettre, mais chaque nœud se sert de la distance du
récepteur voulu au puits pour décider de sa date de réveil pour l’émission. Ainsi les
nœuds qui sont plus loin du puits se réveillent plus tôt que ceux qui sont plus près
du puits. Ce mécanisme de réveil progressif dans REA-MAC permet notamment de
réduire le temps d’attente des émetteurs et d’économiser de l’énergie par rapport à
RI-MAC. Cependant, il nécessite une connaissance globale du réseau, afin de définir
le nombre maximal de sauts des nœuds au puits, qui est un paramètre primordial
pour définir le cycle d’activité.
ERI-MAC [NNL+14] a été récemment proposé comme une amélioration de RI-
MAC. ERI-MAC suppose que les nœuds sont capables de récupérer l’énergie de l’en-
vironnement (énergie solaire ou énergie éolienne [KHZS07] [VRS03], etc.). ERI-MAC
propose un mécanisme de file d’attente pour ajuster le taux d’activité des nœuds, sui-
vant le taux de récupération d’énergie. Ce mécanisme de communication est montré

















Figure 2.22 – Mécanisme de transmission dans ERI-MAC.
immédiatement une trame balise après chaque réveil, puis écoutent le canal pen-
dant une courte période pour déterminer s’il y a une potentielle trame. En outre, les
émetteurs écoutent le canal pour recevoir la balise du récepteur attendu. Lorsqu’un
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nœud reçoit la balise du récepteur attendu, il envoie sa trame en attente après un
court temps SIFS. Une transmission réussie est terminée lorsqu’une balise d’accusé
de réception (ACK) arrive à l’expéditeur. Cette balise sert aussi de nouvelle balise
d’annonce de disponibilité. ERI-MAC utilise le même mécanisme de gestion de colli-
sion que RI-MAC. Les auteurs proposent une extension de leur protocole qui consiste
à concaténer les trames de données de la file d’attente pendant un intervalle de temps
pour en faire une super trame (dont la taille dépend des capacités radio) avant de
les envoyer. Cet intervalle de temps est dynamiquement contrôlé par les nœuds pour
assurer un rapport de 1 entre l’énergie récupérée et l’énergie consommée. Cela per-
met d’atteindre et de maintenir un fonctionnement neutre en énergie appelé ENO
[KHZS07] (pour Energy Neutral Operation).
De manière générale, les protocoles MAC receiver initiated permettent d’écono-
miser de l’énergie du côté de l’émetteur par rapport aux protocoles sender initiated .
Cependant, les envois périodiques de balises ajoutent une surcharge en messages de
contrôle et augmentent la contention pour l’accès au médium, ce qui augmente la
consommation énergétique des nœuds. De plus, ces protocoles ne sont pas efficaces
pour les faibles taux d’activité ou pour les haut taux d’activité [VST14]. En effet,
dans le premier cas (pour les faibles taux d’activité), les nœuds vont attendre pen-
dant longtemps la balise du récepteur avant d’émettre leur trame de données, ce
qui augmente le temps de latence de bout en bout. Dans le second cas (pour les
grands taux d’activité), une transmission fréquente de balise par les récepteurs peut
provoquer une forte contention et une surconsommation d’énergie. De plus, peu de
protocoles proposent un mécanisme garantissant une longue durée de vie au réseau
en équilibrant la consommation énergétique de chacun des nœuds.
2.1.3 Bilan sur les protocole MAC
Le tableaux 2.1 résume les principaux protocoles MAC à taux d’activité de la

















Tableau 2.1 – Tableau récapitulatif des protocoles MAC à taux d’activité
Catégories Protocoles Avantages Inconvénients
Synchronisés /
global
IEEE 802.15.4 [IEE11] mode avec










problème de passage à




D-MAC [LKR04], Q-MAC [VA06],
TreeMAC [SHSL09]
facile à mettre en œuvre,
communications aisées
temps de latence élevé, forte
contention, collisions,
consommation énergétique










simplicité de mise en œuvre,
ne nécessite pas une
connaissance globale des
horaires des autres nœuds
occupation du canal par les
préambules, grande inéquité
(côté émetteur) dans la
consommation d’énergie,











facile à mettre en œuvre, ne
nécessite pas de
synchronisation, économise
plus d’énergie (côté émetteur)
par rapport aux protocoles
sender initiated
inéquité dans la consommation
d’énergie, surcharge en
messages de contrôle due aux
balises, collisions, n’opère pas
à faible taux d’activité et pas
efficace pour des taux
d’activité élevés
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2.2. Protocoles de routage opportuniste pour les réseaux de capteurs sans fil
Dans la partie qui suit nous passons en revue les protocoles de routages économes
en énergie (basés sur un mécanisme de séquence de périodes d’activité et d’inactivité)
proposés dans la littérature pour les réseaux de capteurs sans fil.
2.2 Protocoles de routage opportuniste pour les ré-
seaux de capteurs sans fil
De nombreux protocoles de routage pour les RCSF ont été proposés dans la lit-
térature. Parmi ces protocoles, certains font l’hypothèse que les nœuds gardent leur
radio allumée la plupart du temps, ou que les activités entre les nœuds sont simulta-
nées. Dans cette partie, nous nous intéressons aux protocoles de routage qui ne font
pas ces hypothèses et qui profitent des rencontres opportunistes pour faire commu-
niquer les nœuds. Les protocoles de routage opportuniste sont souvent utilisés dans
le contexte des MANET (pour Mobile AdHoc NETworks), mais sont aussi adaptés
aux RCSF pour lesquels les nœuds ont des rencontres peu fréquentes et non pério-
diques. Dans un routage opportuniste, un nœud qui a une trame à émettre la diffuse
dans un premier temps. Ensuite, un nœud relais est choisi parmi un ensemble de
relais potentiels pour retransmettre la trame. Ce processus se répète jusqu’à ce que
le paquet atteigne sa destination finale. En général, ces protocoles sont basés sur le
calcul d’un gradient (qui représente la distance d’un nœud au puits) pour le choix du
relais potentiel ou par diffusion de plusieurs copies du même paquet jusqu’à ce que
la destination soit atteinte. Dans ce qui suit, nous décrivons dans un premier temps,
la norme ZigBee [Zig08] et ensuite quelques protocoles de routage opportuniste par
gradient et par inondation.
2.2.1 Norme ZigBee
La norme ZigBee [Zig08], définie par la ZigBee Alliance, se base sur les couches
basses de la norme IEEE 802.15.4 [IEE06] (décrite dans la partie 2.1.1) pour apporter
principalement des spécifications de la couche réseau et de la couche application. Nous
décrirons uniquement la couche réseau qui assure la fonctionnalité de routage.
La figure 2.23 représente les composants et les interfaces de la couche réseau de
la norme ZigBee. Cette couche fournit deux types de services via des points d’accès
aux services notés SAP (pour Service Access Points).
Les entités NLDE (pour Network Layer Data Entity) et NLME (pour Network Layer
Management Entity) assurent respectivement l’échange de primitives de données et
de contrôle entre la couche réseau et la couche application. L’entité NLDE fournit
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Figure 2.23 – Modèle de référence de la couche réseau ZigBee.
le service de transmission de données via son interface appelée NLDE-SAP. L’entité
NLME assure un service de gestion via son interface appelée NLME-SAP.
L’entité NLME utilise l’entité NLDE pour assurer certaines de ses tâches de gestion,
et maintient également une base de données des objets qu’elle gère connus sous le
nom de la base d’information du réseau noté NIB (pour Network layer Information
Base).
La double flèche représente une interface implicite entre l’entité NLME et l’entité
NLDE et permet d’utiliser le service de données du réseau.
2.2.1.1 Description des topologies dans la norme ZigBee
Le standard ZigBee définit 3 types de nœuds (voir figure 2.24). Le coordinateur
ZigBee, noté ZC (pour ZigBee Coordinator) est équivalent au coordinateur de PAN
dans la norme IEEE 802.15.4. Il s’agit d’un nœud FFD qui gère l’ensemble du réseau.
Le routeur ZigBee, noté ZR (pour ZigBee Router) est aussi une entité FFD qui a des
capacités de routage. Le dispositif terminal, noté ZED (pour ZigBee End Device) est
une entité RFD ou FFD mais ne peut pas assurer la fonction de routage.
Comme le montre la figure 2.24, la couche réseau de la norme ZigBee supporte trois
types de topologies : en étoile, en arbre et maillée. Dans une topologie en étoile (voir
figure 2.24 (1)), le réseau est contrôlé par un seul dispositif ZC qui est chargé d’initier
et de maintenir tous les autres dispositifs (qui sont des ZED). Tous les dispositifs
communiquent directement avec le ZC. Dans une topologie en arbre (voir figure 2.24
(2)) ou maillée (voir figure 2.24 (3)) le ZC est responsable du démarrage du réseau
mais les communications peuvent passer par des ZR intermédiaires.
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(1) Topologie en étoile
(3) Topologie maillée
(2) Topologie en arbre
Coordinateur ZigBee (FFD)
ZR (FFD)
ZED (RFD ou FFD)
Flux de communication
Figure 2.24 – Topologies de la norme ZigBee.
2.2.1.2 Routage dans ZigBee
Le norme ZigBee s’appuie sur deux protocoles de routage. Le protocole de routage
réactif AODV [PBRD03] (pour AdHoc On-demand Distance Vector) est utilisé pour
router les données dans une topologie maillée, et le protocole de routage hiérarchique
HRP (pour Hierarchical Routing Protocol) pour les topologies en arbre.
AODV est un protocole de routage qui opère à la demande, c’est-à-dire ne main-
tient pas de routes inutilisées. Dans AODV, lorsqu’un nœud a un paquet à émettre
pour une nouvelle destination, il diffuse une requête RREQ (pour Route REQuest)
de demande de route à son voisinage. Un nœud qui reçoit cette requête et qui dispose
d’un chemin dans sa table de voisinage pour cette destination, renvoie par le chemin
inverse un RREP (pour Route REPly) au nœud demandeur. Après avoir reçu un
RREP, le nœud source peut envoyer ses données.
Dans le routage hiérarchique, les communications sont réalisées suivant les liens
parents-enfants de la topologie en arbre. Un mécanisme d’allocation d’adresses hiérar-
chiques est utilisé pour affecter une adresse à chaque nœud du réseau en fonction de
sa position dans l’arbre. Ce mécanisme fournit à chaque parent potentiel un sous-bloc
d’adresses à attribuer à ses descendants. Ce mécanisme s’appuie sur des paramètres
fixés par le ZC lors de l’établissement du réseau : le nombre maximum de fils par rou-
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teur ZigBee noté Cm, le nombre maximum de fils routeurs par routeur ZigBee noté
Rm, et la profondeur maximale d’un nœud notée Lm. Une fonction appelée Cskip (voir
équation (2.1)) est utilisée pour calculer la taille des sous-blocs d’adresses à attribuer
à chaque parent situé à une profondeur d.
Cskip(d) =





Pour les dispositifs ZED, l’adresse est affectée de manière séquentielle suivant
l’équation (2.2). An représente l’adresse du nème fils d’un coordinateur (Aparent) qui
est positionné à une profondeur d dans l’arbre.
An = Aparent + Cskip(d) ∗Rm + n. (2.2)
Un nœud ZED communique uniquement avec son père et un nœud ZR maintient
une table de voisinage comportant les adresses de ses descendants et celle du père
auquel il est associé.
Lorsqu’un nœud ni de profondeur di et d’adresse réseau A envoie un paquet à un
autre nœud nj d’adresse réseau D, le prochain saut est déterminé selon l’algorithme
suivant :
ni détermine si nj est l’un de ses descendants en vérifiant si A < D < A+Cskip(di−1).
Si nj est un descendant de ni, dans ce cas, il détermine si l’adresse réseau D
est une feuille en vérifiant si D > A+Rm × Cskip(di).
Si, c’est une feuille le prochain saut est le nœud nj .
Sinon, le prochain saut est son fils coordinateur dont l’adresse réseau est
N = A+ 1 + ⌊D−(A+1)
Cskip(di)
⌋ × Cskip(di)
Sinon, nj n’est pas un descendant de ni et le prochain saut est le père de ni.
Notons que les deux protocoles de routage proposés pas ZigBee nécessitent une
connaissance préalable du réseau et le maintien d’une table de voisinage. De plus,
AODV nécessite un échange important de messages de contrôle.
2.2.2 Protocoles de routage opportuniste par gradient
Les protocoles de routage opportuniste par gradient sont basés sur le calcul d’un
gradient, qui représente la distance d’un nœud au puits. La distance peut être calculée
selon le nombre de sauts, l’énergie résiduelle des nœuds, la fiabilité des liens, etc. Le
nœud relais va être le nœud qui propose le meilleur gradient.
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ExOR [BM05] est un protocole de routage opportuniste proposé pour les réseaux
sans fil maillés. ExOR vise à ce que chaque paquet soit retransmis uniquement par le
meilleur relais pour éviter un nombre important de copies. Dans ExOR, les émetteurs
transmettent leurs paquets par lots en insérant une liste des relais potentiels avec un
ordre de priorité dépendant du coût estimé (similaire à l’estimation de métrique EXT
(pour Expected Transmission Count) dans [DCABM03] ou à F-EXT [BCH15] (pour
Fast-ETX )) pour atteindre la destination. Lorsqu’un récepteur reçoit avec succès un
paquet, le nœud vérifie s’il est dans la liste des relais potentiels. Si oui, le nœud met
le paquet en file d’attente et attend la fin de la réception du lot de paquets. Ensuite,
chaque relais potentiel fixe une temporisation en fonction de sa position dans la liste
des relais potentiels. Les relais avec une forte priorité diffusent en premier le lot de
paquets de leur file d’attente. Les autres relais transmettent ensuite dans l’ordre en
envoyant uniquement les paquets qui n’ont pas été retransmis par les nœuds de forte
priorité. Le processus se poursuit jusqu’à ce que 90 % du lot de paquets atteignent
la destination. Les 10% restants sont envoyés suivant le routage traditionnel (c’est-
à-dire sans un ordre de priorité entre relais potentiels).
ExOR assure que chaque paquet soit transmis avec un nombre réduit de retrans-
missions par rapport au routage traditionnel. Toutefois, dans ExOR, la durée de
planification des envois ne dépend pas du nombre de paquets à envoyer mais plutôt
du nombre de relais potentiels. Dès lors, plus cette liste est longue, plus la durée de
planification est longue, ce qui génère un temps important de planification même pour
un nombre de paquets relativement faible. Aussi, ExOR nécessite un lot de l’ordre
d’une dizaine de paquets, ce qui implique qu’il ne sera efficace que pour des applica-
tions avec des flux persistants, qui génèrent toujours au moins le nombre minimum
de paquets nécessaires pour remplir un lot [BN10].
SGF [HCXT09] est un autre protocole de routage opportuniste par gradient basé
sur le protocole GRAB (pour GRAdient Broadcast) [YZLZ05]. Dans GRAB, un pa-
quet ADV (pour ADVertisement) est propagé par le puits et chaque nœud qui reçoit
ce paquet détermine son coût minimum nécessaire pour atteindre le puits. Ainsi, un
nœud qui a un paquet de données à émettre, insère son coût dans le paquet et le
diffuse à ses voisins. Seul les voisins avec un coût plus faible que le coût contenu dans
le paquet sont autorisés à le retransmettre.
SGF intègre un mécanisme d’économie d’énergie dans le protocole GRAB par une
sélection opportuniste du prochain saut. Dans SGF, le gradient d’un nœud est établi
sur la base de la consommation d’énergie minimum de la transmission d’un paquet du
nœud jusqu’au puits. Le relais pour un nœud donné est choisi parmi plusieurs nœuds
candidats suivant le gradient, l’état du canal, et l’énergie restante de ce nœud. SGF
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Figure 2.25 – Exemple d’échec de maintenance de gradient dans SGF.
ne nécessite pas que les nœuds maintiennent des informations sur leur voisinage ou
sur la topologie du réseau, ce qui fait qu’il peut être déployé pour un réseau évolutif.
Cependant, les auteurs proposent de router les paquets vers l’arrière (retourné au
nœud prédécesseur) lorsqu’un nœud ne trouve pas un relais plus proche du puits
pour router le paquet. Cela peut conduire à retourner inutilement plusieurs sauts
en arrière et même à perdre le paquet alors qu’il peut y avoir un autre chemin vers
le puits. La figure 2.25 illustre un cas de topologie mettant en œuvre ce problème
[Mou13]. Un paquet provenant du nœud A arrive au nœud C après la rupture du
lien entre les nœuds C et D, ce paquet doit retourner au nœud B ou au nœud A, ce
qui peut conduire à une impasse, alors qu’il est possible de transmettre par exemple
ce paquet de C à E.
ORW [LGDJ12, GLS+14] est un protocole de routage basé sur un mécanisme avec
un séquencement d’activité et d’inactivité non synchronisé. De ce fait, il est basé sur
les protocoles MAC asynchrones comme X-MAC [BGAH06] ou BoX-MAC [ML08]
précédemment décrit dans la partie 2.1.2. Dans ORW, un émetteur transmet un
flux de données jusqu’à ce que le destinataire prévu se réveille et le reconnaisse.
Pour intégrer un routage opportuniste dans cet environnement, ORW propose que
la transmission des données se fasse de la façon suivant : le premier voisin qui se
réveille, reçoit avec succès un paquet et fournit une meilleure progression vers la
destination, acquitte le paquet et se charge de le relayer à son tour. Notons que
ce voisin n’est pas forcément connu à l’avance par l’expéditeur. Par exemple sur la
figure 2.26 (b), le nœud A peut atteindre le nœud C directement via un lien peu
fiable (car C positionné un peu plus loin de A) ou via B (qui est plus à portée
de A). ORW propose d’intégrer le lien A → C dans le processus de routage. Par
exemple, si le lien A → C est temporairement disponible et que C se réveille avant
B, ORW utilise ce lien, ce qui permet de réduire la consommation d’énergie et le
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Figure 2.26 – Mécanisme de routage dans ORW.
métrique de transmission notée EDC (pour Expected Duty Cycled wakeup) qui est
une extension de ETX [DCABM05]. EDC décrit le temps d’activité (c’est-à-dire la
somme des temps d’attente avant le réveil des relais potentiels) pour qu’un paquet
atteigne sa destination. Ainsi, un nœud sélectionne uniquement comme prochain saut
le nœud qui fournit strictement plus de progrès que lui-même. Dès lors, les nœuds
auront plusieurs choix de chemins de routage, ce qui diminue le délai de bout en bout
pour qu’un paquet atteigne sa destination.
Dans FTSP [LR10, LR13] (pour Fast Time-dependent Shortest Path algorithm),
un algorithme distribué inspiré de l’algorithme décrit dans [OR96] est proposé pour
construire et maintenir des chemins avec un minimum de retard dans les réseaux de
capteurs sans fil à taux d’activité asynchrones. FTSP nécessite une phase d’initiali-
sation permettant de construire un arbre couvrant dont le puits est la racine et dans
lequel chaque nœud connaît son père. Après la phase d’initialisation, si un nœud
détecte une diminution ou une augmentation du coût en terme de distance signalé
par un voisin, ce nœud est libre de choisir un nouveau parent. Les auteurs font une
première proposition d’algorithme de routage basé sur le mécanisme d’écoute du LPL
(pour Low Power Listening) comme dans le protocole B-MAC ou X-MAC. Chaque
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nœud se réveille périodiquement pour écouter le canal et vérifier si un nœud voisin
veut lui envoyer des paquets.
Dans [LR13] les mêmes auteurs proposent de baser FTSP sur le mécanisme ALPL
(pour Adaptive Low Power Listening) décrit dans [JBL07] dans lequel chaque nœud
détermine périodiquement en local son propre taux d’activité en fonction de sa charge
de trafic et le diffuse à son voisinage dans le but d’atteindre une consommation
énergétique plus uniforme. FTSP nécessite que chaque nœud maintienne un vecteur
de distance et qu’il ait une connaissance du coût en temps des liens et les dates
de réveil de chaque nœud dans son voisinage. En prenant en compte les dérives
d’horloges, la mobilité, et le fait que les nœuds capteurs ont des ressources limitées,
l’obtention de ces connaissances devient coûteuse.
Dans ASSORT (pour Asynchronous Sleep-wake Schedules and Opportunistic Rou-
ting) [HKWC14], chaque nœud possède son propre calendrier et alterne entre périodes
d’activité et d’inactivité. La figure 2.27 illustre l’exemple d’un nœud émetteur u qui
a des données à transmettre à un nœud récepteur v. Le nœud u suspend son inac-
tivité et se réveille immédiatement. Ensuite, avant le réveil du récepteur attendu,
le temps est divisé en petites périodes notées ∆reveil appelées périodes de sondage
du canal. Le nœud u diffuse une balise au début de chaque période de sondage (Tb
correspond au temps d’envoi de cette balise) et attend un accusé de réception. Le
nœud u commence la transmission de son paquet s’il reçoit un accusé de réception
d’un relais potentiel après la diffusion de sa balise. Si aucun relais n’envoie un accusé
de réception pendant un temps Ts, le nœud u retourne en mode d’inactivité le reste
du temps ∆reveil et se réveiller au début de la prochaine période ∆reveil pour un nou-
veau sondage. Lorsqu’un nœud récepteur v se réveille, il écoute le canal pendant un
temps ∆reveil qui correspond à la période de réveil. S’il reçoit une balise d’un nœud
u appartenant à son ensemble de nœuds dont il est un relais potentiel, il envoie un
accusé de réception à u (Ta correspond au temps d’envoi de l’accusé de réception) et
reste actif pour recevoir les données de u. En outre, pour éviter qu’un nœud récepteur
se réveille et ne détecte pas de balise, l’intervalle entre la diffusion de deux balises
est fixé à la période de réveil du récepteur ∆reveil. Les relais potentiels pour un nœud
sont sélectionnés suivant une métrique de routage appelée OECS (pour Opportunistic
Energy Cost with Sleep-wake schedules) afin de permettre un routage opportuniste
qui prolonge la durée de vie du réseau. Les auteurs proposent que la métrique OECS
soit calculée lors de l’initialisation du réseau à partir du nœud puits qui commence la
diffusion avec une métrique OECS égale à 0. Chaque nœud qui reçoit une métrique
recalcule sa propre métrique (initialement fixée à +∞) et la rediffuse à ses voisins.
Dès lors, à la fin de cette phase initiale, chaque nœud connaît sa métrique et celle de
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tous ses voisins. Les relais potentiels d’un nœud sont ses voisins qui offrent la plus
























Figure 2.27 – Illustration du mécanisme d’activité et d’inactivité dans ASSORT
Le mécanisme de routage dans ASSORT vise à utiliser le plus court chemin pour
transmettre les données des nœuds vers le puits. Cependant, la planification des pé-
riodes d’activité et d’inactivité dans ASSORT ne résout pas le problème d’inéquité
dans la consommation énergétique des protocoles asynchrones car un nœud a besoin
de se réveiller plusieurs fois (pendant un temps Tb + Ts avec Ts = 100 ∗ Tb, où Tb
représente le temps d’envoi d’une balise) par cycle pour pouvoir acheminer ses don-
nées. Aussi, ASSORT n’est pas adapté à un fonctionnement à faible taux d’activité
vu que même les récepteurs ont besoin de rester actifs pendant un temps ∆reveil bien
supérieur à Ts, même si aucune activité ne le concerne.
Le travail réalisée dans [WPB+09] est un protocole de routage par gradient nor-
malisé par le groupe de travail ROLL (pour Routing Over Low power and Lossy
network) de l’IETF (pour Internet Engineering Task Force) comme protocole fonda-
mental pour la collecte des données dans les réseaux de capteurs sans fil. Il est appelé
RPL (IPv6 Routing Protocol for Low power and lossy networks) [WT12]. RPL pro-
pose un mécanisme de collecte de données des nœuds vers le puits. Dans RPL, un
gradient est construit à partir du puits et est mis à jour périodiquement. RPL né-
cessite une mise à jour périodique des gradients pour faire face aux changements
topologiques. En effet, prévoir une période spécifique de mise à jour, suppose qu’on
peut prévoir à quel moment il peut y avoir des variations dans le réseau. Aussi, pen-
dant chaque phase de réinitialisation du gradient, la transmission des données doit
être stoppée et tous les nœuds doivent être actifs, ce qui va générer une consomma-
tion supplémentaire d’énergie. [WPB+09] montre que la proposition normalisée par
l’IETF ROLL est facile à mettre en œuvre, et apporte un mécanisme de découverte
de voisinage au niveau de la couche MAC pour éviter la mise à jour périodique des
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Figure 2.28 – Illustration du mécanisme de réveil et de transmission des données dans
[WPB+09].
intégrées dans les paquets de données afin d’éviter les messages de contrôle et les
mises à jour périodiques. Ainsi, lors du démarrage du réseau, tous les nœuds fixent
leur gradient noté height à une valeur infinie sauf le puits qui possède une valeur
de height égale à 0. À chaque fois qu’un nœud a des données à transmettre ou à
relayer, il construit une liste de son voisinage avec leur valeur de height et met à jour
son propre gradient au minimum de ceux de ses voisins incrémenté de 1. Si tous ses
voisins ont un saut infini, son saut reste fixé à une valeur inconnue. La couche réseau
se charge de mettre à jour la valeur height des nœuds et la couche MAC fonctionne à
la demande en se servant de l’échantillonnage de préambule. La figure 2.28 représente
un exemple pour une topologie à 3 nœuds. Quand un nœud veut envoyer un paquet
(ici le nœud A), il commence par l’envoi d’un préambule aussi long que l’intervalle de
contrôle noté CI (pour Check Interval) pour s’assurer que tous ses voisins entendent
ce préambule. Le préambule est découpé en une série de micro-paquets notée UF,
contenant chacune un compteur indiquant le nombre d’UF à venir. L’expéditeur en-
voie un paquet CW comportant la taille de la fenêtre d’annonce de voisins à la fin de
l’envoi des UF. Lorsqu’un nœud récepteur potentiel entend un paquet UF, il éteint
sa radio pour se réveiller juste après le dernier paquet UF et recevoir le paquet CW,
puis choisit un temps d’attente aléatoire après lequel il envoie son annonce à travers
un paquet ACK. L’expéditeur écoute les ACK pendant toute la période d’annonce
et remplit sa table de voisinage (initialement vide). Après la fenêtre d’annonce de
voisins, l’expéditeur met à jour sa valeur de height par la valeur minimale de ses voi-
sins incrémentée de 1 et sélectionne le voisin ayant le plus petit height (ici C) comme
relais. Ensuite, il insère ces informations dans l’entête du paquet puis le transmet.
Après la réception de l’entête, les nœuds non relais (ici B) passent en mode d’inacti-
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vité tandis que le relais choisit (ici C) attend pour recevoir le paquet de données. À
la fin de la réception, le relais choisi répond par un paquet ACK final qui marque la
reprise de l’échantillonnage de préambule.
Dans [WPB+09], le processus d’échantillonnage est répété pour chaque transmission
(car la liste construite est supprimée à la fin de la transmission) et lorsqu’un nœud a
des paquets à émettre, il doit attendre la fin de l’échantillonnage en cours avant d’en
faire. Cela augmente le délai de bout en bout pour la livraison des données. Aussi, la
longue durée de réveil lorsque les nœuds veulent effectuer une transmission fait que
[WPB+09] n’est pas adapté à de faibles taux d’activité.
D’autres travaux comme [VRG+14] et [AWA11] sont basés sur des solutions exploi-
tant l’interaction de RPL avec la couche MAC (cross-layer) pour améliorer l’efficacité
du routage. Dans [VRG+14], les auteurs proposent un mécanisme de cross-layering
basée sur la norme IEEE 802.15.4 en mode avec suivi de balises et le protocole de rou-
tage RPL. Leur mécanisme fournit à RPL un moyen de transmission des informations
de routage à la couche 2 avant la création de la topologie dans 802.15.4 en encapsulant
les messages RPL DIO dans les trames balises. Les auteurs de [AWA11] examinent
l’utilisation d’un protocole MAC receiver initiated pour améliorer les performances
de RPL.
2.2.3 Protocoles de routage opportuniste par inondation
De façon classique dans les protocoles de routage par inondation, un nœud par-
ticulier doit communiquer un élément d’information aux autres nœuds du réseau
[HHL88]. Chaque fois qu’un nœud reçoit un paquet de données, il effectue une copie
et le renvoie à tous ses voisins à l’exception de celui de qui il vient de le recevoir.
Cela engendre une explosion ou un chevauchement de la même information. Différents
protocoles ont été proposés pour faire face au problème d’explosion ou de chevauche-
ment. Par exemple certains auteurs se servent d’une structure logique en arbre pour
la diffusion des données.
Guo et al. ont proposé [GGJH09, GGJH14], un protocole de routage opportuniste
par inondation fonctionnant avec un faible taux d’activité et des liens peu fiables noté
OppFlood. Dans OppFlood, chaque nœud possède son propre calendrier pour passer
en état actif et en état de sommeil, représentés respectivement par 1 et 0 sur la fi-
gure 2.29. Le temps est divisé en intervalles de temps de longueur appropriée pour
envoyer un paquet de données et recevoir un ACK et chaque nœud prend un ou
plusieurs intervalles pour son état actif, en conformité avec son cycle. Les calendriers
sont ensuite échangés entre les voisins. La figure 2.29 montre un exemple de fonc-
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Figure 2.29 – Exemple de planification de communication dans OppFlood
tionnement dans OppFlood. La durée d’un cycle est de 8 secondes et est divisée en 4
unités de temps qui durent 2 secondes chacune. Par exemple A est actif pendant la
première unité de temps et reste en inactivité les trois unités de temps restantes. A
va attendre 1 intervalle de temps pour communiquer avec B qui attendra à son tour
3 intervalles de temps pour communiquer avec C si les liens entre A et B et entre
B et C sont parfaits. Sinon, le nœud devra attendre le prochain cycle pour tenter
de communiquer avec ce voisin. L’idée maîtresse de OppFlood, consiste à prendre des
décisions de transfert probabilistes basées sur la distribution du délai d’attente des
voisins. Le réseau est organisé comme un arbre de transmission optimal en énergie.
Les auteurs supposent que les nœuds sources ont des paquets d’inondation à envoyer
à travers l’ensemble du réseau et que les paquets ne sont transmis qu’à partir des
nœuds plus proches du puits vers ceux qui sont plus éloignés. Les paquets sont donc
transmis via un arbre optimal d’énergie des nœuds parents vers les nœuds fils en vue
de réduire le nombre de copies des données.
Ce protocole réduit le délai d’inondation en exploitant également des liens en dehors
de l’arbre optimal (liens peu fiables) pour transmettre les nouveaux paquets. Cepen-
dant, ce protocole ne fonctionne que pour des applications avec une communication
du type un pour plusieurs (noté One-to-Many) et pour des réseaux statiques. Aussi,
les auteurs supposent une synchronisation locale pour les communications, ce qui
nécessite une consommation supplémentaire d’énergie.
Dans [BST11], les auteurs exploitent la corrélation des adresses pour améliorer la
durée de vie du réseau. D’autres auteurs, exploitent la corrélation entre les liens pour
réduire la latence et la consommation énergétique de l’inondation [ZZHZ10, GKZ+11].
En effet, les auteurs proposent que les nœuds ayant des liens fortement corrélés (à
portée de transmission d’un même nœud) soient affectés à un émetteur commun
et que leurs réceptions d’un paquet de diffusion soient reconnus par un seul ACK.
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Dans [ZZHZ10], un algorithme probabiliste d’inondation est proposé. Cet algorithme
permet de réduire la consommation énergétique pendant la transmission des données
en utilisant un seul ACK implicite déduit de la corrélation entre les liens. Les auteurs
de [GKZ+11] proposent de tenir compte de la corrélation entre les liens en plus
de la qualité des liens dans la construction de l’arbre d’inondation, afin de rendre
l’inondation plus économe en énergie.
Cheng et al. ont proposé DSRF [CGHN13], un protocole d’inondation pour les
réseaux de capteurs à faible taux d’activité en fonction des commutations dynamiques
dans une topologie en arbre. Dans DSRF, les auteurs proposent que sur un arbre
d’inondation (comme l’arbre d’inondation basé sur le nombre de sauts dans [JMB01],
l’arbre d’inondation dans [WL12], ou encore l’arbre d’inondation optimal en énergie
de [GGJH09]) les nœuds ayant un même parent se réveillent ensemble pour recevoir
simultanément les données de leur père. Aussi, ils proposent qu’en cas d’échec de
réception, une décision de commutation dynamique soit prise par le récepteur afin
qu’il puisse recevoir les données à partir des nœuds de la fratrie. Sur la figure 2.30 (a),
le numéros représentent la qualité du lien entre les nœuds (elle varie entre l’intervalle
[0,1]). Par exemple si le nœud B manque les données de son père S, au lieu d’attendre
la prochaine diffusion (qui peut être longue vu le taux d’activité faible des nœuds), il
peut recevoir les données à partir du nœud A comme indiqué sur la figure 2.30 (b).











(a) structure de l’arbre d’inondation initial (b) structure de l’arbre d’inondation ajusté dynamiquement
Figure 2.30 – Exemple d’un cas de commutation de liens dans DSRF.
Dans Flash [LW09], les auteurs se servent des transmissions simultanées pour per-
mettre une inondation rapide et efficace. Flash se sert de l’effet de capture (qui est
la capacité de certaines radios à recevoir un signal provenant d’un émetteur malgré
des interférences provenant d’un autre émetteur, même si les puissances relatives des
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deux signaux sont pratiquement les mêmes [LF76]) pour réaliser une inondation ra-
pide dans les réseaux de capteurs sans fil. Flash suppose que les données transmises
dans le réseau sont essentiellement les mêmes et veille à ce que chaque nœud reçoive
le paquet d’inondation d’au moins un de ses voisins. Cependant, Flash s’appuie ex-
clusivement sur les effets de capture, ce qui réduit considérablement les chances de
recevoir correctement un paquet lorsque de nombreux nœuds transmettent en même
temps.
Dans CIRF [YWW+14], une approche de routage par inondation qui ne nécessite
pas que les nœuds soient synchronisés est proposée. Les auteurs exploitent l’interfé-
rence constructive des nœuds capteurs. L’interférence constructive provient du scé-
nario dans lequel plusieurs émetteurs envoient simultanément un paquet identique
à un récepteur commun. L’interférence constructive permet potentiellement de ré-
duire la puissance de transmission, donc de réduire la consommation énergétique des
transmissions, et en même temps d’augmenter la puissance de réception des données.
La seule condition préalable est que le décalage entre les transmissions simultanées
ne dépasse pas le seuil de 0.5µs fixé dans [WHM+12] pour les récepteurs compa-
tibles avec la norme IEEE 802.15.4 ou le seuil définit dans [WHC+12] pour les nœuds
capteurs TMote Sky. Les auteurs de CIRF ont choisi le mécanisme d’accès de RI-
MAC [SGJ08] comme protocole MAC et supposent que la couche MAC fournit le
service d’estimation de qualité de liaison comme dans [KS06]. Un mécanisme appelé
AF (pour Afore-Frame) est ajouté à RI-MAC pour tous les nœuds. Pendant la phase
de découverte de voisinage, chaque nœud définit la longueur de sa période AF en




Ni : neighbor i (1 <= i <= M)
Figure 2.31 – Structure d’un AF de taille M .
lieu que les nœuds émetteurs qui attendent un même récepteur diffusent leur paquet
juste après la réception de la balise du récepteur, ces nœuds attendent tous pendant
la période AF du récepteur (inclus dans la balise reçue) et émettent simultanément
leur paquet de données (voir figure 2.32).
La figure 2.32 montre un exemple d’interférence constructive dans CIRF. Au
début, les émetteurs S1 et S2 attendent tous les deux le même récepteur R. Après
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Figure 2.32 – Mécanisme de transmission dans CIRF.
le réveil et l’envoi de la balise de R, vient la période l’AF, dans laquelle S1 et S2
envoient chacun une balise à leur instant respectif. Une fois que la période AF se
termine, S1 et S2 transmettent simultanément leur paquet de données. R reçoit le
paquet avec une probabilité plus élevée en raison de l’interférence constructive des
transmissions simultanées.
La plupart des protocoles de routage par inondation de la littérature fonctionnent
uniquement pour des applications avec une communication d’une source (par exemple
le puits) vers les autres nœuds du réseau (one-to-many). Zhang et Fromherz ont pro-
posé dans [ZF06] un protocole de routage par inondation pour réseaux de capteurs
sans fil appelé inondation avec contrainte noté CF (pour Constrained Flooding), pour
une communication des nœuds vers le puits (many-to-one). Dans CF, un gradient
appelé cost-to-go est calculé selon les objectifs du routage (par exemple, pour as-
surer le plus court chemin des nœuds vers le puits). Chaque nœud n maintient son
estimation c(n) du cost-to-go et de celui de ses voisins. À chaque fois qu’un nœud n
entend un paquet d’un voisin v, qu’il soit le récepteur attendu du paquet ou non, n
met à jour la valeur cost-to-go de ce voisin cn(v) et ré-estime son propre cost-to-go
c(n) en utilisant la formule suivante : c(n)← (1−α)c(n)+α(o(v)+minv cn(v)) où α
(0 < α ≤ 1) est le taux d’écoute et o est la fonction de coût. CF ne nécessite pas de
mise à jour périodique pour ré-estimer le cost-to-go en cas de changement du réseau.
La figure 2.33 donne l’organigramme des règles à respecter pour le protocole CF
avant la rediffusion d’un paquet reçu par un nœud n d’un voisin v.
1. Si n est le destinataire du paquet, alors le paquet est remonté à la couche
supérieure. Sinon, (1) mettre à jour c(n), T et cn(v). La différence entre le cost-
to-go c(n) du nœud et celui du voisin cn(v) doit être inférieure à une valeur
appelée température et notée T : c(n)− cn(v) < T . Cette variable température
est fixée à une constante initialement grande et réduite graduellement, par
exemple T ← kT/(k + 1), où k = T0 est la température initiale.
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Figure 2.33 – Organigramme du protocole de routage par inondation présenté dans
CF.
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2. (2) La source du paquet doit vérifier si c(n)− cn(v) < T . Si c’est le cas, l’algo-
rithme passe à l’étape 3.
3. (3) Afin d’éviter les collisions, un délai est fixé avant chaque rediffusion de
paquet. Ce délai dépend de la différence entre le cost-to-go de l’émetteur et
celui du récepteur, noté ∆ : ∆ = c(n) − cn(v). Plus ∆ est grand, plus le
délai avant la diffusion est petit. Par exemple, la fonction de délai δ peut être
exprimée par δ(∆) = D/e∆, où D est une constante.
4. (4) Une politique probabiliste est utilisée pour décider ou non de transmettre
un paquet. Plus un paquet est entendu par un nœud, moins il a de chances
d’être diffusé: la probabilité de diffusion peut s’exprimer par p(C) = 1/Cγ, où
C est le nombre de fois où le paquet a été entendu et γ ≤ 0 est le compromis
entre robustesse et énergie.
CF permet de diminuer le nombre de copies de paquets dans le réseau tout en as-
surant que les paquets des nœuds ayant un cost-to-go élevé aient des chances d’être
retransmis par les voisins ayant un cost-to-go plus faible. Cependant, le fait que les
nœuds changent automatiquement leur cost-to-go dès qu’ils entendent un autre nœud
avec un meilleur cost-to-go peut conduire à des pertes de paquets. En effet, un nœud
n avec un cost-to-go c(n) = 4 peut entendre très rarement un voisin v avec un cost-
to-go cn(v) = 2 et ainsi réduire son propre cost-to-go à c(n) = 3. Cela peut conduire
à ce que la plupart des paquets de n soient perdus, car n entend rarement ses relais
potentiels (voisins v avec cn(v) = 2). De plus, le mécanisme de délai avant diffusion
du paquet proposé dans CF n’a pas de composante aléatoire, ce qui peut augmenter
le nombre de collisions. Par exemple, deux voisins qui reçoivent un paquet quelconque
pour la première fois vont avoir exactement le même délai avant l’émission du paquet,
D étant fixe. Comme il n’y a pas d’acquittement, la non réception des paquets n’est
pas constatée par les émetteurs.
2.2.4 Bilan sur les protocole de routage
Le tableaux 2.2 résume les principaux protocoles de routage opportunistes par
gradient et par inondation de la littérature que nous avons passés en revue, avec les
avantages et les inconvénients dans chaque catégorie.
69
2.2. Protocoles de routage opportuniste pour les réseaux de capteurs sans fil
Tableau 2.2 – Tableau récapitulatif des protocoles de routage opportunistes à taux
d’activité


































































Les contributions principales de ce travail visent la sous-couche MAC et la couche
réseau du modèle OSI. Dans cette partie, nous proposons dans un premier temps,
des protocoles MAC non synchronisés qui peuvent fonctionner avec de faibles taux
d’activité (moins de 1 % d’activité). Dans un second temps, nous proposons des
protocoles de routage adaptés aux protocoles MAC à faible taux d’activité.
3.1 Protocole MAC asynchrone à faible taux d’acti-
vité
La couche MAC est concernée par la consommation énergétique du module radio
et du micro-processeur. Dès lors, pour minimiser la consommation énergétique globale
dans un RCSF, il est primordial de concevoir des protocoles MAC économes en
énergie, donc qui utilisent le moins possible le module radio. Dans les protocoles MAC
synchrones, les nœuds se réveillent ensemble périodiquement pour communiquer et
se rendorment ensuite pour économiser de l’énergie. C’est le cas avec la norme IEEE
802.15.4 [IEE11] dont le fonctionnement est représenté sur la figure 3.1. Nous notons
cette approche Asp (pour approche synchrone et périodique). L’approche Asp permet
aux nœuds de partager systématiquement une activité commune pendant toute la
durée de la supertrame (SD) et d’économiser tous ensemble de l’énergie pendant
BI − SD unités de temps (reste de l’intervalle de balise BI). Ainsi, tous les nœuds
ont une consommation énergétique fixe, ce qui donne la possibilité de prédire la durée
de vie du réseau.
Cependant, la synchronisation des nœuds est difficile à réaliser et coûteuse (en
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Figure 3.1 – Exemple d’activité synchronisée de trois nœuds n1, n2 et n3, avec un
taux d’activité de 25 % (ce grand taux d’activité de 25 % est utilisé par mesure de
clarté).
termes d’énergie ou d’utilisation de la bande passante déjà limitée), notamment
quand il y a un nombre important de nœuds dans le réseau. La synchronisation aug-
mente aussi la contention pour l’accès au médium et les collisions en début d’activité
[KAT06][DDB13]. De plus, des frais supplémentaires sont nécessaires pour mettre
en œuvre la synchronisation, ce qui limite le fonctionnement des protocoles MAC
synchronisés avec un faible taux d’activité (de l’ordre de 1 %).
Notre question fondamentale est : comment utiliser un fonctionnement proche
de celui de la norme IEEE 802.15.4 avec suivi de balises sans synchronisation? ou,
comment utiliser la norme IEEE 802.15.4 sans suivi de balises tout en économisant
l’énergie?
Pour répondre à cette question, nous proposons tout d’abord des mécanismes
pour la planification de l’activité des nœuds. Ensuite, nous proposons un protocole
MAC basé sur le plus performant de ces mécanismes. Enfin, nous apportons des
améliorations au protocole MAC en vue d’augmenter ses performances.
3.1.1 Mécanismes de planification de l’activité des nœuds
En éliminant la procédure de synchronisation de la norme IEEE 802.15.4 avec
suivi de balises, il est possible d’envisager une approche où les activités des nœuds
sont périodiques, mais non synchronisées. Nous désignons cette approche comme
asynchrone périodique, avec un BI commun, et nous la notons Aap. Dans ce qui suit,
nous décrivons un tel mécanisme et nous montrons ses inconvénients. Ensuite, nous
proposons un mécanisme avec une approche asynchrone périodique avec des BI et
SD différents et nous la notons A
′
ap. Enfin, nous proposons un autre mécanisme avec
une approche asynchrone apériodique et cyclique, et nous la notons Aaa.
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3.1.1.1 Approche asynchrone périodique avec un BI commun : Aap
Dans Aap, le début de l’activité de chaque nœud est indépendant comme le montre









Figure 3.2 – Exemple d’activité de trois nœuds n1, n2 et n3 non synchronisés, avec
un taux d’activité de 25 %.
La figure 3.2 représente les activités de trois nœuds, avec un taux d’activité de
25 %. Les intervalles de balises sont désynchronisés. Pour simplifier, nous faisons
l’hypothèse que BI = 8 intervalles de temps, comportant chacun plusieurs périodes
de backoffs. En général, BI comprend un très grand nombre de périodes de backoffs :
pour un BI de 26 × 15.36 ms (ce qui correspond à environ une seconde), il y a 3072
périodes de backoffs de 320 µs chacune comme dans la norme IEEE 802.15.4 [IEE11].
Les nœuds n1, n2 et n3 ont le même BI, mais démarrent indépendamment leur ac-
tivité pendant SD unités de temps (ici, 768 périodes de backoffs). Dans l’exemple
représenté, périodiquement, les nœuds n1 et n2 partagent une période d’activité com-
mune pendant une durée inférieure à SD unités de temps (à la fin de l’activité de n1
et au début de l’activité de n2) et n3 ne partagent pas d’activité commune avec n1
ou n2.
Dans la suite, nous étudions la probabilité de rencontre entre deux nœuds et
le délai moyen avant qu’un nœud ait une rencontre avec un autre nœud dans son
voisinage.
Étude de la probabilité de rencontre avec Aap
Nous cherchons à déterminer la probabilité pour que les activités de deux nœuds
voisins soient disjointes (c’est-à-dire que les nœuds ne partagent jamais d’activité
commune). Notons ni le ie`me nœud, BI la durée de l’intervalle de balise, et α ∈ ]0; 1]
le taux d’activité (chaque nœud étant actif pendant SD = α×BI unités de temps).
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On suppose par exemple que n1 commence son activité au début de son intervalle de
balise (dans ce cas, n1 termine son activité à α.BI). Soit Pdisjoint la probabilité que
n1 et n2 aient des activités disjointes. Si α > 1/2, Pdisjoint est toujours égal à zéro,
étant donné que les nœuds sont actifs pendant plus de la moitié de l’intervalle de
balise. Par contre, si nous considérons α ≤ 1/2, Pdisjoint est égal à la probabilité que
n2 commence son activité après que n1 ait terminé son activité, ou que n2 termine son
activité avant que n1 commence. Ainsi, Pdisjoint est la probabilité que n2 commence
son activité dans l’intervalle [α.BI;BI − α.BI[. Cet intervalle existe toujours, étant
donné que α ≤ 1/2 entraîne que α.BI ≤ BI−α.BI. Comme nous faisons l’hypothèse
que le temps de démarrage de n2 est uniformément distribué sur [0;BI − α.BI[, on
a : Pdisjoint = (BI − 2α.BI)/BI, ce qui donne : Pdisjoint = 1 − 2 × α. Par exemple,
lorsque α = 1/4, Pdisjoint = 1 − (2 × 1/4) = 1/2 et quand α = 1/8, Pdisjoint =
1− (2× 1/8) = 3/4. Lorsque le taux d’activité est faible, la probabilité que certains
nœuds ne partagent jamais une activité commune est donc élevée, ce qui est un
inconvénient important.
Déterminons ensuite la probabilité Pall pour que les nœuds soient tous actifs à un
même instant, avec n le nombre de nœuds à portée de communication. Étant donné









Par exemple, quand α = 1/2 et qu’il y a n = 3 nœuds à portée de communication,
Pall = 1/4. Quand α = 1/2 et n = 4, Pall = 1/8 ou si α = 1/10 et n = 4, Pall = 10−3.
On peut voir que lorsque le taux d’activité est faible et que le nombre de nœuds n est
grand, la probabilité pour que tous les nœuds partagent en même temps une activité
commune est très faible, ce qui représente aussi un inconvénient.
Étude du délai moyen avant rencontre avec Aap
Il est important de déterminer le délai avant que deux nœuds partagent une activité
commune, dans le cas où les nœuds se rencontrent. Nous définissons le délai moyen
avant une rencontre entre deux nœuds n1 et n2 comme la durée moyenne entre un
instant où n1 est actif, et le premier instant où n1 et n2 sont actifs en même temps. Il
faut noter que, parfois, n1 et n2 ne se rencontrent jamais : ces cas ne sont pas pris en
compte dans le calcul du délai moyen (car sont considérés comme des délais infinis).
Cependant, la probabilité que ce cas se produise est Pdisjoint. Pour calculer le délai
moyen, nous examinons les deux seuls cas susceptibles de se produire : le cas 1 se
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produit quand n2 commence son activité dans l’intervalle [0;α.BI[ de n1, et le cas 2 se
produit quand n2 commence son activité dans l’intervalle [BI −α.BI;BI[. Ces deux





cas 1 cas 2
Figure 3.3 – Les deux cas possibles lorsque deux nœuds n1 et n2 se rencontrent dans
Aap.
impossible que n2 commence son activité à d’autres moments, car cela provoquerait
un délai infini. Nous considérons que le temps est discret et que la granularité du
temps est par exemple, 320µs comme dans la norme IEEE 802.15.4 [IEE11].
Soit d1 le délai moyen avant que n1 et n2 partagent une activité commune, pour
le cas 1 de la figure 3.3. Ce délai représente toutes les attentes possibles du nœud
n1 (représentées par y) lors de sa période d’activité (représenté par x ∈ [0;α.BI[).















La somme pour x allant de 0 à y − 1 prend en compte le temps d’attente du nœud
n1 juste avant le réveil du nœud n2. La somme pour x allant de y jusqu’à α.BI − 1




représente la pondération par tous les instants
de l’activité de n1 (αBI) et également par ceux de n2 (αBI). On obtient donc par
calcul et par simplification 1 :
d1 =
(α.BI − 1)(α.BI + 1)
6α.BI
.
Soit d2 le délai moyen avant que n1 et n2 partagent une activité commune
dans le cas 2 de la figure 3.3. d2 représente les attentes pour tous les ins-
tants x ∈ [0;α.BI[ de l’activité de n1 par rapport à toutes les avances pos-
sibles de l’activité de n2 par rapport à celle de n1. d2 s’exprime comme suit :
1. Il faut noter que tous nos calculs ont été réalisés et simplifiés en utilisant le logiciel de calcul
en ligne sur le site http://www.wolframalpha.com.
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La somme pour x allant de 0 jusqu’à y+α.BI−BI−1 représente le temps d’attente
(qui est égale à 0) quand les deux nœuds sont actifs simultanément. La somme de x
allant de y + α.BI −BI à α.BI − 1 représente le délai avant la prochaine rencontre
entre n1 et n2. On a donc :
d2 = −
(α.BI − 1)(2α.BI − 3.BI − 1)
6α.BI
.

























taux d’activité (α ∈]0; 1])
Figure 3.4 – Calcul numérique du délai d en fonction de BI et α.
La figure 3.4 montre le délai moyen d en fonction de BI et α. On peut noter que
le délai moyen est relativement faible. Il atteint jusqu’à 70 s pour BI = 256 s et
α = 6.25 %.
L’inconvénient principal de l’approche Aap est qu’elle génère une grande probabi-
lité que des paires de nœuds dans un même voisinage ne se rencontrent jamais.
3.1.1.2 Approche asynchrone périodique avec BI et SD différents
Nous avons proposé dans [AGM13], d’utiliser des BI aléatoires pour chaque nœud,
afin d’augmenter les possibilités de rencontre entre les nœuds et afin d’éviter que des
paires de nœuds aient des activités systématiquement disjointes. Nous notons cette
approche A
′
ap. Dans cette partie nous décrivons l’approche A
′
ap puis, nous proposons
un mécanisme distribué à partir cette approche.
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L’approche A
′
ap peut être résumée de la manière suivante :
• attribuer aux nœuds des BI différents,
• faire commencer les activités des nœuds indépendamment,
• faire en sorte que les nœuds maintiennent tous le même taux d’activité.
Le premier point permet de réduire la probabilité Pdisjoint. Le deuxième point fait en
sorte que tous les nœuds ne sont pas toujours actifs en même temps, ce qui réduit
la contention d’accès au médium. Le troisième point permet à notre mécanisme de












Figure 3.5 – Exemple d’activité de trois nœuds n1, n2 et n3, dans l’approche A
′
ap. Les
activités sont non synchronisées, périodiques, avec des BI et SD différents pour un
taux d’activité de 25 %.
La figure 3.5 montre les activités de trois nœuds n1, n2 et n3 pour l’approche A
′
ap.
Chaque nœud opère avec un taux d’activité de 25 % même si chaque nœud a un
BI différent. Les activités communes entre les nœuds ne sont pas périodiques : elles
apparaissent en fonction du BI choisi par chaque nœud et de la date de démarrage de
son activité. Par exemple, le nœud n1 partage une activité commune avec le nœud n2
au début de la première période d’activité de n1, et à la fin de sa troisième période
d’activité. La nœud n3 partage également une activité commune avec le nœud n2 au
début de sa première période d’activité, et une activité commune en même temps avec
les nœuds n1 et n2 à la fin de sa deuxième période d’activité. Toutes les possibilités
d’activités communes entre les nœuds se produisent sur cet exemple.
Les principaux avantages de l’approche A
′
ap sont les suivants :
• A
′
ap ne nécessite pas de synchronisation entre les nœuds,
• la probabilité pour que deux paires de nœuds à portée de communication ne se
rencontrent jamais (Pdisjoint) est très réduite par rapport à l’approche Aap,
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• A
′
ap conduit à ce que peu de nœuds soient actifs en même temps (en moyenne),
ce qui augmente les performances de l’accès au médium en réduisant la conten-
tion 2.
Mise en œuvre d’un mécanisme distribué à partir de A
′
ap




L’algorithme 1 présente ce mécanisme. Pendant la phase d’initialisation, les nœuds
partagent les valeurs suivantes : ∆ qui représente une durée en périodes de backoffs
(320 µs comme dans la norme IEEE 802.15.4),minBI etmaxBI représentent respec-
tivement la valeur minimale du BI et sa valeur maximale, et α est le taux d’activité.
Nous supposons que l’activité des nœuds commencent indépendamment et aléatoi-
rement. Chaque nœud i choisit son propre BIi dans l’intervalle [minBI ;maxBI] à
l’aide du calcul suivant : 4.⌊rand(minBI,maxBI)/4⌋ 3. Après une durée de ∆ pé-
riodes de backoffs, le nœud détermine s’il a rencontré un voisin. Si ce n’est pas le cas,
il tire aléatoirement une nouvelle valeur pour BIi et recommence.
Définir les constantes ∆, minBI, maxBI et α
neighbors← 0
répéter
BIi ← 4× ⌊rand(minBI,maxBI)/4⌋
SDi ← α×BIi
répéter
nœud actif durant SDi périodes de backoffs
new ← nombre de nouveaux voisins découverts
neighbors← neighbors + new
nœud inactif durant BIi − SDi périodes de backoffs
jusqu’à ce que ∆ périodes de backoffs soient passées
jusqu’à ce que neighbors 6= 0
tant que batterie ok faire
nœud actif durant SDi périodes de backoffs
nœud inactif durant BIi − SDi périodes de backoffs
fintantque
Algorithme 1 – Algorithme du mécanisme distribué utilisant des BI et SD indé-
pendants.
2. Cette valeur n’a pas été évaluée mathématiquement
3. Les multiples de 4 sont utilisés pour limiter la taille du plus grand commun multiple des BI
dans un voisinage.
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Si c’est le cas, le nœud conserve cette valeur BIi. Après cette phase d’initialisation,
chaque nœud i maintient son propre intervalle de balise BIi et reste actif pendant
SDi périodes de backoffs et inactif pendant BIi − SDi périodes de backoffs.
Lorsque le premier nœud rejoint le réseau, il change plusieurs fois son BI car il n’y
a aucun voisin présent. Par contre, lorsqu’un second nœud rejoint le même réseau,
ces deux nœuds vont finir par se rencontrer et alors ils conservent leurs BI respectifs.
Notre mécanisme est distribué car il ne nécessite pas une connaissance sur les
autres nœuds, et ne requiert pas une grande surcharge en terme de messages de
contrôle. Cependant, le temps à partir duquel tous les nœuds ont un BI stables peut
être long, en fonction de la valeur de la période d’attente ∆ fixée et du nombre moyen
de nœuds dans le voisinage de chaque nœud.
3.1.1.3 Approche asynchrone apériodique et cyclique : Aaa
Nous avons proposé dans [AGM14b], un autre mécanisme de planification de
l’activité des nœuds que nous notons Aaa (pour approche asynchrone apériodique et
cyclique).
Dans l’approche Aaa, le temps est divisé en cycles de durée c. Chaque nœud
connaît c et la durée de son activité dans le cycle, notée a (a = α.c où α est le
taux d’activité). Au cours de chaque cycle, les nœuds décident indépendamment et
de façon aléatoire (dans l’intervalle [0; c− a[) l’instant de démarrage de leur activité.
La figure 3.6 montre le mécanisme Aaa pour trois nœuds n1, n2 et n3, qui sont








Figure 3.6 – Exemple d’activité de trois nœuds n1, n2 et n3, avec un taux d’activité
de 25 %. Les nœuds démarrent indépendamment et aléatoirement leur activité dans
chaque cycle c.
voir sur cet exemple que toute paire de nœuds peut partager une période d’activité
commune (même si cela ne se produit pas dans tous les cycles), et qu’il y a même
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des possibilités que les trois nœuds partagent une activité commune.
Dans l’approche Aaa, le délai moyen (noté dt(Aaa)) avant que deux nœuds puissent
partager une période d’activité commune d’au moins t unités de temps appelée ren-
contre fructueuse est une métrique importante. Nous supposons que le temps est
discret et que t comporte le temps nécessaire pour détecter une rencontre, échanger
au moins une trame de donnée et recevoir un ACK avec l’algorithme CSMA/CA
non slotté. Une étude menée par Niek et al. [NBP+06] montre que ce temps varie
entre 2 ms et 6 ms, dans le cas d’un canal parfait. Nous définissons la valeur de t à
15,36 ms (ce qui est aussi la durée minimale d’une supertrame dans la norme IEEE
802.15.4). Nous évaluons mathématiquement le délai dt(Aaa). La rencontre fructueuse
n’est possible que dans le cas où t < a (la durée totale de l’activité commune t entre
deux paires de nœuds est toujours inférieure à la durée totale de l’activité a). Il
est important de noter que la rencontre fructueuse entre n1 et n2 ne se produit pas
nécessairement au cours de la première activité de n1.
La figure 3.7 montre le délai dt(Aaa) d’un nœud n1 avant de partager une activité
fructueuse avec un nœud voisin n2. Ce délai est évalué comme la somme de la durée
entre l’activité de n1 et la fin du premier cycle de n1 (notée df), plus la durée totale
des cycles sans rencontres (notée dki ), plus la durée passée par n1 dans le cycle de










Figure 3.7 – Délai dt d’un nœud n1 avant de partager une activité fructueuse avec
un nœud voisin n2 pour un taux d’activité de 25 %.
Pour calculer le délai moyen dt(Aaa), nous avons besoin de déterminer la probabi-
lité de rencontre fructueuse entre deux nœuds dans un cycle donné. Dans un cycle de
rencontre soit le nœud n1 démarre son activité peu de temps avant celle de n2 (voir la
partie gauche de la figure 3.8). Cette situation se produit avec une probabilité (a−t)/c
et garantit des rendez-vous pendant au moins t unités de temps. Soit le nœud n2 dé-
marre son activité peu de temps avant celle de n1 (voir la partie droite de la figure 3.8).
Cette situation se produit avec une probabilité (a−t−1)/c et garantit des rendez-vous
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Figure 3.8 – Les deux possibilités de rencontre fructueuse entre deux nœuds voisins
n1 et n2.
lité pt(Aaa) pour que deux nœuds partagent une activité commune d’au moins t unités
de temps au cours d’un cycle donné est : pt(Aaa) = (2(a− t)− 1)/c. Il faut dire que
cette modélisation ne prend pas en compte la contention pour l’accès au canal (même
si une partie de cette contention peut être intégrée dans le choix de la valeur de t). La
probabilité p∗t (Aaa) pour que deux nœuds se rencontrent à terme (c’est-à-dire dans
n’importe quel cycle) et partagent une activité commune pendant au moins t unités





est le numéro du cycle dans lequel la rencontre fructueuse a lieu.
Le délai moyen dt(Aaa) peut être étudié dans deux cas : le cas où la rencontre a
lieu dans le premier cycle et le cas où la rencontre a lieu dans un cycle ultérieur.
Dans le cas où la rencontre entre n1 et n2 se produit dans le premier cycle (qui
arrive avec une probabilité pt(Aaa) et dans ce cas dki et δ sont égales à 0) on observe
les deux cas suivants : soit n1 commence son activité avant n2 (au plus a− t unités
de temps, voir partie gauche de la figure), le délai d1 dans ce cas étant alors d1 =
a−1∑
x=0
(c−x)/a = (2.c− a+1)/2, soit n2 commence son activité avant n1 (au plus a− t
unités de temps, voir la partie droite de la figure 3.8) dans ce cas le délai est nul.
Si n1 et n2 se rencontrent pendant le ke`me cycle, avec k ≥ 2 (qui arrive avec une
probabilité 1 − pt(Aaa)), les composantes du délai dt(Aaa) s’expriment comme suit :
La durée df =
a−1∑
x=0
(c − x)/a = (2.c − a + 1)/2, la durée dki peut être simplement
exprimée comme : dki = (k − 2).c, et la durée δ peut être obtenue en additionnant
le temps avant le début de l’activité de n1 dans le dernier cycle, et le temps calculé
précédemment d1, on obtient donc : δ = d1 +
c−a−1∑
z=0
z/(c − a) = (c − a − 1)/2 + d1.
Par conséquent, le délai d2 dans ce cas est :
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Le délai moyen dt(Aaa) est finalement exprimé comme suit :
















Taux d’activité (α ∈]0; 1])
Figure 3.9 – Délai moyen dt(Aaa) (en secondes) avant que deux nœuds établissent un
contact d’une durée minimale t = 15.36 ms, déterminé analytiquement.
La figure 3.9 montre l’évaluation numérique du délai dt(Aaa) en fonction de la
durée du cycle c et du taux d’activité α. On peut voir que le délai augmente quand
la durée du cycle c augmente ou quand le taux d’activité diminue. Quand le taux
d’activité est de 6.25 % et la durée du cycle est de 256 s, il faut en moyenne 1750 s
pour un t = 15.36ms (soit moins de 7 cycles) pour que deux nœuds partagent une
rencontre fructueuse.
L’approche Aaa génère un long délai avant qu’une paire de nœuds donnée partage
une période d’activité commune. Notons que ce délai concerne uniquement le cas où
les nœuds disposent d’un seul voisin potentiel pouvant servir de nœud intermédiaire
pour transmettre les données. Ce délai peut être réduit si le nœud a plus d’un voisin
plus proche de la destination que lui. Par exemple sur la figure 3.10, une source s
est à portée de k nœuds voisins plus proche de la destination que lui. Chacun de ces
k nœuds est à porté de transmission avec la destination d (supposé toujours actif).
Ainsi, la source s a k possibilités de nœuds intermédiaires pour envoyer ses données à
la destination d. Ce qui fait que, le nombre moyen de cycles pour que s communique
avec un voisin plus proche de la destination diminue : ce nombre est en moyenne de
100 cycles pour un voisin et un taux d’activité de 1 %, de 50 cycles pour deux voisins,
et de 33 cycles pour trois voisins. Cela réduit le délai d’attente avant que les nœuds
partagent des rencontres fructueuses avec leurs voisins.
L’approche Aaa présente de nombreux avantages.
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Figure 3.10 – Topologie réseau (appelée topologie en diamant) avec un nœud source
s qui dispose de k possibilités de nœuds intermédiaires pour atteindre d.
• Elle ne nécessite pas de synchronisation, donc permet de développer un proto-
cole MAC complètement asynchrone, et notamment robuste aux dérives d’hor-
loges, qui peuvent être très importantes lorsque les nœuds sont inactifs pendant
de grandes durées.
• Elle évite que l’activité de paire de nœuds à portée soit disjointe.
3.1.2 Protocole MAC à rencontres aveugles
Nous avons proposé dans [AGM14a], un protocole MAC asynchrone à rencontres
aveugles basé sur le mécanisme de planification Aaa décrit dans la partie 3.1.1.3 que
nous notons AaaMAC dans la suite.
3.1.2.1 Description du protocole MAC à rencontres aveugles : AaaMAC
Une rencontre aveugle se réfère à la capacité d’un nœud à être actif en même
temps qu’un autre nœud sans hypothèse préalable de synchronisation ou d’échange
d’informations sur les activités. Dans [MMKR13], les auteurs montrent que peu de
protocoles MAC sont effectivement basés sur des rencontres aveugles. Nous proposons
un protocole MAC basé sur des rencontres aveugles et où la rencontre entre les nœuds
est détectée par la réception d’une trame balise.
Notre protocole MAC utilise l’algorithme CSMA/CA non slotté de la norme IEEE
802.15.4 sans suivi de balises, mais avec un mécanisme d’activation des nœuds basé
sur l’approche Aaa. Chaque nœud connaît la durée de son cycle c et la durée a de
son activité dans le cycle. Au cours de chaque cycle, les nœuds choisissent indépen-
damment et aléatoirement dans l’intervalle [0; c − a[ l’instant de démarrage de leur
activité.
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Quand un nœud se réveille, il diffuse une trame balise pour annoncer son réveil à
son voisinage. Pour réduire la probabilité de collision, les trames balises sont envoyées
en utilisant le mécanisme CSMA/CA non slotté, comme indiqué sur la figure 3.11.
Il faut noter que la tentative d’envoi de la balise a un crédit illimité (au moins
jusqu’à la fin de la période d’activité du nœud). En cas de tentative infructueuse
d’accès au canal, elle est répétée jusqu’à ce que le nœud accède au canal et envoie
sa trame balise ou jusqu’à la fin de son activité. En raison des périodes de backoffs
aléatoires du mécanisme CSMA/CA non slotté, la trame balise peut ne pas être
envoyée immédiatement après le réveil du nœud, ce qui réduit la durée de l’activité






Figure 3.11 – Zoom sur l’activité d’un nœud dans un cycle.
La figure 3.12), représente la structure d’une trame balise. Le paramètre type
représente le type de trame (qui peut être une balise, une notification, une donnée ou
un ACK), dn est un booléen qui indique si le nœud est apte à recevoir des données et
rn indique si le nœud a des données dans sa file d’attente. Id-Source est l’identifiant
du nœud et ar est la durée restante de la période d’activité dans le cycle en cours.
Id-SourceType ardn rn
Figure 3.12 – Structure d’une trame balise.
Toutes les trames de données transmises requièrent un accusé de réception. Après
quatre envois d’une même trame de données, si aucun accusé de réception n’est reçu,
la trame de données est supprimée et une notification est envoyée à la couche réseau.
Nous faisons l’hypothèse que les communications sont de type convergecast (c’est-
à-dire des nœuds vers une seule destination finale) et nous ignorons le problème du
terminal caché. Aussi, dans nos protocoles un nœud peut être à la fois émetteur et
récepteur. Pour un nœud n tout voisin v plus éloigné de la destination peut se servir
de n comme nœud intermédiaire, et tout voisin v plus proche que n de la destination
peut être un nœud intermédiaire pour n (notons que cette décision est prise au niveau
de la couche réseau).
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Figure 3.13 – Exemple des deux cas d’envoi et de réception de données quand les
nœuds partagent une période d’activité commune avec une possibilité de nœud in-
termédiaire.
Lorsqu’un nœud n, avec des données dans sa file d’attente passe en période d’ac-
tivité on peut observer les situations suivantes :
1. Soit le nœud ne rencontre aucun voisin (plus proche de la destination que lui)
actif avant sa période d’activité et même durant sa période d’activité. On dira
dans ce cas que le nœud n n’a eu aucune rencontre fructueuse, il devra attendre
le prochain cycle pour voir s’il partage une activité fructueuse avec l’un de ses
voisins plus proche de la destination que lui.
2. Soit le nœud réalise une seule rencontre fructueuse avec un seul voisin plus
proche de la destination que lui. La figure 3.13 décrit ce cas dans lequel un
nœud n a des données à envoyer à un nœud voisin v. La partie gauche (cas
1) de la figure montre le cas d’une rencontre fructueuse lorsque le nœud émet-
teur n commence son activité avant le nœud v. Après la réception de la balise
du nœud v, le nœud n envoie sa trame de données au nœud v et attend un
accusé de réception. Lorsque le nœud v reçoit la trame de données, il répond
par une trame ACK (toutes les trames sont envoyées en utilisant le mécanisme
CSMA/CA non slotté). La partie droite (cas 2) de la figure 3.13 montre le cas
où, le nœud récepteur v commence sa période d’activité avant le nœud émetteur
n. Ici, à la réception de la balise du nœud n, le nœud v envoie une deuxième
balise pour signifier qu’il est aussi en activité et qu’il peut recevoir des don-
nées. Ensuite, le nœud n peut envoyer ses données. Enfin, le nœud v termine
la transmission par un accusé de réception.
Il faut noter que les durées δ1 à δ5 représentent le temps nécessaire pour qu’un
nœud effectue le CSMA/CA et transmettre une trame. Ces durées vont dé-
pendre du nombre de nœuds en compétition pour l’accès au médium dans le
voisinage des nœuds.
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Figure 3.14 – Exemple d’envoi et de réception de données quand les nœuds partagent
une période d’activité commune avec plus d’une possibilité de nœuds intermédiaires.
3. Soit le nœud rencontre plusieurs voisins (certains plus proches de la destination
que lui et d’autres plus éloignés de la destination que lui). La figure 3.14 illustre
un cas où un nœud n est en activité et a des données dans sa file d’attente.
Dans son voisinage un ensemble de nœuds plus proche de la destination que n
(ici v1R et v
2





vont partager une activité commune avec n.
On suppose que tous les nœuds sont à portée de transmission de n, v1R et v
2
R
sont aussi à portée l’un de l’autre tout comme v1E et v
2
E, mais les nœuds v
1
R et





Dans l’exemple représenté, v1R et v
1
E ont débuté leur période d’activité avant n
et v2R et v
2
E débutent leur période d’activité après n. Après que n ait diffusé sa
balise d’annonce d’activité, v1R est le premier à annoncer à n qu’il est aussi en
activité. Quand n entend la balise de v1R, il ne réussit pas à envoyer sa trame
à v1R car v
1
E tente de lui envoyer sa trame et accède au canal en premier. n
reçoit donc la trame de donnée de v1E et annule sa transmission pour envoyer
une trame ACK à v1R, mais le démarrage de l’activité de v
2
R va retarder sa
transmission. Dans le même temps les communications en cours empêchent v2E
de diffuser sa balise d’annonce d’activité. Dans le cas où le nœud n entend
finalement la balise de v2E avec une annonce de file non vide, n ne peut pas
annoncer à v2E qu’il est aussi en activité vu qu’il a une communication en cours.
La deuxième balise d’annonce d’activité est envoyée uniquement quand le nœud
n’a aucune communication en cours. Notons que lorsqu’un nœud a la possibilité
de communiquer avec k > 1 voisins plus proches de la destination que lui, il
effectue un tirage aléatoire sur k et le voisin à la position de l’indice tirer (dans
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sa liste de voisins proche en activité) sera le récepteur de sa trame.
Notons que nous n’ignorons pas les possibilités de collisions. Les collisions de
balises ne sont jamais constatés par l’émetteur et donc empêchent que les voisins
déjà en activité aient la connaissance de l’activité annoncée. Par contre, les
nœuds retransmettent leur trames de données s’ils ne reçoivent pas de trame
ACK après une durée prédéfinie (au maximum 4 fois).
Le fonctionnement détaillé de notre protocole MAC est décrit dans la suite.
3.1.2.2 Algorithme de fonctionnement du protocole AaaMAC
Dans chaque cycle faire










n attend durant un temps aléatoire dans [0;c-a]
n est actif durant a périodes de backoffs
n envoie une notification d’activité à la couche réseau en début d’activité
n diffuse une trame balise comportant dn, rn et ar
n est inactif jusqu’à la fin du cycle
Algorithme 2 – Algorithme de fonctionnement de notre protocole MAC à ren-
contres aveugles.
L’algorithme 2 donne un fonctionnement détaillé de notre protocole MAC. Lors-
qu’un nœud n se réveille, il envoie une notification de son activité à la couche réseau,
puis diffuse une trame balise pour informer son voisinage de son réveil et de son
éventuelle disponibilité à recevoir des données. Chaque balise (voir la figure 3.12)
comporte la durée restante de l’activité de n (notée ar) et deux variables booléennes
dn et rn représentant respectivement la disponibilité et la requête pour une transmis-
sion. Dans notre protocole, lorsque la file d’attente de données d’un nœud est pleine,
ce nœud ignore toutes les trames qu’il reçoit. La variable dn est utilisée pour indiquer
si la file d’attente d’un nœud n est presque pleine, ce qui correspond à dn valant faux
ou non. La variable rn est utilisée pour indiquer si le nœud n fait une requête en vue
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de transmettre des données ou non (si sa file d’attente en transmission est vide, rn
est fausse, sinon rn est vraie). Lorsqu’un nœud est en fin d’activité ou à la fin de celle
d’un voisin ou lorsqu’un nœud reçoit une balise d’un voisin v avec la variable dv égale
à vraie, il envoie une notification à la couche réseau. Les trames reçues par un nœud
pendant sa période d’activité sont traitées par la fonction Réception(trame) décrite
dans l’algorithme 3. La trame reçue peut être une notification de la couche supérieure




envoyer la trame de donnée en tête de file
sinon
si type=balise alors
envoyer une notification à la couche réseau
sinon
si type=ACK alors
supprimer la trame en tête de file
si file non vide et ar suffisante alors
envoyer la trame en tête de file
finsi
sinon
si direction=vers couche basse alors
mettre la trame en file d’attente
sinon





Algorithme 3 – Fonction de réception d’une trame.
• Si la trame reçue est une notification d’émission, le nœud envoie la trame de
données en tête de file à l’adresse contenue dans la notification.
• Si la trame est une balise, le nœud envoie une notification à la couche réseau
pour indiquer l’activité du nœud source de la balise (Id-Source) et le minimum
entre la durée restante de son activité et celle du voisin.
• Si c’est une trame ACK, le nœud supprime la trame en tête de file. Si la file
est non vide, le nœud vérifie si son récepteur est toujours activité (avec une
durée d’activité restante suffisante pour recevoir des données et transmettre
un ACK), si c’est le cas, il envoie la trame de données en tête de file. Sinon,
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il envoie une notification de fin d’activité du voisin en question à la couche
supérieure pour trouver un autre nœud intermédiaire si nécessaire.
• Si c’est une trame de données, le nœud vérifie si elle est destinée aux couches
basses. Si oui, il la met en file d’attente. Sinon, il la remonte à la couche réseau.
3.1.2.3 Avantages et inconvénients du protocole AaaMAC
Les avantages de notre protocole MAC peuvent être résumés comme suit.
• Il ne nécessite pas de synchronisation entre les nœuds.
• Les nœuds sont en mesure de communiquer avec tous leurs voisins, ce qui
améliore l’efficacité énergétique du protocole. Par exemple, si les nœuds sont
actifs seulement 1 % du temps, le nombre moyen de cycles pour que deux nœuds
partagent une communication est de 100. Toutefois, plus un nœud a de voisins,
plus le nombre moyen de cycles pour qu’ils communiquent diminue.
• La contention pour l’accès au médium est généralement faible (comme le
nombre moyen de nœuds actifs en même temps est faible).
• Les nœuds maintiennent le même taux d’activité, ce qui permet de maîtriser la
consommation énergétique globale du réseau et donc de prédire la durée de vie
du réseau.
Cependant, notre protocole MAC peut conduire à un long délai avant que les
nœuds voisins se rencontrent pour communiquer (voir la figure 3.9), et la durée
d’activité commune qui peut servir à l’échange des trames par rapport au protocole
MAC synchrone est réduite.
3.1.3 Optimisations du protocole MAC à rencontres aveugles
Le délai dans le protocole MAC que nous avons proposé peut être grand, car une
source doit attendre pour avoir une période d’activité commune avec une destination
avant d’envoyer ses trames. Ce délai dépend principalement des paramètres c, a et
aussi du nombre de voisins (voir [AGM14a]). Dans la partie 3.1.3.1 nous montrons
comment réduire le délai d’attente avant rencontre en fragmentant c pour déterminer
une valeur optimale qui permet de garantir des périodes de rencontres suffisamment
longues pour les communications et aussi qui assure un faible délai d’attente avant
rencontre. Nous montrons dans la partie 3.1.3.2 qu’il est aussi possible de réduire
le délai d’attente (une fois que la valeur optimale de c est trouvée), si les nœuds
adaptent leur activité en fonction de celle des autres nœuds.
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3.1.3.1 Protocole MAC à rencontres aveugles avec périodes d’activités
fragmentées
La fragmentation peut être exprimée de la façon suivante : on peut réduire c (et
a) tout en gardant un taux d’activité constant. Plus c diminue, plus la durée avant
rencontre diminue (mais plus la durée des rencontres diminue aussi).
Principe de base de la fragmentation d’activité
Il est possible de réduire le délai avant une activité commune dans le protocole MAC
en fragmentant l’activité des nœuds en plusieurs parties : au lieu d’avoir une seule
activité qui dure a unités de temps par cycle, un nœud peut être actif f fois par
cycle, pour une durée de a/f unités de temps pour chaque activité. De cette façon,
le taux d’activité est toujours a/c, mais les nœuds partagent des activités communes








Figure 3.15 – Exemple d’activité de trois nœuds n1, n2 et n3, quand l’activité est
fragmentée en f = 2, avec un taux d’activité de 25 %. Chaque activité est aléatoire-
ment localisée deux fois chaque c unités de temps, au lieu d’une fois chaque c unités
de temps.
La figure 3.15 montre notre mécanisme de fragmentation quand le taux d’activité est
de 25 %, avec f = 2, c = 8 et a = 2. On peut remarquer que chaque nœud dispose
désormais de deux activités courtes par cycle, qui se traduisent par plus d’activités
communes, ce qui réduit le temps d’attente d’un nœud avant de partager une période
d’activité commune avec un voisin.
L’algorithme 4 donne un pseudo-code de la planification de l’activité d’un nœud
4. Rappelons que la consommation énergétique pour activer/désactiver le module radio est né-
gligeable par rapport à la consommation énergétique lorsque le nœud a son module radio actif.
Par exemple, sur le composant CC2420 (utilisé sur les TelosB et MicaZ) pour une puissance de
transmission de 0 dbm, le composant consomme 18.8 mA en réception, 17.4 mA en émission, 20 µA
pour la désactivation et une durée de 100 µs pour activer du module radio [Ins06].
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avec le mécanisme de fragmentation.
i← 1
tant que i ≤ f faire
tdebuti ← random((c− a)/f)
le nœud attend tdebuti
le nœud active son module radio
le nœud attend a/f unités de temps (avec le module radio activé)
le nœud désactive son module radio
le nœud attend c−a
f
− tdebuti unités de temps
i← i+ 1
fintantque
Algorithme 4 – Planification de l’activité d’un nœud dans un cycle, avec une
activité fragmentée f fois.
La durée du cycle c et de l’activité a, et le nombre de la fragmentation f sont
égaux pour tous les nœuds. Le nœud n se réveille à la date tdebuti dans chaque frag-
ment i ≤ f de cycle (c/f), i ∈ [1; f ], pendant a/f unités de temps et ensuite éteint
son composant radio pendant (c− a)/f − tdebuti unités de temps.
Lorsqu’un nœud est actif, il fonctionne exactement suivant l’algorithme de fonction-
nement du protocole MAC proposé dans la partie 3.1.2.
Le mécanisme de fragmentation réduit le délai avant que deux paires de nœuds
quelconques partagent une activité commune par rapport au protocole MAC de base
que nous avons proposé. Cependant, ce mécanisme réduit la durée de l’activité com-
mune. Nous ne pouvons donc pas fragmenter indéfiniment l’activité dans un cycle
c. Trouver la valeur optimale de fragmentation f de telle sorte que nous ayons non
seulement un faible délai, mais aussi des durées d’activités communes assez longues
pour communiquer, est un problème qui sera discuté dans la partie 4.2.2.
Extension possible avec le mécanisme de fragmentation
Il est possible de se servir du mécanisme de fragmentation pour proposer un pro-
tocole MAC à fragmentation auto-adaptative (avec un taux d’activité fixe) qui ne
souffre pas du problème de rencontres courtes. Pour cela, il est possible d’utiliser la
fragmentation pour détecter une rencontre et si besoin étendre cette activité, tout
en maintenant fixe la durée de l’activité a dans chaque cycle, comme indiqué sur la
figure 3.16. Il y a à présent au plus f activités par cycle, chacune durant au moins
a/f unités de temps. Lors d’une rencontre fructueuse, l’activité est étendue tant que
les communications sont effectives, dans la limite du temps d’activité restant dans
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Figure 3.16 – Exemple d’activité de trois nœuds n1, n2 et n3, quand l’activité est
fragmentée en f = 4, avec possibilité d’étendre l’activité si nécessaire, pour un taux
d’activité de 25 %.
le cycle. La durée totale de l’activité par cycle c n’excède donc jamais a unités de
temps.
Cette extension sera exploitée dans nos travaux futurs.
3.1.3.2 Protocole MAC adaptatif
Nous avons proposé SLACK-MAC (pour Adaptive MAC Protocol for Low Duty-
Cycle Wireless Sensor Networks) dans [AGLM15], pour que les nœuds adaptent leurs
activités en fonction des activités des autres nœuds. Ce protocole s’inspire des travaux
proposés dans [ADJL13], où les auteurs ont proposé le protocole SR3, qui utilise un
mécanisme de réputation.
Dans SLACK-MAC, les nœuds enregistrent un historique des communications
fructueuses avec leurs voisins, et se servent de cet historique pour déterminer la date
de la prochaine activation de leur module radio. Cet historique augmente la probabi-
lité de sélectionner une date de réveil qui a permis des communications fructueuses.
Description de SLACK-MAC
L’idée principale de SLACK-MAC est de maintenir un historique des temps de dé-
marrage d’activité dans un cycle correspondant à des communications réussies avec
les voisins. Dans SLACK-MAC, les nœuds ne choisissent pas toujours leur date d’ac-
tivation uniformément de façon aléatoire dans chaque cycle, mais ils se servent de la
connaissance des communications réussies pour calculer leur prochaine date d’acti-
vation.
La figure 3.17 décrit un exemple d’activité de trois nœuds voisins n1, n2 et n3 avec
SLACK-MAC. Initialement, tous les nœuds choisissent leurs temps d’activation uni-
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formément de façon aléatoire dans chaque cycle. Une fois qu’un nœud choisit une date
d’activation qui conduit à une communication réussie (réception ou émission d’une
trame), il mémorise cette date et la probabilité de choisir cette même date augmente,
comme on peut le voir vers la droite de la figure (la couleur foncée représente les ren-













Figure 3.17 – Exemple d’activité de trois nœuds voisins n1, n2 et n3, avec SLACK-
MAC, pour un taux d’activité de 25 %.
Mécanisme de construction des liste dans SLACK-MAC
SLACK-MAC requiert que chaque nœud maintienne deux listes, E (pour liste d’émis-
sion) et R (pour liste de réception) qui contiennent des dates de démarrage d’activité
dans les cycles.
Notons tdebuti le début de l’activité dans le cycle courant i et t
fin
i la fin de la période
d’activité dans le cycle i, comme représenté sur la figure 3.17. La date tdebuti est la
valeur aléatoire tirée juste en début de période d’inactivité dans le cycle i − 1 pour
déterminer à partir de quelle date la période d’activité va démarrer dans le prochain
cycle i. Au cours d’une activité, un nœud peut ajouter tdebuti une fois par cycle soit
dans la listes E ou soit dans la liste R (ou dans les deux listes) si ce nœud envoie
ou (et) reçoit une ou plusieurs trames de données dans le cycle. Chaque nœud utilise
ces deux listes pour déterminer sa prochaine date de réveil. La figure 3.18 montre un
exemple de l’évolution des listes E et R dans trois cas différents. Le cas 1 montre
l’état des listes quand elles sont vides, c’est-à-dire au démarrage lorsque le nœud n’a
réalisé aucune rencontre fructueuse (les deux listes sont vides). Le cas 2 montre l’état
des listes lorsque pendant le cycle i le nœud démarre son activité à la date tdebuti et
reçoit avec succès au moins une trame de données, tdebuti est ajouté à la liste R. Le cas
3 montre l’état des listes lorsqu’ensuite, dans le cycle j le nœud démarre son activité
à la date tdebutj envoie et reçoit également avec succès au moins une trame de données,
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tdebutj est ajouté dans les deux listes E et R. Lorsqu’une liste est pleine et qu’il y a
une nouvelle entrée, l’entrée la plus ancienne de la liste est supprimée, puis les autres











Figure 3.18 – Exemple de l’état des listes E et R dans trois cas différents.
Algorithme du fonctionnement de SLACK-MAC
L’algorithme 5 donne le pseudo-code du comportement d’un nœud quand il est en
activité. Dans SLACK-MAC chaque nœud a une file d’attente des trames de données
de taille fixe pour les données qui doivent être transmises, notée file. Si file est
pleine et un nœud reçoit un nouveau paquet, le nœud ignore ce dernier paquet. Afin
d’optimiser notre protocole, suivant l’état de file, chaque nœud adapte sa stratégie
de sélection de sa prochaine date de réveil, selon les règles suivantes :
• Si file est vide (état=1), un nœud n’a pas de paquets à envoyer, il est donc inutile
de sélectionner les dates de démarrage qui sont dans la liste E . La prochaine
date de réveil est choisie de manière uniforme dans R avec une probabilité de
1/2, et uniformément de façon aléatoire dans D autrement.
• Si file est pleine (état=2), un nœud ne peut plus accepter les trames entrantes, il
est donc inutile de sélectionner des temps qui sont dans la liste R. La prochaine
date de réveil est choisie de manière uniforme dans E avec une probabilité de
1/2, et uniformément de façon aléatoire dans D autrement.
• Dans tous les autres cas (état=3), un nœud sélectionne sa prochaine date de
réveil uniformément dans R avec une probabilité de 1/3, de manière uniforme
dans E avec une probabilité de 1/3, et uniformément de façon aléatoire dans
D autrement.
Plus formellement, la probabilité qu’un nœud sélectionne la date de son pro-
chain réveil t ∈ D (où D désigne toutes les dates de réveil possibles dans le
cycle, c’est à dire une date entre [0; c − a], c étant le cycle et a l’activité) est
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donnée par la formule suivante :













1|R|6=0 + 1|E|6=0 + 1
(3.1)
où |L| représente le nombre d’éléments dans la liste L, |L|t représente le nombre
d’occurrences de temps tdebuti dans L, et 1P est la fonction indicateur (elle est
égale à 1 si le prédicat P est vrai et 0 sinon).
tant que nœud n est actif faire
si n reçoit une trame du nœud s pendant le cycle i alors
ajouter la trame dans file
si tdebuti n’a pas encore été ajouté pour le cycle i alors
ajouter tdebuti à R
finsi
finsi
si n envoie une trame à un nœud r pendant le cycle i alors
enlever la trame de file
si tdebuti n’a pas encore été ajouté pour le cycle i alors




si file est vide alors
t← Date-Prochain-Réveil(état=1)
sinon






programmer le prochain réveil à la date t du prochain cycle
Algorithme 5 – Activité d’un nœud n dans SLACK-MAC.
La fonction Date-Prochain-Réveil(état) présentée dans l’algorithme 6, déter-
mine la date du prochain réveil suivant le contenu des deux listes et la for-
mule (3.1). Notons que, initialement lorsque les deux listes sont vides, nous
avons Pr[X = t] = 1
|D|
, ce qui signifie que la date du prochain réveil est choisie
uniformément de façon aléatoire dans D. Si l’une des deux listes est vide, nous
sélectionnons un élément de la liste non vide avec une probabilité de 1/2, et
une date uniformément de façon aléatoire dans D sinon. Si aucune des deux
95
3.1. Protocole MAC asynchrone à faible taux d’activité
listes n’est vide, nous sélectionnons un élément de la liste R avec une probabi-
lité de 1/3, un élément de la liste E avec une probabilité de 1/3, et une date
uniformément de façon aléatoire dans D sinon.
Entrée : état (de la file)
si état=1 alors
indice← random(2);








si choix = 0 alors







choix = 0 :
t← E [random(taille(E ))];
choix = 1 :
t← R[random(taille(R))];






Algorithme 6 – Date du prochain réveil dans un cycle i.
Il faut dire que SLACK-MAC permet aux nœuds d’adapter leur activité en fonc-
tion de celles de leur voisinage. Ce qui améliore la probabilité de communications
fructueuses, qui à son tour réduit le temps d’attente avant une activité commune.
SLACK-MAC se sert de l’état de la file d’attente des nœuds pour optimiser les com-
munications, ce qui réduit le taux de perte donc augmente le taux de livraison des
données. Cependant, SLACK-MAC est moins réactif face aux changements de voisi-
nage par rapport au protocole MAC de base (proposé dans la partie 3.1.2).
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3.2 Protocoles de routage pour faible taux d’activité
L’objectif des protocoles de routage est de trouver le meilleur chemin pour at-
teindre la destination. Un protocole de routage pour des RCSF doit faire face aux
contraintes liées aux nœuds capteurs telles que la faible mémoire, la faible capa-
cité de stockage et l’énergie limitée. Ces protocoles doivent également faire face aux
contraintes des protocoles MAC sur lesquels ils sont basés. L’une des contraintes fon-
damentales liées aux protocoles MAC est l’activation et la désactivation du module
radio des nœuds capteurs. Plus le pourcentage de temps dans lequel les nœuds laissent
leur module radio actif est faible, plus longue est la durée de vie du réseau comme
introduit dans [LG09]. Cependant, un faible taux d’activité se traduit soit par une
forte contention pour l’accès au médium (quand le protocole MAC est synchrone),
soit par une rareté des activités communes entre voisins (quand le protocole MAC
est asynchrone). Or, la plupart des protocoles de routage nécessite le maintien d’une
table de voisinage ou d’informations de routage (par exemple, un arbre logique, ou
la connaissance d’un coût jusqu’à la destination). Cette opération de maintenance
nécessite plusieurs messages de contrôle et est difficile à réaliser lorsque les activités
communes entre les nœuds voisins sont rares. En conséquence, la plupart des proto-
coles de routage ne sont pas adaptés aux RCSF, et ceux qui sont déjà basés sur un
mécanisme MAC à taux d’activité donnent de faibles performances quand le taux
d’activité est faible.
Dans ce qui suit, nous proposons deux protocoles de routage qui font face à la
rareté des liaisons et sont adaptés pour un nombre important de nœuds. L’un est basé
sur un mécanisme de gradient et l’autre est basé sur un mécanisme d’inondation. Tous
les deux utilisent le protocole AaaMAC proposé dans la partie 3.1.2 comme protocole
MAC.
3.2.1 Protocole de routage par gradient pour faible taux d’ac-
tivité
Les protocoles de routage par gradient sont basés sur le calcul d’un coût nommé
gradient, qui représente le coût minimum pour atteindre la destination finale. Ce coût
peut être calculé selon le nombre de sauts par rapport au puits, l’énergie résiduelle,
la fiabilité des liens, etc. Généralement, les nœuds qui sont proches du puits ont un
gradient plus faible que les autres. Chaque nœud maintient sa valeur de gradient
pour déterminer de façon opportuniste un nœud intermédiaire pour ses paquets de
données.
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Dans cette partie, nous proposons ADC-GRAB (pour Asynchronous low Duty-
Cycle GRAdient Based routing protocol), un protocole de routage par gradient basé
sur le protocole AaaMAC proposé dans la partie 3.1.2.
Dans ce qui suit, nous décrivons dans un premier temps le fonctionnement de
ADC-GRAB lors de la mise en place du réseau. Ensuite, nous décrivons l’algorithme
de routage en tant que tel. Puis, nous décrivons le mécanisme de mise à jour du gra-
dient. Enfin, nous faisons un résumé des avantages et des inconvénients du protocole
ADC-GRAB.
3.2.1.1 Mise en place du réseau avec le protocole ADC-GRAB
ADC-GRAB nécessite un mécanisme d’estimation du gradient lors de la mise en
place du réseau. Cette étape est une phase d’initialisation qui opère comme celle
effectuée dans le protocole GRAB [YZLZ05].
Dans GRAB, lorsqu’un nœud reçoit un paquet ADV il estime immédiatement son
gradient en incrémentant de 1 le gradient contenu dans le paquet reçu. Toutefois, ce
mécanisme ne prend pas en compte l’évolution des liaisons radios qui peuvent varier
en fonction de la pluie ou des changements de température. Dès lors, un nœud n
peut entendre un autre nœud v qui est en réalité assez éloigné de lui et estimer son
gradient en fonction de v qu’il entend assez rarement. La conséquence directe est que
n aura du mal à trouver d’autres nœuds avec un gradient plus petit que son gradient
à lui pour acheminer ses paquets de données.
Dans ADC-GRAB, nous fixons un seuil de robustesse pour le RSSI (pour Recei-
ved Signal Strength Indication) des paquets Hello (similaire aux paquets ADV dans
GRAB). Au départ, seul le puits connaît son gradient qui est fixé à 0, tous les autres
nœuds ont un gradient inconnu. Le puits diffuse en premier un paquet Hello. Lors-
qu’un nœud reçoit un paquet Hello, si c’est sa première réception de paquet Hello
avec un RSSI supérieur ou égal au seuil défini 5, il fixe son gradient à celui contenu
dans le paquet reçu incrémenté de 1, puis insère son gradient dans un paquet Hello
et commence à le rediffuser. Sinon (si son gradient est déjà fixé) il incrémente de
1 le gradient contenu dans le paquet Hello reçu et le rediffuse. Notons qu’un nœud
rediffuse au maximum les trois premiers paquets Hello reçus pour éviter l’explosion
de l’inondation des paquets Hello. Chaque nœud maintient une table de ses voisins
ayant un gradient inférieur, appelée table des potentiels relais dans la suite. Cette
table comporte l’identifiant, le gradient ainsi que la fréquence de réception (qui re-
5. En raison de certains liens peu fiables qui sont rarement disponibles, nous prenons en compte
la qualité du lien avec comme critère la puissance estimée à la réception d’un paquet qui doit être
au moins égale à seuil
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Figure 3.19 – Mécanisme de transmission des paquets de données dans ADC-GRAB,
à partir d’un nœud source ayant un gradient égal à 7. Les paquets de données sont
transmises en unicast et chaque nœud profite d’une rencontre opportuniste avec un
potentiel relais pour envoyer les paquets de données.
A la fin de cette petite phase d’initialisation, chaque nœud connaît son gradient
en terme de nombre de sauts (noté grad) pour atteindre la destination finale et peut
se servir d’une rencontre opportuniste avec l’un de ses voisins ayant un gradient
inférieur à son gradient comme nœud intermédiaire pour ses paquets de données. Il
faut noter qu’un nœud peut changer sa valeur de gradient s’il entend un autre nœud
de meilleur gradient avec au moins la même fréquence de réception que le nœud avec
lequel il a fixé son gradient.
La figure 3.19 montre un exemple de transmission des paquets de données d’un
nœud source positionné à un gradient égale à 7 du puits. Chaque nœud profite d’une
rencontre opportuniste (en fonction des dates de réveil gérées par la sous-couche
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MAC) pour envoyer ses paquets de données. Tous les paquets de données sont trans-
férés en unicast. Sur cet exemple, un nœud A se sert de l’un des liens peu fiables (lien
A→ B) pour relayer ses paquets de données, et gagne ainsi une avance.
3.2.1.2 Algorithme de routage dans le protocole ADC-GRAB
Dans ADC-GRAB, un nœud n avec un gradient gradn se sert toujours d’un voisin
v avec un gradient gradv inférieur à son gradient à lui (gradv < gradn), comme nœud
intermédiaire pour ses paquets de données. En dehors des paquets Hello de la phase
d’initialisation, ADC-GRAB ne nécessite pas de paquets de contrôle supplémentaires
pour mettre à jour la valeur du gradient. Par mesure d’optimisation, le format d’une
trame balise générée au niveau de la sous-couche MAC (voir la figure 3.12) est lé-
gèrement modifié pour permettre l’insertion de la valeur du gradient gradn (voir la
figure 3.20). Ainsi, la sous-couche MAC envoie une notification à la couche réseau
chaque fois que le nœud passe en période d’activité ou d’inactivité, quand un voisin
passe en période d’activité, ou encore quand elle échoue une transmission après quatre
tentatives pour un même paquet de données. Cette notification comporte l’identifiant
Id-Source du voisin v, la durée restante de son activité ar, la valeur de son gradient
gradv et le type de notification.
Id-SourceType ardn rn gradn
Figure 3.20 – Structure d’une trame balise de la couche MAC avec ADC-GRAB.
Notification venant de la sous-couche MAC
si c’est une notification d’activité d’un voisin v alors
Notification(1)
sinon
si c’est une notification d’échec de transmission alors
Notification(2)
sinon
n supprime toutes les entrées de sa liste de nœuds intermédiaires (n
est en fin d’activité)
finsi
finsi
Algorithme 7 – Algorithme de notification de la sous-couche MAC dans ADC-
GRAB.
Le mécanisme de routage dans ADC-GRAB est décrit dans l’algorithme 7 et opère
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comme suit : quand un nœud n reçoit une notification venant de la sous-couche
MAC, cette notification peut être soit une notification du début de l’activité du
nœud lui-même, soit une notification de l’activité d’un potentiel relais (voir fonction
Notification(1) décrite dans l’algorithme 8)), ou soit une notification d’un échec de
transmission (voir fonction Notification(2) décrite dans l’algorithme 9), soit la fin de
la période d’activité de n.
Fonction Notification(1) : un nœud n reçoit une notification d’activité d’un
voisin v
si gradv < gradn alors
si la liste de nœuds intermédiaires (potentiels relais actifs) de n est vide
alors
n ajoute v à sa liste de nœuds intermédiaires
si la file d’attente de n n’est pas vide alors
v devient le nœud intermédiaire pour les paquets de données de
n
n envoie une notification à la sous-couche MAC pour envoyer les
paquets de données via v
finsi
sinon
si v n’est pas déjà dans la liste de nœuds intermédiaires alors
n ajoute v à sa liste de nœuds intermédiaires
finsi
finsi
si v fait partie de la table des potentiels relais de n alors
n incrémente la fréquence de réception de v
sinon




Algorithme 8 – Fonction de notification d’activité d’un voisin.
Les points suivants spécifient les actions effectuées pour chaque type de notifica-
tion.
• La fonction Notification(1) décrite dans l’algorithme 8 est exécutée quand un
nœud n reçoit une notification d’activité d’un potentiel relais v. Le nœud n
vérifie d’abord si le gradient gradv du nœud v est inférieur à son gradient
à lui. Si gradn<gradv, n ignore la notification. Sinon, n ajoute v à sa liste
de nœuds intermédiaires (potentiels relais actifs), et si n n’avait pas déjà un
nœud intermédiaire (c’est-à-dire si sa liste de nœuds intermédiaires était vide),
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v devient le nœud intermédiaire pour les paquets de données de n. Le nœud n
peut envoyer ses paquets de données via v si sa file d’attente n’est pas vide en
envoyant une notification à la sous-couche MAC. Le nœud n met ensuite à jour
sa table de potentiels relais. Il commence par vérifier si v fait partie de sa table
de potentiels relais. Si c’est le cas, n incrémente de 1 la fréquence de réception
de v. Sinon, n ajoute une nouvelle entrée à sa table de potentiels relais avec une
fréquence de réception de 1 (cette table servira pour la mise à jour du gradient).
• Quand un nœud n reçoit une notification d’échec de transmission, la fonction
Notification(2) (voir algorithme 9) est exécutée. Le nœud n supprime le nœud
intermédiaire courant de sa liste et détermine une nouvelle destination, si cette
liste n’est pas vide.
• Quand un nœud n reçoit la notification de fin de sa période d’activité, toutes
les entrées de sa liste de nœuds intermédiaires sont supprimées.
Fonction Notification(2) : un nœud n reçoit une notification d’échec de
transmission
n supprime v de sa liste de nœuds intermédiaires
si la liste de nœuds intermédiaires n’est pas vide alors
n choisit un autre nœud intermédiaire pour ses paquets données
finsi
Algorithme 9 – Fonction de notification d’échec de transmission.
3.2.1.3 Maintenance de la topologie dans ADC-GRAB
Dans le protocole de routage ADC-GRAB, il n’y a pas d’échange de paquets de
contrôle (en dehors des paquets Hello de la phase d’initialisation et des balises de la
sous-couche MAC) de façon périodique pour mettre à jour la valeur du gradient. La
valeur du gradient gradn d’un nœud n est insérée dans tous les paquets (y compris
les balises). La valeur du gradient est mise à jour de façon dynamique grâce à une
table de potentiels relais, mise à jour à chaque notification d’activité du voisinage.
Lorsqu’un nouveau nœud k rejoint le réseau, la fonction Join() décrite dans l’al-
gorithme 10 est exécutée pour déterminer son gradient. Ce nœud écoute pendant au
maximum une durée équivalente à celle de la durée d’un cycle spécifiée dans le proto-
cole AaaMAC pour s’assurer d’entendre tous ses voisins. Pendant ce temps d’écoute,
il maintient une table de voisinage (notée tabletemp) de ses voisins v entendus avec
un RSSI supérieur au seuil fixé et de la valeur de leur gradient gradv. Ensuite, il fixe
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la valeur de son gradient gradk au minimum de ceux reçus incrémenté de 1. La table
des potentiels relais de k comporte tous les nœuds voisins v qui ont une valeur de
gradient gradv inférieur à la valeur de gradk.
Fonction Join()
Pendant une durée t (équivalent à la durée d’un cycle niveau MAC), construire
une table de voisinage tabletemp contenant les valeurs de gradient gradv des voisins
entendus
min← minimum des gradient de tabletemp
gradv ← min + 1
Algorithme 10 – Fonction de détermination de la valeur du gradient gradk quand
un nœud k rejoint le réseau.
L’algorithme 11 décrit le mécanisme de mise à jour du gradient dans le protocole
ADC-GRAB.
Entrée : table1, table2 table3 et table4 contiennent respectivement niveau1,
niveau2, niveau3, et niveau4 entrées
Après chaque P unités de temps faire
pour chaque entrée v de la table table1 faire
si v existe dans table2, table3 et table4 alors
si la fréquence de réception de v dans table1 est la même que celle
dans table2, table3, et table4 alors




si niveau1 > 0 alors
copie de table3 dans table4, de table2 dans table3, et de table1 dans table2
sinon
exécuter la fonction Joint() décrite dans l’algorithme 10
finsi
Algorithme 11 – Algorithme de maintenance du gradient dans ADC-GRAB.
Chaque nœud maintient un historique de la table des potentiels relais avec une
taille de quatre (de table1 à table4, avec table1 la table qui est mise à jour après chaque
notification d’activité d’un voisin par la sous-couche MAC). De façon périodique avec
une période P (fixée par exemple à 10 fois la durée du cycle des nœuds au niveau
MAC), les nœuds mettent à jour leurs différentes tables en copiant table3 dans table4,
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table2 dans table3, et table1 dans table2. Après chaque P unités de temps, un nœud
vérifie si la fréquence de réception d’un voisin est identique dans ces quatre tables. Si
elle n’évolue pas, le nœud suppose que le lien entre lui et ce potentiel relais n’existe
plus et supprime ce nœud de ses quatre tables. S’il existe toujours des entrées dans
table1, ce nœud conserve sa valeur de gradient. Sinon, ce nœud envoie à la couche
MAC une notification de demande d’activité qui dure un cycle, afin de permettre au
nœud d’écouter la balise de tous ses voisins et de réestimer son gradient. Ce nœud
se comporte exactement comme un nouveau nœud rejoignant le réseau en exécutant
la fonction Join(). De même, si un nœud entend régulièrement un voisin avec un
meilleur gradient, il met à jour la valeur de son paramètre grad.
Il faut noter que la partie concernant l’apparition et la disparition de nœuds du
protocole ADC-GRAB n’a pas été évaluée dans ce travail. Cette partie sera mise en
œuvre et testée dans nos travaux futurs.
3.2.1.4 Avantages et inconvénients du protocole ADC-GRAB
Les avantages du protocole de routage ADC-GRAB peuvent se résumer comme
suit.
• Il ne nécessite pas d’échange de paquets de contrôle pour mettre à jour les
gradients (en dehors des paquets Hello de la phase d’initialisation et des balises
de la sous-couche MAC).
• Il ne nécessite pas la construction d’un chemin préalable pour les transmissions,
car il s’assure que tous les chemins sont exploités de façon opportuniste. En effet,
un nœud se sert toujours de n’importe quel voisin ayant un gradient inférieur
comme potentiel relais pour ses paquets de données.
• Le plus court chemin est utilisé pour transmettre les paquets de données, ce
qui réduit le délai de bout en bout pour la livraison des paquets de données.
Le principal inconvénient de ADC-GRAB est qu’il nécessite que les nœuds main-
tiennent une table de leur voisinage. Aussi, ADC-GRAB nécessite que les périodes
d’activités communes entre les nœuds soient assez grandes pour échanger au moins
deux paquets de contrôles et un paquet de données, ce qui peut empêcher son utili-
sation pour des taux d’activité faibles (par exemple moins de 1 %).
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3.2.2 Protocole de routage par inondation pour faible taux
d’activité
Les protocoles de routage par inondation envoient les paquets dans tout le réseau,
ce qui fait que le plus court chemin (parmi d’autres chemins) est utilisé pour atteindre
une destination donnée. Les protocoles de routage par inondation sont généralement
très simples à mettre en œuvre, mais ils sont souvent coûteux en termes de bande
passante et d’augmentation de la charge du réseau, en raison du nombre important
de copies des paquets de données.
Dans cette partie, nous montrons comment la combinaison d’un protocole de
routage basé sur l’inondation avec un protocole MAC asynchrone assure de bonnes
performances avec des taux d’activité faibles. Nous avons proposé pour cela le pro-
tocole E-ADCR (pour Energy-efficient Asynchronous low Duty-Cycle Routing proto-
col) dans [AGM15], un protocole d’inondation efficace, qui tire avantage du protocole
AaaMAC de la partie 3.1.2.
3.2.2.1 Objectifs principaux du protocole E-ADCR
Les objectifs du protocole E-ADCR peuvent se résumer comme suit.
• Il doit bénéficier des activités communes rares et courtes pour réduire le nombre
de copies des paquets de données générées par le mécanisme d’inondation.
• Il doit assurer la réception de paquets par les récepteurs grâce à l’envoi répété
des paquets au court de la période active des nœuds.
• Il doit utiliser une politique adaptée de gestion de file d’attente afin de s’assurer
que les nouveaux paquets aient plus de chance d’être reçus par un récepteur et
que les paquets ne restent pas indéfiniment dans les files d’attente des nœuds.
3.2.2.2 Fonctionnement du protocole E-ADCR
Dans E-ADCR, les nœuds envoient constamment leurs paquets (en utilisant le
protocole MAC de la partie 3.1.2) pendant leur période active sans attendre qu’un
potentiel récepteur soit détecté. Cela conduit à ce que, dès que deux nœuds se ren-
contrent, ils commencent à échanger des paquets de données, plutôt que de perdre
du temps (au sein d’une fenêtre de temps déjà courte) à échanger des paquets de
contrôle. Il est clair que cette approche augmente la concurrence pour l’accès au ca-
nal, cependant, nous considérons que cette augmentation est faible étant donné que
la probabilité d’avoir beaucoup de nœuds actifs simultanément est elle aussi faible
(vu le faible taux d’activité). Ainsi, l’impact sur l’énergie est limité, vu que les nœuds
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capteurs consomment environ autant (voire moins) d’énergie lors de la transmission
que lors de l’écoute.
Dans E-ADCR, le puits diffuse initialement un paquet Hello avec un paramètre
saut (qui représente la distance en termes de nombre de sauts d’un nœud par rapport
puits) fixé à 0 pour le puits. Dans E-ADCR (comme dans ADC-GRAB) nous fixons
un seuil de robustesse pour le RSSI des paquets Hello. Tous les nœuds qui entendent
un paquet Hello avec une puissance de réception supérieure à un certain seuil de
robustesse défini (noté seuil), fixent leur paramètre saut au minimum de leur saut
actuelle et de la valeur contenue dans le paquet. Puis, ils rediffusent le paquet Hello
avec le nouveau saut et passent en mode sommeil jusqu’à leur prochain réveil.
Après une courte phase d’initialisation, chaque nœud a une estimation de la dis-
tance en terme de nombre de sauts qui le sépare du puits. On peut noter qu’il est
possible de mettre à jour le paramètre saut en cas de changement de topologie ou
en situation de mobilité. Pour cela, il suffit d’insérer le paramètre saut dans tous
les paquets de données et de le ré-estimer en cas de réception d’un meilleur mini-
mum. Ce paramètre saut permet à chaque nœud de fixer le paramètre TTL (pour
Time-To-Live), qui représente le nombre total de liens que peut parcourir un paquet.
La figure 3.21 montre la structure d’un paquet dans E-ADCR. Chaque paquet
possède en plus des données utiles, les paramètres suivants : le paramètre TTL est fixé
par les nœuds lors de la génération de leur paquet, avec la formule TTL = 2× saut.
Le facteur 2 permet de réduire le nombre de rediffusions. Le paramètre InstantF
représente la date de la mise en file d’attente du paquet et est mis à jour dans
chaque paquet avant sa mise en file d’attente, au moment de la réception du paquet.
Chaque paquet contient également un numéro unique (composé de l’identifiant du
nœud l’ayant généré Id-Source, et du numéro de séquence Num-Se´quence), et le





Source Dest TTL saut InstantF
Figure 3.21 – Structure d’un paquet dans E-ADCR.
Le protocole E-ADCR utilise une file d’attente de paquets notée queue, représen-
tée sur la figure 3.22. La partie (a) montre le cas où la file d’attente n’est pas pleine :
les nouveaux paquets reçus sont mis en fin de file. Lorsqu’un nouveau paquet arrive et
que la file d’attente est pleine, une place est crée en supprimant le plus ancien paquet
de la file (voir la partie (b)). Le plus ancien paquet de la file d’attente (position 1)
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Figure 3.22 – Mécanisme de mise en file d’attente des paquets dans E-ADCR.
est retiré de la file et tous les autres paquets sont décalés vers le bas pour libérer la
dernière place de la file en vue d’ajouter le nouveau paquet (voir la partie (c)).
3.2.2.3 Détails du protocole E-ADCR
Nous décrivons l’algorithme de routage et le mécanisme de maintenance de la
topologie de E-ADCR dans cette partie.
Algorithme de routage dans E-ADCR
Le protocole de routage E-ADCR en lui-même est décrit dans l’algorithme 12 et opère
comme suit.
• Quand un nœud reçoit un paquet, si ce paquet a atteint sa destination, ce
paquet est envoyé aux couches supérieures. Sinon, le nœud vérifie s’il n’a pas
déjà ce paquet dans sa file d’attente et si TTL > 0. Si c’est le cas, il décrémente
le paramètre TTL et met le paquet en file d’attente. Sinon, le nœud ignore le
paquet.
• Quand un nœud est actif et a des paquets dans sa file d’attente, il commence à
diffuser ses paquets du haut de la file d’attente 6 vers le bas, jusqu’à la fin de son
activité. Les paquets qui sont envoyés ne sont pas systématiquement retirés de
la file d’attente car il est probable que ces paquets ne soient pas effectivement
reçus (rappelons qu’un nœud envoie ses paquets sans savoir au préalable si un
potentiel récepteur est actif).
6. La durée de la période d’activité (niveau MAC) étant courte, les nœuds ont un nombre limité
de paquets à diffuser par activité. La priorité est donc donnée aux derniers paquets mis en file
d’attente. Des tests réalisés par simulation ont confirmé que diffuser les paquets à partir du dernier
paquet mis en file est plus efficace.
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Entrée le nœud n commence son activité
si la file d’attente de n n’est pas vide alors
niveau← position du dernier paquet dans la file
pour tous les paquets p de la file d’attente faire
si dateActuelle− InstantF (p) ≥ Dure´eMax alors
supprimer le paquet p de la file d’attente




k ← position du dernier paquet dans la file
tant que nœud n est actif faire
si nœud n reçoit un paquet p alors
si Id-Dest(p) = n alors
envoyer p aux couches supérieures
sinon
si p n’est pas déjà en file et TTL(p) > 0 alors
TTL(p)← TTL(p)− 1
InstantF (p)← dateActuelle
si file de taille j non pleine alors
mettre p dans la file d’attente à la position j+1
sinon
pour tous les paquets dans la file d’attente (de
x=0 à x=fin-1) faire
paquet position x← paquet position x+1
finpour





si la file d’attente de n n’est pas vide alors
n diffuse le paquet en position k de la file (dernier paquet mis en
file d’attente)
k ← k − 1
si k = 0 alors




Algorithme 12 – Algorithme du protocole de routage par inondation.
• Quand un nœud a envoyé tous les paquets qui sont dans sa file d’attente et
qu’il est toujours en activité, il redémarre la diffusion à partir du haut de la
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file d’attente. Sur l’exemple de la figure 3.22 (a), le nœud enverra p3, p2, p1, p3,
p2, etc. Ce retour au début vient du fait qu’il est possible qu’un nœud voisin
commence son activité vers la fin de l’activité du nœud courant: si les paquets
ne sont pas retransmis, le voisin n’aura pas la possibilité de les recevoir.
• En tout début d’activité, un nœud élimine de sa file d’attente les paquets dont
la durée de séjour a expirée. Le maximum de cette durée est notée Dure´eMax
(fixée par exemple à 10 fois la durée du cycle des nœuds au niveau MAC). Si la
différence entre la date actuelle, notée dateActuelle, et la date de mise en file
d’attente InstantF est supérieure ou égale au temps Dure´eMax, le paquet est
supprimé de la file.
Maintenance de la topologie dans E-ADCR
Le mécanisme de maintenance de la topologie prend en charge l’évolution des liens,
l’apparition de nouveaux nœuds, la défaillance et la mobilité de certains nœuds.
Cette maintenance nécessite dans la plupart des protocoles de routage une mise à
jour périodique des informations sur la topologie pour assurer efficacement le routage.
Cependant, la mise à jour requiert généralement la génération d’un nombre important
de messages de contrôle, donc une consommation supplémentaire en énergie. Aussi,
fixer une fréquence de mise à jour suppose que l’on peut prévoir la périodicité des
changements dans le réseau.
Le protocole de routage E-ADCR ne nécessite pas de mécanisme de mise à jour
pour faire face aux variations de topologie. Le paramètre saut est simplement inséré
dans tous les paquets de données diffusés par les nœuds.
La fonction Join() décrite dans l’algorithme 10 est exécutée quand un nouveau
nœud k rejoint le réseau. Ce nœud écoute pendant au maximum une durée équiva-
lente à celle de la durée d’un cycle spécifiée dans le protocole AaaMAC pour s’assurer
d’entendre tous ses voisins. Pendant ce temps d’écoute, il maintient une table tem-
poraire (notée tabletemp) de la valeur du paramètre saut de ses voisins entendus avec
un RSSI supérieur au seuil fixé. Ensuite, il fixe la valeur de son paramètre saut au
minimum de ceux reçus incrémenté de 1.
3.2.2.4 Avantages et inconvénients d’E-ADCR
Les avantages de notre protocole de routage par inondation peuvent se résumer
comme suit.
• Il ne nécessite pas d’échange de paquets de contrôle avant l’envoi des paquets
de données (en dehors des paquets Hello de la phase d’initialisation), ni de
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connaissance du voisinage des nœuds pour fonctionner.
• Il tire avantage de la simplicité et de l’efficacité de toujours utiliser le plus court
chemin, comme tous les protocoles de routage par inondation.
• Il n’hérite pas du nombre important de copies de paquets des protocoles d’inon-
dation traditionnels. En effet, le protocole MAC fournit non seulement des pé-
riodes d’activités communes entre les nœuds très réduites (ce qui est dû au taux
d’activité faible), mais le nombre moyen de nœuds actifs à un instant donné est
toujours faible, donc il y a peu de copies des paquets de données et une faible
contention pour l’accès au médium.
• Il ne nécessite pas d’échange de messages de contrôle pour mettre à jour le
paramètre saut.
• Les paquets stockés dans les files d’attente sont détruits après un certain temps.
De plus, le mécanisme de gestion de la file d’attente permet également d’éliminer
les anciens paquets quand c’est nécessaire (quand la file est pleine et qu’il y a
un nouveau paquet).
Le principal inconvénient du protocole E-ADCR est qu’il peut générer un nombre
important de copies des paquets de données s’il opère avec un taux d’activité relati-
vement grand (par exemple 5 %).
3.3 Résumé des différentes propositions
En résumé, nous avons proposé différents mécanismes de planification de l’activité
des nœuds et choisi le meilleur pour développer le protocole AaaMAC à rencontre
aveugle dans lequel les nœuds se réveillent indépendamment et aléatoirement dans
chaque cycle. Nous avons utilisé un mécanisme de fragmentation et un mécanisme
de construction d’historique des communications réussies pour réduire le délai et
augmenter la probabilité des rencontres avec succès.
Ensuite, nous avons proposé un protocole de routage par gradient ADC-GRAB
dans lequel tous les paquets de données sont transférés en unicast. Un nœud se
sert toujours d’un voisin avec un gradient inférieur à son gradient à lui, comme
nœud intermédiaire pour ses paquets de données. ADC-GRAB exploite de façon
opportuniste tous les chemins disponibles et augmente la fiabilité dans la livraison
des données car tous les paquets de données envoyés requièrent un accusé de réception.
ADC-GRAB réalise de très bonnes performances avec un taux d’activité supérieur
ou égal à 1 %.
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Enfin, nous avons proposé un protocole de routage par inondation E-ADCR
dans lequel les nœuds envoient constamment leurs paquets (en utilisant le proto-
cole AaaMAC) pendant leur période active sans attendre qu’un potentiel récepteur
soit détecté. E-ADCR est capable de réaliser de bonnes performances avec un taux
d’activité faible inférieur à 1 %, mais peut générer un nombre important de copies
des paquets de données si le taux d’activité est grand.
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Dans ce chapitre, nous définissons d’abord notre environnement de simulation
dans la partie 4.1. Dans la partie 4.2, nous présentons les résultats concernant notre
protocole MAC et ses différentes améliorations, puis nous les comparons avec les
principaux protocoles MAC à taux d’activités existants. Dans la partie 4.3, nous pré-
sentons les résultats liés aux protocoles de routage et nous les comparons à l’existant.
Dans la partie 4.4, nous présentons les résultats obtenus par expérimentation de nos
deux protocoles de routage sur des nœuds capteurs réels.
4.1 Environnement de simulation
Dans cette partie, nous spécifions notre modèle de simulation, les paramètres
utilisés pour réaliser nos simulations et les métriques pour cette évaluation retenue.
4.1.1 Modèle de simulation
Nos simulations ont été réalisées avec la version 2.31 du simulateur réseau NS2
[ns202]. NS2 est un simulateur à événements discrets qui cible la communauté de
recherche en réseaux. Il offre un large support pour la simulation des protocoles
filaires et sans fil pour toutes les couches du modèle OSI. Le simulateur NS2 est écrit
en C++ et utilise des scripts OTCL (pour Object Tool Command Language) pour la
création des commandes et pour la configuration des interfaces. Nous analysons les
résultats de simulation en exécutant des scripts PERL. Notons que NS2 a été enrichi
par les travaux de notre équipe de recherche pour lui accorder une couche physique
IEEE 802.15.4 à la place de la couche physique 802.11 de base.
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4.1.2 Paramètres de simulation
Sauf spécifications contraires de notre part, les paramètres communs pour toutes
les simulations sont contenus dans le tableau 4.1.
Tableau 4.1 – Paramètres de simulation
Paramètres Valeurs
Zone de déploiement des nœuds 170 m x 170 m
Nombre de nœuds 100
Distance maximale entre les nœuds 30 m
Distance minimale entre les nœuds 1 m
Seuil de réception -90 dBm
Seuil de détection de la porteuse -92 dBm
Puissance de transmission -1 dBm
Modèle de propagation : shadowing
path loss exponent = 2.74
shadowing deviation = 2.0 dBm
Taille des paquets 30 octets
Taille maximale de la file d’attente 20 paquets
Durée d’une simulation 3600 secondes
Il est important de noter que la taille de la zone de déploiement des nœuds a
été adaptée en vu d’obtenir une topologie connexe avec une distance minimale de
1 m et une distance maximale de 30 m (il n’est pas possible d’avoir une topologie
connexe au delà d’une zone 170 m x 170 m pour 100 nœuds étant donné que toutes les
positions des nœuds sont tirées de façon aléatoire avant la vérification de la connexité
avec l’algorithme de Prim). Nous supposons que les liens entre les nœuds sont avec
pertes (d’où l’utilisation du modèle de propagation shadowing) et nous tenons compte
de la congestion (Un nœud peut stocker au maximum 20 paquets en file d’attente,
au delà les nouveaux paquets qui arrivent sont ignorés). Les paramètres du modèle
de propagation shadowing ont été adaptés pour permettre de couvrir une portée
maximale de 30 m entre les nœuds.
4.1.3 Métriques évaluées
Dans nos simulations, nous évaluons spécifiquement le taux de livraison, le délai
moyen de livraison des paquets de données, le taux d’activité et la consommation
énergétique.
Le taux de livraison des paquets de données (noté TL) représente le rapport entre
le nombre de paquets effectivement reçus par le puits (noté NR) sur le nombre total
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Le délai moyen (ou le temps de latence noté DL) des paquets délivrés représente
le temps moyen entre la date de génération des paquets (noté DG) par la source
et la date de réception effective par le puits (noté DR). Les principales causes de
retard d’un paquet de données sont : le délai de propagation (très faible), le délai de
transmission, le délai de traitement et le délai passé en file d’attente. Le délai moyen







Le taux d’activité représente la proportion du temps pendant laquelle les nœuds
ont leur composant radio allumé. Par exemple un taux d’activité de 1 % signifie que
les nœuds gardent leur radio éteinte 99 % du temps et l’allument uniquement 1 %
du temps.
La consommation en énergie des nœuds représente la quantité d’énergie consom-
mée par les nœuds. La formule pour le calcul de l’énergie (E) est : E = P × ∆t =
U × I × ∆t, où P représente la puissance (en Watt), U représente la différence de
potentiel (en Volt), I représente l’intensité du courant (Ampère) et ∆t représente le
temps (en seconde).
Nous calculons la consommation énergétique (en joule) des nœuds comme suit :
[TxT ime × TxIntensity + ListenT ime × RxIntensity + WakeUpT ime ×
WakeUpIntensity + IdleT ime× IdleIntensity]× tension
où TxIntensity, RxIntensity, WakeUpIntensity et IdleIntensity représentent res-
pectivement l’intensité du courant consommée en mode transmission, en mode récep-
tion, au démarrage de la radio et en mode sommeil. Ces valeurs sont définies pour les
composants CC2420 dans [Ins06]. TxT ime, ListenT ime, WakeupT ime et IdleT ime
correspondent aux temps passés respectivement en état de transmission, de réception,
d’activation et de désactivation du composant radio, et en état de sommeil. Enfin,
tension représente le voltage de la batterie (égal ici à 1.2 volts par piles).
4.2 Résultats sur les protocoles MAC
Dans cette partie, nous évaluons dans un premier temps les performances du
protocole AaaMAC (présenté dans la partie 3.1.2). Dans un second temps, nous ap-
pliquons le mécanisme de fragmentation à AaaMAC. Ensuite, nous testons les per-
formances du protocole MAC adaptatif proposé dans la partie 3.1.3 en le comparant
avec AaaMAC. Enfin, nous comparons les protocoles AaaMAC et SLACK-MAC avec
d’autres protocoles MAC de la littérature.
Chaque point sur les figures suivantes représente une moyenne de 100 répétions
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et chaque répétition dure 3600 secondes.
4.2.1 Résultats sur le protocole AaaMAC
Pour évaluer les performances du protocole AaaMAC, nous avons réalisé les si-
mulations dans deux scénarios différents. Dans le premier scénario, nous évaluons le
protocole AaaMAC sur une topologie dans lequel un nœud s a k possibilités de nœuds
intermédiaires pour atteindre une destination d donnée (voir la figure 4.1). Dans le
deuxième scénario, nous évaluons l’impact du mécanisme de fragmentation sur les
performances du protocole AaaMAC.





Figure 4.1 – Topologie réseau (appelée topologie en diamant) pour les scénarios 1 et 2
avec un nœud s qui dispose de k possibilités de nœuds intermédiaires pour atteindre
d.
Dans ce scénario, nous évaluons la performance de AaaMAC avec un routage
par gradient fixé. Pour ce faire, nous considérons une source s à portée de k nœuds
intermédiaires. Chacun de ces k nœuds intermédiaires est à portée de la destination
d. Ainsi, la source s a k potentiels nœuds intermédiaires pour envoyer ses trames de
données à la destination d (considéré comme le puits et supposé toujours en activité),
comme présenté sur la figure 4.1. Nous nous référons à cette topologie en diamant
(avec k nœuds intermédiaires) et nous déterminons le taux de livraison et le délai
de livraison des trames de données de la source à la destination. Sauf indication
contraire, la durée du cycle est de 5 s, le taux d’activité est de 5 %, et la source s
génère une trame de données toutes les 5 s.
La figure 4.2 montre le taux de livraison des trames de données en fonction de
k. On observe que lorsque k varie entre 2 et 6, le taux de livraison des trames de
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Nombre de nœuds intermédiaires entre s et d
Figure 4.2 – Taux de livraison des trames de données en fonction de k (le nombre de
possibilité de nœuds intermédiaires sur la topologie en diamant), avec une période
de génération de 5 s et un taux d’activité de 5 %.
données est d’environ 100 %. Lorsque k = 1, le taux de livraison est égal à 90 % pour
une période de génération d’une trame de données toutes les 5 s. En effet, lorsque le
nombre de possibilités de nœuds intermédiaires dans la topologie est faible (k = 1), le
taux de livraison décroît. Cela est dû au fait que la source a peu de possibilités pour
envoyer ses trames de données : les trames remplissent rapidement les files d’attente
















Nombre de nœuds intermédiaires entre s et d
Figure 4.3 – Délai moyen de livraison des trames de données en fonction de k, avec
une période de génération de 5 s et un taux d’activité de 5 %.
La figure 4.3 montre le délai moyen de livraison des trames de données en fonction
de k. Le délai diminue quand k augmente. En effet, quand k augmente, la source a
une plus grande probabilité d’avoir une activité commune avec l’un de ses nœuds
intermédiaires, ce qui diminue le délai de livraison des trames de données.
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4.2.1.2 Scénario 2 : Évaluation de l’impact de la fragmentation sur
AaaMAC
Dans cette partie, nous évaluons l’impact de la fragmentation sur les performances
du protocole AaaMAC. Nous utilisons ce scénario pour calculer le taux de livraison
et le délai entre la génération des trames de données par la source s et leur réception
par la destination d pour différentes valeurs de k. Notre objectif est de trouver la

























Figure 4.4 – Taux de livraison des trames de données en fonction de la fragmentation
f , pour différents k avec un taux d’activité de 5 % et une période de génération de
5 s.
La figure 4.4 montre le taux de livraison des trames de données en fonction du
nombre de fragmentation f . Pour k > 1 le taux de livraison est de 100 % quand
f ∈ [5; 15] et d’environ 99 % lorsque f < 5 ou f > 15. pour k = 1 le taux de
livraison est d’environ 100 % quand f ∈ [5; 15], est d’environ 90 % quand f < 5
et moins de 90 % quand f > 15. Ceci peut être expliqué comme suit. Lorsque le
nombre de fragmentation est faible (f = 1), le temps nécessaire pour que la source
ait une activité commune avec un voisin est très grande (elle est supérieure à 25 s, qui
correspond à 5 cycles). Ce qui fait que les trames s’accumulent dans la file d’attente,
et certaines sont finalement supprimées une fois que la file est pleine. Lorsque le
nombre de fragmentation est élevé (f ≥ 15), le taux de livraison diminue car les
nœuds sont actifs pendant de très courtes périodes (14, 7 ms pour f = 17), ce qui
donne des activités communes qui ne durent pas toujours assez longtemps pour que
la source puisse détecter son voisin et envoyer une trame de données. Cela montre
que la valeur de f doit être limitée.
La figure 4.5 montre le délai moyen de livraison des trames de données en fonction
du nombre de fragmentation f . Pour les différentes valeurs de k, lorsque le nombre de
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Figure 4.5 – Délai moyen de livraison des trames de données en fonction de la frag-
mentation f , pour différents k avec un taux d’activité de 5 % et une période de
génération de 5 s.
fragmentation est élevé (f ≥ 15), le délai augmente en raison du fait que les nœuds
se rencontrent souvent pour une durée qui est trop courte pour envoyer des trames.
Lorsque le nombre de fragmentation est faible (f ≤ 5), le délai est élevé en raison du
temps nécessaire à la source pour rencontrer un voisin.
Avec ces paramètres, le nombre de fragmentation f peut être réglé entre 5 et 15,
ce qui correspond à la fois à un taux de livraison grand et un faible délai. Chaque
nœud a une activité entre environ 17 ms et 50 ms toutes les 5 s.
4.2.2 Résultats sur le protocole SLACK-MAC
Pour évaluer les performances du protocole SLACK-MAC présenté dans la par-
tie 3.1.3.2, nous avons réalisé des simulations comparant SLACK-MAC au protocole
MAC à rencontre aveugle AaaMAC. Les simulations ont été effectuées avec 10 topo-
logies aléatoires de 100 nœuds (ici la densité est de 8 : chaque nœud a en moyenne
8 voisins dans un rayon de 30 m), dont un puits positionné à un coin de la zone. 30
nœuds sources, aléatoirement localisés dans le réseau, effectuent des mesures pério-
diques (de période P ) pour les transmettre de saut en saut au puits (en se servant
d’un protocole de routage par gradient pour estimer le gradient des nœuds). Les
nœuds ont un taux d’activité de 1 % et le cycle global est de 5 s (ce qui fait que les
nœuds sont actifs pendant 50 ms chaque 5 s). Nous déterminons dans un premier
temps la valeur optimale des deux paramètres E et R du protocole SLACK-MAC.
Ensuite, nous évaluons les performances de SLACK-MAC par rapport à AaaMAC.
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4.2.2.1 Méthodologie pour le choix des paramètres dans SLACK-MAC
Afin de déterminer la taille optimale des deux listes E et R de SLACK-MAC. Nous
réalisons les tests avec trois valeurs différentes de période de génération de trafic P ,
et nous faisons varier la taille des listes. Nous supposons que dans les applications que
nous visons (du type convergecast, c’est-à-dire avec des communications des nœuds
vers une seule destination finale), si le puits est positionné à l’extrémité ou au centre,
un nœud (en dehors des nœuds de bordure), a toujours plus de nœuds fils (voisins
plus loin du puits) que de nœuds pères (voisins plus près du puits). Nous avons estimé
cette valeur à environ deux. Ce qui signifie que la taille maximale de la liste R est
estimée à deux fois celle de la taille maximale de la liste E, d’où le fait que nous


























Figure 4.6 – Impact de la taille de la liste E sur le taux de livraison, avec |R| = 2|E|
et un taux d’activité de 1 %, pour différentes périodes de générations de trafic P .
Les figures 4.6, et 4.7 montrent respectivement le taux de livraison et le délai
moyen de livraison des trames de données, en fonction de la taille de la liste E , où
|R| = 2|E|. On observe sur ces figures que, indépendamment de la période de gé-
nérations de trafic P , une taille liste E égale à deux est un bon choix, donc quatre
pour la liste R. Ces paramètres sont utilisés dans la suite. Notons qu’une taille totale
d’historique de six entrées est réaliste pour les nœuds capteurs (avec une capacité de
mémoire limitée). Aussi, nous avons également observé dans nos expériences qu’en
moyenne, il faut environ 12 cycles de 5 secondes (60 secondes) pour que les nœuds
remplissent leur liste E et environ 50 cycles (250 secondes) pour que les nœuds rem-
plissent leur liste R. Cela montre que la convergence des listes est rapide et négligeable
comparée à la durée de vie d’un nœud.
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Figure 4.7 – Impact de la liste E de SLACK-MAC sur le délai moyen de livraison,
avec |R| = 2|E| et un taux d’activité de 1 %, pour différentes périodes de générations
de trafic P .
4.2.2.2 Performances de SLACK-MAC par rapport à AaaMAC
La figure 4.8 montre le taux de livraison des trames de données en fonction de
leur période de génération (entre 5 secondes et 20 secondes), avec un taux d’activité





















Période de génération de trafic (en s)
SLACK-MAC
AaaMAC
Figure 4.8 – Taux de livraison des trames de données en fonction de leur période de
génération, avec un taux d’activité de 1 %, pour les protocoles AaaMAC et SLACK-
MAC.
Pour le protocole AaaMAC, le taux de livraison des trames de données augmente
de 79 % à 99 % quand la période de génération augmente de 5 secondes à 20 secondes.
Le taux de livraison des trames de données est élevé. En effet, lorsque les nœuds se
rencontrent, ils peuvent bénéficier pleinement de leur temps de rencontre, étant donné
qu’il y a peu de nœuds actifs simultanément.
Pour le protocole SLACK-MAC, taux de livraison des trames de données aug-
mente d’environ 83 % à 99 % quand la période de génération augmente de 5 secondes
à 20 secondes. En effet, SLACK-MAC profite d’un mécanisme similaire au protocole
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AaaMAC, et permet plus d’activités communes entre les nœuds grâce au mécanisme
d’historique implémenté par les listes E et R. Le protocole SLACK-MAC reste égale-



















Période de génération de trafic (en s)
SLACK-MAC
AaaMAC
Figure 4.9 – Délai moyen de livraison des trames de données en fonction de leur
période de génération, avec un taux d’activité de 1 %, pour les protocoles AaaMAC
et SLACK-MAC.
La figure 4.9 montre le délai moyen de livraison des trames de données en fonction
de leur période de génération (de 5 secondes à 20 secondes). On peut noter que
SLACK-MAC fournit un délai de bout en bout inférieur à celui du protocoleAaaMAC.
Ce délai décroît de 68 secondes à 25 secondes pour SLACK-MAC et décroît d’environ
79 secondes à 29 secondes pour AaaMAC.
Les résultats montrent que :
• en terme de taux de livraison des trames de données, pour la période de gé-
nération de trafic de 5 secondes à 20 secondes, SLACK-MAC fournit un gain
allant jusqu’à 3,98 % .
• en terme de délai, SLACK-MAC offre un gain par rapport au protocoleAaaMAC
allant de 12.90 % à 13.87 %.
4.2.3 Comparaison avec des protocoles MAC de l’état de l’art
Dans cette partie, nous montrons dans un premier temps que les protocoles MAC
synchrones ne sont pas adaptés aux faibles taux d’activité. Nous comparons nos
protocoles (AaaMAC [AGM14a] et SLACK-MAC [AGLM15]) avec le protocole MAC
synchrone de référence qui est le standard IEEE 802.15.4 [IEE11]. Nous comparons
dans un deuxième temps nos protocoles avec les protocoles MAC asynchrones X-
MAC [BGAH06], RI-MAC [SGJ08] et PW-MAC [TS+11], qui sont des protocoles
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MAC à taux d’activité asynchrones représentatifs. Il convient de noter qu’en dehors
du standard IEEE 802.15.4 sur lequel est basé ZigBee [Zig08] (qui intègre un protocole
de routage en arbre), le même protocole de routage par gradient est utilisé dans nos
simulations par tous les protocoles MAC pour router les paquets de données de saut
en saut jusqu’au puits. Les simulations ont été effectuées avec 10 topologies aléatoires
de 100 nœuds, dont un puits positionné à un coin de la zone. La densité du réseau
est de 8 (dans un rayon de 30 m) et le nombre maximum de sauts pour atteindre le
puits est de 7. Nous avons 30 nœuds sources aléatoirement localisés dans le réseau,
et effectuent des mesures périodiques de période P . Chaque point, sur les figures
suivantes est une moyenne de 10 répétitions par topologie.
Il est important de noter que dans nos simulations, les résultats pour le standard
IEEE 802.15.4 ne prennent pas en compte le coût de la synchronisation (tous les
noeuds sont nativement et parfaitement synchronisés).
Les figures 4.10 et 4.11 montrent respectivement le taux de livraison et le délai
moyen de livraison des trames de données, en fonction de leur période de généra-
tion, pour les protocoles X-MAC, RI-MAC, PW-MAC, le standard IEEE 802.15.4,
AaaMAC et SLACK-MAC. La période de génération des trames varie de 5 s (ce qui
correspond à une génération de trafic élevé pour un taux d’activité de 1 %) à 30 s (ce




























Figure 4.10 – Taux de livraison des trames de données en fonction de leur période
de génération, avec un taux d’activité fixe de 1 % pour IEEE 802.15.4, AaaMAC et
SLACK-MAC, et avec un taux d’activité variable pour X-MAC, RI-MAC et PW-
MAC.
Pour le standard IEEE 802.15.4, les valeurs de BI et SD sont fixés et sont res-
pectivement égales à 5 secondes et 50 millisecondes. Le taux de livraison des trames
de données augmente de 12 % à 50 % et le délai moyen de bout en bout pour la li-
vraison des trames de données décroît de 163 s à 44 s. Ce faible taux de livraison des
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trames de données est dû à la forte contention, car les nœuds sont tous synchronisés
pendant de courtes périodes de temps. Cette forte contention génère de nombreuses
collisions et provoque des débordements dans les files d’attente des nœuds, causant
de nombreuses pertes des trames de données.
Pour le protocole X-MAC, le taux de livraison des trames de données augmente
de 70 % à 76 % et le délai moyen de livraison des trames de données est d’environ 2 s,
lorsque la période de génération de trafic varie de 5 s à 30 s. La perte des trames de
données se produit principalement en raison du nombre relativement élevé de trames
préambules, et aussi parce que l’émetteur n’a pas connaissance de la réception réussie
des trames de données par le récepteur. Le faible délai de 2 s est dû au fait que X-
MAC ne prévoit pas un taux d’activité fixe pour chaque nœud : quand un nœud a
des trames de données à transmettre, il reste actif pour les envoyer.
Pour le protocole RI-MAC, le taux de livraison des trames de données augmente
de 97 % à 100 % et le délai moyen de bout en bout pour la livraison des trames de
données est d’environ 1 s, lorsque la période de génération de trafic varie de 5 s à
30 s. Le taux de livraison élevé et le très faible délai de livraison sont dûs au fait que
RI-MAC ne prévoit pas de taux d’activité fixe pour chaque nœud. RI-MAC réduit
l’occupation du canal par rapport à X-MAC, générant ainsi moins de collisions. De
plus, les émetteurs dans RI-MAC sont informés de la réception réussie des trames de
données par des accusés de réception.
Pour le protocole PW-MAC, le taux de livraison des trames de données est de
100 % et le délai moyen de bout en bout pour la livraison des trames de données
diminue de 3 s à 2 s, lorsque la période de génération de trafic varie de 5 s à 30 s.
PW-MAC ne prévoit pas de taux d’activité fixe pour chaque nœud. Le délai avec PW-
MAC est légèrement supérieur par rapport au délai de RI-MAC parce que les nœuds
émetteurs ne restent pas actifs jusqu’à ce que le récepteur se réveille. En effet, les
émetteurs prédisent le réveil des récepteurs. Cela permet de réduire la consommation
d’énergie, mais conduit à une augmentation du délai moyen à chaque fois qu’il y a
un échec de prédiction.
Pour le protocole AaaMAC, le taux de livraison des trames de données augmente
de 65 % à 99 % et le délai moyen de bout en bout pour la livraison des données
diminue de 156 s à 43 s. Le taux de livraison des trames de données est faible lorsque
le trafic est élevé, parce que la durée des activités communes ne suffit pas pour
supporter une charge de trafic élevée. En revanche, le protocole AaaMAC réalise un
grand taux de livraison des trames de données lorsque la charge de trafic est faible,
au détriment d’un délai plus grand.
Pour le protocole SLACK-MAC, le taux de livraison des trames de données aug-
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Figure 4.11 – Délai moyen de livraison des trames de données en fonction de leur
période de génération, avec un taux d’activité fixe de 1 % pour IEEE 802.15.4,
AaaMAC et SLACK-MAC, et avec un taux d’activité variable pour X-MAC, RI-
MAC et PW-MAC.
mente de 68 % à un peu plus de 99 % et le délai moyen de bout en bout pour la
livraison des données diminue de 137 s à 32 s, lorsque la période de génération de
trafic varie de 5 s à 30 s. Le taux de livraison des trames de données est relativement
élevé globalement et le délai est relativement faible par rapport AaaMAC, car comme
nous l’avons montré dans la partie 4.2.2, SLACK-MAC profite d’une mécanisme si-
milaire au protocole AaaMAC, et permet plus d’activités communes entre les nœuds





























Figure 4.12 – Énergie moyenne consommée par heure par nœud en fonction de la pé-
riode de génération de trafic, avec un taux d’activité fixe de 1 % pour IEEE 802.15.4,
AaaMAC et SLACK-MAC et, avec un taux d’activité variable pour X-MAC, RI-MAC
et PW-MAC.
La figure 4.12 montre la consommation d’énergie moyenne par nœud en Joules
pour une période de 1 heure, en fonction de la période de génération de trafic (de 5 s
à 30 s), pour les protocoles X-MAC, RI-MAC, PW-MAC, le standard IEEE 802.15.4,
AaaMAC et SLACK-MAC.
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Pour le standard IEEE 802.15.4, le protocole AaaMAC et SLACK-MAC, la
consommation d’énergie moyenne est toujours en dessous de 2 J (car tous les nœuds
ont un taux d’activité fixe de 1 %). Pour X-MAC, la consommation d’énergie diminue
de 15 J à 8 J. Pour RI-MAC, elle diminue de 14 J à 7 J. Pour PW-MAC, elle diminue
de 14 J à 6 J. La consommation d’énergie dans X-MAC, RI-MAC et PW-MAC est
élevée parce que les nœuds doivent être actifs plus de 1 % du temps quand ils ont des
trames de données à envoyer, tandis que les nœuds dans IEEE 802.15.4, AaaMAC et
SLACK-MAC, gardent un taux d’activité fixe.
4.2.4 Bilan de comparaison avec les protocoles MAC de l’état
de l’art
Les résultats de comparaison montrent que le protocole MAC synchrone n’est pas
adaptés à des taux d’activité faibles. De même, les protocoles MAC asynchrones qui
ne fonctionnent pas à taux d’activité fixe pour tous les nœuds ne sont pas adap-
tés pour opérer avec des taux d’activité faibles, étant donné qu’il nécessitent une
consommation importante d’énergie. Il est également important de noter que dans
ces protocoles la consommation d’énergie n’est pas équitablement répartie entre les
nœuds. Par exemple, la consommation d’énergie maximale pour un nœud avec une
petite période de génération de trafic de 5 s est de 60 J pour X-MAC, de 61 J pour
RI-MAC et de 45 J pour PW-MAC. La consommation d’énergie maximale pour une
grande période de génération de trafic de 30 s est de 18 J pour X-MAC, de 23 J
pour RI-MAC et de 13 J pour PW-MAC. En résumé, on remarque que AaaMAC et
SLACK-MAC fournissent le meilleur compromis en termes de consommation d’éner-
gie, de taux de livraison des trames de données et de délai moyen de livraison pour
les applications de surveillance de l’environnement qui nécessitent une longue durée
de vie du réseau.
4.3 Résultats sur les protocoles de routage
Dans cette partie, nous évaluons les performances des protocoles de routage E-
ADCR et ADC-GRAB, et nous les comparons avec un protocole de routage par
inondation de la littérature CF [ZF06] (décrit dans la partie 2.2.3) qui est adapté
aux communications de type convergecast. Nous les évaluons dans trois scénarios
différents en analysant l’impact des faibles taux d’activité, l’impact des taux d’activité
important, et enfin l’impact de la densité du réseau sur les performances des différents
protocoles. Dans les deux premiers scénarios, les simulations sont effectuées avec 10
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topologies aléatoires de 100 nœuds, dont un puits positionné à un coin de la zone.
La densité du réseau est de 8 (dans un rayon de 30 m) et le nombre maximum saut
pour atteindre le puits est de 7. Trente nœuds sources sont aléatoirement localisés
dans le réseau, et effectuent des mesures périodiques de période P . Dans le troisième
scénario, nous faisons évoluer le nombre de nœuds du réseau. Chaque point, sur les
figures qui suivront est une moyenne de 10 répétitions par topologie.
4.3.1 Impact des faibles taux d’activité
Dans le premier scénario de simulation, nous étudions l’impact des taux d’activité
faibles sur les performances des trois protocoles de routage. Nous considérons des taux
d’activité qui sont en dessous de 1 % (entre 0.25 % et 1 %).
La figure 4.13 montre le taux de livraison des paquets de données en fonction
du taux d’activité (qui varie entre 0.25 % et 1 %), avec à gauche une période de
génération de trafic de 5 s (ce qui correspond à une génération de trafic élevée compte
tenu du taux d’activité faible) et à droite une période de 60 s (ce qui correspond à
une génération de trafic relativement faible). Le taux de livraison augmente avec le



























































Figure 4.13 – Taux de livraison des données en fonction du taux d’activité, avec une
période de génération de trafic de 5 s (à gauche), et une période de génération de
trafic de 60 s (à droite) pour les protocoles de routage CF, E-ADCR et ADC-GRAB.
Pour le protocole CF, le taux de livraison des paquets de données varie entre
59 % et 68 % lorsque la période de génération de trafic est de 5 s, et entre 60 % et
74 % lorsque la période de génération de trafic est de 60 s. Le taux de livraison des
paquets de données ne varie pas beaucoup avec l’augmentation du taux d’activité ou
de la charge de trafic. Le taux de livraison reste faible, en raison du mécanisme de
mise à jour du cost-to-go (représentant le coût pour atteindre le puits), qui est un
paramètre crucial dans le protocole CF. En effet, quand un nœud n entend un nœud
voisin v ayant un plus faible coût c(v), que n soit le récepteur attendu du paquet ou
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non, n met à jour sa valeur cn(v) en conséquence. Ce qui fait que les anciens voisins
de n qui lui servaient de relais pour ses paquets de données vont ignorer les paquets
de n par la suite. Ce comportement réduit les performances du protocole si le lien
entre n et v est avec perte, ce qui est probable si v est assez loin de n et ne peut
l’entendre que rarement.
Pour le protocole ADC-GRAB, le taux de livraison augmente de 13 % à 66 %
lorsque la période de trafic est de 5 s, et de 43 % à un peu plus de 99 % lorsque la
période de trafic est de 60 s. Le taux de livraison est très faible lorsque la charge de
trafic est élevée (pour une période de 5 secondes), car les nœuds ne se rencontrent pas
pendant une durée suffisamment longue (vu le faible taux d’activité) pour supporter
les coûts dus aux balises et échanger les paquets de données.
Pour E-ADCR, le taux de livraison augmente de 68 % à 84 % lorsque la période
de trafic est de 5 s, et de 92 % à 97 % lorsque la période de trafic est de 60 s. E-ADCR
montre de bonnes performances pour des taux d’activité faibles : il est bénéfique de
réduire la surcharge des paquets de contrôle en envoyant fréquemment les paquets de
données, plutôt que d’attendre un voisin qui est plus proche de la destination.
La figure 4.14 montre le délai moyen de livraison des paquets de données en
fonction du taux d’activité, avec à gauche une période de génération de trafic de 5 s









































Figure 4.14 – Délai moyen de livraison des données en fonction du taux d’activité,
avec à gauche une période de génération de trafic de 5 s et à droite une période de
60 s, pour les protocoles de routage CF, E-ADCR et ADC-GRAB.
Pour le protocole CF, le délai moyen de livraison des paquets de données varie
entre 3 s et 4 s lorsque le taux d’activité augmente, indépendamment de la charge de
trafic. Ceci peut être expliqué par le fait que dans CF les paquets dont le cost-to-go
est supérieur sont rediffusés après leur réception qu’il y ait ou pas un voisin actif pour
le recevoir. Dès lors, les paquets qui ont pu être entendus ne passent pas beaucoup
de temps en file d’attente, d’où le faible délai.
Pour le protocole ADC-GRAB, le délai moyen de livraison des paquets de données
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diminue rapidement lorsque le taux d’activité augmente, mais reste toujours élevé (il
varie de 371 s à 150 s avec une période de génération de trafic de 5 s, et de 530 s à 28 s
avec une période de génération de trafic de 60 s). En effet, comme le taux d’activité
augmente et le trafic est relativement faible, il y a plus d’occasions de rencontre entre
les voisins avec une durée suffisante pour échanger les données. Cela évite que les
paquets restent longtemps en file d’attente avant d’être transmis.
Pour E-ADCR, le délai moyen de livraison des paquets de données est faible (il
varie entre 4 s et 5 s avec une période de génération de trafic de 5 s, et entre 6 s et 11 s
avec une période de génération de trafic de 60 s). Cela montre que l’envoi des paquets
à tous les voisins possibles permet au protocole E-ADCR de trouver l’itinéraire le plus
rapide pour les paquets (parmi beaucoup d’autres routes empruntés en parallèles). Il
est important de noter que le délai est calculé uniquement à partir des paquets reçus
(voir la figure 4.13), et ce délai prend en compte le temps de la première réception



















Figure 4.15 – Énergie moyenne consommée par heure par nœud en fonction du taux
d’activité, avec une période de génération de trafic de 5 s, pour les protocoles de
routage CF, E-ADCR et ADC-GRAB.
La figure 4.15 montre la consommation d’énergie en Joules pendant 1 heure en
fonction du taux d’activité. La consommation d’énergie augmente pour tous les pro-
tocoles de 0,62 Joules à 1,94 Joules avec le taux d’activité. La consommation d’énergie
est pratiquement similaire pour les trois protocoles à cause du fait qu’ils sont tous
les trois basés sur le même protocole MAC qui opère avec un taux d’activité fixe
pour tous les nœuds. Cela confirme que le taux d’activité est un bon indicateur pour
estimer la durée de vie du réseau.
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4.3.2 Impact des taux d’activité important
Dans ce deuxième scénario de simulation, nous étudions l’impact des grands taux
d’activité sur les performances des trois protocoles de routage. Nous considérons des
taux d’activité qui sont supérieurs de 1 %.
La figure 4.16 montre le taux de livraison des paquets de données en fonction du
taux d’activité (qui varie entre 1 % et 10 %), avec à gauche une période de génération



























































Figure 4.16 – Taux de livraison des paquets de données en fonction du taux d’activité,
avec à gauche une période de génération de trafic de 5 s et à droite une période de
60 s, pour les protocoles de routage CF, E-ADCR et ADC-GRAB.
Pour le protocole CF, les résultats montrent qu’il n’y a pas de variation significa-
tive du taux de livraison qui augmente de 63 % à 75 % avec une période de génération
de trafic de 5 s, et de 74 % à 79 % avec une période de génération de trafic de 60 s,
même lorsque le taux d’activité est est de 10 %.
Pour le protocole ADC-GRAB, le taux livraison des paquets augmente de manière
significative avec le taux d’activité entre 66 % et 97 % avec une période de génération
de trafic de 5 s et reste autour de 100 % pour une période de 60 s.
Pour le protocole E-ADCR, le taux de livraison de paquets atteint un maximum
avec un taux d’activité de 2 %. Ceci s’explique par le fait que lorsque les nœuds ont
une longue durée d’activité qui fait que les activités communes avec les voisins se
produisent plus fréquemment. Cela se traduit par une augmentation du nombre de
collisions qui réduit le taux de livraison des paquets de données.
La figure 4.17 montre le délai moyen de bout en bout pour la livraison des paquets
de données en fonction du taux d’activité, avec à gauche une période de génération
de trafic de 5 s et à droite une périodes de 60 s.
Pour le protocole CF, le délai moyen de bout en bout pour la livraison des paquets
de données varie entre 2 s et 3 s pour les deux périodes de génération de trafic, lorsque
le taux d’activité augmente de 1 % à 10 %.
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Figure 4.17 – Délai moyen de livraison des paquets de données en fonction du taux
d’activité, avec à gauche une période de génération de trafic de 5 s et à droite une
périodes de 60 s, pour les protocoles de routage CF, E-ADCR et ADC-GRAB.
Pour le protocole ADC-GRAB, le délai moyen de bout en bout pour la livraison
des paquets de données diminue de manière significative (de 150 s à 3 s avec une
période de génération de trafic de 5 s, et de 28 s à 3 s pour une période de 60 s), lorsque
le taux d’activité augmente de 1 % à 10 %. Cette augmentation de performance est
due au fait qu’avec un grand taux d’activité, les nœuds se rencontrent plus souvent et
pour de grandes durées, et n’ont pas besoin d’attendre longtemps avant de rencontrer
un nœud voisin qui est plus près du puits.
Pour le protocole E-ADCR, le délai moyen de bout en bout pour la livraison des
paquets de données reste faible (entre 3 s et 6 s pour les deux périodes de génération
de trafic), même avec un taux de livraison des paquets de données élevé (voir la
figure 4.16).
La figure 4.18 montre la consommation d’énergie en Joules pendant 1 heure en



































Figure 4.18 – Énergie moyenne consommée par heure par nœud en fonction du taux
d’activité, avec une période de génération de trafic de 5 s, pour les protocoles de
routage CF, E-ADCR et ADC-GRAB.
consommation d’énergie augmente avec le taux d’activité. La consommation d’énergie
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est pratiquement similaire pour les protocoles CF et ADC-GRAB (de 1,94 Joules à
17,76 Joules) et légèrement inférieur pour E-ADCR (de 1,91 Joules à 14,31 Joules).
La consommation énergétique du protocole E-ADCR est de plus en plus inférieure à
celle de CF et ADC-GRAB quand le taux d’activité augmente, à cause du fait que
les nœuds passent la plupart du temps en mode transmission (qui consomme un peu
moins d’énergie que le mode réception).
4.3.3 Impact de la densité du réseau
Dans ce troisième scénario de simulation, nous étudions l’impact de la densité
du réseau sur la performance des trois protocoles de routage. Nous considérons dans
un premier temps des taux d’activité inférieurs à ou égaux à 1 % et dans un second
temps des taux d’activité supérieurs à 1 %. Nous faisons varier le nombre de nœuds
de 100 à 200 sur la même zone de 170 × 170 avec une distance maximale de 30 m et
une distance minimale de 1 m. Les simulations ont été effectuées avec 10 topologies
aléatoires de 100 nœuds (avec une densité de 8 dans un rayon de 30 m), 10 topologies
aléatoires de 150 nœuds (avec une densité de 12 dans un rayon de 30 m) et 10
topologies aléatoires de 200 nœuds (avec une densité de 22 dans un rayon de 30 m),
dont un puits positionné au coin de la zone. Le nombre maximum de sauts dans la
topologie de 100 nœuds est de 7, et est de 8 pour les deux autres topologies. 30 %
des nœuds aléatoirement localisés dans le réseau effectuent des mesures périodiques
(de période 5 secondes ou de 60 secondes) pour les transmettre de saut en saut au
puits.
4.3.3.1 Cas des taux d’activité ≤ 1 %
Dans cette partie nous évaluons les performances des trois protocoles de routage
E-ADCR, ADC-GRAB et CF avec un taux d’activité de 0.5 % et de 1 %, dans le
cas d’un trafic relativement élevé (avec une période de génération de trafic de 5 s) et
dans le cas d’un trafic relativement faible (avec une période de génération de trafic
de 60 s).
Cas d’une période de génération de trafic de 5 s
Les figures 4.19 et 4.20 montrent respectivement le taux de livraison des paquets
de données et le délai moyen de bout en bout en fonction du nombre de nœuds (qui
varie entre 100 et 200), avec à gauche un taux d’activité de 0.5 % et à droite un taux
d’activité 1 % pour les trois protocoles lorsque la période de génération de trafic est
de 5 s.
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Pour le protocole CF, le taux de livraison diminue de 64 % à 61 % pour un taux
d’activité de 0.5 %, et de 67 % à 57 % pour un taux d’activité de 1 %. Le délai
moyen de bout en bout pour la livraison des paquets de données est environ 4 s avec
un taux d’activité de 0.5 % et reste autour de 3 s avec un taux d’activité de 1 %
indépendamment de la densité du réseau. Le taux de livraison de CF diminue lorsque
le nombre de nœuds augmente car le nombre moyen de voisins pour chaque nœud

















































Figure 4.19 – Taux de livraison des paquets de données en fonction du nombre de
nœuds, avec un taux d’activité de 0.5 % (à gauche) et un taux d’activité de 1 % (à
droite) lorsque la période de génération de trafic est de 5 s, pour les protocoles de
routage CF, E-ADCR et ADC-GRAB.
Pour E-ADCR, le taux de livraison diminue de 78 % à 71 % pour un taux d’activité
de 0.5 %, et de 83 % à 78 % avec un taux d’activité de 1 %. Le délai moyen de bout
en bout pour la livraison des paquets de données reste autour de 5 s pour un taux
d’activité de 0.5 % et augmente légèrement d’environ 5 s à 6 s pour un taux d’activité
de 1 % lorsque la densité du réseau augmente. Le fait que le taux de livraison dans
E-ADCR diminue lorsque le nombre de nœuds dans le réseau augmente, s’explique
par le remplissage rapide des files d’attente causé par le nombre élevé de voisins et
la charge de trafic importante. Cela fait qu’un paquet passe moins de temps dans
la file d’attente et a donc moins de possibilités d’être rediffusé plusieurs fois pour
avoir plus de chance d’être entendu par un voisin plus proche du puits (car lorsque la
file d’attente est pleine, et qu’il y a un nouveau paquet, le paquet en tête de file est
supprimé puis, les autres paquets sont décalés de sorte à libérer la dernière place de
la file pour le nouveau paquet). Aussi, il y a une forte probabilité que des voisins de
même distance au puits rediffusent plusieurs fois un même paquet et qu’il finissent
par être supprimé (vu qu’à chaque rediffusion le paramètre TTL est décrémenté et
lorsqu’il atteint 0 le paquet est supprimé).
Pour le protocole ADC-GRAB, le taux livraison des paquets augmente lorsque
la densité du réseau augmente, mais reste globalement faible (environ 27 % à 32 %
pour un taux d’activité de 0.5 %, et de 66 % à 76 % pour un taux d’activité de 1 %).
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Figure 4.20 – Délai moyen de livraison des paquets de données en fonction du nombre
de nœuds, avec un taux d’activité de 0.5 % (à gauche) et un taux d’activité de 1 %
(à droite) lorsque la période de génération de trafic est de 5 s, pour les protocoles de
routage CF, E-ADCR et ADC-GRAB.
Le délai moyen de bout en bout pour la livraison des paquets de données augmente
avec la densité du réseau de 370 s à 409 s pour un taux d’activité de 0.5 % et diminue
significativement (de 149 s à 97 s) pour un taux d’activité de 1 %, lorsque la densité
du réseau augmente. L’augmentation du délai lorsque le taux d’activité est égal à
0.5 % est due à la légère augmentation du taux de livraison qui est très faible lorsque
la charge de trafic est élevée et que le taux d’activité est faible. Le taux de livraison
dans ADC-GRAB augmente de façon significative et le délai diminue lorsque le taux
d’activité est de 1 % car la durée de l’activité est un peu plus longue. De plus, chaque
nœud a plus de possibilités de rencontrer un nœud voisin qui est plus près du puits.
Le taux de livraison est faible et est en dessous de celui de CF et de E-ADCR car les
rencontres sont plus fréquentes mais ne sont pas suffisamment longues (vu le faible
taux d’activité) pour supporter les coûts dus aux balises et à la charge de trafic élevée.
Cas d’une période de génération de trafic de 60 s
Les figures 4.21 et 4.22 montrent respectivement le taux de livraison des paquets
de données et le délai moyen de bout en bout en fonction du nombre de nœuds, avec
à gauche un taux d’activité de 0.5 % et à droite un taux d’activité 1 % pour les trois
protocoles lorsque la période de génération de trafic est de 60 s.
Pour le protocole CF, le taux de livraison augmente de 64 % à 69 % avec un taux
d’activité de 0.5 %, et diminue de 74 % à 68 % avec un taux d’activité de 1 %. Le
délai moyen de bout en bout pour la livraison des paquets de données augmente de
3 s à 4 s avec un taux d’activité de 0.5 % et reste autour de 4 s avec un taux d’activité
de 1 % lorsque la densité du réseau augmente. Le taux de livraison des paquets et
le délai moyen de bout en bout dans CF augmentent légèrement avec la densité du
réseau lorsque le taux d’activité est de 0.5 %. Cela s’explique par le fait que lorsque
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Figure 4.21 – Taux de livraison des paquets de données en fonction du nombre de
nœuds, avec un taux d’activité de 0.5 % (à gauche) et un taux d’activité de 1 % (à
droite) lorsque la période de génération de trafic est de 60 s, pour les protocoles de
routage CF, E-ADCR et ADC-GRAB.
le taux d’activité est faible et la charge de trafic est moins importante, il y a une







































Figure 4.22 – Délai moyen de livraison des paquets de données en fonction du nombre
de nœuds, avec un taux d’activité de 0.5 % (à gauche) et un taux d’activité de 1 %
(à droite) lorsque la période de génération de trafic est de 60 s, pour les protocoles
de routage CF, E-ADCR et ADC-GRAB.
Pour E-ADCR, le taux de livraison diminue d’environ 95 % à 91 % avec un
taux d’activité de 0.5 % et d’environ 97 % à 94 % avec un taux d’activité de 1 %
lorsque la densité du réseau augmente. Le délai moyen de bout en bout pour la
livraison des paquets de données augmente de 8 s à 23 s avec un taux d’activité de
0.5 % et augmente d’environ 6 s à 27 s avec un taux d’activité de 1 % lorsque la
densité du réseau augmente. Le taux de livraison dans E-ADCR diminue et le délai
augmente lorsque la densité du réseau augmente à cause du fait que plusieurs nœuds
dans un même voisinage peuvent être actifs en même temps. Cela génère un nombre
important de copies, une augmentation des retransmissions dues aux collisions, et
une suppression des paquets avant même qu’une copie atteigne la destination finale
(vu que le TTL des paquets est décrémenté à chaque rediffusion).
Pour le protocole ADC-GRAB, le taux de livraison des paquets augmente de 94 %
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à 98 % avec la densité du réseau avec un taux d’activité de 0.5 % et reste égale à un
peu plus de 99 % avec un taux d’activité de 1 %. Le délai moyen de bout en bout
pour la livraison des paquets de données diminue significativement de 186 s à 79 s
lorsque la densité du réseau augmente avec un taux d’activité de 0.5 % et de 28 s à
14 s avec un taux d’activité de 1 %. Le taux de livraison dans ADC-GRAB augmente
et le délai diminue de façon très significative lorsque la densité du réseau augmente
car non seulement les rencontres sont plus fréquentes quand il y a plusieurs voisins
plus proches du puits, mais aussi la charge de trafic est moins importante et peut
être supportée par les faibles taux d’activité.
4.3.3.2 Cas des taux d’activité > 1 %
Dans cette deuxième partie, nous évaluons les performances des trois protocoles
de routage E-ADCR, ADC-GRAB et CF lorsque le nombre de nœuds augmente. Nous
considérons les taux d’activité de 2 % et de 10 %, avec une période de génération de
trafic de 5 s et une période de génération de trafic de 60 s.
Cas d’une période de génération de trafic de 5 s
Les figures 4.23 et 4.24 montrent respectivement le taux de livraison des paquets
de données et le délai moyen de bout en bout en fonction du nombre de nœuds, avec
à gauche un taux d’activité de 2 % et à droite un taux d’activité de 10 % pour les
trois protocoles lorsque la période de génération de trafic est de 5 s.
Pour le protocole CF, le taux de livraison diminue légèrement lorsque le nombre
de nœuds dans le réseau augmente avec les deux taux d’activité (2 % et 10 %). Le
délai moyen de bout en bout pour la livraison des paquets de données est autour de
3 s avec un taux d’activité de 2 % et autour de 2 s avec un taux d’activité de 10 %,
indépendamment de la densité du réseau.
Pour E-ADCR, le taux de livraison diminue légèrement de 84 % à 82 % avec
un taux d’activité de 2 % et augmente de 67 % à 85 % avec un taux d’activité de
10 % lorsque la densité du réseau augmente. Le délai moyen de bout en bout pour
la livraison des paquets de données varie entre 4 s et 8 s avec un taux d’activité
de 2 % et entre 3 s et 10 s avec un taux d’activité de 10 % lorsque la densité du
réseau augmente. E-ADCR fournit de faibles performances pour des grands taux
d’activité indépendamment de la densité du réseau. Ceci s’explique par le fait que
lorsque les nœuds ont une longue durée d’activité il y a un débordement rapide des
files d’attentes dû au nombre important de copies des paquets de données. Il y a
aussi une augmentation du nombre de collisions qui fait que les paquets retransmis
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Figure 4.23 – Taux de livraison des données en fonction du nombre de nœuds, avec
un taux d’activité de 2 % (à gauche) et avec un taux d’activité de 10 % (à droite)
lorsque la période de génération de trafic est de 5 s, pour les protocoles de routage
CF, E-ADCR et ADC-GRAB.
plusieurs fois sont supprimés après quatre tentatives. Cela augmente la latence et











































Figure 4.24 – Délai moyen de livraison des paquets de données en fonction du nombre
de nœuds, avec un taux d’activité de 2 % (à gauche) et avec un taux d’activité de 10 %
(à droite) lorsque la période de génération de trafic est de 60 s, pour les protocoles
de routage CF, E-ADCR et ADC-GRAB.
Pour le protocole ADC-GRAB, le taux de livraison des paquets augmente signifi-
cativement lorsque la densité du réseau augmente d’environ 94 % à environ 97 % avec
un taux d’activité de 2 %, et reste autour de 99 % avec un taux d’activité de 10 %. Le
délai moyen de bout en bout pour la livraison des paquets de données diminue de 25 s
à 15 s pour un taux d’activité de 2 % et diminue de 4 s à 3 s pour un taux d’activité
de 10 % lorsque la densité du réseau augmente. On remarque que la densité du réseau
a plus d’impact sur les performances de ADC-GRAB quand le taux d’activité est de
2 % que lorsqu’il est de 10 %. Cela s’explique par le fait que, lorsque le taux d’activité
est grand, la durée d’activité est longue et la probabilité qu’un nombre important de
nœuds soient tous actifs en même temps devient importante (vu la densité du réseau
qui augmente). Cela augmente la contention et les collisions, donc réduit le taux de
livraison des paquets.
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Cas d’une période de génération de trafic de 60 s
Les figures 4.23 et 4.24 montrent respectivement le taux de livraison des paquets
de données et le délai moyen de bout en bout en fonction du nombre de nœuds, avec
à gauche un taux d’activité de 2 % et à droite un taux d’activité 10 % pour les trois

















































Figure 4.25 – Taux de livraison des paquets de données en fonction du nombre de
nœuds, avec un taux d’activité de 2 % (à gauche) et avec un taux d’activité de 10 %
(à droite) lorsque la période de génération de trafic est de 60 s, pour les protocoles








































Figure 4.26 – Délai moyen de livraison des paquets de données en fonction du nombre
de nœuds, avec un taux d’activité de 2 % (à gauche) et un taux d’activité de 10 %
(à droite) lorsque la période de génération de trafic est de 60 s, pour les protocoles
de routage CF, E-ADCR et ADC-GRAB.
Pour le protocole CF, le taux de livraison diminue d’environ 81 % à 63 % avec un
taux d’activité de 2 % et varie légèrement entre 79 % et 81 % avec un taux d’activité
de 10 % lorsque la densité du réseau augmente. Le délai moyen de bout en bout pour
la livraison des paquets de données est autour de 3 s avec un taux d’activité de 2 % et
autour de 2 s avec un taux d’activité de 10 % lorsque la densité du réseau augmente.
Pour E-ADCR, le taux de livraison diminue de 97 % à 95 % avec un taux d’activité
de 2 % et augmente de 89 % à 96 % avec un taux d’activité de 10 % lorsque la densité
du réseau augmente. Le délai moyen de bout en bout pour la livraison des paquets de
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données augmente de 5 s à 26 s avec un taux d’activité de 2 % et augmente d’environ
3 s à 30 s avec un taux d’activité de 10 % lorsque la densité du réseau augmente.
Le taux de livraison dans E-ADCR augmente lorsque la densité du réseau augmente
et que le taux d’activité est de 10 % car même si la contention est forte et que le
nombre de collisions est important, la charge de trafic est faible et peut être supportée
malgré les collisions. Néanmoins, les paquets vont mettre plus de temps dans les
files d’attente (à cause du nombre important de retransmissions) pour atteindre la
destination finale.
Pour le protocole ADC-GRAB, le taux livraison des paquets diminue légèrement
avec la densité du réseau indépendamment du taux d’activité. Le délai moyen de
bout en bout pour la livraison des paquets de données diminue de 12 s à 7 s avec
un taux d’activité de 2 % et reste autour de 3 s avec un taux d’activité de 10 %. Le
taux de livraison des paquets dans ADC-GRAB baisse légèrement quand le trafic est
moins important et que le taux d’activité est grand car les périodes de rencontres
sont longues et très fréquentes (vu le nombre important de voisins) ce qui augmente
la contention, les collisions et les retransmissions.
4.3.4 Bilan sur les résultats de simulation des protocoles de
routage
En résumé nous pouvons noter que les performances du protocole CF en termes
de taux de livraison des paquets restent en dessous des performances des deux pro-
tocoles E-ADCR et ADC-GRAB. Lorsque le taux d’activité est supérieur à 1 %, le
protocole ADC-GRAB montre de meilleures performances que le protocole E-ADCR.
En effet, lorsque la densité du réseau augmente ou que la période d’activité des nœuds
augmente, E-ADCR perd sa spécificité de tirer profit des activités communes rares
et courtes pour échanger efficacement les paquets de données. Contrairement à E-
ADCR, pour le protocole ADC-GRAB, augmenter la densité du réseau ou le taux
d’activité revient à des activités communes plus fréquentes et longues. Il est néan-
moins intéressant de noter que lorsque le taux d’activité est inférieur à 1 %, les
performances du protocole ADC-GRAB sont beaucoup plus faibles que les perfor-
mances du protocole E-ADCR. Le protocole E-ADCR relève le défi de fonctionner
efficacement avec des taux d’activité faibles. Par exemple, pour un réseau avec un
degré moyen de 8 nœuds, E-ADCR garantit un taux de livraison de 92 % et un délai
moyen de bout en bout d’environ 11 s (dans nos simulations) même lorsque le taux
d’activité est fixé à 0,25 % pour tous les nœuds et une période de génération du
trafic est de 1 paquet par minute. Le protocole E-ADCR est donc adapté à la phase
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d’attente des applications de surveillance (telles que les volcans ou les forêts) pendant
laquelle les nœuds font des mesures régulières avec une faible fréquence et doivent
être très économes en énergie. De même, le protocole ADC-GRAB est beaucoup plus
adapté à la phase de travail intensif (par exemple en cas de détection d’événement
critique) pendant laquelle le trafic devient important et donc qui nécessite que le
taux d’activité augmente.
4.4 Expérimentation
Cette partie présente la validation de nos résultats par maquettage sur une plate-
forme matérielle. Nous avons effectué des tests sur des nœuds TelosB de Crossbow en
utilisant le système d’exploitation événementiel TinyOS [HSW+00b]. Nous validons
les fonctionnalités de nos deux protocoles de routage (E-ADCR et ADC-GRAB)
dans un environnement réel sur des nœuds capteurs. Dans la suite, nous décrivons
l’environnement d’expérimentation et les résultats obtenus.
4.4.1 Environnement d’expérimentation
Dans cette sous-partie, nous décrivons le système d’exploitation événementiel Ti-
nyOS [HSW+00b], notre plate-forme d’expérimentation et la topologie de la maquette
avec les différents paramètres utilisés.
4.4.1.1 Description de TinyOS
TinyOS est un système d’exploitation à code source libre principalement déve-
loppé par l’université américaine de Berkeley pour les RCSF. TinyOS est programmé
en langage NesC [GLR+03] (un dérivé du langage C) qui lui offre une architecture
à base de composants pour un fonctionnement avec des ressources limitées. L’or-
donnanceur dans TinyOS a deux niveaux de priorité. La haute priorité est pour les
événements et les commandes et la priorité basse pour les tâches. Un événement est
l’équivalent logiciel d’une interruption matérielle (comme la pression d’un bouton ou
la réception d’un message), et une commande est l’exécution d’une fonctionnalité
précise dans un autre composant (par exemple AMControl.start() pour démarrer
la radio). Un événement est prioritaire par rapport à une tâche et peut interrompre
la tâche en cours d’exécution. Les tâches sont enregistrées dans une file d’attente de
tâches pour être exécutées sur la base d’un ordonnancement en FIFO (pour First
In First Out). Cela signifie qu’une tâche est exécutée d’une manière non-préemptive
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(une nouvelle tâche ne peut pas être exécutée avant la fin de la tâche en cours). Il
n’y a donc pas de priorités parmi les tâches.
Il existe différentes plates-formes disponibles dans TinyOS (par exemple : TelosA,
TelosB, Mica, MicaZ, Mica2, Iris, etc).

































Figure 4.27 – Schéma fonctionnel d’un nœud capteur de type TelosB.
Nous avons utilisé une plate-forme TelosB (de type Crossbow [Teca] et MEMSIC
[Tecb]) dans nos expérimentations. La figure 4.27 montre le schéma fonctionnel d’un
nœud capteur de type TelosB. Cette plate-forme repose sur la norme IEEE 802.15.4
pour les communications radio dans la bande de fréquences de 2.4 à 2.4835 GHz. Le
débit radio maximal est de 250 kbps, le nœud intègre un micro-contrôleur TI MSP430,
une RAM de 10 kB, un composant radio CC2420 et un module antenne Onboard.
La programmation et la récupération des informations (telles que la température,
l’humidité, la lumière) se font via l’interface USB.
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4.4.1.3 Topologie et paramètres de maquettage
La figure 4.28 montre la topologie d’expérimentation. Notre évaluation expéri-
Puits
nœuds sources
Figure 4.28 – Topologie d’expérimentation.
mentale se compose d’un ensemble de 20 telosB et d’un puits sur une table dans
notre laboratoire. Afin de limiter la portée de communication, nous avons choisi une
puissance de transmission de 1 pour les nœuds sur une grille de 0 à 31 (cela correspond
à une puissance de transmission de -25 dBm qui représente la puissance minimale).
Cela forme un réseau avec un maximum de quatre sauts du nœud puits. Nous avons
au total 6 nœuds sources de données : 2 nœuds sont positionnés à 4 sauts du puits,
3 nœuds sont positionnés à 3 sauts du puits, et un nœud est positionné à 2 sauts
du puits. Les six nœuds effectuent périodiquement des mesures et les acheminent via
les autres nœuds vers le puits. Bien que nous ayons un réseau expérimental de taille
plus petite que les simulations, les résultats de cette expérience permettent d’avoir
une indication claire des performances dans un réseau réel et la preuve que nos pro-
tocoles fonctionnent sur des nœuds capteurs réels. Notre protocole expérimentale est
détaillée dans la partie A. Nous avons réalisé l’expérimentation en faisant varier le





4.4.2.1 Cas des taux d’activité faibles
La figure 4.29 montre le taux de livraison des paquets de données en fonction
du taux d’activité (qui varie entre 0.25 % et 1 %) avec (à gauche) une période de
génération de trafic de 5 s (ce qui correspond à une génération de trafic élevée compte
tenu du taux d’activité faible) et (à droite) une période de génération de trafic de 60 s
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Figure 4.29 – Taux de livraison des paquets de données en fonction du taux d’activité
avec (à gauche) une période de génération de trafic de 5 s et (à droite) une période de
génération de trafic de 60 s, pour les protocoles de routage E-ADCR et ADC-GRAB.
Pour le protocole ADC-GRAB, le taux de livraison augmente de 13 % à 25 %
lorsque la période de trafic est de 5 s, et de 41 % à 46 % lorsque la période de trafic
est de 60 s. Le taux de livraison est très faible lorsque la charge de trafic est élevée
(pour une période de 5 secondes), car la durée des rencontres entre les nœuds n’est
pas suffisamment longue (vu le faible taux d’activité) pour supporter les coûts dus
aux balises et échanger les paquets de données.
Pour E-ADCR, le taux de livraison augmente de 51 % à environ 67 % lorsque la
période de trafic est de 5 s, et d’environ 81 % à 84 % lorsque la période de trafic est
de 60 s. E-ADCR montre des performances élevées pour des taux d’activité faibles
par rapport à ADC-GRAB. Il est bénéfique que les nœuds diffusent fréquemment
leurs paquets de données durant leur courte période d’activité, plutôt que d’échanger
des paquets de contrôle ou d’attendre un voisin qui est plus proche de la destination
finale.
La figure 4.30 montre le délai moyen de bout en bout pour la livraison des paquets
de données en fonction du taux d’activité avec (à gauche) une période de génération
de trafic de 5 s et (à droite) une période de génération de trafic de 60 s, pour les
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Figure 4.30 – Délai moyen de livraison des paquets de données en fonction du taux
d’activité avec (à gauche) une période de génération de trafic de 5 s et (à droite) une
période de génération de trafic de 60 s, pour les protocoles de routage E-ADCR et
ADC-GRAB.
Pour le protocole ADC-GRAB, le délai moyen de bout en bout pour la livraison
des paquets de données varie entre 167 s et 283 s lorsque le trafic est élevé (période de
5 s) et augmente de de 138 s à 234 s lorsque le trafic est relativement faible (période
de 60 s). La grande variation du délai pour les périodes de génération de 5 s est due
à la perte importante des paquets de données (cf figure 4.29 à gauche) et notamment
de ceux qui devraient avoir un délai plus long, ce qui réduit artificiellement le délai.
Pour E-ADCR, le délai moyen de bout en bout pour la livraison des paquets de
données est faible (il varie entre 4 s et environ 8 s avec une période de génération de
trafic de 5 s, et entre 14 s et 16 s avec une période de génération de trafic de 60 s).
Cela montre que l’envoi des paquets à tous les voisins possibles permet au protocole
E-ADCR de trouver l’itinéraire le plus rapide pour les paquets (parmi beaucoup
d’autres routes empruntées en parallèle).
Cas des taux d’activité important
La figure 4.31 montre le taux de livraison des paquets de données en fonction
du taux d’activité (qui varie entre 1 % et 10 %) avec (à gauche) une période de
génération de trafic de 5 s et (à droite) une période de génération de trafic de 60 s,
pour les protocoles E-ADCR et ADC-GRAB.
Pour le protocole ADC-GRAB, le taux de livraison des paquets augmente de
manière significative avec le taux d’activité de 25 % à 99 % avec une période de
génération de trafic de 5 s et de 41 % à environ 100 % pour une période de 60 s.
Pour le protocole E-ADCR, le taux de livraison de paquets augmente entre environ
67 % et 94 % avec une période de génération de trafic de 5 s. Lorsque la période de
génération de trafic est de 60 s, le taux de livraison augmente de 84 % (pour un
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Figure 4.31 – Taux de livraison des paquets de données en fonction du taux d’activité
avec (à gauche) une période de génération de trafic de 5 s et (à droite) une période de
génération de trafic de 60 s, pour les protocoles de routage E-ADCR et ADC-GRAB.
puis diminue de 94 % à un peu plus de 92 % (pour un taux d’activité de 10 %).
Ceci s’explique par le fait que lorsque les nœuds ont une longue durée d’activité, les
activités communes avec les voisins se produisent plus fréquemment. Cela se traduit
par un nombre important de copies des paquets de données et une augmentation du
nombre de collisions, ce qui réduit le taux de livraison des paquets de données.
La figure 4.32 montre le délai moyen de bout en bout pour la livraison des paquets
de données en fonction du taux d’activité (qui varie de 1 % à 10 %) avec (à gauche)
une période de génération de trafic de 5 s et (à droite) une période de génération de
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Figure 4.32 – Délai moyen de livraison des paquets de données en fonction du taux
d’activité avec (à gauche) une période de génération de trafic de 5 s et (à droite) une
période de génération de trafic de 60 s, pour les protocoles de routage E-ADCR et
ADC-GRAB.
Pour le protocole ADC-GRAB, le délai moyen de bout en bout pour la livraison
des paquets de données diminue de manière significative (de 167 s à environ 6 s
avec une période de génération de trafic de 5 s, et de 234 s à 5 s pour une période
de 60 s) lorsque le taux d’activité augmente de 1 % à 10 %. Cette augmentation de
performance est due au fait qu’avec un grand taux d’activité, les nœuds se rencontrent
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plus souvent et pour de grandes durées, et n’ont pas besoin d’attendre longtemps
avant de rencontrer un nœud voisin qui est plus près du puits.
Pour le protocole E-ADCR, le délai moyen de bout en bout pour la livraison des
paquets de données varie entre environ 6 s et 11 s avec une période de génération de
trafic de 5 s, et entre 9 s et 16 s avec une période de génération de trafic de 60 s.
4.4.3 Bilan sur les résultats d’expérimentation
En somme, on remarque expérimentalement qu’avec un taux d’activité faible (in-
férieur à 1 %) E-ADCR montre de meilleures performances que le protocole ADC-
GRAB, tandis qu’avec un taux d’activité important (supérieur à 1 %), ADC-GRAB
montre de meilleures performances que E-ADCR. En effet, lorsque la période d’ac-
tivité des nœuds augmente, E-ADCR perd sa spécificité de tirer profit des activités
communes rares et courtes pour échanger efficacement les paquets de données et pro-
voque une surcharge importante du réseau et donc une perte importante des données,
tandis que, pour le protocole ADC-GRAB, l’augmentation du taux d’activité revient
à des activités communes plus fréquentes et longues.
Il est important de souligner que les conclusions des résultats d’expérimentation
concordent avec celles obtenues par simulation : le protocole E-ADCR est le plus
efficace pour des taux d’activité inférieurs à 1 %, et le protocole ADC-GRAB est
le plus efficace pour des taux d’activité supérieurs à 1 %. Des tests expérimentaux
supplémentaires réalisés montrent que lorsque la période de génération de trafic est
de 5 min (300 s), E-ADCR atteint un taux de livraison de plus de 97 % avec un taux




Les applications de surveillance environnementale sont généralement mises en
place pour opérer pendant une longue durée. Ces applications sont réalisées sur des
zones étendues, peu accessibles et sans infrastructure préexistante pour alimenter
électriquement les composants chargés d’effectuer la surveillance. Les réseaux de
capteurs sans fil sont une solution prometteuse pour la mise en place de telles appli-
cations. Cependant, un RCSF doit faire face à des contraintes liées aux ressources
limitées des nœuds capteurs.
Dans cette thèse, nous nous sommes concentrés spécifiquement sur la gestion effi-
cace de l’énergie pour assurer une longue durée de vie au réseau, et sur la possibilité
de passage à l’échelle. Nous nous sommes servis du mécanisme qui séquence les pé-
riodes d’activité (où le module radio est allumé) et de sommeil (où le module radio
est éteint) des nœuds capteurs suivant un certain taux d’activité, pour leur permettre
d’économiser de l’énergie. Nous avons proposé des protocoles MAC asynchrones qui
assurent de bonnes performances même quand le taux d’activité est moins de 1 %
pour tous les nœuds.
Dans ce qui suit, nous faisons un résumé de nos différentes contributions, et nous
donnons les perspectives pour les travaux futurs.
5.1 Résumé des contributions
Nous avons utilisé le protocole MAC de la norme IEEE 802.15.4 pour déter-
miner la meilleure approche de planification des périodes d’activité et de sommeil
des nœuds capteurs. Le mode avec balise de cette norme est un bon candidat pour
les RCSF, car les nœuds commencent ensemble leur période d’activité et passent
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ensemble en période d’inactivité pour économiser leur énergie, ce qui permet d’équi-
librer la consommation énergétique des nœuds et de contribuer à l’estimation de la
durée de vie du réseau.
Cependant, la synchronisation nécessaire dans ce mode est difficile à réaliser et
coûteuse (en termes d’énergie ou d’utilisation de la bande passante déjà limitée),
notamment quand il y a un nombre important de nœuds dans le réseau. Ainsi,
nous avons proposé de supprimer l’exigence de la synchronisation, en permettant
aux nœuds de démarrer leur période d’activité de façon aléatoire dans chaque cycle
global. Nous avons montré que les nœuds peuvent réaliser des rencontres aveugles
avec une bonne probabilité et nous avons déterminé le temps d’attente moyen avant
que ces rencontres aient lieu. Même lorsque le taux d’activité est faible (autour de
5 %), la durée avant une rencontre peut être maintenue faible (la moyenne est tou-
jours au plus deux fois la durée d’un cycle si un nœud a trois voisins plus proches
de la destination finale que lui). Les avantages de cette approche avec rencontres
aveugles viennent du fait qu’elle ne nécessite pas de synchronisation, donc permet
de développer un protocole MAC complètement asynchrone, et notamment robuste
face aux dérives d’horloges, qui peuvent être très importantes lorsque les nœuds sont
inactifs pendant de longues durées.
Nous nous sommes basés sur cette approche de planification pour proposer un pro-
tocole MAC asynchrone adapté aux applications des RCSF, et qui peut opérer avec
des taux d’activité faibles (environ 1 %). Nous avons déterminé la durée optimale
du cycle qui assure que les rencontres puissent être détectées, dans des conditions
réalistes (en supposant des liens avec pertes et en prenant en compte la congestion).
Nous avons montré que le protocole peut réaliser des délais raisonnables en fragmen-
tant davantage les activités, sans impacter trop le taux de livraison. Des simulations
approfondies menées sur NS-2 dans divers scénarios montrent que notre protocole
peut assurer de bonnes performances en termes de taux de livraison, de délai et de
consommation énergétique.
Pour réduire davantage le délai moyen de bout en bout pour la livraison des trames
de données, nous avons proposé SLACK-MAC, qui est un protocole MAC asynchrone
et adaptatif, fonctionnant avec un taux d’activité faible (1 %). Initialement, les nœuds
dans SLACK-MAC, activent leur module radio aléatoirement et indépendamment, et
construisent un historique des communications réussies. L’historique est utilisé pour
déterminer les prochaines dates d’activation, il en résulte un comportement auto-
adaptatif. Nous avons montré que SLACK-MAC atteint de bonnes performances avec
une taille d’historique limitée à seulement six entrées, et quelques cycles seulement
sont nécessaires pour remplir les listes.
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Nous avons comparé SLACK-MAC et le protocole MAC de base que nous avons
proposé avec les protocoles MAC existants. Nos protocoles assurent un bon com-
promis en termes de taux de livraison des trames, de délai de bout en bout et de
consommation d’énergie.
La plupart des protocoles de routage pour les réseaux de capteurs nécessitent
des messages de contrôle pour maintenir leur voisinage et prendre des décisions de
routage. Ces protocoles fournissent généralement de très faibles performances lorsque
le taux d’activité est faible (à savoir, inférieur à 1 %), vu que la charge en paquets
de contrôle devient significativement plus élevée que le trafic de données.
Nous avons donc proposé dans un premier temps le protocole de routage par
gradient ADC-GRAB, basé sur notre protocole MAC à rencontres aveugles. Dans
ADC-GRAB, les nœuds utilisent un mécanisme de gradient pour sélectionner de
façon opportuniste un nœud intermédiaire pour les paquets de données, pendant leur
temps d’activité.
Nous avons aussi proposé le protocole de routage E-ADCR, basé sur un méca-
nisme d’inondation, et fonctionnant également avec notre protocole MAC à rencontres
aveugles. Dans E-ADCR, une fois qu’un nœud est actif, il tente de diffuser autant
de paquets que possible. Quand un voisin reçoit finalement l’une de ces transmis-
sions, le voisin commence à diffuser ce paquet à son tour. Le protocole E-ADCR
nécessite un nombre de messages de contrôle limités (uniquement pendant la phase
d’initialisation).
Nous avons comparé par simulation E-ADCR avec un protocole de routage par
inondation de la littérature, ainsi qu’avec ADC-GRAB, dans différents scénarios. Les
résultats montrent que E-ADCR donne de bonnes performances par rapport aux
deux autres protocoles en termes de délai de bout en bout et de taux de livraison
des paquets, pour des taux d’activité inférieures à 1 %. Cependant, au delà des taux
d’activité de 2 %, ADC-GRAB assure de meilleures performances que les deux autres
protocoles.
Des résultats obtenus par expérimentation sur des nœuds TelosB de Crossbow
confirment les résultats obtenus par simulation. E-ADCR assure de bonnes perfor-
mances par rapport à ADC-GRAB pour de très faibles taux d’activité.
5.2 Perspectives pour les travaux futurs
Bien que les résultats présentés dans cette thèse par simulation et par expérimen-
tation montrent une indication des performances de nos protocoles dans un réseau
réel et montrent que nos concepts fonctionnent sur des nœuds capteurs réels, de nom-
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breuses possibilités pour étendre la portée de cette thèse restent à exploiter. Ce qui
suit présente quelques-unes de ces ouvertures. Nous présentons nos perspectives à
court et long termes.
5.2.1 Perspectives à court terme
Dans nos évaluations, nous avons certes considéré un lien avec pertes entre les
nœuds, mais la valeur de l’écart type du modèle de propagation shadowing que nous
avons choisi fait l’hypothèse d’un médium stable, ce qui peut être considéré trop
optimiste. Nous envisageons d’affiner le réalisme de cette étude en considérant un
écart type qui varie en fonction du temps. Cette variation permet par exemple de
prendre en compte les interférences avec d’autres protocoles travaillant dans la même
bande de fréquences (exemple : interactions entre WiFi et 802.15.4 dans la bande de
fréquences 2.4 GHz), ou des modifications de conditions de propagation dépendant
de changements de l’environnement (exemple : entre le jour et la nuit, en présence
de végétation ou non, etc.).
Pour le protocole AaaMAC à rencontre aveugle, nous avons montré que diviser la
période d’activité en plusieurs petites périodes d’activités dans un même cycle (au
lieu d’avoir une seule longue activité) réduit le délai avant que deux paires de nœuds
quelconques partagent une activité commune. Cependant, ce mécanisme réduit la du-
rée de l’activité commune entre les nœuds. Nous envisageons d’utiliser ce mécanisme
pour détecter une rencontre et si besoin étendre la durée de l’activité, tout en mainte-
nant fixe la durée de l’activité dans chaque cycle. Par exemple, nous pouvons étendre
la durée de l’activité tant que les nœuds communiquent et dormir plus longtemps
ensuite. Cette modification du protocole MAC peut s’appliquer à d’autres protocoles
étudiés, dont SLACK-MAC, ou d’autres protocoles de la littérature comme RI-MAC.
5.2.2 Perspectives à long terme
Nous envisageons d’améliorer le protocole de routage ADC-GRAB et E-ADCR.
Nous avons supposé que les liens sont stables dans nos évaluations, ce qui interdit
toute modification de la topologie. Adapter ces protocoles aux réseaux dynamiques
(ajout ou disparition de nœud) ou mobiles est une perspective intéressante. Dans le
cas du protocole de routage par inondation E-ADCR, les modifications nous semblent
plus simples, étant donné que le protocole ne stocke pas beaucoup d’informations sur
son voisinage. Dans le cas du protocole de routage par gradient ADC-GRAB, le
travail sera plus conséquent, puisqu’il sera nécessaire d’adapter le gradient au fur et
à mesure du déplacement des nœuds, ce qui nécessite la mise en relation de la vitesse
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des nœuds et de la durée de mise à jour du gradient. Il est probable que le surcoût
du protocole par gradient soit élevé.
Nous avons montré que le mécanisme basé sur l’historique du protocole SLACK-
MAC permet d’améliorer la probabilité de communications fructueuses et de réduire
le temps d’attente avant une activité commune. Il est possible d’appliquer ce mé-
canisme sur d’autres protocoles MAC probabilistes existants comme RI-MAC pour
améliorer leurs performances.
Nous envisageons aussi de créer un protocole de routage hybride combinant le
mécanisme d’inondation de E-ADCR avec le mécanisme basé sur un gradient de ADC-
GRAB. Ce protocole de routage pourrait aussi intégrer un protocole MAC utilisant
un mécanisme de priorité des paquets suivant le taux d’activité, et former ainsi un
unique protocole cross-layering MAC/routage. L’utilisation d’un paramètre pourrait
permettre à l’utilisateur de contrôler les performances selon le type de déploiement.
Une étude parallèle pourrait permettre d’aider l’utilisateur à choisir le paramétrage
du protocole en fonction du besoin des applications.
Nous avons réalisé une évaluation réaliste de nos mécanismes sur une plate-forme
matérielle en vue de valider nos simulations. Les expérimentations ont été réalisées
dans notre laboratoire sur une grande table avec une portée minimale des nœuds cap-
teurs. Il serait intéressant d’étendre le champ de cette expérimentation, de différentes
manières :
• en réalisant une expérimentation sur le terrain (sur un volcan par exemple) qui
ferait face aux conditions temporaires,
• en comparant les sources de différences entre les résultats de simulation et les
résultats expérimentaux.
Finalement d’autres perspectives seraient de :
• étudier nos protocoles pour d’autres types d’applications (exemple : domo-
tique ? applications peu contraintes en énergie (taux d’activité élevés?)),
• nous intéresser aux autres couches du modèle OSI : couche physique pour des
communications en extérieur, couche transport ou application,
• nous intéresser à des nœuds qui auraient plusieurs modules radios ou des mo-
dules radios ayant des bandes de fréquence paramétrables, pour pouvoir adapter
la bande de fréquence aux conditions actuelles.
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Dans cette partie nous détaillons le processus d’expérimentation, de la conception
du protocole jusqu’à la réalisation des tests d’évaluation.
A.1 Conception du protocole
La conception de notre protocole expérimental a été réalisée sur le système d’ex-
ploitation TinyOS pour la plateforme TelosB et les programmes sont en langage
NesC [GLR+03].
Le langage NesC repose sur une architecture à base de composants. Une appli-
cation en NesC peut être mise en œuvre par un certain nombre de fichiers avec une
extension en .h et en .nc. Les extensions en .h définissent les constantes et les struc-
tures de données, et les extensions .nc définissent le module ou la configuration ainsi
que les interfaces utilisées. Les interfaces sont fournies ou utilisées par les deux types
de composants en NesC que sont module et configuration. Un module NesC définit
un composant qui peut être appelé par un autre composant. Dans une configuration,
les composants sont liés entre eux par des interfaces bidirectionnelles.
Pour nos applications, nous avons défini trois fichiers différents, un fichier en .h
(Gradient.h) contenant les constantes et les différentes structures, et deux fichiers en
.nc, dont l’un est pour la configuration (appelé GradientAppC.nc) et l’autre pour le
module (appelé GradientC.nc). Le premier contient la déclaration des composants
utilisés et leurs liaisons avec les interfaces explicitées dans le deuxième qui comporte
en plus des interfaces le code de l’application. Les figures A.1, A.2, et A.3 montrent
respectivement un extrait de ces fichiers pour l’application Gradient.
Comme nous pouvons voir sur la figure A.1 le fichier Gradient.h comporte nos
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Figure A.1 – Exemple de déclaration des constantes et structures.
Figure A.2 – Exemple de déclaration des composants et leur liaison avec les interfaces
utilisées.
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constantes (par exemple le paramètre TRX_POWER=1 permet de fixer la puissance
de transmission à 1) et nos structures de données (par exemple GradientMsg définit
la structure de nos paquets).
Figure A.3 – Exemple de définition de module.
Dans le fichier GradientAppC.nc (voir la figure A.2) nous déclarons les différents
composants dont nous avons besoin et leurs liaisons avec les interfaces définies dans
le module GradientC du fichier GradientC.nc (voir la figure A.3). La partie implé-
mentation du fichier GradientC.nc comporte le code de notre application Gradient
(protocole de routage décrit dans la partie 3.2.1).
A.2 Configuration des TelosB
La configuration des nœuds TelosB se fait comme suit :
• Dans un terminal se positionner à le chemin de l’application, par exemple :
cd /opt/tinyos-2.1.0/apps/ABY-Apps/gradient
• Compiler l’application à l’aide de la commande : make telosb. La taille respec-
tive des codes pour les protocoles de routage ADC-GRAB et E-ADCR après
compilation est représentée sur la figure A.5 et A.4.
• Insérer le telosb dans un port USB, puis taper la commande motelist pour avoir
la liste des TelosB disponibles.
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Figure A.4 – Taille du code pour ADC-GRAB après compilation.
Figure A.5 – Taille du code pour E-ADCR après compilation.
$motelist
Reference Device Description
XBS5H6PH /dev/ttyUSB0 XBOW Crossbow Telos Rev.B
• Installer l’application sur un TelosB spécifique (par exemple celui en port USB0)
et lui attribuée un identifiant unique (par exemple 2) avec la commande :
make telosb install,2 bsl,/dev/ttyUSB0
A.3 Mise en place du réseau et réalisation des tests
Une fois que tous les nœuds (y compris le puits) sont configurés, on procède dans
un premier temps à la mise en place du réseau qui dure 20 secondes. Le puits diffuse
successivement deux balises après l’appui du UserButton. Une balise comporte la
distance en nombre de sauts du puits (saut 0 pour le puits) et l’instant de démarrage
des mesures. Tous les nœuds qui entendent ces balises avec un RSSI supérieur au
seuil fixé mettent à jour la distance (avec celle contenue dans la balise incrémentée
de 1) et l’instant de démarrage, puis choisissent un instant aléatoire entre 0 et 2
ms après laquelle ils rediffusent la balise avec les nouvelles valeurs de distance et
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de démarrage. Après cette petite phase d’initialisation, tous les nœuds y compris le
puits ont le même repère temporel. Il faut noter que pour avoir une configuration
d’un réseau multi-saut (avec 4 sauts maximum du puits) nous avons limité la portée
de communication des nœuds à -25 dBm (cela représente la puissance minimale).
Ce qui fait que deux nœuds même parfois proches peuvent ne pas être à portée de
communication. Pour avoir un réseau connexe et la configuration souhaitée, parfois
l’étape de mise en place doit être répétée plusieurs fois.
Une fois la mise en place réalisée, l’appui du UserButton des nœuds sources leur
permet de réaliser des mesures périodiques et de s’auto-organiser avec le voisinage
(en fonction du protocole de communication défini dans l’application) pour envoyer
ces mesures au puits.
Chaque paquet comporte un identifiant unique (composé par l’identifiant du nœud
l’ayant généré et du numéro du paquet, par exemple de 0 à x), l’instant en secondes et
en milisecondes de la génération du paquet depuis l’instant de synchronisation. Ainsi,
le puits peut déterminer aisément le délai de bout en bout d’un paquet quelconque
à partir de sa date de génération jusqu’à sa réception. Il est important de noter que
nous n’avons pas pris en compte les différentes dérives possible des nœuds TelosB. Le
puits étant connecté à une machine, nous utilisons la fonction printf pour afficher les
informations sur les paquets reçus. Ensuite, nous récoltons toutes ces informations
en écoutant le port USB à l’aide de la commande :
java net.tinyos.tools.PrintfClient -comm serial@/dev/ttyUSB0:115200
Ces informations peuvent être inscrites dans un fichier resultat.txt par exemple à
l’aide de la commande :
java net.tinyos.tools.PrintfClient -comm serial@/dev/ttyUSB0:115200 > resultat.txt
Un extrait du fichier resultat.txt est montré dans la figure A.6. Chaque test est
répété à deux reprises et chacun dure 2000 secondes. Nous avons adapté le code pour
faire évoluer le taux d’activité des nœuds et la période de génération de trafic pour
une même configuration avec une petite phase de transition de 10 secondes entre
deux tests de 2000 secondes. Chaque fichier resultat.txt comporte respectivement
les résultats quand nous fixons une période de génération de 5 secondes (avec une
variation du taux d’activité de 0.25 % à 10 %) et les résultats pour une période de
génération de 60 secondes (avec la même variation du taux d’activité de 0.25 % à
10 %).
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A.4 Exploitation des résultats
Nous utilisons un code en Perl pour exploiter nos résultats.
Figure A.6 – Exemple de fichier résultats.
Sur la figure A.6 (extrait du fichier resultat.txt), le premier champ représente
l’identifiant du nœud source, le deuxième champ représente le numéro de génération
du paquet, le troisième est le délai en secondes, le quatrième représente les milise-
condes additionnelles par rapport au délai en secondes et le cinquième est la distance
en nombre de sauts par rapport au puits. Nous calculons le taux de livraison en
faisant le rapport du nombre de paquets reçus par le puits sur le nombre total de
paquets générés par les nœuds sources. Notons que les doublons ne sont pas considé-
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Réseaux de capteurs sans fil étendus dédiés aux collectes de données
environnementales
Résumé
Les réseaux de capteurs sans fil sont utilisés dans de nombreuses applications de surveillance
de l’environnement (par exemple, pour surveiller les volcans ou pour détecter les incendies
de forêts). Dans de telles applications, les nœuds capteurs disposent d’une quantité limitée
d’énergie, mais doivent fonctionner pendant des années sans avoir leurs batteries changées.
La principale méthode utilisée pour permettre aux nœuds d’économiser leur énergie est
de séquencer les périodes d’activité et d’inactivité. Cependant, la conception de protocoles
MAC et de routage pour les applications avec des taux d’activité faibles est un défi.
Dans cette thèse nous proposons des protocoles MAC avec de très faibles taux d’activité
(moins de 1% d’activité) et des protocoles de routages adaptés pour des réseaux de capteurs
sans fil dédiés aux applications de surveillance environnementale.
Nos protocoles sont analysés et comparés aux protocoles existants par simulation et par
expérimentation sur des nœuds TelosB. Malgré un taux d’activité très faible pour tous les
nœuds, nos protocoles sont capables d’obtenir de bonnes performances, contrairement aux
autres protocoles de la littérature, qui ne sont pas adaptés à opérer avec de faibles taux
d’activité.
Mots-clés : réseaux de capteurs sans fil, protocoles MAC, protocoles de routage, taux
d’activité faible, économie d’énergie, surveillance environnementale.
Large wireless sensor networks dedicated to environmental monitoring
applications
Abstract
Wireless sensor networks are used in many environmental monitoring applications (e.g.,
to monitor forest fires or volcanoes). In such applications, sensor nodes have a limited
quantity of energy, but must operate for years without having their batteries changed. The
main mechanism used to allow nodes to save energy is to sequence periods of activity and
inactivity. However, the design of MAC and routing protocols for applications with low
duty-cycle is still a challenge.
In this thesis, we proposed unsynchronized MAC and routing protocols for wireless
sensor networks devoted to environmental monitoring applications. The main specificity of
our protocols is that they are adapted to very low duty-cycle (less than 1 % for all nodes).
Our protocols are analyzed and compared to existing protocols by simulation and ex-
perimentation on TelosB nodes. Despite this low duty-cycle for all nodes, our protocols are
able to achieve good performance, unlike other protocols in the literature, which are not
adapted to these extreme conditions.
Keywords: wireless sensor networks, MAC protocols, routing protocols, low duty cycle,
energy efficient, environmental monitoring.
