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Abstract. We consider the Grover walk model on a connected finite graph with two infinite length
tails and we set an ℓ∞-infinite external source from one of the tails as the initial state. We show
that for any connected internal graph, a stationary state exists, moreover a perfect transmission
to the opposite tail always occurs in the long time limit. We also show that the lower bound of
the norm of the stationary measure restricted to the internal graph is proportion to the number of
edges of this graph. Furthermore when we add more tails (e.g., r-tails) to the internal graph, then
we find that from the temporal and spatial global view point, the scattering to each tail in the long
time limit coincides with the local one-step scattering manner of the Grover walk at a vertex whose
degree is (r + 1).
1 Introduction
It is well known that for the discrete-time isotropic random walk on a connected finite graph,
the probability distribution converges to the stationary distribution which is proportion to
the (+1) (; that is, the maximal) -eigenvalue’s eigenvector of the transition matrix. On the
other hand, for a quantum walk whose time evolution is a unitary operator, its stationarity
with a natural initial state; e.g., starting from an arbitrary arc, cannot be expected to be
described in such a way in general because the spectrum of the time evolution operator is
distributed on the unit circle in the complex plane, which means every eigenvalue λ satisfies
|λ| = 1. There exist many kinds of comparison studies between classical and quantum set-
tings. For example, the hitting times on some family of graphs by classical algorithms based
on a random walk and quantum algorithms based on a so-called continuous-time quantum
walk are discussed in [3, 4]. Of course, we can find other works on classical and quantum al-
gorithms and hitting time in the discrete-time, for instance, in [21] and its references therein.
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Turning our eyes towards “stationary state” of infinite graphs, especially for the (infinite)
one-dimensional lattice Z, we can see a series of works finding a stationary measure µ∗ of
quantum walks in the following meaning: let ψn taking complex value at each arc of the
one-dimensional lattice be the n-th iteration of a quantum walk on one-dimensional lattice
whose initial state ψ0 no longer needs to square summable. Then we call µ∗ : Z → [0,∞)
a stationary measure if and only if
∑
t(a)=j |ψn(a)|
2 = µ∗(j) for any natural number n.
Note that a stationary state is derived from a generalized eigenfunction immediately, but
this is not everything as is suggested by an interesting example in [18]. Thus finding
such stationary measure µ∗ is a non-trivial problem and related to trying to understand
the behaviour of quantum walks as a kind of process . Towards addressing this challenging
problem, a classification of the generalized eigenfunctions’ shape of quantum walks on Z
are gradually revealed with respect to the absolute values, e.g., uniformity [16], the support
finiteness [14], polynomially increasing [18] and exponentially decreasing [17]. Around them,
the transfer matrix, which is a standard method in the spectral analysis on the CMV matrix,
e.g., [8], is rediscovered in the context of quantum walks [13] and applied to obtain some
generalized eigenfunctions efficiently. These results depending on just the some “static”
class of eigenfunctions are quite interesting, but does not reflect the behaviour of the unitary
dynamics which the quantum walk originally reveals. Thus it is natural to ask for a meaning
of these stationary measures and states from the view point of dynamics which quantum
walks originally have; some results can be seen in [5, 6, 19].
Let us give a short review on [19], where a simple quantum walk model on Z is introduced
and its dynamics is discussed. In result, such a quantum walk is succeeded in connecting the
quantum dynamics of double well potentials provider’s a quantum resonance effect. In the
setting of this model, all quantum coins assigned to all the vertices except the two vertices
{0, m} produce a free-walk; that is, no reflection, while the quantum coins assigned at the
exceptional two vertices produce a non-trivial scattering, and the initial state is externally
injected at each time step from the negative side on the one-dimensional lattice. Then it is
obtained that there is a stationary state as the limit of the time iterations from this initial
state and this stationary state coincides with one of the bounded generalized eigenfunction
of the whole system of unitary time evolution operator obtained in [13]. Moreover it is shown
that this model includes the quantum walk model whose stationary state coincides with the
solution of the stationary Schro¨dinger equation on the metric one-dimensional lattice with
the double well delta potential [1]. Here the notion of a ‘quantum graph walk’ introduced
by [9] plays an important role.
In this paper, we tend to extend the model from that in [19]: (1) we generalize the
connected finite graph, the internal graph; (2) we increase the number of tails, that is, the
number of directions for observing the behaviour of scattering on the internal; (3) we observe
the distribution of penetration into the internal, that is, a kind of conditional probability on
the internal. In the next section, using a simple example, the internal graph is a 3-cycle with
two tails, we demonstrate and illustrate what we intend. We first expect that the stationary
state of a quantum walk can be obtained by a balance between the inflow and the outflow
in two-tail model. In result, we obtain the existence of stationarity [5, 6] by a notion of
dynamical system [22]. Moreover, using some by-product of this proof and the eigenspace
of Grover walk induced by homological structure of graph, we characterized some detailed
properties of the stationary state and the penetration state.
2
To explain our setting and results more precisely, let us first give some notations and
definitions of Grover walk on a graph. Let G = (V,E) be a connected graph. Each edge
e ∈ E produces the two kinds of arcs a and a¯, where a¯ is called the inverse arc of a. The
set of arcs is denoted by A. Remark that a ∈ A if and only if a¯ ∈ A; we sometimes call A
a symmetric arc set. The total Hilbert space of the Grover walk is generated by A; that is,
the set of all the functions taking a complex value at each arc. The time evolution is given
by the following unitary operator U :
(Uψ)(a) = −ψ(a¯) +
∑
b:t(b)=o(a)
2
deg(o(a))
ψ(b). (1.1)
Here the origin and terminal vertices of a ∈ A are denoted by o(a) and t(a), respectively.
Thus it holds that o(a¯) = t(a), t(a¯) = o(a). For example, if u and v is connected by the
single edge, the arc a from u and to v is denoted by (u, v). Then o(a) = u and t(a) = v
hold. Moreover deg(u) is the degree of the vertex u; that is, deg(u) = |{a ∈ A | t(a) =
u}| = |{a ∈ A | o(a) = u}|. Let ψn be the n-th iteration of the Grover walk, that is,
ψn+1 = Uψn with some initial state. For arbitrary u ∈ V , if we put aj ∈ A such that
t(aj) = u for j = 1, . . . , deg(u), then the one-step local Grover walk’s scattering at the
vertex u is described by
ω
(n+1)
out (u) = Gr(deg(u))ω
(n)
in (u).
Here for m ∈ N,
ω
(m)
in (u) =
T [ψm(a1), . . . , ψm(adeg(u))];
ω
(m)
out (u) =
T [ψm(a¯1), . . . , ψm(a¯deg(u))],
and Gr(d) is the d-dimensional Grover matrix, that is, (Gr(d))ij = 2/d− δij .
Let G0 = (V0, E0) be the internal finite graph and the induced symmetric arc set be
denoted by A0. The degree of u ∈ V0 in G0, degG0(u), is denoted by d(u). We arbitrarily
choose two vertices u+ and u− from the vertex set V0. We join two additional semi-infinite
length paths to the input and output vertices u+ and u−, respectively. We denote the input
and output tails joined to u+ by P+ and joined to u− by P−, respectively. The graph adding
the two infinite length tails to G0 is denoted by G˜ = (V˜ , E˜) with the symmetric arc set A˜
and the degree of u ∈ V˜ in G˜, degG˜(u), is denoted by d˜(u).
We inject the +1 external source to the input vertex u+ at every time step, in other
words, we set the initial state by
ψin(a) =
{
1 : t(a) ∈ V (P+), dist(t(a), u+) < dist(o(a), u+)
0 : otherwise.
Iterating the Grover time evolutions on G˜, we can state that a new quantum walker contin-
uously comes from u+ at every time step, while once a quantum walker goes outside of the
internal graph G0, then she never goes back to G0 since the Grover walk dynamics on the
two-tail is the free quantum walk by (1.1). Under such a situation, we shall take the Grover
walk’s time iterations many times. Now the following natural questions may arise:
(1) Does the stationary state exist ?
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(2) If the stationary state ψ∞ exists, what is the shape of ψ∞, especially, the transmission
rate t∗ and the reflection rate r∗ as the outflow from u− and u+, respectively in the
long time limit; that is, for b ∈ A(P−) with o(b) = u−, and a ∈ A(P+) with o(a) = u+,
what are the following values
t∗ := |ψ∞(b)|
2, r∗ := |ψ∞(a)|
2?
and also what kinds of graph structure are reflected the shape of ψ∞ ?
The answer for (1) has been obtained by [5, 6] (2005, 2007) as follows.
Theorem 1.1. ([6]) For any connected finite graphs G0 = (V0, E0) and for any connected
manner of two infinite tails, the stationary state uniquely exists; that is,
lim
n→∞
Unψin =
∃ψ∞.
Remark that ψin and ψ∞ belongs to ℓ
∞ category. The existence of the stationary state
under more general setting, Assumption 1 (cf. [6]), can be seen in Theorem 3.1 in Section 3.
Although there may be similar statements to [6], we emphasize that we give an under-
standing of the result on [6] from the view point of the Jordan decomposition of a dynamical
mapping [22] since this map loses the normality due to the cut-off with respect to the internal
graph of the unitary operator on the whole system.
By using this existence of the stationary state, we can further proceed the analysis of the
stationary state to find specialities of the Grover walk in the following theorems. These are
our main results.
Theorem 1.2. Let us consider the Grover walk model on a finite internal graph with two tails
and keep inserting inflow from one tail with the amplitude 1. Then for any connected graphs
G0 = (V0, E0) and for any connected manner of two infinite tails, the perfect transmission
always happens; that is, t∗ = 1 and r∗ = 0. Moreover the stationary state ψ∞ satisfies the
following properties∑
a∈A(G˜):t(a)=u
ψ∞(a) =
∑
a∈A(G˜):o(a)=u
ψ∞(a) = d˜(u)/2 (
∀u ∈ V (G˜)); (1.2)
ψ∞(a) + ψ∞(a¯) = 1 (
∀a ∈ A(G˜)). (1.3)
The first equation (1.2) implies that the average with respect to all the arcs whose
terminus (origin) are u, is 1/2 while the second equation (1.3) implies that the average with
respect to two arcs, whose support edges are the same, is also 1/2. Although the notion of
so-called a perfect state transfer of discrete-time quantum walks e.g., [23] is different from our
perfect transmission t∗ = 1, finding its connections is one of the interesting future’s problems.
Moreover let us see a relation to [4] considering a so-called continuous-time quantum walk on
binary trees as the internal graph G0: if the energy of the incident wave is E = 0, then the
perfect transmitting occurs in this model. The Grover walk, which we treat in this paper,
corresponds to the potential free case of the quantum graph [9] which is the stationary
Schro¨dinger equation on a metric graph. Since the constant value 1 is inputted into the
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internal graph at every step in our case, the energy corresponds to 0. Therefore the perfect
transmitting of the Grover walk with the tail number 2 seems to be consistent with [4].
By applying the Cauchy-Schwartz inequality to (1.2) or (1.3), we obtain the following
corollary which implies a penetration into the internal graph always occurs in the large time
behavior.
Corollary 1.1. The total mass in the internal graph G0 has the following lower boundary:
∑
a∈A(G0):t(a)∈V0
|ψ∞(a)|
2 ≥
|E0|
2
.
We also consider a natural extension of the number of tails from 2 to r ≥ 2. Then
we obtain the following interesting result which shows that a temporal and spatial global
view point of our Grover walk model can be interpreted as the one-step local Grover walk’s
scattering on a vertex of degree r. More precisely, we obtain the following theorem.
Theorem 1.3. Consider an infinite graph G˜ constructed of a finite internal graph G0 =
(V0, A0) and r-tails P1, . . . ,Pr :
G˜ = G0 ∪
r⋃
j=1
Pj with V (Pj) ∩ V0 = {uj} for j = 1, . . . , r.
Let ej ∈ A(Pj) such that t(ej) = uj for j = 1, . . . , r. Assume that the amplitude of the inflow
on ej is αj ∈ C. Then there exists a stationary state ψ∞ and we have∑
a∈A(G˜):t(a)=u
ψ∞(a) =
∑
a∈A(G˜):o(a)=u
ψ∞(a) = ave(α1, . . . , αr) d˜(u) (∀u ∈ V˜ ); (1.4)
ψ∞(a) + ψ∞(a¯) = 2ave(α1, . . . , αr) (∀a ∈ A˜), (1.5)
where ave(α1, . . . , αr) is the average of α1, . . . , αr. Moreover
Ωout(G0) = Gr(r)Ωin(G0) (1.6)
holds, where
Ωin(G0) =
T [α1, . . . , αr] =
T [ψ∞(e1), . . . , ψ∞(er)];
Ωout(G0) =
T [ψ∞(e¯1), . . . , ψ∞(e¯r)].
Since Gr(r) is self-adjoint unitary, Theorem 1.3 implies that for arbitrary output flow
Ωout(G0), there exists an input flow Ωin(G0) to accomplish the output flow Ωout(G0) us-
ing this Grover walk model; the input flow is of the form Ωin(G0) = Gr(r)Ωout(G0). A
constant inflow we consider in this paper corresponds to the incident wave with θ = 0 to
the internal graph in [6], thus our situation may be said to be somewhat simpler. Instead
we can apply the technique of spectral decomposition of the Grover walk and thus obtain
more detailed information of the stationary state, for example, on not only the surface of
the internal graph but the interior. To generalize this theorem for some general θ is one of
the interesting future problems because this problem is deeply related to an extraction of
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structures of the internal graph by just observing the response to the input of the general
incident wave i.e., the scattering, as is considered by, for examples, [5, 6] and [3, 4] for the
discrete-time and continuous-time cases, respectively.
This paper is organized as follows. In section 2, we give a demonstration for the cycle
graph with three vertices case comparing with the theoretical and numerical results. This
simple but fruitful example shall show what we intend. In section 3, we give the proof of
Theorem 1.1. The time evolution restricted to the internal graph G0 is regarded as a dynam-
ical mapping with the every time external injection. This map is no longer a normal operator
in general. So we consider a general eigen-problem by taking the Jordan decomposition and
show that the system is always included in the stable generalized eigenspace [22], which
implies the convergence of this dynamical system to a fix point. In this section, we also
characterise the center generalized eigenspace for the Grover walk which must be eliminated
from the general solution of the linear equation for the stationary state. We convert the
eigen-problem, whose computational basis are generated by arcs, to a vertex based opera-
tor’s one; a non-linear eigenequation with respect to the Dirichlet random walk associated
with the boundary δV = {u1, . . . , ur}. Combining this with the arc-based analysis, we com-
pletely characterize the center generalized eigenspace. The center generalized eigenspace is
generated by the set of fundamental cycles of G0 and the eigenvectors of the Dirichlet ran-
dom walk whose supports have no-overlap to any vertices connected to the tails. In section
4, we give the proof of Theorem 1.2. We show that the perfect transmission can be derived
from the Perron-Frobenius theorem with some combinatorial flow analysis and the unitarity
of the time evolution operator on the whole system and the stationarity of ψ∞. In section
5, we take the extension of the number of tails from 2 to r ≥ 2 and we show Theorem 1.3.
Combining it with the characterization of the center generalized eigenspace in the previous
section, we can conclude that the stationary state is expressed by the combinatorial flow
which is orthogonal to the eigenspace induced by the fundamental cycles of G0. This means
that an electric current on the circuit described by the internal graph G0 gives the station-
ary state driven by the Grover walk. See Corollaries 5.1 and 5.2. We further discuss on
that relation between quantum walks and the electric circuit in the forthcoming paper [12].
Finally we give the summary in Section 6.
2 A demonstration
In this section, to demonstrate our result, we treat the cycle with three vertices denoted by
C3 as the internal graph G0. We set the initial state by z = 1. Let the complex valued
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amplitude at each arc on the n-th iteration denoted as in Fig. 1. Then we have
rn+1 =
2
3
(an + bn)−
1
3
,
tn+1 =
2
3
(en + fn),

an+1
bn+1
cn+1
dn+1
en+1
fn+1


=


0 0 0 1 0 0
0 0 0 0 −1/3 2/3
−1/3 2/3 0 0 0 0
0 0 0 0 2/3 −1/3
2/3 −1/3 0 0 0 0
0 0 1 0 0 0




an
bn
cn
dn
en
fn


+


0
0
2/3
0
2/3
0


.
Putting ψn :=
T [an, bn, . . . , fn] and denote the matrix in RHS by EPON and the second term
vector corresponding to inflow injecting constantly into the internal graph in RHS by ρ, then
we rewrite
ψ0 = 0;
ψn+1 = EPONψn + ρ. (2.7)
Remark that since the matrix EPON is a submatrix of the infinite dimensional unitary
operator on the whole system, then EPON is no longer unitary. Furthermore, EPON is
not a normal operator, which means that we can not take an orthogonal decomposition to
EPON . The most important thing we expect is whether ψn convergences or not as n tends
to ∞. To confirm it, we have done the numerical analysis on the eigenvalue of EPON . See
Fig. 2 for the geometric expression for σ(EPON) on the complex plain. We can observe that
all the absolute value of the eigenvalues except the (+1)-eigenvalue is strictly less then 1.
The eigenspace of the (+1)-eigenvalue is expressed by
CT
[
1 −1 −1 1 1 −1
]
.
Using the induction with respect to time step n and putting the above vector γ, that is,
γ = T
[
1 −1 −1 1 1 −1
]
, we can state that ψn is orthogonal to γ. This orthogonality is
still not enough to show that γ is in the complement invariant space of the invariant subspace
including ψn’s since EPON is not a normal operator. However as we will see later the invariant
space of EPON , whose absolute value of the eigenvalue is 1 denoted by Hc, is orthogonal to
its complement invariant subspace denoted by Hs. Thus there are no contributions of such a
(+1)-eigenspace to this time evolution, which implies the convergence of ψn since the other
absolute value of the eigenvalues are strictly smaller than 1. Then we can solve the following
inhomogeneous linear equation with confidence to obtain the stationary state ψ∞:
(1− EPON)ψ∞ = ρ.
Remarking that since 1 ∈ σ(EPON), (1 − EPON) is not invertible. The expression for the
solution space so that the first term in the following has no overlap to (+1)-eigenspace is
T
[
1/3 1/6 2/3 1/3 5/6 2/3
]
+ Cγ;
that is, ψ∞ =
T
[
1/3 1/6 2/3 1/3 5/6 2/3
]
. Therefore the reflection and transmission
rates are computed by r∗ = (2/3)(1/3 + 1/6) − 1/3 = 0 and t∗ = (2/3)(5/6 + 2/3) = 1,
respectively. Moreover we can confirm that ψ∞ satisfies both (1.2) and (1.3).
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Figure 1: The labeling of the complex amplitude at each arc of C3 with tails at time n.
Out[104]=
-1.0 -0.5 0.5 1.0
-1.0
-0.5
0.5
1.0
Figure 2: The spectral distribution on the complex plain of EPON on C3 with tails: the
eigenvalue (+1) comes from L⊥ which is an exceptional eigenspace defined in Sect. 3.
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3 Proof of Theorem 1.1: uniquely existence of the sta-
tionary state
3.1 Proof of Theorem 1.1
Here we shall mainly give the proof of Theorem 3.1 stated soon later in this section, which
is a generalization of Theorem 1.1; we can see the statement of Theorem 3.1 coincides with
that of Theorem 1.1, if r = 2, γ1 = z = 1 and γ2 = 0.
Let {Ps}
r
s=1 be the additional tails to give an infinite inflow toward the internal graph.
The vertices of the tail Ps are labeled by {0s,−1s,−2s, · · · }, where 0s ∈ V0. Define the sets
of functions on A˜ and A0 by C
A˜ and CA0, respectively. Let (γ1, . . . , γr) be a complex valued
sequence assigned to each tails such that the initial state Ψ0 ∈ C
A˜ is denoted by
Ψ0(a) =
{
γsz
j : o(a) ∈ V (Ps), t(a) = js, o(a) = (j − 1)s, (s = 1, . . . , r),
0 : otherwise.
(3.8)
Here z ∈ C with |z| = 1.
We consider the following general setting as follows.
Assumption 1.
(1) G0: connected and finite;
(2) the unitarity of U on CA˜ such that U∗ = U−1;
(3) the free walk on the tails such that (UΨ)(a
(s)
j ) = Ψ(a
(s)
j+1) and (UΨ)(a¯
(s)
j ) = Ψ(a¯
(s)
j−1)
(|j| ≥ 1, 1 ≤ s ≤ r). Here a
(s)
j ∈ A(Ps) with |j| = dist(Go, t(a
(s)
j )) > dist(Go, o(a
(s)
j ));
(4) the initial state is (3.8).
Let χ : CA˜ → CA0 be the boundary operator of A0 such that for any Ψ ∈ C
A˜, (χΨ)(a) =
Ψ(a) (a ∈ A0). The adjoint χ
∗ : CA0 → CA˜ is described by
(χ∗ψ)(a) =
{
ψ(a) : a ∈ A0,
0 : otherwise.
Remark that χχ∗ : CA0 → CA0 is the identity operator of CA0 and χ∗χ : CA˜ → CA˜ is the
projection operator with respect to A0.
Theorem 3.1. We assume the above settings (1), (2), (3) and (4). Let Ψn be the n-th
iteration of the unitary evolution U for the initial state Ψ0. Moreover let us decompose
Ψn into Ψn = Ψ
(+)
n ⊕ Ψ
(0)
n ⊕ Ψ
(−)
n , where Ψ
(+)
n := z−nΨ0, Ψ
(0)
n := χ∗χΨn and Ψ
(−)
n :=
(1− χ∗χ)Ψn −Ψ
(+)
n . Then
lim
n→∞
znΨ(ǫ)n = ∃Φ
(ǫ)
∞ (ǫ ∈ {0,±}).
Moreover Φ
(ǫ)
∞ ’s satisfy
U(Φ(+)∞ + Φ
(0)
∞ + Φ
(−)
∞ ) = z
−1(Φ(+)∞ + Φ
(0)
∞ + Φ
(−)
∞ ).
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Proof of Theorem 3.1.
Let EPON be the submatrix of the whole unitary time evolution operator U restricted to A0,
that is, EPON = χUχ
∗. Putting ψn := χΨn, we have
ψn = χΨn = χUΨn−1 = χUχ
∗χΨn−1 + χU(1 − χ
∗χ)Ψn−1
= EPONψn−1 + z
−(n−1)χUΨ0
for n ≥ 1. Therefore in the internal graph, the dynamics is described by
ψ0 = 0, ψn+1 = EPONψn + z
−nρ, (3.9)
where ρ is the “external source” defined by ρ := χUΨ0. Then (3.9) implies
ψn = z
1−n(1 + zEPON + · · ·+ z
n−1En−1PON)ρ.
Thus our task will be to analyze the spectra of EPON and to show the convergence of ψn.
Before going to spectral analysis on EPON , we give the following remark. The time
evolution operator EPON is no longer a normal operator, then EPON is not ensured the
diagonalization in general. So from now on, we consider the Jordan decomposition. Recall a
general theory on the linear algebra such that the generalized eigenspace of λ is the invariant
subspace spanned by {ϕ | ∃m ≥ 1 such that (λ−EPON)
mϕ = 0}. Moreover let us recall also
that EPON is similar to ⊕
λj∈σ(EPON )
J(λj , kj1)⊕ · · · ⊕ J(λj, kjs(j)).
Here J(λ, k) is the k-dimensional matrix such that
J(λ, k) =


λ 1
λ 1
. . .
. . .
. . . 1
λ

 .
Since ψn = z
1−n(1 + zEPON + · · ·+ z
n−1En−1PON)ρ, and our interest is the convergence in the
limit of n, we remark that if |λ| < 1, then
lim
n→∞
n∑
ℓ=0
(zJ(λ, k))ℓ = z−1


q q2 q3 · · · qk
q q2 qk−1
. . .
. . .
...
. . . q2
q

 , (3.10)
where q := z/(1−zλ) and all the elements below the main diagonal are zero, while if |λ| ≥ 1,
then the above LHS diverges. We introduce the invariant subspaces Hu, Hc and Hs called
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a unstable generalized eigenspace, a center generalized eigenspace and a stable generalized
eigenspace induced by EPON , respectively [22]:
Hu := span{ψ ∈ C
A0 | ψ is a generalized eigenvector for an eigenvalue λ with |λ| > 1};
Hc := span{ψ ∈ C
A0 | ψ is a generalized eigenvector for an eigenvalue λ with |λ| = 1};
Hs := span{ψ ∈ C
A0 | ψ is a generalized eigenvector for an eigenvalue λ with |λ| < 1}.
(3.11)
Considering the n-th iteration of our model, ψn = z
1−n(1+ zEPON + · · ·+ z
n−1En−1PON)ρ, and
(3.10), we should concentrate on to showing ρ ∈ Hs for the convergence of z
nψn.
Lemma 3.1. Hu = ∅.
Proof. Assume that EPONϕ = λϕ holds. Then taking square modulus, we have |λ|
2||ϕ||2 =
||χUχ∗ϕ||2 ≤ ||Uχ∗ϕ||2 = ||χ∗ϕ||2 ≤ ||ϕ||2.
The following statements are simple but the keys for the proof of the convergence.
Lemma 3.2. If |λ| = 1 and ϕλ ∈ ker(λ − EPON), then E
∗
PONϕλ = λ
−1ϕλ. Here E
∗
PON is
the adjoint of EPON .
Proof. Since EPONϕλ = λϕλ, χUχ
∗ϕλ = λϕλ holds. In the following, let us see χ
∗χUχ∗ϕλ =
Uχ∗ϕλ if |λ| = 1. Assume that χ
∗χUχ∗ϕλ 6= Uχ
∗ϕλ. Then supp(Uχ
∗ϕλ) ∩ (A \ A0) 6= ∅,
that is, there must exist a ∈ A \ A0 such that (Uχ
∗ϕλ)(a) 6= 0. Thus we have
||Uχ∗ϕλ||  ||χUχ
∗ϕλ|| = ||EPONϕλ||;
on the other hand,
||Uχ∗ϕλ|| = ||χ
∗ϕλ|| = ||ϕλ||
since U is unitary. This contradicts EPONϕλ = λϕλ with |λ| = 1. In result,
Uχ∗ϕλ = λχ
∗ϕλ (3.12)
if EPONϕλ = λϕλ with |λ| = 1. We can easily see E
∗
PONϕλ = λ
∗ϕλ remarking |λ| = 1,
(χUχ∗)∗ = χU∗χ∗ and the unitarity of U .
By Lemma 3.2, we can show that for any λ ∈ σ(EPON) with |λ| = 1,
ker(λ− EPON)
m = ker(λ− EPON)
for any m ≥ 1 as follows.
Lemma 3.3. Hc is an eigenspace; that is,
⊕|λ|=1 ker(λ−EPON) = Hc. (3.13)
Proof. For ϕ ∈ Hc with (λ − EPON)
mϕ = 0 (m ≥ 2) and (λ − EPON)
m−1ϕ 6= 0, . . . , (λ −
EPON)ϕ 6= 0, noting that φ := (λ− EPON)
m−1ϕ ∈ ker(λ− EPON), then
0 6= 〈(λ−EPON)
m−1ϕ, φ〉 = 〈(λ−EPON)
m−2ϕ, (λ− EPON)
∗φ〉
By Lemma 3.2, (λ−EPON)
∗φ = 0. Thus m must be 1.
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Lemma 3.4. Hc ⊥ Hs.
Proof. Let ϕλ ∈ ker(λ−EPON) ⊂ Hc and ϕµ ∈ ker(µ−EPON)
m ⊂ Hs with (µ−EPON)
mϕµ =
0 and (µ − EPON)
m−1ϕµ 6= 0, . . . , (µ − EPON)ϕµ 6= 0. By (3.3), it is sufficient to check the
orthogonality of ϕλ and ϕµ. Then
0 = 〈(µ−EPON)
mϕµ, ϕλ〉 = 〈ϕµ, (µ−EPON)
m∗ϕλ〉 (3.14)
= (µ− λ)m∗〈ϕµ, ϕλ〉 (3.15)
For the final equation, we used Lemma 3.2. Since µ 6= λ, we obtain the orthogonality.
Lemma 3.5. We have ρ ∈ Hs.
Proof. The center generalized eigenspace Hc is the eigenspace spanned by ϕλ’s. Here χ
∗ϕλ ∈
ker(λ− U) by (3.12). We examine the orthogonality. Lemma 3.2 implies
〈ρ, ϕλ〉 = 〈χUΨ0, ϕλ〉 = λ
−1〈Ψ0, χ
∗ϕλ〉 = 0.
Then by Lemma 3.4, we have obtained the desired conclusion.
By Lemma 3.5, we have EjPONρ ∈ Hs for any j ≥ 0. Since ψn = z
1−n(1 + zEPON + · · ·+
zn−1En−1PON)ρ, then we obtain the existence limn→∞ z
nψn.
Finally, we consider a meaning of the existence of ϕ∞ := limn→∞ z
nψn to the whole
system G˜. Putting ϕn := z
nψn, we have z
−1ϕn+1 = EPONϕn + ρ. Then
z−1ϕ∞ = EPONϕ∞ + ρ (3.16)
holds. The state newly going outside of the internal graph at time n is denoted by tn; the
support of tn is all the arcs of tails whose origins are δV = {u1, . . . , ur}. It holds that
tn+1 = (1− χ
∗χ)Uχ∗ψn + (z
−n(1− χ∗χ)UΨ0 − z
−(n+1)Ψ0).
Here the first term of tn(e¯j) corresponds to the value on Pj transmitted from the internal
graph and the second one does to the value on Pj scattered at t(ej) from the external paths.
Using (3.16), we have
tn+1 = z
−(n+1)(zU(χ∗ϕn +Ψ0)− (χ
∗ϕn+1 +Ψ0)).
Then putting τn := z
ntn, we obtain the limit of τn such that
τ∞ := lim
n→∞
τn = (zU − 1)(χ
∗ϕ∞ +Ψ0). (3.17)
Now let us put Ψout := τ∞ + zUτ∞ + z
2U2τ∞ + · · · , which represents the history of the out
flow from the internal graph for large time steps. Then we have
χU(χ∗ϕ∞ +Ψ0 +Ψout) = χUχ
∗χ(χ∗ϕ∞ +Ψ0 +Ψout) + χU(1 − χ
∗χ)(χ∗ϕ∞ +Ψ0 +Ψout)
= EPONϕ∞ + ρ
= z−1ϕ∞
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by (3.16). On the other hand,
(1− χ∗χ)U(χ∗ϕ∞ +Ψ0 +Ψout) = (1− χ
∗χ)U(χ∗ϕ∞ +Ψ0) + UΨout
= z−1(1− χ∗χ)(τ∞ + ϕ∞ +Ψ0) + z
−1Ψout − z
−1τ∞
= z−1(Ψ0 +Ψout).
Here in the second equation, we used (3.17), and Ψout = τ∞ + zUΨout. Then putting
Ψ∞ := χ
∗ϕ∞ +Ψ0 +Ψout, we have
UΨ∞ = z
−1Ψ∞,
which completes the proof of Theorem 3.1. 
3.2 Hc for the Grover walk case
In the previous subsection, we observed the convergence in the our model in the long time
limit. In order to find the stationary solution, we have to solve the linear equation ψ∞ =
EPONψ∞ + ρ, where ψ∞ := limn→∞ z
n−1ψn. Consider z = 1 case. Then the solution is
ψ∞ = (1 − EPON |Hs)
−1ρ in formal. For more practical point of view, we need to eliminate
the element ofHc; this is the meaning of “EPON |Hs”. Therefore in this subsection, we confirm
the consistency of the previous section and characterize Hc for the Grover walk case.
We introduce the incident matrix describing the incidence from an arc to its terminal
vertex as follows: for any u ∈ V0 and a ∈ A0,
(K)u,a =
{
1/
√
d˜(u) : t(a) = u;
0 : otherwise.
This boundary operator K satisfies the following properties.
Lemma 3.6.
(1) EPON = S(2K
∗K − I), where (Sψ)(a) = ψ(a¯);
(2) KK∗ = D, where (Df)(u) = (d(u)/d˜(u))f(u);
(3) KSK∗ = T , where T is the Dirichlet random walk operator on G0 with the boundary
δV ; that is,
(T )u,v =
{
1/
√
d˜(u)d˜(v) : u and v are adjacent in G0,
0 : otherwise.
Therefore if we take the product of K∗ and SK∗ from the right to EPON , we can see a
relatively familiar self-adjoint operator, T , and the almost similar to the identity operator
except on the boundaries, D, respectively. Indeed we have the following lemma using the
above properties.
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Lemma 3.7. Let L be the 2|V0| × |A0| matrix such that L =
[
K∗ SK∗
]
. Then we have
EPONL = LEGON ,
where
EGON =
[
0 −I|V0|
2D − I|V0| 2T
]
.
We define L = {K∗f + SK∗g | f, g ∈ C|V0|} ⊂ C|A0|. Then Lemma 3.7 immediately
implies EPON(L) ⊂ L. On the other hand, since EGON is an invertible 2|V0| × 2|V0| matrix,
then EPON(L) ⊃ L. Thus the following lemma holds.
Lemma 3.8. The subspace L is invariant subspace under the action of EPON ; that is,
EPON(L) = L.
When EPON would be a normal operator, L
⊥ is the complement invariant subspace of L
automatically. Now the normality of EPON does not hold. However without the normality
of EPON , the following statement still holds.
Lemma 3.9. EPON can be decomposed into EPON = EPON |L ⊕ EPON |L⊥, that is, the or-
thogonal complement subspace of L is the invariant subspace with respect to EPON . More
precisely,
EPON(L
⊥) = L⊥.
Proof. The orthogonal complement L⊥ is expressed by
L⊥ = ker(K) ∩ ker(KS)
= {ker(S + 1) ∩ ker(K)} ⊕ {ker(S − 1) ∩ ker(K)} (3.18)
It is easy to confirm that, for any ψ± ∈ ker(S ± 1) ∩ ker(K), EPONψ± = ±ψ± hold, respec-
tively. Then L⊥ is an invariant subspace under the action of EPON , that is, EPON(L
⊥) =
L⊥.
Under the decomposition of L⊥ = {ker(1− S) ∩ ker(K)} ⊕ {ker(1 + S) ∩ ker(K)}, we
have UL⊥ = −1 ⊕ 1 and then L
⊥ ⊂ Hc. Since the external source ρ is expressed by
ρ =
∑
uj∈δV
γuj√
d˜(uj)
SK∗δuj , (3.19)
then we have ρ ∈ L, where for any u ∈ V0, δu ∈ C
V0 is the characteristic vector of u such
that
δu(v) =
{
1 : u = v,
0 : u 6= v.
Therefore by Lemma 3.8, we have ψn ∈ L for any n ≥ 0 which is consistent with the previous
section. Remark that in the previous example of G0 = C3, the eigenvalue (+1) comes from
this eigenspace L⊥.
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Now we can concentrate on the subspace L. By Lemma 3.7, the eigenequation EPON |Lψ =
λψ for ψ = K∗f + SK∗g is switched to
L(λ− EGON)
[
f
g
]
= 0.
We give a useful characterization of kerL.
Lemma 3.10.
ker(L) = ker(1− E2GON).
Proof. For any T [f g] ∈ ker(L), it holds K∗f + SK∗g = 0. Then taking product of K and
KS from the left, we have
Df + Tg = 0, T f +Dg = 0,
respectively. By the Gaussian elimination process, we have
ker(1− E2GON) = ker
[
D T
T D
]
.
Then we have T [f g] ∈ ker(1−E2GON). On the other hand, for any
T [f g] ∈ ker(1− E2GON),
it holds
K(K∗f + SK∗g) = 0, KS(K∗f + SK∗g) = 0,
which is equivalent to K∗f + SK∗g ∈ L⊥. With the fact K∗f + SK∗g ∈ L by definition of
L, we have K∗f + SK∗g = 0. Thus T [f g] ∈ ker(L).
Therefore the eigenequation (λ − EPON |L)ψ = 0 is equivalent to solving the following
eigenequation
(1− E2GON)(λ− EGON)φ = 0, φ /∈ ker(1−E
2
GON).
If λ = ±1, then φ ∈ ker(1∓EGON)
2\ker(1∓EGON ). However we will show in Lemma 3.13
that this case can be also eliminated; that is, ker(1∓ EPON |L) = {0}. Then Lφ = 0.
If λ 6= ±1, then by Lemma 3.7
EPON |Lψ = λψ
⇔ (EGON − λ)
[
fλ
gλ
]
= 0, ψ = K∗fλ +K
∗Sgλ
⇔ fλ = −λ
−1gλ, gλ ∈ ker(λ
2 − 2λT + (2D − 1)). (3.20)
Thus if we could solve the eigenequation det(λ2 − 2λT + (2D − 1)) = 0 with respect to λ,
we would obtain the spectrum of EPON directly, but it is hard to directly find an effective
expression for the solution in our impression although we will use the expression (3.20) later.
Then from now on, in the last half of this discussion, we take some consideration on EPON
directly, without the consideration on EGON , and finally we combine this consideration with
(3.20), and address to show that all the non-negligible eigenstates of eigenvalues are |λ|  1.
To this end, we consider the eigenequation
EPONϕλ = λϕλ (|λ| = 1)
and find some properties of ϕλ.
First, we give the following lemma.
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Lemma 3.11. Put C ′ := 2K∗K − I. The operator C ′ is decomposed into C ′ = ⊕u∈VC
′
u
under the space decomposition of
C|A0| =
⊕
u∈V0
span{δa | t(a) = u}
For any u ∈ V0, the local operator C
′
u is expressed by
C ′u =
2
d˜(u)
Jd˜(u) − Id˜(u),
where Jd and Id are the d-dimensional all 1 matrix and identity matrix, respectively. Then
we have
σ(C ′u) = {2d(u)/d˜(u)− 1,−1}. (3.21)
Since 2d(u)/d˜(u)−1 < 1 for u ∈ δV , we have ||C ′uψ|| ≤ ||ψ||. Moreover since EPON = SC
′
and S are unitary, the relation
EPONϕλ = λϕλ
implies that ||ϕλ|| · |λ| = ||C
′ϕλ|| ≤ ||ϕλ|| which implies |λ| < 1. This is consistent with
Lemma 3.1.
Secondly, we show {±1} /∈ σ(EPON |L); that is, the derivation of (±1)-generalized eigenspace
come from L⊥ ⊂ Hc. To this end, we give the following lemma related to the Kirchhoff con-
dition on the boundary.
Lemma 3.12. Let λ ∈ σ(EPON) with |λ| = 1 and we set ϕλ ∈ C
|A0| by its eigenvector. Then∑
a∈A0:t(a)=u∗
ϕλ(a) =
∑
a∈A0:o(a)=u∗
ϕλ(a) = 0
for every u∗ ∈ {u±}.
Proof. The (2d(u)/d˜(u))-eigenstate and (−1)-eigenstate of C ′u are
ker[(2d(u)/d˜(u)− 1)− C ′u] = C
T [1 1], (3.22)
ker[1 + C ′u] = {ϕ ∈ C
d(u) |
∑
a:t(a)=u
ϕ(a) = 0}, (3.23)
respectively for any u ∈ V0. If EPONϕλ = λϕλ with |λ| = 1, then we have C
′ϕλ = λSϕλ
since S is a self-adjoint unitary. Taking the norms of both sides, we have
||C ′ϕλ|| = ||ϕλ||
because |λ| = 1. To conserve the norm, ϕλ|t(a)∈u∗ (u∗ ∈ δV ) must belong to (−1)-eigenstate
of Cu∗ , since the absolute value of eigenvalue 2d(u∗)/d˜(u∗)− 1 for u∗ ∈ δV cannot be 1 due
to the setting of the graph with tails; d(u∗) < d˜(u∗) for u∗ ∈ δV . Therefore we have∑
a:t(a)=u∗
ϕλ(a) = 0. (3.24)
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On the other hand, EPONϕλ = λϕλ implies
1
d˜(o(a))
∑
b:t(b)=o(a)
ϕλ(b) =
ϕλ(a¯) + λϕλ(a)
2
. (3.25)
for any a ∈ A0 by definition of EPON . So if o(a) = u∗, then by (3.24), the above equation is
reduced to
ϕλ(a¯) = −λϕλ(a)
which is equivalent to
ϕλ(a) = −λϕλ(a¯), (t(a) = u∗). (3.26)
Applying this to (3.24), we have∑
a:t(a)=u∗
ϕλ(a) = −λ
∑
a:t(a)=u∗
ϕλ(a¯) = −λ
∑
a:o(a)=u∗
ϕλ(a) = 0.
Since λ 6= 0, we have ∑
a:o(a)=u∗
ϕλ(a) = 0.
Using Lemma 3.12, we obtain the following lemma.
Lemma 3.13. Let λ ∈ σ(EPON |L) with |λ| = 1. Then λ /∈ {±1}.
Proof. Assume λ = 1. Let EPON |Lϕλ = ϕλ with ϕλ 6= 0; we shall show a contradiction. For
the case where λ = −1, we can show it in a similar way. The eigenequation EPONϕλ = ϕλ
holds if and only if
ϕλ(a) + ϕλ(a¯)
2
=
1
d˜(o(a))
∑
b:t(b)=o(a)
ϕλ(b) =
1
d˜(t(a))
∑
b:t(b)=t(a)
ϕλ(b) (3.27)
The first equality comes from the definition of EPON and the second equality is obtained by
changing the arc a in the first equation to the inverse a¯. Combining the second and third
ones, we can notice that “
∑
t(a)=u ϕλ” is the value of the reversible measure on u ∈ V0 of the
isotropic random walk on the whole graph G˜. Thus for any u ∈ V0, there exists a constant
c which is independent of the choice of vertices such that for any u ∈ V0,∑
b:t(b)=u
ϕλ(b) = cd˜(u). (3.28)
Then for every a ∈ A0, it holds that
c =
ϕλ(a) + ϕλ(a¯)
2
=
1
d˜(o(a))
∑
b:t(b)=o(a)
ϕλ(b) =
1
d˜(t(a))
∑
b:t(b)=t(a)
ϕλ(b).
17
By Lemma 3.12, choosing a ∈ A0 such that o(a) ∈ δV , we have c = 0, which implies
ϕλ(a) + ϕλ(a¯) = 0, (a ∈ A0) (3.29)∑
b:t(b)=u
ϕλ(b) = 0, (u ∈ V0). (3.30)
Therefore (3.29) and (3.30) imply ϕλ ∈ ker(S + 1) and ϕλ ∈ kerK, respectively. Then we
have ϕλ ∈ L
⊥ by (3.18), which is the contradiction.
Thirdly, we show the generalized eigenspace of EPON with |λ| = 1 are spanned by eigen-
vectors of U restricted to A0. To this end, now we combine the above statement obtained
by arc based analysis with the fact (3.20) obtained by vertex based analysis.
Lemma 3.14. Let λ ∈ σ(EPON |L) with |λ| = 1 and gλ be the function defined in (3.20).
Then we have
gλ(u∗) = 0
for any u∗ ∈ δV .
Proof. By Lemma 3.7, we can write
ϕλ = K
∗gλ − λSK
∗gλ. (3.31)
Using the Kirchhoff boundary condition on u∗ ∈ δV in Lemma 3.12, we have for the inflows
to u∗,
∑
a:t(a)=u∗
ϕλ(a) =
∑
a:t(a)=u∗

 gλ(u∗)√
d˜(u∗)
− λ
gλ(o(a))√
d˜(o(a))

 = d(u∗)√
d˜(u∗)
gλ(u∗)− λη(u∗) = 0,
where η(u∗) :=
∑
a:t(a)=u∗
gλ(o(a))/
√
d˜(o(a)). On the other hand, for the outflows from u∗,
∑
a:o(a)=u∗
ϕλ(a) = −λ
d(u∗)√
d˜(u∗)
gλ(u∗) + η(u∗) = 0.
The above two equations provide (λ − λ−1)g(u∗) = 0. Since λ 6= ±1 by Lemma 3.13, we
conclude that g(u∗) = 0.
Let Γ be the set of all fundamental cycles in G0; in particular, Γeven and Γodd are the
subsets of Γ of even and odd length, respectively. Let w+ : Γ→ C
A0 be
(w+(ξ))(aj) = 1, (w+(ξ))(a¯j) = −1
for a fundamental cycle ξ = (a1, . . . , ar) ∈ Γ with t(a1) = o(a2), . . . , t(ar−1) = o(ar) and
t(ar) = o(a1), otherwise (w+(ξ))(e) = 0. Moreover let w− : Γeven → C
A0 be
(w−(ξ))(aj) = (w−(ξ))(a¯j) = (−1)
j
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for an even length fundamental cycle ξ = (a1, . . . , ar) ∈ Γeven; otherwise (w−(ξ))(e) = 0. It
is easy to check that
EPONw±(ξ) = ±w±(ξ).
Furthermore if |Γodd| ≥ 2, then we fix an odd cycle c0. For any other cycle c of add length, we
can find a closed path constructed by c0 and c, say c0−c. Here if c0 and c have some common
vertex, then we find a closed path of even length c˜ = (γ1, . . . , γ2n) such that γi 6= γj, γ¯j if
i 6= j. Thus we can define w−(c0 − c) as stated above. If c0 and c are disjoint, then there
exists a path p = (e1, . . . , em) such that
V (c0) ∩ V (P ) = o(e1), V (c) ∩ V (P ) = t(em).
We may set o(e1) = o(a1) and t(em) = o(b1), where c0 = (a1, a2, . . . , a2n−1) and c =
(b1, b2, . . . , b2ℓ−1). Then we define w−(c0 − c) as
(w−(c0 − c))(e) =


(−1)i : e = aj
2(−1)j−1 : e = ej
(−1)m−1+k : e = bk
0 : otherwise
and (w−(c0 − c))(e¯) = (w−(c0 − c))(e). We can easily check that
EPONw−(c0 − c) = −w−(c0 − c).
We obtain the following theorem.
Theorem 3.2. Let σper := {x ∈ R | g ∈ ker(x− T ) \ {0}, g(u) = 0 (u ∈ δV )} ⊂ σ(T ). Let
us define the following three subspaces C±, Tper ⊂ C
A0 such that
C+ := span{w+(c) | c ∈ Γ};
C− := span{w−(c) | c ∈ Γeven} ∪ {w−(co − c) | c ∈ Γodd \ {co}};
Tper :=
⊕
x∈σper
{K∗g − e±i arccos xSK∗g | g ∈ ker(x− T )}.
Then for the Grover walk case, the center generalized eigenspace Hc is expressed as follows:
Hc = C+ ⊕ C− ⊕ Tper.
Under this decomposition, the eigenvalues of the first and second terms are ±1 while those
of the finial term are λ with |λ| = 1 and λ 6= ±1.
Proof. Let us consider the eigenequation EPONϕλ = λϕλ with |λ| = 1. By Lemmas 3.9 and
3.13, we have λ = ±1 if and only if ϕλ ∈ L
⊥ ⊂ Hc. On the other hand, by (3.20), if λ 6= ±1,
then ϕλ = K
∗gλ + SK
∗gλ ∈ L ∩Hc, where gλ ∈ ker(λ
2 − 2λT + (2D − 1)).
(1) the case where λ 6= ±1 case. From Lemma 3.14, for ϕλ ∈ L with |λ| = 1, and for any
u ∈ V0, we have
(Tgλ)(u) = ζ(λ)gλ(u),
since gλ ∈ ker(λ
2−2λT +(2D−1)) and supp(gλ) ⊆ V0 \ δV . Here ζ(λ) = (λ+λ
−1)/2.
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(2) the case where λ = ±1. Recalling Lemma 3.9, we can state that the orthogonal
complement space L⊥ is the invariant subspace with respect to EPON , and under the
decomposition of L⊥ = kerK ∩ ker(1 + S)⊕ kerK ∩ ker(1 − S), we have EPON |L⊥ =
1⊕−1. By using the fact [10], we have C± = kerK ∩ ker(1± S).
This completes the proof.
As a by-product of the above discussion, we obtain the following properties of (3.20).
Corollary 3.1. Let λ be a solution of
det(λ2 − 2Tλ+ (2D − 1)) = 0.
Then λ satisfies the following properties:
(1) |λ| ≤ 1;
(2) If |λ| = 1, then we have
ker(λ2 − 2Tλ+ (2D − 1)) = {g ∈ ker(ζ(λ)− T ) | g(u) = 0 ∀u ∈ δV }.
4 Proof of Theorem 1.2: perfect transmission
Let us recall that d(u) and d˜(u) denote the degrees of u ∈ V0 in the internal graph G0 and
the whole infinite graph G˜0, respectively. From this section, we restrict our consideration
to the case where r = 2, γ1 = z = 1 and γ2 = 0 in (3.8). We put Ψ∞ ∈ C
A˜ as the stationary
state and ψ∞ := χΨ∞. Let κ∞ : V0 → C such that
κ∞(u) =
2√
d˜(u)
〈K∗δu, ψ∞〉.
Using this notation, the transmission and reflection rates are expressed by
t∗ =
{
κ∞(u−) : u+ 6= u−,
κ∞(u−) + 2/d˜− : u+ = u−,
(4.32)
r∗ = κ∞(u+) +
2
d˜+
− 1. (4.33)
Our target is to show t∗ = 1 or r∗ = 0. The stationary state restricted to the internal graph
ψ∞ is described by (1 + EPON + E
2
PON + · · · )ρ and the external source ρ is rewritten by
(3.19). Recall that the convergence is ensured by Theorem 1.1. Then κ∞(u) is reexpressed
by
κ∞(u) = 〈K
∗δu, (1 + EPON + E
2
PON + · · · )SK
∗δu+〉
2√
d˜+
2√
d˜(u)
= 〈δu, (Ξ0 + Ξ1 + · · · )δu+〉
2√
d˜+
2√
d˜(u)
,
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where Ξn := KE
n
PONSK
∗. Then our interest is switched to the sequence of Ξn. We find the
following three-term recursion relation of Ξn as follows.
Lemma 4.1. Let Ξn be the above. Then we have
Ξ0 = T ;
Ξ1 = 2T
2 −D;
Ξn = 2TΞn−1 − (2D − 1)Ξn−2 (n ≥ 2).
We take the summation of Ξn over n: ξ∞ :=
∑∞
n=0 Ξnδu+ . Using Lemma 4.1, we obtain
(T −D)(2ξ∞ + δu+) = 0.
Furthermore, putting the |V0|-dimensional degree matrix M by (Mf)(u) = d˜(u)f(u), we
can give another expression ξ∞ as
ξ∞ =
√
d˜+
4
M1/2κ∞.
Thus
(T −D)

1
2
M1/2κ∞ +
1√
d˜+
δu+

 = 0 (4.34)
holds. To solve (4.34), we need to clarify ker(T −D).
Lemma 4.2. Let T and D be the above. Then we have
ker(T −D) = Cd˜1/2,
where d˜1/2(u) :=
√
d˜(u).
Proof. T is expressed by T = M−1/2P ′M1/2, where P ′ is the transition Dirichlet random
walk with the boundary δV . Then
(T −D)f = 0⇔ (P ′ −D)M1/2f = 0⇔ (P0 − 1)DM
1/2f = 0, (4.35)
where P ′D−1 =: P0 is the isotropic random walk on G0 itself. Then by the Perron-Frobenius
theorem, DM1/2f = cd˜ for some constant c. Then we obtain the desired conclusion.
Then we can reexpress LHS of (4.34) as follows using a constant c such that
1
2
M1/2κ∞ +
1√
d˜+
δu+ = cd˜
1/2. (4.36)
Inserting u+ and u− into (4.36) and using the expressions of t∗ and r∗ in (4.32), (4.33),
respectively, we have
t∗ = κ∞(u−) = 2c; (4.37)
r∗ = κ∞(u+) + 2/d˜+ − 1 = 2c− 1. (4.38)
On the other hand, from the unitarity of the time evolution of the whole system U and the
stationarity, we obtain the conservativeness with respective to the transmission and reflection
rates.
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Lemma 4.3. Let G′ be a subgraph of the internal graph Go and δA
′
in, δA
′
out ⊂ A˜ be the set
of arcs connecting between G˜ and G′ such that for any a ∈ A′in, o(a) ∈ V˜ \V
′, t(a) ∈ V ′ and
A′out is the inverse of A
′
in. Then we have
||Ψ∞|δA′in ||
2 = ||Ψ∞|δA′out||
2.
In particular, let t∗ and r∗ be the above. Then we have
t2∗ + r
2
∗ = 1.
Proof. Let U be the unitary time evolution operator on the whole system A˜. Then by the
stationarity of Ψ∞, we have
U(Ψ∞|δA′in +Ψ∞|A′) = Ψ∞|δA′out +Ψ∞|A′.
Taking the square norms of both sides, by the unitarity of U , we obtain ||Ψ∞|δA′in ||
2 =
||Ψ∞|δA′out ||
2. If we choose the subgraph G′ as the internal graph G0, then 1 = t
2
∗ + r
2
∗ holds.
Then we obtained the desired conclusion.
Thus using the expressions (4.37) and (4.38) for t∗ and r∗, respectively, we can solve the
c’s satisfying the condition of Lemma (4.3) by
c = 1/2 or c = 0.
If c = 1/2, by (4.37) and (4.38),
κ(u) =
{
t∗ = 1 : u /∈ u+,
1− 2/d˜+ : u = u+
(4.39)
which implies r∗ = 0 and ∑
b∈A˜:t(b)=u
Ψ∞(b) = d˜(u)/2 (u ∈ V0). (4.40)
by the definition of K. The following lemma is immediately obtained by (UΨ∞)(a) = Ψ∞(a)
for any a ∈ A˜.
Lemma 4.4. For every a ∈ A˜,
Ψ∞(a) + Ψ∞(a¯)
2
=
1
d˜(o(a))
∑
b∈A˜:t(b)=o(a)
Ψ∞(b).
Then if c = 1/2, then, inserting (4.40) into RHS in Lemma 4.4, we obtain
Ψ∞(a) + Ψ∞(a¯) = 1.
Now the final task to complete the proof of Theorem 1.2 is to eliminate the possibility of
c = 0.
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If c = 0, then by the same way as the c =
√
d˜+/2 case, we have t∗ = 0, r∗ = −1 and
Ψ∞(a) + Ψ∞(a¯) = 0 (4.41)∑
b∈A˜:t(b)=u
Ψ∞(b) = 0 (4.42)
This is nothing but the combinatorial flow on the graph. Using the following combinatorial
analysis completes our final task. We take a summation over all the flow in the internal arcs
A0. First we divide this summation into each vertex with respect to the inflows while the
second one we divide it with respect to the outflows. It holds that∑
u∈V0
∑
a∈A0:o(a)=u
Ψ∞(a) = −
∑
u∈V0
∑
a∈A0:t(a)=u
Ψ∞(a)
= −

 ∑
a∈A0:t(a)=u+
Ψ∞(a) +
∑
a∈A0:t(a)=u−
Ψ∞(a)


= 1
Here we used (4.41) in the first equality and we used (4.42) in the second equality, the third
equality comes from the external source. On the other hand,∑
u∈V0
∑
a∈A0:t(a)=u
Ψ∞(a) =
∑
a∈A0:t(a)=u+
Ψ∞(a) +
∑
a∈A0:t(a)=u−
Ψ∞(a)
= −1
Both LHS’s stated above coincide with
∑
a∈A0
Ψ∞(a), which is a contradiction. Thus we
have reached to the desired conclusion. 
5 Proof of Theorem 1.3: scattering from a global view
point
Proof of Theorem 1.3: We notice that up to at least Lemma 4.3, there are no conflicts
even if we extend the setting of the number of tails from 2 to r ≥ 2. We insert the inflows
{α1, α2, . . . , αr} from each tail, that is, z = 1, γi = αi for i = 1, . . . , r in (3.8). Then just
changing δu+ to M
−1/2fin in RHS of (4.34), we have
(T −D)
(
1
2
M1/2κ∞ +M
−1/2fin
)
= 0, (5.43)
where fin : V0 → C such that
fin(v) =
∑
j:V (Pj)∩V0={v}
αj.
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Let δV = ∪rj=1V (Pj) ∩ V0. Then by Lemma 4.2, we have
1
2
M1/2κ∞ +M
−1/2fin = ∃cd˜
1/2 (5.44)
Then using the expressions for the transmission and reflection amplitudes in (4.37), (4.38),
we obtain the outflow βj from the vertex u ∈ V (Pj) ∩ V0 in the long time limit by
βj =
2
d˜(uj)
fin(u)− αj + κ∞(uj) = −αj + 2c. (5.45)
Since the time evolution operator is a real operator, applying Lemma 4.3 and dividing the
inflow and outflow into the real and imaginary parts; that is,
∑
j(Reαj)
2 =
∑
j(Reβj)
2 and∑
j(Imαj)
2 =
∑
j(Imβj)
2, we have
c = ave(α1, . . . , αr) or c = 0.
Here ave(α1, . . . , αr) := (1/r)
∑
j αj, which is the average of the inflows.
For the same reason for the flow consistency discussed in the previous section, if c = 0,
then c must be c = ave(α1, . . . , αr) = 0. Therefore inserting the new value c into (5.45), we
obtain
βj = 2ave(α1, . . . , αr)− αj.
Since the outflow in the long time limit; β1, . . . , βr, can be are expressed by

β1
β2
...
βr

 =


2/r − 1 2/r · · · 2/r
2/r 2/r − 1 · · · 2/r
...
...
. . .
...
2/r 2/r · · · 2/r − 1




α1
α2
...
αr

 ,
we obtain (1.6) in Theorem 1.3.
Inserting the new value c into (5.44), we have
2
d˜(u)
∑
a∈A0:t(a)=u
ψ∞(a) =: κ∞(u) =
{
2ave(α1, . . . , αr) : u ∈ V0 \ {u+},
2ave(α1, . . . , αr)− 2αj/d˜+ : u = u+.
(5.46)
Then we obtain (1.4) in Theorem 1.3, and combining this with Lemma 4.4, we obtain (1.5)
in Theorem 1.3. We have completed the proof of Theorem 1.3. 
By Lemma 4.4, we also obtain the following corollary.
Corollary 5.1. Let the setting be the same as in Theorem 1.3. Then j(a) := Ψ∞(a) −
ave(α1, . . . , αr) is a combinatorial flow of G˜, that is;∑
b∈A˜ : t(b)=u
j(b) = 0; j(a) + j(a¯) = 0
for any u ∈ V˜ and a ∈ A˜.
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Proof. By (5.46), we have
1
|d˜(u)|
∑
b∈A˜:t(b)=u
Ψ∞(b) = ave(α1, . . . , αr),
which implies
∑
b∈A˜ : t(b)=u j(b) = 0 for any u ∈ V˜ . By Lemma 4.4,
Ψ∞(a) + Ψ(a¯)
2
=
1
|d˜(u)|
∑
b∈A˜:t(b)=u
Ψ∞(b) = ave(α1, . . . , αr)
for any a ∈ A˜. Then we can easily check that j(a) + j(a¯) = 0.
Moreover we can state further property of j as follows.
Corollary 5.2. Let the setting be the same as in Theorem 1.3 and let j be the same as
in Corollary 5.1. Then for any cycle c = (a1, . . . , as) with t(a1) = o(a2), . . . , t(as−1) =
o(as), t(as) = o(a1) in G0, it holds
s∑
j=1
j(aj) = 0.
Proof. By Theorem 3.2, ψ∞ must be orthogonal to C+; that is, 〈w+(c), ψ∞〉 = 0 for any c ∈ Γ.
Remark that if ψ ⊥ C+, then for any constant γ ∈ C, (ψ + γ) ⊥ C+, where (ψ + γ)(a) :=
ψ(a) + γ, by the definition of C+. Then for any fundamental cycle c = (a1, . . . , ar) ∈ C+,
0 = 〈w+(c), χj〉 =
s∑
j=1
(j(a)− j(a¯)) = 2
s∑
j=1
j(a).
Here we used the skew symmetry of j in the final equation. Since for any cycle c′, w+(c
′) is
expressed by a linear combination of {w+(c)}c∈Γ, we obtain the desired conclusion.
Corollaries 5.1 and 5.2 correspond to Kirchhoff’s current law for the constant resistance
value 1 and Kirchhoff’s voltage law, respectively. Then we conclude that the stationary state
of our model driven by the Grover walk expresses an electric current on the circuit described
by G0.
6 Summary
We considered the Grover walk on a graph with infinite length tails. The dynamics on these
tails is the free quantum walk. We set the initial state so that the internal graph receives
the same value inflows from the outside , that is, the tails, at every time step. Then we
obtained the stationary state of this quantum walk and a kind of the Kirchhoff law of the
stationary state (Theorems 1.1, 1.2 and 3.2). Moreover the global scattering so that the
internal graph can be regarded as a vertex, we obtain the local scattering manner of the
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Grover walk is reproduced in the long time limit (Theorem 1.3). Because of the stationarity
of our quantum walk, we can expect to obtain a high relative probability at the marked
vertex in a spatial quantum search without oscillation of the finding probability, e.g., [21]
with respect to the time steps. Then the convergence speed to the stationary state is also
one of the interesting future’s problem. We further discuss on this relation between quantum
walks and the electric circuit in the forthcoming paper [12].
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