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1. Introduction
Let X be a real Banach space with the dual space denoted by X∗ . Given a vector system {a∗i ∈ X∗ | i ∈ T }, where T ={1,2, . . . ,m} is a ﬁnite index set, we consider the parametric polyhedral convex set
Θ(b) = {x ∈ X ∣∣ 〈a∗i , x〉 bi for all i ∈ T } (1.1)
with b = (b1, . . . ,bm) ∈ Rm being a parameter. We interpret b1, . . . ,bm as right-hand side perturbations of the linear inequality
system〈
a∗i , x
〉
 bi, i ∈ T . (1.2)
For every x ∈ Θ(b), the active index set corresponding to the pair (x,b) ∈ X × Rm is deﬁned by
I(x,b) = {i ∈ T ∣∣ 〈a∗i , x〉= bi}. (1.3)
For any I ⊂ T , we put I = T\I . Denote the vector with the components bi where i ∈ I (resp., i ∈ I) by bI (resp., bI ).
For each (x,b) ∈ X × Rm , the normal cone to Θ(b) at x in the sense of convex analysis is
N
(
x;Θ(b))= { {x∗ ∈ X∗ | 〈x∗,u − x〉 0 ∀u ∈ Θ(b)} if x ∈ Θ(b),∅ if x /∈ Θ(b).
The multifunction F : X × Rm⇒ X∗ with
F(x,b) := N(x;Θ(b)) ∀(x,b) ∈ X × Rm (1.4)
is called the normal cone mapping of the perturbed polyhedral convex set Θ(b).
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tive) [4] of the normal cone mapping F(x,b) when b is ﬁxed was solved by Dontchev and Rockafellar [2]. The obtained
results were used to establish a complete characterization of the Aubin property (i.e., the Lipschitz-like property [4]) of the
solution map of parametric aﬃne variational inequality. In the same paper, the authors also gave a suﬃcient condition for
the Aubin property of the solution map of a parametric nonlinear variational inequality. Recently, the results of [2] have
been developed furthermore by Yao and Yen [10,11], Henrion, Mordukhovich and Nam [3], Nam [5], and Qui [8]. The reader
is referred to the just cited papers for details. In the previous paper [7], we have shown that the results of [5], which were
established under a linear independence condition, can be obtained under a weaker assumption. Namely, in [7] we used a
positively linear independence condition to get an exact formula for the Fréchet coderivative of F(x,b) and some estimates for
the Mordukhovich coderivative of F(x,b).
This paper is aimed at establishing a new formula for the Fréchet coderivative and new estimates for the Mordukhovich
coderivative of F(x,b), provided that X is a reﬂexive space. In comparison with [5,8,7,9], the major advantage of our
investigation is that we do not impose neither the linear independence condition nor the positively linear independence
condition. Thus, no assumption on the normal vectors of the active constraints at the point in question is needed. Some aspects of
the preceding results [3,5,7,10,11] are developed.
The rest of the paper has three sections. In Section 2, after recalling several concepts from variational analysis [4] and
a fact from [5], we prove two useful lemmas. In Section 3 we derive an exact formula for the values of the Fréchet code-
rivative of the linearly perturbed normal cone mapping F(x,b). We devote Section 4 to upper and lower estimates for the
values of the Mordukhovich coderivative of F(x,b). Illustrative examples are given in Sections 3 and 4.
2. Preliminaries
2.1. Deﬁnitions
For a multifunction Ψ : X ⇒ X∗ , the symbol Limsupx→x Ψ (x) denotes the sequential Kuratowski–Painlevé upper limit with
respect to the norm topology of X and the weak∗ topology of X∗ , i.e.,
Limsup
x→x
Ψ (x) = {x∗ ∈ X∗ ∣∣ ∃ sequences xk → x, x∗k w∗→ x∗, with x∗k ∈ Ψ (xk) for all k = 1,2, . . . }.
The set N̂ε(x;Ω) of the Fréchet ε-normals [4] to Ω at x ∈ Ω is
N̂ε(x;Ω) :=
{
x∗ ∈ X∗
∣∣∣ limsup
x
Ω→x
〈x∗, x− x〉
‖x− x‖  ε
}
, (2.1)
where the notation x
Ω→ x means x → x and x ∈ Ω . For ε = 0, the set in (2.1) is a closed convex cone which is termed the
Fréchet normal cone to Ω at x and is denoted by N̂(x;Ω). One puts N̂ε(x;Ω) = ∅ for all ε  0 when x /∈ Ω . The cone
N(x;Ω) := Limsup
x→x, ε↓0
N̂ε(x;Ω), (2.2)
which is generally nonconvex and nonclosed [4, Example 1.7], is said to be the limiting normal cone (other names: the basic
normal cone [4], the Mordukhovich normal cone) to Ω at x. If x /∈ Ω , then one puts N(x;Ω) = ∅.
If X is an Asplund space [4, Deﬁnition 2.17] then the expression on the right-hand side of (2.2) can be simpliﬁed. Namely,
if X is such a space and Ω is locally closed around x then, according to [4, Theorem 2.35],
N(x;Ω) := Limsup
x→x
N̂(x;Ω). (2.3)
From (2.1) and (2.2) it follows that N̂(x;Ω) ⊂ N(x;Ω). If Ω is convex then, according to [4, Propositions 1.3 and 1.5],
N̂(x;Ω) = N(x;Ω) = {x∗ ∈ X∗ ∣∣ 〈x∗, x− x〉 0 for all x ∈ Ω}; (2.4)
thus both the Fréchet and the limiting normal cones coincide with the normal cone of convex analysis.
Let F : X⇒ Y be a multifunction between Banach spaces whose graph is deﬁned by setting gph F := {(x, y) ∈ X × Y | y ∈
F (x)}. For any (x, y) ∈ X × Y and ε  0, the ε-coderivative of F at (x, y) is the multifunction D̂∗ε F (x, y) : Y ∗⇒ X∗ deﬁned by
D̂∗ε F (x, y)
(
y∗
) := {x∗ ∈ X∗ ∣∣ (x∗,−y∗) ∈ N̂ε((x, y);gph F )}. (2.5)
When ε = 0, the multifunction in (2.5) is called the Fréchet coderivative of F at (x, y) and is denoted by D̂∗F (x, y). The
multifunction D∗F (x, y) : Y ∗⇒ X∗ ,
D∗F (x, y)
(
y∗
) := {x∗ ∈ X∗ ∣∣ (x∗,−y∗) ∈ N((x, y);gph F )}, (2.6)
is said to be the Mordukhovich coderivative (other names: the normal coderivative [4], the limiting coderivative) of F at (x, y).
If X , Y are Asplund spaces, from (2.3) and (2.6) it follows that the computation of the Fréchet normal cones
N̂((x, y);gph F ), where (x, y) ∈ gph F , is a major step towards a complete differentiation of F .
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Let V be a vector space and let J = {1, . . . , r}. For a vector system {v j | j ∈ J } ⊂ V , the convex cone generated by
{v j | j ∈ J } is denoted by pos{v j | j ∈ J }; that is
pos{v j | j ∈ J } =
{∑
j∈ J
λ j v j
∣∣∣ λ j ∈ R, λ j  0 ∀ j ∈ J}.
In the sequel, to cover also the case J = ∅, we use the convention pos∅ = {0}.
Recall that the tangent cone to a convex set Ω at x ∈ Ω , denoted by T (x;Ω), is the topological closure of the cone
{λ(x− x) | x ∈ Ω, λ 0}. Using a generalized version of the Farkas lemma [1], Nam [5] has obtained the following result.
Proposition 2.1. (See [5, Lemma 3.1].) Let Θ(b) be given by (1.1) and let x ∈ Θ(b). Deﬁne I(x,b) by (1.3). Then,
N
(
x;Θ(b))= pos{a∗i ∣∣ i ∈ I(x,b)}= { ∑
i∈I(x,b)
λia
∗
i
∣∣∣ λi  0 ∀i ∈ I(x,b)} (2.7)
and
T
(
x;Θ(b))= {v ∈ X ∣∣ 〈a∗i , v〉 0 ∀i ∈ I(x,b)}. (2.8)
2.3. Lemmas
We now show that Lemma 2.1 of [6] can be stated for vector systems in an arbitrary vector space. The proof is similar
to that of [6]. Let V be a vector space and let J = {1, . . . , r}.
Lemma 2.1. Consider {v j | j ∈ J } ⊂ V . For each nonzero u ∈ pos{v j | j ∈ J }, there exists a subset J˜ ⊂ J such that {v j | j ∈ J˜ } are
linearly independent and u ∈ pos{v j | j ∈ J˜ }.
Proof. There is nothing to prove if {v j | j ∈ J } are linearly independent. Now, we consider the case where {v j | j ∈ J } are
linearly dependent. Let
u =
∑
j∈ J
λ j v j, λ j  0 for j ∈ J ,
and u = 0. Without loss of generality we may assume that λ j > 0 for all j ∈ J . Since {v j | j ∈ J } are linearly dependent,
there exist α j ∈ R, j ∈ J , not all zero, such that∑
j∈ J
α j v j = 0.
Choose an index j0 ∈ J satisfying
|α j0 |
λ j0
= max
{ |α j|
λ j
∣∣∣ j ∈ J}> 0.
For each j ∈ J , put
μ j = λ j − λ j0
α j0
α j.
We see that μ j0 = 0 and
μ j = λ j
(
1− λ j0
α j0
· α j
λ j
)
 λ j
(
1− λ j0|α j0 |
· |α j|
λ j
)
 0 for j ∈ J\{ j0}.
Hence ∑
j∈ J\{ j0}
μ j v j =
∑
j∈ J
μ j v j =
∑
j∈ J
λ j v j − λ j0
α j0
∑
j∈ J
α j v j =
∑
j∈ J
λ j v j = u.
This shows that u ∈ pos{v j | j ∈ J\{ j0}}. If the vectors {v j | j ∈ J\{ j0}} are linearly dependent, using again the above
arguments we can ﬁnd a proper subset J ′ ⊂ J\{ j0} such that u ∈ pos{v j | j ∈ J ′}. Since J is ﬁnite and u = 0, there must
exist an index subset J˜ ⊂ J such that {v j | j ∈ J˜ } are linearly independent and u ∈ pos{v j | j ∈ J˜ }. 
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This property allows us to calculate the limiting normal cone N((x,b, x∗);gphF) by formula (2.3).
Lemma 2.2. LetF be given by (1.4). Then gphF is closed in the norm topology of the product space X×Rm× X∗ , where ‖(x,b, x∗)‖ =
‖x‖ + ‖b‖ + ‖x∗‖.
Proof. Suppose that {(xk,bk, x∗k )}k∈N ⊂ gphF and (xk,bk, x∗k ) → (x,b, x∗). We have to show that (x,b, x∗) ∈ gphF . If x∗ = 0
then x∗ ∈ N(x,Θ(b)) = F(x,b). Hence (x,b, x∗) ∈ gphF . Now we suppose that x∗ = 0. We have x∗ = 0 and x∗k → x∗ , so
x∗k = 0 for all k large enough. Since (xk,bk) → (x,b), we have I(xk,bk) ⊂ I(x,b) for suﬃciently large indexes k ∈ N. Hence
without loss of generality we may assume that x∗k = 0 and I(xk,bk) = I˜ ⊂ I(x,b) for all k ∈ N. For each k ∈ N, since x∗k ∈F(xk,bk) = N(xk;Θ(bk)), by Proposition 2.1 it holds
x∗k ∈ pos
{
a∗i
∣∣ i ∈ I(xk,bk)}= pos{a∗i ∣∣ i ∈ I˜ }.
As ﬁnitely generated convex cones are closed and x∗k → x∗ , it follows that
x∗ ∈ pos{a∗i ∣∣ i ∈ I˜ }⊂ pos{a∗i ∣∣ i ∈ I(x,b)}= F(x,b).
Hence (x,b, x∗) ∈ gphF . We have shown that gphF is closed. 
From now on, we assume that X is a reﬂexive Banach space.
3. Fréchet coderivative ofF(x,b)
Let (x,b, x∗) ∈ gphF with F being deﬁned by (1.4). Since x∗ ∈ F(x,b) = N(x;Θ(b)), by Proposition 2.1 we have
x∗ =
∑
i∈I(x,b)
λia
∗
i for some λi  0, i ∈ I(x,b).
For simplicity, we will write I for I(x,b). We put
Ξ
(
x,b, x∗
)= {(λi)i∈I ∣∣∣ x∗ =∑
i∈I
λia
∗
i , λi  0 for all i ∈ I
}
. (3.1)
For every λ = (λi)i∈I ∈ Ξ(x,b, x∗), put I0(λ) = {i ∈ I | λi = 0} and
Eλ
(
x,b, x∗
)= {(x∗,b∗, v) ∣∣∣ x∗ ∈ (T (x;Θ(b))∩ {x∗}⊥)∗, v ∈ T (x;Θ(b))∩ {x∗}⊥,
x∗ = −
∑
i∈I
b∗i a
∗
i , b
∗
I
= 0, b∗I0(λ)  0
}
, (3.2)
where I := T\I ,{
u∗
}⊥ := {v ∈ X ∣∣ 〈u∗, v〉= 0},
and
Ω∗ := {x∗ ∈ X∗ ∣∣ 〈x∗,u〉 0 ∀u ∈ Ω}
for any u∗ ∈ X∗ and Ω ⊂ X .
The inclusion (3.3) below is proved in Proposition 3.2 of [5] without using any regularity assumption.
Proposition 3.1. (See [5, Proposition 3.2].) Let (x,b, x∗) ∈ gphF . For each λ ∈ Ξ(x,b, x∗), the following inclusion holds
N̂
((
x,b, x∗
);gphF)⊂ Eλ(x,b, x∗), (3.3)
where Eλ(x,b, x∗) is given by (3.2).
Given any (x,b, x∗) ∈ gphF , we consider the index sets
Î1
(
x,b, x∗
)= {i ∈ I ∣∣∣ x∗ = ∑ λ ja∗j for some λ j  0, j ∈ I\{i}}
j∈I\{i}
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I1
(
x,b, x∗
)= { I if x∗ = 0 and |I| = 1,
Î1(x,b, x∗) otherwise
(3.4)
with I := I(x,b) being deﬁned by (1.3). Using the abbreviation I1 := I1(x,b, x∗), where I1(x,b, x∗) is given by (3.4), we
construct the set
H
(
x,b, x∗
)= {(x∗,b∗, v) ∣∣∣ x∗ ∈ (T (x;Θ(b))∩ {x∗}⊥)∗, v ∈ T (x;Θ(b))∩ {x∗}⊥,
x∗ = −
∑
i∈I
b∗i a
∗
i , b
∗
I
= 0, b∗I1  0
}
. (3.5)
Lemma 3.1. (See [7, Lemma 3.1].) For any (x,b, x∗) ∈ gphF , we have
H
(
x,b, x∗
)= ⋂
λ∈Ξ(x,b,x∗)
Eλ
(
x,b, x∗
)
. (3.6)
As in [7], we say that a ﬁnite system of vectors {v j} j∈ J in a vector space V is positively linearly independent if the
conditions
∑
j∈ J λ j v j = 0 and λ j  0 for all j ∈ J imply that λ j = 0 for all j ∈ J . The following fact plays an important role
in our subsequent investigations.
Theorem 3.1. (See [7, Theorem 3.2].) For any (x,b, x∗) ∈ gphF and I := I(x,b), if the vectors {a∗i | i ∈ I} are positively linearly
independent then
N̂
((
x,b, x∗
);gphF)= H(x,b, x∗), (3.7)
where H(x,b, x∗) is deﬁned by (3.5).
Let us prove that (3.7) holds without any conditional assumption. Thus, the positively linear independence assumption
on the vectors {a∗i | i ∈ I} can be removed from the formulation of Theorem 3.1.
Theorem 3.2. For any (x,b, x∗) ∈ gphF , the equality (3.7) is valid.
Proof. First, we prove the inclusion “⊂” in (3.7). For every λ ∈ Ξ(x,b, x∗), by Proposition 3.1 we deduce that N̂((x,b, x∗);
gphF) ⊂ Eλ(x,b, x∗). Hence
N̂
((
x,b, x∗
);gphF)⊂ ⋂
λ∈Ξ(x,b,x∗)
Eλ
(
x,b, x∗
)
.
From this and Lemma 3.1 we get N̂((x,b, x∗);gphF) ⊂ H(x,b, x∗).
To justify the inclusion “⊃” in (3.7), ﬁx any (x∗,b∗, v) ∈ H(x,b, x∗). We have to show that (x∗,b∗, v) ∈ N̂((x,b, x∗);gphF).
Suppose to the contrary that (x∗,b∗, v) /∈ N̂((x,b, x∗);gphF). Then by deﬁnition of the Fréchet normal cone N̂((x,b, x∗);
gphF), there exist δ > 0 and a sequence (xk,bk, x∗k )
gphF−→ (x,b, x∗) such that
〈x∗, xk − x〉 + 〈b∗,bk − b〉 + 〈v, x∗k − x∗〉
‖xk − x‖ + ‖bk − b‖ + ‖x∗k − x∗‖
 δ > 0, (3.8)
for all k ∈ N.
Since I(xk,bk) ⊂ T for all k ∈ N and (xk,bk) → (x,b), we may assume that I(xk,bk) = I˜ ⊂ I for all k ∈ N. This implies that
x∗k ∈ N(xk,Θ(bk)) ⊂ N(x,Θ(b)). Hence, by the inclusion (x∗,b∗, v) ∈ H(x,b, x∗) and by (3.5),〈
v, x∗k − x∗
〉= 〈v, x∗k 〉 0. (3.9)
Besides, the relations x∗ = −∑i∈I b∗i a∗i and b∗I = 0 imply that〈
x∗, xk − x
〉+ 〈b∗,bk − b〉=∑
i∈I
b∗i
(〈
a∗i , x
〉− 〈a∗i , xk〉)+∑
i∈I
b∗i
(
(bk)i − bi
)
=
∑
i∈I
b∗i
(
(bk)i −
〈
a∗i , xk
〉)
=
∑
b∗i
(
(bk)i −
〈
a∗i , xk
〉)+ ∑ b∗i ((bk)i − 〈a∗i , xk〉). (3.10)
i∈I1 i∈I\I1
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i∈I1
b∗i
(
(bk)i −
〈
a∗i , xk
〉)
 0. (3.11)
Let us show that x∗ ∈ pos{a∗i | i ∈ I˜}. If x∗ = 0 then it is obvious that x∗ ∈ pos{a∗i | i ∈ I˜}. Suppose now that x∗ = 0. Since
x∗k → x∗ , there exists k0 > 0 such that x∗k = 0 for all k k0. For every k ∈ N, the equality I(xk,bk) = I˜ together with inclusion
x∗k ∈ F(xk,bk) = N(xk;Θ(bk)) and formula (2.7) yield x∗k ∈ pos{a∗i | i ∈ I˜}. By Lemma 2.1, one can ﬁnd Jk ⊂ I˜ such that
{a∗i | i ∈ Jk} are linearly independent and x∗k ∈ pos{a∗i | i ∈ Jk}. Since I˜ is ﬁnite, the set below is ﬁnite
Γ := { J ⊂ I˜ ∣∣ a∗i , i ∈ J , are linearly independent}.
Consequently, there must exist J˜ ∈ Γ and a subsequence {k} of {k} such that x∗k ∈ pos{a∗i | i ∈ J˜ } for all  ∈ N. This means
that
x∗k =
∑
i∈ J˜
λ
k
i a
∗
i for some λ
k
i  0, i ∈ J˜ . (3.12)
Combining (3.12) with the linear independence of {a∗i | i ∈ J˜ } we infer that
x∗ = lim
→∞ x
∗
k
= lim
→∞
∑
i∈ J˜
λ
k
i a
∗
i =
∑
i∈ J˜
(
lim
→∞λ
k
i
)
a∗i =
∑
i∈ J˜
λia
∗
i ,
where λi := lim→∞ λki  0 for all i ∈ J˜ . Thus x∗ ∈ pos{a∗i | i ∈ J˜ } ⊂ pos{a∗i | i ∈ I˜}. We have I\I1 = I˜\I1. Indeed, since I˜ ⊂ I ,
it holds I˜\I1 ⊂ I\I1. Conversely, by the inclusion J˜ ⊂ I˜ we have
x∗ =
∑
i∈ J˜
λia
∗
i =
∑
i∈˜I
λia
∗
i (3.13)
provided that we put λi = 0 for all i ∈ I˜ \˜ J . By (3.13) and deﬁnition of I1 = I1(x,b, x∗) in (3.4), we see that I \˜I ⊂ I1. Since
I˜ ⊂ I , this implies that I\I1 ⊂ I\(I \˜I) = I˜ . Hence I\I1 ⊂ I˜\I1. The equality I\I1 = I˜\I1 has been proved. Furthermore, we
have 〈a∗i , xk〉 = (bk)i for any k ∈ N and i ∈ I(xk,bk) = I˜ . Thus∑
i∈I\I1
b∗i
(
(bk)i −
〈
a∗i , xk
〉)= ∑
i∈˜I\I1
b∗i
(
(bk)i −
〈
a∗i , xk
〉)= 0. (3.14)
From (3.10), (3.11) and (3.14), it follows that〈
x∗, xk − x
〉+ 〈b∗,bk − b〉 0.
Combining the latter with (3.9), we obtain
〈x∗, xk − x〉 + 〈b∗,bk − b〉 + 〈v, x∗k − x∗〉
‖xk − x‖ + ‖bk − b‖ + ‖x∗k − x∗‖
 0 for all k ∈ N.
This contradicts (3.8). We have thus shown that (x∗,b∗, v) ∈ N̂((x,b, x∗);gphF). The equality (3.7) has been established. 
Let us consider an example to see how Theorem 3.2 can be used for practical computation of the Fréchet normal cone
N̂((x,b, x∗);gphF).
Example 3.1. Let X = R2 and let {a∗i | i ∈ T } ⊂ X∗ where T = {1,2,3}, and
a∗1 = (1,0), a∗2 = (0,1), a∗3 = (1,2).
For b = (0,0,0) ∈ R3, x = (0,0) ∈ X , we have
Θ(b) = {x ∈ R2 ∣∣ 〈a∗i , x〉 0, i ∈ T }= (−∞,0] × (−∞,0],
I(x,b) = {i ∣∣ 〈a∗i , x〉= bi}= {1,2,3},
F(x;b) = N(x;Θ(b))= pos{a∗1,a∗2,a∗3}= [0,+∞) × [0,+∞).
For α > 0, one has x∗ = (0,α) ∈ F(x;b); hence (x,b, x∗) ∈ gphF . We observe that
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x∗
}⊥ = {(0,α)}⊥ = R × {0},
T
(
x;Θ(b))= (N(x;Θ(b)))∗ = (−∞,0] × (−∞,0],
T
(
x;Θ(b))∩ {x∗}⊥ = (−∞,0] × {0},(
T
(
x;Θ(b))∩ {x∗}⊥)∗ = [0,+∞) × R.
Since I := I(x,b) = {1,2,3}, it holds I = T\I = ∅. There is only one way to represent x∗ =∑i∈I λia∗i where λi  0 for i ∈ I
as follows
x∗ = (0,α) = 0(1,0) + α(0,1) + 0(1,2) = 0a∗1 + αa∗2 + 0a∗3.
Hence I1 := I1(x,b, x∗) = {1,3}. By (3.7) and (3.5), we obtain
N̂
((
x,b, x∗
);gphF)= {(x∗,b∗, v) ∣∣ x∗ ∈ [0,+∞) × R, v ∈ (−∞,0] × {0},
x∗ = (−b∗1 − b∗3,−b∗2 − 2b∗3), b∗1  0, b∗3  0}
= (R+ × R) × (R− × R × R−) ×
(
R− × {0}
)
.
The following statement is immediate from Theorem 3.2 and deﬁnition of the Fréchet coderivative in Section 2.
Theorem 3.3. For any (x,b, x∗) ∈ gphF , the Fréchet coderivative D̂∗F(x,b, x∗) : X∗∗⇒ X∗ × Rm is computed by the formula
D̂∗F(x,b, x∗)(v) = {(x∗,b∗) ∈ X∗ × Rm ∣∣ (x∗,b∗,−v) ∈ N̂((x,b, x∗);gphF)}
=
{(
x∗,b∗
) ∈ X∗ × Rm ∣∣∣ x∗ = −∑
i∈I
b∗i a
∗
i , b
∗
I
= 0, b∗I1  0,
(
x∗,−v) ∈ (T (x;Θ(b))∩ {x∗}⊥)∗ × (T (x;Θ(b))∩ {x∗}⊥)} (3.15)
for every v ∈ X∗∗ .
Example 3.2. Let X , T , {a∗i | i ∈ T }, and (x,b, x∗) be the same as in Example 3.1. It follows from (3.15) and the results
obtained in Example 3.1 that
D̂∗F(x,b, x∗)(v) = {(x∗,b∗) ∈ R2 × R3 ∣∣ (x∗,b∗,−v) ∈ N̂((x,b, x∗);gphF)}
=
{
(R+ × R) × (R− × R × R−) if v = (v1, v2) ∈ R+ × {0},
∅ if v /∈ R+ × {0}.
4. Mordukhovich coderivative ofF(x,b)
For any sets P , Q satisfying P ⊂ Q ⊂ T , we put
AQ ,P = span
{
a∗i
∣∣ i ∈ P}+ pos{a∗i ∣∣ i ∈ Q \P}, (4.1)
and
BQ ,P =
{
x ∈ X ∣∣ 〈a∗i , x〉= 0 ∀i ∈ P , 〈a∗i , x〉 0 ∀i ∈ Q \P}, (4.2)
where spanΩ stands for the linear subspace generated by Ω . Note that AQ ,P ⊂ X∗ and BQ ,P ⊂ X .
Lemma 4.1. (See [3, Lemma 3.3].) If P ⊂ Q ⊂ T then
(BQ ,P )∗ = AQ ,P (4.3)
with (BQ ,P )∗ := {u∗ ∈ X∗ | 〈u∗, x〉 0 for all x ∈ BQ ,P }.
Lemma 4.2. (See [7, Lemma 4.2].) If X is reﬂexive then BQ ,P (embedded in X∗∗ via the canonical embedding X ↪→ X∗∗) is a weakly∗
closed set in X∗∗ , and AQ ,P is a weakly∗ closed set in X∗ .
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K := {i ∈ I | λi > 0}, it holds(
T
(
x;Θ(b))∩ {x∗}⊥)∗ × (T (x;Θ(b))∩ {x∗}⊥)= AI,K × BI,K . (4.4)
Combining the formula for computing the Fréchet normal cone N̂((x,b, x∗);gphF) in Theorem 3.2 with Lemma 4.3 we
obtain the following statement which unlike [7, Corollary 4.1], does not require the assumption that {a∗i | i ∈ I(x,b)} are
linearly independent.
Lemma 4.4. Let (x,b, x∗), I = I(x,b), λ = (λi)i∈I , and K be the same as in Lemma 4.3. Then
N̂
((
x,b, x∗
);gphF)= {(x∗,b∗, v) ∣∣∣ (x∗, v) ∈ AI,K × BI,K , x∗ = −∑
i∈I
b∗i a
∗
i , b
∗
I
= 0, b∗I1  0
}
, (4.5)
where I = T\I and I1 = I1(x,b, x∗).
For each (x,b, x∗) ∈ gphF , we put
I(x,b, x∗)= {P ⊂ I(x,b) ∣∣ P = ∅, x∗ ∈ pos{a∗i ∣∣ i ∈ P}},
J (x,b, x∗)= {P ∈ I(x,b, x∗) ∣∣ a∗i , i ∈ P , are linear independent},
and
Î(x,b, x∗)= {J (x,b, x∗) if x∗ = 0,J (x,b, x∗) ∪ {∅} if x∗ = 0.
For every Q ⊂ T , we deﬁne a pseudo-face of Θ(b) by putting
FQ (b) =
{
x ∈ X ∣∣ 〈a∗i , x〉= bi ∀i ∈ Q , 〈a∗i , x〉< bi ∀i ∈ T \Q }.
Now, let (x,b, x∗) ∈ gphF , I = I(x,b), J = I\I1(x,b, x∗), I = I(x,b, x∗), and Î = Î(x,b, x∗). Deﬁne
Σ
(
x,b, x∗
)= ⋃
P⊂Q ⊂I, P∈Î
{(
x∗,b∗, v
) ∣∣∣ (x∗, v) ∈ AQ ,P × BQ ,P , x∗ = −∑
i∈Q
b∗i a
∗
i , b
∗
Q
= 0, b∗Q \P  0
}
(4.6)
and
Σ0
(
x,b, x∗
)= ⋃
P⊂Q ⊂I, P∈I
FQ (b) =∅
{(
x∗,b∗, v
) ∣∣∣ (x∗, v) ∈ AQ ,P × BQ ,P , x∗ = −∑
i∈Q
b∗i a
∗
i , b
∗
Q
= 0, b∗Q \ J  0
}
. (4.7)
We will show that the sets in (4.6) and (4.7), respectively, are an upper estimate and a lower estimate for the limiting
normal cone N((x,b, x∗);gphF). Since the Fréchet normal cone N̂((x,b, x∗);gphF) is a subset of N((x,b, x∗);gphF), it
serves readily as a lower estimate of the latter. In the sequel, we will prove that Σ0(x,b, x∗) is not only a lower estimate
for N((x,b, x∗);gphF) but it is also an upper estimate for N̂((x,b, x∗);gphF) in the case x∗ = 0. Moreover, by constructing
a suitable example, we will show that the inclusion N̂((x,b, x∗);gphF) ⊂ Σ0(x,b, x∗) may be strict if x∗ = 0.
In comparison with [7, Theorem 4.1], the estimates provided by the following theorem are tighter. Moreover, we do not
assume that the vectors {a∗i | i ∈ I(x,b)} are linearly independent.
Theorem 4.1. For any (x,b, x∗) ∈ gphF , the estimates
Σ0
(
x,b, x∗
)⊂ N((x,b, x∗);gphF)⊂ Σ(x,b, x∗), (4.8)
where Σ(x,b, x∗) and Σ0(x,b, x∗) are given respectively by (4.6) and (4.7), hold. Besides, if x∗ = 0, then
N̂
((
x,b, x∗
);gphF)⊂ Σ0(x,b, x∗)⊂ N((x,b, x∗);gphF). (4.9)
Proof. Note that gphF is closed by Lemma 2.2 and X is reﬂexive. Hence, according to [4, Theorem 2.35],
N
((
x,b, x∗
);gphF)= Limsup
(x ,b ,x∗)gphF−→ (x,b,x∗)
N̂
((
xk,bk, x
∗
k
);gphF).
k k k
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Σ(x,b, x∗). By deﬁnition of the limiting normal cone, one can ﬁnd (xk,bk, x∗k )
gphF−→ (x,b, x∗) and (u∗k , η∗k , vk)
w∗→ (x∗,b∗, v)
such that(
u∗k , η
∗
k , vk
) ∈ N̂((xk,bk, x∗k);gphF)
for all k ∈ N. Since I(xk,bk) ⊂ T and (xk,bk) → (x,b) for all k, we may suppose that I(xk,bk) = Q for all k, where Q ⊂ I(x,b)
is a ﬁxed index set. Then, by Proposition 2.1,
x∗k ∈ N
(
xk;Θ(bk)
)= pos{a∗i ∣∣ i ∈ Q } for all k ∈ N.
Due to Lemma 2.1 and the Dirichlet principle, by considering a subsequence of {x∗k } if necessary, we may assume that there
exists a subset P˜ ⊂ Q such that the vectors {a∗i | i ∈ P˜ } are linearly independent and
x∗k ∈ pos
{
a∗i
∣∣ i ∈ P˜} for all k ∈ N.
This means that
x∗k =
∑
i∈ P˜
λki a
∗
i for some λ
k
i  0, i ∈ P˜ .
Using again the Dirichlet principle, we can ﬁnd a subsequence {k} of {k} and a subset P ⊂ P˜ such that{
i ∈ P˜ ∣∣ λki > 0}= P for all  ∈ N. (4.10)
For each  ∈ N, since (u∗k , η∗k , vk ) ∈ N̂((xk ,bk , x∗k );gphF), by Lemma 4.4 we get(
u∗k , vk
) ∈ AQ ,P × BQ ,P , u∗k = −∑
i∈Q
(
η∗k
)
ia
∗
i ,
(
η∗k
)
Q = 0,
(
η∗k
)
I1(xk ,bk ,x
∗
k
)
 0. (4.11)
If P = ∅, then x∗k = 0 for every  ∈ N. (In this case, we have x∗ = 0 because x∗ = lim→∞ x∗k .) By deﬁnition of I1(xk ,bk , x∗k )
we get I1(xk ,bk , x
∗
k
) = Q , and thus Q \P = I1(xk ,bk , x∗k ). If P = ∅, then
x∗k =
∑
i∈P
λ
k
i a
∗
i for all  ∈ N. (4.12)
Since {a∗i | i ∈ P } are linearly independent, the expression in (4.12) is unique for each x∗k . Hence, from (4.10) we deduce that
Q \P = I(xk ,bk )\P = I1(xk ,bk , x∗k ). Therefore,(
η∗k
)
Q \P =
(
η∗k
)
I1(xk ,bk ,x
∗
k
)
 0 for every  ∈ N.
Since the sets AQ ,P and BQ ,P are weakly∗ closed by Lemma 4.2, by letting  → ∞ and invoking the ﬁrst inclusion in (4.11),
from the relation (u∗k , vk )
w∗→ (x∗, v) we get(
x∗, v
) ∈ AQ ,P × BQ ,P . (4.13)
Taking into account that (u∗k , η
∗
k
, vk )
w∗→ (x∗,b∗, v), we have (η∗k )i → b∗i for each i ∈ T . Therefore, by letting  → ∞ and
by using (4.11) we obtain
x∗ = −
∑
i∈Q
b∗i a
∗
i , b
∗
Q
= 0, b∗Q \P  0. (4.14)
By the choice of P and Q , P ⊂ Q ⊂ I and P ∈ Î . Hence, by (4.13), (4.14) and (4.6) we can assert that (x∗,b∗, v) ∈ Σ(x,b, x∗).
This implies that N((x,b, x∗);gphF) ⊂ Σ(x,b, x∗).
Now, to obtain the ﬁrst inclusion in (4.8), we take any (x∗,b∗, v) ∈ Σ0(x,b, x∗). Choose P , Q with P ⊂ Q ⊂ I , P ∈ I , and
FQ (b) = ∅ such that(
x∗, v
) ∈ AQ ,P × BQ ,P , x∗ = −∑
i∈Q
b∗i a
∗
i , b
∗
Q
= 0, b∗Q \ J  0. (4.15)
Fix any x˜ ∈ FQ (b) and consider the sequence
xk = k−1˜x+
(
1− k−1)x.
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that P = ∅ and
x∗ =
∑
i∈P
λia
∗
i for some λi  0, i ∈ P .
For each k, put
x∗k =
∑
i∈P
(
λi + k−1
)
a∗i ∈ N
(
xk;Θ(bk)
)= F(xk,bk). (4.16)
Since x∗k → x∗ as k → ∞, we have (xk,bk, x∗k )
gphF−→ (x,b, x∗). From (4.16) it follows that Q \P ⊂ I1(xk,bk, x∗k ) ⊂ I(xk,bk) = Q
for all k ∈ N. By considering a subsequence of {k}, if necessary, we can assume that I1(xk,bk, x∗k ) = I˜1 for all k ∈ N. The
inclusion I˜1 ⊂ Q \ J holds. To show this, ﬁx any i ∈ I˜1. For every k ∈ N, there exist some μkj  0 for j ∈ Q \{i} satisfying
x∗k =
∑
j∈Q
μkja
∗
j ∈ pos
{
a∗j
∣∣ j ∈ Q \{i}},
where μki := 0. By Lemma 2.1, one can ﬁnd a subset K ⊂ Q \{i} and a subsequence {k} of {k} such that {a∗j | j ∈ K } are
linearly independent and x∗k ∈ pos{a∗j | j ∈ K } for all  ∈ N. Since {a∗j | j ∈ K } are linearly independent and x∗k → x∗ , we
obtain
x∗ ∈ pos{a∗j ∣∣ j ∈ K}. (4.17)
Since i /∈ K , by deﬁnition of I1(x,b, x∗) and by (4.17) we have i ∈ I1(x,b, x∗). As J = I\I1(x,b, x∗), it follows that i ∈ Q \ J .
Therefore, the inclusion I˜1 ⊂ Q \ J is valid. Since we have I1(xk,bk, x∗k ) = I˜1 ⊂ Q \ J for each k ∈ N, from (4.15) it follows that(
x∗, v
) ∈ AQ ,P × BQ ,P , x∗ = −∑
i∈Q
b∗i a
∗
i , b
∗
Q
= 0, b∗˜
I1
 0.
Hence, by Lemma 4.4 we deduce that (x∗,b∗, v) ∈ N̂((xk,bk, x∗k );gphF) for every k ∈ N. Combining this with the
fact that (xk,bk, x∗k )
gphF−→ (x,b, x∗) yields (x∗,b∗, v) ∈ N((x,b, x∗);gphF). Thus, we have shown that Σ0(x,b, x∗) ⊂
N((x,b, x∗);gphF).
Finally, let us prove the ﬁrst inclusion in (4.9) under the assumption that x∗ = 0. Fix any λ = (λi)i∈I ∈ Ξ(x,b, x∗), where
Ξ(x,b, x∗) is given by (3.1). Choosing Q = I and P = {i ∈ I | λi > 0}, we get I1 = I\ J = Q \ J . According to Lemma 4.4,
N̂
((
x,b, x∗
);gphF)= {(x∗,b∗, v) ∣∣∣ (x∗, v) ∈ AQ ,P × BQ ,P , x∗ = −∑
i∈Q
b∗i a
∗
i , b
∗
Q
= 0, b∗I1  0
}
=
{(
x∗,b∗, v
) ∣∣∣ (x∗, v) ∈ AQ ,P × BQ ,P , x∗ = −∑
i∈Q
b∗i a
∗
i , b
∗
Q
= 0, b∗Q \ J  0
}
. (4.18)
Since x∗ = 0, we infer that P = ∅. By our choice of P and Q , P ⊂ Q ⊂ I , P ∈ I . In addition, we have FQ (b) = ∅ because
x ∈ FQ (b). Hence N̂((x,b, x∗);gphF) ⊂ Σ0(x,b, x∗). The proof is complete. 
Remark 4.1. One necessary condition for obtaining precise formulae for the limiting normal cone N((x,b, x∗);gphF) is that
FQ (b) = ∅ for Q ⊂ I = I(x,b) (see e.g. [3, Theorem 4.2] and [5, Theorem 4.1]). The linear independence assumption of
{a∗i | i ∈ I} ensures that FQ (b) = ∅ for every Q ⊂ I . Indeed, since {a∗i | i ∈ I} are linearly independent, by [3, Theorem 4.2]
there exists x̂ ∈ X such that 〈a∗i , x̂ 〉 = 0 for i ∈ Q and 〈a∗i , x̂ 〉 < 0 for i ∈ T \ Q . This implies that x̂+ x ∈ FQ (b). We have seen
that there is no regularity assumption for {a∗i | i ∈ I} in Theorem 4.1. Hence in that theorem only upper and lower estimates
can be obtained for N((x,b, x∗);gphF).
The next example is designed to show how Theorem 4.1 can be used for getting an upper estimate and a lower esti-
mate of the limiting normal cone N((x,b, x∗);gphF). In this example, we will see that the ﬁrst inclusion of (4.9) is strict
in general. This means that the lower estimate Σ0(x,b, x∗) ⊂ N((x,b, x∗);gphF) which is provided by Theorem 4.1 for
N((x,b, x∗);gphF) is better than the natural estimate N̂((x,b, x∗);gphF) ⊂ N((x,b, x∗);gphF).
Example 4.1. Let X , T , and {a∗i | i ∈ T } be the same as in Example 3.1. The calculations already done in Example 3.1 assure
that (x,b, x∗) ∈ gphF , where
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Besides, we have I = I(x,b) = {1,2,3}, I = T\I = ∅, I1 = I1(x,b, x∗) = {1,3}, and J = I\I1 = {2}.
Note that the unique one way to represent x∗ =∑i∈I λia∗i , λi  0 for i ∈ I , is that
x∗ = (0,α) = 0(1,0) + α(0,1) + 0(1,2) = 0a∗1 + αa∗2 + 0a∗3.
So, we have
I = I(x,b, x∗)= {P ⊂ I ∣∣ P = ∅, x∗ ∈ pos{a∗i ∣∣ i ∈ P}}= {P ⊂ I | 2 ∈ P }.
Hence, P and Q satisfy the conditions P ⊂ Q ⊂ I and P ∈ I if and only if one of the following cases occurs:
(a) Q = {1,2,3} and P = {1,2,3}, (0,0) ∈ FQ (b) = ∅;
(b) Q = {1,2,3} and P = {1,2}, (0,0) ∈ FQ (b) = ∅;
(c) Q = {1,2,3} and P = {2,3}, (0,0) ∈ FQ (b) = ∅;
(d) Q = {1,2,3} and P = {2}, (0,0) ∈ FQ (b) = ∅;
(e) Q = {1,2} and P = {1,2}, FQ (b) = ∅;
(f) Q = {1,2} and P = {2}, FQ (b) = ∅;
(g) Q = {2,3} and P = {2,3}, FQ (b) = ∅;
(h) Q = {2,3} and P = {2}, FQ (b) = ∅;
(i) Q = {2} and P = {2}, (−1,0) ∈ FQ (b) = ∅.
For each t ∈ Γ := {a,b, c,d, e, f , g,h, i}, deﬁne P , Q as in the case (t) above and put
Λ(t) =
{(
x∗,b∗, v
) ∣∣∣ (x∗, v) ∈ AQ ,P × BQ ,P , x∗ = −∑
i∈Q
b∗i a
∗
i , b
∗
Q
= 0, b∗Q \P  0
}
,
Λ̂(t) =
{(
x∗,b∗, v
) ∣∣∣ (x∗, v) ∈ AQ ,P × BQ ,P , x∗ = −∑
i∈Q
b∗i a
∗
i , b
∗
Q
= 0, b∗Q \ J  0
}
,
Λ0(t) =
{
Λ̂(t) if FQ (b) = ∅,
∅ if FQ (b) = ∅.
Since x∗ = (0,α) = 0R2 , we have ∅ /∈ Î(x,b, x∗). We see that {a∗i | i ∈ P } are linearly independent if and only if P is given
as in the case (t) with t ∈ Γ \{a}. Hence
Σ
(
x,b, x∗
)= ⋃
t∈Γ \{a}
Λ(t) and Σ0
(
x,b, x∗
)= ⋃
t∈Γ
Λ0(t). (4.19)
The sets Λ(t) and Λ0(t) can be computed through various realizations of the inclusion t ∈ Γ as follows.
1. If t = a, then Q = {1,2,3} and P = {1,2,3}. We have
AQ ,P = span
{
a∗i
∣∣ i ∈ P}= R2, BQ ,P = (AQ ,P )∗ = {0R2}.
Note that FQ (b) = ∅. Let x∗ ∈ AQ ,P be such that x∗ = −∑i∈Q b∗i a∗i and b∗Q \ J  0. Then,
x∗ = −b∗1a∗1 − b∗2a∗2 − b∗3a∗3 =
(−b∗1 − b∗3,−b∗2 − 2b∗3) and b∗1  0, b∗3  0.
Hence b∗ ∈ R− × R × R− and x∗ ∈ R+ × R. Therefore,
Λ0(a) = (R+ × R) × (R− × R × R−) × {0R2}.
2. If t = b, then Q = {1,2,3} and P = {1,2}. We have
AQ ,P = span
{
a∗1,a∗2
}+ pos{a∗3}= R2, BQ ,P = (AQ ,P )∗ = {0R2}.
Let x∗ ∈ AQ ,P be such that x∗ = −∑i∈Q b∗i a∗i and b∗Q \P  0. Then,
x∗ = −b∗1a∗1 − b∗2a∗2 − b∗3a∗3 =
(−b∗1 − b∗3,−b∗2 − 2b∗3) and b∗3  0.
Thus, b∗ ∈ R2 × R− and x∗ ∈ R2. Therefore,
Λ(b) = R2 ×
(
R2 × R−
)× {0R2}.
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x∗ = (−b∗1 − b∗3,−b∗2 − 2b∗3) and b∗1  0, b∗3  0.
Hence b∗ ∈ R− × R × R− and x∗ ∈ R+ × R. Therefore,
Λ0(b) = (R+ × R) × (R− × R × R−) × {0R2}.
Treating the cases t = c, . . . , t = h in a similar manner, we obtain the following results.
3. For t = c,
Λ(c) = R2 × (R− × R2) × {0R2},
Λ0(c) = (R+ × R) × (R− × R × R−) × {0R2}.
4. For t = d,
Λ(d) = Λ0(d) = (R+ × R) × (R− × R × R−) ×
(
R− × {0}
)
.
5. For t = e,
Λ(e) = R2 ×
(
R2 × {0})× {0R2}, Λ0(e) = ∅.
6. For t = f ,
Λ( f ) = (R+ × R) ×
(
R− × R × {0}
)× (R− × {0}), Λ0( f ) = ∅.
7. For t = g ,
Λ(g) = R2 ×
({0} × R2)× {0R2}, Λ0(g) = ∅.
8. For t = h,
Λ(h) = (R+ × R) ×
({0} × R × R−)× (R− × {0}), Λ0(h) = ∅.
The case t = i deserves a special treatment. Detailed arguments are given below.
9. If t = i, then Q = {2} and P = {2}. We have
AQ ,P = span
{
a∗2
}= {0} × R, BQ ,P = (AQ ,P )∗ = R × {0}.
Let x∗ ∈ AQ ,P be such that x∗ = −∑i∈Q b∗i a∗i , b∗Q = 0, and b∗Q \P  0. Then,
x∗ = −b∗2a∗2 =
(
0,−b∗2
)
, b∗1 = b∗3 = 0.
Hence, b∗ ∈ {0} × R × {0} and x∗ ∈ {0} × R. Therefore,
Λ(i) =
({0} × R)× ({0} × R × {0})× (R × {0}).
We have FQ (b) = ∅ and Q \P = Q \ J , thus
Λ0(i) = Λ(i) =
({0} × R)× ({0} × R × {0})× (R × {0}).
On the basis of the above listed results and (4.19), we obtain exact formulas for Σ(x,b, x∗) and Σ0(x,b, x∗). Since x∗ = 0,
by (4.9) we have N̂((x,b, x∗);gphF) ⊂ Σ0(x,b, x∗). According to (4.19),
Λ0(i) =
({0} × R)× ({0} × R × {0})× (R × {0})⊂ Σ0(x,b, x∗).
As shown in Example 4.1,
N̂
((
x,b, x∗
);gphF)= (R+ × R) × (R− × R × R−) × (R− × {0}).
Since Λ0
(i) ⊂ N̂((x,b, x∗);gphF), we deduce that
N̂
((
x,b, x∗
);gphF) Σ0(x,b, x∗).
364 N.T. Qui / J. Math. Anal. Appl. 381 (2011) 352–364From Theorem 4.1 we obtain easily some upper and lower estimates for values of the Mordukhovich coderivative
D∗F(x,b, x∗) : X∗∗⇒ X∗ × Rm of F at a point (x,b, x∗) ∈ gphF . Namely, putting
Ω
(
x,b, x∗
)
(v) = {(u∗, η∗) ∈ X∗ × Rm ∣∣ (u∗, η∗,−v) ∈ Σ(x,b, x∗)}
and
Ω0
(
x,b, x∗
)
(v) = {(u∗, η∗) ∈ X∗ × Rm ∣∣ (u∗, η∗,−v) ∈ Σ0(x,b, x∗)},
we have
Ω0
(
x,b, x∗
)
(v) ⊂ D∗F(x,b, x∗)(v) ⊂ Ω(x,b, x∗)(v) for all v ∈ X∗∗.
Remark 4.2. Generalized differentiability properties of F(x,b) help us to get useful information on solution sensitiv-
ity/stability of variational inequalities with polyhedral convex constraint sets. For instance, an exact formula for the Fréchet
coderivative and some estimates for the Mordukhovich coderivative have been used to establish necessary conditions and
suﬃcient conditions for the local metric regularity [7, Theorem 5.2] and the Lipschitz-like property [7, Theorem 5.3] of the
solution map of a parametric nonlinear variational inequality under the positive linear independence assumption on the
gradients of the active constraints. The generalized differentiability properties obtained for F(x,b) in this paper can help us
to obtain similar necessary conditions and suﬃcient conditions without using any regularity assumption.
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