Abstract. We formalize several ways of accounting, in the context of logically closed theories, for foundationalist intuitions that underlie change operations applying to belief bases. A positive and a negative concept of entrenchment is defined on the basis of the structure of a given, possibly prioritized belief base. Only the latter, more fine-grained concept proves to be appropriate for a successful attempt at approximating base changes on the theory level. We investigate the question as to which degree we can comply with the fundamental intuition expressed by the various Filtering Conditions that say that all (and only) beliefs that are believed "just because" a retracted belief was believed should be withdrawn.
Introduction
The problem dealt with in the present paper is best illustrated by an example.
Example 1. Consider a theory K = Cn(φ, ¬ψ) which we want to contract with respect to φ. Assume that K is generated by the belief base H = {φ, ¬ψ} and that φ enjoys epistemic priority over ¬ψ. It seems intuitively clear that ¬ψ should be in the contracted belief set and in fact that this set should be identified with Cn(¬ψ). According to a model proposed by Gärdenfors and Makinson (1988) , this can be so if and only if the disjunction φ ∨ ¬ψ, which is not itself included in the base H, is more entrenched than φ alone. Since the disjunction is backed by both elements of the belief base this appears to be a sensible idea (see Figure  1 ).
From the informal argument just given, it might seem that the entrenchment of a derived belief varies with the number of basic beliefs ("premises") supporting it. However, this idea does not match well with current theories about comparative epistemic entrenchment.
1 Additional problems for combinatorial modellings of entrenchment might arise when the elements of a belief base are not logically independent. What we need in this situation is some systematic way of extending the orderings of the elements in the belief base into orderings of the whole generated theory. What is the right way of arguing for the entrenchments of the elements of a theory that has been generated by some prioritized knowledge base? This paper is about the relation between belief/knowledge base revision and theory revision. The former tends to be more interesting for computer scientists, the latter for logicians and philosophers. Our question is how the former can be "rationally reconstructed" with tools from the latter. More specifically, our program is as follows. We start with some general remarks about the interpretation of a belief base containing basic bits of information ordered by some priority relation. The underlying philosophy of base revision has a foundationalist flavour.
2
We look at one necessary condition for respecting the foundationalist intuitions at "the knowledge level" of theory change, viz., the so-called Filtering and Simple Filtering conditions. These conditions that tell us not to keep beliefs that are essentially dependent on jettisoned beliefs, come in two versions, according to whether we understand the phrase "just because" as referring only to basic beliefs, or to derived beliefs as well.
Next we construct and contrast two different conceptions of epistemic entrenchment which are relevant in the context of prioritized base revisions. There is a "positive" relation, < + , which is a numerically representable relation of epistemic entrenchment in the standard sense of Gärdenfors and Makinson (1988) . The construction of < + has been quite common in earlier literature. Then we introduce a "negative" relation, < − , which is closer to the intuitions bound up with the term "entrenchment." However, < − is only an entrenchment relation in a liberalized sense (see Rott 1992b) . Due to incomparabilities, it is not numerically representable, and it almost unknown in the existing literature. This negative entrenchment relation turns out to be a refinement of the positive relation.
Then we recall two ways of using entrenchment relations in theory change, the standard Gärdenfors-Makinson recipe and Rott's more "brutal" (Williams 1994) recipe. Neither of these can be sensibly used in conjunction with the positive relation < + . The negative relation is more suitable. If we use the Gärdenfors-Makinson recipe for entrenchment-based contraction with < − , then we satisfy the condition of Simple Filtering referring to basic beliefs, but not the stronger one referring to all beliefs. If we use the recipe for brute entrenchment-based contraction with < − , then we even satisfy the condition of Simple Filtering referring to all beliefs. We recall from Rott (1992c) that the two recipes can serve as upper and lower bounds featuring in Lindström-Rabinowicz's (1991) interpolation thesis, and we give an argument that appears to show that no better approximation of prioritized base contraction on the knowledge level is possible, at least if we confine ourselves to reconstructions in terms of epistemic entrenchment.
In the last section we show that a quantitative contraction mechanism introduced by Mary-Anne Williams suffers from the so-called "drowning effect". The basic reason for this is that it essentially uses an ordinalized version of the relation < + in conjunction with the Gärdenfors-Makinson contraction recipea combination we shall already find inadequate in the case of the qualitative notion of entrenchment.
Formalities. We are working in a propositional language L with variables p, q, r etc. We use φ, ψ, χ etc. as metavariables for sentences from L, and G, H, K etc. as metavariables for subsets of L. Curly letters like H indicate more complex structures. The background logic Cn (consequence operation) alias (consequence relation) governing L is supposed to be Tarskian (reflexive, monotonic, transitive and compact). For the sake of simplicity, we are going to think of it as classical propositional logic.
2 Belief bases with priorities Hansson (1994) has argued that we should take belief bases seriously. His main point was that only on belief bases can we perform local changes; logically closed theories are always so large and tightly inferentially interwoven that local changes are impossible. In this paper, we shall give more, alternative interpretations of why it is important to apply change operations to belief bases rather than to fully-fledged theories.
Elementship in a belief base carries important epistemological implications.
Maxim B The elements in a belief base are basic (fundamental, explicit) beliefs. They comprise beliefs, and only beliefs, which have some kind of independent standing, i.e., which are not derived from other beliefs.
The elements in a belief base have a distinguished status. Each of them is a singular piece of information, irrespective of the syntactical complexity of the sentences expressing them. The difference between one item p ∧ q and two items p and q in a knowledge base is not just "notational bondage" that should be straightened out by some process of "articulation". These are Belnap's (1979, p. 23) words. I think that Rescher in his reply to Belnap is entirely correct in pointing out that if we take belief bases seriously (e.g., for the purpose of hypothetical reasoning), then there is indeed a crucial difference between "juxtaposing commas" and "conjoining ampersands" (1979, p. 31) . Belnap, however, keeps on denying the difference even in the amended version of his critique published in Anderson, Belnap and Dunn (1992, pp. 541-553) . Other work that warns us not to thoughtlessly form conjunctions can be found among paraconsistent logicians (Jaskowski 1948 /1969 , Rescher and Brandom 1979 , Urchs 1995 and researchers interested in the interface of logic and probability (Kyburg 1970 (Kyburg , 1997 .
Evidently, a belief base is not just an axiomatization of a theory. For instance, we must not make belief bases non-redundant, something that we certainly want to do for axiomatic systems. According to Maxim B, it is not legitimate to subject the belief base to any manipulations. While eliminating redundancies, or closing under conjunctions or disjunctions or under some non-classical logic may have desirable effects from a formal point of view, it runs counter to Maxim B. It is the structure of the original belief base that provides us with information about how to change our beliefs, and that structure should not be changed without compelling reasons.
Intuitively, derived beliefs are believed only because basic beliefs are believed.
3
In real applications, items of basic or explicit belief are often associated with some degree of certainty. Formally, therefore, we model a prioritized belief base as a sequence of sets of sentences
For i < j, the elements in H j are more "important" or "reliable", they have more "weight" than the elements in H i . Given a prioritized belief base H 1 , . . . , H n , we denote the set generates a theory (at the "knowledge level")
The theory K may be thought of as comprising both basic and derived (explicit and implicit) beliefs. This representation of a belief base in terms of a sequence of sets is somewhat more general than conceiving of a prioritized base as a set H equipped with a weak ordering ≺, 4 since the H i 's in H need not be disjoint. We may have one occurrence of φ in H i and one in H j , with i different from j, something that would not be possible in the alternative formalization using ≺. For the purposes of this paper, however, one can drop all non-maximal occurrences of sentences without any change of the results. So we suppose in what follows that the H i 's in H are actually disjoint, and we can equivalently speak of the set H equipped with a priority ordering ≺, with the understanding that for any two elements φ and ψ in H, we have φ ≺ ψ if and only if φ ∈ H i and ψ ∈ H j for i and j with i < j. Clearly, the flat belief base H = {H} is associated with the empty ordering ≺.
It is worth emphasizing that each prioritized belief base conveys two kinds of information. First, we have syntactical information that distinguishes, e.g., the joint belief φ ∧ ψ from two simultaneous but separate beliefs φ and ψ. In the former case, φ and ψ will stand and fall together while in the latter case they are going to be treated as independent. Second, of course, the prioritized belief base acknowledges varying degrees of belief, with the idea that beliefs in higher layers should in case of conflict be given precedence over beliefs in lower layers of the belief base H.
Sometimes one may wish to abstract from the two kinds of structure. The priority structure is lost in the move from H to H, the syntactic structure is lost in the move from H to K.
5 But although K itself does not record its origin in H, one may suppose that potential changes of K are dependent on its "provenance" or "history". Our central question now is: How can the structure of the prioritized belief base H guide the changes made to the generated theory K which in itself does no longer itself reflect the relevant structure? We propose to use relations of epistemic entrenchment as a tool for the construction and reconstruction of theory revisions.
Filtering and simple filtering
If we want to take belief bases seriously, we should somehow respect the argumentative dependencies of our beliefs when performing belief changes. One proposal to capture this idea is the Filtering condition of Fuhrmann (1991) :
When a belief ψ is withdrawn in order to form the contraction of one's beliefs by φ, then the contraction by φ should not contain any sentences that were believed "just because" ψ was believed.
4 An asymmetric weak ordering is a relation ≺ that is (a) modular in the sense that x ≺ y entails that either x ≺ z ore z ≺ y, for all x, y and z (transitivity follows from this), but that is (b) not antisymmetric, that is, it does not follow from the fact that x and y stand in the same ≺-relation with every z that x and y are identical. 5 Or in the move from H to H; compare Nebel (1989) and del Val (1997) . 6 Also compare Martins and Shapiro's (1988) "disbelief propagation", and Rao and Foo's (1989) "foundational equation", according to which foundationalism is coherentism plus disbelief propagation.
This is quite a complex requirement. In the present paper, we are going to study only a much simpler version of the Filtering condition, which we call the condition of Simple Filtering.
(SF)
The contraction of one's beliefs by φ should not contain any sentences that were believed "just because" φ was believed.
Notice that the more radical a contraction operation is in removing beliefs, the more likely it is to satisfy the Filtering requirement (in either of its versions). Against the ideology that is often associated with the belief revision paradigm initiated by Alchourrón, Gärdenfors and Makinson, (Simple) Filtering favours non-conservative or non-minimal incisions into one's belief state. It can at most be a necessary, but not a sufficient condition for the rationality of belief change.
The statements of (F) and (SF) have deliberately been left vague. Evidently, those sentences that are believed just because some other sentence is believed are derived (implicit) beliefs. But the conditions are ambiguous with regard to the status of the sentences that are to be retracted in the first place. Let us distinguish two versions of (SF).
(BSF) The contraction of one's beliefs by φ should not contain any sentences that were believed "just because" φ was a basic belief.
(DSF) The contraction of one's beliefs by φ should not contain any sentences that were believed "just because" φ was a (basic or derived) belief.
Intuitively, (BSF) seems too restricted a condition and the more demanding condition (DSF) is therefore to be preferred.
"Just because"
Now we need to know what the phrase "just because" means. Corresponding to the two different versions of Simple Filtering, we distinguish two variant readings of "just because". The first one applies to the elimination of basic beliefs φ:
According to this definition, ψ is in K just because φ is in H, only if φ is in fact in H and H is not logically closed. If H is logically closed and contains φ, then both φ ∨ χ and φ ∨ ¬χ are in H − {φ}, so set-theoretically removing φ from H does not affect the consequences of H at all.
An equivalent way of expressing the above definition is to say that ψ is in K "just because" φ is in H if and only if every way of deriving ψ draws on φ. It is presupposed here that φ is not only in the theory K but actually in the belief base H. Removing this presupposition, we can say more generally that ψ is in K "just because" φ is in K if and only if every way of deriving ψ also derives φ. There is no way of deriving ψ without at the same time deriving φ. Our second reading of "just because" applies to the elimination of derived beliefs φ as well:
According to this definition, ψ is in K just because φ is in K if the base offers no way of keeping ψ while getting rid of φ. Of course, this can only happen if φ is in fact in K, but φ need not be in the base H. In the following it is understood that (BSF) uses the reading (BJB) and that (DSF) uses (DJB).
8 Observation 1. If ψ is in the theory K = Cn(H) just because φ is in the belief base H, then ψ is in K just because φ is in K. The converse is not valid, even when φ is in H. As a consequence, (DSF) implies (BSF), but not conversely.
Proof. Let ψ be in the theory K just because φ is in the base H. By definition, this means that ψ is in K = Cn(H) and that ψ is not in Cn(H − {φ}). Hence φ is in H, and φ is not in Cn(∅). By the reflexivity of Cn, φ is in K = Cn(H). It remains to show that
Since ψ is not in Cn(H − {φ}), we get G ψ, by the monotonicity of Cn. Therefore ψ be in the K just because φ is in K.
Counterexample to the converse direction. If we have a redundant base like
Since (BJB) implies (DJB) and the corresponding concepts figure in the antecedents of (BSF) and (DSF), it follows immediately that (DSF) implies (BSF). That the converse is invalid will be seen from Observation 5. QED
The above counterexample shows that the two readings of "just because" make a difference. The result depends on whether we refer to q as an explicit item in the belief base or as a derived belief in the generated theory. Intuitively (DJB), the definition referring to explicit as well as implicit beliefs, seems to be more adequate than (BJB).
One might think that this condition is trivially satisfied, since we certainly require that K . −φ φ. However, notice that the antecedent refers to subsets of H while K . −φ is only a subset of K.
An important problem left over from our discussion of Example 1 is this: How can the syntax and the prioritization of the base H generate a well-balanced entrenchment relation that can be construed as guiding revisions of the the full theory K?
5 Comparing the quality of subsets of prioritized belief bases
We assume as given a prioritized belief base H = H 1 , . . . , H n and make use of the corresponding priority relation ≺ over H = |H|. We introduce two different ways of comparing the quality of the subsets of H.
The positive way
Subsets G and G of the belief base H may be taken to be premise sets for deriving further beliefs. In this role, they can be compared by looking essentially at their weakest elements.
Smaller sets tend to be better (i.e., greater) with respect to ¡ + than bigger sets. For some properties of ¡ + and how they depend on the properties of ≺, see Rott (1992a, pp. 126-128) .
We can introduce numbers representing the quality of subsets G of H, considered as premise sets. Let, for subsets G of H, qual + (G) = min{i : G ∩ H i = ∅}, with the convention that min(∅) = n + 1. Then we can equivalently say that
The negative way
Subsets G and G of the belief base H may alternatively be taken to be remainder sets consisting of the pieces of information one may retain when forced to give up some belief. In this role, they are compared by looking essentially at their strongest non-elements, or more exactly, by the strongest elements of H which are missing from one of them but not from the other.
We can equivalently say that G ¡ − G iff for k = max{i : (G∆G ) ∩ H i = ∅} it holds that (G∆G ) ∩ H k is entirely contained in G . (∆ is the symmetric difference operator.)
Or, again equivalently, we can say that G ¡ − G iff there is some i such that
Bigger sets tend to be better (greater) with respect to ¡ − than smaller sets. For some properties of ¡ − and how they depend on the properties of ≺, see Rott (1992c, pp. 30-33) .
Again, we can introduce numbers representing the quality of subsets G of H, this time considered as remainder sets. Let, for subsets G of H, qual − (G) = n + 1 − max{i : H i − G = ∅}, with the convention that max(∅) = 0. Then we can equivalently say that G ¡ − G iff qual − (G) < qual − (G ). Keep in mind that the positive and the negative qualities of sets of explicit beliefs are very different concepts. Whereas a singleton set taken from H n is very good as a premise set, it is in general very bad as a remainder set; the reverse is true of the flattened base H itself.
6 Defining entrenchments in theories generated by prioritized belief bases
We are now going to define the entrenchment of sentences which are derived from a given prioritized belief base H = H 1 , . . . , H n . We do this in two ways, by using the two relations introduced on the last section.
The positive way
We can compare the entrenchment of two elements in a theory generated by a prioritized belief base in a positive way, by comparing all potential ways of deriving the beliefs in question, that is, by comparing all potential premise sets implying the beliefs in question.
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Definition 3. φ is more entrenched + than ψ, in symbols ψ < + φ, iff φ is implied by H and for every premise set G ⊆ H implying ψ there is a premise set G ⊆ H implying φ such that G ¡ + G .
This positive way of thinking of entrenchments has been quite popular in the literature. With minor variations, it has been suggested by Rescher (1964, pp. 49-50; 1976, pp. 18-19) , Dubois and Prade (1991, Section 4; 1992 , Section 3), Rott (1991b, Section 3; 1992a , Section 4, here without a connectedness presumption for ≺) and Williams (1994, Section 4) .
The positive generation mechanism should be viewed as a means of constructing an entrenchment relation from a finite representation of it, viz. from a prioritized belief base (or more exactly, from an "E-base" satisfying a certain entailment condition, see Rott 1991b, pp. 142-146) . As we shall see, the positive entrenchment relation is not suitable for application in entrenchment-based theory contraction in the style of Gärdenfors and Makinson (1988) or Rott (1991a) .
For this purpose, a negative relation of entrenchment turns out to be much more appropriate.
In a theory generated by a flat belief base, all elements except the logical truths are equally entrenched in the sense of < + . We take down the following Observation 2. ψ < + φ iff there is a k such that H ≥k A but not H ≥k ψ.
In order to prove this observation, we first introduce a useful concept. Given some prioritized belief base H, the entrenchment of a sentence φ (with respect to H), in symbols ent + (φ), is the maximal number k such that φ ∈ Cn(H ≥k ). Equivalently, ent
Proof of the Observation. Let ψ < + φ. Take k = ent + (φ). By definition, H ≥k φ. Suppose for reductio that also H ≥k ψ. Since ψ < + φ, there must be a set G ⊆ H implying φ such that H ≥k ¡ + G . But any set which is ¡ + -better than H ≥k must be a subset of H ≥k+1 , so H ≥k+1 φ, contradicting the choice of k.
For the converse, let there be an i such that H ≥i φ but not H ≥i ψ. Then all premise sets G ⊆ H implying ψ must contain elements from H − H ≥i . Thus for all premise sets G ⊆ H implying ψ it holds that G ¡ + H ≥i , so ψ < + φ. QED It is now easy to realize that the positive entrenchment relation < + is numerically representable by the ordinal entrenchment function ent + in the sense that φ < + ψ if and only if ent + (φ) < ent + (ψ).
The negative way
We can compare the entrenchment of two elements in a theory generated by a prioritized belief base in a negative way, by comparing all potential ways of discarding the beliefs in question, that is, by comparing all potential remainder sets not implying the beliefs in question.
Definition 4. φ is more entrenched − than ψ, in symbols ψ < − φ, iff ψ is not a logical truth and for every remainder set G ⊆ H that does not imply φ there is a remainder set G ⊆ H that does not imply ψ and G ¡ − G .
This relation is supposed to capture a "minimal change interpretation" of the notion of entrenchment which coincides, in the context of prioritized base changes, with a "competitive interpretation". It is not a relation of epistemic entrenchment in the standard sense, but only in a generalized sense. (For all this, see Rott 1992c, pp. 36-45) . There is no ordinal function ent − representing the relation < − , since the relation < − will in general present us with incomparabilities of beliefs in terms of entrenchment.
Example 2. Let H = {p, p ∨ q, p ⊃ q}. Without any knowledge about the prioritization of H, we can say that the set of all ¡ − -best subsets of H not implying p is {{p ∨ q, ¬p ∨ q}}, of those not implying q is {{p, p ∨ q}, {¬p ∨ q}}, and of those not implying p ∨ q is {{¬p ∨ q}}. This gives us p < − p ∨ q, but neither p < − q nor q < − p ∨ q. That means that q is not comparable in terms of < − with either p or p ∨ q. -Notice by the way that prioritization and the negative concept of entrenchment are two altogether different kinds of thing. For if the pairs related by the prioritization ≺ of H were exactly p ∨ q ≺ p and p ∨ q ≺ p ⊃ q, then we would have p < − p ∨ q although p ∨ q ≺ p (and of course neither p ∨ q < − p nor p ≺ p ∨ q). The reflective equilibrium reached by an assessment of entrenchments may strictly reverse the prima facie evaluation of basic beliefs in terms of their priorities.
Although the "positive" quality of a set of explicit beliefs (as a premise set) is very different from its "negative" quality (as a remainder set) the positive and negative concepts of entrenchment are closely connected.
Observation 3. The negative relation < − of epistemic entrenchment refines the positive one, < + .
Proof. Let φ < + ψ. We have to show that φ < − ψ, that is, we have to show that for all remainder sets G ⊆ H which do not imply ψ there is a remainder set G ⊆ H with G ¡ − G which does not imply φ. Take an arbitrary remainder set G ⊆ H that does not imply ψ. Using Observation 2, we conclude from φ < + ψ that there is a k such that H ≥k implies ψ but not φ. Now define G = H ≥k . It remains to show that G ¡ − H ≥k . That is, we must show that for each χ in G − H ≥k there is a ξ in H ≥k − G such that χ ≺ ξ. By the definition of H ≥k , we know that χ ≺ ξ for all such χ and all ξ in H ≥k . Thus it remains to show that H ≥k − G is non-empty. But this follows from the fact that H ≥k implies ψ and G does not imply ψ (and Cn is monotonic).
The converse is not valid. We give a simple example where φ < − ψ but not φ < + ψ. Consider the flat belief base H = {p, q}. Since ∅ ¡ − {q}, we get that p < − p ∨ q, but clearly not p < + p ∨ q. QED The positive relation < + generates "layers" of beliefs through the definition of equivalences, putting φ ∼ + ψ iff neither φ < + ψ nor ψ < + φ. The negative relation < − introduces new distinctions within these layers, and in general it generates incomparabilities within these layers. But since it is a refinement of < + , the coarser layer structure of the latter remains intact. Clearly, the above ways of constructing entrenchment relations are not the only conceivable ones. For example, one might try the use of difference sets in the positive approach to entrenchment, or to avoid the use of difference sets in the negative approach. We believe, however, that we have hit on two particularly important constructions.
How to use prioritized belief bases in belief change
We describe a natural method of theory change guided through the structure of a prioritized belief base. The principal idea of the method of prioritized belief base contraction is the following:
According to this recipe, a sentence ψ remains in the contraction of K by φ just in case it follows from every best remainder set of the belief base that does not imply φ. This idea has been studied, among others, by Rescher, Fagin/Ullman/Vardi, Brewka, Nebel, Rott, del Val and several researchers from Toulouse. More methods of exploiting the structure for prioritized belief bases in processes of belief revision or nonmonotonic reasoning are surveyed in Cayrol and Lagasquie-Schiex (1995) .
How to use entrenchment relations in belief change
In this section, we assume as given some relation < of epistemic entrenchment over a theory K. The official Gärdenfors-Makinson (1988) construction recipe for theory contraction based on epistemic entrenchment is this.
For the motivation of this definition and the use of the disjunction (which looks counterintuitive at first sight), see Gärdenfors and Makinson (1988, pp. 89-90) and Rott (1992c, Section 7) .
Is this recipe applicable in the context of belief base contraction? In general, a disjunction φ ∨ ψ is not included in the belief base H, even if both φ and ψ are in H. So one idea is that one should "blow up" belief bases by closing it under disjunctions.
10 However, with such a move one clearly departs from the philosophy underlying the belief base approach as formulated in Maxim B. It seems to us that there is no good intuitive justification for stipulating that belief bases should be disjunctively closed. If we begin to process the original collection of data at all, then why not take into consideration everything that can be derived from it, that is, the whole theory generated by the data base? But this would mean dismissing the idea of belief base change in favour of theory change.
There is another proposal of how to use epistemic entrenchment that is not afflicted with the same problems. Rott (1991a) ventilates the following method which is further studied in Fermé and Rodriguez (1998) and Pagnucco and Rott (1998) .
This method is very rude, however, since it eliminates many weakly entrenched beliefs in the contraction with respect to φ, even if they stand in no substantial connection with φ. Due to the properties of entrenchment relations,
For this reason we may call K .. −φ the severe and K . −φ the gentle epistemic entrenchment contraction of K by φ. We shall presently see that severe and gentle epistemic entrenchment contractions may serve, in certain contexts, as upper and lower bounds for Lindström and Rabinowicz's interpolation thesis.
Clearly, the logical properties of the theory contraction operators . − and .. − depend on the properties of the entrenchment relation <. For information about this dependency, see again Gärdenfors and Makinson (1988) and Rott (1992b Rott ( , 1996 .
Theory contraction operations and Simple Filtering
We are now going to investigate the contraction functions that result from applying the entrenchment relations we have generated from a belief base H on the level of the logically closed set K = Cn(H).
It is easy to show that the entrenchment relation < + is not suitable for the purposes in question if we use either one of the recipes of Section 8.
Example 3.
A base H = {p, q} with empty ≺, say, intuitively suggests that K . −p should contain q, since q is not in K just because p is in H or K. However, we have neither p < + q nor p < + p ∨ q. The severe entrenchment contraction based on < + gives us K . −p = Cn(∅) while the gentle one gives us K . −p = Cn(p ⊃ q). Neither result is intuitively acceptable.
It should be noted that the defect of entrenchment contractions based on < + does not consist in a violation of the filtering condition, but rather of a principle of Converse Filtering:
(CF) The contraction of one's beliefs by φ should contain all those sentences that were believed, but not believed "just because" φ was believed.
In contrast to (SF) and (F), (CF) recommends a sort of doxastic conservatism or minimal change. A special case of failure to meet this principle is the "drowning effect" that was identified by Benferhat et al. (1993) and will be illustrated in the next section. Now let us work with the negative entrenchment relation < − constructed from H. Which definition of contractions based on < − is the better one, (Def .
It is hard to give a categorical answer. Lindström and Rabinowicz's (1991) abstain from recommending either the gentle or the severe contraction recipe. They argue that these extremes should be taken as upper and lower bounds and that any contraction function lying "between" them is acceptable. Let us call this suggestion Lindström and Rabinowicz's interpolation thesis. In Rott (1992c, pp. 48-49) , it is shown how their thesis (as well as their idea of an entrenchment relation with incomparabilities) becomes relevant for the reconstruction of belief base contractions at the "knowledge level": Observation 4. Let . − be the prioritized base contraction function determined by the prioritized belief base H, and let .. − be the severe and . − be the gentle EE-contraction with respect to < − . Then
The converse inclusions are not valid, even when the priority relation ≺ is empty.
I take it that our intuitions are favourable to prioritized base contractions. The following examples indicate that one cannot get a closer approximation on the theory level than characterized by these bounds.
Example 4. Consider the unprioritized belief base
Here q is in K = Cn(H) not just because p is in K, and therefore we expect K . −p to be Cn(q). On the other hand, in the belief base
q is in K = Cn(H ) just because p is in K , and we expect K . −p to be Cn(p∨q). Unfortunately, our relation < − does not reflect this difference between H and H . In the case of H, the unique best way to discard p is the set {q}, and in the case of H it is {p ∨ q}. In both bases, then, a sentence φ is < − -better than p if and only if the unique best way to discard φ is the empty set, ∅. So in both cases, φ is < − -better than p if and only if φ is in Cn(p ∨ q) (assuming classical reasoning with disjunctions):
Considering the intuitive difference in the results of contracting the bases H and H by p, it appears that (Def . −) is the appropriate definition in the case of H, whereas (Def .. −) is the appropriate definition in the case of H . We note that the relation < − is exactly the same for H and H . For instance, it is easy to calculate that for both H and H φ < − p ∨ q if and only if p ∨ q φ
The negative entrenchment relation generated by a belief base fails to mirror, in a one-to-one fashion, the dependencies encoded in the different syntactical structures of the belief bases.
Finally, we can show that gentle and severe entrenchment contractions based on < − satisfy versions of the condition of Simple Filtering.
Observation 5. Given some prioritized belief base H, the theory contraction function . − over K = Cn(H) defined by (Def . −) using < − satisfies the Simple Filtering condition in the versions (BSF) and (BJB) for basic beliefs, but not in the versions (DSF) and (DJB) for derived beliefs.
Proof. (BSF) with (BJB) is satisfied. Let ψ be in K just because φ is in H, that is, ψ is in Cn(H) but not in Cn(H − {φ}). We have to show that ψ is not in
there is a G ⊆ H such that G φ ∨ ψ and for every G ⊆ H such that G φ it does not hold that G ¡ − G Consider G = H −{φ}. First we show that H −{φ} φ∨ψ. Suppose for reductio that H − {φ} φ ∨ ψ. Since H ψ, we also have H − {φ} φ ⊃ ψ (assuming that Cn satisfies the deduction theorem). So H − {φ} ψ, contradicting the fact that ψ is in K just because φ is in H. Now take any subset G of H such that G φ. Then of course φ is not in G . But then G − (H − {φ}) is empty, and hence, by the definition of ¡ − , it cannot hold that H − {φ} ¡ − G . The following counterexample shows that (DSF) with (DJB) is not satisfied. Consider the (unprioritized) base H = {p ∨ q, p ∧ q}. Clearly, q is in K = Cn(H) just because p is in K. On the other hand, the unique ¡ − -best way of retracting p∨q is ∅, and the unique ¡ − -best way of retracting p is {p∨q}. So p < − p∨q. So, according to (Def . −) using < − , q is in K . −p, in violation to (DSF) with (DJB). QED Observation 6. Given some prioritized belief base H, the theory contraction function .. − over K = Cn(H) defined by (Def .. −) using < − satisfies the Simple Filtering condition (DSF) with (DJB).
Proof. (DSF) with (DJB) is satisfied. Let ψ be in K just because φ is in K, that is, ψ is in Cn(H) but not in Cn(G), for all subsets G of H with G φ. We have to show that ψ is not in
there is a G ⊆ H such that G ψ and for every G ⊆ H such that G φ it does not hold that G ¡ − G
Take an arbitrary ¡ − -best G ⊆ H such that G ψ. Clearly, such a set G exists. Suppose for reductio that there is a G ⊆ H such that G φ and G ¡ − G . Since ψ is in K just because φ is in K, we get that G ψ. But then, since G ¡ − G , G is not a ¡ − -best subset of H that does not imply ψ, contradicting our choice of G. QED Since (DSF) has been given preference over (BSF), it may seem that Observations 5 and 6 taken together provide an argument in favour of severe contractions (and against gentle contractions). However, such a diagnosis cannot be made without qualification. First, it may be doubted that (DJB) presents a plausible analysis of the phrase "just because." And secondly, the Filtering Principle (SF) represents only one side of our intuitions about rational base contractions. It has to be complemented by the equally legitimate intuition expressed by (CF) which -in contrast to (SF) -encourages doxastic conservatism. In this respect, of course, gentle contractions fare better than severe ones.
Mary-Anne Williams (1995) introduced the concept of a partial entrenchment ranking. Such a ranking is a function E that assigns to each sentence of a finite base a non-negative integer. A partial entrenchment ranking corresponds to a prioritized belief base H in which some of the H i 's may be empty. In addition, Williams's entrenchment rankings must satisfy some logical constraints which are not important for our discussion, however.
Our above function ent + may still be used in this context, with a slight change of definition.
12 Given a partial entrenchment ranking E, the entrenchment of an arbitrary sentence φ which need not be in the domain of E, in symbols ent + (φ), is the maximal number k such that φ ∈ Cn({ψ ∈ dom(E): E(ψ) ≥ k}). Equivalently, ent + (φ) = max{qual + (G) : G ⊆ H and G φ}, with qual + (G) defined as min{E(ψ): ψ ∈ G}. If φ is not in Cn(H), we put ent + (φ) = 0 (i.e., max(∅) = 0). It is tacitly understood in what follows that ent + is constructed in this way from a given entrenchment ranking E. A sentence φ is believed if and only if ent + (φ) > 0. Williams addresses the problem of how to revise partial entrenchment rankings in the face of new information. She proposes an ordinal version of the usual belief change operations, one that allows an input sentence φ to come together with an integer i specifying the a posteriori entrenchment of φ. As pointed out already by Spohn (1988) , one of the advantages of ordinalized belief representations is that they provide for modellings of iterations of belief changes -something that is much harder to model if there is no ordinal structure to rely upon. A disadvantage of ordinalized representations is that they presuppose that all beliefs are comparable in terms of epistemic entrenchment. In the terminology introduced above, Williams's account is tied to the positive concept of epistemic entrenchment. Williams (1995) suggests the following method of revising partial entrenchment rankings:
where use is made of the contraction method
for all ψ ∈ dom(E), and the expansion method for all ψ ∈ dom(E ∪ {φ}).
13
Unfortunately, this suggestion yields counterintuitive results. The following example taken from Williams (1995) shows that it suffers from what has been called the "drowning effect" by Benferhat et al. (1993) .
Example 5. Consider the entrenchment ranking E over the set H = {p, p ⊃ q, r} with the values E(p) = 1, E(p ⊃ q) = 3 and E(r) = 2. Williams discusses only changes at the lowest level, namely changes with respect to p which involve no interference with higher levels. At this level, her revision methods work fine. Problems arise, however, if we look at changes at higher levels. Consider for instance a contraction with respect to r, which gives us the equation E − (r, 0)(ψ) = 0 if ent + (r) = ent + (r ∨ ψ) E(ψ) otherwise for each ψ in dom(E). Since ent + (r) = 2 = ent + (r ∨ p), we get E − (r, 0)(p) = 0. That is, p is no longer believed after a contraction with respect to r. This method does not do justice to the belief base because p is a basic belief which is independent of r.
We conclude that Williams's contraction and revision operations gratuitously lose independent beliefs with a low priority in a belief base. Similar problems arise for the base change mechanisms in Williams (1994, pp. 96-100) and Wobcke (1995, pp. 78-79 ).
14
The above ordinal base contraction mechanism yields wrong results, because the transition from E to ent + in effect implements the positive concept of epistemic entrenchment, and we have already seen that this concept is not suitable for use in belief base dynamics. Although, in the example, the basic belief r is independent of the other basic belief p, the entrenchment of p ∨ r is not higher than that of r alone. For this reason the definition of E − (φ, i) (which in effect implements an ordinalized version of gentle epistemic entrenchment contractions) cannot sensibly be applied. This kind of "drowning effect" would be avoided, if we could use the finer tuned (but not connected) negative entrenchment relation < − . If we apply the negative concept of entrenchment in Williams's example, we find that r < − p∨r, since H⊥r is {{p ⊃ q, p}} and H⊥p ∨ r is {{p ⊃ q}}. This relation takes the elements of a belief base more seriously as independent items of information.
Conclusion
We have formalized several ways of accounting, in the context of logically closed theories, for foundationalist intuitions that underlie change operations applying 13 In the definition of E + , it is not quite clear which line is applicable when both φ ≡ ψ and E(ψ) > i. 14 Wobcke in addition violates Maxim B. In more recent work, Williams (1996) has revised her approach so that the drowning effect is avoided.
to belief bases. A positive and a negative concept of entrenchment was defined on the basis of the structure of a given, possibly prioritized belief base. Only the latter, more fine-grained concept proved to be appropriate for a successful attempt at approximating base changes on the theory level. We investigated the question to which degree we can comply with the fundamental intuition expressed by the various Filtering Conditions which say that all (and only) beliefs that are believed "just because" a retracted belief was believed should be withdrawn.
