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З кожним роком кiлькiсть нових iнтернет-ресурсiв, якi виконують рiзноманiтнi 
задачi зростає експоненцiально вiдносно кiлькостi нових користувачiв в 
мережiIнтернет. Лише за 2016 рiк було зафiксовано прирiст користувачiв мережi 
близько семи вiдсоткiв. Але зростає не тiльки кiлькiсть нових ресурсiв а й 
навантаження на вже iснуючi. Великi за обсягом трафiку компанiї для пiдвищення 
надiйностi та достсупностi своїх ресурсiв використовують так званнi методи 
горизонтального маштабування, а саме збiльшення кiлькостi серверiв для обробки 
даних.  
Для розподiлення навантаження мiж великими кластерами серверiв 
використовується промiжне програмне забезпечення, так званi балансувальники 
(LoadBalancers). В переважнiй бiльшостi випадкiв такi балансувальники працюють 
методом простого й почергового перебору всiх доступних серверiв, тобто при 
надходженнi нової задачi балансувальник нiчого не врахову окрiм черговостi серверiв.  
Опис проблеми. Уявiмо ситуацiю коли у розпорядженнi простого 
балансувальника є 5 серверiв якi займаються обробкою ресурсоємких задач, задачi по 
рiвню їх складностi можуть займати вiд кiлькох секунд до кiлькох годин роботи 
серверу в режимi максимального завантаження. Метод простого перебору серверiв буде 
не оптимальним в разi якщо перша задача була максимально ресурсоємна а всi наступнi 
були простi та швидкi по часу виконання. В такому випадку шоста задача буде довгий 
час очiкувати вирiшення першої, хоча задачi з другої по п’яту до цього моменту були 
вже вирiшенi а сервери готовi отримувати наступнi задачi.  
Вiдомi рiшення. Одним з найпопулярнiших рiшень цiєї проблеми є введення 
максимального часу вiдповiдi серверу про прийняття задачi на вирiшення (timeout). 
Тобто це час пiсля якого балансувальник спробує передати задачу наступному серверу. 
Такий пiдхiд є тiльки частковим вирiшенням проблеми тому що: 1. Вводится певний 
timeout, пiд час якого задача буде простоювати, а отже час отримання вiдповiдi 
збiльшиться на невiдому величину. 2. Додаткове навантаження на оперативну пам’ять 
балансувальника.  
Пропоноване рiшення. Для бiльш ефективного розподiлу навантаження мiж 
серверами пропонується розробити таке програмне забезпечення балансувальника яке 
не буде зберiгати в пам’ятi нiчого що стосується самої задачi а лише буде пiдтримувати 
певний протокол правил за якими дана задача буде розподiлена по кластеру. Даний 
пiдхiд можливий тiльки для балансування на прикладному рiвнi, в свою чергу це 
означає що програмне забезпечення буде окремо налаштовуватися для кожного набору 
задач.  
