Controlo de acesso ao meio em redes ad hoc móveis IEEE 802.11 by Oliveira, Rodolfo Alexandre Duarte
RODOLFO ALEXANDRE DUARTE OLIVEIRA
CONTROLO DE ACESSO AO MEIO EM
REDES ad hoc MO´VEIS IEEE 802.11
Dissertac¸a˜o apresentada para obtenc¸a˜o
do Grau de Doutor em Engenharia Elec-
trote´cnica, especialidade de Telecomu-
nicac¸o˜es, pela Universidade Nova de Lis-
boa, Faculdade de Cieˆncias e Tecnologia.
Julho de 2009

Agradecimentos
Na impossibilidade de agradecer a todos aqueles que contribu´ıram para o desenvolvimento
deste trabalho, destaco algumas pessoas e instituic¸o˜es, cujo contributo foi fundamental.
A todos eles gostaria de exprimir os meus sinceros agradecimentos e reconhecer a sua
importante ajuda.
Ao meu orientador, Professor Lu´ıs Bernardo, agradec¸o a motivac¸a˜o, a orientac¸a˜o pres-
tada na concretizac¸a˜o deste trabalho e a perseveranc¸a no aprimoramento do mesmo.
Ao Professor Paulo Pinto, pelas longas e proveitosas discusso˜es que antecederam a
submissa˜o de alguns dos conceitos aqui descritos a diversos eventos cient´ıficos.
A` Secc¸a˜o de Telecomunicac¸o˜es e ao Departamento de Engenharia Electrote´cnica da
Faculdade de Cieˆncias e Tecnologia da Universidade Nova de Lisboa, pela disponibilidade
de recursos e meios, sem os quais na˜o teria sido poss´ıvel a realizac¸a˜o deste trabalho.
A` Fundac¸a˜o para a Cieˆncia e Tecnologia, pela atribuic¸a˜o de uma Bolsa de Doutora-
mento.
Aos Professores Leandros Tassiulas e Iordanis Koutsopoulos, pela disponibilidade e
condic¸o˜es proporcionadas durante a estadia na Universidade de Thessaly.
Presto a minha gratida˜o a toda a minha Famı´lia, pelo apoio, pela pacieˆncia e pela
compreensa˜o que manifestaram ao longo destes quatro anos. Por u´ltimo, mas na˜o menos
importante, um agradecimento especial para a Ana e para o elemento mais novo da Famı´lia,
o Diogo. A Eles dedico este trabalho.
i
ii
Suma´rio
Uma rede ad hoc mo´vel e´ constitu´ıda por um grupo de no´s mo´veis inter-ligados atrave´s
de ligac¸o˜es sem fios. O problema inicial abordado nesta dissertac¸a˜o prende-se com a
caracterizac¸a˜o do sub-n´ıvel de controlo de acesso ao meio em redes ad hoc, nomeadamente
o controlo realizado na norma de facto IEEE 802.11. A elevada instabilidade na topologia
deste tipo de redes e a sua natureza distribu´ıda tornam mais frequente a execuc¸a˜o de
tarefas de localizac¸a˜o de recursos na rede. No entanto, o tra´fego utilizado nessas tarefas e´
do tipo ponto-multiponto, sendo o mecanismo de transmissa˜o diferente do tra´fego do tipo
ponto-a-ponto. Este facto motivou o desenvolvimento de um modelo capaz de caracterizar
o comportamento da norma face aos diferentes tipos de tra´fego gerado.
O modelo permite concluir que, quando os ritmos de transmissa˜o sa˜o iguais para os
dois tipos de tra´fego, existe um valor de tra´fego ponto-multiponto (aprox. 50 %), a partir
do qual o de´bito u´til da rede diminui. Na situac¸a˜o mais frequente de operac¸a˜o da norma,
em que os ritmos de transmissa˜o sa˜o diferentes, conclui-se que o de´bito u´til da rede diminui
acentuadamente a` medida que e´ gerado mais tra´fego do tipo ponto-multiponto.
A segunda parte desta dissertac¸a˜o aborda a localizac¸a˜o de recursos em redes ad hoc.
E´ apresentado um algoritmo capaz de criar dinamicamente um conjunto de grupos de no´s
na rede, tendo em atenc¸a˜o a mobilidade relativa dos no´s. Esses grupos de no´s sa˜o depois
utilizados por dois algoritmos de localizac¸a˜o de recursos dispon´ıveis na rede. Finalmente,
e´ discutido o impacto da mobilidade e das caracter´ısticas do protocolo de controlo de
acesso ao meio na caracterizac¸a˜o da topologia da rede, avaliando-se a sua influeˆncia no
desempenho dos algoritmos de localizac¸a˜o de recursos.
Palavras Chave: Redes ad hoc Mo´veis, norma IEEE 802.11 DCF, Controlo de
Acesso ao Meio, Localizac¸a˜o de Recursos.
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Abstract
A mobile ad hoc network (MANET) is formed by a group of mobile nodes connected
by wireless links. The first part of this dissertation focuses on the medium access control
defined in the standard IEEE 802.11. The network’s instability due to node’s mobility and
its distributed nature demand for regular resource discovery tasks. But the big amount of
broadcast traffic involved in these tasks can be tricky because the transmission mechanism
of the broadcast frames is quite different from the mechanism used for unicast traffic. This
fact motivated a model-theoretic study able to characterize the standard’s behavior when
different types of traffic are generated.
The model shows that when equal transmission rates are used for unicast and broadcast
traffic and if more than 50% of the generated traffic is broadcast, the network goodput
decreases. If higher data transmission rates are used for unicast frames, the network
goodput decreases with minor increases of the amount of the broadcast traffic.
In the second part of this work, resource discovery in MANETs is explored. It starts
presenting a grouping algorithm that dynamically creates groups of nodes based on their
relative mobility. These groups are then used by two distinct algorithms to locate the
requested resources. Finally it analyzes the impact of node’s mobility and the influence of
the medium access control on the image of the network’s topology, assessing their influence
in the performance of the algorithms.
Keywords: Mobile ad hoc Networks, IEEE 802.11 DCF, Medium Access Control,
Resource Discovery.
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Cap´ıtulo 1
Introduc¸a˜o
1.1 Motivac¸a˜o
O campo das comunicac¸o˜es sem fios tem tido, nas duas u´ltimas de´cadas, um crescimento
sem precedentes, e o elevado interesse em investigac¸a˜o a par dos recentes avanc¸os em
novas tecnologias auguram-lhe um futuro ainda mais pro´spero. A necessidade de uma
cobertura ub´ıqua e de conectividade em todos os tipos de ambientes, aliada a` mobilidade
dos utilizadores, a` flexibilidade e facilidade de instalac¸a˜o do sistema de comunicac¸o˜es
justificam o crescente interesse em tecnologias de acesso sem fios. A confirma´-lo esta˜o, por
exemplo: a massiva utilizac¸a˜o dos sistemas de telefonia mo´vel, a crescente popularidade
das redes locais sem fios ou mesmo a emergente integrac¸a˜o de sistemas baseados em redes
de sensores sem fios.
Presentemente, a maioria dos sistemas de comunicac¸o˜es sem fios sa˜o baseados em
paradigmas centralizados, onde os no´s se encontram associados a um no´ central que se
encarrega das tarefas de gesta˜o da rede. E´ este o caso da telefonia mo´vel, em que os no´s
se encontram registados numa estac¸a˜o base, ou da maioria das redes locais utilizando a
norma IEEE 802.11, em que os no´s se encontram associados a um ponto de acesso que se
encontra ligado a` Internet. No entanto, este trabalho aborda outro paradigma de sistemas
de comunicac¸o˜es sem fios, onde na˜o existe a figura de um no´ central e onde todas as tarefas
de gesta˜o da rede teˆm de ser executadas de forma distribu´ıda por todos os no´s mo´veis.
Este tipo de redes, formadas por um grupo de no´s mo´veis inter-ligados atrave´s de ligac¸o˜es
sem fios, sa˜o denominadas redes ad hoc mo´veis [Eph02], [CCL03].
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1.1.1 Redes ad hoc Mo´veis
Nas redes ad hoc mo´veis os no´s podem comunicar directamente com outros no´s que se
encontrem no seu alcance de ra´dio. Sempre que a comunicac¸a˜o entre os no´s de origem
e de destino na˜o se possa efectuar de modo directo, os pacotes entre os dois no´s podem
ser reencaminhados por no´s interme´dios que fac¸am parte do caminho multi-salto que os
conecta. Dessa forma, cada no´ pertencente a` rede ad hoc comporta-se como um no´ de
destino para os no´s contidos no seu raio de alcance de ra´dio e como um encaminhador de
pacotes para no´s de destino que estejam fora do seu raio de alcance. Contudo, os graus de
liberdade introduzidos pela mobilidade dos no´s e pela inexisteˆncia de gesta˜o centralizada
da rede introduzem novos desafios, para os quais muitos dos protocolos existentes na˜o
possuem uma resposta adequada.
Para exemplificar os problemas associados a` utilizac¸a˜o dos protocolos existentes neste
tipo de redes, representa-se na Figura 1.1 um diagrama de blocos de interacc¸a˜o dos dife-
rentes n´ıveis da pilha de protocolos. Inicialmente, os dados gerados pelas aplicac¸o˜es de
um no´ chegam ao n´ıvel de transporte. Caso os protocolos de transporte gerem grandes
quantidades de tra´fego (passo 0), ou caso a rede ja´ se encontre com um n´ıvel de carga
elevado, forma-se um feno´meno de congesta˜o de tra´fego no n´ıvel de controlo de acesso ao
meio (passo 1). Como o controlo de acesso ao meio realizado nas redes ad hoc se baseia
num per´ıodo de contenc¸a˜o varia´vel, a` medida que o n´ıvel de tra´fego na rede se torna mais
elevado, os per´ıodos de contenc¸a˜o aumentam, originando maior ocupac¸a˜o das filas de es-
pera de transmissa˜o. Caso as filas de espera fiquem completamente ocupadas, todas as
novas tramas geradas sa˜o perdidas. Ale´m disso, a fiabilidade do mecanismo de acesso ao
meio utilizado no tra´fego do tipo ponto-multiponto (tramas do tipo broadcast) e´ inferior ao
utilizado no tra´fego ponto-a-ponto (tramas do tipo unicast), originando um maior nu´mero
de coliso˜es entre tramas. As tramas perdidas, quer por colisa˜o, quer por saturac¸a˜o das
filas de espera de transmissa˜o, sa˜o percebidas como falhas no algoritmo de encaminha-
mento, que invalida as rotas que possui para os diferentes destinos (passo 2). Assim, os
algoritmos de encaminhamento tentam reparar as rotas atrave´s do envio de mensagens de
erro, actualizac¸a˜o da topologia da rede e restabelecimento das tabelas de encaminhamento,
gerando ainda mais tra´fego do tipo ponto-multiponto. Tal facto aumenta a probabilidade
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de perda de tramas (passo 3), congestionando ainda mais a rede (passo 4), elevando o
n´ıvel de congesta˜o no protocolo de acesso ao meio (passo 1). Esta situac¸a˜o cria um ciclo
fechado, identificado pelos passos 1, 2, 3 e 4. Entretanto, a impossibilidade de alcanc¸ar o
no´ de destino causa uma falha na entrega dos dados (passo 5), a qual pode originar uma
nova tentativa de transmissa˜o dos mesmos (passos 6 e 7). Este exemplo motiva a falta
de coordenac¸a˜o entre os diferentes n´ıveis de protocolos, o que pode originar situac¸o˜es de
total inoperaˆncia da rede.
Tráfego de manutenção 
(re-encaminhamento,
mensagens de erro, etc)
Incapacidade de 
encaminhamento
Controlo de acesso ao 
meio
(congestão)
Sobrecarga de tráfego na 
rede
1
0
4
32
Término da ligação
(ex. TCP timeout)
Falha na entrega de dados
65
 Nova tentativa de 
transmissão de dados 
(ex. TCP restart)
7
Sobrecarga de tráfego na 
rede iniciada pelo nível de 
transporte
Figura 1.1: Modelo de interacc¸a˜o entre os diferentes n´ıveis da pilha de protocolos.
A natureza distribu´ıda e a dinaˆmica da topologia das redes ad hoc mo´veis causadas
pela mobilidade dos no´s e/ou pela baixa fiabilidade das ligac¸o˜es sem fios na˜o permitem
que os distintos n´ıveis que compo˜em a pilha de protocolos funcionem de forma auto´noma.
Pelo contra´rio, o exemplo anterior explicita a partilha de informac¸a˜o acerca do estado de
cada um dos n´ıveis, para que os mesmos possam agir de forma concertada sem que sejam
executados comportamentos antago´nicos.
O exemplo anterior evidencia a necessidade de caracterizac¸a˜o do protocolo de acesso
ao meio, para que os n´ıveis superiores possam utilizar essa informac¸a˜o na tomada de de-
ciso˜es, aumentando a eficieˆncia total da rede. Este facto motiva grande parte do trabalho
apresentado nesta dissertac¸a˜o, o qual se debruc¸a sobre a modelac¸a˜o do protocolo de acesso
ao meio. Ale´m disso, afere-se o impacto que a informac¸a˜o do modelo pode ter no pro-
cesso de localizac¸a˜o dos no´s na rede, o qual constitui uma das tarefas fundamentais dos
algoritmos de encaminhamento.
A norma IEEE 802.11 e´ uma norma de facto para os n´ıveis f´ısico e sub-n´ıvel de controlo
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de acesso ao meio para redes ad hoc mo´veis. No entanto, o seu mecanismo de acesso ao
meio para tramas do tipo ponto-multiponto na˜o e´ fia´vel. A falta de infra-estrutura da rede
obriga a` obtenc¸a˜o da topologia atrave´s da difusa˜o de tramas para todos os seus vizinhos,
aumentando o erro da topologia obtida e utilizada pelos algoritmos de encaminhamento
face a` topologia real. A inexisteˆncia de estudos que caracterizem a coexisteˆncia de tra´fego
ponto-multiponto e tra´fego ponto-a-ponto motiva o trabalho apresentado na primeira fase
desta dissertac¸a˜o. Esta aborda o impacto que a difusa˜o de tramas origina no protocolo
de acesso ao meio, em termos de de´bito u´til (goodput) e de atraso me´dio na operac¸a˜o de
transmissa˜o. Na segunda fase do trabalho, apresentam-se dois algoritmos para localizac¸a˜o
de no´s ou outro tipo de recursos contidos numa rede ad hoc, comparando-os com outras
metodologias em uso. Propo˜e-se a utilizac¸a˜o da informac¸a˜o dada pelo estudo do controlo
de acesso ao meio e das caracter´ısticas de mobilidade dos no´s para melhorar o sistema de
aquisic¸a˜o de informac¸a˜o relativa a` topologia local da rede.
1.1.2 Terminologia
Em termos gene´ricos, este trabalho considera uma rede ad hoc composta por mu´ltiplos
no´s. Os no´s possuem uma determinada a´rea de cobertura de ra´dio limitada por uma
circunfereˆncia de raio r. Por omissa˜o, considera-se uma rede modelada por um grafo
dirigido G = (N , C), onde N representa um conjunto de no´s e C o conjunto de ligac¸o˜es
sem fios entre os diversos no´s. Por razo˜es relacionadas com a terminologia adoptada ao
longo deste documento, sumarizam-se os seguintes conceitos:
Definic¸a˜o 1.1. Ligac¸a˜o ou conexa˜o f´ısica entre dois no´s:
existe uma ligac¸a˜o (tambe´m denominada conexa˜o) f´ısica entre dois no´s na e nb se e so´ se
a distaˆncia entre eles (definida por d(na, nb)) for inferior ou igual ao seu raio de alcance
de transmissa˜o ra´dio r.
Definic¸a˜o 1.2. Noc¸a˜o de vizinhanc¸a f´ısica:
um no´ na diz-se vizinho de um no´ nb sempre que exista uma ligac¸a˜o f´ısica entre os dois.
Definic¸a˜o 1.3. Noc¸a˜o de salto:
um no´ na diz-se estar a k ≥ 1 saltos de um no´ nb (e vice-versa) caso o nu´mero mı´nimo
de no´s interme´dios visitados por um pacote transmitido de na para nb (ou de nb para na)
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seja igual a k − 1. Isto implica que o menor subconjunto C′ ⊂ C capaz de ligar os no´s na
a nb possui k − 1 elementos.
A vizinhanc¸a entre dois no´s na e nb corresponde a` situac¸a˜o em que na se encontra a
um salto de nb. Dois no´s na e nb separados por dois saltos explicitam a necessidade de um
no´ nc interme´dio que possa encaminhar os pacotes entre eles, o que implica que na na˜o
pode ser vizinho de nb.
Definic¸a˜o 1.4. Rede de salto u´nico:
uma rede constitu´ıda por n no´s denomina-se de salto u´nico se, para qualquer no´ que
pertence a N , os restantes n− 1 no´s estiverem a um salto.
Definic¸a˜o 1.5. Rede de mu´ltiplos saltos:
uma rede constitu´ıda por n no´s e´ denominada de mu´ltiplos saltos caso existam pelo menos
dois no´s que estejam a mais de um salto entre si. Numa rede de k-saltos existem, pelo
menos, dois no´s a k saltos um do outro, na˜o existindo distaˆncias superiores a k-saltos entre
os restantes no´s da rede.
1.2 Descric¸a˜o do Problema
Os protocolos de acesso ao meio desenvolvidos para redes sem fios podem ser classificados
nos que na˜o originam contenc¸a˜o (TDMA - Time Division Multiple Access, CDMA - Code
Division Multiple Access, FDMA - Frequency Division Multiple Access, etc.) e nos que se
baseiam em contenc¸a˜o (Aloha, Slotted Aloha, MACA - Multiple Access Control Avoidance,
MACAW - MACA for Wireless LANs, CSMA - Carrier Sense Multiple Access, etc.).
Os protocolos que na˜o originam contenc¸a˜o sa˜o mais indicados para redes esta´ticas e/ou
redes com gesta˜o centralizada, pois a gesta˜o de acesso ao meio pode ser realizada de
forma determin´ıstica. Dado que as redes ad hoc mo´veis se caracterizam por frequentes
alterac¸o˜es na sua topologia, o acesso ao meio e´ normalmente aleato´rio (Aloha, Slotted
Aloha), ou utiliza esquemas de acesso aleato´rio baseado em alguns me´todos de resoluc¸a˜o
de coliso˜es (FAMA - Floor Acquisition Multiple Access, CSMA/CA). Estes protocolos
baseados em contenc¸a˜o possuem algumas caracter´ısticas intr´ınsecas que, sendo ignoradas
pelos n´ıveis superiores da pilha de protocolos, podem conduzir a uma elevada diminuic¸a˜o
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do desempenho da rede. Por exemplo, a maioria dos protocolos de encaminhamento para
redes ad hoc mo´veis, entre os quais se destacam [PB94], [JM96], [PR99] e [CJ03], sa˜o
desenhados para solucionar alguns dos problemas espec´ıficos das redes ad hoc, mas sa˜o
propostos sem que seja aferido o impacto que as deciso˜es tomadas provocam no protocolo
de acesso ao meio. Por outro lado, nenhuma das acc¸o˜es que tomam e´ baseada no estado
em que se encontra o protocolo de acesso ao meio. Estes factos evidenciam a necessidade
de caracterizac¸a˜o dos protocolos de acesso ao meio para, posteriormente, aplicar essa
informac¸a˜o nos n´ıveis superiores da pilha de protocolos.
O problema inicial abordado nesta dissertac¸a˜o prende-se com a caracterizac¸a˜o do sub-
n´ıvel de controlo de acesso ao meio em redes ad hoc, nomeadamente o controlo realizado na
norma de facto IEEE 802.11. A caracterizac¸a˜o da norma objectiva o desenvolvimento de
um modelo formal capaz de aproximar os tempos envolvidos em todo o processo de trans-
missa˜o das tramas, bem como de aferir o desempenho do mesmo. Outro dos objectivos
desta caracterizac¸a˜o esta´ relacionado com o facto de as redes ad hoc mo´veis apresentarem
uma topologia de elevada instabilidade, o que torna mais frequente a execuc¸a˜o da tarefa
de descoberta de outros no´s na rede. O tipo de tra´fego utilizado nessa tarefa e´ do tipo
ponto-multiponto, o que requer um estudo mais aprofundado acerca da coexisteˆncia deste
tipo de tra´fego com tra´fego do tipo ponto-a-ponto. O modelo toma este facto como um
requisito essencial a modelar.
Outro dos problemas abordados prende-se com a tarefa de descoberta de no´s na rede.
Utilizando um protocolo de acesso ao meio completamente distribu´ıdo, na˜o existe nenhum
no´ central que saiba exactamente quais sa˜o os no´s (recursos) que se encontram activos.
Da´ı que este seja um problema de especial interesse. Como os n´ıveis de mobilidade dos
no´s da rede podem ser completamente distintos, apresenta-se um algoritmo capaz de criar
dinamicamente um conjunto de grupos de no´s na rede, tendo em atenc¸a˜o a mobilidade
relativa dos no´s. Esses grupos possuem ainda um no´ l´ıder, responsa´vel pela difusa˜o de tra-
mas para esse grupo. Os grupos sa˜o depois explorados por dois algoritmos que solucionam
o servic¸o de localizac¸a˜o de no´s (recursos) na rede.
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1.3 Contribuic¸o˜es
• Modelo do Protocolo de Acesso ao Meio da Norma IEEE 802.11
O modelo proposto neste trabalho introduz contribuic¸o˜es originais, tais como:
– a coexisteˆncia de tra´fego ponto-multiponto e ponto-a-ponto [OBP06];
– a assunc¸a˜o de tra´fego finito [OBP07a], ou seja, e´ assumido que as filas de espera
de transmissa˜o possuem dimensa˜o finita;
– a possibilidade de o comprimento das tramas ser varia´vel [OBP07b];
– a caracterizac¸a˜o do de´bito u´til e dos tempos me´dios de transmissa˜o para dife-
rentes montantes de tra´fego ponto-a-ponto e ponto-multiponto [OBP09];
Outra das contribuic¸o˜es e´ o exemplo de aplicac¸a˜o do modelo em tempo real para de-
terminac¸a˜o do tempo me´dio de transmissa˜o quando o tra´fego e´ homoge´neo [OBPD08],
ou a aproximac¸a˜o em tempo real do tempo de servic¸o do controlo de acesso ao meio
quando o tra´fego e´ heteroge´neo [OBPK08].
• Localizac¸a˜o de Recursos
Sa˜o propostos dois novos algoritmos para localizac¸a˜o de recursos em redes ad hoc
mo´veis [OBP05]. Os algoritmos baseiam-se numa infra-estrutura virtual, constitu´ıda
por diversos grupos de no´s criados a partir da informac¸a˜o recolhida a um salto
[OBP08]. Por u´ltimo, o trabalho discute alguns factos inovadores relacionados com
a melhoria das ligac¸o˜es lo´gicas entre dois no´s, propondo uma frequeˆncia de anu´ncio
de presenc¸a de um no´ a` sua vizinhanc¸a. Propo˜e-se que a frequeˆncia com que e´ efec-
tuado o anu´ncio esteja relacionada com o n´ıvel de mobilidade dos no´s. Finalmente,
e´ sugerido um limite para o intervalo temporal em que as ligac¸o˜es lo´gicas sa˜o consi-
deradas va´lidas, o qual tem em conta o n´ıvel de mobilidade dos no´s e a actividade
da rede.
1.4 Organizac¸a˜o
A primeira parte desta dissertac¸a˜o cobre a modelac¸a˜o e aplicac¸a˜o do modelo do protocolo
de controlo de acesso ao meio utilizado na norma IEEE 802.11. O controlo de acesso
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ao meio em redes IEEE 802.11 e´ apresentado no Cap´ıtulo 2, onde e´ discutida a Func¸a˜o
de Coordenac¸a˜o Distribu´ıda que suporta o controlo de acesso nas redes ad hoc. Ainda
neste cap´ıtulo, sa˜o analisados alguns dos trabalhos ja´ realizados na a´rea de modelac¸a˜o da
norma IEEE 802.11. O Cap´ıtulo 3 apresenta o modelo proposto. Neste cap´ıtulo e´ apre-
sentado todo o trabalho formal levado a cabo para encontrar as expresso˜es que descrevem
o comportamento relacionado com as probabilidades de acesso ao meio, probabilidades
de sucesso e durac¸o˜es me´dias envolvidas na transmissa˜o, apresentando posteriormente os
resultados de validac¸a˜o do modelo. E´ realizada ainda uma pequena ana´lise de desempenho
do protocolo de controlo de acesso ao meio, tendo por base resultados nume´ricos obtidos
com o modelo. Ja´ o Cap´ıtulo 4 explora o modelo, propondo dois exemplos de aplicac¸a˜o
distintos, sendo um deles baseado numa aproximac¸a˜o do modelo.
A segunda parte da dissertac¸a˜o aborda a localizac¸a˜o de recursos em redes ad hoc
mo´veis. O Cap´ıtulo 5 comec¸a por discutir algum do trabalho relacionado com esta a´rea,
apresentando na Secc¸a˜o 5.2 um algoritmo de agrupamento de no´s, que constitui a infra-
estrutura virtual em que se baseiam os dois algoritmos de localizac¸a˜o de recursos apresen-
tados na Secc¸a˜o 5.4. A melhoria das ligac¸o˜es lo´gicas entre no´s e´ discutida na Secc¸a˜o 5.3,
onde se relaciona a mobilidade dos no´s com a frequeˆncia de anu´ncio da sua presenc¸a e
onde se aplica o modelo para adaptar o intervalo temporal em que as ligac¸o˜es lo´gicas sa˜o
va´lidas. Na parte final, o Cap´ıtulo 5 apresenta resultados de desempenho dos algoritmos
de localizac¸a˜o de recursos, por forma a quantificar a sua taxa de sucesso de localizac¸a˜o.
Finalmente, o Cap´ıtulo 6 resume as concluso˜es obtidas neste trabalho, apontando
algumas linhas de investigac¸a˜o para trabalho futuro.
Cap´ıtulo 2
Controlo de Acesso ao Meio em
redes IEEE 802.11
2.1 Introduc¸a˜o
A utilizac¸a˜o massiva de redes locais de comunicac¸a˜o sem fios (WLANs) esta´ associada ao
enorme sucesso da norma IEEE 802.11 [ANS99], a qual define o n´ıvel f´ısico e o sub-n´ıvel
de controlo de acesso ao meio (MAC). Basicamente, o n´ıvel f´ısico define as frequeˆncias
de ra´dio em que os dispositivos operam, o tipo de codificac¸a˜o e o esquema de modulac¸a˜o
utilizados. O sub-n´ıvel MAC define o modo como os no´s acedem ao canal.
Normalmente, a norma IEEE 802.11 e´ realizada recorrendo a uma rede infra-estruturada,
onde os no´s sem fios se encontram associados a um u´nico no´ fixo, denominado ponto de
acesso (Access Point - AP), com o qual comunicam de forma exclusiva. No entanto, a
norma define um modo de realizac¸a˜o em redes na˜o infra-estruturadas, sem existeˆncia de
um no´ AP. Neste caso, os no´s equipados com dispositivos sem fios podem associar-se a
qualquer um dos seus no´s vizinhos, comunicando directamente com eles sem que a sua
informac¸a˜o tenha de circular pelo AP.
A Func¸a˜o de Coordenac¸a˜o Distribu´ıda (Distributed Coordination Function - DCF)
e´ o me´todo fundamental de acesso ao meio, independentemente de a rede ser ou na˜o
infra-estruturada. Como o me´todo DCF na˜o permite o acesso ao meio sem contenc¸a˜o,
a norma define a Func¸a˜o de Coordenac¸a˜o Centralizada (Point Coordination Function -
PCF), a qual fornece um servic¸o de transmissa˜o de tramas sem contenc¸a˜o. No entanto,
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o me´todo PCF necessita de uma rede infra-estruturada, utilizando o no´ AP e o me´todo
DCF para coordenac¸a˜o dos no´s associados ao AP, o que invalida a sua utilizac¸a˜o em
redes do tipo ad hoc, caracterizadas pela inexisteˆncia de uma infra-estrutura previamente
definida. A alterac¸a˜o [ANS05] a` norma IEEE 802.11 ([ANS99]) introduz o protocolo IEEE
802.11e capaz de oferecer qualidade de servic¸o. O protocolo IEEE 802.11e define dois
me´todos de acesso distintos. O me´todo denominado Enhanced Distributed Channel Access
(EDCA) na˜o necessita de uma rede infra-estruturada e, pelo facto de ter uma filosofia
distribu´ıda baseada em contenc¸a˜o, so´ oferece diferenciac¸a˜o de servic¸o. Ja´ o me´todo de
acesso denominado Hybrid Coordination Function Controlled Channel Access (HCCA)
necessita de uma rede infra-estruturada e assegura qualidade de servic¸o devido a na˜o ser
baseado em contenc¸a˜o.
Este cap´ıtulo caracteriza o me´todo DCF pelo facto de na˜o exigir uma rede infra-
estruturada, requisito fundamental nas redes do tipo ad hoc, e, simultaneamente, na˜o
pretender realizar um esquema de diferenciac¸a˜o de servic¸o, tal como e´ oferecido pelo
me´todo EDCA.
O me´todo DCF define os procedimentos que cada no´ deve cumprir para aceder ao meio
partilhado por todos os no´s que se encontrem num determinado raio de alcance de ra´dio. O
facto de o me´todo ser desenhado segundo um paradigma distribu´ıdo conjuntamente com a
possibilidade de mobilidade dos no´s devido a` inexisteˆncia de fios tornam-no um candidato
natural para o desenvolvimento de redes ad hoc. No entanto, o me´todo apresenta alguma
ineficieˆncia, devido a` contenc¸a˜o no acesso ao meio, e o nu´mero elevado de paraˆmetros
varia´veis no tempo podem condicionar o seu desempenho de forma significativa. Este
facto motiva o desenvolvimento de modelos teo´ricos que descrevam o seu comportamento.
Este cap´ıtulo comec¸a por introduzir o me´todo DCF definido pela norma IEEE 802.11
para o sub-n´ıvel de MAC, descrevendo a forma como este soluciona a problema´tica do
controlo de acesso ao meio. Seguidamente, enumeram-se algumas das suas caracter´ısticas
que influenciam o seu desempenho. Na parte final, resume-se o esforc¸o desenvolvido por
diversos autores na obtenc¸a˜o de modelos teo´ricos que caracterizem o comportamento do
me´todo DCF.
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2.2 Func¸a˜o de Coordenac¸a˜o Distribu´ıda
A Func¸a˜o de Coordenac¸a˜o Distribu´ıda (DCF) [ANS99] permite a partilha automa´tica do
meio entre no´s com n´ıveis f´ısicos compat´ıveis, utilizando o protocolo de acesso mu´ltiplo com
escuta de portadora e evitac¸a˜o de coliso˜es (Carrier Sense Multiple Access/Collision Avoi-
dance - CSMA/CA). O protocolo CSMA/CA reduz a probabilidade de coliso˜es entre as
transmisso˜es originadas nos mu´ltiplos no´s que constituem a rede. Em vez de permitir que
os no´s transmitam uma trama logo que o canal fica livre, o protocolo CSMA/CA faz com
que todos os no´s observem o canal durante um intervalo de tempo denominado Distributed
Interframe Space (DIFS) e so´ possam aceder ao canal caso este tenha estado livre durante
todo o intervalo de observac¸a˜o. O protocolo utiliza dois mecanismos de acesso distintos
denominados de acesso ba´sico e mecanismo RTS/CTS (Request-to-send/Clear-to-send).
A utilizac¸a˜o dos mecanismos de acesso ba´sico ou RTS/CTS depende exclusivamente do
tamanho da trama de dados a transmitir. Caso o tamanho seja inferior a um determinado
limite (denominado RTS THRESHOLD), e´ utilizado o mecanismo ba´sico. Caso contra´rio, e´
utilizado o mecanismo RTS/CTS.
Um no´ acede imediatamente ao canal quando possui uma trama para transmitir e
determina que o canal se encontra livre por um per´ıodo igual ou superior a um intervalo
de tempo DIFS, ou apo´s um intervalo de tempo denominado Extended Interframe Space
(EIFS) caso o evento pre´vio de canal ocupado seja causado pela detecc¸a˜o de uma trama
inva´lida (por colisa˜o ou por erros no n´ıvel f´ısico). Utilizando o mecanismo de acesso ba´sico,
ilustrado na Figura 2.1, um no´ (no´ A) transmite unicamente a trama de dados. Quando o
no´ de destino (no´ B) a recebe, envia uma trama de reconhecimento positivo (denominada
ACK) apo´s um intervalo de espera denominado Short Interframe Space (SIFS). Como o
intervalo SIFS e´ sempre inferior ao DIFS/EIFS, nenhum no´ vizinho observa o canal livre
durante um per´ıodo DIFS/EIFS ate´ que a transmissa˜o da trama ACK seja conclu´ıda.
Neste mecanismo, um no´ vizinho (no´ C) percepciona que o canal se encontra ocupado
apo´s identificar a portadora f´ısica gerada pelo no´ que origina a transmissa˜o (no´ A).
O mecanismo RTS/CTS pretende resolver o problema do no´ escondido representado
na Figura 2.2. Este problema sucede quando dois no´s se encontram a comunicar (o no´
A transmite informac¸a˜o para o no´ B) e um no´ (no´ C) inicia uma transmissa˜o que ira´
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Nó A
Nó B
DIFS/
EIFS SIFS
TRAMA
ACK
Nó C
CANAL OCUPADO
Figura 2.1: Mecanismo de acesso ba´sico.
colidir com a transmissa˜o previamente estabelecida. O mecanismo de acesso RTS/CTS,
exemplificado na Figura 2.3, utiliza duas tramas auxiliares RTS e CTS para informar os no´s
vizinhos que o canal se encontra reservado. Apo´s detectar o canal livre durante o intervalo
de observac¸a˜o DIFS, o no´ que origina a transmissa˜o (no´ A) comec¸a por transmitir a trama
RTS. Esta informa os no´s vizinhos acerca do tempo de ocupac¸a˜o do canal. Quando o no´
de destino (no´ B) recebe a trama RTS, aguarda um intervalo SIFS e responde, enviando
uma trama CTS que informa tambe´m os vizinhos do no´ de destino acerca do tempo de
ocupac¸a˜o do canal. Um no´ vizinho do no´ de origem ou do no´ de destino (no´ C) que receba
uma das tramas RTS e/ou CTS utiliza o tempo de ocupac¸a˜o do canal para activar um
temporizador denominado Network Allocator Vector (NAV), o qual inibe o acesso ao canal
enquanto estiver activo. Este esquema de reserva e´ muitas vezes denominado mecanismo
de reconhecimento de portadora virtual, pois a percepc¸a˜o da ocupac¸a˜o do canal na˜o e´
baseada na identificac¸a˜o de uma portadora f´ısica no canal, tal como sucede no mecanismo
de acesso ba´sico. Apo´s receber a trama CTS, o no´ de origem envia a trama de dados e
todo o restante processo se assemelha ao mecanismo de acesso ba´sico.
A B C
Figura 2.2: Problema do no´ escondido.
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Nó A
Nó B
DIFS/
EIFS
Nó C
RTS
SIFS
TRAMA
ACK
CANAL OCUPADO - NAV(CTS)
SIFS
CTS
SIFS
CANAL OCUPADO - NAV(RTS)
Figura 2.3: Mecanismo de acesso RTS/CTS.
Caso o canal se encontre ocupado durante o intervalo de observac¸a˜o DIFS/EIFS que
precede qualquer um dos mecanismos de acesso, o no´ ja´ na˜o acede ao canal de forma
imediata. Neste caso, ilustrado na Figura 2.4, o no´ emissor continua a observar o canal
ate´ que o encontre novamente livre por um novo intervalo de tempo DIFS. Este intervalo de
espera denomina-se adiamento de acesso. Apo´s isso, o no´ inicia um mecanismo denominado
backoff (retorno), o qual atrasa a transmissa˜o durante um determinado intervalo de tempo
aleato´rio. Este intervalo e´ denominado contenc¸a˜o. O atraso aleato´rio permite diminuir
a probabilidade de coliso˜es, pois minimiza a probabilidade de va´rios no´s iniciarem uma
transmissa˜o no mesmo instante de tempo. Apo´s o te´rmino do backoff, um no´ transmite
uma trama de dados ou uma trama RTS, consoante o mecanismo de acesso em uso.
Nó A
DIFS/
EIFS
CANAL
OCUPADO
DIFS
BACKOFF
ADIAMENTO DE
ACESSO
CONTENÇÃO
TRAMA(acesso básico)
RTS(acesso RTS/CTS)
TRANSMISSÃO
Figura 2.4: Situac¸a˜o em que o canal se encontra inicialmente ocupado.
O mecanismo de backoff consiste em gerar um per´ıodo de tempo aleato´rio, tendo em
conta a ocupac¸a˜o do canal. Inicialmente, o mecanismo comec¸a por escolher aleatoriamente
e de acordo com uma distribuic¸a˜o uniforme um inteiro contido no intervalo [0,W1 − 1],
onde W1 representa o valor da janela de contenc¸a˜o. Esse inteiro e´ depois utilizado para
iniciar um contador (contador do backoff - CB) que e´ decrementado ate´ atingir o valor
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zero, instante em que se inicia a transmissa˜o. A norma define uma unidade temporal de
monitorac¸a˜o do canal denominada slot time, que e´ fundamental para o funcionamento do
contador. O procedimento para decrementar o contador e´ o seguinte: se, durante o u´ltimo
intervalo de tempo de monitorac¸a˜o (slot time), o canal se manteve livre, o contador e´
decrementado de uma unidade; se o canal na˜o se manteve livre, o no´ espera ate´ que o
canal se encontre livre e o contador so´ e´ decrementado apo´s o canal se manter livre por
um per´ıodo de tempo DIFS. Quando o contador atinge o valor zero, o no´ acede ao canal,
transmitindo a trama de dados ou a trama RTS. No entanto, caso hajam outros no´s a
aceder ao canal em simultaˆneo, havera´ uma colisa˜o entre as diversas tramas transmitidas.
Quando isso sucede, um no´ tenta uma nova retransmissa˜o, aplicando inicialmente o meca-
nismo de backoff e duplicando o valor da janela de contenc¸a˜o (excepto na u´ltima tentativa
permitida, na qual o valor da janela de contenc¸a˜o toma o valor da penu´ltima tentativa).
Assumindo que um no´ podera´ efectuar no ma´ximo m tentativas de transmissa˜o, o valor
da janela de contenc¸a˜o para a tentativa i e´ definido da seguinte forma:
Wi =
 2
i−1W1 0 < i < m
Wi−1 i = m
. (2.1)
As m tentativas sa˜o denominadas de etapas de backoff. A actualizac¸a˜o da janela de con-
tenc¸a˜o segundo uma base bina´ria justifica a raza˜o pela qual o algoritmo de backoff e´
tambe´m denominado retorno exponencial bina´rio (Binary Exponential Backoff - BEB).
Um no´ esgota o nu´mero ma´ximo de retransmisso˜es quando atinge a tentativa de retrans-
missa˜o m, apo´s a qual a trama e´ retirada da fila de espera de transmissa˜o, independente-
mente do sucesso da tentativa (a trama e´ descartada).
Nos exemplos atra´s apresentados, considerou-se que um no´ de origem (no´ A) pretende
enviar uma trama para um determinado no´ de destino (no´ B). Este tipo de comunicac¸a˜o
ponto-a-ponto e´ suportado por tramas do tipo unicast (trama ponto-a-ponto). No entanto,
a partilha do meio por todos os no´s constitui uma forte motivac¸a˜o para que um no´ difunda
uma trama para todos os seus vizinhos. Este tipo de comunicac¸a˜o ponto-multiponto utiliza
tramas do tipo broadcast (difusa˜o). As tramas broadcast na˜o permitem o mecanismo de
reconhecimento atrave´s da trama ACK apo´s o seu envio. A justifica´-lo esta´ o facto de um
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determinado no´ ter de receber tramas ACK de todos os seus no´s vizinhos, o que poderia
gerar coliso˜es. Ale´m disso, o no´ que origina a transmissa˜o podera´ na˜o ter conhecimento
do conjunto de no´s vizinhos que recebem a trama. Os mecanismos de acesso ba´sico e
RTS/CTS apresentados nas Figuras 2.1 e 2.3 so´ se aplicam ao tipo de comunicac¸a˜o unicast.
O tipo broadcast utiliza um esquema semelhante ao mecanismo de acesso ba´sico, sem que,
no final, seja enviada a trama de reconhecimento ACK. Na˜o havendo reconhecimento, na˜o
faz sentido falar de retransmisso˜es, pois um no´ que envie uma trama broadcast na˜o possui
informac¸a˜o sobre se ela foi ou na˜o recebida com sucesso. Dessa forma, o mecanismo de
backoff aplicado a`s tramas de broadcast e´ constitu´ıdo apenas por uma u´nica tentativa de
transmissa˜o, aplicando o valor de janela de contenc¸a˜o W1. Esta descric¸a˜o aponta para
diferenc¸as significativas no que respeita a` fiabilidade e tempo de contenc¸a˜o na transmissa˜o
deste tipo de tramas. Enquanto, por um lado, as tramas broadcast apresentam uma
fiabilidade de transmissa˜o muito baixa pela inexisteˆncia de retransmisso˜es, motivada pelo
desconhecimento do sucesso da transmissa˜o, por outro lado, apresentam um tempo de
contenc¸a˜o me´dio muito inferior a`s tramas unicast, devido a so´ utilizarem o menor valor de
janela de contenc¸a˜o definida pela norma.
O mecanismo de backoff e´ tambe´m utilizado apo´s o no´ ter acedido ao canal, de forma
a introduzir um tempo de espera aleato´rio entre duas transmisso˜es, permitindo o acesso
dos no´s vizinhos ao canal. Para diferenciar as fases em que e´ aplicado o mecanismo de
backoff, utiliza-se o termo pre-backoff quando o mecanismo de backoff e´ aplicado antes
da transmissa˜o da trama de dados e o termo post-backoff quando este e´ aplicado apo´s
a transmissa˜o da trama. A Figura 2.5 exemplifica o acesso ao meio quando o canal se
encontra inicialmente ocupado e se pretendem transmitir tramas unicast, usando os modos
de acesso ba´sico ou RTS/CTS, ou tramas broadcast.
Caso um no´ tenha uma nova trama para transmitir antes que o mecanismo de post-
backoff da trama anterior termine, as tramas sa˜o denominadas consecutivas, e a nova
trama e´ transmitida (o no´ tem acesso ao canal) logo que o post-backoff da anterior termine.
Neste caso, o pre-backoff da nova trama coincide com o post-backoff da trama anterior.
Caso um no´ receba uma nova trama tendo a sua fila de espera vazia e, ate´ terminar o post-
backoff associado a` transmissa˜o dessa trama, na˜o receba novas tramas para transmitir,
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esse no´ transmitira´ a trama de forma isolada, sendo tal trama denominada na˜o consecutiva.
Para cada trama na˜o consecutiva e´ aplicado um pre-backoff e um post-backoff, tal como
se apresenta no exemplo da Figura 2.5.
Nó A
DIFS/
EIFS
CANAL 
OCUPADO
DIFS
PRE-
BACKOFF
TRAMA unicast (modo básico)
RTS
TRAMA broadcast
ACKSIFS
SIFS CTS SIFS TRAMA SIFS ACK
POST-
BACKOFF
Figura 2.5: Situac¸a˜o em que o canal se encontra inicialmente ocupado (tramas broadcast
e unicast ba´sico e RTS/CTS).
A estrutura da trama de dados encontra-se esquematizada na Figura 2.6. Sempre que
o n´ıvel rede possui um novo pacote para transmitir, este e´ inserido numa ou mais tramas
de acordo com a bitola permitida para a norma 802.11 (2304 bytes). As tramas sa˜o depois
recebidas na fila de espera do sub-n´ıvel de ligac¸a˜o lo´gica (LLC), aguardando ate´ serem
servidas pelo protocolo MAC atrave´s da func¸a˜o DCF. O protocolo MAC adiciona a` trama
em espera vinte e quatro bytes para o cabec¸alho MAC, e quatro bytes reservados para o
controlo de sequeˆncia de tramas (FCS). A trama e´ depois enviada para o n´ıvel f´ısico, onde
lhe e´ adicionado um preaˆmbulo de dezoito bytes e um cabec¸alho de seis bytes dedicados a`
gesta˜o do n´ıvel f´ısico (PLC).
SYNC 16
CRC 2LENGTH 2SERVICE 1SIGNAL 1
SFD 2
PLC
PREAMBLE
18
PLC
HEADER 6
MAC
HEADER 24
PAYLOAD ?2304 FCS 4
ADDR_2   6ADDR_1   6DURATION 2
FRAME
CTRL. 2
ADDR_3   6
SEQ CTRL.   
2
Figura 2.6: Estrutura da trama de dados.
A norma define diferentes ritmos de transmissa˜o de dados. As tramas broadcast e
as tramas de controlo, tais como RTS, CTS e ACK, sa˜o transmitidas a um dos ritmos
definidos no conjunto de ritmos ba´sicos (BRS). Ja´ as tramas unicast sa˜o normalmente
transmitidas a um ritmo superior, utilizando um dos ritmos definidos no conjunto de
ritmos de dados (DRS). Embora a norma na˜o adopte um algoritmo de selecc¸a˜o do ritmo
de transmissa˜o, os fabricantes optam por adaptar o ritmo dinamicamente, de acordo com
a qualidade do canal f´ısico amostrada directamente a partir do canal, ou indirectamente, a
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partir do sub-n´ıvel de ligac¸a˜o lo´gica. Os trabalhos [LMT04] e [Bic05] descrevem alguns dos
me´todos mais utilizados para adaptac¸a˜o do ritmo de transmissa˜o na norma IEEE 802.11.
2.3 Caracter´ısticas de interesse na ana´lise de desempenho
Nesta secc¸a˜o analisam-se algumas caracter´ısticas da norma 802.11 que influenciam de
forma significativa o seu desempenho. O trabalho apresentado em [HRBSD03] descreve
uma anomalia do MAC 802.11, baseando-se no facto de este estar desenhado de forma a
garantir um acesso justo (em termos de quantidade de informac¸a˜o transmitida) a todos
os no´s da rede. O trabalho conclui que nenhum no´ pode ter um de´bito de transmissa˜o
efectivo superior ao no´ que possui o menor de´bito de transmissa˜o de dados. No entanto,
esta conclusa˜o so´ e´ va´lida em condic¸o˜es muito espec´ıficas. A norma define que a janela de
contenc¸a˜o toma os mesmos valores para todos os no´s, independentemente de quaisquer ou-
tros factores, tais como, o ritmo de transmissa˜o de dados (correlacionado com a qualidade
do canal), a energia do no´, a ocupac¸a˜o da fila de espera, etc. Na situac¸a˜o limite em que
todos os no´s da rede possuem tramas na sua fila de espera aguardando transmissa˜o, a pro-
babilidade de acesso ao meio tende a ser igual para todos os no´s (condic¸a˜o va´lida a longo
prazo). Assim, os no´s que possuem ritmos de transmissa˜o mais elevados teˆm um nu´mero
de acessos ao meio semelhante aos no´s com ritmos inferiores. No entanto, como os no´s com
ritmos inferiores ocupam o canal por um intervalo de tempo superior, estes condicionam
o de´bito dos no´s com ritmos de transmissa˜o superiores. As concluso˜es apresentadas em
[HRBSD03] so´ sa˜o va´lidas quando todos os no´s possuem sempre tramas para transmitir
(tra´fego saturado); caso contra´rio, podem na˜o condicionar o tempo de contenc¸a˜o dos no´s
vizinhos. Outra das condic¸o˜es que [HRBSD03] adopta e´ a transmissa˜o de tramas do tipo
unicast e a inexisteˆncia de transmissa˜o de tramas do tipo broadcast. Caso seja considerada
a possibilidade de um determinado no´ efectuar transmisso˜es de ambos os tipos de tramas,
o no´ obtera´ uma probabilidade me´dia de acesso ao meio mais elevada quando transmite
tramas do tipo broadcast. Neste cena´rio, as concluso˜es apresentadas em [HRBSD03] na˜o
podem ser aplicadas, pois a condic¸a˜o de a probabilidade de acesso ao meio ser semelhante
para todos os no´s (a longo prazo) na˜o se verifica. Esta probabilidade depende da quanti-
dade de tramas de cada tipo originadas por cada no´. Esta dissertac¸a˜o pretende caracterizar
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o desempenho da rede nestes dois casos na˜o considerados em [HRBSD03] (existeˆncia de
tra´fego na˜o saturado e a possibilidade de existeˆncia de tra´fego broadcast).
Outro dos problemas associados ao desempenho do MAC 802.11 e´ a fraca fiabilidade
das transmisso˜es de tramas do tipo broadcast. Em redes ad hoc, a inexisteˆncia de uma
infra-estrutura de rede do tipo centralizada obriga a que todos os algoritmos da rede sejam
pensados de forma distribu´ıda. As tramas do tipo broadcast possuem uma importaˆncia
vital para alguns desses algoritmos, pois sa˜o a base dos mecanismos de inundac¸a˜o da rede.
A inundac¸a˜o e´ frequentemente utilizada para resolver alguns problemas intr´ınsecos a`s redes
ad hoc, tais como, operac¸o˜es associadas a` mobilidade dos no´s, operac¸o˜es de sincronizac¸a˜o
entre no´s ou o conhecimento da topologia da rede.
A inundac¸a˜o da rede consiste no envio de uma trama broadcast, envolvendo a sucessiva
retransmissa˜o da trama para que seja recebida por todos os no´s da rede. Embora a trans-
missa˜o das tramas broadcast seja mais imune a erros no canal por se processar geralmente
a um ritmo inferior, a inexisteˆncia de um mecanismo de reconhecimento do seu sucesso
diminui a sua fiabilidade. Ale´m disso, as tramas sa˜o mais sujeitas a erros devido ao meca-
nismo de transmissa˜o: primeiro, o processo de transmissa˜o da norma 802.11 atribui uma
probabilidade me´dia de acesso ao meio mais elevada para tramas broadcast, o que faz com
que estas apresentem uma maior probabilidade de colisa˜o; segundo, a na˜o utilizac¸a˜o do
mecanismo de transmissa˜o do tipo RTS/CTS torna-as menos imunes aos efeitos causados
pelos no´s escondidos. Por estes motivos, quando uma rede apresenta elevado tra´fego do
tipo broadcast, quase sempre resultante de uma operac¸a˜o de inundac¸a˜o de rede, sucede
um feno´meno denominado tempestade de broadcast (broadcast storm) [NTCS99]. Este
feno´meno reflecte o incremento de coliso˜es causadas por tramas broadcast, que, no limite,
pode conduzir a rede a um estado de total inoperaˆncia, o qual constitui, paralelamente,
uma forma de ataque do tipo negac¸a˜o de servic¸o.
2.4 Modelac¸a˜o - trabalho relacionado
2.4.1 Introduc¸a˜o
A teoria das filas de espera, abordada pela primeira vez por A. Erlang e aplicada pos-
teriormente a`s redes de comutac¸a˜o de pacotes [Kle75], desenvolve modelos matema´ticos
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capazes de obter algumas grandezas associadas ao estado de equil´ıbrio das filas de espera,
tais como o nu´mero me´dio de tramas em espera, o tempo me´dio na fila e a probabilidade de
a fila se encontrar com um determinado nu´mero de tramas em espera, incluindo as proba-
bilidades de a fila se encontrar cheia ou vazia. Os modelos sa˜o normalmente diferenciados
atrave´s de quatro caracteres representados na forma a1/a2/a3/a4, onde a1 representa a
distribuic¸a˜o do processo associado a` entrada na fila de espera, a2 representa a distribuic¸a˜o
do processo associado a` sa´ıda (tempo de servic¸o), a3 representa o nu´mero de servidores
que podem retirar tramas da fila de espera para transmissa˜o e a4 representa a capacidade
do sistema onde a fila de espera esta´ inclu´ıda (normalmente e´ representada por K tramas
e, quando na˜o se encontra representada, assume-se um sistema com capacidade infinita).
a1 e a2 sa˜o representados pelas letras D, M, G, ou E, caso se tratem respectivamente de
distribuic¸o˜es do tipo Determin´ısticas, Markov (exponenciais ou de Poisson), Generaliza-
das (com distribuic¸o˜es arbitra´rias) ou de Erlang. a2 pode ainda ser representado por GI,
indicando Independeˆncia entre o tempo de servic¸o arbitra´rio (Generalizado) e os interva-
los de chegada de novas tramas, ou PH, que indica uma distribuic¸a˜o que resulta de um
sistema com um ou mais processos de Poisson inter-relacionados, ocorrendo em sequeˆncia
ou fases (ha´ quem denomine este tipo de distribuic¸o˜es de tipo-fase).
Utilizando a teoria das filas de espera [Kle75] [BGdMT98], o sub-n´ıvel MAC de um
determinado no´ pode ser modelado por uma fila de espera e um servidor. A fila de espera
representa a estrutura de memo´ria onde sa˜o inseridas as tramas que aguardam transmissa˜o,
enquanto que o servidor representa a operac¸a˜o de acesso ao meio para transmissa˜o. A
Figura 2.7 esquematiza o conceito.
As diferentes aplicac¸o˜es geradoras de tra´fego situam-se acima do n´ıvel rede. Por
questo˜es relacionadas com a modelac¸a˜o, e´ importante distinguir os conceitos de tra´fego
homoge´neo e heteroge´neo. A condic¸a˜o de tra´fego homoge´neo implica que a quantidade
de informac¸a˜o me´dia gerada por todos os no´s seja igual, o que na˜o sucede na condic¸a˜o
de tra´fego heteroge´neo. O sub-n´ıvel de ligac¸a˜o lo´gica disponibiliza ao sub-n´ıvel MAC o
acesso a` fila de espera que conte´m informac¸a˜o pronta a ser transmitida. O sub-n´ıvel MAC
gere o controlo de acesso ao meio e, uma vez concedido o acesso, envia toda a informac¸a˜o
ao n´ıvel f´ısico responsa´vel pela transmissa˜o efectiva da informac¸a˜o.
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Servidor
Sub-nível MAC
Nível Físico
Sub-nível de Ligação Lógica
Fila de espera
Nível Rede
Figura 2.7: Estrutura da pilha de protocolos e posicionamento da fila de espera e do
servidor que modelam o MAC.
E´ poss´ıvel caracterizar os intervalos temporais envolvidos na tarefa de transmissa˜o
de uma trama, analisando os atrasos ocorridos nos sub-n´ıveis de ligac¸a˜o lo´gica e MAC.
Identificam-se treˆs tipos de intervalos:
• atraso na fila de espera:
e´ o atraso em que uma trama incorre desde o momento em que e´ inserida na cauda
da fila de espera ate´ chegar a` sua cabec¸a, instante em que a func¸a˜o DCF a ”servira´”.
• atraso de acesso ou tempo de servic¸o do protocolo MAC:
atraso em que incorre uma trama desde a sua chegada a` cabec¸a da fila de espera ate´
ser definitivamente retirada da fila. Caso seja uma trama unicast, esta e´ retirada
da fila de espera quando ocorre a recepc¸a˜o da trama ACK ou quando e´ atingido o
nu´mero ma´ximo de retransmisso˜es sem que tenha sido recebida a trama ACK (neste
caso diz-se que a trama e´ descartada da fila de espera). No caso de uma trama
broadcast, esta e´ retirada da fila de espera logo que se tenha finalizado a transmissa˜o
da trama de dados. Este atraso inclui o tempo associado ao adiamento de acesso
ao meio sempre que seja na˜o nulo (ver Figura 2.4), contenc¸a˜o, transmisso˜es de no´s
vizinhos que ocorram no canal durante a fase de contenc¸a˜o, e a transmissa˜o efectiva
da trama de dados (incluindo ou na˜o a trama de reconhecimento ACK, consoante
o tipo de trama e o mecanismo de acesso ao meio utilizado). Ale´m disso, inclui
ainda todos os atrasos de propagac¸a˜o inerentes a` transmissa˜o das diversas tramas
de controlo e de dados;
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• atraso total:
e´ a soma do atraso na fila de espera com o tempo de servic¸o do protocolo MAC e
exprime o tempo necessa´rio desde o momento em que a trama e´ inserida na fila de
espera ate´ ao momento em que a sua transmissa˜o efectivamente termina, ou a mesma
e´ descartada da fila de espera por se ter atingido o limite ma´ximo de retransmisso˜es.
2.4.2 Trabalho relacionado
Apesar da dificuldade inerente a` modelac¸a˜o do comportamento de protocolos de acesso ao
meio, principalmente quando possuem uma filosofia de acesso distribu´ıdo, assistimos nos
u´ltimos anos a um grande esforc¸o de pesquisa que conduziu a` caracterizac¸a˜o formal de
alguns dos seus mecanismos de operac¸a˜o. A norma IEEE 802.11 tem sido alvo de diversos
estudos, que se resumem nesta sub-secc¸a˜o.
Bianchi [Bia00] apresenta um modelo para o desempenho da func¸a˜o de coordenac¸a˜o
distribu´ıda. O modelo aplica-se a` situac¸a˜o de saturac¸a˜o de tra´fego, na qual todos os no´s que
constituem a rede possuem sempre uma trama de dados para transmitir. Esta situac¸a˜o e´
tambe´m considerada nos trabalhos [CGLA03] [PC03] [CL04] [MT05a] [OBP06] [DLLM06]
e [WGLA04]. Utilizando uma cadeia de Markov para modelar o mecanismo de acesso
ao meio de um no´ (comportamento individual), [Bia00] define e analisa o desempenho
da rede, assumindo que cada trama colide com probabilidade constante e considerando o
princ´ıpio de independeˆncia entre coliso˜es. Este trabalho tem sido alvo de va´rias extenso˜es,
que enriquecem o modelo original de forma a englobar mais caracter´ısticas especificadas na
norma. Enquanto que [Bia00] analisa o desempenho da norma 802.11 em termos de tramas
transmitidas por unidade de tempo (de´bito - throughput), [CGLA03] analisa o desempenho
da norma 802.11 em termos de atraso sentido por trama ate´ ser transmitida. [CGLA03]
comec¸a por definir o tempo de servic¸o do protocolo MAC e, assumindo tra´fego saturado do
tipo unicast, analisa-o, considerando diferentes valores de janelas de contenc¸a˜o, um nu´mero
varia´vel de no´s, tramas e tempos de slot com durac¸a˜o varia´vel e diferentes valores para o
nu´mero ma´ximo de tentativas de transmissa˜o. Os autores aplicam a ana´lise a dois tipos de
parametrizac¸a˜o associados a diferentes n´ıveis f´ısicos, concluindo que a parametrizac¸a˜o do
n´ıvel MAC definida pela norma para o n´ıvel f´ısico do tipo Direct Sequence Spread Spectrum
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(DSSS) obte´m um desempenho superior a` parametrizac¸a˜o definida para o n´ıvel f´ısico do
tipo Frequency-Hopping Spread Spectrum (FHSS). Este trabalho motiva a utilizac¸a˜o da
parametrizac¸a˜o definida para o n´ıvel f´ısico DSSS na validac¸a˜o do modelo apresentado no
Cap´ıtulo 3 desta dissertac¸a˜o. O trabalho apresentado em [MT05a] descreve uma nova
metodologia para determinac¸a˜o do throughput assumindo tra´fego saturado. Nele se define
o tempo me´dio de ciclo de transmissa˜o, que e´ dado pelo intervalo de tempo em que todos
os no´s transmitem em me´dia uma trama de dados com sucesso. O modelo assume que, a
longo prazo, todos os no´s da rede obteˆm o mesmo desempenho de throughput (condic¸a˜o
so´ va´lida para saturac¸a˜o de tra´fego), independentemente das diferenc¸as nos seus ritmos
de transmissa˜o de dados [HRBSD03]. O modelo e´ deduzido partindo da probabilidade
de acesso ao meio definida em [Bia00] e na˜o e´ va´lido quando se considera a coexisteˆncia
de tra´fego unicast e broadcast, visto que as transmisso˜es de tramas unicast e broadcast
apresentam diferentes probabilidades de acesso ao meio.
A modelac¸a˜o da existeˆncia de no´s com tra´fego na˜o saturado e´ mais realista. No en-
tanto, a complexidade da modelac¸a˜o aumenta consideravelmente. Os trabalhos [MT05b],
[CNBT05], [MDL07], [ZF03], [CW05], [TS04], [BBA05] e [OBP07a] propo˜em modelos para
os casos em que os no´s podera˜o na˜o ter tramas para transmitir durante um determinado
intervalo de tempo (tra´fego na˜o saturado). O trabalho apresentado em [MT05b] utiliza
dois modelos de filas de espera aplicados a dois conceitos diferentes de modelac¸a˜o da norma
IEEE 802.11. O primeiro e´ baseado na visa˜o do meio de acesso (centrado no sistema) e o
segundo tem como ponto de partida a visa˜o do no´ da rede (centrado no utilizador). No
primeiro caso, e´ utilizado um modelo de filas de espera do tipo M/G/1 que se baseia na
considerac¸a˜o do meio de acesso como um servidor que aloca recursos aos diferentes no´s,
segundo uma filosofia do tipo Round Robin. No segundo caso, e´ utilizado um modelo
de filas de espera do tipo G/G/1 a partir do comportamento da fila de espera de trans-
missa˜o de cada um dos no´s. Este trabalho ([MT05b]), que considera a transmissa˜o de
tra´fego unicast utilizando o mecanismo de acesso ba´sico, amplia o trabalho apresentado
em [MT05a] e assume, tal como em [MT05a], que todos os no´s transmitem uma trama
com sucesso entre duas transmisso˜es bem sucedidas de um determinado no´ vizinho. No
entanto, esta aproximac¸a˜o so´ e´ va´lida para valores de carga muito pro´ximos do comporta-
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mento em saturac¸a˜o, apresentando resultados pouco precisos num cena´rio de carga mais
baixa. O trabalho descrito em [TS04] propo˜e a utilizac¸a˜o do comprimento me´dio da ja-
nela de contenc¸a˜o como uma medida de tempo de contenc¸a˜o a utilizar num modelo de
filas de espera do tipo G/G/1, que modela o comportamento de cada um dos no´s. Esta
aproximac¸a˜o na˜o considera o caso em que uma trama e´ inserida na fila de espera vazia
quando o mecanismo de post-backoff se encontra em execuc¸a˜o. Nesta situac¸a˜o, o per´ıodo
de contenc¸a˜o me´dio de uma trama depende do estado do contador associado ao mecanismo
de backoff, no instante em que a trama e´ inserida na fila de espera, e o tempo me´dio de
contenc¸a˜o e´ na realidade menor do que o considerado pelos autores. Ale´m disso, e´ dif´ıcil
modificar o modelo de forma a englobar tramas do tipo broadcast, pois o mecanismo de
contenc¸a˜o das tramas de broadcast utiliza uma u´nica etapa de backoff, ao contra´rio das
tramas do tipo unicast, onde sa˜o aplicadas mu´ltiplas retransmisso˜es com diferentes valores
da janela de contenc¸a˜o associada a cada uma delas. O modelo apresentado em [CNBT05]
considera a coexisteˆncia de mu´ltiplos ritmos de transmissa˜o de dados. Tal modelo analisa
o desempenho de throughput e de justic¸a de acesso ao meio para tra´fego saturado e na˜o
saturado. Embora seja proposto um modelo de filas de espera para modelar cada um
dos no´s, na˜o e´ dada uma soluc¸a˜o expl´ıcita para o tempo de servic¸o. O trabalho [MDL07]
amplia o modelo apresentado em [DLLM06] de forma a modelar o comportamento para
tra´fego na˜o saturado. O modelo considera tramas do tipo unicast de comprimento fixo,
permitindo no´s com diferentes ritmos de gerac¸a˜o de tra´fego (tra´fego heteroge´neo). O tra-
balho utiliza a probabilidade de transmissa˜o de um no´ para deduzir o tempo de servic¸o,
utilizando um modelo de filas de espera que considera filas de comprimento infinito. Em
[ZF03] sa˜o assumidas filas de espera finitas e propo˜e-se um modelo baseado no modelo de
filas de espera do tipo M/G/1/K. Os autores aproximam o tempo de servic¸o do protocolo
MAC, sem considerarem a existeˆncia do mecanismo de post-backoff, e assumem que existe
sempre um determinado valor na˜o nulo para a probabilidade de transmitir uma trama,
mesmo que a fila de espera se encontre vazia. Este facto origina valores de probabilidade
imprecisos, mas, mesmo assim, os autores concluem, atrave´s de resultados de validac¸a˜o,
que o tempo de servic¸o pode ser aproximado por uma distribuic¸a˜o exponencial. O estudo
apresentado em [CW05] admite um modelo de filas de espera do tipo M/G/1. Tendo
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o trabalho [Bia00] como base, [CW05] aproxima o tempo de servic¸o do protocolo MAC
atrave´s do nu´mero de coliso˜es (tal como em [ZF03]), assumindo um modelo de filas de es-
pera de comprimento infinito e considerando que o nu´mero de coliso˜es e´ geometricamente
distribu´ıdo de acordo com o nu´mero de etapas de backoff. Esta aproximac¸a˜o na˜o pode ser
utilizada para tramas do tipo broadcast, pois a distribuic¸a˜o geome´trica na˜o modela a u´nica
tentativa de transmissa˜o utilizada neste tipo de tramas. Os trabalhos [CW05] e [ZF03]
desprezam a existeˆncia do mecanismo de post-backoff.
A maioria dos trabalhos publicados assume uma rede composta por um conjunto de
no´s que se encontram no raio de alcance ra´dio dos seus vizinhos, permitindo a comu-
nicac¸a˜o entre todos os no´s da rede (rede de salto u´nico). Os modelos apresentados em
[DLLM06] e [BBA05] sa˜o aplica´veis a redes de mu´ltiplos saltos. Os trabalhos definem o
desempenho de throughput, considerando que um determinado nu´mero de no´s participam
no encaminhamento das tramas entre um no´ de origem e um no´ de destino, mas desprezam
a caracter´ıstica mais importante das redes de mu´ltiplos saltos: a existeˆncia de no´s escon-
didos. [WGLA04] considera uma rede de mu´ltiplos saltos, e o modelo apresentado analisa
o desempenho de throughput, considerando a existeˆncia de no´s escondidos. Em [WGLA04]
considera-se que os no´s se encontram distribu´ıdos num plano bidimensional de acordo com
uma distribuic¸a˜o de Poisson. A distribuic¸a˜o permite obter um valor esperado do nu´mero
de no´s dispon´ıveis numa determinada a´rea escondida (densidade de no´s escondidos). O
valor esperado do nu´mero de no´s localizados nessa a´rea e´ depois utilizado para definir
a probabilidade de colisa˜o devido a` existeˆncia de no´s escondidos. A transmissa˜o de tra-
mas do tipo broadcast influencia negativamente o desempenho de uma rede de mu´ltiplos
saltos, no entanto, na˜o e´ considerada por nenhum dos trabalhos [DLLM06], [BBA05] e
[WGLA04], que so´ assumem a transmissa˜o de tramas do tipo unicast.
Normalmente este tipo de modelos assume um canal f´ısico ideal (sem erros), por
forma a isolar os efeitos do n´ıvel f´ısico no comportamento do mecanismo de controlo
de acesso ao meio. No entanto, quando o canal f´ısico de um determinado sistema se
encontra devidamente caracterizado, e´ de todo vantajoso incluir esse conhecimento no
modelo global do protocolo MAC. Os trabalhos [PC03] e [AG06] apresentam modelos para
o 802.11 admitindo canais na˜o ideais. [PC03] modela a norma, assumindo tra´fego saturado
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utilizando canais f´ısicos na presenc¸a de ru´ıdo, e utiliza o modelo para adaptar as taxas
de transmissa˜o de dados a utilizar por cada no´. [AG06] assume canais do tipo Rayleigh e
o tempo de servic¸o tem em conta as perdas de tramas devido aos erros associados a este
tipo de canal f´ısico, as quais sa˜o deduzidas a partir do valor esperado para ocorreˆncia de
erros no canal f´ısico.
[CL04] apresenta uma extensa˜o ao modelo apresentado em [Bia00], a qual suporta
tramas de comprimento varia´vel. [CL04] propo˜e expresso˜es para os tempos de transmissa˜o
de uma trama quando esta e´ bem ou mal sucedida, assumindo que os comprimentos
da trama sa˜o amostrados a partir de uma dada distribuic¸a˜o. Os autores apresentam a
validac¸a˜o do modelo atrave´s da ana´lise de desempenho de throughput, utilizando uma
distribuic¸a˜o geome´trica para a gerac¸a˜o do comprimento das tramas.
Todos os trabalhos anteriormente citados desprezam a transmissa˜o de tramas do tipo
broadcast. No entanto, o tra´fego broadcast deve ser considerado neste tipo de modelos,
pois e´ indutor de um nu´mero superior de coliso˜es, visto possuir uma maior probabilidade
de acesso ao meio devido a` utilizac¸a˜o da menor janela de contenc¸a˜o. O trabalho [CSK05]
apresenta um estudo de desempenho da norma 802.11 para tramas do tipo broadcast.
O estudo foca uma rede de mu´ltiplos saltos e, tal como [WGLA04], considera que os
no´s se encontram distribu´ıdos de acordo com uma distribuic¸a˜o de Poisson, de forma a
estudar a probabilidade de colisa˜o quando se consideram no´s escondidos. [OBP06] e´ o
primeiro trabalho a apresentar uma ana´lise da norma 802.11, abordando a existeˆncia de
transmisso˜es de tramas de ambos os tipos (broadcast e unicast). O trabalho apresenta um
modelo, baseado em [Bia00], capaz de caracterizar o desempenho de throughput da rede.
E´ assumida uma rede de salto u´nico em que todos os no´s se encontram numa situac¸a˜o
de saturac¸a˜o de tra´fego, sendo analisado o desempenho da norma para diferentes valores
de carga do tipo unicast e/ou broadcast. O trabalho identifica regio˜es de carga onde
a transmissa˜o de tramas do tipo broadcast podera´ degradar, manter ou ate´ melhorar o
desempenho do protocolo. Ja´ o trabalho [OBP07a] propo˜e uma soluc¸a˜o anal´ıtica para o
tempo de servic¸o do protocolo MAC, considerando no´s na˜o saturados com capacidade de
transmitir tramas do tipo unicast e broadcast. O trabalho analisa a norma 802.11 do ponto
de vista do atraso devido a diferentes cargas de tra´fego dos diferentes tipos, deduzindo
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a expressa˜o para o ca´lculo do atraso na fila de espera, que, somado ao tempo de servic¸o
de MAC, permite determinar o intervalo de tempo entre os instantes em que uma nova
trama e´ inserida na fila de espera para transmissa˜o e o instante em que a transmissa˜o
efectivamente termina. O trabalho [OBP07b] amplia a ana´lise realizada em [OBP07a],
de forma a suportar tramas de comprimento varia´vel e ritmos de transmissa˜o de dados
distintos para as tramas do tipo unicast e broadcast.
A Tabela 2.1 resume as caracter´ısticas dos trabalhos anteriormente citados. Tais
trabalhos sa˜o caracterizados de acordo com as caracter´ısticas que modelam, as quais sa˜o
numeradas de 1 a 11, referindo-se especificamente a:
1. modelac¸a˜o de tra´fego em situac¸a˜o de saturac¸a˜o;
2. modelac¸a˜o de tra´fego em situac¸a˜o de na˜o saturac¸a˜o;
3. modelac¸a˜o de tra´fego unicast ;
4. modelac¸a˜o de tra´fego broadcast ;
5. modelac¸a˜o do mecanismo de post-backoff ;
6. modelac¸a˜o de filas de espera finitas;
7. modelac¸a˜o do nu´mero de retransmisso˜es finitas;
8. modelac¸a˜o de tramas de comprimento varia´vel;
9. modelo proposto para redes de salto u´nico;
10. modelo proposto para redes de mu´ltiplos saltos;
11. modelo que considera um canal f´ısico na˜o ideal.
De notar que o modelo apresentado em [OBP07b] considera um conjunto de carac-
ter´ısticas que o destacam como um dos modelos mais realistas entre os trabalhos citados.
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Tabela 2.1: Resumo das caracter´ısticas modeladas pelos diferentes trabalhos.
Modelo 1∗ 2∗ 3∗ 4∗ 5∗ 6∗ 7∗ 8∗ 9∗ 10∗ 11∗
[AG06] X X X X X X X
[BBA05] X X X X X X
[Bia00] X X X
[CGLA03] X X X
[CL04] X X X X
[CNBT05] X X X X X X
[CSK05] X X X
[CW05] X X X X
[DLLM06] X X X X X
[MT05a] X X X
[MT05b] X X X X
[MDL07] X X X X X X
[OBP06] X X X X X
[OBP07a] X X X X X X X X
[OBP07b] X X X X X X X X X
[PC03] X X X X
[TS04] X X X X
[WGLA04] X X X
[ZF03] X X X X X
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Cap´ıtulo 3
Modelac¸a˜o do protocolo MAC
IEEE 802.11 DCF
3.1 Introduc¸a˜o
O modelo apresentado neste cap´ıtulo caracteriza o controlo de acesso ao meio utilizado nas
redes IEEE 802.11 e unifica os modelos apresentados em [OBP06], [OBP07a] e [OBP07b].
Partindo do trabalho apresentado em [OBP07a], o modelo pretende caracterizar o com-
portamento da norma IEEE 802.11 para diferentes n´ıveis de tra´fego unicast e broadcast
em regimes de saturac¸a˜o e na˜o saturac¸a˜o. Consideram-se va´rias caracter´ısticas que tor-
nam o modelo mais realista, apresentando contribuic¸o˜es inovadores face a trabalhos ja´
publicados, das quais se destacam:
• assunc¸a˜o da existeˆncia em simultaˆneo de tra´fego unicast e broadcast, considerando
diversas caracter´ısticas que aumentam a precisa˜o do modelo e o tornam mais apro-
ximado ao comportamento descrito na norma, nomeadamente:
– a existeˆncia de pre-backoffs e post-backoffs;
– um limite ma´ximo de retransmisso˜es (nu´mero finito de retransmisso˜es);
– a assunc¸a˜o de tramas de comprimento varia´vel;
– filas de espera com comprimento finito;
– a assunc¸a˜o de diferentes ritmos de transmissa˜o de dados;
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• deduc¸a˜o de expresso˜es anal´ıticas capazes de caracterizar a probabilidade de acesso ao
meio dados uma determinada distribuic¸a˜o de gerac¸a˜o de tramas, o tempo de servic¸o
do protocolo MAC para transmissa˜o de uma trama, o atraso na fila de espera, a
probabilidade de finalizar a transmissa˜o com sucesso e a probabilidade de rejeic¸a˜o
de uma nova trama quando a fila de espera se encontra cheia;
Dos trabalhos anteriormente citados, [OBP07a] e [OBP07b] assumem tra´fego na˜o
saturado. No entanto, o trabalho de ana´lise que apresentam foca principalmente a carac-
terizac¸a˜o de desempenho do protocolo MAC em termos dos atrasos envolvidos na trans-
missa˜o. A caracterizac¸a˜o do atraso pode na˜o ter em conta o sucesso da transmissa˜o. Caso
uma trama unicast atinja o ma´ximo de tentativas de transmissa˜o, as mesmas sa˜o conta-
bilizadas no atraso devido a`s mu´ltiplas retransmisso˜es. No entanto, caso a trama tenha
colidido na u´ltima retransmissa˜o, o atraso na˜o descreve essa situac¸a˜o. O mesmo sucede
para as tramas broadcast, pois, embora o desempenho de atraso tenha em conta o tempo
de servic¸o MAC necessa´rio para a sua transmissa˜o, este na˜o permite concluir se a trama
colidiu ou na˜o. Assim, o atraso pode ser utilizado para definir o desempenho em termos
do nu´mero de tramas retiradas da fila de espera num determinado intervalo de tempo.
Mas esta me´trica de avaliac¸a˜o na˜o e´ conclusiva quanto ao sucesso da transmissa˜o. Para
colmatar este problema, este cap´ıtulo introduz uma outra me´trica de desempenho relaci-
onada com a probabilidade do sucesso de transmissa˜o para diversas cargas de tra´fego na
rede, daqui em diante designada de goodput. O desempenho de goodput do protocolo MAC
toma em considerac¸a˜o va´rias situac¸o˜es onde e´ pass´ıvel existir insucesso ou impossibilidade
de transmissa˜o das tramas, tais como:
• tramas perdidas devido a coliso˜es;
• retransmisso˜es das tramas na˜o reconhecidas pela trama ACK;
• limitac¸a˜o na capacidade da rede/no´, que e´ indirectamente representada pela proba-
bilidade de rejeitar a entrada de novas tramas na fila de espera por esta se encontrar
cheia.
Este cap´ıtulo encontra-se organizado da seguinte forma: inicialmente apresentam-se os
passos teo´ricos para a realizac¸a˜o das contribuic¸o˜es acima enumeradas, discutindo depois
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a validac¸a˜o do modelo, recorrendo a resultados obtidos por simulac¸a˜o da norma IEEE
802.11b. Finalmente, analisa-se o desempenho da norma, utilizando diversos resultados
nume´ricos obtidos com o modelo, focando as componentes de atraso e desempenho de
goodput.
3.1.1 Considerac¸o˜es iniciais
De acordo com o exposto no Cap´ıtulo 2, um no´ so´ tem acesso ao canal sem que sofra
o per´ıodo de contenc¸a˜o provocado pelo mecanismo de backoff, caso esteja a transmitir
uma trama na˜o consecutiva e o canal se encontre livre apo´s o per´ıodo de observac¸a˜o do
meio DIFS/EIFS. No entanto, e´ habitual encontrar diversas realizac¸o˜es da norma onde o
mecanismo de backoff e´ inicialmente executado, independentemente de o canal estar ou
na˜o ocupado durante o intervalo de tempo DIFS/EIFS. O modelo aqui proposto admite
este cena´rio, que, facilitando a deduc¸a˜o teo´rica do modelo, apresenta uma aproximac¸a˜o
que permite um compromisso aceita´vel entre a qualidade dos resultados e a complexidade
do modelo. Esta aproximac¸a˜o mante´m a precisa˜o do modelo para valores de carga da
rede me´dio/altos, situac¸a˜o em que a probabilidade de encontrar o meio ocupado e´ alta,
elevando a probabilidade de execuc¸a˜o do mecanismo de backoff. Para valores de carga
mais baixos, a probabilidade de encontrar o canal ocupado diminui, e o tempo me´dio de
contenc¸a˜o originado pelo backoff e´ despreza´vel face ao tempo de durac¸a˜o da trama, o que
na˜o compromete a precisa˜o da aproximac¸a˜o. Deste modo, considera-se, no modelo aqui
apresentado, que o mecanismo de backoff e´ executado sempre que:
• uma nova trama seja colocada na fila de espera e o no´ encontre o canal ocupado.
Neste caso, o no´ utiliza o valor do CB (contador de backoff ), se diferente de zero
(situac¸a˜o de post-backoff ), ou gera um novo valor para o CB, se este valer zero
(situac¸a˜o de pre-backoff ). Os per´ıodos de adiamento de acesso e de contenc¸a˜o (apre-
sentados na Figura 2.4 e que sucedem caso se trate de uma trama na˜o consecutiva),
sa˜o realizados pelo mecanismo de backoff e, deste modo, o primeiro estado de backoff
realiza o per´ıodo de adiamento e os seguintes o intervalo de contenc¸a˜o;
• a transmissa˜o termine (situac¸a˜o do post-backoff ). Neste caso, e´ gerado um novo
valor do CB;
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• (aproximac¸a˜o) uma nova trama seja colocada na fila de espera e o no´ encontre o
canal livre. Neste caso, e´ gerado um novo valor do CB.
O algoritmo de transmissa˜o aplicado a cada trama encontra-se ilustrado na Figura 3.1. O
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em execução
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V F
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aguarda a sua conclusão
Inicia o pre-backoff...
aguarda a sua conclusão
Transmissão da trama de dados
(podem ser utilizadas múltiplas etapas de backoff)
Canal está 
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V F
Inicia post-backoff
1
3
2
5
4
Figura 3.1: Algoritmo de transmissa˜o de uma trama.
algoritmo e´ iniciado na caixa de decisa˜o sombreada, comec¸ando por verificar o estado de
execuc¸a˜o do algoritmo de post-backoff. Caso este se encontre em execuc¸a˜o quando a trama
se encontra na cabec¸a da fila de espera, o MAC aguarda que o mecanismo de post-backoff
termine e inicia o acesso ao meio (neste caso a execuc¸a˜o do algoritmo utiliza os estados 1,
2 e 3). Caso o algoritmo de post-backoff na˜o se encontre em execuc¸a˜o, o algoritmo podera´
entrar no estado 4 e/ou 5 que sa˜o realizados pelo mecanismo de backoff aplicado no pre-
backoff. Apo´s este expirar, a trama e´ transmitida, sendo depois aplicado o post-backoff
(neste caso a execuc¸a˜o do algoritmo utiliza os estados 4, 5, 2 e 3).
A modelac¸a˜o do pre-backoff e do post-backoff enriquecem a precisa˜o do modelo, mas
aumentam a sua complexidade. Enquanto que as tramas na˜o consecutivas utilizam o pre
e o post-backoff, as consecutivas so´ necessitam do post-backoff. Considerando a entrada de
uma rajada de tramas consecutivas na fila de espera, o pre-backoff e o post-backoff so´ sa˜o
aplicados a` primeira trama transmitida (trama na˜o consecutiva); as restantes so´ utilizam
o post-backoff. Desta forma, o tempo de servic¸o do protocolo MAC e´ influenciado pela
3.2. MODELAC¸A˜O 33
distribuic¸a˜o da gerac¸a˜o de tramas.
Do ponto de vista do sistema a modelar, assume-se um conjunto finito N formado por
n no´s que constituem a rede. Considera-se um determinado raio de alcance de ra´dio igual
para todos os n no´s e assume-se que a distaˆncia entre os n no´s e os seus n− 1 vizinhos e´
inferior ou igual ao raio de alcance de ra´dio. Desta forma, a rede e´ de salto u´nico, ou seja,
todos os n no´s se encontram no raio de alcance dos seus n − 1 vizinhos. Neste modelo
considera-se que o canal f´ısico e´ ideal, o que implica a inexisteˆncia de erros de transmissa˜o
associados a erros ocorridos no n´ıvel f´ısico. Este facto permite isolar o comportamento do
sub-n´ıvel MAC dos efeitos indesejadamente provocados pelo n´ıvel f´ısico.
A ana´lise considera que cada no´ gera tramas de acordo com uma determinada distri-
buic¸a˜o, cuja me´dia e´ igual para todos os no´s (tra´fego homoge´neo). As tramas podem ter
um comprimento varia´vel, e admite-se que todos os no´s podera˜o transmitir tramas do tipo
broadcast ou unicast, utilizando os me´todos de acesso ba´sico ou RTS/CTS. Tal como em
[Bia00], considera-se que as tramas colidem com uma probabilidade que e´ independente
do nu´mero de coliso˜es ocorridas nas transmisso˜es que a antecedem.
3.2 Modelac¸a˜o
3.2.1 Probabilidade de acesso ao meio
A cadeia de Markov ilustrada na Figura 3.2 modela os estados do protocolo MAC em
que se pode encontrar um determinado no´. Um no´ sem tramas para transmitir encontra-
se inicialmente no estado χstart. O estado χstart tambe´m pode ser alcanc¸ado se a fila
de espera se encontrar vazia apo´s o per´ıodo de post-backoff. pQNE e pQE = 1 − pQNE
representam repectivamente as probabilidades de a fila de espera conter ou na˜o tramas
aguardando transmissa˜o. Cada no´ gera tramas broadcast ou unicast com uma determinada
probabilidade pb ou pu = 1−pb, respectivamente, as quais sa˜o obtidas a partir de uma dada
distribuic¸a˜o. Os estados da cadeia de Markov, simbolizados por χi,j : 1 ≤ i ≤ m, 0 ≤ j ≤
Wi−1, representam os estados do CB utilizados numa transmissa˜o. j exprime o estado do
CB na i-e´sima etapa de backoff. Quando o CB atinge os estados χi,0, o no´ acede ao canal
para transmitir uma trama. Para i = 1, o no´ acede ao canal para transmitir uma trama
unicast ou broadcast, pois a primeira etapa de backoff pode ser utilizada para transmitir
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ambos os tipos de tramas. Ja´ os estados χi,0 : i > 1 so´ sa˜o utilizados na transmissa˜o de
tramas unicast, pois estes estados representam as etapas de backoff em que sa˜o tentadas
novas retransmisso˜es da trama. De notar que a cadeia deMarkov considera que, no u´ltimo
estado da u´ltima etapa de backoff, χm,0, o no´ pa´ra de tentar novas retransmisso˜es, pois um
no´ abandona este estado com probabilidade 1, o que modela o nu´mero finito de poss´ıveis
retransmisso˜es.
Uma trama e´ transmitida com sucesso por um no´, caso o canal se encontre livre com
probabilidade pidle no instante em que o no´ acede ao canal, e colide com probabilidade
1 − pidle, caso o canal se encontre ocupado no mesmo instante. A representa o evento
de terminar a transmissa˜o de uma trama. Quando um determinado no´ termina a etapa
de backoff em que se encontra, o seu CB alcanc¸a um dos estados χi,0 : 1 ≤ i ≤ m, e
o no´ acede ao canal para tentar novas transmisso˜es. Note-se que o evento A e´ sempre
desencadeado no processo de transmissa˜o de uma trama, independentemente do nu´mero
de tentativas de transmisso˜es. Apo´s o evento A ser desencadeado, podem acontecer duas
situac¸o˜es distintas:
(a) caso uma nova trama se encontre em espera para transmissa˜o, e´ visitado um dos
estados χ1,j : 0 ≤ j ≤ W1 − 1. Esta situac¸a˜o e´ representada na cadeia de Markov
pelas linhas a tracejado;
(b) caso a fila de espera se encontre vazia, o sistema evolui para o estado χstart e,
logo que chegue uma nova trama a` fila de espera, o sistema evolui para os estados
χ1,j : 0 ≤ j ≤ W1 − 1, situac¸a˜o que e´ representada na cadeia de Markov por linhas
ponteadas.
Daqui em diante adoptam-se os ı´ndices (”subscript”) rts, bas e brd para descrever
diferentes paraˆmetros relacionados com o modo de acesso RTS/CTS em tramas unicast,
modo de acesso ba´sico, e tramas broadcast, respectivamente. Os expoentes (”superscript”)
c e s sera˜o utilizados para descrever todas as grandezas associadas aos casos de coliso˜es
de tramas e de transmissa˜o de tramas com sucesso, respectivamente.
Considerando o processo estoca´stico s(t), o qual representa o estado gene´rico χα do
protocolo MAC de um no´ no instante de tempo t, a distribuic¸a˜o estaciona´ria da cadeia de
Markov e´ representada pela notac¸a˜o Ψ(χα) = limt→∞ P{s(t) = χα}, χα ∈ {χstart, χi,j} :
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Figura 3.2: Modelo da cadeia de Markov para um no´.
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1 ≤ i ≤ m, 0 ≤ j ≤Wi−1. A probabilidade de um no´ se encontrar em regime estaciona´rio
no estado inactivo (sem tramas para transmitir) e´ representada por
Ψ(χstart) = pQEA+ pQEχstart
=
pQE
pQNE
A. (3.1)
A probabilidade do no´ se encontrar no estado χ1,W1−1 e´ dada por
Ψ(χ1,W1−1) =
pQNE
W1
χstart +
pQNE
W1
A
=
pQNE
W1
pQE
pQNE
A+
pQNE
W1
A =
A
W1
, (3.2)
e, da mesma forma, a probabilidade de o no´ se encontrar no estado χ1,W1−2 e´ dada por
Ψ(χ1,W1−2) = χ1,W1−1 +
pQNE
W1
χstart +
pQNE
W1
A
= 2χ1,W1−1. (3.3)
Generalizando,
Ψ(χ1,k) =
W1 − k
W1
A (3.4)
exprime a probabilidade de um no´ se encontrar num estado j = k, 0 ≤ k ≤ W1 − 1 da
primeira etapa (i = 1) de backoff. Aplicando o mesmo racioc´ınio a` segunda etapa de
backoff, obteˆm-se as probabilidades
Ψ(χ2,W2−1) =
pu(1− pidle)
W2
χ1,0 =
pu(1− pidle)
W2
A, (3.5)
Ψ(χ2,W2−2) = χ2,W2−1 +
pu(1− pidle)
W2
χ1,0
= 2
pu(1− pidle)
W2
A (3.6)
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e
Ψ(χ2,k) =
W2 − k
W2
pu(1− pidle)A, 0 < k < W2 − 1. (3.7)
Repetindo o mesmo procedimento para as etapas de backoff i = 3, 4, ...,m e utilizando a
definic¸a˜o do comportamento da janela de contenc¸a˜o do mecanismo de backoff apresentada
em (2.1), e´ poss´ıvel descrever a probabilidade de o no´ se encontrar num determinado estado
de backoff χi,j :
Ψ(χi,j) =

Wi − j
Wi
A i = 1, 0 ≤ j ≤Wi − 1
Wi − j
Wi
pu(1− pidle)i−1A 2 ≤ i ≤ m, 0 ≤ j ≤Wi − 1
. (3.8)
Impondo a condic¸a˜o de normalizac¸a˜o
m∑
i=1
Wi−1∑
j=0
Ψ(χi,j) + Ψ(χstart) = 1, (3.9)
o valor da probabilidade associada ao evento A e´ expressa por
A =
[
W1 + 1
2
+ pu
m∑
i=2
Wi
2
(1− pidle)i−1 + pQE
pQNE
]−1
. (3.10)
Os no´s acedem efectivamente ao canal para (re)transmitirem a trama em espera quando
sa˜o alcanc¸ados os estados χi,0 : 1 ≤ i ≤ m da cadeia de Markov. Para transmisso˜es de
tramas broadcast, so´ e´ utilizada a primeira etapa de backoff (i = 1), e a probabilidade de
um no´ iniciar a transmissa˜o de uma trama do tipo broadcast num determinado instante e´
representada por
τbrd = pbΨ(χ1,0) = pbA. (3.11)
Para transmissa˜o de tramas unicast, o no´ acede ao canal sempre que atinge o u´ltimo estado
de cada uma das m etapas de backoff. Dependendo das m− 1 tentativas de retransmissa˜o
utilizadas, a probabilidade τu de um no´ aceder ao canal para transmitir uma trama do
38 CAPI´TULO 3. MODELAC¸A˜O DO PROTOCOLO MAC IEEE 802.11 DCF
tipo unicast e´
τu = puΨ(χ1,0) +
m∑
i=2
Ψ(χi,0) = puA
1− (1− pidle)m
pidle
. (3.12)
As probabilidades pbas de um no´ transmitir tramas usando o mecanismo de acesso ba´sico ou
prts de transmitir utilizando o mecanismo de acesso RTS/CTS dependem do comprimento
da trama. Seja L uma varia´vel aleato´ria que representa o nu´mero de bytes de dados u´teis
de uma trama, tambe´m designada de comprimento da trama, e definindo lmin e lmax como
os comprimentos mı´nimo e ma´ximo de dados u´teis que cada trama pode conter, a func¸a˜o
de densidade de probabilidade (fdp) da varia´vel aleato´ria L e´ definida por
f(l) =

0, l < lmin
dF (l)
dl , lmin ≤ l ≤ lmax
0, l > lmax
, (3.13)
onde F (l) representa a func¸a˜o de distribuic¸a˜o da varia´vel aleato´ria L (note-se que L e´
uma varia´vel discreta, e da´ı dF (l)dl = F (l+1)−F (l)). Definindo ltr como sendo o limiar de
decisa˜o do comprimento das tramas denominado RTS THRESHOLD, a partir do qual se utiliza
o mecanismo de acesso RTS/CTS em vez do mecanismo de acesso ba´sico, a probabilidade
pbas de utilizar o mecanismo de acesso ba´sico e´ definida por
pbas = P{L ≤ ltr − 1} = F (ltr − 1) =
ltr−1∑
i=lmin
f(i), (3.14)
enquanto que a probabilidade prts de utilizar o mecanismo de acesso RTS/CTS e´ definida
por
prts = P{L > ltr − 1} = 1− F (ltr − 1) = 1− pbas. (3.15)
As probabilidades de um no´ iniciar uma transmissa˜o de uma trama usando o mecanismo
de acesso ba´sico ou o mecanismo de acesso RTS/CTS dependem do comprimento de da-
dos u´teis contido na trama e da probabilidade de o no´ enviar uma trama unicast, sendo
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definidas respectivamente por
τbas = pbasτu, (3.16)
τrts = prtsτu. (3.17)
Genericamente, a probabilidade τ de um no´ aceder ao canal para iniciar uma transmissa˜o
de uma trama e´ o somato´rio das probabilidades de acesso ao meio para transmitir os
diferentes tipos de trama
τ = τbrd + τbas + τrts =
(
pb + pu
1− (1− pidle)m
pidle
)
A. (3.18)
Dado que se considera uma rede composta por n no´s, a probabilidade pidle de um
no´ encontrar o canal livre esta´ directamente relacionada com o facto de nenhum dos seus
n − 1 no´s vizinhos contidos no seu raio de alcance de ra´dio acederem ao canal enquanto
este e´ monitorizado. Assim,
pidle = (1− τ)n−1. (3.19)
Neste momento, dados os valores de pu e de pQE , e´ poss´ıvel calcular numericamente o valor
da probabilidade de acesso ao meio de um no´ (τ), utilizando as equac¸o˜es (3.10), (3.18) e
(3.19).
A Figura 3.3 apresenta va´rias curvas para a probabilidade τ em func¸a˜o do nu´mero de
no´s n que constituem a rede. As curvas sa˜o obtidas para diferentes valores da probabilidade
de gerac¸a˜o de tramas broadcast (pb), considerando que a rede se encontra numa situac¸a˜o
de saturac¸a˜o de tra´fego onde todos os no´s possuem sempre uma trama para transmitir, ou
seja, pQNE = 1. Quando so´ sa˜o transmitidas tramas broadcast (pb = 1), a probabilidade
de um no´ aceder ao meio na˜o depende do nu´mero de no´s da rede e tem o valor
τ =
2
W1 + 1
. (3.20)
Este resultado esta´ de acordo com o modelo apresentado em [Bia00] quando so´ e´ consi-
derada a primeira etapa de backoff. Aumentando a probabilidade de gerar mais tra´fego
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do tipo unicast, faz com que a probabilidade de tentar novas retransmisso˜es por trama
tambe´m aumente. Quando o nu´mero de no´s aumenta, a probabilidade de aceder ao meio
diminui. Estando os no´s em saturac¸a˜o, a probabilidade de o canal se encontrar ocupado
aumenta com o aumento do nu´mero de no´s, o que faz com que sejam utilizadas em me´dia
mais do que uma etapa de backoff para transmitir uma determinada trama. Para cada
nova etapa de backoff utilizada (i ≥ 2), a janela de backoff e´ incrementada quadratica-
mente de acordo com a relac¸a˜o expressa em (2.1). Dado que o nu´mero me´dio de estados
de backoff para as etapas de ı´ndice i mais alto aumenta, o tempo me´dio em contenc¸a˜o
tende tambe´m a aumentar, diminuindo assim a probabilidade de acesso do no´ ao meio.
0 10 20 30 40 50 60 70 80 90 100
0.01
0.02
0.03
0.04
0.05
0.06
0.07
Número de nós (n)
 
 
 
 
 
 
 
Pr
ob
ab
ilid
ad
e 
de
 a
ce
ss
o 
ao
 m
ei
o 
(τ)
pb=0.0
pb=0.50
pb=0.75
pb=0.97
pb=0.99
pb=1.0
Figura 3.3: Resultados nume´ricos da probabilidade de acesso ao meio (τ), considerando a
situac¸a˜o de tra´fego saturado (pQE = 0).
A Figura 3.4 apresenta resultados nume´ricos da probabilidade de transmitir uma
trama com sucesso para o caso de tramas unicast e broadcast, variando o nu´mero de no´s da
rede e a quantidade de tra´fego do tipo broadcast(unicast). Dado que um no´ transmite uma
trama broadcast, o sucesso da transmissa˜o depende unicamente de o canal se encontrar
livre quando se inicia a transmissa˜o da trama. Assim, a probabilidade de sucesso de uma
trama broadcast e´ obtida directamente atrave´s de pidle. Para as transmisso˜es de tramas
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do tipo unicast, o processo de transmissa˜o atinge o sucesso se o canal se encontrar livre
numa das m poss´ıveis tentativas de transmissa˜o da trama. Consequentemente, as curvas
que representam o sucesso para as tramas unicast sa˜o obtidas atrave´s da soluc¸a˜o nume´rica
da probabilidade 1− (1−pidle)m (estas curvas sa˜o trac¸adas para diferentes valores de pro-
babilidade pb = 1 − pu de gerar tramas broadcast/unicast, e encontram-se representadas
pelas linhas a tracejado). Como se observa, a probabilidade de sucesso e´ superior para as
tramas do tipo unicast. Isto e´ explicado pelo mecanismo de retransmissa˜o so´ aplicado a
tramas do tipo unicast. Quando coexiste a transmissa˜o dos dois tipos de tramas na rede
(0 < pb < 1), constata-se que o aumento da carga do tra´fego do tipo broadcast (pb) diminui
sempre a probabilidade de sucesso de transmissa˜o de qualquer um dos tipos de tramas.
Esta constatac¸a˜o deve-se ao facto de o tra´fego broadcast ter uma probabilidade de acesso
ao meio superior a` do tra´fego unicast (tal como se encontra ilustrado na Figura 3.3), o
que origina mais coliso˜es, particularmente quando o nu´mero de no´s da rede se torna mais
elevado.
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Figura 3.4: Probabilidade de sucesso no processo de transmissa˜o de tramas broadcast e
unicast, considerando a situac¸a˜o de tra´fego saturado (pQE = 0).
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3.2.2 Valor esperado da durac¸a˜o de um estado de backoff
O per´ıodo de contenc¸a˜o que antecede a transmissa˜o e´ um intervalo de espera obtido atrave´s
do nu´mero de estados de backoff inicialmente gerados a partir da janela de contenc¸a˜o.
O nu´mero de estados de backoff e´ posteriormente carregado no CB, sendo decrementado
conforme os eventos detectados no meio. Desta forma, o valor esperado da durac¸a˜o de cada
um dos estados de backoff depende tambe´m dos eventos detectados no meio. Nesta sub-
secc¸a˜o caracterizam-se os diferentes eventos que podem suceder no canal e que influenciam
a durac¸a˜o do estado de backoff, tais como a transmissa˜o de uma trama com sucesso, a
colisa˜o entre tramas, e a situac¸a˜o em que o canal se encontra livre.
Os estados χi,j do CB com valores de j na˜o nulos (estados χi,j : 1 ≤ i ≤ m, 1 ≤ j ≤
Wi−1) representam os estados responsa´veis pela realizac¸a˜o do per´ıodo de contenc¸a˜o onde
os no´s so´ observam o canal. Se o canal se encontra livre, a durac¸a˜o do estado de backoff
e´ simplesmente a durac¸a˜o do intervalo definido pela norma [ANS99] para o intervalo de
monitorac¸a˜o do canal (slot time). Mas, se o canal se encontrar ocupado devido a haver
outros no´s a transmitir, a durac¸a˜o do estado de backoff (Tx) inclui todas as componentes
temporais de ocupac¸a˜o do canal devida a` transmissa˜o de um no´ vizinho (descritas no
Cap´ıtulo 2) ate´ que o canal fique novamente livre.
Caso o canal esteja ocupado no in´ıcio de um estado de backoff devido a uma trans-
missa˜o realizada com sucesso por um dos seus no´s vizinhos, o tempo me´dio de espera nesse
estado, Γ, depende do tipo de trama que o seu vizinho transmite. As durac¸o˜es do intervalo
me´dio de espera para transmisso˜es de tramas unicast utilizando os mecanismos RTS/CTS
e ba´sico, e para tramas broadcast sa˜o especificadas na norma, sendo dadas respectivamente
por
Γsrts =
Erts[l]
Rdat
+RTS + CTS + 3SIFS +DIFS +ACK + 4δ + φ (3.21)
Γsbas =
Ebas[l]
Rdat
+ SIFS +DIFS +ACK + 2δ + φ (3.22)
Γsbrd =
Ebrd[l]
Rbas
+DIFS + δ + φ. (3.23)
Em (3.21), (3.22) e (3.23), a constante δ representa o atraso de propagac¸a˜o, Rbas e Rdat
denotam os ritmos de transmissa˜o escolhidos a partir dos conjuntos de ritmos ba´sicos
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(BRS) e de dados (DRS), respectivamente. A ocupac¸a˜o do meio devido a` transmissa˜o
do preaˆmbulo e cabec¸alho do n´ıvel f´ısico, controlo de sequeˆncia de tramas (FCS) e do
cabec¸alho MAC e´ representado pelo paraˆmetro φ. Como sa˜o consideradas tramas de
comprimento varia´vel, o valor esperado do comprimento (em bytes) dos treˆs tipos de
tramas diferentes e´ representado por
Ebrd[l] =
lmax∑
k=lmin
kf(k), (3.24)
Ebas[l] =
ltr−1∑
k=lmin
kf(k), (3.25)
Erts[l] =
lmax∑
k=ltr
kf(k). (3.26)
Os restantes paraˆmetros das expresso˜es (3.21), (3.22) e (3.23) encontram-se definidos na
norma [ANS99].
A restante exposic¸a˜o contida nesta sub-secc¸a˜o analisa o valor do tempo esperado da
durac¸a˜o dos estados de backoff. Para definir as probabilidades de transmisso˜es com sucesso
ou coliso˜es ocorridas no canal, recorre-se ao teorema de Bayes, identificando todos os even-
tos que as caracterizam. Utilizando o teorema, a probabilidade de existirem transmisso˜es
com sucesso no meio (P s) e´ descrita por
P s = P (s|bas)P (bas) + P (s|rts)P (rts) + P (s|brd)P (brd), (3.27)
onde P (bas), P (rts) e P (brd) representam as probabilidades de observar uma transmissa˜o
de tramas unicast utilizando o mecanismo de acesso ba´sico, RTS, ou broadcast, respectiva-
mente. Da mesma forma, a probabilidade de serem observadas coliso˜es entre tramas (P c)
e´ descrita por
P c =P (c|bas)P (bas) + P (c|rts)P (rts) + P (c|brd)P (brd) + P (c|brd rts)P (brd rts)+
P (c|bas rts)P (bas rts) + P (c|brd bas)P (brd bas) + P (c|brd bas rts)P (brd bas rts), (3.28)
onde P (brd rts), P (bas rts), P (brd bas) e P (brd bas rts) sa˜o, respectivamente, as probabilidades
de observar transmisso˜es simultaˆneas de tramas do tipo broadcast e RTS; unicast utilizando
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o mecanismo de acesso ba´sico e RTS; broadcast e unicast utilizando o mecanismo de acesso
ba´sico; e broadcast e unicast utilizando o mecanismo de acesso ba´sico e RTS. De seguida,
analisam-se os tempos esperados da durac¸a˜o dos estados de backoff de forma isolada,
definindo o valor esperado para cada uma das va´rias parcelas de (3.27) e (3.28).
Considerando uma rede constitu´ıda por n no´s, admite-se nesta secc¸a˜o que so´ existem
v (0 < v ≤ n) no´s que possuem tramas para transmitir (os restantes no´s encontram-se
com a fila de espera vazia). O valor esperado do tempo de espera no estado de backoff
devido a` ocupac¸a˜o do meio por transmisso˜es com sucesso (efectuadas por no´s vizinhos), e´
tambe´m determinado recorrendo ao teorema de Bayes, usando as probabilidades de acesso
ao meio para transmitir cada um dos tipos de trama, ou seja,
T sbas(v) = P (
s|bas)P (bas)Γsbas = (v − 1) τbas (1− τ)v−2Γsbas, (3.29)
T srts(v) = P (
s|rts)P (rts)Γsrts = (v − 1) τrts (1− τ)v−2Γsrts, (3.30)
T sbrd(v) = P (
s|brd)P (brd)Γsbrd = (v − 1) τbrd (1− τ)v−2Γsbrd. (3.31)
Nas expresso˜es (3.29), (3.30) e (3.31), a probabilidade de transmitir com sucesso cada
um dos tipos de tramas e´ expressa por (v − 1) τbas (1 − τ)v−2, (v − 1) τrts (1 − τ)v−2 e
(v − 1) τbrd (1− τ)v−2, respectivamente.
Caso o canal se encontre ocupado no in´ıcio de um estado de backoff devido a mu´ltiplas
transmisso˜es no meio, o tempo de espera ira´ depender do tipo de tramas envolvidas na
colisa˜o. Caracterizam-se de seguida todas as combinac¸o˜es de coliso˜es que podera˜o suceder:
1. Supondo que so´ sa˜o transmitidas tramas unicast utilizando o mecanismo de acesso
RTS/CTS, as coliso˜es sa˜o, neste caso, entre tramas do tipo RTS, pois estas sa˜o
transmitidas antes da trama de dados. O tempo me´dio de espera devido a este
caso (Γcrts) e´ func¸a˜o do comprimento da trama RTS e da durac¸a˜o do intervalo EIFS
definido na norma, durante o qual nenhum dos no´s devera´ ter acesso ao meio, ou
seja,
Γcrts = RTS + Γ
c + φ, (3.32)
onde Γc = EIFS + δ. Desta forma, o valor esperado do tempo me´dio de espera
no estado de backoff devido a` colisa˜o de tramas unicast utilizando o mecanismo de
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acesso RTS/CTS e´ caracterizado por
T crts(v) =

v−1∑
k=2
(
v−1
k
)
τ krts(1− τ)v−1−kΓcrts v > 2
0 v ≤ 2
, (3.33)
onde o somato´rio
∑v−1
k=2
(
v−1
k
)
τ krts(1− τ)v−1−k representa a probabilidade de colisa˜o
entre tramas RTS.
2. Quando as coliso˜es observadas no meio sa˜o resultantes de mu´ltiplas transmisso˜es de
tramas broadcast ou de tramas unicast utilizando o mecanismo de acesso ba´sico, a
durac¸a˜o da colisa˜o e´ limitada pela trama que possui o maior comprimento. Assu-
mindo que sa˜o transmitidas k > 1 tramas, o valor esperado da trama de broadcast
com o maior comprimento e´ dado por
Emaxbrd [l|k] =
lmax∑
i=lmin
i
[
F (i)k − F (i− 1)k
]
, (3.34)
onde F representa a func¸a˜o de distribuic¸a˜o do comprimento da trama. A demons-
trac¸a˜o desta expressa˜o encontra-se detalhada no anexo A.1. Da mesma forma, dado
que sa˜o geradas k tramas unicast para serem transmitidas utilizando o mecanismo
de acesso ba´sico, o valor esperado da trama com maior comprimento e´ expressa por
Emaxbas [l|k] =
ltr−1∑
i=lmin
i
F (i)k − F (i− 1)k
F (ltr − 1)k . (3.35)
O tempo me´dio de espera de um no´, devido a existirem k vizinhos a transmitir em
simultaˆneo tramas do tipo broadcast, e´ descrito por
Γcbrd(k) =
Emaxbrd [l|k]
Rbas
+ Γc + φ, (3.36)
e, quando o mesmo sucede para tramas do tipo unicast transmitidas utilizando o
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mecanismo de acesso ba´sico, o tempo de espera e´
Γcbas(k) =
Emaxbas [l|k]
Rdat
+ Γc + φ. (3.37)
O valor esperado do tempo me´dio de contenc¸a˜o, devido a so´ haver tramas broadcast
ou tramas unicast envolvidas numa colisa˜o e v no´s activos (com tramas aguardando
transmissa˜o), e´ descrito respectivamente por
T cbrd(v) =

v−1∑
k=2
(
v−1
k
)
τ kbrd(1− τ)v−1−kΓcbrd(k) v > 2
0 v ≤ 2
, (3.38)
e
T cbas(v) =

v−1∑
k=2
(
v−1
k
)
τ kbas(1− τ)v−1−kΓcbas(k) v > 2
0 v ≤ 2
. (3.39)
3. Quando os no´s vizinhos comec¸am a transmitir no mesmo instante tramas de dife-
rentes tipos, o tempo de contenc¸a˜o devido a` colisa˜o e´ func¸a˜o do tipo das tramas
envolvidas na colisa˜o. Desse modo, caracterizam-se treˆs casos distintos:
(a) havendo uma colisa˜o entre tramas broadcast e unicast transmitidas utilizando
o mecanismo de acesso ao meio RTS/CTS (P (brd rts)), a durac¸a˜o da colisa˜o e´
determinada pela trama de broadcast com o maior comprimento. Como as tra-
mas broadcast colidem com tramas RTS, e como a durac¸a˜o da trama broadcast,
mesmo na˜o contendo dados u´teis, e´ sempre superior a` trama RTS [ANS00], o
tempo de durac¸a˜o da colisa˜o sera´ determinado pela trama de broadcast que
possui o maior comprimento;
(b) havendo uma colisa˜o entre tramas unicast transmitidas atrave´s dos mecanismos
de acesso ba´sico e do mecanismo de acesso RTS/CTS (P (bas rts)), a durac¸a˜o do
per´ıodo de contenc¸a˜o de um no´ devido a` ocupac¸a˜o do meio por uma colisa˜o e´
determinada pela maior das tramas transmitida atrave´s do mecanismo ba´sico.
Tal como foi explicado em (a), as tramas RTS possuem sempre um comprimento
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inferior a`s tramas de dados transmitidas utilizando o mecanismo de acesso
ba´sico. Assim, sempre que existem coliso˜es entre este tipo de tramas, o tempo
de ocupac¸a˜o do canal e´ determinado pela maior trama de dados;
(c) havendo uma colisa˜o entre os treˆs tipos de tramas (unicast utilizando o me-
canismo de acesso ba´sico, unicast utilizando o mecanismo de acesso RTS, ou
broadcast - P (brd bas rts)), a durac¸a˜o da colisa˜o e´ determinada pela trama broad-
cast ou unicast transmitida atrave´s do mecanismo de acesso ba´sico que possui
a maior durac¸a˜o.
Quando v no´s possuem tramas para transmitir, um no´ que esteja em contenc¸a˜o
observa o acesso ao canal dos seus v − 1 vizinhos. Considerando que um no´ tem
de observar 2 ou mais vizinhos a transmitir tramas em simultaˆneo no caso de exis-
tirem tramas a colidir, a probabilidade de o no´ observar tramas broadcast a coli-
direm com tramas unicast transmitidas utilizando o mecanismo RTS/CTS e´ dada
por
∑v−2
k=1
[ (
v−1
k
)
τ kbrd
∑v−1−k
i=1
(
v−1−k
i
)
τ irts(1− τ)v−1−k−i
]
. Esta probabilidade toma
em considerac¸a˜o que k ≥ 1 no´s se encontram a transmitir tramas broadcast com
probabilidade τbrd, que i ≥ 1 no´s se encontram a transmitir tramas unicast transmi-
tidas utilizando o mecanismo RTS/CTS com probabilidade τrts, e que os restantes
v − 1 − k − i no´s na˜o se encontram a transmitir. O valor esperado do tempo de
contenc¸a˜o devido a`s coliso˜es entre tramas broadcast e tramas unicast transmitidas
utilizando o mecanismo RTS/CTS e´ dado por
T cbrd rts(v) =

v−2∑
k=1
[ (
v−1
k
)
τ kbrd
v−1−k∑
i=1
(
v−1−k
i
)
τ irts(1− τ)v−1−k−iΓcbrd(k)
]
v > 2
0 v ≤ 2
.
(3.40)
Seguindo o mesmo racioc´ınio apresentado na expressa˜o (3.40), o valor esperado do
tempo de contenc¸a˜o devido a`s coliso˜es entre tramas unicast utilizando o mecanismo
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ba´sico e utilizando o mecanismo RTS/CTS e´ definido por
T cbas rts(v) =

v−2∑
k=1
[ (
v−1
k
)
τ kbas
v−1−k∑
i=1
(
v−1−k
i
)
τ irts(1− τ)v−1−k−iΓcbas(k)
]
v > 2
0 v ≤ 2
.
(3.41)
Representando o nu´mero de no´s vizinhos com transmisso˜es de tramas unicast utili-
zando o mecanismo de acesso ba´sico por kbas e o nu´mero de tramas do tipo broadcast
por kbrd, o valor esperado da durac¸a˜o de uma colisa˜o entre estes dois tipos de tramas
e´ dado por
Emaxbrd bas[l|(kbrd ∧ kbas)] =
lmax∑
i=ltr
i
[
Fbrd(i)kbrd − Fbrd(i− 1)kbrd
]
+
ltr−1∑
i=lmin
i
[
Fbrd(i)kbrdFbas(i)kbas − Fbrd(i− 1)kbrdFbas(i− 1)kbas
Fbas(ltr − 1)kbas
]
, (3.42)
onde Fbrd e Fbas representam as func¸o˜es de distribuic¸a˜o da durac¸a˜o das tramas
broadcast e unicast utilizando o mecanismo de acesso ba´sico. O tempo me´dio de
contenc¸a˜o devido a coliso˜es entre tramas broadcast e tramas unicast transmitidas
atrave´s do mecanismo de acesso ba´sico e´ representado por
Γcbrd bas(kbrd, kbas) = E
max
brd bas[l|(nbrd ∧ nbas)] + Γc + φ. (3.43)
Novamente, tal como em (3.40) e (3.41), o valor esperado do tempo me´dio de con-
tenc¸a˜o de uma colisa˜o envolvendo v no´s transmitindo tramas broadcast, tramas uni-
cast transmitidas com o mecanismo de acesso ba´sico, e tramas unicast transmitidas
com o mecanismo de acesso RTS/CTS e´ representado por
T cbrd bas(v) =

v−2∑
k=1
[ (
v−1
k
)
τ kbrd
v−1−k∑
i=1
(
v−1−k
i
)
τ ibas(1− τ)v−1−k−iΓcbrd bas(k, i)
]
v > 2
0 v ≤ 2
.
(3.44)
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Caso o canal esteja livre durante todo o estado de backoff, o tempo de contenc¸a˜o
equivale ao tempo de monitorac¸a˜o do canal dado pelo slot time e representado por σ. Para
determinar o valor esperado do tempo de durac¸a˜o me´dio do estado de backoff (Tx), teˆm
de se ter em conta todos os casos relacionados com as transmisso˜es com sucesso ocorridas
no canal, os va´rios casos de transmisso˜es sem sucesso devido a coliso˜es e os estados em
que o canal se encontra livre. Considerando novamente uma rede onde existem n no´s
e assumindo as diferentes probabilidades de ter k no´s possuindo tramas para transmitir
(pQE 6= 0), o valor esperado da durac¸a˜o me´dia de um estado de backoff e´ dado por
Tx(n) =
n∑
k=1
(
n−1
k−1
)
p k−1QNE p
n−k
QE
[
(1− τ)k−1σ + T sbas(k) + T srts(k) + T sbrd(k)+
T cbas(k) + T
c
rts(k) + T
c
brd(k) + T
c
brd rts(k) + T
c
bas rts(k) + T
c
brd bas(k)
]
. (3.45)
3.2.3 Tempo de servic¸o do protocolo MAC
O valor esperado do tempo de espera na primeira etapa de backoff e´ a soma do valor
esperado para cada estado de backoff ponderado pela probabilidade de estar em cada um
dos estados. Para a primeira etapa de backoff, a qual possui W1 estados diferentes que
sa˜o seleccionados com uma distribuic¸a˜o uniforme, o valor esperado do tempo de espera e´
dado por
TC1(n) =
W1−1∑
k=0
k
W1
Tx(n) =
W1 − 1
2
Tx(n). (3.46)
O valor esperado do tempo representado em (3.46) existe para ambas as transmisso˜es de
tramas do tipo broadcast e unicast . Quando se consideram tramas do tipo unicast, podem
ser utilizadas va´rias etapas de backoff para as distintas retransmisso˜es da mesma trama.
O tempo me´dio de espera nas outras etapas de backoff (i > 1) so´ e´ associado a` transmissa˜o
de tramas unicast e inclui o tempo efectivo de ocupac¸a˜o do canal devido a` retransmissa˜o
da trama em cada uma das etapas
TCr(n) =
m∑
i=2
(1− pidle)i−1
(
Wi − 1
2
Tx(n) + pbasΓsbas + prtsΓ
s
rts
)
. (3.47)
Os tempos me´dios da durac¸a˜o de cada etapa de backoff (3.47) para i = 2, 3, ..,m sa˜o
ponderados pela probabilidade 1− pidle, pois, para retransmitir a trama numa nova etapa
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de backoff, e´ necessa´rio que, pelo menos, um dos n − 1 vizinhos inicie simultaneamente
uma transmissa˜o por forma a originar uma colisa˜o.
As equac¸o˜es (3.46) e (3.47) sa˜o utilizadas para definir o valor esperado do tempo de
servic¸o do protocolo MAC. O tempo de servic¸o e´ a quantidade de tempo que o MAC
efectivamente necessita para transmitir a trama. Este inclui as componentes de contenc¸a˜o
devido ao pre-backoff e ao post-backoff e todo o tempo de acesso ao meio em todas as
tentativas de transmissa˜o de uma trama. Para a transmissa˜o de uma trama broadcast, o
tempo de servic¸o me´dio e´ representado por
TSb(n) = Tpre b(n) + Γ
s
brd + Tpos b(n), (3.48)
enquanto que, para as transmisso˜es de tramas do tipo unicast, o tempo de servic¸o me´dio
e´ dado por
TSu(n) = Tpre u(n) + pbasΓ
s
bas + prtsΓ
s
rts + Tpos u(n). (3.49)
Tpre b(n) e Tpos b(n) em (3.48) representam os tempos me´dios na contenc¸a˜o do pre-backoff
e do post-backoff aplicados a` transmissa˜o de uma trama broadcast. Tpre u(n) e Tpos u(n)
utilizados em (3.49) representam os valores esperados do tempo de contenc¸a˜o no pre-
backoff e no post-backoff associados a` transmissa˜o de uma trama unicast. Estes valores
esperados sa˜o dados por
Tpre b(n) = pQE
[
DIFS + TC1(n)
]
, (3.50)
Tpos b(n) = TC1(n), (3.51)
Tpre u(n) = pQE
[
DIFS + TC1(n) + TCr(n)
]
, (3.52)
Tpos u(n) = TC1(n) + (1− pQE)TCr(n). (3.53)
Enquanto que Tpos b e Tpos u representam quantidades de tempo na˜o nulas, os tempos
representados por Tpre b(n) e Tpre u(n) podem ser nulos, caso o no´ se encontre numa
situac¸a˜o de saturac¸a˜o (pQE = 0) e a transmissa˜o de tramas consecutivas fac¸a com que haja
a aplicac¸a˜o de um so´ backoff. Para tramas unicast, o intervalo de tempo de post-backoff
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(Tpos u(n)) e´, no mı´nimo, o tempo de espera na primeira etapa de post-backoff (TC1(n),
tal como sucede para as tramas broadcast Tpos b(n)), pois a primeira etapa existe sempre,
independentemente do facto de um no´ possuir ou na˜o outras tramas em espera para
transmissa˜o. Caso existam tramas para transmitir, estas podem sofrer retransmisso˜es,
utilizando mais etapas de backoff, o que e´ representado pela probabilidade (1 − pQE) na
equac¸a˜o (3.53). Finalmente, o tempo de servic¸o me´dio por trama e´ dado por
TS = pbTSb(n) + (1− pb)TSu(n). (3.54)
Note-se que, neste momento, ainda na˜o e´ poss´ıvel obter uma soluc¸a˜o de TS , pois ainda ha´
uma dependeˆncia na˜o calculada de a probabilidade de a fila de espera estar vazia (PQE),
a qual e´ func¸a˜o de TS .
3.2.4 Tempo de atraso na fila de espera
Nesta secc¸a˜o recorre-se a` teoria das filas de espera para caracterizar formalmente o tempo
me´dio de atraso na fila de espera quando esta se encontra num estado de equil´ıbrio.
Embora na˜o existam muitos estudos aplicando a teoria das filas de espera a` norma IEEE
802.11, os existentes categorizam-se pela utilizac¸a˜o de um dos quatro tipos de modelos
seguintes:
• M/G/1 [MT05b], [CW05], [ZF03] (considera filas finitas, ou seja considera um mo-
delo do tipo M/G/1/K);
• G/G/1 [MT05b], [TS04];
• M/MMGI/1/K [OM04];
• M/M/1/K [PPJ05] [ZKF04].
A distribuic¸a˜o da entrada de tramas na fila utilizada nestes trabalhos e´, normalmente,
exponencial (M) ou generalizada (G) e depende do tipo de gerador de tramas que se utilize.
Ja´ a distribuic¸a˜o do processo de sa´ıda da fila de espera e´, na realidade, a distribuic¸a˜o do
tempo de servic¸o do protocolo MAC. Nos quatro tipos de modelos acima enumerados,
sa˜o utilizadas distribuic¸o˜es do tempo de servic¸o do tipo generalizadas (G), exponenciais
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(M) ou do tipo PH (MMGI). Tal como foi descrito na sub-secc¸a˜o de trabalho relacionado
no Cap´ıtulo 2, a utilizac¸a˜o de uma distribuic¸a˜o generalizada para o tempo de servic¸o,
proposta em [MT05b], [CW05], [ZF03], [MT05b] e [TS04], e´ normalmente baseada numa
aproximac¸a˜o do nu´mero me´dio de coliso˜es ou do tamanho me´dio da janela de contenc¸a˜o.
Mas os trabalhos que assumem modelos de distribuic¸a˜o generalizada so´ consideram a
existeˆncia de tra´fego do tipo unicast. Considerando a existeˆncia de tra´fego broadcast, quer
o nu´mero me´dio de coliso˜es, quer o tamanho me´dio da janela de contenc¸a˜o dependem das
quantidades de tra´fego broadcast/unicast gerados (so´ sa˜o constantes para um dado valor
de pu) e, neste caso, a caracterizac¸a˜o formal da distribuic¸a˜o generalizada na˜o e´ o´bvia.
Da mesma forma, a distribuic¸a˜o MMGI (do tipo-fase), considerada no modelo de filas
de espera apresentado em [OM04], define o tempo de servic¸o atrave´s do tamanho me´dio
da janela de contenc¸a˜o e so´ considera tra´fego do tipo unicast RTS/CTS. [ZKF04] utiliza
um modelo de fila de espera onde se admite que a distribuic¸a˜o do tempo de servic¸o e´
exponencial (M). Atrave´s de simulac¸o˜es, [ZKF04] obte´m diferentes distribuic¸o˜es do tempo
de servic¸o, variando o nu´mero de no´s e a probabilidade de colisa˜o. [ZKF04] compara
depois as distribuic¸o˜es do tempo de servic¸o obtidas nas simulac¸o˜es com distribuic¸o˜es do
tipo exponenciais, gama, log-normal e Erlang, de modo a observar quais as que mais
se aproximam. Embora os autores so´ tenham utilizado tra´fego unicast, observa-se que
a distribuic¸a˜o exponencial se aproxima da distribuic¸a˜o obtida atrave´s das simulac¸o˜es.
Tambe´m [Sit05] propo˜e, como hipo´tese, que o tempo de servic¸o do protocolo MAC podera´
ser aproximado atrave´s de uma distribuic¸a˜o exponencial. Este trabalho utiliza o me´todo
de Chen-Stein para concluir formalmente que a distaˆncia entre a distribuic¸a˜o do tempo de
servic¸o da fila de espera e uma dada distribuic¸a˜o exponencial e´ limitada. [Sit05] conclui que
a distribuic¸a˜o do tempo de servic¸o pode ser aproximada por uma distribuic¸a˜o exponencial,
apresentando boa precisa˜o quando a rede se encontra a funcionar em zonas pro´ximas da
saturac¸a˜o e com valores de probabilidade de colisa˜o mais altos.
Nesta secc¸a˜o adopta-se um modelo de filas de espera, considerando filas com capa-
cidade finita, o que torna o modelo da norma IEEE 802.11 mais realista. Um no´ com
um comprimento da fila de espera igual a K − 1 tramas, mante´m K tramas em espera
(uma a ser servida e as restantes aguardando). Considerando que o tempo entre diferentes
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chegadas de tramas a` fila de espera e´ distribu´ıdo exponencialmente, e tendo como hipo´tese
inicial que o tempo de servic¸o do protocolo MAC tambe´m tem distribuic¸a˜o exponencial
(note-se que se assume esta hipo´tese, pois [Sit05] so´ e´ va´lido para o caso onde so´ se assume
a existeˆncia de tra´fego do tipo unicast), adopta-se um modelo de filas de espera do tipo
M/M/1/K. Para o modelo M/M/1/K, a probabilidade de a fila de espera estar vazia (pQE)
e´ dada por ([Kle75], [BGdMT98])
pQE = 1− pQNE = 1− ρ1− ρK+1 , (3.55)
onde ρ e´ uma varia´vel que representa a intensidade do tra´fego, a qual esta´ relacionada
com a me´dia de tramas geradas λ e o tempo de servic¸o me´dio do protocolo MAC (TS):
ρ = λTS . (3.56)
O modelo de fila de espera permite determinar a probabilidade de a fila de espera se encon-
trar vazia. Desta forma, e´ poss´ıvel determinar uma soluc¸a˜o para o modelo, substituindo a
equac¸a˜o (3.55) na equac¸a˜o (3.10). A soluc¸a˜o e´ dada pelo sistema na˜o linear formado pelas
equac¸o˜es (3.18), (3.54) e (3.56), cujas inco´gnitas sa˜o a probabilidade de acesso ao meio τ ,
o tempo de servic¸o TS e a intensidade de tra´fego ρ. O sistema de equac¸o˜es so´ tem soluc¸a˜o
nume´rica, tendo sido utilizado o me´todo de Gauss-Newton em todos os resultados obtidos
com o modelo, os quais se encontram representados ao longo deste cap´ıtulo.
Resolvido o sistema de equac¸o˜es, e´ poss´ıvel obter o nu´mero me´dio de tramas contidas
na fila de espera atrave´s da expressa˜o [BGdMT98]
L =

ρ
[
1− (K + 1)ρK +KρK+1]
(1− ρ)(1− ρK+1) ρ 6= 1
K
2
ρ = 1
. (3.57)
Aplicando o teorema de Little [Kle75], o tempo me´dio que cada trama fica em espera na
fila (atraso na fila de espera) e´ dado por
TQ =
L− (1− pQE)[
1− (1− ρ)ρ
K
1− ρK+1
]
λ
. (3.58)
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Finalmente, o tempo me´dio de atraso total a que uma trama e´ sujeita, desde o instante
em que entra na fila de espera ate´ ao instante em que e´ definitivamente retirada da fila, e´
obtido atrave´s da seguinte soma
TD = TS + TQ. (3.59)
3.2.5 Me´trica de desempenho do protocolo MAC
Para aferir o desempenho do protocolo MAC, e´ habitual utilizar-se um ra´cio entre o nu´mero
de tramas recebidas e transmitidas ou entre o tempo de ocupac¸a˜o do canal a transmitir e
o intervalo de tempo necessa´rio para finalizar a transmissa˜o. Esta me´trica e´ normalmente
designada de throughput (de´bito). Para o caso espec´ıfico da norma IEEE 802.11, muitos
teˆm sido os autores que analisam o protocolo em termos de throughput ([Bia00], [OBP06]).
Pore´m, esta me´trica e´ geralmente utilizada em situac¸o˜es de tra´fego saturado, onde o
comprimento das filas de espera e´ considerado infinito. Quando se modelam filas de
espera finitas, a capacidade da fila de espera tambe´m deve ser considerada no desempenho
do protocolo MAC, pois existe o problema da rejeic¸a˜o da colocac¸a˜o de uma trama na fila
por esta se encontrar cheia. Ale´m disso, como o tempo de servic¸o do protocolo MAC
depende do tipo de trama transmitida, a pro´pria ocupac¸a˜o da fila de espera e´ func¸a˜o do
tipo de tramas transmitidas. Por estes motivos, define-se nesta sub-secc¸a˜o outra me´trica
para ana´lise de desempenho de um no´ denominada goodput. Esta me´trica representa a
probabilidade de um no´ efectuar transmisso˜es com sucesso, dadas as duas situac¸o˜es que
podera˜o contribuir para que isso na˜o suceda. De acordo com o modelo, o sucesso da
transmissa˜o de uma trama depende da ocupac¸a˜o da fila de espera (caso a fila de espera
se encontre cheia, e´ rejeitado o acesso de uma nova trama a` fila de espera apo´s esta ter
sido gerada) e do facto de so´ haver um no´ a aceder ao canal nesse instante (caso contra´rio
havera´ uma colisa˜o entre tramas). Usando uma distribuic¸a˜o binomial, a probabilidade de
ocorrerem k transmisso˜es em simultaˆneo (1 < k ≤ n) que resultam em colisa˜o e´ definida
por
n∑
k=2
(nk) p
k
QNE p
n−k
QE [1− (1− τ)n − k τ pidle] , (3.60)
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onde 1 − (1 − τ)n e´ a probabilidade de haver pelo menos um no´ a aceder ao canal e
τ pidle representa a probabilidade de um so´ no´ aceder ao canal. Dado que as tramas
unicast podem ser retransmitidas m − 1 vezes, enquanto que as tramas broadcast nunca
sa˜o retransmitidas, a probabilidade pcol de descartar uma trama sem concluir a transmissa˜o
com sucesso devido a colisa˜o(o˜es) e´
pcol =pb
n∑
k=2
(nk) p
k
QNE p
n−k
QE [1− (1− τ)n − k τ pidle] +
pu
n∑
k=2
(nk) p
k
QNE p
n−k
QE [1− (1− τ)n − k τ pidle]m . (3.61)
Caso um no´ tenha um ritmo de gerac¸a˜o de tramas muito alta, a fila de espera de trans-
missa˜o pode ficar cheia e, nesse caso, a fila de espera na˜o comportara´ mais tramas, sendo
rejeitadas a partir desse momento. A probabilidade pdrop de rejeitar tramas na fila de es-
pera e´ dada pelo modelo M/M/1/K, sendo equivalente a` probabilidade de a fila de espera
estar cheia [BGdMT98]:
pdrop =
(1− ρ)ρK
1− ρK+1 . (3.62)
Uma vez que a capacidade das filas de espera e´ finita, o goodput devera´ ter em consi-
derac¸a˜o a capacidade de transmissa˜o do protocolo MAC. Considerando que todos os no´s
geram a mesma carga (carga homoge´nea), e sendo o canal partilhado por todos os no´s, a
probabilidade pdrop de cada no´ rejeitar tramas depende, entre outras grandezas, do tempo
de servic¸o do protocolo MAC. Quando a fila de espera atinge a sua capacidade ma´xima, a
probabilidade pdrop toma valores diferentes de zero. O goodput, S, e´ definido pelo produto
das probabilidades de a trama na˜o colidir e de na˜o ter sido rejeitada a sua colocac¸a˜o na
fila de espera, ou seja,
S = (1− pcol)(1− pdrop). (3.63)
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Seja λ o tra´fego gerado por um no´ (em bits por segundo), o de´bito individual de cada no´
(throughput individual) e´ dado por
D = Sλ. (3.64)
3.3 Validac¸a˜o
Esta secc¸a˜o descreve a validac¸a˜o do modelo teo´rico apresentado nas secc¸o˜es anteriores.
Descrevem-se va´rios cena´rios de validac¸a˜o, os quais permitem comparar os resultados
obtidos por simulac¸a˜o com os resultados nume´ricos obtidos com o modelo. Os resultados
de simulac¸a˜o foram obtidos com o simulador ns-2 [Inf07] e garantem um intervalo de
confianc¸a de 95%. Procedeu-se a uma aplicac¸a˜o da norma 802.11b utilizando o n´ıvel f´ısico
do tipo direct-sequence spread spectrum, considerando um canal ideal com um modelo de
propagac¸a˜o de dois raios, onde a poteˆncia Pr(d) recebida a uma distaˆncia d do no´ emissor
e´ aproximada por [Rap01]
Pr(d) =
PtGtGrh
2
th
2
r
d4
, (3.65)
onde Pt representa a poteˆncia do emissor, Gt e Gr representam os ganhos do no´ emissor
e do no´ receptor, e ht e hr representam a altura da antena do no´ emissor e receptor.
Os paraˆmetros utilizados nas simulac¸o˜es e na configurac¸a˜o da norma 802.11b utilizada em
cada no´ encontram-se descritos na Tabela 3.1. E´ considerado o mesmo nu´mero de etapas de
backoff (m) para tramas curtas (cujo o comprimento e´ inferior ao limiar RTS THRESHOLD)
e tramas compridas (cujo comprimento e´ superior ao limiar RTS THRESHOLD). O tempo de
simulac¸a˜o e´ de 500 segundos.
O primeiro cena´rio pretende validar o tempo de servic¸o do protocolo MAC utilizando
um comprimento de tramas fixo atrave´s da utilizac¸a˜o de 68 bytes de dados u´teis por trama
(Ebrd[l] = Ebas[l] = 68bytes). O limiar RTS THRESHOLD foi definido a 3000 bytes, o que
inibe a transmissa˜o de tramas unicast utilizando o mecanismo de acesso RTS/CTS (so´
sa˜o geradas tramas do tipo broadcast e unicast transmitidas atrave´s do mecanismo de
acesso ba´sico). O comprimento ma´ximo das filas de espera foi limitado a 20 tramas, e
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Tabela 3.1: Paraˆmetros utilizados em todos os cena´rios de validac¸a˜o.
SIFS 10 µs durac¸a˜o da trama CTS 304 µs
DIFS 50 µs durac¸a˜o da trama ACK 304 µs
EIFS 364 µs ACK TIMEOUT (aprox.) 304 µs
Slot Time (σ) 20 µs atraso de propagac¸a˜o (δ) 1µs
etapas de Backoff (m) 7 ritmo f´ısico (PHY) 1 Mbps
W1 32 φ 52bytes/1Mbps=416 µs
durac¸a˜o da trama RTS 352µs tempo de simulac¸a˜o 500s
Gt 1 Gr 1
ht 1.5 m hr 1.5 m
Pt 0.281838 W
foi utilizado o mesmo ritmo de transmissa˜o de 1Mbps para o ritmo de transmissa˜o ba´sico
Rbas e de dados Rdat, o qual corresponde a uma condic¸a˜o de baixa qualidade do canal de
transmissa˜o.
A Figura 3.5 (a) representa o tempo de servic¸o do protocolo MAC (TS) transmitindo
so´ tramas broadcast para diferentes valores de carga (λ). A figura apresenta uma curva que
limita o tempo de servic¸o para o caso de saturac¸a˜o (denominada ”Saturac¸a˜o”). Esta curva
foi obtida numericamente atrave´s do modelo e assumindo pQE = 0. As outras treˆs curvas
obtidas por simulac¸a˜o e os pontos dados pelo modelo foram obtidos para valores de carga
λ={25, 40, 67} tramas por no´ por segundo. Para valores de carga mais baixa (λ={25, 40}
tramas/no´/s), o modelo acompanha os valores obtidos atrave´s da simulac¸a˜o. A` medida
que o nu´mero de no´s aumenta, a carga da rede tambe´m aumenta e, consequentemente, o
tempo de servic¸o aumenta devido ao aumento do tempo de contenc¸a˜o. Para a curva de
carga mais elevada (λ=67 tramas/no´/s), identificam-se treˆs situac¸o˜es distintas:
• no caso de a rede ser formada por poucos no´s (carga da rede mais baixa, entre apro-
ximadamente 2 a 8 no´s no exemplo) a rede encontra-se numa regia˜o na˜o saturada.
Nesta situac¸a˜o, os valores do tempo de servic¸o do protocolo MAC fazem com que a
probabilidade pQE associada a cada um dos no´s apresente valores pro´ximos de um, e
as tramas sa˜o maioritariamente na˜o consecutivas. Desta forma, a aproximac¸a˜o reali-
zada com a utilizac¸a˜o da probabilidade pQE na expressa˜o (3.50) conduz a resultados
muito pro´ximos das simulac¸o˜es;
• para o caso em que existe um nu´mero de no´s mais elevado (carga da rede mais
elevada, 22 a 30 no´s neste exemplo), a rede esta´ tipicamente a operar numa zona de
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saturac¸a˜o com a probabilidade pQE a ser muito pro´xima de zero. Nesta situac¸a˜o,
as tramas sa˜o maioritariamente consecutivas, e a expressa˜o (3.50) tambe´m conduz a
resultados muito pro´ximos dos obtidos por simulac¸a˜o;
• para um nu´mero de no´s entre os dois casos (entre 8 a 22 no´s no exemplo), a apro-
ximac¸a˜o utilizada em (3.50) conduz a uma menor precisa˜o do modelo, pois na˜o existe
uma situac¸a˜o em que as tramas sa˜o maioritariamente consecutivas ou na˜o consecu-
tivas, e o nu´mero de transic¸o˜es entre transmisso˜es de tramas consecutivas para na˜o
consecutivas aumenta, aumentando o erro associado a` aproximac¸a˜o efectuada em
(3.50).
A Figura 3.5(b) ilustra resultados de validac¸o˜es, considerando diferentes cargas de tra´fego
broadcast dispon´ıveis na rede. Mantendo a me´dia de tramas geradas em todos os cena´rios
(λ = 25 tramas/no´/s), analisam-se cinco situac¸o˜es distintas: todo o tra´fego gerado e´ do
tipo unicast (pb = 0.0), coexisteˆncia de tra´fego unicast e broadcast (pb = 0.25, pb = 0.5,
e pb = 0.75), e, no u´ltimo caso, todo o tra´fego gerado e´ do tipo broadcast (pb = 1). A
diferenc¸a de valores entre o tempo de servic¸o determinado atrave´s do modelo e obtido
atrave´s das simulac¸o˜es e´ pequena, o que valida o modelo para as diferentes cargas de
broadcast/unicast dispon´ıveis na rede.
A Figura 3.6 apresenta resultados de validac¸a˜o, considerando tramas de compri-
mento varia´vel, diferentes ritmos de transmissa˜o Rbas e Rdat e a transmissa˜o de tra-
mas broadcast, unicast ba´sico e unicast RTS. Simularam-se treˆs ritmos de transmissa˜o
Rdat = {1.0, 5.5, 11}Mbps, sendo Rbas = 1Mbps. O limiar de RTS THRESHOLD (ltr) uti-
lizado foi de 500 bytes. O comprimento das tramas foi amostrado a partir de va´rias
distribuic¸o˜es uniformes, adoptando os valores me´dios de comprimento {50, 125, 250, 500,
750, 1150} bytes. Os resultados sa˜o obtidos para uma rede composta por quatro no´s
(n=4), onde 50% do tra´fego gerado e´ do tipo broadcast (pb=0.5).
A Figura 3.6(a) ilustra o tempo de servic¸o me´dio do protocolo MAC, enquanto que
a Figura 3.6(b) apresenta os resultados de validac¸a˜o para o atraso na fila de espera (TQ).
Pretende-se validar as zonas de operac¸a˜o da rede em saturac¸a˜o e em na˜o saturac¸a˜o. A
rede encontra-se saturada para as me´dias de comprimento de tramas superiores ou iguais
a 500 bytes quando e´ utilizado o ritmo de transmissa˜o de 1Mbps. Para os ritmos de 5.5 e
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Figura 3.5: Validac¸a˜o do tempo de servic¸o (TS): (a) variando a carga da rede (λ =
{25, 40, 67} tramas/no´/s); (b) mantendo a carga da rede (λ = 25 tramas/no´/s) e variando
a quantidade de tra´fego de tipos diferentes (pb = 0.0, 0.25, 0.50, 0.75, 1.0).
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Figura 3.6: Resultados de validac¸a˜o para diferentes ritmos de transmissa˜o e diferentes
comprimentos me´dio das tramas: (a) tempo de servic¸o do protocolo MAC TS ; (b) atraso
na fila de espera.
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11Mbps, a rede so´ se encontra saturada no caso em que o comprimento me´dio das tramas
e´ de 1150 bytes. Os resultados teo´ricos obtidos com o modelo acompanham os resultados
obtidos atrave´s das simulac¸o˜es para os diferentes comprimentos me´dios das tramas. Os
ritmos de transmissa˜o mais altos diminuem o atraso total, elevando o limite de saturac¸a˜o
da rede para n´ıveis mais altos.
A Figura 3.7 apresenta os resultados de validac¸a˜o do tempo de servic¸o de uma rede
com 10 no´s. A validac¸a˜o e´ realizada para diferentes valores de tra´fego broadcast (pb
= {0.0, 0.25, 0.5}) e para os ritmos de transmissa˜o mı´nimo e ma´ximo (Rdat =1Mbps
e Rdat =11Mbps sendo Rbas sempre mantido a 1Mbps) admiss´ıveis na norma 802.11b.
Neste cena´rio configurou-se o limiar RTS THRESHOLD para 1000 bytes. Observando TS
validado na Figura 3.7(a) e TQ validado na Figura 3.7(b), conclui-se que apresentam valores
superiores para o menor ritmo de transmissa˜o (Rdat=1 Mbps), tal como seria de esperar.
Para este ritmo (Rdat =1Mbps, que na figura corresponde a` situac¸a˜o em ”tx.@1Mbps”),
o atraso total TD (soma de TS com TQ) e´ minimizado quando e´ gerado mais tra´fego
do tipo broadcast. Como o ritmo de transmissa˜o e´ o mesmo para as tramas unicast e
broadcast (Rdat = Rbas =1Mbps), as transmisso˜es broadcast apresentam um atraso total
inferior porque usam uma so´ etapa de backoff, na˜o e´ transmitida nenhuma trama ACK
de reconhecimento da transmissa˜o, e na˜o e´ aplicado o mecanismo RTS/CTS. Quando e´
utilizado o ritmo mais elevado (Rdat=11Mbps, que na figura corresponde a` situac¸a˜o em
”tx.@11Mbps”), a relac¸a˜o entre o tra´fego broadcast e unicast inverte-se. As tramas unicast
sa˜o agora transmitidas mais rapidamente do que as tramas broadcast porque, enquanto que
as tramas unicast sa˜o transmitidas a 11Mbps, as broadcast utilizam o ritmo Rdat =1Mbps.
Esta diminuic¸a˜o no tempo de transmissa˜o das tramas unicast compensa o maior atraso
associado a este tipo de tramas, nomeadamente a contenc¸a˜o.
Na Sub-secc¸a˜o 3.2.4 colocou-se como hipo´tese o facto de a distribuic¸a˜o do tempo de
servic¸o poder ser exponencial. Atrave´s dos resultados apresentados nas Figuras 3.6(b)
e 3.7(b), e´ poss´ıvel concluir que esta hipo´tese constitui uma boa aproximac¸a˜o, pois os
resultados obtidos atrave´s do modelo sa˜o muito pro´ximos aos obtidos atrave´s de simulac¸a˜o.
Ale´m do tempo, validaram-se as probabilidades pcol e pdrop. Os resultados da validac¸a˜o
encontram-se representados na Figura 3.8 e foram obtidos para diferentes valores de pb,
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Figura 3.7: Resultados de validac¸a˜o para diferentes quantidades de tra´fego broadcast,
ritmos de transmissa˜o e comprimentos de trama (ltr =1000 bytes, K=20 tramas, n=10):
(a) tempo de servic¸o do protocolo MAC TS ; (b) atraso na fila de espera TQ.
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Figura 3.8: Validac¸a˜o das probabilidades pdrop e pcol utilizando tramas com 2000 bytes de
dados u´teis e λ =4.1 tramas/no´/s: (a) validac¸a˜o de pdrop; (b) validac¸a˜o de pcol.
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considerando λ = 4.1 tramas/no´/s e assumindo K=20 tramas. Foram escolhidos os ritmos
de transmissa˜o Rbas = Rdat =1Mbps, pois estes representam o pior caso em termos de
atraso total do protocolo MAC. A partir dos resultados de validac¸a˜o da probabilidade pdrop
ilustrados na Figura 3.8(a), e´ poss´ıvel observar que na˜o e´ rejeitada a entrada de tramas
na fila de espera ate´ que a rede tenha uma dimensa˜o inferior a 12 no´s. Para um nu´mero
de no´s superior a 12, os no´s ficam alguns per´ıodos com a sua fila de espera completamente
ocupada, rejeitando assim a entrada de novas tramas. Observando a probabilidade de duas
ou mais tramas colidirem (pcol), representada na Figura 3.8(b), esta apresenta valores na˜o
nulos para todos os nu´meros de no´s considerados. A probabilidade de rejeitar tramas
(pdrop) apresenta valores mais altos quando so´ sa˜o geradas tramas do tipo unicast (pb=0),
enquanto que a probabilidade de duas ou mais tramas colidirem (pcol) apresenta neste
cena´rio (pb=0) os valores mais baixos. Tambe´m se pode observar o efeito contra´rio quando
se considera somente a gerac¸a˜o de tramas broadcast (pb = 1). Aumentando o valor de
pb, a probabilidade de descartar uma trama devido a colisa˜o aumenta porque as tramas
broadcast sa˜o logo descartadas apo´s a primeira e u´nica tentativa de transmissa˜o, o que
diminui em simultaˆneo a probabilidade pdrop.
Concluindo, verifica-se uma situac¸a˜o de compromisso entre pdrop e pcol, pois, aumen-
tando pb faz com que pdrop diminua e pcol aumente, mas diminuindo pb, pcol diminui e pdrop
aumenta. Este compromisso sera´ objecto de discussa˜o na pro´xima secc¸a˜o onde se analisa
a me´trica de goodput para este cena´rio.
3.4 Caracterizac¸a˜o do desempenho
Esta secc¸a˜o analisa o desempenho da norma para diferentes quantidades de tra´fego unicast
e broadcast. Apresentam-se resultados nume´ricos obtidos com o modelo para uma rede
constitu´ıda por 10 no´s, adoptando os seguintes cena´rios:
a) ritmos iguais: os ritmos de transmissa˜o de tramas broadcast e´ igual ao ritmo de
transmissa˜o de tramas unicast (Rbas = Rdat =1Mbps);
b) maior diferenc¸a entre ritmos: o ritmo de transmissa˜o de tramas unicast e´ ma´ximo
(Rbas =1Mbps, Rdat =11Mbps);
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Assume-se, nos dois cena´rios, que cada no´ e´ capaz de guardar 500 tramas para transmissa˜o
(K = 500), e cada trama tem em me´dia 1150 bytes de dados u´teis (o comprimento das
tramas e´ amostrado a partir de uma distribuic¸a˜o uniforme definida entre [1,2300] bytes, e
o limiar RTS THRESHOLD e´ de 1000 bytes).
3.4.1 Ana´lise para baixos ritmos de transmissa˜o (Rdat =1Mbps)
A Figura 3.9 mostra os tempos de servic¸o, considerando va´rios valores de λ (ritmo de
gerac¸a˜o de tramas por no´) e diferentes probabilidades de gerac¸a˜o do tipo de tramas (pu =
1−pb). Na superf´ıcie apresentada na figura identificam-se duas zonas de operac¸a˜o distintas.
Para valores de λ inferiores a 10 tramas/no´/s, a rede opera em na˜o saturac¸a˜o, enquanto
que, para valores de λ mais altos, a rede encontra-se saturada. Os resultados obtidos
mostram que existe uma relac¸a˜o na˜o linear de aumento do tempo de servic¸o do protocolo
MAC a` medida que o nu´mero de tramas geradas do tipo unicast aumenta. Como e´ usado
o mesmo ritmo de transmissa˜o de dados para as tramas do tipo unicast e broadcast, este
efeito e´ explicado pelas mu´ltiplas etapas de backoff, bem como devido ao mecanismo de
acesso RTS/CTS e reconhecimento ACK so´ aplicado a`s transmisso˜es de tramas unicast. O
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Figura 3.9: Tempo de servic¸o do protocolo MAC (TS) func¸a˜o de pu e λ (tramas/no´/s),
considerando Rbas = Rdat =1Mbps.
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Figura 3.10: Probabilidades para diferentes valores de λ (tramas/no´/s) e de pu conside-
rando Rbas=1Mbps e Rdat =1Mbps: (a) desempenho de goodput S; (b) probabilidade pcol;
(c) probabilidade pdrop.
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tempo de servic¸o e´ uma me´trica de avaliac¸a˜o de desempenho muito importante em sistemas
de controlo de acesso ao meio, principalmente quando e´ necessa´rio ter uma estimativa do
atraso total do protocolo MAC. Quando sa˜o geradas mais tramas unicast, o tempo de
servic¸o aumenta, o que provoca implicitamente um aumento da probabilidade de rejeitar
novas tramas por a fila de espera se encontrar cheia. A Figura 3.10, ilustra o desempenho
de goodput (S) e as probabilidades que o definem (pcol e pdrop), tendo como base o mesmo
cena´rio considerado na Figura 3.9. Tal como seria de esperar, pdrop aumenta a` medida que
sa˜o geradas mais tramas (aumento de λ), e o aumento e´ ainda mais expressivo quando
os valores de pu sa˜o mais elevados. Mas, quando sa˜o geradas mais tramas unicast, a
probabilidade de as tramas colidirem diminui. Este compromisso encontra-se ilustrado
na superf´ıcie da Figura 3.10(a). Para baixas cargas de rede (valores de λ entre 10 e 20
tramas/no´/s), o aumento ou diminuic¸a˜o de pcol origina um efeito contra´rio a` probabilidade
pdrop quando pu varia. Por este motivo, observa-se que o desempenho de goodput quase na˜o
varia face a` probabilidade de gerar mais tramas unicast ou broadcast para um determinado
ritmo de gerac¸a˜o de tramas λ. Quando o ritmo de gerac¸a˜o de tramas aumenta (para valores
de λ acima de 20 tramas/no´/s), o aumento de pu tem uma influeˆncia mais expressiva no
desempenho de goodput. S diminui quando a maioria das tramas geradas sa˜o do tipo
broadcast, o que se observa na Figura 3.10(a), particularmente quando pu < 0.4 e λ > 20
tramas/no´/s. Este resultado confirma o efeito de tempestade de broadcast descrito no
Cap´ıtulo 2 [NTCS99].
3.4.2 Ana´lise para ritmos de transmissa˜o elevados (Rdat =11Mbps)
Quando a transmissa˜o de tramas unicast se realiza a ritmos superiores, o tempo de servic¸o
me´dio do protocolo MAC diminui. Neste caso o tempo me´dio de transmissa˜o das tramas de
dados unicast (Erts[l]/Rdat ou Ebas[l]/Rdat) e´ inferior ao utilizado na sub-secc¸a˜o anterior.
A Figura 3.11 representa o tempo de servic¸o do protocolo MAC, assumindo Rbas=1Mbps
e Rdat=11Mbps. Quando os no´s so´ geram tramas do tipo broadcast (pu = 0), o tempo de
servic¸o do protocolo MAC tem o mesmo valor do apresentado no cena´rio da Figura 3.9.
Quando a probabilidade de gerar tramas unicast (pu) aumenta, o tempo de servic¸o do
protocolo MAC diminui, apresentando um valor inferior quando comparado ao caso apre-
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Figura 3.11: Tempo de servic¸o do protocolo MAC (TS) func¸a˜o de pu e λ, considerando
Rbas=1Mbps e Rdat =11Mbps. λ e´ expresso em tramas/no´/s.
sentado anteriormente (Rbas = Rdat =1Mbps, ver Figura 3.9). O desempenho de goodput
encontra-se representado na Figura 3.12. Observa-se que o seu valor e´ muito dependente
da probabilidade de gerar tra´fego unicast (pu), dado um valor fixo para λ (basta comparar
as curvas de n´ıvel nas Figuras 3.10(a) e 3.12(a)). O aumento da quantidade de tra´fego
do tipo unicast (pu) conduz a um aumento do desempenho de goodput. A probabilidade
de rejeitar tramas (pdrop) diminui com o aumento de pu, o que e´ uma consequeˆncia da
diminuic¸a˜o do tempo de servic¸o do protocolo MAC a` medida que sa˜o geradas mais tramas
do tipo unicast. Embora exista uma relac¸a˜o na˜o linear entre pu e pdrop, o comportamento
neste caso e´ o inverso ao apresentado anteriormente para ritmos de transmissa˜o iguais
para tramas do tipo unicast e broadcast (observar a Figura 3.10, onde Rbas = 1Mbps;
Rdat = 1Mbps). A probabilidade de colisa˜o entre tramas (pcol) tambe´m diminui a` medida
que pu aumenta, tal como sucede no caso apresentado na Figura 3.10.
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Figura 3.12: Probabilidades para diferentes valores de λ (tramas/no´/s) e de pu conside-
rando Rbas=1Mbps e Rdat =11Mbps: (a) desempenho de goodput S; (b) probabilidade
pcol; (c) probabilidade pdrop.
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3.4.3 Notas finais
Os exemplos apresentados nas duas u´ltimas sub-secc¸o˜es mostram diferentes comportamen-
tos da rede quando a maior parte do tra´fego gerado e´ do tipo unicast e o caso contra´rio
quando a maioria do tra´fego gerado e´ do tipo broadcast. Generalizam-se em seguida algu-
mas notas finais, considerando um ritmo de gerac¸a˜o de tramas constante, onde se podera´
aumentar/diminuir o tra´fego unicast/broadcast. Dessa forma, quando sa˜o usados ritmos
de transmissa˜o iguais para tramas do tipo unicast e broadcast, verifica-se o seguinte:
• o desempenho da rede em termos de tempo de servic¸o de MAC na˜o e´ modificado
de forma significativa se a quantidade de tra´fego broadcast gerado na˜o for inferior a
aproximadamente 50% do tra´fego total da rede;
• se mais de 50% do tra´fego gerado for do tipo broadcast, o tempo de servic¸o do
protocolo MAC diminui, mas o desempenho de goodput tambe´m diminui.
Quando se utilizam ritmos de transmissa˜o mais elevados para o tra´fego do tipo unicast,
constata-se o seguinte:
• o desempenho em termos do tempo de servic¸o do protocolo MAC e´ significativamente
inferior quando existe mais tra´fego na rede do tipo broadcast ;
• o desempenho de goodput tambe´m diminui bruscamente aumentando ligeiramente a
quantidade de tra´fego gerado do tipo broadcast.
Pode concluir-se que o tra´fego do tipo broadcast e´ bem tolerado nos casos em que os
ritmos de transmissa˜o de broadcast e de unicast sa˜o semelhantes. Nestes casos, a presenc¸a
de tra´fego broadcast origina uma pequena diminuic¸a˜o do tempo de servic¸o do protocolo
MAC, mas, simultaneamente, mante´m ou diminui lentamente (para valores tipicamente
superiores a 50% de tra´fego broadcast) o desempenho de goodput devido ao aumento do
nu´mero de tramas de broadcast envolvidas em coliso˜es. Na˜o sa˜o frequentes cena´rios de
rede com mais de 50% de tra´fego do tipo broadcast, mas, ate´ estes valores, a existeˆncia de
tra´fego broadcast na˜o influencia o desempenho da rede de forma significativa.
Quando sa˜o utilizados ritmos de transmissa˜o mais elevados para tramas unicast, a
existeˆncia de tra´fego do tipo broadcast baixa o desempenho da rede quer em termos de
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tempo de servic¸o de MAC quer em termos de desempenho de goodput. Neste caso, o
aumento de tra´fego do tipo broadcast aumenta significativamente o tempo de servic¸o do
protocolo MAC e diminui o desempenho de goodput. Assim, os protocolos que utilizem al-
goritmos baseados em tra´fego do tipo broadcast causam grande diminuic¸a˜o no desempenho
da rede quando o canal permite obter ritmos de transmissa˜o mais elevados.
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Cap´ıtulo 4
Exemplos de aplicac¸a˜o do modelo
do protocolo MAC
4.1 Introduc¸a˜o
Embora o nu´mero de trabalhos de modelac¸a˜o da norma IEEE 802.11 seja relativamente
elevado, nomeadamente considerando tra´fego saturado, os modelos sa˜o normalmente pro-
postos para ana´lise de desempenho, escasseando exemplos de aplicac¸a˜o dos modelos nou-
tras a´reas. Este facto e´ justificado por os modelos considerarem o MAC em estado de
equil´ıbrio e, dada a grande variaˆncia das mu´ltiplas grandezas envolvidas, a aplicac¸a˜o de
estimadores multi-varia´vel apresentar elevada complexidade e os resultados da estimac¸a˜o
apresentarem normalmente baixa precisa˜o [BT03].
Este cap´ıtulo comec¸a por apresentar alguns exemplos de aplicac¸a˜o de modelos do MAC
IEEE 802.11 em outras a´reas que na˜o sejam a ana´lise de desempenho. As secc¸o˜es 4.2 e
4.3 propo˜em dois exemplos de aplicac¸a˜o do modelo em tempo real para obtenc¸a˜o de uma
estimativa do tempo de atraso total do protocolo MAC em cada no´. O primeiro exemplo
utiliza o modelo do protocolo MAC (descrito no Cap´ıtulo 3) de forma directa e e´ proposto
para uma rede onde todos os no´s geram tra´fego de forma homoge´nea (o nu´mero me´dio
de tramas geradas por cada no´ e´ aproximadamente igual para todos os no´s). O segundo
exemplo e´ mais realista porque aproxima o atraso total do protocolo MAC para o caso em
que os no´s geram tra´fego heteroge´neo. No entanto, so´ se consideram transmisso˜es de um
u´nico tipo de tramas (unicast ba´sico ou unicast RTS/CTS).
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Uma das aplicac¸o˜es dos modelos desenvolvidos para a norma IEEE 802.11 que apre-
senta mais trabalhos publicados e´ a estimac¸a˜o do nu´mero de no´s a competir pelo canal.
Estes trabalhos assumem tra´fego saturado e pretendem identificar o nu´mero de no´s no
canal para, na maioria das vezes, optimizar os paraˆmetros da norma. O trabalho [BT03]
apresenta um me´todo para estimac¸a˜o do nu´mero de no´s a competir pelo canal que utiliza
filtros de Kalman. Este me´todo ([BT03]) utiliza o modelo apresentado em [Bia00] para
descrever o nu´mero de no´s que esta˜o a aceder ao meio, dada a probabilidade condicional
de ocorrerem coliso˜es. Como esta relac¸a˜o e´ na˜o linear, e´ utilizada uma versa˜o estendida do
filtro de Kalman, o qual se baseia na observac¸a˜o das coliso˜es ocorridas no meio. Contudo,
a versa˜o estendida do filtro de Kalman assume um sistema dinaˆmico linear e gaussiano,
embora o nu´mero de no´s a competir pelo canal em func¸a˜o da probabilidade de colisa˜o seja
um sistema na˜o linear e na˜o gaussiano. Este facto e´ minimizado atrave´s da utilizac¸a˜o do
mecanismo de ajuste da variaˆncia das medidas obtidas (mecanismo CUSUM - ”cumula-
tive sum”). No entanto, o trabalho [BT03] e´ criticado em [MLL+04], pois a complexidade
da soluc¸a˜o dificulta a aplicac¸a˜o directa do me´todo em tempo real. Por isso, [MLL+04]
propo˜e um me´todo de aproximac¸a˜o do nu´mero de no´s a competir atrave´s da definic¸a˜o de
um conjunto de intervalos de nu´mero de no´s. Cada intervalo esta´ especificado para um
nu´mero de no´s a competir pelo canal, e o nu´mero de no´s contidos em cada intervalo au-
menta de forma exponencial a` medida que o nu´mero de no´s a competir tambe´m aumenta.
O trabalho [MLL+04] usa o throughput e o atraso definido em [Bia00] para identificar o
intervalo do nu´mero de no´s a competir. Este trabalho utiliza esse intervalo para adaptar
o valor mı´nimo da janela de contenc¸a˜o em cada um dos no´s a competir. O me´todo apre-
sentado em [LTVW06] e´ proposto para optimizar os paraˆmetros de contenc¸a˜o e e´ baseado
na estimac¸a˜o do nu´mero de no´s a competir pelo canal. Os autores utilizam um me´todo de
infereˆncia Bayesiana baseada no me´todo sequencial de Monte Carlo, sendo os paraˆmetros
de contenc¸a˜o optimizados a partir da distribuic¸a˜o estimada do nu´mero de no´s. Em ter-
mos de complexidade, esta soluc¸a˜o posiciona-se num n´ıvel interme´dio face aos trabalhos
apresentados em [BT03] e [MLL+04].
O trabalho [MCL07] aborda tambe´m a estimac¸a˜o de paraˆmetros na norma IEEE
802.11, tendo por base um modelo do protocolo MAC. Este trabalho descreve uma te´cnica
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para medir em tempo real a qualidade do canal 802.11. Partindo do modelo apresentado
em [Bia00], o trabalho monitoriza o canal para determinar a probabilidade condicional de
colisa˜o. A probabilidade de colisa˜o e´ depois utilizada num estimador de ma´xima verosimi-
lhanc¸a que aproxima o valor da probabilidade de existir insucesso na transmissa˜o devido a
outros factores que na˜o incluem as coliso˜es entre tramas. Estes factores esta˜o relacionados
com a qualidade do canal, tais como ru´ıdo no canal, a presenc¸a de no´s escondidos, etc.
4.2 Exemplo de aplicac¸a˜o para tra´fego homoge´neo
Esta secc¸a˜o apresenta um exemplo de aplicac¸a˜o do modelo do protocolo MAC (apresentado
no Cap´ıtulo 3) para estimar o tempo de atraso do protocolo MAC numa rede com tra´fego
homoge´neo. Considera-se a existeˆncia de tra´fego unicast e broadcast, e a rede pode operar
em ambos os estados de saturac¸a˜o e na˜o saturac¸a˜o.
Tal como se assumiu no Cap´ıtulo 3, considera-se que, quando um dos n no´s que cons-
titui a rede possui uma trama para transmitir, a transmissa˜o na˜o e´ imediata. O tempo
aleato´rio introduzido pelo backoff diminui a probabilidade de coliso˜es entre mu´ltiplas
transmisso˜es, mas dificulta a tarefa de estimac¸a˜o do atraso total do protocolo MAC. Neste
exemplo, recorre-se aos intervalos de espera em cada um dos estados de backoff e a` in-
formac¸a˜o obtida atrave´s do canal para obter uma estimativa do atraso total que cada
trama sofre, desde o momento em que e´ inserida na fila de espera ate´ ao momento em que
a sua transmissa˜o e´ finalizada.
Utilizando a definic¸a˜o do tempo de servic¸o (3.54) e substituindo em TSb(n) e TSu(n)
as equac¸o˜es (3.50), (3.51), (3.52) e (3.53), obte´m-se a expressa˜o
TS =pb
(
pQE
[
DIFS + TC1(n)
]
+ Γsbrd + TC1(n)
)
+ (1− pb)
(
pQE
[
DIFS + TC1(n)+
TCr(n)
]
+ pbasΓsbas + prtsΓ
s
rts + TC1(n) + (1− pQE)TCr(n)
)
, (4.1)
onde TC1(n) (dado por (3.46)) depende do valor esperado da durac¸a˜o do estado de backoff
(Tx(n)), e TCr(n) (equac¸a˜o (3.47)) depende de Tx(n), da probabilidade de aceder ao meio
τ (equac¸a˜o (3.18)) e do comprimento me´dio das tramas unicast. Substituindo (3.18) em
(3.47) e (3.46) e substituindo(3.47) e (3.55) em (4.1), e´ poss´ıvel determinar TS , sabendo
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previamente o nu´mero de no´s (n), o ritmo de gerac¸a˜o de tramas por no´ (λ), a probabilidade
de gerar tramas do tipo broadcast (pb), a distribuic¸a˜o do comprimento das tramas e o valor
esperado da durac¸a˜o do estado de backoff (Tx(n)). O atraso total do protocolo MAC
engloba, ale´m de TS , o tempo de espera na fila (TQ dado por (3.58)), o qual depende de
λ e de TS . Admitindo que todos os no´s utilizam a mesma distribuic¸a˜o para gerac¸a˜o do
comprimento de tramas, o tempo de espera no MAC (atraso total) pode ser determinado,
sabendo o valor dos paraˆmetros n, λ, pb e Tx, ou seja,
TD = f(n, λ, pb, Tx). (4.2)
Para utilizar a equac¸a˜o (4.2) e´ necessa´rio ter uma estimativa de n, λ, pb e Tx em
tempo real. Dado que o modelo que fundamenta (4.2) admite uma rede de salto u´nico,
cada no´ tem de estimar o nu´mero de no´s contidos na sua vizinhanc¸a. Como neste exemplo
se admite tra´fego homoge´neo, as estimativas de n, λ e pb podem ser obtidas directamente
da rede, bastando para isso observar o canal de transmissa˜o. Considerando que o canal
e´ observado durante o u´ltimo intervalo de tempo Test, caso sejam observadas um nu´mero
total de kT tramas durante o intervalo Test, a estimativa da probabilidade de gerac¸a˜o de
tramas broadcast, pˆb, para o instante t+ 1 e´ aproximada por
pˆb(t+ 1) =
kb
kT
. (4.3)
Cada no´ estima o nu´mero de no´s vizinhos (nˆ − 1), o qual e´ aproximado pelo nu´mero de
no´s de origem distintos observados nas tramas transmitidas no meio durante o tempo de
observac¸a˜o Test. A estimativa do ritmo de gerac¸a˜o de tramas por no´ durante o intervalo
Test e´ obtida utilizando a estimativa nˆ e e´ dada por
λˆ(t+ 1) =
kT
(nˆ(t+ 1)− 1)Test . (4.4)
Dado que se considera tra´fego homoge´neo, cada no´ valida a carga estimada λˆ(t+ 1) com
a carga gerada pelo pro´prio no´.
Para estimar o tempo me´dio de atraso sentido por estado de backoff (Tx), cada no´
realiza amostragens do tempo de atraso nas u´ltimas q etapas de backoff. Note-se que o
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nu´mero de estados de backoff aplicados nas q etapas amostradas e´ varia´vel, pois os valores
sa˜o aleato´rios e dependem dos diferentes comprimentos da janela de contenc¸a˜o, que sa˜o
func¸a˜o do nu´mero de retransmisso˜es aplicados a cada trama. Para a etapa de backoff
d, um no´ executa Jd estados de backoff escolhidos uniformemente a partir do intervalo
[0,Wd − 1]. Definindo T j,dχ como sendo o tempo de contenc¸a˜o no estado de backoff j que
ocorre na etapa d, o tempo me´dio de contenc¸a˜o na etapa de backoff d e´ dado por
T dx =
1
Jd
Jd∑
h=1
T h,dx . (4.5)
A estimativa de Tx e´ obtida aplicando um filtro de me´dia deslizante, ou seja,
Tˆx(t+ 1) = αT 1x +
1− α
q − 1
q∑
d=2
T dx , (4.6)
onde α e´ um peso do filtro e q e´ o nu´mero de amostras utilizadas pelo filtro. Note-se que
T 1x representa o tempo me´dio de contenc¸a˜o na u´ltima etapa de backoff ocorrida.
A qualidade da estimativa de Tx e´ avaliada atrave´s de simulac¸o˜es [Inf07]. Para isso,
define-se uma rede composta por 10 no´s fixos que utilizam o protocolo IEEE 802.11b
DSSS com a parametrizac¸a˜o utilizada na validac¸a˜o do modelo no Cap´ıtulo 3. Os restantes
paraˆmetros utilizados nas simulac¸o˜es encontram-se definidos na Tabela 4.1. Sa˜o definidos 4
intervalos com diferentes padro˜es de carga gerada a partir de uma distribuic¸a˜o exponencial.
Do instante de simulac¸a˜o 0 ate´ ao instante simulac¸a˜o t = 250s (intervalo A), cada no´ gera
em me´dia (λ) 30 tramas por segundo. A partir de t = 250s ate´ t = 500s (intervalo
B), λ toma o valor me´dio de 45 tramas/segundo/no´. Entre t = 500s e t = 750s, λ
baixa para 20 tramas/s/no´, e no intervalo final 750 < t ≤ 1000 os no´s geram 50 tramas
por segundo. Nos intervalos A e C, a intensidade de tra´fego (ρ) em estado de equil´ıbrio
Tabela 4.1: Paraˆmetros de simulac¸a˜o utilizados na estimac¸a˜o do tempo de atraso do
protocolo MAC.
ritmo de transmissa˜o ba´sico 1 Mbps distribuic¸a˜o do comprimento das tramas uniforme
ritmo de transmissa˜o de dados 1 Mbps Tempo de simulac¸a˜o 1000 s
pb 0.25 tamanho das filas de espera (K) 200 tramas
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(determinado utilizando o modelo com a parametrizac¸a˜o das simulac¸o˜es) toma o valor
0.275 e 0.104, respectivamente. Nos outros intervalos, a rede encontra-se com mais carga
de dados (ρ = 0.617 e ρ = 0.712 para os intervalos B e D, respectivamente). Cada um dos
10 no´s gera tramas com comprimento varia´vel amostrado uniformemente no intervalo [1,
2304].
A Figura 4.1 apresenta os resultados de simulac¸a˜o dos valores do tempo de contenc¸a˜o
me´dio por cada etapa de backoff d (T dx ) executada por um determinado no´. Como seria
de esperar, o aumento de carga na rede origina um aumento do valor de T dx devido ao
aumento da contenc¸a˜o. O inverso tambe´m e´ verdadeiro. A figura apresenta ainda os
valores de Tx em estado de equil´ıbrio (representados com a linha azul) obtidos aplicando
a parametrizac¸a˜o da rede utilizada em cada um dos quatro intervalos de carga ao modelo
apresentado no Cap´ıtulo 3.
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Figura 4.1: Dados de simulac¸a˜o para os valores de T dx para cada etapa de backoff d
executada num dado no´.
Parametrizou-se o filtro (4.6) com q = 20 e α = 0.1 com o objectivo de o aplicar
aos dados apresentados na Figura 4.1, tendo-se definido um segundo para o intervalo de
observac¸a˜o Test utilizado para determinar nˆ, λˆ e pˆb. Os resultados obtidos com o filtro
sa˜o apresentados na Figura 4.2, a qual tambe´m representa os valores de Tx em estado de
equil´ıbrio obtidos com o modelo (a mesma linha azul representada na Figura 4.1). Os
resultados da Figura 4.2 mostram que a parametrizac¸a˜o de α e de q fazem com que o filtro
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Figura 4.2: Estimativa de Tˆx obtida com o filtro de me´dia deslizante (q = 20 e α = 0.1).
(4.6) apresente um comportamento do tipo passa-baixo.
Tendo as estimativas nˆ(t+1), λˆ(t+1), pˆb(t+1) e Tˆx(t+1), o valor estimado do atraso
total do protocolo MAC e´ obtido aplicando a equac¸a˜o (4.2)
TˆD(t+ 1) = f
(
nˆ(t+ 1), λˆ(t+ 1), pˆb(t+ 1), Tˆx(t+ 1)
)
. (4.7)
Inicialmente definiu-se um conjunto de valores (domı´nio) para cada varia´vel. Usaram-
se os valores n = {1, 2, ..., 10} no´s, λ = {2, 4, 6, ..., 66, 68, 70} tramas por segundo, pb =
{0.1, 0.2, ..., 0.9, 1.0} e Tx = {0.2, 0.4, 0.6, ..., 6.6, 6.8, 7.0} × 10−4 segundos. Para cada
uma das combinac¸o˜es de elementos dos quatro conjuntos, determinou-se o valor de TD
atrave´s da aplicac¸a˜o do modelo apresentado no Cap´ıtulo 3. Todos os valores de TD foram
guardados numa tabela a quatro dimenso˜es, indexados atrave´s dos valores do domı´nio
(n, λ, pb, Tx). A tabela e´ utilizada para aproximar o valor de TD em tempo real, utilizando
para isso um interpolador linear. A Figura 4.3 ilustra o atraso total do protocolo MAC (TD)
para o cena´rio de carga anteriormente definido. A Figura 4.4 representa a estimativa do
atraso total do protocolo MAC obtida atrave´s do interpolador. Os resultados comprovam
que o estimador aproxima o tempo de atraso total do protocolo MAC. Atrave´s da Figura
4.4 observa-se que TD varia com a carga da rede, e a envolvente dos valores da estimativa
de TD aproximam-se da envolvente de TD. A Figura 4.5 apresenta o erro de interpolac¸a˜o
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normalizado, sendo definido como a distaˆncia entre o valor de TˆD (dado pela expressa˜o
(4.2)) e o valor de TD aproximado pelo interpolador, normalizada pelo valor de TˆD. Este
erro e´ func¸a˜o da granularidade dos valores que integram a tabela a quatro dimenso˜es usados
pelo interpolador. A figura ilustra o instante da simulac¸a˜o em que o erro de interpolac¸a˜o
atinge o seu ma´ximo, concluindo-se que o erro de interpolac¸a˜o se situa sempre abaixo de
8%.
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Figura 4.3: Dados de simulac¸a˜o para os valores de TD.
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Figura 4.4: Estimativa de TD obtida atrave´s do interpolador.
Este exemplo utiliza o modelo do protocolo MAC para calcular os valores guardados na
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Figura 4.5: Erro de interpolac¸a˜o na obtenc¸a˜o de TD para um dado intervalo de simulac¸a˜o.
tabela de interpolac¸a˜o. O exemplo e´ pouco realista porque e´ assumido tra´fego homoge´neo
e, a menos que todos os no´s estejam saturados, a probabilidade de uma rede na˜o saturada
se encontrar numa situac¸a˜o de tra´fego homoge´neo e´ muito baixa. Ao se assumir tra´fego
homoge´neo, nenhum no´ podera´ estimar o tempo de servic¸o sem que tenha algumas tramas
para transmitir, pois sa˜o as transmisso˜es de tramas efectuadas no passado que permitem
obter a estimativa do tempo me´dio de durac¸a˜o de um estado de backoff. Descreve-se na
pro´xima secc¸a˜o outro exemplo de aplicac¸a˜o do modelo onde na˜o e´ necessa´rio que um no´
tenha tramas para transmitir para estimar o tempo de atraso me´dio do protocolo MAC.
4.3 Exemplo de aplicac¸a˜o para tra´fego heteroge´neo
Esta secc¸a˜o apresenta um exemplo de aplicac¸a˜o de um modelo do MAC onde, ao contra´rio
do exemplo apresentado na secc¸a˜o anterior, na˜o se utilizam resultados obtidos directamente
a partir do modelo proposto no Cap´ıtulo 3. Baseando-se no conhecimento adquirido com o
modelo, este exemplo segue uma metodologia que permite determinar o tempo de servic¸o
do protocolo MAC (TS) e posteriormente o atraso total do protocolo MAC (TD) para
tra´fego heteroge´neo. Neste exemplo considera-se a existeˆncia de tramas de um so´ tipo
unicast (RTS/CTS ou ba´sico).
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4.3.1 Aproximac¸a˜o do tempo de servic¸o
Tal como se descreveu no Cap´ıtulo 2, cada estado de backoff representa uma quantidade
de tempo de contenc¸a˜o, a qual e´ func¸a˜o da ocupac¸a˜o do canal. Se o canal se encontrar livre
durante todo o estado de backoff, este durara´ a quantidade fixa de tempo de monitorac¸a˜o
definida na norma (slot time representado por σ). Mas como o canal pode ser utilizado
por outros no´s durante um estado de backoff, caso o canal se encontre ocupado durante o
intervalo σ, o estado de backoff e´ prolongado ate´ que o canal se encontre novamente livre.
Nesta situac¸a˜o, este estado de backoff tera´ uma durac¸a˜o superior a σ.
Neste exemplo todos os no´s monitorizam o canal de forma cont´ınua, a fim de obter
estat´ısticas acerca da sua ocupac¸a˜o. Mesmo que um no´ na˜o se encontre a executar um
backoff, usa os intervalos de monitorac¸a˜o para identificar os instantes em que o canal se
encontra livre (intervalos de monitorac¸a˜o livres, com durac¸a˜o σ) e intervalos em que o
canal se encontra ocupado. A Figura 4.6 exemplifica a durac¸a˜o dos diferentes intervalos
de monitorac¸a˜o do canal de um determinado no´. Cada no´ identifica o canal livre durante
o intervalo σ, ou ocupado durante o intervalo Γs devido a existirem transmisso˜es com
sucesso, ou ocupado por coliso˜es com durac¸a˜o Γc.
? ??s??? ? ? ?c ?s ?c?? ?? ?? ?? ????
Figura 4.6: Diferentes durac¸o˜es dos intervalos de monitorac¸a˜o do canal: durac¸a˜o fixa σ
quando o canal se encontra livre; durac¸a˜o Γs ou Γc quando o canal se encontra ocupado
devido a uma transmissa˜o com sucesso ou uma colisa˜o.
A durac¸a˜o de um intervalo de monitorac¸a˜o quando o canal se encontra ocupado por
uma transmissa˜o com sucesso de um dos seus no´s vizinhos e´ dada por
Γs =
 RTS + E[p] + CTS + 3SIFS +ACK + 4δ +DIFS unicast modo RTS/CTSE[p] + SIFS + 2δ +ACK +DIFS unicast modo ba´sico ,
(4.8)
onde E[p] representa o tempo de ocupac¸a˜o do canal devido a` transmissa˜o da trama (in-
cluindo os cabec¸alhos e o preaˆmbulo associados ao n´ıvel f´ısico e sub-n´ıvel MAC). Da mesma
forma, a durac¸a˜o do intervalo de monitorac¸a˜o quando o canal se encontra ocupado por
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uma colisa˜o entre va´rias tramas de dados e´ dada por
Γc =
 RTS + EIFS + δ unicast modo RTS/CTSE[p] + EIFS + δ unicast modo ba´sico . (4.9)
Caso se assuma um comprimento de tramas constante o paraˆmetro E[p] e´ conhecido.
Consequentemente, Γs e Γc tambe´m sa˜o conhecidos, pois os restantes paraˆmetros de que
dependem sa˜o constantes temporais definidas na norma IEEE 802.11.
Considere-se uma rede de salto u´nico onde um no´ j tem um conjunto finito de no´s vi-
zinhos N = {1, 2, ..., n}. A probabilidade de o no´ j comec¸ar a transmitir num determinado
slot e´ representada por τj . Assumindo tra´fego heteroge´neo, pode ter-se τa 6= τb(a, b ∈ N )
em estado de equil´ıbrio. A probabilidade de o no´ j encontrar o canal livre durante um
estado de backoff esta´ relacionada com a probabilidade de na˜o encontrar nenhum dos seus
vizinhos a aceder ao canal, e e´ representada por 1
pji =
∏
k∈N
(1− τk). (4.10)
A probabilidade de o no´ j encontrar o canal ocupado devido a uma transmissa˜o com
sucesso realizada pelo seu vizinho u esta´ relacionada com o facto de o vizinho u ser o
u´nico no´ a aceder ao canal e e´ dada por
pjs =
n∑
u=1
τu ∏
k∈N\{u}
(1− τk)
 . (4.11)
A probabilidade de o no´ j encontrar o canal ocupado devido a coliso˜es entre tramas e´ repre-
sentada pelo subconjunto de casos em que o canal se encontra ocupado (com probabilidade
1− pji ), excluindo os casos de transmisso˜es com sucesso, ou seja,
pjc = 1− pji − pjs. (4.12)
Uma vez que so´ se considera neste exemplo tra´fego do tipo unicast, o valor esperado da
1Nesta secc¸a˜o adopta-se a notac¸a˜o xh para descrever a grandeza x associada ao no´ h, e utiliza-se a
notac¸a˜o (a)b para expressar a operac¸a˜o de exponenciac¸a˜o com base a e expoente b.
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durac¸a˜o de um estado de backoff dado por (3.45) resume-se a
Tx = p
j
iσ + p
j
sΓ
s + pjcΓ
c. (4.13)
Neste exemplo, o valor de Tx e´ aproximado a partir do canal. Assumindo que cada no´
monitoriza o canal nos u´ltimos B intervalos de monitorac¸a˜o (slots), e sejam I, S e C os
conjuntos de intervalos de monitorac¸a˜o em que o canal foi encontrado livre, ocupado por
transmisso˜es com sucesso, ou ocupado devido a` existeˆncia de coliso˜es, respectivamente.
As probabilidades pji , p
j
s e p
j
c podem ser aproximados em tempo real pelas frequeˆncias
relativas dadas por
pˆji = |I|/B, (4.14)
pˆjs = |S|/B, (4.15)
pˆjc = |C|/B, (4.16)
onde |S| representa a cardinalidade do conjunto S.
Sabendo Tx (dado por (4.13)), o tempo de contenc¸a˜o me´dio para cada etapa de backoff
k e´ dada por
TC(k) =
Wk − 1
2
Tx, (4.17)
onde Wk representa a janela de contenc¸a˜o representada em (2.1), e k ∈ {1, ...,m}.
Cada transmissa˜o pode comec¸ar em diferentes estados lo´gicos da norma 802.11 e o
tempo de servic¸o para cada um deles e´ caracterizado de forma distinta. Ao contra´rio da
simplificac¸a˜o que se assumiu no modelo apresentado no Cap´ıtulo 3 (que facilitava a com-
putac¸a˜o nume´rica do modelo), considera-se agora que, no in´ıcio de uma nova transmissa˜o,
o no´ pode na˜o efectuar o pre-backoff, transmitindo imediatamente, caso o canal se encon-
tre livre durante o per´ıodo de espera inicial DIFS. Quando um no´ acede ao canal e este
fica ocupado durante o intervalo mı´nimo de espera DIFS, o que sucede com probabilidade
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1− pψ, o tempo me´dio de servic¸o e´ aproximado por
T1 = TC(1) + Γs +
m∑
k=2
(1− pji )k−1(TC(k) + Γc), (4.18)
onde TC(1) representa o tempo me´dio de durac¸a˜o do pre-backoff, Γs e´ o tempo de ocupac¸a˜o
do canal devido a` transmissa˜o, e
∑m
k=2(1− pji )k−1(TC(k) + Γc) representa o tempo me´dio
atribu´ıdo a`s m− 1 poss´ıveis tentativas de retransmissa˜o.
Caso o canal seja inicialmente encontrado livre durante toda a durac¸a˜o do intervalo
DIFS, o que sucede com probabilidade pψ, o no´ pode aceder logo ao canal e o valor me´dio
do tempo de servic¸o e´ aproximado por
T2 = p
j
iΓ
s + (1− pji )
[
Γs +
m∑
k=2
(1− pji )k−1(TC(k) + Γc)
]
, (4.19)
onde pjiΓ
s representa o caso em que o canal e´ encontrado livre e o no´ na˜o aplica o pre-
backoff, sendo o tempo de servic¸o o tempo de ocupac¸a˜o do canal devido a` transmissa˜o
(que inclui o intervalo DIFS). Em (4.19) a componente (1− pji )
[
Γs +
∑m
k=2(1− pji )k−1
(TC(k) + Γc)
]
representa o tempo me´dio na situac¸a˜o em que falha pelo menos a primeira
tentativa de transmissa˜o.
Quando uma trama se encontra na cabec¸a da fila de espera e o post-backoff da trans-
missa˜o anterior ainda conte´m l estados para decrementar, o valor me´dio esperado do tempo
de servic¸o e´ dado por
T3 = lT jx + Γ
s +
m∑
k=2
(1− pji )k−1(TC(k) + Γs), (4.20)
onde lT jx representa o tempo do post-backoff que ainda falta para o no´ ter acesso ao meio,
Γs representa a ocupac¸a˜o do meio pela primeira tentativa de transmissa˜o e
∑m
k=2(1 −
pji )
k−1(TC(k) + Γc) e´ o valor esperado da durac¸a˜o das poss´ıveis m − 1 tentativas de re-
transmissa˜o.
O tempo de servic¸o me´dio esperado e´ neste caso dado por
TS = pϑ [(1− pψ)T1 + pψT2] + (1− pϑ)T3. (4.21)
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As equac¸o˜es (4.18) e (4.19) esta˜o associadas a situac¸o˜es onde a transmissa˜o da trama se
realiza com a fila de espera vazia. Da´ı T1 e T2 estarem multiplicadas pela probabilidade
de a fila de espera se encontrar vazia (pϑ). Ja´ a equac¸a˜o (4.20) descreve o tempo de
servic¸o para o caso de post-backoff, estando por isso multiplicado pela probabilidade de a
fila na˜o se encontrar vazia (1 − pϑ). pψ representa a probabilidade de encontrar o canal
livre durante o intervalo DIFS. Ambas as probabilidades pϑ e pψ podem ser estimadas
localmente, atrave´s da observac¸a˜o do canal e da fila de espera do protocolo MAC.
Tendo pˆji , pˆ
j
s e pˆ
j
c e conhecendo as probabilidades pϑ e pψ, e´ poss´ıvel aproximar o
tempo de servic¸o. Mas, em tempo real, tera´ de se ter em atenc¸a˜o a durac¸a˜o varia´vel do
intervalo de monitorac¸a˜o. Enquanto que o intervalo de monitorac¸a˜o livre dura σ, assume-
se que o canal e´ efectivamente observado ocupado durante o intervalo Γtx = Γs −DIFS,
o que e´ poss´ıvel, considerando que a durac¸a˜o do timeout da trama ACK e´ igual ao tempo
necessa´rio para receber a trama ACK quando a transmissa˜o tem sucesso. Desta forma, a
probabilidade de o canal se encontrar livre durante o intervalo DIFS (que e´ um intervalo
fixo com durac¸a˜o 2.5σ) toma em atenc¸a˜o a durac¸a˜o varia´vel do intervalo de monitorac¸a˜o
e e´ dada por
pˆψ ≈ (pˆjiσ)/(pˆjiσ + (1− pˆji )Γtx). (4.22)
Para estimar pϑ amostra-se periodicamente o nu´mero de tramas em espera para trans-
missa˜o. Seja q a soma do nu´mero de tramas em espera amostradas nos B intervalos de
monitorac¸a˜o (utilizados em (4.14), (4.15) e (4.16)), a probabilidade de a fila se encontrar
vazia e´ aproximada por
pˆϑ = 1− q/(BK), (4.23)
onde K representa o tamanho da fila de espera (em tramas). Dado que os intervalos de
monitorac¸a˜o sa˜o varia´veis, utiliza-se a frequeˆncia de amostragem 1/(pjiσ + (1 − pji )), o
qual toma em conta a durac¸a˜o me´dia do intervalo de monitorac¸a˜o e e´ uma aproximac¸a˜o
semelhante a` utilizada em [DLLM06], onde a probabilidade condicional da chegada de
novas tramas a` fila de espera para intervalos de monitorac¸a˜o livres e ocupados e´ considerada
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proporcional ao comprimento dos intervalos. Por fim, l em (4.20) e´ aproximado pelo
comprimento me´dio da janela de contenc¸a˜o, dado por (W1 − 1)/2, o qual corresponde ao
caso em que pelo menos uma trama se encontra na fila de espera quando e´ finalizada a
transmissa˜o da trama anterior.
4.3.2 Resultados experimentais
Os resultados experimentais apresentados nesta sub-secc¸a˜o foram obtidos com uma rede
de salto u´nico, onde 10 no´s enviam tramas de comprimento fixo com 2000 bytes de dados
u´teis. As simulac¸o˜es realizadas com o simulador ns-2 [Inf07] utilizaram a parametrizac¸a˜o
apresentada na Tabela 4.2.
A Figura 4.7 ilustra o valor das probabilidades 1− pˆji = pˆjs+ pˆjc e pˆjc obtidas em tempo
real pelo no´ j aplicando (4.14), (4.15) e (4.16). As tramas sa˜o geradas de acordo com uma
distribuic¸a˜o exponencial, e o ritmo me´dio de gerac¸a˜o de tramas varia para cada simulac¸a˜o
(os pontos da figura referem-se aos valores de carga na rede - entre 1 trama/no´/s ate´ 60
tramas/no´/s). Neste cena´rio (cena´rio A), a me´dia do ritmo de gerac¸a˜o de tramas e´ igual
para todos os no´s (tra´fego homoge´neo). A figura identifica as duas regio˜es de operac¸a˜o da
rede, sendo que a rede se apresenta saturada para um ritmo de gerac¸a˜o de tramas superior
a 420 tramas/s.
A Figura 4.8 ilustra os valores de 1− pˆji = pˆjs + pˆjc e pˆjc obtidos num cena´rio de carga
heteroge´neo onde um dos no´s (no´ 1) gera cerca de 75% do tra´fego total da rede, enquanto
que os restantes nove geram os restantes 25%. As duas curvas a ponteado representam
os valores das probabilidades apresentadas na Figura 4.7 e permitem comparar os valores
nos cena´rios de tra´fego homoge´neo e heteroge´neo. Como se observa, as probabilidades
Tabela 4.2: Parametrizac¸a˜o da simulac¸a˜o e da norma IEEE 802.11b DSSS utilizada nos
resultados experimentais.
SIFS 10 µs ritmo de transmissa˜o de dados 11 Mbps
DIFS 50 µs φ 416 µs
EIFS 364 µs ACK 304 µs
σ 20 µs Atraso de Propagac¸a˜o (δ) 1µs
Etapas de backoff (m) 7 ACK Timeout 304 µs
W0 32 Tempo de Simulac¸a˜o 100 s
Comprimento da fila de espera (K) 20 Comprimento das tramas 2000 bytes
Comprimento da janela de amostragem (B) 6000 Mecanismo de transmissa˜o ba´sico
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Figura 4.7: Me´dia da estimativa dos valores de pjs e de p
j
c obtida pelo no´ j num cena´rio
de tra´fego homoge´neo - cena´rio A.
de colisa˜o e os intervalos de monitorac¸a˜o ocupados diminuem no cena´rio de tra´fego he-
teroge´neo. Esta observac¸a˜o e´ justificada pelo facto da probabilidade de duas ou mais
transmisso˜es colidirem diminuir quando o tra´fego e´ heteroge´neo. Havendo menos coliso˜es,
existem menos retransmisso˜es e o canal tende a ser monitorizado livre num maior nu´mero
de intervalos de monitorac¸a˜o.
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Figura 4.8: Me´dia da estimativa dos valores de pjs e de p
j
c obtida pelo no´ j num cena´rio
de tra´fego heteroge´neo - cena´rio B.
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Figura 4.9: Me´dia da estimativa e dos valores reais (obtidos atrave´s de simulac¸a˜o) do
tempo de servic¸o (TS) para o cena´rio de carga homoge´nea (cena´rio A).
A Figura 4.9 representa a me´dia dos tempos de servic¸o estimados por um no´ que
pertence ao cena´rio de simulac¸a˜o A (tra´fego homoge´neo). A me´dia do tempo de servic¸o
estimado e´ comparada ao tempo de servic¸o real medidos no MAC do mesmo no´ (designado
no gra´fico por ”Real”). Os resultados aferem a precisa˜o da estimac¸a˜o a longo prazo,
identificando uma regia˜o onde a precisa˜o do estimador diminui, a qual ocorre pro´ximo
da transic¸a˜o de na˜o saturac¸a˜o para saturac¸a˜o de tra´fego (perto do valor de carga 400
tramas/s, para valores de ρ entre 0.47 (λ = 350 tramas/s) e 0.57 (λ = 450 tramas/s)).
As Figuras 4.10 e 4.11 ilustram um gra´fico das mesmas grandezas para o cena´rio de carga
heteroge´nea (cena´rio B). A Figura 4.10 mostra o tempo de servic¸o real e estimado de um
dos nove no´s que originam cerca de 25% da carga da rede. A Figura 4.11 refere-se ao no´
que gera cerca de 75% da carga total da rede. Observa-se para os dois tipos de no´s (Figuras
4.10 e 4.11) que a transic¸a˜o da regia˜o de na˜o saturac¸a˜o para saturac¸a˜o e´ mais lenta do
que no caso de tra´fego homoge´neo (comparado com a Figura 4.9). Tal como esperado, o
tempo de servic¸o e´ maior para os no´s com carga inferior, pois o canal e´ encontrado mais
vezes ocupado por um dos nove no´s que originam 25% da carga do que pelo no´ que origina
75% da carga total da rede.
A Figura 4.12 representa a me´dia das probabilidades de a fila de espera se encontrar
vazia, apresentando as medidas/estimativas relativas ao cena´rio B para o no´ que gera 75%
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Figura 4.10: Me´dia dos valores do tempo de servic¸o estimados e reais para o cena´rio B -
valores estimados/medidos por um dos 9 no´s com carga baixa.
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Figura 4.11: Me´dia dos valores do tempo de servic¸o estimados e reais para o cena´rio B -
valores estimados/medidos pelo no´ que origina 75% da carga total da rede.
do tra´fego (no´ 1), e para um dos nove no´s que gera os restantes 25% (no´ 5). Os resultados
indicam que o no´ que gera mais carga apresenta valores inferiores de pϑ, o que se justifica
pelo facto de este no´ ter um maior ra´cio entre o ritmo de gerac¸a˜o de tramas e o ritmo de
servic¸o de tramas.
A Figura 4.13 ilustra os resultados do erro de estimac¸a˜o, utilizando dois valores di-
ferentes para o nu´mero de amostras recolhidas para efectuar a estimac¸a˜o (B). O erro e´
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Figura 4.13: Erro da estimativa para duas dimenso˜es do conjunto de amostras do estimador
(B).
apresentado em percentagem, sendo normalizado pelo tempo de servic¸o me´dio medido em
cada no´. Os resultados sa˜o obtidos para o valor de carga de 500 tramas/s e com o mesmo
cena´rio da Figura 4.10. O erro e´ inferior a 1% depois de 2 segundos de tempo de simulac¸a˜o
para ambos os valores de B utilizados, e nunca cresce mais de 7% a partir do instante em
que se encontram amostradas as B amostras usadas no estimador.
Os resultados obtidos neste exemplo expressam o comportamento mais vantajoso da
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norma quando o tra´fego da rede e´ heteroge´neo (face a tra´fego homoge´neo com o mesmo
valor de carga). O estimador apresentado, embora muito simples, gera estimativas com
precisa˜o satisfato´ria sem necessitar de grande capacidade de computac¸a˜o. No entanto,
caso o tra´fego gerado em cada um dos no´s varie rapidamente o padra˜o de gerac¸a˜o das
tramas (que neste caso e´ amostrado a partir de uma distribuic¸a˜o exponencial, cuja me´dia
e´ constante), este estimador na˜o e´ recomendado porque na˜o considera a variaˆncia ou
momentos estat´ısticos de ordem superior na amostragem dos intervalos de monitorac¸a˜o
do canal. Este campo levanta grandes oportunidades para desenvolvimento de trabalho
futuro, nomeadamente na aplicac¸a˜o de te´cnicas da teoria de estimac¸a˜o, as quais podera˜o
utilizar paradigmas mais avanc¸ados na estimac¸a˜o do tempo de servic¸o.
Cap´ıtulo 5
Localizac¸a˜o de recursos em redes
ad hoc mo´veis
Os servic¸os de localizac¸a˜o de recursos em redes ad hoc mo´veis sa˜o usados para obter a
localizac¸a˜o de um ou mais recursos dispon´ıveis na rede, os quais podem ser materializados
em ficheiros, recursos computacionais, etc. Os protocolos de encaminhamento sa˜o um tipo
particular de servic¸o de localizac¸a˜o, onde os recursos a localizar sa˜o os enderec¸os dos no´s
para onde se deseja enviar informac¸a˜o. Os algoritmos de localizac¸a˜o de recursos assumem
particular importaˆncia, pois os protocolos de n´ıveis superiores dependem do seu desem-
penho, influenciando significativamente o comportamento total da pilha de protocolos dos
no´s.
Nas redes ad hoc mo´veis, caracterizadas pela falta de infra-estrutura fixa e pela
existeˆncia de conexo˜es sem fios suportadas por mu´ltiplos no´s, o problema da realizac¸a˜o
da localizac¸a˜o de recursos e´ ainda mais complexo do que em redes onde a infra-estrutura
e a natureza das suas conexo˜es sa˜o mais esta´veis. A falta de garantias de fiabilidade,
associada nomeadamente a` mobilidade dos no´s e a` dependeˆncia temporal dos canais sem
fios, invalida a utilizac¸a˜o dos servic¸os de localizac¸a˜o tradicionalmente executados nas redes
infra-estruturadas. Estes incluem os servic¸os de localizac¸a˜o centralizados e alguns servic¸os
infra-estruturados utilizando topologias virtuais, os quais apresentam elevados custos as-
sociados a` entrega da informac¸a˜o aos diferentes no´s da rede quando realizados em redes ad
hoc mo´veis (quer em desperd´ıcio de largura de banda, quer ao n´ıvel energe´tico). Outro dos
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problemas associado a` localizac¸a˜o de recursos em redes ad hoc IEEE 802.11 e´ a quantidade
de tra´fego broadcast utilizada no processo. Tal como foi estudado no cap´ıtulo 3, a` me-
dida que os ritmos utilizados para tra´fego unicast aumentam, indicando melhor qualidade
dos canais, o aumento de tra´fego broadcast diminui o desempenho do protocolo MAC.
Dessa forma, os algoritmos de localizac¸a˜o devem ser desenhados de forma a minimizar a
quantidade de tra´fego broadcast gerado.
Este cap´ıtulo aborda a problema´tica da localizac¸a˜o de recursos em redes ad hoc mo´veis,
apresentando um algoritmo para organizac¸a˜o da topologia da rede baseado na constituic¸a˜o
de uma rede virtual hiera´rquica (RVH) atrave´s de agrupamento de no´s. O algoritmo
organiza a rede virtual de forma a atenuar o efeito da mobilidade e da carga da rede
na gesta˜o da topologia. Apo´s a descric¸a˜o do algoritmo, analisam-se algumas melhorias
relativas a` proposta inicial, tendo em conta a mobilidade dos no´s e a natureza do sub-n´ıvel
MAC. Na parte final do cap´ıtulo, exploram-se as capacidades do algoritmo de organizac¸a˜o
da topologia atrave´s de dois algoritmos de localizac¸a˜o de recursos com diferentes n´ıveis
de informac¸a˜o da vizinhanc¸a. Neste cap´ıtulo e´ assumido que na˜o existe disponibilidade
de informac¸a˜o geogra´fica relativa a` posic¸a˜o onde se encontra cada um dos no´s, o que
e´ particularmente verdadeiro em cena´rios de transmissa˜o no interior de edif´ıcios. Os
algoritmos descritos sa˜o propostos para redes ad hoc mo´veis IEEE 802.11.
5.1 Introduc¸a˜o
Os servic¸os de localizac¸a˜o tradicionalmente associados a`s redes infra-estruturadas baseiam-
se em conexo˜es permanentes (usando maioritariamente o protocolo TCP - Transmission
Control Protocol), que na˜o se adaptam a cena´rios onde existe mobilidade dos no´s. A mo-
bilidade origina estados de incoereˆncia entre a topologia virtual desenvolvida para efectuar
a localizac¸a˜o do recurso e a topologia real da rede, resultando num grande desperd´ıcio da
largura de banda dispon´ıvel e numa elevada taxa de na˜o localizac¸a˜o dos recursos requeri-
dos.
Os servic¸os de localizac¸a˜o sa˜o normalmente classificados em duas grandes classes,
dependendo de como e´ efectuada a procura:
• se e´ utilizado um mecanismo de procura orientada (guiada) por um conjunto de no´s
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espec´ıficos;
• se e´ utilizada uma aproximac¸a˜o do tipo inundac¸a˜o de rede.
Os mecanismos de procura orientada sa˜o usados em servic¸os estruturados de peer-
to-peer (P2P) (exemplo Pastry [RD01], Tapestry [HKRZ02], Gnutella [TK02], FastTrack
[Pee01], etc.) e em servic¸os de directo´rio (LDAP [HSG03]). Neste caso, a informac¸a˜o de
indexac¸a˜o e´ gerada quando e´ criado um novo recurso e e´ guardada num subconjunto de
no´s. Cada no´ e´ responsa´vel por um subconjunto dos ı´ndices da base de dados de ı´ndices.
Estes mecanismos criam tambe´m a informac¸a˜o necessa´ria para encaminhar os pedidos de
localizac¸a˜o para os no´s que possuem o recurso. Contudo, a procura orientada por um
conjunto de no´s espec´ıficos apresenta frequentemente um baixo desempenho em redes ad
hoc mo´veis porque:
• a manutenc¸a˜o das tabelas de encaminhamento da rede P2P apresenta um custo
muito elevado em redes mais insta´veis [BP98];
• e´ muito ineficiente concentrar a informac¸a˜o dos ı´ndices num no´ potencialmente
insta´vel.
No entanto, alguns dos algoritmos de localizac¸a˜o de recursos em redes ad hoc mo´veis apli-
cam algumas das caracter´ısticas organizacionais das redes estruturadas P2P. O protocolo
Dynamic P2P Source Routing (DPSR) [HDP03] explora o compromisso entre a utilizac¸a˜o
de memo´ria e a probabilidade de falha no caminho de encaminhamento: recorrendo a`
organizac¸a˜o das redes estruturadas do tipo P2P, os no´s so´ guardam no seu reposito´rio
um subconjunto de caminhos, em vez de guardarem o caminho completo para todos os
destinos. Outro protocolo, Kelop [BL03], usa a informac¸a˜o contida nas tabelas de en-
caminhamento e alguns mecanismos de perda de coereˆncia para melhorar o desempenho
de sistemas P2P estruturados sobre redes ad hoc mo´veis. Contudo, estes dois protocolos
exibem baixo desempenho para redes em que os no´s apresentem alta mobilidade, pois a
mobilidade dos no´s na˜o e´ tida em conta no seu desenho.
Os algoritmos de localizac¸a˜o baseados em inundac¸a˜o da rede (utilizados em diversos
protocolos, incluindo os protocolos Service Location Protocol [EG99], Web Services Dyna-
mic Discovery [J. 05], e sendo parte integrante de diversos algoritmos de encaminhamento
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para redes ad hoc, tais como, [PR99] e [JM96]) esta˜o mais adaptados a`s redes ad hoc
mo´veis devido aos custos de registo de os no´s serem nulos. No entanto, a fase de busca
pode originar um grande consumo da largura de banda dispon´ıvel. Geralmente, os recur-
sos sa˜o localizados inundando a rede com um pedido de localizac¸a˜o de recurso (query).
A query e´, no pior caso (denominado inundac¸a˜o pura), retransmitida uma vez por todos
os no´s que a recebam, de forma a ser propagada a todos os no´s da rede. Assim, todos os
no´s vizinhos sera˜o ”inundados”pelo pedido de localizac¸a˜o do recurso. Um no´ que possua
o recurso requerido envia uma resposta (hit), a qual explicita a existeˆncia do recurso na
rede e a localizac¸a˜o do mesmo. O grande desafio dos algoritmos de localizac¸a˜o baseados
em inundac¸a˜o da rede centra-se na minimizac¸a˜o do nu´mero de no´s que devem transmitir
a query, de modo a diminuir o consumo de largura de banda associada a` inundac¸a˜o total
da rede. Como a inundac¸a˜o e´ baseada em tramas do tipo broadcast, e´ fundamental a
minimizac¸a˜o deste tipo de tra´fego, pois, tal como se estudou no Cap´ıtulo 3, o desempenho
da norma IEEE 802.11 e´ particularmente dependente da quantidade de tra´fego broadcast
gerado.
A inundac¸a˜o da rede pode tambe´m ser realizada atrave´s de uma rede virtual hiera´rquica
(RVH) (ex. [TK02]). Para redes com maior densidade de no´s, a inundac¸a˜o da query pode
gerar um elevado nu´mero de acessos simultaˆneos ao canal, o que podera´ originar uma
situac¸a˜o de tempestade de broadcasts [NTCS99]. Para limitar este problema, e´ habitual
organizar os no´s em n´ıveis hiera´rquicos distintos, atrave´s da aplicac¸a˜o de te´cnicas de agru-
pamento de no´s, e restringir a transmissa˜o da mensagem a um conjunto de no´s dominantes
e conectados (CNDC), atrave´s dos quais e´ poss´ıvel cobrir o conjunto total dos no´s que
constituem a rede. Os no´s na˜o inclu´ıdos no CNDC devem ter um papel passivo, na˜o
transmitindo as queries recebidas e respondendo somente aos pedidos de localizac¸a˜o de
recursos, caso possuam o recurso explicitado no pedido. No entanto, a organizac¸a˜o dos
no´s de forma hiera´rquica na˜o resolve em si o problema. O facto de dependerem muitas
vezes de configurac¸o˜es esta´ticas, tal como sucede com os no´s rendezvous peers no JXTA
[SM04] ou dos no´s ultra-peers no caso do Gnutella [TK02], faz com que o desempenho
baixe quando a mobilidade dos no´s aumenta.
Estes factos justificam a necessidade de novos algoritmos, ou seja, um algoritmo que
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constitua subconjuntos de no´s (denominados grupos de broadcast (GB)) que, usando um
conjunto de heur´ısticas, seja capaz de eleger um l´ıder do grupo de broadcast (LGB) res-
ponsa´vel por difundir os pedidos de localizac¸a˜o de recursos para o grupo de broadcast. Na
literatura, e´ habitual utilizar-se outros nomes para os no´s LGB, tais como cluster-head ou
multipoint relay. A informac¸a˜o acerca dos no´s vizinhos e´ normalmente obtida por cada
no´ atrave´s do envio perio´dico de uma trama (beacon) por todos os no´s (ex. protocolos
OLSR [JMC+01], CGSR [CCG97], AODV [PR99], etc.). No entanto, pode na˜o ser ne-
cessa´rio o envio perio´dico do beacon, caso a informac¸a˜o nele contida possa ser obtida por
outro meio. Por exemplo, o protocolo ABC-QS (Associativity Based Clustering and Query
Stride) [CY02] propo˜e uma modificac¸a˜o na implementac¸a˜o do protocolo MAC para incluir
informac¸a˜o nas tramas de ACK acerca da topologia da rede, reduzindo o nu´mero de envios
de beacons. Contudo, esta modificac¸a˜o na˜o e´ trivial num cena´rio com elevado nu´mero de
no´s e necessita de alterac¸o˜es ao n´ıvel dos protocolos utilizados na rede sem fios.
O algoritmo de agrupamento dos no´s origina sempre algum consumo da largura de
banda dispon´ıvel, e o consumo depende da dimensa˜o do beacon, a qual depende da in-
formac¸a˜o do estado da vizinhanc¸a requerida pelo algoritmo. Numa rede em que os no´s
apresentem elevados valores de mobilidade, a informac¸a˜o deve ser local ou quase local,
pois a probabilidade de a informac¸a˜o recolhida ficar desactualizada e´ elevada. Neste caso,
e´ vantajoso usar somente informac¸a˜o dos no´s no raio de alcance de ra´dio, ou, quando
muito, acerca dos vizinhos dos vizinhos (informac¸a˜o contida a dois saltos do no´). [WL03]
classifica os algoritmos de agrupamento de acordo com o estado da informac¸a˜o usado para
criar o CNDC. Os algoritmos podem utilizar informac¸a˜o distanciada a diferentes saltos,
a qual e´ difundida pelos beacons. Estendendo a classificac¸a˜o apresentada em [WL03], os
algoritmos de agrupamento podem utilizar informac¸a˜o contida nos no´s a
• 1 salto: o beacon so´ conte´m informac¸a˜o acerca do no´ que o envia;
• 1.5 saltos: o beacon conte´m informac¸a˜o acerca do no´ que o envia e do seu LGB;
• 2 saltos: o beacon conte´m informac¸a˜o acerca do no´ que o envia e dos seus no´s vizinhos;
• 2.5 saltos: o beacon conte´m informac¸a˜o acerca do no´ que o envia, dos seus no´s
vizinhos e dos LGB dos vizinhos.
98 CAPI´TULO 5. LOCALIZAC¸A˜O DE RECURSOS EM REDES AD HOC MO´VEIS
A maioria dos algoritmos utiliza informac¸a˜o a 2 ou 2.5 saltos de um no´ (ex. OLSR, CGSR,
e [KT03]). Outros propo˜em a utilizac¸a˜o da informac¸a˜o contida a k saltos de um no´ [HP98],
resultando na re-propagac¸a˜o da informac¸a˜o contida no beacon ate´ ao salto k.
A informac¸a˜o dos no´s contidos a dois saltos constitui o mı´nimo requerido para garantir
que o CNDC cobre todos os no´s. [DW04] estuda o desempenho de alguns algoritmos ja´
propostos por diversos autores numa rede com alta densidade de no´s (160 no´s numa rede
de mu´ltiplos saltos com um ma´ximo de treˆs saltos), concluindo que os algoritmos que usam
informac¸a˜o contida em mais saltos sa˜o mais eficientes, caso a dinaˆmica da mobilidade dos
no´s seja baixa e, paralelamente, sa˜o muito pouco tolerantes ao aumento de mobilidade
dos no´s. Numa rede mais insta´vel, e´ mais prova´vel que a informac¸a˜o contida a dois ou
mais saltos esteja desactualizada, originando erros na construc¸a˜o do CNDC. Ale´m disso,
podem ainda ocorrer outros erros que, entre outros motivos, podem ser originados pela
impossibilidade de revogar estados criados erradamente (ex. eleic¸a˜o do LGB em diversos
algoritmos tais como o OLSR, ou limitac¸a˜o da informac¸a˜o das conexo˜es [KT03]), o que
pode originar a na˜o cobertura de todos os no´s da rede.
Outra abordagem ao problema consiste em utilizar algoritmos baseados na informac¸a˜o
a um so´ salto (informac¸a˜o acerca dos no´s vizinhos, tal como sucede no protocolo SBA -
Scalable Broadcast Algorithm [PL00]). Uma abordagem deste tipo permite manter uma
lista de vizinhos e aplicar uma heur´ıstica que restrinja o nu´mero de no´s a transmitir. No
protocolo SBA [PL00], os no´s vizinhos atrasam o envio de queries de acordo com um
intervalo de tempo aleato´rio, esperando que possam receber a query de um dos seus no´s
vizinhos enquanto cumprem o atraso. Os no´s incluem a sua lista de vizinhos (Nq) na
query antes de a enviarem. Os no´s que recebem a query guardam a unia˜o (Nu) das listas
Nq recebidas, comparando-as com a sua lista de vizinhos (Nr). A transmissa˜o do beacon
e´ cancelada sempre que Nr esteja contida em Nu (o beacon ja´ foi recebido por todos os
vizinhos do no´). O algoritmo ABC-QS [CY02] modifica o algoritmo SBA reduzindo o
atraso na busca da localizac¸a˜o do recurso: os no´s na˜o atrasam a transmissa˜o da query,
caso o nu´mero de no´s contidos em Nr e na˜o contidos nas listas Nq recebidas seja maior
do que o nu´mero de no´s comuns a Nr e Nq. Caso a condic¸a˜o na˜o se verifique, e´ atrasado
o envio proporcionalmente ao nu´mero de no´s contidos em Nr que na˜o se encontram em
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Nq. No entanto, o algoritmo pode falhar para redes muito densas, onde a sobreposic¸a˜o de
no´s provoca um grande nu´mero de envios sem que a transmissa˜o seja atrasada, originando
uma tempestade de broadcast.
Como os no´s de uma rede ad hoc mo´vel na˜o possuem normalmente um padra˜o de
mobilidade homoge´nea, alguns no´s podem estar dentro do raio de alcance de outros du-
rante um longo per´ıodo (ex. va´rios estudantes num autocarro), enquanto que os outros se
podem mover de uma forma independente. Os beacons podem tambe´m ser utilizados para
detectar situac¸o˜es em que a capacidade de comunicac¸a˜o entre no´s vizinhos ainda e´ va´lida,
recorrendo a` estabilidade das ligac¸o˜es. Este conceito denominado estabilidade relativa
aplicada a` mobilidade dos no´s, foi introduzido pelo algoritmo de encaminhamento ABR
- Associativity-Based Routing [Toh97]. Este algoritmo propo˜e uma nova me´trica para o
encaminhamento, obtida atrave´s do nu´mero de beacons recebidos de um determinado no´
vizinho (o nu´mero de beacons recebidos representa o n´ıvel de estabilidade de uma dada
ligac¸a˜o). O autor utiliza a quantidade de beacons recebidos ininterruptamente para carac-
terizar a mobilidade de um no´ relativamente aos seus vizinhos. O trabalho apresentado
em [MZ99] estende o conceito de estabilidade de uma ligac¸a˜o, efectuando medidas da es-
tabilidade e correlacionando-o com a probabilidade de falha na transmissa˜o. [DRWT97]
correlaciona a estabilidade da ligac¸a˜o com o n´ıvel de poteˆncia de ra´dio utilizada na trans-
missa˜o.
A maioria dos algoritmos de agrupamento na˜o tomam a estabilidade da ligac¸a˜o em
considerac¸a˜o (ex. OLSR, CGSR, etc.), gerando dessa forma grupos de no´s sem que a
mobilidade relativa dos no´s seja considerada. O algoritmo ABC-QS e o trabalho [MZ99]
criam informac¸a˜o de encaminhamento de forma pro-activa no interior de grupos de no´s
esta´veis que estejam conectados entre si, de forma a aumentar a velocidade da localizac¸a˜o
do recurso. No entanto, ambos ignoram a informac¸a˜o acerca da estabilidade das ligac¸o˜es
em situac¸o˜es de inundac¸a˜o total da rede para buscas que cubram mu´ltiplos grupos de no´s
esta´veis.
Os exemplos dados anteriormente explicitam a importaˆncia de alguns factores no
desempenho dos servic¸os de localizac¸a˜o de recursos. Entre estes, destacam-se:
• a mobilidade dos no´s, a qual podera´ conduzir a frequentes estados de incoereˆncia de
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informac¸a˜o;
• a carga da rede, que, em protocolos de acesso aleato´rio ao meio (tais como o IEEE
802.11 DCF), podera´ resultar em elevados ra´cios de perda de tramas devido a co-
liso˜es, bem como a situac¸o˜es de saturac¸a˜o da capacidade da fila de espera de trans-
missa˜o do protocolo MAC;
• a necessidade de minimizar a quantidade de tra´fego broadcast, pois o desempenho
da rede e´ dependente da quantidade deste tipo de tra´fego;
• a necessidade de interacc¸a˜o entre as va´rias camadas da pilha de protocolos de um
no´, pois na˜o e´ poss´ıvel aumentar o desempenho dos algoritmos de localizac¸a˜o de
recursos sem possuir informac¸o˜es contidas, muitas vezes, em diferentes camadas da
pilha de protocolos do no´.
Estes desafios apontam para a necessidade de desenvolver novos algoritmos que possam
adaptar-se a`s condic¸o˜es mais espec´ıficas impostas por este tipo de redes e, dessa forma,
aumentar o grau de desempenho dos mesmos. Por isso, devem explorar-se as diferentes
estrate´gias de localizac¸a˜o de recursos, bem como dotar os no´s de te´cnicas que consigam
adaptar dinamicamente o seu comportamento a`s condic¸o˜es observadas na rede.
5.2 Organizac¸a˜o da topologia da rede
5.2.1 Agrupamento de no´s baseado em estabilidade das ligac¸o˜es
As te´cnicas de optimizac¸a˜o da inundac¸a˜o da rede apresentadas neste cap´ıtulo baseiam-se
numa rede virtual constru´ıda sobre a rede ad hoc, a qual hierarquiza os no´s de forma
dinaˆmica em dois n´ıveis diferentes. A rede virtual hiera´rquica (RVH) e´ constitu´ıda dina-
micamente e em tempo real atrave´s de um algoritmo de baixa complexidade baseado no
conceito de estabilidade de ligac¸a˜o. A rede e´ dividida em va´rios grupos, e o algoritmo
agrupa no´s ”esta´veis”em grupos de no´s que se encontram localizados a 1 salto, utilizando
para isso informac¸a˜o da ”estabilidade”a 1.5 saltos. Este algoritmo objectiva a organizac¸a˜o
da topologia, de forma a definir um conjunto de no´s que, pelas suas caracter´ısticas de mo-
bilidade, podem ser utilizados como no´s de difusa˜o dos pedidos de localizac¸a˜o de recursos,
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minimizando o nu´mero de no´s que realizam o pedido. Desta forma, na˜o so´ se objectiva a
reduc¸a˜o do tra´fego broadcast gerado na rede, como se pretende aumentar a eficieˆncia da
localizac¸a˜o face a` mobilidade dos no´s.
Cada no´ elege um LGB (l´ıder de grupo de broadcast), utilizando o algoritmo de agru-
pamento. Para apresentar o algoritmo, comec¸a-se por definir alguns conceitos base. Sa˜o
assumidas conexo˜es bidireccionais entre dois no´s. A definic¸a˜o de vizinhanc¸a apresentada
no Cap´ıtulo 1 (Definic¸a˜o 1.2) e´ redefinida, tendo em conta que, agora, existe um meio lo´gico
de identificac¸a˜o dos vizinhos f´ısicos (identificac¸a˜o atrave´s do envio/recepc¸a˜o de beacons).
Definic¸a˜o 5.1. Noc¸a˜o de Vizinhanc¸a Lo´gica:
Seja Nx o conjunto de no´s de quem o no´ nx recebe beacons durante um determinado
intervalo de tempo. Nx representa o conjunto de no´s vizinhos lo´gicos de nx.
Note-se que a Definic¸a˜o 1.2 se refere a`s condic¸o˜es necessa´rias para o estabelecimento de
comunicac¸a˜o f´ısica entre dois no´s. A noc¸a˜o de vizinhanc¸a lo´gica e´ mais restrita, pois dois
no´s podem ser vizinhos (segundo a Definic¸a˜o 1.2), mas, devido a` na˜o recepc¸a˜o de beacons
num dado intervalo de tempo, a relac¸a˜o de vizinhanc¸a lo´gica pode na˜o se verificar. Daqui
em diante, a menos que seja dito algo em contra´rio, a utilizac¸a˜o do termo vizinho refere-se
a` Definic¸a˜o 5.1.
Definic¸a˜o 5.2. L´ıder do Grupo de Broadcast (LGB):
Todo o no´ na que pertence ao conjunto N dos no´s da rede pode eleger um no´ vizinho
denominado l´ıder do grupo de broadcast. O no´ LGB eleito pelo no´ na e´ representado por
ξ(na).
Definic¸a˜o 5.3. Grupo de Broadcast (GB):
Dado o conjunto de no´s N = {n1, n2, ..., ng−1, ng}, a condic¸a˜o
∀ni ∈ N : ∃1nlgb = ξ(ni)
impo˜e que todos os no´s pertencentes a N escolham o mesmo no´ LGB (no´ nlgb). Nestas
condic¸o˜es um grupo de broadcast e´ definido atrave´s do conjunto GB = N
⋃{nlgb}.
Cada no´ envia periodicamente beacons, os quais utilizam tramas do tipo broadcast
transmitidas com frequeˆncia 1/TB. Cada beacon conte´m a identificac¸a˜o do no´ que o
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envia, a identificac¸a˜o do LGB eleito e um identificador u´nico do beacon. Considera-se o
instante ti(ny) em que um no´ (na) recebe o primeiro beacon transmitido pelo seu vizinho
ny, estabelecendo-se uma ligac¸a˜o lo´gica entre os no´s (na e ny). Define-se, de seguida, o
conceito de estabilidade da ligac¸a˜o lo´gica.
Definic¸a˜o 5.4. Estabilidade da Ligac¸a˜o Lo´gica:
Um no´ na que receba beacons de um no´ vizinho ny possui um determinado valor de estabi-
lidade η com esse vizinho. A estabilidade η(ny) afere a durac¸a˜o da relac¸a˜o de vizinhanc¸a
entre os no´s. O valor de η(ny), determinado pelo no´ na no instante temporal t, e´ dado
pela expressa˜o η(ny) = 1 + (t − ti(ny)) div TB, onde a div b representa a operac¸a˜o de
divisa˜o inteira entre a e b.
Os no´s manteˆm uma tabela de beacons (tambe´m denominada tabela de vizinhos
lo´gicos) que descreve as ligac¸o˜es lo´gicas desse no´ com os seus no´s vizinhos. Os no´s vi-
zinhos sa˜o representados por cada um dos registos da tabela de beacons, o qual inclui: o
enderec¸o do no´ vizinho que envia o beacon (ny ∈ Nx); um campo tempora´rio utilizado pelo
algoritmo de eleic¸a˜o do LGB contendo o valor da estabilidade da ligac¸a˜o com esse vizinho
(η(ny)) sendo actualizado no instante em que e´ executado o algoritmo; o l´ıder de grupo
(ξ(ny)) eleito por esse vizinho; o instante ti(ny) em que foi recebido o primeiro beacon; e o
intervalo de tempo TO(ny) em que o registo ainda e´ va´lido. O nu´mero de registos contidos
na tabela e´ finito, e, apo´s atingir o limite ma´ximo admiss´ıvel, na˜o e´ poss´ıvel adicionar
novos registos a` tabela.
Sempre que um no´ recebe um beacon, comec¸a por analisar o enderec¸o do emissor. O no´
verifica se ja´ possui um registo na tabela referente ao vizinho que o envia (caso contra´rio
cria-o), copiando depois a informac¸a˜o do LGB eleito pelo vizinho (ξ(ny)) para o registo
da tabela de beacons. O temporizador associado ao registo da tabela e´ depois (re)activado
com o valor TO(ny) sempre que e´ recebido um novo beacon de ny. Apo´s ter passado o
tempo TO(ny) sem se receber um beacon vindo do vizinho ny, o registo e´ eliminado da
tabela, indicando que a ligac¸a˜o com o no´ ny foi quebrada. O valor TO pre´-definido para
o valor ma´ximo de espera do temporizador podera´ ser constante ou varia´vel no tempo.
Contudo, como o tempo de servic¸o das redes IEEE 802.11 e´ varia´vel, a transmissa˜o de um
beacon pode sofrer grande atraso, e, caso o valor de TO seja fixo e demasiado pequeno, pode
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suceder que o beacon seja recebido ja´ fora do intervalo TO(ny) e a ligac¸a˜o seja quebrada
indevidamente. O modelo apresentado no Cap´ıtulo 3 e´ utilizado na Secc¸a˜o 5.3 para definir
uma adaptac¸a˜o dinaˆmica do valor de TO, face a`s condic¸o˜es encontradas pelo sub-n´ıvel de
controlo de acesso ao meio.
A rede esquematizada na Figura 5.1 exemplifica a realizac¸a˜o dos conceitos apresenta-
dos. A rede e´ composta por 6 no´s, sendo os no´s LGB representados por c´ırculos pretos
e os no´s na˜o LGB representados por circunfereˆncias. As linhas a tracejado representam
as relac¸o˜es de vizinhanc¸a existentes, enquanto que as linhas a cheio definem os grupos de
broadcast (GB). A Tabela 5.1 apresenta valores hipote´ticos para a tabela de beacons do no´
n3 representado na Figura 5.1. A tabela apresenta treˆs registos (linhas) relativos aos no´s
vizinhos n1, n2 e n4. De notar que o no´ n1 se auto-elege como LGB, enquanto que os no´s
n2 e n4 elegem os LGB n6 e n5, respectivamente. O no´ n3 possui uma ligac¸a˜o lo´gica com
o vizinho n1 ha´ 43 mu´ltiplos do per´ıodo de beacon (TB) sem que o temporizador associado
ao registo da tabela desse vizinho tenha expirado. Desta forma, diz-se que a ligac¸a˜o mais
esta´vel do no´ n3 e´ a que mante´m com o no´ n1. Define-se de seguida a noc¸a˜o de no´ esta´vel.
n6
6
n2
3
n4
    n5
n1
    n3
Figura 5.1: Rede ad hoc constitu´ıda por 6 no´s (N = {n1, n2, n3, n4, n5, n6}), onde existem
3 GB, e os no´s n1, n5 e n6 sa˜o LGB.
Tabela 5.1: Exemplo do conteu´do da tabela de beacons do no´ n3 representado na Figura
5.1 no instante t =102.5s, sendo TB = 1s.
N3 = {n1, n2, n4} η(ny), ∀ny ∈ N3 ξ(ny),∀ny ∈ N3 ti(ny) TO(ny)
n1 43 n1 59.2 k1
n2 8 n6 94.3 k2
n4 2 n5 100.1 k4
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Definic¸a˜o 5.5. Estabilidade de ligac¸a˜o:
Um no´ nx possui uma ligac¸a˜o esta´vel com um dos seus no´s vizinhos ny ∈ Nx no instante
t se:
η(ny) ≥ kest, (5.1)
onde kest e´ um limiar de estabilidade previamente definido, e η(ny) representa o valor da
estabilidade da ligac¸a˜o.
Definic¸a˜o 5.6. No´ esta´vel:
Um no´ nx e´ esta´vel se possui pelo menos um vizinho ny ∈ Nx com o qual possui uma
ligac¸a˜o esta´vel.
Um no´ e´ denominado insta´vel sempre que a condic¸a˜o expressa na definic¸a˜o 5.6 na˜o se
verifica. Por outras palavras, um no´ e´ insta´vel quando na˜o possuir nenhuma ligac¸a˜o esta´vel
com qualquer dos seus no´s vizinhos (a durac¸a˜o da ligac¸a˜o lo´gica expressa em mu´ltiplos do
per´ıodo TB e´ sempre inferior a kest). O significado de estabilidade do no´ permite caracte-
rizar parcialmente a mobilidade do no´, pois permite identificar as relac¸o˜es de mobilidade
relativa com os seus no´s vizinhos. Note-se que, caso dois no´s mo´veis possuam uma ligac¸a˜o
esta´vel, esta pode manter-se, mesmo quando os no´s teˆm um valor de mobilidade elevada,
desde que os dois no´s estejam em posic¸o˜es espaciais que permitam a troca de beacons entre
si.
Para a criac¸a˜o dos diferentes GB e´ necessa´rio que todos os no´s executem um algoritmo
de eleic¸a˜o do seu pro´prio LGB. O algoritmo de eleic¸a˜o e´ distribu´ıdo e na˜o necessita de
qualquer outro tipo de troca de informac¸a˜o ale´m da contida nos diferentes beacons enviados
pelos no´s vizinhos. Cada no´ executa o algoritmo de eleic¸a˜o antes de enviar o beacon, a fim
de enviar informac¸a˜o actualizada acerca do seu estado. No algoritmo, sa˜o utilizados os
enderec¸os dos no´s, que se assume serem inteiros atribu´ıdos univocamente a cada um dos
no´s. Antes de enviar um novo beacon, um no´ na elege o seu LGB, aplicando as seguintes
regras:
R1 - quando na e´ insta´vel, na˜o elege nenhum LGB. Caso contra´rio, aplica as regras
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descritas a seguir;
R2 - quando nenhum dos no´s ny vizinhos de na se encontra eleito como LGB de um GB,
o no´ na elege como seu LGB um vizinho ny com o menor enderec¸o de entre aqueles
com o qual possui as ligac¸o˜es com maior valor de estabilidade de ligac¸a˜o;
R3 - quando na ja´ se encontra eleito como LGB por um dos seus no´s vizinhos, e todos os
no´s LGB vizinhos possuem um enderec¸o superior ao seu, enta˜o o no´ na auto-elege-se
como LGB;
R4 - quando na na˜o e´ eleito por nenhum dos seus vizinhos, e existe pelo menos um no´
vizinho ny que ja´ se encontra eleito LGB, enta˜o o no´ na elege o no´ ny como seu
LGB. Quando existe mais do que um no´ vizinho ny eleito LGB, na elege o vizinho
com o menor enderec¸o.
E´ proposto o Algoritmo 5.1 para eleic¸a˜o do LGB. O algoritmo toma como paraˆmetros
de entrada a informac¸a˜o contida na tabela de beacons. Na linha 1, a func¸a˜o ”encon-
tra maximo η na tabela de beacons()” devolve o maior valor de estabilidade de ligac¸a˜o
η(xy) actualizado a partir da tabela de beacons para ser aplicado na regra R2. Na linha 2,
a varia´vel ”enderec¸o”e´ iniciada com o maior inteiro poss´ıvel. Caso na seja esta´vel, o algo-
ritmo comec¸a por criar uma lista ordenada de forma crescente com o enderec¸o dos LGB
eleitos pelos seus no´s vizinhos (linhas 6 e 7), a qual pode tambe´m conter o no´ na, caso tenha
sido eleito LGB por algum dos seus no´s vizinhos (linhas 8 e 9). Se existirem no´s vizinhos
ja´ eleitos LGB, na elege como LGB o no´ vizinho LGB que possui o menor enderec¸o, o que
e´ realiza´vel porque os elementos retirados na lista na linha 10 encontram-se ordenados de
forma crescente de enderec¸os. Note-se, no entanto, que, caso algum vizinho tenha ja´ eleito
na como LGB, o no´ na auto-elege-se LGB (linhas 17 a 18). Caso na˜o existam no´s vizinhos
eleitos LGB, na elege o seu no´ vizinho com maior valor de estabilidade de ligac¸a˜o (linhas
20 a 24). Caso haja mais do que uma ligac¸a˜o com o maior valor de estabilidade, aplica-se
um crite´rio de desempate, elegendo como LGB o vizinho que possui o menor enderec¸o. O
algoritmo utiliza ainda a constante ”limiar transiente=1”para considerar (no crite´rio da
linha 22) valores de estabilidade de ligac¸o˜es lo´gicas que ainda podera˜o valer ηmax durante
o per´ıodo de tempo TB.
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paraˆmetros de entrada: Na, η(ny) (∀ny ∈ Na), ξ(ny) (∀ny ∈ Na), ti(ny)
(∀ny ∈ Na)
paraˆmetros de sa´ıda : ξ(na)
ηmax ⇐ encontra maximo η na tabela de beacons()1
enderec¸o ⇐ MAX INT2
ξaux ⇐ -13
limiar transiente ⇐ 14
if no´ esta´vel(na) then /* R1 - se este no´ for esta´vel */5
for cada no´ vizinho (ny ∈ Na) do6
insere em lista ordenada(ξ(ny), lista LGB) /* menor enderec¸o na7
cabec¸a da lista */)
if (na e´ LGB) then8
insere em lista ordenada(na, lista LGB)9
for cada elemento ξy ∈ lista LGB do /* retira o elemento na cabec¸a10
da lista */
for cada no´ vizinho (ny ∈ Na) do11
if (ny = ξy) e no´ esta´vel(ny) then /* R4 - elege um no´ vizinho12
que ja´ e´ LGB */
ξaux ⇐ ny13
14
if (ξaux 6= −1) then /* acabou de eleger um LGB */15
break16
if (na = ξy) then /* R3 - auto-eleic¸~ao */17
ξaux ⇐ na18
break19
20
if (ξaux = -1) then /* R2 - elege um no´ vizinho sem ser LGB */21
for cada no´ vizinho (ny ∈ Na) do22
if (ηmax − η(ny)− limiar transiente ≤ 0) e (ny < enderec¸o) then23
enderec¸o ⇐ ny24
ξaux ⇐ ny25
26
27
28
ξ(na) = ξaux29
Algoritmo 5.1: Algoritmo de eleic¸a˜o do L´ıder de Grupo de Broadcast (LGB)
do no´ gene´rico na.
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Figura 5.2: Rede mo´vel ad hoc constitu´ıda por 6 no´s (N = {n1, n2, n3, n4, n5, n6}) em
diferentes instantes temporais: (a) os no´s n2 e n4 na˜o possuem ligac¸o˜es lo´gicas; (b) os no´s
n2 e n4 possuem ligac¸o˜es lo´gicas com os no´s n3 e n6, e n3 e n5 respectivamente.
A Figura 5.2(a) ilustra uma rede ad hoc mo´vel onde o Algoritmo 5.1 e´ executado.
No instante representado o no´ n1 e´ LGB, tendo sido eleito pelos no´s n3, n5, n6 e por
ele pro´prio (auto-eleic¸a˜o). Esta eleic¸a˜o forma o GB1 composto pelos no´s {n1, n3, n5, n6}.
Note-se que, no instante representado na figura, os no´s n2 e n4 na˜o possuem ligac¸o˜es
lo´gicas com nenhum dos restantes no´s da rede. Suponha-se que os no´s n2 e n4 se movem
para a vizinhanc¸a dos no´s (n3, n5) e (n3, n6), criando noutro instante as ligac¸o˜es lo´gicas
representadas na Figura 5.2(b). Quando as ligac¸o˜es entre os no´s n2 e n6 e entre n4 e n5
se tornam esta´veis, os no´s n5 e n6 sa˜o eleitos LGB pelos no´s n4 e n2, respectivamente,
criando dois GB (GB2 e GB3) que se sobrepo˜em ao GB1. Tal como se verifica no exemplo
da Figura 5.2(b), o algoritmo origina uma a´rvore de grupos de broadcast, a qual e´ centrada
no no´ LGB possuindo o menor enderec¸o. A Figura 5.3 apresenta a a´rvore de grupos de
broadcast vista pelo no´ n1, a qual e´ composta pelo no´ raiz (n1) e treˆs ramos representados
pelos no´s n5, n6 e n3. Cada ramo da a´rvore e´ constitu´ıdo por um no´ ni, cujo LGB e´
o no´ antecessor (ξ(n5) = ξ(n6) = ξ(n3) = n1). As folhas da a´rvore (no´s n2, n4 e n3)
representam os no´s que na˜o sa˜o eleitos LGB.
Quando o no´ insta´vel n7 entra no raio de alcance dos no´s n2 e n3, situac¸a˜o representada
na Figura 5.4, elege um deles como o seu LGB. Considere-se que o no´ insta´vel n7 se move
na direcc¸a˜o do no´ n3, tornando-se seu vizinho. Nesta situac¸a˜o o no´ n7 na˜o elege nenhum
LGB enquanto tiver um valor de estabilidade de ligac¸a˜o inferior a kest (aplicando a regra
R1). No entanto, quando o no´ n7 atingir um valor de estabilidade de ligac¸a˜o com o no´ n3
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n1
n5 n6 n3
n4 n2
Figura 5.3: A´rvore de grupos de broadcast do no´ n1 representado no exemplo da Figura
5.2(b).
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Figura 5.4: Rede mo´vel ad hoc constitu´ıda por 7 no´s (N = {n1, n2, n3, n4, n5, n6, n7}),
onde existem 3 GB, os no´s n1, n5 e n6 sa˜o LGB e o no´ n7 e´ insta´vel.
superior ou igual a kest, o no´ n7 passa a ser esta´vel. Neste momento, se o no´ n7 eleger o
no´ n3 como seu LGB (aplicando a regra R2), forma-se um novo GB composto pelos no´s
n3 e n7. Quando o no´ n2 executar o algoritmo de eleic¸a˜o do seu LGB, este ira´ eleger o
no´ n3 como seu LGB aplicando a regra R4, pois n3 foi previamente eleito LGB pelo no´
n7. Quando isto sucede, o no´ n6 deixa de ser LGB do no´ n2, o que elimina o grupo GB2.
Simultaneamente, o GB composto pelos no´s n3 e n7 passa tambe´m a conter o no´ n2. A
Figura 5.5 representa a a´rvore de grupos de broadcast neste caso.
n1
n5 n6 n3
n4 n2 n7
Figura 5.5: A´rvore de grupos de broadcast do no´ n1 quando o no´ n7 da Figura 5.4 se
aproxima do no´ n3 e o elege como LGB.
Um segundo cena´rio poss´ıvel sucede quando o no´ n7 possui uma ligac¸a˜o esta´vel a um
outro no´ externo (n8), tal como se representa na Figura 5.6. Supondo que o GB composto
pelos no´s n7 e n8 se move de forma a que o no´ n7 se torne vizinho do no´ n3, embora
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continue com ligac¸a˜o ao no´ n8, o no´ n7 continua a eleger o no´ n8 como seu LGB aplicando
a regra R4. A Figura 5.7 representa a a´rvore de grupos de broadcast neste caso (vista pelo
no´ n1). O algoritmo origina um nu´cleo de no´s (backbone) composto por no´s LGB, o qual
pode ser utilizado para inundar a rede. Os no´s LGB podem estar ligados num nu´cleo que
assegura a cobertura total da rede, tal como acontece entre os LGB n1, n5, n6 da Figura
5.3 ou n1, n3, n5 da Figura 5.5. Neste caso, os no´s LGB formam um CNDC que assegura
a cobertura total dos no´s da rede. Ou seja, basta que os no´s LGB transmitam o pedido
de localizac¸a˜o do recurso para que todos os no´s da rede a recebam. Caso o conjunto de
no´s LGB existentes na rede na˜o possua no´s LGB a interligar dois GB, tal como sucede
na a´rvore ilustrada na Figura 5.7, onde o LGB n8 na˜o se encontra ligado a mais nenhum
LGB (o LGB n8 denomina-se de isolado), o CNDC tera´ de incluir pelo menos todos os
no´s LGB da rede e dois no´s na˜o LGB (n3 e n7 na Figura 5.6) por cada no´ LGB isolado
existente na rede.
O desempenho do algoritmo de agrupamento depende da estabilidade da rede. O
per´ıodo de transmissa˜o do beacon deve ser seleccionado de acordo com os valores de mobi-
lidade dos no´s. Caso uma grande percentagem dos no´s seja esta´vel, o algoritmo detecta-os,
e os GB criados pelo algoritmo podem ser utilizados por outros algoritmos para diminuir
a carga total da rede. Para manter a constituic¸a˜o dos grupos actualizada numa rede que
apresenta mobilidade muito elevada, o algoritmo podera´ exibir custos demasiado elevados:
as ra´pidas alterac¸o˜es observadas na rede implicam um aumento da frequeˆncia de trans-
missa˜o dos beacons para que o estado das ligac¸o˜es lo´gicas com os no´s vizinhos possa ser
identificado com o menor grau de incoereˆncia. O aumento da frequeˆncia de transmissa˜o
dos beacons origina um aumento na carga da rede, a qual causa outros problemas, tais
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Figura 5.6: Exemplo de fusa˜o de um GB.
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Figura 5.7: A´rvore de grupos de broadcast no caso pior em que a conectividade entre os
GB {n1, n3, n5, n6} e {n7, n8} sa˜o separados por dois no´s na˜o LGB (no´s n3 e n7).
como o aumento das coliso˜es entre tramas e a degradac¸a˜o de throughput observado nos
cap´ıtulos anteriores. Consequentemente, e´ importante caracterizar a rede em termos da
sua mobilidade ma´xima, pois a frequeˆncia de transmissa˜o dos beacons deve ser adequada
a` velocidade ma´xima dos no´s, por forma a que as ligac¸o˜es com os no´s vizinhos sejam cor-
rectamente detectadas com valores de carga longe da situac¸a˜o de tempestade de broadcast.
5.2.2 Avaliac¸a˜o de desempenho
Esta sub-secc¸a˜o apresenta resultados da avaliac¸a˜o de desempenho do algoritmo de agrupa-
mento dos no´s anteriormente apresentado. Os resultados, obtidos atrave´s de simulac¸o˜es,
conduzem a diferentes comportamentos do algoritmo consoante os valores das velocidades
definidas para os no´s, a carga da rede (a qual influencia a taxa de perda de pacotes) e
a densidade espacial dos no´s. Em todos os resultados apresentados nesta sub-secc¸a˜o, o
algoritmo foi parametrizado com uma frequeˆncia me´dia de transmissa˜o de beacons de 1 Hz
(TB = 1s), tendo sido utilizado um atraso/avanc¸o no envio do beacon que pode atingir no
ma´ximo 5% do per´ıodo TB, o qual e´ amostrado uniformemente no intervalo [0.95, 1.05]s.
O paraˆmetro kest utilizado na func¸a˜o ”no´ esta´vel”foi inicializado a 5. O paraˆmetro TO,
alvo de estudo mais detalhado na pro´xima secc¸a˜o, foi parametrizado a 2.5 segundos.
A Figura 5.8 apresenta resultados obtidos com um cena´rio de simulac¸a˜o onde 200 no´s se
movem durante 1000 segundos numa a´rea de 1000 x 1000 metros de acordo com o modelo de
mobilidade Generalized Random Waypoint apresentado em [YLN03]. Este modelo permite
que os no´s escolham aleatoriamente uma posic¸a˜o na a´rea de simulac¸a˜o, deslocando-se
depois para ela. Uma vez chegados a` posic¸a˜o inicialmente definida, os no´s executam uma
pausa e repetem de novo todo o processo. Simulam-se 5 cena´rios de mobilidade definidos
para estudar a influeˆncia da mobilidade dos no´s no algoritmo de agrupamento. Os cena´rios
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foram definidos com velocidades me´dias de 0, 1, 10, 20 e 30 m/s, usando tempos de pausa
no modelo com os valores 1000, 150, 10, 9 e 5 segundos, respectivamente. Cada no´ tem um
raio de alcance de 100 metros, usando a norma IEEE 802.11b com a taxa de transmissa˜o
de dados Rbas = 1Mbps. De realc¸ar que, nas simulac¸o˜es de desempenho, todo o tra´fego
gerado e´ do tipo broadcast (pb = 1). Este facto pretende aferir o desempenho do algoritmo
numa condic¸a˜o de elevada percentagem de coliso˜es, dado que o modelo apresentado no
Cap´ıtulo 3 indica que a probabilidade de ocorreˆncia de coliso˜es e´ superior para este tipo
de tra´fego. Definiram-se treˆs cena´rios com diferentes valores de carga, identificados por
carga alta, me´dia e baixa. No mais elevado sa˜o gerados em me´dia 910 kbps por todos os
no´s que constituem a rede (caso todos os no´s estivessem numa rede de salto u´nico, este
valor correspondia a` utilizac¸a˜o de 91% do ritmo de transmissa˜o de dados Rbas); no cena´rio
de carga me´dia sa˜o gerados 612.2 kbps (aproximadamente 61% de utilizac¸a˜o do ritmo de
transmissa˜o dispon´ıvel); e no cena´rio de carga mais baixa o ritmo me´dio de gerac¸a˜o de
dados e´ de 151.5 kbps (aproximadamente 15.1% de utilizac¸a˜o do ritmo de transmissa˜o
dispon´ıvel). A probabilidade de colisa˜o pcol nos diferentes cena´rios e´ de aproximadamente
28.1%, 22.8% e 6.2%. Estes valores incluem a gerac¸a˜o dos beacons utilizados no algoritmo
de agrupamento, o qual consome cerca de 10% do ritmo de transmissa˜o dispon´ıvel. A
Figura 5.8 apresenta o tempo me´dio que cada um dos no´s mante´m eleito o mesmo LGB.
Este tempo e´ a me´dia dos tempos que os no´s manteˆm um determinado LGB eleito. Sem
mobilidade (velocidade me´dia dos no´s igual a 0 m/s) e caso a rede fosse de salto u´nico, o
tempo de eleic¸a˜o dos LGB deveria ser o tempo total de simulac¸a˜o subtra´ıdo do paraˆmetro
kest, ou seja, 995 segundos neste caso. No entanto, esta rede na˜o e´ de salto u´nico (podem
existir inclusive no´s sem nenhum vizinho) e a na˜o recepc¸a˜o de alguns beacons devido a
coliso˜es quebra algumas ligac¸o˜es lo´gicas (dado que o temporizador parametrizado com o
valor TO expira). Estas situac¸o˜es fazem com que o tempo me´dio que um no´ mante´m eleito
um LGB seja de 118.7, 60.7 e 16.5 segundos, para os valores de carga baixa, me´dia e
alta, respectivamente. Aumentando a carga, a probabilidade de existirem coliso˜es entre
beacons aumenta, aumentando a probabilidade de quebra das ligac¸o˜es lo´gicas existentes.
Este facto origina que o algoritmo realize mais eleic¸o˜es de novos LGB para um mesmo no´,
o que diminui o tempo me´dio de eleic¸a˜o do LGB. Para os casos em que os no´s apresentam
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mobilidade, o algoritmo apresenta uma diminuic¸a˜o do tempo me´dio de eleic¸a˜o do LGB a`
medida que a velocidade me´dia dos no´s aumenta, pois o aumento de velocidade dos no´s
origina uma diminuic¸a˜o dos tempos me´dios de estabilidade das ligac¸o˜es com os seus no´s
vizinhos. Entre as velocidades de 20 e 30 m/s, o tempo me´dio de eleic¸a˜o do LGB comec¸a
a convergir para um valor inferior a 5 segundos. Os resultados mostram que quer a carga
na rede quer a mobilidade dos no´s influenciam de forma significativa o desempenho do
algoritmo.
A Figura 5.9 apresenta o nu´mero me´dio de vizinhos de um no´, bem como a dimensa˜o
me´dia de cada GB agrupado pelo Algoritmo 5.1, para o cena´rio de carga alta apresentado
no exemplo da Figura 5.8. A dimensa˜o me´dia do GB diminui a` medida que a velocidade
dos no´s aumenta, pois o aumento de velocidade dos no´s encurta o tempo de durac¸a˜o
das ligac¸o˜es esta´veis. Embora o nu´mero me´dio de vizinhos nos diferentes cena´rios de
mobilidade seja de aproximadamente 6 no´s, a dimensa˜o me´dia dos GB constitu´ıdos pelo
algoritmo chega a ser quase metade do nu´mero de no´s vizinhos (no cena´rio de mobilidade
mais alta). O desvio padra˜o das medidas, apresentado na figura atrave´s dos segmentos
de recta verticais, apresenta valores mais elevados para a dimensa˜o me´dia do GB do que
para o nu´mero me´dio de no´s vizinhos. Isto significa que existem alguns GB de dimensa˜o
mais elevada do que a dimensa˜o me´dia, embora o nu´mero de GB de menor dimensa˜o seja
?
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Figura 5.8: Tempo me´dio de eleic¸a˜o do LGB para diferentes valores de carga e mobilidade
dos no´s.
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muito superior ao nu´mero de grupos de dimensa˜o superior, o que faz com que, em me´dia,
hajam dois grupos de broadcast na vizinhanc¸a de cada no´.
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Figura 5.9: Dimensa˜o me´dia no nu´mero de vizinhos por no´, e dimensa˜o me´dia do GB
obtida com o Algoritmo 5.1 aplicado ao cena´rio de alta carga apresentado na Figura 5.8.
Outra das caracter´ısticas a avaliar e´ o desempenho do algoritmo face a diferentes
densidades de no´s. Para isso, utilizou-se o cena´rio com mobilidade 1 m/s utilizado na
Figura 5.8, realizando a simulac¸a˜o do algoritmo para diferentes nu´meros de no´s (75, 100,
125, 150, 175 e 200 no´s). A Figura 5.10(a) apresenta os resultados do nu´mero me´dio teo´rico
e real de vizinhos por no´ e da dimensa˜o me´dia de cada GB (em no´s). O valor teo´rico do
nu´mero de no´s apresentado na figura baseia-se no facto de o modelo de mobilidade tender
para uma distribuic¸a˜o espacial uniforme dos no´s. Num cena´rio de simulac¸a˜o com a´rea a
onde cada um dos nt no´s distribu´ıdos uniformemente pela a´rea possui um raio de alcance
de ra´dio r e, considerando que cada no´ possui em me´dia nv vizinhos f´ısicos, obte´m-se
uma aproximac¸a˜o do nu´mero total de no´s existentes na rede (nt) atrave´s da expressa˜o
nt = (nv + 1)a/(pir2). Assim, sabido o nu´mero total de no´s na rede (nt), o nu´mero me´dio
de no´s vizinhos e´ dado por nv = (ntpir2/a)− 1. Como se observa, o modelo de mobilidade
usado tende a distribuir uniformemente os no´s pela a´rea simulada, pois o nu´mero me´dio
real de vizinhos acompanha a aproximac¸a˜o teo´rica. A figura evidencia que o nu´mero de no´s
vizinhos aumenta a` medida que a densidade de no´s tambe´m aumenta. Esta caracter´ıstica
e´ detectada pelo algoritmo de agrupamento, pois tambe´m se verifica um aumento na
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dimensa˜o dos GB com o aumento da densidade dos no´s. Por outro lado, dado que valores
mais elevados de densidades significam um maior nu´mero de vizinhos, a probabilidade de
um no´ ser esta´vel aumenta a` medida que a densidade de no´s aumenta, pois a probabilidade
de perder todas as ligac¸o˜es esta´veis de um no´ e´ inferior. Este comportamento pode ser
observado na Figura 5.10(b), pois a percentagem do nu´mero de no´s insta´veis diminui a`
medida que a densidade de no´s aumenta.
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Figura 5.10: Dimensa˜o me´dia do nu´mero de vizinhos e do GB (a), e percentagem de no´s
insta´veis (b) para diferentes valores de densidade de no´s.
A Figura 5.11 apresenta um histograma para a dimensa˜o dos grupos de broadcast. Os
dados foram obtidos a partir da simulac¸a˜o da rede com 175 no´s, considerada num dos
cena´rios usados para obter os resultados apresentados na Figura 5.10. Tal como se pode
observar, o algoritmo gera um nu´mero elevado de grupos com dimensa˜o baixa. Neste caso,
mais de 50% dos grupos tem dimensa˜o inferior a 4 no´s, sendo que o nu´mero de grupos de
cada dimensa˜o diminui rapidamente a` medida que a dimensa˜o dos grupos aumenta.
Os resultados aqui analisados, atestam a capacidade de o algoritmo gerar grupos de
no´s (GB). Tanto o aumento de carga como o aumento de mobilidade dos no´s prejudicam
o desempenho do algoritmo. No entanto, o algoritmo tira partido do conjunto de no´s
mais esta´veis em termos de mobilidade, o que o torna um candidato preferencial face aos
tradicionais algoritmos de agrupamento utilizados em redes infra-estruturadas.
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Figura 5.11: Nu´mero relativo de Grupos de Broadcast em func¸a˜o da sua dimensa˜o.
5.3 Melhorias do algoritmo de agrupamento de no´s
O algoritmo de agrupamento de no´s apresentado anteriormente recorre a` utilizac¸a˜o de
um sistema baseado na transmissa˜o de beacons (SB - sistema de beacons) para obtenc¸a˜o
de informac¸a˜o acerca da topologia da rede. Este e´ um procedimento vulgar em redes ad
hoc mo´veis, sendo utilizado pela maioria dos protocolos de encaminhamento propostos
para este tipo de redes, incluindo, entre outros, os protocolos Associativity-based Routing
(ABR) [Toh97], Optimized Link State Routing (OLSR) [CJ03] e Virtual Ring Routing
(VRR) [CCN+06]. Caso dois no´s se encontrem dentro do mesmo raio de alcance de
ra´dio, existe uma ligac¸a˜o f´ısica (ver Definic¸a˜o 1.1), e o SB permite detecta´-la. Uma
vez detectada, os dois no´s denominam-se vizinhos lo´gicos (ver Definic¸a˜o 5.1), dado que
possuem uma ligac¸a˜o ”lo´gica”suportada pelo SB. No entanto, existem va´rios factores que
afectam de forma negativa o desempenho das ligac¸o˜es lo´gicas baseadas em beacons, as
quais originam estados de incoereˆncia face a`s ligac¸o˜es f´ısicas. Esta secc¸a˜o identifica esses
factores, apresentando propostas para a melhoria do desempenho do SB.
A difusa˜o perio´dica dos beacons apresenta va´rios desafios, tais como, a necessa´ria
utilizac¸a˜o de largura de banda da rede para a sua transmissa˜o e a consequente interfereˆncia
com as transmisso˜es existentes. Os no´s necessitam de transmitir sempre o beacon para
actualizarem todos os seus vizinhos, mesmo nos per´ıodos em que na˜o sa˜o trocados dados
u´teis na rede (incluindo pedidos de localizac¸a˜o de recursos). Podem distinguir-se impactos
directos e indirectos na utilizac¸a˜o dos beacons para detecc¸a˜o e manutenc¸a˜o da ligac¸a˜o
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lo´gica.
Os impactos directos relacionam-se com a transmissa˜o efectiva do beacon (considerando-
se neste cap´ıtulo que e´ efectuada utilizando o protocolo IEEE 802.11) e incluem aspectos
relacionados com a energia e a largura de banda consumida, a saber:
d1 - e´ necessa´ria energia adicional para transmitir, receber e processar toda a informac¸a˜o
relativa aos beacons;
d2 - os beacons sa˜o transmitidos em tramas do tipo broadcast. As transmisso˜es originam
um aumento da probabilidade de colisa˜o entre tramas, aumentando o nu´mero me´dio
de retransmisso˜es das tramas unicast, o que aumenta o atraso total do protocolo
MAC e o n´ıvel de congesta˜o da rede;
d3 - o SB origina tra´fego de controlo, o qual ocupa parte da largura de banda dispon´ıvel,
diminuindo a largura dispon´ıvel para transmissa˜o de dados dos utilizadores;
O tipo de transmissa˜o broadcast permite a detecc¸a˜o das ligac¸o˜es f´ısicas existentes, pois este
tipo de comunicac¸a˜o ponto-multiponto exige que a trama seja processada por todos os no´s
que a recebam. Alguns protocolos exploram a possibilidade de utilizar comunicac¸o˜es do
tipo ponto-a-ponto entre os no´s, para enviarem informac¸o˜es contidas no beacon (atrave´s de
piggy-backing) e assim reduzirem a quantidade de beacons transmitidos. No entanto, este
procedimento podera´ utilizar ainda mais largura de banda, pois neste caso e´ necessa´rio
que um no´ transmita informac¸a˜o ponto-a-ponto para todos os seus vizinhos lo´gicos con-
tendo a informac¸a˜o do beacon. Outro dos inconvenientes da utilizac¸a˜o das transmisso˜es
do tipo ponto-a-ponto e´ a eliminac¸a˜o da capacidade de detecc¸a˜o de novas ligac¸o˜es lo´gicas
entretanto criadas na rede (devido principalmente a` mobilidade dos no´s).
Os impactos indirectos compreendem os efeitos relacionados com a informac¸a˜o contida
nos beacons, sendo os responsa´veis pelo estado de incoereˆncia entre os vizinhos f´ısicos e
os vizinhos lo´gicos de um no´. Basicamente, a informac¸a˜o da topologia virtual dada pelo
SB na˜o corresponde muitas das vezes a` topologia f´ısica existente, o que pode diminuir o
desempenho dos servic¸os que usem essa informac¸a˜o. Os diferentes estados de incoereˆncia
entre dois no´s vizinhos resumem-se a treˆs situac¸o˜es espec´ıficas:
i1 - ja´ existe uma ligac¸a˜o f´ısica entre dois no´s, no entanto ainda na˜o foi detectada a
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ligac¸a˜o lo´gica, dado na˜o ter sido recebido o primeiro beacon que origina a detecc¸a˜o;
i2 - a ligac¸a˜o lo´gica entre dois no´s ainda existe, no entanto a ligac¸a˜o f´ısica ja´ na˜o existe.
Esta situac¸a˜o e´ devida ao facto do temporizador prolongar a ligac¸a˜o virtual ate´ um
determinado intervalo de tempo apo´s o u´ltimo beacon recebido;
i3 - as ligac¸o˜es f´ısicas e lo´gicas existem, no entanto a ligac¸a˜o lo´gica e´ interrompida pela
impossibilidade de receber um beacon no intervalo de espera do temporizador;
As situac¸o˜es i1 e i3 sa˜o afectadas pela norma de transmissa˜o utilizada (IEEE 802.11). Na
situac¸a˜o i1, caso a rede esteja muito congestionada ou a probabilidade de colisa˜o entre
tramas seja muito alta, a transmissa˜o do primeiro beacon pode ser muito atrasada ou na˜o
ter sucesso, respectivamente. Em ambos os casos, o tempo de detecc¸a˜o da ligac¸a˜o f´ısica ja´
existente aumenta, aumentando a durac¸a˜o da incoereˆncia. Da mesma forma, a perda ou
um atraso significativo na transmissa˜o de um ou mais beacons podera´ interromper uma
ligac¸a˜o lo´gica relativa a uma ligac¸a˜o f´ısica ainda existente (situac¸a˜o i3).
A mobilidade dos no´s e´ outra das causas que afectam as situac¸o˜es i1 e i2. Na situac¸a˜o
i1, a ligac¸a˜o f´ısica pode nem ser detectada, caso o per´ıodo de transmissa˜o de beacons e
os valores de mobilidade dos no´s sejam altos. Ja´ num cena´rio de elevada mobilidade dos
no´s, a probabilidade de causar incoereˆncia, devido ao prolongamento da ligac¸a˜o lo´gica pelo
temporizador, e´ mais elevada (situac¸a˜o i2), pois a probabilidade de a ligac¸a˜o f´ısica deixar
de existir aumenta.
Note-se que os valores escolhidos para o per´ıodo de transmissa˜o de beacons (TB) e
para o intervalo de espera do temporizador associado a` ligac¸a˜o lo´gica (TO) influenciam
de forma significativa as treˆs situac¸o˜es. Nos SB existentes, o valor de TB e´ normalmente
escolhido em func¸a˜o dos impactos directos que origina, e, na maior parte dos sistemas, na˜o
e´ dada nenhuma justificac¸a˜o formal para a escolha deste paraˆmetro. Da mesma forma,
o paraˆmetro TO e´ normalmente um paraˆmetro constante e mu´ltiplo de TB (TO = kTB),
estando esta parametrizac¸a˜o justificada pelo facto de tentar evitar que os vizinhos sejam
constantemente inseridos e removidos da tabela de beacons. No entanto, o valor de k e´ de
grande importaˆncia, embora na˜o existam trabalhos publicados que avaliem o seu impacto
(por exemplo o SB apresentado em [KK00] adopta o valor TO = 4.5TB). Observando a
situac¸a˜o i1, e´ deseja´vel que a frequeˆncia de transmisso˜es dos beacons seja mais elevada
118 CAPI´TULO 5. LOCALIZAC¸A˜O DE RECURSOS EM REDES AD HOC MO´VEIS
para redes com maior n´ıvel de mobilidade dos no´s. Dessa forma, as ligac¸o˜es f´ısicas sera˜o
detectadas mais rapidamente, diminuindo o tempo de incoereˆncia entre as ligac¸o˜es f´ısicas
e lo´gicas. Dado que o valor do temporizador e´ um mu´ltiplo do per´ıodo de transmissa˜o dos
beacons, a diminuic¸a˜o do per´ıodo de transmissa˜o dos beacons tambe´m melhora a situac¸a˜o i2
em cena´rios de alta mobilidade, pois as ligac¸o˜es lo´gicas passam a ser temporalmente menos
prolongadas pelo temporizador. No entanto, o aumento da frequeˆncia de transmissa˜o dos
beacons aumenta os impactos directos do SB, e, desse modo, o valor de TB explicita o
compromisso entre os impactos directos e indirectos do SB. Quanto ao intervalo de espera
TO, este pode prolongar em demasia as ligac¸o˜es lo´gicas existentes (situac¸a˜o i2), caso o
seu valor seja demasiadamente elevado. Da mesma forma, caso o seu valor seja muito
pequeno e´ muito prova´vel acontecer a situac¸a˜o i3, pois as transmisso˜es na norma IEEE
802.11 sofrem contenc¸a˜o de acordo com a carga da rede, ale´m de os beacons poderem ser
perdidos por colisa˜o.
O dimensionamento dos valores de TB e de TO deve ter em conta os requisitos de
mobilidade dos no´s, bem como as caracter´ısticas da norma de transmissa˜o utilizada. Dessa
forma, esta secc¸a˜o propo˜e o dimensionamento do valor de TB baseado na probabilidade
de as ligac¸o˜es f´ısicas se manterem va´lidas durante o intervalo de tempo TB. Numa rede
mo´vel, o valor da probabilidade e´ sempre inferior a um, no entanto e´ deseja´vel escolher um
valor de TB que aproxime o valor da probabilidade a um, sempre que os custos devido aos
impactos directos sejam comporta´veis. Definido o valor de TB, resta dimensionar a durac¸a˜o
TO do temporizador associado a` ligac¸a˜o lo´gica. Para um valor constante de TO = 2.5TB, e
assumindo que na˜o existe mobilidade, e´ observado que o aumento da carga da rede origina
uma forte degradac¸a˜o das ligac¸o˜es lo´gicas dadas pelo SB, quando comparadas a`s ligac¸o˜es
f´ısicas existentes. Este facto justifica a adaptac¸a˜o do valor de TO face aos valores de carga
observados na rede, aplicando para o efeito o modelo do protocolo MAC apresentado no
Cap´ıtulo 3.
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5.3.1 Mobilidade e frequeˆncia de transmissa˜o dos beacons (TB)
Considerac¸o˜es iniciais
A mobilidade dos no´s afecta a distribuic¸a˜o dos caminhos f´ısicos (compostos por va´rias
ligac¸o˜es f´ısicas) utilizados nos algoritmos de encaminhamento das redes ad hoc. A maioria
dos trabalhos publicados, estuda as distribuic¸o˜es dos caminhos f´ısicos e o seu impacto nos
protocolos de encaminhamento.
O trabalho apresentado em [GL02] estuda o tempo de durac¸a˜o de um caminho com
dois saltos. O caminho une dois no´s fixos e e´ suportado por um no´ interme´dio mo´vel,
que esta´ ligado fisicamente aos dois no´s fixos. O caminho e´ considerado quebrado logo
que o no´ mo´vel deixe de ter ligac¸a˜o f´ısica com um dos no´s fixos. O trabalho caracteriza o
tempo de durac¸a˜o do caminho, considerando uma versa˜o simplificada do modelo de mo-
bilidade Random Waypoint utilizado pela primeira vez em [JM96]. O trabalho [BSH03]
propo˜e um me´todo para sistematizac¸a˜o da ana´lise dos efeitos da mobilidade nos algorit-
mos de encaminhamento, avaliando o desempenho dos algoritmos em diversos modelos
de mobilidade. Os autores do trabalho [BSH04] propo˜em um modelo de blocos para os
algoritmos de encaminhamento, de forma a que possam explicar os efeitos da mobilidade
nos algoritmos. O trabalho apresentado em [SBKH03] e [BSKH04] descreve um estudo da
durac¸a˜o das ligac¸o˜es f´ısicas entre dois no´s, considerando va´rios modelos de mobilidade e
va´rias parametrizac¸o˜es, tais como as velocidades dos no´s e os raios de transmissa˜o de ra´dio.
Este estudo baseia-se em simulac¸o˜es, sendo apresentadas as distribuic¸o˜es probabil´ısticas
da durac¸a˜o das ligac¸o˜es f´ısicas obtidas nos diferentes cena´rios simulados.
Recentemente, os trabalhos apresentados em [NC04] e [TWLK06] descrevem modelos
anal´ıticos relacionados com as ligac¸o˜es f´ısicas entre dois no´s, utilizando o modelo de mo-
bilidade Random Waypoint. O trabalho [NC04] deduz analiticamente as distribuic¸o˜es em
equil´ıbrio (estado estaciona´rio) da localizac¸a˜o dos no´s, da sua velocidade e dos tempos de
pausa realizados pelos no´s. O modelo anal´ıtico e´ validado com sucesso utilizando o simu-
lador [Inf07]. Ja´ os autores do trabalho [TWLK06] apresentam um estudo anal´ıtico da
durac¸a˜o das ligac¸o˜es f´ısicas para o modelo de mobilidade Random Waypoint. A durac¸a˜o
da ligac¸a˜o f´ısica e´ o intervalo de tempo que dois no´s se manteˆm dentro do raio de alcance
de ra´dio. Os autores deduzem formalmente a distribuic¸a˜o da durac¸a˜o das ligac¸o˜es f´ısicas,
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utilizando para isso a velocidade relativa dos no´s e a distaˆncia a que eles se encontram.
O trabalho inclui ainda a validac¸a˜o da parte formal, atrave´s de simulac¸o˜es do modelo
de mobilidade. Finalmente, o trabalho [HBWB07] apresenta um estudo anal´ıtico acerca
da probabilidade de as entradas da tabela dos algoritmos de encaminhamento propostos
para redes ad hoc mo´veis se encontrarem desactualizadas devido ao facto da mobilidade
quebrar ligac¸o˜es f´ısicas existentes.
O estudo aqui apresentado pretende caracterizar a probabilidade de uma ligac¸a˜o f´ısica
ainda se manter activa apo´s o intervalo de tempo TB. Utiliza-se o modelo de mobilidade
Random Waypoint, inicialmente proposto em [JM96] e depois analisado em [YLN03]. Este
modelo na˜o assume qualquer tendeˆncia pre´via na mobilidade dos no´s, sendo que as ve-
locidades e as posic¸o˜es para onde se deslocam os no´s sa˜o escolhidas de forma aleato´ria
e independentemente das escolhas realizadas anteriormente. Por isso, este modelo e´ dos
mais utilizados em simulac¸o˜es de redes ad hoc mo´veis, beneficiando do facto de existirem
ferramentas computacionais capazes de o simular ([Inf07]). Descreve-se de seguida o com-
portamento do modelo. Inicialmente, e´ escolhida uma a´rea com dimensa˜o Xmax × Ymax
onde n no´s se podem deslocar. A posic¸a˜o inicial (x, y) de cada um dos no´s e´ escolhida de
acordo com uma distribuic¸a˜o uniforme nos intervalos [0, Xmax] e [0, Ymax]. Para todos os
no´s e´ depois escolhida uma posic¸a˜o de destino (x′, y′), tambe´m escolhida de acordo com
uma distribuic¸a˜o uniforme nos intervalos [0, Xmax] e [0, Ymax]. Posteriormente, e´ parame-
trizado o valor da velocidade (v) com que o no´ se desloca em linha recta para a posic¸a˜o
de destino, a qual e´ escolhida uniformemente no intervalo [Vmin, Vmax], sendo Vmin > 0
([YLN03]). Quando o no´ atinge a posic¸a˜o de destino (x′, y′), fica parado durante o tempo
de pausa, o qual podera´ ser constante ou escolhido uniformemente no intervalo [0, Pmax].
Apo´s cumprir o tempo de pausa, o no´ escolhe uma nova posic¸a˜o de destino (x′, y′) e o valor
da velocidade v com que se deve deslocar ao longo desse percurso (da mesma forma como
escolheu as anteriores), e todo o processo se repete ate´ que a simulac¸a˜o esteja conclu´ıda.
Probabilidade de ligac¸o˜es f´ısicas activas apo´s o intervalo TB
Sejam S eV duas varia´veis aleato´rias cont´ınuas e independentes, cujos valores instantaˆneos
sa˜o representados por s e v. Estas varia´veis representam a distaˆncia percorrida pelo no´
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em cada percurso do modelo de mobilidade Random Waypoint (dada pela distaˆncia Eu-
clideana
√
(x′ − x)2 + (y′ − y)2) e a velocidade efectivamente executada pelo no´, respec-
tivamente. Pretende-se caracterizar inicialmente a func¸a˜o de densidade da velocidade
efectivamente executada pelos no´s. Embora o valor da velocidade com que um no´ se move
para uma determinada posic¸a˜o (x′, y′) seja escolhida aleatoriamente segundo uma distri-
buic¸a˜o uniforme definida no intervalo [Vmin, Vmax], a func¸a˜o de densidade da velocidade
efectivamente executada pelos no´s na˜o e´ uniforme, tal como e´ documentado em [YLN03].
Este facto resulta de a velocidade escolhida aleatoriamente ser independente da distaˆncia
a percorrer. Considerando-se um valor constante para a distaˆncia a percorrer, a durac¸a˜o
do percurso e´ inversamente proporcional ao valor da velocidade escolhida aleatoriamente
a partir da distribuic¸a˜o uniforme. Assim, caso sejam escolhidos valores de velocidade
pro´ximas de Vmin, o no´ deslocar-se-a` a essa velocidade durante mais tempo do que no
caso em que e´ escolhida uma velocidade pro´xima de Vmax. Dessa forma, e´ de esperar
valores mais elevados da func¸a˜o de densidade da velocidade para valores de velocidade
mais pro´xima de Vmin, e valores menos elevados da func¸a˜o de densidade da velocidade
para valores de velocidade mais pro´xima de Vmax.
Considerando que um no´ se encontra inicialmente distanciado de s unidades do ponto
para onde se pretende deslocar, o tempo necessa´rio para efectuar o percurso e´ dado por
s/v. Como a velocidade e´ escolhida uniformemente no intervalo [Vmin, Vmax], a durac¸a˜o
do percurso e´ inversamente proporcional a` velocidade escolhida aleatoriamente. Dessa
forma, a func¸a˜o de densidade da velocidade executada e´ proporcional a s/v no intervalo
[Vmin, Vmax] e nula fora deste intervalo. Como, por definic¸a˜o,
∫ +∞
−∞ f(v) dv = 1, tem-se que
∫ Vmax
Vmin
s
v
dv = 1, (5.2)
onde, apo´s resolver a integrac¸a˜o, se obte´m
s =
1
log
(
Vmax
Vmin
) . (5.3)
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Assim, a func¸a˜o de densidade da velocidade dos no´s e´ definida por
f(v) =

0, v < Vmin
1
v log
(
Vmax
Vmin
) , Vmin ≤ v ≤ Vmax
0, v > Vmax
. (5.4)
No entanto, esta func¸a˜o so´ e´ va´lida caso os no´s na˜o executem pausas nas posic¸o˜es de
destino. Caso executem a pausa, os no´s encontram-se parados durante um determinado
intervalo de tempo. Sendo ppausa a probabilidade de um no´ se encontrar parado a cumprir
uma pausa, a func¸a˜o de densidade de probabilidade da velocidade dos no´s e´ definida por
fp(v) = fp(v = 0|executa pausa)ppausa + fp(v|na˜o executa pausa)(1− ppausa). (5.5)
Quando executa uma pausa um no´ tem velocidade 0 com probabilidade 1, ou seja, fp(v =
0|executa pausa) = 1. Ja´ fp(v|na˜o executa pausa) e´ dado pela expressa˜o (5.4). Deste
modo, a func¸a˜o de densidade de probabilidade da velocidade, no caso em que os no´s
cumprem pausa, e´ dada por
fp(v) =

0, v < 0
ppausa, v = 0
0, 0 < v < Vmin
1− ppausa
v log
(
Vmax
Vmin
) , Vmin ≤ v ≤ Vmax
0, v > Vmax
. (5.6)
Assim, o valor esperado da velocidade me´dia dos no´s e´ dado por
E(v) =
∫ Vmax
Vmin
vfp(v) dv =
(Vmax − Vmin)(1− ppausa)
log
(
Vmax
Vmin
) , (5.7)
o que esta´ de acordo com o resultado apresentado em [YLN03], quando ppausa = 0.
Dois no´s n1 e n2 com velocidades ~v1 e ~v2, respectivamente, possuem uma ligac¸a˜o f´ısica,
caso se encontrem a uma distaˆncia d um do outro inferior ao seu raio de alcance de trans-
missa˜o ra´dio (r). A relac¸a˜o entre os dois no´s representada na Figura 5.12(a) corresponde
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ao caso em que os vectores de velocidade ~v1 e ~v2 sa˜o iguais, resultando numa velocidade
relativa entre os dois no´s nula. Nesta situac¸a˜o, uma hipote´tica ligac¸a˜o f´ısica existente
entre os dois no´s conservar-se-a` ate´ que pelo menos um dos vectores das velocidades seja
alterado, sendo a velocidade relativa um vector na˜o nulo (exemplo representado na Figura
5.12(b)).
rn1
n2
v1
v2
?
?
r
d
(a)
n1
n2
v1
v2
?
?
(b)
Figura 5.12: Vectores de velocidades de dois no´s n1 e n2: (a) situac¸a˜o de velocidade
relativa nula; (b) situac¸a˜o de velocidade relativa na˜o nula.
Para determinar a probabilidade de a ligac¸a˜o f´ısica se manter activa, assume-se inici-
almente que dois no´s possuem uma ligac¸a˜o f´ısica, e que um deles (n2) se mante´m parado,
enquanto que o outro (n1) se move com a velocidade relativa ~vr = ~v1 − ~v2. Considera-se
que a distaˆncia percorrida pelo no´ e´ significativamente superior ao seu raio de alcance
ra´dio. Interessa obter nestas condic¸o˜es o valor esperado da velocidade relativa entre dois
no´s. Considerem-se os vectores ~v1 e ~v2 representados pelas coordenadas polares (v1, θ1) e
(v2, θ2), com v1, v2 ∈ [Vmin, Vmax] e θ1, θ2 ∈ [0, 2pi]. A velocidade relativa e´ dada por
~vr = ~v1 − ~v2 = (v1cos(θ1)− v2cos(θ2), v1sen(θ1)− v2sen(θ2)), (5.8)
cujo mo´dulo e´ dado por
|~vr| =
√
v21 + v
2
2 − 2v1v2cos(θ1 − θ2). (5.9)
A velocidade relativa e´ func¸a˜o de quatro varia´veis aleato´rias V1,V2,Θ1, e Θ2 mutuamente
independentes. Dessa forma, a varia´vel aleato´ria que representa a velocidade relativa pode
ser escrita como Vr = g(V1,V2,Θ1,Θ2), onde a func¸a˜o g e´ dada por (5.9). Assim, o valor
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esperado da velocidade relativa e´ dada por
E(vr) =
∫ +∞
−∞
g(v1, v2, θ1, θ2)f(vr) dvr. (5.10)
Como as varia´veis sa˜o independentes, tem-se que f(vr) = f(v1)f(v2)f(θ1)f(θ2), onde se
obte´m finalmente
E(vr) =
∫ Vmax
Vmin
∫ Vmax
Vmin
∫ 2pi
0
∫ 2pi
0
√
v21 + v
2
2 − 2v1v2cos(θ1 − θ2)
f(v1)f(v2)f(θ1)f(θ2) dθ2 dθ1 dv2 dv1. (5.11)
As func¸o˜es f(v1) e f(v2) sa˜o dadas por (5.6) e as func¸o˜es de densidade de probabilidade
da direcc¸a˜o da posic¸a˜o sa˜o dadas por f(θ1) = f(θ2) = 12pi . Note-se que E(vr) so´ apresenta
soluc¸a˜o nume´rica.
Considera-se que no instante t os no´s possuem uma ligac¸a˜o f´ısica. Por outras palavras,
no instante t a posic¸a˜o do no´ n2 esta´ no interior da circunfereˆncia de cobertura de ra´dio
do no´ n1. Quando o no´ n1 se move com velocidade ~vr face a n2, tende a quebrar a ligac¸a˜o
com n2 caso |~vr| > 0. Assumindo que os no´s na˜o mudam de direcc¸a˜o ou de velocidade
entre os instantes t e t+∆t, o que se aproxima mais da realidade a` medida que ∆t tende
para zero, um no´ pode mover-se no ma´ximo uma distaˆncia d = 2r durante o intervalo ∆t,
mantendo a ligac¸a˜o f´ısica com o seu no´ vizinho. Esta situac¸a˜o encontra-se ilustrada na
Figura 5.13.
n1 n2vr
?
(a)
n2 n1
?
A
B
Vr
(b)
Figura 5.13: Ma´ximo deslocamento entre dois no´s sem que a ligac¸a˜o f´ısica seja quebrada:
(a) instante inicial t; (b) instante final t + ∆t apo´s o no´ n1 se ter deslocado a distaˆncia
d = AB = 2r do no´ n2.
A probabilidade de os no´s manterem a ligac¸a˜o no instante t+∆t esta´ relacionada com
a a´rea simultaneamente coberta nos instantes t e t+∆t, a qual se encontra representada
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a sombreado na Figura 5.14(b).
n1 vr
?
x
y
r
(a)
x
y
n1 vr
?n1
d
d/2
(b)
Figura 5.14: Posic¸a˜o do no´ n1 nos instantes temporais: (a) t; (b) t + ∆t apo´s se ter
deslocado a distaˆncia d apo´s o instante t.
Sabendo que a a´rea da circunfereˆncia de cobertura de ra´dio no instante t e´ dada por
at = 2
∫ r
−r
√
r2 − x2 dx, a a´rea de cobertura sobreposta a at no instante t+∆t (representada
por at+∆t(d) e ilustrada a sombreado na Figura 5.14(b)) e´ func¸a˜o da distaˆncia d ≥ 0
percorrida, sendo dada por
at+∆t(d) =
 pir
2 − ∫ d/2−d/2√r2 − x2 dx 0 ≤ d ≤ 2r
0, d > 2r
. (5.12)
Definindo o per´ıodo de beacons TB = ∆t, a distaˆncia que o no´ n1 se desloca relativamente
a n2 durante TB e´ dada por E(vr)TB. Assim, a probabilidade de uma ligac¸a˜o f´ısica se
encontrar activa durante um per´ıodo de beacon e´ dada por
plig =
at+∆t(E(vr)TB)
pir2
. (5.13)
A Figura 5.15 representa a probabilidade plig, variando a distaˆncia percorrida por n1
relativamente a n2 desde 0 a 2r. Os resultados indicam que a probabilidade de manter a
ligac¸a˜o f´ısica activa diminui a` medida que a distaˆncia entre os dois aumenta, como seria
de esperar.
Para validar a probabilidade apresentada em (5.13), utilizou-se a ferramenta ”set-
dest”inclu´ıda no simulador [Inf07], a qual permite gerar um padra˜o de mobilidade se-
gundo o modelo Random Waypoint, considerando as condic¸o˜es apresentadas em [YLN03].
126 CAPI´TULO 5. LOCALIZAC¸A˜O DE RECURSOS EM REDES AD HOC MO´VEIS
0  0.2r 0.4r 0.6r 0.8r r 1.2r 1.4r 1.6r 1.8r 2r
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
E(v
r
)TB
p li
g
Figura 5.15: Probabilidade de as ligac¸o˜es f´ısicas se manterem va´lidas durante o per´ıodo
TB.
Definiram-se 5 padro˜es de mobilidade, considerando Vmin = 1 e Vmax = {10, 20, 30, 40, 50}
m/s e a restante parametrizac¸a˜o do modelo representada na Tabela 5.2. Dado o tempo de
simulac¸a˜o e o nu´mero de no´s escolhidos, obtiveram-se mais de um milha˜o de mudanc¸as de
ligac¸o˜es f´ısicas em todos os padro˜es de simulac¸a˜o.
Tabela 5.2: Paraˆmetros utilizados nos padro˜es de mobilidade para validar plig.
A´rea da superf´ıcie 1000 x 1000 m nu´mero de no´s (n) 10
Vmin 1 m/s Vmax {10, 20, 30, 40, 50} m/s
raio de alcance ra´dio 100 m ppausa 0
tempo de simulac¸a˜o 10 000s
Na validac¸a˜o utilizou-se a ferramenta Mobility Trace Analyzer inclu´ıda na plataforma
descrita em [BSH03] e tambe´m utilizada nos trabalhos [SBKH03] e [BSKH04]. Esta fer-
ramenta permite analisar va´rias caracter´ısticas do padra˜o de movimento gerado com a
ferramenta ”setdest”, entre as quais se encontra a durac¸a˜o me´dia de uma ligac¸a˜o f´ısica
(T¯lf ). A Tabela 5.3 apresenta os valores nume´ricos de E(v) e E(vr), bem como o valor
de T¯lf obtidos atrave´s da simulac¸a˜o. A probabilidade plig foi validada tendo em conta o
ra´cio entre TB e T¯lf , utilizando a expressa˜o
pˇlig = max
(
0, 1− TB
T¯lf
)
. (5.14)
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A Figura 5.16 ilustra os resultados de validac¸a˜o de a probabilidade de a ligac¸a˜o se manter,
considerando os per´ıodos de transmissa˜o de beacons TB = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10} segun-
dos. Os resultados obtidos atrave´s da simulac¸a˜o acompanham os resultados determinados
numericamente. Como se observa, a probabilidade diminui a` medida que a velocidade
ma´xima Vmax e o per´ıodo de transmissa˜o dos beacons aumentam.
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Figura 5.16: Validac¸a˜o de a probabilidade (plig) de uma ligac¸a˜o f´ısica se manter durante
o per´ıodo TB (as linhas ”Vmax”representam os valores nume´ricos de plig, enquanto que a
legenda ”simulac¸a˜o”se refere a` aplicac¸a˜o da expressa˜o (5.14)).
Esta ana´lise permite escolher o per´ıodo de TB de acordo com o padra˜o de mobilidade
utilizado. Sendo imposs´ıvel que, num cena´rio onde os no´s se deslocam, a probabilidade de
manter a ligac¸a˜o seja unita´ria, a determinac¸a˜o do valor nume´rico de plig da´ uma noc¸a˜o da
perda de ligac¸o˜es f´ısicas de acordo com o valor de TB escolhido, o qual interessa maximizar
de modo a diminuir o tra´fego de controlo originado pelos beacons.
Tabela 5.3: Paraˆmetros dos padro˜es de mobilidade (E(v) e E(vr) nume´ricos, e T¯lf obtido
atrave´s da simulac¸a˜o).
vmax[m/s] E(v)[m/s] E(vr)[m/s] T¯lf [s]
10 3.91 5.69 27.05
20 6.34 9.64 16.73
30 8.52 13.26 12.33
40 10.57 16.68 10.07
50 12.52 19.97 8.47
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5.3.2 Intervalo de expirac¸a˜o da ligac¸a˜o lo´gica (TO)
Problema considerado
Assumindo um determinado per´ıodo de transmissa˜o do beacon, pode suceder que as
ligac¸o˜es f´ısicas e lo´gicas entre dois no´s existam, no entanto a ligac¸a˜o lo´gica pode ser
interrompida pela impossibilidade de receber um beacon no intervalo de espera do tempo-
rizador (impacto indirecto i3). Neste caso, a ligac¸a˜o f´ısica continua a existir, no entanto a
lo´gica e´ quebrada.
Tal como foi analisado, todas as tramas sofrem um atraso na fila de espera e no
acesso ao canal, o qual depende da carga no meio. O tempo de atraso, representado por
TD = TMAC + Tprop na Figura 5.17, e´ o atraso total do protocolo MAC estudado no
Cap´ıtulo 3.
Para motivar o problema, estudou-se o efeito da carga no SB. Simulou-se um SB
constitu´ıdo por dez no´s imo´veis e posicionados dentro do raio de alcance uns dos outros
durante 500 segundos, utilizando a norma IEEE 802.11b. As tramas de broadcast foram
transmitidas a 1Mbps, e foram utilizados os paraˆmetros TB = 1s e TO = 2.5TB na pa-
rametrizac¸a˜o do SB. Durante os 500 segundos de simulac¸a˜o, recolheram-se dados acerca
das ligac¸o˜es lo´gicas fornecidas pelo SB. No final, calculou-se a func¸a˜o de densidade de
probabilidade da durac¸a˜o das ligac¸o˜es lo´gicas (f(tlig)). Como todos os no´s se encontram
dentro do raio de alcance uns dos outros, e como as simulac¸o˜es duram 500 segundos, todas
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Figura 5.17: Diagrama temporal do sistema de beacons considerando tatraso varia´vel.
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as ligac¸o˜es lo´gicas devem durar 500 segundos, ou seja
f(tlig) = δ(tlig − 500), (5.15)
onde a func¸a˜o δ(x) representa a func¸a˜o Delta de Dirac. Esta func¸a˜o de densidade de
probabilidade e´ verificada atrave´s de simulac¸o˜es quando a u´nica carga da rede sa˜o os
beacons transmitidos pelo SB. No entanto, quando a carga total gerada na rede e´ de
aproximadamente 40% da sua capacidade total (dos quais 10% e´ tra´fego broadcast), a
distribuic¸a˜o apresenta a forma ilustrada na Figura 5.18(a). Apesar de os no´s na˜o se
deslocarem, os resultados exibem a indevida quebra das ligac¸o˜es lo´gicas devido ao aumento
de carga na rede. Com TO = 2.5TB, se dois beacons consecutivos forem perdidos devido
a coliso˜es, o temporizador dos no´s que os deviam receber expira, quebrando a ligac¸a˜o
lo´gica. Pro´ximo da zona de saturac¸a˜o de tra´fego, onde o atraso total do protocolo MAC e
a probabilidade de colisa˜o entre tramas sa˜o superiores, este efeito e´ ainda mais expressivo
como ilustra a Figura 5.18(b). Neste caso, nenhuma das ligac¸o˜es lo´gicas dura mais de
25 segundos, quando deveriam durar 500. Estes dois casos explicitam a importaˆncia da
carga na rede na incoereˆncia das ligac¸o˜es lo´gicas fornecidas pelo SB face a`s ligac¸o˜es f´ısicas
existentes. Nesta situac¸a˜o, as ligac¸o˜es lo´gicas sa˜o quebradas devido ao facto de o intervalo
TO utilizado nos temporizadores na˜o ser suficiente para prolongar as ligac¸o˜es nos casos em
que a carga aumenta.
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Figura 5.18: Func¸a˜o de densidade de probabilidade da durac¸a˜o das ligac¸o˜es lo´gicas (f(tlig))
(pb = 0.1, comprimento me´dio das tramas = 1150 bytes, K = 200 tramas, (a) λ =12
tramas/no´/s, (b) λ = 16 tramas/no´/s).
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Considerando agora o diagrama temporal representado na Figura 5.17, os beacons
enviados pelo no´ A sa˜o recebidos pelo no´ B apo´s o intervalo TD. Quando o primeiro beacon
e´ recebido pelo no´ B, este cria o novo registo na sua tabela de beacons e, simultaneamente,
activa o temporizador com o intervalo de tempo
TO = βTB, β ≥ 2. (5.16)
O valor do temporizador e´ um mu´ltiplo do per´ıodo de beacon, considerando-se que β ∈
Z+. Desta forma o valor do temporizador sera´ pelo menos o dobro de TB. Os exemplos
ilustrados na Figura 5.18 mostram que a constante β = 2.5 origina grande incoereˆncia nas
ligac¸o˜es lo´gicas. Nestes casos, a ligac¸a˜o lo´gica e´ quebrada indesejadamente quando
β <
TD
TB
. (5.17)
O atraso total do protocolo MAC (TD) retarda a transmissa˜o do beacon e, embora a
ligac¸a˜o f´ısica ainda exista, a ligac¸a˜o virtual e´ considerada quebrada se a rede se encontrar
num estado de saturac¸a˜o de tra´fego. Apresenta-se na pro´xima sub-secc¸a˜o uma regra para
adaptar o paraˆmetro β face aos valores de carga da rede.
Regra de adaptac¸a˜o
Executando a metodologia apresentada nos exemplos da Secc¸a˜o 4.2, ou utilizando a apro-
ximac¸a˜o do tempo de servic¸o apresentado na Secc¸a˜o 4.3, e´ poss´ıvel obter uma aproximac¸a˜o
do valor do tempo total do protocolo MAC (TˆD). Esse valor pode ser utilizado para adaptar
o mu´ltiplo β, e simultaneamente variar TO. Sabido TˆD, propo˜e-se uma regra de adaptac¸a˜o
linear de β dada por
β = 1 +min{dκTˆDe, βmax}, (5.18)
onde dxe representa a operac¸a˜o de arredondamento ao inteiro mais pequeno na˜o inferior
a x (”ceil”). A varia´vel TˆD e´ uma aproximac¸a˜o do valor me´dio do atraso total na sub-
camada MAC. Como o atraso total na sub-camada MAC apresenta valores de variaˆncia
elevada (facto ilustrado nas figuras 4.3 e 4.4), o paraˆmetro κ > 1 tende a compensar essas
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situac¸o˜es. Por exemplo, caso o valor instantaˆneo do atraso do MAC suba rapidamente,
este e´ atenuado pelo valor me´dio (TˆD), e β pode na˜o reflectir a adaptac¸a˜o com a dinaˆmica
pretendida. Neste caso, o paraˆmetro κ eleva o valor de TˆD de forma a prevenir a sua subida.
Note-se ainda que na˜o existe perigo em parametrizar κ com um valor fixo arbitra´rio.
Mesmo que o valor de κ seja relativamente elevado, a parametrizac¸a˜o do valor de βmax de
acordo com a mobilidade dos no´s elimina o perigo de β ser sobrevalorizado e prolongar
dessa forma as ligac¸o˜es lo´gicas existentes.
Embora muito simples, a regra (5.18) adapta β de acordo com o valor do atraso total
do protocolo MAC sentido na rede. Tal como foi referido, o valor βmax deve ser escolhido
de acordo com a mobilidade dos no´s. Caso βmax tenha um valor demasiadamente alto, as
ligac¸o˜es lo´gicas podera˜o ser prolongadas em demasia, resultando no estado de incoereˆncia
i2. Dado que TB e´ dimensionado de acordo com a mobilidade e impactos directos que
causa, TB e´ o primeiro paraˆmetro a dimensionar. Baseado no valor de TB, propo˜e-se que
βmax seja escolhido de forma a que haja aproximadamente 50% de probabilidade de a
ligac¸a˜o lo´gica (plig) ainda existir apo´s o temporizador prolongar a ligac¸a˜o ate´ ao valor
ma´ximo admiss´ıvel TO = βmaxTB. Desta forma, garante-se que β na˜o toma valores que
prolongam em demasia as ligac¸o˜es lo´gicas.
De seguida apresentam-se resultados da aplicac¸a˜o da regra ao cena´rio apresentado
na Figura 4.4. O paraˆmetro κ foi parametrizado a 200, dado que beneficia aumentos
ra´pidos dos valores das amostras necessa´rias para obter TˆD e, por outro lado, este valor
na˜o sobrevaloriza em demasia a durac¸a˜o das ligac¸o˜es lo´gicas (devido a` escolha de βmax).
O valor κ = 200 e´ tambe´m utilizado nos restantes cena´rios apresentados neste cap´ıtulo. O
cena´rio a estudar possui quatro intervalos distintos (A a D) no que diz respeito ao tra´fego
me´dio gerado por no´ (ρA = 0.275 entre 0 e 250s, ρB = 0.617 entre 250 e 500s, ρC = 0.104
entre 500 e 750s, e ρD = 0.712 entre 750 e 1000s). Como os 10 no´s se encontram imo´veis,
o tempo de durac¸a˜o das ligac¸o˜es f´ısicas e´ o tempo total simulado. Aplicando o modelo
descrito no Cap´ıtulo 3 ao intervalo onde e´ gerada mais carga (intervalo D), obte´m-se
um valor do tempo TD igual a 0.042 segundos. Note-se que o valor dado pelo modelo
e´ o valor me´dio esperado em equil´ıbrio, pois, observando a Figura 4.4, verifica-se que o
valor ma´ximo de TˆD obtido nas simulac¸o˜es (aproximadamente 0.28 segundos) e´ superior.
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Neste caso, tomando o intervalo D por ser o intervalo em que a rede se encontra com
o maior valor de carga, o produto κTD vale aproximadamente 8.4 segundos em estado
de equil´ıbrio. No entanto, em tempo real, verifica-se que TˆD pode valer 0.28 segundos,
o que pode elevar o produto κTˆD a 56 segundos. Por esse motivo, limita-se o produto
de κTˆD a βmax = 15, na˜o permitindo que valores de tempo de atraso muito elevados
possam prolongar as ligac¸o˜es em demasia. A Figura 5.19 apresenta a func¸a˜o de distribuic¸a˜o
acumulada (fda) da durac¸a˜o das ligac¸o˜es. Como se verifica, as ligac¸o˜es f´ısicas duram o
tempo de simulac¸a˜o (1000s), enquanto que as ligac¸o˜es lo´gicas, utilizando um SB com β
constante e a valer 2.5, apresentam um tempo de durac¸a˜o inferior a`s f´ısicas. No entanto,
a utilizac¸a˜o do paraˆmetro β adaptado por (5.18) (valores apresentados na Figura 5.20)
faz com que as fda das ligac¸o˜es f´ısicas e lo´gicas se sobreponham. Este exemplo visa
?
Figura 5.19: Func¸a˜o de distribuic¸a˜o acumulada (fda) da durac¸a˜o das ligac¸o˜es lo´gicas e
f´ısicas do cena´rio apresentado na Figura 4.4.
observar a adaptac¸a˜o de β (representado na Figura 5.20) nos quatro intervalos de carga
distintos. Tal como seria de esperar, a aplicac¸a˜o da regra aumenta β sempre que o valor
aproximado do atraso total do protocolo MAC aumenta. Note-se que este exemplo e´
meramente acade´mico, pois considera no´s imo´veis, e, dessa forma, o paraˆmetro βmax pode
tomar um valor muito elevado sem que haja o perigo de originar a incoereˆncia descrita na
situac¸a˜o i2.
Para avaliar a regra de adaptac¸a˜o numa situac¸a˜o de mobilidade dos no´s, consideram-
se dois padro˜es de mobilidade diferentes, os quais sa˜o gerados de acordo com o modelo
5.3. MELHORIAS DO ALGORITMO DE AGRUPAMENTO DE NO´S 133
0 200 400 600 800 1000
0
2
4
6
8
10
12
14
16
tempo [s]
β
Intervalo A Intervalo B Intervalo C Intervalo D
Figura 5.20: Valores de β adaptados pela regra (5.18) no cena´rio apresentado na Figura
4.4.
Random Waypoint, cuja parametrizac¸a˜o se apresenta na Tabela 5.4. A rede avaliada e´
composta por 10 no´s com um raio de alcance de ra´dio de 100 metros, estando os no´s
posicionados numa a´rea de 500x500 metros. Cada no´ gera tramas com 125 bytes de dados
de acordo com uma distribuic¸a˜o exponencial com me´dia 50 tramas/s. A parametrizac¸a˜o
usada na norma IEEE 802.11b encontra-se especificada na Tabela 4.1. Como se considera
tra´fego homoge´neo, o valor de TˆD usado na adaptac¸a˜o do paraˆmetro β e´ obtido aplicando
o exemplo descrito na Secc¸a˜o 4.2.
Tabela 5.4: Cena´rios de mobilidade avaliados.
Padra˜o Vmin[m/s] Vmax[m/s] tempo de pausa E(v)[m/s] E(vr)[m/s]
A 1.0 40.0 6.0 5.89 7.52
B 10.0 40.0 0.0 21.64 29.56
Analisando o cena´rio de mobilidade A e escolhendo TB = 1s, o valor de a probabilidade
de a ligac¸a˜o f´ısica ainda existir apo´s o intervalo de tempo TB (plig dado pela expressa˜o
(5.13)) e´ de 95.2%. Interessa que o temporizador na˜o prolongue as ligac¸o˜es lo´gicas em
demasia. Dessa forma, assume-se que as ligac¸o˜es lo´gicas so´ sa˜o prolongadas ate´ que a
probabilidade de a ligac¸a˜o f´ısica ainda existir ser de aproximadamente 50%. Aplicando
a expressa˜o (5.13), sabe-se que, para este cena´rio, o valor de plig vale 48.9% quando TB
vale 10s. Por outras palavras, sabe-se que as ligac¸o˜es lo´gicas so´ devem ser prolongadas
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ate´ 10 segundos, caso se queira ter ainda uma probabilidade de 48.9% de existir ligac¸a˜o
f´ısica. Dado que TO = βTB, e sendo TB = 1s, enta˜o, para que TO seja no ma´ximo
10s, o valor de βmax vale 9 (aplicando a expressa˜o (5.18)). A Figura 5.21 apresenta a
func¸a˜o de distribuic¸a˜o acumulada (fda) da durac¸a˜o das ligac¸o˜es lo´gicas obtidas no cena´rio
A, comparando-as com a fda da durac¸a˜o das ligac¸o˜es f´ısicas. Nas condic¸o˜es de carga
descritas anteriormente, quando o SB usa o paraˆmetro β = 2.5 de forma fixa e TB =
1s (curva denominada ”beta constante”), verifica-se que as ligac¸o˜es lo´gicas obtidas pelo
SB exibem uma durac¸a˜o inferior a`s ligac¸o˜es f´ısicas. Neste caso, o valor de β = 2.5 e´
demasiado curto e as ligac¸o˜es lo´gicas sa˜o quebradas indevidamente. No entanto, utilizando
o paraˆmetro β adaptado por (5.18) com parametrizac¸a˜o TB = 1s e βmax = 9, a fda
da durac¸a˜o dos caminhos lo´gicos aproxima-se da fda da durac¸a˜o dos caminhos f´ısicos,
diminuindo a incoereˆncia entre ambos. Na realidade, a adaptac¸a˜o do valor do temporizador
a` carga existente na rede prolonga suficientemente a ligac¸a˜o de forma a evitar a quebra
de ligac¸a˜o devido ao atraso na transmissa˜o (TD) ou a` perda de uma ou mais tramas
consecutivas devida a coliso˜es.
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Figura 5.21: Func¸a˜o de distribuic¸a˜o acumulada da durac¸a˜o das ligac¸o˜es no cena´rio de
mobilidade A.
O cena´rio B apresenta maior mobilidade. A Figura 5.22 apresenta a fda da durac¸a˜o das
ligac¸o˜es f´ısicas no cena´rio de mobilidade B. Quando se usa o cena´rio de carga anteriormente
descrito, a fda da ligac¸a˜o dos caminhos lo´gicos dados pelo SB quando β e´ fixo (com valor
2.5 e com TB = 1s) indica que as ligac¸o˜es lo´gicas sa˜o quebradas em demasia, pois as
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Figura 5.22: Func¸a˜o de distribuic¸a˜o acumulada da durac¸a˜o das ligac¸o˜es no cena´rio de
mobilidade B.
ligac¸o˜es f´ısicas possuem uma durac¸a˜o me´dia superior. Adaptando o valor de β, estudam-
se dois casos distintos. Para fundamentar o estudo, apresentam-se na Tabela 5.5 os valores
da probabilidade plig para diversos valores de TB. No primeiro caso escolhe-se o valor de
TB = 1s. Este valor e´ muito elevado para este cena´rio de mobilidade, pois, para que o
valor de plig seja aproximadamente 50%, o valor de βmax devera´ ser 2 (com plig a valer
45.5%). Assim, β adaptado por (5.18) tomaria somente os valores 2 ou 3, estando pro´ximo
da opc¸a˜o de β fixo. Dessa forma, optou-se por estudar a fda da durac¸a˜o dos caminhos
lo´gicos na˜o limitando o valor de β (βmax = ∞). A Figura 5.22 apresenta os resultados
obtidos (curva ”Lig. lo´gicas - beta adaptado (TB = 1s)”), observando-se que as ligac¸o˜es
lo´gicas sa˜o prolongadas em demasia, apresentando um valor me´dio superior a`s ligac¸o˜es
f´ısicas. Para na˜o limitar os valores de β obtidos com a regra de adaptac¸a˜o (5.18) a 2 ou 3,
diminuiu-se o valor de TB para 0.25 segundos. Consultando a Tabela 5.5 para TB = 0.25s,
sabe-se que a probabilidade de as ligac¸o˜es f´ısicas ainda existirem apo´s um intervalo de
Tabela 5.5: Valores de plig para va´rios valores de TB nas condic¸o˜es do cena´rio de mobilidade
B.
TB = 0.25s TB = 0.5s TB = 0.75s TB = 1.0s TB = 1.25s TB = 1.5s TB = 1.75s TB = 2.0s
95.3% 90.6% 85.9% 81.3% 76.6% 72% 67.4% 62.9%
TB = 2.25s TB = 2.5s TB = 3s TB = 4s TB = 5s TB = 6s TB = 7s TB = 8s
∼58.5% 54.0% 45.5% 29.4% 15.4% 4.5% ∼0% ∼0%
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2.5 segundos (10TB) e´ de 54%. Nesta situac¸a˜o, aplicando a expressa˜o (5.16), obte´m-se
TO = (1 + βmax)0.25 = 2.5s, donde βmax = 9. Desta forma, β apresenta um intervalo de
valores inteiros de 2 a 10. Os resultados obtidos na Figura 5.22 (ver curva ”Lig. lo´gicas
- beta adaptado (TB = 0.25s)”) aproximam a fda das ligac¸o˜es lo´gicas a` fda das ligac¸o˜es
f´ısicas, o que melhora o n´ıvel de coereˆncia do SB.
Enquanto a utilizac¸a˜o dos valores de β constantes na˜o toma os valores da carga da
rede em considerac¸a˜o, constata-se que a adaptac¸a˜o do valor de β melhora a coereˆncia entre
as ligac¸o˜es lo´gicas e f´ısicas.
5.4 Localizac¸a˜o de recursos
Esta secc¸a˜o apresenta dois algoritmos para descoberta e localizac¸a˜o de recursos numa
rede ad hoc mo´vel, utilizando o algoritmo de agrupamento apresentado na secc¸a˜o 5.2. Os
algoritmos sa˜o baseados em inundac¸a˜o de rede, e visam optimizar a tarefa de inundac¸a˜o
de modo a diminuir a quantidade de transmisso˜es necessa´rias para cobrir todos os no´s da
rede. O primeiro algoritmo so´ necessita de usar a informac¸a˜o contida nos beacons vindos
de cada um dos no´s vizinhos, utilizando informac¸a˜o a 1.5 saltos. O segundo modifica o
beacon utilizado no Algoritmo de eleic¸a˜o 5.1, de forma a incluir informac¸o˜es relativas aos
no´s contidos a dois saltos, utilizando informac¸a˜o a 2.5 saltos.
Nesta secc¸a˜o considera-se que cada no´ retransmite no ma´ximo a mensagem de query
uma u´nica vez. Esta abordagem na˜o se aplica a redes tolerantes a atrasos [Fal03], onde
e´ frequente realizar mu´ltiplas retransmisso˜es da query em diferentes instantes temporais
para propagar a mensagem a partic¸o˜es da rede ate´ a´ı desconhecidas. A operac¸a˜o de
localizac¸a˜o de um recurso na rede inicia-se com o envio da mensagem query por um no´
que pretende obter informac¸o˜es acerca desse recurso (no´ de origem). A query conte´m o
enderec¸o do no´ de origem (norigem), um identificador da mensagem (Qid) e a identificac¸a˜o
do recurso a ser localizado (Rid). So´ os no´s que possuem o recurso Rid pretendido e´ que
respondem ao pedido com o envio da mensagem hit, a fim de informar o no´ de origem acerca
da localizac¸a˜o do recurso. Os algoritmos analisados nesta secc¸a˜o teˆm como objectivo o
encaminhamento da mensagem query para o no´ proprieta´rio do recurso e da mensagem
hit do proprieta´rio do recurso ate´ ao no´ de origem. Denomina-se caminho de expedic¸a˜o o
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conjunto de no´s percorrido pela mensagem query entre o no´ de origem e o no´ que possui
o recurso. Denomina-se caminho inverso o conjunto de no´s percorrido pela mensagem hit
entre o no´ que possui o recurso e o no´ de origem.
Destacam-se duas te´cnicas utilizadas neste trabalho para comparar as propostas de
minimizac¸a˜o das transmisso˜es na tarefa de inundac¸a˜o da rede:
• source routing :
esta te´cnica e´ usada em diversos protocolos de encaminhamento para redes ad hoc
mo´veis, nomeadamente no protocolo Dynamic Source Routing (DSR) [JM96]. A
operac¸a˜o de localizac¸a˜o inicia-se tambe´m com uma mensagem de query, contendo
informac¸a˜o relativa a norigem, Qid, Rid, e a lista P dos no´s que formam o caminho
de expedic¸a˜o. Cada no´ transmite cada mensagem query que recebe, desde que
na˜o tenha sido previamente recebida. Antes de ser transmitida, o no´ inclui o seu
enderec¸o na lista P que sera´ copiada para a query. Quando a query atinge um no´ que
possui o recurso pretendido, a lista P e´ usada de forma invertida para encaminhar
a mensagem de hit ate´ ao no´ de origem.
• inundac¸a˜o pura:
esta e´ uma te´cnica do tipo ”forc¸a bruta”para propagar as mensagens query e hit.
A mensagem de query so´ conte´m as informac¸o˜es norigem, Qid e Rid. Depois de
receber qualquer uma das mensagens, cada no´ da rede transmite-a uma vez. Este e´
o pior caso em termos de nu´mero de transmisso˜es, ja´ que numa rede com n no´s, a
localizac¸a˜o de um recurso origina 2n transmisso˜es na rede.
Como a te´cnica de source routing na˜o necessita de inundar todos os no´s da rede com a
resposta hit, apresenta uma reduc¸a˜o da largura de banda quando comparada a` inundac¸a˜o
pura. No entanto, a sua eficieˆncia baixa a` medida que a mobilidade dos no´s aumenta,
porque a frequente mudanc¸a das conexo˜es entre no´s pode invalidar o caminho de retorno
utilizado para encaminhar a mensagem de hit. A te´cnica de inundac¸a˜o pura pode aumentar
o sucesso da localizac¸a˜o, nomeadamente quando os no´s apresentam grande mobilidade.
Contudo, o aumento de tra´fego de broadcast que origina pode diminuir o desempenho do
protocolo MAC (tal como se verificou no Cap´ıtulo 3), aumentando a probabilidade de
insucesso na transmissa˜o das tramas e a consequente diminuic¸a˜o do sucesso na localizac¸a˜o
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do recurso pretendido.
5.4.1 Algoritmo que utiliza informac¸a˜o a 1.5 saltos
A minimizac¸a˜o do nu´mero de transmisso˜es para efectuar a cobertura total da rede aqui
apresentada e´ parcialmente baseada no algoritmo de source routing [JM96] e no algoritmo
apresentado em [PL00]. O algoritmo de localizac¸a˜o de recursos usa a informac¸a˜o dos GB
obtidos atrave´s do Algoritmo 5.1, o qual classifica os no´s como:
• LGB, se um no´ recebe um beacon informando-o que foi seleccionado como l´ıder, ou
se um no´ executa o ramo de auto-eleic¸a˜o de LGB do algoritmo;
• esta´vel na˜o LGB, se um no´ selecciona um no´ LGB diferente dele mesmo, e na˜o e´
seleccionado por nenhum vizinho como LGB;
• insta´vel, se um no´ na˜o selecciona um LGB.
O algoritmo de localizac¸a˜o diminui o nu´mero transmisso˜es necessa´rias para inundar toda a
rede. Tal como se viu no algoritmo de agrupamento, a rede e´ completamente coberta sem
a necessidade de todos os no´s da rede transmitirem. Por exemplo, na Figura 5.6 basta que
os no´s n1, n5 e n6 transmitam a query para que todos os outros no´s da rede a recebam.
Dado que os no´s LGB sa˜o eleitos pelos seus vizinhos, sempre que os no´s LGB transmi-
tem uma query, esta e´ recebida por todo o GB (caso na˜o existam erros de comunicac¸a˜o).
Dessa forma, considera-se que todos os no´s eleitos LGB transmitem sempre as novas
queries que recebem. Para efeitos do algoritmo apresentado, todos os no´s insta´veis sa˜o
tratados como no´s LGB, transmitindo sempre as queries que recebem, pois podem ser os
u´nicos elementos capazes de ligar duas a´rvores de grupos desconectas no instante em que
recebe a query. No entanto, dado que sa˜o no´s com um n´ıvel de mobilidade na˜o ”esta´vel”,
atrasam a transmissa˜o da query na esperanc¸a que a mesma atinja o destino por uma rota
que na˜o os inclua. Os u´nicos no´s que podem cancelar a transmissa˜o da query sa˜o os no´s
esta´veis na˜o LGB. Dessa forma, um no´ esta´vel na˜o LGB atrasa a transmissa˜o da query,
escutando as transmisso˜es das queries dos no´s vizinhos. A partir dessas transmisso˜es, os
no´s esta´veis na˜o LGB recolhem os enderec¸os dos no´s que as enviam. Quando o per´ıodo de
atraso de transmissa˜o termina, os no´s podem cancelar a transmissa˜o da query, caso todos
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os no´s LGB (incluindo os no´s insta´veis) dos no´s vizinhos ja´ tenham enviado a trama.
As Figuras 5.23(a), (b) e (c) representam o algoritmo aplicado nos treˆs tipos de no´s.
As mensagens de query incluem os identificadores anteriormente descritos norigem, Qid e
Rid, e duas listas que conteˆm informac¸a˜o acerca do caminho de expedic¸a˜o. A lista S
conte´m todos os no´s LGB visitados pela query. A lista U conte´m todos os no´s esta´veis
na˜o LGB e os no´s insta´veis visitados a partir do u´ltimo no´ LGB. Todos os no´s guardam
os campos Qid e norigem para so´ transmitirem uma vez cada query recebida.
Os no´s LGB que recebam uma query (algoritmo apresentado na Figura 5.23(b)) na˜o
recebida anteriormente e que na˜o possuam o recurso pedido, adicionam ao seu reposito´rio
de dados o tuplo (U,Qid, norigem) (representado no algoritmo pela func¸a˜o ”repos”). Pos-
teriormente a lista U e´ iniciada a vazio, e o no´ adiciona o seu enderec¸o a` lista S. As
listas U e S sa˜o depois enviadas na query. Os no´s insta´veis que recebam uma query na˜o
recebida anteriormente e que na˜o possuam o recurso pedido (algoritmo apresentado na
Figura 5.23(a)), so´ adicionam o seu enderec¸o a` lista U e copiam a lista U para a query
antes de a transmitirem.
Quando um no´ esta´vel na˜o LGB recebe uma query na˜o recebida anteriormente, guarda
as listas U e S contidas na query (varia´veis Ureceb e Sreceb no algoritmo representado na
Figura 5.23(c)), respectivamente. Para reduzir o nu´mero de transmisso˜es, os no´s esta´veis
na˜o LGB atrasam a transmissa˜o da query durante um intervalo de tempo aleato´rio Tatraso
(nunca inferior a um mı´nimo pre´-definido), escutando as transmisso˜es efectuadas pelos
no´s vizinhos, a fim de identificarem as queries transmitidas com os mesmos identificadores
norigem e Qid. Durante este per´ıodo, os no´s adicionam as listas S e U das queries recebidas
com os mesmos identificadores (representadas no algoritmo por Sreceb e Ureceb) a`s listas U
e S do reposito´rio (representadas por Srepos e Urepos). A lista Srepos conte´m todos os no´s
LGB visitados pelas va´rias queries recebidas com o mesmo identificador, servindo assim
para saber quais os no´s LGB inundados durante o per´ıodo de espera de transmissa˜o da
query. Quando o temporizador expira (t ≥ Tatraso), o no´ esta´vel na˜o LGB determina
se a query ja´ foi transmitida por todos os LGB eleitos pelos seus no´s vizinhos. Este no´
ira´ transmitir a query se, pelo menos, um dos LGB eleito pelos no´s vizinhos na˜o tiver
transmitido ainda a query.
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(a) (b)
(c)
Figura 5.23: Algoritmo de minimizac¸a˜o das transmisso˜es necessa´rias para inundar a rede
utilizando informac¸a˜o a 1.5 saltos.
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Considere-se a aplicac¸a˜o do algoritmo de minimizac¸a˜o das transmisso˜es a` rede ilus-
trada na Figura 5.24. Suponha-se que o no´ n7 recebe uma query transmitida pelo seu
LGB (no´ n5). A query conte´m a lista de todos os LGB visitados e, dessa forma, conte´m
pelo menos o no´ n5. Como o no´ n7 e´ um no´ esta´vel na˜o LGB, o no´ cancela a transmissa˜o
da query depois de o seu temporizador expirar. Isto deve-se ao facto de todos os no´s LGB
dos seus vizinhos (que neste caso e´ o no´ n5) ja´ terem transmitido a trama. Pode suceder
outro evento distinto caso o no´ n3 receba uma query originada pelo no´ n2. Neste caso, o
no´ esta´vel na˜o LGB n3 espera o tempo Tatraso definido para o temporizador. Como os no´s
LGB transmitem as queries recebidas sem executarem nenhum atraso propositado, existe
uma elevada probabilidade de o no´ n3 receber a query a partir do seu no´ LGB (no´ n1)
sem que o seu temporizador tenha expirado. Se isto suceder, quando o temporizador do
no´ n3 expira, o no´ verifica se os enderec¸os dos no´s n6 e n1 (LGB dos no´s vizinhos) esta˜o
contidos nas listas S das va´rias queries recebidas com o mesmo identificador Qid e com o
mesmo no´ de origem norigem durante a activac¸a˜o do temporizador. Caso isso suceda, o no´
na˜o transmite a query. De notar ainda que, caso o no´ n4 receba uma query do no´ n5, o no´
insta´vel n9 recebera´ a trama do no´ esta´vel na˜o LGB n4, pois o algoritmo executado pelo
no´ n4 considera que a query e´ sempre transmitida caso um no´ esta´vel na˜o LGB possua um
vizinho insta´vel. Note-se, no entanto, que, caso o no´ n9 esteja no raio de alcance do no´ n4
durante um curto intervalo de tempo, pode suceder que o no´ n4 nunca chegue a receber
um beacon do no´ n9. Nesta situac¸a˜o, o no´ n4 nunca envia a query para o no´ n9, pois na˜o
sabe da existeˆncia do no´ n9.
n1
n2n3
n4n5
n6
n7
n8
n9
n10
?
Figura 5.24: Exemplo de uma rede ad hoc. Os no´s n1, n5 e n6 sa˜o LGB. O no´ n9 e´ insta´vel.
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Tal como se observa nos algoritmos apresentados na Figura 5.23, sempre que um no´
possui o recurso pretendido pelo no´ de origem, envia uma mensagem hit. A mensagem hit
e´ encaminhada pela rede, utilizando as listas U e S contidas na query, bem como todas
as listas U guardadas nos reposito´rios de todos os no´s LGB que transmitem a query. As
mensagens hit possuem um campo com o mesmo identificador da query que as origina
(Qid), e outro que identifica o no´ que origina a query (norigem). O no´ que possui o recurso
copia as listas U e S contidas na query para a mensagem hit. O Algoritmo 5.2 e´ usado
pelos no´s para encaminhar a mensagem hit para o no´ de origem. Note-se que o algoritmo
so´ e´ aplicado quando cada no´ recebe uma mensagem hit com um identificador (norigem,
Qid) na˜o recebido previamente. Para encaminhar a mensagem de hit para o no´ que origina
a query, sa˜o usadas as listas S e U contidas na query. O caminho inverso e´ reconstru´ıdo,
usando as listas S e U e as va´rias listas U guardadas no reposito´rio de cada um dos no´s
LGB visitados pela query. Quando um no´ recebe a mensagem hit, comec¸a por verificar
se o seu enderec¸o e´ o mesmo do no´ de origem (linha 1 do Algoritmo 5.2). Caso na˜o seja,
a mensagem e´ encaminhada para outro no´. Cada no´ comec¸a por verificar se a lista U
contida na mensagem hit recebida ainda conte´m elementos, e caso contenha retira-lhe o
u´ltimo enderec¸o inserido (linha 3) e tenta transmitir para esse enderec¸o. Caso a lista U
na˜o contenha elementos, o no´ verifica se possui alguma entrada no seu reposito´rio com
os identificadores norigem e Qid (linha 5). Caso possua uma lista U no seu reposito´rio de
dados, o no´ usa essa lista, retirando-lhe o u´ltimo enderec¸o inserido (linha 7), transmitindo
depois a mensagem hit para esse enderec¸o. Caso a lista U na˜o exista no reposito´rio desse
no´, o no´ tenta enviar a mensagem de hit para o u´ltimo no´ inserido na lista S (linhas
11 e 12). Caso a lista na˜o contenha nenhum elemento, o no´ utiliza o enderec¸o de broad-
cast para efectuar uma transmissa˜o do tipo ponto-multiponto, tentando alcanc¸ar o no´ de
origem atrave´s da inundac¸a˜o pura da rede. Note-se que, no algoritmo, a func¸a˜o ”trans-
mite hit para(enderec¸o envio)”tenta enviar a mensagem, utilizando uma transmissa˜o do
tipo ponto-a-ponto. No entanto, como este tipo de comunicac¸a˜o permite o reconhecimento
do sucesso da transmissa˜o, sempre que a transmissa˜o falha, a func¸a˜o retransmite depois a
mensagem de hit, utilizando um enderec¸o do tipo broadcast. Quando o caminho percorrido
entre dois no´s pela mensagem de query na˜o e´ va´lido para transmissa˜o da mensagem de
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hit, a func¸a˜o ”transmite hit para”observa ainda se algum dos no´s vizinhos esta´ contido
nalguma das listas U ou S contidas na mensagem hit, e, caso esteja, tenta transmitir-lhe a
mensagem antes de optar por efectuar a transmissa˜o do tipo ponto-multiponto. Ao tentar
enviar a mensagem atrave´s da transmissa˜o do tipo ponto-multiponto, o algoritmo tenta
encontrar o no´ de origem mesmo quando os no´s contidos no caminho inverso ja´ na˜o sa˜o
seus vizinhos (devido a elevados valores de mobilidade ou a erros na transmissa˜o). No
entanto, este tipo de inundac¸a˜o pura e´ parcial, pois a transmissa˜o da mensagem hit, utili-
zando o tipo de transmissa˜o ponto-a-ponto, e´ novamente retomada pelo no´ que identifique
no´s vizinhos que estejam contidos nas listas S ou U .
paraˆmetros de entrada: U, S, norigem, Qid
if (na 6= norigem) then1
if (tamanho(U) > 0) then2
enderec¸o envio ⇐ retira ultimo elemento(U);3
transmite hit para(enderec¸o envio);
else /* hit recebido por um no´ LGB? */4
encontra e actualiza lista U(norigem, Qid)5
if (tamanho(U) > 0) then6
enderec¸o envio ⇐ retira ultimo elemento(U)7
transmite hit para(enderec¸o envio)8
else /* pro´ximo no´ e´ um LGB? */9
if (tamanho(S) > 0) then10
enderec¸o envio ⇐ retira ultimo elemento(S)11
transmite hit para(enderec¸o envio)12
else /* envia mensagem hit para um enderec¸o broadcast */13
transmite hit para(enderec¸o broadcast)14
15
16
17
18
Algoritmo 5.2: Algoritmo usado por cada um dos no´s para encaminhar a men-
sagem hit ate´ ao no´ de origem.
O algoritmo proposto utiliza a informac¸a˜o dos grupos para auxiliar a inundac¸a˜o da
rede, apresentando algumas caracter´ısticas que melhoram a eficieˆncia dos protocolos SBA
[PL00] e ABC-QS [CY02], a saber:
• o tempo necessa´rio para localizar o recurso diminui, pois os no´s LGB no algoritmo
apresentado nunca atrasam a transmissa˜o da query ;
• o tamanho da mensagem query e´ reduzida, pois os no´s LGB guardam no seu repo-
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sito´rio a informac¸a˜o dos no´s atravessados pela query entre dois no´s LGB;
• o algoritmo executa a operac¸a˜o de localizac¸a˜o do recurso, usando preferencialmente
os no´s esta´veis LGB, os quais oferecem maiores garantias de o caminho inverso ainda
ser va´lido;
Ale´m disso, o algoritmo reduz o nu´mero de transmisso˜es necessa´rias para cobrir a rede,
sendo que o valor de carga so´ na˜o e´ inferior ao algoritmo SBA quando todos os membros
dos GB da rede teˆm necessidade de transmitir a query. Estas caracter´ısticas melhoram o
comportamento do algoritmo em situac¸o˜es de carga elevada, bem como em condic¸o˜es de
alta mobilidade dos no´s.
5.4.2 Algoritmo que utiliza informac¸a˜o a 2.5 saltos
O algoritmo apresentado nesta sub-secc¸a˜o usa informac¸a˜o a 2.5 saltos, o que implica uma
modificac¸a˜o na estrutura dos beacons do algoritmo de agrupamento (Algoritmo 5.1). Os
beacons passam a conter uma lista dos LGB eleitos por todos os seus vizinhos e dos no´s
insta´veis a um salto dos seus vizinhos (vizinhos dos no´s vizinhos). Dessa forma, cada no´
possui informac¸a˜o acerca de todos os LGB e dos no´s insta´veis dentro de 2 saltos. Os no´s
LGB e os no´s insta´veis transmitem sempre as queries que recebem (transmitem uma u´nica
vez as tramas com os mesmos identificadores norigem e Qid). Para reduzir o nu´mero de
transmisso˜es necessa´rias para cobrir a rede, cada no´ inclui na query que transmite uma
lista (lista V ) contendo o enderec¸o dos no´s vizinhos esta´veis na˜o LGB que devem transmitir
a query. Todos os no´s vizinhos esta´veis na˜o LGB na˜o inclu´ıdos em V na˜o transmitem a
query, diminuindo deste modo o nu´mero de mensagens transmitidas.
Tal como no algoritmo apresentado na sub-secc¸a˜o anterior, a query inclui a lista S de
todos os no´s LGB visitados e a lista U de no´s visitados entre dois no´s LGB. O Algoritmo 5.3
apresenta o esquema de acc¸o˜es aplicado em cada um dos no´s gene´ricos na que, recebendo
ou gerando a query pela primeira vez, seleccionam os seus vizinhos que a devem transmitir,
os quais sa˜o devolvidos pelo algoritmo na lista V . O primeiro passo para obter a lista V
consiste em obter a lista N de todos os no´s LGB e no´s insta´veis contidos a 2 saltos do
no´ (linha 1 do algoritmo). O no´ na comec¸a por eliminar da lista N todos os enderec¸os
que estejam contidos na lista S recebida na query (linha 2). Seguidamente apaga todos
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os no´s vizinhos e ele pro´prio da lista N (linhas 3 e 4), de forma a que a lista N contenha
so´ os no´s a 2 saltos para os quais a query devera´ ser transmitida. As linhas 6 a 11 do
algoritmo identificam os no´s vizinhos de na que teˆm mesmo de transmitir a query, pois
sa˜o os u´nicos no´s que podera˜o propagar a query a pelo menos um dos elementos de N .
Note-se que esses no´s vizinhos sa˜o depois apagados da lista N na linha 11. Na linha 13,
os poss´ıveis elementos contidos em N ja´ sa˜o alcanc¸a´veis por mais de um no´ vizinho de
na. Dessa forma, o algoritmo comec¸a por escolher o vizinho que podera´ cobrir mais no´s
contidos em N , caso transmita a query, seleccionando dessa forma os no´s que devera˜o
transmitir a trama ate´ que a lista de N de no´s a cobrir fique vazia (linhas 14 a 17). O
algoritmo e´ executado sempre que um no´ transmite a query, ou seja o quando:
• um no´ origina uma nova query ;
• um no´ LGB transmite uma query ;
• um no´ insta´vel transmite a query ;
• um no´ que, recebendo uma query, e´ apontado como no´ emissor da mesma, o que e´
detectado, caso o seu enderec¸o esteja contido na lista V ;
No exemplo ilustrado na Figura 5.24, o no´ n1 transmite um beacon que envia uma
lista com os no´s LGB dos seus vizinhos, ale´m da restante informac¸a˜o necessa´ria a` execuc¸a˜o
do algoritmo de agrupamento de no´s. Essa lista conte´m os no´s LGB n1, n5 e n6. O no´ n5
tem conhecimento dos no´s LGB n1, n6 e do no´ insta´vel n9, e tambe´m sabe que o no´ n9 so´
e´ alcanc¸a´vel a partir de n4 (o beacon que n5 recebe de n4 conte´m o no´ n9 na lista de no´s
LGB dos seus vizinhos ou de vizinhos insta´veis). Como o no´ n4 na˜o e´ LGB, o no´ n5 ira´
inclu´ı-lo na lista de no´s que devem transmitir a query.
A minimizac¸a˜o do nu´mero de transmisso˜es, utilizando informac¸a˜o a 2.5 saltos e´ mais
sens´ıvel a erros no algoritmo de agrupamento de no´s do que na versa˜o anterior, em que so´
e´ usada informac¸a˜o a 1.5 saltos. Isto deve-se ao facto de a minimizac¸a˜o usar informac¸a˜o
acerca da topologia da rede com um per´ıodo de beacon de atraso na selecc¸a˜o do(s) no´(s)
vizinho(s) que tera´(a˜o) de transmitir a query.
Quanto ao algoritmo de encaminhamento das mensagens de hit, e´ utilizado o mesmo
algoritmo descrito no me´todo de minimizac¸a˜o das transmisso˜es quando so´ e´ utilizada
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paraˆmetros de entrada: S, norigem, Qid
paraˆmetros de sa´ıda : V
N ⇐cria lista no´s LGB a dois saltos()1
apaga elemento(S,N) /* elimina os enderec¸os em N que estejam2
contidos em S - apaga todos os LGB ja´ visitados */
for cada vizinho ny do /* apaga todos os vizinhos de na */3
apaga elemento(ny, N)4
apaga sublista(N,na) /* este no´ (na) pode-se ter auto-eleito LGB */5
for cada no´ lgbx contido em N do6
for cada vizinho ny do7
testa se lgbx so´ e´ alcanc¸a´vel desde ny8
if lgbx so´ e´ alcanc¸a´vel desde ny then9
adiciona elemento(ny, V )10
remove elemento(ny, N)11
12
while lista na˜o vazia(N) do13
vizinho ⇐ encontra o vizinho que cobre mais LGB contidos em N()14
adiciona elemento(vizinho, V )15
lista alcanc¸ada ⇐ determina LGB alcanc¸ados pelo vizinho(vizinho)16
apaga elemento(lista alcanc¸ada, N)17
return V18
Algoritmo 5.3: Algoritmo usado por cada um dos no´s na para seleccionar os
seus no´s que devem transmitir a query.
informac¸a˜o a 1.5 saltos (Algoritmo 5.2).
5.4.3 Ana´lise e avaliac¸a˜o de desempenho
O desempenho da tarefa de localizac¸a˜o de recursos em redes ad hoc mo´veis depende de
mu´ltiplos factores, dos quais se destacam:
f1 - a estabilidade da topologia da rede: numa rede caracterizada por um elevado grau de
mobilidade dos no´s, a imagem que um no´ possui da sua vizinhanc¸a fica rapidamente
desactualizada. Os algoritmos que usem maior quantidade de informac¸a˜o acerca da
vizinhanc¸a tendem consequentemente a reduzir o seu desempenho a` medida que o
grau de mobilidade dos no´s aumenta;
f2 - a falha de transmissa˜o na propagac¸a˜o da query : as coliso˜es entre tramas podem
originar a perda de uma query, o que pode originar o te´rmino do processo de pro-
pagac¸a˜o. E´ fundamental diminuir a probabilidade de colisa˜o entre tramas para
diminuir o nu´mero de pedidos em que os recursos na˜o sa˜o localizados;
5.4. LOCALIZAC¸A˜O DE RECURSOS 147
f3 - a falha de transmissa˜o na propagac¸a˜o do hit : quando o hit e´ propagado ate´ ao no´ que
originou a query pode tambe´m existir uma falha de transmissa˜o, sendo esta situac¸a˜o
resumida ao factor anterior. Ale´m disso, caso a mensagem de hit seja propagada
usando enderec¸os ponto-a-ponto, o caminho inverso pode na˜o ser va´lido, caso o grau
de mobilidade da rede seja elevado;
f4 - a disponibilidade dos no´s: quando o valor da a´rea onde os no´s se podem deslocar e´
muito superior a` a´rea de cobertura de ra´dio de um no´, podem existir conjuntos de
no´s na˜o contacta´veis, ou seja, conjuntos de um ou mais no´s que, pela distaˆncia a
que se encontram de todos os outros no´s da rede, na˜o podem comunicar com eles.
Assim, caso um no´ execute um pedido de localizac¸a˜o de um recurso possu´ıdo por
um no´ na˜o contacta´vel, esse pedido na˜o tera´ sucesso.
Quanto a` estabilidade da topologia da rede, e´ de esperar que o algoritmo utilizando 1.5
saltos de informac¸a˜o apresente uma diminuic¸a˜o de desempenho a` medida que o grau de
mobilidade da rede aumenta. E´ expecta´vel que este efeito seja ainda mais evidente no
algoritmo que usa 2.5 saltos de informac¸a˜o, ja´ que a probabilidade de a informac¸a˜o da vi-
zinhanc¸a ficar desactualizada e´ ainda mais elevada. Quanto aos factores f2 e f3, pretende-se
que a adaptac¸a˜o do intervalo de expirac¸a˜o da ligac¸a˜o lo´gica (TO), descrito na secc¸a˜o 5.3.2,
estabilize a dimensa˜o dos grupos de broadcast quando a probabilidade de colisa˜o entre
tramas aumenta. Nessas condic¸o˜es, a adaptac¸a˜o apresentada devera´ reduzir o nu´mero
de retransmisso˜es da query, pois os algoritmos de localizac¸a˜o utilizando 1.5 e 2.5 saltos
usam grupos de broadcast que sa˜o mais imunes ao aumento de carga (as ligac¸o˜es lo´gicas
aproximam-se a`s ligac¸o˜es f´ısicas existentes). A reduc¸a˜o do nu´mero de retransmisso˜es con-
duz a` diminuic¸a˜o do nu´mero coliso˜es verificadas e, pelos factores f2 e f3, e´ de esperar que
a adaptac¸a˜o de TO aumente o desempenho da localizac¸a˜o.
Avaliam-se de seguida os diferentes algoritmos de localizac¸a˜o, bem como o impacto da
mobilidade e da adaptac¸a˜o do valor do temporizador das ligac¸o˜es lo´gicas (TO) nos algo-
ritmos de localizac¸a˜o de recursos apresentados nas sub-secc¸o˜es 5.4.1 e 5.4.2. A avaliac¸a˜o
utiliza um cena´rio sem mobilidade e os dois cena´rios de mobilidade onde 100 no´s com um
raio de alcance de ra´dio de 100 metros se movimentam numa a´rea de 500x500 metros,
usando os paraˆmetros de mobilidade apresentados na Tabela 5.4. O cena´rio (padra˜o) de
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mobilidade A representa uma situac¸a˜o de menor mobilidade, enquanto que o cena´rio B
modela um comportamento de mobilidade mais elevada.
Os no´s utilizam a norma IEEE 802.11b parametrizada de acordo com os paraˆmetros
apresentados na Tabela 4.1, excepto o valor do paraˆmetro pb, que neste caso foi de 0.1. O
padra˜o de gerac¸a˜o de carga utilizado nas diferentes simulac¸o˜es foi semelhante, ou seja, a
me´dia de gerac¸a˜o de tramas foi de 20.1 tramas/no´/segundo para todas as simulac¸o˜es.
Para gerar as queries, utilizou-se o modelo apresentado em [GFJ+03]. Este modelo
comec¸a por distribuir aleatoriamente um conjunto de recursos pelos no´s da rede, e a
gerac¸a˜o das queries e´ realizada tendo em conta dois estados em que os no´s se podem
encontrar. No estado inactivo os no´s na˜o realizam qualquer tipo de operac¸a˜o. O recurso e´
obtido no estado espec´ıfico de obtenc¸a˜o do recurso, sendo a query gerada na transic¸a˜o do
estado inactivo para o estado de obtenc¸a˜o de recurso. Para definir a gerac¸a˜o das tramas,
especificam-se os tempos ma´ximos Tinact e Tobt dos estados inactivo e de obtenc¸a˜o de recur-
sos, respectivamente, e a probabilidade pt de transitar do estado inactivo para o estado de
obtenc¸a˜o de recursos. Cada no´ cumpre um determinado per´ıodo de tempo no estado inac-
tivo, o qual e´ obtido uniformemente a partir do intervalo ]0, Tinact]. No final desse per´ıodo,
o no´ transita para o estado de obtenc¸a˜o de recursos com probabilidade pt, ou inicia outro
estado inactivo com nova durac¸a˜o com probabilidade 1 − pt. A durac¸a˜o do estado de
obtenc¸a˜o de recursos e´ tambe´m obtida uniformemente a partir do intervalo ]0, Tobt] e, uma
vez expirada, o no´ regressa ao estado inactivo. Antes de iniciar a simulac¸a˜o, distribuem-se
uniformemente 1000 identificadores u´nicos de recursos pelos 100 no´s que constituem a
rede. Durante a simulac¸a˜o, cada no´ gera um pedido de localizac¸a˜o de um determinado
recurso na˜o possu´ıdo pelo pro´prio. Nas simulac¸o˜es efectuadas, utilizou-se exactamente a
mesma distribuic¸a˜o dos identificadores de recursos possu´ıdos pelos no´s e os mesmos 21470
pedidos de localizac¸a˜o de recursos, equivalentes a 0.2147 pedidos/no´/segundo.
Comec¸a-se por estudar o tempo necessa´rio a` localizac¸a˜o do recurso, sendo definido
como a durac¸a˜o do intervalo entre o instante em que um no´ envia a query e o instante em
que recebe o hit correspondente. Em todas as simulac¸o˜es, o paraˆmetro Tatraso, utilizado no
algoritmo que utiliza informac¸a˜o da vizinhanc¸a a 1.5 saltos, foi escolhido aleatoriamente
no intervalo [75, 125] milisegundos. Os resultados obtidos no cena´rio sem mobilidade e
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nos dois cena´rios com mobilidade sa˜o semelhantes. A Figura 5.25 apresenta os resultados
obtidos no cena´rio de mobilidade A. Como se observa, o algoritmo de inundac¸a˜o pura
obte´m os melhores resultados, pois o tempo me´dio de localizac¸a˜o dos recursos ronda os 49
milisegundos. Na situac¸a˜o inversa, o atraso Tatraso, efectuado propositadamente pelo algo-
ritmo que utiliza informac¸a˜o a 1.5 saltos, apresenta um custo elevado, pois este algoritmo
apresenta o pior desempenho com um tempo de localizac¸a˜o me´dio de aproximadamente
1.5 segundos. Os algoritmos de source routing e o que utiliza informac¸a˜o a 2.5 saltos apre-
sentam um desempenho interme´dio (0.445 segundos e aproximadamente 0.15 segundos,
respectivamente). No algoritmo de inundac¸a˜o pura, a query que atinge o no´ que possui
o recurso fa´-lo atrave´s do caminho mais ra´pido, pois nenhum no´ atrasa a transmissa˜o e,
simultaneamente, todos os no´s retransmitem a mensagem. O mesmo se aplica na pro-
pagac¸a˜o da mensagem de hit. Ja´ o algoritmo denominado source routing, apresenta um
desempenho inferior devido ao facto de o hit ser propagado atrave´s de tramas unicast,
as quais possuem um tempo me´dio de transmissa˜o superior devido a`s mu´ltiplas retrans-
misso˜es que podem sofrer. Este facto tambe´m sucede no algoritmo que utiliza informac¸a˜o
a 2.5 saltos, embora a escolha dos no´s que devem propagar a query ajude a minimizar o
valor do tempo de propagac¸a˜o da query e do hit. O algoritmo que utiliza informac¸a˜o a 1.5
saltos apresenta o pior resultado, pois o tempo de atraso Tatraso utilizado pelos no´s para
verificarem se todos os seus vizinhos foram ja´ inundados pela query penaliza o desempenho
do algoritmo.
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Figura 5.25: Tempo me´dio de localizac¸a˜o do recurso (em segundos) obtido com os dife-
rentes algoritmos.
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Os resultados de avaliac¸a˜o de desempenho apresentados nas Figuras 5.26 (a)-(c) des-
crevem o sucesso da localizac¸a˜o dos recursos. A percentagem apresentada refere-se a`s
queries que na˜o atingem o no´ que possui o recurso (% queries perdidas); aos hits que,
sendo enviados pelo no´ que possui o recurso, na˜o chegam ao no´ que efectuou o pedido de lo-
calizac¸a˜o (% hits perdidos); ou aos pedidos localizados com sucesso. Nos cena´rios 1.5 e 2.5
saltos ”β constante”das figuras (a) e (b), utilizou-se a parametrizac¸a˜o TB = 1s e β = 2.5.
Esta parametrizac¸a˜o permite perder um dos beacons por colisa˜o sem que seja quebrada
a ligac¸a˜o lo´gica. Nos cena´rios em que β e´ adaptado pela regra (5.18) (”β adaptado”),
utilizou-se a parametrizac¸a˜o apresentada na sub-secc¸a˜o 5.3.2 (TB = 1s e βmax = 9), onde
se descreveu este cena´rio de mobilidade. Para o cena´rio B, cujos resultados se ilustram na
Figura 5.26(c), utilizou-se a parametrizac¸a˜o TB = 0.25s e β = 6 (valor em que a taxa de
sucesso de localizac¸a˜o apresenta melhores resultados entre os valores experimentados de
β = 2 ate´ β = 10) quando β e´ fixo e a parametrizac¸a˜o TB = 0.25s e βmax = 9 (utilizada
na sub-secc¸a˜o 5.3.2) quando β e´ adaptado.
Analisando os resultados obtidos sem mobilidade dos no´s (Figura 5.26(a)), constata-se
que a te´cnica de inundac¸a˜o pura apresenta a menor percentagem de sucesso da localizac¸a˜o
de recursos. Este desempenho e´ justificado pelo efeito de tempestade de broadcast origi-
nado pelo facto da query e do hit serem propagados atrave´s de inundac¸a˜o. Note-se que
a percentagem de queries e de hits perdidos e´ a mais elevada de todas as te´cnicas, sendo
f2 e f3 os factores que mais condicionam o sucesso desta te´cnica. Ja´ a te´cnica de source
routing apresenta uma percentagem de sucesso 20% superior a` te´cnica de inundac¸a˜o pura,
facto justificado pela eliminac¸a˜o das transmisso˜es do tipo broadcast na propagac¸a˜o do hit,
o que minimiza o factor f3. Comparando os algoritmos de utilizac¸a˜o da vizinhanc¸a a 1.5
e 2.5 saltos, e´ vis´ıvel o aumento da taxa de sucesso de localizac¸a˜o quando o paraˆmetro
β e´ fixo ou adaptado, pois a diminuic¸a˜o do nu´mero de retransmisso˜es das queries e dos
hits minimizam ambos os factores f2 e f3. De realc¸ar que a adaptac¸a˜o de β apresenta
aumentos de 7.4% no algoritmo que utiliza informac¸a˜o da vizinhanc¸a a 2.5 saltos e cerca
de 7.8% no algoritmo que utiliza informac¸a˜o da vizinhanc¸a a 1.5 saltos, o que demonstra
que a adaptac¸a˜o do valor do temporizador das ligac¸o˜es lo´gicas (TO) diminui os erros entre
as ligac¸o˜es lo´gicas e as f´ısicas, aumentando a eficieˆncia da minimizac¸a˜o de retransmisso˜es
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Figura 5.26: Avaliac¸a˜o da taxa de sucesso de localizac¸a˜o de recursos: (a) cena´rio sem mo-
bilidade de no´s; (b) cena´rio de mobilidade A (E(v) = 5.89 m/s); (c) cena´rio de mobilidade
B (E(v) = 21.64 m/s).
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explorada por estes algoritmos de localizac¸a˜o.
Num cena´rio de mobilidade me´dia (cena´rio A, cujo desempenho e´ ilustrado na Figura
5.26(b)), a te´cnica de inundac¸a˜o pura mante´m o mesmo desempenho quando comparada
ao cena´rio sem mobilidade. A existeˆncia de mobilidade piora comparativamente todos os
outros algoritmos. No caso da te´cnica de source routing, a mobilidade dos no´s diminui
a probabilidade de o caminho inverso percorrido pelos hits ser va´lido. Da´ı haver neste
cena´rio um desempenho de sucesso inferior ao da te´cnica de inundac¸a˜o pura. Note-se que
este desempenho e´ devido principalmente a` perda de hits (devido aos factores f1 e f3),
que regista um valor 11.9% superior a` perda de queries. Neste cena´rio, os algoritmos
que utilizam informac¸a˜o a 1.5 ou 2.5 saltos ainda evidenciam um desempenho superior a`
inundac¸a˜o pura, sendo novamente vis´ıvel a superioridade da adaptac¸a˜o do valor de β. No
entanto, ja´ se verifica uma diminuic¸a˜o de desempenho do algoritmo que utiliza informac¸a˜o
de 2.5 saltos face ao que utiliza somente 1.5. Este efeito e´ devido ao factor f1, pois,
utilizando conhecimento a 2.5 saltos, o algoritmo de agrupamento necessita de informac¸a˜o
da vizinhanc¸a a uma distaˆncia superior, a qual tende a ficar mais desactualizada a` medida
que a mobilidade dos no´s aumenta. Nestas condic¸o˜es, o mecanismo de reduc¸a˜o do nu´mero
de retransmisso˜es de queries do algoritmo de localizac¸a˜o de recursos e´ menos eficiente,
pois a topologia que serviu de crite´rio para eleger os no´s que deviam retransmitir a trama
pode na˜o ser va´lida no momento em que a query e´ efectivamente transmitida. Como
o algoritmo que utiliza informac¸a˜o de 1.5 saltos da vizinhanc¸a utiliza informac¸a˜o mais
local ao no´, o algoritmo de agrupamento de no´s tende a ter melhor eficieˆncia, o que
se traduz num aumento da percentagem de sucesso de localizac¸a˜o dos recursos a` custa
da diminuic¸a˜o das queries perdidas. Ale´m disso, como neste algoritmo os no´s na˜o LGB
podem retransmitir queries perdidas pelos no´s LGB, o algoritmo e´ mais tolerante a queries
perdidas, diminuindo a probabilidade de na˜o localizar o recurso por a query na˜o atingir o
no´ que possui o recurso.
A` medida que a mobilidade dos no´s aumenta, observa-se que a te´cnica de inundac¸a˜o
pura tende a manter o seu desempenho, e a diminuic¸a˜o de desempenho de todas as ou-
tras te´cnicas e´ ainda mais evidente. Este facto pode ser observado no cena´rio de alta
mobilidade B, cujos resultados de desempenho se apresentam na Figura 5.26(c). Neste
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caso, a mobilidade diminui ainda mais o desempenho da te´cnica de localizac¸a˜o baseada
em source routing, onde, pela primeira vez, a percentagem de hits perdidos e´ superior a`
percentagem de sucesso de localizac¸a˜o. Neste cena´rio, a percentagem de sucesso do algo-
ritmo que utiliza 2.5 saltos de informac¸a˜o e´ inferior ao algoritmo de inundac¸a˜o pura. Este
facto e´ devido ao fraco desempenho do algoritmo de agrupamento de no´s para estes valores
de mobilidade, que, associado a` necessidade de maior informac¸a˜o acerca da vizinhanc¸a,
origina um nu´mero elevado de queries que na˜o chegam a ser propagadas ate´ ao no´ que
possui o recurso alvo do pedido de localizac¸a˜o. Nesta situac¸a˜o, o algoritmo que utiliza
menor quantidade de informac¸a˜o (1.5 saltos) exibe um comportamento superior, embora
ja´ muito pro´ximo do desempenho da te´cnica de inundac¸a˜o pura.
Face aos dados ilustrados na figura 5.26, conclui-se o seguinte:
• a te´cnica de localizac¸a˜o por inundac¸a˜o pura e´ imune ao n´ıvel de mobilidade dos no´s,
embora a taxa de sucesso de localizac¸a˜o obtida por esta te´cnica seja med´ıocre em
situac¸o˜es de baixa mobilidade;
• para cena´rios sem mobilidade, a te´cnica de source routing apresenta uma taxa de
sucesso de localizac¸a˜o de recursos mais elevada do que a te´cnica de localizac¸a˜o por
inundac¸a˜o pura, embora seja severamente penalizada a` medida que o grau de mobi-
lidade dos no´s aumenta;
• os algoritmos de localizac¸a˜o baseados em informac¸a˜o a 1.5 e 2.5 saltos de rede exibem
a taxa de sucesso de localizac¸a˜o mais elevada no cena´rio sem mobilidade ou em
cena´rios de mobilidade me´dia/baixa;
• quanto menor for a quantidade de informac¸a˜o da vizinhanc¸a utilizada pelos algo-
ritmos baseados na topologia virtual (1.5 e 2.5 saltos), maior sera´ o desempenho a`
medida que o grau de mobilidade aumenta;
• a adaptac¸a˜o do paraˆmetro β, que tende a aumentar a precisa˜o da durac¸a˜o das ligac¸o˜es
lo´gicas, diminui o erro introduzido pelo algoritmo de agrupamento, aumentando o
desempenho dos algoritmos de localizac¸a˜o de recursos.
Concluindo, a te´cnica de source routing, utilizada massivamente pelo algoritmo de
encaminhamento DSR [JM96], nunca apresenta vantagem em termos da taxa de sucesso
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da localizac¸a˜o de recursos em qualquer dos cena´rios de mobilidade descritos. Ja´ a te´cnica
de inundac¸a˜o pura, embora apresente os piores valores de taxa de localizac¸a˜o para baixa
mobilidade ou mobilidade nula, garante o melhor desempenho para valores de mobilidade
muito elevada. Note-se que, embora apresente baixos valores de localizac¸a˜o, esta te´cnica
apresenta os valores do tempo de localizac¸a˜o de recursos mais baixos. Quanto a` utilizac¸a˜o
de informac¸a˜o da vizinhanc¸a a 2.5 saltos (utilizada no algoritmo de encaminhamento OLSR
[JMC+01] e na generalidade de algoritmos baseados em topologias virtuais), apresenta va-
lores de desempenho significativamente elevados nas situac¸o˜es de mobilidade me´dia/baixa.
No caso do algoritmo que utiliza 1.5 saltos de informac¸a˜o, constata-se que apresenta custos
elevados em termos do tempo de localizac¸a˜o dos recursos, mas na˜o so´ apresenta a maior
percentagem de sucesso de localizac¸a˜o em cena´rios de mobilidade me´dia/baixa, como se
verifica que e´ mais imune ao aumento de mobilidade face ao algoritmo que utiliza 2.5 sal-
tos de informac¸a˜o. Em cena´rios de mobilidade muito elevada, o algoritmo baseado em 1.5
saltos apresenta uma taxa de localizac¸a˜o dos recursos semelhante a` te´cnica de inundac¸a˜o
pura, sendo ligeiramente penalizado pela carga necessa´ria em manter a topologia (beacons),
a qual aumenta a probabilidade de colisa˜o de tramas. No entanto, dado o desempenho
demonstrado nos diferentes cena´rios de mobilidade testados, o algoritmo baseado em 1.5
saltos de informac¸a˜o da vizinhanc¸a constitui a opc¸a˜o mais vantajosa em termos de taxa
de localizac¸a˜o a` custa do aumento do tempo de localizac¸a˜o.
Cap´ıtulo 6
Concluso˜es
6.1 Considerac¸o˜es Finais
Esta dissertac¸a˜o estuda o comportamento do protocolo de controlo de acesso ao meio utili-
zado na norma IEEE 802.11. Esta norma de facto, utilizada na realizac¸a˜o de redes ad hoc
mo´veis, apresenta algumas caracter´ısticas que podera˜o influenciar de forma significativa os
protocolos usados nas camadas superiores da pilha de protocolos. O modelo apresentado
no Cap´ıtulo 3 estuda os atrasos envolvidos na transmissa˜o das tramas e o de´bito u´til do
protocolo em diferentes condic¸o˜es de operac¸a˜o. Propondo uma ana´lise para filas de espera
finitas e tra´fego finito, o modelo permite caracterizar de forma precisa o desempenho do
protocolo de acesso ao meio. Destacam-se algumas das concluso˜es obtidas com o modelo:
• para o mesmo nu´mero de no´s, e considerando tra´fego infinito, a probabilidade de
sucesso na transmissa˜o de uma trama unicast e´ muito superior a` probabilidade de
sucesso na transmissa˜o de uma trama broadcast ;
• quando os ritmos de transmissa˜o de tramas broadcast e unicast sa˜o semelhantes,
identifica-se o seguinte:
– o desempenho da rede em termos de tempo de servic¸o do protocolo MAC na˜o
e´ modificado de forma significativa se a quantidade de tra´fego broadcast gerado
na˜o for inferior a aproximadamente 50% do tra´fego total da rede;
– se aproximadamente 50% do tra´fego gerado for do tipo broadcast, o tempo de
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servic¸o do protocolo MAC diminui a` medida que a quantidade de tra´fego bro-
adcast aumenta, mas o desempenho em termos de de´bito u´til tambe´m diminui;
• na situac¸a˜o de funcionamento mais frequente, em que o ritmo de transmissa˜o de
tramas broadcast e´ inferior ao ritmo de transmissa˜o de tramas unicast, verifica-se o
seguinte:
– o desempenho em termos do tempo de servic¸o do protocolo MAC e´ significati-
vamente inferior a` medida que existe mais tra´fego na rede do tipo broadcast ;
– o desempenho em termos do de´bito u´til tambe´m diminui bruscamente a` medida
que a quantidade de tra´fego gerado do tipo broadcast aumenta.
O Cap´ıtulo 4 exemplifica a aplicac¸a˜o do modelo em tempo real, propondo uma apro-
ximac¸a˜o do modelo para o caso em que o tra´fego e´ heteroge´neo. A aproximac¸a˜o e´ aplicada
a` determinac¸a˜o do tempo de servic¸o, constituindo uma boa alternativa quer pela simpli-
cidade computacional do me´todo, quer pela precisa˜o dos resultados obtidos.
O algoritmo de agrupamento de no´s apresentado na segunda parte desta dissertac¸a˜o
(Cap´ıtulo 5) permite criar um conjunto de a´rvores de difusa˜o que asseguram a cobertura
da rede atrave´s da inundac¸a˜o dos no´s ra´ızes. Embora os no´s ra´ızes na˜o assegurem uma
cobertura total da rede, o algoritmo necessita, no pior caso, de dois no´s folhas para cobrir
duas a´rvores distintas. Apresentam-se resultados relativos a` caracterizac¸a˜o da mobilidade
dos no´s, utilizando o modelo de mobilidade Random Waypoint. A caracterizac¸a˜o da pro-
babilidade da existeˆncia de ligac¸o˜es f´ısicas apo´s um determinado intervalo de tempo e´
especialmente u´til para uma utilizac¸a˜o futura nos algoritmos de encaminhamento. Este
facto motiva os exemplos apresentados na Secc¸a˜o 5.3, onde, adaptando o sistema de de-
tecc¸a˜o de vizinhos com base na mobilidade dos no´s e na carga da rede, se obteˆm vantagens
no desempenho dos algoritmos de localizac¸a˜o de recursos. Finalmente, os dois algoritmos
de localizac¸a˜o de recursos, apresentados na Secc¸a˜o 5.4 apresentam vantagens evidentes face
aos tradicionais algoritmos de localizac¸a˜o baseados em inundac¸a˜o pura ou source routing.
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6.2 Trabalho Futuro
Embora seja apresentada uma aproximac¸a˜o do modelo para tra´fego heteroge´neo no Cap´ıtulo
4, este to´pico necessita de mais investigac¸a˜o. Durante a elaborac¸a˜o dos trabalhos que con-
duziram a esta dissertac¸a˜o, foram testados outros me´todos de estimac¸a˜o do tempo de
servic¸o do protocolo MAC. No entanto, a elevada variaˆncia do tempo de servic¸o do proto-
colo MAC diminui a precisa˜o do me´todo a` medida que se deseja uma estimac¸a˜o baseada
num menor nu´mero de amostras.
A aplicac¸a˜o do modelo para optimizac¸a˜o dos protocolos das camadas superiores e´ ou-
tro dos assuntos a explorar no futuro. Neste aˆmbito, encontra-se ja´ em curso um estudo
do impacto que o trabalho apresentado na Secc¸a˜o 5.3 tera´ em diversos protocolos de enca-
minhamento ja´ propostos para redes ad hoc, nomeadamente os protocolos AODV e OLSR.
O conhecimento obtido com o modelo tambe´m podera´ ser explorado pelos algoritmos de
gesta˜o de congesta˜o, nomeadamente no n´ıvel de transporte de dados.
Finalmente, identifica-se algum trabalho a realizar quanto a` caracterizac¸a˜o formal do
algoritmo de agrupamento de no´s apresentado no Cap´ıtulo 5, pois o facto de explorar as
relac¸o˜es de mobilidade relativa entre no´s podera´ ser muito mais vantajoso noutro tipo de
modelos de mobilidade diferentes do modelo Random Waypoint utilizado neste trabalho.
Este ponto esta´ ja´ a ser explorado, de modo a aplicar o algoritmo de agrupamento de no´s
a modelos de mobilidade onde existem classes de no´s com mobilidade diferenciada, tal
como sucede em redes ad hoc formadas por um conjunto de ve´ıculos rodovia´rios, ou redes
h´ıbridas onde os no´s na˜o pertencentes a uma rede infra-estruturada podem comunicar com
outros no´s pertencentes a uma rede infra-estruturada, cujo n´ıvel de mobilidade e´ nulo ou
bastante inferior.
6.3 Lista de Publicac¸o˜es
Esta secc¸a˜o apresenta uma lista de publicac¸o˜es realizadas pelo autor durante o per´ıodo
de realizac¸a˜o do trabalho descrito nesta dissertac¸a˜o. A maior parte das publicac¸o˜es esta˜o
relacionadas com os to´picos apresentados neste documento. Existem partes desta dis-
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Anexo A
Desenvolvimento de expresso˜es
A.1 Expressa˜o (3.34)
Dadas duas varia´veis aleato´rias X e Y, pretende-se determinar uma varia´vel aleato´ria Z
que represente o ma´ximo entre X e Y, ou seja,
Z = max(X,Y). (A1.1)
CasoX eY sejam varia´veis independentes, sabe-se que a func¸a˜o de distribuic¸a˜o da varia´vel
Z e´ dada por [Pap84]
Fz(z) = Fx(z)Fy(z), (A1.2)
onde Fx e Fy representam as func¸o˜es de distribuic¸a˜o da probabilidade das varia´veis X e
Y. Considerando agora n varia´veis aleato´rias {X1,X2, ...,Xn}, o resultado apresentado
em (A1.2) pode ser facilmente generalizado para descrever a func¸a˜o da distribuic¸a˜o da
varia´vel Z = max(X1,X2, ...,Xn):
Fz(z) =
n∏
i=1
Fxi(z). (A1.3)
Assumindo agora que k no´s geram uma trama broadcast com um comprimento amos-
trado a partir da mesma func¸a˜o de distribuic¸a˜o F (l), a func¸a˜o de distribuic¸a˜o da trama
com o maior comprimento e´ dada por F (l)k, e o valor esperado do comprimento da trama
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mais comprida e´ dado por
Emaxbrd [l|k] =
lmax∑
i=lmin
if(i), (A1.4)
onde f(i) ,
[
F (i)k − F (i− 1)k], resultando
Emaxbrd [l|k] =
lmax∑
i=lmin
i
[
F (i)k − F (i− 1)k
]
. (A1.5)
A.2 Expressa˜o (3.35)
Considerando que cada no´ gera uma trama com um comprimento representado pela
varia´vel aleato´ria L amostrado a partir de uma func¸a˜o de distribuic¸a˜o F (l), a func¸a˜o
de distribuic¸a˜o Fb(l) do comprimento das tramas unicast quando transmitidas atrave´s do
mecanismo de acesso ba´sico, e´ representada por,
Fb(l|L < ltr) =

0, l < lmin
F (l)
F (ltr−1) , lmin ≤ l ≤ ltr − 1
1, l > ltr − 1
. (A2.1)
Assumindo que k no´s geram individualmente uma trama unicast transmitida com o meca-
nismo de acesso ba´sico e com um comprimento amostrado a partir da func¸a˜o de distribuic¸a˜o
Fb(l), o valor esperado do comprimento da trama mais comprida toma o valor
Emaxbas [l|k] =
ltr−1∑
i=lmin
ifb(i) =
ltr−1∑
i=lmin
i
[(
F (i)
F (ltr − 1)
)k
−
(
F (i− 1)
F (ltr − 1)
)k]
=
ltr−1∑
i=lmin
i
F (i)k − F (i− 1)k
F (ltr − 1)k , (A2.2)
seguindo a mesma metodologia apresentada no desenvolvimento da expressa˜o (3.34).
A.3 Expressa˜o (3.42)
Admita-se que a durac¸a˜o de uma trama unicast transmitida utilizando o mecanismo de
acesso ba´sico tem como func¸a˜o de distribuic¸a˜o Fbas(l) e que a durac¸a˜o de uma trama
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broadcast tem como func¸a˜o de distribuic¸a˜o Fbrd(l). Considere-se que existem kbas > 0
no´s a transmitir tramas unicast utilizando o mecanismo de acesso ba´sico, cuja durac¸a˜o
e´ representada pelas varia´veis aleato´rias X = {X1,X2, ...,Xkbas}, e, em simultaˆneo, kbrd
no´s transmitem tramas broadcast, cuja durac¸a˜o e´ representada pelas varia´veis aleato´rias
Y = {Y1,Y2, ...,Ykbrd}. Tal como sucede na expressa˜o (A1.3), a func¸a˜o de distribuic¸a˜o da
varia´vel Z, que representa o ma´ximo entre as varia´veis X1,X2, ...,Xkbas ,Y1,Y2, ...,Ykbrd ,
e´ dada por
Fz(z) =
kbas∏
k=1
Fbas(z)
kbrd∏
k=1
Fbrd(z). (A2.3)
O valor esperado da trama com durac¸a˜o ma´xima e´ dada por
Emaxbrd bas[l|(kbrd ∧ kbas)] =
lmax∑
i=lmin
ifz(z)
=
ltr−1∑
i=lmin
i
[
Fbrd(i)kbrd
(
Fbas(i)
Fbas(ltr − 1)
)kbas
− Fbrd(i− 1)kbrd
(
Fbas(i− 1)
Fbas(ltr − 1)
)kbas]
+
lmax∑
i=ltr
i
[
Fbrd(i)kbrd
(
Fbas(i)
Fbas(ltr − 1)
)kbas
− Fbrd(i− 1)kbrd
(
Fbas(i− 1)
Fbas(ltr − 1)
)kbas]
=
ltr−1∑
i=lmin
i
[
Fbrd(i)kbrd
(
Fbas(i)
Fbas(ltr − 1)
)kbas
− Fbrd(i− 1)kbrd
(
Fbas(i− 1)
Fbas(ltr − 1)
)kbas]
+
lmax∑
i=ltr
i
[
Fbrd(i)kbrd − Fbrd(i− 1)kbrd
]
. (A2.4)
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