Abstract. An important theorem by Timofte states that nonnegativity of real n-variate symmetric polynomials of degree d can be decided at test sets given by all points with at most ⌊ d 2 ⌋ distinct components. However, if the degree is sufficiently larger than the number of variables, then the theorem obviously does not provide nontrivial information. Our approach is to look at (m + 1)-dimensional subspaces of even symmetric forms of degree 4d, at which nonnegativity can be checked at (m − 1)-points, i.e., points with at most m − 1 ∈ N distinct components, where m is independent of the degree of the forms and better than Timofte's bound. Furthermore, for fixed k ∈ N, we tackle problems concerning the maximum dimension of such subspaces, at which nonnegativity can be checked at all k-points, as well as the geometrical and topological structure of the set of all forms whose nonnegativity can be decided at all k-points.
Introduction
The theory of the cones of nonnegative polynomials and sums of squares is very crucial for many theoretical and practical problems in convex algebraic geometry (see, e.g., [3, 11] ). By Hilbert's theorem in [10] these two cones coincide exactly for binary forms (n = 2), quadratic forms (2d = 2) and ternary quartics (n = 3, 2d = 4). In contrast to deciding whether a polynomial is a sum of squares, the problem of deciding nonnegativity of polynomials is an NP-hard problem (see, e.g., [5] ). Furthermore, it is known that for fixed degree 2d ≥ 4 and growing number of variables there are significantly more nonnegative polynomials than sums of squares ( [2] ). Therefore, a convincing alternative approach in order to simplify the question whether a real polynomial p of even degree 2d is nonnegative, is to classify test sets Ω ⊂ R n for nonnegativity of polynomials in order to reduce the complexity of deciding nonnegativity. Here, we call Ω ⊂ R n a test set if p(x) ≥ 0 for all x ∈ R n if and only if p(x) ≥ 0 for all x ∈ Ω. For example, if p is a homogeneous polynomial, then Ω := S n−1 is a test set, but it does not reduce the complexity of deciding nonnegativity of homogeneous polynomials. Although for arbitrary polynomials test sets reducing the complexity of deciding nonnegativity are unknown as well as seemingly difficult to find, for symmetric polynomials such test sets exist.
The problem of constructing test sets for symmetric forms began with the work of Choi, Lam, Reznick in [6] , in which the authors considered test sets for even symmetric sextics and were able to give a complete semialgebraic characterization of nonnegative even symmetric sextics and even symmetric sextics that are sums of squares. The key result is that checking nonnegativity in this case can be reduced to checking nonnegativity of univariate polynomials since it suffices to prove nonnegativity of even symmetric sextics at all points in R n with at most one nonzero component. Later, Harris ([9] ; see also [8] ) generalized some results by establishing that even symmetric octics (degree 2d = 8) are nonnegative if and only if they are nonnegative at all points in R n with at most two nonzero components. Indeed, in the case of even symmetric ternary octics he showed that every such nonnegative form is a sum of squares. Additionally, he proved that nonnegativity of even symmetric ternary decics (n = 3, 2d = 10) can be decided at points with at most two nonzero components, too. However, he also proved that nonnegativity of even symmetric ternary forms of degree 2d ≥ 12 cannot be checked by considering points with at most two nonzero components.
In [17] Timofte proved a very powerful result, namely that a symmetric polynomial of degree d is nonnegative if and only if it is nonnegative at all points with at most ⌊ d 2 ⌋ distinct components. Later, Riener was able to reprove this result in a much more elementary setting than in the original work, where most techniques are based on the theory of differential equations (see [15] ; see also [14] ). For further results concerning nonnegativity of symmetric polynomials see, e.g., [4, 7] .
In this paper we are interested in even symmetric homogeneous polynomials (forms). We consider the question how to identify test sets for such forms and investigate their properties. In particular, we analyze under which additional conditions on even symmetric forms the bound of at most ⌊ d 2 ⌋ distinct components given by Timofte's theorem can be further improved. Polynomials with such interesting structure are those lying in certain subspaces. We analyze the question whether it is even possible that there exist uniform bounds better than Timofte's one and independent of the degree of the polynomials.
We prove existence of such uniform bounds at certain subspaces of forms of degree 4d. As a base case we extend results in [9] and look at 4-dimensional subspaces of forms given as
is the j-th power sum polynomial and the following conditions are satisfied
and either j 1 , . . . , j r ≤ 2d or j 2 , . . . , j r ∈ {2, 2d}.
Hence, the set of nonnegative forms of this type comprises a 4-dimensional subcone of the cone of real even symmetric forms of degree 4d. By adjusting the number of variables, we extend our approach to subspaces of arbitrary dimensions given by
where α i , β, γ, δ ∈ R * , m ≤ n and f i (x) is a product of power sums M j of degree 4d satisfying some additional conditions, which can be considered as generalizations of the conditions (1.1) (see also (5.2)). For both types of subspaces we prove that the number of nonzero components, one has to check for nonnegativity of these forms, is bounded by two resp. m − 1 (Theorems 4.1 and 5.2). These bounds are often better and more useful as in Timofte's theorem, especially when the degree 4d is significantly larger than the number of variables. Furthermore, for fixed k ∈ N * , we investigate the maximum dimension m + 1 such that, with slight abuse of notation, at all (m + 1)-subspaces given by a certain basis nonnegativity can be decided at all k-points. Additionally, we consider the set of all such forms where nonnegativity can be decided at all k-points. In special cases we can explicitly determine these maximum dimensions (Theorem 6.2) and prove that the corresponding set of all forms for which nonnegativity can be decided at points with at most two nonzero distinct components is not convex (Corollary 6.4). For convenience, we summarize our results in Theorem 3.4.
This paper is organized as follows: In Section 2 we provide some basic tools and definitions from the theory of symmetric polynomials. In Section 3 we introduce test sets and present core problems on them we are interested in. Furthermore, we state Timofte's theorem and summarize our results (Theorem 3.4). In Section 4 we consider a 4-dimensional subspace of even symmetric forms of degree 4d and prove our first main result. This is in contrast to the bound of Timofte's theorem in [17] . Indeed, in general, it is not sufficient to investigate the set of all points with at most two distinct nonzero components in order to prove nonnegativity of even symmetric forms of degree 4d ≥ 12 (see, e.g., [9] ). We end this section by applying our results on some examples and provide some conjectures based on these experiments. In Section 5 we consider subspaces of arbitrary dimension given as in (1.2). We prove our second main result by adjusting the number of variables and generalizing techniques from Section 4. In Section 6 we tackle the problems concerning the maximum dimensions of the above subspaces resp. the geometrical and topological structure of the set of all forms whose nonnegativity can be decided at all k-points. Here, we prove Theorem 6.2 and Corollary 6.4. Finally, in Section 7 we discuss some open problems.
Preliminaries
In this section we introduce some notations and facts that are essential for upcoming results. We begin with some classical facts about symmetric polynomials. Let R[x 1 , . . . , 
where S l is the symmetric group in l elements and σ denotes a permutation in S l . We define
It is a well known fact that Schur functions are, indeed, symmetric polynomials, which contain an amazing combinatorial structure. For example, the set of l-variate Schur polynomials form a basis of the ring of all symmetric l-variate polynomials and the monomials of the Schur polynomial S (d 1 ,...,d l ) are in one to one correspondence to all semistandard (d 1 , . . . , d l )-tableaux. For our needs the following proposition is crucial (see, e.g., [16] ). 
The Structure of Test Sets
In the following we provide a brief discussion of the structure of test sets. We define test sets and k-points, state Timofte's theorem, and set up the major notations and problems for the remainder of this work. Known test sets for symmetric polynomials are always given by k-points, i.e., by points with a bounded number of distinct components. For this, we define the following two sets. (
Timofte's theorem can be stated as follows.
is a test set for p.
As an example, since we are dealing with even symmetric forms, the following does hold: Nonnegativity of even symmetric octics (2d = 8) and even symmetric decics (2d = 10) can be reduced to semidefinite feasibility problems since, by Timofte's theorem, one has to check whether these forms are nonnegative at all 2-points. Hence, the problem reduces to check whether a finite number of binary forms are nonnegative. By Hilbert's theorem this can be decided by checking whether these forms are sums of squares.
Our main goal is to characterize test sets based on k-points that are independent of the degree of the investigated forms (with an arbitrary fixed number of variables). Let
S,e 4d be the vector space of even symmetric forms in n variables of degree 4d and B be the basis given by the power sum polynomials. In the following we always assume that n ≥ 3 since the question of nonnegativity of binary forms is obvious by Hilbert's theorem. The key idea is to restrict to subspaces of R[x 1 , . . . , x n ]
S,e 4d given by forms
where α i , β, γ, δ ∈ R * and f i (x) ∈ B for 1 ≤ i ≤ m. In particular, we are interested in the constant
for all p with {f 1 , . . . , f m } ⊆ B and α i , β, γ, δ ∈ R * }.
To the best of our knowledge nothing is known about these numbers so far. Note that M (k) n,4d can be interpreted as a measure for the maximum dimension m + 3 such that at all (m + 3)-subspaces of forms given as in (3.1) (for arbitrary {f 1 , . . . , f m } ⊆ B}) nonnegativity can be decided at all k-points. Furthermore, we are interested in the set
i.e., the set of all forms in R[x 1 , . . . , x n ] S,e 4d for which nonnegativity can be decided at all k-points. Less is known about geometrical and topological properties of these sets. For example, a priori it is unclear whether these sets are connected or even convex.
We summarize our upcoming results (Theorems 4.1, 5.2, 6.2, Corollary 6.4) in the following theorem.
S,e 4d given by the power sum polynomials.
(1) For m+2 ≤ n and p satisfying some extra conditions (see (5.2) ) the set of (m+1)-points is a test set for p,
n,4d is not convex.
Subspaces of Even Symmetric Forms of Dimension Four
We start with the study of some 4-dimensional subspaces. The main result in this section is the following theorem.
Theorem 4.1. Let n ≥ 3. The set of 2-points is a test set for real even symmetric forms of the form
where α, β, γ, δ ∈ R * and the following conditions are satisfied
Hence, we have the following corollary.
Corollary 4.2. Let p be of the form (4.1) satisfying (4.2). Then nonnegativity of p can be reduced to a finite number of semidefinite feasibility problems.
For an introduction to semidefinite programming see, e.g., [3, 12] . Note that, in particular, semidefinite programs can be solved in time polynomial up to an additive ε-error.
Proof. By Theorem 4.1, p is nonnegative if and only if it is nonnegative at all 2-points. Hence, p is nonnegative if and only if a finite number of binary forms are nonnegative. By Hilbert's theorem this is the case if and only if these binary forms are sums of squares, which can be decided by semidefinite programs (see [11] ).
Note that the special case of (n, 2d) = (3, 8) in the main Theorem 4.1 is considered by Harris in [9] . In order to prove this theorem we need some further results that follow a similar line as the results in [9] . For given p of the form (4.1) satisfying (4.2) let J(y) be the Jacobian of {M
It is a (n × 4)-matrix. Proof. First, we prove the lemma for the case that r = 1, i.e., the first column of J is given by the partial derivatives of M .2)). Thus, the Jacobian J is given by the following matrix
We investigate all (3 × 3)-minors of J. Due to the symmetry of p (and therefore also J) in the variables x 1 , . . . , x n it suffices to restrict to x 1 , x 2 , x 3 . Note that every (3 × 3)-minor containing the fourth column of J is irrelevant, since the fourth column is in the span of the second and the third column. Hence, if there exists a nonzero (3 ×3)-minor containing the fourth column, then there also exists a nonzero (3 ×3)-minor containing the first three columns. Thus, it only remains to investigate the leading principal (3 × 3)-minor of J, which is due to calculation rules of determinants given by
Note that q does not equal the zero polynomial, since j 1 / ∈ {2, 2d} by assumption. Obviously, q(x 1 , x 2 , x 3 ) vanishes if one entry is zero and, by (2.1), (2.2) and (2.3), we have 
is a sum of monomial symmetric functions with nonnegative coefficients (the Kostka-numbers) and therefore
are sums of squares, the leading principal (3 × 3)-minor of J does not vanish for a 3-point y ∈ R 3 >0 . Hence, the minor vanishes if and only if one of {y 1 , y 2 , y 3 } is zero or at least two of them are equal, which is exactly the case if and only if (y 1 , y 2 , y 3 ) is a 2-point.
But this already implies that the rank of J is less than three if and only if y = (y 1 , . . . , y n ) is a 2-point. Assume that J(y) has rank three. Then there exists a non-vanishing (3 × 3)-minor of J(y) given by the first three columns and three rows i 1 , i 2 
an arbitrary subset of cardinality three of {1, . . . , n}, we can conclude that y is a 2-point in total. Now, we step over to the general case. Here, the first column of J is given by the partial derivatives of M
2), i.e., the first column is given by
With the same argument as in the case r = 1, it suffices to investigate the leading principal (3 × 3)-minor. By the calculation rules of the determinant this minor is given by
where
Since all j i are even numbers (see (4.2)) all M j i are sums of squares, which, due to symmetry in the variables, only vanish at the origin. Hence, the zero set of (4.4) only depends on the q i polynomials. Note that q i is the zero polynomial if and only if j i ∈ {2, 2d}. With the same argument as in the case r = 1 we know furthermore that all q i = 0 vanish at (y 1 , y 2 , y 3 ) ∈ R 3 ≥0 if and only if (y 1 , y 2 , y 3 ) is a 2-point. Hence, we are done if we can show that there exists a q i = 0 and all q i have the same signum. But this follows from the conditions (4.2). They guarantee that q 1 = 0 and either all other q i = 0 (and thus the signum of q 1 does not matter) or all j i ≤ 2d, which implies that the number of column changes needed to transform the defining matrix of each q i to the standard form (2.1) is equal for all i and thus the signum of all q i coincides.
Thus, the principal (3 ×
where M r := M r (y).
As a next step we prove that any sum of 2k-th powers on the unit sphere can be formed by a 2-point. This generalizes Lemma 2.6 in [9], where this is shown to be true for 2k = 4. However, the proof follows the same line.
Proof. We first note that the inequality
≤ 1 is true since we are dealing with points x ∈ R n + such that M 2 (x) = 1 and by the equivalence of norms. Let
Hence, by the intermediate value theorem for all r with
] such that f (α * ) = r and z α * = (a, . . . , a, b). Now, we can prove our main theorem.
Proof. (Theorem 4.1) We need to prove that if αM
2 is nonnegative at all 2-points, then it is also nonnegative globally. Suppose p is nonnegative at all 2-points but not nonnegative. Let −λ := min x∈S n−1 p < 0 denote the minimum value of p over the unit sphere and let y = (y 1 , . . . , y n ) ∈ S n−1 be the minimizer such that p(y) = −λ (note that it suffices to restrict to the unit sphere due to homogeneity). Since the degree of every variable in every monomial of p is even, we can assume w.l.o.g. that y ∈ S n−1
2 (x) ≥ 0 and q(y) = 0. By assumption y is not a k-point with k ≤ 2 (because p is nonnegative at these points). By Lemma 4.3 we have rank J(y) = 3 and hence q = k · T y (x), k > 0 with T y as in (4.6), since q is in the kernel of J(y). Thus, q(x) = 0 whenever M 2d = M 2d , i.e., x 
But this implies p(z) = −λ which is a contradiction since p is nonnegative at all 2-points.
4.
1. An Exemplary Application. In this subsection we briefly want to demonstrate how our Theorem 4.1 can be applied to test nonnegativity of an example class and even how to derive a computeralgebraically generated semialgebraic description of a certain subcone of the cone of nonnegative even symmetric forms.
The key fact on an application side is that checking whether forms are nonnegative at 2-points can be reduced to checking nonnegativity of univariate polynomials, which can be done efficiently by checking numerically (i.e., under usage of SDP-methods; see e.g. [12] for further details) whether these polynomials are sums of squares (due to Hilbert's theorem). Alternatively this can also be done by using quantifier elimination methods, which happen to work quite efficiently for univariate polynomials of sufficiently low degree.
Our first example shows that the same set of coefficients yields different results concerning nonnegativity when the number of variables increases.
Example: Consider the form Since these polynomials are obviously nonnegative, we conclude p ≥ 0. However, consider now the same form in four variables, i.e.,
. By Theorem 4.1, p ≥ 0 if and only if the four binary forms p(x 1 , x 2 , 0, 0), p(x 1 , x 1 , x 2 , 0), p(x 1 , x 1 , x 1 , x 2 ) and p(x 1 , x 1 , x 2 , x 2 ) are nonnegative. By dehomogenizing, the first two binary forms are exactly the polynomials in (4.7) from which we already know that they are nonnegative. It is easy to check that these polynomials are indefinite. Hence, p is not a nonnegative form. It turns out that quantifier elimination methods are not suitable to decide, for which (α, β, γ) ∈ R 3 the form p is nonnegative, since the problem is too complex. Here, we used the quantifier elimination package SyNRAC for Maple (see [1] ), which terminated without a solution after round about 18 minutes.
Anyhow, application of Theorem 4.1 allows to quickly derive a computeralgebraical description of the desired semialgebraic set. We successively apply Theorem 4.1 on polynomials p given by the parameter sets {(α, β, γ) : α ∈ {1, 2}, (β, γ) ∈ [−10, 10]
The nonnegativity region of the corresponding polynomials in the parameter sets are depicted in the three pictures of Figure 1 .
The computed region of nonnegativity obviously is polyhedral. In fact, the approximated set of parameters, which yield nonnegative polynomials p, can easily be identified as
We furthermore checked with SOSTools (see [13] ) for various examples (e.g., α = 1, β = 0, γ ∈ {−1, −2}) located on the boundary of the polyhedra described by the upper set, if the corresponding polynomials p are sums of squares. Indeed, this was always the case. Hence, by convexity one would expect that every nonnegative form is a sum of squares in this particular subcone.
Subspaces of Even Symmetric Forms of Arbitrary Dimension
A natural question is in how far the constructions in Section 4 can be generalized to higher dimensional subspaces in the vector space of even symmetric forms of degree 4d in n variables. We show that with some obvious modifications such generalizations are indeed possible. However, the price to pay is an adjustment of the number of variables to the ambient dimension of the investigated subspaces of forms of degree 4d.
Before we can introduce the formal setting for this section, we need to give one more definition. Let V ⊂ (N * ) k . For every vector (v 1 , . . . , v k ) ∈ V , which is not a (k − 1)-point, we denote by σ v the permutation, which maps v to the unique vector σ v (v) with
For every v, w ∈ V with v, w not being (k − 1)-points, we say that v and w are identically oriented ordered, if sign(σ v ) · sign(σ w ) = 1. We say that V is identically oriented ordered, if every pair v, w ∈ V with v, w not being (k − 1)-points, is identically oriented ordered.
We consider the following class of even symmetric forms: Let for m ≤ n
with r i ∈ N * is a product of power sums M j of degree 4d such that the following conditions (which are a natural generalization of (4.2)) hold: ,1) , . . . , j (l,r l ) } for every 1 ≤ i ≤ m − 2, and the set (5.2)
Hence, p is an even symmetric form in n variables of degree 4d in an (m+1)-dimensional subspace of even symmetric forms of degree 4d. Again, as in Section 4, we denote the Jacobian of p at the point y by J(y), which is an n × (m + 1)-matrix. Note that for m = 3 the fact that Ψ is identically oriented ordered is equivalent to the conditions (4.2). The extension of the conditions (5.2) w.r.t. the conditions (4.2) become necessary for a generalization to arbitrary dimensions of the subspace for two reasons: Firstly, we need to guarantee that specific (m×m)-minors of interest in J(y) do not equal the zero polynomial. Recall that we similarly had to guarantee that the investigated leading principal (3 × 3)-minor in the proof of Lemma 4.3 did not equal the zero polynomial. Secondly, in the case that our investigated minor can (by calculation rules of the determinant) be rewritten as a sum of simpler determinants, we need to guarantee that all these determinants have the same signum. Recall that we also already had to do this in the 4-dimensional case when the first summand was a product of different power sums (see proof of Lemma 4.3). Proof. Basically, the proof works analogously to the one in Lemma 4.3 up to the fact that we investigate (m × m)-minors instead of (3 × 3)-minors.
The last three columns of J agree with those in the dimension four case (see proof of Lemma 4.3). For 1 ≤ i ≤ m − 2 the i-th column of J is given by
. . .
Our goal is to find an (m × m)-minor, which vanishes only on k-points with k ≤ m − 1. With the same arguments on the last column of J and the symmetry of the variables, we can restrict to the leading principal (m × m)-minor of J, as in the proof of Lemma 4.3. By calculation rules of the determinant this minor is given by (4d)
for appropriate choices of d i , which we discuss in detail later. First, notice that all power sums involved in (5.3) are sums of squares since all j (i,l i ) are even by condition (5.2). Hence the zero set of (5.3) only depends on the q (l 1 ,...,l m−2 ) polynomials as in the dimension four case. Note that q (l 1 ,...,l m−2 ) is the zero polynomial if and only if two columns of the matrix (5.4) coincide, which is the case precisely if and only if (j (1,l 1 ) , . . . , j (m−2,l m−2 ) , 2, 2d) is an (m − 1)-point. In particular, the minor (5.3) is not the zero polynomial, since the condition ,1) , . . . , j (l,r l ) } guarantees that at least q (1,...,1) is not the zero polynomial.
Notice that for all nonzero polynomials q (l 1 ,...,l m−2 ) the factor ±1 is given by sign(σ (j (1,l 1 ) ,...,j (m−2,l m−2 ) ,2,2d) (j (1,l 1 ) , . . . , j (m−2,l m−2 ) , 2, 2d)), and each d i equals the i-the entry of the image vector of this permutation minus (m − i) (see (2.1)). Since we assumed in (5.2) that Ψ is identically oriented ordered, we know in particular that all signa of permutations corresponding to (j (1,l 1 ) , . . . , j (m−2,l m−2 ) , 2, 2d) coincide. Thus, we are done if we can show that every nonzero q 
Proof. We need to prove that if
2 is nonnegative at all (m − 1)-points, it is also nonnegative globally. Suppose this is not the case. Let −λ := min x∈S n−1 p < 0 denote the minimum value of p over the unit sphere and let y = (y 1 , . . . , y n ) ∈ S n−1 be the minimizer such that p(y) = −λ. Since the degree of every variable in every monomial of p is even, we can assume w.l.o.g. that y ∈ S n−1 Example: Consider even symmetric forms in n = 6 variables of degree 4d = 32. By Timofte's theorem these forms are nonnegative if and only they are nonnegative at all 8-points, which obviously is a useless information in this case. However, considering appropriate subspaces of dimension m + 1 ≤ 7, Theorem 5.2 states that nonnegativity at these subspaces can be checked at (m − 1)-points.
k-point Certificates at Maximal Subspaces
We have seen that the number of components to check for nonnegativity of even symmetric forms can be reduced by considering appropriate subspaces containing the three power sums M
S,e 4d is the vector space of even symmetric forms in n variables of degree 4d and B be the basis given by the power sum polynomials. In this section we analyze the problem to determine for fixed k ∈ N the maximum dimension of all subspaces of forms given as
where f i (x) ∈ B for 1 ≤ i ≤ m and where nonnegativity can be checked at all k-points. Recall that
for all p with {f 1 , . . . , f m } ⊆ B and α i , β, γ, δ ∈ R * }. S,e 12 can be represented as
Fixing the last three terms, the question is, how many of the first four terms can be used in the representation of p to decide nonnegativity of p via nonnegativity at all 2-points for any choice of the remaining four power sums. For example, if M 
is nonnegative at all 2-points but not globally nonnegative. In fact, we prove that M 
Then y ∈ ∂ϕ(R 3 ) if and only if y is a 2-point.
Proof. The Jacobian Jac(y) of ϕ at a point y is a (3 × n)-matrix. Then y ∈ ∂ϕ(R 3 ) if and only if rank Jac(y) < 3. By symmetry, it suffices to investigate the leading principal (3 × 3)-minor corresponding to the first three rows and columns. By (2.1), (2.2) and (2.3) this minor is given by 2 · (2d − 2) · 2d · ∆ 3 · S 2d−2,2d−3,2 . As in the proof of Lemma 4.3 this minor vanishes if and only if y is a 2-point.
Note that we have M (2) n,4 = 0 and M (2) n,8 = 2 by Timofte's theorem.
n,4d = 1 for n ∈ {d − 1, d}. Proof. Let 4d ≥ 12. Furthermore, since n ∈ {d − 1, d} the additional power sums f j (x) = M
jr ∈ B have the property that j k ≤ 2d for 1 ≤ k ≤ r. This is because every even symmetric form in n variables can uniquely be represented in the first n power sums of even power (see Section 2). Hence, by Theorem 4.1 we have M (2) n,4d ≥ 1 and it remains to show that there is a choice of two power sums f 1 , f 2 ∈ B such that
is nonnegative at all 2-points but not nonnegative globally. For this we generalize the construction in [9] where the author proves this for even symmetric ternary forms of degree 12. For y ∈ R n define
The form p is precisely of our desired form p = βM
By construction, for x ∈ S n−1 we have M 2 (x) = 1 and hence p y (x) = 0 if and only if M 2d = M 2d and M 2d−2 = M 2d−2 . Note that
and define Y Θ := {x ∈ S n−1 : M 2d−2 (x) = Θ}. We then have ε 2 (Θ) ≤ M 2d (t) ≤ ε 1 (Θ) for some ε 1 , ε 2 as t ranges over Y Θ . Note that
Since we are dealing with even symmetric forms we can additionally assume w.l.o.g. that v ∈ S n−1
For M 2d−2 (z) = Θ this is obvious. If M 2d−2 (z) = Θ, then we use Lemma 6.1. On the one hand, ϕ(z) and ϕ(v) can only differ in the last component. On the other hand, z ∈ ∂ϕ(
2 is nonnegative at all 2-points but not nonnegative globally since p v,λ (v) = −λ < 0. So, we have constructed a form p = βM n,4d = 1, for n ∈ {d − 1, d}. We conclude the following corollary generalizing [9, Theorem 3.3], which covers n = 3. Proof. Theorem 6.2 proves the corollary for n ∈ {d − 1, d}. For the general case we can multiply the form p in Theorem 6.2 by an appropriate power sum in order to increase the degree.
Another consequence of Theorem 6.2 is that for n ∈ {d − 1, d} the set of all n-forms of degree 4d for which the set of 2-points is a test set is not convex. For this, we recall that n,4d it is not obvious that for n < d − 1 the upper corollary still holds. We note furthermore, that the number M (2) n,4d for n > d seems to be more challenging to determine than for n ≤ d. For example, for n = 4 and 4d = 12 we have dim R[x 1 , x 2 , x 3 , x 4 ]
S,e 12 = 9. The Jacobian of the form p := βM 6 2 + γM 2 6 + δM 6 M 3 2 + α 1 M 8 M 4 does not satisfy Lemma 4.3 and therefore it seems unclear whether p is nonnegative if and only if it is nonnegative at all 2-points. However, we conjecture that this is true as well as M (2) n,4d = 1 for n > d.
Outlook
Since it seems a very difficult problem to determine conditions for forms in our investigated subspaces to be sums of squares, it would be an interesting task to analyze the difference between nonnegative forms and sums of squares in this case. Experimentally we were not able to construct nonnegative forms that are not sums of squares. Furthermore, we note that in the setting of Theorem 5.2 the bound of (m − 1) is not optimal in general. Consider the case of nonnegative even symmetric octics in at least four variables, which is a 5-dimensional convex cone. Following Theorem 3.3 such forms are nonnegative if and only if they are nonnegative at all 3-points. But using Timofte's theorem we know that nonnegativity can be decided at 2-points in this case. But whenever the degree 4d is significantly larger than the number of variables, the bound of (m − 1) components is significantly more useful. An interesting future prospect would be to analyze these bounds in an asymptotic sense.
Additionally, from a computational viewpoint it would be interesting to extend the experimental approach used in Section 4 in order to achieve more understanding of the semialgebraic structure of the cone of nonnegative even symmetric forms of degree 4d and its subcones.
Maybe the most interesting follow-up task is to shed light at the numbers M (k) n,4d for k ≥ 3 as well as a deeper understanding of the geometrical and topological structure of the sets A (k) n,4d .
