Abstract. Given k pairs of complex numbers and vectors (closed under conjugation), we consider the inverse quadratic eigenvalue problem of constructing n × n real symmetric matrices M , C, and K (with M positive definite) so that the quadratic pencil Q(λ) ≡ λ 2 M +λC +K has the given k pairs as eigenpairs. Using various matrix decompositions, we first construct a general solution to this problem with k ≤ n. Then, with appropriate choices of degrees of freedom in the general solution, we construct several particular solutions with additional eigeninformation or special properties. Numerical results illustrating these solutions are also presented.
Introduction. This paper first constructs a general symmetric quadratic pencil
with M = M > 0 (being symmetric positive definite), C = C, and K = K ∈ R n×n , so that Q(λ) has k given pairs of complex numbers and vectors, closed under conjugation, as its eigenpairs. Then, under appropriate choices of degrees of freedom in the general solution, we construct several particular solutions with additional eigeninformation or special properties. Here, we formulate our partially described inverse quadratic eigenvalue problem.
PD-IQEP (partially described inverse quadratic eigenvalue problem). Given an eigeninformation pair (Λ, X) ∈ R k×k × R n×k (k ≤ n), where Λ = diag{λ [2] 1 , . . . , λ [2] ; λ 2 +1 , . . . , λ k } (1.2a) This problem is called "partially described" because the quadratic pencil (1.1) has part of its eigenvalues and the corresponding eigenvectors, respectively, given by α 1 ± ιβ 1 , . . . , α ± ιβ ; λ 2 +1 , . . . , λ k ; and x 1R ± ιx 1I , . . . , x R ± ιx I ; x 2 +1 , . . . , x k . (1.5) Here ι = √ −1. We note that in a large and complicated physical system [16, 17, 19] , it is often impractical or impossible to obtain complete spectral information. Thus, it is more sensible to consider a PD-IQEP where only a subset of eigenpairs is known.
In mathematical modeling, there is often a correspondence between the internal parameters and the external behavior. Finding the eigenpairs (λ, x) such that Q(λ)x = 0 for given M , C, and K is referred to as a direct quadratic eigenvalue problem (QEP). This is part of the process to induce the dynamics behavior of a system from known physical parameters such as mass, length, elasticity, inductance, capacitance, and so on. A detailed theoretical analysis of QEPs can be found in [10] . Engineering applications, mathematical properties, and a variety of numerical methods for QEPs can be found in the recent survey paper [18] . In contrast, the inverse problem is to determine or estimate some parameters of the system from its measured or expected behavior. The concern in the direct problem is to deduce the behavior from the parameters, whereas in the inverse problem we try to recover the parameters from the behavior. The inverse problem is as important as the direct problem in application.
There is much interest in the inverse eigenvalue problem, including the pole assignment problem. Some general reviews and extensive bibliographies can be found in [5, 3] . Some previous attempts at solving the IQEP are listed as follows:
(i) In [4] , special symmetric solutions M , C, and K (with M and K being symmetric positive definite) to the standard PD-IQEP (with k ≤ n) and the monic PD-IQEP (with k = n + 1) have been constructed. (ii) In [12] , symmetric solutions M , C, and K (with M and K being symmetric positive definite, and C being positive semidefinite) have been constructed when all eigenvalues are simple and nonreal, and the corresponding eigenvector matrix is of the form X = X R (I − ιΘ), where X R is nonsingular and Θ is orthogonal. (iii) In [2, 7, 6, 14, 15] , a feedback control with partial eigenstructure assignment was considered. The proportional and derivative feedback controllers have been constructed to assign specific eigenpairs to the new QEP and make the closed-loop system insensitive to perturbation. However, this consideration cannot preserve the symmetry of the closed-loop system. (iv) In [1, 13] , a symmetric Q(λ) has been constructed to partially assign some eigenvalues while retaining other eigenpairs. (v) In [8, 9, 11] , for the finite element model updating problem, a symmetric Q(λ) which possesses partially described eigenpairs and is nearest to the original analytical model has been constructed. (vi) Other types of IQEPs have been studied under modified conditions. For instance, in [15] , a symmetric quadratic pencil Q(λ) = λ 2 I + λC + K has been found, so that Q(λ) andQ(λ) (constructed from Q(λ) by deleting the last row and column) have prescribed eigenvalues. In [17] , nonproportional underdamped systems have been studied. The main purpose of this paper is first to construct a general solution of the PD-IQEP. With appropriate choices of free variables in the general solution, we then construct several particular solutions to the PD-IQEP with additional eigeninformation or special structures. The particular solutions of the standard PD-IQEP and the monic PD-IQEP in [4] are just the special cases of the general solution (see section 5).
This paper is organized as follows. In section 2, we give an expression of the general solution to the PD-IQEP in terms of decompositions of some associated matrices. In section 3, we construct particular solutions with K ≥ 0. In section 4, with k = n, we construct particular solutions assigning additional eigenvalues or eigenpairs. In section 5, with k < n, we construct particular solutions assigning one additional complex eigenpair or special structures. Numerical results, illustrating the particular solutions in section 4, are presented in section 6. A conclusion and a list of solved and unsolved PD-IQEPs are presented in section 7.
Throughout this paper, we use capital letters to denote matrices, and lowercase (bold) letters to denote scalars (vectors). For B ∈ R n×m , B ,B, and B H denote the transpose, conjugate, and conjugate transpose of B, respectively. N (B) denotes the null space of B. For a symmetric A ∈ R n×n , A > 0 (≥ 0) denotes a symmetric positive definite (semidefinite) matrix. The spectrum and the spectral radius of A are denoted by σ(A) and ρ(A), respectively.
For simplicity, we make the following assumptions: (H1) The eigenvector matrix X in (1.3) has full column rank, i.e., rank(X) = k.
(H2) The eigenvalue matrix Λ in (1.2a) has only simple eigenvalues.
General solution of the PD-IQEP.
In this section, we shall solve a general solution to the PD-IQEP for a given matrix pair (Λ,
be the QR-factorization of X, where Q ∈ R n×n is orthogonal and R ∈ R k×k is nonsingular, and let S = RΛR −1 . The general solution to the PD-IQEP is given by
with ξ i and η i being arbitrary real numbers.
Proof. Substituting (2.1) and (2.2) into (1.4), we have
Thus, finding M , C, and K which satisfy (1.4) is equivalent to finding the submatrices M 11 , M 21 , C 11 , C 21 , K 11 , and K 21 which satisfy (2.5) and (2.6). Clearly, it follows from (2.6) that K 21 is determined by (2.3c), where M 21 and C 21 are arbitrary.
As M and K are required to be symmetric positive definite and symmetric, respectively, so are M 11 and K 11 in (2.2). From (2.5) it follows that
Let M 11 be an arbitrary symmetric positive definite matrix. We need to find a symmetric C 11 such that K 11 in (2.7) is symmetric. We thus need a C 11 = C 11 so that
After rearrangement, (2.8) becomes
It is easily seen that (2.9) has a particular solution
Next we consider of the homogeneous equation
Partitioning R C 11 R compatibly with Λ, we have s = k − and
where Γ jj is a 2 × 2 matrix for 1 ≤ j ≤ and Γ jj is a 1 × 1 matrix for + 1 ≤ j ≤ s. Substituting (2.13) into (2.12) and using assumption (H2), we deduce that [2] j has the form in (1.2b) with β j = 0, it is easily seen that the general solution of (2.14) has the form (2.16) where ξ j , η j are arbitrary real numbers and (2.15) holds for any real numbers Γ +j, +j = ξ +j . Thus, the general solution of the homogeneous equation (2.11) has the form
with D defined in (2.4) . This, together with (2.10), gives rise to the general solution of (2.9): Remark 2.1. Theorem 2.1 shows that the solution to the PD-IQEP is underdetermined. Therefore, the question arises as to how these degrees of freedom could be exploited. This will be discussed in the subsequent sections.
Particular solutions with K ≥ 0.
In practice, the matrix K in the PD-IQEP is sometimes required to be symmetric positive semidefinite. In this section, we shall apply Theorem 2.1 to construct such a solution. We first prove the following two lemmas.
Lemma 3.1. For any given matrix D defined in (2.4), we can construct a symmetric positive definite matrix M 11 so that K 11 defined in (2.3b) is symmetric positive semidefinite.
Proof. Since S = RΛR −1 , it is easy to see that K 11 in (2.3b) is symmetric positive semidefinite if and only if the matrix
is symmetric positive semidefinite.
Since Λ has distinct eigenvalues, we have either 0 ∈ σ(Λ) or 0 being a simple eigenvalue of Λ (say, λ k = 0). We first construct a symmetric positive definite (or a symmetric positive semidefinite when λ k = 0) matrix M so that M + DΛ ≥ 0. Then we use M to construct the desired M 11 . Take
where
with ξ j and η j being arbitrary real numbers. Using (3.4) and (3.5), if we choose x i , y i , and z i such that
Obviously, such real numbers x i , y i , and z i can be easily chosen. Once M 1 is determined, the required M 11 can be chosen by
Let K 11 be constructed as in Lemma 3.1. Then from (3.2) and (3.9) it is easily seen that
Since K is required to be symmetric positive semidefinite, it follows that
From (3.10) and (3.11), it holds that L R K 11 RL has the form in (3.11), and then the last q columns of K 21 RL must be zero. In the following lemma we show that M 21 and C 21 can be chosen so that this condition holds. 
where Γ 1 , Δ 1 ∈ R q×q are nonsingular. Now let
k×q . It follows from (2.3c), (3.12), and (3.13) that
Therefore, with C 1 21 being arbitrary,
Similarly, in the case when 0 ∈ σ(Λ), there exist orthogonal matrices Q 1 and Q 2 such that
, and let
We have
1 γ 1 ) = 0, which has infinite many solutions. Thus, we have completed the proof of the lemma. Using Lemmas 3.1 and 3.2, we can construct a particular solution to the PD-IQEP with K ≥ 0 as follows.
Algorithm 3.1. Solving the PD-IQEP with K ≥ 0.
Step 1. Choose D as in (2.4) arbitrarily and compute DΛ by (3.4) and (3.5).
Step 2. Construct a positive definite matrix M 11 by (3.2)-(3.9), compute C 11 and K 11 by (2.3a) and (2.3b), respectively, and compute L as in (3.11) .
Step 3. Compute the decomposition (3.12) (or (3.17)), determine M 21 and C 21 by (3.13) and (3.16) (or (3.18) and (3.19)), and compute K 21 by (2.3c).
Step
Step 5. Choose an arbitrary symmetric C 22 and form
where Q is given by (2.1).
4. Particular solutions with additional eigeninformation when k = n. Since there are still many degrees of freedom in the general solution of the PD-IQEP in section 3, we are motivated to satisfy additional constraints or eigeninformation so that the number of equations constructed from these additional conditions is less than or equal to the number of free variables. Consequently, such a PD-IQEP with the additional eigeninformation can be solved generically.
By Theorem 2.1, with k = n, the general solution of the PD-IQEP is given by
where M > 0 can be arbitrarily chosen and D is given by (2.4) with k = n. Based on the factorization of quadratic matrix pencils [10, p. 228], we then have the following theorem.
Theorem 4.1. In the case when k = n, it holds that
This means that the eigenvalues of Q(λ) are completely determined by the eigenvalues of S (or Λ) and
Thus (4.2) holds.
In the rest of this section, we shall present two particular solutions to the PD-IQEP with additional eigeninformation when k = n. 
We need to find appropriate choices of M and D such that Λ + MD has the n given eigenvalues. We consider
for n = 2s and
for n = 2s+1. Consider the appropriate blocks in Λ, M , and D while ignoring indices; we only need to assign arbitrary (real or complex conjugate) eigenvalues to matrices of the forms
and
This can be achieved via appropriate choices of x, y, z, ξ, η, ξ 1 , and ξ 2 . We first require x > 0 and xy − z 2 > 0 so that M > 0 as in (4.5) and (4.6). (i) Assume that A 1 is of the form found in (4.7). In this case, we first choose z = 0. Then we prove that for any given real numbersμ andν, there are two positive numbers x, y and two real number ξ, η such that
This implies
If μ = 0, we choose ξ = 0; then (4.9) holds. By taking η = 1 β , (4.10) becomes
Here we use the assumption that β is nonzero. When ν = −β 2 , we take y = β 2 > 0; then (4.11) holds automatically. When ν > −β 2 , we take y satisfying max{−ν, 0} < y < β 2 ; when ν < −β 2 , we take y satisfying β 2 < y < −ν. In both cases, we choose
If μ = 0, from (4.9) it follows that
Substituting (4.12) into (4.10) leads to
Solving x in (4.12) and substituting into (4.13), we get
It is easy to take ξ and η so that c, as defined in (4.13), is positive. Thus, from (4.14), we can take (4.15) and then, by (4.12), we have
(ii) Assume that A 2 is of the form found in (4.8). We shall prove, for any given real numbersμ andν, that there exist positive numbers x, y and real numbers z, ξ 1 , ξ 2 which satisfy xy − z 2 > 0 and
From (4.17), we have ξ 1 = (μ − ξ 2 y)/x. Substituting it into (4.18), we get
It remains to show that there are real numbers x, y, z with x > 0 and xy − z 2 > 0 such that the quadratic equation (4.19) has real roots. This requires the discriminant of (4.19) to be positive, i.e.,
To satisfy (4.20), we can first take xy sufficiently large and then take z such that xy − z 2 is a sufficiently small positive number.
With k = n, we have constructed a particular solution to the PD-IQEP with n additional eigenvalues. Algorithm 4.1. Solving a PD-IQEP with k = n and n additional eigenvalues.
Step 1. Choose M > 0 and D by (i) and (ii) as in Theorem 4.2 so that S + M −1 R − DR −1 has n additionally given eigenvalues.
Step 2. Compute C and K by (4.1a) and (4.1b), respectively.
Step 3. Compute M = QM Q , C = QCQ , K = QKQ , where Q is given by (2.1).
Particular solutions with additional eigenpairs.
In this subsection, we are interested in solving the PD-IQEP with k = n and r (r ≤ √ n) additionally given eigenpairs. Note that with these r (r ≤ √ n) additional eigenpairs, this particular solution of the PD-IQEP is generically solvable (see Remark 4.1 later). Conversely, if r > √ n, the PD-IQEP, in general, has no solution. Suppose we are additionally given r (r ≤ √ n) eigenpairs (μ j , y j ) ∈ C × C n , where (Sufficiency.) Let V be an orthogonal matrix such that
where R ∈ R r×r is nonsingular and upper triangular. Let
It is sufficient to find an n × n M > 0 such that
By (4.26), we have M 1 = T 1 R −1 . From (4.23)-(4.25), it follows that where With k = n, we have constructed a particular solution to the PD-IQEP with r (≤ √ n) additional eigenpairs. Algorithm 4.2. Solving a PD-IQEP with k = n and r (r ≤ √ n) additional eigenpairs.
Then (4.28) implies
Step 1. Compute ζ j and G j in (4.32) for j = 1, . . . , r.
Step Step 3. Compute M > 0 as in Lemma 4.1 by setting
Step 4. Compute C and K by (4.1a) and (4.1b), respectively.
Particular solutions with additional eigeninformation when k < n.
When k < n, for a given matrix pair (Λ, X) ∈ R k×k × R n×k as in (1.2) 
and (1.3) and under assumptions (H1)-(H2), Theorem 2.1 states that the general solution to the PD-IQEP is
where M , C 22 , C 21 = C 12 and K 22 can be arbitrarily chosen, while C 11 , K 11 , and K 21 = K 12 are given by (2.3). Furthermore, we have the following. Theorem 5.1. In the case when k < n, it holds that
which shows that Q(λ) shares all the eigenvalues of Λ.
Proof. From (5.1) and (2.3), we have
which imply (5.2).
In the following subsections, we construct two particular solutions to the PD-IQEP when k < n, with one additional complex eigenpair (with k = n − 1) or positive definite property of M and K. These solutions are equivalent to those developed in [4] .
Particular solutions with an additional complex eigenpair.
In this subsection, we shall construct the particular solution of the PD-IQEP with k = n − 1 and an additional complex eigenpairs. We shall show that this particular solution is equivalent to the unique solution of the monic IQEP in [4] with M = I n .
For a given pair (Λ, X) ∈ R (n−1)×(n−1) × R n×(n−1) as in ( 1.2) In [4] , the general solution of the Hermitian matrix
where D is of the form in (2.4), C 11 ∈ R (n−1)×(n−1) ,ĉ 12 ∈ C n−1 , andĉ 22 ∈ C. Expanding C 11 ,ĉ 12 , andĉ 22 in (5.4), we get
On the other hand, by setting M 11 = I n−1 and M 21 = 0 in (5.2) and relaxing C to be Hermitian, we have
Here we partition C as
where C 11 ∈ R (n−1)×(n−1) , c 12 ∈ C n−1 , c 22 ∈ C. We want to show C = C when Q(μ)z= Q(μ)z= 0. From [4] , C in (5.9) satisfies C =C = C H = C , and therefore K = K . It is easily seen that 
Hence c 22 =ĉ 22 . Combining with (5.10) and (5.13), we have shown that C = C.
Particular solutions with special structures.
In this subsection, we shall construct a particular solution of the PD-IQEP with k < n, M > 0, and K > 0. Under suitable condition this solution is equivalent to the solution of the standard IQEP developed in [4] .
We now take D = 0; then the decomposition (5.2) becomes
Thus, we have
On the other hand, with m = 2n − k > n, choose an arbitrary matrix U ∈ R m×n which is of full column rank. Partition U = [U 1 , U 2 ] with U 1 ∈ R m×k . Thus, if we take
we obtain
Substituting (5.22) into (2.3), we have
Let V 1 = −U 1 S and V 2 be an arbitrary m × (n − k) matrix. Taking C 21 = U 2 V 1 + V 2 U 1 and substituting it into (5.23) lead to
If we write V = [V 1 , V 2 ] and take
then from (5.24) we obtain
Assume without loss of generality that X = [R , 0] , and with 
Note that here B is an orthogonal projector, i.e., B 2 = B = B . We now consider the QR-decomposition
where P is orthogonal, and T 11 ∈ R k×k and T 22 ∈ R (n−k)×(n−k) are both nonsingular and upper triangular. Then
As V U is of full column rank, it follows that T 33 is nonsingular. Therefore, we have
Because T 33 is nonsingular, det Q 2 (λ) > 0 for any real number λ. Thus, Q 2 (λ) in (5.18) has only complex conjugate eigenvalues with nonzero imaginary part. Furthermore, if V U is chosen to be orthogonal, then we have T 23 = 0. From (5.33), we have Q 2 (λ) = (λ 2 + 1)I with eigenvalues λ = ±ι. This also coincides with the result in [4] . 1.2766e-011 λ 3 4.2322e-013 λ 4 2.7001e-013 λ 5 9.7161e-013 λ 6 7.6428e-012 λ 7 =λ 8 9.9151e-012 λ 9 =λ 10 3.5711e-010 λ 11 2.2284e-010 λ 12 6.1142e-012
6. Numerical examples. The results presented in sections 4 and 5 offer a constructive way to solve the PD-IQEP with additional eigeninformation or special structures. In this section, we present two numerical examples to illustrate the particular solutions constructed in section 4. Numerical examples constructed by section 5 can be found in [4] . For presentation, we report all numbers in 5 significant digits only, though all calculations are carried out in full precision.
To generate test data, we first randomly generate the partially prescribed eigeninformation (Λ, X) ∈ R 6×6 × R 6×6 as in (1.2) and (1. 
It is easy to check that the matrix pair (Λ, X) ∈ R 6×6 ×R 6×6 satisfies the assumptions (H1) and (H2 This shows that the matrixM is symmetric positive definite and the residuals are small.
Conclusions.
In this paper, we use techniques involving matrix decompositions to derive an expression of the general solution to the PD-IQEP, for a set of given k eigenpairs (k ≤ n), under assumptions (H1) and (H2). With appropriate choices of degrees of freedom, we can construct a quadratic pencil Q(λ) = λ 2 M + λC + K with M > 0 and K ≥ 0. Furthermore, we can also find solutions which satisfy various additional eigeninformation, as shown in sections 4 and 5. The problem of how to utilize the degrees of freedom in general, or under other given sets of eigeninformation, is interesting and needs further investigation. In summary, we list some of the solved and unsolved PD-IQEPs, under various constraints, in Tables 7.1 and 7.2. For another case of k > n, it is rather involved and the proof technique of Theorem 2.1 seems not to be used directly to find a general solution of PD-IQEP. To our knowledge, this case has never been discussed in the literature. It might be interesting research and needs further investigation. Given Λ and X as in (1.2) and (1.3) under assumptions (H1) and (H2), equations (2.2)-(2.4) give rise to symmetric M , C, and K with M > 0 such that (1.4) holds. 
