By adapting the mass tranportation technique of Cordero-Erausquin, Nazaret and Villani, we obtain a family of sharp Sobolev and Gagliardo-Nirenberg (GN) inequalities on the half space R n−1 × R + , n ≥ 1 equipped with the weight ω(x) = x a n , a ≥ 0. It amounts to work with the fractional dimension n a = n + a. The extremal functions in the weighted Sobolev inequalities are fully characterized. Using a dimension reduction argument and the weighted Sobolev inequalities, we can reproduce a subfamily of the sharp GN inequalities on the Euclidean space due to Del Pino and Dolbeault, and obtain some new sharp GN inequalities as well. Our weighted inequalities are also extended to the domain R n−m × R m + and the weights ω(x, t) = t a 1 1 . . . t am m , where n ≥ m, m ≥ 0 and a 1 , · · · , a m ≥ 0. A weighted L p -logarithmic Sobolev inequality is derived from these inequalities.
Introduction
In the forthcoming book [5] , Bakry, Gentil and Ledoux prove that for any n ∈ N * and a ≥ 0 such that n + a > 2, there exists a constant S(n, a) such that for any smooth, compactly supported function f on R n−1 × R + ⊂ R n , we have . The best constant S(n, a) is given by S(n, a) = 1 π(n + a)(n + a − 2) −t dt for r > 0. The Bakry, Gentil, Ledoux's proof of (1.1) is based on the Curvature-Dimension condition. First, these authors use the stereographic projection to transport R n−1 ×R + equipped the measure having density x a n with respect to Lebesgue measure on R n−1 × R + to a half sphere {x ∈ S n x n > 0} equipped the measure having density x a n with respect to the Riemannian measure of the sphere. The operator associated with this measure is ∆ S n + a ∇ (log v), where v(x) = x n . This operator satisfies the Curvature-Dimension condition CD(n − 1, n) on the half sphere {v > 0}. This condition implies a sharp Sobolev inequality on {v > 0} which is equivalent to (1.1) via the stereographic projection.
By an argument of dimension reduction reproduced in [5] one can derive from the weighted inequality (1.1) in dimension n + 1 the following sub-family of the sharp GN inequalities on R n due to Del Pino and Dolbeault [14] : Given p > 1, then
≤ G(n, p)
where θ = n(p−1) p(n+2−(n−2)p is determined by scaling invariance. A version of (1.2) with 0 < p < 1 can be found in [14] . In [15] , Del Pino and Dolbeault generalized these inequalities to L p −norm of gradient, and obtained the following family of sharp GN inequalities: Given 1 < p < n and α ∈ (1, n n−p ), then θ is determined by scaling invariance. The proof of Del Pino and Dolbeault relies on standard techniques such as symmetrization, solution of one dimensional variational problem.
A new and simple proof of (1.3) which uses the mass transportation method is given in [13] by Cordero-Erausquin, Nazaret and Villani. This method does not require symmetrization and can be applied to any norm of gradients on R n (Del Pino and Dolbeault's results are stated for the Euclidean norm only).
Our first motivation in the present work was to generalize the inequality (1.1) to L p norm of gradients. This required to seek for different approach, as the proof in [5] relied on the conformal structure of the L 2 inequality. We will see that a new, simple, twist in the mass transportation technique can be used for our purposes. But before going on, we should emphasize first that the extension to L p norm of gradients of (1.1) has already been obtained in the very recent works of Cabré, Ros-Oton and Serra [10, 11] . We learned of these results while writing our paper, but actually their approach is completely different (see the discussion below). The mass transport proof that we propose in the present work not only provides a simple approach to the weighted Sobolev inequalities in question, but it will also allow us to obtain some other, more general, inequalities. Nonetheless, for clarity, we choose discuss the weighted Sobolev inequalities first, as it shows clearly how the argument works.
We shall also mention that in his book (note page 562 of [27] ) Villani suggested that the method used to derive Sobolev type inequalities from the curvature-dimension criterion (Theorems 21.9 and 21.12) should also apply to the case of convex cones. Our proof below is more direct.
Let || · || be a norm on R n and B = {x ||x|| ≤ 1} the associated unit ball. Its dual norm || · || * is defined on R n by
where x · y denotes the Euclidean scalar product of x and y. Throughout the paper (unless otherwise stated), we denote
the open half-space {x n > 0} of R n , and ω will stand for the positive weight
Then L p (Ω, ω) will be the space of all measurable functions f such that
For p ≥ 1, we defineẆ 1,p (Ω, ω) the space of all measurable functions f such that its level sets {x ∈ Ω | |f (x)| > t}, t > 0, have finite measure with respect to measure of density ω in Ω, and its distributional gradient belongs to
Then the following result holds.
where p * = nap na−p . The best constant S(n, a, p) is given by
Equality in (1.4) holds if and only if
for some c ∈ R, λ > 0 and x 0 ∈ R n−1 , and h p,a is given by (1.24) below.
In the case p = 2 with the Euclidean norm | · |, Proposition 1.1 reproduces the inequality (1.1) of Bakry, Gentil and Ledoux. By adapting the dimension-reduction mentioned above to the case where p = 2, we will show in Section §3 (see Theorem 3.1), how to reproduce part of the family (1.3) of sharp GN inequalities on the Euclidean space (with an arbitrary norm). This gives a geometric justification to the family (1.3).
Let us mention that, interestingly enough, even if we aim at the family (1.3) for the Euclidean norm only, we need to use, when p = 2, the Proposition 1.1 for a non-Euclidean norm. This gives more evidence that the extension to arbitrary norms in Sobolev type inequalities is not a purely formal matter, but it is indeed natural and useful. Let us also point out that we can actually extend the family (1.3) to the case p > n. These sharp GN inequalities on R n for p > n and n ≥ 2 seem to be new.
The case when p = 1 of the weighted Sobolev inequality above is related to the functions of ω−bounded variation. A function f : Ω → R is said to have ω−bounded variation if
If we denote BV ω (Ω) the set of such functions, thenẆ 1,1 (Ω, ω) ⊂ BV ω (Ω). Note that if f has ω−bounded variation, then it has locally bounded variation on Ω. Let Df be the vector valued Radon measure on Ω such that
, and let |Df | be its total variation. It follows from [16, Theorem 1, Chapter 5] that there exists a |Df |−measurable function ν f : Ω → R n such that |ν f | = 1 |Df |−a.e., and
It is readily to check that
A measurable set E ⊂ R n has ω−bounded variation if 1I E ∈ BV ω (Ω), and we define its weighted perimeter with respect to Ω and || · ||, denote ν E = ν 1 I E , by
If E is Lipschitz, we have
where n(x) is the (H n−1 -almost everywhere defined) unit outward normal at x ∈ ∂E and H n−1 is the n−1 dimensional Hausdorff measure on ∂E. The unit ball B = {x ∈ R n ||x|| ≤ 1} has ω−bounded variation, and its weighted perimeter is
. The corresponding weighted L 1 −Sobolev inequality is stated in the following proposition. Proposition 1.2. There exists a constant S(n, a, 1) such that for any smooth compactly supported function f , then ||f ||
The best constant S(n, a, 1) is given by
Inequality (1.6) extends to all functions of ω−bounded variation, and equality holds if
for some c ∈ R, λ > 0, x 0 ∈ R n−1 and h 1,a is given by (1.24) below.
By an approximation argument, we see that inequality (1.6) is equivalent to a weighted isoperimetric inequality on Ω as follows, 8) that is, among the set E of ω−bounded variation with E∩Ω ω dx = B∩Ω ω dx, then B has smallest weighted perimeter. Hence B solves the isoperimetric problem on Ω with weight ω.
In the recent papers [10, 11] , Cabré et al. stated the weighted isoperimetric inequality (1.8) with a proof which relies on the so-called ABP method for an appropriate linear Neumann problem involving the following Laplacian-type operator
Their method provides a proof for isoperimetric inequalities with monominal weights (see [10] ), which can be generalize to inequalities on open convex cone with general weights (see [11] ), which includes the half-space case discussed here (Proposition 1.2). Then, they show that a weighted radial rearrangement argument of Talenti [25] allows to pass from the weighted isoperimetric inequality to the sharp weighted Sobolev inequalities, as the one stated in Proposition 1.1. Our mass transport approach also allows to treat the more general case of weighted GN inequalities on Ω.
the best constant G n,a (α, p) takes the explicit form, denoting y =
the best constant N n,a (α, p) takes the explicit form, denoting z =
Moreover, equality in (1.9) and (1.12) holds if
for some c ∈ R, λ > 0, x 0 ∈ R n−1 and h α,p,a is given by (1.25).
More generally, our mass transportation proof can be used to generalize Propositions 1.1 and 1.2, and Theorem 1.3 to the domain
where n ≥ m ≥ 0, with the monominal weights
where a 1 , · · · , a m ≥ 0 and (x, t) denotes vector (
+ . The corresponding fractional dimension will then be
This generalization is given in section §4. As before, the result for the particular case of the weighted Sobolev inequalities is already contained in work of Cabré and Ros-Oton [10] , with the very different proof mentioned above.
We know that, on R n , the sharp L p −logarithmic Sobolev inequalities are the limit case of the GN inequalities (1.3) when 1 ≤ p < n and α → 1 (see [14, 15] ). Following the idea of these papers, we can deduce from Theorem 1.3 a family of sharp weighted L p −logarithmic Sobolev inequalities on Ω with weighted ω, by letting α → 1 when 1 ≤ p < n a . By using an idea of Beckner and Pearson [8] and the general form of Proposition 1.1 on R n−m × R m + , we can extend the family of sharp weighted L p −logarithmic Sobolev inequalities to all p ≥ 1. Hence we get:
(1.17)
for some a > 0, x 0 ∈ R n−1 and |b| −p = Ω e −pa||x|| q ω(x)dx when p > 1, and
for some a > 0 and x 0 ∈ R n−1 and |b| = a na p B x a n dx
On R n , sharp L p −logarithmic Sobolev inequalities for 1 ≤ p < n were proved first by Del Pino and Dolbeault [14, 15] by considering the above mentioned limit of the sharp GN inequalities. But their results concerned only the Euclidean norm. Next, Gentil [18] extended the result of Del Pino and Dolbeault for all p ≥ 1 and for any norm on R n by using the Prékopa-Leindler inequality and a special Hamilton-Jacobi equation. The case p = 2 is interesting since it is equivalent to the Gross's logarithmic Sobolev inequality for the Gaussian measure. The case p = 1 was proved by Beckner [7] . Another proof of the sharp L p −logarithmic Sobolev inequality for all p ≥ 1 is given in [3] and in [12] where the authors exploit the mass transportation method. It is clear that this method gives us, using the techniques of the present paper, a direct proof of the inequality (1.16), but we think it is also interesting to see them as a consequence of the sharp weighted Sobolev inequalities on the set Σ with the weight σ. The proof of the Proposition 1.4 is given in section §4.
Our method to prove the Propositions 1.1 and 1.2, and the Theorem 1.3 is inspired by the work of Cordero-Erausquin, Nazaret and Villani [13] which is based on the mass transportation method. We only use the so-called Brenier map, the arithmetic-geometric inequality and Hölder's inequality (or Young's inequality). In recent years, mass transportation method has been used succesfully to prove some sharp inequalities in Analysis and Geometry, for example, see [3, 6, 12, 13, 17, 19, 20, 23, 26] . Let us recall the results of Brenier and McCann.
Let µ and ν be two Borel probability measures on R n such that µ is absolutely continuous with respect to Lebesgue measure. Then there exists a convex function ϕ such that
for every bounded or positive, Borel measurable function b : R n → R (see [9, 21] ). Furthermore, ∇ϕ(supp µ) = supp ν and ∇ϕ is uniquely determined dµ−almost everywhere. We call ∇ϕ the Brenier map which transports µ to ν. See [26] for a review and dicussion of existing proofs of this map. Since ϕ is convex, it is differentiable almost everywhere on its domain {ϕ < ∞}; in particular, it is differentiable dµ−almost everywhere.
Let µ and ν be absolutely continuous with respect to the Lebesgue measure, with densities F and G respectively and let ∇ϕ be the Brenier map transporting µ onto ν.
for every bounded or positive, Borel measurable function b : R n → R. If ϕ is of class C 2 , the change of variables y = ∇ϕ(x) in (1.19) shows that ϕ solves the Monge-Ampère equation
Here D 2 ϕ(x) stands for the Hessian matrix of ϕ at point x. Unfortunately, ϕ is not C 2 in general. However, (1.20) always holds in the F (x)dx almost everywhere sense (see [22] ) and D 2 ϕ should be understood in Aleksandrov sense, i.e, as the absolutely continuous part of the distributional Hessian of the convex function ϕ; we denote it by D 2 A ϕ. Moreover, this equation holds without further assumption on F and G beyond integrability. Then
F (x)dx−almost everywhere. As metioned above, our proofs require to use Hölder's and Young's inequality. We recall them below. Let || · || be a norm on R n , B its unit ball and || · || * its dual norm. Then for any λ > 0, Young's inequality holds
, integration of (1.22) and optimization in λ gives Hölder's inequality in the form
It is time to introduce the functions h p,a and h α,p,a , 1 ≤ p < n a which will turn out to be extremal in the inequalities of our propositions and theorem above. They are defined on Ω; if needed, we can see them as functions on R n with support equal to Ω by extending them by zero for x n ≤ 0.
For the weighted Sobolev inequalities, we introduce:
( B∩Ω x a n dx)
where q = p/(p − 1), B = {x ∈ R n ||x|| ≤ 1} and σ p,a is chosen such that
For the weighted GN inequalities, we introduce: for 1 < p < n a and for α ∈ (0, 25) where
Note that when α < 1 then the function h α,p,a has compact support on Ω, while for α > 1, it is positive everywhere, decaying polynomially at infinity. A simple calculation shows that
Since || · || is a Lipchitz function on R n , it is differentiable almost everywhere. When 0 = x ∈ R n is a point of differentiability, the gradient of the norm at x is the unique vector
These equalities will be used to verify the extremality of h p,a and h α,p,a . The rest of this paper is organized as follows: Section §2 is devoted to the proof of Proposotions 1.1 and 1.2, and Theorem 1.3; actually we will prove a bit more, namely a duality principle, as in [13] . In the section §3, we show how to get (known and new) sharp GN inequalities on the Euclidean space from Proposition 1.1. The last section §4 is devoted to the extension of the results to the domain Σ with the monomial weight σ given by (1.15) and to the proof of Proposition 1.4 above.
Proof of Propostions 1.1 and 1.2, and Theorem 1.3
In this section, we give a mass transportation proof of Propositions 1.1 and 1.2, and Theorem 1.3. We will need the following central lemma, Lemma 2.1. Let a ≥ 0, n a = n + a and let 1 = γ ≥ 1 − 1 na . Let F and G be two nonegative functions on Ω = R n−1 × R + ⊂ R n with Ω F ω dx = Ω G ω dx = 1, and such that F γ is C 1 on Ω and F, G are compactly supported on Ω. Then if ∇ϕ is the Brenier map pushing F ω dx forward to G ω dx, we have
Proof. Since F and G are compactly supported on Ω, then ∇ϕ is bounded and ϕ is Lipchitz (on the support of F ). It follows from (1.21) that
By the elementary inequalities
for any x, y, z, α, β, γ ≥ 0, α + β + γ = 1, and
for any n × n nonnegative, symmetric matrix M, we obtain
where we denoted
It is worth noting that the operator L = ∆ + a x −1 n ∂ n is the Laplacian associated to the weight ω(x) = x a n . Multiplying both sides of (2.2) with F (x)ω(x), integrating the obtained inequality on Ω, and using the definition of mass tranport (1.19), we get
To treat the integration by parts, let θ :
We have F k ∈ C 1 0 (Ω), so there exists a sequence of nonegative functions
and lim m→∞ F k,m (x) = F k (x) for almost everywhere x ∈ Ω. Since ∆ A ϕ ≤ ∆ D ′ ϕ, where ∆ D ′ ϕ stands for distributional Laplacian of ϕ, and by integration by parts, we get
Since L A ϕ ≥ 0, let m → ∞, by Fatou's lemma and the boundedness of ∇ϕ, we get
Next, note that
since θ is increasing and ∂ n ϕ(x) ≥ 0 because ∇ϕ(x) ∈ Ω for x on the support of F . Letting
which, together with (2.3), gives (2.1).
With Lemma 2.1 on hand, we are now ready to prove the Propositions 1.1 and 1.2, and the Theorem1.3.
Proof of Proposition 1.1: Proposition 1.1 follows from the following two propositions. The first one states a duality principle which is of independent interest.
4)
with equality if f = g = h p,a .
As immediate consequences we have
5)
with h p,a extremal in both variational problems.
(ii) The sharp weighted Sobolev inequality:
Proof. By the homogeinity, we can assume ||f || L p * (Ω,ω) = ||g|| L p * (Ω,ω) = 1. It is well-known that if f ∈Ẇ 1,p (Ω, ω) then ||∇|f | || * ≤ ||∇f || * . Thus, without loss of generality, we may assume that f and g are nonegative. By standard approximation, we can assume that f and g are compactly supported on Ω and f is in C 1 (Ω). Applying Lemma 2.1 to
Applying Hölder's inequality (1.23), we obtain
Inequality (2.4) follows from (2.8) and the definition of mass transportation.
If f = g = h p,a , we must have ∇ϕ(x) = x for all x ∈ Ω, hence Hess A ϕ = Hess ϕ = Id n . This implies immediately that ∆ A ϕ becomes classical Laplacian, and equality in (2.2) holds for all 1 − 1 na ≤ γ = 1. We can then use a simple integration by parts to get
since in this case ∂ n ϕ = 0 on ∂Ω. Therefore, (2.7) becomes an equality. Moreover, if
everywhere. This ensures the equality in Hölder's inequality (1.23). So there is equality in (2.8) (and then in (2.4)) if f = g = h p,a . Proposition 2.2 is proved.
The case of equality is treated in the following proposition:
is optimal in the weighted Sobolev inequality (1.4) if and only if there exist c ∈ R, λ = 0 and x 0 ∈ R n−1 such that
Proof. We follow the idea of Cordero-Erausquin, Nazaret, et Villani, which amounts to trace back equality cases in the mass transport proof. For this, we will show that the intermediate step (2.11) is valid in general (without regularity assumptions). First, note that it is enough to prove this proposition for nonnegative function f and
Denote O be the interior of the set {x : ϕ(x) < ∞}, we know that support of f is contained in O. Fix x 0 = (x 0 , t 0 ) ∈ O ∩ Ω. Choose k such that 1 k < t 0 and denote f k = f θ k , where θ k (x) = θ(kx n ) is as in the proof of Lemma 2.1. The support of f k is contained in
where χ is a C ∞ cut-off function with 0 ≤ χ ≤ 1, χ(x) = 1 for |x| ≤ , χ(x) = 0 for
is a positive function, R n ψ = 1. For δ small enough (δ is smaller than the distance from support of f k,ǫ to ∂O), f k,ǫ,δ is compactly supported in O and smooth, i.e..
Since the support of f k,ǫ is contained in the set {x n ≥ ǫt 0 + 1−ǫ k } for any k, ǫ, we have f k,ǫ,δ → f k,ǫ when δ → 0.
By using the argument of Cordero-Erausquin, Nazaret and Villani [13, Proof of Lemma 7], we can let δ → 0 and then let ǫ → 0 in (2.9) to get
Since θ is increasing, we get, by letting k → ∞,
Applying inequality (2.3) to f p * , h (this inequality always holds without further assumption of smoothness for F or of compact support for G), we obtain
By using Hölder's inequality, we get the sharp weighted Sobolev inequality (1.4). Since f is an optimal function, then we must have equality for Hölder's inequality. This implies that the support of f is O ∩ Ω (see the proof of Proposition 6 [13] ). Then, the argument of [13, Proof of Proposition 6] shows that D 2 D ′ ϕ has no singular part on O (here, we replace 0 in the argument of [13] 
Finally, we must have equality in the arithmetic-geometric inequality
is Ω (see [13] ). This means that f (x) = h p,a (λ(x − x 0 , x n )) as claimed.
(ii) If a = 0, then D 2 D ′ ϕ = λ Id n for some λ > 0, hence ∇ϕ(x) = λ(x − x 0 , x n − t 0 ) on the support of f for some (x 0 , t 0 ) ∈ R n . Since the Brenier map sends the interior of the support of f p * to the interior of support of h p * p,a , we must have int(supp f ) = Ω + t 0 e n withProposition 2.
This inequality extends to functions having ω−bounded variation, with equality if f = h 1,a .
Proof. As in the proof of Proposition 2.2, f can be assumes to be nonnegative and such that ||f || , we get
(2.14)
Since ∇ϕ ∈ B, then || − ∇ϕ|| ≤ 1, this implies
By an approximation argument, we can extend inequality (2.13) to functions having ω−bounded variation. And if f = h 1,a then
This shows that equality holds in (2.13).
Proof of Theorem 1.3: As before, Theorem 1.3 will follow from the following duality principle.
Proposition 2.5. Let a ≥ 0, p ∈ (1, n a ) and α ∈ (0,
15)
where
When µ = µ p := q 1 q , then equality in (2.15) holds if f = g = h α,p,a . As immediate consequence we have
16)
and h α,p,a is extremal in both variational problems.
(ii) The sharp weighted GN inequality:
where θ is given by (1.10).
where θ is given by (1.13).
Proof. As in the proof of Proposition 2.2, we can assume that f, g are nonnegative, compactly supported functions on Ω, and that f is C 1 (Ω). Let ∇ϕ be the Brenier map pushing f αp ω dx forward to g αp ω dx. Applying Lemma 2.1 to
we obtain
For all µ > 0, applying Young's inequality (1.22), we get
Plugging (2.20) into (2.19), and using the definition of mass transportation, we get (2.15).
When f = g = h α,p,a , we must have ∇ϕ(x) = x. As in the proof of Proposition 2.2, we have an equality in (2.19). Moreover, if f = h α,p,a ,
since ∇ϕ(x) = x. We also have
and, for µ = µ p := q 1 q , we have
This shows that (2.20) becomes an equality, and then we have equality in (2.15) when f = g = h α,p,a and µ = µ p . The part (i) is implied by (2.15). The proof of part (ii) is similar the one of Theorem 4 in [13] . This finishes the proof of Proposition 2.5.
Deriving sharp GN inequalities on Euclidean space
In this section, we use Proposition 1.1 to derive part of, and to extend, a family of GN inequalities on R n obtained in [13, 14, 15] . The idea is to use the weighted Sobolev inequalities on R n × R + for the weight ω(x) = x a n+1 to derive a GN inequalities on R n (for the usual Lebesgue measure). For the case p = 2 and the Euclidean norm, this argument is well known (we learned it from D. Bakry) and is recalled in [5] . With the L p -weighted Sobolev in hand, it remains to adapt the argument to p = 2. We will also get GN inequalities for arbitrary norms on R n . But note that even if one is interested only in the Euclidean norm | · | on R n , we need to use the weighted Sobolev inequality with a non-Euclidean norm || · || on R n+1 in the case p = 2, namely
So let || · || be a norm on R n ; its dual norm is denoted by || · ||
We also denote here
for r ∈ R \ {0}. We have:
Theorem 3.1. Let n ≥ 1, a ≥ 0, and set (n + 1) a = n + 1 + a as above and
where θ ∈ (0, 1) is equal to
. The constant GN(n, a, p) is optimal, and is given by
2)
where y = n + a+1−p p
, and K = {x ||x|| ≤ 1}.
(ii) If
. The constant GN(n, a, p) is optimal and is given by
4)
, and K = {x ||x|| ≤ 1}. Moreover, equality in (3.1) and (3.3) holds if and only if
for some c ∈ R, 0 = λ ∈ R and x 0 ∈ R n .
Let us comment the results of Theorem 3.1:
1. In the case (i) we have α ≥ 0, and moreover, if p < n then
More precisely, when p < n, α is a continuous function of a that takes all the values between 1 and np+1 np+1−p 2 , so we get (in the case of an arbitrary norm due to [13] ) the family (1.2) except for the values of α between np+1 np+1−p 2 and n n−p . Let us also mention that there is an inequality for the family of 0 < α < 1:
where θ is determined by scaling invariance. The extremal functions in this case are compactly supported. We do not know how to derive these remaining cases with our approach.
2. The second remark is that our inequality (3.1) holds even when p > n. Indeed, since
> n, the range in the statement (i) of the Theorem contains a range where p > n. This is different than the usual condition p < n required in the classical GN inequalities, and seems to be new.
3. The case (ii) of the Theorem concerns also the range where p > n. However, note that inequality (3.3) is a sharp GN type inequalities involving to L r − norm of functions with r < 0, since αp and αp − α + 1 are both negative in this case.
4. Theorem 3.1 is true in the dimension 1. In this case, inequality (3.1) gives us a subfamily of sharp GN inequalities on the real line due to Agueh [1, 2] . In these two papers, Agueh investigated the sharp constants and optimal functions of GN inequalities involving the L p norm of the gradient by studying a p−Laplacian type equation. Indeed, the link between the sharp constants and mass transportation theory suggests a special change of functions that brings us to the solution of p−Laplacian type equations, in all generality when the dimension is 1 and in some particular cases when n > 1.
5. Finally, note that our method will allow us to characterize all cases of equality in the stated GN inequalities.
Proof. As before, we denote Ω = R n × R + and q = p/(p − 1). Suppose h is a nonnegative, smooth function on R n such that h(x) → ∞ when |x| → ∞. We define a new function on Ω by
We also define a new norm on R n+1 by
Its dual norm is given by |||(y, s)||| * = (||y||
Applying Theorem 1.1 to Ω = R n × R + with norm ||| · ||| and weight ω(x, t) = t a , we get 5) and the equality holds true if and only if h(x) = a + ||x − x 0 || q for some a > 0 and x 0 ∈ R n . We have
We now have
and
Combining (3.5), (3.6), (3.7), and (3.8), we get
where A(n, a, p) and B(n, a, p) are constants depending only on n, a and p. Moreover, there is equality in (3.9) if and only if
for some a > 0 and x 0 ∈ R n . Changing h to f − p 2 np+a+1−p 2 yields the following inequality:
The above changement of functions implies that equality in (3.10) holds if and only if
for some a > 0 and x 0 ∈ R n . Inequality (3.10) is a nonhomogeneous form of GN inequalities.
then α > 1. Applying (3.10) to functions λf , λ > 0, and optimizing over λ > 0 yields the following inequality
) with λ > 0, we must have
From the above proof, we see that f (x) = (1 + ||x|| q )
is an extremal function for (3.11) . Then this inequality is optimal, and hence C(n, a, p) is the best constant.
If
< p < (n + 1) a then α < 0. It is easy to check that αp − α + 1 < 0 in this case. Applying (3.10) to functions λf , λ > 0, and optimizing over λ > 0 yields the following inequality
.
As above, we see that f (x) = (1 + ||x|| q )
is an extremal function for (3.12) . Then this inequality is optimal, and hence D(n, a, p) is the best constant.
From the proof above, we see that (3.10) is equivalent to (3.11) in the case (i) (and (3.12) in the case (ii)). Moreover, if f is an optimal function to (3.11) (also to (3.12)) then λf is an optimal function to (3.10) for some λ > 0. This shows that f is of the form announced in the theorem.
A direct computation using function f (x) = (1 + ||x|| q )
shows that the best constants C(n, a, p) and D(n, a, p) are given by (3.2) and (3.4) respectively. 
We consider a monomial weight σ on Σ of the form
where a 1 , · · · , a m ≥ 0. For such a 1 , · · · , a m , we denote n a = n + a 1 + · · · + a m the corresponding fractional dimension of (Σ, σ). For 1 ≤ p < n a , we denote
As in the introduction, we denote, for p ≥ 1,Ẇ 1,p (Σ, σ) the space of all measurable functions f on Σ such that its level sets {(x, t) ∈ Σ | |f (x, t) > a}, a > 0, have finite measure with respect to measure of density σ on Σ, and its distributional gradient ∇f belongs to L p (Σ, σ). Let || · || be a norm on R n , and let || · || * be its dual norm.
Let us denote B = {(x, t) ∈ R n ||(x, t)|| ≤ 1}, and introduce the functions
where σ p is chosen such that
Unlike before, we drop the indices relating to m and a 1 , · · · , a m , and norm || · || in the notation of these extremal functions.
As in the introduction, we can define the notion of function having σ−bounded variation on Σ, and define the weighted perimeter of a subset of R n with respect to σ. We can now state a generalization of Propositions 1.1 and 1.2 which is already present in [10] , as discussed in the introduction. Actually, our proof gives a bit more, namely a duality principle analogue to the one in Proposition 2.2. The inequality (4.4) extends to all functions with σ−bounded variation, equality in (4.4) holds if for some c ∈ R, λ > 0 and x 0 ∈ R n−m , f (x, t) = c h 1 (λ(x − x 0 , t)).
As before, the case p = 1 in Theorem 4.1 is equivalent to a weighted isoperimetric inequality on Σ, that is, among all subsets E of R n such that E∩Σ σ(x, t) dxdt is equal to B∩Σ σ(x, t) dxdt then B has smallest weighted perimeter. To generalize Theorem 1.3, we introduce the following family of functions, for 0 < α = 1, . Let F and G be two nonegative functions on Σ with Σ F σ dxdt = Σ G σ dxdt = 1, F γ is C 1 on Σ and F, G are compactly supported on Σ. Then if ∇ϕ is the Brenier map pushing F σ dxdt forward to G σ dxdt, we have 12) 
