Abstract Purpose: This study aimed to develop gene classifiers to predict colorectal cancer recurrence.
Colorectal cancer is one of the most common cancers in the developed world and its incidence is increasing in the developing world. Although the progression of colorectal cancer from benign polyp to adenoma to carcinoma is well studied (1), the molecular events influencing the transition and establishment of metastasis are less well understood. The prognosis and treatment of colorectal cancer currently depend on the clinicopathologic stage of disease at the time of diagnosis and primary surgical treatment. Unfortunately, disease stage alone does not allow accurate prediction of outcome for individual patients. If patient outcomes could be predicted more accurately, treatments could be tailored to avoid undertreating patients destined to relapse or overtreating patients who would be cured by surgery alone.
Many attempts have been made to identify markers that predict clinical outcome in colorectal cancer. Until recently, most studies focused on single proteins or gene mutations with limited success in terms of prognostic information (2) . Microarray technology enables the identification of multigene classifiers that correlate with cancer outcome and has already been applied to a variety of cancers, including colorectal cancer (3 -5) , but methodologic problems and a lack of independent validation has cast doubt over some of the findings (6, 7) . Furthermore, doubts about the ability of gene classifiers to predict outcome have arisen because of the poor concordance among predictive genes identified by different groups using different array platforms and methodologies (8) .
To improve the current clinicopathologic staging and find robust gene classifiers that can predict disease relapse for colorectal cancer, two research groups independently generated array expression data sets from separate series of primary tumors with clinical follow-up of 5 or more years. Distinct gene classifiers were identified in each data set and reciprocally validated. Furthermore, these genes provided insight into the biological mechanisms underpinning colorectal cancer disease progression.
Materials and Methods

Tumor samples
Two cohorts of patients were included in this study. The New Zealand patients were part of a prospective cohort study that included all disease stages, whereas the German patients were selected from a tumor bank. Clinical information is shown in Table 1 , whereas Fig. 1 summarizes the experimental design. Primary colorectal tumor samples from 149 New Zealand patients were obtained from patients undergoing surgery at Dunedin Hospital and Auckland Hospital between1995 to 2000. Tumor samples were snap frozen in liquid nitrogen. All surgical specimens were reviewed by a single pathologist (H-S.Y.) and estimated to contain an average of 85% tumor cells. Among the 149 colorectal cancer patients, 12 had metastatic disease at presentation, 35 developed recurrent disease, and 102 were disease-free after a minimum of 5-year follow-up. Primary colorectal tumor samples from German patients were obtained from patients undergoing surgery at the Surgical Department of the Technical University of Munich between1995 to 2001. A group of 55 patients with stage I & II colorectal carcinoma was selected from banked tumors, which had been obtained fresh from surgery, snap frozen in liquid nitrogen. Twenty-nine patients were recurrence-free and 26 patients had experienced disease recurrence after a minimum of 5-year follow-up. Tumor content ranged between 70% and 100% with an average of 87%.
RNA extraction and target labeling
New Zealand tumors. Tumors were homogenized and RNA was extracted using TriReagent (Progenz, Auckland, New Zealand) and further purified using RNeasy mini column (Qiagen, Doncaster, Victoria, Australia). Ten micrograms of RNA were labeled with Cy5 dUTP using the indirect amino-allyl cDNA labeling protocol. A reference RNA from 12 different cell lines was labeled with Cy3 dUTP. The fluorescently labeled cDNA was purified using a QiaQuick PCR purification kit (Qiagen, Clifton Hill, Victoria, Australia).
German tumors. Tumors were homogenized and RNA was isolated using RNeasy Mini kit (Qiagen, Hilden, Germany). cRNA preparation was done as described previously (9) , purified on RNeasy Columns (Qiagen, Hilden, Germany), and eluted in 55 AL water. Fifteen micrograms of cRNA were fragmented for 35 min at 95jC, and double-strand cDNA was synthesized with a oligo(dT)-T7 primer (Eurogentec, Koeln, Germany) and transcribed using the Promega RiboMax T7-kit (Promega, Madison, WI) and Biotin-NTP labeling mix (Loxo, Dossenheim, Germany).
Microarray experiments
New Zealand tumors. Hybridization of the labeled target cDNA was done using MWG Human 30K Array oligonucleotides printed slides. Slides were blocked with 1% bovine serum albumin and the hybridization was done in prehybridization buffer at 42jC for at least 12 h followed by a high stringent wash. Slides were scanned with a GenePix Microarray scanner and data were analyzed using GenePix Pro 4.1 (Axon, Foster City, CA).
German tumors. cRNA was mixed with B2 control oligonucleotide, eukaryotic hybridization controls (Affymetrix, Santa Clara, CA), hering sperm (Promega), buffer, and bovine serum albumin to a final volume of 300 AL and hybridized to one microarray chip (Affymetrix) for 16 h at 45jC. Washing steps and incubation with streptavidin (Roche, Mannheim, Germany), biotinylated goat anti-streptavidin antibody (Serva, Heidelberg, Germany), goat-IgG (Sigma, Taufkirchen, Germany), and streptavidin-phycoerythrin (Molecular Probes, Leiden, the Netherlands) were done in an Affymetrix Fluidics Station. The arrays were then scanned with an Affymetrix scanner and the digitized image data were processed using the Affymetrix Microarray Suite 5.0 software.
Data preprocessing
New Zealand data. Data preprocessing and normalization were done in the R computing environment (10) . A log 2 transformation was applied to the foreground intensities from each channel of each array. Data from each spot were used on a per array basis to do print-tip loess normalization via the limma package (11) from the Bioconductor suite of analysis tools (12) . Scale normalization (13) was then used to standardize the distribution of log intensity ratios across arrays. Postnormalization cluster analysis revealed the presence of a genespecific print-run effect present in the data. ANOVA normalization was Cluster analysis of the entire data set indicated that the duplicate arrays clustered well with each other, suggesting internal consistency of the array platform. Genes with low intensity, large differences between replicates (mean log 2 difference between duplicates higher than 0.5), as well as unknown proteins were removed from the data set. After the initial normalization procedure, a subset of 10,318 probe sets was chosen for further analysis. German data. All Affymetrix U133A GeneChips passed quality control to eliminate scans with abnormal characteristics. Background correction and normalization were done in the R computing environment (10) . Background corrected and normalized expression measures from probe level data (CEL files) were obtained using the robust multiarray average function (14) implemented in the Bioconductor package affy.
After data preprocessing, there are 9,358 and 9,922 distinct genes in New Zealand and German data set, respectively, and 5,343 genes were in common between both data sets.
Clinical information
The following clinical variables were available for both the New Zealand and the German patients: sex, age, tumor localization, vascular invasion, lymphatic invasion, lymphocytic infiltration, and tumor-nodemetastasis staging information. Fourteen New Zealand patients were missing data for at least one of vascular invasion (1), lymphatic invasion (13), or lymphocytic infiltration (9) . Imputation was used to assign the ''most likely'' value to missing data points for a given patient, based on the value of other variables for that patient relative to the other patients in the data set. Although this approach does not incorporate information about the uncertainty introduced by missing data, this was not an important consideration, as the clinical information was simply used to establish a baseline predictive ability. In the German data set, vascular invasion was not used in the modeling process at it was only observed in one patient. There were no missing data for the German patients.
Construction of clinical variable classifiers
To establish performance baselines for each of the data sets, logistic regression classifiers based solely on clinical variables were constructed for the prediction of recurrence in both the German and the New Zealand data. This was accomplished using a leave-one-out cross-validation (LOOCV) approach, with variables included in the model in each iteration based on forward selection using the Akaike Information Criterion (AIC). Performance was assessed via area under the receiver operating characteristic (ROC) curve, overall classification rate, sensitivity, specificity, and log odds of recurrence, with 95% confidence intervals (95% CI) adjusted to account for multiple testing. Data analysis was done in the R computing environment (10).
Construction of clinical variable plus gene classifiers
To determine the usefulness of including information about gene expression in the predictive process, the classifiers based on clinical variables were augmented with gene expression data from the two data sets. A LOOCV approach was again taken to construct the predictors. In each iteration, genes were ranked by their significance analysis of microarrays test statistic (15), with 1.05-and 1.1-fold change filters applied to the New Zealand and German data, respectively, and the top 5, 10, or 20 genes then put forward for inclusion in the model. The number of genes put forward at each step was determined by an additional layer of 5-fold cross-validation to avoid selection bias. With the clinical variable model as a baseline, genes were then added via forward selection using the AIC. That is, genes were added to the clinical variable model in a stepwise fashion, only if they added sufficient value (as measured by the AIC), and the model was then used to predict the class of the left out observation. This procedure was repeated for each patient in the data set, with performance again assessed based on area under the ROC curve, overall classification rate, sensitivity, specificity, and log odds of recurrence. Data analysis was done in the R computing environment (10). Research. 
Multigene classifiers and cross-validation
Classifiers based solely on gene expression information were constructed using the BRB Array Tools package. 10 Gene selection was done using a random variance model t test after an additional log 2 transformation to reduce data skewness. Although use of the random variance model procedure resulted in changes to the gene rankings and thus allowed the selection of different genes when compared with the results of the previous section, it was felt that the increased sophistication of this approach over the significance analysis of microarrays test statistic warranted its use in the BRB Array Tools package. In the German data, 318 genes were found to be differentially expressed when using a significance threshold of 0.001. As most of the differentially expressed genes exhibited relatively small changes in expression, a condition requiring the mean double logged fold differences between the two classes to be higher than 1.1 was added to the gene selection process for the German data. Gene-based classifiers were produced using LOOCV in each of the New Zealand and the German data set. To reduce the problem of overfitting, both gene selection and classifier construction were done during each LOOCV iteration. After LOOCV, the prediction rate was estimated by the fraction of samples correctly predicted, with sensitivity, specificity, and log odds of recurrence also calculated, although these performance estimates should be treated as optimistic, due to the possible introduction of bias through the gene selection and model construction process. ROC curves were unable to be produced for the BRB Array Tools classifiers because of the binary data output produced. To find a gene set that could make the best prediction for unknown samples, different t test thresholds using a random variance model were investigated in conjunction with six classification methods: compound covariate classifier, diagonal linear discriminant analysis, 3-nearest neighbors (3-NN), 1-nearest neighbors, nearest centroid, and support vector machines (SVM). A linear Kernal function was used with default variable settings when applying the SVM classifier in BRB Array Tools. The cost and the weight of misclassification were both set to one.
To establish the validity of the New Zealand and German gene classifiers, reciprocal validation was done, with the New Zealand gene classifier validated using the German data set and vice versa. To test the New Zealand genes, probes relating to the 22 genes from the New Zealand classifier were identified in the German data, and LOOCV was used to assess the performance of a classifier for the German samples, based only on these probes. Similarly, probes relating to the 19 genes in the German classifier were identified in the New Zealand data, and LOOCV was used to assess the performance of a classifier for the New Zealand samples. In both cases, a significance threshold of 0.999 was used to ensure that all genes were used in each LOOCV iteration. Differences between the platforms (in particular, log ratio data versus log intensity data) meant that direct application of a prediction rule across data sets was not feasible. The consequence of this is that only the gene sets, and not the prediction rules used, are generalizable to new samples. Although this removes the possibility of gene selection bias from the performance figures, it means that some model selection bias may exist, although this should be minimal, given that LOOCV has again been used in the reciprocal validation.
The significance of the LOOCV prediction results was calculated by permuting the class labels of the samples and finding the proportion of times that the permuted data resulted in a higher LOOCV prediction rate than that obtained for the unpermuted data. All permutation analysis involved 2,000 permutations, with small P values indicating that prediction results were unlikely to be due to chance. Additional permutations were done to assess the significance of the collection of genes present in each predictor. This was done by permuting the gene names and repeated selecting sets of random genes and assessing their predictive ability. In total, 2,000 permutations were done for each data set.
Survival analysis
Kaplan-Meier survival analysis for censored data were done using the survival package within the R computing environment (10) . Survival was defined to be ''disease-free survival'' postsurgery. For each analysis, survival curves were constructed, and the log-rank test (16) was used to assess the presence of significant differences between the curves for the two groups in question. Censoring was taken into account for both the New Zealand and the German data sets. For the disease-free survival data, right censoring before 5 years could only occur for nonrecurrent patients as a result of either death, or the last clinical follow-up occurring at <5 years.
Identification of genes coexpressed with chemokine ligands
Genes in the German data, which had a Pearson correlation coefficient >0.75 with at least one of the four chemokines appearing in the predictor in the nonrelapse group, were selected for ontology analysis. Ontology was done using DAVID.
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Results
To determine whether robust gene signatures can be identified that predict disease relapse for colorectal cancer, two research groups from New Zealand and Germany independently generated array expression data sets from separate series of primary tumors with clinical follow-up of 5 or more years. After normalization, each data set was used to generate classifiers based solely on clinical data, classifiers based on both clinical and gene expression data and classifiers based solely on gene expression data, with the goal of predicting recurrence. The gene-based classifiers were subsequently validated on the alternate series of patients.
Clinical data classifier construction. Logistic regression was used to construct a classifier in the New Zealand data set using only clinical variables, as described in Materials and Methods, for the prediction of recurrence. The area under the ROC curve for this classifier was 65%. The maximum LOOCV prediction rate achieved was 77%, with a sensitivity of 34%, a specificity of 97%, and an odds ratio (OR) for disease recurrence of 16.64 (95% CI, 4.7-95.0). Use of the AIC criterion to construct a classifier based on all 149 samples resulted in the selection of T, N 1 , and M in the final model, thus reinforcing the relevance of the tumor-node-metastasis staging system.
Construction of a logistic regression classifier based on clinical variables achieved an area under the ROC curve of 65% after LOOCV in the German data. The maximum prediction rate achieved by this classifier was 65%, indicating relatively poor ability to predict using only clinical information. Sensitivity and specificity were 84% and 45%, respectively, and the OR for disease recurrence was 6.02 (95% CI, 1.4-38.3). Construction of a classifier based on all 55 samples yielded a model for which only lymphatic invasion and age were selected by AIC.
Clinical and gene data classifier construction. Adding gene expression information to the New Zealand clinical data classifier resulted in an increase in the area under the ROC curve to 73% (compared with the classifier based solely on clinical variables). This translated to a slight decrease in the maximum LOOCV prediction rate achieved to 73%, with an increase in sensitivity to 49% and a corresponding drop in specificity to 86%. The OR for disease recurrence was 5.04 (95% CI, 2.2-12.2). Use of the AIC criterion to construct a combined classifier based on both clinical and gene data led to the selection of three genes (ZBTB6, CASP1, and CXCL14) in addition to the clinical variables T, N 1 , and M.
In the German data, the addition of gene expression information to the clinical variable classifier led to a marked increase in the area under the ROC curve to 80% and a maximal LOOCV prediction rate of 80%. Sensitivity and specificity were 74% and 86%, respectively, with an OR for disease recurrence of 15.83 (95% CI, 3.7-86.5). Construction of a combined clinical and gene classifier in the full set of 55 German patients led to the selection of three genes according to the AIC criterion: CA2, CXCL9, and PBK (in addition to the clinical variables lymphatic invasion and age).
Based on the results of the logistic regression analysis, it is clear that the addition of gene expression information has the ability to improve the accuracy of classifiers based solely on clinical data. Whereas the improvement for the New Zealand patients was marginal (in that sensitivity was increased at the cost of slightly lowering the overall prediction rate), for the German data, the improvement was marked. The difference between the two results is most likely due to the greater range of tumor stages, and hence the greater ability to stratify based on clinical variables, in the New Zealand data. The performance figures achieved using this approach to predictor construction can be used as a baseline for the more complex classifiers constructed solely from gene expression data using the BRB Array Tools software package.
Gene classifier construction. The New Zealand data set was generated using oligonucleotide printed microarrays. Six different classifiers were constructed, with a SVM using a gene selection threshold of 0.0008 yielding the highest LOOCV prediction rate and producing a 22-gene classifier (77% prediction rate, 53% sensitivity, and 88% specificity; P = 0.002; Tables 2 and 3 ). The New Zealand classifier had an OR for disease recurrence in the New Zealand patients of 8.4 (95% CI, 3.5-21.4).
The German data set was generated using Affymetrix arrays resulting in a 19-gene (22 probes) and 3-NN classifier (selection threshold of 0.002, log 2 fold change >1.1, 84% classification rate, 85% sensitivity, and 83% specificity; P < 0.0001; Tables 2 and 3 ). The German classifier had an OR for recurrence in the German patients of 24.1 (95% CI, 5.3-144.7). Using Kaplan-Meier analysis, disease-free survival in New Zealand and German patients was significantly different between those predicted to recur or not recur (New Zealand classifier, P < 0.0001; Fig. 2A and German classifier, P < 0.0001; Fig. 2B ).
External validation of the gene classifiers. To validate the New Zealand classifier, the 22 genes were used to construct a SVM classifier in the German data set by LOOCV. A prediction rate of 71% was achieved, which was highly significant (P = 0.002; Table 2 ). The OR for recurrence in German patients, using the New Zealand classifier, was 5.9 (95% CI, 1.6-24.5). We surmise that the reduction in prediction rate, from 77% in New Zealand patients to 71% in German patients, was due to four genes from the New Zealand classifier not being present in the German data because removal of these four genes from the New Zealand data set reduced the LOOCV prediction rate to 71% (Table 2 ). Disease-free survival for German patients predicted to relapse, according to the New Zealand classifier, was significantly lower than disease-free survival for patients predicted not to relapse (P = 0.0049; Fig. 2C ).
We next validated the German classifier by using the 19 genes to construct a 3-NN classifier in the New Zealand data set by LOOCV. The prediction rate of 67% was again significant (P = 0.046; Table 2 ), confirming the validity of the German classifier. The OR for recurrence in New Zealand patients, using the German classifier, was 2.6 (95% CI, 1.2-6.0). We consider that the reduction of the prediction rate was due to five genes from German classifier not being present in the New Zealand data. The fact that removal of these five genes from the German data set resulted in a reduction of the LOOCV Research.
on July 24, 2017. © 2007 American Association for Cancer clincancerres.aacrjournals.org Downloaded from prediction rate from 84% to 67% (Table 2 ) strongly supports this idea. Disease-free survival for New Zealand patients predicted to relapse, according to the German classifier, was significantly lower than disease-free survival for patients predicted not to relapse (P = 0.0299; Fig. 2D) .
Permutation test results. To further assess the success of the external validation procedure, 2,000 random sets of 22 genes were selected from the German data and used in LOOCV to construct SVM classifiers. It was found that 90% of such random gene sets produced LOO classification rates <71% (the result achieved in the German data when using the New Zealand signature). Although this is not a particularly impressive figure, it is most likely due to the fact that there were a large number of differentially expressed genes in the German data and thus many possible classifiers. Regardless, the 22 genes found in the New Zealand data are certainly not doing poorly in the German data relative to the bulk of the randomly chosen gene sets. The same procedure was applied to the New Zealand data (2,000 random sets of 19 genes used in a 3-NN classifier), with 94% of such gene sets producing a LOO classification rate <66% (the result achieved in the New Zealand data when using the German signature), reinforcing the applicability of the 19-gene German signature to the New Zealand data.
Comparison of gene classifiers with current staging system. Significant differences in disease-free survival between patients predicted to relapse or not relapse were also observed within the same clinicopathologic stage (Fig. 3) . When patient predictions were stratified according to disease stage, the New Zealand classifier was able to identify patients who were more likely to recur in both stage II subgroup (P = 0.0013; Fig. 3A ) and stage III subgroup (P = 0.0295; Fig. 3A ). This was mirrored to a lesser extent when the German classifier was applied to the New Zealand data set, where the difference was only observed for stage III patients (P = 0.0491; Fig. 3B) . Again, the decreased predictive accuracy of the German classifier was likely due to the absence of five genes from the New Zealand data that decreased the LOOCV prediction rate. The fact that the German predictor achieves reasonable success on the full New Zealand data set but is unable to classify within the stage I or II patients and achieves only a borderline significance in stage III patients most likely reflects that (a) the relatively high specificity of the German predictor (78%) results in good performance on early stages patients and thus improved performance on the New Zealand data set as a whole and (b) the small sample sizes associated with stages II and III in the New Zealand data make significance difficult to achieve. Although this problem is overcome when the data are combined across all stages, it is still statistically possible that the German predictor would not work in one or more of the stages of interest, even if more samples were available. Genes in classifiers are related to colorectal cancer disease progression. Several genes in the New Zealand classifier, including G3BP2 (17), RBMS1 (18), HMMR (19), UBE2L3 (20) , GNAS (21), RNASE2 (22) , and ABCC9 (23), have all been reported to be involved in cancer progression, whereas RBMS1 (24), EIF3S7 (25) , and GTF3C5 (26) are related to transcription or translation. PBK is a protein kinase, which is involved in the process of mitosis (27) coefficient >0.75), with at least one of the four chemokine ligands in the German data (see Supplementary Table S1 ). Ontology analysis found that 39 of these 65 genes were in the category of immune response (P < 10 À26 ; see Supplementary   Table S2 ). This result suggests a key role for the host immune response in determining colorectal cancer metastasis.
Discussion
We have shown that two different multigene classifiers are able to do as well (New Zealand data) or better (German data) than classifiers based solely on clinical information and have the potential to improve the current clinicopathologic-based classification system of colorectal cancer. From a clinical perspective, the ability to predict outcome within the same clinicopathologic class is the key to individualizing treatment options (35) . We have also shown that many genes in the classifiers are biologically related to cancer progression.
There is only one gene (PBK) in common in both classifiers and this implies that PBK may be important for cancer progression. The adenomatous polyposis coli tumor suppressor protein binds the PDZ2 domain of hDlg, the human homologous of Drosophila discs-large tumor suppressor protein. It is very interesting to find that PBK also binds to the same domain of hDlg (36) . Based on the importance of adenomatous polyposis coli mutation in colorectal progression, further investigation into the role of PBK in colorectal cancer and its relationship with adenomatous polyposis coli gene is certainly warranted.
It is especially interesting to find that many genes in one of the classifiers are related to the immune response. The immune response has an important role in the progression of different cancers, and T-lymphocyte infiltration in colorectal cancer patients is an indicator of good prognosis (37 -39) . All of the 11 immune response genes were up-regulated in nonrecurrent patients, which may provide a biological explanation for the good outcome for these patients. To further confirm this result, we chose the four chemokine genes for further analysis. Chemokine ligands not only reflect the activity of the immune system and mediate leukocyte recruitment but also are involved in chemotaxis, cell adhesion and motility, and angiogenesis (40) . To investigate the role of immune response, we identified 86 genes coexpressed with the chemokine ligands. Almost half of these genes had a Gene Ontology classification within the ''immune response'' category, suggesting that the primary function of these genes in the metastatic process is the modulation of the immune response. Furthermore, CD4
+ and CD8 + T-cells antigens (CD8A, CD3, PRF1, TRA@, and TRB@) or function-related antigens (e.g., major histocompatibility molecules, IFN-c -induced proteins, and IL2RB) were found in the above immune response coexpressed gene list. The activation of tumor-specific CD4 + and CD8 + T cells has been shown to result in tumor rejection in a mouse colorectal cancer model (38, 41) . Collectively, these findings suggest the lymphocytes form part of a tumor-specific host response involved in minimizing the spread of cells from the primary tumor.
Previous investigations to identify colorectal cancer multigene classifiers associated with disease recurrence (3 -5) have suffered from small sample sizes (3, 5) , may be biased as a result of overfitting the training data (4, 5), lacked external validation (3, 5) , or used inappropriate methodology in the external validation (4). To clarify the final point, the external validation from Eschrich et al. (4) did not seem to use the same criterion for class membership as was used for derivation of the gene classifier. Furthermore, the use of hierarchical clustering to determine classes based on observed differences in the classifier genes, rather than survival beyond a fixed time point, makes it difficult to assess the generalizability of this result.
We do not claim that the gene classifiers identified here necessarily represent the best set of genes for predicting disease recurrence. Given the high dimensionality of the data sets, it is very likely that other collections of genes could be found, which are also significantly related to patient survival (42) . Low concordance between microarray gene expression investigations has been a concern, suggesting nonreproducibility arising from different platforms, probe differences, and sample collection (8) . In light of these points, it is particularly encouraging to find that the gene classifiers derived here using two different array platforms from two geographically separate series of colorectal cancer patients were both significantly related to tumor recurrence in a two-way reciprocal validation analysis. The essential point is that it does not matter whether different gene classifiers are identical between different studies but whether the classifiers can make an accurate and consistent prediction of clinical behavior (8) .
In terms of clinical usefulness, the question of how to construct the 'best' prognostic test is a difficult one. To move forward with the results presented here, rigorous validation of these signatures is required. To accomplish this goal, two independent patient cohorts are required, whose clinical characteristics (particularly disease stage) closely match those of the German and New Zealand patients. Validation of the predictors (which comprise both the genes themselves and the underlying predictive algorithm) will require the use of technology identical to that used here, with validation samples classified blind on a sample by sample basis (as would be the case in routine clinical practice). Although we have shown some degree of generalizability here, it would be overly optimistic to assume that similar levels of performance could be readily achieved in a clinical setting, as issues still exist involving both reproducibility and sample composition. If an array-based prognostic tool is to enter routine clinical use, it seems likely that it will be based on a single platform and will be application specific, containing only probes that are optimized for detecting the genes contained in the predictor. Issues of technical variability (e.g., variation between sites and operators) will need to be minimized, with centralization into a single national testing facility being one possibly. Given the time lag between tool development and clinical uptake, it is also likely that major technological advances will lead to further performance improvements before such techniques become routine. To obtain accurate estimates of generalizability, there is a need for far larger samples sizes, the makeup of which reflects the population of interest. Whereas the New Zealand data set goes some way toward accomplishing this (as the data were from a prognostic study), the German data only represents a selected subgroup of the early stages disease population. Future validation studies should focus solely on those patients who will benefit most from the application of this technology, namely stage II and III patients from whom accurate prognosis is currently the most difficult.
