considered. The detector structure is restricted to sums of memoryless nonlinear transformations of the observations, correlated with the data A common measure of asymptotic performance is the sequence and compared to a fixed threshold. Using the efficacy to measure efficacy. It is well-known that for independent identically performance, the nonlinearity that has min-max performance is derived. distributed (i.i.d.) observations the efficacy is maximized when the nonlinear transformation is given by the locally I. INTR~DLJCTI~N optimum nonlinearity defined by the marginal density. When this density is not known exactly, optimality is often F OR the detection of signals in additive noise, a very defined in a min-max way. Following the ideas of Huber commonly used detector structure consists of a sum on robust estimation and hypothesis testing [l] , [2] the of memoryless nonlinear transformations of the observa-min-max nonlinearities for detection are derived in [3] [4] [5] tions, correlated with the signals and compared to a fixed for the i.i.d. case and for densities belonging to an e-conthreshold. When the number of observations is large and tamination class. In [3] , [4] the noise densities are assumed to be symmetric. In [5] noise symmetry is assumed inside
Manuscript received January 24, 1983; revised June 27, 1983. This work an interval around the origin. stationary sequences is considered in [6] for the m-depenComputer Science, Princeton University, Princeton, NJ 08544. dent case and in [7] for the q-mixing case. It is shown that, 001%9448/84/0500-0529$01.00 01984 IEEE for the m-dependent case, the optimum nonlinearity satisfies a Fredholm integral equation of the second kind. Min-max detection with dependent observations is considered in [8] . Following similar ideas from [9] , [lo] the min-max nonlinearity is derived under the assumption that the observations are generated by a moving average process and are weakly dependent. In [ll] the problem of min-max detection of a constant signal in stationary Markov noise is considered. It is shown that, for a special class of Markov noise processes, the min-max nonlinearity is very closely related to the one for the i.i.d. case. Here we consider an extension of [ll] . We consider detection of nonconstant signals in a class of cp-mixing noise processes. The class defined in [ll] is a special case of this q-mixing class. We optimize over structures that consist of sums of memoryless nonlinear transformations. It is important to point out that, even though this structure is optimum for the i.i.d. case, this optimality does not hold under dependency. But, in any case, we would like to see how much the independence-assumption structure changes under dependency and also if the performance changes drastically.
II. PRELIMINARIES
Let { Ni} be a strictly stationary noise sequence. Denote by &f," the u-algebra generated by the random variables {N,, Nu+l,. . ., Nh }. Let f(x) be the common marginal density for the random variables Ni. We assume that this density is symmetric, that it has a continuous derivative different from zero almost everywhere with respect to f(x) and that it has finite Fisher's information for location. For simplicity we will denote random variables with capital letters and sequences of random variables with boldface capital letters. We call the stationary sequence N a cp-mixing sequence if there exists a sequence { T,~ } of real numbers satisfying 1 2 'pi 2 (p2 2 . . * 2 0
(1) such that, for each positive integer n, if A an event from J4: and B from Mr+,, then
This is the q-mixing class defined in [13, p. 1741 . We call a q-mixing sequence acceptable if in addition to (1) and (2) it satisfies
Here we consider a subclass of the acceptable q-mixing sequences. We say that a sequence N belongs to the class ~Vif it is an acceptable q-mixing sequence and also satisfies the following conditions concerning the bivariate and univariate densities of two components Nk and Nk+n. If A is an event for Nk and B is an event for Nk+,, then, for every k and n, we have
with (5) and also f(x) = (1 -e)g(x) + E/z(X).
(6) Notice that (4) is different from (2) since it is defined only for two random variables. Also the right side of (4) involves the product of the two marginal probabilities rather than one marginal as in (2). Even though every bivariate density satisfies (2) for some 'p, (for example, QZJ~ = l), such is not the case for (4). Finally (6) defines an E-contamination model for the marginal density f(x). We assume that g(x) is a known symmetric strongly unimodal density, with continuous derivative different from zero almost everywhere with respect to g(x) and with finite Fisher's information. For h(x) we assume that it is a symmetric density; and E a known constant in [0, 1).
Let us now consider the detection of a known signal sequence { si }. In particular, we would like to decide between the two hypotheses Ho: Xi = Ni HI : xi = N, + th,, i = 1,2;**,
where X is the observation sequence, N is the noise sequence, and 6 tends to zero. We assume that the signal sequence is bounded and that the following limits exist vj = lim SlSj+l + S2Sj+2 + **. +s,-jSn 3 n+oo n j=O,l,2;...
Without loss of generality, assume ~a = 1. For detection we use the nonlinear correlator (NC) detector, which is of the form (9 and the decision is made as follows
where u(J/, X) is the probability of deciding HI. The threshold r and the probability p are selected to control the false alarm probability. As we mentioned before, the performance measure we consider here is the efficacy. In order for the efficacy to exist and to be a valid measure we must impose restrictions on G(x) that will determine the class 'P of allowable nonlinearities. Let E, denote expectation under HI and E, under Ho. Also define S,, = k/ fi, where k is any nonnegative constant. We assume that #(x) is a measurable function, with E{[J/(N,)12} < cc, that satisfies the follow-ing:
We now prove a proposition that gives the limiting form of d44 = -J/(-x) cl11 (9) under both hypotheses. 0
As_" e4.fb -6) *i~s=o Proposition I: Let N be an acceptable q-mixing sew quence, let { si} be a bounded sequence of real numbers satisfying (8) , and let q(x) be a measurable function with = /e~.-&x)~(x -s)~s=o~x (12) -W(W~ = p and J%WJI~~ < ~0 that satisfies (16) and (17). Define h(t) = E{#(N, + t)}, then
n-00 -w -cc (14
j=l (17) With condition (11) we restrict the nonlinearities to be odd symmetric, a reasonable restriction since all locally optimum nonlinearities are odd symmetric under our assumptions. We now present two lemmas that will give us useful properties of the cp-mixing and the acceptable q-mixing sequences.
Lemma 1: Let N be a q-mixing sequence and E and 0, two random variables defined on M! and Mp+,,, respectively. If E{ I=]'} < cc and E{ ]0]'7} < cc with (l/r) + (l/q) = 1 and r, q > 1, then where 2 means-convergence in distribution. The proof of this proposition is given in the Appendix. Notice that (21) or (22) is not a direct consequence of [13, th. 20 .1, p. 1741 since the sequence { si#( Ni)} is not a stationary sequence. For the proof we apply a more general theorem [13, th. 19.2, p. 1571 and we show that our case satisfies all the hypotheses of this theorem.
Under our assumptions the Pitman-Noether theorem may be invoked, and the efficacy takes the following form:
where u,"(G) is defined in (17). Now we prove a lemma that gives us a property that characterizes the class JV. (24) and (18) is that (24) involves only bivariate densities.
III. MIN-MAX DETECTION obtain
The problem we would like to solve is the following. Find a nonlinearity J/,(x) E \k and a sequence N, E Jlr such that
where y = 2Cj",,]vjlyj. The case y = 0 is of little interest here since it is no different from the i.i.d. case. Thus we assume y > 0. Next, we have to find a pair q,(x) and f,(x) such that where P,, is the asymptotic false alarm (FA) probability of deciding HI given HO. We now proceed as follows: for a given q(x) we find the N E JV that minimizes the efficacy. Then the resulting expression is maximized over the nonlinearity #(x). The minimization is done in two steps. First, we keep the marginal density fixed and minimize over all sequences that have the same marginal, and then we minimize over the marginal. If the marginal is fixed, we can see from (23) that, in order to minimize the efficacy, we need to maximize $( J/). Using (24) and remembering that G(x) is odd symmetric (zero-mean), we have
It turns out that this new min-max problem defined by (33) has a saddle point; in other words, the pair rc/,(x) and f,(x) satisfies the following double inequality eff*(~WA4) 5 eff*(~,b>Ax))
for any #(x) E * and any f(x) satisfying (6) . Any pair that satisfies (34) is known to satisfy (33). Thus we will solve (34) instead of (33). The left inequality in (34) indicates that q,.(x) is the optimum nonlinearity for f,(x) when the criterion function is the eff*. The following theorem gives the form of this optimum nonlinearity in terms of the marginal density.
j=l -00
The series in (29) is summable because m 00
We have equality in (29) when the bivariate densities 4(x, y) of Ni and A$+1 are given by
The function sn,+(x) is defined to be odd symmetric and for x > 0 is equal to the sign of J,(x) when q(x) f 0, and maytakeanyvaluein[-l,l]when~(~)=O.Alsosgn(v~) is equal to the sign of vJ when vi # 0. When vj = 0 the bivariate density can be anything. The odd symmetry of sn+(x) is important because it makes fj(x, y) a legitimate bivariate density with marginal f(x). Even though these densities are of the right form, it is possible that there is no sequence in JV' that will have them as bivariate densities.
Here we will assume that such a sequence always exists and, in the examples we present, we show a way to construct its multivariate density. We must point out that if we cannot show the existence of a sequence in JV, then this approach does not necessarily lead to the min-max solution. Let us now substitute (29) into the expression for the efficacy and call the resulting expression eff*. We thus Theorem 1: Let f(x) be a symmetric density with finite Fisher's information and continuous derivative different from zero almost everywhere with respect to f(x). Then the optimum nonlinearity qO(x) that maximizes the eff* is given by h(x) = -g$ -yv"(x), where rO(x) is defined as follows
(36) and p is a positive constant that satisfies
-CC The proof of this theorem is given in the Appendix. From (35) and (36) we see that $a(~) is odd symmetric and closely related to the locally optimum nonlinearity. The function rrO(x) is defined in a way such that #a(x) becomes zero whenever -f '(x)/f (x) takes on values between -p and p. Now we are ready to define the pair that satisfies the saddle-point relation (34). Since #,(x) is optimum for f,(x), we need to define only f,(x) and this is done in the following theorem.
where xi 2 0 and such that f,(x) has total mass equal to unity.
The nonnegativity of h,(x) can be proven using the strong unimodality of g(x) (see [l] ' for xi I x. where f,(x) is defined in (38).
In order now to satisfy (28) we must set the threshold for (40) the detection structure For x I 0 we recall that I/,(X) is odd symmetric. We define x2 as
where p is a solution to the equation defined by (37). In order for (40) to be valid, the x2 defined by (41) must satisfy 0 I x2 I x1. In the Appendix we show that such an x2 always exists. Up to this point, because of Theorem 1, we have that #,(x) and f,(x) satisfy the left inequality in (34). To prove that they also satisfy the right inequality, notice that, since g(x) is strongly unimodal, we have that q,(x) is a nondecreasing function. If we define
Notice that T,'(X) under HO is Gaussian in the limit. Hence if (28) is satisfied for the sequence that has the maximum asymptotic variance it will be satisfied for any sequence. But the asymptotic variance of (47) the worst performance for the efficacy and for the false alarm probability. Before going to Section IV we must point out that the cp-mixing assumption and the boundedness of the sequence { si } were used only in the proof of Proposition 1. Thus, as long as the central limit theorem holds, the optimum nonlinearity will be given by Theorem 2 for cases where the bivariate densities are given by (4)- (6) . For the case where we cannot prove existence of a sequence in X that has bivariate densities defined by (31), we still satisfy a min-max relation. Only, instead of the class JY of sequences, we will consider the class of bivariate densities that satisfy (4)- (6) . In other words, the min-max problem will be defined over a larger class of bivariate densities than the one that JY defines. Thus the lower performance bound on the min-max problem will not necessarily be the best for the class Jlr. As we can see from Theorem 2 the n-tin-max nonlinearity and its worst performance depend on the density g(x) and the constants e and y and not on the actual sequences {y;} and {s;}. In th e o f 11 owing we give tables for the point x1 and the performance of the min-max nonlinearity, for the case in which g(x) is N(0, 1). In Table I there are the values of x2 for different y and E. The parameter xi depends only on e, and it turns out that as y + 00 then x2 + xi. Thus the last column (y = 00 in the table) gives also the values for xi. Table II gives the values of the ARE of I/~(X) versus the locally optimum nonlinearity -f,'(x)/f,(x) when the underlying sequence is the N,. Notice that this locally optimum nonlinearity would have been the one to use if we had falsely assumed that the observations were i.i.d. Now we present two cases where the theory in Section III can be applied. fib, 14 = fb)fb){l + y1 ddw&+n.Jr>>
In order to be able to apply the results in Section III, we will show that there exists a multivariate density of a stationary sequence in JY that has bivariate densities given by (49). To define such a density, let u be a stationary one-dependent sequence of random variables with L$ supported on [ -1, l] and (52) \ I ever the performances of the two nonlinearities, in the example that was presented, were drasticaily different.
Also this sequence is an acceptable cp-mixing sequence because it is an m-dependent sequence. The only problem is that (50) cannot be true for an arbitrary value of yi. For example, if we generate the ICJ from the following model (53) where the Ri are i.i.d. with support on [ -1, 11 and r a real number, we can realize only yi I $. The one-dependent case can be extended to the m-dependent by taking the sequence U to be m-dependent. Markov Case: Assume yj = mj with 0 I m < 1 and vj 2 0. This is the case treated in [ll] . Here y = 2C,",,mjvj, and
Now fi(x, y), the density between consecutive points, defines a strictly stationary Markov sequence with multivariate density 
From (57) we conclude that the sequence is acceptable cp-mixing with qj = mj.
V. CONCLUSION In this paper we have found the min-max nonlinearity for detection of signals in a class of cp-mixing noise processes. This nonlinearity was shown to be closely related to the min-max nonlinearity for the i.i.d. case. How-APPENDIX Proof of Theorem 1: Notice that in (32) the value of the eff* does not change if we multiply the nonlinearity by a constant. Thus we maximize the numerator assuming that the denominator has some fixed value. Using (13) this is equivalent to maximizing the following expression
where p is a Lagrange multiplier. We will show that (Al) is maximized by where p and rc(x) were defined in (36), (37). Let #r(x) be some other nonlinearity from the class \k. Define the following variation If we multiply (A2) by rO( x)f( x) and integrate and also use (37), we obtain (AlO)
Substituting (AlO) in the expression for Zi and using (A2), we get zero. On using (A8), the term Z, becomes
Because of (A9) we have /J/i(x)] 2 ~(x)J/i(x), and thus for p > 0, the Z, becomes nonpositive. Finally, for p > 0, the I, is clearly nonpositive too. If we define p = l/2 then (A2) becomes the same as (35).
In order to complete the proof of Theorem 1 we must show that the equation defined in (37) has always a solution. Using continuity arguments, it is enough to show existence of two points p1 and pz such that S( z.QS(~,) 5 0. Notice that as ).t -+ 0 then -(l/p)(f'(x)/f(x)) ---) + cc except on sets of fmeasure zero. Thus, n,,(x) -+ sgn (-f'(x)/f(x)) = -sgn (f'( x)). Substituting in (37), we find Existence of x1: In Theorem 2 we assumed that there exists an x2, with 0 5 x2 5 xi that satisfies (41), where ZJ satisfies (37). Now, because S(0) < 0, if we show that S( -g'(x,)/g(x,)) 2 0, then there exists a solution to (37) that will satisfy 0 < p < -g'(xl)/g(xl)~ and because of the monotonicity of -g'(x)/g(x), we will have 0 5 x2 I-x1. To prove this, notice that the locally optimum nonlinearity for the f,(x) defined in (38) 
for 1x1 I x1,
for 1x1 r xi.
Thus for p = -g'(x,)/g(x,) we are always in the first case of (36), and we have Substituting into (37) we obtain We will now show that our case satisfies the conditions given in Theorem 3. We will base our proof on the fact that an acceptable v-mixing sequence satisfies all the above conditions (see [13, th. 20 
6422)
Notice that X,(t) is the process which we want to show satisfies the conditions of Theorem 3 and Y,(t) is the stationary case we know satisfies the conditions. To show condition a), let 0 I: ui 5 vi < u2 I v2 < . . . and thus using (A26),
for sufficiently large p and n. The last inequality is true because it comes from the stationary case. And if we define c' = <M2 and j3' = PM, we prove d). And this concludes the proof of (21).
To show (22) it is enough to prove that (see [13, p. 251) 
0
