We analyze the generalization error of randomized learning algorithms-focusing on stochastic gradient descent (SGD)-using a novel combination of PAC-Bayes and algorithmic stability. Importantly, our risk bounds hold for all posterior distributions on the algorithm's random hyperparameters, including distributions that depend on the training data. This inspires an adaptive sampling algorithm for SGD that optimizes the posterior at runtime. We analyze this algorithm in the context of our risk bounds and evaluate it empirically on a benchmark dataset.
Preliminaries
Let X denote a compact input space; let Y denote a set of labels; and let Z X × Y denote their Cartesian product. We assume there exists an unknown, fixed distribution, D, supported on Z. Given a dataset of examples, S (z 1 , . . . , z n ) = ((x 1 , y 1 ), . . . , (x n , y n )), drawn independently and identically from D, we wish to learn a predictor, X → Y, from a hypothesis class, H ⊆ {X → Y}. (We assume that H is parameterized by a subset of Euclidean space, and will thus sometimes treat hypotheses as vectors.) We have access to a deterministic learning algorithm, A : Z n × Θ → H, which, given S, and some hyperparameters, θ ∈ Θ, produces a hypothesis, h ∈ H.
For a bounded 1 loss function (which may include model regularization), L : H × Z → [0, M ], let L (A(S, θ), z) denote the loss of a predictor that was output by A(S, θ) when applied to example z. Ultimately, we want the learning algorithm to have low expected loss on a random example; i.e., low risk, denoted R(S, θ) E z∼D [L (A(S, θ), z)]. (The learning algorithm should always be clear from context.) Since this expectation cannot be computed, we approximate it by the average loss on the training data; i.e., the empirical risk,R(S, θ) 1 n n i=1 L (A(S, θ), z i ), which is what learning algorithms actually minimize. By bounding the difference of the two, G(S, θ) R(S, θ) −R(S, θ), which we refer to as the generalization error, we obtain an upper bound on R(S, θ).
Throughout this document, we will view a randomized learning algorithm as a deterministic learning algorithm whose hyperparameters are randomized. For instance, stochastic gradient descent (SGD) performs a sequence of model updates, for t = 1, . . . , T , of the form
using a sequence of random example indices, θ = (i 1 , . . . , i T ), sampled according to a distribution, P, on Θ = {1, . . . , n} T . The parameter η t is a step size for iterate t. SGD can be viewed as taking a dataset, S, drawing θ ∼ P, then running a deterministic algorithm, A(S, θ), which executes the sequence of model updates.
Since learning is randomized, we will bound the expected risk over draws of random hyperparameters. We therefore overload the above notation for a distribution, P, on the hyperparameter space, Θ; let R(S, P) E θ∼P [R(S, θ)],R(S, P) E θ∼P [R(S, θ)], and G(S, P) R(S, P) −R(S, P).
Relationship to PAC-Bayes
Conditioned on the training data, a posterior distribution, Q, on the hyperparameter space, Θ, induces a distribution on the hypothesis space, H. If we ignore the learning algorithm altogether and think of Q as a distribution on H directly, then E h∼Q [L(h, z)] is effectively the Gibbs loss; that is, the expected loss of a random hypothesis. The Gibbs loss has been studied extensively from the PAC-Bayesian perspective [17] . In the PAC-Bayes learning framework, we fix a prior distribution, P, receive some training data, then learn a posterior distribution, Q. PAC-Bayes bounds frame the generalization error, G(S, Q), as a trade-off between the posterior's empirical risk and its divergence from the prior; the divergence penalizes overfitting the posterior to the training data.
In Section 4, we derive new upper bounds on G(S, Q) using a novel PAC-Bayesian treatment. While traditional PAC-Bayes analyzes distributions directly on H, we instead analyze distributions on Θ. Thus, instead of applying the loss directly to a random hypothesis, we apply it to the output of a learning algorithm, whose inputs are a dataset and a random hyperparameter instantiation. This distinction is subtle, but important. In our framework, a random hypothesis is explicitly a function of the learning algorithm, whereas in traditional PAC-Bayes this dependence may only be implicit-for instance, if the posterior is given by random permutations of a learned hypothesis. The advantage of making the learning aspect explicit is that it isolates the source of randomness, which may help in analyzing the distribution of learned hypotheses. Indeed, it may be difficult to map the output of a randomized learning algorithm to a distribution on the hypothesis space. However, the disadvantage of making learning explicit is that, due to the learning algorithm's dependence on the training data and hyperparameters, the generalization error could be sensitive to certain examples or hyperparameters. This condition is quantified with stability analysis, which we discuss next.
Stability
Informally, stability measures the change in loss when the inputs to a learning algorithm are perturbed; a learning algorithm is stable if the loss changes proportionally to the perturbations. In other words, a learning algorithm should not be overly sensitive to any single input. Stability is crucial for generalization [19] , and has also been linked to differentially private learning [22] . In this section, we discuss several notions of stability tailored for randomized learning algorithms. From this point on, let
Definitions of Stability
The literature traditionally measures stability with respect to perturbations of the training data. We refer to this general property as data stability. Data stability has been defined in many ways. The following definitions, due to Elisseeff et al. [6] , are designed to accommodate randomized algorithms by incorporating an expectation over the hyperparameters, θ ∼ P. Definition 1 (Uniform Stability). A randomized learning algorithm, A, is β Z -uniformly stable with respect to a loss function, L, and a distribution, P on Θ, if sup
Definition 2 (Pointwise Hypothesis Stability). For a given dataset, S, let S i,z denote the result of replacing the i th example with example z. A randomized learning algorithm, A, is β Z -pointwise hypothesis stable with respect to a loss function, L, and a distribution, P on Θ, if sup i∈{1,...,n}
Uniform stability measures the maximum change in loss due to replacing any single training example, whereas pointwise hypothesis stability measures the expected change in loss on a random training example when said example is removed from the training data. Uniform stability enables sharper risk bounds, but pointwise hypothesis stability may accommodate more learning algorithms.
In addition to data stability, we might also require stability with respect to changes in the hyperparameters. From this point forward, we will assume that the hyperparameter space, Θ, decomposes into the product of T subspaces, T t=1 Θ t . For example, Θ could be the set of all sequences of example indices, {1, . . . , n} T , such as one would sample in SGD. Definition 3 (Hyperparameter Stability). A randomized learning algorithm, A, is β Θ -uniformly stable with respect to a loss function, L, if sup
When A is both β Z -uniformly and β Θ -uniformly stable, we say that A is (β Z , β Θ )-uniformly stable. Remark 1. For SGD, Definition 3 can be mapped to Bousquet and Elisseeff's [2] original definition of uniform stability, yet this property alone is insufficient for their generalization bounds because the subsampled example sequence is not i.i.d.
Stability of Stochastic Gradient Descent
For non-vacuous generalization bounds, we will want the data stability coefficient, β Z , to be of order O(n −1 ). For certain results, we will also need the hyperparameter stability coefficient, β Θ , to be of orderÕ(1/ √ nT ). (If T ≥ n, as it often is, then β Θ =Õ(T −1 ) suffices.) In this section, we review some conditions under which these requirements are satisfied by SGD. Proposition 1. Assume that the loss function, L, is convex, λ-Lipschitz and σ-smooth. Suppose SGD with uniform sampling is run for T iterations with step sizes η t ∈ [0, η/t], for η ∈ [0, 2/σ]. Then, SGD is β Z -uniformly stable with
For non-convex losses, we can borrow a result from Hardt et al. [8] . Proposition 2 ([8, Theorem 3.12]). Assume that the loss function, L, is λ-Lipschitz and σ-smooth. Suppose SGD with uniform sampling is run for T iterations with step sizes η t ∈ [0, η/t], for η ≥ 0. Then, SGD is β Z -uniformly stable with
If we assume that T = O(n), then, ignoring constants λ and σ, the stability coefficient of SGD with a non-convex objective is
As the stepsize constant, η, approaches 1, the rate becomes O(n −1/2 ), which, as will become evident in Section 4, yields risk bounds that are suboptimal, or even vacuous. However, if η is some small constant-say, η = 0.1-then we get O n − 10 11 ≈ O(n −1 ), which is acceptable.
It can be shown that all of the above uniform stability bounds also hold for pointwise hypothesis stability. Nonetheless, we can obtain even tighter bounds on pointwise hypothesis stability by adopting a data-dependent view. The following bound for convex losses is adapted from [13, Theorem 3] . Proposition 3. Assume that the loss function, L, is convex, λ-Lipschitz and σ-smooth. Let h 0 denote the initial model. Suppose SGD with uniform sampling is run for T iterations with step sizes
Then, SGD is β Z -pointwise hypothesis stable with To get meaningful generalization rates from our bounds, one needs to satisfy Definition 3 with
Prior stability analyses of SGD [8, 13] have not addressed this form of stability. Elisseeff et al. [6] proved (β Z , β Θ )-uniform stability for certain bagging algorithms, but did not consider SGD. In light of Remark 1, it is tempting to view β Θ -uniform stability as Bousquet and Elisseeff's [2] uniform stability, and thereby leverage their study of various regularized algorithms. However, their analysis crucially relies on exact minimization of the learning objective, whereas SGD with a finite number of steps only finds an approximate minimizer. Thus, to our knowledge, no prior work applies to this problem.
As a first step to understanding the hyperparameter stability of SGD, we consider loss functions that are Lipschitz, smooth and strongly convex. In the following, we prove uniform stability, with respect to both data and hyperparameters, for SGD with uniform sampling and decaying step sizes. Proposition 4. Assume that the loss function, L, is γ-strongly convex, λ-Lipschitz and σ-smooth. Suppose SGD with uniform sampling is run for T iterations with step sizes η t (γt + σ) −1 . Then, SGD is (β Z , β Θ )-uniformly stable with
The proof is given in Appendix A.2. Note that, in Equation 4 , β Θ = O(T −1 ). Provided T ≥ n, the hyparameter stability is dominated by O(1/ √ nT ), which is sufficient for good generalization.
Risk Bounds
In this section, we present new generalization bounds for randomized learning algorithms. While prior work [6] has addressed this problem, ours is the first PAC-Bayesian treatment (the benefits of which will be discussed momentarily). Recall that in the PAC-Bayes framework, we fix a prior distribution, P, on the hypothesis space, H; then, given a sample of training data, S ∼ D n , we learn a posterior distribution, Q, also on H. In our extension for randomized learning algorithms, P and Q are instead defined on the hyperparameter space, Θ. Moreover, while traditional PAC-Bayes studies E h∼Q [L(h, z)], we study the expected loss over draws of hyperparameters, E θ∼Q [L (A(S, θ), z)]. Our goal will be to upper-bound the generalization error of the posterior, G(S, Q), which thereby upper-bounds the risk, R(S, Q), by a function of the empirical risk,R(S, Q).
Importantly, our bounds are polynomial in δ −1 , for a free parameter δ ∈ (0, 1), and hold with probability at least 1 − δ over draws of a finite training dataset. This stands in contrast to related work [8, 15, 13] that provides bounds for generalization in expectation; i.e., upper bounds on E S∼D n [G(S, P)]. While expectation bounds are useful for gaining insight into generalization behavior, high-probability bounds are stronger, since the latter imply the former, but not vice versa.
Another useful property of PAC-Bayes bounds is that they hold (with high probability) for all posteriors simultaneously, including those that explicitly depend on the training data. In Section 3, we assumed that hyperparameters were sampled according to a fixed distribution on Θ; for instance, SGD with uniformly random sampling from S. However, in certain situations, it may be advantageous to sample according to a data-dependent distribution. Following the SGD example, suppose most training examples are "easy" to classify (e.g., far from the decision boundary), but some are "difficult" (e.g., near the decision boundary, or noisy). If we sample points uniformly at random, we might encounter mostly easy examples, which could slow progress on difficult examples. If we instead focus training on the difficult set, we might converge more quickly to an optimal hypothesis. Since our PAC-Bayes bounds hold for all hyperparameter posteriors, we can characterize the generalization error of algorithms that optimize the posterior using the training data. Prior highprobability risk bounds [14] do address such algorithms. Of course, there is a penalty for overfitting the posterior to the data, captured in our bounds by the posterior's divergence from the prior.
Our first PAC-Bayes theorem requires the weakest stability condition, β Z -pointwise hypothesis stability, but the bound is linear in δ −1 . Our second bound is logarithmic in δ −1 , but requires the stronger stability conditions, (β Z , β Θ )-uniform stability. All proofs are deferred to Appendix B. Theorem 1. Suppose A is a β Z -pointwise hypothesis stable learning algorithm with respect to a loss function, L, and a fixed product measure, P on Θ. Then, for any n ≥ 1 and δ ∈ (0, 1), with probability at least 1 − δ over draws of a dataset, S ∼ D n , every posterior, Q on Θ, satisfies
where
Theorem 2. Suppose A is a (β Z , β Θ )-uniformly stable learning algorithm with respect to a loss function, L, and a fixed product measure, P, on Θ. Then, for any n ≥ 1, T ≥ 1 and δ ∈ (0, 1), with probability at least 1 − δ over draws of a dataset, S ∼ D n , every posterior, Q on Θ, satisfies
is the KL divergence from P to Q.
Since Theorems 1 and 2 hold simultaneously for all hyperparameter posteriors, they give generalization guarantees for SGD with any sampling distribution. Note that the stability requirements only need to be satisfied by the fixed prior, such as a uniform distribution. This simple prior can have O(n −1 ), O(T −1 ) -uniform stability under certain conditions, as demonstrated in Section 3.2. Importantly, Theorem 1 does not require hyperparameter stability, and is therefore of interest for non-convex losses, since it is not known whether uniform hyperparameter stability can be satisfied with a non-convex loss function. Equation 5 holds with high probability over draws of a dataset, but the risk is in expectation over draws of hyperparameters. To obtain a bound that holds with high probability over draws of both data and hyperparameters, we consider posteriors that are product measures. Theorem 3. Suppose A is a (β Z , β Θ )-uniformly stable learning algorithm with respect to a loss function, L, and a fixed product measure, P, on Θ. Then, for any n ≥ 1 and δ ∈ (0, 1), with probability at least 1 − δ over draws of both a dataset, S ∼ D n , and hyperparameters, θ ∼ Q, from any posterior product measure, Q, on Θ,
Data-dependent Sampling
The PAC-Bayesian theorems from Section 4 motivate data-dependent posterior distributions on the hyperparameter space. Intuitively, certain posteriors may yield better empirical risk, or faster convergence to the empirical risk minimizer (ERM). Suppose certain examples were more "valuable" than others for finding the ERM; then, the posterior should weight these examples more heavily than others, so that the learning algorithm can, probabilistically, focus its attention on the valuable ones.
Based on this idea, we propose an algorithm that automatically generates a posterior based on the training data. The algorithm operates alongside the learning algorithm (which could be any variant of SGD), iteratively generating the posterior as a sequence of conditional distributions on the training dataset. Each round of training generates a new distribution, given the previous rounds. Thus, the posterior dynamically adapts to training.
Algorithm 1 begins by initializing all sampling weights, {q
, to 1, thereby inducing a uniform distribution over the dataset. At each round t of training, the posterior probability of each example, given the previous rounds, is proportional to its current weight:
, then use example z it to update the model. We then update the weight for i t multiplicatively as q it ← q τ it exp (α f (z it , h t )), where: f (z it , h t ) is a predefined utility function of the chosen example and current model; α is an amplitude parameter, which controls the aggressiveness of the update; and τ is a decay parameter, which lets the weight gradually forget past updates.
It is important to note that we do not actually need to compute the example distribution-which would take O(n) time per iteration-in order to sample from it. Indeed, using the algorithm and data structure described in Appendix C, we can sample from and update the distribution in O(log n) time, using O(n) space. Thus, the additional iteration complexity of running our algorithm is logarithmic in the size of the dataset, which is paramount when learning from large datasets.
Algorithm 1 Adaptive Sampling SGD
Require:
Initialize sampling weights 2: for t = 1, . . . , T do 3:
Update sampling weight for i t return h
The idea of tuning the empirical data distribution through multiplicative weight updates is reminiscent of boosting (e.g., AdaBoost [7] ), but note that Algorithm 1 learns a single hypothesis, not an ensemble. In this respect, it is most similar to SelfieBoost [21] . One could also draw parallels to the exponentiated gradient dual coordinate ascent [3] . Finally, note that when the gradient estimate is unbiased (i.e., weighted by the inverse sampling probability), we obtain a variant of importance sampling SGD [23] , though we do not necessarily need unbiased gradient estimates.
In practice, SGD is typically applied with mini-batching, whereby multiple examples are drawn at each round, instead of just one. Given the massive parallelism of today's computing hardware, minibatching is simply a more efficient way to process a dataset, and can result in more accurate gradient estimates than single-sample updates. Though Algorithm 1 is stated for single-sample updates, it supports mini-batching by replacing line 3 with multiple i.i.d. draws from Q(i t | i 1 , . . . , i t−1 ). 2 
Divergence Analysis
To apply our risk bounds to Algorithm 1, we must upper-bound the divergence between the fixed prior and the adaptive posterior, whose support, in this case, is the set of all length-T sequences of indices in {1, . . . , n}. If the posterior is designed to enable better, faster empirical risk minimization, then the divergence can be interpreted as quantifying the trade-off between fitting and overfitting, penalizing posteriors as they diverge from a uniform prior. The goal of this section is to upper-bound the KL divergence resulting from Algorithm 1 in terms of interpretable, data-dependent quantities.
To analyze the KL divergence, we need to introduce some notation. For i ∈ {1, . . . , n} and t ∈ {1, . . . , T }, given a draw of indices i 1 , . . . , i t , let N i,t |{t : t ∈ {1, . . . , t}, i t = i}| denote the number of rounds in which index i was chosen. For j ∈ {1, . . . , N i,t }, let O i,j denote the j th such round; e.g., if i was chosen at rounds 13 and 47, then O i,1 = 13 and O i,2 = 47.
With these definitions, we now state the following upper-bound on the KL divergence resulting from Algorithm 1, which exposes the impact of the utility function, and the amplitude and decay parameters. The proof is given in Appendix D. Theorem 4. Fix a uniform prior, P. If Algorithm 1 is run for T rounds, then
The first term is the expected sum of utilities over T rounds of training, weighted by α/(1 − τ ). The second term may be somewhat difficult to interpret. Essentially, it measures the average weighted sum of utilities for all indices that have been selected at least once at time t. The weighting exhibits geometric decay, such that less recent utilities have less weight. Note that it is not actually a true average, since the outer summation is only over i for which N i,t = 0, yet it is divided by n. Thus, the more skewed the posterior distribution becomes, the lower this quantity will be, resulting in a higher upper bound on the KL divergence.
An interesting special case of Theorem 4 is when the utility function is nonnegative; in this case, the log-normalizer will always be nonnegative. This is easily verified by noting that the sum of initial weights is one, and that weights can only be increased. We therefore obtain the following corollary.
Corollary 1. Fix a uniform prior, P, on {1, . . . , n} T . If Algorithm 1 is run for T rounds with a nonnegative utility function, f , then the posterior, Q, satisfies
Equation 7 is easier to interpret than Equation 6. For example, if the utility function is defined as the loss, f (z, h) L(h, z), then the right-hand side of Equation 7 is simply the expected sum of losses over T rounds of training, weighted by α/(1 − τ ).
We point out that similar claims hold for a mini-batch variant of Algorithm 1. The bounds are essentially unchanged, modulo notational intricacies.
Experiments
To demonstrate the effectiveness of Algorithm 1, we conducted several experiments with the CIFAR-10 dataset [11] . This benchmark dataset contains 60,000 (32 × 32)-pixel images from 10 object classes, with a standard, static partitioning into 50,000 training examples and 10,000 test examples.
We defined the model class as the following convolutional neural network architecture: 32 (3 × 3) filters with rectified linear unit (ReLU) activations in the first and second layers, followed by (2 × 2) max-pooling and dropout; 64 (3×3) filters with ReLU activations in the third and fourth layers, again followed (2 × 2) max-pooling and dropout; finally, a fully-connected layer with ReLU activations and dropout, followed by a fully-connected output layer with softmax activation. We trained this network using the crossentropy loss. We emphasize that our goal was not to achieve state-of-the-art results on the dataset; rather, to evaluate our algorithm in a simple, yet realistic, application.
Following the intuition that sampling should focus on "difficult" examples, we experiment with two utility functions for Algorithm 1 based on common loss functions. For an example z = (x, y), with h(x, y) denoting the predicted conditional probability of label y given input x, let f 0 (z, h) 1{arg max y ∈Y h(x, y ) = y} and f 1 (z, h) 1 − h(x, y). The first utility, f 0 , is the 0-1 loss; the second, f 1 , is the L 1 loss, which accounts for uncertainty in the most likely label. We combine these utility functions with two parameter update rules: "vanilla" SGD (Equation 1) with decreasing step sizes, η t η/(1 + νt) ≤ η/(νt), for η > 0 and ν > 0; and AdaGrad [5] , which automatically tunes the step sizes. We used mini-batches of 100 examples per update. The combination of utility functions and update rules yields four algorithms: AdaSamp-01-SGD, AdaSamp-01-AdaGrad, AdaSamp-L1-SGD and AdaSamp-L1-AdaGrad. We compared these to uniform sampling variants, Unif-SGD and Unif-AdaGrad.
We tuned all hyperparameters using random subsets of the training data for cross-validation. We then ran 10 trials of training and testing, using different seeds for the pseudorandom number generator at each trial to generate different random initializations 3 and training sequences. Figures 1a and 1b plot learning curves of average crossentropy and accuracy on the training data; Figure 1c shows average accuracy on the test data. The AdaSamp variants reduce empirical risk (increase training accuracy) faster than their uniform sampling counterparts. AdaSamp with AdaGrad also exhibits modest, yet consistent, improvements in test accuracy in early rounds of training. Figure 1d illustrates the effect of varying the amplitude parameter, α. Higher values of α yield faster empirical risk minimization, but lower test accuracy; a sign of overfitting the posterior to the data. Figure 1e plots the KL divergence of the conditional posterior at round t, given sampled indices (i 1 , . . . , i t−1 ); i.e., D KL (Q(i t | i 1:i−1 ) P(i t | i 1:i−1 )). The sampling distribution quickly diverges in early rounds, to focus on examples where the model errs, then gradually converges to a uniform distribution as the empirical risk converges. Figure 1d highlights the impact of the amplitude parameter, α, on accuracy. Figure 1e plots the KL divergence of the conditional posterior at round t, given sampled indices (i 1 , . . . , i t−1 ).
Conclusions and Future Work
We presented new risk bounds for randomized learning algorithms, using a novel combination of PAC-Bayes and stability analysis. The bounds inspired an adaptive sampling algorithm for SGD that dynamically updates the sampling distribution based on the training data and model. Empirical results with this algorithm indicate that it improves train and test accuracy at a faster rate than uniform sampling. Future work could investigate different utility functions and distribution updates, or explore the connection to importance sampling SGD and other variance reduction methods.
A Proofs from Section 3
The stability bounds in Section 3 require several characterizations of a loss function.
Definition 4 (Convexity). A loss function, L, is convex if, for all h, h ∈ H, and all
Further, L is γ-strongly convex (with respect to the 2-norm) if
which implies
Definition 6 (Smoothness). A loss function, L, is σ-smooth if
Definition 6 is a variant of Lipschitz continuity; the loss is σ-smooth if its gradient is σ-Lipschitz.
A.1 Proof of Propositions 1 and 3
Propositions 1 and 3 are simple extensions of results due to Hardt et al. [8] and Kuzborskij and Lampert [13] .
Lemma 1 ([8, Theorem 3.8]).
Assume that the loss function, L, is convex, λ-Lipschitz and σ-smooth. Suppose SGD with uniform sampling is run for T iterations with step sizes η t ∈ [0, 2/σ]. Then, SGD is β Z -uniformly stable with
Lemma 2 ([13, Theorem 3]).
Assume that the loss function, L, is convex, λ-Lipschitz and σ-smooth. Let h 0 denote the initial model. Suppose SGD with uniform sampling is run for T iterations with step sizes η t ∈ [0, 2/σ]. Then, SGD is β Z -pointwise hypothesis stable 4 with
If η ≤ 2/σ, then η t ≤ η/t ≤ 2/σ for all t ≥ 1. We thus have from Lemma 1 that
which proves Proposition 1. The last inequality follows from the fact that the T th harmonic number,
T t=1
1 t , is upper-bounded by ln T + 1. We obtain Proposition 3 using an identical proof.
A.2 Proof of Proposition 4
We characterize SGD updates using the following definition, borrowed from Hardt et al. [8] . Definition 7 (Expansivity). An update, U , is α-expansive if
We say that U is contractive if α ≤ 1.
Definition 7 is another form of Lipschitz continuity; an update is α-expansive if it is α-Lipschitz.
We begin our proof with a fundamental technical lemma. Lemma 3. Assume that the loss function, L, is λ-Lipschitz. Further, assume that each SGD update, U t , is α t -expansive. If SGD is run for T iterations on two sequences of examples that differ at a single step, k, then the resulting learned hypotheses, h T and h T satisfy
Proof. For the first k − 1 iterations of SGD, the example sequences are the same; therefore, so are the learned weights. On processing the k th example, the weights may diverge, but we will show that the divergence is bounded, due to the Lipschitz property. For every iteration after k, the weights may continue to follow different trajectories, but the expansivity property lets us bound the difference of the final, learned weights.
Starting at T and recursing backward, we have that
Then, expanding the k th update,
Combining Equations 9 and 10 completes the proof.
We can now prove Proposition 4. First, note that η t ≤ 1/σ for all t = 1, . . . , T . As noted by Hardt et al. [8, proof of Theorem 3.9] , due to the strong convexity of the loss function, this step size guarantees that each update is contractive with coefficient 1
Combining Equation 11 with the Lipschitz property (Equation 8 ),
we obtain an upper bound on the data stability coefficient,
Now, suppose the example sequence is perturbed at any index k. Via Lemma 3, we have that
which we combine with Equation 8 to obtain β Θ ≤ 2λ 2 γT .
B Proofs from Section 4 B.1 Generalization Error Stability
Our analysis in Section 4 uses stability to bound the moments and moment-generating function of the generalization error, G(S, P). To enable these proofs, we first derive some technical lemmas that relate stability to the generalization error.
The following lemma states that uniform stability with respect to a loss function implies uniform stability with respect to the generalization error.
Lemma 4.
If A is β Z -uniformly stable with respect to L and P, then, for any S, S ∈ Z n : D H (S, S ) = 1,
Proof. Observe that the difference of generalization errors decomposes as G(S, P) − G(S , P) = (R(S, P) − R(S , P)) + (R(S , P) −R(S, P)).
We will upper-bound each difference separately. First, using linearity of expectation and the β Zuniform stability of A, we have that
Then, without loss of generality, assume that S differs from S at the i th example, denoted z i . Using β Z -uniform stability again,
Substituting Equations 13 and 14 into Equation 12 completes the proof.
As we did in Lemma 4, we can also show that the algorithm's generalization error is stable in the hyperparameters.
Lemma 5. If A is β Θ -uniformly stable with respect to L, then, for any S ∈ Z n and θ, θ ∈ Θ :
Proof. The proof is almost identical to that of Lemma 4. First, we decompose the generalization error:
Then, we upper-bound the difference of risk terms:
Then, we upper-bound the difference of empirical risk terms:
Combining Equations 15 to 17 completes the proof.
We note that it is unnecessary to upper-bound the absolute differences for uniform stability, since it follows from symmetry of the supremum over S, S ∈ Z n or θ, θ ∈ Θ.
B.2 Proof of Theorem 1
PAC-Bayesian analysis typically requires a key step known as change of measure. For our first bound, we use a change of measure inequality based on the Rényi divergence,
Lemma 6 ([1, Theorem 8])
. If X is a random variable taking values in Ω, then for any α > 1, and any two distributions, P and Q, on Ω,
An important special case of Lemma 6 is α = 2, in which case
and, taking the exponent of Equation 18 ,
With X G(S, θ),
Further, since E θ∼P G(S, θ) 2 is a nonnegative, random function of S ∼ D n , Markov's inequality guarantees that
We therefore have that with probability at least 1 − δ over draws of S ∼ D n ,
All that remains is to upper-bound E S∼D n θ∼P G(S, θ) 2 . Note that, since G(S, θ) does not have zero mean, this quantity is not the variance. Still, we can use pointwise hypothesis stability to upper bound it.
Lemma 7.
If A is β Z -pointwise hypothesis stable with respect to L and P, then
Proof. As shown by Elisseeff et al. [6, Lemma 11] ,
(Since the bound holds for any deterministic learning algorithm, it also holds for a randomized learning algorithm given hyperparameters, θ.) Taking the expectation over θ ∼ P on both sides of the inequality, we have that
The last inequality follows directly from Definition 2.
Combining Equation 19 with Lemma 7 completes the proof.
B.3 Proof of Theorem 2
The proof of Theorem 2 requires two technical lemmas: the first is a change of measure inequality based on the KL divergence, due to Donsker and Varadhan [4] ; the second is an upper-bound on the moment-generating function of the random variable G(S, θ) − E [G(S, θ)], which we prove herein.
Lemma 8 ([4]).
If X is a random variable taking values in Ω, then for any α > 1, and any two distributions, P and Q, on Ω,
Lemma 9. Fix a product measure, P(θ) = T t=1 P t (θ t ), and suppose A is a (β Z , β Θ )-uniformly stable with respect to L and P. Letβ Z 2β Z + M/n, and recall, from Lemmas 4 and 5, that A is therefore (β Z , 2β Θ )-uniformly stable with respect to G and P. Then, with
for any > 0,
Proof. To reduce notation, we omit the subscript notation from expectations. Further, let z i:j z i , . . . , z j and θ i:j θ i , . . . , θ j . (Interpret z 1:0 and θ 1:0 as the empty set.) We start by constructing a Doob martingale as follows:
Thus, using the law of total expectation (alternatively, iterated expectations),
By iteratively applying this upper bound, we obtain
If each V i is bounded over all z 1:i−1 , and each V j is bounded over all S and θ 1:j−1 , then Hoeffding's lemma [9] can be used to upper-bound their respective moment-generating functions. Hoeffding's lemma states that, if X is a zero-mean random variable, such that a ≤ X ≤ b almost surely, then, for all ∈ R,
We therefore need to show that: ∀i ∈ 1, . . . , n, ∃c i :
To prove Equation 22 , we use the fact that A isβ Z -uniformly stable with respect to G, as well as the mutual independence between examples and hyperparameters:
(For notational simplicity, the expectation over z i+1:n is denoted by a summation.) Similarly, to prove Equation 23, we use β Θ -uniform stability and independence between hyperparameters: sup
Thus,
, which establishes Equation 21.
We are now ready to prove Theorem 2. Let > 0 denote a free parameter, which we will define later. Via Lemma 8, we have that
By Markov's inequality, with probability at least 1 − δ over draws of
The second line uses the definition of Φ(S, θ) from Equation 20. The last line uses the fact that the inner expectations over S ∼ D n and θ ∼ P is constant with respect to the outer expectations. We can now bound the righthand terms separately.
Let us pause at this point to recognize that the generalization error of a randomized algorithm, E θ∼P [G(S, θ)] = G(S, P), is not a zero-mean random variable. This is because the learning algorithm-hence, the loss composed with the training algorithm-is a function of the entire training dataset and does not decompose over individual examples. (In contrast, the generalization error of a given hypothesis has mean zero.) Therefore, to upper-bound the expected generalization error, E S∼D n [G(S, P)], we use linearity of expectation, and the fact that each example is i.i.d.:
In the first inequality, we formed a new dataset, S , by replacing z i with z i ; the difference of losses,
, is upper-bounded by β Z , via Definition 1. The last line follows from symmetry; since S and S are both distributed according to D n , and θ is independent of S and S , the expected losses cancel out. We therefore have that
Combining the above with Lemma 9 to upper-bound E [exp ( Φ(S, θ))], and lettinḡ
we thus have that with probability at least 1 − δ,
which implies (via Equation 24)
What remains is to optimize to minimize the bound. Minimizing an expression of the form a/ +b is fairly straightforward; the optimal value is = a/b. However, if we were to apply this formula to Equation 26, the optimal would depend on Q via the KL divergence term. Since we want the bound to hold simultaneously for all Q, we need to define such that it does not depend on Q. To do so, we construct a sequence of discrete values:
For each i , we assign δ i δ2 −(i+1) probability to the probability that Equation 26 does not hold, substituting ( i , δ i ) for ( , δ). Thus, with probability at least 1 −
For any Q, we select the optimal index, i , as
with a bit arithmetic, we have that
It can also be shown [16] that
Thus, with probability at least 1 − δ, every posterior, Q, satisfies
Substituting Equation 25 forβ Z , we obtain Equation 5.
B.4 Proof of Theorem 3
To accommodate all posteriors that might arise from a draw of S ∼ D n , it helps to consider Q as a function of S. Accordingly, we let Q(S) denote the distribution induced by S. With δ 1 δ/2, let
denote the event that there exists a posterior for which Equation 5 does not hold. With δ 2 δ/2, let
denote the event that the generalization error of a given θ exceeds the expected generalization error under the posterior Q(S) by more than β Θ 2 T ln 1 δ2 . The probability that we wish to upper-bound is Pr
By Theorem 2, Pr S∼D n {E 1 (S)} ≤ δ 1 . To upper-bound Pr θ∼Q(S) {E 2 (S, θ) | S}, it suffices to show that G(S, θ) concentrates tightly around G(S, Q(S)). We will do so with McDiarmid's inequality [18] . The following is a specialized version of the theorem. Lemma 10 ( [18] ). Let X denote a set of n i.i.d. random variables, each with support X . Suppose ϕ : X n → R is a function for which there exists a constant, β > 0, such that
Then, for any > 0,
An important special case is when β = O(n −1 ), in which case the righthand side of Equation 28 becomes O exp(−2n
2 ) , which decays rapidly.
Recall that A is 2β Θ -uniformly stable with respect to L, independent of the posterior. Remember also that Lemma 4 implies G satisfies McDiarmid's stability condition (Equation 27) with β 2β Θ . Since Q(S) is a product measure, we can therefore apply McDiarmid's inequality with
Thus, Pr
so, with probability at least 1 − δ,
Replacing δ 1 and δ 2 with δ/2 finishes the proof.
C Iteratively Re-weighted Sampling
At each iteration of Algorithm 1, we sample an index from {1, . . . , n} according to a weighted distribution, update the model, then update the distribution. While sampling from a uniform distribution is trivial, sampling from a nonuniform distribution is tricky. If the weighted distribution is static, sampling can be performed in constant time, with O(n) initialization time and O(n) space, using the alias method [12] . Unfortunately, the data structure that enables the alias method cannot be updated in sublinear time, which makes the alias method impractical for Algorithm 1.
In this section, we briefly describe an algorithm that supports efficient updates to the distribution, by trading sampling efficiency for updating efficiency. Like the alias method, the algorithm requires O(n) initialization time and O(n) space, but the cost of sampling is O(log n) instead of constant time. However, the distribution data structure can be updated in O(log n)-time. Even for very large n, logarithmic time is acceptable for iterative sampling and updating-especially since it may pale in comparison with the amount of computation needed to perform the gradient calculation.
Before training, we initialize a full binary tree of depth log n . We label the first n leaves with the initial sampling weights (e.g., for uniform initialization, n −1 ), and label the remaining 2 log n − n leaves with 0. We then label each internal node with the sum of its children. During training, we sample from the weighted distribution by performing a random tree traversal: for each internal node we visit, we flip a biased coin, whose outcome probabilities are proportional to the values of the current children, then move to the corresponding child; the leaf node we arrive at is the sampled index. It is easy to verify that this procedure results in a sample from the distribution. To update the probability of a given index, we add the difference of the new weight and the old weight to each node in the path from the root to the associated leaf node. Pseudocode for these procedures is given in Algorithm 2.
Algorithm 2 Efficient Sampling from a Dynamic Weighted Distribution 1: procedure INITIALIZE(q 1 , . . . , q n ) 2: Initialize a full binary tree, T , of depth log n 3:
For i = 1, . . . , n, label the i th leaf node with q i ; label the remaining leaf nodes with 0 4:
Label each internal node with the sum of its children's labels. 5: procedure SAMPLE(T ) 6: v ← ROOT(T ) 7: while v is not a leaf do v ← RIGHTCHILD return index of leaf node v 13: procedure UPDATE(T , i, q)
14:
∆ ← q − q i
15:
for node v on the path from the root to the i th leaf node do 16: Add ∆ to the value of v
D Proof of Theorem 4
Observe that the KL divergence decomposes as the sum of conditional divergences:
D KL (Q P) = E .
By definition of P (as uniform) and Q, for every t we have ln Q(i t | i 1:t−1 ) P(i t | i 1:t−1 ) = ln (n Q(i t | i 1:t−1 )) = ln q
Unrolling the recursive definition of q 
Observe that, when we sum Equation 31 over t = 1, . . . , T , the term f (z it , h t ) occurs multiple times, due to the inner loop over j = 1, . . . , N it,t involving f (z it , h Oi t ,j ); the t th utility is referenced by every t > t such that i t = i t (i.e., whenever the same index is drawn in future rounds). We therefore have that 
Noting that the inner sum is a geometric series (for τ ∈ [0, 1)), we can upper-bound Equation 32:
α f (z it , h t )
Thus, combining Equations 29 to 33, we have
To lower-bound the log-normalizer, we unroll the definition of q 
Combining Equations 34 and 35, we obtain Equation 6.
