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Abstract—Energy efficiency is an important performance mea-
sure of wireless network protocols, especially for battery-powered
mobile devices such as smartphones. This paper presents a
new energy-efficient medium access control (MAC) scheme for
fully connected wireless ad hoc networks. The proposed scheme
reduces energy consumption by putting radio interfaces in the
sleep state periodically and by reducing transmission collisions,
which results in high throughput and low packet transmission
delay. The proposed MAC scheme can also address the energy
saving in realtime traffics which require very low packet trans-
mission delay. An analytical model is established to evaluate
the performance of the proposed MAC scheme. Analytical and
simulation results demonstrate that the proposed scheme has
a significantly lower power consumption, achieves substantially
higher throughput, and has lower packet transmission delay in
comparison with existing power saving MAC protocols.
Index Terms—Medium access control, wireless ad hoc net-
works, energy efficiency, throughput, delay.
I. INTRODUCTION
THE number of mobile devices and the demand for multi-media applications (which require high data rate and low
packet transmission delay) have been increasing significantly
in recent years. Wireless local area networks (WLANs), which
have a shorter communication range in comparison with
cellular networks, provide a more efficient and cost effective
transmission for hot-spot mobile communications. In 2013,
45% of total mobile data traffic was offloaded through WiFi or
femtocell [2]. A WLAN connects mobile devices in proximity
and provides a link to the Internet through access points
(APs). The set of mobile devices and APs form a wireless ad
hoc network. Thus, effective mobile communication requires
establishing energy efficient, high throughput, and low latency
wireless ad hoc networks. The radio interface is a main source
of energy consumption of mobile devices such as laptops and
smartphones, which can quickly drain the device’s limited
battery capacity [3]–[6]. For instance, the WiFi radio consumes
more than 70% of total energy in a smartphone when the
screen is off [5], which is reduced to 44.5% and 50% in the
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power saving mode when the screen is on and off respectively
[6].
A radio interface can be in one of the following modes:
transmit, receive, idle, and sleep. It has maximum power
consumption in the transmit mode and minimum power
consumption in the sleep mode. In the idle mode, a node
needs to sense the medium and, hence, consumes a similar
amount of power as in the receive mode. For instance, a
Cisco Aironet 350 series WLAN adapter [7] consumes 2.25W,
1.25W, 1.25W and .075W in the transmit, receive, idle and
sleep modes respectively. Clearly, a significant amount of
energy is consumed even in the idle mode. This occurs in
the CSMA/CA1 mechanism in IEEE 802.11 [8], where each
node in the network has to continually listen to the channel. To
conserve energy, power saving mechanisms [8]–[11] allow a
node to enter the sleep mode by powering off its radio interface
when the node is not involved in transmission.
The medium access control (MAC) sub-layer determines
how mobile nodes share the transmission medium in a wire-
less network. It also directly controls the operations of their
radio interfaces. Therefore, MAC plays an important role in
achieving high throughput, low latency, and energy efficiency
in wireless networks. Existing MAC protocols for wireless
networks can be classified into contention-free and contention-
based schemes. The former uses pre-defined assignments to
allow nodes to transmit without contention, which includes
time-division, polling, and token-based MAC protocols. In
contention-based MAC, a node dynamically contends with
other nodes to access the channel. Contention based schemes
are more flexible and efficient in managing the channel in a
distributed way when the data traffic load is not high. However,
when the data traffic load is high, there are high chances
of packet transmission collisions. The collisions cannot be
detected quickly at the transmitting nodes, and the lack of
an acknowledgment message is often the only way for the
sender to detect collisions. Whenever a transmission collision
happens, the radio bandwidth and the energy for transmitting
and receiving a packet are wasted. Thus, an efficient MAC
scheme should minimize the chances of transmission collisions
to reduce energy and channel time wastage in a wireless
network.
In this paper, we propose a novel MAC scheme for a fully
connected wireless network. Using a temporary coordinator
node, the proposed scheme reduces the energy consumption by
scheduling the active and sleep times of node radio interfaces
1Carrier sense multiple access with collision avoidance.
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2in a distributed way, and decreases MAC overhead and trans-
mission collisions among nodes. A node contends only once
to transmit a batch of packets, after that it will be assigned
contention-free time for transmission by the temporary coor-
dinator node, as long as it has packets ready for transmission.
Nodes stay awake for a short time at the beginning of
each beacon interval (to receive the transmission scheduling
information) and during their packet transmission/reception
times. The MAC scheme aims to satisfy delay and packet
loss rate requirements and reduces energy consumption of
nodes with realtime traffic such as voice or video calls that
have stringent delay and packet loss requirements. Compared
to existing power saving mechanisms, the proposed scheme
has lower energy consumption, higher throughput, and shorter
packet transmission delay.
The rest of this paper is organized as follows: Section
II reviews related works. In Section III, we describe the
proposed MAC protocol. Then, we present an analytical model
to evaluate the performance of the proposed MAC scheme
in Section IV. Numerical results are given in Section V to
demonstrate performance of the proposed MAC scheme in
comparison with existing MAC protocols. Finally, Section VI
concludes this research.
II. RELATED WORKS
In this section, we review existing power saving MAC
protocols proposed for wireless ad hoc networks and for
networks with access point (AP) support.
A. Power saving MAC for ad hoc networks
The IEEE 802.11 DCF mode has a power saving mechanism
(hereafter referred to as PSM) [8]. In the ad hoc mode of
PSM, time is partitioned into beacon intervals that are used to
synchronize the nodes. All nodes must stay awake for a fixed
time called Ad hoc Traffic Indication Message (ATIM) window
at the beginning of each beacon interval. The ATIM window
is used for nodes to announce the status of packets ready for
transmission. The source nodes send ATIM frames to inform
destinations that they have packets ready for transmission. The
ATIM frames are acknowledged via ATIM-ACK packets dur-
ing the same beacon interval transmitted from the destination
nodes. Then, the sender and receiver nodes stay awake during
the rest of the beacon interval for communication. Nodes use
the CSMA/CA MAC protocol to access the channel during
ATIM and the communication intervals.
In [9], it is argued that only a fraction of the nodes
(coordinators) need to be awake to forward the traffic for
active connections. In the proposed algorithm, the other nodes
(non-coordinators) follow the IEEE 802.11 PSM. There is a
new window following the ATIM window, in which the non-
coordinators (having announced packets in the ATIM window)
exchange packets. After this newly introduced window, only
coordinators stay awake to forward traffic. Zheng et al [12]
propose an on-demand power management scheme for multi-
hop wireless ad hoc networks, which alternates between the
PSM mode and active mode.
A fixed size ATIM window in PSM decreases performance
in terms of throughput and energy consumption [13]. If the
ATIM window size is too small, nodes do not have enough
time to announce the buffered packets. On the other hand,
when the ATIM size is too large, the packet transmission time
is reduced and nodes cannot transmit the packets announced
for transmission. In addition, a too large ATIM size increases
the energy consumption, because all of the nodes have to
stay awake during the ATIM interval. The dynamic power
saving mechanism (DPSM) [11] dynamically adjusts the size
of ATIM window based on the network condition to reduce
energy consumption. In the DPSM, each node independently
chooses the length of the ATIM window and dynamically
changes it based on the network load condition.
In TMMAC [14], time is divided into beacon intervals and
each beacon interval has an ATIM window which is used to
announce the traffic similar to PSM. The CSMA/CA is used
in ATIM window, but a contention-free MAC protocol is used
for data packet transmission during the communication period.
The communication period is divided into a fixed number of
slots. The nodes reserve transmission slots by exchanging the
control packets in the ATIM window.
An asynchronous power saving MAC is proposed for multi-
hop ad hoc networks in [15]. Each node has its own clock
and in each beacon interval either stays awake for the whole
beacon interval and transmits a beacon frame or follows the
PSM mode of IEEE 802.11. The pattern of active and power
saving sequence of beacon intervals are chosen based on a
quorum algorithm that guarantees a beacon of a node will be
heard by any other node at least twice in a given interval of
N beacons. The clock and wake up pattern of the sender node
are included in its beacon frame that allows the other nodes
to become aware of the nodes wake up time to successfully
deliver packets.
In [16], a power saving mechanism is proposed based on
the IEEE 802.11 RTS/CTS2 dialogue. Nodes that are neither
transmitting nor receiving a packet switch off their wireless
interfaces after overhearing RTS/CTS packets. In [17], all the
RTS/CTS packet exchanges are performed over the signaling
channel and data packets are transmitted over a different
channel, which allows nodes to independently decide whether
to stay awake or power off after overhearing the RTS/CTS
packets.
B. Power saving MAC for networks with APs
The PSM in a network with AP support is similar to that in
an ad hoc network. Time is portioned to beacon intervals. At
beginning of each beacon interval, the AP broadcasts a Traffic
Indication Message (TIM) to inform a power saving node of
packets ready for it in the AP. The nodes that have packets
ready for them in the AP stay awake during the rest of beacon
interval and poll the AP to receive the packets. Nodes that have
packets ready for transmission to the AP also stay awake and
send their packets to the AP during the beacon interval [8]. The
PSM performance is improved in energy saving by separating
the delay sensitive traffic and delay tolerant traffic [18], giving
2Request-to-Send/Clear-to-Send
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Fig. 1. Structure of one beacon interval of the proposed scheme for β = 2.
priority to the power saving nodes [19], and distributing
TIM of different APs to avoid traffic burst [20]. The PSM
performance for delay sensitive applications is investigated
and active/sleep schedules that guarantees delay requirements
are proposed in [21]–[24]. Other power saving protocols have
been proposed in literature which require another low power
interface (e.g. ZigBee) along WiFi interface (e.g. [5] and [6])
or require physical layer modifications (e.g. [25] and [26]).
The power saving MAC protocols for networks with AP
support can provide high performance and low energy con-
sumption when there is only one AP in the network. However,
in wireless local area networks, several APs are usually located
in the same area and have to contend with each other to access
the shared channels, which degrades the network throughput
and increases the energy consumption. In fact, the set of APs
and nodes connected to APs form a wireless ad hoc network.
In this work, we propose a new power saving scheme
that has significantly lower power consumption than existing
protocols for a fully connected wireless ad hoc network. The
proposed scheme adapts to the network conditions and it has
smaller contention overhead and power saving mechanism
overhead. Thus, it provides substantially higher throughput
and lower packet transmission delay. In addition, the proposed
protocol aims to satisfy the delay and packet loss rate require-
ments and reduce energy consumption of nodes with realtime
traffic.
III. PROPOSED MAC PROTOCOL
Consider a single-channel fully connected wireless network,
consisting of N nodes with realtime traffic and K nodes with
non-realtime traffic, where all the nodes can hear transmissions
from each other. There is no dedicated central controller in the
network.
Time is partitioned into beacon intervals of constant du-
ration and all nodes are synchronized in time. The syn-
chronization can be achieved by using a distributed beacon
transmission mechanism, as in the IEEE 802.11 power saving
mechanism [8].
Each beacon interval consists of three different periods:
announcement period, contention-free period, and contention
period. Figure 1 shows the structure of one beacon interval.
The durations of the periods are adjusted dynamically by a
temporary coordinator node called head node, based on the
instantaneous network traffic load condition. The head node
monitors the traffic demands of nodes in the previous beacon
interval and records nodes’ requests in a table called demand
table. At the beginning of the current beacon interval, in the
announcement period, the head node broadcasts the durations
of the periods, and transmission schedule of the contention-
free period based on the demand table. The current head node
also randomly selects one of the rest nodes as the new head
node for the next beacon interval. All nodes must be awake
to receive the broadcast message in the announcement period
from the current head node. The scheduled transmissions take
place in the contention-free period with SIFS3 intervals in
between. Nodes, which have packets to transmit but have not
informed the head node of their intent for transmission, con-
tend in the contention period using a CSMA MAC mechanism
to inform the head node of their intention for transmission by
sending an RTS packet.
In the proposed MAC protocol, nodes need to wait for one
beacon interval to transmit packets. Since realtime traffic (from
voice and video calls) has a strict packet transmission delay
requirement, the beacon interval for realtime traffic should
be less than the maximum tolerable packet delay of realtime
traffic. On the other hand, non-realtime traffic (such as in
file transfer and web browsing) can tolerate a longer packet
transmission delay, and a small beacon interval increases the
energy consumption because nodes have less sleep times.
Therefore, we propose different beacon intervals for realtime
traffic and non-realtime traffic respectively. We also assign
unique transmission time to the realtime traffic for higher
priority over non-realtime traffic flows.
Let DM denote the maximum tolerable packet delay of
realtime traffic. The beacon interval duration of realtime
traffic, Trb, should not be longer than DM , Trb ≤ DM .
We set the beacon interval duration for non-realtime traffic
as, Tnb = βTrb, where β ≥ 1 is an integer. Figure 1
shows the structure of the realtime and non-realtime beacon
intervals for β = 2. That is, there are two realtime beacon
intervals per non-realtime beacon interval. As β is increased,
the throughput is increased and the energy consumption in
nodes with non-realtime traffic is reduced due to less frequent
announcement periods, however, the packet transmission delay
is increased because of larger non-realtime beacon intervals.
The realtime traffic frame duration in a realtime beacon inter-
val (Trf ), which is the summation of contention-free period
and contention period of realtime traffic in one realtime beacon
interval, is constant and should be adjusted to meet the packet
loss rate requirement of realtime traffic in the network. The
value of parameters Trb, Trf , and β, can be updated by the
head node based on the network condition. Table I summarizes
the notations. In the following, we discuss detail operation of
the proposed MAC protocol in a non-realtime beacon interval.
Announcement periods: There are β announcement periods
3The Short Inter-frame Space (SIFS) equals to time required for a node to
sense the end of a packet transmission and start transmitting.
4per one non-realtime beacon interval. In each period, the head
node regulates the transmission for the current beacon interval
and announces the transmission schedule by broadcasting a
scheduling packet, based on the requests in the demand table
that it generated/updated in the previous beacon interval. When
the number of requests is more than the packet transmissions
that can be scheduled in the current beacon interval, the
head node also broadcasts the pending requests. In the first
announcement period at the beginning of each non-realtime
beacon interval, all the nodes (with realtime and non-realtime
traffic) stay awake and the head node schedules the transmis-
sion for the current non-realtime beacon interval and the first
realtime beacon interval. The head node also randomly selects
one of the nodes that is involved in transmission/reception
of current beacon interval as the new head node for the
next beacon interval. The scheduling packet in the first an-
nouncement period contains the following information: the
duration of realtime frames and the starting times of next β−1
announcement periods, scheduling information for the first
realtime beacon interval, the scheduling information for the
non-realtime traffic in the current non-realtime beacon interval,
and the node selected as the next head node. The scheduling
information for the first realtime beacon interval determines
the transmission/reception in the first realtime contention-free
period, the duration of realtime contention period, and the
pending requests that cannot be scheduled in the first realtime
beacon interval. The scheduling information for the non-
realtime traffic determines the transmission/reception schedule
in the non-realtime contention-free period, the duration of non-
realtime contention period, and the pending requests that can-
not be scheduled in the current non-realtime beacon interval4.
The node selected as the next head node should confirm with
an ACK packet following the scheduling packet. If the selected
node does not confirm, the head node will continue to serve as
the head node for the next non-realtime beacon interval, and
then will select a different head node at the first announcement
period of the next non-realtime beacon interval. In the next
(β − 1) announcement period(s) of the current non-realtime
beacon interval, only the nodes with realtime traffic are awake
and the head node schedules the transmission/reception in the
realtime beacon intervals based on the transmission requests in
the previous realtime beacon interval. The scheduling packet,
transmitted by the head node in each announcement period
at the beginning of next β − 1 realtime beacon intervals,
contains the transmission/reception schedule for that realtime
contention-free period, and the pending requests that cannot
be scheduled in that realtime beacon interval.
Contention-free periods: In these periods, the head node
stays awake and the transmitter/receiver nodes that are sched-
uled for transmitting/receiving packets wake up at the assigned
time to transmit/receive packets. The nodes with realtime
traffic are scheduled to transmit/receive packets at the realtime
contention-free periods and the nodes with non-realtime traffic
are scheduled to transmit/receive the data packets in the non-
realtime contention-free periods. Sender nodes with realtime
4Note that the contention-free period and the contention period of non-
realtime traffic may have more than one parts which are separated by realtime
frames.
traffic put their call status (on or off ) in the header of the
transmitted packets, and the sender nodes with non-realtime
traffic put the number of the remaining packets ready for
transmission in the header of their data packets. The head
node uses the information to generate/update the demand
table. Although transmission of packets is collision free in
the contention-free period, the transmission may be corrupted
by short-term channel fading. Therefore, receivers should
acknowledge receiving non-realtime packets by transmitting
an ACK packet5. In contrast, realtime packets will be useless
if they are not transmitted before a deadline. Thus, no ACK
packet is transmitted by the receiver for realtime packets.
Contention periods: In the contention periods, nodes (that
have packets ready for transmission but were neither scheduled
for transmission nor included in the pending traffic list trans-
mitted by the head node in the previous announcement period)
stay awake and contend for transmission using a CSMA MAC
protocol to submit a transmission request. Nodes with realtime
traffic submit transmission requests at the realtime contention
periods and node with non-realtime traffic submit transmis-
sion requests at the non-realtime contention periods. Once a
contending node’s back-off counter reaches zero, it transmits
an RTS packet to the head node. The RTS packet of a node
with realtime traffic includes information of the maximum
tolerable delay, maximum tolerable packet loss rate, the sender
node ID, and the destination node ID. The RTS packet of a
node with non-realtime traffic contains the number of packets
that are ready for transmission at the sender, the sender node
ID, and the receiver node ID. The head node stays awake to
monitor transmission requests and records them in the demand
table. When a node successfully transmits a request without
collision, the head node records the information in the demand
table and uses this information to schedule transmission at the
next beacon interval. Once a contending node has submitted
a request to the head node, it powers off for the rest of the
beacon interval. If a contending node does not have a chance
to submit a request, it will contend again in the contention
period of the next beacon interval.
The proposed scheme dynamically adjusts the transmission
schedule of the periods based on the current traffic load
condition of all nodes. It has the following features:
1) The awake time of the nodes is short which reduces
energy consumption: Nodes with non-realtime traffic that are
not involved in transmission/reception stay awake only at
the first announcement period at each non-realtime beacon
interval. Also, nodes with realtime traffic stay awake only
at the announcement periods in each non-realtime beacon
interval. The nodes that are scheduled to transmit or receive a
packet wake up at the assigned time to transmit/receive without
contention in the contention-free periods. In the contention
periods, only the nodes that want to initiate a new transmission
and the head node stay awake. The head node is the only node
that stays awake for the whole beacon interval;
2) The contention and collision overhead is small, which
reduces the energy consumption and enhances the network
5Note that instead of transmitting an individual ACK for each packet,
multiple packets can be acknowledged using a single Block ACK [8] to
improve the MAC efficiency.
5TABLE I
SUMMARY OF NOTATIONS
Symbol Explanation
DM Maximum tolerable delay of a realtime packet
h Payload of a realtime packet
K Number of the nodes with non-realtime traffic
M Maximum number of sender nodes with realtime
traffic that can be scheduled for transmission
in one realtime beacon interval
m(s) Number of nodes with realtime traffic scheduled
for transmission when the system state is s
N Number of the nodes with realtime traffic
Ni Number of sender nodes with realtime traffic
that are in state i ∈ {1, 2, ..., 5} at the beginning
of each beacon interval
S = System state at each beacon interval
(N1, N2, N3, N4)
Tcf (s) Duration of contention-free period when
the system state is s
Tcp(s) Duration of contention period when the system
state is s
Trb Beacon interval for realtime traffic
Tnb Beacon interval for non-realtime traffic
Trf Realtime traffic frame duration in a realtime
beacon interval
ton Average duration of on period of a realtime call
toff Average duration of off period of a realtime call
ta Inter-arrival time of packets in the on mode
of a realtime call
Xi Number of nodes that have transition
i ∈ {1, 2, ..., 8} in a realtime beacon interval
δ∗ Maximum tolerable packet loss rate of each
realtime call
δch Packet loss rate due to channel impairments
δmac Packet loss rate due to MAC contention
ρ Payload of an aggregated realtime packet
τq Duration of one transmission request packet
τv Duration of one aggregated realtime packet
performance: Nodes contend for the channel only when they
want to initiate a new transmission. Once a node successfully
submits a transmission request, it will be assigned a transmis-
sion time in the next beacon intervals as long as it has packets
ready for transmission. Also, the number of contending nodes
decreases because each node does not content for transmission
of each packet, but for transmission of a batch of packets
available in its buffer.
3) It is distributed and the scheduling workload is shared
among all nodes in the network: No dedicated central con-
troller is required to manage the network. Nodes cooperate
and in each beacon interval a coordinator node (head node)
schedules the transmissions based on the transmission requests
from all nodes in the previous beacon interval. Nodes take
turn to become the head node, such that the head of current
beacon interval randomly selects one of the rest nodes as the
new head node for the next beacon interval. Thus, the energy
consumption at the head node for scheduling transmissions
(i.e., energy consumed at the head node to stay awake for
monitoring transmission requests in a beacon interval and
transmit a scheduling packet) is distributed among all nodes
in the network.
4) It efficiently utilizes radio channel time and provides
fair channel access: In the proposed MAC, the head node
monitors transmission request of nodes for a beacon interval
before scheduling transmissions/receptions at the beginning
of subsequent beacon interval. The dedicated duration for
contention period is greater than a minimum value in every
beacon interval, which ensures that every node can submit its
transmission request to the head node even if the network is
overloaded. Therefore, the head node has the information of all
requests and can efficiently schedule the transmissions based
on the instantaneous network load condition. Fair channel
access can also be achieved, for instance, by using a Round
Robin scheduling algorithm [27] at the head node.
In the following section, we present an analytical model
to evaluate the performance of the proposed MAC protocol.
The analytical model enables us to determine the minimum
required frame time for realtime traffic in each realtime beacon
interval to meet the packet loss rate requirements of realtime
traffic flows.
IV. PERFORMANCE ANALYSIS FOR REALTIME TRAFFIC
Time is discretized and normalized to the duration of a mini-
slot6. Let N denote the number of nodes with realtime traffic in
the network. The destination for each source node is selected
randomly from the rest nodes. Consider constant rate, on-off
realtime (voice or video) calls to make the analysis tractable.
The duration of on and off modes are exponentially distributed
with average ton and toff respectively. Packets are generated
periodically with inter-arrival time ta in the on mode, while no
packet is generated in the off mode. Each packet has a payload
of h bits. A sender node with realtime traffic aggregates the
packets and transmits them as one packet at the assigned time
in the realtime contention-free periods. The payload of an
aggregated packet is ρ = Trbta h. If an aggregated realtime
packet is not transmitted within a deadline DM , it will be
removed at the sender. The maximum tolerable packet loss
rate for each realtime call is δ∗. Let δch denote the packet
error rate due to channel impairments and δmac denote the
packet loss rate due to MAC contentions. The packet loss rate
of each realtime call is given by
δ = 1− (1− δmac)(1− δch). (1)
According to (1), the maximum allowable packet loss rate
due to MAC contentions, δ∗mac, is
δ∗mac = 1−
1− δ∗
1− δch . (2)
Let Trf denote the realtime traffic frame duration which is
the summation of contention-free period and contention period
assigned to realtime traffic in each realtime beacon interval.
Let τq denote the duration of one transmission request packet
(including an SIFS) and tv denote the transmission time of
one aggregated realtime packet (including an SIFS) over the
channel. The maximum number of nodes with realtime traffic
that can be scheduled for transmission in one realtime beacon
interval is
M = bTrf
tv
c (3)
where b.c denotes the floor function.
6A mini-slot is the summation of RxTx turn around time, channel sensing
time, propagation delay, and MAC processing delay.
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Fig. 2. Sender node states of a realtime call.
A. Markov modeling of the system
At any beacon interval, the sender node of a realtime call
is in one of the following states:
1) State 1 – The realtime call is in the on mode but
the sender node is not included in the demand table.
Thus, the sender node contends with other nodes in
the realtime contention period to submit a transmission
request;
2) State 2 – The realtime call is in the on mode and the
sender node is included in the demand table;
3) State 3 – The realtime call has just switched to the
off mode, the sender node is included in the demand
table and has a pending packet for transmission whose
transmission delay threshold has not passed yet. The
sender node will inform its status change to the head
node when transmitting in the contention-free period;
4) State 4 – The realtime call is in the off mode, and the
sender node is included in the demand table. However,
the sender node has no pending packet for transmission.
The sender node will inform the head node of its off
mode when transmitting in the contention-free period;
5) State 5 – The realtime call is in the off mode, and the
node is not included in the demand table.
Figure 2 shows the sender node states of a realtime call.
The state transitions illustrated by solid lines (transitions 1, 2
and 3) take place in the contention-free period. The transition
represented by dotted line (transition 4) takes place in the
contention period. The set of transitions indicated by dashed
lines (transitions 5, 6, 7 and 8) are due to status changes of
realtime call (from on to off, or from off to on mode) that
we assume take place at the end of each realtime beacon
interval. We assume that status of a realtime call does not
change more than once during a realtime beacon interval,
which is reasonable as average on and off periods of a realtime
traffic call are in general much larger than the realtime beacon
interval.
Let Ni denote the number of sender nodes with realtime
traffic that are in state i ∈ {1, ..., 5} at the beginning of
each beacon interval. We have N5 = N −
∑4
i=1Ni. De-
note the system state at each realtime beacon interval by
S =
(
N1, N2, N3, N4
)
. Let S be the set of feasible system
states in any beacon interval, S : {s = (n1, n2, n3, n4)|ni ≥
0,
∑4
i=1 ni ≤ N}. When the system is in state s =(
n1, n2, n3, n4
)
, the number of nodes with realtime traffic that
are scheduled for transmission at that beacon interval is
m(s) = min(n2 + n3 + n4,M) (4)
and the corresponding durations of contention-free period
Tcf (s) and contention period Tcp(s) are
Tcf (s) = m(s)τv, Tcp(s) = Trf − Tcf (s). (5)
For a given number of realtime calls (no new call arrival
and no call departures), since the duration of on and off
periods are exponentially distributed, given the current system
state, all state transitions during the current beacon interval
are independent of the system states in the previous beacon
intervals. As the system state in the next beacon interval only
depends on the system state in the current beacon interval and
the number of transitions during the current beacon interval,
the system state sequence satisfies the Markov property and is
stationary. In the following subsection, we calculate the steady
state probability of system states.
B. Steady state probability of system states
Let random vector X = (X1, ..., X8) denote the number
of transitions during a realtime beacon interval, where Xi,
i ∈ {1, ..., 8}, is the number of nodes that have state transition
i during the beacon interval. Let X (s, s′) be the set of
number of transitions (x1, ..., x8) during a beacon interval
that change the system state from s = (n1, n2, n3, n4) to
s′ = (n′1, n
′
2, n
′
3, n
′
4). We have
X (s, s′) =
(x1, ..., x8)
∣∣∣∣∣∣∣∣∣∣
x8 − x7 − x4 = n′1 − n1;
x4 − x5 + x6 = n′2 − n2;
x5 = n
′
3;
x1 + x2 = n3;
x2 − x3 − x6 = n′4 − n4.
 .
(6)
The probability of transition from system state s to system
state s′ in a beacon interval is
Ps,s′ =
∑
X (s,s′)
PX1...X8|S(x1, ..., x8|s) (7)
where PX1...X8|S(x1, ..., x8|s) is the probability mass function
(pmf) of the state transition numbers during a beacon interval
given the system state s. Using conditional probability,
PX1...X8|S(x1, ..., x8|s) = PX1X2X3|S(x1, x2, x3|s)
PX4|X1X2X3S(x4|x1, x2, x3, s)
PX5...X8|X1...X4S(x5, ..., x8|x1, ..., x4, s). (8)
In the right side of (8), the first term denotes the conditional
pmf of state transition number (transitions 1, 2, 3) at the
contention-free period given system state s. To calculate this
term, we need to find the pmf of the node numbers in states
3 and 4 that are scheduled for transmission in the contention-
free period. The second term in the right side of (8) is the
conditional pmf of the state transition number (transition 4)
at the contention period given system state s. This can be
7obtained by analysing the CSMA MAC protocol to find the
pmf of the number of successful transmission requests in the
contention period. The last term in the right side of (8) denotes
the conditional pmf of the state transition numbers (transitions
5, 6, 7, and 8) due to status change of realtime calls given
system state s, which can be found based on the distribution
of on and off modes of realtime calls. We derive analytical
expressions for these terms in Appendices A-C.
Finally, the steady state probability of the system states,
pi(s), s ∈ S, can be found based on the transition probability
between states given in (7) using the balance equations.
C. Minimum frame duration to guarantee the required QoS of
realtime traffic
When the number of nodes in the contention-free period
is more than M and/or when nodes do not get a chance to
successfully submit a transmission request in the contention
period, packet loss occurs. Although nodes in state 4 may
be scheduled for transmission, they do not have a packet
for transmission. Therefore, when the system is in state s =
(n1, n2, n3, n4), the average number of transmitted packets in
one realtime beacon interval is
r¯(s) = min(n2 + n3 + n4,M)
n2 + n3
n2 + n3 + n4
ρ. (9)
Nodes in states 1 and 2 are in the on mode. Thus, the number
of packets generated in one realtime beacon interval in the
system state s = (n1, n2, n3, n4) is
g¯(s) = (n1 + n2)ρ. (10)
Using (9) and (10), the packet loss rate due to MAC contention
can be calculated as
δmac = 1−
∑
s∈S
pi(s)
r¯(s)
g¯(s)
. (11)
To meet the required packet loss rate, the minimum frame
time for realtime traffic T ∗rf can be calculated by solving the
following optimization problem,
T ∗rf = minTrf
s.t. δmac ≤ δ∗mac. (12)
Since the packet loss rate due to MAC contention (δmac) is
a decreasing function of the dedicated time (Trf ) to realtime
traffic in each realtime beacon interval, the optimization prob-
lem (12) can be solved using the binary search algorithm.
V. NUMERICAL RESULTS AND DISCUSSIONS
Similar to the IEEE standard [8], realtime and non-realtime
packets are transmitted with the data channel rate and all
control packets (including ATIM, ATIM-ACK, RTS, ACK,
and the scheduling packet) are transmitted using the basic
channel rate. The destination node for each source node is
selected randomly from the rest nodes. We use 2.25W, 1.25W,
1.25W and .075W as values of power consumption by each
radio interface in the transmit, receive, idle, and sleep states
respectively, based on the data of Cisco Aironet Wireless LAN
Adapters 350 series [7]. Simulations are performed using
MATLAB for 100 seconds of the channel time, with error-
free transmissions.
TABLE II
SIMULATION PARAMETERS
Parameter Value
Slot time 20 µs
SIFS 10 µs
DIFS 50 µs
W 32
CWmin 15
CWmax 1023
PHY preamble 192 µs
RTS size 160 bits
CTS size 112 bits
ACK size 112 bits
ATIM size 224 bits]
ATIM-ACK size 112 bits
Scheduling size for one transmission 160 bits
Non-Realtime Beacon interval 100 ms
Realtime Beacon interval 50 ms
Data rate 11 Mbps
Basic rate 2 Mbps
ton 1.8 seconds
toff 1.2 seconds
Voice codec G.711 (64Kbps)
Voice packet inter arrival time 20 ms
Voice packet payload 160 bytes
User datagram protocol (UDP) overhead 8 bytes
Realtime transport protocol (RTP) overhead 12 bytes
IP overhead 20 bytes
MAC overhead 20 bytes
Maximum voice packet delay 50 ms
Maximum packet loss rate of voice traffic 1%
Data packet size 1024 bytes
A. Non-realtime traffic
In this subsection, we consider only non-realtime traffic in
the network and compare the throughput, energy consumption,
and delay performance of our proposed scheme with the IEEE
802.11 DCF scheme without power saving (hereafter referred
to as DCF-W) and in power saving mode (PSM).
The beacon interval Tnb for both proposed scheme and PSM
is set to 100ms, which is the value specified for the PSM
[8]. Since the PSM performance significantly depends on the
ATIM window size, we vary the ATIM window size from 2ms
to 10ms, which includes 4ms as specified in the standard [8].
In the proposed scheme, the contention period duration varies,
depending on the contention-free period. However, a minimum
of 2ms is dedicated to the contention period in each beacon
interval to ensure that contending nodes can submit a request
for the demand table even when the network is overloaded.
Other simulation parameters are given in Table II.
We compare the proposed scheme, DCF-W, and PSM as
the network traffic load varies. Packets are generated at each
node according to a Poisson process. The network load is
defined as the aggregate packet generation rate in all the nodes.
Three metrics are used as performance measures to compare
the MAC schemes:
1) Aggregate throughput, which is defined as the total num-
ber of transmitted packets per second in the network;
2) Energy consumption, which is the average energy con-
sumption per packet, and is calculated as the ratio
of total energy consumption to the total number of
transmitted packets in the network;
3) Average packet delay, which is the packet delay averaged
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Fig. 3. Aggregate throughput of the proposed scheme, PSM, and DCF-W.
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Fig. 4. Energy consumption per packet of the proposed scheme, PSM, and DCF-W.
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Fig. 5. Average packet transmission delay of the proposed scheme, PSM, and DCF-W.
over all the data packets transmitted in the network with
packet delay being the duration from the instant that a
packet is ready for transmission to the instant that the
packet is successfully received at the receiver.
Similar metrics are also used as performance measures in [11],
[12], [14], [19], and [26]. Figures 3-5 show the aggregate
throughput, energy consumption, and average packet delay of
the proposed scheme, DCF-W and PSM versus the network
load when there are K = 10, 20, 50 nodes in the network.
It is observed that the PSM performance depends on the
ATIM window size. The PSM throughput is less sensitive
to the ATIM window size when the network is light-loaded.
However, as the traffic load increases, the ATIM window size
significantly affects the PSM throughput. Generally, the ATIM
window size should be adjusted based on the number of the
contending nodes in the network. We consider a PSM scheme
whose ATIM window size is dynamically adjusted to achieve
the highest throughput (here after referred to as best-PSM),
without imposing any overhead on the network. According to
Figure 3, the ATIM size of best-PSM depends on the node
number and is 2ms, 4ms and 8ms for K = 10, K = 20 and
K = 50 nodes in the network respectively. In each scheme,
the maximum achievable throughout decreases as the number
of nodes increases, due to higher contention among nodes that
causes more collision overhead. The results indicate that, for
different network sizes (K = 10,K = 20, and K = 50 nodes),
the proposed scheme provides 18%-23% higher throughput
than the best-PSM and 27%-43% higher than the DCF-W.
Energy consumption per transmitted packet using different
schemes is shown in Figure 4. As the number of nodes
increases, the energy consumption per transmitted packet
increases in each scheme due to more contention and col-
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Fig. 7. Minimum required realtime frame duration to guarantee packet loss
rate no larger than 1%.
lision among nodes. Although the total energy consumption
in each scheme increases as the network load increases, all
the schemes have the highest energy consumption per packet
when the network load is the lowest. It is observed that the
proposed scheme has a significantly lower energy consumption
per transmitted packet, which is 48%-55% of the best-PSM.
Figure 5 demonstrates that the proposed scheme and PSM
have longer average packet delays than the DCF-W, as ex-
pected. When the number of nodes increases and/or the
network load increases, the average packet delay increases
TABLE III
EDCA-W PARAMETERS
Access category CWmin CWmax AIFSN MAX TXOP
Realtime (Voice) 3 7 2 1.504 ms
Non-realtime 15 1023 3 0
(Best Effort)
in each scheme. However, the proposed scheme provides
a significantly lower average packet transmission delay as
compared to the best-PSM.
B. Realtime Traffic
In this subsection, we calculate the minimum required frame
duration that should be assigned to the realtime traffic to
guarantee the required QoS, based on the analytical model
presented in Section IV, and compare it with the simulation
results. Consider the realtime traffic generated by voice codec
G.711 (64 Kbps) at the nodes. Table III lists the voice traffic
parameters. Since a maximum end-to-end delay of 150ms is
recommended in [28] for VoIP and video conferencing, we
restrict the maximum tolerable delay of each voice packet
to 50ms in the wireless network. We set the beacon interval
duration Trb = 50ms, and the maximum tolerable packet error
rate of each voice call δ∗mac = 0.01. Other parameters are
given in Table II.
Figure 6 shows the packet loss rate versus the frame duration
assigned to realtime traffic for different numbers of realtime
nodes based on the analytical model and simulation. It is
evident that there is a good match between the analytical and
simulation results. The packet loss rate decreases almost expo-
nentially as the frame duration increases. Figure 7 shows the
minimum required frame time (T ∗rf ) to guarantee the required
packet loss rate, as the number of nodes with realtime traffic
changes. The required channel time per realtime node (for
constant average traffic load per node) decreases as the number
of realtime nodes increases, due to a higher multiplexing gain.
C. Mixed Realtime and Non-realtime Traffic
Consider both realtime (voice) and non-realtime traffic in
the network. We compare the performance of our proposed
protocol with the Enhanced Distributed Channel Access with-
out power saving mode (here after EDCA-W) which is defined
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PX1X2X3|S(x1, x2, x3|s) =

1, n2 + n3 + n4 ≤M,x1 = n3, x2 = 0, x3 = n4;(
n3
x1
)(
n4
x3
)(
n2
M − x1 − x3
)
(
n2 + n3 + n4
M
) , n2 + n3 + n4 > M,x1 + x2 = n3, x1 + x2 + x3 = M,
0, Otherwise.
(13)
in the IEEE 802.11e standard to provide the QoS guarantee
for realtime traffic. We use default EDCA-W parameters as
specified in the standard, given in Table III. The network
traffic load is evenly distributed between nodes with non-
realtime traffic. Figure 8(a) shows the aggregate throughput
of non-realtime traffic versus the network traffic load as the
number of node with realtime traffic changes, with K = 20.
It is observed that the aggregate throughput of nodes with
non-realtime traffic decreases as the number of nodes with
realtime traffic increases in both proposed scheme and EDCA-
W scheme. The packet loss rate of realtime traffic is illustrated
in Figure 8(b). Figure 8(c) shows the total power consumption
of both realtime and non-realtime traffic. The results show that
both proposed scheme and EDCA-W guarantee the required
packet loss rate of realtime traffic; However, the proposed
scheme has much lower power consumption and provides
significantly higher throughput for non-realtime traffic.
VI. CONCLUSION
In this paper, we present a novel distributed MAC protocol
for fully connected wireless networks. A temporary coordi-
nator node (head node) regulates transmission dynamically
based on the network traffic load condition to reduce energy
consumption. In the proposed protocol, nodes contend once
to transmit a batch of packets, after that they will be assigned
contention free times for transmission. We also present an ana-
lytical model to evaluate the performance of proposed scheme
that enables us to determine the minimum required channel
time to realtime traffic. We compare the proposed scheme with
the DCF scheme of IEEE 802.11 without power saving (DCF-
W), the EDCA scheme of IEEE 802.11e without power saving
(EDCA-W), and a dynamic version of IEEE 802.11 power
saving mechanism, where the ATIM window size is adjusted
dynamically based on the network traffic load conditions to
provide best throughput (best-PSM). The performance mea-
sures include aggregate throughput and average packet delay
of non-realtime traffic, packet loss rate of realtime traffic,
and the total energy consumption in the network. Numerical
results show that the proposed scheme guarantees the QoS
requirement of realtime traffic, significantly reduces the energy
consumption, and considerably enhances the network perfor-
mance in terms of throughput and packet transmission delay in
comparison with the existing protocols. In comparison with the
best-PSM, the newly proposed scheme provides around 20%
higher throughput, 50% less energy consumption, and reduces
the packet transmission delay by half. In this work, we focus
on a fully connected network, in which at each instant only
one node can transmit over the radio channel. An interesting
further research direction is to extend the MAC in a multi-
hop ad hoc network, where non-interfering links can transmit
simultaneously and increasing concurrent transmissions is an
important goal [29].
APPENDIX A
DERIVATION OF PX1X2X3|S(x1, x2, x3|s)
Since all nodes in states 2, 3 and 4 are equally likely to be
scheduled for transmission, PX1X2X3|S(x1, x2, x3, s) can be
obtained as in (13).
APPENDIX B
DERIVATION OF PX4|X1X2X3S(x4|x1, x2, x3, s)
In a contention period, each contending node chooses a
random backoff window size w, uniformly distributed between
[0,W − 1], waits for w mini-slots of idle channel time,
and then transmits a transmission request. Let random vector
w¯(s) = (w1, ..., wn1) denote the back-off times chosen by
the contending nodes, where wi is the backoff window size
chosen by contending node i ∈ {1, 2, .., n1} at system state s
and wi ∈ [0,W − 1]. Denote the set of all possible outcomes
of random vector w¯(s) by W(s). Since nodes choose their
random back-off times independently and uniformly between
[0,W − 1], different outcomes have equal probability and the
size of W(s) is
|W(s)| = Wn1 . (14)
Consider random vector U = (X4, X ′4,Wl), where X4 and X
′
4
are the numbers of successful and collided transmissions re-
spectively during the contention period, and Wl is the backoff
window chosen by node(s) which sends the last transmission
request in the contention period. Let Icp(u, s) denote the
number of mini-slots that channel is idle during the contention
period in system state s when event U = u , (x4, x′4, wl)
occurs. We have
Icp(u, s) = Tcp(s)− (x4 + x′4)tq. (15)
Contending nodes do not initiate transmissions (even if their
back-offs reach zero) if there is not enough time remained in
the contention period to complete at least one request. Thus, in
the system state s and event u, a contending node that has cho-
sen backoff time w > Tcp(s)−tq−(x4+x′4)tq = Icp(u, s)−tq
does not start transmission. Also event u is feasible in system
state s if
(x4 +x
′
4)−1 ≤ wl ≤ wx(u, s) = min(Icp(u, s)− tq,W −1).
(16)
Let Y(u, s) denote a subset of W(s) that leads to event
u in system state s. In the event, there are x4 successful
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requests and x′4 collisions, and the backoff window of node(s)
that had the last transmission is wl; thus, x4 + x′4 − 1
transmissions have backoff w ∈ [0, wl), one transmission
has backoff time w = wl, none of the other nodes has
backoff w ∈ (wl, wx(u, s)] and all other contending nodes
have backoff w ∈ (wx(u, s),W − 1]. In addition, one node
transmits at each successful transmission and at least two
nodes in a collision. Therefore, the size of Y(u, s) is
|Y(u, s)| =
(
wl
x4 + x′4 − 1
)(
x4 + x
′
4
x4
)
n1!
(n1 − x4 − 2x′4)!2x′4
(
W − 1− wx(u, s) + x′4
)n1−x4−2x′4
.
(17)
Using (14) and (17), the probability of event u at system state
s can be calculated by
PU |S(u|s) = |Y(u, s)||W(s)| (18)
and PX4|S(x4|s) can be calculated using (18) as
PX4|S(x4|s) =
∑
x′4,wl
PU |S(u|s). (19)
Since the right side of (19) is independent of x1, x2, and x3,
we have
PX4|X1X2X3S(x4|x1, x2, x3, s) = PX4|S(x4|s). (20)
APPENDIX C
DERIVATION OF PX5...X8|X1...X4S(x5, ..., x8|x1, ..., x4, s)
Let p denote the probability that a realtime call switches
from the off mode to the on mode in one realtime beacon
interval, and q the probability that a realtime call switches
from the on mode to the off mode in one realtime beacon
interval. With the exponentially distributed on and off periods,
we have
p = 1− e−
Trb
toff , q = 1− e−Trbton . (21)
Since the realtime calls are independent on and off periods,
the pmf of transition number due to call status changes can
be calculated as
PX5...X8|X1...X4S(x5, ..., x8|x1, ..., x4, s) =
PX5|X1...X4S(x5|x1, ..., x4, s)PX6|X1...X4S(x6|x1, ..., x4, s)
PX7|X1...X4S(x7|x1, ..., x4, s)PX8|X1...X4S(x8|x1, ..., x4, s)
(22)
where all terms at the right side of (22) have binomial
distribution, as given by
PX5|X1...X4S(x5|x1, ..., x4, s) =(
n2 + x4
x5
)
qx5(1− q)n2+x4−x5 , (23)
PX6|X1...X4S(x6|x1, ..., x4, s) =(
n4 + x2 − x3
x6
)
px6(1− p)n4+x2−x3−x6 , (24)
PX7|X1...X4S(x7|x1, ..., x4, s) =(
n1 − x4
x7
)
qx7(1− q)n1−x4−x7 , (25)
PX8|X1...X4S(x8|x1, ..., x4, s) =(
n5 + x1 + x3
x8
)
px8(1− p)n5+x1+x3−x8 .
(26)
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