Abstract. Let X be a homogeneous polynomial vector field of degree 2 on S 2 . We show that if X has at least a non-hyperbolic singularity, then it has no limit cycles. We give necessary and sufficient conditions for determining if a singularity of X on S 2 is a center and we characterize the global phase portrait of X modulo limit cycles. We also study the Hopf bifurcation of X and we reduce the 16 th Hilbert's problem restricted to this class of polynomial vector fields to the study of two particular families. Moreover, we present two criteria for studying the nonexistence of periodic orbits for homogeneous polynomial vector fields on S 2 of degree n.
Introduction and statement of the main results
A polynomial vector field X in R 3 is a vector field of the form
(1) X = P (x, y, z) ∂ ∂x + Q(x, y, z) ∂ ∂y + R(x, y, z) ∂ ∂z ,
where P , Q and R are polynomials in the variables x, y and z with real coefficients. We denote n = max{deg P, deg Q, deg R} the degree of the polynomial vector field X. In what follows X will denote the above polynomial vector field. Let S 2 be the 2-dimensional sphere {(x, y, z) ∈ R 3 : x 2 + y 2 + z 2 = 1}. A polynomial vector field X on S 2 is a polynomial vector field in R 3 such that restricted to the sphere S 2 defines a vector field on S 2 ; i.e. it must satisfy the equality (2) xP (x, y, z) + yQ(x, y, z) + zR(x, y, z) = 0, for all points (x, y, z) of the sphere S 2 . Let f ∈ R[x, y, z], where R[x, y, z] denotes the ring of all polynomials in the variables x, y and z with real coefficients. The algebraic surface f = 0 is an invariant algebraic surface of the polynomial vector field X if for some polynomial K ∈ R[x, y, z] we have Xf = P ∂f ∂x + Q ∂f ∂y + R ∂f ∂z = Kf . The polynomial K is called the cofactor of the invariant algebraic surface f = 0. We note that since the polynomial system has degree n, then any cofactor has at most degree n − 1. The algebraic surface f = 0 defines an invariant algebraic curve {f = 0} ∩ S 2 of the polynomial vector field X on the sphere S 2 if (i) for some polynomial K ∈ R[x, y, z] we have Xf = P ∂f ∂x + Q ∂f ∂y + R ∂f ∂z = Kf , on all the points (x, y, z) of the sphere S 2 , and (ii) the intersection of the two surfaces f = 0 and S 2 is transversal; i.e. for all points (x, y, z) ∈ {f = 0} ∩ S 2 we have that (x, y, z) ∧ ∂f ∂x , ∂f ∂y , ∂f ∂z = 0, where ∧ denotes the vector cross product in R 3 .
Again the polynomial K is called the cofactor of the invariant algebraic curve {f = 0} ∩ S 2 . Note that, if a curve {f = 0} ∩ S 2 satisfies the above definition, then it is formed by trajectories of the vector field X. This justifies to call {f = 0} ∩ S 2 an invariant algebraic curve, since in this case it is invariant under flow defined by X on S 2 . The equation of a plane in R 3 is given for ax + by + cz + d = 0. Any circle on the sphere lies in a plane ax + by + cz + d = 0, where we can assume that a 2 + b 2 + c 2 = 1 and 0 ≤ −d < 1. If the invariant algebraic curve {f = 0} ∩ S 2 is contained in some plane, then we say that {f = 0} ∩ S 2 is an invariant circle of the polynomial vector field X on the sphere S 2 . Moreover, if the plane contains the origin, then {f = 0} ∩ S 2 is an invariant great circle. Let U be an open subset of R 3 . Here a nonconstant analytic function H : U → R is called a first integral of the system on U if it is constant on all solutions curves (x(t), y(t), z(t)) of the vector field X on U ; i.e. H(x(t), y(t), z(t)) = constant for all values of t for which the solution (x(t), y(t), z(t)) is defined in U . Clearly H is a first integral of the vector field X on U if and only if XH ≡ 0 on U . If X is a vector field on S 2 , the definition of first integral on S 2 is the same substituting U by U ∩ S
2 . In what follows we say that two phase portraits of the vector fields X 1 and X 2 on S 2 are (topologically ) equivalent, if there exists a homeomorphism h : S 2 → S 2 such that h applies orbits of X 1 into orbits of X 2 , preserving or reversing the orientation of all orbits. Similarly we define (topological) equivalence in the Poincaré disc, see Section 2 for a definition.
In [11] we studied homogeneous polynomial vector fields of degree 2 on S 2 , and we determined the maximum number of invariant circles when it has finitely many invariant circles. Moreover, we characterized the global phase portraits of these vector fields when they have finitely many invariant circles. Camacho [2] in 1981 proved some properties of this kind of vector fields, see also [10] . One of the results that can be found in [11] and that will be necessary in this paper is given below. Proposition 1. Let X be a homogeneous polynomial vector field of degree 2 on R 3 . Then X is a polynomial vector field on S 2 if and only if the system associated to it can be written as (3)ẋ = P (x, y, z) = a 1 xy + a 2 y 2 + a 3 z 2 + a 4 xz + a 5 yz, y = Q(x, y, z) = −a 1 x 2 − a 2 xy + a 6 z 2 + a 7 xz + a 8 yz, z = R(x, y, z) = −a 4 x 2 − a 8 y 2 − (a 5 + a 7 )xy − a 3 xz − a 6 yz.
The main results of this paper are the following ones. The next theorem characterizes the centers of the quadratic homogeneous polynomial vector fields on S 2 .
Theorem 2. Let X be a homogeneous polynomial vector field on S 2 of degree 2 and let p = (0, 0, −1) be a singularity of X; i.e. the system associated to X can be written in the form (3) with a 3 = a 6 = 0. Then p is a center of X if and only if a 8 = −a 4 , a 2 4 + a 7 a 5 < 0 and a 4 (a 2 1 − a 2 2 ) + a 1 a 2 (a 5 + a 7 ) = 0. Theorem 2 will be proved in Section 4. In the next two results we provide sufficient conditions for the non-existence of periodic orbits (and in particular of limit cycles) for homogeneous polynomial vector fields on S 2 of arbitrary degree. For more details on limit cycles see [13] . We use the notationF (u, v) = F (2u, 2v, u 2 + v 2 − 1), where F ∈ R[x, y, z].
Theorem 3. Let X = (P, Q, R) be a homogeneous polynomial vector field on S 2 . Then X has no periodic orbits if at least one of following conditions is satisfied. Theorems 3 and 4 will be proved in Section 5. The following theorem characterizes the phase portraits of quadratic homogeneous polynomial vector fields on S 2 having at least one non-hyperbolic singularity.
Theorem 5. Let X be a homogeneous polynomial vector field on S 2 of degree 2.
(a) If X has a linearly zero singularity, then its phase portrait is equivalent to the phase portrait of Figure 1 
. (b) If X has a nilpotent singularity, then its phase portrait in the Poincaré disc is equivalent to one of the phase portraits of Figures 2 or 3. (c) If X has a center, then its phase portrait in the Poincaré disc is equivalent to one of the phase portraits of Figures 5 or 6. (d) If X has a semi-hyperbolic singularity, then its phase portrait in the Poincaré disc is equivalent to one of the phase portraits of Figures 7 or 8.
We note that the unique non-hyperbolic singularity which does not appear explicitly in the statement of Theorem 5 is a weak focus. Such singularities can appear in the quadratic homogeneous polynomial vector fields on S 2 and such vector fields are studied in Theorems 8 and 9. Hence, from Theorem 5 it follows immediately. Corollary 6. Let X be a homogeneous polynomial vector field on S 2 of degree 2. If X has at least a non-hyperbolic singularity on S 2 different from a weak focus, then X has no limit cycles on S 2 .
Theorem 5 and Corollary 6 will be proved in Section 6.
In the next theorem we give an upper bound for the number of singularities of homogeneous polynomial vector fields on S 2 of arbitrary degree.
Theorem 7. Let X = (P, Q, R) be a homogeneous polynomial vector field on S 2 of degree n. If X has finitely many singularities on S 2 , then X has at most 2(n 2 −n+1) singularities on S 2 .
Theorem 7 will be proved in Section 7. The following theorem characterize modulo limit cycles the phase portraits of quadratic homogeneous polynomial vector fields on S 2 having non-degenerate singularities. 
with a 1 = 0, a 2 (a 5 + a 7 ) − a 1 a 8 = 0 and −a 5 a 7 < 0.
Theorem 9 will be proved in Section 9.
We have reduced the possible existence of limit cycles to two families; more precisely, the families (38) and (40). In Theorem 9 we have proved that family (40) has for some values of the parameters limit cycles. Finally in the last section we conjecture that family (38) has no limit cycles.
Poincaré disc
Let X be a homogeneous polynomial vector field on S 2 , then the differential system associated to it is invariant with respect to the change of variables (x, y, z, t) → (−x, −y, −z, −t) if its degree is even, or with respect to (x, y, z, t) → (−x, −y, −z, t) if its degree is odd. Thus, in particular the phase portrait of X at the northern hemisphere of S 2 is symmetric with respect to the origin of the sphere to the phase portrait at the southern hemisphere with the time reverse if the degree of X is even, or with the same time if the degree of X is odd. We now project the northern hemisphere of S 2 orthogonally onto the plane Π containing the equator of S 2 , i.e. S 1 . The orbits of X on the northern hemisphere of S 2 are mapped onto certain curves of the unit disc of Π. We call this unit disc, together with the corresponding induced phase portrait, the Poincaré disc. Now we consider the homogeneous polynomial vector field X = (P, Q, R) of degree m. We identify R 2 as the tangent plane to the sphere S 2 at the point p = (a, b, c), i.e with the plane ax + by + cz − 1 = 0, where
Suppose that c = 0, then we denote the points of
That is, π is the inverse map of the central projection
The homogeneous polynomial system X on S 2 becomes, through the central projection π −1 , the differential systeṁ
Since X is a homogeneous polynomial vector field of degree m we have thaṫ
If t denotes the independent variable in the above differential system, then this system becomes polynomial introducing the new independent variable s through ds = (
Now in the case a = 0 the central projection (4) induces a polynomial vector field on the plane ax + by + cz − 1 = 0 determined by
and in the case b = 0 we obtain
The proof of the next two propositions can be found in [17] .
Proposition 10. Let X = (P, Q, R) be a homogeneous polynomial vector field of degree m on S 2 . Then the planar vector field induced from X through the central projection (4) on the plane ax + by + cz − 1 = 0 with a 2 + b 2 + c 2 = 1 has degree m if and only if the great circle {ax + by + cz = 0} ∩ S 2 is an invariant circle of X.
In general we will consider the case (a, b, c) = (0, 0, −1). Thus (5) becomes
In particular if X is a homogeneous polynomial vector field on S 2 of degree 2 associated to (3), then (8) becomes
Proposition 11. Let X be a homogeneous polynomial vector field on S 2 of degree m, and let f ∈ R[x, y, z] be a homogeneous polynomial of degree n such that f (x, y, 0) ≡ 0. Then f = 0 is an invariant algebraic surface of X if and only if f (u, v, −1) = 0 is an invariant algebraic curve of the polynomial planar vector field given by (8) induced from X through the central projection (4).
The next results jointly with their respective proofs can be found in Camacho [2] or in [17] .
Proposition 12. Let X be the vector field associated to (3), and let s 1 , −s 1 ∈ S 2 be saddle points of X with a common separatrix l, then l is contained in a great circle passing through s 1 and −s 1 .
Stereographic projection
We identify R 2 as the plane ax + by + cz = 0 with a 2 + b 2 + c 2 = 1. Suppose that c = 0, then we denote the points of R 2 as (u, v, −(au + bv)/c).
That is, π is the inverse map of the stereographic projection π −1 :
Through the stereographic projection π −1 the homogeneous polynomial system X on S 2 becomes the differential systeṁ
If t denotes the independent variable in the above differential system, then this system becomes polynomial introducing the new independent variable s through ds
Now the dot denotes derivative with respect to the variable s. In the cases a = 0 the stereographic projection (10) induces a polynomial vector field on the plane ax + by + cz = 0 determined by
and in the case b = 0 we get
The planar vector field induced by the stereographic projection (10) on the plane ax + by + cz = 0 with a 2 + b 2 + c 2 = 1 will be called the stereographic projection of the vector field X = (P, Q, R) at the point (a, b, c) ∈ S 2 . In general we will consider the case (a, b, c) = (0, 0, 1). Thus (11) becomes
The proof of the next proposition can be find in [12] or in [17] . 4. Classification of centers of the quadratic homogeneous polynomial vector fields on S
2
The classification of the centers of the quadratic homogeneous polynomial vector fields on S 2 is equivalent to the classification of the centers of system (9) induced from (3) by the central projection (4). Proposition 14. Let X be a homogeneous polynomial vector fields on S 2 of degree 2. Then the system associated to X can be written in the form (3) with a 3 = a 6 = 0.
Proof. By the Poincaré-Hopf theorem (see [14] ), a system on S 2 always have at least one singularity. Therefore, we can suppose that (3) has a singularity at (0, 0, −1), because we can do a rotation of SO(3) which preserves all the properties of X. Hence, without loss of generality (0, 0) is a singularity of (9) . This means that we can suppose that in (3) a 3 = a 6 = 0.
By Proposition 14, (9) becomes
Let X = (P, Q). Consider the linear part of X on (0, 0), i.e. Figure 1 . The phase portrait of system (3) for a 3 = a 4 = a 5 = a 6 = a 7 = a 8 = 0.
and denote by tr(D X(0, 0)) = −a 4 − a 8 and det(D X(0, 0)) = a 4 a 8 − a 5 a 7 its trace and its determinant. If (0, 0) is a center of (15), then after a linear change of variables and a rescaling of the time variable, it can be written in one of the following three forms:ṙ
called a linear type center;ṙ
called a linearly zero center, where P 2 , Q 2 are polynomials with terms bigger or equal than 2. We say that p = (0, 0, −1) is a linear type center of X if (0, 0) is a linear type center of (15) . In the same way we define nilpotent centers and linearly zero centers of X. Proof. By hypothesis system (3) becomeṡ
Therefore, the phase portrait of (3) is equivalent to Figure 1 . Hence (0, 0) is not a center of X. Let ϕ(r) = α 1 r + α 2 r 2 + · · · the solution of s + P 2 (r, s) = 0. Therefore, α 1 = 0 and α 2 = (a 1 a 4 + a 2 a 7 )/a 7 . If α 2 = 0, then in the above system (0, 0) cannot be a center because in this case it is not an isolated singularity. Now, if α 2 = 0, substituting ϕ in ψ(r) = Q 2 (r, ϕ(r)) we obtain that ψ(r) = β 2 r 2 + · · · , where
)(a 4 a 1 + a 7 a 2 ))/(a 4 a 7 ). Hence, as β 2 = 0, it follows, by Theorem 67 of page 362 of [1] , that (0, 0) is not a center. Now, we have to study the case a 2 4 + a 5 a 7 = 0, a 4 a 7 = 0 and |a 4 | + |a 5 | + |a 7 | = 0. Therefore, we have two possibilities a 4 = a 5 = 0, a 7 = 0 and a 4 = a 7 = 0, a 5 = 0 for system (15) . But, as these two possibilities are equivalent by the change of variables (u, v) → (v, u), we need to study only the last one. Therefore, after a rescaling of time given by dτ = −a 5 dt in (15), we obtain a system of the form
Note that a 1 = 0 in (17) , otherwise (0, 0) is not an isolated singularity. As in the previous case, we have that ϕ(u) ≡ 0 is the solution of v + P 2 (u, v) = 0 and 
As usual the divergence of the vector field X is defined by
The first integral H associated to the integrating factor F is given by
where h(x) is chosen in order that it satisfies
Conversely, given a first integral H of the system associated to X we always can find an integrating factor F such that ∂H ∂y = F P and
an analytic function which is not identically zero on U . The function V is an inverse integrating factor of the polynomial system (18) on U if
We note that {V = 0} is formed by orbits of system (18) and F = 1/V defines on U \ {V = 0} an integrating factor of (18) .
Proof of Theorem 2. We have that if tr(D X(0, 0)) = 0 and det(D X(0, 0)) > 0, i.e. a 8 = −a 4 and a 2 4 + a 7 a 5 < 0, then the origin can be a linear type center or a weak focus. Note that in this case a 5 a 7 = 0. Hence, doing the change of variables u = − −(a 2 4 + a 7 a 5 )r/a 7 + a 4 s/a 7 , v = s and introducing the new time variable τ through dτ = −(a 2 4 + a 7 a 5 ) dt system (15) can be written as
where P 2 , P 3 , Q 2 and Q 3 are respectively the homogeneous parts of degree 2 and 3 of the above system. We have that the origin of this system is a center if and only if its Lyapunov coefficients V i are zero. Therefore, we have to determine the Lyapunov coefficients V i that can be obtained from
where
H j (r, s) and H j are homogeneous polynomial of degree j.
We will show that if
From the homogeneous part of degree two, three and four of (22), we obtain the following system (23)
Solving system (23), we obtain that
3/2 ). Now, as a 
This system is invariant with respect to the change of variables (u, v, t) → (−u, v, −t), i.e. it is symmetric with respect to the straight line u = 0. Therefore, in this case (0, 0) is a center. Case 2: a 2 = 0 and a 1 = 0. Then a 4 = 0. In this case system (15) becomes
We have that system (25) becomes (24) by the change of variables (u, v) → (v, u). Therefore, this case is equivalent to Case 1. Case 3: a 1 = a 2 = 0. In this case system (15) becomes
This system has a first integral given by
As H is defined in (0, 0), it follows that in this case (0, 0) is a center. Case 4: a 1 a 2 = 0. In this case
this case is equivalent to Case 1 doing the orthogonal linear change of variables
where the a i 's denote the coefficients of X in the variables (x, y, z) satisfying the hypothesis. In fact, denoting byã i the coefficients of system (3) in the variables (x,ỹ,z), we have thatã 1 =ã 3 =ã 4 =ã 6 =ã 8 = 0,ã 2 = − a 2 2 + a 2 1 ,ã 5 = (a 1 a 7 − a 2 a 4 )/a 1 ,ã 7 = −(a 1 a 4 + a 2 a 7 )/a 2 . Note thatã 2 = 0 andã 5ã7 < 0. This completes the proof of the theorem.
5.
Two criteria for determining the nonexistence of limit cycles for homogeneous polynomial vector fields on S 2 Let X = (P, Q, R) be a homogeneous polynomial vector field on S 2 of degree m. The next proposition will be necessary for proving the results of this section, see its proof in [11] .
Let (a, b, c) ∈ S 2 , we can suppose that X does not have a limit cycle such that (a, b, c) belongs it, because we can do a rotation of SO (3) which preserves all properties of X. Hence, the study of the existence of limit cycles of X on S 2 is equivalent to study the existence of limit cycles of the planar vector field induced by X through the stereographic projection (10) at the point (a, b, c). We will consider the cases when (a, b, c) is the point (0, 0, 1), i.e. the planar vector field determined by system (14) . We denote this planar vector field bȳ X = (P ,Q) = (P + uR,Q + vR).
. Now we state a result that can be found in [8] and that will be necessary for the proof of Theorem 3.
, and γ is not contained in a period annulus of (P, Q). Moreover, if the vector field (P, Q) is analytic, then γ is a limit cycle.
Proof of Theorem 3.
Consider the function f (u, v) = u 2 +v 2 +1. Using the previous notation we have that
Note that, by Proposition 18, 2uP + 2vQ + (u 2 + v 2 − 1)R = 0. Therefore,
Therefore, f = 0 is an invariant algebraic curve ofX andR is its cofactor. Using the notation of Theorem 19 we assume that γ is a periodic orbit ofX. Now, ifR does not change sign in R 2 , then γR dt = 0, and since
f (u, v) = 0} = ∅, by Theorem 19X does not have periodic orbits. Hence, X does not have periodic orbits on S 2 . This proves statement (a). Now we will prove statement (b). Note that
Therefore, if (P ,Q), ∇R |R =0 does not change sign, then the vector fieldX is transversal to the curveR = 0, so there are no periodic orbits ofX intersecting the curveR = 0. Hence, if X has a periodic orbit γ, then γ ⊂ R 2 \ {R = 0}. Thus, γR dt = 0, and so by Theorem 19 we get
Therefore,X does not have periodic orbits, i.e. X does not have periodic orbits on S 2 .
From the proof of Theorem 3 we have:
We see in the beginning of this section that the study of the existence of limit cycles of homogeneous vector fields X on S 2 is equivalent to study the existence of limit cycles of the planar vector fields induced by X through the stereographic projection at the point (a, b, c). But sometimes it is necessary to do a rotation in order that (a, b, c) does not belong to a limit cycle of X. In fact, if (a, b, c) belongs to the limit cycle γ then, as the phase portrait of X is symmetric with respect to the origin, we have that −(a, b, c) ∈ −γ = {−(x, y, z) : (x, y, z) ∈ γ}. If degree of X is even, by Proposition 4 of [12] , γ = −γ. Therefore, if the degree of X is even, it is not necessary to do a rotation. Now if degree of X is odd, by Proposition 6 of [12] we know that the case γ = −γ is possible. Now, we will consider the the planar vector fieldsX i , i = 1, 2, 3, determined by systems (5), (6) and (42), i.e.
Proof of Theorem 4. First we will prove statement (a). Consider the function
Using the previous notation we have that
Note that, by Proposition 18, (u + a)
Hence, f 1 = 0 is an invariant algebraic curve ofX 1 and −2K 1 is its cofactor.
Using the notation of Theorem 19 we assume that γ is a periodic orbit ofX 1 . Now, ifK 1 does not change sign in R 2 , then γK 1 dt = 0, and since {(u, v) ∈ R 2 :
f 1 (u, v) = 0} = ∅, by Theorem 19X 1 does not have periodic orbits. Hence, X does not have periodic orbits on S 2 . This proves statement (a). Now we will prove statement (b). Note that
does not change sign, then the vector fieldX 1 is transversal to the curveK 1 = 0, so there are no periodic orbits ofX 1 intersecting the curveK 1 = 0. Hence, if X has a periodic orbit γ, then γ ⊂ R 2 \{K 1 = 0}. Thus, γK 1 dt = 0, and so by Theorem 19 we get
Therefore,X 1 does not have periodic orbits, i.e. X does not have periodic orbits on S 2 . The proof of the other statements is similar replacing f 1 by
in the statements (c), (d) and by
in the statements (e), (f ). ¿From the proof of Theorem 4, using the previous notation, we have the following corollaries:
Corollary 21. The algebraic curve f i = 0 is an invariant algebraic curve of vector fieldX i with cofactor K fi = −2K i , for i = 1, 2, 3.
Corollary 22. In the assumptions of Theorem 4, if C is a periodic orbit, then C is the unique periodic orbit of
We say that an orbit γ of a homogeneous polynomial vector field on S 2 is convex if for any p ∈ γ the great circle tangent to γ at p intersects γ only at p, or γ is entirely contained in the great circle.
Proposition 23. Let X = (P, Q, R) be a quadratic homogeneous polynomial vector field on S 2 . Any great circle in S 2 has at most four tangencies with the orbits of X or is formed by orbits of X.
Proposition 24. Let X be a homogeneous polynomial vector field on S 2 of degree 2. Any periodic orbit of X on S 2 is convex.
Propositions 23 and 24 also can be found in Camacho [2] or [17] . By Proposition 24 we have that in the case that X has degree 2 the hypotheses of Theorem 4 is not necessary, i.e. we can suppose that all periodic orbits of X are contained on the hemisphere determined by the plane ax + by + cz = 0 such that (a, b, c) belongs it.
6. Phase portraits for homogeneous polynomial vector fields on S 2 of degree 2 having some non-hyperbolic singularity Let p be a singularity of a homogeneous polynomial vector field X on S 2 of degree 2. By Proposition 14, we can suppose without loss of generality that p = (0, 0, −1), then the classification of singularities of X is equivalent to the classification of singularities of (15) at the origin.
Using the notation of the previous section we say that p is a hyperbolic singularity of X if the eigenvalues of D X(0, 0) have real part distinct of zero. We say that p is a non-degenerate singularity if det(D X(0, 0)) = a 4 a 8 − a The next result will be necessary for proving the results of this section and its proof can be found in [11] .
Proposition 25. Let X be a homogeneous polynomial vector field of degree 2 on S 2 . Suppose that X has at least one invariant circle on S 2 , then X has no limit cycles.
Proof of Theorem 5. Statement (a) is exactly Proposition 15. Therefore, we have to prove only statements (b), (c) and (d).
In what follows, by Proposition 14, we can suppose that the system associated to X = (P, Q, R) is in the form (3) with a 3 = a 6 = 0. Therefore, if R ≡ 0 then the equator of S 2 , i.e. S 1 is not invariant by X, because z is not a factor of R. Hence, in this case, on the Poincaré disc associated toX we represent S 1 by a circle formed by dots.
In the case that X has a nilpotent singularity, to determine its phase portrait, from the proof of Proposition 16, it is sufficient to study the systems
with a 4 a 7 = 0, and
with a 5 = 0. Now system (27) is equivalent to system (28) by the orthogonal linear change of variables
where a i are the coefficients of system (27). Denoting byã i the coefficients of system (27) in the variables (x,ỹ,z), we have thatã
)/a 7 . Note thatã 5 = 0. Therefore, we have to study only system (28) or equivalently system (17) induced from it by the central projection. We distinguish two cases. 
Then, by Theorem 67 of page 362 of [1] it follows that (0, 0) is a cusp. In the case a 2 = 0 the vector field X determined by system (28) does not have singularities on S 1 . Moreover, X has four singularities (0, 0, ±1), (0, a 5 /( a 2 2 + a 2 5 ), −a 2 /( a 2 2 + a 2 5 )) and (0, −a 5 /( a 2 2 + a 2 5 ), a 2 /( a 2 2 + a 2 5 )) corresponding to the singularities (0, 0) and (0, a 5 /a 2 ) of (17) . We have that the eigenvalues associated to (0, a 5 /a 2 ) are (−a 1 ± a 2 1 − 4(a 2 2 + a 2 5 ))/2a 2 . Thus, (0, a 5 /a 2 ) can be a node or a focus of (17) . Now, by the orthogonal linear change of variables
the system associated to X becomes
Note that in these coordinates the singularity (0, a 5 /( a 2 2 + a 2 5 ), −a 2 /( a 2 2 + a 2 5 )) correspond to the point (0, 0, −1). Hence, using the notation of Section 5, we have
Thus,R does not change sign and by Theorem 3, X does not have periodic orbits on S 2 . So the phase portrait ofX on the Poincaré disc is equivalent to one of Figure 2 .
In the case a 2 = 0 the vector field X has four singularities given by (0, 0, ±1) and (0, ±1, 0). The eigenvalues associated to the last two singularities are 0, (a 1 ± a 2 1 − 4a 2 5 )/2 and 0, −(a 1 ± a 2 1 − 4a 2 5 )/2, respectively. Therefore, these singularities can be nodes or foci. Now, substituting a 2 = 0 in the above change of coordinates we obtain that in this case the system associated to X is equivalent to system (29) with a 2 = 0. Therefore, by the previous argument, we have that X does not have limit cycles on S 2 . Thus, the phase portrait ofX on the Poincaré disc is equivalent to the one of Figure 3 . Case 2: a 1 = 0. In this case we have that (17) has the straight line of singularities v = 0 and, so X has an invariant circle formed by singularities determined by the intersection of the plane y = 0 with S 2 . Moreover, H(x, y, z) = a 5 y − a 2 z is a first 2 )+a 1 a 2 (a 5 +a 7 ) = 0. Moreover, by the proof of Theorem 2, for characterizing the phase portrait of X we have to study only systems (24) and (26). Therefore, we distinguish the following two cases.
Case 3: a 1 = 0 and a 2 = 0. Then a 4 = 0. This case correspond to system (24). First we suppose that a 7 = −a 5 . In this case X has only two singularities on S 1 , given by (±1, 0, 0) having eigenvalues {0, −(a 2 ± a 2 2 − 4(a 2 7 + a 5 a 7 ))/2} and {0, (a 2 ± a 2 2 − 4(a 2 7 + a 5 a 7 ))/2}, respectively. The system induced by X through the central projection, i.e. system (24) has a center in (0, 0) and another singularity (0, a 5 /a 2 ) with eigenvalues ± −(a 2 2 + a 2 5 )(a 2 5 + a 5 a 7 )/a 2 . Note that
because a 5 a 7 < 0 and a 5 + a 7 = 0. Therefore, if the singularities on S 1 are saddles, then (0, a 5 /a 2 ) is a center because system (24) is invariant with respect to the change of variables (u, v, t) → (−u, v, −t). Now if (0, a 5 /a 2 ) is a saddle, then the singularities of X on S 1 can be nodes or foci. Note that if a 2 , where f ± (x, y, z) = y +2a 7 z/(−a 2 ± a 2 2 − 4(a 2 7 + a 5 a 7 )), are invariant circles of X on S 2 with cofactors K ± (x, y, z) = (−a 2 ± a 2 2 − 4(a 2 7 + a 5 a 7 ))x/2. Therefore, in the case that the singularities of X on S 1 are either saddles or nodes, then X has at least an invariant circle on S 2 . Hence, by Corollary 25 X has no limit cycles on S 2 . Thus, in this case, the phase portrait of X on the Poincaré disc is equivalent to the one of Figures 5 (a) or (b) on S 2 . Now, we consider the planar vector field induced by X through the stereographic projection (10) at the point (0,0,1), i.e. we consider system (14) which in this case (a) (b) (c) Figure 5 . Phase portrait of Case 3: a 1 = a 4 = 0, a 2 = 0 and
This system has an inverse integrating factor (see Remark 17) given by
Note that que the roots of
Therefore, if a Now if a 7 = −a 5 , then the system associated to X becomeṡ x = y(a 2 y + a 5 z),ẏ = −x(a 2 y + a 5 z),ż = 0.
Therefore, the phase portrait of X on S 2 in this case is equivalent to Figure 4 (a).
Case 4: a 1 = a 2 = 0. This case correspond to system (26). We claim that we can reduce to the case a 4 = 0. Now we prove the claim. In fact, consider the system associated to X on S 2 , i.e. system (3) with a 1 = a 2 = a 3 = a 6 = 0, a 8 = −a 4 and a 
2 (a 
2 , it follows that β > 0, γ > 0. Moreover, we have thatã 1 =ã 2 =ã 3 =ã 4 =ã 6 =ã 8 = 0, a 7 ) ). Note that a 5ã7 < 0. 
. Note thatã 5ã7 < 0. In short, the claim is proved. Now we study the case a 4 = 0 and a 5 +a 7 = 0, X has six singularities on S 2 given by (±1, 0, 0), (0, ±1, 0) and (0, 0, ±1). The eigenvalues associated to the singularities (±1, 0, 0) and (0, ±1, 0) are {0, ± −(a 2 7 + a 5 a 7 )} and {0, ± −(a 2 5 + a 5 a 7 )}, respectively. As a 5 a 7 < 0, from (30) in this case if two of these opposite singularities are saddles the other two have complexes eigenvalues and they are foci or centers. In fact, they are centers. Suppose that −(a 2 5 + a 5 a 7 ) < 0. By the change of variables (x, y, z) → (x, z, y) the system associated to X becomes (32)ẋ = a 5 zy,ẏ = −(a 5 + a 7 )zx,ż = a 7 yx.
By Theorem 2, the singularities (0, 0, ±1) are centers of the above system. Hence, (0, ±1, 0) are centers of X. Similarly if −(a 2 7 + a 5 a 7 ) < 0, by the change of variables (x, y, z) → (z, y, x), we conclude that (±1, 0, 0) are centers of X. Hence, the phase portrait of X on the Poincaré disc is equivalent to Figure 6 .
If a 4 = 0 and a 7 = −a 5 , then the system associated to X becomeṡ x = a 5 yz,ẏ = −a 5 xz,ż = 0.
Therefore, the phase portrait of X on S 2 in this case is equivalent to Figure 4 (b). We note that the study of system (32) is called by some authors (see [6] ) the Euler Problem. Now we prove statement (d). If X has a semi-hyperbolic singularity then, by definition, for determining its phase portrait we have to study system (15) with a 4 + a 8 = 0 and a 4 a 8 − a 5 a 7 = 0. We can divided the proof in three cases. First case a 4 = a 5 = 0 and so a 8 = 0. Second case a 4 = a 7 = 0 and so a 8 = 0. Third case a 8 = a 5 a 7 /a 4 and a 4 = −a 8 . However, we need study only the first case because the last two cases are equivalent to it by a rotation of the variables. In fact, if the coefficients of X satisfy the second or the third cases, then by the orthogonal linear change of variables (x, y, z) = M i (x,ỹ,z), i = 1, 2, where ). These singularities correspond to the singularities (0, 0) and (−a 7 /a 1 , 0) of system (15) . Doing the change of variables u = −a 8 r/a 7 , v = r + s and introducing the new time variable τ through dτ = −a 8 dt system (15) can be written as
If a 2 a 7 −a 1 a 8 = 0, we have that ϕ(r) = ((a 2 a 7 −a 1 a 8 )(a , respectively. Therefore, (−a 7 /a 1 , 0) can be a node or a focus of system (15) . Now, by the orthogonal linear change of variables
the system associated to X becomeṡ
Note that in these coordinates the singularity (−a 7 /( a 2 1 + a 2 7 ), 0, −a 1 /( a 2 1 + a 2 7 )) corresponds to the point (0, 0, −1). Hence, using the notation of Section 5, we have thatR(u, v) = R(2u, 2v, u 2 + v 2 − 1) = 4(a 2 a 7 − a 1 a 8 )/ a 2 1 + a 2 7 u 2 . Hence,R does not change sign and by Theorem 3, X does not have limit cycles on S 2 . So the phase portrait of X on the Poincaré disc is equivalent to one of Figure 7 . Note that the separatrices of the hyperbolic sectors of the diametrally opposite saddles-nodes can be connect or not, see Now if a 7 a 2 − a 8 a 1 = 0, system (33) has a straight line of singularities passing though the origin. Note that H(x, y, z) = a 7 x + a 1 z is a first integral of X and {H = 0} ∩ S 2 is a circle of singularities. So the phase portrait of X is equivalent to Figure 4 
(b).
Case 6: a 7 = 0 and a 1 = 0. So (0, 0, ±1) are the unique singularities of X on S 2 . Introducing the new time variable τ through dτ = −a 8 dt system (15) can be written in the formu
We have that v = ϕ(u) = −a 1 u 2 /2a 8 + · · · is the solution of v + Q 2 (u, v) = 0. Hence, ψ(u) = P (u, ϕ(u)) = a (15). Now we consider the planar vector field induced by X through the stereographic projection of (10) at the point (0, 0, 1), i.e. we consider system (14) Sinceṡ | s=0 = −4a 1 r 2 , the orbits of vector field determined by system (34) intersect the straight line s = 0 always in a unique direction except at the point (r, s) = (0, 0), i.e s = 0 is transversal to the flow of system (34) except at the origin. Thus, X = (P, Q, R) does not have limit cycles on S 2 . We also can apply Theorem 3 of Section 5 to give another proof of this fact. Then, it is sufficient to see that R(u, v) = R(2u, 2v, u 2 + v 2 − 1) = −4a 8 v 2 does not change sign. Hence, the phase portrait of X on the Poincaré disc is equivalent to Figure 8 .
Case 7: a 7 = 0 and a 1 = 0. We have that {y = 0} ∩ S 2 is a circle of singularities of X. As H(x, y, z) = a 8 x + a 2 z is a first integral of X, it follows that phase portrait of X is equivalent to Figure 4 
(a).
Case 8: a 7 = 0 and a 1 = 0. Assume that a 2 = 0, then X has only four singularities on S 2 , (0, 0, ±1) and (±1, 0, 0). The singularities (0, 0, ±1) correspond to the singularity (0, 0) of system (15) . Doing the change of variables u = −a 8 r/a 7 , v = r + s and introducing the new time variable τ through dτ = −a 8 dt system (15) can be Since a 2 = 0 we have that s = ϕ(r) = (a 2 (a 35). Now, the singularities (±1, 0, 0) have eigenvalues {0, −(a 2 ± a 2 2 − 4a 2 7 )/2 and {0, (a 2 ± a 2 2 − 4a 2 7 )/2, respectively. Therefore, (±1, 0, 0) can be nodes or foci of X = (P, Q, R) restricted to S 2 . Now, using the notation of Section 5 and doing the change of variables (x, y, z) −→ (z, y, x), we have that X becomes (P, Q, R) = (R(z, y, x), Q(z, y, x), P (z, y, x)) and soR(u, v) = P (u 2 + v 2 − 1, 2v, 2u) = 4a 2 v 2 . Hence,R does not change sign and by Theorem 3, X does not have limit cycles on S 2 . So the phase portrait of X on the Poincaré disc is equivalent to one of Figures 9. Note that the separatrices of the hyperbolic sectors of the diametrally opposite saddles-nodes can be connect or not, see Figures 5 and 6 of [11] . Now if a 2 = 0, X has a circle of singularities on S 2 determined by the intersection of the plane a 7 x + a 8 y = 0 with S 2 . Note that H(x, y, z) = x is a first integral of X. So the phase portrait of X is equivalent to Figure 4 (a) .
Proof of Corollary 6.
It is a straightforward consequence of the proof of Theorem 5.
Singular points of homogeneous polynomial vector fields of CP

2
In this section we present arguments and results which go back to Darboux [4] , see also [3] . First we recall that CP Usually in the literature a projective 1-form ω is called a Pfaff algebraic form of degree m + 1 of CP 2 , see for more details Jouanolou [12] . Let F (X, Y, Z) be a homogeneous polynomial of degree n in the variables X, Y , Z and coefficients in C. Then F (X, Y, Z) = 0 is an algebraic curve of
Since the three coordinates of p cannot be zero, without loss of generality we can assume that p = (0, 0, −1). Then suppose that the expression of F (X, Y, Z) restricted to Z = −1 is Suppose that for d > 0 we have that
are different straight lines, called tangent lines to F = 0 at the point p, r i is the multiplicity of the tangent line L i at p. For d > 1 we say that p is an ordinary multiple point if the multiplicity of all tangents at p is 1, otherwise we say that p is a non-ordinary multiple point.
Let F = 0 and G = 0 be two algebraic curves and p a point of CP 2 . We say that F = 0 and G = 0 intersect strictly at p, if F = 0 and G = 0 do not have any common component which pass through p. We say that F = 0 and G = 0 intersect transversally at p if p is a simple point of F = 0 and G = 0, and the tangent to F = 0 at p is distinct to the tangent to G = 0 at p. The proof of the following two theorems can be found in [7] . Let F i = 0, for i = 1, . . . , s, be algebraic curves and p a point of CP 2 . We define the multiplicity or number of intersection of the curves
2 is a singular point of a projective 1-form
The proof of the next two results can be found in [4] or [17] . 
Proposition 29. (Darboux Proposition) For any projective 1-form of degree m+1 of CP 2 having finitely many singular points we have that its number of singular points taking into account their multiplicities or numbers of intersection satisfies
Proof of Theorem 7. We have that X induce a projective 1-form ω on CP 2 of degree n given by ω = P dX + QdY + RdZ. Therefore, by the Darboux Proposition, ω has (n − 1) 2 + (n − 1) + 1 = n 2 − n + 1 singular points, taking into account their multiplicities or numbers of intersection. Now, if
is a straight line of singular points of X which determine exactly two singularities of X on S 2 . Hence, we can conclude that if X has finitely many singularities on S 2 , then X has at most 2(n 2 − n + 1) singularities on S 2 .
8. Topological classification of all phase portraits of homogeneous polynomial vector fields on S 2 of degree 2 modulo limit cycles Let X = (P, Q, R) be a homogeneous polynomial vector fields on S 2 of degree 2. Consider the system (3) associated to X. Using the notation of previous section, we can write (3) as
. Now, as L, M and N are homogeneous polynomials, it follows that λ(x 0 , y 0 , z 0 ), λ ∈ R, is a straight line of singularities of X. Therefore, for determining the singularities of X we must find the real eigenvectors of the 3 × 3 matrix A given by (37), i.e. we have to calculate the real eigenvalues of A. Let λ 0 ∈ R an eigenvalue of A. If there exists a unique eigenvector associated to λ 0 , then it determines a straight line of singularities of X, and so we have two singularities of X on S 2 . Now if there exist two eigenvectors associated to λ 0 , then we have a plane of singularities of X that determine a circle of singularities of X on S 2 . Thus, X has finitely many singularities on S 2 if and only if each real eigenvalue of A has exactly one eigenvector associated. Therefore, for degree 2, we obtain another proof of Theorem 7. We also conclude that if X has infinitely many singularities on S 2 , then it has one invariant circle on S 2 formed by singularities and its phase portrait is equivalent to one of Figures 4 or 1 .
In Section 6 we classified all phase portraits of homogeneous polynomial vector fields on S 2 of degree 2 having a degenerate singularity or a center. Therefore, for determining all phase portraits of a homogeneous polynomial vector field X on S 2 of degree 2 we have to consider only the X's with all their singularities nondegenerate and without centers. In this case, the singularities can be saddles, nodes or foci. Now, as these singularities have index −1 or 1 and the maximum number of singularities of X is 6, by symmetry of X with respect to origin and the Poincaré-Hopf Index Theorem (see, for instance [14] ) it follows that we have to study the phase portraits with two saddles and four singularities that can be nodes or foci, and the phase portraits with two singularities that can be either nodes or foci.
Let p be a singularity of X, by Proposition 14, we can suppose that p = (0, 0, −1) and so a 3 = a 6 = 0 in (36). Hence,
We have that the eigenvalues of A are {0,
In the case that X has only two singularities that can be either nodes or foci, then A has either a unique eigenvalue with a unique eigenvector associated, or A has one real eigenvalue and two complex eigenvalue. In the first case 0 is the unique eigenvalue of A and 0 = (a 5 − a 7 + √ α)(a 5 − a 7 − √ α) = 4(a 4 a 8 − a 5 a 7 ), i.e. a 4 a 8 − a 5 a 7 = 0. Hence, using the notation of Section 6, we have that (0, 0, −1) is a degenerate singularity, because det(D X(0, 0)) = a 4 a 8 − a 5 a 7 = 0. This case was already studied in Section 6.
If A has one real eigenvalue and two complex, then 0 is the real eigenvalue of A and α < 0. Hence, as in this case the system associated to X has the normal form (3) with a 3 = a 6 = 0, we have thatR(u, v) = R(2u, 2v,
. SolvingR = 0 with respect to u, it follows that u = −(a 5 + a 7 ± √ α)v/(2a 4 ) are its roots. Note that, as α < 0, a 4 = 0. Thus we have that (0, 0) is the unique real root ofR = 0, and thatR does not change of sign. Therefore, applying Theorem 3 (a), we have that in this case X has no limit cycles and so its phase portrait in the Poincaré disc is equivalent to the one of Figure 8 .
We have that (0, 0, −1) is a saddle of X if and only if det(D X(0, 0)) < 0, i.e. a 4 a 8 − a 5 a 7 < 0. In this case, as (a 5 + a 7 )
2 − 4a 4 a 8 = (a 5 − a 7 ) 2 − 4(a 4 a 8 − a 5 a 7 ) > 0, A has three reals eigenvalues given by {0, (a 5 − a 7 ± √ α)/2}. So α must be positive. Therefore, the eigenvectors of A associated to the eigenvalues {0,
System (36) with a 3 = a 6 = 0 and a 4 a 8 − a 5 a 7 < 0 have two saddles and four singularities that can be nodes, foci or centers if and only if A has three linearly independent eigenvectors. Thus, we distinguish the following cases. 2a 2 a 4 ) ), 1) and (−a 2 /a 1 , 1, 0). Note that a 4 a 8 − a 5 a 7 = (a 2 a 4 − a 1 a 5 )(a 1 a 7 − a 2 a 4 )/a 
and the a i 's denote the coefficients of system (36) in the variables (x, y, z) satisfying Case 1. Indeed, denoting byã i the coefficients of system (36) in the variables (x,ỹ,z), we have thatã 
2 − 2(a 4 a 8 − a 5 a 7 ) > 0 it follows that β > 0 and γ > 0. Denoting byã i the coefficients of system (36) in the variables (x,ỹ,z), we have
Now, Case 6 is equivalent to Case 4 if a 7 = −a 5 doing the orthogonal linear change of variables
Indeed, denoting byã i the coefficients of system (36) in the variables (x,ỹ,z), we a 8 ),ã 8 = a 4 + a 8 andã 1 =ã 2 =ã 3 = a 4 =ã 6 = 0. Now, since a 2 5 + a 8 a 4 < 0, it follows that −ã 5ã7 < 0. Case 3 is equivalent to Case 5 doing the orthogonal linear change of variables
where the a i 's denote the coefficients of system (36) in the variables (x, y, z) satisfying Case 3. Indeed, denoting byã i the coefficients of system (36) in the variables (x,ỹ,z), we have thatã
, a 5 = a 7 ,ã 7 = a 5 ,ã 8 =ã 2 (ã 5 +ã 7 )/ã 1 andã 3 =ã 4 =ã 6 = 0. Now, as a 2 = 0 and −a 5 a 7 < 0, it follows thatã 1 = 0 and −ã 5ã7 < 0.
Case 7 is equivalent to Case 5 doing the orthogonal linear change of variables (x, y, z) = M (x,ỹ,z) with M given by 
where the a i 's denote the coefficients of system (36) in the variables (x, y, z) satisfying Case 3. Note that, as a 1 = 0 and a 4 a 8 −a 5 a 7 = (a 2 a 4 −a 1 a 5 )(a 1 a 7 −a 2 a 4 )/a 2 1 < 0, it follows that (a 1 (a 5 + a 7 ) − a 2 a 4 ) 2 + a 
We conclude that for determining all phase portraits of all homogeneous polynomial vector field on S 2 of degree 2 having two saddles and four singularities that can be nodes, foci or centers we have to consider only Case 2, 4 and 5, i.e. we have to consider the following families 
Note that for a 2 = −b 8 , a 5 = −(b 5 + b 7 ) and a 7 = b 7 system (41) becomes the system of Case 3 in the proof of Theorem 5 of Section 6 with a 2 7 + a 5 a 7 < 0. Now we will study the possible connections of separatrices of families (38) and (40) on S 2 . We have consider only the homoclinic orbits, because as the saddles of families (38) and (40) on S 2 are diametrally opposite, by Proposition 12, if X has a heteroclinic orbit on S 2 , then X has an invariant circle on S 2 . Then, the phase portraits of homogeneous polynomial vector fields on S 2 of degree 2 having invariant circles have been classified in [11] .
We saw that families (38) and (40) have six singularities, two saddles and other four singularities that can be nodes, foci or centers. Therefore, the homoclinic orbits that can appear in families (38) and (40) on S 2 must be one of the described in Figures 10 (a) and (c).
Proposition 30. Let X be a homogeneous polynomial vector field of degree 2. Then X cannot realize Figure 10 Proof. Suppose that X realizes some of Figures 10 (b) or (c). We can suppose without loss of generality that the three singularities of Figure 10 (b) or (c) are in the southern hemisphere. We consider a great circle on S 2 that contains the saddle and another great circle that contains the other two singularities. The great circle through the saddle is chosen in a such way that the two straight lines determined by these great circles through the central projection (4) in the tangent plane to S 2 at the point (0, 0, −1) are parallel. Eventually these two great circles can coincide. Now, there exists a different great circle C such that the straight line determined by it is also parallel to the previous straight lines, it does not contain the saddle point and the other two singularities belong to the half-sphere determined by it and containing the saddle point. As the orbits of X are symmetric with respect to the origin, these three invariant circles cannot intersect in two singular opposite points. Moreover, we can choose C such that the straight line determined by it is sufficiently close to the straight line that contains the saddle point, and C intersects transversally the homoclinic orbits in four points (see Figure 11 ). Note that, as the orbits of X are symmetric with respect to the origin, C has six tangent points with From Figure 5 we can see that there exist homogeneous polynomial vector fields on S 2 of degree 2 having a homoclinic orbit of the type described in Figure 10 (a), where the singularity inside the loop is a center. However, we do not have examples where this singularity is a focus or a node, but numerical computation show that they exist. For example, we can consider the following family of homogeneous polynomial vector fields on S 2 of degree 2 determined by the system (42)ẋ = −xy − 2y 2 + yz,ẏ = x 2 + 2xy + xz + a 8 yz,ż = −2xy − a 8 y 2 , with a 8 = 4. System (42) is obtained from (38) substituting a 1 = −1, a 2 = −2, a 5 = 1 and a 7 = 1. Now, consider the system induced by (42) through the central projection on the tangent plane to S 2 at (1, 0, 0), i.e. system (9) becomes
This system has three singularities, (0, 0), (1, 0) and (−a 8 /(a 8 − 4), 2/(a 8 − 4)) with respective eigenvalues (−a 8 ± a
. Using the software P 4, we can obtain the phase portraits of system (43) in the Poincaré disc. Thus, for a 8 = 8/5 and a 8 = 9/5 we obtain the phase portraits given by Figures  12 (a) and (b) , respectively. In Figure 12 we have that (0, 0) is a saddle and (1, 0), (−a 8 /(a 8 − 4), 2/(a 8 − 4)) are unstable foci. Note that in Figure 12 (a) one of the stable separatrices of (0, 0) emerges from the unstable focus (1, 0). Now, in Figure 12 (b) one of the unstable separatrices of (0, 0) tend to the unstable focus (1, 0). Therefore, there exists at least one limit cycle surrounding (1, 0). We can conclude by Figure 12 that there exists a value of the parameter a 8 belonging to the interval (8/5, 9/5) such that there is a homoclinic orbit surrounding the unstable focus (1, 0) . In this homoclinic orbit borns a limit cycle because in Figure 12 (b) the point (1, 0) is an unstable focus surrounded by an unstable separatrix coming from the saddle (0, 0). It seems that moving the parameter of the system this limit cycle ends in the Hopf bifurcation which takes place at the singular point (1, 0). Figure 13 . Phase portrait on the Poincaré disc of homogeneous polynomial vector fields on S 2 of degree 2 with a saddle. The symbol • denotes either a focus or a node surrounded perhaps by some limit cycles or a center. Note that the three singularities also can be surrounded by some limit cycles.
We can conclude that if X is a homogeneous polynomial vector field of degree 2 on S 2 with all its singularities non-degenerate, then its phase portrait on S 2 is topologically equivalent to one of the phase portraits on S 2 given in Figures 13. This proves Theorem 8.
9. Hopf bifurcation on homogeneous polynomial vector fields on S 2 of degree 2 Let X = (P, Q, R) be a homogeneous polynomial vector fields on S 2 of degree 2 and let p be a singularity of X. Without loss of generality we can suppose that p = (0, 0, −1), because we can do a rotation of SO (3) which preserves all the properties of X. Hence, using the notation of Section 6, the singularity p is a weak focus of X on S 2 if tr(DX(0, 0)) = 0, det(DX(0, 0)) > 0 and p is not a center. 
and the origin is an asymptotically stable fixed point when µ = µ 0 , then (a) µ = µ 0 is a bifurcation point of the system; (b) for µ ∈ (µ 1 , µ 0 ), some µ 1 < µ 0 , the origin is a stable focus; (c) for µ ∈ (µ 0 , µ 2 ), some µ 2 > µ 0 , the origin is an unstable focus surrounded by a stable limit cycle, whose size increases with µ.
The proof of Hopf Bifurcation Theorem can be found in [15] . Proof of Theorem 9. Consider the vector field X = (P, Q, R) of the beginning of this section. By Sections 6 and 8, it follows that if X has a weak focus, then the system associated to X is equivalent to one of systems (38) or (40).
Note that in these coordinates the singularity (−a 7 /( a 2 1 + a 2 7 ), 0, −a 1 /( a 2 1 + a 2 7 )) goes over the point (0, 0, −1). Letã 1 = − (a 1 a 2 + a 7 a 8 ) 
Rotated vector field family
In this section, we summarize the behavior of the limit cycles in the special oneparameter family given by a rotated family of planar vector fields. The earliest work about these families can be found in the paper [5] of Duff in 1953. Later on Seifert [18] , Perko [16] and Chen Xiang-yan [19, 20, 21] , etc successively improved the work of Duff.
Consider the vector fields X α (x, y) = (P (x, y, α), Q(x, y, α)) depending on the parameter α. Suppose that when α varies on an interval (a, b), the singular points of the vector fields X α remain unchanged, and for any fixed point p = (x, y) and any parameters α 1 < α 2 ∈ (a, b), we have (45) P (x, y, α 1 ) Q(x, y, α 1 ) P (x, y, α 2 ) Q(x, y, α 2 ) ≥ 0 (or ≤ 0), where the equality cannot hold on an entire periodic orbit of X α with α = α i , for i = 1, 2. Then, the family of vector fields X α is called a ( generalized) rotated family with respect to the parameter α. Here, the interval (a, b) can be either bounded or unbounded. The geometric meaning of condition (45) is the following. At any fixed point p = (x, y), the oriented area between the vectors (P (x, y, α 1 ), Q(x, y, α 1 )) and (P (x, y, α 2 ), Q(x, y, α 2 )) has the same (or opposite) sign as sgn(α 2 −α 1 ). That is, at any point p = (x, y), as the parameter α increases, the vector (P (x, y, α), Q(x, y, α)) can only rotate in one direction; moreover, the angle of rotation cannot exceed π.
In the following we present four important results concerning periodic orbits and limit cycles for rotated vector field families X α .
(i) Non-intersection property: For distinct α 1 and α 2 , the periodic orbits of the vector field X α with α = α 1 and of the vector field X α with α = α 2 cannot intersect.
