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Abstract
Robust S-estimation is proposed for multivariate Gaussian mixture models generalizing the
work of Hastie and Tibshirani (J. Roy. Statist. Soc. Ser. B 58 (1996) 155). In the case of
Gaussian Mixture models, the unknown location and scale parameters are estimated by the
EM algorithm. In the presence of outliers, the maximum likelihood estimators of the unknown
parameters are affected, resulting in the misclassiﬁcation of the observations. The robust S-
estimators of the unknown parameters replace the non-robust estimators from M-step of the
EM algorithm. The results were compared with the standard mixture discriminant analysis
approach using the probability of misclassiﬁcation criterion. This comparison showed a slight
reduction in the average probability of misclassiﬁcation using robust S-estimators as
compared to the standard maximum likelihood estimators.
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction
Fisher’s linear discriminant analysis is a time-honored rule for the classiﬁcation of
objects with p feature variables, into different source populations. Much work has
been carried out and developments made in the area of discriminant analysis; see, for
example [10]. Therefore, there are many allocation rules available, depending on the
type of situation faced by the experimenter.
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1.1. Mixture discriminant analysis (mda)
In the mixture approach to discrimination, it is assumed that we have nj training
observations from population j; j ¼ 1;y; J: Each of the population j is divided into
Rj artiﬁcial subclasses denoted by Cjr; r ¼ 1;y; Rj and deﬁne R ¼
P
j Rj; where
n ¼Pj nj: According to this clustered approach, an observation from the rth
subclass of the jth population has a multivariate normal distribution with its own
mean vector mjr and common covariance matrix S: The prior probability for
population j is pj : Let pjr be the mixing probability for the rth subclass in the jth
population, such that
P
r pjr ¼ 1: The mixing proportions pjr are unknown model
parameters, while priors are known or easily estimated from the data. The mixture
density for the population j is
mjðxÞ ¼ PðX ¼ xjG ¼ jÞ ¼ j2pSj
1
2
XRj
r¼1
pjr exp½Dðx; mjrÞ=2; ð1Þ
where Dðx; mjrÞ is the Mahalanobis distance between x and mjr with respect to S: EM
algorithm is used for the estimation of the parameters; see, for example [2]. The E-
step gives an estimate of cluster probability PˆðCjrjxij ; jÞ; while the estimates of the
location vectors for different clusters and the common covariance matrix are
obtained at the M-step; see, for details [4]. The EM algorithm requires a choice of
number of subgroups Rj; starting values for mjr; S and the cluster probabilities
PðCjrjxij ; jÞ: A lot of work has been carried out for the selection of the number of
clusters; see, for example, [14]. The number of subgroups are chosen to minimize the
errors of classiﬁcation for the test data; see [4]. There are different strategies for
getting these values. For each class j; after choosing a ﬁxed number of clusters, the
K-means clustering algorithm would be used to estimate a set of Rj subclass
centroids *mjr: The initial estimate of S would be obtained by pooling together within
cluster covariance matrices.
The posterior probability for the jth class is estimated by
PðG ¼ jjX ¼ xÞBpj Probðx j jÞBpj
XRj
r¼1
pjr exp½Dðx;mjrÞ=2: ð2Þ
An observation is classiﬁed into the class j with maximum posterior probability. The
classiﬁcation rules depend on the unknown parameters, which are to be estimated
from the training data. In the presence of a number of outlying observations in the
training data, the estimates of the unknown parameters can be unstable due to the
undue inﬂuence of these atypical observations. High breakdown estimation is a
procedure designed to remove this cause of concern, by producing estimators that
are robust to serious distortion by outliers, eliminating the inﬂuence of such atypical
observations. However, it is an important fact that in discriminant analysis, not only
are the outliers a concern but also inliers. In the K-means clustering, the outliers for
one group might be the inliers for others affecting the classiﬁcation performance,
while in case of mixtures of distributions, this situation may be even worst.
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1.2. High breakdown estimation
Robust methods for the estimation of multivariate location vector and covariance
matrix, have been under development for many years. The M-estimators of mp	1 and
Sp	p were deﬁned in [9]. The breakdown point of M-estimators is at most 1=ðp þ 1Þ;
due to the increasing sensitivity of covariance M-estimators to outliers contained in
lower-dimensional hyperplanes as p gets larger; see, for example, [7,9]. The idea of
model ﬁt diagnostics was given in [5], but this method is not reliable, as sever
multivariate outliers may be left undetected. The minimum volume ellipsoid (MVE)
and minimum covariance determinant estimators (MCD) were deﬁned to guard
against multiple outliers in higher dimensions; see, for example, [12].
The S-estimators of multivariate location vector and scatter matrix were deﬁned in
[13] having higher breakdown point as compared to the M-estimators in higher
dimensions. The idea of robust M-estimation was extended to the mixture models; see,
for example, [11], whereby observations assessed as atypical of a component or the
mixture itself are given reduced weight in the computation of the estimate of the
parameter f of the mixture. It was shown in [8] that S-estimators are in the class of M-
estimators with standardizing constraints. The robust S-estimators of multivariate
location vectors and common dispersion matrix, were used; see [6] to discriminate
between the two populations. The inﬂuence function for the estimators of the
parameters of the discriminant function and for the associated classiﬁcation error was
worked out, [1]. The multiple outliers are hard to identify in multivariate data clouds,
creating a situation of masking and swamping. The conventional maximum likelihood
estimators are affected by the presence of outliers, and so break down. These non-
robust estimators inﬂuence the discriminant function, leading to the poor classiﬁcation.
In Section 2, we discuss multivariate normal mixture models having outliers and
our proposal to use the high breakdown point S-estimators in the M-step of the EM
algorithm. A part of our simulation results are given in Section 3. A comparison of
the efﬁciencies of the two methods via simulations is also presented in Section 3.
2. S-estimators in mixture model
In the mixture models, the parameters estimates obtained are the maximum
likelihood estimators of the location vectors and the common covariance matrix. In
the presence of outliers, these estimators are non-robust. Our proposal is to replace the
maximization step, the M-step of the EM algorithm with a robust S-estimation step.
Deﬁnition 1. In the case of mixture model, considering the pooled sample, the S-
estimators are the vector *mjr and the positive-deﬁnite matrix *S that minimize jSj
subject to
n1
XJ
j¼1
XRj
r¼1
Xnj
i¼1
PðCjrjxij ; jÞr½fðxij  mjrÞ0S1ðxij  mjrÞg1=2 ¼ Kp ð3Þ
among all ð *mjr; *SÞAy; where y is the parameter space.
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For high breakdown point, choose a tuning constant c3 such that Kp=rðc3Þ ¼ r;
where r is the limiting value of the ﬁnite sample breakdown point and 0oKporðc3Þ:
This is an extra condition on the function r: Deﬁne Kp ¼ EF½rjjZjj; where Z
follows a standard multivariate normal distribution. Tukey’s biweight function
is the most popular choice for the r function. It gives redescending c function.
The use of a redescending c function gives zero weight for the values of X above a
certain tuning constant, so extremely large outliers do not enter the function. For
this function,
Kp ¼ p
2
w2ðpþ2;c23 Þ 
pðp þ 2Þ
2c23
w2ðpþ4;c23 Þ
þ pðp þ 2Þðp þ 4Þ
6c43
w2ðpþ6;c23 Þ þ
c23
6
½1 w2ðp;c23 Þ; ð4Þ
where w2ðp;c23 Þ denotes the cumulative distribution for a w
2 variable on p degrees of
freedom, evaluated at c23 : Deﬁne r such that 0oKp=rðc3Þ ¼ rpðn  pÞ=2n:
For r ¼ ðn  pÞ=2n; the maximal breakdown point is Iðn  p þ 1Þ=2m=n or
asymptotically 0:5: As compared to the usual multivariate S-estimators
which use the constraint that the average of some function r of the Mahalanobis
distances is a constant Kp; our restriction is related to some weighted function r;
where the weights are the cluster probabilities. The explicit expressions for
the S-estimators of the cluster mean and pooled covariance matrix in the mixture
model are
#mjr ¼
Pnj
i¼1 PðCjrjxij ; jÞuðD
1
2
ijÞxijPnj
i¼1 PðCjrjxij ; jÞuðD
1
2
ijÞ
; ð5Þ
#S ¼
PJ
j¼1
PRj
r¼1
Pnj
i¼1 PðCjrjxij; jÞuðD
1
2
ijÞðxij  mjrÞðxij  mjrÞ0PJ
j¼1
PRj
r¼1
Pnj
i¼1 PðCjrjxij ; jÞcðD
1
2
ijÞD
1
2
ij
: ð6Þ
For details of derivation of Eqs. (5) and (6), see Appendix A.
2.1. Discriminant rule and S-estimators
The discriminant rule (2) based on the Bayes’ posterior probabilities depends
on the prior probabilities as well as the conditional distributions of Pðx j jÞ:
Now the S-estimators of the parameters of the multivariate location vectors
and the scatter matrix would be used in the estimation of posterior proba-
bilities Pðx j jÞ:
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3. Simulation
3.1. Simulation 1
For discrimination purposes, unstructured data were generated from a mixture of
multivariate normal distributions. There were four groups and each group was a
mixture of three spherical bivariate normal subgroups, with a standard deviation of
0.25. The means of 12 subclasses were chosen at random (without replacement) from
the integers ð1;y; 5Þ 	 ð1;y; 5Þ: Each subclass was comprising of 20 observations,
with a total of 240 observations in the training sample; see, for example, [3]. In this
simulation, the purpose was to assess the effect of outliers on the apparent error
rates, i.e., how the presence of outliers in the training data affects the classiﬁcation of
observations. Simulations were run with the stated conﬁguration of unstructured
data which was effectively the same for each simulation, but specifying different
values of r; the theoretical breakdown point that assists in the choice of the tuning
constant c3 by satisfying Kp=rðc3Þ ¼ r: The errors of misclassiﬁcation for both the
methods are recorded in Table 1. In all the tables, the values are the average
probability of misclassiﬁcation averaged over 50 simulations, while the italicized
values are the standard error of average probability of misclassiﬁcation. For small
values of r; though there were no outliers in the training data, it is apparent from
Table 1 that the performance of the S-estimators was almost the same as the mda
approach using the maximum likelihood estimators. It is also clear from Table 1 that
as r increases, the probability of misclassiﬁcation using S-estimators also increases
slightly, as is to be expected. The mda approach resulted in the smallest errors of
misclassiﬁcation. It is because the mda approach with maximum likelihood
estimators works well within the set of assumptions on which it is based.
3.2. Simulation 2
This simulation was carried out using a mixture of two bivariate Gaussian
components. Each of the two groups consisted of two bivariate Gaussian subgroups.
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Table 1
Errors for uncontaminated data
r S
0.05 0.0266(0.0094)a
0.10 0.0273(0.0104)
0.15 0.0277(0.0107)
0.20 0.0281(0.0109)
0.25 0.0285(0.0107)
0.30 0.0290(0.0107)
mda 0.0260(0.0098)
aAverage probability of misclassiﬁcation averaged over 50 simulations, with standard error of average
probability of misclassiﬁcation in parentheses.
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The four subgroup means were: m11 ¼ ½1:5 1:50; m12 ¼ ½1:5 1:50; m21 ¼ ½1:5 
1:50; m22 ¼ ½1:5  1:50: The training sample had 80 observations with equal priors
for the two groups, while the test sample size was 40. The common covariance was
the identity matrix. The efﬁciency of the high breakdown mixture discriminant
analysis was compared with the standard mda approach as in [4] using errors of
misclassiﬁcation. In all the tables, the values are the average probability of
misclassiﬁcation averaged over 50 simulations, while the italicized values are the
standard error of average probability of misclassiﬁcation.
Case A: The outliers generated from different bivariate Gaussians with different
mean vectors, but common covariance being the positive-deﬁnite symmetric matrix
were added to the training data. The cut-off point c3 was computed for a ﬁxed
proportion of the outliers such that Kp=rðc3Þ ¼ r: The errors of misclassiﬁcation for
the test data are presented in Table 2. It is clear from Table 2 that for a higher
proportion of outliers, the errors are smaller using the robust estimators as
compared to the regular likelihood estimators. For 25% outliers, there is quite a
signiﬁcant margin in the errors of the two methods. However, it is important to
mention that although an observation atypical of each component of the mixture is
still clustered into one of the components, so it’s contribution to the mixing
proportion pjr is not diminished.
Case B: In this simulation, the outliers were generated similar to case A, but with
different common covariance matrix for the outliers distribution. The errors of
misclassiﬁcation for this simulation are presented in Table 3. It is clear that the errors
using the robust estimators are smaller at higher proportion of outliers, as compared
to the regular mda. For r ¼ 0:25; we get 2:2% improvement in the classiﬁcation using
the S-estimators (see Table 3).
3.3. Simulation 3: mixtures of multivariate t-distributions
The data for the assessment of the invalidity of assumptions of the mixture of
multivariate normal model were generated from mixtures of multivariate t-
distributions. There were four groups and each group was a mixture of three
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Table 2
Errors of misclassiﬁcation for the test data
r mda S
0.05 0.2704(0.0361)a 0.2714(0.0358)
0.10 0.2546(0.0272) 0.2552(0.0271)
0.15 0.2882(0.0402) 0.2746(0.0391)
0.20 0.2635(0.0497) 0.2583(0.0333)
0.25 0.2982(0.0809) 0.2709(0.0426)
0.30 0.3087(0.0868) 0.2919(0.0527)
aAverage probability of misclassiﬁcation averaged over 50 simulations, while the italicized values in
parentheses are the standard error of average probability of misclassiﬁcation.
S. Bashir, E.M. Carter / Journal of Multivariate Analysis 93 (2005) 102–111 107
spherical bivariate normal subgroups, with a standard deviation of 0.25. The means
of 12 subclasses were chosen at random (without replacement) from the integers
ð1;y; 5Þ 	 ð1;y; 5Þ: Each subclass was comprising of 20 observations, with a total
of 240 observations in the training sample. The degrees of freedom for the
components of the mixture model that provide a framework for assessing the degree
of robustness to be incorporated into the ﬁtting of the mixture model were varied.
The test data were of size 120, with equal priors for the four groups. The errors of
misclassiﬁcation using the standard mda approach and the robust S-estimation
approach are recorded in Table 4. However, as shown in this table the errors of
misclassiﬁcations are smaller for the robust procedures as compared to the mda at
smaller degrees of freedom. As the degrees of freedom for the components of the
mixture increase, the errors of misclassiﬁcation using both the methods
decrease. With degrees of freedom approaching to 20; the errors of misclassiﬁcation
using the robust approach are almost the same as from the standard mda approach.
It is due to the fact that the t-distribution approaches the normal for larger
degrees of freedom. So, the standard mda approach based on the maximum
likelihood method performed better, because the distributional assumption was
satisﬁed in this case.
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Table 3
Errors of misclassiﬁcation, test data
r mda S
0.05 0.2704(0.0341)a 0.2714(0.0359)
0.10 0.2531(0.0269) 0.2557(0.0259)
0.15 0.2825(0.0499) 0.2725(0.0414)
0.20 0.2678(0.0671) 0.2557(0.0378)
0.25 0.2924(0.0818) 0.2704(0.0383)
0.30 0.3087(0.0831) 0.2903(0.0529)
aAverage probability of misclassiﬁcation averaged over 50 simulations, with standard error of average
probability of misclassiﬁcation in parentheses.
Table 4
Errors of misclassiﬁcation, mixtures of multivariate-t
df mda S
5 0.0692(0.0734)a 0.0411(0.0605)
10 0.0475(0.0648) 0.0299(0.0516)
15 0.0561(0.0818) 0.0531(0.0817)
20 0.0399(0.0677) 0.0400(0.0692)
25 0.0478(0.0717) 0.0478(0.0731)
30 0.0371(0.0695) 0.0378(0.0723)
aAverage probability of misclassiﬁcation averaged over 50 simulations, with standard error of average
probability of misclassiﬁcation in parentheses.
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4. Conclusion
This paper introduces the idea of high breakdown discrimination, when the
distributions are mixtures of multivariate normal. The robust S-estimators
performed well in our simulation study, when the data were either contaminated
or the assumption of multivariate normality was invalid. However, the
classiﬁcation performance based on S-estimators is only marginally improved as
compared to mda because the effect of outliers on the mixing proportions
is not diminished. The S-estimators being much faster redescending have been
shown to behave better for the extreme outlier conﬁguration in the
simulation studies. But in the case of mixtures of subgroups, it is difﬁcult to
assess whether an outlier is a true outlier or an outlier for one subgroup might be an
inlier for the other. Further, by initial clustering, the outliers are still clustered into
one of the subgroups, affecting the initial estimates, as well as the cluster probability
which is not robustiﬁed. This is another cause of the slight improvement in
classiﬁcation by using the S-estimators. However, further research can be conducted
to explore this area.
We have shown that the use of high breakdown point estimators help in the
improvement of performance of mixture discriminant analysis in the presence of
contaminated data. The robust S-estimators also help in the choice of smaller
number of subgroups, by identifying a group of outliers which are in case of mda
approach clustered as a separate subgroup.
Appendix A
Proof of Eqs. (5) and (6).
Using Lagrange multipliers for the minimization problem in case of S-estimators
as deﬁned in Deﬁnition 1
L ¼ log j *Sj  l
	 1
n
XJ
j¼1
XRj
r¼1
Xnj
i¼1
PðCjrjxij; jÞrfðxij  mjrÞ0S1ðxij  mjrÞg1=2  Kp
" #
:
ðA:1Þ
The ﬁrst-order conditions from the minimization problem of Eq. (A.1) are
@L=@mjr ¼ 0; or
l
n
XJ
j¼1
XRj
r¼1
Xnj
i¼1
PðCjrjxij; jÞuðD
1
2
ijÞS1ðxij  mjrÞ ¼ 0; ðA:2Þ
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where uðDijÞ ¼ cðDijÞ=Dij : Taking derivative of Eq. (A.1) with respect to S; i.e.,
@L=@S ¼ 0; we obtain
S1  l
2n
XJ
j¼1
XRj
r¼1
Xnj
i¼1
PðCjrjxij; jÞ:
r0fðxij  mjrÞ0S1ðxij  mjrÞg1=2
fðxij  mjrÞ0S1ðxij  mjrÞg1=2
	 f2S1ðxij  mjrÞðxij  mjrÞ0S1 þ dS1ðxijmjrÞðxijmjrÞ0S1g ¼ 0;
where d is a p 	 p diagonal matrix, with ith element of d as the ith diagonal element
of aa0: On simpliﬁcation,
I þ l
2n
XJ
j¼1
XRj
r¼1
Xnj
i¼1
PðCjrjxij; jÞuðD
1
2
ijÞA1ðxij  mjrÞðxij  mjrÞ0AT ¼ 0: ðA:3Þ
Taking the trace yields
p þ l
2n
XJ
j¼1
XRj
r¼1
Xnj
i¼1
PðCjrjxij; jÞcðD
1
2
ijÞD
1
2
ij ¼ 0:
Solving we obtain,
l ¼  2npPJ
j¼1
PRj
r¼1
Pnj
i¼1 PðCjrjxij; jÞcðD
1
2
ijÞD
1
2
ij
: ðA:4Þ
Now substituting this value of l in (A.2) and (A.3), gives the estimates of the cluster
mean and covariance matrix as
#mjr ¼
Pnj
i¼1 PðCjrjxij ; jÞuðD
1
2
ijÞxijPnj
i¼1 PðCjrjxij ; jÞuðD
1
2
ijÞ
:
#S ¼
PJ
j¼1
PRj
r¼1
Pnj
i¼1 PðCjrjxij; jÞuðD
1
2
ijÞðxij  mjrÞðxij  mjrÞ0PJ
j¼1
PRj
r¼1
Pnj
i¼1 PðCjrjxij ; jÞcðD
1
2
ijÞD
1
2
ij
:
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