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ABSTRACT  
   
 Biophysical techniques have been increasingly applied toward answering 
biological questions with more precision.  Here, three different biological systems were 
studied with the goal of understanding their dynamic differences, either conformational 
dynamics within the system or oligomerization dynamics between monomers.  With Cy3 
on the 5’ end of DNA, the effects of changing the terminal base pair were explored using 
temperature-dependent quantum yields.  It was discovered, in combination with 
simulations, that a terminal thymine base has the weakest stacking interactions with the 
Cy3 dye compared to the other three bases.  With ME1 heterodimers, the goal was to see 
if engineering a salt bridge at the dimerization interface could allow for control over 
dimerization in a pH-dependent manner.  This was performed experimentally by 
measuring FRET between monomers containing either a Dap or an Asp mutation and 
comparing FRET efficiency at different pHs.  It was demonstrated that the heterodimeric 
salt bridge would only form in a pH range near neutrality.  Finally, with DNA 
processivity clamps, one aim was to compare the equilibrium dissociation constants, 
kinetic rate constants, and lifetimes of the closed rings for β clamp and PCNA.  This was 
done using a variety of biophysical techniques but with three as the main focus: 
fluorescence correlation spectroscopy, single-molecule experiments, and time-correlated 
single photon counting measurements.  The stability of β clamp was found to be three 
orders of magnitude higher when measuring solution stability but only one order of 
magnitude higher when measuring intrinsic stability, which is a result of salt bridge 
interactions in the interface of β clamp.  Ongoing work built upon the findings from this 
project by attempting to disrupt interface stability of different β clamp mutants by adding 
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salt or changing the pH of the solution.  Lingering questions about the dynamics of 
different areas of the clamps has led to another project for which we have developed a 
control to demystify some unexpected similarities between β clamp mutants.  With that 
project, we show that single-labeled and double-labeled samples have similar 
autocorrelation decays in florescence correlation spectroscopy, allowing us to rule out the 
dyes themselves as causing fluctuations in the 10-100 μs timescale. 
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PREFACE  
This dissertation will cover three different projects that I have worked on 
throughout five years under Dr. Marcia Levitus at Arizona State University.  Chapter 1 
will focus on the stacking interactions between an organic dye, Cy3, attached to the 5’ 
end of a short DNA sequence.  I will emphasize the differences in the measured 
temperature-dependent quantum yields that result from changing the terminal base to an 
adenine, cytosine, guanine, or thymine.  The calculated activation energies for these four 
different samples were used to compare with simulated free energies of unstacking for 
the Cy3 dye.  We conclude that the stacking interactions between Cy3 and thymine are 
the weakest, and we comment on the asymmetry between adenine and thymine terminal 
bases that is not present between cytosine and guanine.   
Chapter 2 will be on the pH-dependent dimerization of ME1 peptides using an 
engineered salt bridge to dictate when dimerization will occur.  Mixtures of ME1 
peptides containing a Dap residue or an Asp residue in the dimerization interface were 
shown using fluorescence resonance energy transfer to dimerize only in a pH range close 
to neutrality, while less dimerization occurred outside of that pH range.  We also used 
mixtures of ME1 peptides containing only a Dap residue or only an Asp residue, which 
had weaker hydrogen bonding interactions but still formed dimers only in the high pH 
range or low pH range, respectively.  This demonstrates that researchers looking to 
control dimerization in a certain pH window can choose the best salt bridge or the best 
mixture to meet their needs. 
 Chapter 3, which comes from my most substantial project, will focus on two 
different DNA processivity clamps, β clamp and PCNA. It will go over the differences in 
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solution stability and oligomerization dynamics between these clamps.  These are 
measured using equilibrium dissociation constants, kinetic rate constants, and lifetimes of 
the closed rings. Many techniques were used in this project, including fluorescence 
correlation spectroscopy measurements, single-molecule experiments, and time-
correlated single photon counting lifetime measurements.  We find that, since β clamp is 
a dimer and PCNA is a trimer, there is a significant three-fold difference between the 
solution stabilities of these clamps because their association rate constants are so 
different.  However, when comparing the intrinsic stabilities, we see only a one-fold 
difference between the values, indicating that the electrostatic interactions at the interface 
of β clamp are responsible. 
To explore these interface interactions, we created different mutants of β clamp 
and tried different methods of disrupting the interface stability, like titrating in NaCl or 
changing the pH of the borate buffer solution from 7 to 10.  These data can be found in 
chapter 4, and they drive home the point that the Arg residue at position 103 plays an 
important role in maintaining stability for β clamp.  We also tried some experiments 
involving the clamp loader from the replication machinery.  This allowed us to measure 
the kinetics of clamp loader binding.  These data can be found in appendix A. 
Chapter 5 will build upon chapters 3 and 4 and introduce some new areas of 
exploration with the interfaces of β clamp. The techniques used for this chapter 
supplement those for chapter 3 and 4 and add high-performance liquid chromatography, 
mass spectrometry, and gel electrophoresis.  With this chapter, we were looking to better 
understand the dynamics of the clamps at different areas, but we had some confounding 
results that made it seem like the clamps were equally dynamic in all areas we probed.  
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We needed a control sample that would show the fluorescence correlation spectroscopy 
autocorrelation decay for a sample that could not have any dynamic motions.  We used 
DNA with an internal dithiol modification to suit this purpose, and we found that rigidly 
held quenched dyes in an H-dimer arrangement (i.e. doubly-labeled DNA) behave 
similarly to single-labeled DNA, and therefore the dynamic differences in the protein 
samples are from the proteins themselves, not an artifact originating with the dyes.  This 
will allow for a better analysis of fluorescence correlation spectroscopy data in the future.   
All five of these chapters involved fluorescence and dynamics in some way, but 
the model systems were diverse.  This demonstrates the applicability of the techniques we 
have chosen to many different biological questions.  The beauty of working with such 
complex systems but being able to describe the interactions at play with precision is that 
biophysics creates a happy marriage between interesting questions and quantitative data.  
Moving forward, I sincerely hope that more biologically focused laboratories look to 
biophysics for a more complete description of the complex interactions they often might 
not have the time to explore fully. 
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CHAPTER 1 
CY3-DNA STACKING INTERACTIONS 
 
This research characterizes the effect that changing the first base pair on the 5’ 
end of a DNA strand has on the stacking interactions of an attached fluorescent dye, Cy3.  
Gaussian-mixture adaptive umbrella sampling simulations were performed by our 
collaborators at the University of South Florida, Dr. Arjan van der Vaart and Justin 
Spiriti.  The results were confirmed experimentally using temperature-dependent 
quantum yield measurements and time-correlated single photon counting lifetime 
measurements.  We determined that the stacking interactions between Cy3 and thymine 
were the weakest, whereas with adenine they were the strongest.  This asymmetry was 
not seen for cytosine and guanine.  Also, our results indicate that partially unstacked 
conformations could form, allowing cis-trans isomerization of the dye without fully 
unstacking from the DNA.   
 The paper, “Cy3-DNA stacking interactions strongly depend on the identity of the 
terminal basepair,” was published in the Biophysical Journal in February of 2011.1  
 
Introduction 
1.1 – Cy3 
 Cyanine dyes, or “Cy-dyes” as the family is often referred to colloquially, are 
popular fluorescent tags for proteins and nucleic acids in single molecule microscopy 
applications.  As shown on the left of figure 1.1, their general structure consists of two 
nitrogen atoms linked by a conjugated polymethine chain with an odd number of carbon 
2 
atoms.2 The nitrogens are substituted by heterocyclic groups (dashed ovals) in order to 
maintain stability.  Different dyes have quinoline, indole, benzoxazole, or benzothiazole 
groups in these positions.    
 Two members of this family of dyes, Cy3 and Cy5 (see right of figure 1.1), are 
some of the most used dyes in single-molecule biophysics.  The main advantages of these 
dyes are that they are resistant to photobleaching, compatible with commonly used laser 
lines and detectors, and fairly cheap to produce.2 Cy3 was chosen as the probe for this 
project because it is able to report on stacking interactions between itself and the end of 
the DNA strand (see section 1.2). 
 
Figure 1.1  (left) general structure of a cyanine dye, (right) structure of Cy3 and Cy5. 
 
1.2 – Photophysical Properties of Cy3 
 The photophysical properties of Cy3 can be explained in terms of a potential 
energy surface (see figure 1.2).  In the ground state, the dye is in the trans form.  After 
absorbing a photon, the singlet excited state deactivates by competing processes, which 
include fluorescence, internal conversion, or rotation around the C-C bond in the 
polymethine chain.  When rotating, the dye moves from the all-trans form (N) in the 
excited state through a twisted intermediate (t) before it either returns to the all-trans 
X = 0, 1, 2 … 
X = 1, Cy3 
X = 2, Cy5 
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ground state or forms the non-fluorescent cis isomer (P).  The efficiency of 
photoisomerization depends on temperature, solvent viscosity, and steric hindrance.1    
 When working with Cy3, we see an increase in the rate of fluorescence (kf) when 
the rate of photoisomerization (kNt) is minimized.  Stacking interactions with Cy3 and a 
DNA base lower the rate of isomerization of the dye by introducing steric hindrance, 
which means that the large size of the DNA base prevents the dye from moving as it 
would when the DNA base was not present.  See section 1.5 for a quantitative way to 
determine how much activation energy (ENt) is required for Cy3 to undergo the twisting 
process, which is represented by kNt in figure 1.2.  In this project, we seek to compare the 
stacking interactions between Cy3 and each of the four different nitrogenous bases – 
adenine, cytosine, guanine, and thymine – and to characterize the resulting impact of the 
changing bases on the photoisomerization efficiency of Cy3.  This has implications for 
FRET measurements, as discussed in section 1.6.       
 
Figure 1.2  Potential energy surface for cyanine photoisomerization. N represents the normal form (trans 
isomer), t the twisted state, and P the cis isomer. kf and kic represent the fluorescence rate and the internal 
conversion rate (from ref 2). 
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1.3 – Cy3-DNA Interactions 
 Professor David Lilley at the University of Dundee in Australia conducted an 
NMR study in 2000 that showed that Cy3 stacks on the end of double-stranded DNA as if 
it is an additional base pair (see figure 1.3).3  The implication of the orientation 
dependence of two stacked dyes will be discussed in the FRET section of this chapter 
(section 1.6), but the impact for our work is that Cy3 can stack on top of the DNA and 
therefore be more limited in its ability to undergo cis-trans isomerization.  As discussed 
in section 1.1, this will cause the dye to not transition to a dark cis isomer as often.  
When we measure the fluorescence intensity of Cy3, then, we should expect to see a 
higher rate of fluorescence (kf) with a stacked Cy3 on DNA compared to a Cy3 that can 
rotate around its linker. 
 
Figure 1.3  Cy3 (pink) and Cy5 (purple) stacking on the end of a  
double-stranded DNA strand as if they are additional base pairs (from ref 3). 
 
 
The photophysical behavior of cyanine dyes has been of interest to the Levitus 
laboratory since 2007.  Sanborn et al examined Cy3 when attached to single- or double-
stranded DNA, and the major finding was that the activation energy (ENt) of the dye is 
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highest when attached to the 5’ end of single-stranded DNA.4 The activation energy 
barrier decreased when the complementary strand of the DNA was annealed, indicating 
that stacking interactions are disrupted when both strands of DNA are present.4 This work 
set the stage for much of the work done in this project, because a logical next step is to 
focus on sequence-dependent interactions. 
 Two studies done in the Levitus laboratory by Harvey et al in 2009 compared the 
interactions between Cy3 and either different DNA sequences or the four different 
nucleobases.5,6 In the first study, it was shown that even small variations in the DNA 
sequence produce measurable differences in the biophysical properties of Cy3.5 In the 
second study, Cy3 was shown to interact more strongly with the purines (dAMP, dGMP) 
than with the pyrimidines (dCMP, dTMP).6  The main difference between purines and 
pyrimidines is that the former have two aromatic rings, whereas the latter have only one.  
This work was expanded by Ranjit et al in 2012 to demonstrate that TAMRA, Alexa-546, 
and Cy3B interact differently with free DNA bases, further proving that it is essential to 
understand how experiments can be affected by the choice of probe.7 From here, we 
wanted to specifically look at the interactions between Cy3 and each different base 
attached to the 5’ end of DNA. 
 
1.4 – Simulations 
 Atomistic molecular dynamics (MD) simulations were performed by Justin Spiriti 
to predict and support the experimental results.  One limitation with most MD 
simulations is that the relevant conformational changes of a biomolecule occur on the 
microsecond to second timescale, but computational resources to simulate that timescale 
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are enormous.  Thus, computational research groups are limited to simulations closer to 
~100 ns in length if they cannot augment their simulations in any way.  For example, a 
short simulation of DNA with Cy5 and another dye, tetramethylrhodamine (TMR), 
showed that some stacking interactions on the end or in the minor groove of the DNA did 
occur, but only a few transitions were observed.8  Another very short (~200 ps) 
simulation of the Texas Red dye on DNA saw no stacking interactions.9   
The Gaussian-mixture adaptive umbrella sampling (GAMUS) program was 
created by Paul Maragakis, Martin Karplus, and Arjan van der Vaart in 2009.10 This 
method is one of many that enhances the sampling and allows simulations to cover longer 
timescales.  The main advantage of GAMUS that is useful is that it can enhance the 
sampling but also avoid large memory demands by estimating from a probability 
distribution instead of multidimensional histograms.10 GAMUS was used here to study 
Cy3 attached to all four different initial nitrogenous bases.  However, we needed a way to 
compare our experimental results with the simulations (discussed in section 1.5). 
 
1.5 – Quantum Yields and Activation Energies 
One way of directly measuring how efficient Cy3 is at emitting photons is with 
the fluorescence quantum yield.  This parameter can be used to compare the stacking 
interactions between Cy3 and each of the four possible nucleobases, because the quantum 
yield increases if the cis-trans isomerization of Cy3 is restricted (see section 1.2).  It will 
be shown in this section that the activation energy (ENt) can be calculated from these 
quantum yield measurements and then compared across different samples and with the 
simulation data. 
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The fluorescence quantum yield can be written as: 
)(
)(
Tkkk
k
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Ntnrf
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++
=φ  
where kf refers to the radiative fluorescence rate, knr represents non-radiative pathways, 
and kNt is the rate of the bond twisting process that initiates isomerization from the singlet 
excited state.  The quantum yield is a measure of the fractional percentage of molecules 
that emit photons divided by the molecules that undergo any possible process.  The 
maximum value is 1, which would mean that all molecules that absorb light will 
fluoresce.   
Since measuring an absolute quantum yield is challenging, most groups measure 
them as a comparison to a standard.  We measured the quantum yields of each sample at 
22°C (ϕX22°C) using the published value for the sample with a terminal T (ϕT22°C = 0.16) as 
a reference11 according to: 
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Here, IX is the integrated fluorescence intensity and AX is the absorbance of each sample 
measured at 500 nm.  Then, the remaining quantum yields were calculated relative to the 
value at 22°C following: 
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Here, I is the integrated fluorescence intensity at the other temperatures. 
 
The activation energy of photoisomerization (ENt) was calculated experimentally 
by determining the fluorescence quantum yield of Cy3 as a function of temperature.  
Writing kNt in terms of the Arrhenius equation: 
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RTE
Nt
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/−
=  
where A is the pre-exponential factor, R is the gas constant (8.314 J/K·mol), and T is the 
temperature in Kelvin.  Assuming that kNt is approximately 0 in glycerol at 0°C, we 
obtain equation 1: 
RTEkACglycerolT Ntf /)/ln()]0,()(ln[
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−=°−
−− φφ  (1) 
This equation provides a means from which ENt can be calculated from temperature-
dependent fluorescence quantum yield data.  The value of ϕ in glycerol at 0°C was 
determined in previous work to be 0.85.4 This ENt value can be directly compared to the 
values found with the simulations (unstacking free energy, given in kcal/mol). 
 
1.6 – Effects on FRET 
 
 Förster resonance energy transfer, or FRET, will be discussed at length in section 
2.4.  However, a brief introduction will give some context for why our work impacts 
FRET measurements.  FRET is a technique that is sensitive to small distance changes 
(typically around 20-100 Å), but there are a few important mathematical parameters that 
must be known with certainty in order to confidently report the FRET efficiency between 
a donor and an acceptor.  One of the most difficult parameters to quantify is called the 
kappa squared (κ2) factor, which is a measure of the orientation dependence between the 
donor and the acceptor.12 As was previously mentioned, David Lilley’s group showed 
that Cy3 and Cy5 stack on top of the terminal bases of DNA, which causes the value of 
κ2 to oscillate as the length of the DNA is changed because the transition dipoles are 
aligned in different ways as they rotate relative to each other.13  
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 In our laboratory, Ranjit et al showed that, by modifying the way that a 
fluorescent dye is attached to the DNA, the orientation of the dye can be controlled.14 
This can help to reduce uncertainties in FRET.  However, when this cannot be controlled, 
it is important to understand potential ways that the κ2 factor can be affected in 
experiments.  In our work, we show that, depending on the identity of the terminal base 
pair on the DNA sample, the stacking interactions between Cy3 and that base are 
different, and therefore the orientation of the dyes could be unpredictable unless a 
thorough analysis of the system being used is performed.  Our work can help researchers 
who are performing FRET measurements with Cy3 on DNA, because we provide a 
quantitative measure of how Cy3 will interact with the terminal base pair. 
 
Methods 
 
GAMUS Simulations 
 
All simulations were performed by Justin Spiriti.  Briefly, the CHARMM nucleic 
acid force field was used in conjunction with the CHARMM program.  Four systems 
were simulated, which included Cy3 attached to a double-stranded DNA with the 
following sequence: 
5’-Cy3-XTC TTC AGT TCG-3’, where the initial base X is A,C,G, or T 
 
All simulations were performed in explicit water. Cy3 was initially started at a stacked 
position on the DNA.  The DNA strands with either an A or a T initial base were 
simulated for 70 ns while the DNA strands with a C or a G were simulated for 80 ns.   In 
order to cover the conformational space, gaussian-mixture adaptive umbrella sampling 
(GAMUS) was used to enhance the sampling of all five dihedral angles of the Cy3 linker.   
10 
 The resulting configurations were broken into two groups, which depended on the 
distance between the Cy3 and the first base.  Configurations with more than 8.0 Å were 
considered unstacked, while those with less than 8.0 Å were considered stacked.  Base 
pair parameters were analyzed with 3DNA, and overall DNA bending angles were 
calculated with MadBend.  Additional 50 ns unbiased MD simulations with NAMD were 
also performed using the fully solvated unlabeled DNA sequences. 
 
Photophysics Experiments 
 
Four HPLC-purified DNA oligonucleotides and their complementary strands were 
purchased from Integrated DNA Technologies (Coralville, IA): 
5’-Cy3-XTC TTC AGT TCA GCC-3’, where the initial base X is A,C,G, or T 
These strands are slightly longer than the ones used in the simulation studies in order to 
ensure duplex stability.  Double-stranded DNA samples were prepared in 10 mM Tris 
buffer by mixing the Cy3-labeled strand with a 10% excess of the complementary strand. 
 Fluorescence spectra and fluorescence quantum yields (ϕ) of the samples were 
measured on a QM-4/2005SE spectrofluorometer (Photon Technology International, 
Birmingham, NJ).  Temperature was controlled using a water circulation system and was 
measured inside the cuvette with a calibrated thermocouple.  The excitation wavelength 
was set at 500 nm.  Fluorescence quantum yields were measured as a function of 
temperature between 5-45°C (see section 1.5 for details). 
 Fluorescence lifetimes (technique described in section 3.6) were measured using 
the time-correlated single photon counting technique at room temperature.  Briefly, the 
sample was excited by vertically polarized light, and the fluorescence decay was 
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collected with the emission polarizer kept at the magic angle with respect to the 
excitation polarizer.  The instrument response function (IRF) was measured using a 2% 
scattering solution (Ludox colloidal silica, Sigma, St. Louis, MO).  The measured full 
width at half maximum (FWHM) was typically around 50 ps. 
 
Results and Discussion 
 
 Using GAMUS, stacking and unstacking interactions were seen by Justin Spiriti. 
Unbiased MD simulations saw no unstacking.  There were four unstacking interactions 
for the DNA strand with A attached to the dye (shown as A·T in figure 1.4), five 
unstacking interactions for T·A, four for G·C and two for C·G.  Figure 1.4 shows the 
free energy surface as a function of the distance between the center of mass of Cy3 and 
the center of mass of the first base to which the dye is attached. Since the free energy 
differs depending on the base pair that the dye is attached to, specifically T·A is shown to 
have a lower stacking free energy than the other three samples, this was motivation to test 
whether or not these differences could be seen experimentally.   
 
 
Figure 1.4  Free energy as a function of the distance between the center of mass of the first base and the 
center of mass of the Cy3 ring system. 
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As can be seen from the left of table 1.1, the free energy of unstacking found 
using the simulations was computed for each DNA base, and the expectation was that 
A·T and T·A have asymmetric unstacking free energies, while G·C and C·G are more 
similar.  The only difference between the simulation values and those found in our 
experiments (compare left and right of table 1.1) is that the simulations predict the 
energy needed to unstack the dye, but the experimentally calculated activation energies 
include that energy added to the energy needed for the dye to isomerize. 
System Unstacking free energy from 
simulation (kcal/mol) 
Experimental activation energy for cis-
transisomerization (kcal/mol) 
A·T 6.5 10.7 
G·C 8.7 9.9 
C·G 8.4 8.4 
T·A 4.2 4.9 
 Table 1.1  Free energies for unstacking and activation energy for the cis-trans isomerization of Cy3. 
 
 Experimental results are shown in figures 1.5 - 1.7.  Figure 1.5 shows the 
measured quantum yields for each of the Cy3-dsDNA samples, A·T, C·G, G·C, and T·A.   
 
Figure 1.5  Fluorescence quantum yields of Cy3-DNA conjugates. 
An asymmetry between the A·T and T·A samples (blue circles, red diamonds) 
stands out but the C·G and G·C samples (green triangles, orange squares) are more similar to each other. 
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Here, the A·T sample (blue circles) stands out as having a larger temperature dependence 
with the fluorescence quantum yield than the other three samples.  This was not predicted 
by the simulations, but the T·A sample (red diamonds) has a lower temperature 
dependence than the other three samples, which was predicted.  The other two samples, 
C·G and G·C (green triangles, orange squares), have intermediate temperature 
dependences as compared to the A·T and T·A samples. 
 The differences between the samples are made more obvious in figure 1.6.  Here, 
the activation energy (ENt) has been calculated from the quantum yields shown in figure 
1.5 (see section 1.5 for the mathematical manipulations that were performed, equation 
1).  The experimental values associated with each sample can be found in table 1.1.  The 
steep slope for the A·T sample follows from the noticeably higher quantum yield 
temperature dependence in figure 1.5, and is associated with a higher activation energy 
barrier for the dye to rotate around the C-C bond.  It also stands out with this plot that the 
T·A sample has a flatter slope compared to the rest of the samples.    
 
Figure 1.6  Arrhenius plot of fluorescence quantum yield of Cy3-DNA conjugates.  See equation 1. 
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This means that Cy3 isomerizes more easily when attached to thymine, which was 
predicted by simulations.  
 The asymmetry between the A·T and T·A samples was predicted by the 
simulations, but it is more pronounced in the experiments.  This illustrates that even 
though it might seem safe to assume that Cy3 will interact similarly with every DNA 
base, unexpected differences can complicate and even mislead analysis.  Figure 1.7 
shows the excited state lifetime comparisons between all of the samples.  Here, the A·T 
sample (blue line) has a longer lifetime than the rest (orange, red, and green), which is 
consistent with the previous data because it shows that Cy3 remains stacked more with 
A·T than with the other three samples and therefore has a longer lifetime of fluorescence.  
Since the other three samples (T·A, C·G, and G·C) overlap within the resolution of the 
instrument, we cannot claim that there is any noticable difference between them.  
However, if we had higher resolution, we predict that T·A would have a shorter lifetime 
than C·G or G·C, which we would predict to have intermediate lifetimes between those 
of A·T and T·A.   
 
Figure 1.7  Time-resolved fluorescence decays of Cy3-DNA conjugates.  Here, the blue line is for the A·T 
sample, while the other three colored lines (red, green, and orange) are for the other three samples.  
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 The free energy barrier for isomerization of free Cy3 has been calculated to be 4.5 
kcal/mol.4  When this value is added to the calculated unstacking free energies found 
using the simulations, the resulting energies are much larger than the experimentally 
determined activation energies of isomerization (table 1.1).  This suggests that Cy3 may 
not need to fully unstack to isomerize, which was observed with the simulations.  Figure 
1.8 shows a mechanism of partial unstacking before completely unstacking that was seen 
using simulations. 
 
Figure 1.8  Mechanism of Cy3 unstacking. 
 
The proposed mechanism is that the dye starts in a stacked state, rotates laterally, and 
then loses interactions with the base and becomes partially unstacked.  In the final stage, 
the dye loses all interactions with the first base pair and rotates freely. This could impact 
FRET measurements because the transition dipole between Cy3 and an acceptor could be 
more dynamic than assumed. 
 
Conclusions 
 With GAMUS simulations, it was found that Cy3 has a lower affinity for the T·A 
base pair than for the other three base pairs.  Experimentally measured activation energies 
follow the same trends as the free energies of unstacking from the simulations, but the 
main difference seen with experiments is that the A·T sample had a higher asymmetry 
with the T·A sample than was predicted.  The disparity between the values for simulated 
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energy of unstacking and the experimental energy of unstacking and isomerizing 
indicates that some partially unstacked states might be amenable to cis-trans 
isomerization, which was further explored using simulations.  Taken together, this work 
shows that the interactions between Cy3 and DNA are dependent on the first base pair, so 
researchers pursuing FRET experiments with Cy3 on DNA are encouraged to properly 
account for the possibility that stacked, partially stacked, and fully unstacked 
configurations could impact their measurements. 
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CHAPTER 2 
HETERODIMERIZATION OF ME1 PEPTIDES 
 
 Here, we engineered a salt bridge at the dimerization interface between two 
monomers of a short membrane peptide, ME1, and determined if heterodimerization 
could be modulated in a pH-dependent manner.  Members of Dr. Giovanna Ghirlanda’s 
group synthesized the peptides with the mutations needed for the salt bridge, an aspartic 
acid or a Dap, as well as donor and acceptor dyes, a pyrene or a coumarin.  Micelles were 
used to encapsulate both peptides.  Fluorescence resonance energy transfer measurements 
were performed using a spectrofluorometer.  The results indicate that heterodimerization 
is most efficient around neutral pH, as expected given the pKas of the residues, and 
dimerization is reduced at low and high pH.  This might allow for the controlled 
heterodimerization of these peptides in the context of a larger system.          
 The work, entitled “A designed buried salt bridge modulates heterodimerization 
of a membrane peptide,” was published by Peptide Science in November of 2014.15 
 
Introduction 
 
2.1 – GpA and ME1 
Glycophorin A (GpA) is a dimeric transmembrane helical protein that is a model 
system for understanding helix-helix interactions.  It was the first membrane protein to 
have its sequence determined, and it was the first clear example of non-covalent 
membrane protein oligomerization.16  The GXXXG motif, which is known to drive helix-
helix association via van der Waals interactions and hydrogen bonds, was first identified 
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in GpA through mutagenesis analysis.17 A lot of work has been done to discover why this 
common motif allows for the close approach of two helices and how it can be used to 
engineer dimerization when it does not occur naturally.18     
 In 2007, Cordova et al demonstrated that GpA could be engineered to bind heme 
by introducing two histidine residues far away from the dimerization interface (see only 
histidine mutation, highlighted red in figure 2.1).19  A total of five mutations were made 
in the 32 residues of the transmembrane helix of GpA, and the resulting peptide was 
called ME1 (see figure 2.1).19  This was a big step in the Ghirlanda laboratory toward 
designing a protein that has a non-native active site and can therefore be used to 
investigate cofactor properties in membrane proteins.19   
 
Figure 2.1  Ribbon model of ME1 in complex with hemin.  The amino acid sequence of GpA and ME1 are 
compared to show the five mutations that have been made (highlighted in red) (from ref 19).  
 
 
 Later work done by Shinde et al with ME1 looked at how the histidine pair, which 
are aromatic residues, affect the redox potential of the heme.20  The goal was to 
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demonstrate that there are ways to affect the cofactor properties on purpose and to control 
these interactions.20  Building off of these successes, this project seeks to find out if the 
dimerization of the ME1 peptide can be controlled, so that in the future the heme binding 
site could be brought in at a certain pH and with a certain orientation.  This is because, in 
the Ghirlanda laboratory, a major goal is to be able to design artificial bioenergetic 
systems with components that have specific and controllable interactions with each other. 
 The current project adds two features to ME1: a buried salt bridge (see section 
2.2) and a pair of dyes for FRET analysis (see section 2.4).  These will allow for more 
control over when dimerization occurs.  An engineered salt bridge has been created by 
several groups using water-soluble coiled-coil dimers, but this is the first attempt with a 
membrane protein system.21-23   
 
2.2 - Designing a Salt Bridge 
 The goal of introducing a buried salt bridge into ME1 was to be able to modulate 
the dimerization of the peptide monomers so that they come together only at specific pH 
values.  This would provide an aspect of control, because at certain pH values the side 
chains of the salt bridge would have attractive opposite charges and at other pH values 
the interaction would be neutral.  To design this salt bridge, ideally there would be a 
positive charge on one of the side chains and a negative charge on the other side chain at 
the same pH value. This requires charged amino acids, but in order to choose the correct 
amino acids, the size of the side chains must be taken into account.  The side chains must 
line up nearly perfectly when the two monomers come together to form a dimer in order 
to interact.   
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 A few different combinations were modeled in our work before choosing a pair of 
amino acids that would fit between the two ME1 helices.  Typically, two of the four 
charged amino acids, arginine (Arg), lysine (Lys), aspartic acid (Asp), or glutamic acid 
(Glu) would be used.  In our work, the pairs of Glu-Lys, Asp-Lys, Glu-Arg, and Asp-Arg 
were found to not fit quite perfectly, but a shorter analog of lysine, diaminopropionic acid 
(Dap), was found to fit with Asp.  The unnatural amino acid, Dap, is just one of many 
amino acids that are not found in nature but can be used in research, usually to study 
protein structure and function.24  The Dap-Asp pair was selected by Schneider et al in 
1997 with the same GXXXG motif in order to provide stability in a pH-dependent 
manner.23   
 Given the pKas of Asp (3.9) and Dap (7.8), we know that at pH values between 
3.9 to 7.8 we can expect heterodimerization to occur because the side chains will bear 
opposite charges and electrostatic interactions will bring the two peptides together (see 
top of figure 2.2).  However, below pH 3.9 and above pH 7.8, one of the side chains will 
be charged and the other will be neutral, so there will not be any electrostatic interactions 
anymore.  The cartoon shown in the bottom of figure 2.2 illustrates our expectations.  As 
a control, we also measured the strength of the interaction between peptides with Asp-
Asp in the dimerization interface, as well as Dap-Dap.  These mixtures constitute 
homodimers, because the side chains in the salt bridge are the same.  This was to show 
that, since electrostatic interactions are not available in these pairs, the strength of the 
interaction is weakened.  When both side chains are charged, like  charges will repel.  
However, at pH values where both side chains are neutral (below 3.9 for Asp, above 7.8 
for Dap), there can be hydrogen bonding between the side chains and dimerization can 
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still occur.  This offers an alternative pH range for dimerization if needed when building 
these larger protein structures for the Ghirlanda laboratory. 
 We want to verify that our designed salt bridge can alter the dimerization of ME1 
that occurs naturally as a result of the GXXXG motif, so we are incorporating donor and 
acceptor dyes, pyrene and coumarin, that we can use to measure dimerization (see 
section 2.4).  However, before we can do that, we need to incorporate the ME1 
membrane peptides inside of micelles (see section 2.3). 
   
 
 
Figure 2.2  (top) engineered salt bridge in ME1 given by an aspartic acid and a Dap residue, respectively. 
(bottom) cartoon of the heterodimerization of ME1 depending on pH. 
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2.3 – Micelles 
Since ME1 is a membrane protein, it needs to be supported by an environment that 
mimics the lipid membrane.  One way of easily providing a non-polar environment for 
the peptide is to introduce a detergent to the buffer, which will form a micelle around the 
peptide.  The left of figure 2.3 shows a cartoon of what ME1 might look like in a micelle.  
The right of figure 2.3 shows dodecylphosphocholine (DPC), the detergent that was used 
to create micelles around the peptides.  The critical micelle concentration (CMC) for 
DPC is around 1.1 mM, which means that micelles would not necessarily all be 
completely formed if a concentration less than 1.1 mM was used.  It is important to stay 
above the CMC to ensure complete micelle formation, because micelles are dynamic and 
there needs to be a high enough concentration of detergent to ensure complete micelles.   
 
Figure 2.3 (left) cartoon of ME1 in a micelle.  The green histidine residues shown can bind  to heme, but 
no heme was included in this work. (right) structure of DPC, the detergent that was used to create micelles. 
 
 
 
2.4 – FRET 
Förster resonance energy transfer, or FRET, was briefly talked about in section 
1.6, which was in the context of how the stacking of Cy3 on top of a DNA strand can 
impact FRET measurements (see chapter 1).  I will expand my discussion of FRET here 
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because it was the main technique used in this project to determine when homo- or 
heterodimerization occurred. 
In more specific terms, FRET is a distance-dependent interaction between the 
excited electronic state of a donor and the ground state of an acceptor molecule in which 
energy is non-radiatively transferred.11,12 The energy must be transferred to an 
isoenergetic state, so only certain molecules (i.e. ones with good overlap between the 
donor’s emission and the acceptor’s excitation spectra, explained later in this section) are 
good FRET pairs.  Figure 2.4 shows a Jablonski diagram of the process to illustrate that a 
donor electron gets promoted to the first excited singlet state (blue line) and then non-
radiatively transfers its energy to a nearby acceptor, which can then emit that photon as 
fluorescence (green line).  The black lines here show relaxation to the first excited singlet 
state from a higher vibrational state.     
 
Figure 2.4  Jablonski diagram illustrating FRET.  The blue line represents the absorption of a photon by 
the donor, and the green line represents fluorescence of the acceptor.  The black arrow represents non-
radiative energy transfer (FRET) between the donor and the acceptor.  Black lines indicate vibrational 
relaxation. 
 
 
The efficiency of energy transfer (EFRET) depends on the distance between the 
donor and the acceptor (RDA): 
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Here, R0 is Förster’s distance, in honor of when FRET was first derived in 1946 by 
Theodor Förster.12  It is the distance at which EFRET is 50%, which can vary depending on 
the system that is being studied.11,12 Figure 2.5 shows the normalized EFRET plotted on 
the y-axis and RDA plotted on the x-axis (in angstroms, Å) to show that FRET 
measurements can be made between 0.5 R0 and 1.5 R0 (shaded yellow), otherwise the 
plateaus outside of this range (see flattened portions of the graph outside of the shaded 
yellow area) indicate that the measurement is insensitive to distance-dependent changes.  
The blue line shows that when EFRET is at 50%, the resulting value for RDA is the R0 value 
for the system.  In general, R0 values range from approximately 20-100 Å.11  
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Figure 2.5  Efficiency of FRET (EFRET) vs distance between donor and acceptor (RDA) for a system in 
which the Forster distance is 50Å. 
 
 
 FRET measurements are sensitive to a lot of parameters that are hidden within the 
Förster distance: 
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here, ϕD is the quantum yield of the donor in the absense of the acceptor, κ2 is the 
orientation factor mentioned briefly in section 1.6, η is the refractive index of the 
medium, NA is Avogadro’s number or 6.022x1023 molecules/mole, and J(λ) is the 
spectral overlap of the emission spectra of the donor with the absorbtion spectra of the 
acceptor: 
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where fD(λ) is the fluorescence spectrum of the donor normalized such that 
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εA(λ) is the molar absorption coefficient of the acceptor (in dm3mol-1cm-1), and λ is the 
wavelength in nm.11,12  
 As mentioned in section 1.6, one of the main difficulties in measuring accurate 
distances between a donor and an acceptor is in determining the κ2 factor.  Research 
groups often use a value of κ2 = 2/3, the isotropic limit, to assume that the donor and the 
acceptor probe can rotate freely and sample all possible orientations.11  However, this is 
not always valid, and it is very important for research groups to know with precision how 
their probes are behaving.  One way that κ2 can be determined with more accuracy is by 
linking the probes more rigidly, to DNA as an example, as was done by Ranjit et al, 
which causes the dyes to hold their orientation constant throughout measurements.14 
However, when the orientation of the probes cannot be known with accuracy, FRET 
measurements should be used in a more qualitative way. 
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 Besides uncertainty in the κ2 factor, there is uncertainty in this work about how 
the extinction coefficient of the donor and acceptor (εD, εA) change when inside a micelle.  
This would be difficult to measure, and would require a side project to know these values 
with precision.  Thus, this work will explore EFRET in a ratiometric way (see section 2.6).  
This decision is not because of limited experience in this area – the Levitus lab has even 
published a few studies on how to improve FRET measurements in the context of 
fluorescence correlation spectroscopy, the main technique used in chapter 3.25-27 For our 
purposes, a ratiometric comparison gives us the information that we need.    
 
2.5 - FRET Measurements 
FRET measurements were performed following the protocol described by Fisher 
et al.28 This method is different from traditional FRET measurements because, usually, 
donor emission is monitored and any decrease in emission is associated with non-
radiative transfer to the acceptor.12 In this work, the method is called sensitized acceptor 
emission, which means that we are looking for an enhancement in acceptor emission due 
to FRET.  This method has the advantage of being insensitive to the concentration of 
donors in the sample, which is useful because we then do not need to know the labeling 
efficiency. 
As a primer for explaining this FRET method, figure 2.6 shows the donor-only 
(a) and acceptor-only spectra (b) for pyrene and coumarin on the peptide from Fisher et 
al.  The donor and acceptor have been conjugated to the peptide in a location far from the 
dimerization interface.  The excitation spectra were collected by using a standard UV-Vis 
and scanning the excitation wavelengths while holding the emission constant (378 nm for 
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pyrene-GpA, 460 nm for coumarin-GpA).  The emission spectra were collected in a 
similar fashion, by selecting the maximal excitation wavelength (345 nm for pyrene-
GpA, 378 nm for coumarin-GpA) and scanning the emission wavelengths.  As shown in 
figure 2.6, pyrene and coumarin are a good FRET pair because there is a significant 
amount of overlap between the donor’s emission spectra and the acceptor’s excitation 
spectra.      
 
Figure 2.6 (a) donor-only excitation and emission spectra, (b) acceptor-only excitation and emission 
spectra, (right) structures of the donor and acceptor dyes, pyrene and coumarin, respectively (from ref 28).  
 
 
  When peptides with donors and acceptors are mixed, a spectrum like the one 
given in figure 2.7 would result when scanning the excitation between 290 and 480 nm 
and holding the emission at 500 nm.  The fluorescence intensity is a linear combination 
of the acceptor’s direct excitation (as shown in figure 2.6b, the acceptor is directly 
excited in this wavelength range) as well as FRET between the donor and the acceptor.  
The donor has no emission at 500 nm, so therefore there would be no contribution from 
direct donor excitation.  If there are no donors present, the acceptor-only spectra from 
figure 2.6b would result.  However, if there are donors that can non-radiatively transfer 
energy to the acceptors, we observe the acceptor emitting a sensitized emission signal and 
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the characteristic vibronic structure of pyrene is superimposed on top of the acceptor’s 
spectra (see figure 2.7). The height of the signal (here, around 345 nm at maximum) is 
proportional to the amount of FRET.  Thus, if we normalize all collected spectra to the 
acceptor’s emission maximum (378 nm), we can compare the amount of FRET in all 
samples based on the maximum absorbance at 345 nm.  Another useful advantage to this 
method is that, with the non-normalized spectra, we can compare the peak at 378 nm to 
confirm that the concentration of the acceptors is similar in all measurements.    
 
Figure 2.7  Sensitized acceptor emission method for FRET measurements (from ref 28). 
 
 
2.6 – FRET Analysis 
In order to analyze the spectra, it would be ideal to obtain EFRET for each of the 
peptides in a pH-dependent manner.  However, that requires the knowledge of the 
extinction coefficient for each of the dyes, which depends on the environment that the 
probes are in and is completely unknown in micelles, as was discussed in section 2.4.  
Thus, the spectra are analyzed in a slightly different way – through the ratio of intensities 
at specific wavelengths.  This method gives us the information that we need without 
having to do a side project to find the extinction coefficients. 
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We know from figure 2.7 that the pyrene donor has negligible fluorescence 
intensity at 500 nm, so therefore the fluorescence intensity at this wavelength (I500) is 
proportional to the concentration of acceptor molecules in the excited state.  At other 
wavelengths, the fluorescence intensity contains a combination of direct excitation of the 
acceptor as well as energy transfer from the donor.  The fluorescence intensity can be 
written as: 
[ ]FRETDADAA ECCKI )()( λελελ +=  
where λ is the excitation wavelengh, εA,D is the extinction coefficient of the acceptor or 
the donor, EFRET is the efficiency of energy transfer between pyrene and coumarin, CA is 
the total concentration of acceptor molecules, and CDA is the concentration of dimers 
containing a donor and acceptor FRET pair.  The proportionality constant K accounts for 
instrumental factors such as detector efficiency that were kept constant throughout 
experiments. 
 Since the extinction coefficient of pyrene at 378 nm is negligible, the fluorescence 
intensity at this wavelength only comes from direct excitation of the acceptor: 
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Comparing I378 to any other wavelength, the following ratio results: 
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This ratio is proportional to the concentration of dimers containing a donor and an 
acceptor.  We chose to quantitate dimer formation at the wavelength 345 nm because the 
contribution of FRET relative to direct excitation is maximal.  Thus, we are able to 
quantify differences in FRET, which is proportional to the amount of dimerization, by 
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comparing values at 345 nm.  In practice, the best way to visually notice the differences 
in FRET is to normalize all spectra at 378 nm and compare the peak at 345 nm for all 
samples. 
 
Methods 
Peptide Synthesis 
 
The peptides were synthesized in the Ghirlanda laboratory at Arizona State 
University.  This was done by microwave-assisted solid phase synthesis on a CEM 
Liberty automated peptide synthesizer using Rink Amide-ChemMatrix® (Matrix 
innovations), DMF as the solvent, 20% piperidine with 2% DBU for deprotection, and 
HOBt for activation (0.40 M in DMF).  Non-labeled peptides were acetylated at the N 
terminus using CEM standard protocols. N-terminal labeling was carried out on the resin 
using a protocol adapted from Fisher et al.28  Pyrene-peptides were prepared by manual 
triple coupling to unprotected resin-attached peptide using pyrene acetic acid (0.2 M, 4.5 
equivalents) in presence of 0.5 M HATU and DIPEA in NMP to improve efficiency. 
Coumarin-labeled peptides were prepared on the resin by manual triple coupling with 7-
dimethylaminocoumarin-4-acetic acid (4 equivalents) in 10 mL of DMF per gram in 
presence of 4.4 equivalents of DIC and 8 equivalents of HOBt for 4 hours. 
Simultaneous side chain deprotection and peptide cleavage from the solid support 
were achieved using a cleavage cocktail containing 94.5% TFA,  2.5% water, 2.5% EDT, 
and 1% TIS at the ratio of 150 µL/10 mgs of resin. Excess cleavage cocktail was 
removed by evaporation with a stream of nitrogen, and treatment of the residual with cold 
ether resulted in precipitation of crude peptide. The peptides were purified by reverse-
31 
phase HPLC on a semipreparative C4 column (Vydac) and determined to be at least 95% 
pure by analytical HPLC; MALDI-TOF analysis confirmed the expected molecular 
weight (Voyager Systems 4320 (Applied Biosystems)). 
 
CD Measurements 
 
CD spectroscopy was carried out at 25°C using a J-815 spectropolarimeter 
(Jasco). Peptide samples were prepared in 0.05 M potassium phosphate buffer pH 7.2 
containing NaCl 0.1 M and DPC 2 mM to a peptide concentration of 20 μM. A quartz 
cell with a 1 mm path length was used for the measurements.  These measurements were 
made only in order to ensure the peptides had the correct alpha-helical structure (data not 
shown). 
 
 
Sample Preparation and FRET Measurements 
 
Peptide stock concentrations were determined by UV-Vis after solubilizing the 
peptide in 30% ACN/H20, using the following molar extinction coefficients: εpyreme = 
32,000 M-1cm-1 and εcoumarin = 16,500 M-1cm-1.28   
10 μM pyrene- and  coumarin-labeled peptides from stock solutions were mixed 
in a 1:1 ratio and placed in an Eppendorf tube. The mixture was vortexed, and the solvent 
was then dried out under vacuum for 30 minutes until a thin film was formed.  The 
samples were lyophilized overnight.  Each sample was reconstituted in 150 µL of buffer 
of the correct pH (between 2-9) containing 5 mM DPC.  Buffer solutions at the desired 
pH were obtained by mixing different amounts of citrate buffer (0.2 M H3BO3 + 0.05 M 
citric acid) and  phosphate buffer (0.1 M Na2PO3). Finally, the samples were sonicated 
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for 30 minutes in a bath sonicator and allowed to equilibrate on the bench top until they 
were used.  A PTI QuantaMaster-4/2005SE spectrofluorometer was used to collect 
emission spectra.  The emission wavelength was set at 500 nm and corrected spectra were 
acquired between 290-480 nm. 
 
Results and Discussion 
 
As a control, the association behavior of the unaltered ME1 peptide was 
determined (see figure 2.8).  We monitored FRET as a function of pH in a mixture of 10 
μM coumarin-ME1 and 10 μM pyrene-ME1.  A strong FRET signal that is nearly 
independent of pH in the range 2-9 was observed, consistent with the formation of a 
dimer that is stable in the tested pH range.  
     
Figure 2.8  Dimer formation monitored using FRET for coumarin-ME1 and pyrene-ME1.  (left) 
representative normalized fluorescence excitation spectra from 1:1 mixtures as a function of pH.  (right) 
relative FRET efficiencies for each sample as a function of pH. 
 
 
In contrast, the association of ME1-TD (ME1 peptide with an Asp residue in the 
salt bridge) and ME1-TDap (ME1 peptide with a Dap residue in the salt bridge) in homo- 
or heterodimers depends on variations in pH.  Selected sensitized emission spectra of 
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each of these different mixtures are given on the left of figures 2.9 – 2.11.  On the right 
of figures 2.9 – 2.11, the differences between the intensities at 345 nm when normalized 
at 378 nm (I345/I378) indicate the differences in EFRET and therefore the amount of 
dimerization for the peptide.  Higher amounts of peptide dimerization will show a higher 
amount of EFRET.  Contributions from FRET are clearly observed due to the characteristic 
vibrational structure of pyrene (see figure 2.6) and are maximal at 345 nm.   
In figure 2.9 (left), the donor and acceptor are each on an ME1 peptide with Dap 
in the salt bridge.  Figure 2.9 shows that the peak intensity at 345 nm (dashed line) is 
highest at pH 8 for ME1-Dap peptide samples at different pHs, which as was explained in 
section 2.2, is near the expected pKa for Dap of 7.8.  Figure 2.9 (right) shows that 
dimerization is maximal between pH 8-10 and drops off at lower pH values.   
 
Figure 2.9 ME1-TDap/pyr and ME1-TDap/cou samples.  (Left) sensitized acceptor emission for 
normalized representative samples at given pHs to show the trend in the peak at 345 nm.  The dotted line 
indicates a coumarin-only sample with no FRET.  The dashed vertical lines denote 345 nm and 378 nm.  
(Right) ratio of normalized fluorescence intensity at 345nm/378nm.  The highest FRET occurred between 
pH 8-10. 
 
 
Figure 2.10 shows the results for when the salt bridge contains only aspartic acid 
(ME1-TD peptide samples with either coumarin or pyrene). In this case, the donor and 
the acceptor are each on an ME1 peptide with aspartic acid in the salt bridge.  The left 
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side shows that the fluorescence intensity at 345 nm is maximal for the sample at pH 2 
and 4, which is close to the pKa value for aspartic acid of 3.9.  The right shows that 
dimerization is maximal for samples between pH 2-4.  The difference in the normalized 
intensities compared between the Dap only samples (1.2 at maximum, figure 2.9) and the 
aspartic acid only samples (1.1 at maximum, figure 2.10) is slight, but we do notice that 
the binding interaction with the Dap only samples is slightly stronger than it is for the 
aspartic acid only samples.  We claim that this might be the case based on how the dyes 
behave in DPC micelles, not a true difference in the amount of dimerization.    
 
Figure 2.10 ME1-TD/pyr and ME1-TD/cou samples.  (Left) sensitized acceptor emission for normalized 
representative samples at given pHs to show the trend in the peak at 345 nm.  The dotted line indicates a 
coumarin-only sample with no FRET.  Dashed vertical lines denote 345 nm and 378 nm.  (Right) ratio of 
normalized fluorescence intensity at 345nm/378nm.  The highest FRET occurred between pH 2-4. 
 
 
 Figure 2.11 shows the results for when the salt bridge has Dap on one peptide and 
aspartic acid on the other peptide (ME1-TD/pyr and ME1-TDap-cou).  This figure 
encapsulates the goal of the project, to see if heterodimerization could be controlled in a 
pH-dependent manner.  The peptide with aspartic acid in the salt bridge was labeled with 
a pyrene, while the peptide with Dap in the salt bridge was labeled with a coumarin.  The 
major difference here is that the intensity at 345 nm is maximal at pH 6, which is 
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intermediate between the pKas of aspartic acid and Dap (see figure 2.11).  This result 
shows that the dimerization of unaltered ME1 at all pH values (see figure 2.8) can be 
forced to occur only at pH values near neutrality when a heterodimeric salt bridge is 
introduced.  As was shown in figures 2.9 and 2.10, if the goal was to form homodimers 
(Dap only or aspartic acid only in the salt bridge), then that could occur in a different pH 
range.  Depending on the application, we can control homo- or heterodimerization in any 
pH range. 
 
Figure 2.11 ME1-TD/pyr and ME1-Dap/cou samples.  (Left) sensitized acceptor emission for normalized 
representative samples at given pHs to show the trend in the peak at 345 nm.  The dotteded line indicates a 
coumarin-only sample with no FRET. Vertical lines indicate 345 nm and 378 nm.  (Right) ratio of 
normalized fluorescence intensity at 345nm/378nm.  The highest FRET occurred between pH 5-7. 
 
 
 
Conclusions 
The comparisons between the relative FRET for each of the different peptide 
mixtures, which include unaltered ME1, two homodimeric mixtures (Dap only or aspartic 
acid only in the salt bridge), and the heterodimeric peptide (Dap and aspartic acid on each 
peptide) demonstrate that dimerization of these different peptides can occur maximally in 
different pH ranges.  This is valuable, because a single point mutation was shown to 
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disrupt natural homodimerization but dimer formation can be rescued if the two peptides 
can form hydrogen bonds in the salt bridge or if the salt bridge has opposite charges, thus 
forming a heterodimer. 
 The results presented here are consistent with the case where salt bridges 
stabilize dimerization when the peptides bear opposite charges, whereas 
homodimerization only occurs when the side chains of the salt bridge are both neutral, 
therefore not introducing repellant charges.  To illustrate this point, the dimerization of 
ME1-TDap is favorable at pH values higher than 8, whereas the dimerization of ME1-TD 
is favorable at pH values lower than 4.  The dimerization of ME1-TDap/ME1-TD is 
favorable at pH values in the middle.  In summary, this approach can be used as an 
engineering tool to aid in the design of artificial membrane proteins. 
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CHAPTER 3 
 
SINGLE-MOLECULE STUDIES OF DNA SLIDING CLAMPS 
 
 In this work, we characterized the intrinsic stability and oligomerization dynamics 
of two DNA processivity clamps, β clamp and PCNA.  Our collaborators at the 
University of Florida, Dr. Linda Bloom and Lauren Douma, overexpressed the clamps in 
E. coli, purified, and then labeled them.  We performed fluorescence correlation 
spectroscopy measurements to determine the dissociation constant and the association 
and dissociation rate constants for PCNA.  For β clamp, we performed single-molecule 
measurements using the same confocal setup as well as time-correlated single photon 
counting measurements.  We determined that two different measures of the stability of 
the clamps, the equilibrium dissociation constants and the kinetic rate constants (solution 
stability) or the lifetimes of the closed rings (intrinsic stability) differed, from three orders 
of magnitude to just one, and we conclude that the latter is the best means of comparison 
between clamps with a different number of subunits.  We highlight the electrostatic 
interactions at the interface of β clamp that impact its solution stability.       
 My first author paper, “Intrinsic stability and oligomerization dynamics of DNA 
processivity clamps,” was published in April 2014 in Nucleic Acids Research.29  
 
Introduction 
3.1 – β clamp and PCNA 
All organisms have processivity clamps, which are also called sliding clamps.  In 
E. coli, the processivity clamp is called β clamp, (see left of figure 3.1) while in yeast 
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and humans it is called proliferating cell nuclear antigen (PCNA) (see right of figure 
3.1).  In bacteriophage T4, the clamp is called gp45.  The first crystal structure of β was 
determined by Kong et al in 1992.30 Then, the structure of PCNA from yeast was 
determined in 1994.31 Since then, it has been determined that all sliding clamps contain 
six domains, each containing two alpha helices and two beta sheets.32,33 They arrange in a 
head-to tail fashion, and all of the monomers are identical.34  However, the amino acid 
sequence of each clamp is different, so β clamp is a dimer, whereas PCNA is a trimer.  
 
Figure 3.1  (left) E. coli β clamp and (right) S. cerevisiae PCNA.  PDB IDs: 1MMI, 1SXJ. 
 
 
 Both rings are ~34 Å thick, and the opening in the center of the rings is ~35 Å in 
diameter so that DNA can fit comfortably.32,34 The function of the clamp is to bind to 
DNA polymerase in order to increase the processivity of DNA replication (see section 
3.3), which is an extremely important function because, otherwise, DNA replication 
would be much more error prone.  A lot of work has been done on discovering the static 
structures of these clamps (figure 3.1) and determining the role of processivity clamps in 
DNA replication (see section 3.3), but not a lot is known about the solution dynamics of 
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the clamps.  This project was the first to characterize the oligomerization dynamics and 
solution stability of E. coli β clamp and S. cerevisiae PCNA. 
 
3.2 – Dissociation Constant (Kd), Rate Constants (ka, kd) 
 The equilibrium dissociation rate constant (Kd) for a dimer is given by 
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The Kd is a measure of the stability of the complex.11  By definition, it is the 
concentration at which half of the clamps are in the complex form and half are 
unbound.11  If the value is high, the complex can dissociate even at high concentrations.  
If the value is low, the complex is very stable and does not dissociate easily.  For this 
project, we know we are dealing with very stable complexes for both clamps, so we 
expect Kd values in the pM - nM range.  Throughout this chapter, the Kd values will be 
associated with the solution stabilities of the DNA processivity clamps.   
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 The association rate constant (ka) and the dissociation rate constant (kd) are 
kinetic measures of how long it takes for the complex to associate or dissociate, 
respectively.  The units for the kd are given in per time, in this case s-1, which is how 
often something happens per second.  The units for the association rate constant differ 
based on the reaction, but for the dimer it is given in M-1s-1 and for the trimer it is given 
in M-2s-1.  The more important quantity in this project is the inverse of the kd, which is the 
lifetime of the closed complex: 
τ=−1)( dk  
When comparing a trimeric clamp and a dimeric clamp, it makes sense to compare the 
lifetimes of the closed complexes (we call them the intrinsic stabilities of the clamps) 
because they do not depend upon the number of subunits that the complex has.  The 
dissociation constants, and rate constants by comparison, do depend upon the number of 
subunits. 
  
3.3 – Interactions with DNA, Polymerase, and the Replication Machinery 
 
 In a cell, the clamps are not found alone – they are part of a larger complex 
system called a holoenzyme.  Three main components with at least 17 subunits make up 
the holoenzyme: a polymerase (pol III in bacteria or pol δ or ε in eukaryotes), a sliding 
clamp processivity factor, and a clamp loader.35,36 The holoenzyme functions with many 
other proteins, including helicase, primase, and single stranded binding proteins (SSBs).37   
 In DNA replication, before elongation, there are two main steps: the clamp loader, 
which is a member of the AAA+ family of ATPases, loads the sliding clamp onto the 
DNA in an ATP-dependent process, and then the polymerase binds to the sliding clamp 
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(see figure 3.2).36,38,39 The sliding clamp’s role is to slide on DNA and bind to 
polymerase, which causes the processivity of DNA replication to increase substantially; 
500-1000 nucleotides can be incorporated per second by the β clamp.37  
 
Figure 3.2  Clamp loading mechanism of the clamp (gray) by the clamp loader (blue) onto DNA (pink and 
gray) and then binding of DNA polymerase (peach) (from ref 38). 
 
 
 The clamp loader, made up of 3 γ subunits and one each of the δ and δ’ subunit, is 
arranged in an asymmetric circle as a pentamer.37 Many groups have looked into the 
mechanism of clamp loading, and many models have been proposed: the crab claw 
model, the limited change model, and the tool belt model, just to name a few.40,41 FRET 
studies done by Goedken et al support that the limited change model should be the 
preferred model over the crab claw model with β clamp.41  Since there is evidence to 
suggest that subunits within the clamp loader adopt a spiral conformation relative to the 
x-axis through the center of the clamp, the clamp is likely opened in an out-of-plane 
conformation, leading to another description of the clamp loader as a “screw cap.” 40 
Thompson et al demonstrated that ATP increases the affinity of the clamp loader 
for the clamp and DNA.42 Gomes et al showed that, without ATP, the affinity of RFC for 
PCNA is approximately 20 nM, whereas with ATP the affinity for PCNA is increased by 
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>10 fold to 1 nM.43 Interestingly, ensemble kinetic measurements show that ATP 
hydrolysis is not required for clamp opening – rather, it is needed for ring closure or 
clamp loader dissociation from DNA.43,44 This has motivated some of our research 
questions: how does the clamp loader open the clamp, does it have to force the clamp 
open or does it take advantage of small fluctuations in the interface of the clamps?  This 
question was the initial focus of chapter 5. 
 
3.4 – H-dimers 
In this project, we use singly-labeled clamps for some expeirments.  However, 
sometimes we need to determine with accuracy if the clamp is in a closed conformation 
or if one interface is open, either as a consequence of being opened by the clamp loader 
(see appendix A) or because the clamp has dissociated into monomers.  This dictates that 
the method we use to monitor open-closed events needs to be sensitive to very small 
distance changes.  Techniques like FRET (discussed in section 2.4) cannot be used 
because the distances we need to probe are smaller than 10 Å.  Thus, we use a different 
method in which two tetramethylrhodamine (TMR) dyes are purposefully placed close to 
each other (~5 Å).  The dyes stack on top of each other, which quenches the fluorescence 
(see methods for exact labeling sites).  However, when the dyes are moved apart from 
each other, the fluorescence is recovered.  In figure 3.3 the stacked dyes (low 
fluorescence) and the free TMR (high fluorescence) are illustrated. 
When the dyes are close, they form an H-dimer in which the transition dipoles of 
the dyes stack in a parallel fashion.  This is a “face to face” orientation.  This is in 
contrast to a J-dimer, which forms when the transition dipoles of the dyes stack in a head 
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to tail fashion.  To distinguish between the two types of dimers, there are different 
spectral shifts associated with each one.  
 
Figure 3.3  β clamp (left) and a zoomed-in picture of the dyes at the interface (dimers or single, right) 
 
With an H-dimer, the spectra will be blue shifted, while with a J-dimer the spectra will be 
red shifted.  Dimerization is affected by the structure of the dye, the solvent, the 
temperature, and by the presence of electrolytes.45 Various mechanisms have been 
proposed for why the dimers form, including van der Waals additive forces, 
intermolecular hydrogen bonding, hydrogen bonding with the solvent, and coordination 
with metal ions.45  More than one mechanism might explain one dye and solvent system.   
 Even though dye aggregation has been noticed in concentrated solutions of dyes 
for decades,46 the concept has been taken a step further by engineering dyes at certain 
positions such that quenching occurs only when a certain conformation of the system of 
study is adopted.  Ogawa et al demonstrated that rhodamine derivitives conjugated to 
avidin could show quenched fluorescence when the dyes were close and then higher 
fluorescence when the dyes were farther apart.47 Many other groups have used this 
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technique, but one of the frustrations that the Levitus lab has encountered is that the 
orientation of the dyes is difficult to control perfectly, so a control sample in which all 
dimers are formed is not available.  The Levitus lab will pursue finding this control 
sample (chapter 5, ongoing since September 2014). 
 
3.5 – Fluorescence Correlation Spectroscopy (FCS)  
 The main technique used in the Levitus laboratory is fluorescence correlation 
spectroscopy (FCS).  With this equilibrium method, there are a variety of areas of active 
research.  Just in the last year, there has been an increase in the use of FCS with 
biologically relevant systems,48 in conjunction with analytical systems,49 and in 
conjunction with imaging samples.50 There are a host of reasons why FCS is such a 
popular technique.  For one, the concentration of the samples needed for FCS are very 
low (~1-50 nM), so purifying enough product to test is less cumbersome.  As a related 
point, FCS and other single-molecule techniques can detect rare events that are often 
hidden in ensemble measurements, which have become increasingly more important in 
fields like biology and analytical chemistry.12 Also, FCS is a technique performed at 
equilibrium in solution, so no surface immobilization or synchronization is required.12 
 In our FCS setup, a green 532 nm laser is directed through our objective and up to 
our sample stage using a variety of optics and mirrors (see left of figure 3.4).  Once 
fluorescent molecules are excited by the laser, the fluorescence is collected by the same 
objective, passed through a dichroic filter, and then directed to a pinhole assembly.  This 
pinhole assembly is responsible for creating a very small (~5-10 fL) confocal volume that 
then restricts the number of molecules that can be seen at any given time (see figure 3.4).   
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Figure 3.4 (left) cartoon representation of our confocal FCS setup, (right) observation volume created, 
which shows molecules diffusing in and out due to Brownian motion.   
 
According to the Poisson distribution (reproduced in figure 3.4): 
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where p(k) is the probability of finding k fluorophores (0,1,2…) and λ is the average 
number of fluorophores in the confocal volume,12 we find that at concentrations of 1 nM 
and assuming a confocal volume size of 5 fL, the average number of molecules in the 
confocal volume at any given time is ~3 molecules.  Dropping the concentration to 10 
pM results in an average of <<1 molecule, which supports the single-molecule 
designation of FCS.   
 Due to Brownian motion, particles diffuse into and out of the confocal volume 
and the resulting fluorescence intensity trace (see figure 3.5) is given as the output from 
the detectors.  
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Figure 3.5  Example fluorescence intensity trace. 
 
In FCS analysis, the intensity at a given time I(t) is compared with the intensity at a 
longer lag time I(t + τ).  If diffusion is slow, then the intensities at short lag times are 
likely to be similar, but if diffusion is fast, that might not be the case.  The way of 
comparing how similar these values are to each other is by comparing the correlation 
between the two values.  This is done through the use of an autocorrelation decay 
function: 
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Here, the autocorrelation function (G(τ)) is normalized by the average intensity squared, 
<I>2.12 
 Now, taking into account the parameters of the confocal volume (see figure 3.4), 
which can be approximated by a 3-dimensional Gaussian profile with  an ellipsoidal 
shape, then the autocorrelation function can adopt a different form: 
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where G(0) is the amplitude of the decay, D is the diffusion coefficient, r is the shorter 
radial component of the ellipsoidal volume, and z is the longer axial component of the 
ellipsoidal volume.12 In our lab, we know that r<<z. 
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 Another way to write the autocorrelation function measured in FCS experiments 
with a monodisperse sample diffusing freely in solution (as was used in this project 
extensively, see figure 3.6 for a generic example) is given by equation 3.1: 
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here, τ is the correlation lag time, Dτ  is the characteristic diffusion time and ‹N›
-1 is the 
mean number of fluorescent particles in the observation volume.12  This assumes that the 
axial dimension of the setup is much larger than the radial dimension (r<<z).  The 
characteristic diffusion time is related to the particle’s diffusion coefficient (D) by 
DrD /4
2
=τ .   
 Figure 3.6 shows that, for a trimer, the autocorrelation decay shifts toward the 
right (see black trace), whereas with a monomer, it shifts to the left (see red trace).   
 
Figure 3.6  Example of an autocorrelation function generated from an intensity trace.  Here, τM is the 
characteristic diffusion time of the monomer, whereas τT is that of the trimer. 
 
 
When fitting these autocorrelation decays, we can extract the value for the characteristic 
diffusion time of a trimer (τT) or for a monomer (τM).  If an autocorrelation decay of a 
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mixture is collected, then the characteristic diffusion time for the sample is called the 
apparent diffusion time (τapp).     
 In the case of a polydisperse sample, the total autocorrelation function can be 
expressed by the sum of the autocorrelation functions of the individual components 
weighted by the square of the brightness of each particle as shown in equation 3.2: 
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here, n represents the number of species in solution, Ni is the number of fluorescent 
particles of species i, Bi is their brightness, and τiD the individual characteristic diffusion 
times.12 In the case of this project, since fitting with equation 3.1 or equation 3.2 
produced the same results, we opted for equation 3.1 because there were fewer fitting 
parameters.  We found that equation 3.2 gave non-physical outcomes because there were 
too many fitting parameters.  However, one consequence of using equation 3.1 is that the 
τD values actually represent a mixture of monomers, dimers, and trimers, so we should 
actually call this value τapp, or apparent diffusion times.  
    
3.6 – Algorithm for Determining the Dissociation Constant of PCNA 
 The equilibrium mixture of labeled and unlabeled protein results in a distribution 
of labeled, unlabeled, and partially labeled trimers and dimers, which dissociate into a 
mixture of labeled and unlabeled monomers.29  In this case, the brightness (Bi, equation 
3.2) is determined by the number of fluorescently labeled monomers present in each 
particle (see equation 3):      
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Here, α1, α2, and α3 represent the mole fractions of the monomer, dimer, and trimer, f is 
the efficiency of the labeling reaction, CL is the concentration of labeled protein (fixed at 
1 nM in all experiments), C is the total protein concentration, NAV is Avogadro’s number, 
and Veff is the optical effective volume. 
 When we perform concentration-dependent experiments with PCNA (see figure 
3.10), we want to obtain the value of the Kd.  To do that, we created an algorithm that 
iterates the value of Kd until the best match between the experimental data and the 
calculated data is achieved.  In the first step, a value of Kd is assumed and then the values 
of [M] and [T] are calculated for each of the 50 total protein concentrations by solving 
the following algebraic equations: 
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Then, the values of [M] and [T] are used in equation 3.3 to calculate the theoretical 
autocorrelation function decays that are expected at each protein concentration.  These 
decays are then fitted with equation 3.1 to obtain τapp values.  The Kd is then modified 
and the algorithm is repeated until the calculated values provide the best fit. 
    
3.7 – Algorithm for Determining the Dissociation Rate Constant of PCNA 
 When we perform kinetic (time-dependent) experiments with PCNA, we want to 
obtain the value of the kd from the data (see figure 3.11).  Similar to section 3.6, we 
assume a kd value and we iterate until the calculated τapp values match the experimental 
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data, only with a few minor changes.  One, the values of [M] and [T] are calculated for 
the first 40 time points by solving the following algebraic equations: 
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Here, Kd was determined as explained in section 3.6, C is 1 nM in all experiments, and 
we set dda Kkk /= .  Two, the differential equation was solved numerically for each time 
point to obtain time-dependent [M] and [T], consistent with the assumed kd.  As before, 
the algorithm generates the total autocorrelation function expected at each time point 
(equation 3.3), fits the resulting curve with equation 3.1, and generates τapp values.  A 
plot of τapp vs. time is then generated and compared with the experimental data.  This 
process is repeated until the best kd can be found. 
 
3.8 – Single-Molecule Experiments 
These experiments use the same confocal setup used for FCS, with only a few 
minor differences.  The electronics require an NI card instead of a correlator card, which 
will give a different data output.  Instead of fluctuations in fluorescence, this technique 
will allow for the observation of an even lower concentration of molecules (we work with 
samples around 10 pM), so the data is given as bursts of fluorescence as truly single 
molecules diffuse into and out of the confocal volume (see top of figure 3.7).  There are 
two components to these traces that we should notice: one is that the height of the burst is 
dictated by the brightness of the fluorophore (Bi from equation 3.2).  The other is that 
how crowded the trace is, or how many bursts we see, is a result of the concentration of 
the sample that we are testing.  We analyze these traces using histograms (see figure 3.7). 
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The advantage to this technique is that we can work at a lower concentration in 
order to see dissociation happen that we could not detect at 1 nM concentration.  We 
utilize the H-dimers discussed in section 3.4, which gives us enough contrast between 
closed and open clamps to be able to observe dissociation. However, one struggle that we 
experienced was that this technique is much more sensitive to confocal volume drift, 
which would happen slowly over time as the focus of the objective moves slightly over 
hours.   
 
Figure 3.7  (top) example single-molecule trace, (bottom) analysis of the trace using a histogram 
 
 
This is typically controlled for in FCS by measuring a standard free TMR dye at the 
beginning of every experiment and then fitting the resulting autocorrelation function to 
find the size of the confocal volume every day.  In contrast, in single-molecule 
experiments the traces are not as robust because we are depending on statistical 
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probabilities when molecules diffuse in and out of the confocal volume.  In order to 
compare traces day by day, we normalized the counts > 6, those we know came from the 
protein and not from background counts (buffer, dark counts, etc.,) by the average counts 
obtained during the experiment. 
Another problem we experienced was that any denaturants that we might want to 
add to the solution in order to be sure that dissociation was complete had background 
counts that were too high.  This complicated our analysis because we could not be sure 
that the traces taken after hours were displaying complete dissociation.  As a result, we 
could not calculate the Kd because we cannot relate the signal with the true concentration 
of monomers in solution, but we can estimate the relaxation time for the equilibration 
process by fitting with an exponential function. 
 
3.9  – Time-Correlated Single Photon Counting (TCSPC) 
 The time-correlated single photon counting (TCSPC) technique was used in 
chapter 1, but I will describe it with more depth here because much more TCSPC data is 
included in this chapter.  With TCSPC, the sample is excited by a pulse of light, and then 
the time between the excitation pulse and the time that a photon is emitted by the 
fluorescent sample is measured.12  This information is stored in a histogram.  In order to 
avoid biasing the histogram toward short times, the conditions of the instrument are 
adjusted so that less than one photon is detected per laser pulse.12 See figure 3.8 for a 
visual representation of how TCSPC decays are built up. 
 From here, these lifetime decays can be fit with an exponential function to 
determine the lifetime of the sample.  A decay that fits with a monoexponential function 
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has only one lifetime associated with it, and therefore only has one component involved 
in the fit: 
τ/
0)(
teItI −=  
Here, I(t) represents the fluorescence intensity at time t, I0 is the initial intensity, and τ is 
the lifetime.  An example of such a sample that fits with a monoexpoential function might 
be a solution of a free dye.  However, this is not the case for all samples.  If more than 
one lifetime is needed, this might be indicative of multiple environments that the 
fluorescent probes are experiencing.12 
 
Figure 3.8  (top) TCSPC histogram built up from (middle) single photons arriving at different times (from 
ref 12) 
 
 In this project, we used either a sum of two or three exponentials to fit our decays 
that resulted from singly-labeled or doubly-labeled (H-dimer containing) β clamp, 
respectively, as shown in equations 3.4:  
54 
21 /
2
/
1 )()(),(
ττ tt eTAeTATtI −− +=  
321 /
3
/
2
/
1 )()()(),(
τττ ttt
eTAeTAeTATtI
−−− ++=  (3.4) 
Here, T indicates the incubation time (hour timescale) and t is the fluorescence decay 
time (nanosecond timescale).  We needed three lifetimes to fit our decays of doubly-
labeled clamps with H-dimers because we observed a short quenched dye lifetime, a long 
unrestricted dye lifetime, and an intermediate lifetime that did not change during the 
dissociation of the clamps (see figure 3.9, black line).  The middle lifetime can be 
explained by an interaction between the dye and the protein, as was seen by Brismar et al 
as well.51 The singly-labeled clamps had the intermediate lifetime too, so they fit with 
two lifetimes, the long lifetime and the intermediate lifetime (see figure 3.9, red line).  
The goal is always to fit the decay with the least number of fitting parameters but with 
residuals that are randomly distributed around a mean value. 
               
Figure 3.9  Decays collected for doubly-labeled β clamp (black) and singly-labeled β clamp (red) 
 
 The lifetime experiment involved measuring lifetime decays over time as 360 nM 
doubly-labeled β clamp and 1.8 uM unlabeled β clamp exchanged over many hours.   
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This resulted in an increase in the fluorescence intensity as quenched dimers exchanged 
into bright dimers (see cartoon, also figure 3.17 for decays).  The collected decays were 
fit with three exponentials, and then we wanted to analyze them together.  This type of 
analysis is called global analysis.  Here, all decays share the same lifetimes but the 
amplitudes will change with time as dissociation occurs (see equation 3.4).  Thus, the 
fractional contribution from the amplitudes can be plotted over time, and from that plot, 
the dissociation constant can be extracted by fitting with an exponential model (see 
figures 3.17 and 3.18).     
 
Methods 
Purification of B and PCNA 
This purification procedure, as well as the fluorescent labeling procedure, was 
performed by Lauren Douma in Dr. Linda Bloom’s lab. 
Several surface cysteine residues were replaced with serine to avoid labeling at a 
location other than the one intended.  Thus, Cys-260 and Cys-333 in β and Cys-22, Cys-
62, and Cys-81 were mutated to serine.  This was done using the QuikChange 
mutagenesis kit (Stratagene) according to the manufacturer’s instructions.  Then, a single 
cysteine mutation was created at a specific site.  Ile-305 was mutated to cysteine in β and 
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Ile-181 was mutated to cysteine in PCNA for site-specific labeling with a maleimide 
derivative of TMR.  This created a sample labeled at one site on each interface.  For 
doubly-labeled samples, two amino acids that are close to each other were mutated at the 
same time.  Ile-305 and Arg-103 in β or Ile-181 and Ile-305 for PCNA were both mutated 
in order to form H-dimers (see section 3.4). 
All clamps were overexpressed in E. coli BL21 (DE3), grown at 37° C to an A600 
of 0.6-0.7, and then protein expression was induced by adding IPTG to a final 
concentration of 1 mM.  Purification was performed by lysing the cells, removing the 
lysate via centrifugation, and then adding ammonium sulfate to the clarified lysate.  The 
precipitate was resuspended and dialyzed in 20 mM Tris-HCl pH 7.5 buffer containing 
0.5 mM EDTA, 50 mM NaCl, 2 mM DTT, and 10% glycerol.  Finally, the protein was 
loaded onto two 5 mL Hi-Trap Q-sepharose columns in tandem (GE Healthcare) and 
eluted with a gradient of NaCl (50-700 mM). 
 
Fluorescent Labeling of β and PCNA 
 Both β and PCNA were labeled with TMR (Molecular Probes, Invitrogen).  
Sliding clamps (2 mg) were incubated in the dark with 20 equivalents of fluorophore per 
Cys residue for 2 hours at room temperature and then 4° C overnight in a buffered 
solution containing 1 mM TCEP and 8% dimethyl sulfoxide.  Buffer solutions contained 
20 mM Tris-HCl (pH 7.5) and 0.5 mM EDTA for β or 30 mM mM HEPES (pH 7.5), 0.5 
mM EDTA, and 150 mM NaCl for PCNA.  Labeled protein was separated from excess 
fluorophore by gel filtration chromatography using Bio-Gel P-6DG (Bio-Rad) desalting 
resin.  Proteins were further purified by anion exchange chromatography on a 1-ml 
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HiTrap Q-Sepharose column (GE Healthcare).  β was eluted with a linear gradient of 0.1-
1 M NaCl in buffer containing 20 mM Tris-HCl (pH 7.5) and 0.5 mM EDTA.  PCNA 
was eluted with a linear gradient of 0.15-1 M NaCl in buffer containing 30 mM HEPES 
(pH 7.5) and 0.5 mM EDTA.  Proteins were dialyzed overnight.  Proteins were aliquoted 
and stored at -80° C.  
 Protein concentration was determined by a Bradford-type Assay (Bio-Rad) using 
native β or PCNA standards quantified by denatured A280.  The concentration of TMR 
was calculated from the absorbance measured at 555 nm using an extinction coefficient 
of 98,000 M-1 cm-1.  Typical labeling yields were 70% for both β and PCNA. 
 
FCS and Single-Molecule Experiments 
 We used a home-built optical setup to measure single molecule fluorescence 
traces and FCS decays (see middle of figure 3.10).  A 532 nm CW laser (Coherent 
Compass 215M-10, Santa Clara, CA, USA) was attenuated to 100 uW and focused on the 
sample using a 1.4 NA objective lens (Olympus PlanApo 100X/1.4 NA oil).  The 
fluorescence from the sample was collected by the same objective and passed through a 
50 μm pinhole, creating a confocal volume size of ~5 fl.  The fluorescence was then 
detected using an avalanche photodiode (Perkin-Elmer Optoelectronics, SPCM-AQR14).  
Autocorrelation decays (G(τ)) were measured with a multiple-tau digital correlator 
(ALV-5000/60X0, ALV, Germany).  A PCI-6602 acquisition card (National Instruments, 
Austin, TX, USA) was used to acquire the single molecule data. 
 Solutions were prepared in buffer containing 20 mM Tris-HCl pH 7.5, 50 mM 
NaCl and 0.1 mg/ml BSA.  Variable concentrations of NaCl were used in some 
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experiments as indicated in the text.  For FCS, we used 1 nM solutions of singly-labeled 
clamps.  Equilibrium experiments were performed by mixing variable concentrations of 
unlabeled protein to achieve total concentrations in the 1nM - 1μM range.  Solutions were 
incubated for 24 hours at room temperature prior to FCS measurements.  For kinetic 
experiments, a 1 nM solution of labeled protein was prepared by diluting from a 
concentrated stock (>10 μM) and was incubated at room temperature in an Eppendorf 
tube.  About 30 μl of this solution was taken at regular intervals to acquire an FCS decay.   
 
 
Figure 3.10  (left) Fluorescence correlation spectroscopy, (middle) confocal setup, (right) single molecule 
experiments. 
 
For single molecule experiments, we incubated a 10 pM solution of doubly-
labeled β clamp in an Eppendorf tube for 8 hours.  We took about 30 μl of the solution at 
regular intervals. Single molecule traces were acquired with 1 ms resolution for 10 min.  
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Frequency histograms acquired at increasing incubation times were constructed from 
each 10 minute trace.  To compare experiments on different days, we normalized the 
values of f (k>6) by the average count rate obtained during the experiment (typically 
~1.5-2 counts/ms). 
 
Fluorescence Lifetime Measurements 
 We acquired fluorescence intensity decays at room temperature using the time-
correlated single photon counting technique.  We used 540 nm excitation (FWHM~50 ps) 
and 590 nm emission (collected at the magic angle).  Each decay was collected for 15 
minutes.  Data was analyzed with a software written in-house (ASUFIT, URL: 
www.public.asu.edu/~laserweb/asufit/asufit.html).  All traces were deconvoluted from 
the instrument response function and fitted globally with the sum of three exponentials: 
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where T indicates the incubation time (hour timescale) and t is the fluorescence decay 
time (nanosecond timescale).  The three lifetimes were shared among all data sets 
(around 30) and the amplitudes were treated as independent.  The fractional amplitudes 
were calculated as α1 = A1 / (A1 + A2 + A3). 
 
Results and Discussion 
Concentration-Dependent PCNA Measurements (Thermodynamic)  
 We performed a concentration-dependent experiment that sought to determine the 
dissociation constant (Kd) for PCNA using FCS.  We made 50 samples spanning the 
range of 1 nM – 1 μM, and each contained 1 nM singly-labeled PCNA and then variable 
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amounts of unlabeled PCNA to get to the given total concentration (see top of figure 
3.11). The samples were incubated for 24 hours, and then we measured autocorrelation 
decays for each sample.  Each autocorrelation decay was fit with equation 1 to find τapp. 
The bottom of figure 3.11 shows τapp plotted with respect to the total concentration.   
       
 
Figure 3.11  (top) Scheme for concentration-dependent experiment with PCNA to obtain the dissociation 
constant, and (bottom)  τapp for all PCNA samples.  Error bars represent at least three independent 
measurements.  The red line shows the theoretical curve associated with 2,100 nM2 as the Kd for PCNA. 
1 nM 10 nM 1 µM 
…                  …                  … 
100 nM 
3 3 3 3 
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 We see that the values shift toward longer timescales as the concentration 
increases, from 0.44 ms (1 nM PCNA) to 0.61 ms (1 μM PCNA).  We know we have a 
mixture of monomers and trimers in solution, but we chose to fit with a single 
characteristic diffusion time τapp.  We chose a single value for each sample because we 
found that adding two components to our fits resulted in overfitting (see section 3.5).  
The τT is the characteristic diffusion time that we measure for the trimer, whereas τM is 
the expected characteristic diffusion time for the monomer as calculated using the Stokes-
Einstein equation in conjunction with a basic volume equation: 
r
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Here, kB is the Boltzmann constant, T is the temperature in Kelvin, η is the refractive 
index, and r is the radius.  Using these two equations, it can be demonstrated that τD 
(from equation 3.1) is proportional to the hydrodynamic radius of the particle and is 
therefore proportional to the cube root of the molecular weight of the protein.  We find, 
from our results, that the ratio of τT/τM is slightly less than the predicted ratio of 1.44; we 
see a ratio of 1.39. 
 To extract the parameter of interest, Kd for PCNA, we wrote an algorithm that 
iteratively approximated the Kd (see section 3.6) and we arrived at a value of 2,100 nM2.  
The theoretical curve that corresponds to this Kd value is shown with a red line (see 
bottom of figure 3.11).  Recall that 
][
][ 3
T
M
K d = , so the concentration at which [M] = [T] 
is the square root of the value, 100,2 = 46 nM.  This value will allow us to compare 
with β clamp, a dimeric clamp. 
62 
Time-Dependent PCNA Measurements (Kinetic) 
 Using the Kd determined using concentration-dependent experiments, we used 
time-based (kinetic) experiments to discover the rates of dissociation (kd) and association 
(ka) for PCNA.  Concentrated singly-labeled PCNA was diluted to 1 nM and then 
monitored over 20 hours (see figure 3.12).  τapp decreases from 0.61 ms, consistent with 
the trimeric clamp, to ~0.42 ms, which is very close to the value expected for the 
monomer.   
 
Figure 3.12  Dissociation of 1 nM PCNA over time, the arrow indicates the diffusion time of a PCNA 
monomer. (inset) no change is seen when 1 M NaCl is added. 
 
 
The addition of 1 M NaCl did not result in noticable changes in the kinetics of 
dissociation (see inset of figure 3.12).  This is not the case for β clamp, which we will 
discuss in the next section. 
 Using a similar algorithm to what was described for the concentration-dependent 
measurements (see section 3.7), kd was determined to be 6.1x10-5 s-1.  We took the 
inverse of this value to find the lifetime of the closed ring, in this case τ ~ 4.5 hours.  That 
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goes to show how stable PCNA really is.  We also calculated the ka to be 2.9x1010 M-2s-1 
by using the Kd from the previous experiment.    
 
Time-Dependent β Clamp Measurements (Kinetic) 
 Following the same exact experiment described above for PCNA, we took a 
concentrated stock of singly-labeled β clamp and diluted it to 1 nM.  Interestingly, even 
over 50 hours we do not see any dissociation for β clamp (see figure 3.13).  This came as 
a surprise, but it did allow us to estimate an upper-bound for the Kd, otherwise we would 
have seen more dissociation.  We find that upper-bound to be 300 pM.   
 
Figure 3.13  Time-dependent FCS measurement of β clamp without salt (red) and with salt (blue). 
 
This result shows that β clamp is stable as a dimer even at low nanomolar concentrations. 
Performing FCS at lower concentrations, however, is not doable because the signal drops 
too much, so we tried single-molecule experiments as described in the next section.  
These experiments allow us to work at pM concentrations, in this case 10 pM.    
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 When 1 M NaCl is added to the solution, we do see dissociation in ~3 hours (see 
blue circles, figure 3.12).  This allows us to conclude that there are differences between 
the interfaces of PCNA and β clamp, because PCNA did not dissociate more readily with 
added salt.  High salt concentrations screen electrostatic interactions, so we propose that 
electrostatic interactions have a greater contribution to the stability of β clamp than 
PCNA.  Indeed, the crystal structure of β clamp from Kong et al shows electrostatic 
interactions between Arg 96 and Glu 300, as well as Arg 103 and Glu 304.30 It has also 
been reported that high salt concentrations promote subunit exchange in β clamp.35 
Finally, a computational study showed that electrostatic interactions make an additional 
contribution to stabilizing the interface of β clamp.52  These studies, in conjunction with 
ours, show that salt bridges are the main reason for the increased stability of β clamp. 
 
 
Single-Molecule Experiments with β Clamp 
 Since the FCS experiments did not help us to determine the Kd for β clamp, we 
turned to single-molecule experiments because they allowed us to work at lower 
concentrations than 1 nM, in this case 10 pM.  We introduced new doubly-labeled 
samples here, because we needed to increase the contrast between a closed and an open 
clamp.  As discussed in section 3.4, H-dimers were created by putting two TMR dyes in 
close proximity to each other.  When the clamps are closed, then, they should look 
essentially dark to a detector.  When the clamps open up, however, the fluorescence 
should be bright (see figure 3.14). 
 With single-molecule experiments, as was explained in section 3.8, the goal is to 
measure bursts of fluorescence because we are working in single-molecule conditions 
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instead of with a few molecules at a time as was done for FCS.  We measured single-
molecule traces of 10 pM doubly-labeled β clamp right after dilution from a concentrated 
stock and then every 30 minutes for 8 hours.  As shown in figure 3.15, we expect the 
bursts of fluorescence to become more frequent as more dissociation happens, as well as 
for the bursts to have a higher total count/ms because the unquenched fluorophores are 
much brighter than the quenched fluorophores.   
          
Figure 3.14 H-dimer scheme for β clamp.  When two TMR dyes are close, the fluorescence is quenched, 
but when the dimer dissociates we should be able to see the fluorescence increase. 
 
 
Figure 3.15  Single-molecule traces of 10 pM β clamp at t0 (red) and +8 hours (blue). 
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The red trace (t0) in figure 3.15 should be compared to the blue trace (+8 hours) to see 
how much more crowded the trace can get.        
 We take these traces and analyze them using histograms.  To do this, we take the 
counts more than 6 (k>6) because counts below that could be contributed by dark counts 
or buffer background noise.  We estimate a probability of k > 6 coming from background 
at 0.05%.  We normalize the histograms by the average count rate during the experiment 
(see section 3.8).  Then, we plot the fraction of bursts containing > 6 photon counts/ms as 
a function of incubation time.  The average of three independent experiments was used to 
construct figure 3.16, and we find that the frequency of bursts with k > 6 increases over 
time.  This shows that the dimers are dissociating into monomers. 
 A 3 hour relaxation time was obtained from an exponential fit of the data (see red 
line, figure 3.16).  Due to an inability to add a denaturant to the solution at the end of the 
experiment because of high background counts, we were unable to obtain the parameter 
of interest, the Kd for β clamp, using this experimental method.   
 
Figure 3.16  Normalized fraction of bursts with counts > 6.  A 3 hour relaxation time was obtained from 
the exponential fit shown (red). 
 
τ = 3 hours 
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However, these experiments did contribute to our analysis because we did see 
dissociation throughout the 8 hours of the experiment.    
 We turned to time-correlated single photon counting measurements (see section 
3.9) to finally find the dissociation constant for β clamp.  Figure 3.17 shows that, when 
we mix 360 nM doubly-labeled β clamp with 1.8 μM wtβ, we get exchange over 40 
hours.  This means that the quenched H-dimer clamps are slowly exchanging with 
monomers of unlabeled protein, so the fluorescence intensity should be building up over 
time.  As was explained in section 3.9, these decays fit with three lifetimes, and we 
attribute the shortest one (τ~0.093 ns) to the quenched TMR dyes.  The longest lifetime 
(τ~2.7 ns) results from TMR dyes that are not quenched, but the middle lifetime (τ~1.1 
ns) does not have an immediately obvious source.  We tried to discover the reason we see 
this middle lifetime by removing any chance of another Cys residue in the protein from 
being labeled, but even with that mutant β clamp we see the middle lifetime.  The same 
middle lifetime is present with the singly-labeled β clamp as well.   
               
Figure 3.17  Lifetime decays of doubly-labeled β clamp over 40 hours. 
+ time 
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We have elected to remove the middle lifetime from our analysis because the proportions 
of its contribution to the overall decay do not change with time.      
 Figure 3.18 shows the result of analyzing all decays collected over 40 hours using 
global analysis.  In this process, the three lifetimes are shared among all decays but the 
amplitudes associated with each decay are independent.  Plotted in blue is the fraction of 
the amplitude associated with the longer lifetime, which is increasing as it should be 
because the exchange reaction is increasing the amount of dyes that are not quenched 
anymore.  Concomittantly, the red trace shows the short lifetime associated with the 
quenched dyes as slowly decreasing.   
 With this data, we use an exponential model to find the lifetime of the closed ring, 
and we arrive at a value of 43 hours.  This was the first experiment ever conducted to 
give this value.  Since the lifetime value is one order of magnitude larger than the lifetime 
of PCNA which was 4.5 hours, we conclude that the electrostatic interactions that are 
disrupted with 1 M NaCl (see figure 3.13) are responsible for the difference in stability 
between β clamp and PCNA.  We are in the process of conducting more experiments with 
1 M NaCl and different mutants of β clamp (see chapter 4). 
 We also arrive at a Kd in the range of 6.5-65 pM when conducting this 
experiment.  However, the three orders of magnitude difference between the Kd values of 
β clamp and PCNA (46 nM for PCNA) shows that the association rate constants for the 
two clamps are very different from each other, which is impactful because we are 
comparing a dimer with a trimer.   We argue that the equilibrium dissociation constants 
are not a good way to compare the clamps since they have different stoichiometries, so 
we favor the comparison of the lifetime values instead.      
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 Wang et al support our claim that β clamp is more stable than PCNA with single-
molecule force spectroscopy measurements that show that at least three times larger force 
is required to open β clamp than PCNA.52 This suggests that each of the interfaces of β 
clamp are more stable than the interfaces of PCNA, because β clamp only has two 
interfaces but PCNA has three.  However, since the measurements were performed out of 
equilibrium, the results cannot be directly translated into equilibrium binding energies in 
solution.   
 
Figure 3.18  Global analysis of fluorescence lifetime decays.  Amount of β clamps with the longer lifetime 
(blue) increases over time, while the amount of quenched clamps (red) decreases over time. 
 
 We note that the lifetimes of the clamps on DNA have been measured to be ~1.7 
hours and 0.5 hours for β clamp and PCNA, respectively.53 In the context of our work, 
these values are about one order of magnitude lower than the lifetimes we measured for 
the clamps alone.  We think that the increase in local charge when bound to DNA may 
destabilize the clamps.   
 τ = 43 h,  Kd = 6.5 - 65 pM 
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 Another aspect of this project that requires more investigation is that of adding in 
the effects of the clamp loader on clamp stability.  We know that breaking a single 
interface will cause the clamps to be less stable, so maybe the clamp loader has a function 
of making sure the clamps do not dissociate when being loaded onto DNA.  Appendix A 
will show all of the work we have done on clamps with the clamp loaders present, but we 
still need to perform more single-molecule experiments to answer mechanistic questions. 
 
Conclusions 
 This work was the first to measure the equilibrium dissociation constant and 
kinetic rate constants for PCNA using fluorescence correlation spectroscopy.  We 
developed our own algorithm to fit the data and discovered that a trimer-monomer 
equilibrium was all that was needed to explain the data.  Alternative methods were 
needed to discover a reasonable range for the equilibrium dissociation constant for β 
clamp.  Single-molecule experiments saw dissociation of 10 pM β clamp, but time-
correlated single photon counting measurements were used in a more quantitative way.  
 Using the measured lifetimes of the two clamps, we find that β clamp is one order 
of magnitude more stable than PCNA due to electrostatic interactions at the interface.  
The three order of magnitude difference in stability between the two clamps that results 
from comparing the equilibrium dissociation constants derives from the very different 
association rate constants for the two clamps.  Future work will include DNA and the 
clamp loader to increase the complexity of the system.  
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CHAPTER 4 
INTERFACE STABILITY OF DNA SLIDING CLAMPS 
 
 In this chapter, three different mutants of β clamp were made with the TMR dye 
in different positions at each interface: R103C, S109C, or I305C.  The TMR dye is 
labeled on the two mutated cysteine residues via a maleimide reaction.  The goal was to 
see if putting a TMR dye in place of the Arg at position 103 would make the clamp less 
stable, because we know that the Arg residue is responsible for salt bridge interactions at 
the interface of β clamp.  We tested the stability of these mutants by adding NaCl or 
changing the pH of the borate buffer.  We discovered that the mutant with the TMR dye 
at position R103C is in fact less stable, which has motivated us to pursue the creation of 
new mutants that can probe these electrostatic interactions even better.  This work is 
ongoing and has not been published.     
 
Introduction 
4.1 – New β Clamp Mutants 
 In chapter 3, we determined that β clamp, a homodimer from E. coli, is much 
more stable than PCNA, a homotrimer from S. cerevisiae.  One of the conclusions from 
that work was that one of the reasons for the factor of 10 difference in intrinsic stability, 
which is measured by the lifetimes of the closed rings, is that β clamp has electrostatic 
interactions at the interface that PCNA does not.  As shown in figure 4.1, there are 
electrostatic interactions between Arg 96 and Glu 300, as well as Arg 103 and Glu 304, 
which were noticed in the crystal structure determined by Kong et al in 1992.30 We are 
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interested in seeing if attaching a TMR dye via a maleimide reaction in place of Arg 103 
at each interface would disrupt the stability of the clamp and therefore make that mutant 
less stable.  
                   
Figure 4.1  Electrostatic interactions between Arg 96 and Glu 300, Arg 103 and Glu 304  
at the interface of β clamp. 
 
 
For chapter 3, we used two different β clamp mutants.  The singly-labeled β clamp had a 
TMR dye only at position I305C, but the doubly-labeled β clamp had two dyes, one at 
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position R103C and the other at position I305C, such that an H-dimer was formed.  Here, 
we want to characterize if the singly-labeled β clamp mutant with a dye at position 
R103C has a different stability than our original singly-labeled clamp, I305C.  We have 
also created another control sample, one with a TMR dye on the other side of the 
interface at position S109C.  As shown in figure 4.2, the green spheres show where we 
have the TMR dyes labeled at position I305C.  If we have blue spheres, we have them 
labeled at position S109C, and red spheres are coordinated with position R103C.  
Doubly-labeled β clamp contains a quenched H-dimer when positions R103C and I305C 
are labeled at the same time (see section 3.4 for H-dimers).      
 
Figure 4.2  Illustration of all of the possible singly-labeled β clamps.  (left) green indicates position I305C, 
(middle) blue indicates position S109C, and (right) red indicates position R103C. 
 
 
 
Results and Discussion 
 
 From chapter 3, we showed that adding 1 M NaCl to the 20 mM Tris buffer, pH 
7.5 with 50 mM NaCl already added caused 1 nM singly-labeled β clamp to dissociate in 
about 3 hours when it would not dissociate without NaCl with fluorescence correlation 
spectroscopy (see figure 3.13).  We determined that 1 M NaCl is disrupting the 
electrostatic interactions at the interface of β clamp by shielding the charges.  However, 
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one follow-up question might be, at what concentraton of NaCl does the clamp fully 
dissociate?  Figure 4.3 shows a titration of salt concentrations with 1 nM singly-labeled β 
clamp that has a TMR dye at position S109C.  Here, the red circles show the τapp 
measurements at time 0, and the black squares show the τapp measurements after 24 
hours.  We show that even ~400 mM NaCl would have been enough to see complete 
dissociation.   
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Figure 4.3 NaCl titration with 1 nM singly-labeled β clamp with TMR at position S109C.  The buffer was 
20 mM Tris-HCl, 50 mM NaCl, pH 7.5 and the concentration of NaCl listed is the amount added to the 
buffer. 
 
We decided to compare all three mutants at 1 nM to see if there are differences between 
their interfaces.  We anticipate lower stability with the singly-labeled β clamp with the 
dye at position R103C because of a removed salt bridge interaction, and we do indeed see 
that this mutant (see figure 4.4, red squares, solid line) reaches lower τapp values more 
quickly than the other two singly-labeled β clamps (green circles, blue triangles).  The 
initial measurements (dotted lines) show some dissociation happening during the 10 
minutes of the measurement (see ~400-100 nM NaCl, dotted line, red squares), whereas 
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the other two mutants do not show any signs of dissociation during the initial 
measurements.  We feel that the fluctuation in the initial measurements for the mutant 
with a TMR dye at position I305C is not a sign of instability, simply that these 
measurements should be repeated to achieve a flat baseline like that for the mutant with a 
dye at position S109C.  Also, the measurements at 24 hours are very different for the 
mutant with a dye at position R103C than for the other two mutants (see red squares, 
solid line).  From this, we can conclude that the Arg at position 103 is important for 
stability of the clamp. 
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Figure 4.4. NaCl titration with all three singly-labeled β clamps.  The buffer was 20 mM Tris-HCl, 50 mM 
NaCl, pH 7.5 and the NaCl concentration listed is the amount added to the buffer. 
 
 We became interested in finding out if changing the pH of the solution could 
cause dissociation as well, so we tried adding 1 nM β clamp with the dye at position 
S109C into solutions of borate buffer spanning the range of pH 7-10.  We see 
dissociation begin to increase at pH 8 but be the most dramatic at pH 10, as can be seen 
from figure 4.5.  This is in keeping with our finding that β clamp dissociates when 1 M 
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NaCl is added to the solution, because a pH change should affect the interface charges in 
a similar way.  We are trying to disrupt the salt bridge interactions at the interface of the 
clamp.  Since they are dependent on the charges of the participating amino acids, adding 
NaCl would shield the charges and changing the pH would affect the charges of the 
amino acids.  We know that the pKa of Glu is 4.3, so that amino acid is negatively 
charged in the range of pH 7-10.  However, the pKa of Arg is 12.5, and by increasing the 
pH of the solution, some of the Arg residues transition from positive to neutral in charge.  
Figure 4.5 shows that this range of pH is enough to disrupt the salt bridge interactions 
somewhat for the β clamp with a dye at position S109C.  
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Figure 4.5  Dissociation of singly-labeled β clamp with TMR at position S109C in 20 mM borate buffer 
with 50 mM NaCl and different pH values for each sample. 
 
 
 Expanding these experiments to include all three singly-labeled clamps, we find 
that the clamp with the dye in position R103C is the least stable in borate buffer pH 8-10 
(see figure 4.6, red squares, solid line) and therefore displays more dissociation at these 
pH values.  The other two clamps (green circles, blue triangles) are more similar to each 
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other, except at pH 10, where having the dye at position S109C seems to be less stable 
than having it at position I305C.  This experiment was only performed once, so these 
anomalies should be explored further.   
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Figure 4.6  All three singly-labeled β clamps in 20 mM borate buffer with 50 mM NaCl of different pH 
values for each sample. 
 
 
 Kinetic experiments with 1 nM singly-labeled β clamp with the TMR dye at 
position S109C with either 1 M NaCl added or in pH 10 borate buffer show that 
dissociation plateaus in both experiments in about 3 hours (see figure 4.7).  This 
demonstrates that 1 M NaCl and pH 10 borate buffer both disrupt the electrostatic 
interactions at the interface of β clamp.  Even though these experiments have not been 
performed with the β clamp with a TMR dye at position R103C, we predict that it will 
take less than 3 hours for that clamp to dissociate into monomers because it has been 
shown to be less stable than the other two mutant β clamps.  A cursory analysis of the 
traces collected for this sample over 10 minutes of measurements hint at the possibility 
that dissociation happens very quickly, but this has not been confirmed.  This portion of 
the project is being pursued by a new graduate student in the Levitus laboratory.   
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Figure 4.7  Kinetic experiments with 1 nM singly-labeled β clamp with the dye at position S109C in (left) 
20 mM Tris-HCl with 50 mM NaCl and 1 M NaCl added, pH 7.5 and (right) 20 mM borate buffer with 50 
mM NaCl, pH 10. 
 
 
 The increased dissociation of the β clamp mutant with a TMR dye at position 
S109C in pH 10 borate buffer was demonstrated again using global analysis of TCSPC 
lifetime measurements (see section 3.9 for TCSPC explanation, figures 3.17 and 3.18 for 
same global analysis method) in pH 7.5 Tris buffer, pH 7.5 borate buffer, and pH 10 
borate buffer (see figure 4.8).  Each of these buffers contain 50 mM NaCl.  We see that 
dissociation happens more readily with 360 nM singly-labeled β clamp at pH 10 than at 
pH 7.5, as evidenced by the increase in the fraction of clamps with the longer lifetime of 
the TMR dye (i.e. the creation of more monomeric units without H-dimers) and the 
concomitant decrease in the short lifetime of the TMR dye (i.e. the lifetime we attribute 
to the H-dimer). This confirms the result shown in figure 4.5.  This method shows 
dissociation to be complete in about 4 hours.  However, given the concentrations of the 
samples in the two different experiments, these timescales should not be directly 
compared but instead used as evidence of pH 10 borate buffer having the ability to 
disrupt the electrostatic interactions at the interface. 
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Figure 4.8  TCSPC global analysis of singly-labeled β clamp with a TMR at position S109C in pH 7.5 
Tris, pH 7.5 borate, and pH 10 borate.  Both the Tris and borate buffers are 20 mM, and both contain 50 
mM NaCl.  The only difference between these buffers is their pH values. 
 
 
With the singly-labeled clamp with the TMR dye at position R103C, we tried a 
concentration-dependent experiment to see if it dissociates more readily than the other 
two mutants, which we know are stable at 1 nM for up to 50 hours (see figure 3.13).  We 
do see a difference.  Figure 4.9 shows that significant dissociation happens for total 
concentrations of the clamps between 1-5 nM, with less dissociation for the higher 
concentrations.  Even so, some dissociation for the samples that are even 200 nM and 
above indicates much less stability than the other two mutants.  We do not see complete 
dissociation at 1 nM over 24 hours, but the change is very significant in comparison to 
the other two mutants.  This result, in combination with figures 4.4 and 4.6, shows that 
the singly-labeled clamp with a TMR dye at position R103C is less stable than when the 
dye is at position S109C or I305C.  As a consequence, we have decided to pursue the 
creation of other mutants with the dye in a different position but with different mutations 
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made at position R103C to probe these differences more specifically.  However, the data 
shown in figure 4.9 was only collected once, so this figure should not be used without 
proper reproduction.    
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Figure 4.9  Concentration-dependent dissociation for singly-labeled β clamp with TMR at position R103C.  
The buffer was 20 mM Tris-HCl, 50 mM NaCl, pH 7.5 and the concentration listed is the amount of 
unlabeled clamps added to 1 nM labeled clamps in each sample. 
 
In contrast, we do not see dissociation in pH 10 borate buffer with the other 
processivity clamp discussed at length in chapter 3, PCNA, which confirms and supports 
our finding that PCNA does not dissociate when 1 M NaCl is added to the solution.  
Figure 4.10 compares PCNA in Tris buffer without 1 M NaCl, with 1 M NaCl, and in pH 
10 borate buffer, and shows that they are equivalent for PCNA.  We were not at all 
surprised by this result, and the upcoming work done to further this project will focus 
instead on new β clamp mutants designed to probe the electrostatic interactions at the 
interface more thoroughly.  Our collaborators at the University of Florida, Dr. Linda 
Bloom and her graduate student, Lauren Douma, will work on creating these new 
mutants and sending them to us.   
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Figure 4.10  Comparison between PCNA in 20 mM Tris buffer, 50 mM NaCl added, pH 7.5 with and 
without 1 M NaCl (red circles, black squares) and in pH 10 20 mM borate buffer, 50 mM NaCl (blue 
triangles). 
 
 
 
Conclusions 
 
 With this chapter, we have demonstrated that placing the TMR dye at position 
R103C has a disruptive effect on the electrostatic interactions at the interface of β clamp.  
In comparison, placing the TMR dye at position S109C or I305C does not impact the 
stability as greatly, as evidenced by less dissociation in 1 M NaCl or at pH 10 borate 
buffer.  This work has motivated the creation of alternative mutants of β clamp so that a 
more exhaustive mutation analysis can be performed for position R103C.   
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CHAPTER 5 
INTERFACE DYNAMICS OF DNA SLIDING CLAMPS 
 
 With this work, we have focused on the fluorescence fluctuations in the 10-100 μs 
timescale that are present in some fluorescence correlation spectroscopy measurements.  
Our working hypothesis has been that these fluctuations indicate dynamic movements 
between the dyes at the interfaces of β clamp.  However, conflicting data has pushed us to 
re-evaluate this hypothesis and consider the possibility that the H-dimer TMR probes we 
are using might interact with each other in a way that causes fluctuations independent of 
the movement of the proteins.  We seek to better understand the complicated system that 
we have been using with β clamp, which has many moving parts and too many 
uncertainties.  Thus, we have chosen to simplify the study by creating a DNA sample that 
holds two TMR dyes in a rigid fashion.  Through our work, we have found that H-dimers 
on the DNA control sample do not experience any dynamic movements and look 
equivalent to singly-labeled samples, so we conclude that this control can be used to 
demonstrate the validity of our initial hypothesis.  This work is ongoing and has not been 
published. 
 
 
Introduction 
 
5.1 - Preliminary Data with β clamp 
 When designing an experiment to probe the dynamics of the interface of β clamp, 
it was originally decided that we should compare two negative controls with our most 
dynamic clamp.  The first negative control was to be the singly-labeled β clamp from 
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chapters 3 and 4 (see left of figure 5.1) with a TMR dye at position I305C, because a 
single TMR dye should not change its behavior if the interface of the clamp is moving or 
not.  Then, the second negative control was to be a doubly-labeled clamp at a location far 
from the interface of the clamp (see middle of figure 5.1), a brand new mutant with dyes 
at positions S181C and S356C, because the middle of the clamp should not be very 
dynamic and would provide a baseline for the amount of movement of the dyes in 
another location on the clamp.  The sample that was expected to be the most dynamic 
was the doubly-labeled clamp with dyes at the interface from chapter 3 (see right of 
figure 5.1), which has dyes at positions R103C and I305C. 
 
Figure 5.1  crystal structure of (left) single-labeled clamp, position I305C shown in green, (middle) 
doubly-labeled clamp away from the interface, two dyes at positions S181C and S356C are labeled in blue 
and orange, respectively, and (right) doubly-labeled clamp at the interface, two dyes at positions I305C 
and R103C are labeled in green and red, respectively. 
 
 
 Time-correlated single photon counting (TCSPC, described in section 3.9) 
measurements were performed on these three samples by Suman Ranjit in 2012 to 
demonstrate that the lifetimes of the two doubly-labeled clamps are nearly identical, 
which means that the clamps both have H-dimers that are quenched.  The singly-labeled 
clamp should have a longer lifetime than the other two clamps because it does not contain 
any H-dimers and therefore does not have a short quenched lifetime component (see 
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section 3.4 for H-dimers, section 3.9 for analysis of lifetime decays).  Figure 5.2 shows 
that both doubly-labeled clamps have similar lifetime decays (red and blue lines), and the 
singly-labeled clamp has a longer lifetime decay (black line).   
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Figure 5.2  Lifetime decays of doubly-labeled clamps have the shortest decays (blue, red), and the singly-
labeled clamp has the longest decay, see (black). 
 
 
 However, a surprise came when Suman Ranjit tested these samples using 
fluorescence correlation spectroscopy (FCS, see section 3.5).  Both doubly-labeled 
clamps have autocorrelation decays that overlap (see figure 5.3, red and blue).  This is 
unexpected, because our working hypothesis was that the fluctuations in the 10-100 μs 
timescale should be able to report on dynamics: if there is a higher amplitude resulting 
from more of these fluctuations, then the sample is more dynamic, and we can compare 
with the autocorrelation decay for the singly-labeled clamp which has no fluctuations (see 
figure 5.3, black).55  
 Instead of seeing fewer dynamic movements from the internally labeled clamp 
and more from the clamp labeled at the interface, we see the same result for both clamps.  
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Now, this could mean that the clamp is equally dynamic in both locations, but hydrogen 
exchange experiments performed on β clamp do not support this idea – in fact, Fang et al 
demonstrate that subunit I (where our labels are near the interface) is much more dynamic 
than subunit II (where our labels are for the internally labeled clamp).54    
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Figure 5.3  FCS decays of doubly-labeled clamps, (red) labeled at the interface and (blue) labeled away 
from the interface, as well as the singly-labeled clamp, (black) 
 
 
 Either way, our internally labeled control sample did not help us to compare the 
dynamics at different locations.  In order to move forward, we need a new control sample 
that is doubly-labeled but has limited dynamic movements, and therefore would overlap 
with the black trace on figure 5.3.  We started first with some other mutants of β clamp to 
see if the internally labeled clamp was just an unfortunate choice.  The data was more 
confusing than expected because all samples other than singly-labeled β clamp have some 
fluctuations in the 10-100 μs timescale, but the differences between the samples are not 
easily explainable (see appendix B).  We need to either prove that the confounding 
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differences are due to the protein samples and not the dyes, or we need to create entirely 
new samples to probe the dynamics of β clamp. 
   
5.2 – Exploring FCS Fluctuations 
 
 After finding out that we needed a better control sample, we searched the 
literature for an instance where the FCS technique was used in combination with samples 
containing H-dimers and the autocorrelation decay had no fluctuations in the 10-100 μs 
timescale.  However, this endeavor has not been successful.  
 The pioneering study by Bonnet et al used a fluorophore and quencher on a 
hairpin loop, probably the simplest system possible.55 They demonstrated that a ratio 
taken between the sample and a control can isolate the reaction kinetics.55 This could be a 
way around needing a control sample like the doubly-labeled sample we created with 
dyes away from the interface, because then an internal comparison would not be needed.  
However, when we tried to apply the method to our samples, our decay was not able to fit 
with a single exponential as was the case for Bonnet et al (see figure 5.4).55   
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Figure 5.4  (left) autocorrelation decays for doubly-labeled β clamp (red) and singly-labeled β clamp 
(black), (right) autocorrelation decays (red/black).  This does not fit with a single exponential fit, leading 
us to believe that the dynamics of the clamps cannot be described by a two-state process. 
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This leads us to conclude that our clamps are more complicated than the hairpin loops 
and cannot be well-described by a two-state process. 
 One paper by Andrade and Costa using human serum albumin (HSA) as a carrier 
protein and a porphyrin (TSPP) involved H-dimers, but the FCS decays that they reported 
contain fluctuations in the 10-100 μs timescale that did not disappear with added 
denaturant.56  Chattopadhyay et al used H-dimers to probe dynamic motions in intestinal 
fatty acid binding protein, and they used an exponential component τR to fit the 
fluctuations in the 10-100 μs timescale.  They avoided explaining why the fluctuations 
were there by testing multiple laser powers and only ruling out triplet state 
photophysics.57,58 Their conclusion was that this τR component is diffusion controlled and 
can be used to characterize samples, although with the caveat that they are not very 
confident in this assertion.58  
 Another paper by McCann et al used two PDZ domains in PSD-95, and they show 
a figure with a singly-labeled sample and then doubly-labeled H-dimer samples that are 
similar in amplitude, leading us to believe that we might have found the perfect control 
sample.59  However, the authors claim that these decays require an additional component 
to account for the dynamics, just like Chattopadhyay et al.55,57,58 The values for what they 
call the fraction of samples in the triplet state (like τR, just a different interpretation) range 
from ~0.2-0.3, which should not be present in the singly-labeled or non-dynamic 
samples.59   
 To date, no viable control samples have been discovered in the literature.  We 
have pinpointed a need for a more thorough investigation of the fluctuations in the 10-
100 us timescale, so we decided to pursue creating a control of our own. 
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5.3 – DNA Control Sample 
 To design a control sample, we explored the literature for rigid H-dimer samples 
that we could use in FCS to see what the autocorrelation decay would look like.  
Hernando et al published a paper in which the model system was only a synthesized 
dimer of the tetramethylrhodamine-5-isothiocyanate dye (5’TRITC).60 This means that 
only the dyes connected by a short linker were investigated.  The authors claim that, 
through absorption spectra, they have found two different absorbing species of the dimer: 
one that is the same as the single TRITC and the second one that is non-fluorescent, 
which can be attributed to different conformations of the molecule having different 
optical properties.60  At the single-molecule level, the authors note nuanced behaviors 
where molecules have different orientations other than in-plane or one of the monomers 
is photodamaged, which could contribute to unexpected behaviors.60  It would be 
interesting to see how this sample would behave in FCS, but the authors did not do these 
experiments.  Ideally, we would want a system that is held more rigidly, although the 
simplicity of this control is appealing.    
  Another control would be to use a DNA hairpin in which the dyes are quenched 
when the hairpin is closed, but the dyes are bright when the hairpin is opened.  This 
would be like the hairpin in work done by Bonnet et al, just with two dyes instead of a 
dye and a quencher.  Conley et al created a so-called “molecular beacon” that would open 
up when an oligonucleotide was added to the solution, thus disrupting quenching between  
DCDHF dyes.61  The authors claim 97.2% quenching, which is an improvement over an 
earlier claim by Bernacchi et al to have 80% quenching with their hairpin system.61,62  
This sample would be wonderful to work with, but in order to buy a similar system 
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commercially, we discovered that the linkers for the dyes vary in length, thus reducing 
our quenching efficiency.  We needed a sample with invariable lengths between the 
linkers. 
 We settled on a DNA control sample with a dithiol modification internally.  The 
company Integrated DNA Technologies makes an iDTPA modification (see figure 5.5) 
that we could purchase and then label ourselves with a TMR maleimide.  This has the 
added benefit of having a very rigid structure, so the dyes are quenched and the linkers 
are the same length and cannot move much.  The only challenge when performing the 
labeling reaction in-house is separating the mixture to get the desired sample. 
 
Figure 5.5  iDTPA modification from Integrated DNA Technologies. 
 
5.4 – Analysis of Samples Using HPLC 
 After labeling the DNA ourselves, we would need a way to separate out unlabeled 
DNA, single-labeled DNA, and double-labeled DNA.  Since these components are not 
very different in size, a basic gravity column would not have the separation power 
necessary.  We needed high performance liquid chromatography (HPLC), and in this case 
we chose reverse-phase HPLC.  In this method, the sample binds to the column when a 
polar solvent (i.e. buffered water) is pumped through the system.63 We used 10 mM 
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TEAA buffer.  Then, when a gradient of acetonitrile is slowly added, the sample would 
come off of the column because the more non-polar solvent competes with the DNA on 
the column.63 Typically, fractions are collected at regular intervals and then they can be 
dried under vacuum, in our case in a vacufuge.    
 
Figure 5.6  Basic setup for HPLC (from ref 63). 
 
Methods 
Labeling procedure 
 DNA with a dithiol modification was purchased from Integrated DNA 
Technologies (Coralville, IA).  The sequence was: 
 
5’-CGC TAG CTA CGG CTA CGT AT/iDTPA/ATT CGA ACG TAG CGT ACG AT-3’ 
 
where iDTPA is the internal dithiol modification (see figure 5.5).  The complementary 
strand was purchased as well but with no modification.  A standard DNA solution with a 
single label on the 3’ end and no modification was purchased only for gel electrophoresis. 
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 A stock of 100 μM DNA was created.  A 12.1 fold excess of TCEP, a reducing 
agent to break the disulfide bond, was added to the solution.  Then, an 18.1 fold excess of 
TMR maleimide was added to the solution and refluxed for 2 hours as suggested in the 
online protocol on the website for Integrated DNA Technologies.  Finally, that sample 
was separated using an Econo-Pac 10 DG column (Biorad) into 5 samples to separate the 
DNA from some of the free dye. 
     
High-Performance Liquid Chromatography (HPLC) 
HPLC was performed using a ZORBAX 300SB-C18 column (Agilent Technologies) 
borrowed from the Lindsay lab.  Some troubleshooting was involved, but a 10 mM 
TEAA buffer was used as one solvent and acetonitrile was used as the other.  The method 
created for separating our DNA samples was 
 0-30 min, 5-17% acetonitrile 
 30-35 min, 17-100% acetonitrile 
 35-40 min, hold at 100% acetonitrile 
 40-45 min, return to 5% acetonitrile 
The first 30 minutes are the actual separation run, while the last 15 minutes are used to 
clean off the column so that it would be ready to do another separation.  The sample 
injection volume varied widely depending on how concentrated the stock sample was, but 
typical injection volumes were around 100 uL.  Three wavelengths were monitored: 260 
nm (DNA), 520 nm (dimer), and 550 nm (TMR dye).  1 mL fractions were collected as 
soon as a peak for DNA appeared at around 16 minutes and were collected until the DNA 
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peak disappeared.  Samples were then dried down using a vacufuge (Yan lab) and tested 
using a standard UV-Vis or, alternatively, a nanodrop (Yan lab). 
 
Annealing DNA 
Single-stranded DNA samples were mixed with a 1.25 molar excess of complementary 
DNA.  These samples were heated to ~80°C using a heat block, held at that temperature 
for 5 minutes, and then slowly cooled to room temperature over at least 3 hours. 
 
Gel Electrophoresis, Extraction Procedures  
 Native PAGE and denaturing PAGE were performed on each of the samples to 
check for purity and to determine if annealing procedures worked correctly. Typically, 
the concentrations of polyacrylamide were around 15%.   
 For extraction procedures, the gel was stained using ethidium bromide and then 
the gel bands were cut with a razor blade and put into an Eppendorf tube.  These gel 
pieces were placed in the freezer for 10 minutes, then 500 μL elution buffer was added 
and the tubes were placed on the shaker overnight.  The next day, the elution buffer was 
removed with a pipette and 1 mL of butanol was added.  The sample was vortexed for 1 
min at 2,200 rpm and then centrifuged for 1 min at 2,000 rpm.  The butanol was taken off 
and replaced by 1 mL ethanol.  That was vortexed again and then placed in the freezer 
overnight.  The next day, the sample was centrifuged in the cold room at 13,000 rpm for 
30 minutes.  The ethanol was poured out, another 1 mL of ice cold ethanol was added, 
and then the sample was centrifuged again in the cold room for 10 minutes.  Finally, the 
ethanol was poured off and the sample was dried in the vacufuge for 2 hours.  The 
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amount of water to add back varied between 30-50 μL depending on expected 
concentration.  
 
Mass Spectrometry 
 The DNA stock solution was desalted using a resin provided by the Lindsay 
laboratory, and then mass spectrometry was performed using an HPA matrix at the ASU 
Core Facility. 
 
Results and Discussion 
 In order to separate the DNA from the excess free TMR in solution, a buffer 
exchange column was used.  Large molecules like DNA migrate through the column first, 
then smaller molecules like free TMR take longer to migrate through the column.  In this 
way, we could clean up our reaction mixture of at least some of the free dye, but in 
practice we saw some free dye leak from the column into the solution.  
 5 samples were collected from the column separation, but only 4 contained DNA 
(see left of figure 5.7).  For these samples, there is a mixture of unlabeled, single-labeled, 
and double-labeled DNA, as well as some free dye, so the peak at 520 nm is not very 
high.  The peak at 520 nm is indicative of H-dimer formation (see section 3.4), so the 
higher that peak is, the higher the amount of H-dimer in the sample.  Here, samples 1-4 
have a similar mixture of each of the components, but sample 5 has no DNA (see left of 
figure 5.7) and no dimer peak at 520 nm (see right of figure 5.7).  We treated these first 
four samples as interchangeable moving forward. 
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Figure 5.7  Samples collected from the buffer exchange column that was used to separate DNA from free 
dye.  (left) full spectra, (right) normalized zoomed-in spectra at 400-600 nm to show the dye peaks. 
 
 HPLC was performed to separate the stock samples.  A chromatogram that was 
created while separating sample 2 into its component parts is shown in figure 5.8.  Since 
the unlabeled, single-labeled, and double-labeled DNA are so close in size (estimated to 
be 12,508.2 g/mol as reported by Integrated DNA Technologies, then 12,990.2 g/mol, 
then 13,472.2 g/mol), the chromatogram does not show three distinct peaks, but rather a 
DNA peak with two shoulders (see figure 5.8).  At approximately 16 minutes, there is a 
DNA peak but no dye or dimer detected (as measured with a 550 nm and 520 nm 
wavelength), which is the peak for unlabeled DNA.  Then, at approximately 18 minutes, 
there is shoulder in the DNA peak that is ~1/4 as high as the unlabeled DNA peak and 
that has a peak for the dye (550 nm, panel 2) and a small peak for the dimer (520 nm, 
panel 3).  We have determined experimentally that this sample is single-labeled DNA.  
Finally, at approximately 20 minutes, there is a shoulder in the DNA peak that is ~1/8 as 
high as the unlabeled DNA peak and that has a larger peak for dye and dimer.  We have 
seen experimentally that this sample is double-labeled DNA.   
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Figure 5.8  Chromatogram created while separating sample 2.  (top) DNA peak measured at 260 nm, 
(middle) dye peak measured at 550 nm, and (bottom) dimer peak, measured at 520 nm.  The red dashed 
line indicates where single-labeled DNA would come off of the column, and the blue dashed line indicates 
double-labeled DNA. 
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 Looking at this chromatogram, it appears that there is a lot of unlabeled DNA in 
the sample.  This is disappointing, because it shows that we should have refluxed the 
sample for longer.  There is no advantage to refluxing the sample for a short time – we do 
not have a third site that we do not want labeled, for example. 
 Mass spectrometry was supportive of our conclusion that the sample contains a 
large fraction of unlabeled DNA.  The largest peak (see figure 5.9) corresponds to the 
unlabeled DNA, then a peak is hidden for single-labeled DNA.  The tiny peak 
corresponds to the double-labeled DNA, and even though mass spectrometry is not a 
quantitative method, we can assume that there is a lot more unlabeled DNA in the 
mixture than anything else.  This could be improved upon in the future if the reaction was 
refluxed for longer than 2 hours. 
 
 
Figure 5.9  Mass spectrometry image of stock solution 1 from the column. 
 
 
  HPLC samples collected from ~16 minutes on were dried down using a vacufuge 
and then tested using a nanodrop.  Samples were estimated to be in the nM range in dye 
concentration, so the spectra of each sample individually are not very usable (see figure 
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5.10).  Consequently, these samples were pooled according to timing, i.e. fractions 2-1 
and 2-2 were pooled together because they correspond to times on the chromatogram 
when unlabeled DNA was coming off of the column (see figure 5.8).  Fractions 2-3 and 
2-4 correspond to single-labeled DNA, and fractions 2-5 to 2-7 are double-labeled DNA.   
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Figure 5.10  HPLC fractions from separating sample 2. (left) full spectra, (right) zoomed-in, 400-700 nm. 
  
 
 The pooled samples were dried down via the vacufuge and then tested using the 
nanodrop again.  Note that, even though 2-1 contains nearly all unlabeled DNA, there is 
still a small amount of dye-labeled DNA (figure 5.11, black trace).  This demonstrates 
that the HPLC separation has not been working well.   
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Figure 5.11  UV-Vis spectra of pooled HPLC samples. 
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Still, the traces have all been normalized to point out the difference at 520 nm, because 
with successive fractions, the peak at 520 nm is enriched.  Sample 2-1 (mostly unlabeled 
DNA) has a spectrum similar to free TMR (teal), then 2-3 (single-labeled DNA, red) and 
2-5 (double-labeled DNA, blue) contain a higher fraction of labeled DNA. 
 Gel electrophoresis was performed on these single-stranded samples to check for 
purity.  Native PAGE indicates that there is a higher-order structure in the samples (see 
figure 5.12), which is a concern because this band is present in all samples collected 
from HPLC.  This band is also present in the stock solution, so it is not fair to conclude 
that the band is from a contaminant in the borrowed HPLC column.  It consistently 
showed up across many different HPLC separations, which leads us to believe that it isn’t 
a random contaminant.  Also, the gel loading procedure cannot be called into question, 
because the standard 3’ labeled DNA strand (purchased from Integrated DNA 
Technologies) runs as a single band.  We are not sure what this higher-order structure 
might be.   
 
Figure 5.12  Native PAGE image. (Left to right), 3’ labeled TMR-DNA control purchased from IDT, 
mostly unlabeled sample (2-1), single-labeled sample (2-3), and double-labeled sample (2-5).  The upper 
band is concerning because it might be a contaminant. 
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 Denaturing PAGE was employed to see if the upper band could be disrupted, but 
even after heating the samples and adding urea to the loading buffer, the upper band still 
persisted (see figure 5.13).  We had hoped that some secondary structure or complexes 
with DNA could be disrupted, but denaturing conditions did nothing to this band. 
 
Figure 5.13  Denaturing PAGE image.  The upper band was not disrupted (compare with figure 5.12). 
 
 
 Attempts were made to extract DNA from the gel to see if the upper band 
contaminant could be isolated from the lower band, the DNA of interest.  The samples 
collected after multiple attempts at the three-day procedure were not concentrated enough 
to measure spectra, but the band does disappear after gel extraction.   
    
Figure 5.14  Native PAGE of samples that were extracted from the gel using a gel extraction procedure.  
(left) TAMRA scan of double-labeled (dl), single-labeled (sl), top band (T), and the 3’ TAMRA standard 
purchased from IDT, (right) sybrgold stain. 
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Figure 5.14 shows that, using a scan selective for the TAMRA dye, the upper band 
disappears (see left, lanes 1 and 2).  The contaminant itself does not appear to be 
fluorescent (see left, lane 3), but when staining with SybrGold, which is selective for 
DNA only, we see the upper band alone (see right of figure 5.14).   
 The main struggle we have with these extracted samples is that they are not 
concentrated enough to get UV-Vis spectra, and that would be very helpful to determine 
if the gel extraction preserved the H-dimer structure we were expecting.  Thus, we moved 
forward with fluorescence correlation spectroscopy measurements of the original samples 
from HPLC (those with the upper band contaminant), as well as those extracted from the 
HPLC samples.  In order to do that, we needed to anneal the DNA with the 
complementary strand.  The spectra are shown in figure 5.15 for the annealed samples 
(compare with figure 5.11, single-stranded samples).  Here, every sample has an 
enrichment in the absorbance at 520 nm, although the mostly unlabeled DNA sample 
stays about the same (0.42 to 0.53).  The single-labeled sample has some dimer (0.59 to 
1.10), and the double-labeled sample has the biggest change of all (0.78 to 1.72).   
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Figure 5.15  UV-Vis spectra of annealed DNA samples.   
101 
Fluorescence correlation spectroscopy measurements show that, whether the sample had 
a contaminant or not, the autocorrelation decays overlap.  This is encouraging, because it 
shows that even samples with very different amounts of H-dimer present have similar 
autocorrelation decays.  Figure 5.16 shows a comparison between the three samples 
shown in figure 5.15, the mostly unlabeled DNA sample, single-labeled DNA sample, 
and double-labeled DNA sample from HPLC.  These samples were made to be 5 nM in 
DNA, which in hindsight might be too low of a concentration because DNA melting 
could be occurring.  The worry right now is that these samples do not fit with a diffusion-
only model, so we are still pursuing these measurements to see if adding magnesium to 
the buffer could impact the results.  
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Figure 5.16  Annealed DNA samples 2-1 (mostly unlabeled DNA), 2-3 (single-labeled DNA), and 2-5 
(double-labeled DNA) 
 
Finally, figure 5.17 shows the DNA samples that were extracted from the gel.  The 
bottom bands from single-labeled and double-labeled DNA samples have overlapping 
decays, and these decays fit better with a diffusion-only model.  The amplitudes of the 
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samples from figure 5.16 and those from figure 5.17 are different because the first set 
had a known concentration (5 nM each), whereas the second set was too dilute to collect 
spectra for.  Unknowingly, the concentration of these samples was higher than 5 nM, 
which is another reason why we think we should pursue working at higher concentrations 
of our samples.  In any case, we can conclude that these samples have different amounts 
of dimers but similar autocorrelation decays, which means that the dimers themselves are 
not creating fluctuations in the 10-100 μs timescale. 
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Figure 5.17  FCS decays for samples extracted from a gel. 
 
 
Conclusions 
 
 With this project, we created a DNA control with H-dimers held in a rigid fashion 
that do not have any labeling-dependent differences in fluorescence correlation 
spectroscopy.  Thus, we can conclude that the β clamp mutants that do have differences 
are coming from dynamic movements, because the DNA control does not have any 
dynamic movements available.  We can also conclude that it doesn’t matter what the 
degree of quenching by H-dimers is, because the autocorrelation decays overlap when 
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dynamics are not involved.  Moving forward, we can compare β clamp mutants based on 
their dynamics via the fluctuations in the 10-100 μs timescale, and even though this 
component of the project has been difficult to reproduce so far, a focus on many trials 
will elucidate the differences between the mutants.   
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APPENDIX A  
BETA CLAMP EXPERIMENTS WITH THE CLAMP LOADER 
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The figures in this appendix show all of the experiments we have tried with β clamp and 
the clamp loader together in solution.  The first experiment was a steady-state measurement 
using 10 nM doubly-labeled β clamp, 0.5 mM ATP, and 150 nM clamp loader.  We see an 
increase in the intensity of ~2.7X, which is similar to those values found by Linda Bloom’s 
laboratory, our collaborators at the University of Florida.64  
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Figure A1  Steady-state clamp loader experiment. 
 
 Then, we performed TCSPC measurements with 10 nM doubly-labeled β clamp and 0.5 
mM ATP, but we titrated in the clamp loader.  The goal here was to determine at what 
concentration of clamp loader we can see saturating effects.  The decays increase in total 
intensity due to the clamp loader opening up one interface of the clamps.  Comparing the decays 
collected with no clamp loader and with 150 nM clamp loader, these experiments have similar 
results as mentioned above in that the intensity increases ~3X.  However, we did not see a steady 
increase in fluorescence intensity as clamp loader was titrated in, and this was the case for four 
replicates of this experiment.   
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Figure A2  β clamp with clamp loader titrated in. 
 
 
 We performed global analysis on these decays, and we found that they fit well with three 
lifetimes, as was the case with doubly-labeled β clamp in chapter 3 (see figure 3.18).  We see 
that the four replicates overlap for the most part, and we see a plateau at about 10 nM.  Thus, at 
150 nM clamp loader, we are at saturating conditions. 
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Figure A3  Global analysis with four repeats of the clamp loader experiment. 
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 We also tried these experiments with fluorescence correlation spectroscopy.  Instead of 
doubly-labeled β clamp, we used singly-labeled here.  The normalized autocorrelation decays 
(see left of figure A4) show that, as clamp loader is added, the decay shifts to the right.  If we fit 
these decays and extract the diffusion coefficients, we show that the clamps are bound to clamp 
loaders maximally at 100 nM clamp loader, but in the range of ~10-100 nM clamp loader we see 
some clamps bound and some clamps unbound.  This also shows that, at 150 nM clamp loader, 
we are at saturating conditions.  
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Figure A4 (left) autocorrelation decays of singly-labeled β clamp with increasing clamp loader concentration, 
(right) diffusion coefficients for each decay plotted against clamp loader concentration 
 
Another experiment that we tried as a result of the previous experiments tried answering 
the question, what amount of clamps are opened with saturating amounts of clamp loader?  
Spectra of 10 nM doubly-labeled clamps alone (see black lines), with clamp loader (see red 
lines), and then with either a denaturant, SDS, or heat (left and right, respectively, blue lines) are 
plotted in figure A5.  These experiments show that, when adding SDS, we see an overall 
increase of  ~16X, but when we add heat, we only see an increase of ~9X.  One interpretation of 
this data is that, when SDS is added, all H-dimer contacts are broken.  However, when heating 
1 10 100
40
45
50
55
60
65
70
75
d
if
fu
s
io
n
 c
o
e
ff
ic
ie
n
t 
(u
m
2
/s
)
clamp loader concentration (nM)
Increasing clamp 
loader concentration 
114 
the solution to 90 C, not all clamps denature so some contacts still remain.  This would require 
some additional experiments to confirm with certainty.    
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Figure A5  Comparing adding a detergent (left) with adding heat (right) 
 
Finally, we did try some anisotropy measurements with 500 nM clamp with and without 820 nM 
clamp loader.  We see that, when the clamp loader binds to the clamp, one of our mutant β 
clamps experience a difference, while the other does not.  We assume that, when the clamp 
loader binds to the clamp, it must bind close to the dye at position S109C, and since position 
I305C is on the opposite side (see figure 4.2 for structures of these mutants), that TMR dye 
remains unaffected by clamp loader binding. 
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Figure A6  Anisitropy measurements with the TMR dye at positon S109C (left) or I305C (right). 
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We also tried PCNA with its own clamp loader, but these experiments can only be done in the 
fluorimeter because RFC causes a lot of scattering in the lifetime instrument.  We see that, when 
we add the clamp loader (RFC), we see an increase in fluorescence in keeping with the 
predictions by the Bloom laboratory of a 2x increase.65 When we add the mutant form of the 
clamp loader, however, we don’t see as much change, which is the same as what the Bloom 
laboratory sees.65  
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Figure A7  10 nM doubly-labeled PCNA (black), with added clamp loader (teal, top), or with added clamp loader 
mutant (blue, bottom) 
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APPENDIX B 
 
ADDITIONAL BETA CLAMP DYNAMICS MEASUREMENTS 
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 Data in this appendix show the differences in spectra, lifetime, and FCS autocorrelation 
decays between five different mutant forms of β clamp.  Figure B1 starts off by showing spectra 
collected using a spectroflurometer with 500 nM samples of the same samples included in 
chapter 5, singly-labeled β clamp, doubly-labeled β clamp at the interface, and the doubly-
labeled β clamp away from the interface.  Additional mutants that were added were a second 
preparation of doubly-labeled β clamp and doubly-labeled wild-type β clamp.  These spectra 
show that the doubly-labeled clamps are more quenched than the singly-labeled clamp, although 
the double-labeled wild-type clamp stands out as not being as quenched as the other three 
samples. 
450 500 550 600 650 700
0
25000
50000
75000
100000
125000
fl
u
o
re
s
c
e
n
c
e
 i
n
te
n
s
it
y
 (
A
.U
.)
wavelength (nm)
 singly-labeled β clamp
 doubly-labeled β clamp (2)
 doubly-labeled wild-type β clamp
 doubly-labeled β clamp (1)
 doubly-labeled β clamp 
         away from the interface
 
Figure B1  Fluorescence spectra of mutant forms of β clamp. 
 
 
 The absorbance spectra of the same samples are informative because, by normalizing to 
the peak at 520 nm, it can be made immediately obvious that there are varying levels of 
quenching among all samples.  The only sample with a strange behavior between these two 
measurements is the doubly-labeled clamp with dyes away from the interface, but maybe its 
concentration needs to be re-evaluated after being in the freezer for so long. 
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Figure B2  Absorbance spectra of mutant forms of β clamp. 
 
 
 Adding in the fluorescence lifetime decays (see figure B3), we see a complicating 
problem.  The doubly-labeled β clamp with dyes at and away from the interface are the same as 
reported in chapter 4, but the new version of doubly-labeled β clamp has a longer lifetime decay 
than expected.  This is surprising, because as shown in figure B2, this sample shows the most 
quenching.  Why the lifetime is longer is confusing.  Also, we see that doubly-labeled wild-type 
β clamp overlaps with the doubly-labeled clamp with dyes away from the interface, but our 
expectations when comparing with the amount of quenching from figure B2 would be that wild-
type β clamp would be closer to singly-labeled β clamp.   
 These lifetime measurements need to be verified, but in any case these results do not 
explain figure B4.  The FCS autocorrelation decays collected by Suman Ranjit in chapter 4 do 
not align with these results either, so more repeats must be performed as soon as the work 
pertaining to the DNA control sample is wrapped up.      
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Figure B3 lifetime decays for mutant forms of β clamp. 
 
 
These FCS decays show that singly-labeled β clamp is behaving as expected (see black, figure 
B4), but two different preparations of doubly-labeled β clamp at the interface have slightly 
different autocorrelation decays (see red and blue autocorrelation decays).  Measurements 
performed by Suman Ranjit in 2012 were different from these as well.  The new sample, doubly-
labeled wild-type β clamp, appears to have more fluctuations in the microsecond timescale, 
which does not make sense because, as shown in figure B2, this sample has the least amount of 
quenching compared to the other doubly-labeled samples.  Even more confounding, the mutant 
with two dyes away from the interface does not overlap with the doubly-labeled mutant with 
dyes at the interface anymore.  This might be a problem of keeping this sample for too long, but 
these measurements must be repeated and verified before claiming any specific similarities or 
differences.      
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Figure B4  FCS autocorrelation decays for mutant forms of β clamp. 
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