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В В Е Д Е Н И Е  
Объект геометрии многомерного евклидова пространства Rh 
прежде всего представляет интерес как естественное, относи­
тельно простое, в некотором смысле только количественное 
обобщение наиболее важных, а именно метрических отношений 
окружающего нас мира (в их первом приближении). Результаты 
этой геометрии представляют наибольший интерес как естествен­
ные обобщения классических и, как правило, давно уже извест­
ных результатов геометрии "обычного" пространства R3. Послед­
ние откроются перед нами в общем только как предельные, край­
не вырожденные случаи результатов исключительно богатой мно­
гомерной - но совсем "похожей" с классической - геометрии. 
Особенно ярко это выражается в теории поверхностей Vm с Rn, 
так как в классическом случае V с размерности как поверх­
ности, так и объемлющего ее пространства имеют минимальные 
возможные значения (если не считать за поверхность кривую VJ. 
В главе II настоящей работы рассматривается присоединяю­
щаяся к каждой точке M поверхности VmcRn последовательность 
инвариантных многообразий I1, где 1=1,2,..., находящихся в 
соответствующих нормальных плоскостях к V, в М. До определен­
ного значения 1=к, равного поряжу кривизны поверхности Vm, 
индикатрисы I1 в общем являются довольно сложными алгебраи-
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ческнми поверхностям, а при 1 » s совпадают с 11. В класси­
ческом случае V2 с Н3 амеет место к=1, а индикатриса I1 или 
вырождена в точку, или же в отрезок прямой, проходящей че­
рез точку М. 
Ранее более подробно исследованы индикатрисы I1 (инди­
катрисы нормальной кривизны). Соответствующие результаты 
резюмированы в труде И.А. Схоутена и Д.Дж. Стройка [17]. 
Следует отметить, что индикатрисы I1 характеризуют строение 
поверхности Vw вблизи M "в первом приближении" и, с другой 
стороны, они по строению наиболее просты. По возрастанию 1 
индикатрисы I1 характеризуют все более тонкие подробности 
строения Vm вблизи M и, в то же время, сложность строения 
самой индикатрисы I1 быстро возрастает. Поэтому в случае 
1>1 мы пока почти совсем не умеем сопоставить различных 
свойств поверхности Vm вблизи M со строением соответствую­
щей индикатрисы I*. Ранее ряд результатов об индикатрисах 
I* в обием значении 1, но при m =2, получены 0. Борувка в 
[24]. 
Результата главы III работа можно истолковать как обоб­
щение классических понятий главного направления поверхности 
и сопряженных направлений и вообще как выяснение их значения 
в более общем случае. Приведено сравнение данных обобщений с 
другими подобными обобщениями, сделанными И.А. Схоутеном и 
Отройком в [Г?], Д.Й.Перепелкином в [13] и Ван Ш-чжоу 
в [аз]. 
Объект zo следований главы IV - эволюта поверхности 
V„c Eg- в классическом случае V, с R3 ухе в такой мере вы-
роявх что он встречается только в виде центра сферы.Поэто-
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ну для приведены "классического" примера нам следует при­
бегнуть к кривой VR3, рде эволюта встречается в виде раз­
вертывающейся поверхности Vac R3. Эволюта поверхности Vzc Rk 
рассмотрена А» В. Чакмазяном в [18]. Довольно близкие к те­
ме главы ряд результаты Х.Кюне в [27], К.Комме ре ля в [26], 
Д.И. Перепелкнна в [12, Ï3] и В.Т. Базнлвва в [ï, 2]. 
Все изложение работы основывается на применении техни­
ческого аппарата, построенного в главе I в виде векторов 
кривизны и формул Бертельса-Френе для многомерной поверхнос­
ти*! Эти формулы существенно отличаются от соответствующий, 
формул, выведенных в [28], [17] и [29]. Основное различие 
заключается в том, что в нормальных к Vm в M плоскостях 
различного порядка в виде векторов базиса используются орто­
гональные проекции соответствующих пфаффовых производных от 
векторов касательного к Vm в M репера - векторы кривизны. 
Эти векторы могут быть и линейно зависимыми - зато они тес­
но связаны со строением поверхности вбл&зя М. Во многих 
случаях (но далеко не всегда) »те oöjb гчае т получение и ин­
терпретацию инвариантна результатов. 
Большая часть выведенных ниже результатов получены авто­
ром ранее в [6 - И]. 
Автор искренно благодарен доц. Ю.Г. Яумисте за многие 
ценные указания при составлении этой работа. 
название "формулы Бартельса-Френе" (вместо "формулы Фре-
не") оправдывается тем,что М.Бартельс,как выяснено (см.[5]), 
применял сопровождающий трехгранник при изучении кривых 
(ухе за Î7 лет) до Ф.Френе. 
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Г л а в а  I  
Т Е Х Н И Ч Е С К И Й  А П П А Р А Т  
§ 1. Формулы Бартельса-Фре не 
(Г) Пусть на поверхности Vm евклидова пространства Rn за­
дан подвижный касательный репер &=(M,Ï4, • • • Лт) и соответст­
вующий кобазис S? =(о4,..., и"). Параллельное ивфините зималь-
ное перенесение репера Б. на Vm описывается уравнениями 
d'M » U°1 
d ' î_  a  UC1__ ,  
О 
ao 
СО 
где векторы 1
ас 
(ly определяют первую нормальную плоскость 
) к в точке M, а символом<Г обозначается соответствую­
щее дифференцирование. 
Далее, можно писать 
d'^ab = ° ^аЪс+®аЪо+^аЪо^* 
Здесь векторы А
аЬс 
лежат в m-мерной касательной плоскости 
R(0) к Vm в точке M, Bibc - в плоскости R(1 а векторы 1аЪс 
определяют вторую нормальную к Vm в M плоскость R(2). Продол­
жая таким образом, получим уравнения 
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a ' ^ "aQ... a^ ~w ^aQ... a^c^a^... a^o+*a0... a^c ^ ' 
где 1=1,2,..., вектор! А и Be _ _ лежат соответ-
» » » а0...а1о a0...ajo 
ственно в (1-4)-ой и 1-ой нормальных плоскостях к Vm в точ­
ке M, а векторы I определяют (1+1)-ую нормальную 
а0...а^о 
плоскость R(i+i)e В том, что дифференциал вектора 1Жо . .. а1, 
кроме плоскостей Rq) * R(i+i)» не 111667 компонентов 
в плоскостях R^.g), где s > 1, можно убедиться, если предпо­
лагать обратное, а затем дифференцировать тождества 
1а
о
,,,а1 \>"*ъ1-е 
Назовем 1^... Al векторами 1-ой кривизны поверхности Vm 
в M, a Ä„ 
л 
и ! векторами отражения 1-ой кри-3^ • • • 0| • • • ÖjO 
визны и векторами 1-ого кручения соответственно. Очевидно, 
что все эти векторы определены при заданном касательном к Vw 
репере Я однозначно. 
Так как пространство Rh имеет конечную размерность и, то 
найдется такая минимальная величина к, что все векторы 
^•ао • • • а. 
к
*>| тождественно равны нулю. Поэтому для 1 в «[) до­
статочно придать лишь значения 1=1,...к. Эту величину к назо­
вем порядком кривизны поверхности Vm. 
(2) Подвергнем векторы 1
Д 
в точке M линейному преобразо­
ванию Г
а
=Ад 1
с
. Тогда векторы подвергаются преоб­
разованию 
°_ °-i _ 
1* _ = А .. «А 1 . . 
а
о",а1 ао ®1 еое*,01 
Если преобразование - инфинитезимальное, т.е. А^ = </"
а 
• 
то получим 
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d°î =V"«° ï • •  ^
ao**,al ai ao'*,ai-1eeif1,e,al 
Здесь символом i"= <l( moi (<У,...,ы")) обозначается дифферен­
цирование при фиксированной точке М. 
Произвольное тгиффррйштжро-вяттй 4, очевидно, можно разло­
жить на "компонента" d»d'+d". Поэтому в силу (1), (2) ж (3) 
можно писать для общего случая 
dM . ul0 
О 0_ 
dl = U 1 4- U i 
a ao ao (4) 
dl. W°(i Ql • • • 
О 
4°*Beo" •al0+îeo- • •*10>+ 
у О
0 i 
' а« а • • • о • • • «i 
Эту систему естественно называть формулами Бартельса-Фре-
не для поверхности Vm. Сходство со соответствущими формула­
ми для кривой легче заметать, если иметь в виду разложения 
а
0*••ai° 
= А. 
°ое,ев1-1 X 
. а^о V°l-1 
В - 
в
°ое,е°1 ^ 
а
о***а1° аоеева1° °0ввев1 
Разумеется.векторы кривизны не всегда линейно независима и 
приведенные разложения поэтому не всегда однозначны .Это, одна-
жо, не вызывает затруднений, так как в случае надобности можно 
фиксировать произвольное одно из многих возможных разложений. 
Ранг векторов 
т
-
е* размерность 1-ой нормаль­
ной плоскости ВЦ) К Vm, будем обозначать через т1. 
© К уравнениям (4) следует в соответствующей форме до­
бавить еще уравнения инвариантности метрики 
^ао"*аЛ^Ъо""Ъ1-1 *ао",а1*Ъо'",Ь1 
+ <К1с 
«V-iV * (Ч-• , a l c *V • • ъ1 +^ Ьо ," ъ1°^ авГ Л1 +  
1 ÇW *,0* • ,al*V • VWv• ,al\>* ••0,,ebl' 
которые получаются при дифференцировании тождеств 
Т 0 1, , а 0 и скалярных произведений 1_1. и 
а
о • • *а1 Ь0- • ' ° 1 -  1 а ъ 
1
Я я 
Ï, , с учетом (4). Тензор Ï _ 1
ъ 
, на-
а0...а1 b0...bi a0...ai ь0... 
зовем тензором 1-ой кривизны поверхности Vw. 
(4) Систему (4) можно истолковать по-разному в зависи­
мости от того, считаем ли мы формы и* независимыми от форм 
ы
с, или же имеем в виду определенные линейные зависимости 
между ними. Далее будем однако предполагать, что в (4) не 
имеют места линейные зависимости между и и
с
. Для друго­
го более важного частного случая, где все формы выража­
ются через формы и
с 
посредством инволютивных зависимостей 
UY = u)° , 
а ao ' 
выпишем новую систему 
dM = u°ï 
с 
Û-эГ + V <6> 
dlao U)C(Aao---* ' ' а1с+1ао • * * а1С ) 
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с соответствующими уравнениями инвариантности метрики 
— —* ~ —» 
ÀaQ.. ,а1Ъ11Ъ0.. .Ъ1И Ха0* * ,а1 *%* * * Ь1 
а С У ъ ^ С Р а А  +  \ с 1 в >  ( 7 )  
й(х
а0.. =а1Ч0.. .Ъ^ ?а0..-а^с^.. .Ъ^Ъ^.Ъ^о а^'* 
•Здесь Р
ас
~?
ас
^4 £ ^a0...a1c=^ae...aic+ V aiCxa0...d...a]>* 
Векторы Р„ _ _ будем также называть векторами 1-ого кру-
aç о • 
чения поверхности Vm в М. Таким образом, векторы кручения за-
^ С 
висят от заданных между формами и со зависимое ей. Если 
этих зависимостей вообще нет, то обозначим векторы кручения 
через В
а fî^c, если же все формы выражаются через фор­
мы и
0 
посредством инволютивных зависимостей, то - через 
Р 
а0...а1с' 
Если система (4) связана только с поверхность; ;i Vm в Rn, 
то система (6), кроме того, связана и определенной системой 
заданных на \ касательных реперов Я. 
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§ 2. Условия интегрируемости -
(Г) Произвольная система (4) определяет при заданной сис-
CQ. • • CL .J CQ .  Е • С 2, 
теме величин Â v и R и согласующихся с ней по­
средством (5) начальных значениях векторов М, 1
а 
и 1„ 
а
, 
ci о * * • 1 
в Rn поверхность Vm тогда и только тогда, когда соблюдены оп­
ределенные условия интегрируемости. Эти условия получаются с 
помощью внешнего дифференцирования из уравнений (4). Уравне­
ния (-5), как уравнения инвариантности метрики, дифференциаль­
ных следствий не имеют. 
Внешнее дифференцирование первого из уравнений (4) дает 
DTI°ïe + dï0A u° = О, 
т.е» (с учетом (4)) 
Bd3 = ы°Л и®, 
о * 
(8) 
(9) 
Для второго уравнения получим 
т.е. 
(10) 
В . = В j 1 aed ade (11) 
aed = ^ado* (12) 
Для третьего уравнения (4) выпишем сразу компоненты внеш­
него дифференциала отдельно в плоскостях 
Е(1-2)> Н(1-1)' Е(1)» Н(1+1) И  R(1+2) :  
.о 
Wi 
>alc 
<*)°Д ud 
'l-r 
О, (13) 
IdLÀ С  •  •  » 0 -1 А О l-1î 
а1с ч . . .0 1-1 
(А„ 
.о 
1
-
1
в. 
>а1с '1-1' 
2 i 
. а, с о 
о 
0 „)üd + А 
Cl d  V 
'0i-iyV 1 
*1° fco °* °о 
(14) 
. .  .d. . .о^ 
wf Ä , - I ! A u° = 0, 2_ a0-..d.. .a1o a0...ajdoj 
С • • * Оч С • • • 4 
— 
dBQ° 1 i A +(A aVln „ ,+Â„ Q .+ 
o***^L °o'* 1 V* ,al° o'' 1-1 o'" ,aiod 
+ Ba . » .a,o^o «. ,o1d""y Aa..cd^a « » .g.. .а- + 
о о 
1  1=0 1  0  l  
,
в
°о е , е 01 Д- d * _в j W d_ 
a Q.. .а^оЩ ыо^ Oy« • ed« • a0«»»a^d 1 
tVv..-v 
Д <0 a 0, 
12 
(<:::;л
о
...01а
+ 
- °- <16 
^...^cd^A и°  '  "•  (17) 
(2) Соотношения (9), (Ï2) и (37), если учитывать значе­
ние векторов 1-ой кривизны L _ в (4), равносильны тре-
а
о••* а1 
бованию симметричности векторов 1. . по всем индексам. 
_ _ 
d 
о • • • " 1 
Отсюда векторы А. . 
Л 
и В. Q . симметричны по 1+Î пер 
а0 • • • d.^C a.Q • • • d^C 
вым индексам. Далее будем все векторы iL _ с одинаковым 
набором индексов a0...alf но с различной их последователь­
ностью, считать одним и тем же вектором и по своему reомет 
рическому смыслу. (Только тогда можно говорить, например, о 
линейно независимых векторах ^ и т.п.) 
Число различных по геометрическому смыслу векторов 
I будет тогда равно 
V * *а1 
1 
г » — т(ян-1).. .(пн-1). 
101 (1+01 
В силу (5) можно писать 
с 
1
о 
А 
0 I Т 
aÄ• • • a-j, с ф * 1 ^  # ^ 
о . • _ 
а
о* * *aic 1(V " ,01-11ъо* * *bl-2d 
lao***allbo***bl-2do* 
Отсюда видно, что (13) - следствие из требования симметоч­
ности векторов кривизны. 
Обозначим производную по форме Пфаффа и
а 
от произвольной 
функции ]> через t 
а
- Тогда после некоторых упрощений равенст­
во (Т4) можно представить в виде 
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(А о" 1-1 î 
Uao--ial0 Л 
V"C1-1S 
•*°i-i+Aao*e*al° О_•  •  e O  
О 
1-1' 
+B 
0Ä* • • Оч 
О 1 г 
(18) 
...&1o^o0..šc1d'lw л w' 0. 
Если выписать из (5) тождество 
* • • •О«* 4 
О 1—1? 
3 • е • 3-  О О • • • О 
О JL О 
lv ъ »-1-
1-1 о*" 1—1 ае' ,а1^0* * *^1-1° 
а затем его производную по форме и' и провести с ней опреде­
ленные несложные преобразования с учетом (16), то выяснится, 
что (18) (следовательно, и (Ï4) ) является следствием условия 
интегрируемости (16). 
Аналогично тому, как для (Î4), придаем более компактную 
форму для (15): 
в!0"*!1, л 
.а^с 
+В_° /.В. d öÄ» * «On * • е SU; о сÄà ld+Aao"*alcd+ 
°о*"°1-15 A g Т 
Х-"®! 0  V"°l-1d f-^^od aoe-'g*eeÄl  
1*0 
(19) 
w°A wd»0. 
В итоге условиями интегрируемости системы (4), если рассмот­
реть только независимые условия и предположить симметричность 
векторов кривизны по всем индексам,являются (8), (10), (-И), 
16) и (19). Все эти условия, вместе взятые, обозначим через 
© Таким же образом можно получить условия ин cpyè-
юста для системы (6): 
Du3 « tvd, 
14 
(20) 
[ïfdïs« + »У» + *ado]"°A "* * 0 
[I0d^a0.. .a1£+?s°.. .a^d*c0.. .o1o+ïa().. •a1d»ju' Л " 0 ' 
(22) 
.*°о" 
ao*,,ald "v**°l-10 
где 1=Î, . . .K. Эти условия, вместе взятые, обозначим через 
§ 3. Определение поверхности тензорами кривизны 
(TJ) В (4), (5) и (А) мы имеем дело с тремя системами ве­
личин существенно различного значения: 
Уравнения (5) и (А) налагают определенные зависимости между 
этими системами величин. Представляет интерес выяснить, до­
статочно ли для определения поверхности Vm задания только 
некоторой одной иди двух систем. Для этого достаточно пока­
зать, что остальные системы величин можно тогда вычислить 
посредством (5) и (А). 
Из первого уравнения (5) непосредственно вытекает, что 
(В) 
О. • • «Оч 4 О • • «Оч 
ж О 1—1 в 
• • • Эи^о * а0. • • 
И I 
е 
1
н ъ 
а
о
, , # а 1  3 о * 1  
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С Q • • • С 2,-
величины Aq Q „ полностью определяются координатам тек 8. Q • • • а 
эоров кривизны ÏQ a-Лъ tn сл7чае лине®но зависимых 
векторов кривизны это определение неоднозначное, что однако 
не меняет сущности проблемы, так как расположение в* г тора 
5
а а 0 среди векторов ^ тем не менее определено 
однозначно). 
В силу того же первого уравнения системы (5) можно пи­
сать 
°o",cl-u 
â < • • su« Ч • • • Ъ-i ft • • • «ц b, 1 ^ b • • • b-i 1 
о Т. о 1 о i. 1 oQ.. о 1-1 
1 О •••Оч i О • • «О-« п о_ _ 
—ж О 1—1 а О 1—2 А 11 
; ^ ...а-Ь. А 1 1 
ь 
•••% 1-11-1, 1 I1 
о i 1 °0* **°1-1 1-1 со °1 2 °о 
Ъ
о 
В итоге получается, что система, состоящая из метрического 
— — с о . • • С 2- 4 
тензора 1.1, и всех величин А0 _ - , равносильна системе 
О D Q • • • 
всех тензоров кривизны îaeeeeajïЪ0. (метрический тензор= 
= тензор нулевой кривизны). 
(2^) Несколько сложнее исследование зависимости системы 
c e . . .C j  
величин В от других систем. CLQ • 9 • CL 2,V 
Выпишем из (5) выражение пфаффового производного 
(23) 
^аое е ев1^Ъо* * еЪ1^ »с ~ ^ао* * ,а10^Ъо* * *Ъ1 Бъо"Ъ1°Хао- а1 
ж составляем из (И),(16) и (23) систему для определения 
® о* • • ®1 
В
а
о
...а1с
е 
Обозначим 
- -а- .Ао*®а ...а-. *d^c Ä » • » o 1 4 o  й а . . . . а ,  „de ' (^О V°l-1? +1 -0 '"l-l40 aQ...al_1d о0...о1_1о aQ...al_1dc'
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®ado " ®ado' (25) 
(26) 
Е а
о*** а1 Ъо*** Ъ1° ^V^o'- 'V' 0  
BV"°1-1 s L + 
°о е е е 01-1° °е , е е Ъ1 
®o* * *®l—1 -  ж 
+ • *Ъ1-1Ъ11оо' * e0l-1° aoe*,&l ' 
в V >. rt Я (ïe о AK V» '.ft* (27) 
(28) 
aealVl° aoa1 Vi »° 
Тогда вместо (23) можно писать 
®а0 •. • • • \о'\. * * V*V * *Ъ1+Еьо* ' *ъ1°1ао* * *®1 
В силу (И) и (Ï6). векторы ^...
а1с=С,!!!а^с0."с1 с™" 
метричны относительно всех своих индексов. 
Допустим, что при заданных величинах Efl <а ^ ^ 
система (28) однозначно определяет расположение векторов 
ÎL Q 
л 
среди 1
а 0 . Тогда из (25) и (24) можно последо-
С1 О • Е • OL U0« • »A| 
вательно по возрастанию 1 однозначно определить векторы 
Б. _ - (т.е. их расположение среди векторов ï_ _ ). <1 0 • • • dg ф t • 
Они определяются через величины Е_ _ , , „ и 
С*Ф # • • DQ Е С » D5O 
1- _ lv V , где з*1. А далее при помощи (27) и (26) 
а
о* * * » •* * * s  
можно векторы В0' Q _ последовательно по возрастанию 1 од-dg•е•Ы^и 
позначно определить через величины î0 0 L , и 
О, 0 • • ,  CL 5 DQ« Е Е D 5 
(I Q  Q Iv V ) a , где s*l. Итак, если система (28) од-
Ыд ... a j Do • • • D$ »Q 
позначно определяет векторы ÏL Q то система величин 
C 0...CI D0" •CIIC 
В, Q _ полностью определяется через координаты тензоров d.Q • « • a^v 
кривизны (и через их производные). Займемся рассмотрением 
системы ( 2 8 ) .  
3 17 
© Введем обозначение 
ï»o"-aiolV,*bi * 
где «
а 
и число значений а и Ъ соответственно в наборах ин­
дексов ap.e.ajC и Ъ0...Ъ1е Например, 
310 
В
И211ИЗ -| 201 
где т=3. Тогда система (28) принимает вид 
„} fßv • •!*„] 
, (29) 
где 
и
 
V
 *а> 
1 
<* • •1 -1 0 0 
ß'a- *а> 
^ - »o+1 
>г--С 
.+ ' 
^1 * * 
Cv 0) 
- Ç.a . Ç ß'„ - 1+2. 
Матрица системы (29) состоит только из двоек, единиц и 
нулей. При этой в каждой строке или одна двойка (если *^1 
и нули, иди две единицы и нули. Число ненулевых элементов в 
столбце, соответствующем неизвестной j** р"}« раьно числу 
ненулевых значений *
а
. Нетрудно установить, что число строк 
матрицы равно числу столбцов (= числу неизвестных)только при 
т=2. При m > 2 число строк превышает число столбцов. Однако 
здесь нет смысла рассмотреть случаи, когда условия интегри­
руемости не соблюдены. Поэтому предполагаем, что система(29) 
непротиворечива. 
Допустим, что между столбцами матрицы системы (29) имеет 
место определенная линейная зависимость L, в которую входит 
с ненулевым множителем столбец (т.е. столбец, со­
ответствующий неизвестной j ; ; ; J « j). Очевидно, что в этом 
столбце не может быть двоек. Поэтому он состоит только из 
единиц и нулей. Пусть L нормирована, так что множитель столб­
ца j J J ;;; J"равен единице. Тогда все те столбцы, которые 
имеют единицу на тех же строках, где и отолбед {Jj'.'.'.J™} ( а 
число таких столбцов определяется ненулевыми значениями сре­
ди .. .«*
в
), входят также в L с множителями -Ï.Отсюда,в свою 
очередь, следует существование в I определенных столбцов с 
множителем Ï и т.д. Оказывается, что при любом исходном столб­
це f} можно показать, что тот же столбец должен нахо-L ßv • 'I'm j 
литься в L как с множителем +1 так и с множителем -1. Идея 
доказательства этого проста и прозрачна, а таг. как запись до­
казательства довольно сложна, ограничимся приведением примера. 
Пусть т=3 и 1=2, а исходным столбцом выбран I 201}* ®сж Учесть 
уравнение 
310 301] \ 
е 
201 
' + 
210] 
(с « 1),  
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то столбец J ^ 1 должен быть в L с множителем -I. Далее, с 
1210) 
помощью уравнения 
Е 111,112,3 
[301] 211 
• -f < 
1210 300 
получим, что столбец 
силу 
f 2 I I l  laooj 
(о - з) 
в L с множителем I, и отсюда, в 
Е 113,111 ,3 
(211 310 
-
•  ' 
[зоо 201 
исходный столбец 
310 
201 
в L с множителем -I. Символически за­
пишем это все в следупце»' виде: 
J зю 0=1 301 c-3t 211 о=2 (310 
1201 210 300 * 1201 
+1 
-1 +1 
-1 
Полученное противоречие доказывает линейную независимость 
столбцов матрицы системы (29). Отсюда ранг системы (29) ра­
вен числу неизвестных и поэтому (28) однозначно определяет 
векторы 
©С О, . . Ci В итоге доказано, что система величин 3 г лол-
Вд • » ê S-^C 
ностью определяется координатами тензоров кривизны ( и их 
производными). Отсюда следует, что одни только тензора кри­
визны определяю^ в ггростт>°т7Л'т,п^ В човертнос^ л> - - —л--t v 
до движения. 
Это было в несколько другой форме ПОЛП/ЧРНО ^ Ьсмпьяни, 
а затем Майе ром и Е!урстином, которче доказали теорему об 
20 
ре деле нии поверхности VB с помощью инвариантам форе Бом-
пьяни, которые в нашей записи примут вид 
0. . (и6*...и\ „ )г 
JL О #  #  #  1 
(см. (20),(21),(22),(23),(25), а таете (16)). 
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И Н Д И К А Т Р И С Ы  К Р И В И З Н Ы  
§ î. Определение индикатрисы 
0 С помощью Ei'торов 1-ой кривизны можно с каждым од­
номерным касательным направлением (~ единичным касательным 
вектором) 
Î = хЧ„ (xsxdI0Xd = 1) 
к V_ в M инвариантно связать вектор 
p(xl+1) - х°°...хв1  0 
О 1 
в 1-ой нормальной к Vm в M плоскости . Назовем р(х1И) 
вектором 1-ой кривизны поверхности У
ж 
в направлении х.В слу­
чае 1=£ он совпадает с известным вектором нормальной кривиз­
ны (см., например, [17]). 
В качестве примера укажем на вектор 1
а а
, который яв­
ляется |î |14 -кратным вектором 1-ой кривизны в направлении 
L. Если репер R ортонормирован, то р(1
а
* ^ £ . 
Пусть направление х вращается свободно в касательной 
1Лоскости R(c)« Тогда конечная точка вектора М+р(хА*4) опи­
сывает в Rf , -J некоторое точечное множество I1, которое будем 
22 
называть индикатрисой 1-ой кривизны поверхности Vw в М. В 
случае 1=1 эта индикатриса совпадает с известной индикатри­
сой нормальной кривизны (см., например, [17]). 
Введем обозначение 
,ао* * ,а1 гч^л\, а. (1+1)! 
т
а
о _"1 I Г X • • • X 
*1' в 
где < - число значений а в наборе индексов а-...а,. Тогда 
а 
имеем 
о о. о • . .Oi _ 
X °. ..X I = I 1 
С  
» 
О . . • О • • « С -Î > Ol о X 
где в заключенном в скобках "<... >" наборе индексы могут 
принимать значения только в неубывающей последовательности. 
В силу этого равенства, уравнения 
1+1 
'""I - Wx'»""»...!*1"'*1 -О 
1 " (1) 
~~ух°"'0 ïd-"d' ioid -i = o 
являются уравнениями индикатрисы I1 в аффинной координатной 
системе (M, îa^ а ) плоскости йц). (Здесь мы не ставим 
никаких ограничений на линейную зависимость или же независи­
мость векторов Ï- . .) 
а
о*• •  1  
(2^ Так как конкретный вид индикатрисы I1 и ее располо­
жение относительно точки M повехности Vm, очевидно, в опре­
деленной мере характеризуют локальное строение Vw вблизи RT, 
то для теории поверхностей Vm имеет значение и самостоятель­
ное изучение индикатрис I1, а также конфигураций F1= MU I1, 
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т.е. пар, состоящих из начала координат M и точечного много­
образия I1, представляемого системой (1). 
Если скалярные произведения IaIb считать заданными (что 
всегда можно сделать; например Л Д = ). то конфигурация FA 
зависит только от системы (M, Ia ai). При этом, если бу­
дем изучать произвольные конфигурации F1, нас вообще не бу­
дет интересовать геометрическое значение этой системы.Мы бу­
дем ее истолковывать как систему исходящих из произвольной 
точки произвольных векторов. В том, что векторы I _ , в 
зависимости от выбора поверхности Vm и ее точки 81, действи­
тельно могут приобрести произвольные значения, можно убе­
диться, если посмотреть на них как на начальные условия не­
которой интегрируемой системы дифференциальных уравнений 
(I 4).$) 
Произвольное линейное отображение L приводит заданную 
систему (M, Ifi а^) опять-таки в некоторую систему 
(Mz, Ï' 
й 
). А так как система (Î) одинакова для обеих 
"о* * ,а1 
систем, то это же линейное отображение приводит конфигура­
цию F соответствующую (M, îa#. (>
а
^)» в конфигурацию F4 
соответствующую (*'Д' 
я 
)•Отсюда следует, что множество 
о" 1 
всевозможных конфигураций F1 замкнуто относительно линейных 
отображений. Так как всевозможные системы (M, 1 ) мож-
а0..,а± 
но получить с помощью линейных отображений от произвольной 
системы (M, Ï® 
я 
), где векторы 1° линейно незави-
0 • • • 1 аО * * • 1 
симы, то и все конфигурации F1 можно получить этим же путем 
5' т.е. уравнений (4) из главы I; такая система ссылок ис­
пользуется и в дальнейшем. 
24 
от соответствующей конфигурации Fj. 
@ Предположим, что векторы 1
а 
линейно независи­
мы. Тогда размерность плоскости равна 
Г
и1 = (.lii) ! 
(числу векторов ^ .а^* а индикатриса I1 является,в силу 
(ï), (m-I)-мерной конечной алгебраической поверхностью. Для 
определения ее порядка выделим в плоскости R^) произвольно 
некоторую подплоскость R,, где s=rMl-(m-ï), и найдем число 
точек (действительных или комплексных), в которых плоскость 
Rj пересекается с индикатрисой I1. 
Искомые точки являются решениями системы, состоящей из 
«[) и т-Т линейных уравнений плоскости R$. Исключая из этой 
а0...аг 
системы величины X , у которых не все индексы равны, 
£1е • • 81 
получаем для определения m величин X некоторую новую 
систему, которую обозначим через (ж). Из нее с помощью обо­
значений 
X Е  -
получим систему 
ъ
с ...о х 0 '--* 1** 1  - 0 
о* * 1 
* 0 i <Vd - 1  • 0  '  
(2) 
состоящую из одного квадратичного уравнения и из m-ï уравне­
ний (1+Г)-ой степени. Такая система (2) имеет 2(1+ï)т~* ре-
î 
шений. Однако порядок индикатрисы 1А, как алгебраической по-
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верхности, равен числу решений не системы (2),а системы (ЗЕ). 
Поэтому будем сопоставлять множества решений этих систем. 
Если xe = (Хд,... ,х") является решением системы (2), 
то 
х
0  =  С ( * 0 )  , . . . Д х о ;  j  
является решением системы (ЗЕ) И определяется при этом одно­
значно. Все решения системы (2), соответствующие указанным 
образом одному и тому же значению Х„, доЛЕНЫ.очевидно,иметь 
вид 
*'о - (Pi*l 
где 
2о 2 а 
Р
а 
= einC-j^ —S")+i oosC S") 
- корни единицы (^
а 
- целые числа). Так как величины 
ъ* 
с 
и Ь"1 в (2) (и в (ЗЕ)) могут, в силу произвольности 
выбора плоскости Rs, приобрести произвольные вещественные, 
a <ia - только целочисленные, дискретные значения, то нетруд­
но установить равенства <^=.. .=!m=<i. 
Первые m-I уравнения из обеих систем (2) и (ж) не нала­
гают никаких ограничений на величину ц. Зато из последнего 
уравнения следует, что при нечетном 1 имеет место i=^r(i*1), 
а при четном 1 только q^Kl+ï), где г - произвольное целое 
число. Следовательно, каждому решению Х0 системы (*), в за­
висимости от четности или нечетности величины 1, соответст­
вует или одно или два решения х
а  
системы (2) .  
Если теперь учесть еще, что каждая система линейно зави­
симых векторов 1
а <а можно представить как результат пре-
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дельного перехода от некоторой системы линейно независимых 
векторов _ (t), где t*ta, так что 
<А0 . . . 
1
а а 
= lim V 
а 
(t), 
aoe,,al t—t0 ao*,,al 
то может быть сформулирована 
Теорема 2.1 Индикатриса 1-ой кривизны I поверхностиYm 
в ее точке M является или (m-î)-мерной конечной алгебраи­
ческой поверхностью порядка 2(1 когда 1 четна, и 
порядка (1+î)1"""\ когда 1 нечетна, или же конечной фигу­
рой, получаемой из такой алгебраической поверхности пре­
дельным переходом. 
Теорема согласуется с результатами, полученными в [17] 
для случая 1=1, а также с результатами О.Борунка (см. [24]) 
для т=2. 
§ 2. Сечение индикатрисы 
(Т) Пусть касательное направление х к Yw в точке M вра­
щается не во всей касательной плоскости R(0), а в некоторой 
двумерной плоскости Н2, содержащейся в R^0 ^ (и проходящей 
через точку М). При подходящем выборе ортонормированного 
подвижного репера Я траекторию конечно! точки вектора M + х 
можно задавать ^ледуящими формулами Бартельса-Френе: 
ц • ч 
-, - (з) 
2 а-11 > 
где a запятая над вектором означает производную по уг­
лу поворота <* направления х. Эти формулы Барте льса-Френе 
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равносильны системе 
• dot 
(4)  
üf*2 - - 0. 
При вращений 14 в Вг, конец вектора №нр(1^1 + 4)4Š+11 и 
-177-
описывает на индикатрисе 1А некоторое точечное многообразие 
S1, которое назовем сечением индикатрисы I1 для R?.B случае 
и=2 сечение S1 совпадает с I1. 
Займемся изучением строения сечения S1. Дня этого вве­
дем обозначение 
* {*V""ж}' 
где < - число значений а в наборе индексов а0...а1# Если 
учесть ортонормированность , то (1,3) можно запи­
сать в следующем виде 
d {<!•••«*]« 5И ыа^*а1 *4 * * * *а~^ * * ,eCb+1 * * *с(т)" 
1  '  а . о : а  <  о  1  J  (5) 
- ec^j .. ««<£-И.. «вс^-1 • • -°Sb}* 
откуда с учетом (4) получим 
| - j l+1-s,e,0.. .0 j= (1+1-а)[l-s,s+1,0.. .0 j  -
- 8 j1+2-8,8-1 ,0... О I , 
где s=0,i,...,l+I и {-1,1+2,0...0}={1+2,-1,0...0}=0. 
Назовем эллипсом 1-ой степени кривую, описываемую ко­
нечной точкой вектора а
е
(*). являющегося решением системы 
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Iq - (1+1)a1 
& • 1*2 " 
(7) 
К =(l*1-e)ew.1-Me_1 
Ц.+1 " -(1+1)^ 
при произвольных линейно независимых начальных значениях 
векторов âp,...,âlM. В частности, нетрудно убедиться, что 
понятия "эллипс™, "эллипс нулевой степени" и "эллипс пер­
вой степени" совпадают. 
Если сравнить (6) и (7) и учесть то, что векторы 
ïv..42...2 в точке' M в зависимости от строения и располо­
жения поверхности Vm вблизи M могут иметь произвольные зна­
чения, то нами доказана следующая 
Теорема 2. 2. Сечение s1 индикатрисы 1-ой кривизны 
I1 для произвольной В2 является или эллипсом 1-ой степе­
ни, или его конечной вырожденной формой. С другой сторо­
ны, каждый эллипс 1-ой степени или его конечная вырожден­
ная форма может быть сечением s1 некоторой индикатрисы 
I1. 
(2^ Если вспомнить определение индикатрисы I1 и ее се­
чения S1 для двумерной плоскости Н2, уравнения (3) (отсюда 
X4 = cos«*, X2 = sin«), теорему 2.2 и соответствие 
' ' j 1+1 —в J в f 0 • . . О I J 
то эллипс 1—ой степени может быть представлен вектор-функ-
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цией 
а (<х) = > cf .ooe""*"1 s<* siü8* а • 
° 8^0 1+1 8 
Отсвда имеем 
5
в
(°) = %(2пЪ) = а
о
, 
1
о
($) - = ^1, 
2 0(Ю = " (-1) 1 Л5 0, 
i0(3s)o - С-1)1*1»!^. 
При четном значении 1 справедливо а„(«+£)= -ä0(«), т.е. век­
тор-функция а0 симметрична относительно своей начальной точ­
ки, которая, следовательно, геометрически связана с соответ­
ствующим эллипсом 1-ой степени (как, например,центр с окруж­
ностью). Период функции а0 равен 25". 
Если 1 нечетна, то период функции а0 равен ST.Чтобы выяс­
нить, как здесь начальная точка вектора а0 связана с соот­
ветствующим эллипсом 1-ой степени, прибавим к вектору а0 
(перемещая его начальную точку) произвольный постоянный век­
тор ä и обозначим 
А = S + а. 
о о 
Постараемся теперь, соблюдая (7), выписать для А0 систему 
(7). Тогда последовательно получим: 
1, » S1, Ig - а2+ ja, A3 = 83, 14 - а4 + 1(?-5)5 
и т.д. Вообще, оказывается, что 
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i0 при нечетном s 
I s 
.(3-1) M 
1(1-2)...(1+2-s) 
а при четном в 
Так как 1 нечетна, то в силу (7) - независимо от выбора 
5 - имеет место равенство 
Поэтому для Äe можно выписать систему, аналогичную (7) (при 
том же параметре сс). Следовательно, начальная точка вектора 
ä0 геометрически никак не связана с соответствующим эллип­
сом 1-ой степени. (Вопрос о существовании центра симметрии 
у решения системы (7) обсуждается в приложении 1 к настоя­
щей главе.) 
Если же истолковать эллипс 1-ой степени как сечение S1 
индикатрисы I1 для R2, то можно утверждать следующее. 
При нечетном значении 1 точка M поверхности Vw инва­
риантно связана с произвольным сечением S1 соответствующей 
индикатрисы I1, являясь для него центром симметрии.Поэтому 
точка M является центром симметрии и для индикатрисы I1. 
Это свойство, очевидно, не нарушается и в том случае, когда 
векторы Ï- линейно зависимы (см. §î п.2). Конфигурация 
« о* • • а1 
Р
1 
определяется заданием только индикатрисы I1. 
В случае же нечетного значения 1 строение сечения S1 не 
несет в себе никакой информации о расположении относительно 
него точки M поверхности Vm. 
(3^) Чтобы показать каноничность параметра для эллипса 
Ä1+1 * Ci+OIj, ° О (8) 
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1-ой степени, переднем в (7) к новой переменной t, так что 
<*=«<( t) я <*=-^*0. Выпишем последовательно: 
i • в • 
о о' 
1
е 
• (1+1 * (1+1 » 
т.е. 
*1 • "51, 
а далее 
1, . Я, + А| - (1-«2)5, + - V 
Отсвда 
ig . -bid-î, • -«Ц • Aj. 
Oftsee выражение для А3 является весьма сложным. Тем не менее 
нетрудно найти, что коэффициент q8 вектора 5$ в выражено 
суммы 
К * «Vi 
равен 
ч • &•*•*«• 
Для того, чтобы при новой переменной также получать сис­
тему в виде (7), необходимо и достаточно соблюдать равенство 
(8) (имея в нем в виду производное по t), а для этого - так 
как по определению эллипса 1-ой степени векторы а$ линейно 
независимы - необходимо равенство 
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*1*1 • 
.1-1.. 0. 
Отсюда получим, что-с=0 и, далее, также <*'='<<=. .,.=0. Теперь 
нетрудно определять коэффициент ps_4 вектора äs _1 в выраже­
нии сушлы Äs+sÄs-<1. Приравняв р1=0, получим T-<<z=0. 
Таким образом, вид системы (7) сохраняется только при 
замене переменной t=±<*+*0, где - постоянная. Поэтому па­
раметр ос является для эллипса 1-ой степени (7) каноническим. 
(?) ЕЫясним, может ли на жашска^рисе I1 существовать эл­
липс 1-ой степени, не являющийся сечением индикатрисы для 
некоторой двумерной плоскости Rz. 
Пусть конец единичного вектора х описй&ае* в плоскости 
касательной к Vm в М, произвольную кривую L с произ­
вольным параметром <*. Аналогично (3), для L можно выписать 
tP 
форму® Барте льса-Френе 
*14 i; 
ï2 - -ar1î1 + зуз 
^"а " ~^а-1ха-1 + 3fala*1 
(9) 
1' 
или, что то же самое, систему 
и
г
1 
- V* 
иТ
а = о, 
(10) 
где s>T. При этом 1<=х и касательный репер R ортонормирован. 
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Следует выяснить, при каких значениях величин зс. „ютветст-
вувдий вектор р(х 4)=1^ ^ ={1+1,0...0} можно представить 
в виде решения системы (7), если учесть (5) и (10). 
В данном случае имеем 
™ ( 1+1 , 0 . . . 0 } ,  
% = (1+1) *-,{11 0...0}, 
откуда 
11 = *<,{11 0...0}. 
Общее выражение для вектора âs является весьма сложным - Тем 
не менее нетрудно найти, что коэффициент вектора {l+ï- s, 
s-1 ДО.. .О} в выражении суммы ä^+sä$_4 равен 
% - *?*>• 
Пусть вектор {ЭИО.. .0| линейно независим • - других векторов 
1-ой кривизны. Тогда необходимым условием того, ч'гобы ÎC ки­
дался вид системы (7), является равенство 
qi+i = х^1х2 « о, 
т.е. равенство 
3€2 = 0. 
Но тогда для кривой L вместо (9) можно писать 
11 = 
12 » 
т.е. L является окружностью, плоскость R2 которой проходит 
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через точку M. Поэтому эллипс 1-ой степени, описываемый ко­
нечной точкой вектора М+р(х1н), является сечением индикат­
рисы I1 для плоскости R2. 
В итоге доказана 
Теорема 2.3. Пусть 1-ая нормальная плоскость R^ к 
• зрхности Vw в ее точке M имеет максимальную возможную 
размерность т
х
- г= ПГТГП м^т+Я... ("+!). Тогда через 
произвольные точки Р4 и Р2 индикатрисы 1-ой кривизны I1, 
соответствующим неколлинеарным касательным к Vw в M на­
правлениям X и Х2, проходит на I1 ровно один эллипс 1-ой 
степени. Этот эллипс 1-ой степени является сечением инди­
катрисы I1 для двумерной плоскости R , определяемой на­
правлениями X, и х2. 
Аргумент«* в (3) - это угол поворота направления х. Тот 
же (посредством (6)) параметр «.в (7) является для эллипоа 
1-ой степени (сечения 51) каноническим. Следовательно, раз­
ность значений параметра с< в двух точках и ?
г 
сечения S1 
равна углу между соответствующими касательными к Vm в M на­
правлениями х4 и хг. 
Поэтому, в силу теоремы 2 3 может быть сформулирована 
Теорема 2. 4. Пусть поверхности vw и у'т имеют в задан­
ных точках M и М* конгруэнтные между ;oöež индикатрисы 
1-ой криг г зны т1 и l'1 , приче соответствующие 1-ые нор-
мальные скости ^ и ^) имеют максимальную возмож 
ную размерность Пусть Р и Р" - соответствуюцие точ­
ки этих конгруэнтных индикатрис I1 и I'1, а ! и I' - каса­
тельные Vw в M и к в М' направления, соответствующие 
точкам Р и Р'. Получаемое таким образом соответствие х-*х' 
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между касательными к 7 в M и к V* в М* направлениями яв-
в m 
ляется иэометрией. 
(^ ) Теорема 2 4 указывает на ту роль, которую имеют ин­
дикатрисы кривизны I1 (и конфигурации F1), рассматриваемые 
как только точечные многообразия (без наперед известного со­
ответствия х~ Р между направлениями х плоскости R/ 0) и точ­
ками Р индикатрисы I*), при характеризации дифференциальной 
окрестности точки M поверхности у . Если при условиях теоре­
мы заданы только точка М, плоскость R(o) и индикатриса I1, 
то при одной только этой информации соответствия х<—*Р может 
быть установлено с точностью до ортогональных преобразовании 
в плоскости R(0)«Однако большее уже не может быть достигнуто, 
так как во всей пространстве Ед существует группа движений, 
оставляющая точки плоскости R^ (и конфигурации F1) неиз­
менными и индуцирующая всевозможные ортогональные преобра­
зования плоскости R(0)> 
]?сли векторы 1-ой кривизны ïa а линейно зависимы, 
т.е. размерность плоскости меньше , то индикатриса 
1^ (и конфигурация F1), рассматриваемая как только точечное 
многообразие, может нести и меньшую информацию о дифферен­
циальной окрестности точки M поверхности У . 
Пример. Пусть заданы поверхности v3 и У^, причем в точ­
ке МеУ
в 
векторы первой кривизны равны 1=Î2 =î 12=*13S*23=0' 
I33=â^0, а в точке Mtv^ эти векторы равны 1^=^2=1^=5^=0, 
1*22 реперы в обеих случаях ортонотяущрова­
нн. Тогда соответствующие индикатрисы I1 и I*1 (и ков^игтра-
ЦЕИ F1 и F'1) конгруэнтны, а соответствие х—х' касатель­
ных направлений, устанавливаемое равенством р(х2)=р(х'2) 
не 
изометрично, больше того, оно также неоднозначно. 
Для устранения этого недостатка мы далее часто будем рас­
сматривать индикатрисы I1 (и конфигурации F1) вместе с жх 
"параметризациями", т.е. вместе с соответствиями Р«—» х, рас­
сматриваемыми с точностью до ортогональных преобразований в 
R(0). В частности, точку Р индикатрисы I1, соответствующую 
нескольким касательным направлениям х, условно будем рас­
сматривать как несколько различных (по своему геометрическо­
му смыслу) точек. 
@ При выводе результатов этого параграфа нам было до­
статочно использовать только понятие сечения индикатрисы Iх 
для двумерной плоскости R2. Вообще говоря, можно ввести и 
понятие сечения s1 индикатрисы I1 для q-мерной плоскости 
: s1 описывается конечной точкой вектора M+ptx1"1"1 ) .когда 
направление х свободно вращается в плоскости R^MeK^c R^, 
q< m). По своему строению сечение s1 для R^ можно истолко­
вать как индикатрису l'1 в точке М* некоторой поверхности 
Верна следующая 
Теорема 2. 5. Пусть s1 - сечение индикатрисы I1 по­
верхности vffl в ее точке M для плоскости Rq, a vq - подпо-
верхность поверхности vm(=> vq), касающаяся в точке M плос­
кость Rq. Сечение s1 является индикатрисой первой кривиз­
ны поверхности vq в М, тогда и только тогда, когда на 
vm в точке M - геодезическая. 
Теорема непосредственно вытекает из следующих соображе­
ний. 
'ели Vy на vm в M геодезическая, то соответствующие век 
торы перво ктжвизны поверхностей vr и Vffi в наптовления. 
X cR^ совпадут. Если же V на в M не геодезическая, то 
существует такое касательное направление ^cR^, что вектор 
первой кривизны поверхности 7^ в направлении х0 имеет, кроме 
компоненты в плоскости R^1 ^, ненулевую компоненту в ортого­
нальном дополнении плоскости R^ до плоскости R(0)-
При значениях 1 ^ -î подобная теорема не имеет места, так 
как векторы i-ой кривизны в точке M поверхности vc, геодези­
ческой ча vr з M, в общем случае не лежат в 1-ой нормальной 
плоскости R. - t к 7
Я 
в М. 
§ 3. Плоскость индикатрисы 
Плоскостью заданной поверхности 7 назовем плоскость наи­
меньшей размерности, в которой поверхность 7 помещается. 
Плоскость индикатрисы I1 обозначим через 
(Т.; Займемся определением размерностей нормальных плос­
костей различных порядков к индикатрисе I1 в произвольной ее 
точке Р и порядком кривизны индикатрисы I1. При этом предпо­
ложим, что i-ая нормальная плоскость R/^ к У
и 
в точке M 
имеет максимальную возможную размерность, т.е. s., =2-^ ;.все 
векторв ï_ Q предполагаются линейно независимыми). Каса-D G • . . A J  
тельный к 7
а 
в M репер R выбираем так, чтобы он был ортснор-
мирован и чтобы имело место равенство 
P u i t  p ( i ^ 1 }  »  в + I1 1 г 11) 
1+1 
Дифференциалы от (IT) по во<1(ы\... ,иГ) (см. (I 3) или 
(5)) определяют касательную к I1 в Р плоскость.Еели при этом 
1 * 
"'-•»не составить из форм w4, где А=2,3,... ,а, то соот-
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ветствувдим касательным репером к I1 в R будет (Р.Х, 1А)? 
Касательную к Iх в Р плоскость обозначим через |Р;11 <1А|. 
(Подобным обозначением плоскостей будем пользоваться и в 
дальнейшем.) 
Векторы 1^ вместе с их первыми дифференциалам по 
aod (и8) определяют вторую соприкасающуюся плоскость к Iх в 
Р (линейное пространство, натянутое на касательную ж первую 
нормальную плоскость) и т.д. Однако на втом пути мы натолк­
немся на серьезные технические трудности, так как векторы, 
определяющие различные соприкасающиеся плоскости, выражают­
ся в общем случае довольно сложными линейными комбинациям® 
векторов 1
а
^ . Эти трудности можно обойти, если шесто 
индикатрисы I1 (и конфигурации F1) принимать в рассмотрение 
ее отображение L I1, где L линейное отображение такое, что 
В дальнейшем мы всегда будем под касательной плоскостью 
к I1 в конечной точке вектора М+р(5*+1 ) подразумевать плос­
кость, получаемую в результате следующей конструкции„ 
Выбираем ортонормированный к в M репер так,чтобы тле­
ло место L=х. Тогда искомая плоскость определяется конечной 
точкой вектора M+i, , и векторами 1, 4 « (это плоскость 
' е е • I I е е * • А * л 
определяемая первыми диффере нциалами вектора р(х~ ), отло­
женными от конечной точки вектора М+р(х^+1)). 
В случае линейно независимых векторов 11 ^ определяе­
мая таким образом касательная плоскость совпадает с обычной. 
В противном случае это не всегда так (пример: касательная 
плоскость к I1 в конечной точке вектора М-Л,^„ если за=3, 
Х11 = *12 " Î13 * ^"23 е 0 К "22 ю -ЬЗ ^ 
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llv 
1 . если s • • • ßt-t ^ 1 # • • 1 
о"*,Ä1 0 П 
О, если aQ...a^ • 1...1 
(при этом LP=LM). 
(5^) Векторы a и точечное многообразие LI1 мож­
но истолковать как векторы и индикатрису 1-ой кривизны в 
точке IM некоторой другой поверхности (множество всевоз­
можных видов индикатрис I* замкнуто относительно линейных 
отогтажений (см. § Î п. 2)). Касательный репер к va в 
точке LU также ортонормирован, так как скалярные произведе­
ния определяются системой (Î), не изменяющейся при 
отображении L. К тому-же 
Ii + L L . • LM + 0 « LP 1... 1 
(ср. с (И)). 
Дифференциалы векторов Lï0 _ (истолкованные как ü Q••  
векторы 1-ой кривизны поверхности Y ) по mod(toa) вычисляют­
ся по формулам (Ï 3) (или (5)) после замены в них векторов 
^„...aj векторами И
а
^ . Таким образом (с учетом 
Ц1...1=° 1 Ii1...1A0...As=i1...1A„...A,) нетрудво устано-
вить, что первой соприкасающейся (= касательной) плоскостью 
к II1 в точке LP является плоскость jLP; Ï1 1
А
|, второй 
- плоскость [LP; î,, iA, ï1 1 }, третьей - плоскость 
г ТТЛ - - .
fcr5rAoAiJ i 
L ;  *1... 1A* L1...1A 0A 1' 1 ...1А 0А 1А 2 | И  ГДЕ AI= 
Отсюда (i+D-ой соприкасающейся плоскостью к L I1 в 
точке LP является плоскость jLP; т'е* плеч ость 
LR 1 ). Тогда и плоскость ( =LRji ) индикатрисы Ц1 
зов
_ 
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падает с плоскостью IR^ и порядок кривизны индикатрисы 
U1 равен 1. 
Из выражений соприкасающихся плоскостей к индикатрисе 
LI1 в ее точке IF непосредственно видно, что размерность Lp, 
»-ой нормальной плоскости к LI1 в LP при в « 1 равна числу 
векторов L 4* * , т.е. 
Л » а « • *лш 
1-  • • 
ьр. - г
и
„1>е(- -т5д7г(»-1>...(».-1)). (12) 
При в >1 получим Lp, =0. 
@ Отображение L не может повысить размерности соприка­
сающейся плоскости к поверхности. Поэтому для размерности р5 
8-ой нормальной к I1 в Р плоскости имеем p^>L^. А так как 
при в *1 верно 1р
в 
=г
н-1 8, то должно иметь место 
Р, • 4-1,8 <" 4 
В силу того, что порядок крнвжзны индикатрисы и1 равен 1, 
а ее плоскость R^ совпадает с плоскостью LR^ »размерность 
которой равна - 1, то верно или 
A) р1+1 = 1, p1+tt = 0 (u> Ï) - тогда RTi = R(1), 
порядок кривизны индикатрисы I1 равен 1+1, ила же 
B) р1>и = 0 (ц>0) - тогда R^. L является гиперплоскос­
тью в R(X). порядок кривизны индикатрисы I1 равен 1. 
В силу § 2 п. 2 при четном значении 1 имеет место 
McRll и поэтому lg 1 I Rji. Отображение L, таким образом, 
уменьшает на единицу размерность плоскости Rji. Следователь-
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но, при четном 1 имеет место случай А. 
В случае же В размерности плоскостей и IBji равны, так 
как в противном случае имело бы место Rji=R(i),т.е.случай А. 
Поэтому, в силу определения отображения L, 11 ^ R-^i. Сле­
довательно , Mtiji. Укажем, что случай В тлеет место при не­
четном значении 1 (и ^=3^) (в силу же § 2 п. 2 мы пока 
можем утверждать это только для случая т=2). 
(£) Сначала выясним, может ли существовать конфигурация 
F1, состоящаяся из двух несовпадающихся точек M и Су­
ществование подобной конфигурации F1 равносильно существова­
нию соответствующей ей системы векторов 
а
^. Предполо­
жим, что эта система векторов (как и соответствующая поверх­
ность У
в 
и касательный к ней в точке M ортонормированный ре­
пер Я) заданы и изучаем ее свойства. 
Укажем, что все векторы 1_ _ остаются при преобразо-
«о • • • 1 
вании (ортонормированного) касательного репера Я неизменными. 
Векторы 1
а 
постоянны, так как здесь они, независимо 
от выбора репера Я, всегда равны Р - М. Производными векто­
ров 1
а а 
при преобразовании касательного к vm в M репера,в 
силу (5), являются векторы (1+Ï)ï_ Q », которые, еледо-
.Q • • ф dLj Ü 
вательно, равны нулю, т.е. постоянны1. Аналогично выясняется 
постоянство и остальных векторов ÏQ Q . d.Q « • • 
Теперь для рассматриваемого случая вместо (5) можно пи­
сать 
"ah • • • V1 • • -Äb+1 • • -°Sn} = *ьЬ • • '"а*1 • • • V • • •',} 
или, что то же самое *%), 
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где предполагается,что о^О. 
В результате кратного использования последнего соотноше­
ния получим 
(•^-1)! ! , , 
(«1 •••«." -V • Н«
а
+3 j... h • • • VV" 
если =%(^0) четна, и 
{"S • • ,CV * **V e *°Si} " 
если нечетна. Отсюда можем далее писать 
(•ц-1) !!...(« -1)! I , 
{v««}* —! ——s (1+1,0...$}-
= —2 _5 (р-м), 
1! ! 
если все величины <<
а 
- четны (условимся, что C-ï)!!=ï) и 
=0, если хотя бы одна из величин «
а 
- нечетна. 
(5) Отсюда следует, что в случае четного значения 1 кон­
фигурации F1, состоящейся из двух несовпадающихся точек M и 
Р (=11), не существует (это вполне согласуется с нашим преж­
ним результатом: MeRji). При нечетном же значении 1 соот­
ветствующая конфигурация F1 существует. Она является приме­
ром случая, где точка M находится вне плоскости RIi(=P). 
Этим свойством должно, в силу § I п. 2, обладать и конфи­
гурация F*, соответствующая линейно независимым векторам 
а 
. Следовательно, при нечетном значении 1 (и 
имеет место случай В. 
Если наряду с другими полученными выше результатами 
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учесть еще то обстоятельство, что при линейном отображении 
l', отображающем конфигурацию Fx =MUI* в пару несовпадающих­
ся точек M и P^I1), в вектор Р - if отображаются те и толь­
ко те исходящие из M векторы, концы которых лежат в плос­
кости R^, а в нулевые - те и только те векторы, которые па­
раллельны к плоскости Rllf то в итоге может быть сформулиро­
вана 
Теорема 2. 6, Если величина i четна, то плоскость Rji 
индикатрисы I1 1-ой кривизны в точке M поверхности У
в 
сов­
падает с соответствующей 1-ой нормальной плоскостью R/ ^, 
т.е. 
Rii=R(i)* Если же 1 - нечетна, то плоскость RTi про­
ходит через конечные точки векторов 
i + {*reeoSn} (13) 
(II «^=1+1, (-I)î!=î и все величины четны; касательный 
к Vffi в M репер R предполагавтся ортонормированным) и па­
раллельна всем таким векторам, у которых хотя бы одна из 
величин <*
а 
нечетна. Этих данных достаточно для определения 
плоскости Rji. 
Следствие. Необходимым и достаточным условием того,что­
бы при нечетном значении 1 имело место Rji=R( у, является 
разложимость произвольного "четного" вектора 1 -ой кривизны 
(все величины *
а 
- четны) по разностям векторов вида (Î3) и 
"нечетным" векторам i-ой кривизны (хотя бы одна из величин 
*
а 
- нечетна). Очевидно, что в упомянутых в следствии раз­
ностях один из векторов (Î3) может быть зафиксирован,его мож­
но положить равным, например, вектору М+11 ^. 
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@ Пусть между векторами i-ой кривизны 1
а
^ ^ где! 
нечетна и репер R ортонормжрован, задана линейная зависи­
мость 
х •*" Ч 
т 
= 0. (14) 
Требуется выяснить, какому условию должны удовлетворять 
с
в 
• • • с» 
коэффициенты х этой зависимости, чтобы из нее следо­
вало, что точка M поверхности Т
и 
находится на плоскости Ву
Х 
соответствующей индикатрисы I1, т.е. MeBji или, что равно­
сильно, - Bji=Вц). Для удобства изложения, назовем зависи­
мость (14) эффективной, если из нее можно вывести соотноше­
ние IleEji, и неэффективней в противном случае. Для примера, 
в силу теоремы 2 6, зависимость 11 1 =0 эффективна, а за­
висимость 11 е1д=0 - неэффективна. 
В силу следствия теоремы 2 6 для эффективности зависи­
мости (14) необходимо и достаточно, чтобы из (-14) вытекала 
разложимость вектора I. 1 по разностям 
VI),,!!!(«b-I)m ь-%}-V-1-
где все величины «<
а 
четны, и по "нечетным" векторам 1-ой 
кривизны. 
Разделим левую сторону зависимости (14) на две части, в 
левую из которых соберем все "четные" члены, а во вторую -
"нечетные". Тогда (14) можно записать в следующем виде: 
°- 05) 
1 m 
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где суммирование происходит по всем четным значениям «<
а
.Для 
получения интересующего нас разложения, вместо (15) напишем 
1! ! 
г
(<
Г
1)!!...О
а
-1)!! Г - г 1 
t- 1!! • в ! !... О -1 ) ! ! М* * 
" Ч . - 1  
LC-s-O 
ril • 
Отсюда непосредственно вытекает, что упомянутое разложение 
существует - т.е. зависимость (14) эффективна - тогда и 
только тогда, когда 
(16) 
Так как линейные комбинации неэффективных зависимостей неэф­
фективны - что непосредственно видно из (16) - то может быть 
сформулирована 
Теорема 2. 7. Точка M поверхности находится вне 
плоскости Rji соответствуицей индикатрисы кривизны I1 тог­
да и только тогда, когда 1 нечетна и когда для всех базис-
С _. . .С 1 
ных линейных зависимостей х1 1. _ =0 между векто-1 с о* • • 1 
рами 1-ой кривизны в точке M имеет место равенство 
(Касательный к Т
в 
в M репер R предполагается ортонормиро-
ванным.) 
Условно "зависимость" ^...öj °'^с0...с1=0 (1 - нечетна) 
назовем неэффективной зависимостью (условие (16) не соблх> 
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дается). 
(?) Для дальнейшего нам понадобится следующая 
Лемма. Если в некоторой окрестности UcVB точки M имеет 
место линейная зависимость (14), то на и также имеют мес­
то зависимости 
О • • • Оч v 
X 0 Ч„ „ 
Е 
. - О (17) 
°0* • ,01а1 * • * 8 
(для произвольного в и любого набора индексов а1...ав). 
Лемма может быть доказана при помощи кратного дифферен­
цирования (14) с учетом (I 4). Зависимости (17) назовем 
индуцированными зависимостью (14). 
(Один пример об использовании индуцированных зависимос­
тей приведен в приложении 2.) 
Пусть в некоторой окрестности ОсТ
в 
точки M имеют место 
соотношения (15) и (16). Выпишем для каждого значения а ин­
дуцированную зависимость 
*e{«v% - + h - °> <18> 
которая получается из (15), если в ней кратность индекса а 
в каядом векторе i-ой кривизны L, _ увеличить на два. Cigeee Cl«^  
При этом "четные" векторы остаются "четными", а "нечетные" 
- "нечетными". Поэтому обозначения в (18) имеют тот же 
смысл, что и в (15). 
Для краткости введем обозначение 
(<,-1 )!!...(«* -1)МХ = у -
1 и *1 • • • > "S • * • ш 
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Теперь условие неэффективности для (18) принимает вид 
Zw*1) 7v..«„" °' (19) 
Но, в силу (-16), имеет место неравенство ' 
Žj E(«a+1) 7«v..«e" ЕУч,.°-
Поэтому существует такое значение а=а
е
, что (19) не соблю­
дается, т.е. зависимость (18) эффективна. Следовательно, 
имеет место 
Теорема 2. 8. Вели плоскость Rji индикатрисы I1 (1 -
нечетна) проходит через соответствующую ей точку M поверх­
ности т
в 
и это условно соблюдается также в некоторой ок­
рестное!* ПсТ
в 
точки 1, те и плоскости Rt1+b всех инди­
катрис I5 проходят через точку 1. 
Утверждение теоремы может быть выражено и в следующей 
форме: 
Каждая эффективная зависимость между векторами 1_ 
а0.€.а1 
(1 - нечетна) индуцирует некоторые эффективные зависимости 
между векторами L (s - четна.). 
а
о
е , , a i+s 
Следует однако подчеркнуть, что н неэффективные зависи­
мости могут индуцировать эффективные зависимости. Пример: 
зависимость 112=0 - неэффективна, а индуцированная ею за­
висимость 1=0 - эффективна. 
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§ 4. Индикатрисы I1»5 
(Т) Назовем вектор 
-,=B1 -8t-, «ï л Л J4 (2C) 
. . .x^ ; » X1  . . . Xj . . '  «»X t  J.0 e  e0^. . .0^. . .0T» 
81 8t 
где 
\X A \ m . . .  »  JxJ  -  1  
t 
Si У ~ в х  = 1 + 1  
1=1 
вектором 1-ой кривизны поверхности Vw в направлениях 
х^,...,х^. Символом Xs - который встречается у нас не 
впервые - обозначается система из s одинаковых направлений 
X. Вектор р(х|\..х4*) симметричен относительно всех х?*. 
Заметим, например, что в случае ортонормированного каса­
тельного репера Я можно писать 
# 
р(1^ • • Л
и
и) = j • ,в<щ j* 
Пусть направление х вращается свобода о в касательной 
плоскости R(0 , к Vm в M. Конец вектора р(х*4.. .зфх5 ), где 
s + IZ s • =1+1, отложенного из М, описывает при заданию i-1 
х Xt в Цц) некоторое точечное многообразие 
i1*6-
которое назовем индикатрисой 1-ой кривизны поверхности Vm в 
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направлениях В частности, Il,l+1 =1х.Из (20) вид­
но, что индикатриса I*,в имеет строение некоторой индикатри­
сы Iе ' и в общем случае имеет поэтому более простое строе­
ние, че* индикатриса I*. Это обстоятельство позволяет в слу­
чае надобности ввести некоторые упрощения, если изучение ло­
кальной окрестности точки Е поверхности ?
в 
заменить изуче­
нием этой окрестности, так сказать, относительно некоторых 
ЗЯДЯН нЫл КйСйТбЛЬНЫх НАдр&ВЛб И и й • 
Представление о взаимное расположении индикатрис I1'8 
дает. 
Теорема 2. 9. Индикатриса 11,е=11(х^1.. .х |) огибается 
семейством индикатрис Il'B"r=Il(x11...xttJr) при изменении 
направления у. Точкой соприкосновения индикатрис 1^и I1,8-г 
*4 в* » 
является конечная точка вектора M + р (x1 ...xt"). 
Теорема вытекает из соотношения 
К
5?1— 
Х»у 
1 1 
рСХ^ .. .5Ettyr(r+d5E)8™r) 
•^IdîiLo -m 
х-у 
)j) Простейшее строение из всех индикатрис кривизны I1»8 
имеют индикатрисы 1^*1 Введем обозначение 
q г 
• • • Х<| • • • V U  Т  '  Cq« • «е
г
.. .ou.. .о^а* 
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Тогда индикатриса Il$1 имеет в аффинной координатной систе­
ме, определяемой репером (M,pQ), уравнение x°xdpcpd=ï и,сле­
довательно, в случае линейно независимых векторов р
а 
являет­
ся (ш-1)-мерным эллипсоидом с центром в М. Если же векторы 
р
а 
линейно зависимы, то I3"*1 является вырожденной фигурой, 
получаемой от (и-Т)-мерного эллипсоида при стремлении длин 
некоторых из его осей к нулью. Это может быть установлено 
при помощи предельного перехода от некоторой системы линейно 
независимых векторов Pa(t), где t#0, таких что 
lim р (t) - р . 
t-te 
Так же получается и 
Теорема 2. 10. Число отличающихся по длине от нуля 
осей индикатрисы I1»1 равно рангу системы векторов р
а
. 
Пусть задана произвольная индикатриса произвольное 
касательное к 7
И 
в И направление х и его дифференциал 
ах (xidx). Тогда р=х°р
с 
- соответствующий направлению х ра­
диус-вектор индикатрисы I1»1. Производное вектора р выра­
жается в виде 
_âL . и. Ix'Wjpt-xllb . (21) 
I41' I dxi —*0 lâïl 
Выберем ортонормированный касательный репер так, чтобы 1=5 
и ï2 II dx( = «I2). ТЬгда р=р1, а для производной (21) получим 
ч 
« . 11в lï±d1- „ Р  
15X1 
о<—>0 * 2 
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Поэтому может быть сформулирована 
Теорема 2. 43. Векторы р(х"1.. .5Ц*х) ж р(х11.. Л^У) 
являются сопряженными радиусами—век торами индикатрисы 
1"^ ' ^=1 (x«j .. .xtt) тогда и только тогда, когда направления 
X и у ортогональны. 
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Приложения 
(Г) Как выяснилось, при четном значении 1 эллипс 1-ой 
степени обладает центром симметрии. Возникает естественный 
вопрос: как обстоит деле в случае нечетного значения 1. 
Рассмотрим произвольный эллипс 1-ой степени (1 - нечет­
на), описываемый системой (7). Если бы этот эллипс 1-ой сте­
пени обладал центром симметрии з, то - так как период функции 
а равен ST- симметричными относительно S оказались бы точки, 
0 
г 
соответствующие значениям параметра « и ы. + f , т.е. конечные 
точки векторов ä#(*) и äo(* + —• ). Это звучит вполне убеди­
тельно, если учесть, что параметр « для эллипса i-ой степени 
является каноническим (см. § 2 п.З). Поэтому центром сим­
метрии s должен являться конечная точка вектора g [а 
с
(*) + 
+ äe(* + j) ] , а, следовательно, и вектора J(§o + §1+1 ). 
Производное (см. (7) ) последнего вектора однако равно 
2 (l+1)(ä«|-ai), 
т.е. равняется нулю только в случае а1=§1 (в частности,в слу­
чае 1=1). 
В итоге можем утверждать, что если 1 нечетна и l*î, то 
кривая, описываемая системой (7), обладает центром симметрии 
только тогда, когда между начальными значениями векторов 
ä^.,.,5^ имеют место определенные линейные зависимости. 
(Q При помощи индуцированных линейных зависимостей можно 
легко составить ограничения на размерности высших нормальных 
к 7
Я 
плоскостей, если известны линейные зависимости между 
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векторами кривизны меньшего порядка. Можно, например, дока­
зать, что если 1-ая нормальная плоскость к двумерной поверх­
ности Vg имеет размерность р « 1+2, то размерность всех более 
высоких нормальных плоскостей не превышает р. 
Идея доказательства проста и прозрачна. Поэтому молем 
ограничиться только приведением соответствующего примера. 
Пусть заданы базисные линейные зависимости между векто­
рами второй кривизны двумерной поверхности Т2: 
так что 1=2 и р=2. Эти зависимости запишем в виде матрицы 
анг которой равен двум. 
При 1, равной, например, четырем, аналогичная матрица 
ля индуцированных зависимостей имеет вид 
0 1 2 3 4 5 
х
о*111 + х1*112 + х2*122 + *3*222 ° 0 
Vl11 * *1*112 + *2*122 + *3* 222 " 0 > 
х
о 
Х1 х2 х3 
у
о *1 *2 *3 
Ранг этой матрицы » 4 и размерность 4-ой нормальной 
плоскости, поэтому, не больше двух. 
/ 
Г л а в а  I I I  
Г Л А В Н Ы Е  Н А П Р А В Л Е Н И Я  
§ Ï. Общие положения 
(îy Индикатрисы I1'8=I1(X1"1.. ) 1-ой кривизны поверх-
ностж 7
Щ 
в направлениях х1 ,... ,х^ позволяют в касательной 
плоскости ^ к т
а 
в И определить различные соответствия меж­
ду направлениями. Можно, например, определить такие налрав-
в1 _
st_s 
ления X, в которых вектор р(ЗЦ ...х^ ж ), отложенный от точ­
ки М, в своей конечной точке ортогонален к индикатрисе 
(условно будем это обозначать через pii1'8). В результате 
получается вполне определенное соответствие 
Вл 8. 
Х1 — X. (1) 
Если имеет место =-..=et=0, т.е. e=l+ï,то определяемые 
нами направления х уже непосредственно связаны с самой по­
верхностью у^. Направления с подобным свойством можно также 
- l a  
Касательные плоскости к Iх' мы будем определять анало­
гично тому,как это делается в II,§ 3 п.1 для случая I1. 
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получить, если не зафиксировать направления ^ ,... , а по­
требовать, чтобы соответствие (1) обладало некоторыми спе­
циальными особенностями. 
Все это дает средства как для определения, так и для бо­
лее глубокого изучения различных свойств поверхностей,и поз­
воляет выделить специальные классы по] ерхностей. 
_  ^  w  S  Л  S l  д  
. (у Так как конечная точка вектора М+рСх^.. .xtx B) опи­
сывает при вращении направления х в соответствующую инди­
катрису I1*6 то требование р±11,е равносильно требованию 
pdp=0, т.е. d(p)2=0. Другими словами, нахождение таких на­
правлении X, для которых имеет место p±I1,s, равносильно 
нахождению стационарных значений функции (р)2 или - что то 
С Л  С Р 
же самое - функции (х ,..х Т30 с ) при условии 1x1= Ï, 
где 
_ о о
г 
о
и 
о^_ 
8av..ae " .*1 Т1 Г".** ••.•xt.leq.-.cr--.ott--.oTa1...aB-
•l at 
Пусть потребуется найти такие направления х, в которых 
вектор р приобретает не стационарный квадрат, а стационарную 
длину. Если р*0, то имеем 
d j р J • dVC?)1" » Ё*Р . 
IР ! 
Следовательно, вектор р приобретает одновременно как стацио­
нарный квадрат, так и стационарную длину. 
Если же при заданном значении х тлеет место р=0,то можно 
записать 
djp| = j p+dp I - I р|= |dp|, (2) 
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8. 
В то же время верно 
dj р J^ • 2pdp = 0. 
Таким образом, для нахождения направлений х, для которых 
вектор р приобретает стационарную длину, следует из тех на­
правлений X, в которых вектор р ортогонален к индикатрисе 
(= функция (р)2 приобретает стационарное значение), ис­
ключить такие направления х, для которых верно р=0 (тогда 
Eel1'8) и соответствующая касательная плоскость к индикат­
рисе 11,е не вырождена в точку (dp^O). 
® Для общего значения s система дли определения на-
— le 
правлений X, в которнх верно pli ' , довольно сложна и мы 
пока не умеем дать достаточно содержательную геометрическую 
интерпретацию полученных результатов при 1>1. Поэтому далее 
ограничимся случаем s=î, где соответствующая система являет­
ся относительно X линейной, и случаем l=î как геометрически 
наиболее содержательным. Оказывается, что случай з=2, 1=1 
редуцируется на такие случаи, где определяемое при б=£, 1=1 
соответствие х^— х обладает специальными особенностями. 
Дальнейшее изложение начнем с изучения взаимного распо­
ложения близких касательных плоскостей к • . Как выяснится, 
эта задача непосредственно связана с изучением индикатрис 
I1»1 и определяемого иотг соответствия х^—х. 
Взаимное расположение близких касательных плоскостей в 
случае поверхности v 2cB 4  изучал Ван Kfa-чжоу в [30]. 
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§ 2. Главные направления относительно касательного 
направления. 
(3j) Пусть на поверхности задана произвольная точка M 
с проходящей через нее кривой М(в ), где s - длина дуги и 
М(о)=М. Пусть, далее, на кривой М(в) задан подвижной каса­
тельный к V m  репер ( ï  ( s ) ) .Касательную плоскость к V E  в М(в) 
обозначим через R^0j(s). Для простоты вместо 1а(0), lQl)(0) 
и R( 0 )(0) будем писать 1 а ,  1 а Ь  и R ( 0 ) .  
Выберем в плоскостях R^0) и R(Q)(S )  ПО одному свободно 
изменяющемуся направлению x=xcïc£R^0^ и х^=х ,cïc( s)eRz (s) 
и обозначим через <* (= arscos х хО угол между ними. 
При каждом заданном s#D на плоскостях R^0) и R/Q^CS) 
определяются системы ортогональных направлений (не обязатель­
но одномерных) y(s) и У'(s) соответственно, между которыми 
косинус (а вместе с тем и квадрат) угла «< приобретает ста­
ционарные значения (см. [14]) .  При стремлении точки М(в) к 
M (т.е. s — O) системы У(в) и У*(в) определяют в R^0^ неко­
торую предельную систему 
У = lim У(а) • lim У (s)« 
з-*0 а-»0 
Теорема 3. Предельная система У совпадает с той 
системой направлений х, в которых вектор р(у,х) ортогона­
лен к инд атрисе 11(у) (у - касательное направление к 
кривой M в)  в точке М). 
Доказательство. Системы У(в) и У*(в) являются ортого­
нальны?,ш проекциями друг в друга на плоскости R^ и R^ 0 ^(a) 
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(см. [-Î4]). Следовательно, угла <<, имеющие стационарный квад­
рат .реализируются между векторами вида х и х*( ),где х*(в) -
вектор в плоскости (в), ортогонально проектирующийся в 
плоскость в вектор х. 
Разложим функцию ïa(s) в ряд 
^s)"*a+dia+* ' •=Vwa*o+0°îao+e * * * 
Отсюда соответствующий вектору х=хс1
с 
вектор х*(в) имеет вид 
х*(в>х°(10+<А0Й+0с(в)), 
где ii* 1б( в)=0 и £ucïc - главная линейная часть вектора 
Ё(в) - М, т.е. ис=аус. Таким образом, угол * между векторами 
X и Xs(в) выразится формулой 
ос = arst g I х*-х| * arst g |ex°ydlcd+Õ(e)| . 
Теперь уже нетрудно показать, что искомая система У опре­
деляется решениями системы 
lb<îboîad=r°>â-kîe4>0' О) 
где к - корень уравнения 
libcV^-tVtl-0- (*) 
Ту же систему получим для определения направлений х, в кото­
рых функция (хсу ^  j2 приобретает стационарные значения. 
Теорема доказана. 
Направления, образующие систему У, назовем гля^нмот 
Н
а-
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правлениями относительно направления у. Каждому р-кратному 
корню уравнения (4) соответствует р-мерное главное направ­
ление относительно у. Тот результат, что система У опреде­
ляется только направлением у на можно рассмотреть как 
обобщение известной теоремы Менье из теории поверхностей 
v2cR3* 
@ Если учесть, что индикатриса I1'1 является или 
(е-Я)-мерным эллипсоидом с центром в точке M или же конеч­
ной вырожденной формой такого эллипсоида (см. II § 4 п. 
2) и условие р(х,у)± I1(у) для главных направлений относи­
тельно у, то может быть сформулирована 
Теорема 3. 2. Направление х есть главное направление 
относительно у тогда и только тогда, когда р(х,у) есть 
главный радиус-вектор индикатрисы 11(у). 
Верны также следующие теоремы. 
Теорема 3. 3. Корни уравнения (4) равны квадратам 
главных радиусов-векторов индикатрисы 11(у). 
Для доказательства достаточно выбрать касательный репер 
R так, чтобы его векторы оказались решениями системы (3), 
(4). 
Теорема 3. 4. Если направления х и у на ?
в 
сопряжены, 
то каждое из них является главным направлением относитель­
но другого. 
Эта теорема непосредственно вытекает из определения 
xVï^ =0 сопряженных направлений х и у (см. [î7]). 
В силу теоремы 3 3, направления, сопряженные с направ­
лением у, соответствуют нулевым корням уравнения (4). Необ­
ходимым и достаточным условием существования сопряженных на­
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правлений для у является вырождение индикатрисы I1(у)• 
Нетрудно установить, что в случае р(х,у)=0 соответствую­
щая направлению х касательная плоскость индикатрисы 1^(у) 
вырождена в точку тогда и только тогда, когда сама индикат­
риса 11(у) вырождена в точку М, т.е. когда поверхность У
ш 
тангенциально вырождена в направлении у (см. [15] ).Поэтому, 
если поверхность не является тангенциально вырожденной в 
направлении у, то в силу §1 п. 2, направление х, в кото­
ром вектор р(х,у) приобретает стационарную длину, является 
именно несопряженным главным направлением относительно у. 
Одна возможность связать при помощи индикатрисы I1(у) с 
направлением у еще одну ортогональную систему направлений, 
описывается в приложении I. 
(з) В случае двумерной поверхности v2 и ортонормирован-
ного касательного репера Л, систему (3), (4) для определения 
главных направлений х относительно касательного направления 
у можно заменить уравнением 
. 
лл л 
Î12ï22tg2r+Cï11ï22+Îj2)tgf+Î11ï12 ^ 
tg2e «2-—*—rn——? г— г— =7—• (.5; 
(1?2-122)te ^+2l12(l11-l22)te f+1Ti-1?2 
Здесь / - угол между направлениями j и у, а в - угол 
между 11 и главными направлениями х относительно у. Если в 
(5) только знаменатель обратится в нуль, то следует предпо­
ложить, что е = -Если же знаменатель и числитель одно­
временно обращаются в нуль, то главные направления х относи­
тельно у не определены (вернее, существует двумерное - т.е. 
совпадающее с - главное направление относительно у).Для 
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случая Y2 с аналогичное уравнение подучил Ван Ш-чжоу в 
[30]. 
§ 3. Главные направления поверхности 
(f^) Если будем искать касательных к Т
и 
направлений, для 
которых соответствие между направлениями у и главными на­
правлениями X относительно у обладает специальными особен­
ностями, то одними из первых привлекают внимание такие каса­
тельные направления х, которые являются главными относитель­
но самого себя. В силу теоремы 3 2, направление х является 
главным направлением относительно самого себя тогда и только 
тогда, когда р(х^) является главным радиусом-вектором инди­
катрисы 11(х). Если учесть еще теорему 2 9, то может быть 
сформулирована 
Тёорема 3. 5. Касательное к vœ в M направление х являет­
ся главным относительно самого себя тогда и только тогда, 
когда вектор первой кривизны р(х2) в направлении х, отло­
женный из точки М, ортогонален к соответствующей индикатри­
се I1, т.е. когда p(x2)_LI1. 
(Ben. утверждение в § Ï п. 3, что случай s=2, 1=1 реду­
цируется на случай s=i, 1=1. ) 
Пример 3. Пусть и=2 и длины осей индикатрисы I1 в точке 
M различны и отличны от нуля. Тогда существует 4, 3 или 2 
различных главных относительно самого себя касательных на­
правления X, в зависимости от того, находится ли ортогональ­
ная проекция М* точки M поверхности в плоскости инди­
катрисы I1 или 1) внутри эволюты индикатрисы 1^, или 2) в 
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не особой точке эволюты, или же 3) либо вне эволюты, либо в 
особой ее точке. 
4 — 
В силу теорем 3 5 и 2 5 очевидна. 
Теорема 3. 6. Если направление х является главным отно­
сительно самого себя в точке M поверхности va, то оно яв­
ляется главным относительно самого себя и на любой подпо-
верхности vqcVe, геодезической на 7а в M и касапцей в 11 
направлении х. Имеет место и обратное утверждение, причем 
q может быть фиксирована. 
(2} Выразим величину к из одного из уравнений (3) и под­
ставим в остальные уравнения. Тогда (3) примет вид 
где %ъ=*а*Ъ* Если здесь взять у=х, то получим систему 
для определения направлений, главных относительно самого се­
бя. 
В частности, при помощи (7) нетрудно найти признак того, 
что все касательные направления к Yffi в M являются главными 
^C**lgc(&ahlàb-&bhlàa>0 » (6) 
x8A0idigo(gahidb-gbhîda).° (?) 
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oo. vejiLLG ^bïiokc •_ ••• w : ю необходимо >•-: хост-;: очно для то­
го, -• :>Съ индакат].: с :л . у долезь на coo^t с :• ; ктр'ом б М). 
с.лоно пои; >сванлом л.• ?.гч ^ -->е иееоллооо.лг'и и доста-
' условиями этог1 с являт^-ся - *едуг$^е со., ;>:ои<ения между 
• ' : '?ам\: тензора первой кшвг • - л 
Э-3 &v 3 • 0 
1, Л ,  у  
на OD 
- р -2 21 » - iL = о ttb aa 
2 1 aa ос 2Wa= - 0 
"Wcd Hh ЧаЧс + *ac\lb " ° 
кототле должны выполняться для всех различных между собой 
значен а, с, с и а. 
(.у Известно классическое определение главного направления 
поверхности V, с как такого направления, в котором нормаль­
ная кривизне. поверхности приобретает экстремальное значение. 
В случае п>3 здесь вместо нормальной кривизны более есте ст­
венно говорить о ''лине вектора первой вектора нормальной) 
кривизны. Дело,,однако<несколько усложняется тег-, что три п=-3 
имеют место случаи, когда длина вектора первой кривизны $е 
экстремальна, а только стг -ионарна. Выделение таких: случаев 
затруднительно. 
Пример 2. Пусть ортогональная проекция !'г' точки M по™.с. -
пости v2 на плоскость Rji индикатрисы I ' (см. пример Т) ... 
дится в нессооой точке эволюты индикатрю. 1 , Тогда 
вектора первой кривизны в одном из тре. х зг? 
самого себя направлений - стационарна, • , ' 1 :птре^ 
К тому же, такое асимптотическое нал; ie ж, у 
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и 
поверхность не является тангенциально вырожденной (р(х^)О, 
dp^D), является, в силу (2), (единственным) примером такого 
случая, где длина вектора р(х2) экстремальна, но не стацио­
нарна. 
По тем причинам естественно определить главное направле-
ние поверхности v^cИд как такое направление, в котором дли­
на вектора первой кривизны поверхности приобретает ста­
ционарную длину. Требованием стационарности не квадрата, а 
длины вектора первой кривизны, в силу § 1 п. 2, из общей 
совокупности исключаются те и только те главные относительно 
самого себя направления, которые являются асимптотическими, 
но в которых поверхность у^ не вырождена тангенциально. 
В случае ш=2 и п=3 приведенное определение полностью 
сводится к классическому. 
Кстати, не совсем точно к классическому определению сво­
дится заданное в [17] определение главного направления по­
верхности У
щ 
как такого направления, в котором вектор нор­
мальной кривизны поверхности приобретает экстремальную длину 
отличную от нуля. (Исключается асимптотическое направление 
развертывающейся поверхности.) 
(^) Если наряду с теоремой 3 î учесть приведенное в 
предыдущем пункте различие между понятиями "главное направ­
ление поверхности" и "главное направление относительно само­
го себя", то может быть сформулирована 
Теорема 3. 7. Пусть на поверхности Vq заданы точка M и 
полученная из нее в результате инфинитезимального смещения 
в касательном направлении у точка М*. Соответствующие ка­
сательные плоскости к У
ш 
обозначим через R 0 } и R' qV 
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Пусть X - свободно иэменящееся направление в .Направ­
ление у является главным для поверхности у
ш 
тогда и толь­
ко тогда, когда угол « между х и его ортогональной проек­
цией на Н-'(0) приобретает при х=у стационарное значение. 
Когда квадрат угла <* приобретает при х=у стационарное зна­
чение - и только тогда - , то направление у - главное от­
носительно самого себя. 
В случае VgcR^ это характеристическое свойство главно­
го направления непосредственно вытекает из известной форму­
лы Родрига. 
Сравнение понятия "главное направление поверхности" с 
определенным в [12, 13] понятием "направление кривизны" да­
но в приложении 2. 
§ 4. Паратактические направления 
(Т) Определим паратактическое направление поверхности VB 
в И как такое касательное к 7
Ш 
направление у, относитель­
но которого все касательные к vm направления х являются 
главными. Другими словами, у является паратактическим на­
правлением тогда и только тогда, когда существует *-мерное 
главное относительно него направление, т.е. когда соблюдают­
ся следующие равносильные между собой условия: (а) индикат­
риса I1(у) является или (*-1)-мерной сферой или точкой (см. 
теорему 3 2), (б) уравнение (4) имеет m-кратный корень, 
(в) система (6) превращается относительно х в тождество. 
Из последнего требования получим для определения пара­
тактических направлений у систему 
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y ' y d [1gc ^ab~db"~®bh^da^+^hc^gag^db"sbg1arPj" " ' ^ 
По определению, паратактическое направление является в 
то же время главны*»- направлением относительно самого себя. 
Так как при асимптотическом главно?, направлении у индикатри­
са I1(у), очевидно, вырождена в точку (т.е. поверхность 
в направлении у тангенциально вырождена), то каждое паратак­
тическое направление является и главным направлением поверх­
ности. 
В силу теоремы 3 I, можно утверждать, что две касатель 
I I 
ных плоскости K /Q> и Я (о) к в точках M и M , где точка M 
получается посредством инфините зимального смещения точки M 
на 7 в паратактическом направлении, - паратактические (см. 
[14]). 
Понятие сеченая индикатриса I1 для плоскости к
с
;сВг 0  .  )  
: теорема ' г естеот:энных образом распространится и на 
случай индикатриса I (у). Вели -честь этого, станет очевид­
ны , что о паратактических направлениях дословно зерно все 
го, чгс - теореме 3 6 оказано о главных относительно себя 
направлен-.
т ,. 
Пусть ' с ильный к v в M реле г Л ортонормирован. Тогда 
в сллу те о ре* s; 2 И. вектора 11а составляют сопряженную 
систему радиусов-векторов индикатрисы 11(11). Поэтому соот­
ношения » 
* 0 (9) 
Ъ$ъ - 0 
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для всех а#Ъ являются необходимым и достаточным условием то­
го, чтобы направление 11 было паратактическим. 
Разумеется, это же условие может быть получено и исходя 
из (8). 
Если п <2ш, то для соблюдения (9) необходимы равенства 
11а=0. Это равносильно тангенциальному вырождению поверхнос­
ти vm в направлении 11, т.е. в паратактическом направлении. 
(2) Далее выводим для случая ш=2 одно довольно нагляд­
ное условие существования паратактического направления (т.е. 
условие разрешимости (8)). 
При помощи (2 7) (1=4) нетрудно установить, что если 
касательный к v2 репер Ж, ортонормирован, то конечная точка 
вектора M + Н, где К= ^(1^ + 122) - вектор средней кривиз­
ны поверхности V2 в M (см., например, [3]), является цент­
ром соответствующей индикатрисы I1, а векторы - 122) 
и 112 ее сопряженными радиусами-векторами. Если учесть еще 
(9) (см. также пример 3), можно утверждать следущее. 
Точка Р на индикатрисе I соответствует паратактическо­
му направлению у тогда и только тогда, когда соответствующая 
для 11 точка M поверхности vm находится на (п-2)-мерной сфе­
ре L, центр которой в точке Р, плоскость ортогональна к I1 
в Р, а радиус равен длине того радиуса-вектора индикатрисы 
I1, который сопряжен с соответствующим точке Р радиус ом-век-
тсром индикатрисы I1. 
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Пример 3. 
Пусть для определенности длины а и Ъ главных радиусов-
-векторов индикатрисы I1 отличны от нуля и а>Ъ. Тогда при 
перемещении точки Р на I1 соответствующая сфера L описывает 
некоторую гиперповерхность 9. Эта поверхность Я является 
каналовой поверхностью, линией центров которой является ин­
дикатриса I1. Она пересекает плоскость по двум окруж­
ностям, имеющих общий центр с индикатрисой I1, а радиусы ко­
торых равны а+ъ и а-ъ (см. пример 3). Точками самопересече­
ния поверхности Я являются те точки (п-2)-мерной сферы s, 
проходящей через фокусы индикатрисы I1 ортогонально к ее 
плоскости Rj4, расстояние которых от плоскости Ri4 больше 
-|-\)а2-Ь2 • 
Во всем этом можно убедиться после довольно простых вы­
кладок. 
При помощи предельных переходов а —Ъ, Ъ — о и j со­
ответствующее многообразие S? и подмногообразие ее точек са-
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мопересечения можно связать с произвольной индикатрисой I1. 
В итоге получается 
Теорема 3. 8. Нахождение точки M поверхности V2 на со­
ответствующем ей многообразии Я являемся необходимым и 
достаточным условием существования паратактического направ­
ления в точке М. Нахождение точки M на самопересечение мно­
гообразия 9 необходимо и достаточно для существования двух 
паратактических направлений. 
Все, что сказано о присоединении многообразия SP к инди­
катрисе I1 и его значении при в=2, почти дословно переносится 
и на случай сечения индикатрисы I1 для двумерной плоскости 
при m "2. На основе этого и результатов п. I может быть 
сформулирована 
Теорема 3. 9. Касательное к \ в M направление у являет­
ся паратактическим тогда и только тогда, когда точка M ле­
жит в пересечении многообразий Я , соответствующих сечениям 
индикатрисы I1 для всех двумерных подплоскостей касательной 
к VK в M плоскости R(0^, проходящих через у. 
(5^) Пусть все касательные направления к поверхности V2 в 
ее точке M - паратактические, т.е. на У2 существует двумерное 
паратактическое направление. Тогда все касательные к v2 на­
правления являются и главными направлениями поверхности. По­
этому индикатриса I1 находится на сфере (с центром в М) и, 
следовательно, является или окружностью, или точкой. Если ре­
пер R ортонормирован, то радиус индикатрисы I1 равен | ï | 
(см. начало п. 2) и поэтому, в силу (9), точка M совпадает с 
центром индикатрисы I (подмногообразие точек самопересечения 
многообразия S? вырождено в центр индикатрисы I1 ).Таким odpa-
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зом, M на v2 является минимальной точкой с окружностью - ин­
дикатрисой первой (нормальной)  кривизны ( см . ,  например , ] ) .  
В частности, при этом верно 
*11 = ~*22* 
• 
Таким же путем и к такому же результату (10) приходим, 
если предположим, что на va(m >• 2) существует двумерное па­
ратактическое направление, параллельное векторам 11 и 12.Ес­
ли потребовать существования на трехмерного паратактичес­
кого направления,параллельного векторам 1^Д2 к 1^. то полу­
чим кроме (10) еще ï11=-i53=i22iт*е- ^11 =^22=^33^' 
В итоге может быть сформулирована 
Теорема 3. 10. Существование на поверхности более 
чем двумерного паратактического направления равносильно 
тангенциальному вырождению поверхности в этом направлении. 
Если на поверхности все направления паратактические,то по­
верхность является или плоскостью, или двумерной минималь­
ной поверхностью с окружностями-индикатрисами первой кри­
визны I1. 
§ 5. Абсолютно главные направления 
(£) Кроме соответствия, сопоставляющего каждому каса­
тельному к vm в M направлению у ортогональную систему X ка­
сательных направлений х, главных относительно у, естественно 
рассмотреть и обратное соответствие, сопоставляющее или за­
данному касательному направлению х, или же системе X ортого­
нальных направлений те касательные направления у,относитель­
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но которых они являются главными. 
Если векторы ортонормированного репера 21 выбрать в на­
правлениях системы X, то в силу (6) система 
yVVbd • 0  ( 1 1 )  
для всех а#> определяет все направления у, относительно ко­
торых X является главной. Эту систему (il) можно выписать и 
исходя из теоремы 3 2, так как имеет место у°1
ас
=ф(уД
а
). 
При в=2 (см. (5)) система (II) заменяется уравнением 
ï11ï12tg2f+(î11ï22+ïf2)tgT+ï11ï12.0 . (12) 
Отсюда видно, что система X на v2 может быть главной относи­
тельно О, I, 2 или всех касательных направлений.Подробнее об 
этом см. в приложении 3. В приложении 4 приведем еще несколь­
ко теорем об обратном соответствии в случае т=2. 
@ Определим абсолютно главное направление поверхности 
7
е 
(в М) как такое касательное к VB направление, которое яв­
ляется главным относительно всех касательных направлений. В 
случае v2c такие направления определил Ван Kte-чжоу е [30]. 
Для нахождения абсолютно главных направлений, в сйлу (6), 
получим систему 
\ 
L ~gp ^ ah^db""ebh*da^+*gd^gah*ob""ebh*oa^] = °* 
Поэтому в случае ортонормированного репера Ж. соотношения 
^la^bc^lb^ao"0 
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(13) 
lü.  
(для всех а,Ъ и сМ) являются необходимым и достаточным ус­
ловием того, чтобы направление î1 было абсолютно главным. В 
случае ш=2 эти соотношения примут вид 
Iii122 • * *12*22 -0 ^ 
(ср. с (12)) .  В частности, отсюда видно, что в случае V2C% 
единственным примером абсолютно главных направлений служат 
главные направления в параболической точке поверхности v^. 
По определению, абсолютно главное направление является 
в то же время главным направлением относительно себя.Если в 
(13) принимаем a=î, ъ=с и то получим 11с=0. Отсюда 
следует, что если абсолютно главное направление является 
асимптотическим, то поверхность 7
В 
в этом направлении тан­
генциально вырождена. Поэтому каждое абсолютно главное на­
правление является и главным направлением поверхности. 
Так же, по определению, если в точке M поверхности 
существует несколько абсолютно главных направлений,то те на­
правления, которые на являются поднаправлениями абсолютно 
главных направлений большей размерности, вполне ортогональ­
ны. Очевидно, что сумма размерностей таких направлений не 
может быть m Л. 
@ Если учесть тот факт, что главный радиус-вектор эл­
липсоида является главным и на всех содержащих его эллипсои­
дах, получаемых как сечения данного эллипсоида, то ос> абсо­
лютно главных направлениях можно сказать все то, что Е тео­
реме 3 6 сказано о главных относительно себя направлениях. 
Однако, если имеем в виду обратное утверждение в теопеме 3 
74 
6, то в случае ш>2 следует потребовать, чтобы было и <!=•• 2. 
То, что вектор р(х,у) при xMf и в~2 является главным ра­
диусом-вектором индикатрисы I1(у), не может быть установлено 
сечениями индикатрисы только для двумерных плоскостей, так 
как двумерная плоскость здесь фиксирована направлениями х и 
У-
На основе (14) (см. еще начало § 4 п. 2) может быть 
доказана. 
Теорема 3. И. Касательное направление х в точке M по­
верхности y2 является абсолютно главным тогда и только тог­
да, когда ему соответствует больший главный радиус-вектор 
индикатрисы I1 и когда точка M находится на окружности s, 
проходящей через фокусы индикатрисы I1 ортогонально к ее 
плоскости . 
(Ср. с приложением ЗА.) 
В случае v2c где окружность s заменена парой фокусов 
индикатрисы I1, эта теорема доказана в [30]. 
На основе теоремы 3 'И и результатов § 4 п. 2 верна. 
Теорема 3. 12. Пусть в точке M поверхности У2 существует 
два паратактических направления. Тогда в M существуют и аб­
солютно главные направления, являющиеся их биссектрисами. 
Последнее утверждение теоремы вытекает из симметричности 
индикатрисы I1 относительно своей главной оси. 
(С) Выясним условия существования многомерных абсолютно 
главных направлений на ?
в
. 
Пусть двумерное направление, натянутое на векторы ï1 и 
12, является абсолютно главным. Тогда условия (13) инвариан­
ты относительно преобразования репера 
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OOS <X I. + ela ос 1, 
A1 
lg »-Sin « 11 + eos et ï2 
Ч - 1a 
где A> 2 и угол « может быть фиксирован при любом значении 
Щ. После несложных вычислений получим искомые условия 
в виде 
1^^ +  122 " 0  
1 2 =  0  
Ч 2 ч 2 
Х11 12 
*11 1АВ = 0 
112 1АБ 
•1А •21 0. 
В частности, отсюда видно, что сечение индикатрисы I 
для двумерного абсолютно главного направления - окружность 
(или точка), а точка M поверхности îa находится в центре 
этой окружности. 
Далее, так же как и теорему 3 10 о паратактических 
направлениях, можно доказать такую же теорему и об абсо­
лютно главных направлениях. В частности, следует отметить, 
что при о>2 и когда поверхность Т
а 
в этом направлении 
тангенциально не вырождена, то двумерное абсолютно главное 
направление не является паратактическим. 
0 некоторых поверхностях, несущих поля абсолютно глав­
ных направлений, см. в [6]. 
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Приложения 
@ Пусть направление х вращается в касательной плоскос­
ти ß. к vm в M так, чтобы оно всегда осталось ортогональным 
к касательному направлению у. Тогда конечная точка вектора 
М+р(х,у) описывает на индикатрисе I Чу) некоторое точечное 
многообразие, которое в силу теоремы 2 11 естественно на­
звать сопряженным сечением индикатрисы Is(у). Это сечение 
является или (*-2)-мерным эллипсоидом с центром в точке М, 
или же конечной вырожденной формой такого эллипсоида (ср. с 
II § 4 п. 2). Плоскость сопряженного сечения индикатрисы 
11(у), в силу теоремы 2 9, параллельна касательной плос­
кости к индикатрисе I1 в конечной точке вектора М+р(у2). 
Аналогично теореме 2  -10 верна. 
Теорема 3. 13. В случае асимптотического направления 
у(р(у2)=0) число отличающихся по длине от нуля осей со­
пряженного сечения индикатрисы l'(y) равно рангу системы 
векторов У°1
ас
. В случае неасимптотического у число таких 
осей на единицу меньше. 
Аналогично теореме 2 ÏÏ верна. 
Теорема 3. 14. Векторы р(у,х) и р(у,х' )(ху=х' 7=0) яв­
ляются сопряженными радиусами-векторами сопряженного се­
чения индикатрисы 11 Су) тогда и только тогда, когда на­
правления X и X* ортогональны. 
Определим главные направления второго рода относительно 
2  как такие направления х(± у ) ,  в которых вектор р(х,у) яв-
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ляется главным радиусом-век тором сопряженного сечения инди­
катрисы I >у). Соответствующие направления х являются реше­
ния?® системы 
W"0 
îy  = 0  (15)  
|5|- 1 
Пусть ортонормированные векторы выбраны так, чтобы 
1.=у, а остальные из них являлись решениями системы ( io) .  
Тогда (15) примет вид 
îi.ïi» - Ч» - ч. - °> 
где ъ#. Векторы i1b являются здесь главными радиусами-век­
торами сопряженного сечения индикатрисы I1 (у), a ï^- век­
тором кривизны в направлении у. На основе этого можем ут­
верждать, что величина к в (15) равна квадрату соответст­
вующего главного радиуса-вектора сопряженного сечения инди­
катрисы I1(у), а 1 равна скалярному произведению этого 
главного радиуса-вектора с вектором р(у 2 ) .  
Если учесть теорему 3 2 и общие свойства эллипсоида, 
то может быть установлена 
Теорема 3. Î5. Все главные направления второго рода 
относительно направления у являются также главными на­
правлениями относительно у тогда и только тогда,когда на­
правление у является главным относительно самого себя. 
(Т) В докторской диссертации Д.И.Перепелкина [î3] (см, 
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также [î2]) определяется направление кривизны как естествен­
ное обобщение главного направления поверхности v2c R^. На­
правление кривизны - это такое касательное к поверхности 
направление, которое имеет ортогональное к нему сопряженное 
направление большей размерности, чем это имеет место при 
той же размерности ш1 первой нормальной плоскости 1) к 
в общем случаеÊ Например, если •1 достаточно мала, то каса­
тельное направление х к У
ш 
обычно имеет не более чем 
( ю-и^ )-мерное сопряженное направление. В этом лежит не бо­
лее чем (a-g^-I)-мерное ортогональное к х сопряженное на­
правление . Направление кривизны имеет не менее чем (а-т^)-
мерное ортогональное направление. 
В силу § 2 п. 2
Ч 
сопряженным направлениям для у соот­
ветствуют нулевые, а поэтому в то же время и главные радиу­
сы-векторы индикатрисы 11(у). Ортогональным же к у направ­
лениям, в силу теоремы 2 И (см. также приложение !), со­
ответствуют сопряженные с р(у~) радиусы-векторы индикатрисы 
11(у). Увеличение размерности ортогонального к у сопряжен­
ного с ним направления может, таким образом, произойти по 
двум различным причинам: Т) вектор р(у~)*0 является главным 
радиусом-вектором индикатрисы I1(у) и 2) направление у 
имеет вообще сопряженное с ним направление большей размер­
ности, чем произвольно взятое касательное к в M направ­
ление. Во втором случае направление у не обязательно яв­
ляется главным направлением поверхности. 
Пусть, например, в точке M поверхности 7^ при заданном 
ортонормированием репере имеют место соотношения 
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i1l"î22"l33"î12"î^e> i23"^0' 113"° " 56=01 
Тогда является направлением кривизны, но не главным, на­
правлением поверхности. В то же время 13 является как на­
правлением кривизны, так и главным направлением поверхности. 
Если же размерность первой, нормальной плоскости 1 ) к 
равен ш1=гв1, то сопряженных направлений, а поэтому и на­
правлений кривизны вообще не существует. Тем не менее суще­
ствуют главные направления поверхности. 
® Довольно сложно получить наглядное представление о 
том, как зависит число решений системы (12) от взаимного 
расположения векторов первой кривизны или - другими словами 
- как зависит число касательных направлений к относитель­
но которых заданная в 1 еУ2 пара ортогональных направлений 
X является главной, от строения соответствующей конфигура­
ции Р
4(=* U I1) и расположения на индикатрисе 11 соответст­
вующей паре X оси. Поэтому ограничимся простейшими случаями, 
йгвод следующих результатов (см. также п. 4) опирается на 
геометрический смысл векторов первой кривизны, заданный в 
начале § 4 п. 2. 
А) Пусть паре X соответствует большая главная ось 
(длины 2а) индикатрисы I1. Пусть заданы гиперсферы з1 и S2, 
центры которых находятся в конечных точках малой главной 
оси (длины 2ъ =- 0) индикатрисы I1, а радиусы пявны а. Тогда 
пара X является главной относительно О, I, 2 или всех каса­
тельных направлений,в зависимости от того,находится ли точ­
ка M соответственно I) внутри одной и вне другой сферы, 
2) только на одной из этих сфер, 3) внутри или вне обеих 
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сфер, 4) на обеих сферах, т.е. на их пересечении (ем. § 4 
п. 2 - сфера s). 
В) Все сказанное в А дословно переносится на тот еду-
чай, когда паре X соответствует малая главная ось индикатри­
сы"!1 . Только здесь центры сфер s1 и s2 в конечных точках 
большой главной оси, а радиусы их равны ъ. Пересечение сфер 
S1 и S2 - пусто. 
(JJ) Приведем несколько теорем о касательных направле­
ниях J к поверхности v2 в ее точке M и главных относитель­
но них направлениях х. Пусть а и Ъ - длины главных полуосей 
4 
индикатрисы I . Для простоты предположим, что а » Ъ - 0. 
Теорема 3. 16. Пусть Б* - сопряженный с Е=р(х2)-Н ра­
диус-вектор индикатрисы I1. Направления у1 и у2, относи­
тельно которых X является главным, ортогональны тогда и 
только тогда, когда ортогональны векторы Н1 и Н, Единст­
венное исключение составляет случай, когда точка M нахо­
дится на окружности, проходящей ортогонально к плоскости 
через фокусы индикатрисы I1. 
Для доказательства выберем ортонормированный репер 31 
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11. 
Tas, чтобы X оказался вектором репера. Остается выяснить, 
при каких условиях решения f1 и f2 уравнения (32) отличают­
ся на у , т.е. когда tg f^gf2=-l. 
Следствие. Необходимым и достаточным условием того,что­
бы любые два касательных направления у1 и у2, имещие одни 
и те же главные относительно дуг направления, были ортого­
нальными, является ортогональность вектора средней кривизны 
— А 
H к плоскости Rj« индикатрисы I . Единственное исключение 
составляет случай, когда имеет место равенство !Ё!= Vа2-ъ2. 
!йзорема 3. £7. Соответствие между направлениямк у н 
главными относительно них направлениями х является взаим­
ным (т.е. у является также главным относительно х) только 
в двух случаях; 
Î) в точке M на ?9 имеет место Н=0; 
2) индикатриса I1 является окружностью и вектор 
средней, кривизны H ортогонален к плоскости R^ индикатри­
сы 11(а=ъ и HlR^). 
Для доказательства можно исходить из уравнения (5), ко­
торое здесь симметрично относительно в и f. Использование 
следствия теоремы 3 -Ï6 позволяет упростить вычисления. 
Теорема 3. Î8. Пусть ортогональные направления х и х_ 
* 1 2 
главные относительно у, и у2 я пусть H к -Б - радиусы-
векторы индикатрисы I1, сопряженные радиусами-векторами 
к=р(х^)-Н и -к=р(х|)-Н. Одно из направлений у1, у2 яв­
ляется биссектрисой между направлениями х1 и х2 тогда и 
только тогда, когда верно одно из равенств:или IН+Е! =|к| 
или iH-Ei =|к|. 
Для доказательства выберем 11=х1 и 12=х2, Остается вы-
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яснкть, при каких условиях одним из решений уравнения (12) 
является иж tgf=i или tgf=-l. 
Теорема 3, ^9. Направления у^ и у2 и главные относи­
тельно них направления и х2 имеют общую биссектрису 
тогда и только тогда» когда направлениям х, ж соответ­
ствует один из главных осей индикатрисы I1. 
Для доказательства выберем ^=3^ и 12=х2. Остается вы­
яснить, при каких условиях решения f, и f2 уравнения (12) 
выражаются в виде + «*» f2^— «*. 
В случае v2c эта теорема доказана Ван ik-чжоу в [30]. 
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Г л а в а  1 У  
Э В О Л Ю Т Н А Я  П О В Е Р Х Н О С Т Ь  
§ Î. Присоединенная поверхность. 
(Q Пусть пространство совпадает с плоскостью поверх­
ности (это требование будем соблюдать далее везде). Тог­
да каждую точку М
8 
в плоскости Е
п
_
ш
, нормальной к поверхнос­
ти У
ш 
в ее точке Н, можно представить радиусом-вектором 
к с ...о, 
а"- * + 0 1 î. „ . CD 
1=1 со"е01 
Представляет интерес, при каких условиях дифференциал векто­
ра является параллельным к плоскости RQ_m. 
Из (I) после дифференцирования по формулам (I 6) поду­
чим 
wc(ï + xC°0ll .+ 5 ), 4  
С O^CiC с '  
О 1 
где н
с 
II Rn-m. Пусть касательный к vx в M репер К ортонорыи-
рован. Тогда» в силу (I 7), имеет место 
^аЪс = ^ab1od^d* 
d 
Поэтому, обозначив ортогональную проекцию точки М* на пер­
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вую нормальную плоскость ) к vm в M через М^, можем пи­
сать ' 
h  *  *  И^ае - - "»ао }V 
а 
С каждом касательным к направлением х в M можно, та­
ким образом, в плоскости ^ инвариантно связать некоторое 
многообразие К(х), состоящее из точек MÇ, ДЛЯ которых (при 
всех а) имеет меото равенство 
Х
в {(< -•)!„-  }-  ° .  (У 
При дифференцировании в направлении х дифференциалы радиу­
сов-векторов точек многообразия К(х) параллельны плоскости 
\_
ш 
(это, очевидно, верно и для всех точек М*, для кото­
рых SCfeK(x)). Таким образом, многообразие К(х) является 
пересечением нормальной плоскости 1^_
ш 
в точке М', получен­
ной инфинитезимальным перемещением точки M в направлении х, 
с первой нормальной плоскостью ) к vffi в точке М. Другими 
словами, К(х) является совокупностью находящихся в подплос-
кости R( 1 ) (с фокальных точек плоскости Нд_ш, если точ­
ка МеУ
ш 
перемещается в направлении х. 
© Объединение многообразий К(х), т.е. К= UK(x) являет-
X 
ся гиперповерхностью в R (d» которая называется присоединен­
ной поверхностью к У в М. 
Обозначим |м^-Й|= ^ и к(М^-М)=п. Тогда (2) принимает вид 
х°(йао - = °» СЗ) 
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где 5 - единичный ортогональный к V B  в M вектор. Отсюда для 
к получается уравнение 
|Е
ао " к<Гао' = 0е (4) 
Систему (3), (4) можно истолковать как систему для определе­
н и я  м н о г о о б р а з и я  К ( х )  ( т . е .  с о о т в е т с т в у ю щ и х  з н а ч е н и й  к и п )  
по заданному касательному направлению х. Так же можно ее 
истолковать как систему для определения касательных направ­
лений х и значений к, соответствующих заданному ортогональ­
ному к 7
а 
в M направлению 5. В последнем истолковании (3) ж 
(4) совпадают с системой определения главных (касательных) 
направлений х
ъ 
относительно одномерной нормали п и соответ­
ствующих главных кривизн к
ъ 
(для направлений x-Q скалярное 
- 2 
произведение р(х )п приобретает стационарное значение) (с*, 
например, [Î9]). 
В общем случае уравнение (4) имеет (относительно к) • 
различных решений к^. Им соответствует ж главных относитель­
но п (ортогональных) направлений х^ и е точек пересечения 
направления 5 с присоединенной поверхностью К (в расстояниях 
i- от точки М). 
ъ 
Эти И множество других результатов В ЭТОМ яяттрятутртпги 
выведены в трудах Д.И.Перепелкина ([12, -Î3]) и В.Т.Базылева 
([I, 2]). Представляет интерес рассмотреть их в связи с на­
шими результатами об индикатрисе кривизны I1 l г на­
правлениях поверхности. 
(3) Выберем касательный к vm в M репер так, чтобы x=ï 
Теперь (2) принимает вид 
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( Щ  - i)Iia - ^ 1а = °-
А так как здесь р(х2)= Х^и плоскость {й+ï^; i1Â(A#ï)J яв­
ляется касательной к индикатрисе I1 в конечной точке векто­
ра й+р(х"), то может быть сформулирована 
Тбореыа 4. 1. Пусть через точку M на поверхности 7& 
проходит кривая L с касательным направлением х. Точка # 
в нормальной к vm в M плоскости является фокальной 
для семейства нормальных к 7
Ш 
плоскостей, взятых по кри­
вой L, тогда и только тогда, когда вектор М?-М ортогона­
лен к плоскости, касательной к индикатрисе I1 в точке,со­
ответствующей направлению х, и, кроме того, имеет место 
равенство 
(.Щ - М)р(х2) = 1. 
Пример. Для наглядности представим на рисунке случай: 
m=2, Здесь многообразие К(х) не содержит больше од­
ной точки. 
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В силу того, что направление 11 является неасимптотичес­
ким главным направлением поверхности тогда и только тогда, 
когда 1^*0 и 1^1^*0 (см. главу III § 3 ), можно дать сле­
дующее определение: 
Направление х является неасимптотическим главным направ­
лением поверхности vb тогда и только тогда, когда луч векто­
ра р(х2), исходящего из точки М, пересекает многообразие 
К(Х). 
Назовем центром кривизны поверхности т
ш 
в направлении х 
/  —  1  — 2  
конечную точку вектора М+-——*р(х ). Тогда можно дать и 
da 2 » 2  
следующее определение : 
Направление х является неасимптотическим главным направ­
лением поверхности vm тогда и только тогда, когда центр кри­
визны поверхности т
в 
в направлении х является фокальной точ­
кой семейства нормальных к vB плоскостей взятых вдоль 
произвольной кривой L с касательным направлением х. 
Если учесть еще тот факт, что асимптотическое направле­
ние является главным только в случае тангенциального вырож­
дения поверхности Ym в этом направлении,то приведенные опре­
деления неасимптотического главного направления поверхнос­
ти ?
в 
в случае поверхности ?2с непосредственно приводят 
к классическому результату: нормали, взятые вдоль линии кри­
визны, образуют развертывающуюся поверхность. (Если р(х2)40, 
то - так как здесь нормальная плоскость Rn_B одномерна -
требование, чтобы направление вектора р(х^) пересекало мно­
гообразие К(х), равносильно существованию многообразия К(х), 
т.е. фокальных точек на нормали.) 
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В приложении I приведем еще специальную, довольно на­
глядную конструкцию,позволяющую по заданной конфигурации 
M U I1 построить соответствующую присоединенную поверхность 
К. 
§ 2. Определение эволюты 
(D Под огибающей семейства плоскостей мы подразумеваем 
здесь поверхность наибольшей размерности, касательные плос­
кости к которой являются подплоскостями всех плоскостей дан­
ного семейства (за исключением, быть может, только плоскос­
тей некоторого подсемейства). Огибающую семейства нормальных 
к поверхности Vm плоскостей Rn_m назовем (следуя [18]) эво-
лютной поверхностью или просто эволютой для Уд и обозначим 
через V (или W1). 
Точка М*£ В^^СМ) является точкой эволюты W для Ym тогда 
и только тогда, когда все первые дифференциалы вектора М36 па­
раллельны плоскости Bn_m(=Rn„m(M))* В силу результатов § -Î 
п. Î, это требование выражается в форме 
м?е к* = П к(х) 
X 
/ 
- т.е. точка должна находиться в пересечений К* всех мно­
гообразий К(х). В силу (2), равносильное требование есть 
" °- ( 6 )  
Эта система, если она не противоречива, определяет точку 
е Е(1) однозначно. Поэтому и многообразие Кк, если оно су-
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12 
шествует, состоит из единственной точки. Назовем эту точку 
К
8 
перицентром поверхности Т
в 
в точке М. 
@ Плоскость индикатрисн I1 проходит через конечные 
точки векторов М+1^ и параллельна векторам 1
аЪ
, где а Ф- ъ 
(см. теорему 2 6). Отсюда, в силу (6), следует, что 
к* - Ё1 и I К* - i I = 
где р - расстояние точки M от плоскости R 1. Перицентр К8 не 
существует тогда и только тогда, когда имеет место 
Тот же результат можно получить и с помощью теоремы 4 1. 
Следует учесть, что вектор М^-М ортогонален ко всем касатель­
ным к индикатрисе I1 плоскостям и (5) также удовлетворено 
для всех X. 
В итоге может быть сформулирована 
Теорема 4. 2. Пусть в пространстве Rn задана поверх­
ность Y . Эволютная поверхность W для Ye существует тогда 
и только тогда, когда точки M поверхности V (за исключе­
нием, может быть, точек некоторого подмногообразия Y'c TJ 
не находятся в плоскостях R^ соответствующих им индикат­
рис первой кривизны I1. (Тв точки М(е V), для которых это 
условие не выполнено, соответствуют бесконечно удаленным 
точкам эволюты w.) При этом, эволюта w состоит из 
(n-m-a^-мерных плоскостей R 1=|К8; ï ^ ' т*е* 
w= UR1 1 ; здесь ш1 - размерность первой нормальной к VŒ в M 
плоскости R^1),Kxe R(i ),KS-M1R].1 ,IK$-M|= -ер- расстоя­
ние точки M от плоскости 2.1. 
Если имеет место и г
ш1 (= рп (mfï)), то точку 
M называют полуомбилической точкой поверхности v,_ (см. [12], 
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[î3]). Основные предложения теоремы могут быть выражены и в 
следующей форме : 
Эволютная поверхность w для vm существует тогда и только 
тогда, когда или первые нормальные к va плоскости R^) имеют 
максимальную возможную размерность m1 = гш1, или поверхность 
vm состоит из полуомбилических точек. 
То же самое можно выразить и следующим образом: 
Эволютная поверхность w для существует тогда и только 
тогда, когда между векторами 1
аЪ 
первой кривизны поверхности 
нет эффективных зависимостей. 
Пример Î. В случае гиперповерхности Y ^с ^  условие 
л, т.е. 0, где 0 - пустое множество, выполнено тогда 
т
- 1 
и только тогда, когда индикатриса I вырождена в точку, не 
совпадающую с М. Следовательно, M - омбилическая точка по­
верхности Y 1# а j ^ - сфера. Эволюта 1 совпадает с цент­
ром сферы. 
Пргаер_2. В случае vn_2cRn условие М^Н v т.е. w Ф- 0, 
выполнено тогда и только тогда, когда индикатриса I5 вырож­
дена в отрезок пряной, не проходящей через М. В случае п=4 
это является характеристическим свойством двойственно норма­
лизированной поверхности (см. [-Ï8] ). 
® На эволюте w естественно выделяется поддоверхность 
V 1  = ик*, 
м 
которую назовем перицентроидом для vm. Дифференцируем (6), 
заменив с К*. Тогда получим 
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*Xb - - ®5аЪо = °- (7) 
где Î q -* касательные векторы к Y в ее точке К*. Далее, в 
силу того же (6), имеем 
+ У = о. 
с ab ^-"abc 
Этим определяются компоненты векторов в плоскости R^). 
Пусть К*-Ьйхса1^. Тогда компоненты векторов на 
плоскости R(2) равны xcdIGd(xcd, согласно (6), являются ре­
шениями системы x c d L. d î a t)  -  =  °)* 
Кроме названных, векторы Ï1, в силу Kge 3/1) и 
dKx±R(0), больше коглпонентов не имеют. Поэтому касательная 
плоскость R1={Kx; ïa} к перицентроиду V1 в ее точке К* нахо­
дится в плоскости, натянутой на плоскости R^ и R^). т * е * 
в'с В(1) • В(2). 
Из (7) видно, что плоскости R1 и R^ ортогональны (рав­
носильное условие было бы R1c R*1, где в,1 = {к^Д
а & 
- плоская образующая эволюты w (см. теорему 4 2)) тогда и 
только тогда, когда все дифференциалы векторов 1 
ъ 
первой 
кривизны ортогональны к вектору К*-Й (= все векторы Р
аъс 
па­
раллельны к плоскости Rti). Для ортогональности же плоскос­
тей R' и R(2) необходимы определенные линейные зависимости 
между векторами 1
а
ь
с 
ВТ°Р°^ кривизны. В частности, тогда ор-
тог чнальны и плоскости R1 и R . 
Касатемная к эволюте w в ее точке К* плоскость R*1 сов-
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1 M 
падает с плоскостью, натянутой на плоскости R и R , т.е. 
В*1 = в1 + в'1. (8) 
В этом можно убедиться, если совершать инфинитезимальное пе­
ремещение с точки К* в близкую ей точку 'М* эволюты w в два 
шага: сначала перемещение с К8 в точку 'К*, находящуюся в 
той же самой образующей 
?R - эволюты w, что и точка il8, а 
затем перемещение с 'Кх в 'М*. 
@ Из тождества 1
а
1^=0 после дифференцирования полу­
чается: 
1*сЧ * VL - о. ») 
где 1
аЪ 
- векторы первой кривизны перицентроида V1. Нетрудно 
установить, что они, независимо от возможных линейной зависи­
мостей между векторами 1
а
, симметричны по своим индексам. 
Далее, в силу (9), произведение ïabiç симметрично по всем 
своим индексам. 
Если плоскость R1 ортогональна к плоскости Rj< индикат­
рисы I1, то имеют место равенства 
ïldaa - V = 0 И 1Ц
А 
= О(а^Ь) . 
Тогда, учитывая также (9), можем записать 
^а^аа =  Zlhb =  h 2  аЪ =  °* 
-j 
Поэтому ортогональны и плоскости R и R(i ). Т.е.,  из соотно­
шения R1_L R 1 следует соотношение R1 -L R( 1 ) ( =R1| IR^ 2^ ). Иначе 
"3 
говоря, если касательная плоскость R1 перицентреида v1 орто­
гональна к плоскости S 
л 
индикатрисн I', то она ортогональна 
I1 
и к первой нормальной плоскости R^) (поверхности т
щ
). 
§ 3. Последовательность огибапцих 
(?) Тот факт, что эволюта w1 представляется в виде объе­
динения плоскостей Н'1(с Rn_a) приводит к вопросу о сущест­
вовании огибающей w2 для I1, являющейся объединением плос­
костей R'2(CRm), ИЛИ вообще, к вопросу о существовании по­
с л е д о в а т е л ь н о с т и  п о в е р х н о с т е й  w 1 , 1 2 , . . .  , 1 е г д е  
Is = U в'8 и В, ас=Н,8-\ 
МеУ
ш 
a w8 является огибающей для w8-1. Если w8-1=0 (т.е. если 
R '8-1= 0), то и w8=0 . Назовем w8 э-ой эволютой для т
в 
(та­
ким образом,ранее рассмотренная эволюта - это 1-ая эволюта). 
Если под v0 подразумевать конгруэнцию плоскостей 1° = U R , 
-
то все эволюты для т
д 
подлежат единому рекуррентному определю 
нию. 
(2) Определим в точке M поверхности У
ш 
последовательность 
точек M0, И1, М2,... с помощью рекуррентных формул 
la8-*8"1!» mm I if")-«8-11, 
M(s)£ B'S 
где H°=M,Mse R'8 и s=ï,2,.... Очевидно, что точка М® не су­
ществует (что условно обозначим через М8=0 ) тогда и только 
тогда, когда R'э=0 . Имеет место равенство 
М
1 = К*. 
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Назовем точку M8 s-ым перицентром для 4Š в точке М. 
Определим поверхность Vs как объединение 
V8 = U м8. 
ж 
(В частности, у°=у
ш
. ) Назовем поверхность v^c w 8) а-ым де-
рицентроидои для у^. Равенства У®=0 и и8=0 равносильны. 
Касательную плоскость к У
8 
в ее точке М
8 
обозначим 
в
8(св , в- 1). 
Она определяется производными от вектора М
8 
по формам Qa, 
т.е. 
Касательную плоскость к w 8  в Ме обозначим через 
Аналогично (8), справедливо равенство 
в
518 
- в
8+в '8 . 
® Методом математической индукции нетрудно обобщить 
1 1 
некоторые результаты »относящиеся к поверхностям w и У , к 
случай поверхностей V8 и У8. Например, справедлива 
Творевяа 4. 3, Образующее R '8 в-ой эволюты w8 для У 
определяется точкой И
8 
и всеми векторами 1. _ (1> в) 
о* * 1 (оно параллельно этим векторам), т.е. 
»'""{«•s (10) 
(Если M = 0,ТО И R,ß= 0). 
Доказательство. Допустим, что (10) справедливо при не­
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котором значении в. Так как R,s+'cR е, то произвольную точ­
ку M^s+1^€ R*3+1 можно представить вектором вида 
iCs+i)=SB+y-xV*-°i J о  . (11) 
f —  0 * * * 1  1> в 
По определению имеем M ^^eR 8, где производное по 
форме и
с 
от вектора 
8+1\ Равносильное этому условие есть 
Q =0, а это, в силу (II), равносильно соотноше-V а • • • а 
О 8 
нию 
— а С • • «С л _ 
(1® + X 0  А „• _)1 .  = 0.  
0 
о* * * 8+1 о * ? * s 
В силу уравнений инвариантности метрики (I 7) мояем писать 
х  0  3 t 1 lV"%+-| lV"e o~l°iV*-as°0 
или, что то же самое, 
(i(= +D-ž=)i a  а  0- ï=ï a  а  = 0. (13) 
0 8 0 3 
Последняя система, если она не противоречива, определяет 
ровно один вектор, параллельный к плоскости R^s+1^, который, 
очевидно, равен MS+1-MB. На коэффициенты же х о"*с1 при 
1 > 8+1 система (12) не налагает никаких ограничений. Поэто­
му в самом деле можно писать 
в' 5 + 1  = j M6"1"1 ; i  (1> 8 + 1) } . 
I о * * * 1 J 
» 1 # 1 -
ТЬк как справедливо R ={М ; ia а (1 > 1 )} , то теорема 
о* * * 1 
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доказана. 
При доказательстве теоремы 4 3 выяснилось, что вектор 
М
0+1
-й
8 
параллелен к (s+D-ой нормальной плоскости Е(
в+1) к 
vm в М. Задав здесь для s последовательно значения з=и,...,1-1, 
установим; что перицентр М1 находится в (1+1)-ой соприкасаю­
щейся плоскости к V в М, т.е. 
ш 
Y j  
S- О 
(s)* (14) 
, 1 (Более точной оценкой была бы M e Если учесть еще 
теорему 4 3, то может быть сформулирована 
Теорема 4. 4. Плоская образующая R*1 1-ой эволюты w1 в 
3-ом перицентре М1 ортогонально дополняет (1+1)-ую сопри-
1 
касающуюся плоскость 8) до всего пространства 
(R 1 .М1 и !^jR(s) - все взятые в точке M поверхности 
v m). 
(4^) Из того, что существование перицентра М1 и разреши­
мость системы (13) (при s=i) равносильны существованию плос­
кости R'l+1, следует 
Теорема 4. 5. Поверхность vm обладает (1+1)-ой эволю­
той wl+1 тогда и только тогда, когда существует 1-ая эво­
люта w и когда имеющиеся линейные зависимости между век­
торами L. 
а  
(l+l)-с 
о*" 1+1 
в них все векторы 
а 
  q ой кривизны не нарушаются, если 
заменить скалярными произве-
о 1+1 
дениями 1_ Q 1^ .В частности, это имеет место всег-
о 1**1 а1+1 
да, когда wx Ф 0 и все линейные зависимости между векто­
рами ig 
а 
индуцированы линейными зависимостями меж­
ду вектопами ï _ (см. II § 3 п. 7). 
V  , l d l  
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13. 
Следствие. Если между векторами 1
аЪ 
первой кривизны 
имеют место только неэффективные зависимости и между векто­
рам Ï- . имеют место только индуцированные ими зависи-
< * _ • • •  e i n  
О ± 1 шЛ п 
мосте, то существуют все эволюта w ,...,• . В частности,эти 
условия соблюдены, когда 1-ая нормальная плоскость к 
Т
е 
имеет максимальную возможную размерность, т.е. когдя 
•l^Ml-
Для того, чтобы 1-ая эволюта w1 оказалась последней в 
последовательности w1, w2,..., следовательно, необходимо, 
чтобы уменьшение размерности плоскости R^1+^ (по срав­
нению с г
и 1+1) было больше, чем то уменьшение, которое вы­
звано индуцированными зависимостями между векторами 
После дню утверждение справедливо и в случае m=i, т.е. 
в случае кривой т1# Пусть при m=L имеет место w1^ ft и 
fl+i = 0. Так как г11=г1 =1, то возможен только случай 
B^=i и т1+1-0(< г1 д+1) (случай и^=0 приводит к требованию 
ш1+1 <0). Следовательно, порядок кривизны кривой v1 равен 1, 
она лежит в своей ( 1+1 )-ой соприкасающейся плоскости. 
Следует отметить, что теорема 4 5 справедлива и в слу­
чае 1=0. Тогда 1^=1^. Если из линейной зависимости 
*0%d - 0 (15) 
следует равенство х°=0, т.е. имеет место 
Цх
ое 
- О 
о 
(репер Я ортонормирован), то зависимость (15) неэффективна 
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(см. II § 3 п. 6), А если все зависимости между вектора­
ми 1
аЪ 
неэффективны, то M^Rji, т.е. iV 9» 
© Пусть существует 1-ая эволюта для vffl, т.е. w1 ^ 0. 
Рассмотрим в перицентре М
1 
плоскости R*1, R1 и первая 
из которых является образующей 1-ой эволюты w1, вторая - ка­
сательной плоскостью к i-ому перицентроиду Y1, а третья -
касательной плоскостью к 1-ой эволюте w1. Размерности этих 
плоскостей обозначим соответственно через и'1, m1 и ж*1. 
Аналогично (8), справедливо соотношение 
В*1 = в1 + в'1, 
откуда 
ж*1 6 ж* + ж*1. 
Размерность плоскости R1 равна рангу векторов ï^. Следова-
1 »1 
тельно, m s m, для m получим 
m' 1  = ^m g  = n-m-^m s, 
s >1 s=1 
где mg - размерность s-ой нормальной плоскости R^sj к vm в 
M. В частности, m'1 =0 (т.е* R1 совпадает с точкой М1) тогда 
и только тогда, когда величина 1 равна порядку кривизны по­
верхности 7
Щ
. Это необходимо и достаточно для того, чтобы 
имело место w1 = т1. 
ТЬк как М^-е R*1, то в силу определения R*1, R^R 1-1 и 
поэтому на основе теоремы 4 4 имеет место r4lIIIR(s). С 
другой стороны, в силу (Î4), имеем R1±^R/ \. Отсюда по-
з>1+1 
лучается, что 
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Компонента векторов l^tcR1) в плоскости {м1; R( 2.+1)j 
равны 
x V " 0 l 4-^ ( 1 6 )  О 1 
где величины x 0 * определяются из системы (12) (при 
s=l-l). В этом можно убедиться при дифференцировании векто­
ра 
1 V—- 0
А
. . .С
о  
_ °п е , *°1 -
« F - i t l Z i 0  г е  . . . о  *  1  Ч — в 1 *  3=1 0 8 0 1 
Компоненты же векторов! 
а 
в плоскости {М1 ; К-ц)} в силу (Î3) 
(при s=l), определяют расположение точки М1"1"1 в плоскости 
I"1: ^ 1+1)}' отнесенной к реперу (М1. 
Для того, чтобы имело место В1 ±R(1+jj(равносильные усло­
вия были бы Н?-с (м1; R(i)} и R^xR в частности, тогда 
имеет место и m^^+m 1) необходимо и достаточно, чтобы все 
векторы (-16) равнялись нулю. Если соответствующие линейные 
зависимости между векторами ÏQ Q не являются индуциро-
о* * * 1+1 
ванными, то требование к ±R^1+^j налагает дополнительное 
ограничение (т.е. сверх того ограничения, которое вызвано инду­
цированными зависимостями между векторами ) на раз­
* )  D 
Пусть К - произвольная точка и к - произвольная плоскость 
Под {K;R} подразумеваем плоскость той же размерности, что и 
R, параллельную к R и проходящую через К. 
ТОО 
мерность ml+1 плоскости R(l+1). В противном случае имеем 
*U°",Cl I - S1 - H1"1 = 0. 
О . . . O-, 
О 1 
Следовательно, перицентры М1 и М1-1 совпадут, и поэтому 
V 1  = V 1" 1. 
(В частности, так как (R(0)=)R°L R( 1), то условно можем за­
писать (V =) v°=v™1.) Следует отметить,что выполнение усло­
вия R1! ^(1+1) является необходимым и достаточным для то­
го, чтобы семейство плоскостей uJm1; Rm\} имело огибающую. 
1 м 
Ей является перицентроид V . 
Пусть плоскости R1 и R( j ортогональны, т.е. R^LR^ j 
(равносильные условия были бы R1c {М 1; R^ 1+1)|, R1cR'1 И 
и
а=т 1). Здесь все скалярные произведения 1Д_ _ , а по-
о * * * 1 
это?у, в силу (Ï3) (при 8=1), и (М1"1"1^!1)!. _ равны 
-1+1 -1 V" a l+1 
нулю. А так как M -M II R(i+i ), то необходимо имеет место 
M1+1=M\ т.е. 
yl+1 а, У1 
@ Пусть имеет место v1"1^1 = vl+.1 Отсюда 
r1~1=B1=B1+1. 
Но так как 
в
1-1
с ( м1"1 iB(i-i)+H(i)}'в1с {Ml;E(i)+R(ifi)} 
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в1+1
с К
+1;в(1+1)+в(1+2)}, 
то плоскость R1(=R1-1=В3-+1) совпадает с перицентром 
М
1(=#1""1=М1+1). Все дифференциалы перицентра М1, следова­
тельно, равны нулю и поэтому также перицентроид V1 совпадает 
с перицентром М
1, т.е. v1^!!1. Так как точка М1 принадлежит 
теперь всем плоскостям Нц.д» то поверхность находится на 
гиперсфере пространства с центром в М
1
. 
Пусть перицентр М
1 
находится в (1-1)-ой соприкасащейся 
плоскости 5ZZR(S), то векторы М1-^1"1 и M1-i—Й1""2, так как 
они параллельны плоскости R(i-i)+^<i)» равны нулю. Поэтому 
М
1^1"1 =й1-2 и, в силу прежнего, поверхность vm находится 
на гиперсфере пространства с центром в перицентре И
1
. 
Допустим, что поверхность va находится на гиперсфере 
пространства ^ с центром в 1?(еП Е
п
_
в
). Очевидно, что 
i^=n так как в противном случае поверхность vB находи­
лась бы в пересечении нескольких гиперсфер и тем самым в не­
которой гиперплоскости пространства Rn. Это противоречит 
Так как производные Î* по формам соа от вектора М* равны 
нулю, то Îq "Rn-ae СлеДовательн°. М*е R*1. В общем получает­
ся, что М*€ R^M^g HR1). В силу того, что и if =0,для 
* TI '1 1 
любого значения l имеем R л?09 т.е. iry çs. 
Пусть к - порядок кривизны поверхности Тогда r'k=#. 
Поэтому верно ^=#(="^=1^). 
Допустим, что iQ - такое минимальное значение 1, что 
Ь^=ёй1(>. Для каждого значения i_»i0 имеет место М^^-Ч =v1). 
Так как здесь R °1 r(iq+ï) и у 0 °, то, как видим (см. 
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п. 5), налагаются определенные (неиндуцированные) линейные 
зависимости на векторы (Iq+1)-O2 кривизны и, тем самым, до­
полнительные ограничения на размерность плоскости R^ +1\. 
о 
На основе этого, а также результатов п. 5 и следствия 
из теоремы 4 5 может быть сформулирована 
Теорема 4. 6. Если между векторами 1
аЪ 
первой кривизны 
поверхности имеют место только неэффективные зависимос­
ти и если между векторами L Q 1-ой кривизны имеют 
О* • • 1 
место только индуцированные ими зависимости (в частности, 
когда то среди перицентроидов V1,...,V1 имеется 
не менее различных. Если при этом поверхность vm на­
ходится на гиперсфере пространства В
п
, то центр М* гипер­
сферы находится вне 1-ых соприкасапцихся к vm плоскостей 
53Д(
В
)* Если 8^g23^R(8), то на размерность m1+i плос­
кости R(l+1 ) налагается дополнительное ограничение (т.е. 
между векторами ïQ _ имеют место неиндуцированные 
V* , al+1 
зависимости). 
© Если взять производную по форме и1 от тождества 
ï Q ïi=0, то получим: 
а
о** , а1-1 
1, . 01а + 1а...а ^ 
а
о
, , , а1-1 с  ао* * а1-1 0 0  
где 1^
ъ 
- векторы первой кривизны поверхности V 1  (ср. § 2 
п. 4). Отсюда вытекает симметричность скалярного произведе­
ния 1
а 
s^a. по всем нижним иВДвксвм* (То же самое следует 
из (13) (s=0.), однако при условии, что l1*1^ 0.) 
Из (Ï7) видно, что векторы ортогональны к векторам 
ï тогда и только тогда, когда I* ортогональны к 
а
о
, , , а1-1 
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la a_^. В силу этого и результатов, полученных в конце п. 
5 может быть сформулирована 
Теорема 4. 7. Первая нормальная плоскость н|1) пери-
центроида V1 в ее точке М1 ортогональна к (1-1)-ой нор­
мальной плоскости R(i_i) поверхности 7
щ 
в M тогда и толь­
ко тогда, когда касательная плоскость R1 к V1 в М1 ортого­
нальна к 1-ой нормальной плоскости R^ к vm в M, т.е.ког­
да . 
Некоторые,относящиеся к перицентроидам V1 дополнительные 
замечания, сделаны в приложениях 2, 3, 4 и 5. 
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Приложения 
(D Пусть в первой нормальной к vm в M плоскости R^ ) 
через точку M проходит произвольная прямая L. Пусть задана 
еще соответствующая индикатриса I . Требуется найти точки 
пересечения прямой I с присоединенной поверхностью К. 
Построим в R(i) ортогональную к L гиперплоскость R* и 
будем перемещать ее вдоль L до касания с индикатрисой I1 
(т.е. пока В8 содержит некоторую касательную к I1 плоскость). 
Пусть в тот момент I? пересекает 1 в точке Р. Тогда конеч­
ная точка вектора 
в + |p-ir 
является точкой поверхности К. Зафикоируя таким образом все 
положения касания перемещаемой плоскости В* с I1 и, с дру­
гой стороны, задавая для L всевозможные направления, мы по­
лучим вое точки присоединенной поверхности К. 
Конструкция основывается на теорему 4 i. 
Пример. В случае ш=2 и 
у 
MeR 1 построение присоединенной 
поверхности можно иллюстрировать 
Г 
при помощи чертежа; здесь ^ 
у 
(f2-ï)(ï2-B)=(p.1-I)(£1-i)"i. 
, м к, 
а 0 л р.  „к, ß L 
< < 
И. 
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@ Если для яерицентроидов для vm верны соотношения 
т
1=^1+1
г
<: 0 и y1+2=y1+3?ž 0, то перицентроиды V1 и V1 2 - эк­
видистантные (т.е. расстояние их соответствующих друг другу 
точек и М
1+2 
- постоянно, не изменяется при перемещении 
М* на у*). Это следует из того, что в этом случае плоскости 
R1 и R1+2 обе ортогональны к вектору 
л О 1 
Если V =У ^ 0, то поверхности У
ш
и V - эквидистантные 
(ср. с § 3 п. 5 : v°=v~1). 
® Если поверхность ?
т 
является орбитой некоторой груп­
пы Ли движений в Rq и у^/= 0, то является орбитой той же 
группы. При этом все поверхности Vs(е «l) попарно эквидис­
тантные. 
Если, в частности, поверхность vm является максимально 
симметричной (см. [7]) и TV 0, то Vх является или точкой, 
или максимально симметричной поверхностью той же размернос­
ти а. В противном случае нам удалось бы при помощи соответ­
ствия M*-*1 выделить на У
щ 
некоторые особые точки или на­
правления, что, однако, противоречит условиям максимальной 
симметричности Vq. 
(J) Порядок кривизны перицентроида У1 для у
щ 
не больше 
порядка кривизны к поверхности У
ш
. 
Доказательство этого утверждения основывается на соот­
ветствие М-М
1
. Все (к+ а)-ые дифференциалы вектора M выра­
жаются линейными комбинациями его дифференциалов до (к+1)-
-ого порядка. Точно такие же линейные зависимости между со­
ответствующими дифференциалами вектора М*. 
@ Пусть У1^ 0. Ортонормирований касательный к vm в M 
репер Я можно всегда выбрать так, чтобы соответствующие век-
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торам 1Q касательные к У1 в M3, векторы 1а были взаимно ор­
тогональны. 
Для доказательства заметим, что каждому касательному к 
ïjjBM вектору x=xcïc, где 1x1=1 и касательный репер Я не 
обязательно ортонормирован, соответствует вектор x1=xc1Q 
в плоскости R1. При свободном вращении вектора х в ко­
нец соответствующего вектора х
1, отложенного от перицентра 
М
1, описывает некоторое точечное многообразие К1, которое 
является или (щ-1)-мерным эллипсоидом с центром ж М1, или 
его конечной вырожденной формой (ср. с II § 4 п, 2). 
Искомые ортогональные векторы xj определяются из систе­
мы 
1x1-1, (18) 
1, ! =о 
cd ou 
как главные радиусы-векторы многообразия К
1
. Ортогональны и 
соответствующие векторы х&. 
Корни к
а 
уравнения (18) равны квадратам главных радиу­
сов-векторов многообразия К
1 (ср. о теотэемой 3 3). Если 
же все корни к
а 
различны, то соответствующие друг другу ор-
тогональныг реперы в плоскостях Ra и R1 однозначно определе­
ны. Это условие является и необходимым. Число отличных от 
нуля корней к
а 
равно размерности m1 поверхности V1. 
Очевидно, что соответствующие друг другу на Vm и Y1 ор­
тогональные сети или обе голономные, или обе неголономные. 
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Р Ю Н Н О  М У Л Л А Р И  
2 декабря 1968 г. закончился одиннадцатоетний мужествен­
н ы й  п о е д и н о к  т а л а н т л и в о г о  э с т о н с к о г о  м а т е м а т и к а  Р ю н н о  
Райувича Муллари (вйппо Kulleri) с тяжелой 
неизлечимой болезнью. На 37 году жизни скончался способный 
исследователь, который за менее чем девять лет научной дея­
тельности (в том числе последние четыре года будучи прикован 
к постеж) достиг значительных успехов в двух областях науки 
- в дифференциальной геометрии и в теоретической кибернетике, 
Р. Муллари родился 7 декабря 1931 г. в г. Таллине в семье 
служащего. После окончания средней школы в 1949 г. он посту­
пил в Таллинский политехнический институт на специальность 
тепловой энергетики, но занятия были прерваны четырехлетним 
(1950-1954)пребыванием в лагерях лесозаготовки Архангельской 
области (позднее был полностью реабилитирован). В 1955 г. он 
поступил на заочное отделение математики Тартуского универси­
тета. Закончив I курс с исключительным успехом, он перешел на 
очное отделение, где также показал выдающиеся способности, и 
после окончания университета в I960 г. был направлен на рабо­
ту в Вычислительный центр Тартуского университета. Пройдя 
путь от старшего лаборанта до старшего научного сотрудника 
(с 1964 г.), Р.Муллари стал скоро ведущим исследователем Вы­
числительного центра. В феврале 1964 г. он защитил кандидате' 
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кую диссертацию "Исследования по теории ишогомерных поверх­
ностей евклидова пространства", основы которой были заложе­
ны еще в его дипломной работе. Проблемами теории многомер­
ных поверхностей он занимался до последних дней своей жиз­
ни. В то же время Р.Муллари провел ряд значительных иссле­
дований по математическим методам управления и планирования 
промышленного производства, работы заводов и их цехов. Под 
его руководством работала исследовательская группа, многие 
его последние статьи написаны совместно с сотрудниками этой 
группы. 
Р.Муллари принимал активное участие в работе ряда кон­
ференции по геометрии (Киев 1962, Вильнюс 1963, Харьков 
1964, Тарту 1965) и по математической экономике (Москва 
1962, Тарту 1963 и 1966, Ленинград 1963 и 1964). Им напи­
сан ряд статей глубокого философского содержания об отноше­
ниях математики и действительности, мышления и машин (см. 
[16], [17], [33], [34]). Он смело вмешивался в полемику по 
этим вопросам на страницах периодики. Свой самоотверженный 
труд он не прекращал даже в годы обострившейся болезни. Он 
перенес две тяжелейшие операции (в 1957 и 1964 г.), первая 
из которых принесла временное облегчение, вторая сохранила 
жизнь. Последние четыре года он не смог сделать ни единого 
шага и покидал иногда свою комнату лишь для очередного кур­
са лечения в больнице. Несмотря на это он до последнего ме­
сяца своей жизни остался активнейшим сотрудником Вычисли­
тельного центра ТГУ. 
Р.Муллари пользовался искренней симпатией всех знавших 
его.Глубокое уважение вызывали его мужество и сила духа, с 
15. m 
f 
Lk. 
которым он переносил самые большие испытания. Когда приходи­
ли друзья, сотрудники, студенты, которыми он руководил, он 
был неизменно бодрым, оптимистичным, полным энергии и всегда 
поражал своими глубокими суждениями, оригинальными идеями,у;j-
ным и тонким тором. Отличительными чертами его характера бы­
ли простота, доброжелательность, готовность всегда и во всем 
помочь. Память о нем навсегда сохранится в сердцах его това­
рищей по работе и всех его многочисленных друзей. 
x x x  
Исследования Р.Муллари по дифференциальной геометрии по­
священы теории многомерных поверхностей в евклидовых прост­
ранствах. Уже его дипломная работа ("Исследование главных на­
правлений поверхности") является выдающимся исследованием в 
этой области. Многие результаты дипломной работы вошли в по­
следующие публикации. Р.Муллари отмечает, что понятие главно­
го направления в теории >я-поверхности, введенное И.А.Схоуте-
ном в 1924, не нашло применений и мало известно о его значе­
нии в-указанной теории. Он по-новому подходит к этому поня­
тию. Его подход можно в геометрической трактовке характеризо­
вать следующим образом. Б двух точках M и м' т-поверхности 
рассматриваются касательные m-плоскости и на них определяют­
ся направления, между которыми косинус угла приобретает ста­
ционарное значение. На каждом из них существует полная систе­
ма поларно вполне ортогональных направлений. Предельные поло­
жения этих направлений зависят только от одномерного направ­
ления, в котором М' стремится к М, и называются главными на­
правлениями относительно последнего. В [3] найдена система 
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для их определения. Главное относительно самого себя одномер­
ное направление характеризуется тем, что скалярный квадрат 
вектора нормальной кривизны поверхности в этом направлении 
стационарен. Если здесь скалярный квадрат заменить длиной,то 
получается понятие главного направления по Схоутену. 
Если все направления в касательной плоскости являются 
главными относительно данного направления, то последний назы­
ваемся паратактическим. Если данное направление является 
главным относительно всех касательных направлений, то оно на­
зывается абсолютно главным. В [I] доказывается, что двумерное 
абсолютно главное направление и его ортогональное дополнение 
в касательной плоскости составляют сопряженную систему. Тан­
генциально невырожденная поверхность с такой системой являет­
ся поверхностью переноса. Подробно исследуются т-поверхностн 
с m-сопряженной системой одномерных абсолютно главных направ­
лений, частным случаем которых являются m-поверхности Клиф­
форда в гиперсфере (как в эллиптическом пространстве)»введен­
ные Б.А.Розенфельдом. 
Рассматривая поверхности, в точках которых все направле­
ния являются главными, Р.Муллари пришел к интересному классу 
поверхностей, которые он назвал максимально симметричными по­
верхностями [4], [5]. Так он называет m- мерные орбиты и!) 
параметрических подгрупп движений и-мерного евклидова црос 
рачс-г Если такая орбита лежит в своей соприкасающе 
плоскости к-го порядка, то она обозначается s*. В [5] получе­
на общая пфасМювая система, определяющая S*, и проведена ее 
интегрирование в случае к=1. Кроме сферы получается некоторая 
5^ в В
п 
с иДт(т+3), лежащая в гиперсфере в виде ее минималь-
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ной подповерхности. При m=2 такая SJ была найдена О.Борувка 
в 1928 (при общем m, как впоследствии оказалось, также Д.Бла-
нуша и А.С.Солодовниковым). Р.Муллари исследует, кроме самой 
S^, также поверхности центров ее l-мерных геодезических под-
поверхностей. 
Эти результаты легли в основу кандидатской диссертации 
[9] Р.Муллари. Из неопубликованных разделов диссертации от­
метим исследование поверхностей с паратактическими направле­
ниями (результаты которой аналогичны результатам о поверх­
ностях с абсолютно главными направлениями) и интегрирование 
V 
пфаффовой системы для в случае, когда размерность нор­
мальной плоскости 3-го порядка к не превышает 1. Кроме 
V 
плоскостей и сфер получается ровно четыре вида таких Sm. 
Самостоятельный интерес представляет применяемый Р. Мул­
лари аппарат - новая и удобная Форма формул Бартельса-Френе 
для многомерной поверхности (они приведены в [9],анонсирова­
ны в.[10]; их подробный вывод дается в [24]). 
В дальнейшем внимание Р. Муллари привлекает две задач™ 
теории многомерных поверхностей. Он познавал решающее значе­
ние так называемых индикатрис нормальных кривизн в теории 
поверхностей евклидова (или риманова) пространства и первым 
подверг систематическому исследованию индикатрисы кривизны 
высшего порядка. Результаты он докладовал на II Всесоюзной 
геометрической конференции [13], их развернутое изложение да­
но в [24], [28] и [37]. Р.Муллари находит порядок индикатри­
сы кривизны 1-   порядка (как алгебраической поверхности) а 
также плоскость, в которой,она лежит;изучает кривые,описывае­
мые на индикатрисе концом вектора нормальной кривизны при 
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вращении касательного направления в произвольном двумерном 
направлении; дает теорему об изометричности линейных отобра­
жений касательных пространств, индуцирующих изометрии инди­
катрисы кривизны данного порядка. 
Другой задачей, вызывающей интерес Р.Муллари, является 
задача исследования огибающих конгруэнции нормальных плос­
костей многомерной поверхности. Огибающей он называет по­
верхность, касательные плоскости которой во всех точках 
(кроме множества меры нуль) принадлежат плоскостям конгруэн­
ции. Первый итог его результатов дан в докладе на II Прибал­
тийской геометрической конференции [19], подробное изложе­
ние содержится в [24], [28] и [37]. Такие огибающие тесно 
'связаны с индикатрисами кривизны. Доказывается, например, 
что огибающая существует тогда и только тогда, когда плос­
кость индикатрисы кривизны 1-   порядка не проходит через 
соответствующую точку поверхности, причем вектор, соединяю­
щий точку М* огибающей в нормальной плоскости 1-   порядка 
с точкой M поверхности, ортогонален к плоскости индикатрисы, 
а произведение его длины на расстояние точки M от этой плос­
кости равно 1. Огибающая, если она существует, состоит из 
плоскостей, вполне ортогональных к нормальной плоскости Т-го 
порядка в точке М*. Поэтому она, как семейство плоскостей, 
может также иметь огибающую, являющуюся семейством плоскос­
тей и т.д. Возникает последовательность огибающих,ряд свой­
ств которой исследуются в [26]. 
В своей последней работе [37], опубликованном в настоя­
щем выпуске, Р.Муллари, не будучи еще удовлетворен изложе­
нием своих результатов в предыдущих публикациях, подверг его 
II" 
сильной переработке, проведя вместе с тем ряд дополнительных 
исследований. Рукопись работы была им полностью закончена,он 
успел также проверить первоначальный машинописный текст с 
вписанными формулами. 
X X X 
Основные направления исследований Р.Муллари по киберл-
,'ике связаны с проблемами использования математических ме­
тодов и ЭВМ планировании и управлении производством. Его 
вые работы в этой области ([6], [7], [8], [Н] )посвящены 
остановке соответствующих математических задач и выявлению 
основных зависимостей. Одновременно он активно участвовал в 
поэтапном внедрении полученных результатов и в практическом 
использовании ЭВМ при планировании работы завода и отдель­
ных цехов (отчеты об этих работах опубликованы в [12], [14], 
[20], [21], [25], [26], [35]). 
На базе этих отдельных работ у Р.Муллари и его сотруд­
ников фондировались некоторые общие выводы и складывалась 
схема подхода к проблемам текущего планирования вообще [151 
[18], [22], [36]). По этой схеме переход от опытно йнтуи~ -
ых методов к математическим методам планирования и управле-
я производством может и должен происходить только посте­
пенно, путем последовательной формализации отдельных эле­
ментов управления. Дальнейшее развитие и у;,- г и й 
Р.Муллари дал в [30], а также в обширной статье, основную 
часть которой он оставил лишь в виде черновика и над оконча­
тельным оформлением которой сейчас работают его сотрудники. 
Основным моментом решения задач текущего планирования 
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является учет случайностей. Р.Муллари был страстным против­
ником широко распространенного стремления наперед составят 
жесткие календарные графики работ на длительные периоды вре­
мени, при этом он указывал, что требование строгого соблюде­
ния: таких графиков будет скорее мешать, чем помогать произ­
водству. Он выдвинул идею составления (на более длительные 
периоды) лишь ориентировочных графиков, в которых случайны 
величины учитываются в виде своих математических ожиданий и 
законов распределения. 
Определение и исследование таких законов распределения 
Р.Муллари считал работой первостепенной важности и уделял 
этому в последние годы свое основное внимание. При этом он 
неоднократно указывал за невозможность и даже недопустимость 
исследования этих законов путем простого наблюдения за дейст­
вительным ходом производства. Чтобы освободиться от односто­
ронности получаемых данных он взялся за имитирование интере­
сующих нас сторон хода производства на соответствующих ки­
бернетических моделях. По результатам этих исследований опу­
бликованы статьи [29] и [31]. Так, например, удалось дать 
оценки для сроков ожидания (лучшие,чем получаемые по извест­
ной Формуле Хинчина), доказать некоторые преимущества метода 
ориентировочных графиков, сравнить и исследовать основные ви­
ды форсажа и т.д. 
Наряду с вопросами планирования и управления работой за­
вода или цеха Р.Муллари участвовал и во многих других иссле­
дованиях по экономической кибернетике. Так, по его идее был 
разработан оригинальный алгоритм обращения балансовых матриц 
([ 23], [27]), который уже в течение ряда лет успешно исполь-
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зуется при расчетах межотрас^:ых балансов во всех прибал­
тийских республиках. 
Следует также отметить работу [32] по исследованию ново­
го метода решения задач целочисленного программирования. В 
этом методе очень простая идея Данцига искусно связана с 
приемами методов типа ветвей и границ. 
Хотя работы по указанным проблемам продолжаются теперь 
уже без личного участия Р.Муллари, есть полное основание 
считать его по крайней мере соавтором будущих исследований, 
только оригинальных идей оставил он своим сотрудникам, и 
,ам остался для них примером стойкого мужества и бескорыст­
ного служения делу. 
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