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If our statesmen were visionaries something practical might be done. If we ask
for something in the abstract we might get something in the concrete.
G.K. Chesterton, What’s wrong with the World, 1910.
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Avant-Propos
Il est assez heureux d’apprendre que l’usage franc¸ais du verbe optimiser nous est arrive´ vers
1844 d’Angleterre, ou` to optimize signifiait se comporter en optimiste. L’acception mathe´ma-
tique actuelle de ce verbe ne doit pas faire oublier ce passe´ joyeux. L’adjectif stochastique vient
quant a` lui de la Gre`ce antique, ou` στoχαστικoζ qualifiait les personnes habiles a` conjecturer.
Il est donc assez droˆle de constater aujourd’hui que l’optimisation stochastique caracte´rise e´ty-
mologiquement les devins optimistes. . .De la` a` dire que le pe`re des optimiseurs stochastiques
franc¸ais est Panoramix il n’y a qu’un pas, que Goscinny euˆt vite franchi, mais que nous nous
contenterons d’esquisser. Ne´anmoins, il est vrai que la recherche exige perse´ve´rance et ouverture
d’esprit, qui ne sont finalement qu’une forme particulie`re d’optimisme et de conjecture.
Que le lecteur se rassure tout de suite, le pre´sent me´moire n’est ni un ouvrage de divination,
ni un recueil d’histoires droˆles.
Ce me´moire est donc re´dige´ comme suit : apre`s un chapitre de pre´liminaires (chapitre I)
dans lequel nous donnons les classifications et proble´matiques ne´cessaires pour comprendre les
analyses mene´es plus loin, et dans lequel nous indiquons la forme ge´ne´rale du proble`me d’opti-
misation stochastique qui est e´tudie´ dans les autres chapitres, nous passons a` l’analyse, chapitre
par chapitre, des diffe´rentes caracte´ristiques de ce proble`me : au chapitre II, nous nous inte´-
ressons au proble`me du traitement de l’information et des influences des de´cisions passe´es sur
l’information future, pour caracte´riser les syste`mes dans lesquels ces influences sont nulles, au
chapitre III, nous proposons une analyse de la stabilite´ du proble`me par rapport a` l’information
d’une part et a` la loi de probabilite´ d’autre part, a` travers des exemples de discre´tisation, au
chapitre IV, nous donnons un algorithme de re´solution des proble`mes dits en boucle ferme´e,
avec structure d’information dynamique, utilisant les ide´es de l’estimation non parame´trique et
des approximations stochastiques, et au chapitre V, nous e´tudions la possibilite´ de mener une
the´orie de la de´composition dans les proble`mes stochastiques avant toute discre´tisation de l’ale´a.
Enfin, le chapitre VI propose un catalogue de divers algorithmes stochastiques pour minimiser
des fonctions non-line´aires de l’espe´rance.
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Re´sume´
Cette the`se s’attache a` l’e´tude des proble`mes d’optimisation stochastique, en les abordant
sous divers angles. Le premier the`me aborde´ est la caracte´risation des syste`mes stochastiques
a` plusieurs pas de temps sans effet dual en boucle ouverte. Il est prouve´ qu’en dimension 1,
seuls les syste`mes line´aires le sont. Le deuxie`me the`me est l’e´tude des re´sultats existants de
stabilite´ pour ces proble`mes. A travers un exemple, on montre les limites des approches met-
tant en jeu des distances entre mesures de probabilite´, et, apre`s avoir pre´sente´ comment baˆtir
une topologie sur les tribus, on montre deux re´sultats de stabilite´ mettant en lumie`re l’impor-
tance des contraintes de non-anticipativite´ dans les proble`mes a` plusieurs pas de temps. Le
troisie`me the`me concerne les approches variationnelles pour l’optimisation stochastique fonc-
tionnelle. On propose une nouvelle famille d’algorithmes stochastiques permettant de rechercher
les commandes optimales fonctionnellement sans aucune discre´tisation pre´alable de l’ale´a, et
avec une garantie asymptotique d’optimalite´. Des outils the´oriques sont donne´s et de´montre´s
pour permettre l’analyse de ces me´thodes. Le quatrie`me the`me s’occupe de la de´composition
des grands syste`mes stochastiques. La pre´sence de contraintes informationnelles est discute´e, et
on montre comment la programmation dynamique stochastique peut dans une certaine mesure
eˆtre associe´e a` la de´composition. Puis, on propose dans la ligne´e des algorithmes stochastiques
fonctionnels pre´sente´s dans la partie pre´ce´dente, un principe du proble`me auxiliaire stochastique,
ou approche´, qui permet de de´composer des proble`mes stochastiques de grande taille en toute
ge´ne´ralite´. Le cinquie`me et dernier the`me est consacre´ a` l’e´tude des proble`mes d’optimisation
sans contraintes de mesurabilite´, dans lesquels le crite`re est une fonction non-line´aire d’une espe´-
rance. Divers algorithmes d’approximation stochastique sont propose´s et de´montre´s dans le cas
convexe, avant d’eˆtre applique´s a` la re´solution de proble`mes non-convexes comme des proble`mes
sous contraintes en probabilite´.
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Extended Abstract
Stochastic Optimization Problems may be typically represented by :
(.1) min
u∈Uf
E (j(u(ξ), ξ)) ,
where ξ is a random variable with values in a finite dimensional space Ξ, and u : Ξ → U is
a function with some integrability properties, and the decision variable. Uf is whence a subset
of some functional space, typically a Lp space on Ξ. Finally, j is some normal integrand with
typically convexity properties with respect to its first component. Two main types of problems
exist in this paradigm :
– Static Information Problems : problems where the feasible set Uf is exogeneous to the
decision variable u. Typically, Uf represents some non-anticipativity constraints, bounding
constraints on the decision variable, etc.
– Dynamic Information Problems : problems where Uf is implicitly defined with u. Typically,
it is the case of multistage problems where the decision may affect the future available
information.
In the first category enter all the problems investigated by the so-called stochastic program-
ming. Linear or nonlinear multistage stochastic programs with non-anticipativity constraints are
static information problems : the measurability constraints are given by the underlying stochastic
process ξ without any further changes due to the decisions.
In the second category enter all the problems known as Markov decision Processes, or Sto-
chastic Dynamic Programming. In such problems, the measurability of the decision is given
through a state of the system which is affected by a stochastic process (typically white noise)
and by past decisions : a priori, the information is dynamic, i.e. depends on the decisions.
During my PhD Thesis, I investigated issues related to those two types of problems.
Dual effect free Stochastic Systems
For dynamic information problems, the decision variable may affect both the future infor-
mation, and the cost function. In such problems, there is always a tradeoff between the quantity
of future information we would like to have, and the cost of a decision which would give such
an information. This double effect of the decision is known in the literature as dual effect of
controls (see [9], or [5]). Dynamic information problems are typically given through a pair of
forward equations for t = 1, . . . , T − 1 :
yt+1 =ht(xt+1, ξt+1),(.2a)
xt+1 =ft(xt, ut, ξt+1),(.2b)
where xt is the state of the system at time step t, ut is the decision at time step t, and yt+1 is
the observation at time step t + 1. ξ is a random process, and the decision ut has to be taken
measurably with respect to yt. The question was to characterize the functions ht and ft such that
yt (i.e. the measurability constraint) is independent from the past decisions (us)s≤t−1. A previous
work (see [9]) proved that a necessary (and sufficient under some other assumptions) condition
for having this dual effect free property is the property of no open-loop dual effect (NOLDE).
The latter property means that for all constant controls (ut), yt is measurably constant. I proved
with M. de Lara (Ecole Nationale des Ponts et Chausse´es) that all the systems (.2) satisfying
this NOLDE property were linear with respect to a diffeomorphic change of variables. Since
all linear systems satisfy the NOLDE property, it proves a characterization of dual effect free
stochastic systems.
xiv
DECOMPOSITION FOR MULTISTAGE STOCHASTIC PROGRAMS xv
Stability of Multistage Stochastic Programs
After having investigated dynamic information problems, I focused on the stability of mul-
tistage stochastic programs. In the stochastic programming community, classical results describe
the stability of one or two-stage stochastic programs, i.e. of stochastic programs with decision va-
riables which are not functions subject to measurability constraints, but only finite dimensional
vectors. A very interesting stability analysis shows the qualitative and quantitative properties
of the optimal cost taken as a function of the probability measure corresponding to our random
variable ξ (see e.g. the survey [86]). A first approximation said that in the case of multistage
stochastic programs, such a theory can also be developped, and it was done in [51].
A deeper insight in these problems, provided e.g. by [8], enlightened the role played by mea-
surability constraints in optimization problems. After having surveyed the main result related
to distance of σ-fields and filtrations, and having extended the results of [8], I developped a
further analysis on that topic and showed on small examples that without a measurability term,
no stability result can be expected in the multistage context. In a joint work with H. Heitsch
and W. Ro¨misch (both at Humboldt University, Berlin, Germany), we proved a new stability
result for multistage linear stochastic programs giving a stability bound depending on a sum of
two terms, one term expressing a distance of probability measures, and one term turning out to
be a filtration distance (see [57]). I proved a similar result using lagrangian duality arguments
for multistage stochastic programs with separated criterion.
Functional Stochastic Gradient Algorithms
The previous stability analysis is an important prerequisite for dealing with discretized mul-
tistage stochastic programs. A disappointing feature with stochastic programming is that there is
no algorithmic theory without a priori discretization of the uncertainty space, through a scenario
tree (see e.g. [91]), a basis of functions (see e.g. [39]), etc.
To make profit of the uncertainty, I developped with K. Barty and J.-S. Roy (both at
Electricite´ de France, Clamart, France) a new variational approach directly on the initial problem
(.1). If you make a naive projected gradient algorithm for this problem, you obtain iterates uk
defined as
uk+1(·) = ΠUf
(
uk(·)− ρk∇uj(uk(·), ·)
)
.
Such an algorithm is not applicable, due to the projection and the computation of the functional
gradient. In many cases, our feasible set may be rewritten as the intersection of a closed convex
set Ufc (bounding constraints) and a closed vector subspace U
f
v (measurability constraints), res-
pecting the property that the projection of the subspace on the convex subset remains on the
subspace. On the basis of a general proposition on such projection, I prove that ΠUf = ΠUfc
◦Π
Ufv
.
Hence, the lonely remaining problem was to compute the functional gradient. Gathering stochas-
tic approximation techniques and mollifying techniques, we proposed the following stochastic
algorithm, and proved its convergence under some classical assumptions on the sequences ²k, ρk,
and the mollifiers Kk :
(.3) uk+1(·) = Π
Ufc
(
uk(·)− ρk∇uj(uk(ξk+1), ξk+1) 1
²k
Π
Ufv
(
Kk(ξk+1, ·)
))
.
If the mollifiers are known with a small number of parameters, it remains to remember the i.i.d.
sample (ξk+1) to rebuild the solution everywhere.
I then developped a deep analysis of this stochastic procedure, and extended it to the so-
lution of functional fixed point equations, such as Bellman equations appearing in the pricing
of bermudan options in mathematical finance. Some preprints are available on this subject, see
[11], [10], [12].
Decomposition for Multistage Stochastic Programs
The variational approach developped in the preceding chapter to solve multistage stochas-
tic problems without any a priori discretization of the uncertainty was the first step to build
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a decomposition theory for large-scale stochastic optimization problems. In the stochastic pro-
gramming literature, almost all the decomposition schemes appear only after a discretization
of the uncertainty through typically a scenario tree (see e.g. [58]). Such schemes suffer from
the fact that the uncertainty may be heterogeneous between different subproblems, and whence
should be discretized differently in each subproblem. Such different discretizations are possible
only if the decomposition-coordination scheme is made before, i.e. on the uncertain optimization
problem. On the basis of the so-called Auxiliary Problem Principle (see [29]), I developped a new
decomposition theory suitable for stochastic problems, where the coordination tools are allowed
to be approximations of the true coordination tools (due to the infinite dimensional nature of the
whole problem). I then applied this Stochastic Auxiliary Problem Principle to solve large-scale
decentralized optimization problems.
In another part of this chapter, I also investigated the links between Dynamic Programming
and Decomposition and proved on examples the incompatibility between those two principles,
enlightening the need of a variational approach to solve the decomposed subproblems.
Objective Functions which are nonlinear functions of the Expectation
Finally, on the last part of my dissertation, I analyzed the different possible algorithms (sto-
chastic or not) able to deal with stochastic optimization problems where the objective function
is a nonlinear function of the expectation instead of being the expectation itself. This last work
was motivated by chance constraints optimization problems for which one may want to use aug-
mented lagrangian techniques, turning the usual cost function into a nonlinear function of the
expectation. These algorithms were tested on small examples presenting nonconvexities.
CHAPITRE I
Introduction aux proble`mes d’optimisation stochastique
Nous allons donner ici le mode`le typique de tous les proble`mes d’optimisation stochastique
que nous aborderons dans la suite du me´moire. Ce chapitre se veut donc eˆtre une cle´ de lec-
ture du me´moire qui suit. Son objet est de donner une classification pertinente des proble`mes
d’optimisation stochastique, issue notamment de [8], et plus largement du travail mene´ depuis
plusieurs anne´es par le SOWG 1.
En prenant les notations mises au point dans [8], une tre`s large classe de proble`me d’opti-
misation stochastique peuvent eˆtre e´crits sous la forme :
(I.1) min
u∈Uf
J(u) := E (j(u, ξ))
On se donne alors un espace de probabilite´ (Ω,F ,P). La variable de commande sera note´e u,
l’ale´a ξ, variables ale´atoires sur (Ω,F ,P), a` valeurs dans des espaces de dimension finie. La
fonction de couˆt sera note´e j et l’ensemble admissible Uf . Nous pre´ciserons selon les cas a` quoi
correspondent chacun de ces ingre´dients dans les proble`mes conside´re´s. De manie`re tre`s ge´ne´rale,
la commande u est recherche´e dans un sous-ensemble Uf de l’ensemble des variables ale´atoires
sur (Ω,F ,P). Les contraintes e´ventuelles pesant sur u sont donc formule´es graˆce a` l’ensemble Uf .
Selon les spe´cifications des composantes du proble`me (I.1), on se trouvera face a` des diffi-
culte´s de nature et de profondeur diffe´rentes. C’est pourquoi avant toute chose, il est ne´cessaire
d’ope´rer une typologie des proble`mes d’optimisation stochastique. On distingue principalement
deux types de proble`mes :
– les proble`mes en boucle ouverte,
– et les proble`mes en boucle ferme´e.
Pour donner une premie`re ide´e de ce a` quoi correspond cette typologie, disons que dans un
proble`me en boucle ouverte, la variable de commande est recherche´e comme une constante ne
de´pendant pas des re´alisations de l’ale´a ξ, c’est a` dire comme une variable ale´atoire de´ge´ne´re´e,
tandis que dans un proble`me en boucle ferme´e, la variable de commande est recherche´e comme
une ve´ritable fonction de l’ale´a, permettant ainsi d’agir de fac¸on diffe´rencie´e sur des ale´as donnant
des informations diffe´rentes.
Afin de pouvoir donner des de´finitions de ces proble`mes, nous introduisons maintenant le mode`le
mathe´matique.
I.1. Proble`me ge´ne´ral et typologie
Soit U et Ξ deux espaces de Banach se´parables, munis respectivement de leurs tribus bore´-
liennes note´es BU et BΞ, et de leurs normes note´es ‖ · ‖U et ‖ · ‖Ξ. Soit (Ω,F ,P) un espace de
probabilite´.
Soit ξ : Ω → Ξ une variable ale´atoire, de loi µ. Soit j : U × Ξ → R une inte´grande normale
(cf. De´finition A.23). On de´finit alors U := {u : Ω → U : u mesurable}, et l’application
J : U → R ∪ {∞} telle que :
∀u ∈ U , J(u) := E (j(u, ξ)) .
L’ensemble Uf est donc naturellement un sous-ensemble de U . Dore´navant, nous conside´rerons
l’ensemble Uf de´fini comme l’intersection de deux sous-ensembles de U , note´s U info et Uponct,
1Systems Optimization Working Group, abrite´ par l’Ecole Nationale des Ponts et Chausse´es, et compose´
de Laetitia Andrieu, Kengy Barty, Pierre Carpentier, Jean-Philippe Chancelier, Guy Cohen, et Michel de Lara,
auxquels se sont ajoute´s en 2003 Anes Dallagi et moi-meˆme.
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i.e., Uf = U info∩Uponct. On pre´cisera plus loin la forme de U info. En revanche, Uponct aura dans
la suite la forme suivante :
(I.2) Uponct = {u ∈ U , : u(ω) ∈ Γ(ω), pour P-presque tout ω ∈ Ω} ,
avec Γ une multi-application de Ω dans U .
Nous pouvons maintenant ope´rer une premie`re typologie :
De´finition I.1 (Boucle ouverte, Boucle ferme´e). Le proble`me (I.1) est dit en boucle ouverte
(open loop) si et seulement si
U info = {u ∈ U : u est σ({Ω, ∅})−mesurable}.
Dans le cas contraire, le proble`me est dit en boucle ferme´e (closed loop).
Ainsi, le proble`me (I.1) est dit en boucle ouverte si et seulement si U info = {u ∈ U : ∃v ∈
U, u = v, p.s.}. La de´finition I.1 fait donc une distinction en terme de mesurabilite´ de la
commande. Cette distinction s’inscrit tout a` fait dans l’ide´e qu’une large classe des difficulte´s
inhe´rentes aux proble`mes d’optimisation stochastique trouve sa source dans la mauvaise
compre´hension des contraintes de mesurabilite´ pesant sur la commande, comme nous tenterons
de l’expliquer dans la suite.
La distinction boucle ouverte - boucle ferme´e est de plus essentielle d’un point de vue pratique,
car elle conditionne l’utilisation des algorithmes de re´solution du proble`me conside´re´. En
effet, comme nous le de´taillerons dans la suite du me´moire, les proble`mes en boucle ouverte
peuvent eˆtre re´solus nume´riquement par des me´thodes proches des me´thodes de l’optimisation
de´terministe, comme la programmation line´aire, ou les algorithmes de gradient stochastique (cf.
par exemple [72]). En revanche, les proble`mes en boucle ferme´e posent une importante difficulte´
nume´rique. A l’heure actuelle, principalement deux familles de me´thodes sont disponibles pour
les traiter : d’une part, les me´thodes par chroniques arborescentes (cf. par exemple [47]), et
d’autre part les techniques de programmation dynamique stochastique (cf. par exemple [18, 19]).
En spe´cifiant davantage Uf , nous allons maintenant faire une remarque de mode´lisation utile
pour la suite. Soit h : Ω→ Y une variable ale´atoire de loi ν, et supposons que
U info = {u ∈ U : u est σ(h)−mesurable} ,
et
Uponct = {u ∈ U , : u(ω) ∈ K(ξ(ω)), pour P-presque tout ω ∈ Ω} ,
avec K une multi-application de Ξ dans U . Posons alors ξ˜ = (ξ,h), et Ξ˜ = Ξ×Y . En de´finissant
maintenant
Ψf =
{
ψ : Y → U : ψ est mesurable, et ψ(y) ∈ K(ξ), pour µ⊗ ν − presque tous (ξ, y) ∈ Ξ˜
}
,
le proble`me (I.1) est e´quivalent au proble`me de feedback suivant :
(I.3) min
ψ∈Ψf
Jˆ(ψ) := E (j(ψ(h), ξ)) .
L’e´quivalence est une conse´quence directe de l’e´galite´ Uf = {ψ(h) : ψ ∈ Ψf}. Enfin, en
de´finissant
Φf =
{
φ : Ξ˜→ U : φ(ξ, ·) ∈ Ψf , pour µ-presque tout ξ ∈ Ξ
}
,
on obtient finalement le proble`me en feedback e´quivalent aux proble`mes (I.1) et (I.3) :
(I.4) min
φ∈Φf
J˜(φ) := E
(
j˜(φ(ξ˜), ξ˜)
)
,
avec pour tout u ∈ U , et tout ξ˜ = (ξ, y) ∈ Ξ˜, j˜(u, ξ˜) = j(u, ξ). Plus tard, il arrivera dans le reste
du me´moire que l’on e´crive u (resp. Uf ), en lieu et place de φ (resp. Φf ), comme par exemple
dans le chapitre IV. La notation dans le proble`me (I.4) a l’avantage de mettre en e´vidence dans
le cas de la boucle ouverte et de la boucle ferme´e l’inde´pendance ou la de´pendance du controˆle
par rapport a` l’ale´a.
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Remarque I.2 (Choix de mode´lisation). Dans la the`se [8], c’est souvent les notations du
proble`me (I.1) qui sont choisies, mais leur coexistence avec des notations du type (I.4) rend
parfois difficile la compre´hension et la repre´sentation des espaces dans lesquels on travaille. Bien
entendu, ces deux repre´sentations sont e´quivalentes dans le cadre de´crit ci-dessus, et pre´sentent
selon les points que l’on souhaite mettre en e´vidence plus ou moins d’inte´reˆt.
Nous allons maintenant entrer plus avant dans la proble`matique des contraintes d’informa-
tion.
I.2. Proble`mes a` plusieurs niveaux et information
On parle souvent pour les proble`mes stochastiques de contraintes d’information : en un
mot, Uf est souvent inclus dans un ensemble de´fini a` l’aide de contraintes de mesurabilite´ :
il est demande´ aux commandes u ∈ Uf d’eˆtre mesurables (e´ventuellement composante par
composante) par rapport a` la tribu (ou un ensemble de tribus correspondant aux composantes
de la commande) engendre´e par une application donne´e.
En restant dans le cadre ge´ne´ral donne´ par (I.1), conside´rons les proble`mes stochastiques
dits multistage, c’est a` dire avec plusieurs niveaux de de´cision. Ces niveaux de de´cision peuvent
correspondre a` un e´coulement du temps. Ils peuvent aussi correspondre a` une re´partition de
de´cisions simultane´es entre plusieurs acteurs. De`s qu’une telle structure se pre´sente, il convient
de de´finir clairement l’information disponible a` chaque niveau et les effets des de´cisions sur ces
informations.
Pour ce faire, supposons qu’il y ait n ∈ N niveaux de de´cisions, et notons ui : Ω → Ui la
de´cision de niveau i, variable ale´atoire a` valeurs dans un espace de commande note´ Ui, pour
tout i ∈ {1, . . . , n}, et U := Πnj=1Uj . De fac¸on analogue, on notera Ui l’ensemble des variables
ale´atoires mesurables de Ω dans Ui, et U := Πnj=1Uj . De´finissons e´galement pour tout i ∈
{1, . . . , n} les applications hi : U × Ξ → Yi, avec Yi un espace de Hilbert. On appellera Yi
l’espace d’information associe´ au ie`me niveau de de´cision. Les applications (hi) repre´sentent les
quantite´s d’information disponibles pour les commandes (ui). On notera Y := Π
n
j=1Yj .
De`s lors, une fac¸on de demander que chacune des e´tapes de de´cision respecte sa contrainte
d’information est d’e´crire :
(I.5) ∀i ∈ {1, . . . , n}, ui est mesurable par rapport a` hi(u, ξ).
De fac¸on plus compacte, on peut de´finir h : U × Ξ→ Y par :
∀u ∈ U, ξ ∈ Ξ, h(u, ξ) := (hi(u, ξ))1≤i≤n .
On peut remarquer qu’alors, (I.5) implique la proposition suivante (mais ne lui est pas e´quiva-
lente) :
(I.6) u est σ(h(u, ξ))−mesurable.
On de´finit maintenant U info, l’ensemble des commandes informationnellement admissibles :
De´finition I.3. Posons U info := {u ∈ U : ∀i = 1, . . . , n, ui est σ(hi(u, ξ))−mesurable}.
u ∈ U est dite informationnellement admissible si et seulement si u ∈ U info.
Avec la de´finition I.3, nous sommes maintenant en mesure de donner une autre typologie
des proble`mes d’optimisation stochastique a` plusieurs niveaux. C’est la typologie d’information
statique ou dynamique. Conside´rons le proble`me :
(I.7) min
u∈Uf=U info∩Uponct
J(u)
De´finition I.4 (Information statique/dynamique). Le proble`me (I.7) est dit a` structure
d’information statique si et seulement s’il existe une application h : Ξ→ Y telle que
U info =
{
u ∈ U : ∀i = 1, . . . , n, ui est σ(hi(ξ))−mesurable
}
.
Dans le cas contraire, le proble`me (I.7) est dit a` structure d’information dynamique.
I.3. APPLICATION AUX PROBLE`MES A` PLUSIEURS PAS DE TEMPS 5
Cela revient donc a` dire que les applications hi sont inde´pendantes des commandes u,
ou, en d’autres termes, que la structure d’information du proble`me n’est pas affecte´e par les
de´cisions prises aux divers niveaux. On pourrait imaginer des situations plus complique´es, dans
lesquelles une partie seulement des niveaux de de´cisions influencerait l’information.
Une autre terminologie utilise´e dans le cadre des structures d’information dynamique est
l’effet dual, ou double effet des commandes. L’ide´e de ce terme est de de´signer l’action a` deux
niveaux qu’ont les commandes lorsque l’information est dynamique : les commandes peuvent a`
la fois affecter la qualite´ de l’information disponible, et la fonction de couˆt du proble`me. Cette
question sera aborde´e plus en de´tails au chapitre II.
Dans la suite du me´moire, nous nous inte´resserons a` la caracte´risation des syste`mes ayant une
structure d’information statique. Pour les besoins des preuves, et des raisons historiques (datant
notamment des travaux [25]), nous introduirons un ordre sur les fonctions mesurables, dont
les parente´s avec la mesurabilite´ classique seront assez claires, mais de manipulation plus simple.
Pour la re´solution nume´rique des proble`mes d’optimisation stochastique, cette distinction
est extreˆmement importante. En effet, on utilise souvent des me´thodes postulant a priori une
certaine forme de la commande, et donc une certaine de´pendance fonctionnelle de celle-ci par
rapport a` l’ale´a... et a` elle-meˆme. Or, si l’ensemble admissible est de´fini par une e´quation de
mesurabilite´ du type (I.6), ces me´thodes sont inapplicables. Il est donc tout a` fait ne´cessaire
quand on entreprend la re´solution nume´rique d’un proble`me, de savoir s’il est ou non a` structure
d’information statique.
I.3. Application aux proble`mes a` plusieurs pas de temps
Afin de rendre plus concrets les discours sur la boucle ferme´e d’une part, et les de´cisions a`
plusieurs niveaux d’autre part, appliquons ces concepts a` un proble`me stochastique a` plusieurs
pas de temps, commune´ment appele´ proble`me multistage.
Conside´rons le proble`me suivant :
min
u
E
(
T∑
t=1
Lt(u1, . . . ,ut, ξ1, . . . , ξt)
)
(I.8)
s.c. ∀1 ≤ t ≤ T, ut est σ(ht(u, ξ))−mesurable,
avec pour tout t ∈ {1, . . . , T}, et pour P-presque tout ω, ut(ω) ∈ Ut, et ut ∈ Ut, ξt ∈ Ξ.
On a de plus les fonctions de couˆt Lt :
(
Πts=1Us
) × (Ξ)t → R, et les fonctions d’observation
ht :
(
ΠTs=1Us
)× (Ξ)T → Yt.
Classiquement, si la commande ut repre´sente la t
ime de´cision dans l’ordre chronologique, il
est raisonnable de lui demander de ne de´pendre que du passe´ du syste`me. Distinguons trois cas
ge´ne´raux :
– ut ne de´pend de rien du tout :
On aura par exemple ht(u, ξ) = 0 pour tous u, ξ, ce qui imposera a` ut d’eˆtre une constante :
c’est le cas de commandes en boucle ouverte.
– ut de´pend de tout le passe´ :
On aura par exemple ht(u, ξ) := (u1, . . . , ut−1, ξ1, . . . , ξt). Ainsi, re´cursivement, on aura :
u1 σ(ξ1)−mesurable, . . .ut σ(ξt)−mesurable, . . .
et on sera bien dans un cas d’information statique en boucle ferme´e. Commune´ment,
on de´signera de plus cette structure d’information comme une information en me´moire
parfaite.
– ut oublie une partie du passe´ :
C’est le cas par exemple avec ht(u, ξ) = (ut−1, ξt−1). Dans ce cas, le syste`me a oublie´ les
ale´as pre´ce´dents, et ne voit plus que sa commande et le bruit a` l’instant pre´ce´dent. Dans
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ce cas, les applications ht ne peuvent eˆtre de´crites inde´pendemment des commandes : c’est
la situation de commandes en boucle ferme´e, avec structure d’information dynamique.
On s’aperc¸oit donc aise´ment sur cet exemple que l’introduction des concepts de boucle ou-
verte et boucle ferme´e, puis d’information statique et dynamique, sont d’une grande importance.
Dans la suite du me´moire, nous aborderons surtout les cas en information statique.
I.4. Enjeux d’une telle classification et plan du me´moire
La classification entreprise dans les pages pre´ce´dentes entre commandes en boucle ouverte,
commandes en boucle ferme´e, information statique et information dynamique, est bien plus
profonde qu’elle peut le paraˆıtre de prime abord. Historiquement, les proble`mes les mieux e´tudie´s
sont les proble`mes en boucle ouverte, et avec structure d’information statique. On peut les
repre´senter ge´ne´riquement par :
(I.9) min
u∈Uf
E (f(u, ξ)) ,
avec Uf un convexe ferme´ d’un espace de Hilbert U , souvent de dimension finie, ξ une variable
ale´atoire de´finie comme avant, a` valeurs dans Ξ, et f : U ×Ξ→ R une application typiquement
convexe en u et mesurable en ξ.
On dispose pour ce type de proble`mes de nombreux re´sultats de discre´tisation, de stabilite´
de la solution par rapport a` des perturbations de l’ensemble admissible Uf , permettant des
re´solutions nume´riques efficaces et bien controˆle´es. A titre d’exemple, nous pouvons citer les
travaux [90], donnant des re´sultats de convergence du type the´ore`me central limite ou principe
de grandes de´viations pour des sche´mas de Monte-Carlo, ou les re´sultats de stabilite´s de´veloppe´s
par [86, 48, 79]. En remontant davantage dans le temps, les proble´matiques aborde´es par
exemple dans [81, 82] autour des proble`mes dits two-stage entrent dans le formalisme de (I.9),
en de´finissant la fonction f comme e´tant la fonction de recours.
Plus re´cemment, les pre´occupations se sont tourne´es davantage vers les proble`mes multistage
en information statique comple`te et boucle ferme´e, pour reprendre notre terminologie. Assez
syste´matiquement, comme cela sera expose´ dans la suite de ce me´moire, en particuliers aux
chapitres III et V, les approches propose´es sont de nature arborescente ou par sce´narios, comme
en te´moignent les travaux et recueils [26, 91, 58] qui offrent un large panel des possibilite´s
offertes pour la re´solution de ce type de proble`mes discre´tise´s de la sorte. Cependant, en
discre´tisant ainsi aussitoˆt ces proble`mes a` plusieurs niveaux de de´cision, on s’alie`ne du meˆme
coup nombre de possibilite´s en appauvrissant d’emble´e la repre´sentation de l’ale´a qui fait a
priori la richesse et la chance des proble`mes stochastiques. D’autre part, en appliquant un peu
trop vite aux proble`mes multistage les re´sultats obtenus pour les proble`mes en boucle ouverte,
on passe a` coˆte´ de difficulte´s essentielles, et l’on peut meˆme se tromper.
C’est pre´cise´ment pour cette raison que la classification qui pre´ce`de est importante. Trop
souvent, le passage de la boucle ouverte vers la boucle ferme´e est sous-estime´, et on peut avoir
tendance a` penser que les re´sultats puissants valables en boucle ouverte vont se transmettre a`
la boucle ferme´e sans coup fe´rir. Au contraire, le passage de la boucle ouverte vers la boucle
ferme´e n’est pas simplement analogue au passage de la dimension finie vers la dimension
infinie. Principalement pour une raison fort simple a` comprendre, mais malaise´e a` circonvenir :
la pre´sence des contraintes d’information e´voque´es auparavant. D’autres raisons rendent ce
passage difficile, mais elles regardent plus les me´thodes nume´riques utilise´es lors de la re´solution.
Ce me´moire est donc construit autour des raisons qui rendent importantes la classification
informationnelle de´finie dans les pages qui pre´ce´dent :
(1) Dans le chapitre II, nous nous inte´ressons, dans la ligne´e de [9], au proble`me de carac-
te´riser (en dimension 1) les syste`mes stochastiques sans effet dual. Ce chapitre est le
seul du me´moire a` traiter d’information dynamique, afin, en quelque sorte, de tordre le
cou pour la suite a` cette question.
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(2) Dans le chapitre III, nous illustrons a` travers un exemple simple puis des re´sultats de
stabilite´ d’un nouveau type, l’importance dans les proble`mes multistage des contraintes
de mesurabilite´. Ce chapitre fait ensuite le lien avec la the`se [8] qui propose des sche´mas
pratiques de re´solution.
(3) Le chapitre IV, le plus volumineux du me´moire, s’attache a` proposer une nouvelle me´-
thode d’essence variationnelle pour re´soudre sans discre´tisation de l’ale´a les proble`mes
stochastiques en boucle ferme´e. Il prend donc totalement le contrepied des approches
arborescentes discute´es dans le chapitre pre´ce´dent pour se concentrer sur une nouvelle
manie`re d’envisager la re´solution pratique des meˆmes proble`mes. L’efficacite´ des algo-
rithmes propose´s (et dont des preuves de convergence sont fournies), et leur ge´ne´ralite´
sont ensuite discute´es a` travers des exemples d’applications.
(4) La proble´matique aborde´e dans le chapitre V concerne la de´composition des proble`mes
d’optimisation stochastique en boucle ferme´e de grande taille. Ce chapitre montre les
particularite´s de la boucle ferme´e pour la de´composition, et de´taille les liens de la
programmation dynamique stochastique avec la de´composition. Les limites mises en
valeur ouvrent ensuite la voie a` un principe du proble`me auxiliaire stochastique (he´ritier
de [29, 32]) dont une de´monstration est donne´e, ainsi qu’une application aux proble`mes
en information de´centralise´e. L’inte´reˆt de ce principe du proble`me auxiliaire est de
donner un cadre the´orique ge´ne´ral pour de´composer des proble`mes en boucle ferme´e.
Ce principe fait par ailleurs e´cho au chapitre pre´ce´dent dont il est d’un certain point
de vue une ge´ne´ralisation.
(5) Le chapitre VI est quant a` lui un peu a` part, puisqu’il s’attache aux proble`mes en boucle
ouverte dont le crite`re est une fonction non-line´aire de l’espe´rance. Apre`s avoir propose´
diverses approches stochastiques pour re´soudre cette famille de proble`mes, ce chapitre
applique ces me´thodes a` la re´solution de proble`mes d’optimisation stochastique non-
convexes comme certains proble`mes sous contraintes en probabilite´, re´solus en meˆlant
une approche stochastique a` l’usage de lagrangiens augmente´s.
S’il est une chose que l’auteur de ce me´moire souhaite, c’est de rendre a` travers la diversite´ des
proble´matiques aborde´es, le caracte`re foisonnant et passionnant de l’optimisation stochastique,
ses enjeux, et les moyens donne´s aux optimiseurs pour l’aborder.
CHAPITRE II
Effet dual
Remarque II.1. Ce chapitre est a` peu de choses pre`s conforme a` l’article intitule´ A Theorem
on dual effect free stochastic scalar state space systems, coe´crit avec Michel de Lara (E´cole
Nationale des Ponts et Chausse´es), soumis a` Annals of Operations Research en de´cembre 2004,
et actuellement en re´vision. Il repre´sente la poursuite des recherches engage´es depuis plusieurs
anne´es par le groupe SOWG.
II.1. Re´sume´
Beaucoup de proble`mes d’optimisation stochastique se posent comme des proble`mes de
controˆle d’un syste`me stochastique entre´e-sortie en temps discret sur un horizon {0, . . . , T},
sous un crite`re de minimisation. Les sorties d’un tel syste`me sont les observations, et les entre´es
les controˆles. Un exemple typique de syste`me stochastique entre´e-sortie controˆle´ est donne´ par
le proble`me (I.8).
Typiquement, les entre´es a` l’instant t ne peuvent de´pendre que des observations passe´es (i.e.
pour s ≤ t), tandis que l’observation a` l’instant t de´pend des de´cisions (et donc des entre´es) prises
auparavant. De telles contraintes sur les entre´es sont appele´es contraintes de non-anticipativite´.
Dans un tel contexte, les controˆles peuvent donc avoir une double influence sur le syste`me :
a` la fois sur le crite`re a` minimiser et sur les observations. Ce double effet est connu dans la
litte´rature sous le nom de double effet, ou dual effect en anglais (voir par exemple le travail de
[95]). Pour reprendre la typologie donne´e dans le chapitre I, de tels proble`mes sont en toute
ge´ne´ralite´ des proble`mes en boucle ferme´e avec structure d’information dynamique.
D’un point de vue nume´rique, de`s lors que les controˆles ont un double effet, une discre´tisation
a priori de la structure d’information du proble`me n’a plus de sens, puisque cette discre´tisation
devrait au contraire eˆtre faite a posteriori, selon les influences des controˆles sur les observations.
Il est donc d’une grande importance de savoir si un controˆle va produire ou non un double effet,
i.e. s’il va ou non modifier les observations futures.
La premie`re difficulte´ dans cette classification a e´te´ re´cemment franchie par SOWG (voir [8]
et l’article [9]), qui a montre´ que l’ensemble des controˆles ne provoquant pas de double effet,
c’est a` dire ne modifiant pas la structure d’information, peut eˆtre de´crit explicitement, sous les
hypothe`ses que :
– les controˆles en boucle ouverte (c’est a` dire constants par rapport aux observations) sont
eux-meˆmes libres de tout double effet, et
– le syste`me conserve une me´moire parfaite des observations passe´es, et
– les observations sont causales.
Les deux dernie`res hypothe`ses e´tant assez faciles a` ve´rifier sur un syste`me, et meˆme assez natu-
relles, un dernier obstacle subsistait ne´anmoins dans cette caracte´risation , relatif a` la premie`re
hypothe`se.
En effet, la proprie´te´ pour les controˆles constants de ne pas modifier la structure d’informa-
tion est une proprie´te´ structurelle du syste`me entre´e-sortie conside´re´, en d’autres termes, c’est
une proprie´te´ qui de´pend directement de la fonction d’observation du syste`me, et de la fonction
de transition entre´e vers observation (i.e. de la dynamique du syste`me). En appelant NOLDE
(no open loop dual effect) les syste`mes ve´rifiant la premie`re hypothe`se, la dernie`re difficulte´ est
donc de caracte´riser les syste`mes NOLDE.
Ce chapitre, apre`s quelques rappels techniques de de´finitions et de proprie´te´s des syste`mes
entre´e-sortie et de la structure de mesurabilite´ choisie, donne la de´monstration de deux re´sultats
principaux : les syste`mes a` dynamique et observation line´aires sont NOLDE, et la proprie´te´ d’eˆtre
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NOLDE est invariante par changement de variables. Puis, sous des hypothe`ses supple´mentaires
d’injectivite´, une re´ciproque partielle est donne´e : on montre en dimension 1 que tout syste`me
NOLDE peut eˆtre rendu line´aire par changement de variables.
Le re´sultat ge´ne´ral en dimension supe´rieure ne´cessiterait sans doute encore beaucoup de
travail, et ce chapitre pre´tend seulement apporter une premie`re pierre a` l’e´difice. Moralement,
on peut cependant estimer que s’attaquer a` un syste`me stochastique entre´e-sortie fortement
non-line´aire est a` peu pre`s de´sespe´re´ !
II.2. Introduction
Discrete-time stochastic input-output systems classically appear in stochastic programming
or stochastic control, through for example respectively multistage stochastic programs and Mar-
kov decision processes.
Such systems are characterized by an instantaneous cost or reward function, stochastic dynamics
and observation functions, and a time horizon T ∈ N. At a time step t, given an observation yt
and a current state xt, a control decision ut has to be made, such that it minimizes the expected
future cost. This decision ut generates a future state xt+1 and a future observation yt+1. The
decision has therefore a double influence : on the one hand, it affects the instantaneous cost,
and on the other hand, it changes the future observations. There is hence a tradeoff between
the current cost function and the future available information. This double effect of controls is
referred in literature (see [95]) as dual effect of controls. Excepted a few very particular cases like
Markov decision processes, dual effect renders discrete-time stochastic systems practically un-
solvable. Extensive explanations about this phenomenon are given in [3, 4, 5], where it appears
that dual effect unables all current numerical techniques.
It is therefore very important to characterize dual effect free stochastic systems or at least
dual effect free controls. The recent works [9] characterizes the set of dual effect free controls for
a given discrete-time stochastic input-output system. Their characterization only holds under
the assumption that open-loop (i.e. constant) controls are dual effect free. This assumption will
be recorded in the following as No Open-Loop Dual Effect property, or simply NOLDE property,
and systems satisfying this assumption will be called NOLDE systems.
We provide in this paper a characterization of one-dimensional NOLDE systems. Under
injectivity and differentiability assumptions, we prove that a discrete-time stochastic input-
output system is NOLDE if and only if it is linear up to a change of variables.
The paper is composed as follows. After recalling some important facts and definitions related
to dual effect and discrete-time stochastic input-output systems (section II.3), we state our main
characterization result in Theorem II.17. After this statement, we illustrate on an example the
interest of our result. In section II.5, we provide the proof of our theorem.
II.3. Recalls on dual effect and stochastic systems
There are different ways to study discrete-time stochastic input-output systems. The main
frameworks are the set-theoretical framework, the measurability framework, the topological fra-
mework, and the linear framework. Our study will be made in the set-theoretical framework,
which can be considered as the most general one. In the following subsections, we will pro-
pose set-theoretical definitions for such systems, especially for the aspects related to information
constraints, and feedbacks.
II.3.1. Discrete-time stochastic input-output systems. Discrete-time stochastic sys-
tems are characterized by controls, states, observations and noises. The controls will be denoted
by u, the states by x and the observations by y. The noises will be denoted by ω, and the
corresponding capital letters will denote the sets in which these variables take values.
Let us now be more formal. Let T ∈ N be the time horizon, and A = {0, 1, . . . , T − 1} the
time description. For all t ∈ A, define the control set Ut, the observation set Yt+1 and the state
set Xt+1, as abstract sets. Let U = ×t∈AUt, Y = ×t∈AYt+1 and X = ×t∈AXt+1. Let also Vt+1
and Wt+1 denote noise states for all t ∈ A and analogously V = ×t∈AVt+1, W = ×t∈AWt+1, and
Ω = V ×W , the noise sets of the system.
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Let for all t ∈ A, Ht+1 : Xt+1 ×Wt+1 → Yt+1 denote the observation function, and Ft+1 :
Xt×Ut×Vt+1 → Xt+1 denote the dynamics function. We then define our discrete-time stochastic
input-output system as :
(II.1)
{
xt+1 = Ft+1(xt, ut, vt+1), for all t ∈ {0, . . . , T − 1},
yt+1 = Ht+1(xt+1, wt+1), for all t ∈ {0, . . . , T − 1}.
The first state of the system (II.1) is given, and denoted by x0. For the simplicity of notations,
we define y0 = H0(x0). Scheme 1 sums up what a stochastic input-output system is.
- -ut yt+1
{
xt+1 = Ft(xt, ut, vt+1),
yt+1 = Ht+1(xt+1, wt+1).
ωt+1 = (x0, v1, . . . , vt+1, w1, . . . , wt+1)
6
. . .
?
(y1, . . . , yt+1)
- . . .
Fig. 1. Discrete-time stochastic input-output system
Each observation variable yt, for t ∈ {0, . . . , T−1}, is a function of past noises x0, v1, . . . , vt, wt
and controls u0, . . . , ut−1, through the sequence of states. We define therefore observation func-
tions of system (II.1) directly on the basis of past controls and noises, and without the states.
– We define instantaneous observation functions for all t ∈ {1, . . . , T} by h+t : U × Ω → Yt
with :
h+t (u, ω) := Ht(Ft(Ft−1(. . . (F1(x0, u0, v1), u1, v2), . . . )ut−1, vt), wt), ∀u ∈ U, ω ∈ Ω,
and the first observation by :
h+0 (u, ω) := x0, ∀u ∈ U, ω ∈ Ω.
– We define global observation functions for all t ∈ {0, . . . , T} by :
ht : U × Ω −→ ×s≤tYs
(u, ω) 7−→ (h+0 (u, ω), . . . , h+t (u, ω)).
The set of all feedbacks for the system (II.1) is then given by Γ := {u : Ω→ U}. Finally, we
provide the definition of scalar system :
De´finition II.2 (Scalar systems). System (II.1) will be said to be scalar if for all t ∈ A, Ut =
Xt+1 = Yt+1 = Vt+1 =Wt+1 = R, i.e., if state, control, observation and noise ate each time step
are real-valued.
As we recorded in the introduction, the decision ut have to be made with respect to the past
observations (ys)s≤t. We will give in the following subsection a definition of this measurability
with respect to observations.
II.3.2. How to measure information ? The notions we define in this section are only
based on sets, and are hence algebraic. The first issue is to characterize the information carried
by a mapping.
De´finition II.3 (Information order on mappings). Let fi : Ω→ Fi, i = 1, 2 be two functions
on some abstract spaces. We will say that f1 is less informative than f2, and will write f1 ¹ f2
if :
∀ω, ω′ ∈ Ω, f2(ω) = f2(ω′)⇒ f1(ω) = f1(ω′).
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One can alternatively propose the following definition for this order on functions sharing the
same domain :
Proposition II.4. Let fi : Ω → Fi, i = 1, 2 be two functions on some abstract spaces. The
two following statements are equivalent :
(1) f1 ¹ f2,
(2) ∃ g : Im(f2)→ Im(f1) s.t. f1 = g ◦ f2.
Preuve : cf. [9]. 2
De´finition II.5. Let fi : Ω→ Fi, i = 1, 2 be two functions on some abstract spaces. We will
say that f1 and f2 are equivalent and write f1 ≡ f2 if f1 ¹ f2 and f2 ¹ f1.
A straightforward application of the preceding definitions and proposition is the following :
Proposition II.6. Let fi : Ω → Fi, i = 1, 2 be two functions on some abstract spaces. The
three following statements are equivalent :
(1) f1 ≡ f2,
(2) there exists a bijection g : Im(f2)→ Im(f1) s.t. f1 = g ◦ f2.
(3) there exists a one-to-one mapping g : Im(f2)→ F1 s.t. f1 = g ◦ f2.
Preuve : cf. [9]. 2
Remarque II.7 (Measurability framework). Proposition II.4 underlines the links between
classical measurability, and our order relation on mappings. Indeed, we can see that under some
additional assumption on our domains (they should be measurable spaces), we could say that if
f1 is measurable with respect to f2, then f1 ¹ f2. It is but not exactly the same notion, and
we will avoid to use abusively measurability theory words in our context.The links between these
concepts are especially adressed in [9].
II.3.3. Dual effect, feedback sets, and change of variables. We are now able to define
the information requirements on the controls for the system (II.1).
De´finition II.8 (Information amount). For all control variable u ∈ Γ, let us define :
∀t ∈ {0, . . . , T}, ηut := ht(u(.), .) : Ω→ ×s≤tYs.
Let u, u′ be two such control variables. We will say that :
– u amounts to more information than u′ if ∀t ∈ {0, . . . , T}, ηu′t ¹ ηut ;
– u amounts to the same information as u′ if ∀t ∈ {0, . . . , T}, ηu′t ≡ ηut .
De´finition II.9 (Feasible set). We can hence define the set of feasible feedbacks, denoted by
Fad as :
Fad := {u ∈ Γ : ut ¹ ηut (.), ∀t ∈ {0, . . . , T − 1}} .
The feasible feedbacks are therefore subject to information constraints. The information
structure described by the mappings (ηut ) is causal (this concept is introduced in [9]), in the
sense that ηut ¹ ηut+1 for all u ∈ Fad, i.e. the information grows with the time steps. Moreover,
the feasible feedbacks may be taken with respect to all past observations, as reflected by the
global observation mappings. This property is referred to in [9] as perfect memory of the system.
De´finition II.10 (Open-loop controls). The set of open-loop feedbacks (constant mappings)
⊥ is defined by :
⊥ := {u ∈ Γ : u(ω) = u(ω′), ∀ω, ω′ ∈ Ω} .
The dual effect of control variables on the system is defined as follows :
De´finition II.11 (NOLDE). We will say that the system (II.1) is NOLDE (no open-loop
dual effect) if any open-loop control amounts to the same information. In that case, some spaces
Zt exist, as well as some mappings ζt : Ω→ Zt, for all t ∈ {0, . . . , T − 1}, such that :
∀u ∈ ⊥, ηut ≡ ζt.
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Remarque II.12. The definition of NOLDE systems introduces mappings (ζt)t−1∈A which
can be taken to be surjective. According to proposition II.6, one can thus say that the system
(II.1) is NOLDE if and only if :
∀t ∈ {0, . . . , T}, ∃h˜t : U × Zt → ×s≤tYs, s.t. ∀u ∈ U, ∀ω ∈ Ω, ht(u, ω) = h˜t(u, ζt(ω)), and(II.2)
∀u ∈ U, h˜t(u, .) is one-to-one.(II.3)
We are interested from the beginning on dual effect free controls. It is very natural to assume
that the system is NOLDE, if one want to characterize all dual effect free feedbacks, since
the open-loop controls are the simpliest ones. We go therefore to the following straightforward
definition of dual effect free feedbacks :
De´finition II.13 (Dual effect free feedbacks). If the system (II.1) is NOLDE, the set of
dual effect free feedbacks Fnde is defined by :
Fnde :=
{
u ∈ Fad : ηut (.) ≡ ζt(.), ∀t ∈ {0, . . . , T − 1}
}
.
The latter definition of dual effect free controls is not efficient at all, since it involves the
mappings (ηut )0≤t≤T−1 which depends on all the past observations and feedbacks. Here comes
the main result of [9], namely the fact that Fnde may be characterized directly on the control
variables, without any reference to the observation functions, beside the NOLDE property of
the system. The main statement of [9] is therefore :
The´ore`me II.14. Assume that (II.1) is NOLDE. Then,
Fnde = {u ∈ Γ : ut ¹ ζt, ∀t ∈ {0, . . . , T − 1}} .
Preuve : cf. [9]. 2
The important claim of Theorem II.14 assumes that the discrete-time stochastic system is
NOLDE. To complete the study of dual effect free controls, it is thus necessary to characterize
NOLDE systems. In this set-theoretic framework, it is clear that bijective change of variables
cannot affect the properties of the system. The following definition and proposition formalize
this claim.
De´finition II.15 (Change of variables). An independent change of variables in the system
(II.1) consists in bijective mappings βt, ρt, αt, γt, θt on respectively Y ,U ,X,V and W , for all
t ∈ {1, . . . , T}, defining new variables as :

yˆt := βt(yt), (observation),
uˆt := ρt(ut), (control),
xˆt := αt(xt), (state),
vˆt := γt(vt), (dynamics noise),
wˆt := θt(wt), (observation noise).
Proposition II.16. If the system (II.1) is NOLDE, then it remains NOLDE under any
independent change of variables.
Preuve : Assume that (II.1) is NOLDE. We make a change of variables at each time step, i.e. let
αU,t : Ut → Ut, αY,t : ×s≤tYs → ×s≤tYs, αΩ,t : Ωt → Ωt, αX,t : Xt → Xt be bijections. We make now the
corresponding change of variables and wonder whether the new system is still NOLDE.
We note αU : U → U and αΩ : Ω→ Ω the bijections defined by :
∀u ∈ U, αU (u) = (αU,t(ut))t,
∀ω ∈ Ω, αΩ(ω) = (αΩ,t(ωt))t.
Since (II.1) is NOLDE, we have with usual notations :
∀t,∀u ∈ U, ht(u, .) ≡ ζt(.) on Ω.
Using Lemma II.21, and the fact that αU is a bijection, it is then clear that :
∀t,∀u ∈ U, hˆt(uˆ, .ˆ) = αY,t ◦ ht(αU (u), αΩ(.)) ≡ ζt(.) on Ω.
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We now have just to consider the change of variables for the state variable x. By definition of ht, it is clear
that it does not affect the NOLDE property of the system, since each change of variables is independent
of the other ones. Indeed, to make a change of variables on x is equivalent to deal with new dynamics
having the same properties as the previous ones. 2
As a consequence of Proposition II.16, any characterization result of the NOLDE property of
stochastic systems can only be stated up to a change of variable. Next section provides precisely
such a characterization result.
II.4. Characterization of dual effect free scalar systems
We give here the main result of this paper. It characterizes NOLDE systems directly on the
dynamics and observation functions.
The´ore`me II.17. Let us consider system (II.1). Assume that it is scalar and stationary,
and that T ≥ 2. Assume also that :
∀x ∈ R, H(x, .) is one-to-one,(II.4a)
∀w ∈ R, H(., w) is one-to-one,(II.4b)
∀(x, u) ∈ R2, F (x, u, .) is one-to-one,(II.4c)
∀(x, u, v) ∈ R3, ∂F/∂u(x, u, v) 6= 0,(II.4d)
∀(u, v) ∈ R2, F (., u, v) is one-to-one.(II.4e)
Then, (II.1) is NOLDE if and only if there is a change of variables making F linear in its three
variables and H linear in its two variables.
It follows therefore from Theorems II.17 and II.14 :
Corollaire II.18. Under the assumptions of Theorem II.17, if the system (II.1) is equal
to the linear system (II.7), up to an independent change of variables, the set of dual effect free
feedbacks is given by
Fnde = {u ∈ Γ : ut ¹ ζt, ∀t ∈ {0, . . . , T − 1}} ,
with ζt(ω) = wt + Ctvt + CtAt−1vt−1 + · · ·+ CtAt−1 · · ·A0v0 + CtAt−1 · · ·A0x0.
All the concepts and definitions related to stochastic systems were given for the sake of
generality in the set-theoretic framework. They are of course also correct in the linear spaces
framework. Since Theorem II.17 is oriented towards numerical considerations, it is stated in the
linear spaces framework, especially in the scalar case. The limitation to the scalar case essentially
comes from the tools used in the proof, i.e., differential arguments and open-mapping theorem.
Our conjecture is that the result holds true in general spaces with a complete order which can
be embedded in the real line, but we fail for the moment to prove this generalization.
Let us now discuss on two examples the assumptions (II.4) of Theorem II.17. One often
consider stochastic systems of the type :{
yt = vt,
xt+1 = Ft(xt, ut, vt+1),
(II.5) {
yt = xt,
xt+1 = Ft(xt, ut, vt+1),
(II.6)
with some given non-linear dynamic functions. We can analyse the behaviour of these systems :
– The first case (II.5) is somehow degenerate, since controls do not appear in the observation
function. Systems of type (II.5) are obviously NOLDE, and assumption (II.4b) allow us to
forget such systems in our analysis. This assumption can therefore be seen as a necessary
restriction to interesting cases.
– The second case (II.6) reveals a weakeness of our assumptions. Due to assumption (II.4a), it
is out of our field. Indeed, if we try to adapt the proof to this type of system, we see quickly
that we are not able to build a suitable change of variables. On the other hand, if F satisfy
the injectivity assumptions (II.4c)–(II.4e), the knowledge of the state is equivalent to the
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knowledge of the noise (thanks also to the perfect memory of the system). Hence, such
systems are NOLDE. Moreover, such systems are practically of great importance, since
they correspond to Markov decision processes. Our theorem fails therefore to characterize
the NOLDE systems when the systems are somehow degenerate.
Our result is therefore not completely sufficient to understand the behaviour of NOLDE systems.
It has to be considered as a first step into this direction. Its main interest, on the contrary, is to
provide an easy criterion to give up the study of nonlinear stochastic systems. In fact, Theorem
II.17 claims that open-loop controls in deeply nonlinear systems cause dual effect. Since numerical
schemes like scenario trees or other prescribed discretizations of the noises are not compatible
with dual effect, it claims that deeply nonlinear systems cannot be numerically solved.
We end this section with an example showing the interest of our result.
II.5. Proof of the Characterization Theorem
Theorem II.17 is based on Proposition II.19 (if sense) and Proposition II.20 (only if sense).
Proposition II.19. Assume that for all t ∈ {0, . . . , T − 1}, the sets Ut, Xt+1, Yt+1, Vt+1
and Wt+1 are linear spaces, and assume that there are linear operators At, Bt, Ct, such that :
(II.7)
{
Ht(x,w) = Ctx+ w,
Ft(x, u, v) = Atx+Btu+ v.
Then, the system (II.1) is NOLDE.
Preuve : The proof is straightforward. We use the observation functions h+t and ht. We have to
show that for all t, the observation amount is independent from the open-loop controls.
It holds under our linearity assumptions that :
∀u ∈ U, ω ∈ Ω, h+t (u, ω) = wt + Ctvt + CtAt−1vt−1 + · · ·+ CtAt−1 · · ·A0v0 + CtAt−1 · · ·A0x0
+CtBt−1ut−1 + CtAt−1Bt−2ut−2 + · · ·CtAt−1 · · ·A2B1u1︸ ︷︷ ︸
:=g(u)
,
= wt + Ctvt + CtAt−1vt−1 + · · ·+ CtAt−1 · · ·A0v0 + CtAt−1 · · ·A0x0 + g(u).
It is then obvious that : h+t (u, .) ≡ h+t (u′, .), since any mapping is equivalent with its translated by
some translation, since translations are here bijections, thanks to the underlying linear structure. Hence,
ht(u, .) ≡ ht(u′, .), which completes the proof. 2
Proposition II.20. Consider system (II.1). Assume that the system is scalar, and homoge-
neous, i.e., that there are mappings F ∈ C1(R3,R) and H ∈ C1(R2,R) such that :
∀t ∈ {1, . . . , T}, Ht = H, Ft = F.
Assume that following injectivity assumptions hold :
(II.8)


∀x ∈ R, H(x, .) is one-to-one,
∀w ∈ R, H(., w) is one-to-one,
∀(x, u) ∈ R2, F (x, u, .) is one-to-one,
∀(x, u, v) ∈ R3, ∂F/∂u(x, u, v) 6= 0,
∀(u, v) ∈ R2, F (., u, v) is one-to-one.
Assume also that T ≥ 2.
Then, if the system is NOLDE, there is a diffeomorphic change of variables under which F and
H are such that :
Fˆ (xˆ, uˆ, vˆ) = xˆ+ uˆ+ vˆ,
Hˆ(xˆ, wˆ) = xˆ+ wˆ.
Preuve : The proof is based on lemmas II.23 and II.25. Indeed,using the definition of a NOLDE
system, we get some mappings ζt and some one-to-one functions h˜t such that :
∀u ∈ U, ∀ω ∈ Ω, ht(u, ω) = h˜t(u, ζt(ω)).
Using the remark about causality, we can write the previous equation for t = 1, which is :
H(F (x0, u0, v1), w1) = h˜1(u0, ζ1(x0, v1, w1)).
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This equation is exactly the assumption made in lemma II.23. Therefore, as we verify all assumptions of
this lemma, we shall write that there is a diffeomorphic change of variables such that :
Hˆ(xˆ, wˆ) = xˆ+ wˆ,
Fˆ (xˆ, uˆ, v) = uˆ+ F¯ (xˆ, v).
Fˆ is not yet linear with respect to the state variable.
Nevertheless, we know that NOLDE properties of any system are stable with respect to any change of
variables. We now consider system (II.1) in which we have made the preceding change of variables making
Hˆ linear and Fˆ quasi linear.
For the simplicity of notations, we will write in the sequel Hˆ = H and Fˆ = F . We now write
at the following time step the NOLDE property of the new system. It means that it holds, for all
(x0, v0, v1, u0, u1, v2, w2, w1) ∈ R8 :(
H(F (x0, u0, v1), w1)
H(F (F (x0, u0, v1), u1, v2), w2)
)
=
(
h˜2,1((u0, u1), ζ2,1(x0, v1, v2, w1, w2))
h˜2,2((u0, u1), ζ2,2(x0, v1, v2, w1, w2))
)
, i.e.,(
F¯ (x0, v1) + u0 + w1
F¯ (F¯ (x0, v1) + u0, v2) + u1 + w2
)
=
(
h˜2,1((u0, u1), ζ2,1(x0, v1, v2, w1, w2))
h˜2,2((u0, u1), ζ2,2(x0, v1, v2, w1, w2))
)
.
We will now consider only the second part of the couple. It is there clear that u1 and w1 do not play any
role. We can therefore write that for all (x0, u0, v1, v2, w2) ∈ R5,
F¯ (F¯ (x0, v1) + u0, v2) + w2 =
˜˜
h2,2(u0, ζ˜2,2(x0, v1, v2, w2))
with given mappings ζ˜2,2 and
˜˜
h2,2 such that for all u0 ∈ R, ˜˜h2,2(u0, .) is one-to-one. This last equation
allows us to apply lemma II.25, since injectivity assumptions are satisfied. We can therefore conclude that
there exists a coordinates change for v such that one has :
F¯ (x, vˆ) = x+ vˆ,
and it ends the proof. 2
II.5.1. Lemmas. The first lemma is dedicated to some obvious properties of our order
relation on functions.
Lemme II.21. Let f : Ω → F , g : Ω → G, and α : E → Ω be some mappings on some
abstract spaces. Then :
(i) f ≡ g ⇒ f ◦ α ≡ g ◦ α.
(ii) If F = G, let β : F → F be a bijection. Then :
f ≡ g ⇒ β ◦ f ≡ g.
Preuve : (i) f ≡ g ⇔ ∃p : G→ F, one-to-one, s.t. f = p ◦ g. Then, it is clear that f ◦ α = p ◦ g ◦ α
which is the result.
(ii) Suppose that f ≡ g. Then, there is some one-to-one mapping p : F → F such that f = p ◦ g, i.e.,
β ◦ f = (β ◦ p) ◦ g. Since β is a bijection, and p is one-to-one, (β ◦ p) : F → F is one-to-one, and hence,
β ◦ f ≡ g. 2
Lemme II.22. Let f ∈ C0(R,R) be one-to-one, and g ∈ C0(Rp,R), h ∈ C0(R × Rp,R),
k ∈ C0(R2,R), and assume that :
(II.9) ∀(x, a, b) ∈ Rp × R2, f(b+ g(x)) + h(a, x) = k(a, b).
Then for all a ∈ R, h(a, .) ≡ g, i.e., there is some one-to-one mapping ρa ∈ C0(R,R) such that
h(a, .) = ρa ◦ g.
Preuve : From equation (II.9), we get that :
∀(x, a, b) ∈ Rp × R× R, h(a, x) = k(a, b)− f(b+ g(x)),
the right hand side of this equation does not depend on b, and we can hence take b = 0, which leads to :
∀(x, a) ∈ Rp × R, h(a, x) = k(a, 0)− f(g(x)).
Let us define for all a ∈ R the mapping ρa : R→ R by :
∀y ∈ R, ρa(y) = k(a, 0)− f(y).
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Since f is one-to-one, ρa is also one-to-one, and we have that :
∀x ∈ Rp, h(a, x) = ρa(g(x)),
which is the result. 2
We give here some useful lemmas which are used in the proof of our main result.
Lemme II.23. Let F ∈ C1(R3,R) and H ∈ C1(R2,R). Assume that :
(II.10) ∀(x, u, v) ∈ R3, ∂F
∂u
(x, u, v) 6= 0.
Assume also that there are some mappings W,X ∈ C1(R2,R) and G ∈ C1(R3,R) such that :
∀(x,w, y) ∈ R3, y = H(x,w)⇔ w =W (x, y),(II.11)
∀(x,w, y) ∈ R3, y = H(x,w)⇔ x = X(w, y),(II.12)
∀(x, u, v, z) ∈ R4, z = F (x, u, v)⇔ x = G(z, u, v).(II.13)
and assume that there are some mappings h˜ ∈ C1(R2,R) and ζ ∈ C1(R3,R) such that :
∀(x, u, v, w) ∈ R4, H(F (x, u, v), w) = h˜(u, ζ(x, v, w)),
and for all u ∈ R, h˜(u, .) is injective.
Then there is a coordinate system given by four diffeomorphisms of R
(II.14)


yˆ = β(y),
xˆ = −α(x),
wˆ = θ(w),
uˆ = ρ(u),
such that H and F can be rewritten in the following simple form :
(II.15) ∀(x, u, v, w) ∈ R4,
{
β(H(x,w)) = Hˆ(xˆ, wˆ) := xˆ+ wˆ,
−α(F (x, u, v)) = Fˆ (xˆ, uˆ, v) := F¯ (xˆ, v) + uˆ.
Preuve :
(1) The idea of the proof is roughly the following : Given some real bijections α and β, it is always
true that we can express a function of two variables (x, y) ∈ R2 as a function of the two changed
variables (α(x)+β(y), α(x)−β(y)) ∈ R2. Then, we can express with differential arguments that
our mysterious function depends in fact only on (α(x) + β(y)), by writing that its derivative
with respect to its second variable is null. That is exactly our goal :
we use the equation (II.11) and say that W does not depend on (α(x) − β(y)). If such is the
case, we can then write that there is some bijection θ such that :
W (x, y) = θ(α(x) + β(y)),
which yields to the linearization of H. Saying that W does not depend on (α(x)− β(y)) can be
expressed by writing :
1
α′(x)
∂W
∂x
(x, y)− 1
β′(y)
∂W
∂y
(x, y) = 0, ∀(x, y) ∈ R2.
The goal is then to identify the bijections α and β verifying the last equation. To do that, we
use the injectivity properties (II.11-II.13) and the injectivity of h˜(u, .).
We then apply same techniques to linearize the function F . Let’s do the proof :
(2) We first use equation (II.11). It means that :
∀(x, y) ∈ R2, H(x,W (x, y)) = y.
We can differentiate this equation, and we get the following two equations :
∀(x, y) ∈ R2, ∂H
∂x
(x,W (x, y)) +
∂H
∂w
(x,W (x, y))
∂W
∂x
(x, y) = 0,
∀(x, y) ∈ R2, ∂H
∂w
(x,W (x, y))
∂W
∂y
(x, y) = 1.
II.5. PROOF OF THE CHARACTERIZATION THEOREM 17
It means clearly that ∂W/∂y 6= 0 everywhere, and hence we get :
(II.16) ∀(x, y) ∈ R2,
∂W
∂x
∂W
∂y
(x, y) = −∂H
∂x
(x,W (x, y)).
Our goal is now to express the x-derivative of H as the quotient of one function depending on
x over one function depending on y.
(3) We now use the injectivity of h˜(u, .). This implies (together with the differentiability assumptions
on H and F ) that there is some mapping T ∈ C1(R2,R) such that :
∀(y, u, ν) ∈ R3, y = h˜(u, ν)⇔ ν = T (u, y),
which yields to the following equation :
∀(u, ν) ∈ R2, T (u, h˜(u, ν)) = ν.
This equation shows, by differentiation w.r.t. ν, that ∂T/∂y 6= 0. We use now our last assump-
tion, and get the following equation :
∀(x, u, v, w) ∈ R4, T (u,H(F (x, u, v), w)) = ζ(x, v, w).
We compute the u-derivative of this equation and get :
(II.17)
∀(x, u, v, w) ∈ R4, ∂T
∂u
(u,H(F (x, u, v), w)) +
∂T
∂y
(u,H(F (x, u, v), w))
∂H
∂x
(F (x, u, v), w)
∂F
∂u
(x, u, v) = 0,
which can be rewritten, since by injectivity, ∂T/∂y 6= 0 :
(II.18) ∀(x, u, v, w) ∈ R4,
∂T
∂u
∂T
∂y
(u,H(F (x, u, v), w)) = −∂H
∂x
(F (x, u, v), w)
∂F
∂u
(x, u, v).
(II.19) ∀(x, u, v, y) ∈ R4,
∂T
∂u
∂T
∂y
(u, y) = −∂H
∂x
(F (x, u, v),W (F (x, u, v), y))
∂F
∂u
(x, u, v).
(II.20) ∀(z, u, v, y) ∈ R4,
∂T
∂u
∂T
∂y
(u, y) = −∂H
∂x
(z,W (z, y))
∂F
∂u
(G(z, u, v), u, v).
We now define for all (u, y) ∈ R2 the mapping ϕ : R2 → R by :
ϕ(u, y) :=
∂T
∂u
∂T
∂y
(u, y).
We also define for convenience the mapping ψ : R3 → R, using G defined in (II.13), by :
(II.21) ∀(z, u, v) ∈ R3, ψ(z, u, v) := ∂F
∂u
(G(z, u, v), u, v).
(4) We have
∀(z, u, v, y) ∈ R4, ϕ(u, y) =
∂T
∂u
∂T
∂y
(u, y),
= −∂H
∂x
(z,W (z, y))
∂F
∂u
(G(z, u, v), u, v) by (II.20),
=
∂W
∂x
∂W
∂y
(z, y)
∂F
∂u
(G(z, u, v), u, v) by (II.16),
= ψ(z, u, v)
∂W
∂x
∂W
∂y
(z, y) by (II.21) .(II.22)
We write this latter equality for (u, v) = (0, 0) and we get, since ∂F/∂u 6= 0 and thus ψ(z, u, v) 6=
0 :
(II.23) ∀(z, y) ∈ R4, ϕ(0, y)
ψ(z, 0, 0)
=
∂W
∂x
∂W
∂y
(z, y).
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(5) Since ψ(z, u, v) 6= 0, there exists a mapping α such that
(II.24) α′(x) =
1
ψ(x, 0, 0)
.
We have ϕ(u, y) :=
∂T
∂u
∂T
∂y
(u, y) where ∂T/∂u 6= 0 by equation (II.20). Thus, there exists a mapping
β such that
(II.25) β′(y) =
1
ϕ(0, y)
.
The mappings x→ −α(x) and y → β(y) define coordinate change, since α′ and β′ are everyw-
here non-null. From (II.23), we now get :
(II.26) ∀(x, y) ∈ R2, 1
α′(x)
∂W
∂x
(x, y)− 1
β′(y)
∂W
∂y
(x, y) = 0 .
This easily implies that W does not depend on (α(x) − β(y)). By the fact that H is a diffeo-
morphism when restricted to any of its arguments, there is hence some diffeomorphism θ such
that :
(II.27) ∀(x, y) ∈ R2, W (x, y) = θ(α(x) + β(y)).
Equation (II.27) achieves the goal for H. Let us define the following change of coordinates :
(II.28)


xˆ = −α(x),
yˆ = β(y),
wˆ = θ−1(w),
With equations (II.28), we can now write :
∀(x,w) ∈ R2, β(H(x,w)) = θ−1(w)− α(x) = wˆ + xˆ,
which is the “linearization” of H.
(6) We now want to linearize F in u. By definitions, we can rewrite equations (II.22) and (II.23) as
follows :
∀(z, u, v, y) ∈ R4, ∂F
∂u
(G(z, u, v), u, v)α′(z) = ϕ(u, y)β′(y),
and hence :
(II.29) ∀(x, u, v) ∈ R3, ∂F
∂u
(x, u, v)α′(F (x, u, v)) = ϕ(u, 0)β′(0).
We integrate equation (II.29) in u, and we get :
(II.30) ∀(x, u, v) ∈ R3, α(F (x, u, v)) = α(F (x, 0, v)) + β′(0)
∫ u
0
ϕ(ν, y)dν.
Let us now set :
(II.31) uˆ = ρ(u) := −β′(0)
∫ u
0
ϕ(ν, 0)dν.
This defines a change of variables since ϕ(ν, y) 6= 0 everywhere. We get then :
∀(x, u, v) ∈ R3, −α(F (x, u, v)) = F¯ (xˆ, v) + uˆ,
with some given function F¯ ∈ C1(R2,R) :
∀(x, v) ∈ R2, F¯ (x, v) = −α(F (α−1(−x), 0, v)).
It hence proves the lemma. Moreover, we get that the mappings F¯ (x, .) and F¯ (., v) are one-to-one for all
x, v ∈ R, because of the properties of F and α. 2
Remarque II.24. If one has that F (x, u, v) = u+ F¯ (x, v) in the previous lemma, the proof
shows that α(x) = x, and hence, that the change of variables on the first variable of H, on F
and on its first variable is equal to identity.
The previous lemma can be seen as a linearization result. We show now another linearization
result :
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Lemme II.25. Let F¯ ∈ C1(R2,R) be such that for all (x, v) ∈ R2, F¯ (x, .) and F¯ (., v) are one-
to-one respectively. Let also h˜ ∈ C0(R2,R) and ζ ∈ C0(R4,R) be such that for all u ∈ R, h˜(u, .)
is one-to-one, and such that it holds :
(II.32) ∀(x0, u0, v1, v2, w2) ∈ R5, F¯ (F¯ (x0, v1) + u0, v2) + w2 = h˜(u0, ζ(x0, v1, v2, w2)),
Then there is some bijection β ∈ C1(R,R) such that :
∀(x, v) ∈ R2, F¯ (x, v) = x+ β(v).
Preuve :
(1) The first step of the proof is to show that there are some mappings θ and β such that :
∀(x, v) ∈ R2, F¯ (x, v) = θ(x+ β(v)).
To show that, we define the mapping ζ¯ : R3 → R by ζ¯(x0, v1, v2) = ζ(x0, v1, v2, 0) for all
(x0, v1, v2) ∈ R3. We can now rewrite equation (II.32) by taking w2 = 0, which means :
∀(x0, u0, v1, v2) ∈ R4, F¯ (F¯ (x0, v1) + u0, v2) = h˜(u0, ζ¯(x0, v1, v2)).
This equation allows to apply lemma II.23, since all invertibility assumptions are satisfied. F¯
plays here exactly the role of H in this previous lemma. By the remark II.24, the change of
variable on the first variable of F¯ is in fact the identity.
It appears hence that there are two bijections θ, β ∈ C1(R,R), such that :
∀(x, v) ∈ R2, F¯ (x, v) = θ(x+ β(v)).
Since we deal with bijections, we can choose θ such that θ(0) = 0, without loss of generality
(we can of course translate θ).
(2) We show now that θ is linear. To do that, we use one more time equation (II.32). It holds,
thanks to our injectivity assumptions, that there is some mapping ψ ∈ C1(R4,R) s.t. :
∀(z, w2, x0, v1, v2) ∈ R5, z = ζ(x0, v1, v2, w2)⇔ w2 = ψ(z, x0, v1, v2).
Hence, we can write equation (II.32) while replacing F¯ by θ, and writing v. instead of β(v.)
(which is equivalent since β is a bijection), i.e.,
∀(z, u0, x0, v1, v2) ∈ R5, θ(θ(x0 + v1) + v2 + u0) + ψ(z, x0, v1, v2) = h˜(u0, z).
It implies that the mapping (x0, v1, v2) 7→ θ(θ(x0+v1)+v2+u0)+ψ(z, x0, v1, v2) is constant. By
appealing to lemma II.22, it shows that for all z ∈ R, there is some mapping ρ(z, .) ∈ C1(R,R)
which is one-to-one, and such that :
∀(z, x0, v1, v2) ∈ R3, ψ(z, x0, v1, v2) = ρ(z, θ(x0 + v1) + v2).
Therefore, it holds that :
(II.33) ∀(y, u0, z) ∈ R3, θ(y + u0) + ρ(z, y) = h˜(u0, z).
We differentiate now equation (II.33) in variable y, and it leads to :
∀(y, u0, z) ∈ R3, θ′(y + u0) = −∂ρ
∂y
(z, y),
which means :
∀(y, u0) ∈ R2, θ′(y + u0) = θ′(y).
This last equation shows that the mapping θ′(.) is constant, and therefore θ is linear, since
θ(0) = 0. Therefore, we can write without loss of generality that θ is identity (since we make
only change of variables), and it proves the lemma.
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II.6. Conclusion
Coming from a previous result on stochastic dual effect free controls, to the question to
characterize NOLDE systems, we have only considered the scalar systems for which one has
open-loop perfect memory, and observation causality. In that case, we have shown that any
linear system is NOLDE, and that any dual effect property is invariant under a coordinates
change.
From this point, we have proven that any NOLDE scalar system which has some injectivity
properties can be transformed into a system with linear dynamics and observation through a
coordinates change.
It would then be great to understand better why one can prove such an algebraic result with
such analytical methods (inversion theorem, etc.).
Our result has been proved in the scalar case, with differential arguments. We are not able today
to prove it in a more general statement for the multi-dimensional case. The point would be to
understand how injectivity arguments could be translated and used in the multi-dimensional
case. This seems to be related with usual concepts of controllability and observability of systems.
CHAPITRE III
Stabilite´
Remarque III.1. La premie`re partie de ce chapitre a fait l’objet d’une note publie´e en de´-
cembre 2004 sur le site http ://hera.rz.hu-berlin.de/speps//, sous le titre On the Fortet-Mourier
metric for the stability of Stochastic Optimization Problems, an example. La seconde partie de
ce chapitre est un travail commun re´alise´ avec Werner Ro¨misch et Holger Heitsch (Humboldt
Universita¨t zu Berlin), soumis sous le titre Stability of Multistage Stochastic Programs a` SIAM
Journal on Optimization en mai 2005, et maintenant accepte´ pour publication.
III.1. Re´sume´
De`s lors que l’on souhaite re´soudre nume´riquement un proble`me du type (I.1) ou (I.4), il
est important de connaˆıtre les e´ventuelles proprie´te´s de stabilite´ de ce proble`me, c’est-a`-dire
la fac¸on dont la commande optimale et le couˆt optimal se comportent lorsque les parame`tres
du proble`me changent. Cette branche importante de l’optimisation s’est beaucoup de´veloppe´e,
notamment par les travaux [79] ou [23].
Son inte´reˆt nume´rique est imme´diat : si l’on parvient a` quantifier les variations de la com-
mande optimale en fonction des variations des parame`tres, on sera assure´ qu’une discre´tisation
des parame`tres dont on connaˆıt l’erreur conduira a` une solution approche´e dont on saura la
distance au ve´ritable optimum.
Pour les proble`mes stochastiques comme ceux qui nous pre´occupent, la premie`re chose est de
de´terminer les parame`tres par rapport auxquels on aimerait perturber le proble`me, en un mot,
ce que l’on souhaiterait discre´tiser ! Dans notre cas, il assez clair qu’il s’agit de l’ale´a, i.e. de la
variable ale´atoire ξ introduite dans le chapitre I. C’est exactement dans cette voie que les travaux
[86], [73], [51], [71] se sont de´veloppe´s : se concentrant sur des re´sultats propres a` la boucle
ouverte, dans lesquels on peut montrer que l’erreur sur le couˆt optimal lorsque l’on change la loi
de ξ est gouverne´e par une distance entre ces lois du type distance de Fortet-Mourier (voir [52]),
ces travaux ont de´duit des techniques de discre´tisation de l’ale´a pour les proble`mes a` plusieurs
pas de temps comme le proble`me (I.8). Ces techniques produisent des arbres d’ale´as repre´sentant
des lois discre`tes dont la distance a` la loi ve´ritable est connue, ou du moins, minimise´e dans un
certain sens (voir [55],[47]) ; la structure d’arbre de l’ale´a discre´tise´ est la` pour assurer que les
commandes de´termine´es dans ce cadre discret ne sont pas anticipatives. Ainsi, on pourrait a
priori attendre de ce type de techniques un traitement a` la fois des espe´rances intervenant dans
la fonction de couˆt, et des contraintes probabilistes (mesurabilite´, ou non-anticipativite´) pesant
sur la commande.
A l’oppose´ de ces soucis de nature quantitative, on trouve l’approche de´veloppe´e dans [8]
pour discre´tiser les proble`mes d’optimisation stochastique tout en respectant les contraintes de
mesurabilite´ pesant sur la commande. Cette approche, tre`s qualitative, commence par traiter a`
l’aide de techniques de quantification la mesurabilite´ pesant sur les variables de commande, puis
proce`de a` une discre´tisation des espe´rances restant dans la formulation du proble`me. Un re´sultat
de convergence de cette me´thode est donne´, et meˆme, pour des fonctions de couˆt particulie`res,
un re´sultat de Lipschitz, i.e. de stabilite´ quantitative.
Le but de ce chapitre est de montrer dans un premier temps comment l’usage exclusif de
distances sur des lois ne permet pas de tenir compte des contraintes de mesurabilite´, et peut
conduire a` des discre´tisations produisant des solutions approche´es arbitrairement mauvaises de
la vraie solution. Dans un second temps, pour des proble`mes stochastiques line´aires, on donne
un re´sultat de stabilite´ faisant intervenir un terme mesurant la de´viation de la loi de la variable
ale´atoire, et un autre terme mesurant la de´viation de la structure d’information associe´e.
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Remarque III.2 (Proble`me type conside´re´). Dans la premie`re section de ce chapitre, on
utilisera la mode´lisation avec feedback, c’est a` dire la mode´lisation du proble`me (I.4), tandis que
dans les sections suivantes du chapitre, on utilisera la mode´lisation du proble`me (I.1). Cette di-
vergence s’explique par la diffe´rence de ce que nous souhaitons mettre en avant dans chacune des
sections : la premie`re section ne´cessite pour une bonne compre´hension une notation fonctionnelle
de la contrainte de mesurabilite´, tandis que les sections suivantes, de par leur recours fre´quent
a` la the´orie des probabilite´s et de la mesurabilite´, ne´cessitent une notation plus probabiliste.
III.2. Distance de Fortet-Mourier en optimisation stochastique
III.2.1. Motivation. Dans les proble`mes du type (I.1), l’ale´a, mode´lise´ par la variable
ale´atoire ξ, intervi.e.nt a` deux niveaux :
– a` travers le calcul d’une espe´rance dans la fonction objectif du proble`me,
– a` travers l’existence de possibles contraintes de mesurabilite´ dans l’ensemble admissible.
Imme´diatement, une conside´ration pratique s’impose : ne connaissant pour ainsi dire jamais la
ve´ritable distribution des variables ale´atoires sous-jacentes au proble`me, on conside`re toujours
une version discre`te ou du moins approche´e du proble`me initial. En un mot, on substitue une loi
approche´e a` la loi ve´ritable sous l’espe´rance, et une description approche´e de l’espace mesurable
a` la description the´orique.
Deux questions se posent donc dore´navant : d’une part, comment calculer de fac¸on approche´e
ces espe´rances, sachant que l’on ne dispose souvent que de tirages des lois des variables ale´atoires,
et non d’une expression de leur loi ? d’autre part, comment e´crire de fac¸on discre`te des contraintes
de mesurabilite´ ? de sorte dans les deux cas que la solution approche´e du proble`me tende vers
une solution re´alisable du proble`me initial, ou du moins que l’on puisse reconstruire a` partir
d’une solution discre`te une solution re´alisable. De ces deux questions en naˆıt une troisie`me : est-
il opportun de discre´tiser de la meˆme fac¸on le calcul d’une espe´rance et l’e´criture de contraintes
de mesurabilite´ du proble`me ?
Le proble`me de calcul approche´ d’une espe´rance est abondamment traite´ dans la litte´ra-
ture tant du coˆte´ probabiliste que du coˆte´ de la programmation stochastique. Pour fixer les
ide´es, cette question est souvent re´solue par une technique de Monte-Carlo, puisque la donne´e
d’entre´e traditionnelle d’un proble`me d’optimisation stochastique est souvent un e´chantillon des
variables ale´atoires. Une autre alternative consiste en une quantification de l’espace, i.e. en un
partitionnement de l’espace en sous-ensembles auxquels sont fixe´es des probabilite´s d’occurence.
Cependant, ce calcul a souvent occulte´ les proble`mes lie´s a` la mesurabilite´, et une attitude
commune est d’oublier ces contraintes de mesurabilite´ en optimisant sur des commandes de´-
terministes, i.e. en boucle ouverte (voir [71]), comme si les re´sultats obtenus de cette fac¸on, en
termes de stabilite´ de la solution, etc, passaient facilement au proble`me contraint, i.e. a` la boucle
ferme´e.
La question est ici pre´cise´ment d’utiliser le re´sultat de stabilite´ montre´ par Pflug dans [71]
faisant intervenir une distance entre mesures de probabilite´ et utilise´ ensuite pour construire des
arbres de sce´narios, pour mettre en e´vidence l’importance de se´parer les deux discre´tisations.
III.2.2. Cadre ge´ne´ral et re´sultat de stabilite´ classique. Le cadre ge´ne´ral pose´ par
Pflug [71] est le suivant : on cherche a` re´soudre un proble`me de controˆle stochastique a` l’aide
d’un proble`me approche´, et on s’inte´resse donc a` l’erreur d’approximation. De fac¸on ge´ne´rique,
on se donne un espace probabilise´ (Ω,F ,P). Soit ξ une variable ale´atoire de loi µ a` valeurs dans
Ξ un espace me´trique, muni de la distance c(·, ·). On se donne une suite de variables ale´atoires
ξn a` valeurs dans Ξn ⊂ Ξ, et l’on note µn leurs lois (dont le support est Ξn). De fac¸on analogue,
on note Fn la tribu engendre´e sur Ω par ξn.
On se donne un espace de commande note´ U , typiquement, U ⊂ Rp, et une fonction crite`re
j : U×Ξ −→ R. On suppose que j(u, ·) est mesurable sur Ξ pour tout u ∈ U et que pour presque
tout ξ ∈ Ξ, j(·, ξ) est continue sur U . j est donc une fonction de Carathe´odory, et c’est donc une
inte´grande normale, i.e. si u : Ξ → U est mesurable, alors j(u(·), ·) l’est aussi. On de´finit alors
l’espace fonctionnel des commandes Γ =
{
u : Ξ→ U mesurable : j(u(·), ·) ∈ L1(Ξ,F , µ)}.On
de´finit alors l’espace Uf ⊂ Γ des commandes admissibles, et on note pour tout u ∈ Uf , J(u) =
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E (j(u(ξ), ξ)).
On de´finit de meˆme pour tout n ∈ N l’espace fonctionnel de commandes :
Γn =
{
u : Ξn → U mesurable : j(u(·), ·) ∈ L1(Ξn,Fn, µn)
}
,
et Ufn ⊂ Γn l’espace des commandes admissibles associe´. On note Jn(un) =
E (j(un(ξn), ξn)) ∀un ∈ Uadn .
Afin d’assurer l’existence de solutions aux proble`mes (III.1)-(III.2) ci-dessous, on suppose que
Uf et pour tout n ∈ N Ufn sont convexes ferme´s, et que j(·, ξ) est convexe coercive pour tout
ξ ∈ Ξ.
(III.1) min
u∈Uf
E (j(u(ξ), ξ)) ;
(III.2) ∀n ∈ N, min
un∈Ufn
E (j(un(ξn), ξn)) .
On fait maintenant pour tout n ∈ N les hypothe`ses suivantes :
– ∀u ∈ Uf , u|Ξn ∈ Ufn ,
– il existe un ope´rateur de prolongement1 φn : Ξ −→ Ξn mesurable et surjectif tel que
∀un ∈ Ufn , un ◦ φn ∈ Uf et (un ◦ φn)|Ξn = un.
Il est alors possible de calculer J(un) = E (j(un ◦ φn(ξ), ξ)) pour tout un ∈ Ufn et Jn(u) =
E
(
j(u|Ξn(ξn), ξn)
)
pour tout u ∈ Uf .
La` ou` nous en sommes, il faut constater que la de´marche entreprise par Pflug traite la
discre´tisation de l’espe´rance et celle de la contrainte de mesurabilite´ (incluse dans Uf ) de la
meˆme fac¸on, i.e. avec l’unique donne´e d’une loi approche´e dite µn et de son support Ξn tre`s
naturellement prolonge´ en Ξ.
Pour se fixer les ide´es, Ξ ⊂ Rm, Ξn sera une partie finie de Ξ correspondant a` un
n-e´chantillon, sur laquelle µn sera la loi empirique de µ associe´e a` l’e´chantillon.
Le cadre donne´ ci-dessus est tout a` fait ge´ne´ral et permet de traiter a` la fois la boucle ouverte
avec des u constants, et la boucle ferme´e. Afin de mesurer l’erreur commise, on choisit de poser
comme crite`re d’erreur la quantite´ note´e e(u, un) = |E (j(u(ξ), ξ)) − E (j(un ◦ φn(ξ), ξ)) | avec
u ∈ Uf , un ∈ Ufn . Cette erreur compare donc l’e´valuation du couˆt ve´ritable d’une solution
re´alisable du proble`me ve´ritable avec le couˆt ve´ritable d’une solution re´alisable du proble`me
approche´ rendue re´alisable pour le proble`me ve´ritable a` l’aide de l’ope´rateur de prolongement2.
On note u∗ la solution du proble`me (III.1) et u∗n la solution du proble`me (III.2) pour tout n ∈ N.
On va alors s’inte´resser a` e(u∗, u∗n) et a` sa limite quand n tend vers l’infini.
On est maintenant en mesure d’e´noncer la proposition suivante, duˆe a` Pflug, mais que l’on
rede´montre ici pour l’exhaustivite´ :
Proposition III.3 (Pflug). Soit G = {g : Ξ→ R : ∃u ∈ Uf , g(ξ) = j(u(ξ), ξ) ∀ξ ∈ Ξ}.
Alors :
∀n ∈ N, e(u∗, u∗n) ≤ 2 sup
g∈G
|E (g(ξ))− E (g(ξn)) | .
1A` ce stade de la position du proble`me, on pourait remplacer cette hypothe`se par la suivante :
∃ψn : U
f
n −→ U
f
, tel que ∀u ∈ Uf , u|Ξn ∈ U
f
n , ∀un ∈ U
f
n , (ψn ◦ un)|Ξn = un .
Et tout pourra ensuite s’e´crire tre`s correctement avec cette notation. Conside´rer ce type de transformation pour
passer d’un proble`me a` l’autre permet de tenir compte d’un tre`s grand nombre de prolongements de tous styles,
mais pour notre propos, l’ope´rateur de prolongement φn suffit, et cela ne change rien au proble`me et aux questions
souleve´es.
2D’un point de vue industriel, cela reviendrait a` comparer le couˆt de gestion optimal inconnu avec le couˆt de
gestion sur le terrain d’une strate´gie calcule´e par approximation du proble`me ve´ritable, c’est donc la quantite´ que
l’on souhaite absolument rendre proche de 0.
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Preuve : On poseM = {u ∈ Uf : E (j(u(ξ), ξ)) ≤ E (j(u∗(ξ), ξ))+2ε}, avec ε = supg∈G |E (g(ξ))−
E (g(ξn)) |. On raisonne par l’absurde en supposant que u∗n ◦ φn /∈M. On a alors :
2ε+ E (j(u∗(ξ), ξ)) <E (j(u∗n ◦ φn(ξ), ξ))
≤ε+ E (j(u∗n(ξn), ξn)) par de´finition de ε, et comme u∗n ◦ φn|Ξn = u∗n,
≤ε+ E (j(u∗(ξn), ξn)) par minimalite´,
≤2ε+ E (j(u∗(ξ), ξ)) par de´finition de ε,
d’ou` la contradiction, ce qui ache`ve la preuve. 2
On notera dans la suite par commodite´
∆max = sup
g∈G
|E (g(ξ))− E (g(ξn)) | = sup
u∈Uf
|J(u)− Jn(u)|
.
Le majorant de l’erreur ressemble a` une distance entre deux mesures de probabilite´, la distance
de Fortet-Mourier (introduite dans [52]). Elle est de´finie par :
d(µ, µn) = sup
f1−lipschitzienne
|
∫
Ξ
fdµ−
∫
Ξ
fdµn| .
Nous introduisons alors l’hypothe`se suivante :
(III.3) |j(u(ξ), ξ)− j(u(ξ′), ξ′)| ≤ c(ξ, ξ′) ∀ξ, ξ′ ∈ Ξ, ∀u ∈ Uf .
En faisant l’hypothe`se (III.3), on peut donc majorer l’erreur par deux fois la distance de
Fortet-Mourier :
(III.4) ∀n ∈ N, e(u∗, u∗n) ≤ 2 sup
u∈Uf
|E (j(u(ξ), ξ))− E (j(u(ξn), ξn)) | ≤ 2d(µ, µn) .
Ceci semble tre`s se´duisant, car pour une application, on sait que l’on peut faire tendre la dis-
tance de Fortet-Mourier entre une loi et sa loi empirique vers 0, ce qui assurerait la qualite´ de
la solution approche´e de´termine´e par l’e´criture du proble`me sur la loi empirique.
Cependant, c’est ici qu’apparait une disjonction forte entre la boucle ferme´e et la boucle ouverte.
En effet, e´crire l’hypothe`se (III.3) avec des fonctions u ∈ Uf constantes ou avec des fonctions
variables change radicalement le proble`me : dans le premier cas, l’hypothe`se (III.3) se lit simple-
ment comme une proprie´te´ analytique du crite`re j, tandis que dans le deuxie`me cas, elle ne´cessite
pour eˆtre ve´rifie´e d’e´tudier j compose´ avec u, pour u variant dans la classe des controˆles admis-
sibles. En d’autres termes, en passant a` la distance de Fortet-Mourier, on a perdu les notions de
structure d’information sur la commande, car si la premie`re ine´galite´ de (III.4) fait intervenir la
structure d’information a` travers Uf , la seconde les oublie car Uf est remplace´ par l’ensemble
des fonctions lipschitziennes.
Par exemple, dans le cas ou` l’ale´a et la commande sont unidimensionnels, si le crite`re s’e´crit
j(u, ξ) = u2+ ξ, il sera bien entendu lipschitzien en boucle ouverte, mais si le controˆle en boucle
ferme´e est de la forme u(ξ) = ξ, il ne sera plus lipschitzien sur R.
Nous allons maintenant e´tudier sur un exemple simple ce phe´nome`ne pour mettre en e´vidence
l’impossibilite´ de faire tendre le majorant de l’erreur vers 0 en boucle ferme´e, et donc le caracte`re
inope´rant de la distance de Fortet-Mourier pour ce type de proble`mes.
III.2.3. Convergence de la distance de Fortet-Mourier. On se place ici dans le meˆme
cadre qu’au premier paragraphe, on se donne (ξi)1≤i≤n n v.a. i.i.d de loi µ, et on pose µn =
1
n
∑n
i=1 δξi la mesure empirique associe´e a` µ. On a alors le the´ore`me suivant :
The´ore`me III.4. Si le support de µ est compact, alors :
lim
n→∞ d(µ, µn) = 0 p.s.
Preuve : On sait que la loi empirique converge en loi p.s. vers la vraie loi (Glivenko-Cantelli, [37],
The´ore`me 4.4.24). Cela signifie que pour toute fonction continue borne´e f : Ξ→ R, µn(f)→ µ(f) quand n
tend vers l’infini. On conside`re maintenant LM = {f : supp(µ) ⊂ Ξ→ R : |f(ξ)−f(ξ′)| ≤ c(ξ, ξ′) ∀ξ, ξ′ ∈
supp(µ), ||f ||∞ ≤M} l’ensemble des fonctions lipschitziennes sur supp(µ) ⊂ Ξ uniforme´ment borne´es par
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Fig. 1. Partition de [−1, 1]2
M ∈ R. Cet ensemble est relativement compact dans l’ensemble des fonctions continues sur un compact,
car c’est un ensemble e´quicontinu de fonctions a` valeurs dans un compact (the´ore`me d’Ascoli).
En appliquant alors le the´ore`me 5.13.12 de [89], on a la convergence uniforme de µn vers µ sur LM .
Enfin, prendre le sup sur les fonctions lipschitziennes sur un compact ou prendre le sup sur les fonctions
lipschitziennes uniforme´ment borne´es sur un compact revient au meˆme car vu l’expression de la distance
de Fortet-Mourier, ajouter une constante aux fonctions ne change pas la valeur du sup. On a donc la
convergence de la distance de Fortet-Mourier entre une loi a` support compact et sa loi empirique. 2
III.2.4. Contre-exemple. On conside`re le proble`me d’optimisation stochastique suivant :
(III.5) min
u σ(ξ1)−mesurable
E
(
εu2 + βy2
)
,
ou` l’on de´finit :
ε, β > 0,
ξ1 ∼ U[−1,1], l’e´tat initial observe´,
ξ2 ∼ U[−1,1], le bruit, inde´pendant de ξ1,
y = ξ1 + u+ ξ2 l’e´tat final du syste`me,
u = φ(ξ1) une commande re´elle en boucle ferme´e sur l’e´tat initial.
L’espace de probabilite´ Ξ correspondant est donc [−1, 1]2 que l’on munit de ses bore´liens, et de
la mesure de Lebesgue par rapport a` laquelle la loi uniforme produit sur [−1, 1]2 est absolument
continue.
On re´sout explicitement le proble`me par programmation dynamique stochastique, en intro-
duisant les fonctions de Bellman V1(y) = βy
2 et V0(ξ1) = minu E
(
εu2 + V1(ξ1 + u+ ξ2)
)
. On
obtient alors la commande optimale en boucle ferme´e (note´e abusivement u∗) et le couˆt optimal :
u∗(ξ1) = − βξ1
ε+ β
∀ξ1 ∈ [−1, 1] et J∗ = E (V0(ξ1)) =
1
3
(
εβ
ε+ β
+ β
)
.
On prend maintenant un N -e´chantillon de la loi de ξ = (ξ1, ξ2), note´ (ξ1,i, ξ2,i)1≤i≤n. On
est donc exactement dans le cas ge´ne´ral e´voque´ avant, avec une probabilite´ µn e´gale a` la loi
empirique de µ : µn =
1
n
∑n
i=1 δ(ξ1,i,ξ2,i). On peut alors re´soudre le proble`me sur les N trajectoires
inde´pendantes, ce qui nous donne les commandes optimales u∗i correspondant a` chaque trajectoire
(ξ1,i, ξ2,i). En effet, les ξ1,i sont ge´ne´riquement tous diffe´rents, et la contrainte de boucle ferme´e
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u = φ(ξ1) sur l’e´tat initial nous autorise a` conside´rer une commande par trajectoire, ce qui
fournit, tout calcul fait :
u∗i = −
β
ε+ β
(ξ1,i + ξ2,i) ∀i ∈ {1, . . . , n} .
On re´alise un prolongement de cette solution ponctuelle pour la connaˆıtre sur tout l’espace.
Il faut donc re´aliser une partition de [−1, 1]2 qui a` tout x ∈ [−1, 1] associe un unique couple
(ξ1,i, ξ2,i), pour respecter la causalite´ du proble`me, i.e. le fait que la commande soit en boucle
ferme´e sur l’e´tat initial. Ge´ne´riquement, tous les couples (ξ1,i, ξ2,i) sont diffe´rents avec probabilite´
1. On appelle cette ope´ration une quantification de l’espace. On re´alise une partition C =
{C1, . . . , Cn} de [−1, 1] telle que ∀i ∈ {1, . . . , n}, ξ1,i ∈ Ci,∀j 6= i, ξ1,j /∈ Ci. Ainsi, on aura
l’ope´rateur φ du premier paragraphe donne´ par : ∀(ξ1, ξ2) ∈ [−1, 1]2,∃!i ∈ {1, . . . , n}, ξ1 ∈ Ci,
qui de´finit φ(ξ1, ξ2) = (ξ1,i, ξ2,i). Typiquement, si l’on classe les ξ1,i, on de´coupe l’intervalle
[−1, 1] en bandes du type
[
ξ1,i+ξ1,i−1
2 ,
ξ1,i+ξ1,i−1
2
]
. Cette partition de [−1, 1] nous donne une
partition de [−1, 1] × [−1, 1] comme l’indique la figure 1, qui nous permet d’associer a` tout
ξ1 ∈ [−1, 1] un unique couple (ξ1,i, ξ2,i). Ainsi, on peut prolonger la solution ponctuelle (u∗i ) en
u∗n de´finie par :
(III.6) u∗n(ξ1) = −
β
ε+ β
n∑
i=1
1Ci(ξ1)(ξ1,i + ξ2,i) ,∀ξ1 ∈ [−1, 1] .
On peut de`s lors s’inte´resser au terme d’erreur pre´ce´dent e et a` sa majoration comme dans
(III.4) : ici, il est bien clair que u∗n de´fini par (III.6) est admissible pour le proble`me initial. On
a la minoration :
(III.7)
|E (εu∗2n (ξ1) + β(ξ1 + u∗n(ξ1) + ξ2)2)− 1n
n∑
i=1
(
εu∗2n (ξ1,i) + β(ξ1,i + u
∗
n(ξ1,i) + ξ2,i)
2
) | ≤ ∆max .
Car ici :
∆max = sup
u
|E (εu2(ξ1) + β(ξ1 + u(ξ1) + ξ2)2)− 1n
n∑
i=1
(
εu2(ξ1,i) + β(ξ1,i + u(ξ1,i) + ξ2,i)
2
) | .
On calcule alors se´pare´ment les deux termes du membre de gauche de (III.7) :
1
n
n∑
i=1
(
εu∗2n (ξ1,i) + β(ξ1,+u
∗
n(ξ1,i) + w)
2
)
=
εβ2
(ε+ β)2
1
n
n∑
i=1
(ξ1,i + ξ2,i)
2 +
βε2
(ε+ β)2
1
n
n∑
i=1
(ξ1,i + ξ2,i)
2 ,
=
εβ
ε+ β
1
n
n∑
i=1
(ξ1,i + ξ2,i)
2 −→ 2
3
εβ
ε+ β
quand n→∞ .
Puis le second terme :
E
(
εu∗2n (ξ1) + β(x+ u
∗
n(ξ1) + w)
2
)
=
β2ε
(ε+ β)2
n∑
i=1
P(ξ1 ∈ Ci)(ξ1,i + ξ2,i)2
+
β3
(ε+ β)2
n∑
i=1
P(ξ1 ∈ Ci)(ξ1,i + ξ2,i)2
+
2β
3
− 2β
2
ε+ β
n∑
i=1
(ξ1,i + ξ2,i)E (ξ11Ci(ξ1)) ,
=
β2
ε+ β
n∑
i=1
P(ξ1 ∈ Ci)(ξ1,i + ξ2,i)2 +
2β
3
− 2β
2
ε+ β
n∑
i=1
(ξ1,i + ξ2,i) E (ξ11Ci(ξ1))︸ ︷︷ ︸
1
n
Pn
j=1 ξ1,j1Ci (ξ1,j)=
ξ1,i
n
.
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Ce qui nous importe ici est le calcul asymptotique, i.e. quand n → ∞. Le premier terme tend
clairement vers 2β
2
3(ε+β) par la loi forte des grands nombres. Le dernier terme peut aussi eˆtre
traite´ par la loi forte des grands nombres en le se´parant en ξ1,i et ξ2,i, et en le traitant par
inde´pendance : il tend vers − 2β23(ε+β) . Finalement, on a donc la limite de la diffe´rence, qui nous
donne :
(III.8)
2
3
(
β − εβ
ε+ β
)
≤ ∆max .
On voit donc que pour un ε petit, le majorant de l’erreur est minore´ par un terme de l’ordre
de 2β3 . Le majorant de l’erreur en boucle ferme´e ne tend donc pas vers 0.
En revanche, par le the´ore`me III.4, la distance de Fortet-Mourier entre µ et µn tend vers 0 quand
n tend vers l’infini.
On peut de`s lors apporter une conclusion : la distance de Fortet-Mourier ne peut pas majorer
∆max dans cet exemple, elle ne peut donc pas nous eˆtre utile a` controˆler l’erreur asymptotique-
ment par la borne de Pflug. On pourrait cependant se demander maintenant si l’erreur peut eˆtre
controˆle´e directement par la distance de Fortet-Mourier, sans utiliser la majoration de Pflug.
Observons maintenant l’erreur :
(III.9)
e(u∗, u∗n) = E
(
εu∗2n (ξ1) + β(ξ1 + u
∗
n(ξ1) + ξ2)
2
)︸ ︷︷ ︸ − E (εu∗2(ξ1) + β(ξ1 + u∗(ξ1) + ξ2)2)︸ ︷︷ ︸ .
→ 2β3 13
(
β + βεε+β
)
On a donc d’apre`s (III.9) que e(u∗, u∗n) −→ 13
(
β − βεε+β
)
. Ainsi, en prenant ε petit, on aura
une erreur d’ordre β3 . Ainsi, il est exclu de pouvoir trouver une constante M ∈ R telle que
e(u∗, u∗n) ≤Md(µ, µn).
Pour comple´ter l’e´tude, il nous reste a` mettre en e´vidence que la proprie´te´ de Lipschitz des fonc-
tions crite`res en boucle ferme´e fait de´faut. Cela se voit assez bien par rapport au partitionnement
C qui a e´te´ fait de [−1, 1]2. Prenons (ξ1, ξ2) et (ξ′1, ξ′2), et regardons :
∆(ξ1, ξ
′
1, ξ2, ξ
′
2) = |j(u∗n(ξ1), ξ1, ξ2)− j(u∗n(ξ′1), ξ′1, ξ′2)| .
Lorsque l’on va e´crire la valeur de ∆, une partie des termes sera controˆle´e par |ξ1 − ξ′1| et
|ξ2− ξ′2|. Cependant, si l’on note i l’unique indice tel que 1Ci(ξ1) > 0 et i′ l’unique indice tel que
1Ci′ (ξ
′
1) > 0, on aura aussi des termes en |ξ1,i− ξ1,i′ | et |ξ2,i− ξ2,i′ |. Or, il est tout a` fait clair que
|ξ1,i − ξ1,i′ | est controˆle´ par |ξ1 − ξ′1|, mais il est e´galement tout a` fait clair que |ξ2,i − ξ2,i′ | est
inde´pendant a` la fois de |ξ2− ξ′2| et de |ξ1− ξ′1|. On ne pourra pas le rendre arbitrairement petit
en approchant (ξ1, ξ2) et (ξ
′
1, ξ
′
2), en raison de la partition C intervenant dans u
∗
n et qui doit eˆtre
inde´pendante de ξ2. Ainsi, les fonctions crite`res ne sont pas lipschitziennes, et on ne peut donc
pas majorer notre sup par la distance de Fortet-Mourier.
Cependant, conclure que le proble`me est dans la re´gularite´ des fonctions ou dans leur caracte`re
lipschitzien est assez illusoire et masque la difficulte´ majeure discerne´e dans l’introduction, et
qui concerne la discre´tisation de contraintes de mesurabilite´. Le proble`me vient en effet ici plus
du fait que nous avons applique´ a` la contrainte de boucle ferme´e la meˆme discre´tisation que pour
le calcul de l’espe´rance, rendant ainsi la structure d’information inexistante.
III.2.5. Me´thode alternative. Comme on l’a discerne´ en introduction, les termes d’ale´as
apparaissent dans un proble`me d’optimisation stochastique a` deux endroits diffe´rents. L’exemple
de´veloppe´ dans le paragraphe pre´ce´dent montre qu’un traitement conjoint de l’ale´as dans ces
deux endroits me`ne a` la mise en œuvre de solutions complique´es et qui plus est fausses en boucle
ferme´e malgre´ leur justesse en boucle ouverte. En effet, la distance de Fortet-Mourier invoque´e
par Pflug est tout a` fait inope´rante dans le cadre pourtant tre`s simple de l’exemple cite´ avant.
Pour tenter de mieux saisir ce qui se cache derrie`re l’e´chec de l’exemple et qui va bien au-
dela` des fonctions lipschitziennes, on se propose ici de reposer le proble`me dans un cadre ou` la
discre´tisation se fera en deux temps inde´pendants dans l’espe´rance et dans les contraintes de
mesurabilite´.
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On dispose toujours de l’espace Ξ, muni d’une me´trique c, compact et se´parable, et d’une
suite de lois (µn)n∈N, chacune des lois ayant un support note´ Ξn = supp(µn), avec Fn la tribu
associe´e. On notera ξn une variable ale´atoire a` valeurs dans Ξ de loi µn.
On utilise le meˆme formalisme d’espace admissible Uf , et Γ, Ufn et Γn, dans le cadre des inte´-
grandes normales. La nouveaute´ est ici d’introduire paralle`lement une suite d’espaces admissibles
(Uf,Kn )K∈N, n∈N, tels que :
∀K ∈ N,∃(AKk )1≤k≤K partition de Ξ telle que,
∀n ∈ N, Uf,Kn ⊆ {u : Ξn → U : ∃(uk)1≤k≤K ∈ U,
u(·) =
K∑
k=1
uk1Ak(·), et j(u(·), ·) ∈ L1(Ξn,Fn, µn)
}
.
En d’autres termes, ces Uf,Kn quantifient les contraintes sur la commande en prenant une com-
mande e´gale a` une fonction e´tage´e. De fac¸on analogue, on se donne des espaces (Uf,K)K∈N tels
que pour tout K ∈ N :
Uf,K ⊆
{
u : Ξ→ U : ∃(uk)1≤k≤K ∈ U, u(·) =
K∑
k=1
uk1Ak(·), et j(u(·), ·) ∈ L1(Ξ,F , µ)
}
.
Une telle de´finition permet de conserver la proprie´te´ d’inclusion Uf,K ⊂ Uf .
Enfin, on se donne des ope´rateurs de prolongement pour tout n ∈ N, note´s φn : Ξ→ Ξn tels
que :
– ∀K ∈ N, ∀u ∈ Uf,K , u|Ξn ∈ Uf,Kn ,
– ∀un ∈ Uf,Kn alors un ◦ φn ∈ Uf,K et un ◦ φn|Ξn = un.
On utilise ensuite les notations :
∀n ∈ N,∀u ∈ Ufn , Jn(u) =E (j(un(ξn), ξn) et ,
∀K ∈ N, ∀n ∈ N, ∀u ∈ Uf,Kn , JKn (u) =
K∑
k=1
E (j(uk, ξn)1Ak(ξn)) .
On a donc ici tenu compte a` la fois de la discre´tisation de l’espe´rance, en n ∈ N, et de la
discre´tisation de la contrainte de mesurabilite´, en K ∈ N.
Avant d’en finir avec les notations, on introduit pour des raisons de le´ge`rete´ :
V (ν,X) = inf
u∈X
∫
Ξ
j(u(ξ), ξ)ν(dξ), pour toute loi ν sur Ξ, et tout ensemble X admissible.
L’erreur conside´re´e par Pflug s’e´crit de´sormais comme :
e(u∗, u∗,Kn ) = |V (µ,Uf )− J(u∗,Kn )| .
On peut donc la majorer de la fac¸on suivante :
e(u∗, u∗,Kn ) ≤|V (µ,Uf )− V (µ,Uf,K)| (erreur de quantification),
+ |V (µ,Uf,K)− V (µn, Uf,Kn )| (erreur de quadrature),
+ |V (µn, Uf,Kn )− J(u∗,Kn )| (erreur de prolongement).
Cette de´composition fait apparaˆıtre plusieurs choses :
– L’utilisation d’une distance de Fortet-Mourier pourrait se justifier pour mesurer l’erreur
de quadrature, mais ici, une simple loi forte des grands nombres devrait suffire, a` K fixe´
quand n tend vers l’infini, si l’on prend pour les µn les lois empiriques.
– L’erreur de quantification, isole´e de toute discre´tisation de l’espe´rance, pourra tendre vers
0 pour un peu que les quantifications successives tendent vers l’identite´ quand K tend vers
l’infini.
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– L’erreur de prolongement va tendre quant a` elle vers 0 pour des raisons encore une fois de
loi forte des grands nombres quand n tend vers l’infini a` K fixe´, si l’on a pris comme dit
avant les discre´tisations en n et K.
En faisant tendre d’abord n, puis K vers l’infini, on pourra donc rendre l’erreur de Pflug aussi
petite que l’on voudra, sous certaines hypothe`se assure´ment moins fortes que l’hypothe`se de
Lipschitz dont il a e´te´ question un peu avant. Pour d’autres de´veloppements sur la question, on
pourra se re´fe´rer a` la the`se [8] qui s’occupe entre autres de ce proble`me, et est a` l’origine de ces
re´flexions.
Enfin, il est tre`s facile de voir que si l’on proce`de ainsi, en quantifiant d’abord l’espace, puis en
tirant des trajectoires, l’exemple choisi pour montrer la vanite´ de la distance de Fortet-Mourier
verra bien son erreur tendre vers 0.
III.2.6. Conclusion. Ne pas isoler les sources potentielles d’erreur dans la discre´tisation
de proble`mes d’optimisation stochastique peut donc conduire a` des raisonnements incomplets
dont la mise en oeuvre pratique s’ave`re meˆme fausse, comme dans le cas de l’utilisation de
distances de Fortet-Mourier pour mesurer l’erreur commise par approximation de l’espe´rance et
de la contrainte de mesurabilite´ dans un proble`me d’optimisation stochastique en boucle ferme´e.
L’approche au contraire e´vitant ces de´sagre´ments, et ne ne´cessitant par ailleurs que des
hypothe`ses moins fortes sur le crite`re, consiste en une se´paration des termes touchant a` la
mesurabilite´, et des termes touchant aux variables ale´atoires. L’ide´e est bien entendu ensuite de
donner des discre´tisations certes inde´pendantes, mais cohe´rentes pour chacun de ces types de
termes.
Les re´sultats qui permettent de conclure asymptotiquement en la validite´ de l’approche
consistent d’une part en des applications de la loi forte des grands nombres, et d’autre part en
des re´sultats de convergence sur les tribus, comme ceux dont il sera question dans la section
suivante.
III.3. Stabilite´ des proble`mes stochastiques line´aires
III.3.1. Motivation. La section pre´ce´dente a montre´ qu’un re´sultat de stabilite´ base´ uni-
quement sur des conside´rations de convergence en loi des variables ale´atoires sous-jacentes ne
permettait pas de rendre compte correctement du comportement des proble`mes d’optimisation
stochastique sous contraintes de mesurabilite´. Si le cas ge´ne´ral semble difficile, on peut ne´an-
moins espe´rer obtenir dans certains cas un re´sultat de stabilite´ du type de la proposition III.3
dans lequel le majorant comporterait un terme propre a` gouverner l’erreur en loi, et un terme
propre a` gouverner l’erreur en mesurabilite´.
Dans la continuite´ de [51], nous sommes parvenus en collaboration avec H. Heitsch et W.
Ro¨misch de l’universite´ Humboldt de Berlin, a` e´noncer un re´sultat de stabilite´ dans le cas de
proble`mes stochastiques line´aires, base´ sur des hypothe`ses d’ensembles de niveaux localement
borne´s. Ce re´sultat est e´nonce´ dans la sous-section III.3.3.
Dans la the`se [8], le the´ore`me IV.14 donne un re´sultat de ce type, dans le cadre des proble`mes
avec contrainte d’information a` deux pas de temps, avec une fonction de couˆt s’exprimant
comme le produit d’un terme d’ale´a et d’un terme de commande. Dans la continuite´ de ce
re´sultat, nous proposons un autre re´sultat de stabilite´ pour le cas de proble`mes stochastiques a`
crite`re se´parant ale´a et commande. Ce re´sultat, e´nonce´ dans la sous-section III.3.4 peut eˆtre vu
comme une ge´ne´ralisation de la sous-section III.3.3.
Le proble`me d’optimisation (I.8) peut s’e´crire de fac¸on le´ge`rement diffe´rente sous la forme :
v(ξ) :=min
x
F (ξ,x) := E
(
T∑
t=1
Lt(x
t, ξt)
)
∀1 ≤ t ≤ T, xt est σ(ξt)−mesurable,(III.10a)
xt ∈ Xt, p.s.(III.10b)
x ∈ X , p.s.,(III.10c)
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ou` l’on cherche de´sormais le controˆle non comme une fonction, mais directement comme une
variable ale´atoire. Bien entendu, entre la notation fonctionnelle (ut) et la notation ale´atoire
(xt), il y a le lien suivant pour tout t, a` savoir ut(ξ) = xt. Ce type de formalisme est classi-
quement employe´ dans la communaute´ stochastic programming (http ://www.stoprog.org), c’est
la raison pour laquelle nous e´noncerons nos re´sultats de stabilite´ dans ce cadre. Ce formalisme
conduit a` rechercher le controˆle x = (xt)1≤t≤T comme un e´lement d’un espace de Banach du
type Lr
′
(Ω,Rm,P). On notera x ∈ X (ξ) lorsque x ve´rifiera les contraintes (III.10a)–(III.10b)–
(III.10c).
Les contraintes (III.10b) sont les contraintes de borne sur le controˆle instantane´, les
contraintes (III.10c) sont les e´ventuelles contraintes dynamiques sur le controˆle, et les
contraintes (III.10a) sont les contraintes de mesurabilite´.
Comme la section pre´ce´dente l’a illustre´, un re´sultat de stabilite´ pour les proble`mes stochas-
tiques comme (III.10) ne´cessite a priori l’introduction de termes aptes a` mesurer les variations
de l’information. Bref, de termes fonde´s sur des distances entre les tribus et les filtrations impli-
que´es dans la contrainte de mesurabilite´ (III.10a). La sous-section III.3.2 s’applique donc, dans
le sillage de [8], a` de´terminer les outils ne´cessaires.
III.3.2. Distances entre tribus et filtrations. U pre´requis pour la convergence de sche´-
mas de discre´tisation, ou l’obtention de re´sultats de stabilite´ est une notion de convergence ou
de me´trique de convergence sur l’espace des tribus et des filtrations. Nous allons dans cette
sous-section donner quelques outils mathe´matiques pour cela. Cette sous-section est donc a` voir
comme une revue de la litte´rature existante utilisable pour baˆtir des notions de convergence
approprie´es a` l’e´tude de la stabilite´ des proble`mes d’optimisation stochastique.
En suivant le travail de [8], et en s’appuyant sur les travaux [34, 62], on peut de´finir une
topologie sur l’ensemble des filtrations sur Ω a` partir d’une topologie sur l’ensemble des tribus sur
Ω. En effet, on dira qu’une suite de filtrations (Fnt )1≤t≤T converge vers une filtration (Ft)1≤t≤T
si et seulement si pour tout t ∈ {1, . . . , T}, la suite de tribus (Fnt ) converge vers la tribu Ft.
On peut donc se restreindre a` l’e´tude des topologies sur l’ensemble des tribus. On distingue
principalement deux topologies, une topologie dite uniforme, et une topologie dite forte.
Pour commencer, nous allons montrer comment construire ces deux topologies, puis nous les
me´triserons et donnerons en les comparant quelques proprie´te´s a` leur sujet.
III.3.2.1. Topologies, construction ge´ne´rale. On rappelle que (Ω,F ,P) est un espace de pro-
babilite´ se´parable et me´trique, de me´trique note´e c. On note F∗∗ l’ensemble des sous-tribus de
F .
De´finition III.5. On de´finit l’ope´rateur ∨ : F∗∗ ×F∗∗ → F∗∗ dit de jointure par :
∀B1,B2 ∈ F∗∗, B1 ∨ B2 = σ (B1 ∪ B2) .
De´finition III.6. Soit B1,B2 ∈ F∗∗, on dira que B1 et B2 sont e´quivalentes et on notera
B1 ∼P B2 si B1 et B2 diffe`rent d’un ensemble d’ensembles de mesure P-ne´gligeable.
Munis de cette relation d’e´quivalence, on peut alors de´finir F∗ comme e´tant l’ensemble
quotient de F∗∗ par ∼P, ie l’ensemble des classes d’e´quivalence pour ∼P de sous-tribus de F .
Pour B ∈ F∗∗, on notera par abus B ∈ F∗ la classe d’e´quivalence correspondante.
On note V l’ensemble des variables ale´atoires re´elles sur (Ω,F ,P). On e´quipe V de la me´trique
de la convergence en probabilite´, i.e. :
∀f, g ∈ V, θ(f, g) = inf{ε : ε > 0, P(|f − g| > ε) < ε} .
On de´finit de facon standard la tribu engendre´e par une variable ale´atoire f ∈ V par :
σ(f) = σ
{B ∈ F : ∃B ∈ B(R), B = f−1(B)} .
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On note L1 = L
1(Ω,F ,P) l’espace vectoriel des classes d’e´quivalence des fonctions de Ω dans R
bore´liennes inte´grables, muni de la norme || · || de´finie par :
∀f ∈ L1, ||f || =
∫
Ω
|f(ω)|dP(ω) .
On note alors Lb1 ⊂ L1 l’ensemble des fonctions borne´es de L1. L1 et Lb1 sont donc des espaces
de Banach, et on a la proprie´te´ suivante :
Proposition III.7.
∀B1,B2 ∈ F∗∗, (E (f |B1) = E (f |B2) p.s. ∀f ∈ L1)⇔ B1 ∼P B2 .
Preuve : ⇐ : trivial avec la de´finition de l’espe´rance conditionnelle.
⇒ : On veut montrer que B1 ∼P B2, i.e., que :
∀B2 ∈ B2, ∃C ∈ F ∃B1 ∈ B1, P(C) = 0, B1 ∩ C = ∅, B2 = B1 ∪ C .
On prend donc B2 ∈ B2, et on pose B1 = {E (1B2|B1) > 0} ∈ B1, et C = B2 \B1. Il reste a` montrer que
P(C) = 0, ie P(B2 \B1) = P(B2 ∩Bc1) = 0.
P(B2 ∩Bc1) = E
(
1B21Bc1
)
= E
(
E
(
1B21E(1B2|B1)=0|B2
))
= E
(
E
(
1B21(E(1B2|B1)=0)|B1
))
= 0 ,
par hypothe`se. 2
Par conse´quent, on pourra e´crire sans confusion E (·|B) pour B ∈ F∗.
Nous souhaitons maintenant e´tudier l’espace F∗ d’un point de vue topologique.
Pour introduire les ope´rateurs de topologie habituels, conside´rons l’espace L(Lb1) ={
T : Lb1 → Lb1 : T line´aire continue
}
. Par conse´quent, pour tout B ∈ F∗, E (·|B) ∈ L(Lb1).
Or, il est clair que l’ope´rateur (B 7→ E (·|B)) est injectif. Par conse´quent, on peut voir F∗ comme
un sous-ensemble de L(Lb1), ce qui signifie que toute topologie sur L(Lb1) induit une topologie
sur F∗.
Il est naturel d’e´quiper L(Lb1) de l’ope´rateur de topologie forte s et de l’ope´rateur de topologie
uniforme u. On pose Φ =
{
f ∈ Lb1 : |f(ω)| ≤ 1 pour presque tout ω ∈ Ω
}
. Soit (Tn)n∈N une
suite d’e´le´ments de L(Lb1) et T ∈ L(Lb1). Alors :
Tn
s→ T ⇔ ∀f ∈ Lb1, limn→∞ ||Tn(f)− T (f)|| = 0 ;(III.11)
Tn
u→ T ⇔ lim
n→∞ supf∈Φ
||Tn(f)− T (f)|| = 0 .(III.12)
La question est maintenant d’e´tudier ces deux topologies induites sur F∗, et d’essayer de
les me´triser. C’est ce a` quoi nous allons nous employer dans la suite. On e´crit les de´finitions de
convergence dans F∗ induites par (III.11) et (III.12). On se donne une suite de tribus (Bn)n≥1
et B0 ∈ F∗. Alors :
Bn s→ B0 ⇔∀f ∈ Lb1, limn→∞
∫
Ω
|E (f |Bn)− E (f |B0) |dP = 0 ;(III.13)
Bn u→ B0 ⇔ lim
n→∞ supf∈Φ
∫
Ω
|E (f |Bn)− E (f |B0) |dP = 0 .(III.14)
III.3.2.2. Topologie de convergence uniforme. La topologie de convergence uniforme dans
l’espace des tribus a e´te´ e´tudie´e par Boylan ([24]), Neveu ([68]), Rogge ([85]), Allen([1]) et
Cotter ([34, 35]). Chacun a apporte´ sa contribution a` l’e´tude de cette notion de convergence, en
l’attaquant sous des angles assez diffe´rents. Ainsi, Boylan et Neveu, en cherchant a` caracte´riser
la convergence uniforme de martingales, ont exhibe´ une distance sur F∗ qui s’est ave´re´e me´tri-
ser comme l’a montre´ Rogge, la topologie uniforme sur F∗, tandis qu’Allen et Cotter se sont
inte´resse´s directement a` la notion de distance sur F∗ pour en de´duire des re´sultats de continuite´
entre des proble`mes de minimisation sous contraintes de mesurabilite´ de la commande.
Il y a deux re´sultats importants pour la topologie uniforme sur F∗ :
– elle est me´trisable, et on connaˆıt la me´trique associe´e,
– elle permet d’e´tudier la continuite´ d’ope´rateurs sur des tribus.
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Commenc¸ons par de´finir la distance ade´quate : Pour deux parties A et B de Ω, on de´finit
A∆B = (A \B) ∪ (B \A), la diffe´rence syme´trique entre A et B.
De´finition III.8. On de´finit l’ope´rateur d : F∗∗ ×F∗∗ → R+ par :
(III.15) ∀B1,B2 ∈ F∗∗, d(B1,B2) = sup
B1∈B1
inf
B2∈B2
P(B1∆B2) + sup
B2∈B2
inf
B1∈B1
P(B1∆B2).
On a alors
The´ore`me III.9 (Boylan). d est une pseudo-distance sur F∗∗. De plus,
∀B1,B2 ∈ F∗∗, d(B1,B2) = 0⇔ (∀f ∈ L1, E (f |B1) = E (f |B2) p.s.) .
d est donc une distance sur F∗.
Preuve : cf. [24]. 2
Proposition III.10 (Allen). On a les deux proprie´te´s suivantes :
(i) Si P est purement atomique, (F∗, d) est un espace compact se´parable.
(ii) Si Ω = [0, 1] et F = B([0, 1]), et P est la mesure de Lebesgue, alors l’ensemble des partitions
finies de Ω n’est pas dense dans F∗.
Preuve : cf. [1]. 2
Dans l’article [85], une autre distance e´quivalente a` la distance de Boylan est introduite :
Proposition III.11 (Rogge). Soient B1,B2 ∈ F∗, on de´finit la distance de Rogge par :
δ(B1,B2) = max
(
sup
B1∈B1
inf
B2∈B2
P(B1∆B2), sup
B2∈B2
inf
B1∈B1
P(B1∆B2
)
.
δ est une distance sur F∗ e´quivalente a` la distance de Boylan d.
Preuve : cf. [85]. 2
Nous allons maintenant donner les re´sultats montrant que ces deux distances d et δ me´trisent
bien la topologie de convergence uniforme introduite plus haut :
Lemme III.12 (Rogge). Soient B1 et B2 deux sous-tribus de F . Soit f : Ω → [0, 1] une
fonction B2-mesurable. Alors :
(i) E (|E (f |B1)− f |) ≤ 2δ(B1,B2)(1− δ(B1,B2)),
(ii)
{
E
(|E (f |B1)− f |2)} 12 ≤ {δ(B1,B2)(1− δ(B1,B2))} 12 ,
(iii) δ(B1,B2) ≤ supg∈Φ ‖E (g|B1)− E (g|B2) ‖.
Preuve : cf. [85]. 2
Enfin, on a le the´ore`me ge´ne´ral suivant :
The´ore`me III.13 (Rogge). Soit H ⊂ Lq(Ω,F ,P), soit a > 0. On de´finit alors :
δH,q(a) = sup
f∈H
{
(E
(|f1{|f |>a}|q)) 1q} .
Alors, pour tous B1,B2 ∈ F∗ :
(III.16) sup
f∈H
{
[E (|E (f |B1)− E (f |B2) |q)]
1
q
}
≤ Cqa [δ(B1,B2)(1− δ(B1,B2))]
1
q + 2δH,q(a) ,
ou` :
(i) Cq = 2
1+ 1
q si B1 ⊂ B2 et 1 ≤ q < 2,
(ii) Cq = 2 si B1 ⊂ B2 et q ≥ 2,
(iii) Cq = 2
1+ 1
q si B1 et B2 sont arbitraires et q ≥ 2.
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En re´sume´, d et δ me´trisent donc la topologie de convergence uniforme sur F∗. Ne´anmoins,
cette topologie n’a pas toutes les qualite´s. En effet, les partitions finies ne sont pas denses pour
cette topologie dans l’ensemble des tribus. Or, du point de vue de l’approximation de tribus, il
est naturel de songer aux partitions finies. L’absence de densite´ les e´carte cependant si l’on se
restreint a` cette topologie. De plus, l’ope´rateur σ qui engendre des tribus a` partir de variables
ale´atoires n’est pas continu pour cette topologie. Cette topologie est donc a priori trop forte
pour convenir a` la discre´tisation des proble`mes d’optimisation stochastique.
III.3.2.3. Topologie de convergence forte. Pour les raisons ne´gatives e´voque´es avant, on se
concentre donc sur une topologie plus faible sur F∗, la topologie de convergence forte.
Pour commencer, introduisons la distance. On a la the´ore`me et la de´finition suivants :
The´ore`me III.14 (Cotter). Si L1 est se´parable, et si (fj) est une famille de´nombrable dense
dans L1, alors la me´trique ρ de´finie ci-dessous ge´ne`re la topologie de convergence forte sur F∗.
De plus, deux me´triques utilisant des familles denses dans L1 diffe´rentes sont uniforme´ment
e´quivalentes.
ρ(B,B′) =
∞∑
j=1
1
2j
min
(‖E (fj |B)− E (fj |B′) ‖, 1) ∀B,B′ ∈ F∗ .
Dans ce cas, (F∗, ρ) est un espace me´trique complet se´parable.
Preuve : cf. [34]. 2
Proposition III.15. Soit B ∈ F∗, ε > 0. Il existe une partition finie mesurable B′ ⊂ B telle
que ρ(B′,B) < ε.
En d’autres termes, l’ensemble des partitions finies mesurables de Ω est dense dans F∗ pour
la distance de Cotter.
Dans un travail ante´rieur, on trouve cette e´quivalence entre divers concepts de convergence
du type convergence ponctuelle :
The´ore`me III.16 (Kudo). Soit (Bn)n∈N une suite d’e´le´ments de F∗.
Les trois propositions sont e´quivalentes :
(i) E (1A|Bn) P−→ E (1A|B0) quand n→∞ ∀A ∈ F .
(ii) limn→∞
∫
Ω |E (f |Bn) |dP =
∫
Ω |E (f |B0) |dP ∀f ∈ Lb1.
(iii) ∀u ∈ (0, 1), ∀A ∈ F , ∫Ω |u− E (1A|Bn) |dP −→ ∫Ω |u− E (1A|B0) |dP quand n→∞ .
Preuve : cf. [64]. 2
Cotter nous permet maintenant de relier cette notion de convergence ponctuelle a` la conver-
gence forte me´trise´e par la me´trique ρ :
Proposition III.17 (Cotter). (Bn) converge au sens de ρ (fortement) si l’on a l’une des
conditions suivantes :
(i) ∀A ∈ F , (E (1A|Bn)) converge en probabilite´ ou en norme L1,
(ii) ∀f dans un ensemble dense de L1, (E (f |Bn)) converge en probabilite´ ou en norme Lp, pour
un certain p ≥ 1,
(iii) lim inf
n→∞Bn :=
∞∨
m=1
∞⋂
n=m
Bn =
∞⋂
m=1
∞∨
n=m
Bn =: lim sup
n→∞
Bn.
On s’inte´resse de´sormais aux proprie´te´s de continuite´ dans cette topologie forte :
The´ore`me III.18 (Cotter). Soit A une partition finie de Ω. Alors l’application B 7−→ A∨B
est continue sur F∗.
Preuve : cf [34], The´ore`me 3.3. 2
On continue avec un re´sultat ne´gatif pour la distance de Cotter :
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Exemple III.19. L’ope´rateur de jointure n’est pas continu pour la distance de Cotter :
On pose Ω la boule unite´ de R2 munie de ses bore´liens et de la mesure uniforme de Lebesgue.
On pose les applications : h0(x, y) = y et hn(x, y) = y+
x
n , et B0 = σ(h0), Bn = σ(hn) les tribus
associe´es. Le couple (B0,Bn) partitionne l’espace Ω. De plus, pour f ∈ L1 : E (f |B0) (x, y) =∫ 1
0 f(t, y)dt et E (f |Bn) (x, y) =
∫ 1
0 f(t, y +
x−t
n )dt. Donc, si f est continue, on peut appliquer le
the´ore`me de convergence domine´e, et on a la convergence simple : E (f |Bn) → E (f |B0) puis a`
nouveau par convergence domine´e la meˆme convergence en norme L1. Par densite´ de l’ensemble
des fonctions continues sur Ω dans L1, avec le the´ore`me de caracte´risation de la convergence
ponctuelle, on a Bn → B0. Cependant Bn ∨ B0 = F pour tout n, d’ou` la non-continuite´ de
l’ope´rateur de jointure, car Bn ∨ B0 ne converge pas vers B0.
The´ore`me III.20 (Cotter). σ est continue pour ρ en f ∈ V si et seulement si σ(f) = F .
On dira alors que f est d’information comple`te.
Preuve : cf. [34]. 2
Ces re´sultats sont donc a priori plutoˆt ne´gatifs, car on ne parvient pas a` caracte´riser la
convergence des tribus engendre´es lorsque la famille de v.a. sous-jacente ne converge pas vers
une v.a. d’information comple`te. Cependant, on trouve dans [8] le re´sultat suivant :
Proposition III.21 (Barty). Soit G ∈ F∗ et (fj)j∈N une famille dense de fonctions de
L1(Ω,F ,P). Alors la famille de fonctions (gj := E (fj |G))j∈N est dense dans L1(Ω,G,P), et en
posant ρF ,f et ρG,g les distances de Cotter associe´es, on a :
∀B1,B2 ∈ F∗, B1,B2 ⊂ G ⇒ ρF ,f (B1,B2) = ρG,g(B1,B2) .
Preuve : [8]. 2
De la proposition III.21 et de la proposition III.20, on de´duit le corollaire suivant :
Corollaire III.22 (Barty). Soit (hn) ∈ V une suite qui converge en probabilite´ vers h ∈ V.
Si pour tout n ∈ N, σ(hn) ⊂ σ(h), alors (σ(hn)) converge fortement vers σ(h).
Preuve : cf. [8]. 2
Ces dernie`res proprie´te´s de continuite´ pour la topologie de convergence forte en font donc une
candidate inte´ressante pour les discre´tisations. Le the´ore`me III.23 duˆ a` Barty ache`ve d’illustrer
l’inte´reˆt de cette topologie pour les proble`mes qui nous pre´occupent :
The´ore`me III.23 (Barty). Soit X un ensemble convexe ferme´ de Rp, Ξ un espace me´trique
de dimension finie, et ξ une variable ale´atoire a` valeurs dans Ξ. Soit j : U × Ξ → R une
inte´grande normale, telle qu’il existe h : Ξ→ R tel que d’une part E (|h(ξ)|) < +∞ et :
h(ξ) ≤ j(x, ξ) p.s. ∀x ∈ X .
Soit (Bn)n∈N une suite de sous-tribus de F , et B ∈ F∗∗, telles que Bn s→ B quand n → ∞ et
Bn ⊂ B pour tout n ∈ N. On de´finit alors :
V (P,B) = min
x:Ω→U , xB−mes
J(x) = E (j(x, ξ)) .
Si J est continue sur l’ensemble des v.a. mesurables munies de la convergence en probabilite´,
alors on a :
lim
n→∞ |V (P,Bn)− V (P,B)| = 0.
Preuve : cf. [8]. 2
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F∗∗/ ∼P= F∗,
Espaces de tribus F∗ ⊂ L(L1) := {T : L1 → L1 : T line´aire continu},
car (B ∈ F∗ 7→ E (·|B) ∈ L(L1)) est injectif.
Topologies convergence uniforme convergence forte
Travail Rogge ([85]) sur les ine´galite´s, Kudo ([64]) sur les P− lim
(
sup
inf
)
Boylan ([24]) sur les martingales. Cotter ([34, 35]).
Distances sur F∗ Boylan, d, Cotter, ρ.
Rogge, δ.
Proprie´te´s Densite´ des partitions finies dans F∗
Non. Oui.
Continuite´ de l’ope´rateur σ :
Non. En tout point d’information com-
ple`te.
Tab. 1. Re´sume´
III.3.2.4. Re´sume´. Le tableau 1 faisant office de survol des re´sultats cite´s dans les pages
pre´ce´dentes, je me contenterai ici de dire qu’a priori, chacune des deux distances pre´sente un
inte´reˆt. Typiquement, la distance de Boylan, peu efficace quant a` la continuite´ de l’ope´rateur σ
ou a` la densite´ des partitions finies, pre´sente malgre´ tout l’avantage d’avoir une valeur nume´rique
intrinse`que, je veux dire par la` intimement lie´e a` la probabilite´ utilise´e, sans coefficient arbitraire,
alors que la distance de Cotter, inte´ressante a` l’inverse pour la continuite´ de σ ou la densite´ des
partitions finies, ne saurait sans doute avoir un inte´reˆt quantitatif, puisque les coefficients en
2j pre´sents devant chacun des termes de la sommes sont arbitraires, puisque l’on ne doit meˆme
pas spe´cifier l’ordre dans lequel on prend les fonctions de la famille de´nombrable dense utilise´e.
Aussi la topologie la plus approprie´e pour la plus grande gamme de proble`mes se situe-t-elle sans
doute entre les deux topologies introduites ici. Une voie d’investigation future est sans doute
la recherche d’une nouvelle norme sur L(L1) que la norme uniforme utilise´e, afin de conside´rer
une nouvelle topologie un peu moins forte que la topologie uniforme, mais plus forte que notre
topologie forte.
III.3.3. Un premier re´sultat de stabilite´. Avec H. Heitsch et W. Ro¨misch (voir [57]),
nous avons conside´re´ le proble`me suivant :
v(ξ) =min
x
F (ξ,x) := E
(
T∑
t=1
〈bt(ξt),xt〉Rmt
)
∀1 ≤ t ≤ T, xt est σ(ξt)−mesurable,(III.17a)
xt ∈ Xt, p.s.(III.17b)
At,0xt +At,1(ξt)xt−1 = ht(ξt), p.s.,(III.17c)
avec pour tout t, ξt une variable ale´atoire a` valeurs dans R
d, xt une variable ale´atoire a` valeurs
dans Rmt , et donc Xt ⊂ Rmt , et At,0 (resp. At,1(ξt)) une matrice de Rmt (resp. Rmt−1) dans Rnt
et ht (resp. bt) une application de Rd dans Rnt (resp. Rmt). On suppose de plus que bt, ht, et
At,1 de´pendent line´airement de ξt. Finalement, en posant m =
∑T
t=1mt, on recherche le controˆle
x = (xt)1≤t≤T comme un e´le´ment de l’espace de Banach Lr
′
(Ω,Rm,P), avec r′ de´pendant du
proble`me et de l’inte´grabilite´ de ξ. On rappelle qu’on notera x ∈ X (ξ) pour tout e´le´ment x
ve´rifiant (III.17a)-(III.17b)–(III.17c). Dans ce cadre, nous avons montre´ :
The´ore`me III.24. Supposons que :
(i) ξ ∈ Lr(Ω,RdT ,P),
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(ii) x ∈ Lr′(Ω,Rm,P), avec :
r′ =


r
r−1 , si seuls les couˆts (bt) sont ale´atoires,
r , si seuls les seconds membres (ht) sont ale´atoires,
r = 2 , si seuls les couˆts et les seconds membres sont ale´atoires,
∞ , si toutes les matrices At,1 sont ale´atoires et r = T .
Alors, la fonction crite`re du proble`me (III.17) est bien de´finie.
(iii) Pour tout t ∈ {1, . . . , T}, Xt est un coˆne polyhe´dral ferme´ non vide, et il existe δ > 0 tels
que pour tout ξ˜ ∈ Lr(Ω,RdT ,P) tel que ‖ξ − ξ˜‖r ≤ δ, et tout t ∈ {1, . . . , T}, les ensembles
admissibles des controˆles sont non vides quelles que soient les de´cisions passe´es (relatively
complete recourse around ξ).
(iv) v(ξ) < +∞, et pour tout ² > 0, il existe B ⊂ Lr′(Ω,Rm,P) borne´, et δ > 0 tels que :
(III.18) ∀ξ˜ t.q. ‖ξ − ξ˜‖r ≤ δ, lα(F (ξ˜, ·)) :=
{
x˜ ∈ X (ξ˜) : F (ξ˜, x˜) ≤ v(ξ) + α
}
⊂ B.
Alors, il existe L,α, δ > 0 tels que :
(III.19) |v(ξ)− v(ξ˜)| ≤ L
(
‖ξ − ξ˜‖r +Df ((Ft), (F˜t))
)
,
pour tout ξ˜ ∈ Lr(Ω,RdT ,P) tel que ‖ξ− ξ˜‖r ≤ δ et v(ξ˜) fini. De plus, (Ft) (resp. (F˜t)) repre´sente
la filtration naturelle engendre´e par ξ (resp. ξ˜), et Dt est de´finie pour tout t ∈ {1, . . . , T} par :
(III.20)
Df ((Ft), (F˜t)) := sup
²∈(0,α]
inf
(x,x˜)∈lα(F (ξ˜,·))×lα(F (ξ,·))
T−1∑
t=2
max
(
‖xt − E (xt|Ft) ‖r′ , ‖xt − E
(
xt|F˜t
)
‖r′
)
.
Preuve : cf. [57], The´ore`me 2.1. 2
Ce re´sultat pre´sente le principal me´rite de mettre en lumie`re que la variation du couˆt optimal
v d’un proble`me du type (III.10) vu comme une fonction de l’ale´a, est borne´e par la somme d’un
terme du type distance des lois (i.e. ‖ξ˜ − ξ‖r) et d’un terme du type distance entre filtrations.
La de´monstration de ce re´sultat, de nature assez technique, et base´e sur principalement sur des
arguments de continuite´ et de se´lections mesurables provenant de l’ouvrage [84] n’est pas donne´e
ici pour une plus grande facilite´ de lecture. Le lecteur inte´resse´ pourra se re´fe´rer a` l’article [57]
pour y trouver tous les de´tails ne´cessaires.
III.3.4. Crite`res se´pare´s. Ne´anmoins, au vu du The´ore`me IV.14 de [8], il apparaˆıt pos-
sible de ge´ne´raliser le re´sultat pre´ce´dent (i.e. le The´ore`me III.24) au cas de crite`res F non-line´aires
en x. L’ide´e du chapitre IV de [8] est de pe´naliser la contrainte de mesurabilite´ du proble`me
(III.21) suivant :
v(B) := min
x
E (〈f(x), b(ξ)〉Rn)
s.c. x ∈ X, p.s.(III.21a)
x est B −mesurable,(III.21b)
avec ξ (resp. x) une variable ale´atoire a` valeurs dans Rd (resp. Rm), X un compact de Rm,
et B une sous-tribu de F sur Ω. f : Rm → Rn, et b : Rd → Rn sont telles que l’application
g : Rn×Rd → R de´finie par g(x, ξ) = 〈f(x), b(ξ)〉Rn est convexe en x pour tout ξ. Barty obtient
alors le re´sultat suivant :
Lemme III.25 (Barty). Posons gB : Rm × Ω→ R de´finie pour presque tout ω ∈ Ω par
∀x ∈ Rm, gB(x, ω) = 〈f(x),E (b(ξ)|B) (ω)〉Rn .
Le proble`me (III.21) admet la meˆme solution que le proble`me (III.22) :
min
x
E (gB(x))(III.22)
s.c. x ∈ X.
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Preuve : cf. [8], Lemme IV.13. 2
Ainsi, on a pu pe´naliser la contrainte de mesurabilite´ dans la fonction crite`re du proble`me
d’optimisation. A partir du lemme III.25, on peut obtenir le the´ore`me suivant :
The´ore`me III.26 (Barty). Supposons que :
(i) f est continue,
(ii) E (‖b(ξ)‖Rn) < +∞,
(iii) X est un compact de Rm.
Alors, la fonction ‖f(·)‖ atteint son supremum sur X, note´ M > 0, et on a pour toute tribu B′
sur Ω,
|v(B)− v(B′)| ≤ 3ME (‖E (b(ξ)|B)− E (b(ξ)|B′) ‖Rn) .
Preuve : cf. [8], The´ore`me IV.14. 2
Bien entendu, dans le cadre d’un proble`me stochastique dynamique du type (III.10), pe´na-
liser les contraintes de mesurabilite´ n’est pas aussi aise´, du fait principalement des contraintes
couplantes entre les pas de temps, donne´es par (III.10c). Nous nous plac¸ons ici dans le cadre du
proble`me stochastique dynamique suivant :
v(ξ) =min
x
F (ξ,x) := E
(
T∑
t=1
〈bt, ft(xt)〉Rpt
)
∀1 ≤ t ≤ T, xt est σ(ξt)−mesurable,(III.23a)
xt ∈ Xt, p.s.(III.23b)
At,0xt +At,1xt−1 = ht, p.s.,(III.23c)
avec pour tout t, ξt une variable ale´atoire a` valeurs dans R
d, xt une variable ale´atoire a` valeurs
dans Rmt , et donc Xt ⊂ Rmt , et At,0 (resp. At,1) une matrice de Rmt (resp. Rmt−1 dans Rnt
et ht (resp. bt) une variable ale´atoire a` valeurs dans Rnt (resp. Rpt). ft est une application de
Rmt dans Rpt . Finalement, en posant m =
∑T
t=1mt, et n =
∑T
t=1 nt, on recherche le controˆle
x = (xt)1≤t≤T comme un e´le´ment de l’espace de Banach Lr
′
(Ω,Rm,P).
Afin de pouvoir obtenir un re´sultat du type du the´ore`me III.26, on a recours a` la the´orie de
la dualite´ pour l’optimisation convexe3. Dans ce cas, en dualisant les contraintes (III.23c), on
forme le lagrangien L : Lr
′
(Ω,Rm,P)× Lr(Ω,Rn,P) du proble`me (III.23) qui s’e´crit :
L(x,λ) = E
(
T∑
t=1
〈bt, ft(xt)〉Rpt +
T∑
t=2
〈λt, At,0xt +At,1xt−1 − ht〉Rnt
)
.
Sous des hypothe`ses ade´quates assurant l’existence d’un point selle (ici, il s’agira de qualifier les
contraintes, autrement dit de faire une hypothe`se du type relatively complete recourse), on peut
de`s lors introduire le proble`me dual e´quivalent suivant :
max
λ∈Lr(Ω,Rn,P)
min
x∈Lr′ (Ω,Rm,P)
L(x,λ)(III.24)
s.c.∀1 ≤ t ≤ T, xt est σ(ξt)−mesurable,
xt ∈ Xt, p.s.
On peut alors faire le raisonnement suivant : a` λ fixe´, l’application L(·,λ) s’e´crit comme une
somme sur les pas de temps, bref, elle est de´composable en temps, tandis que les contraintes
n’ayant pas e´te´ dualise´es (i.e. (III.23a)–(III.23b)) sont de´compose´es elles aussi en temps. Bref, le
proble`me de minimisation (III.24) est totalement de´compose´ en temps. On peut donc appliquer
sur chaque proble`me temporel le the´ore`me III.26, ce qui donnerait un re´sultat de stabilite´.
Cependant, il est bien clair que le multiplicateur de Lagrange optimal λ∗ de´pend de ξ. Il faudra
3Les premiers usages de la dualite´ pour l’e´tude des proble`mes stochastiques convexes remontent aux ar-
ticles fondateurs [81, 82]. Ces articles travallaient cependant entre les espaces de Banach L1 et L∞. Nous nous
restreindrons ici au cas de Banach re´flexifs afin d’e´viter l’apparition de parties singulie`res dans les multiplicateurs.
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donc eˆtre prudent par rapport a` cette de´pendance.
On peut montrer le re´sultat ge´ne´ral de stabilite´ suivant, que l’on e´nonce pour plus de sim-
plicite´ dans le cas L2 :
The´ore`me III.27. Supposons que r = r′ = 2, et que pour tout t ∈ {1, . . . , T},
(i) ξt ∈ L2(Ω,Rd,P),
(ii) pour presque tout ω ∈ Ω, l’application x 7→ 〈bt(ω), ft(x)〉Rpt est convexe sur Rmt,
(iii) ft est diffe´rentiable et de gradient continu sur Xt,
(iv) E (‖bt‖Rpt ) < +∞
(v) Xt est compact, et il existe δ > 0 tel que pour tout ξ˜ ∈ L2(Ω,RdT ,P) tel que ‖ξ− ξ˜‖L2 ≤ δ,
et pour t ≥ 2, l’ensemble des controˆles admissibles pour la filtration engendre´e par ξ˜ est
non vide, quelles que soient les de´cisions passe´es.
Alors, il existe M > 0 tel que pour tout ξ˜ ∈ L2(Ω,RdT ,P) ve´rifiant ‖ξ˜− ξ‖L2 ≤ δ, il existe deux
applications λ, λ˜ ∈ L2(Ω,Rn,P) telles que :
|v(ξ)− v(ξ˜)| ≤M
T∑
t=1
E
(
‖E
(
bt|σ(ξ˜t)
)
− E (bt|σ(ξt)) ‖Rpt)
(III.25)
+M ′
T∑
t=1
max
(
E
(
‖λt − E
(
λt|σ(ξ˜t)
)
‖Rmt
)
,E
(
‖λ˜t − E
(
λ˜t|σ(ξt)
)
‖Rmt
))
+M ′
T−1∑
t=1
max
(
E
(
‖λt+1 − E
(
λt+1|σ(ξ˜t)
)
‖Rmt
)
,E
(
‖λ˜t+1 − E
(
λ˜t+1|σ(ξt)
)
‖Rmt
))
(III.26)
Preuve : Le lagrangien L s’e´crit sous la forme :
L(x,λ) =
T∑
t=1
E (〈bt, ft(xt)〉Rpt )
+
T∑
t=2
E
(〈A∗t,0λt,xt〉Rmt + 〈A∗t,1λt,xt−1〉Rmt−1 − 〈λt,ht〉Rnt ) ,
=E
(
T∑
t=1
〈bt, ft(xt)〉Rpt + 〈A∗t,0λt +A∗t+1,1λt+1,xt〉Rmt − 〈λt,ht〉Rnt
)
,
en posant A1,0 = 0 et AT+1,1 = 0. Ainsi, on peut introduire la fonction duale suivante :
V (ξ,λ) :=
T∑
t=1
−E (〈λt,ht〉Rnt )+min
xt
E
(〈bt, ft(xt)〉Rpt + 〈A∗t,0λt +A∗t+1,1λt+1,xt〉Rmt )(III.27)
∀1 ≤ t ≤ T, xt est σ(ξt)−mesurable,
xt ∈ Xt, p.s.
En utilisant le lemme III.25, pour tout λ, on a :
V (ξ,λ) =
T∑
t=1
−E (〈λt,ht〉Rnt )+min
xt
E
(〈E (bt|σ(ξt)) , ft(xt)〉Rpt + 〈E (A∗t,0λt +A∗t+1,1λt+1|σ(ξt)) ,xt〉Rmt )
(III.28)
xt ∈ Xt, p.s.
On utilise maintenant un argument de dualite´. En effet, la condition de recours relativement complet
autour de ξ assure la qualification des contraintes d’e´galite´ (cf. par exemple [7], Chapitre 3). Cette condi-
tion de qualification des contraintes assure donc l’existence d’un point-selle pour le proble`me conside´re´,
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d’ou` l’e´galite´ suivante entre le proble`me primal et le proble`me dual :
v(ξ) =max
λ
min
x
E
(
T∑
t=1
−〈λt,ht〉Rnt + 〈E
(
bt|σ(ξt)
)
, ft(xt)〉Rpt + 〈〈E
(
A∗t,0λt +A
∗
t+1,1λt+1|σ(ξt)
)
,xt〉Rmt
)(III.29)
s.c. λ ∈ L2(Ω,Rn,P), x ∈ L2(Ω,Rm,P)
∀t ∈ {1, . . . , T}, xt ∈ Xt p.s.
On notera alors
Fξ(x,λ) := E
(
T∑
t=1
−〈λt,ht〉Rnt + 〈E
(
bt|σ(ξt)
)
, ft(xt)〉Rpt + 〈E
(
A∗t,0λt +A
∗
t+1,1λt+1|σ(ξt)
)
,xt〉Rmt
)
.
Pour tout ξ ∈ L2(Ω,RdT ,P), on notera (x∗ξ,λ∗ξ) le point-selle du proble`me (III.29), dont on a montre´
qu’il existe.
On se donne maintenant ξ˜ ∈ L2(Ω,RdT ,P) dans un voisinage de rayon δ de ξ. Les ine´galite´s de
point-selle e´crites a` l’optimum donnent :
(III.30) |v(ξ)− v(ξ˜)| ≤ max
(
|Fξ(x∗ξ˜,λ∗ξ)− Fξ˜(x∗ξ˜,λ∗ξ)|, |Fξ(x∗ξ,λ∗ξ˜)− Fξ˜(x∗ξ,λ∗ξ˜)|
)
.
En injectant dans (III.30) toutes ces valeurs, et appliquant l’ine´galite´ de Cauchy-Schwartz, on obtient, en
notant Mt > 0 le supremum sur Xt de l’application (x 7→ ‖f(·)‖Rpt + ‖ · ‖Rmt ), et M :=
∑T
t=1Mt :
|v(ξ)− v(ξ˜)| ≤M
T∑
t=1
E
(
‖E
(
bt|σ(ξ˜t)
)
− E (bt|σ(ξt)) ‖Rpt)
+M max
(
E
(
T∑
t=1
‖A∗t,0(λ∗ξ,t − E
(
λ∗ξ,t|σ(ξ˜t)
)
) +A∗t+1,1(λ
∗
ξ,t+1 − E
(
λ∗ξ,t+1|σ(ξ˜t)
)
)‖Rmt
)
,
E
(
T∑
t=1
‖A∗t,0(λ∗ξ˜,t − E
(
λ∗
ξ˜,t
|σ(ξt)
)
) +A∗t+1,1(λ
∗
ξ˜,t+1
− E
(
λ∗
ξ˜,t+1
|σ(ξt)
)
)‖Rmt
))
(III.31)
Finalement, il existe donc une constante M ′ lie´e aux ope´rateurs A telle que :
|v(ξ)− v(ξ˜)| ≤M
T∑
t=1
E
(
‖E
(
bt|σ(ξ˜t)
)
− E (bt|σ(ξt)) ‖Rpt)
+M ′
T∑
t=1
max
(
E
(
‖λ∗ξ,t − E
(
λ∗ξ,t|σ(ξ˜t)
)
‖Rmt
)
,E
(
‖λ∗
ξ˜,t
− E
(
λ∗
ξ˜,t
|σ(ξt)
)
‖Rmt
))
+M ′
T−1∑
t=1
max
(
E
(
‖λ∗ξ,t+1 − E
(
λ∗ξ,t+1|σ(ξ˜t)
)
‖Rmt
)
,E
(
‖λ∗
ξ˜,t+1
− E
(
λ∗
ξ˜,t+1
|σ(ξt)
)
‖Rmt
))
,(III.32)
ce qui donne le re´sultat recherche´. 2
Remarque III.28. Le terme de droite de l’e´quation (III.26) tend vers 0 lorsque la filtration
engendre´e par (ξ˜
t
) converge au sens fort vers la filtration engendre´e par (ξt).
III.4. Perspectives
Dans la continuite´ des travaux re´alise´s notamment par [8, 86, 73, 51, 71], nous avons montre´
dans ce chapitre la ne´cessite´ de tenir compte de la distance entre les quantite´s d’information
pour la stabilite´ des proble`mes stochastiques en boucle ferme´e. Puis, dans le cadre particulier des
crite`res se´pare´s ou line´aires, avec contraintes d’e´galite´ line´aires, nous avons donne´ deux re´sultats
de stabilite´ nouveaux qui illustrent cette ne´cessite´ de tenir compte des filtrations engendre´es.
Il apparaˆıt assez difficile d’obtenir des re´sultats plus pre´cis dans le cadre de crite`res non
se´pare´s. D’autre part, il ne faut pas attendre, comme la sous-section sur les distances entre
tribus et filtrations le montre, d’information quantitative de tels re´sultats de stabilite´. La seule
information valable qu’ils fournissent est de nature qualitative. Cela nous conduit a` donner le
cadre dans lequel ces re´sultats doivent eˆtre conside´re´s : comme e´voque´ dans la section sur la
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distance de Fortet-Mourier, l’important est in fine de proposer des sche´mas de discre´tisation
convergents pour les proble`mes stochastiques a` plusieurs pas de temps. Les re´sultats de stabilite´
donne´s ici peuvent eˆtre utilise´s a` cette fin : a` partir d’une suite de processus (ξnt ) discre´tisant
un proble`me du type (III.17) ou (III.23), si l’on montre que pour tout t ∈ {1, . . . , T},
E
(‖E (bt|σ(ξn1 , . . . , ξnt ))− E (bt|σ(ξt)) ‖Rpt) −→ 0, quand n→∞,
on sera assure´ d’avoir la convergence des couˆts approche´s vers le couˆt ve´ritable4. Il reste ce-
pendant un travail important a` fournir pour proposer de tels sche´mas de discre´tisation. C’est
pre´cise´ment l’objet des recherches actuelles de W. Ro¨misch et H. Heitsch (voir [56]) visant a`
re´utiliser dans le nouveau cadre de stabilite´ de´crit par le the´ore`me III.24, les re´sultats qu’ils
avaient obtenus sur la distance de Fortet-Mourier et la construction d’arbres de sce´narios (par
exemple [55]).
4Par exemple, la me´thode de quantification propose´e par [8] remplit cette condition.
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CHAPITRE IV
Algorithmes stochastiques et boucle ferme´e
Remarque IV.1. Le travail pre´sente´ dans ce chapitre est pour l’essentiel le fruit d’une
collaboration avec Kengy Barty, alors post-doctorant chez EdF R&D, et Jean-Se´bastien Roy,
alors inge´nieur-chercheur chez EdF R&D, et doctorant a` l’universite´ de Paris 6. Le travail
pre´sente´ ici a e´te´ fait entre novembre 2004 et juin 2005, et a fait l’objet de trois articles :
Closed-Loop Stochastic Gradient publie´ sur le site speps, et soumis a` Mathematical Program-
ming en juin 2005, Temporal Difference Learning for pricing American style options, accessible
sur le site http ://www.optimization-online.org et soumis a` IEEE Transactions on Automatic
Control en juin 2005, et Hilbert valued Perturbed Gradient Algorithms, accessible sur le site
http ://www.optimization-online.org et soumis a` Mathematics of Operations Research en janvier
2006.
IV.1. Re´sume´
Pour entreprendre nume´riquement la re´solution de proble`mes en boucle ferme´e du type (I.4),
il est courant de commencer par discre´tiser les variables ale´atoires affectant le proble`me, puis
de re´soudre le proble`me de´terministe re´sultant, c’est dans cette optique qu’ont e´te´ de´veloppe´s
les travaux [25, 26], puis [8] sur la quantification de l’information, ceux de [70] sur une autre
quantification des variables, ou encore tous ceux de´signe´s par l’expression stochastic program-
ming qui de´butent par une construction d’arbre d’ale´a (voir par exemple le handbook [91]). Un
autre type d’approche, de´rive´ du contexte de la programmation dynamique stochastique (dont
les fondements remontent a` l’ouvrage [13]), est l’utilisation d’un parame´trage a priori du controˆle
(resp. de la fonction de Bellman) sous la forme d’une combinaison line´aire de fonctions pre´de´ter-
mine´es. On trouve la de´clinaison de cette approche dans le cas de la programmation dynamique
notamment dans le livre [19], ou encore dans [39]. On appellera cette seconde approche re`gles
de de´cision line´aires.
Outre les proble`mes de stabilite´ releve´s dans le chapitre III, les approches discre´tisant l’ale´a com-
portent d’autres faiblesses, notamment en terme de re´interpre´tation : que faire avec le controˆle
trouve´ sur la structure discre´tise´e, hormis une interpolation certes naturelle mais plus difficile-
ment justifiable ? comment l’e´tendre a` l’espace d’ale´a tout entier ? quelle garantie d’optimalite´ a
ce prolongement ? L’approche par re`gles de de´cision line´aires, quant a` elle, comporte beaucoup
d’avantages, notamment, elle e´vite l’e´tape risque´e d’un prolongement d’une solution discre`te. En
revanche, elle perd d’emble´e toute optimalite´ globale : l’ensemble de fonctions e´tant fixe´, on ne
peut pre´tendre a` l’optimum que dans l’espace vectoriel engendre´ par ces fonctions. Si l’optimum
ve´ritable du proble`me initial est a` l’exte´rieur, il est de´finitvement hors d’atteinte dans cette
formulation.
Le pre´sent chapitre se veut eˆtre une alternative au dilemme pre´sente´ avant entre arbres d’ale´as
et re`gles de de´cision line´aires. En effet, nous pre´sentons ici une nouvelle approche essentiellement
non-parame´trique, qui permet d’approcher l’optimum global sans jamais avoir discre´tise´ a priori
l’espace d’ale´a ni avoir pre´de´termine´ une base de fonctions dont on resterait prisonnier. La me´-
thode propose´e est d’essence variationnelle et non-parame´trique, et provient de la conjonction
des ide´es d’approximation fonctionnelle et de gradient stochastique.
Ce chapitre est construit comme suit : dans un premier temps, nous introduisons dans la sec-
tion IV.2 notre algorithme a` l’aide de remarques na¨ıves sur le proble`me (I.4), en e´crivant un
algorithme de gradient dans l’espace fonctionnel des controˆles. Ensuite, nous montrons dans la
section IV.3 la convergence de notre algorithme vers la solution du proble`me (I.4), prouvons un
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re´sultat de grande de´viation, et donnons son utilite´ et originalite´, puis quelques exemples nume´-
riques. Puis, nous proposons dans la section IV.4 un cadre the´orique plus ge´ne´ral dans lequel
rentre notre algorithme : les algorithmes de gradient perturbe´ a` valeurs dans un espace de Hil-
bert. Dans ce cadre, nous donnons des the´ore`mes de convergence pour la re´solution de proble`mes
de minimisation et de proble`mes de point-selle a` l’aide d’algorithmes de gradient perturbe´, et
nous donnons quelques exemples d’application de cette the´orie, notamment pour la preuve de
convergence d’algorithmes d’estimation de densite´ en statistique. Enfin, en section IV.5, nous
montrons les similitudes et les diffe´rences de notre me´thode avec notamment les me´thodes de
re`gles de de´cision line´aires et les me´thodes d’espaces de noyaux reproduisants.
IV.2. Introduction
Les algorithmes stochastiques, introduits pour la premie`re fois avec l’article fondateur [77],
sont destine´s a` rechercher les ze´ros d’une fonction satisfaisant un certain nombre de proprie´te´s
et s’exprimant comme une espe´rance. Leur principale force est de n’utiliser ite´rativement que
des re´alisations des variables ale´atoires sous-jacentes pour calculer ce ze´ro. Ainsi, les algorithmes
stochastiques combinent avec succe`s les ide´es de Monte-Carlo (estimation d’espe´rance) et
d’algorithmes de descente ou de point fixe (recherche du ze´ro d’une application monotone).
Traditionnellement, la the´orie abondante sur ces algorithmes a e´te´ e´tablie en dimension finie,
pour la raison principale que nombre d’applications e´taient purement finies dimensionnelles
(voir le livre [46] pour un expose´ ge´ne´ral dans sa premie`re partie, et pour quelques applications
dans les parties suivantes). Une adaptation naturelle de ces algorithmes finis dimensionnels a`
l’optimisation stochastique a e´te´ faite dans le cadre des proble`mes en boucle ouverte. C’est ce
qu’on a appele´ les techniques de gradient stochastique (cf. [72], ou [67]), ou de pseudogradient
(cf. [50] ou [49]). Une the´orie en dimension infinie dans le cadre hilbertien a e´galement e´te´
re´alise´e a` travers les travaux de [74, 75] pour l’approximation stochastique ge´ne´rale, ou de
[59, 32] pour l’application a` l’optimisation convexe.
Cependant, dans le cadre des proble`mes d’optimisation stochastique en boucle ferme´e, il
n’est pas clair du tout que ce type d’approximations puisse eˆtre utilise´. Nous avons commence´
par tenter d’e´crire ce que signifierait dans ce contexte un algorithme de gradient stochastique.
Puis, guide´s par ces tentatives intuitives de ge´ne´ralisation, nous avons pu mettre en place un
cadre ge´ne´ral d’algorithmes stochastiques fonctionnels, permettant la re´solution de proble`mes
d’optimisation stochastique en boucle ferme´e, et de proble`mes de points-fixes fonctionnels.
Enfin, dans le souci de disposer d’outils ge´ne´raux et puissants pour les preuves de convergence
de ces algorithmes, nous avons montre´ des the´ore`mes de convergence pour des algorithmes de
gradient perturbe´ dans un espace de Hilbert.
Il est important de mettre au clair ici une distinction essentielle pour les proble`mes d’opti-
misation stochastique. Dans la typologie des proble`mes pre´sente´e au chapitre I, on insiste sur la
diffe´rence entre proble`mes en boucle ouverte et proble`mes en boucle ferme´e. Ge´ne´ralement dans
un proble`me en boucle ouverte, la variable de commande est un objet de dimension finie, mais
pourrait sans perturber la classification eˆtre de dimension infinie, ce qui conduirait certes a` des
proble`mes nume´riques mais resterait the´oriquement traitable. Cependant dans les proble`mes en
boucle ferme´e, la variable de commande est naturellement recherche´e comme une fonction, et
donc comme un objet de dimension infinie, ce qui justifie l’inte´reˆt apporte´ dans ce chapitre en
section IV.4 a` la ge´ne´ralisation en dimension infinie de re´sultats existant traditionnellement en
dimension finie.
IV.2.1. Ecriture na¨ıve. Afin de donner l’intuition de ce qui va suivre, nous allons
e´crire dans cette sous-section le cheminement qui nous a conduits a` introduire les algorithmes
stochastiques fonctionnels. Les mathe´matiques ne seront donc pas toujours d’une extreˆme
rigueur, mais le but est seulement pour l’instant de faire comprendre les enjeux et les possibilite´s
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de notre formulation.
Conside´rons le proble`me en boucle ferme´e usuel (I.4), qui pour me´moire s’e´crit comme suit :
min
u∈Uf
J(u) := E (j(u(ξ), ξ)) .
On supposera ici que Ξ = Rm, que ξ est une variable ale´atoire de loi µ a` valeur dans Ξ et que
Uf = {u : Ξ→ Rp : u(ξ) est B −mesurable, et ∀ξ ∈ Ξ, u(ξ) ∈ KU} ∩ L2(Ξ,Rp, µ),
avec KU un compact de Rp, et B une sous-tribu de la tribu F correspondant a` l’espace de
probabilite´ sous-jacent (Ω,F ,P). On se retrouve donc dans un contexte hilbertien. Calculons le
gradient de J . Par de´finition de la de´rive´e directionnelle, on a pour tous u, h ∈ L2(Ξ,Rp, µ) et
tout t ∈ R,
J(u+ th) =E (j(u(ξ) + th(ξ), ξ)) ,
=E (〈∇uj(u(ξ), ξ), th(ξ)〉Rp) + J(u) +O(t2),
=J(u) + t〈∇uj(u(·), ·), h(·)〉+O(t2).
On obtient donc le gradient de J , qui est lui-meˆme un e´le´ment de L2(Ξ,Rp, µ) :
∀u ∈ L2(Ξ,Rp, µ), ∇J(u)(·) = ∇uj(u(·), ·).
A priori, le gradient n’e´tant pas une espe´rance, il n’y a aucune raison d’appliquer un algorithme
de gradient stochastique. En revanche, il est toujours loisible sinon pratiquement utile d’e´crire
un algorithme de gradient projete´ pour re´soudre ce proble`me. On choisit u0 ∈ L2(Ξ,Rp, µ)
arbitrairement, puis on met a` jour suivant la formule :
(IV.1) uk+1(·) = ΠUf
(
uk − γk∇J(uk)
)
(·).
On peut de´ja` noter ici que s’il n’y avait pas de projection a` effectuer, on pourrait de´rouler
l’algorithme (IV.1) pour tout ξ ∈ Ξ, et calculer ainsi le controˆle optimal point par point dans
tous les points d’inte´reˆt. Ne´anmoins, il est clair que c’est la projection (en me´langeant les ξ ∈ Ξ)
qui rend l’algorithme (IV.1) impossible a` effectuer.
Dans le cas non-contraint, le proble`me se re´e´crit simplement comme trouver l’application u∗ qui
annule le gradient en tout ξ ∈ Ξ, tandis que dans le cas contraint, le proble`me se re´e´crit comme
trouver l’application u∗ ∈ Uf qui est telle que :
(IV.2) ∀u ∈ Uf , 〈∇J(u∗), u− u∗〉 ≥ 0,
ce qui rame`ne une espe´rance dans la formulation a` travers le produit scalaire.
Ne´anmoins, on peut toujours artificiellement introduire une espe´rance dans l’expression du
gradient : en notant pour tout ξ ∈ Ξ, δξ la masse de Dirac en ξ, on obtient :
∀u ∈ L2(Ξ,Rp, µ), ∇J(u)(·) = E (∇uj(u(ξ), ξ)δξ(·)) ,
ce qui de`s lors donne l’ide´e d’un algorithme de gradient stochastique s’e´crivant :
Soit ξk+1 inde´pendante de (ξ1, . . . , ξk), et re´partie selon µ,
∀ξ ∈ Ξ, uk+1(ξ) = ΠUf
(
uk − γk∇J(uk)(ξk+1)δξk+1
)
(ξ)(IV.3)
Bien entendu, si la loi µ est continue sur Ξ, cet algorithme est comple`tement inope´rant, et meˆme
faux, car une somme de´nombrable de masses de Dirac reste toujours presque partout nulle... ou
plus simplement, on a pour presque tout ξ ∈ Ξ,
uk(ξ)− ρk∇J(uk)(ξk+1)δξk+1(ξ) = uk(ξ), p.s.
Remarque IV.2 (Loi atomique). En revanche, de`s que la loi µ est atomique, l’algorithme
que nous avons e´crit peut converger vers la solution, qui est elle-meˆme finie-dimensionnelle, et la
masse de Dirac est formellement remplace´e par la fonction indicatrice. En effet, le controˆle est
alors recherche´ naturellement comme un vecteur correspondant au controˆle pour chaque atome
de µ, et notre algorithme s’interpre´te comme un algorithme de gradient chaotique sur ce vecteur.
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Remarque IV.3 (Suite infinie de variables ale´atoires). On a conside´re´ dans l’algorithme
(IV.3), et ce sera e´galement le cas dans le reste de ce chapitre, une suite infinie de variables
ale´atoires i.i.d. (ξk). On peut se poser la question de l’existence d’une telle suite sur notre espace
de probabilite´ (Ω,F ,P). Une telle suite n’existe que si l’espace de probabilite´ est suffisamment
riche. En d’autres termes, si l’on dispose d’un espace de probabilite´ primitif (E,FE ,PE) sur
lequel vivrait ξ, on peut alors construire (Ω,F ,P) = (EN,F⊗NE ,P⊗NE ), qui sera suffisamment gros
pour supporter des suites infinies comme celles que nous regarderons.
IV.2.2. Ide´e fondamentale et enjeux. C’est a` ce niveau intuitif qu’est apparue l’ide´e
fondamentale pour tout ce qui va suivre de mollification (voir par exemple [49]) : dans le cas d’une
loi µ continue, si la masse de Dirac n’est pas dans L2(Ξ,Rp, µ), on peut du moins l’approcher
fonctionnellement autant qu’on le souhaite a` l’aide d’une suite de fonctions dans L2(Ξ,Rp, µ)
(cf. Figure 1). L’ide´e est donc de combiner les tirages ξk+1 avec des fonctions tendant dans un
certain sens vers la masse de Dirac.
Fig. 1. Approximations de la masse de Dirac en 0
Dit autrement, on peut imaginer que si le controˆle recherche´ est suffisamment re´gulier, le
de´former localement entraˆıne une de´formation du voisinage. Toute la suite de ce chapitre est un
de´veloppement et une formalisation de cette ide´e initiale de de´formation dans un voisinage. En
effet, nombre de questions se posent encore a` ce stade, outre la convergence de tels sche´mas :
sortira-t-on de l’obstacle d’imple´mentabilite´ souleve´ par l’algorithme (IV.1), que choisir pour
ces voisinages, quelles hypothe`ses faire pour obtenir la convergence, etc. De plus, les algorithmes
stochastiques reposent sur l’ide´e que des tirages successifs peuvent suffire, alors que nous avons
vu dans le chapitre III qu’une approximation ponctuelle de la solution pouvait mener dans le
cadre des proble`mes en boucle ferme´e a` des solutions totalement fausses : il semble donc difficile
a priori d’utiliser des informations locales pour obtenir une convergence globale. C’est a` ce type
de questions que les sections suivantes se proposent de re´pondre.
Bien entendu, les enjeux de telles questions sont importants. En effet, obtenir des algorithmes
de nature variationnelle pour les proble`mes en boucle ferme´e est extreˆmement important du point
de vue par exemple des the´ories de de´composition de tels proble`mes, comme cela sera souligne´
dans le chapitre V. De plus, utiliser plus habilement l’ale´a sous-jacent du proble`me, au lieu de
s’en de´barasser au plus vite par une quelconque discre´tisation est sans doute plus efficace. Enfin,
trouver une me´thode qui par nature donnerait un controˆle bien de´fini sur tout l’espace d’ale´a et
e´viterait ainsi une couˆteuse phase d’extrapolation serait une avance´e significative.
IV.3. Re´solution de proble`mes stochastiques en boucle ferme´e
IV.3.1. Remarques pre´liminaires. On s’inte´resse ici a` la re´solution nume´rique du
proble`me (I.1). Comme il a e´te´ dit dans la section pre´ce´dente, on prend j : Rp × Ξ → R, avec
Ξ = Rm, telle que j soit une inte´grande normale (cf. De´finition A.23). On conside`re µ une
probabilite´ sur Ξ absolument continue par rapport a` la mesure de Lebesgue sur Rm, c’est a`
dire telle qu’il existe une densite´ par rapport a` la mesure de Lebesgue. On note ξ une variable
ale´atoire a` valeurs dans Ξ et de loi µ.
Sous cette hypothe`se, on introduit l’espace L2(Ξ,Rp, µ) des applications u : Ξ → Rp de carre´
inte´grable, i.e., telles que E
(‖u(ξ)‖2
Rp
)
< +∞. L2(Ξ,Rp, µ) est alors de´fini comme l’espace
quotient de L2(Ξ,Rp, µ) par rapport a` la relation d’e´quivalence µ-ne´gligeable. C’est un espace
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de Hilbert et on notera 〈u, v〉 := E (〈u(ξ), v(ξ)〉Rp) son produit scalaire, et ‖ · ‖ :=
√〈·, ·〉 sa
norme.
On conside`re alors Uf comme e´tant un sous-ensemble de L2(Ξ,Rp, µ). Pratiquement, Uf sera
un convexe ferme´, obtenu la plupart du temps comme l’intersection d’un sous-espace vectoriel
et d’un convexe. On notera ge´ne´riquement ΠUf : L
2(Ξ,Rp, µ) → Uf la projection sur Uf (cf.
Proposition A.4).
On s’inte´resse de`s lors au proble`me :
(IV.4) min
u∈Uf
J(u) = E (j(u(ξ), ξ)) .
A supposer que j soit convexe par rapport a` sa premie`re composante (on notera alors ∇uj un
e´le´ment du sous-diffe´rentiel ∂uj), on peut calculer un sous-gradient ∇J de J comme e´tant :
∀u ∈ L2(Ξ,Rp, µ), ∇J(u)(·) = ∇uj(u(·), ·) ∈ L2(Ξ,Rp, µ).
L’ale´a du proble`me (I.1) n’est donc plus pre´sent dans le gradient du crite`re qu’a` travers la
relation de µ-e´quivalence, c’est a` dire a` travers le support du gradient. Dans le cadre d’une
caracte´risation de l’optimalite´ d’un e´le´ment u∗ ∈ Uf , comme l’e´quation (IV.2), l’ale´a apparaˆıt
donc e´ventuellement a` deux endroits :
– a` travers le support de µ,
– a` travers l’ensemble admissible Uf .
Ainsi, lorsque l’ensemble admissible Uf sera de´fini par exemple par des contraintes ponctuelles
(du type θ(u(ξ), ξ) = 0 pour µ-presque tout ξ, ou a` l’image de l’ensemble Uponct de´fini dans le
chapitre I), seul le support de µ interviendra dans la de´finition de la commande optimale u∗,
tandis que la loi comple`te µ interviendra dans le couˆt. Il convient donc dans la suite de faire
attention a` l’objet d’inte´reˆt : dans bien des cas, si seule la commande pre´sente un inte´reˆt, il
sera possible d’ignorer la loi de ξ, pour peu que l’on connaisse son support, et d’obtenir tout de
meˆme la commande optimale pour (IV.4).
Ce qui nous pre´occupe ici est de trouver un algorithme de descente pour re´soudre le proble`me
(IV.4), qui soit imple´mentable et qui converge vers la solution du proble`me. En effet, le proble`me
e´tant naturellement pose´ dans l’espace fonctionnel L2(Ξ,Rp, µ), un algorithme de descente usuel
du type (IV.1) ou meˆme utilisant plus astucieusement l’ale´a a` l’image de l’algorithme (IV.3),
respectivement convergera sans eˆtre imple´mentable de`s lors que l’ensemble admissible n’est pas
l’espace de Hilbert tout entier, ou sera imple´mentable sans converger...
Sur la base de la the´orie de l’approximation fonctionnelle, nous proposons donc ici l’algorithme
suivant :
Algorithme IV.4. E´tape k :
– Soit ξk+1 inde´pendante des v.a. passe´es, et re´partie selon la loi µ,
– Mettre a` jour :
Soit rk(·) ∈ ∂J(uk)(·),
uk+1(·) = ΠUf
(
uk(·)− ρk²krk(ξk+1) 1
²k
Kk(ξk+1, ·)
)
,
avec pour tout k ∈ N, Kk : Ξ× Ξ→ R une application borne´e, et ²k > 0.
On peut remarquer, comme les notations le mettent en lumie`re, qu’a` l’ite´ration k, le controˆle
uk(·) est doublement fonctionnel : d’une part, c’est un e´le´ment de L2(Ξ,Rp, µ), ce que souligne
le ”·” dans la notation, et d’autre part c’est une variable ale´atoire sur ω a` travers les variables
ale´atoires (ξl)1≤l≤k+1 qui le de´finissent ite´rativement, d’ou` la notation en gras de ce controˆle.
Quelques remarques s’imposent imme´diatement :
– L’algorithme IV.4, de par la pre´sence de variables ale´atoires i.i.d., est par essence un
algorithme stochastique. Dans l’e´tude des algorithmes stochastiques, on conside`re classi-
quement la filtration (Fk) associe´e au processus (ξk). On regarde ensuite les espe´rances
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conditionnelles des directions de descente successives par rapport a` cette filtration. Usuel-
lement, ces espe´rances conditionnelles sont les directions de descente the´oriques, et l’on en
de´duit l’existence d’une martingale sous-jacente (la diffe´rence des termes pre´ce´dents forme
un incre´ment de martingale). C’est sur la base de cette martingale que l’on montre alors
la convergence de l’algorithme. Ici, on a
E
(
rk(ξk+1)
1
²k
Kk(ξk+1, ·)
∣∣∣∣Fk
)
=E
(
rk(ξ)
1
²k
Kk(ξ, ·)
∣∣∣∣uk
)
,
6=∇uj(uk(·), ·).
Ces e´galite´s sont bien entendu a` prendre presque suˆrement, comme e´galite´s entre variables
ale´atoires. Ainsi, nos directions de descente successives ne forment pas des approxima-
tions non-biaise´es de la ve´ritable direction de descente, ce qui va ne´cessiter des conditions
supple´mentaires pour obtenir la convergence de l’algorithme.
– Par rapport a` l’algorithme intuitif (IV.3), le terme 1
²k
Kk(ξk+1, ·) est donc venu en lieu et
place de la masse de Dirac δξk+1(·). Par analogie avec la the´orie de l’estimation fonction-
nelle, on appellera donc dans la suite les applications Kk des noyaux.
– Si chaque noyau Kk est connu par un nombre fini de parame`tres (par exemple, si l’on
prend Kk un noyau gaussien, de´termine´ entie`rement par sa moyenne et sa variance),
l’algorithme IV.4, tout en restant en dimension infinie, ne ne´cessite de me´moriser qu’un
nombre fini de parame`tres : a` l’e´tape k, le controˆle uk est connu comme une somme
(intercale´e e´ventuellement de projections) de noyaux, et chacun de ces noyaux est connu
par un nombre fini de parame`tres.
– Il reste encore a` re´soudre la question de l’imple´mentabilite´, notamment en raison de la
pre´sence de la projection sur Uf dans l’algorithme IV.4.
IV.3.2. Re´sultat de convergence. Nous allons donner ici un re´sultat ge´ne´ral de conver-
gence de l’algorithme IV.4, recouvrant les cas d’ensemble admissible e´gal a` un espace vectoriel
ou tout simplement e´gal a` un convexe ferme´.
The´ore`me IV.5. (1) Supposons que pour µ-presque tout ξ ∈ Rm, u 7→ j(u, ξ) est
convexe, coercive, semi continue infe´rieurement, et a` valeurs re´elles. J est alors convexe
et semi continue infe´rieurement, et pour tout u ∈ Uf , ∂J(u) 6= ∅. Supposons de plus
que j est une inte´grande normale sur Uf qui est un sous-ensemble convexe ferme´ de
L2(Rm,Rp, µ). Alors le proble`me (IV.4) admet un ensemble de solutions note´ S.
(2) En posant (Fk) la filtration de´finie pour tout k ∈ N par Fk = σ(u0, ξ1 . . . , ξk), alors
l’algorithme IV.4 construit deux suites (uk) et (rk) adapte´es a` (Fk).
(3) Supposons que j est a` sous-gradient en u line´airement borne´, i.e. il existe deux re´els
c, d > 0, tels que pour tout u ∈ Rp,
(IV.5) ∀ξ ∈ Rm, ∀v ∈ ∂uj(u, ξ), ‖v‖Rp ≤ c‖u‖Rp + d,
(4) Supposons qu’il existe deux re´els b1, b2 > 0 tels que :
∀k ∈ N,
∥∥∥∥rk − E
(
rk(ξ)
1
²k
Kk(ξ, ·)
∣∣∣∣Fk
)∥∥∥∥ ≤b1(²k)1/m (1 + ‖rk‖) ,(IV.6a)
∀x ∈ Rm, E
(
(
1
²k
Kk(x, ξ))2
)
≤b2
²k
,(IV.6b)
Si Uf est un convexe ferme´ qui n’est pas un sous-espace vectoriel, supposons qu’il existe
une application g : R→ R continue ou borne´e, telle que pour tout k ∈ N,
(IV.6c) E
(∥∥∥∥rk − rk(ξk+1) 1²kKk(ξk+1, ·)
∥∥∥∥
∣∣∣∣Fk
)
≤ g(‖rk‖)
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(5) Supposons que les suites (²k) et (ρk) soient telles que :
(IV.7) ²k, ρk > 0,
∑
k∈N
²kρk = +∞,
∑
k∈N
ρk(²k)1+
1
m < +∞,
∑
k∈N
(ρk)2²k < +∞.
(6) Alors la suite (uk) ge´ne´re´e par l’algorithme IV.4 est telle que :
lim
k→∞
J(uk) = J(u∗), presque suˆrement,
avec u∗ ∈ U∗. De plus, tout point d’accumulation de (uk) dans la topologie faible de
L2(Rm,Rp, µ) est dans S.
(7) En outre, si j est fortement convexe (en u) de module B > 0, alors S se re´duit a` un
singleton, et (uk) converge presque suˆrement dans L2(Rm,Rp, µ) vers l’unique solution
de (IV.4).
Preuve : La preuve suit le sche´ma introduit par Culioli dans sa the`se [36], et repris dans [32]. Le
sche´ma est le suivant :
– Choisir une fonction de Lyapunov traduisant la convergence de l’algorithme par sa de´croissance ;
– Majorer la variation de cette fonction de Lyapunov le long des ite´rations de l’algorithme ;
– Graˆce a` cette majoration et un argument de quasi-martingale, montrer la bornitude des ite´re´s de
l’algorithme ;
– Achever par des lemmes usuels de montrer la convergence des couˆts et des argmins.
Notons u∗ un e´le´ment de S. On de´finit alors une fonction de Lyapunov Λ : L2(Rm,Rp, µ)→ R par :
∀u ∈ L2(Rm,Rp, µ), Λ(u) := 1
2
‖u− u∗‖2.
On va maintenant e´tudier la variation de cette fonction de Lyapunov le long des ite´rations, et de la`
de´duire la convergence de l’algorithme. Soit k ∈ N. En posant
δk+1 := Λ(uk+1)− Λ(uk) =1
2
‖uk+1 − u∗‖2 − 1
2
‖uk − u∗‖2,
=
1
2
‖uk+1 − uk‖2 + 〈uk+1 − uk,uk − u∗〉,
on obtient cela par le the´ore`me de Pythagore. De par la proprie´te´ de contraction de la projection, on
obtient par de´finition de uk+1 :
‖uk+1 − uk‖ ≤ ρk‖r(ξk+1)Kk(ξk+1, ·)‖.
Soient Gk(·, ·) = 1
²k
Kk(·, ·), et fk(·) = ²krk(ξk+1)Gk(ξk+1, ·). On e´tudie 〈uk+1 − uk,uk − u∗〉. Pour
simplifier les notations, on e´crira Π la projection sur Uf . On distingue alors deux cas :
– Si Uf est un sous-espace vectoriel, Π est line´aire et auto-adjoint. On obtient donc :
〈uk+1 − uk,uk − u∗〉 =〈Π
(
uk − ρkfk
)
− uk,uk − u∗〉,
=− ρk²k〈Π
(
rk(ξk+1)Gk(ξk+1, ·)
)
,uk − u∗〉,
=− ρk²k〈rk(ξk+1)Gk(ξk+1, ·),uk − u∗〉.
– Si Uf est un convexe ferme´, le travail est un peu plus long. En utilisant la caracte´risation de la
projection (cf. Proposition A.4), on obtient :
〈uk+1 − uk,uk − u∗〉 =〈Π
(
uk − ρkfk
)
− uk,uk − u∗〉,
=〈Π
(
uk − ρkfk
)
−
(
uk − ρkfk
)
,uk − u∗〉 − ρk〈fk,uk − u∗〉,
= 〈Π
(
uk − ρkfk
)
−
(
uk − ρkfk
)
,uk − ρkfk − u∗〉︸ ︷︷ ︸
≤0, par proprie´te´ de la projection,
+ ρk〈fk,Π
(
uk − ρkfk
)
−
(
uk − ρkfk
)
〉 − ρk〈fk,uk − u∗〉
≤(ρk²k)2‖rk(ξk+1)Gk(ξk+1, ·)‖2 − ρk〈fk,uk − u∗〉
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Par conse´quent, on a dans tous les cas
δk+1 ≤3(ρ
k²k)2
2
‖rk(ξk+1)Gk(ξk+1, ·)‖2 − ρk²k〈rk(ξk+1)Gk(ξk+1, ·),uk − u∗〉,
≤3b2(ρ
k)2²k
2
‖rk(ξk+1)‖2
Rp
+ ρk²k〈rk − rk(ξk+1)Gk(ξk+1, ·),uk − u∗〉
+ ρk²k〈rk, u∗ − uk〉.(IV.8)
La deuxie`me ine´galite´ vient de l’hypothe`se (IV.6b) sur les noyaux Kk. En utilisant la convexite´ de J , on
a :
(IV.9) 〈rk, u∗ − uk〉 ≤ J(u∗)− J(uk) ≤ 0.
En rassemblant alors les e´quations (IV.8) et (IV.9), on trouve :
Λ(uk+1)− Λ(uk) ≤3b2(ρ
k)2²k
2
‖rk(ξk+1)‖2
Rp
+ ρk²k〈rk − rk(ξk+1)Gk(ξk+1, ·),uk − u∗〉
+ ρk²k
(
J(u∗)− J(uk)) .(IV.10)
En conditionnant l’e´quation (IV.10) par rapport a` la tribu Fk := σ(ξ1, . . . , ξk), engendre´e par les tirages
passe´s, comme ξk+1 est inde´pendant des tirages passe´s, on obtient
E
(
Λ(uk+1)− Λ(uk)|Fk) ≤3b2(ρk)2²k
2
‖rk‖2 + ρk²k〈rk − E (rk(ξ)Gk(ξ, ·)|Fk) ,uk − u∗〉
+ ρk²k
(
J(u∗)− J(uk)) .(IV.11)
Par l’hypothe`se de sous-gradient line´airement borne´ sur J , on obtient e´galement, en utilisant l’ine´galite´
scalaire classique (a+ b)2 ≤ 2a2 + 2b2, que :
‖rk‖2 ≤ c1‖uk − u∗‖2 + c2,
avec c1, c2 deux re´els strictement positifs. Ainsi,
E
(
Λ(uk+1)− Λ(uk)|Fk) ≤3b2c1(ρk)2²k
2
‖uk − u∗‖2 + 3b2c2(ρ
k)2²k
2
+ ρk²k〈rk − E (rk(ξ)Gk(ξ, ·)|Fk) ,uk − u∗〉
+ ρk²k
(
J(u∗)− J(uk)) .(IV.12)
On utilise maintenant l’ine´galite´ de Cauchy-Schwarz dans l’e´quation (IV.12) :
E
(
Λ(uk+1)− Λ(uk)|Fk) ≤3b2c1(ρk)2²k
2
‖uk − u∗‖2 + 3b2c2(ρ
k)2²k
2
+ ρk²k‖rk − E (rk(ξ)Gk(ξ, ·)|Fk) ‖‖uk − u∗‖
+ ρk²k
(
J(u∗)− J(uk)) .(IV.13)
Par l’hypothe`se (IV.6a), il vient :
E
(
Λ(uk+1)− Λ(uk)|Fk) ≤3b2c1(ρk)2²k
2
‖uk − u∗‖2 + 3b2c2(ρ
k)2²k
2
+ b1ρ
k(²k)1+
1
m
(
1 + ‖rk‖) ‖uk − u∗‖
+ ρk²k
(
J(u∗)− J(uk)) .(IV.14)
L’hypothe`se (IV.5) implique qu’il existe deux re´els c3, c4 > 0 tels que :
∀u ∈ L2(Rm,Rp, µ), ∀v ∈ ∂J(u), ‖v‖ ≤ c3‖u‖+ c4.
Cette dernie`re ine´galite´, avec l’ine´galite´ scalaire classique x ≤ x2 + 1, donne :
E
(
Λ(uk+1)− Λ(uk)|Fk) ≤3b2c1(ρk)2²k
2
‖uk − u∗‖2 + 3b2c2(ρ
k)2²k
2
+ b1ρ
k(²k)1+
1
m (1 + c3 + c4)‖uk − u∗‖2 + b1ρk(²k)1+ 1m (1 + c4)
+ ρk²k
(
J(u∗)− J(uk)) .
Par de´finition de Λ, on trouve finalement :
(IV.15) E
(
Λ(uk+1)− Λ(uk)|Fk) ≤ αkΛ(uk) + βk + ρk²k (J(u∗)− J(uk)) ,
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avec αk := 3b2c1(ρ
k)2²k + 2b1ρ
k(²k)1+
1
m (1 + c3 + c4) et β
k := 3b2c2(ρ
k)2²k
2 + b1ρ
k(²k)1+
1
m (1 + c4). (α
k)
et (βk) sont par hypothe`se deux se´ries sommables. En prenant l’espe´rance dans l’e´quation (IV.15), et
de´finissant yk := E
(
Λ(uk)
)
, on trouve, graˆce a` l’optimalite´ de u∗,
(IV.16) yk+1 − yk ≤ αkyk + βk.
Le lemme A.33 montre alors la suite (yk) est borne´e, par une constante M > 0. On prouve maintenant
que (Λ(uk)) est une quasi-martingale convergente (cf. De´finition B.4) :
– (Λ(uk)) est par de´finition adapte´e a` (Fk).
– Par de´finition, Λ(uk) ≥ 0 pour tout k ∈ N, i.e., infk∈N E
(
Λ(uk)
)
> −∞.
– Posons Ck := {E
(
Λ(uk+1)− Λ(uk)|Fk) > 0}. Il est clair que 1Ck est Fk-mesurable. En utilisant
l’ine´galite´ (IV.15), on obtient :∑
k∈N
E
(
1Ck × (Λ(uk+1)− Λ(uk))
) ≤∑
k∈N
E
(
1Ck × E
(
Λ(uk+1)− Λ(uk)|Fk)) ,
≤
∑
k∈N
E
(
1Ck × (αkΛ(uk) + βk)
)
,
≤
∑
k∈N
(αkM + βk),
<+∞,
car les se´ries sont sommables.
– Il est e´galement clair que supk∈N E
(
Λ(uk)−
)
<∞, et par conse´quent, en utilisant le the´ore`me B.6,
la suite de variables ale´atoires (Λ(uk)) est une quasi-martingale et converge presque suˆrement vers
une variable ale´atoire inte´grable. Cette suite est donc presque suˆrement borne´e, et par de´finition,
(uk) et (rk) sont donc deux suites presque suˆrement borne´es dans L2(Rm,Rp, µ).
On prouve maintenant que (J(uk)) converge presque suˆrement vers J(u∗). En revenant a` l’e´quation
(IV.15) et prenant l’espe´rance, on obtient :
ρk²kE
(
J(uk)− J(u∗)) ≤ αkyk + βk + yk − yk+1.
On ajoute ces ine´galite´s pour k = 0, . . . , n :
n∑
k=0
ρk²kE
(
J(uk)− J(u∗)) ≤y0 − yn+1 + n∑
k=0
(αkM + βk),
≤M +M
n∑
k=0
αk +
n∑
k=0
βk.(IV.17)
En faisant alors n→∞ on trouve :∑
k∈N
ρk²kE
(
J(uk)− J(u∗)) <∞.
Par optimalite´, chacun des termes de la se´rie sous l’espe´rance est positif. De`s lors :
(IV.18)
∑
k∈N
ρk²k
(
J(uk)− J(u∗)) <∞.
On va maintenant utiliser le lemme A.35. Soit l ∈ N. Par convexite´, on a
(IV.19) J(ul)− J(ul+1) ≤ 〈rl,ul − ul+1〉.
Nous allons maintenant distinguer selon les cas
– Uf est un sous-espace vectoriel. On a alors
J(ul)− J(ul+1) ≤〈rl,ul − ul+1〉,
=ρl²l〈rl,ΠUf
(
rl(ξl+1)Gl(ξl+1, ·)
)
〉.(IV.20)
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En conditionnant par rapport a` F l, il vient :
J(ul)− E (J(ul+1)|F l) ≤ρl²l〈rl,ΠUf (E(rl(ξ) 1²lKl(ξ, ·)
∣∣∣∣F l
))
〉,
≤ρl²l‖rl‖
(
‖E
(
rl(ξ)
1
²l
Kl(ξ, ·)
∣∣∣∣F l
)
− rl‖+ ‖rl‖
)
,
≤ρl²lR
(
b1(²
l)1/m(1 +R) +R
)
,
≤ρl²lδ,(IV.21)
avec δ > 0, car l’on sait de´ja` que la suite (‖rk‖) est borne´e par un re´el R > 0.
– Uf est un convexe ferme´ et non un sous-espace vectoriel. Par l’ine´galite´ de Cauchy-Schwarz et la
proprie´te´ de contraction de la projection, l’e´quation (IV.19) implique
J(ul)− J(ul+1) ≤ρl²l‖rl‖ × ‖rl(ξl+1) 1
²l
Kl(ξl+1, ·)‖,
≤ρl²l‖rl‖
(
‖rl‖+ ‖rl − rl(ξl+1) 1
²l
Kl(ξl+1, ·)‖
)
D’ou`, en prenant l’espe´rance conditionnelle par rapport a` F l, et en utilisant l’hypothe`se (IV.6c) :
(IV.22) J(ul)− E (J(ul+1)|F l) ≤ ρl²lδ
avec δ > 0, car l’on sait que la suite (‖rk‖) est presque suˆrement borne´e.
On peut donc appliquer le lemme A.35, graˆce aux ine´galite´s (IV.18) et (IV.21)–(IV.22), en posant γk =
²kρk. On en de´duit :
(IV.23) lim
k→∞
J(uk) = J(u∗)
Comme (uk) est presque suˆrement borne´e, l’ensemble des points d’accumulation de cette suite dans la
topologie faible est non vide. Soit u¯ un tel point d’accumulation dans la topologie faible. Il existe donc
une sous-suite (uφ(k)) qui converge faiblement vers u¯. Comme Uf est un sous-espace ferme´, u¯ ∈ Uf , et
par semi continuite´ infe´rieure de J dans la topologie faible (ce qui provient de la convexite´ et de la semi
continuite´ forte), il vient :
J(u¯) ≤ lim inf
k→∞
J(uφ(k)) = J(u∗),
ainsi, u¯ ∈ S.
Si maintenant j est fortement convexe de module B > 0, S est re´duit alors a` un singleton {u∗}. Par
de´finition, en notant r∗ ∈ ∂J(u∗),
(IV.24) J(uk)− J(u∗) ≥ 〈r∗,uk − u∗〉+ B
2
‖u∗ − uk‖2
Par optimalite´ 〈r∗,uk − u∗〉 ≥ 0. (IV.23) donne donc la convergence dans L2(Rm,Rp, µ) de (uk) vers u∗,
ce qui comple`te la preuve. 2
Remarque IV.6 (Kiefer-Wolfowitz). Dans le cadre des algorithmes stochastiques en dimen-
sion finie, Kiefer et Wolfowitz (cf. [63]) ont introduit un algorithme de gradient stochastique
bruite´, dans le sens ou` le vrai gradient, e´value´ en un tirage, e´tait remplace´ par deux e´valuations
du type diffe´rences finies. Ce bruitage du gradient ne´cessitait alors l’introduction, en plus du
pas de descente usuel de l’algorithme (ici ρk²k), d’un pas d’approximation par diffe´rences finies,
analogue en un certain sens a` notre pas de convolution ²k. Les hypothe`ses conjointes faites sur le
pas de descente et le pas de diffe´rences finies par Kiefer et Wolfowitz co¨ıncident avec les noˆtres.
IV.3.3. Re´sultat de grandes de´viations. Sur la base des re´sultats de [74], nous donnons
maintenant un re´sultat de grande de´viation pour l’algorithme IV.4 en l’absence de projections
et dans le cas d’un crite`re fortement convexe.
Proposition IV.7. (i) Nous nous plac¸ons sous les meˆmes hypothe`ses que le the´ore`me IV.5,
et supposons en plus que pour tout ξ ∈ Rm, u 7→ j(u, ξ) est fortement convexe de module B,
diffe´rentiable et que Uf = L2(Rm,Rp, µ). Le proble`me (IV.4) admet donc une solution unique u∗
vers laquelle la suite (uk) ge´ne´re´e par l’algorithme IV.4 converge fortement presque suˆrement.
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(ii) Supposons aussi que pour tout k ∈ N, ρk²k = 1/k.
(iii) Enfin, supposons a` la place de (IV.6a), que
(IV.25) ∀u ∈ L2(Rm,Rp, µ), ∀r ∈ ∂J(u),
∥∥∥∥r − E
(
r(ξ)
1
²k
Kk(ξ, ·)
)∥∥∥∥ ≤ b1(²k)1/m (1 + ‖r‖) .
(iii) Alors, pour tout ² > 0, il existe α > 0, C > 0 et k0 ∈ N tels que
∀k ≥ k0, P
(
‖uk − u∗‖ ≥ ²
)
≤ exp (−Ck) .
Preuve : La preuve est une application du The´ore`me 1 de [74]. Sans perte de ge´ne´ralite´, supposons
que u∗ = 0. Pour tout k ∈ N, de´finissons l’ope´rateur Mk : L2(Rm,Rp, µ)→ L2(Rm,Rp, µ) par
∀u ∈ L2(Rm,Rp, µ), Mk(u)(·) = E
(
∇uj(u(ξk+1), ξk+1) 1
²k
Kk(ξk+1, ·)
∣∣∣∣Fk
)
,
et la suite de variables ale´atoires yk(·) = ∇uj(uk(ξk+1), ξk+1) 1²kKk(ξk+1, ·)−Mk(uk)(·). Avec ces nota-
tions, l’algorithme IV.4 se re´e´crit simplement :
uk+1 = uk − Mk(u
k)
k
− yk
k
.
Par construction, il est clair que pour tout k ∈ N, E (yk|Fk) = 0. De meˆme, il existe deux re´els A,B ≥ 0
tels que ‖Mk(u)‖ ≤ A‖u‖+B. En effet :
‖Mk(u)‖ ≤‖Mk(u)−∇J(u)‖+ ‖∇J(u)‖,
≤b1(²k)1/m + ‖∇J(u)‖
(
1 + b1(²
k)1/m
)
, par l’hypothe`se (IV.25)
≤b1(²k)1/m +
(
1 + b1(²
k)1/m
)
(c‖u‖+ d) , par l’hypothe`se (IV.5)
≤A‖u‖+B, car ²k tend vers 0.
Enfin, en suivant la preuve du the´ore`me IV.5, on sait qu’il existe R > 0 tel que ‖yk‖ ≤ R presque
suˆrement.
Soit alors u ∈ L2(Rm,Rp, µ).
〈Mk(u), u〉 = ∇uj(u(·), ·), u〉 − 〈∇uj(u(·), ·)−Mk(u), u〉,
≥ B
2
‖u‖2 − ‖∇uj(u(·), ·)−Mk(u)‖‖u‖, par forte convexite´ et Cauchy-Schwarz”
≥ B
2
‖u‖2 − b1(²k)1/m (‖∇uj(u(·), ·)‖+ 1) ‖u‖, par l’hypothe`se (IV.25),
≥ B
2
‖u‖2 − b1(²k)1/m (c‖u‖+ d+ 1) ‖u‖, par l’hypothe`se (IV.5),
≥
(
B
2
− cb1(²k)1/m
)
‖u‖2 − b1(d+ 1)(²k)1/m‖u‖.(IV.26)
Les hypothe`ses (IV.7) impliquent que
(
(²k)1/m
)
tend vers 0. Ainsi, pour tout β > 0, il existe k0 tel que
pour tout k ≥ k0,
(IV.27) 〈Mk(u), u〉 ≥
(
B
2
− cb1β
)
‖u‖2 − b1(d+ 1)β‖u‖.
Soit alors ² > 0, tel que B2 − cb1²2 − 2b1(d+ 1)² > 0. En posant β =
√
² et α = B2 − cb1²2 − 2b1(d+ 1)²,
il vient alors de l’e´quation (IV.27) que
∀u ∈ L2(Rm,Rp, µ), tel que ‖u‖ ≥ ²/2, 〈Mk(u), u〉 ≥ α‖u‖2,
ce qui correspond a` l’hypothe`se de coercivite´ du the´ore`me 1 de [74]. On peut donc appliquer ce the´ore`me,
ce qui ache`ve la preuve. 2
Nous allons donner dans la section suivante diverses illustrations des hypothe`ses du the´ore`me
et de l’inte´reˆt de l’algorithme IV.4.
IV.3.4. Remarques et illustrations diverses.
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IV.3.4.1. Pas de´croissants. Pour commencer, on peut faire quelques remarques sur les pas.
Il y a ici deux pas de natures diffe´rentes, note´s (ρk) et (²k). Le pas (ρk²k) peut eˆtre interpre´te´
comme le pas de descente usuel d’un algorithme de gradient : de par la nature stochastique de
notre algorithme, il est donc naturel de le prendre de´croissant, et en se´rie divergente. Les pas (²k)
sont quant a` eux moins usuels. The´oriquement, ce sont les pas d’approximation fonctionnelle de
la masse de Dirac par les noyaux successifs. De manie`re plus image´e, ils repre´sentent le rayon
du voisinage dans lequel l’information ponctuelle de gradient est e´tendue. Intuitivement, les pas
(²k) doivent donc de´croˆıtre pour que les noyaux tendent vers la masse de Dirac, mais pas trop
vite pour que les voisinages successifs d’actualisation recouvrent bien tout l’espace. Enfin, on
s’attend a` avoir des relations liant les pas de descente et les pas d’approximation, et ce sont par
exemple les hypothe`ses (IV.7).
Bien entendu, l’ensemble des suites ve´rifiant ces hypothe`ses (IV.7) n’est pas vide : prenons
par exemple la famille de pas ρk = k−α et ²k = k−β , avec β, α > 0. Les hypothe`ses (IV.7)
s’e´crivent alors :
α+ β ≤ 1, 2α+ β > 1, α+ β
(
1 +
1
m
)
> 1,
et il est donc clair qu’une infinite´ de suites les satisfont. Par exemple, si α = 12 , on peut prendre
β ∈
(
1/2
1+1/m ,
1
2
]
et les hypothe`ses (IV.7) seront ve´rifie´es. Ce qui apparaˆıt clairement est l’impact
de la dimension : plus la dimension de l’espace d’ale´a est grande, et moins l’on peut jouer avec
le choix des pas de l’algorithme. La figure 2 permet de visualiser dans le plan (α, β) les choix
possibles pour ces valeurs. Il est clair que lorsque m croˆıt, le triangle des choix possibles tend a`
s’e´craser contre le segment α+ β = 1.
m
m+1
1
2
m
m+2
1
m+2 1
1
β
α
 
 
 
Fig. 2. Ensemble admissible des exposants des suites de´croissantes en fonction
de la dimension de l’espace d’ale´as.
Afin d’illustrer une fois de plus les hypothe`ses (IV.7), nous donnons maintenant un exemple
dans lequel nous fixons la manie`re de faire de´croˆıtre les supports des noyaux Kk vers 0 par
un choix de la suite (²k), et observons les conse´quences de ce choix sur la suite (ρk). Prenons
m = 1, et µ la loi uniforme sur [0, 1]. De par la pre´sence de µ-e´quivalence partout, les controˆles
recherche´s sont donc recherche´s comme des fonctions sur [0, 1]. Soit ²k = 1/(k+1), et de´finissons
les noyaux comme e´tant Kk(x, y) = 1|x−y|≤²k/2 pour tout x, y ∈ [0, 1].
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De´finissons maintenant les indices jn tels que j0 = 0, et pour n ≥ 1, jn est tel que :
jn−1∑
k=jn−1
²k ≤ 1,
jn∑
k=jn−1
²k > 1.
Comme
∑
k∈N ²
k = +∞, cette suite d’indices est bien de´finie. Soit alors (ξk) une suite de
re´els dans [0, 1] telle que pour tout k ∈ N, ξjk+1 = ²jk2 , ξjk+2 = ²
jk+1+²jk
2 + ξ
jk+1, ξjk+3 =
²jk+2+²jk+1
2 + ξ
jk+2, . . . , ξjk+1 =
∑jk+1−2
n=jk
²n + ²
jk+1−1
2 , ξ
jk+1+1 = ²
jk+1
2 , et ainsi de suite. Cette
suite est e´galement bien de´finie. La figure 3 illustre cette construction entre les indices jk et
jk+1. Finalement, nous avons construit ici un pavage du type Quasi-Monte Carlo uniforme de
l’intervalle [0, 1].
Support de µb
ξjk+1
b
ξjk+2
b
ξjk+1. . .
²jk
2
²jk+1
2
²jk+1−1
2
Fig. 3. Couverture de type quasi-Monte Carlo de [0, 1]
Soit (ρk) une suite de re´els positifs. Conside´rons l’algorithme :
∀ξ ∈ Ξ, uk+1(ξ) = uk(ξ)− ρkf(ξk+1)Kk(ξk+1, ξ),
avec f : [0, 1] → R une application lipschitzienne de module L. Par de´finition des noyaux Kk,
cet algorithme ne modifie donc l’ite´re´ courant uk que dans une boule de rayon ²k/2 centre´e sur
ξk+1. Cet algorithme est une version Quasi-Monte Carlo de l’algorithme IV.4.
Nous e´tudions maintenant cet algorithme au point ξ = 0. Pour simplifier les notations, on
appelera uk(0), vk. L’algorithme s’e´crit donc en 0 :
(IV.28) vjk+1 = vjk − ρjkrjk ,
avec rjk = f(ξjk+1)Kjk+1−1(ξjk+1 , 0). En effet, vl ne bouge pas entre les indices jk et jk+1 graˆce
a` notre construction. Remarquons pour commencer que rjk est en fait une perturbation de la
fonction f en 0. Afin de faire converger l’algorithme (IV.28), nous allons utiliser un the´ore`me
ge´ne´ral de convergence des algorithmes stochastiques (par exemple, l’un des the´ore`mes prouve´s
dans [19]). Une condition usuelle sur les pas est la suivante :
(IV.29)
∑
k∈N
ρjk = +∞,
∑
k∈N
(ρjk)2 < +∞.
Le choix ρjk = 1k , serait donc approprie´. Par de´finition, on a
∑jk+1
n=jk
²k ' 1.
jk+1∑
n=jk
²n '
∫ jk+1
jk
1
x
dx,
= [log(x)]
jk+1
jk
,
= log
(
jk+1
jk
)
.
Par conse´quent, on voudrait choisir log(
jk+1
jk
) = 1, i.e., jk+1 = jke. Avec j0 = 1, cela donne donc
jk = e
k. Ainsi, on pourra prendre ρn = 1log(n) , pour tout n ∈ N, ce qui satisfera les conditions
(IV.29). Avec ²n = 1n pour tout n ∈ N, les hypothe`ses(IV.7) sont donc satisfaites : elles
expriment le fait que le support de la loi de la variable ale´atoire sous-jacente est suffisamment
explore´.
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IV.3.4.2. Choix des noyaux. Les noyaux Kk : Rm × Rm → R peuvent se construire de
la manie`re suivante. Soit K : R → R une densite´ de probabilite´ par rapport a` la mesure de
Lebesgue. Supposons par simplicite´ que µ soit la loi uniforme sur l’hypercube [0, 1]m. On pose
alors
∀x, y ∈ Rm, Kk(x, y) = K
(‖x− y‖Rm
(²k)1/m
)
.
On peut alors ve´rifier sous quelques hypothe`ses d’inte´grabilite´ de K les hypothe`ses (IV.6a) et
(IV.6b) en utilisant par exemple le The´ore`me 1.3.2 de [21] sur les approximations fonctionnelles.
Ce re´sultat donne la convergence de l’approximation par convolution lorsque la feneˆtre du
noyau tend vers 0. De ce the´ore`me, si l’on effectue des hypothe`ses supple´mentaires de continuite´
du gradient en ξ uniforme´ment en u, on peut prouver les hypothe`ses (IV.6a) et (IV.6b).
IV.3.4.3. Contraintes de mesurabilite´ et ordre des projections. Tout d’abord, il est inte´res-
sant de constater que l’algorithme IV.4 est particulie`rement adapte´ a` la prise en compte de
contraintes de mesurabilite´ sur la commande. En effet, imaginons que Uf soit de´fini comme
le sous-ensemble de L2(Rm,Rp, µ) des applications σ(h)-mesurables, avec h : Rm → Rm une
fonction d’observation du bruit ξ. La projection sur Uf n’est dans ce cas que l’espe´rance condi-
tionnelle sachant σ(h). Par line´arite´ de l’espe´rance conditionnelle, et mesurabilite´ des ite´re´s
pre´ce´dents, la mise a` jour dans l’algorithme s’e´crit donc simplement :
uk+1(·) = uk(·)− ρk∇uj(uk(ξk+1), ξk+1)E
(
Kk(ξk+1, ξ)
∣∣∣σ(h)) (·).
Si l’on prend pour tout ξ ∈ Rm des applications noyaux Kk(ξ, ·) qui sont σ(h)-mesurables,
l’algorithme IV.4 ne comporte donc plus de projection. En d’autres termes, il est envisageable
de pre´-traiter un certain nombre de contraintes du type mesurabilite´ par un choix ade´quat de
noyaux. On verra dans la sous-section suivante des exemples d’application dans lesquels de tels
choix s’ope`rent.
Plus ge´ne´ralement, nous avons la proposition suivante :
Proposition IV.8. Conside´rons Uf de´fini par :
Uf =
{
u ∈ L2(Rm,Rp, µ) : u est σ(h)−mesurable, et u(ξ) ∈ Γ(ξ) µ− p.s.} .
Si Γ, comme multi-application de Ξ dans Rp est σ(h)-mesurable, et a` valeurs convexes ferme´es,
alors
∀v ∈ L2(Rm,Rp, µ), ΠUf (v)(·) = ΠΓ(·) (E (v(ξ)|σ(h)) (·)) ,
avec ΠΓ(·) la projection dans Rp sur Γ(·).
Preuve : On prouve cette proposition en utilisant le lemme A.8. Soit
Ufv =
{
u ∈ L2(Rm,Rp, µ) : u est σ(h)−mesurable} ,
et
Ufc =
{
u ∈ L2(Rm,Rp, µ) : u(ξ) ∈ Γ(ξ), µ− presque partout} .
Par de´finition, Uf = Ufv ∩ Ufc , et Ufv est un sous-espace vectoriel ferme´, tandis que Ufc est un convexe
ferme´. La preuve s’effectue maintenant en deux e´tapes :
– Montrons tout d’abord que ΠUfc (u)(·) = ΠΓ(·) (u(·)) pour tout u ∈ L2(Rm,Rp, µ). Il est clair que
ΠΓ(·) (u(·)) ∈ Ufc . Soit v ∈ Ufc . Pour µ-presque tout ξ ∈ Rm, comme Γ(ξ) est convexe ferme´, on a
par caracte´risation de la projection dans Rp, que
〈u(ξ)− v(ξ),ΠΓ(ξ)(u(ξ))− v(ξ)〉Rp ≤ 0.
En inte´grant par rapport a` µ, on obtient donc le re´sultat recherche´, par caracte´risation de la
projection dans L2(Rm,Rp, µ).
– Soit alors u ∈ Ufv . Montrons maintenant que ΠUfc (u) est σ(h)-mesurable. On utilise pour ce faire
un the´ore`me de mesurabilite´ des applications marginales. En effet, posons f : Rm × Rp :→ R
de´finie par f(ξ, v) = ‖u(ξ) − v‖2
Rp
. Pour µ-presque tout ξ ∈ Rm, f(ξ, ·) est continue, et pour
tout v ∈ Rp, f(·, v) est σ(h)-mesurable. C’est donc une fonction de Carathe´odory (cf. de´finition
A.24), si l’on munit Rm de la tribu σ(h). De plus, la multi-application Γ est σ(h)-mesurable,
et a` valeurs ferme´es et non-vides. Par conse´quent, le the´ore`me 8.2.11 de [6] s’applique, et donc
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l’application ξ 7→ argminv∈Γ(ξ) f(ξ, v) est σ(h)-mesurable, ce qui veut exactement dire que la
projection recherche´e est σ(h)-mesurable, i.e. que ΠΓ(·) (u(·)) ∈ Ufv .
On peut donc appliquer le lemme A.8 qui ache`ve la preuve. 2
En de´finissant donc Uf comme dans la proposition IV.8, et en appliquant cette proposition
a` l’algorithme IV.4, on trouve une formule de mise a` jour s’e´crivant simplement :
∀ξ ∈ Ξ, uk+1(ξ) = ΠΓ(ξ)
(
uk(ξ)− ρk∇uj(uk(ξk+1), ξk+1)E
(
Kk(ξk+1, ξ)
∣∣∣σ(h)) (ξ)) .
Ainsi, on a fait passer la difficulte´ lie´e a` la projection sur le sous-espace vectoriel des fonctions
σ(h)-mesurables directement a` l’inte´rieur du noyau, ce qui autorise un pre´-traitement rendant
l’exe´cution de l’algorithme nettement plus simple. L’algorithme se de´roule sche´matiquement
comme suit :
– Choisir une forme de noyau K(·, ·) incluant la contrainte de mesurabilite´ ;
– Initialiser u0 a` 0 partout ;
– A` l’e´tape k,
(1) tirer une re´alisation ξk+1,
(2) e´valuer vk+1 = uk(ξk+1),
(3) calculer le gradient sk+1 = ∇uj(vk+1, ξk+1),
(4) stocker le quadruplet (sk+1, ξk+1, ²k, ρk).
Ainsi, a` chaque e´tape, on a a` effectuer une e´valuation de uk connu comme une somme de noyaux,
et a` stocker le quadruplet obtenu pour de futures e´valuations. Chaque e´tape de l’algorithme est
donc extreˆmement simple, la seule difficulte´ nume´rique re´sidant dans un calcul rapide de sommes
de noyaux croissant avec les ite´rataions.
IV.3.4.4. Gradient stochastique usuel. Une autre remarque inte´ressante concerne le gradient
stochastique usuel. En effet, il est possible de retrouver un algorithme de gradient stochastique
en boucle ouverte a` partir de notre algorithme. Conside´rons l’ensemble admissible Uf de´fini par :
(IV.30) Uf =
{
u ∈ L2(Rm,Rp, µ) : u est σ({Rm, ∅})−mesurable, et u(ξ) ∈ Γ µ− p.s.} ,
avec Γ un compact convexe de Rp. Alors, les applications u appartenant a` Uf ne sont autres que
les applications constantes a` valeurs dans Γ. Finalement, le proble`me (IV.4) avec la contrainte
(IV.30) est un proble`me en boucle ouverte, auquel on pourrait directement appliquer un algo-
rithme de gradient stochastique en boucle ouverte. Nous allons ici faire le lien entre cet algorithme
en boucle ouverte direct, et l’algorithme en boucle ferme´e IV.4 applique´ a` ce cas particulier.
La proposition IV.8 donne la projection sur Uf :
ΠUf (u)(·) = ΠΓ (E (u(ξ))) ,
avec ΠΓ : Rp → Rp la projection sur Γ dans Rp. La mise a` jour de l’algorithme IV.4 se re´e´crit
donc comme suit, dans Rp tout simplement :
uk+1 = ΠΓ
(
uk − ρk∇uj(uk, ξk+1)
∫
Rm
Kk(ξk+1, ξ)dµ(ξ)
)
.
Ainsi, on retombe sur l’algorithme de gradient stochastique en boucle ouverte dans lequel on
conside`re maintenant un pas modifie´ inte´grant le noyau. Pour un choix particulier de noyau, on
peut perdre la de´pendance du noyau en ξk+1 afin de ne pas avoir de pas de descente anticipatif.
Typiquement, on fera en sorte d’avoir :
∀x ∈ Rm,
∫
Rm
Kk(x, ξ)dµ(ξ) = ²k.
Pour re´sumer, le gradient stochastique en boucle ferme´ introduit par l’algorithme IV.4 est bien
une ge´ne´ralisation du gradient stochastique en boucle ouverte.
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IV.3.5. Application a` un proble`me de gestion de re´servoir. Nous allons donner ici
un exemple d’application de l’algorithme IV.4, afin d’en montrer l’inte´reˆt pratique. Il s’agit de
ge´rer un re´servoir hydraulique, successivement sur un et deux pas de temps, avec des commandes
en boucle ferme´e, soumises a` des contraintes de mesurabilite´.
De manie`re ge´ne´rale, le proble`me de gestion de re´servoir se pose comme suit : on dispose d’un
certain stock d’eau initial note´ s s’il est connu, et s s’il est lui-meˆme une variable ale´atoire.
On doit ensuite prendre une de´cision de production note´e ge´ne´riquement u, en fonction d’un
prix de marche´ incertain note´ ξ. Cette de´cision est prise de manie`re a` maximiser un certain
profit. Ce profit s’exprime comme la somme des ventes (grossie`rement uξ) et de la valeur du
stock final (donne´e ici a priori). On peut ensuite a` loisir compliquer ce proble`me en faisant
de´pendre la commande du stock initial, ou en mettant plusieurs temps de de´cision correspondant
a` plusieurs pe´riodes de vente, et donc plusieurs prix de vente. Il est alors raisonnable de demander
a` la premie`re de´cision de ne de´pendre que du premier prix, tandis que la deuxie`me de´cision
est autorise´e a` de´pendre des deux premiers prix, etc. De telles contraintes sont commune´ment
appele´es contraintes de non-anticipativite´. Nous allons dans les paragraphes qui vont suivre
re´soudre de manie`re exacte, et avec notre algorithme, de tels proble`mes.
IV.3.5.1. Exemple avec un seul pas de temps. Nous notons ici s le stock initial du barrage,
suppose´ pour l’instant fixe´, ξ le prix de vente de la production, variable ale´atoire a` loi uniforme
sur [x, x]. La fonction de couˆt a` minimiser (soit l’oppose´ du profit a` maximiser) s’e´crit ici :
(IV.31) ∀ξ ∈ [x, x] , ∀u ∈ [0, s], j (u, ξ) = −ξu−√²+ s− u.
Le terme
√
²+ s− u est la valeur du stock a` la fin du jeu lorsqu’il y reste une quantite´ s−u. Le
parame`tre ² > 0 sert a` re´gler la fonction de fin de jeu du barrage. La fonction que l’on souhaite
minimiser est donc l’application J de´finie par :
∀u ∈ L2([x, x] ,R, λ), J(u) = E (j(u(ξ), ξ)) .
Son gradient se calcule comme suit :
∇J(u)(ξ) = −ξ + 1
2
√
²+ s− u(ξ) .
Par conse´quent, le controˆle optimal u∗ est donne´ pour tout ξ ∈ [x, x] par :
u∗(ξ) =


0 si ξ < 1
2
√
²+s
s+ ²− 1
4ξ2
si 1
2
√
²+s
≤ ξ ≤ 1
2
√
²
s si ξ > 1
2
√
²
En notant [·]ba = min(a,max(·, b)), on peut le re´e´crire simplement
u∗(ξ) =
[
s+ ²− 1
4ξ2
]s
0
.
Nous proposons maintenant une re´solution de ce proble`me par l’algorithme IV.4. En effet, il
s’agit de minimiser J(u) sous la contrainte que u prenne ses valeurs dans [0, s].
Pour une application nume´rique, nous prenons s = 1, ² = 0.1, [x, x] = [0.4, 2]. On choisit
de plus Kk(x, y) = 1
²k
√
2pi
exp
(
(x−y)2
2(²k)2
)
, et ρk = ²k = 1/
√
k. La figure 4 montre l’e´volution du
controˆle apre`s 500, 3000 puis 10000 ite´rations, ainsi que la vitesse de convergence en e´chelle
logarithmique, i.e. l’erreur en fonction du nombre d’ite´rations.
Afin de rendre l’exemple un peu plus complique´, et surtout d’augmenter la dimension de
l’espace d’ale´as, on conside`re maintenant le stock initial s comme e´tant une variable ale´atoire
s suivant une loi uniforme sur [0, 1], inde´pendante1 de ξ. La fonction de couˆt j devient donc
une fonction de trois variables (la troisie`me e´tant le niveau de stock s), et l’on recherche le
1On ne suppose l’inde´pendance que pour la simplicite´ des applications nume´riques. En effet, avec une de´-
pendance entre les variables ale´atoires, la solution the´orique du proble`me serait la meˆme, et il suffirait dans
l’algorithme stochastique du type IV.4 de tirer conjointement les deux variables ale´atoires selon leur loi jointe
pour obtenir la convergence.
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Fig. 4. Proble`me de gestion de re´servoir a` un pas de temps avec un stock initial
de´terministe, controˆle le long des ite´rations et termes d’erreurs.
controˆle u comme une application de L2([x, x] × [0, 1],R, λ), i.e. pouvant de´pendre du niveau
de stock initial. Les calculs the´oriques donnant la solution optimale sont exactement les meˆmes
qu’auparavant, il suffit de faire de´pendre le controˆle du stock initial s. La figure 5 repre´sente le
controˆle optimal en fonction du stock initial et du prix de vente.
 0.4
 0.6
 0.8
 1
 1.2
 1.4
 1.6
 1.8
 2  0
 0.2
 0.4
 0.6
 0.8
 1
 0
 0.2
 0.4
 0.6
 0.8
 1
u*
       1
     0.8
     0.6
     0.4
     0.2
Fig. 5. Proble`me de re´servoir a` un pas de temps et deux bruits, controˆle optimal
A nouveau, on peut appliquer l’algorithme IV.4 pour re´soudre ce proble`me, avec maintenant
un tirage des deux variables ale´atoires ξ et s. On utilise les meˆmes parame`tres qu’auparavant,
avec la seule distinction que les noyaux Kk deviennent maintenant de´finis sur R2 comme des pro-
duits de noyaux gaussiens. On obtient alors la figure 6 montrant le long des ite´rations l’e´volution
du controˆle (en haut) et de l’erreur sur ce controˆle (en bas).
La figure 7 donne la vitesse de convergence pour ce proble`me. A nouveau, il est inte´ressant
de constater qu’il n’y a apparemment pas d’effet de seuil dans la convergence. Ne´anmoins, avec
l’augmentation de la dimension, on a maintenant besoin d’un minimum de 10000 ite´rations pour
obtenir une convergence correcte : ceci est tout a` fait compre´hensible, car le principe de notre
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Fig. 6. Proble`me de re´servoir a` un pas de temps et deux bruits, controˆles le long
des ite´rations
algorithme est d’explorer par voisinages de´croissants l’espace des ale´as. Par conse´quent, plus
l’espace est grand, plus l’on a besoin de voisinages, et donc d’ite´rations.
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Fig. 7. Proble`me de re´servoir a` un pas de temps et deux bruits, vitesse de convergence
IV.3.5.2. Exemple avec deux pas de temps. Apre`s cette mise en jambes sur le proble`me de
gestion de re´servoir a` un pas de temps, nous allons le ge´ne´raliser a` deux pas de temps. Le principe
est toujours le meˆme, mais il y a maintenant deux prix de vente qui se de´voilent successivement,
et deux de´cisions de production correspondantes, sur lesquelles pe`se une contrainte de non-
anticipativite´. Nous conside´rons maintenant la fonction de couˆt
(IV.32) j(u1, u2, ξ1, ξ2) = −u1ξ1 − u2ξ2 −
√
²+ s− u1 − u2,
pour tous (ξ1, ξ2) ∈ [x1, x1]× [x2, x2], et tous u1 ∈ [0, s], u2 ∈ [0, s− u1]. Pour i = 1, 2, ξi est une
variable ale´atoire de loi uniforme sur [xi, xi], telle que ξ1 et ξ2 sont inde´pendantes. On souhaite
de`s lors minimiser le crite`re
J(u1, u2) = E (j(u1(ξ1), u2(ξ1, ξ2), ξ1, ξ2)) ,
avec u1 ∈ L2([x1, x1] ,R, λ) et u2 ∈ L2(Πi=1,2 [xi, xi] ,R, λ ⊗ λ). En exprimant le proble`me de
cette manie`re, on a directement tenu compte de la contrainte de non-anticipativite´ sur u1. Dans
un premier temps, voici la re´solution the´orique du proble`me. On la trouve par programmation
dynamique :
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– On calcule d’abord le controˆle u∗2, comme une fonction du premier controˆle u1 et des deux
prix ξ1 et ξ2. Cela s’effectue exactement de la meˆme manie`re qu’avant, et on obtient :
u∗2(ξ1, ξ2, u1) =
[
²+ s− u1 − 1
4(ξ2)2
]s−u1
0
,
qui ne de´pend pas directement de ξ1. De manie`re plus explicite, on a :
u∗2(ξ2, u1) =


s− u1 si ξ2 > 12√² ,
²+ s− u1 − 14(ξ2)2 si 12√²+s−u1 ≤ ξ2 ≤
1
2
√
²
,
0 si ξ2 <
1
2
√
²+s−u1 .
On calcule maintenant le gradient de u∗2 par rapport a` u1 :
∇u1u∗2(u1, ξ2) =
{ −1 si ξ2 ≥ 12√²+s−u1
0 sinon.
– Il s’agit enfin de re´soudre pour tout ξ1 le proble`me suivant :
min
u1∈[0,s]
−u1ξ1 − E
(
u∗2(ξ2, u1)ξ2 +
√
²+ s− u1 − u∗2(ξ2, u1)
)
Dans notre cas, on peut re´soudre ce proble`me en e´galant le projete´ du gradient a` 0, ce qui
donne :
− ξ1 + E
(
ξ21[ 1
2
√
²+s−u1
,x2]
(ξ2)
)
− E
(
1
2
√
s+ ²− u1 − u∗2(ξ2, u1)
1[ 1
2
√
²+s−u1
,x2]
(ξ2)
)
+ E
(
1
2
√
s+ ²− u1 − u∗2(ξ2, u1)
)
= 0,
Supposons provisoirement que x2 <
1
2
√
²
. En injectant dans la dernie`re ine´galite´ la formule
explicite de u∗2, on obtient :
E
(
1
2
√
s+ ²− u1 − u∗2(ξ2, u1)
)
= ξ1.
Il ne reste plus qu’a` calculer cette espe´rance (ξ2 suit une loi uniforme sur [x2, x2]) :
1
x2 − x2
∫ x2
x2
dξ2
2
√
s+ ²− u1 − u∗2(ξ2, u1)
=ξ1, i.e.,
∫ 1
2
√
s+²−u1
x2
1
2
√
s+ ²− u1dξ2 +
∫ x2
1
2
√
s+²−u1
ξ2dξ2 =(x2 − x2)ξ1,
Pour simplifier les calculs, posons r = 1
2
√
²+s−u1 . En poursuivant, on a :
r(r − x2) +
(x2)
2
2
− r
2
2
=(x2 − x2)ξ1,
(r − x2)2 =
(
(x2)
2 − (x2)2
)
+ 2ξ1(x2 − x2),
r =x2 +
√
2(x2 − x2)(ξ1 −
x2 + x2
2
)+.
Finalement, on peut exprimer le controˆle optimal u∗1(ξ1), sans davantage d’hypothe`ses sur
x¯2 et ² :
u∗1(ξ1) =

²+ s− 1
4
(
x2 +
√
2(x2 − x2)(ξ1 − x2+x22 )+
)2


s
0
.
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– Le controˆle optimal u∗∗2 est ensuite donne´ comme u
∗∗
2 (ξ1, ξ2) = u
∗
2(ξ2, u
∗
1(ξ1)).
Voyons maintenant les re´sultats nume´riques et l’application de notre algorithme pour re´-
soudre ce proble`me. On prend s = 1, ² = 0.1, x1 = x2 = 0.4, x1 = x2 = 2. La figure 8 donne le
controˆle optimal the´orique u∗∗2 calcule´ pre´ce´demment avec les parame`tres donne´s ci-dessus.
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Fig. 8. Proble`me de gestion de re´servoir a` deux pas de temps, controˆle optimal
au deuxie`me pas de temps
On choisit ici des noyaux sur R2 qui s’expriment comme le produit de noyaux gaussiens sur
R, ce qui rend les projections duˆes a` la contrainte de non-anticipativite´ aise´es.
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Fig. 9. Proble`me de gestion de re´servoir a` deux pas de temps, controˆle au premier
pas de temps (haut), au deuxie`me pas de temps (milieu), et erreur du deuxie`me
controˆle (bas) le long des ite´rations
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On obtient alors la figure 9 qui donne l’e´volution de u1 (en haut), de u2 (au milieu) et de
l’erreur sur u2 le long des ite´rations, apre`s 1000, 10000 et 100000 ite´rations. Dans cet exemple, il
y a une contrainte difficile a` projeter, c’est la contrainte de stock liant u1 et u2. En effet, il faut
ici que u2 ≤ s − u1. Afin de rendre le proble`me nume´riquement plus sympathique, on pe´nalise
cette contrainte sous la forme d’un terme additionnel dans le crite`re donne´ par λ× (u1+u2− s)
avec λ > 0, et on applique l’algorithme IV.4 au proble`me pe´nalise´. On obtient comme le montre
la figure 9 une convergence de l’algorithme, certes plus lente, mais toujours ave´re´e.
 0.0001
 0.001
 0.01
 0.1
 1
 1  10  100  1000  10000  100000
J(u)-J(u*) ||u1-u1*||2 ||u2-u2*||2
Fig. 10. Proble`me de gestion de re´servoir a` deux pas de temps, vitesse de convergence
IV.3.5.3. Remarques nume´riques. Un important travail nume´rique a e´te´ entrepris, notam-
ment par Jean-Se´bastien Roy que nous ne remercierons jamais assez pour son efficacite´ et ses
excellentes ide´es, afin d’ame´liorer la vitesse de convergence pratique de l’algorithme IV.4. Ce
travail s’est centre´ a` la fois sur le choix de pas de descente et de voisinage en ligne, en fonction
des tirages passe´s, et sur le choix de structures d’acce`s rapide pour les e´valuations des sommes
de noyaux exige´es dans l’e´tape de mise a` jour. Les principales pistes explore´es sont l’utilisation
de transforme´es gaussiennes rapides (cf. [54, 93, 96]).
IV.4. Cadre ge´ne´ral du gradient perturbe´
Une alternative pour l’e´tude des algorithmes stochastiques est de les conside´rer comme des
algorithmes de descente perturbe´s, c’est a` dire comme des algorithmes base´s sur l’ide´e d’une
direction de descente, qu’on ne peut connaˆıtre que de manie`re errone´e, ou bruite´e. Ces bruits
peuvent ensuite eˆtre pris comme de´terministes ou ale´atoires. Pour l’e´tude ge´ne´rale d’algorithmes
de gradient perturbe´s, on peut consulter l’article [20] qui permet de prouver la convergence
des algorithmes de gradient stochastique en dimension finie, en l’absence de projection sur un
convexe ferme´, mais sans hypothe`ses de convexite´ sur la fonction dont on prend le gradient.
Il existe en revanche peu de travaux sur les algorithmes de gradient perturbe´ en dimension
infinie. Le travail le plus proche du noˆtre de par son approche particulie`rement adapte´e a`
l’optimisation convexe est [59]. Il donne en effet des conditions sous lesquelles des ope´rateurs
stochastiques approche´s du gradient ou du sous-gradient d’une fonction convexe permettent
de trouver le minimum de la dite application. Du coˆte´ des approximations stochastiques dans
un cadre plus probabiliste ou statistique, on peut e´galement mentionner les travaux [74, 75]
qui procurent des re´sultats en grande de´viation pour des algorithmes stochastiques sans
projection dans un espace de Hilbert. Enfin, dans la ligne´e des travaux de Re´ve´sz, on peut
mentionner l’important article [97] donnant des re´sultats de convergence pour des algorithmes
de Robbins-Monro en dimension infinie. Leur re´sultat principal est assez proche du noˆtre, avec
une hypothe`se diffe´rente sur la suite des bruits, et en fait peu applicable au cas d’approximations
fonctionnelles comme celles qui nous pre´occupent, et en tous les cas inadapte´e a` la prise en
conside´ration de projections.
C’est dans la ligne´e de ces travaux sur les approximations stochastiques hilbertiennes que
nous nous plac¸ons : nous allons prouver des the´ore`mes de convergence pour des algorithmes ge´-
ne´raux de gradient perturbe´ dans un cadre hilbertien, et montrer ensuite comment ces the´ore`mes
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peuvent servir a` de´montrer la convergence de l’algorithme IV.4, et d’autres types d’algorithmes
d’approximation fonctionnelle.
IV.4.1. Approximation stochastique ge´ne´ralise´e. Nous allons donc ici nous placer
dans le cadre ge´ne´ral suivant. Les notations par rapport a` la section pre´ce´dente sont diffe´rentes,
et ce dans le but de souligner le caracte`re ge´ne´rique de ce qui va suivre. Le proble`me est de
re´soudre :
min
x
f(x)(IV.33)
s.c. x ∈ Xf .
avec :
– X un espace de Hilbert muni d’un produit scalaire et d’une norme note´s 〈·, ·〉 et ‖ · ‖,
– f : X → R une application convexe,
– Xf un convexe ferme´ de X (possiblement sous-espace vectoriel) et ΠXf la projection sur
Xf .
On se donne e´galement (Ω,A,P) un espace de probabilite´, et (Ft) une filtration sur cet espace.
On propose alors l’algorithme de gradient perturbe´ suivant pour re´soudre le proble`me IV.33 :
Algorithme IV.9. E´tape t ∈ N :
xt+1 = ΠXf (xt + γt(st +wt)) ,
avec st, une direction de descente,wt une variable ale´atoire a` valeurs dansX (la perturbation,
le bruit sur la direction de descente), et γt une suite de´croissante de re´els positifs.
Nous allons maintenant donner un the´ore`me de convergence de l’algorithme IV.9 dans le cas
de Xf convexe ferme´ (pouvant eˆtre ou non un sous-espace vectoriel). Ce the´ore`me est l’analogue
dans un cadre plus ge´ne´ral du the´ore`me IV.5, et suit donc le meˆme sche´ma de preuve.
The´ore`me IV.10 (Projection ge´ne´rale). (i) Supposons que x 7→ f(x) soit convexe, coer-
cive et semi continue infe´rieurement, sur X, et que Xf soit un convexe ferme´. Ainsi, pour
tout x ∈ Xf , ∂f(x) 6= ∅.
(ii) Soit (Ft) une filtration sur (Ω,A,P), et supposons que pour tout t ∈ N, st et wt−1 sont
Ft-mesurables.
(iii) Supposons que f est a` sous-gradients line´airement borne´s sur Xf , c’est a` dire
(IV.34) ∃a1, a2 ≥ 0, ∀x ∈ Xf , ∀v ∈ ∂f(x), ‖v‖ ≤ a1‖x‖+ a2.
(iv) Supposons qu’il existe κ > 0 tel que
(IV.35) ∀t ∈ N, −1
κ
st ∈ ∂f(xt).
(v) Supposons qu’il existe A > 0 et deux suites de re´els positifs (²t, ηt), tels que pour tout t ∈ N,
il existe vt ∈ ∂f(xt), tel que,
‖E (wt|Ft) ‖ ≤ηt (1 + ‖vt‖) ,(IV.36a)
E
(‖wt‖2|Ft) ≤A(1 + 1
²t
‖vt‖2
)
.(IV.36b)
Si Xf n’est pas un sous-espace vectoriel, supposons de plus qu’il existe une application
g : R→ R continue ou borne´e, et pour tout t ∈ N un e´le´ment vt ∈ ∂f(xt) tels que
(IV.36c) E (‖wt‖|Ft) ≤ g(‖vt‖).
(vi) Supposons que les suites (γt), (²t) and (ηt) de´croissent vers 0 et soient telles que :
(IV.37) ∀t ∈ N, γt, ²t > 0,
∑
t∈N
γt = +∞,
∑
t∈N
(γt)
2
²t
< +∞,
∑
t∈N
γtηt < +∞.
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Alors le proble`me (IV.33) admet un ensemble de solutions qu’on notera S, et une valeur
optimale note´e fS. De plus, f(xt) → fS p.s., quand t tend vers l’infini, et tout point
d’accumulation de (xt) dans la topologie faible appartient a` S.
(vii) De plus, si f est fortement convexe, (xt) converge fortement vers l’unique solution x
∗ de
(IV.33).
Preuve : On utilise le sche´ma de preuve introduit dans [32], en introduisant une fonction de
Lyapunov. Soit x∗ ∈ S, et pour tout x ∈ X, Λ(x) := 12‖x− x∗‖2 notre fonction de Lyapunov. On e´tudie
son e´volution le long des ite´rations. Pour tout t ∈ N, on note Λt = Λ(xt), avec xt ge´ne´re´ par l’algorithme
IV.9. Soit t ∈ N. En suivant le meˆme raisonnement sur les projections que celui menant dans la preuve
du the´ore`me IV.5 a` l’e´quation (IV.8), on obtient :
Λt+1 − Λt =1
2
‖xt+1 − xt‖2 + 〈xt+1 − xt,xt − x∗〉
≤3(γt)
2
2
‖st +wt‖2 + γt〈st +wt,xt − x∗〉(IV.38)
On prend maintenant l’espe´rance conditionnelle sachant Ft dans (IV.38)
E (Λt+1|Ft)− Λt ≤3(γt)
2
2
E
(‖st +wt‖2|Ft)+ γt〈st,xt − x∗〉
+ γt〈E (wt|Ft) ,xt − x∗〉,
≤3(γt)
2
2
E
(‖st +wt‖2|Ft)+ γtκ (f(x∗)− f(xt))
+ ηtγt‖xt − x∗‖+ ηtγt‖vt‖‖xt − x∗‖,(IV.39)
de par les hypothe`ses (IV.35) et (IV.36a) et l’ine´galite´ de Cauchy-Schwarz. Selon l’hypothe`se (IV.34), il
existe a1, a3 ≥ 0 tels que
‖vt‖ ≤ a1‖xt − x∗‖+ a3.
On continue alors le calcul :
E (Λt+1|Ft)− Λt ≤3(γt)
2
2
E
(‖st +wt‖2|Ft)+ γtκ (f(x∗)− f(xt))
+ ηtγt(1 + a3)‖xt − x∗‖+ ηtγta1‖xt − x∗‖2
≤3(γt)
2
2
E
(‖st +wt‖2|Ft)+ γtκ (f(x∗)− f(xt))
+ ηtγt(1 + a1 + a3)‖xt − x∗‖2 + ηtγt (1 + a3) .(IV.40)
L’ine´galite´ (IV.40) est obtenue graˆce a` l’ine´galite´ scalaire x ≤ 1+x2. On s’inte´resse maintenant au premier
terme du membre de droite. Selon l’hypothe`se (IV.35), et l’hypothe`se (IV.34), il vient
‖st‖2 ≤ κ2 (a1‖xt − x∗‖+ a3)2 ≤ 2κ2
(
a21‖xt − x∗‖2 + a23
)
.
D’ou` :
(γt)
2
2
E
(‖st +wt‖2|Ft) ≤(γt)2 (‖st‖2 + E (‖wt‖2|Ft)) ,
≤(γt)2
(
2κ2(a21‖xt − x∗‖2 + a23) +A
(
1 +
1
²t
‖vt‖2
))
,
≤(γt)2
(
2κ2a23 +A+
2Aa23
²t
)
+ (γt)
2
(
2κ2a21 +
2a21A
²t
)
‖xt − x∗‖2,(IV.41)
L’e´quation (IV.41) s’obtient en utilisant l’ine´galite´ scalaire classique (x+ y)2 ≤ 2x2+2y2, les hypothe`ses
(IV.35)–(IV.36b), et la proprie´te´ de sous-gradients line´airement borne´s de f . En revenant maintenant a`
l’e´quation (IV.40), on trouve :
(IV.42) E (Λt+1|Ft)− Λt ≤ αtΛt + βt + γtκ (f(x∗)− f(xt))
avec :
αt =12(γt)
2
(
κ2a21 +
a21A
²t
)
+ 2γtηt(1 + a1 + a3),
βt =3(γt)
2
(
2κ2a23 +A+
2Aa23
²t
)
+ γtηt(1 + a3).
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Ainsi, (αt) et (βt) sont deux se´ries sommables. En prenant l’espe´rance dans l’e´quation (IV.42), et en
notant λt = E (Λt), on obtient :
(IV.43) λt+1 − λt ≤ αtλt + βt + γtκ E (f(x∗)− f(xt))︸ ︷︷ ︸
≤0, par optimalite´
.
Le lemme A.33 montre alors que (λt) est borne´e par un re´el M > 0. On prouve maintenant que (Λt) est
une quasi-martingale convergente. En effet :
– Par de´finition, (Λt) est (Ft)-adapte´e.
– Par de´finition, pour tout t ∈ N, Λt ≥ 0, i.e., inft∈N E (Λt) ≥ 0.
– Soit pour tout t ∈ N, Ct := {E (Λt+1 − Λt|Ft) > 0}. Clairement, 1Ct est Ft-mesurable. Par l’e´qua-
tion (IV.42), on a donc :∑
t∈N
E (1Ct · (Λt+1 − Λt)) ≤
∑
t∈N
E (1Ct · E (Λt+1 − Λt|Ft)) ,
≤
∑
t∈N
E (1Ct (αtΛt + βt)) ,
≤
∑
t∈N
(αtM + βt) < +∞.
– Il est clair e´galement que supt∈N E (min(Λt, 0)) < +∞. Par conse´quent, en utilisant le the´ore`me B.6,
(Λt) est une quasi-martingale et converge p.s. vers une variable ale´atoire inte´grable. Par conse´quent,
cette suite est borne´e p.s., et par de´finition, en utilisant l’hypothe`se (IV.34), les suites (xt) (st),
(vt) sont presque suˆrement borne´es dans X.
On prouve maintenant que (f(xt)) converge p.s. vers f(x
∗). L’e´quation (IV.43) donne pour tout t ∈ N :
γtE (f(xt)− f(x∗)) ≤ αtλt + βt + λt − λt+1.
On ajoute ces ine´galite´s pour t = 0, . . . , n :
κ
n∑
t=0
γtE (f(xt)− f(x∗)) ≤λ0 − λn+1 +
n∑
t=0
(αtM + βt),
≤M +M
n∑
t=0
αt +
n∑
t=0
βt.(IV.44)
En faisant tendre n→∞ : ∑
t∈N
γtE (f(xt)− f(x∗)) <∞.
Par optimalite´, tous les termes sous l’espe´rance sont positifs p.s. Par conse´quent :
(IV.45)
∑
k∈N
γt (f(xt)− f(x∗)) <∞.
On utilise maintenant le lemme A.35. Soit l ∈ N. f e´tant convexe,
f(xl)− f(xl+1) ≤〈vl,xl − xl+1〉,
=〈vl,xl −ΠXf (xl + γl(sl +wl))〉
Distinguons alors deux cas :
– Si Xf est un sous-espace vectoriel, la projection est line´aire et auto-adjointe, d’ou`
f(xl)− f(xl+1) ≤〈vl,xl − xl+1〉,
=− γl〈vl, sl +wl〉
En conditionnant par rapport a` Fl, on obtient :
f(xl)− E (f(xl+1)|Fl) ≤− γl〈vl, sl + E (wl|Fl)〉
≤γl‖vl‖ × (‖sl‖+ ‖E (wl|Fl) ‖) ,
≤γlδ,(IV.46)
en utilisant l’hypothe`se (IV.36a), car les suites (‖st‖), (‖vt‖) sont borne´es presque suˆrement.
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– Si Xf est un convexe ferme´, on a :
f(xl)− f(xl+1) ≤γl‖vl‖ × ‖sl +wl‖..(IV.47)
En conditionnant par rapport a` Fl on trouve :
f(xl)− E (f(xl+1)|Fl) ≤γl‖vl‖ × E (‖sl +wl‖|Fl)
≤γl‖vl‖g(sl) ≤ γlδ′,(IV.48)
avec δ′ > 0, car on sait que les suites (‖st‖) et (‖vt‖) sont borne´es, et on applique (IV.36c).
On peut donc appliquer le lemme A.35, graˆce aux e´quation (IV.45) et (IV.46)–(IV.48), ce qui donne
(IV.49) lim
t→∞
f(xt) = f(x
∗)
Soit x¯ un point d’accumulation de (xt) dans la topologie faible. Un tel point existe car (xt) est borne´e. Il
existe donc une sous-suite (xφ(t)) qui converge vers x¯. Comme X
f est convexe ferme´ et donc faiblement
ferme´, x¯ ∈ Xf , et par semi continuite´ infe´rieure faible de f (ce qui provient de la convexite´ et de la semi
continuite´ forte), il vient :
f(x¯) ≤ lim inf
t→∞
f(xφ(t)) = f(x
∗),
et donc x¯ ∈ S.
Supposons maintenant que f soit fortement convexe de module B > 0. Dans ce cas, S se re´duit a` un
singleton {x∗}. Par de´finition,
(IV.50) f(xt)− f(x∗) ≥ 〈∇f(x∗),xt − x∗〉+ B
2
‖x∗ − xt‖2
Par optimalite´, 〈∇f(x∗),xt − x∗〉 ≥ 0. (IV.50) donne donc la convergence forte de (xt) vers x∗, ce qui
ache`ve la preuve. 2
Remarque IV.11 (Hypothe`ses (IV.36)). Les hypothe`ses (IV.36) proviennent du caracte`re
stochastique de l’algorithme conside´re´. L’hypothe`se (IV.36a) s’interpre´tent comme une relaxa-
tion de l’hypothe`se usuelle d’incre´ment de martingale qui s’e´crirait E (wt|Ft) = 0. L’hypothe`se
(IV.36b) est une hypothe`se sur la variance de ce qui joue le roˆle d’incre´ment de martingale.
Habituellement, la variance de l’incre´ment de martingale doit eˆtre borne´e. Ici, nous l’autorisons
a` croˆıtre a priori. Enfin, l’hypothe`se (IV.36c) peut eˆtre vue comme la concession introduite pour
compenser la pre´sence d’une projection sur un convexe ferme´. Cette hypothe`se est bien entendu
compatible avec les autres, et n’est pre´sente que lorsque la projection ne s’effectue pas sur un
sous-espace vectoriel.
Remarque IV.12 (Forte convexite´). En suivant le travail de [15] on peut affaiblir l’hypothe`se
(vii) du the´ore`me IV.10, c’est a` dire l’hypothe`se de forte convexite´. En effet, si la fonction f est
suppose´e strictement convexe, la convergence forte de (xt) vers l’unique solution x
∗ du proble`me
(IV.33) peut e´galement eˆtre prouve´e. L’ide´e de [15] est la suivante : ayant (xt) convergeant
faiblement vers x∗, et (f(xt)) convergeant vers f(x∗), avec f strictement convexe, on en de´duit
la convergence de (‖xt−x∗‖) vers 0. C’est pour ne pas compliquer davantage la preuve que nous
avons choisi ici l’hypothe`se plus forte de forte convexite´ sur f .
Remarque IV.13 (Direction de descente). On peut remplacer l’hypothe`se (IV.35) par le jeux
d’hypothe`ses suivantes plus faibles : pour tout x∗ ∈ S, pour tout t ∈ N,
〈st,xt − x∗〉 ≤κ (f(x∗)− f(xt)) ,(IV.51a)
∃vt ∈ ∂f(xt), ‖st‖ ≤c (1 + ‖vt‖) .(IV.51b)
Nous donnons maintenant un the´ore`me de convergence dans le cas ou` la fonction a` optimiser
est fortement convexe, et la projection se fait sur un convexe ferme´. L’inte´reˆt de ce dernier
the´ore`me est d’e´viter, sous l’hypothe`se de forte convexite´, l’introduction de l’hypothe`se sur les
bruits (IV.36c). Par simplicite´, nous e´nonc¸ons ce the´ore`me dans le cas diffe´rentiable, mais il est
e´galement vrai dans le cas sous-diffe´rentiable.
The´ore`me IV.14 (Projection sur un convexe ferme´). (i) Supposons que x 7→ f(x) soit
fortement convexe de module B > 0, semi continue infe´rieurement et diffe´rentiable. Sup-
posons de plus que Xf soit un convexe ferme´ de X. Alors, le proble`me (IV.33) admet une
unique solution note´e x∗.
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(ii) Soit (Ft) une filtration sur (Ω,A,P), et supposons que pour tout t ∈ N, st et wt−1 sont
Ft-mesurables.
(iii) Supposons que ∇f(·) soit lipschitzienne sur Xf de module L.
(iv) Supposons qu’il existe c, κ > 0, tels que pour tout t ∈ N,
〈st,xt − x∗〉 ≤κ (f(x∗)− f(xt)) ,(IV.52a)
‖st‖ ≤c (1 + ‖∇f(xt)‖) .(IV.52b)
(v) Supposons qu’il existe A > 0 et deux suites de re´els (²t, ηt), tels que pour tout t ∈ N,
‖E (wt|Ft) ‖ ≤bηt (1 + ‖∇f(xt)‖) ,(IV.53a)
E
(‖wt‖2|Ft) ≤A(1 + 1
²t
‖∇f(xt)‖2
)
.(IV.53b)
(vi) Supposons que les suites (γt), (²t) et (ηt) de´croissent vers 0, et soient telles que :
(IV.54) ∀t ∈ N, γt, ²t > 0,
∑
t∈N
γt = +∞,
∑
t∈N
(γt)
2
²t
< +∞,
∑
t∈N
bγtηt < +∞.
Alors f(xt) → f(x∗) p.s., quand t tend vers l’infini, et (xt) converge fortement p.s. vers
l’unique solution x∗ du proble`me (IV.33).
Preuve : On suit le sche´ma de Robbins-Siegmund (voir [78]). Soit t ∈ N. On a :
‖xt+1 − x∗‖2 =‖ΠXf (xt + γt(st +wt))− x∗‖2
≤‖xt − x∗ + γt(st +wt)‖2, par contraction de Π
≤‖xt − x∗‖2 + (γt)2‖st +wt‖2 + 2γt〈st +wt,xt − x∗〉
≤‖xt − x∗‖2 + 2(γt)2‖st‖2 + 2(γt)2‖wt‖2
+ 2γt〈wt,xt − x∗〉+ 2γtκ (f(x∗)− f(xt))(IV.55)
par l’hypothe`se (IV.52a), et en utilisant l’ine´galite´ classique (x + y)2 ≤ 2x2 + 2y2. En utilisant cette
ine´galite´ une nouvelle fois, ainsi que l’hypothe`se (IV.52b), on obtient :
‖xt+1 − x∗‖2 ≤‖xt − x∗‖2 + 4c2(γt)2
(
1 + ‖∇f(xt)‖2
)
+ 2(γt)
2‖wt‖2 + 2γt〈wt,xt − x∗〉+ 2γtκ (f(x∗)− f(xt))(IV.56)
La forte convexite´ de f s’e´crit :
f(xt)− f(x∗) + 〈∇f(x∗), x∗ − xt〉 ≥ B
2
‖xt − x∗‖2.
Par optimalite´, on a 〈∇f(x∗), x∗ − xt〉 ≤ 0. Par conse´quent,
f(xt)− f(x∗) ≥ B
2
‖xt − x∗‖2.
En prenant l’espe´rance conditionnelle par rapport a` Ft dans l’e´quation (IV.56), et en utilisant l’ine´galite´
de forte convexite´ pre´ce´dente, il vient :
E
(‖xt+1 − x∗‖2|Ft) ≤‖xt − x∗‖2 + 4c2(γt)2 (1 + ‖∇f(xt)‖2)
+ 2(γt)
2E
(‖wt‖2|Ft)+ 2γt‖E (wt|Ft) ‖‖xt − x∗‖
−Bκγt‖xt − x∗‖2,
≤‖xt − x∗‖2 + 4c2(γt)2 + 8c2(γt)2‖∇f(x∗)‖2
+ 8c2(γt)
2‖∇f(xt)−∇f(x∗)‖2 + 2A(γt)2
(
1 +
1
²t
‖∇f(xt)‖2
)
+ 2γtηt (1 + ‖∇f(xt)‖) ‖xt − x∗‖ −Bκγt‖xt − x∗‖2(IV.57)
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graaˆce aux hypothe`ses (IV.53a)–(IV.53b). On utilise maintenant l’ine´galite´ x ≤ 1 + x2 et le caracte`re
lipschitzien de ∇f(·). Ainsi,
E
(‖xt+1 − x∗‖2|Ft) ≤(1 + 8c2(γt)2L2 + 4A (γt)2
²t
L2 + 2γtηt(1 + L+ ‖∇f(x∗)‖
)
‖xt − x∗‖2
+ 2(γt)
2A+ 4c2(γt)
2
(
1 + 2‖∇f(x∗)‖2)+ 4A (γt)2
²t
‖∇f(x∗)‖2
+ 2γtηt(1 + ‖∇f(x∗)‖)−Bκγt‖xt − x∗‖2
=(1 + αt)‖xt − x∗‖2 + βt − δt,(IV.58)
avec αt et βt les termes de deux se´ries sommables par l’hypothe`se (IV.54), et
δt = Bκγt‖xt − x∗‖2 ≥ 0.
On peut donc appliquer le lemme de Robbins-Siegmund (cf. Lemme C.3) qui donne finalement :
‖xt − x∗‖2 converge p.s. quand t→∞, et,∑
t∈N
γt‖xt − x∗‖2 < +∞.
Ainsi, (‖xt − x∗‖2) converge vers 0 quand t tend vers l’infini, ce qui ache`ve la preuve. 2
Remarque IV.15 (Pas ale´atoires). Les pas (ρt), (²t) et (ηt) introduits dans les the´ore`mes
IV.14 et IV.10 peuvent eˆtre pris comme des suites de variables ale´atoires positives (Ft)-adapte´es.
En effet, le lemme de Robbins-Siegmund, tout comme le re´sultat de Me´tivier sur les quasi-
martingales peuvent toujours eˆtre applique´s dans ce cas. Cette remarque permet de choisir des
pas online, en fonction des tirages passe´s, ce qui peut eˆtre inte´ressant nume´riquement en vue
d’acce´le´rer la convergence.
Outre les hypothe`ses de´ja` discute´es sur les pas de descente et pas d’approximation, ou sur la
fonction f , l’inte´reˆt majeur de ce the´ore`me est de proposer des hypothe`ses faibles sur les bruits
affectant la direction de descente. En effet, il est assez usuel de demander aux bruits d’eˆtre de
moyenne conditionnelle nulle, i.e. d’eˆtre des incre´ments de martingale. Ici, on ne demande fina-
lement qu’asymptotiquement cette proprie´te´. De plus, nos hypothe`ses permettent de soulever le
lien entre les pas de descente et les pas d’approximation, ce qui fournit un guide supple´mentaire
dans la perspective du re´glage du sche´ma nume´rique d’approximation stochastique. En particu-
lier, nous renvoyons a` la figure 2, qui donnait une interpre´tation graphique des hypothe`ses sur
les pas dans le cas particulier de l’algorithme IV.4. Nous verrons au paragraphe IV.4.3.1 le lien
entre l’algorithme IV.9 et l’algorithme IV.4.
IV.4.2. Algorithme de Arrow-Hurwicz hilbertien. Afin d’aller plus loin dans la ge´-
ne´ralisation, nous donnons maintenant une version a` deux niveaux de l’algorithme de gradient
perturbe´, utile pour les proble`mes de point-selle apparaissant en the´orie des jeux par exemple, ou
avec la dualite´ lagrangienne en optimisation convexe. On propose donc de re´soudre le proble`me :
min
x∈X
max
p∈P
L(x, p),(IV.59)
s.c. x ∈ Xf , p ∈ P f ,
avec
– X et P deux espaces de Hilbert munis respectivement des produits scalaires et normes
note´s 〈·, ·〉X , 〈·, ·〉P et ‖ · ‖X , ‖ · ‖P ,
– L : X × P → R est une application convexe-concave,
– Xf , P f sont des convexes ferme´s de X et P respectivement, et Π·(·) sera l’ope´rateur de
projection correspondant.
On se propose d’e´tudier le comportement de l’algorithme suivant pour la re´solution du proble`me
(IV.59) :
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Algorithme IV.16. E´tape t ∈ N :
xt+1 =ΠXf (xt + γ
x
t (st +wt)) ,
pt+1 =ΠP f (pt + γ
p
t (rt + vt)) .
st est donc une direction de descente, tandis que rt est une direction de monte´e, et wt,vt
sont les perturbations. Les pas de gradient γxt , γ
p
t seront dore´navant pris e´gaux.
Il serait a` nouveau possible de proposer diffe´rents the´ore`mes de convergence avec des hypo-
the`ses de forte convexite´, etc. Pour simplifier la pre´sentation, nous ne donnons ici qu’un seul
the´ore`me regroupant les cas les plus inte´ressants pratiquement, et e´tant donc e´nonce´ sans hypo-
the`se de diffe´rentiabilite´.
The´ore`me IV.17 (Proble`me de point-selle). (i) Supposons que L(·, p) : X → R soit
convexe, semi continue infe´rieurement pour tout p ∈ P , et que L(x, ·) : P → R soit
concave, semi continue supe´rieurement pour tout x ∈ X. Supposons que Xf et P f soient
des convexes ferme´s de X et P , et qu’il existe un point selle (x∗, p∗) a` L sur Xf × P f .
(ii) Soit (Ft) une filtration, et supposons que pour tout t ∈ N, xt, st,pt et rt soient Ft-
mesurables.
(iii) Supposons que pour tout (x, p) ∈ Xf × P f , ∂xL(x, p) et ∂pL(x, p) soient non vides et qu’il
existe deux re´els a1, a2 ≥ 0 tels que
∀(x, p) ∈ Xf × P f , ∀ux ∈ ∂xL(x, p), ‖ux‖X ≤a1‖x‖X + a2,(IV.60a)
∀(x, p) ∈ Xf × P f , ∀up ∈ ∂pL(x, p), ‖up‖P ≤a1‖p‖P + a2,(IV.60b)
(iv) Supposons qu’il existe c, κ > 0 tels que pour tout t ∈ N,
〈st,xt − x∗〉X ≤κ (L(x∗,pt)− L(xt,pt)) ,(IV.61a)
〈rt,pt − p∗〉P ≤κ (L(xt,pt)− L(xt, p∗)) ,(IV.61b)
∃uxt ∈ ∂xL(xt,pt), ‖st‖X ≤c (1 + ‖uxt ‖) ,(IV.61c)
∃upt ∈ ∂pL(xt,pt), ‖rt‖P ≤c (1 + ‖upt ‖) .(IV.61d)
(v) Supposons qu’il existe un re´el A > 0 et des suites re´elles positives (²xt , η
x
t ) et (²
p
t , η
p
t ) tels
que pour tout t ∈ N, il existe (uxt ,upt ) ∈ ∂xL(xt,pt)× ∂pL(xt,pt) tels que
‖E (wt|Ft) ‖X ≤ηxt (1 + ‖uxt ‖X) ,(IV.62a)
‖E (vt|Ft) ‖P ≤ηpt (1 + ‖upt ‖P ) ,(IV.62b)
E
(‖wt‖2X |Ft) ≤A
(
1 +
1
²xt
‖uxt ‖2X
)
,(IV.62c)
E
(‖vt‖2P |Ft) ≤A
(
1 +
1
²pt
‖upt ‖2P
)
.(IV.62d)
Si Xf (resp. P f ) n’est pas un sous-espace vectoriel, supposons aussi qu’il existe une ap-
plication continue ou borne´e gx : R → R (resp. gt), et pour tout t ∈ N un e´le´ment
uxt ∈ ∂xL(xt,pt) (resp. upt ∈ ∂pL(xt,pt)) tels que,
(IV.62e) E (‖wt‖X |Ft) ≤ gx(‖uxt ‖X), (resp. E (‖vt‖P |Ft) ≤ gp(‖upt ‖P )).
(vi) Supposons que les suites (γt), (²
t
x), (²
p
t ), (η
x
t ) et (η
p
t ) soient toutes strictement positives et
de´croissent vers 0 tout en ve´rifiant :∑
t∈N
γt = +∞,
∑
t∈N
γtη
x
t < +∞,
∑
t∈N
γtη
p
t < +∞
∑
t∈N
(γt)
2
²xt
< +∞,
∑
t∈N
(γt)
2
²pt
< +∞.(IV.63a)
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Alors, (xt) et (pt) sont presque suˆrement borne´es, et L(xt, p
∗)→ L(x∗, p∗), et L(x∗,pt)→
L(x∗, p∗) presque suˆrement, quand t tend vers l’infini. De plus, si L(·, p∗) est fortement
convexe, (xt) converge presque suˆrement fortement vers x
∗.
Preuve : Nous suivons le meˆme sche´ma de preuve que pour le the´ore`me IV.10. De´finissons pour
tout t ∈ N, Λt notre fonction de Lyapunov par :
Λt = ‖xt − x∗‖2X + ‖pt − p∗‖2P .
De la meˆme manie`re que pour arriver a` l’e´quation (IV.8), nous obtenons :
Λt+1 ≤Λt + 3(γt)2
(‖st +wt‖2X + ‖rt + vt‖2P )
+ 2γt (〈st +wt,xt − x∗〉X + 〈rt + vt,pt − p∗〉P ) .(IV.64)
Avec l’ine´galite´ scalaire (a+ b)2 ≤ 2(a2 + b2), et par les hypothe`ses (IV.61a)–(IV.61b), nous poursuivons
(IV.64) :
Λt+1 ≤Λt + 6(γt)2
(‖st‖2X + ‖wt‖2X)
+ 6(γt)
2
(‖rt‖2P + ‖vt‖2P )
+ 2γt (L(x
∗,pt)− L(xt,pt) + L(xt,pt)− L(xt, p∗))
+ 2γt (〈wt,xt − x∗〉X + 〈vt,pt − p∗〉P ) .(IV.65)
De plus, les hypothe`ses (IV.61c)–(IV.61d) impliquent que :
‖st‖2X ≤2c2
(
1 + ‖uxt ‖2X
)
,
‖rt‖2P ≤2c2
(
1 + ‖upt ‖2P
)
.
Finalement, avec l’hypothe`se (IV.60), on arrive a` :
‖st‖2X ≤2c2
(
1 + 2(a1)
2‖xt − x∗‖2X + 2(a2 + a1‖x∗‖X)2
)
,
‖rt‖2X ≤2c2
(
1 + 2(a1)
2‖pt − p∗‖2P + 2(a2 + a1‖p∗‖P )2
)
.
De´finissons alors a3 = 4c
2(a1)
2 et ax4 = 2c
2
(
1 + 2(a2 + a1‖x∗‖X)2
)
et de la meˆme fac¸on ap4. On peut
alors e´crire :
‖st‖2X ≤a3‖xt − x∗‖2X + ax4 ,(IV.66a)
‖rt‖2X ≤a3‖pt − p∗‖2P + ap4.(IV.66b)
Par les meˆmes arguments, les hypothe`ses (IV.60) et (IV.62c)–(IV.62d) se re´e´crivent comme
E
(‖wt‖2X |Ft) ≤A
(
1 +
2
²xt
(
(a1)
2‖xt − x∗‖2X + (a2 + a1‖x∗‖X)2
))
(IV.67a)
E
(‖vt‖2P |Ft) ≤A
(
1 +
2
²pt
(
(a1)
2‖pt − p∗‖2P + (a2 + a1‖p∗‖P )2
))
(IV.67b)
Nous conditionnons maintenant l’e´quation (IV.65) par rapport a` Ft et appliquons les ine´galite´s (IV.66)–
(IV.67).
E (Λt+1|Ft) ≤Λt + 6(γt)2
(
a3‖xt − x∗‖2X + ax4 + a3‖pt − p∗‖2P + ap4
)
+ 6(γt)
2
(
A
(
1 +
2
²xt
(
(a1)
2‖xt − x∗‖2X + (a2 + a1‖x∗‖X)2
)))
+ 6(γt)
2
(
A
(
1 +
2
²pt
(
(a1)
2‖pt − p∗‖2P + (a2 + a1‖p∗‖P )2
)))
+ 2γt (L(x
∗,pt)− L(xt,pt) + L(xt,pt)− L(xt, p∗))
+ 2γt (‖E (wt|Ft) ‖ × ‖xt − x∗‖X + ‖E (vt|Ft) ‖ × ‖pt − p∗‖P )(IV.68)
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Les hypothe`ses (IV.62a)–(IV.62b) permettent de borner les derniers termes de l’e´quation (IV.68), et nous
obtenons finalement
E (Λt+1|Ft) ≤Λt + 6(γt)2
(
a3‖xt − x∗‖2X + ax4 + a3‖pt − p∗‖2P + ap4
)
+ 10(γt)
2
(
A
(
1 +
2
²xt
(
(a1)
2‖xt − x∗‖2X + (a2 + a1‖x∗‖X)2
)))
+ 10(γt)
2
(
A
(
1 +
2
²pt
(
(a1)
2‖pt − p∗‖2P + (a2 + a1‖p∗‖P )2
)))
+ 2γt (L(x
∗,pt)− L(xt,pt) + L(xt,pt)− L(xt, p∗))
+ 2ηxt γt (a1‖xt − x∗‖X + a2 + a1‖x∗‖X) ‖xt − x∗‖X
+ 2ηpt γt (a1‖pt − p∗‖P + a2 + a1‖p∗‖P ) ‖pt − p∗‖P
(IV.69)
Nous utilisons alors l’ine´galite´ scalaire ab ≤ a2+b22 . Ainsi, (IV.69) se re´e´crit :
E (Λt+1|Ft) ≤Λt + βt + αt
(‖xt − x∗‖2X + ‖pt − p∗‖2P )+ 2γt (L(x∗,pt)− L(xt, p∗)) ,
≤Λt (1 + αt) + βt + 2γt (L(x∗,pt)− L(xt, p∗)) ,(IV.70)
avec (αt) et (βt) les termes de deux se´ries sommables de´finies de la meˆme manie`re que dans la preuve du
the´ore`me IV.10.
En utilisant alors la double ine´galite´ de point-selle pour (x∗, p∗), on obtient avec l’ine´galite´ (IV.70) :
E (Λt+1|Ft) ≤Λt (1 + αt) + βt + 2γt (L(x∗, p∗)− L(xt, p∗)) et,(IV.71a)
E (Λt+1|Ft) ≤Λt (1 + αt) + βt + 2γt (L(x∗,pt)− L(x∗, p∗)) .(IV.71b)
Par de´finition,
L(x∗,pt)− L(x∗, p∗) ≤ 0, et, L(x∗, p∗)− L(xt, p∗) ≤ 0.
En utilisant maintenant le meˆme argument de quasimartingale que pre´ce´demment, on obtient que (Λt)
est une quasimartingale et converge presque suˆrement vers une variable ale´atoire inte´grable. Elle est donc
presque suˆrement borne´e, et par conse´quent, (xt) and (pt) le sont e´galement presque suˆrement dans X et
P respectivement. En utilisant les hypothe`ses (IV.61)–(IV.60), (st) et (rt) sont aussi presque suˆrement
borne´es.
Enfin, en faisant les meˆmes calculs que ceux menant a` l’e´quation (IV.45), on obtient∑
t∈N
γt (L(xt, p
∗)− L(x∗, p∗)) <+∞,(IV.72a)
∑
t∈N
γt (L(x
∗, p∗)− L(x∗,pt)) <+∞.(IV.72b)
Par convexite´ de L(·, p∗) et concavite´ de L(x∗, ·), on peut a` nouveau ve´rifier les hypothe`ses du lemme
A.35 (calculs menant aux e´quations (IV.46) ou (IV.48) selon les ensembles admissibles), ce qui donne ici :
lim
t→∞
L(xt, p
∗) =L(x∗, p∗), et,(IV.73a)
lim
t→∞
L(x∗,pt) =L(x
∗, p∗).(IV.73b)
La semi continuite´ infe´rieure de L(·, p∗) et supe´rieure de L(x∗, ·) donnent la convergence faible de (xt,pt)
vers (x∗, p∗).
Enfin, si L(·, p∗) est fortement convexe, on obtient comme en (IV.50) la forte convergence de (xt) vers
x∗. 2
IV.4.3. Illustrations.
IV.4.3.1. Convergence de l’algorithme IV.4. Afin de revenir au cadre du proble`me (IV.4),
nous posons X = L2(Rm,Rp, µ), et pour tout x ∈ X, f(x) = E (j(x(ξ), ξ)), avec ξ une variable
ale´atoire de loi µ a` valeurs dans Rm, et j une inte´grande normale convexe (cf. De´finition A.23).
A supposer que les applications soient toutes diffe´rentiables, on a naturellement :
∀x ∈ X, ∇f(x)(·) = ∇xj(x(·), ·).
Enfin, on prendra Xf un convexe ferme´ ou un sous-espace ferme´ de X. Soit (ξt) une suite de
variables ale´atoires i.i.d. de loi µ, et (Kt : Rm × Rm → R) une suite d’applications. Enfin, on se
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donne deux suites de re´els positifs (ρt, ²t). L’algorithme IV.4 s’e´crit pour son actualisation :
(IV.74) xt+1 = ΠXf
(
xt − ρt∇f(xt)(ξt+1)Kt(ξt+1, ·)
)
.
Nous allons maintenant spe´cifier l’algorithme ge´ne´ral IV.9 afin de retomber sur l’algorithme
IV.4. On pose alors pour tout t ∈ N :
– Ft := σ(ξ1, . . . , ξt) la filtration naturelle associe´e a` (ξt),
– st := −∇f(xt),
– wt := ∇f(xt)−∇xf(xt)(ξt+1) 1²tKt(ξt+1, ·).
L’e´quation IV.74 se re´ecrit alors :
xt+1 = ΠXf (xt + γt(st +wt)) ,
avec γt = ρt²t. Les hypothe`ses du the´ore`me IV.5 permettent de ve´rifier celles du the´ore`me
IV.10, ce qui montre l’utilite´ du cadre ge´ne´ral du gradient perturbe´. Les hypothe`ses sur les
bruits IV.36 sont en effet implique´es, avec notre re´e´criture, par les hypothe`ses IV.6.
IV.4.3.2. Convergence de l’estimateur de densite´ de Wagner-Wolverton. Nous allons ici mon-
trer comment le the´ore`me IV.10 peut permettre de de´montrer la convergence d’algorithmes d’ap-
proximation d’une fonction de re´gression : par exemple, la convergence de l’estimateur de densite´
re´cursif introduit par Wagner et Wolverton dans [94]. Cet article est la premie`re introduction
d’un estimateur re´cursif de densite´, apre`s l’estimateur de Parzen-Rosenblatt (cf. [87, 69]). Le
but est d’estimer la densite´ f sur Rm d’une variable ale´atoire, sur la base unique de tirages
successifs i.i.d. de cette variable ale´atoire. L’algorithme s’e´crit :
Tirer ξt+1 inde´pendamment de (ξ1, . . . , ξt) de densite´ f ,
∀x ∈ Rm, f t+1(x) = f t(x)
(
1− 1
t+ 1
)
+
1
t+ 1
1
hmt+1
K
(
x− ξt+1
ht+1
)
.(IV.75)
Bien entendu, on peut re´ecrire la formule IV.75 plus simplement comme suit :
(IV.76) ∀x ∈ Rm, f t+1(x) =
1
t+ 1
t+1∑
i=1
1
hmi
K
(
x− ξi
hi
)
.
On dispose ensuite d’un the´ore`me pour la convergence de l’algorithme (IV.75), e´nonce´ ci-apre`s.
Nous allons donner une de´monstration alternative de ce the´ore`me utilisant notre the´orie du
gradient perturbe´.
The´ore`me IV.18 (Wagner et Wolverton, 1969). Supposons que :
(1) La suite de re´els positifs (ht) est telle que :
(IV.77) 1 ≥ h1 ≥ · · · ≥ 0,
∑
t∈N
ht
t
< +∞,
∑
t∈N
1
t2hmt
< +∞.
(2) L’application K : Rm → R est une densite´ de probabilite´ satisfaisant
∀x ∈ Rm, K(x) ≤A < +∞,(IV.78a) ∫
‖x‖RmK(x)dx =B < +∞.(IV.78b)
(3) La densite´ de probabilite´ f est uniforme´ment lipschitzienne de constante L.
Alors, la suite de fonctions (f t) ge´ne´re´e par l’algorithme (IV.76) est telle que∫
Rm
(f t(x)− f(x))2 dx→ 0, p.s. quand t→ +∞.
Preuve : Remarquons tout d’abord que comme f est une densite´ lipschitzienne, f est de carre´
inte´grable. Par simplicite´, on notera 〈·, ·〉 et ‖ · ‖ le produit scalaire et la norme dans L2(Rm,R, f), qu’on
notera dans cette preuve L2. Regardons le proble`me d’optimisation fonctionnel suivant :
(IV.79) min
g∈L2
J(g) :=
1
2
‖g − f‖2.
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Comme f est dans L2, il est clair que la solution unique de (IV.79) est f . Un algorithme de gradient
perturbe´ sur le proble`me (IV.79) peut s’e´crire :
(IV.80) gt+1 = gt + γt (st +wt) ,
avec gt = f t(·), st = f(·) − f t(·) et wt = Kt+1(·, ξt+1) − f(·), avec Ks(x, y) = 1hms K
(
x−y
hs
)
. On de´finit
e´galement γt = 1/(t + 1). Finalement, l’algorithme (IV.80) et l’algorithme (IV.75) sont identiques. En
utilisant le the´ore`me IV.10, nous allons montrer la convergence de l’algorithme (IV.80) vers la solution
du proble`me (IV.79), ce qui prouvera le the´ore`me.
(i) L’application J est fortement convexe, et f est la solution du proble`me (IV.79) ;
(ii) En de´finissant pour tout t ∈ N, Ft la tribu engendre´e par ξ1, . . . , ξt, st et f t sont bien Ft-mesurables ;
(iii) Le gradient de J est donne´ par ∇J(g) = g − f pour tout g ∈ L2. Il est donc lipschitzien ;
(iv) Par de´finition, 〈st, gt − f〉 = −‖gt − f‖2 et ‖st‖ = ‖∇J(gt)‖ ; En d’autres termes, st est bien une
direction de descente ;
(v) Il ne reste plus qu’a` ve´rifier les hypothe`ses sur les bruits wt.
E (wt|Ft) (x) =
∫
Rm
Kt+1(x, y)f(y)dy − f(x),
=
∫
Rm
1
hmt+1
K
(
x− y
ht+1
)
f(y)dy − f(x),
=
∫
Rm
K(z)f(x− zht+1)dz − f(x).
D’ou`, par le caracte`re lipschitzien de f ,
‖E (wt|Ft) ‖ =
√∫
Rm
‖E (wt|Ft) ‖2Rp(x)f(x)dx,
≤ht+1LB,
graˆce a` l’hypothe`se (IV.78b). Cela donne l’hypothe`se (IV.36a), avec ηt = ht+1. Pour l’hypothe`se sur
la variance (IV.36b), on a :
E
(‖wt‖2|Ft) = ∫
Rm×Rm
(
1
hmt+1
K
(
x− y
ht+1
)
− f(x)
)2
f(x)f(y)dxdy,
=
∫
Rm×Rm
1
h2mt+1
K
(
x− y
ht+1
)2
f(x)f(y)dxdy
+
∫
Rm
f(x)3dx− 2
hmt+1
∫
Rm×Rm
K
(
x− y
ht+1
)
f(x)2f(y)dxdy,
≤
∫
Rm
f(x)3dx+
1
hmt+1
∫
Rm×Rm
K(z)2f(x)f(x− zht+1)dxdz,
≤
∫
Rm
f(x)3dx+
A
hmt+1
∫
Rm×Rm
K(z)f(x) (f(x) + Lht+1‖z‖Rm) dxdz
De`s lors, comme f est une densite´ de carre´ inte´grable, et graˆce aux hypothe`ses (IV.78b)–(IV.78a),
il existe deux constantes C,C ′ > 0 telles que :
E
(‖wt‖2|Ft) ≤ C + C ′
hmt+1
,
ce qui donne l’hypothe`se (IV.36b) du the´ore`me IV.10 ;
(vi) Enfin, les hypothe`ses sur les suites (IV.77) impliquent dans notre cas les hypothe`ses (IV.37).
On peut donc appliquer le the´ore`me IV.10, qui prouve le the´ore`me de Wagner et Wolverton d’une autre
manie`re. 2
En faissant les meˆmes hypothe`ses sur le noyau K(·), Re´ve´sz de´montre dans [74] un re´sultat
de grande de´viation pour l’estimateur de Wolverton-Wagner. Dans [76], avec des hypothe`ses
le´ge`rement plus restrictives sur la densite´ f (du type support compact) et sur le noyau K(·) (de
forme cre´neau), il donne des the´ore`mes de la limite centrale pour l’erreur en norme L2 et en norme
infinie. Son travail part d’un de´coupage de l’algorithme assez fondamentalement diffe´rent de celui
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que nous proposons ici : chez lui, l’erreur (notre wt) est toujours un incre´ment de martingale,
mais c’est l’ope´rateur de descente (notre st) qui est bruite´. De plus, ses re´sultats asymptotiques
de vitesse ne´cessitent la bornitude des ite´re´s de l’algorithme qui doit donc eˆtre pre´suppose´e,
alors qu’elle est pour nous une conse´quence du the´ore`me ge´ne´ral de gradient perturbe´ IV.10.
Les travaux [40, 41] ont e´galement explore´ ce proble`me, et donne´ des conditions ne´cessaires et
suffisantes sur la suite (ht) pour assurer la convergence de l’estimateur de Wagner-Wolverton.
Pour un aperc¸u ge´ne´ral de l’approximation non-parame´trique de densite´, nous renvoyons a` [43].
IV.5. Liens avec des ide´es existantes
Nous allons ici e´voquer quelques autres alternatives utilise´es pour re´soudre les proble`mes en
boucle ferme´e, et qui peuvent comporter des analogies avec notre approche : les re`gles de de´cision
line´aires, et les espaces de noyaux reproduisants. Au passage, nous proposerons dans chacun des
deux cas une version chaotique d’algorithmes existants, afin de montrer une fois encore l’utilite´
du cadre ge´ne´ral que nous avons dresse´ dans ce chapitre.
IV.5.1. Re´gles de de´cision line´aires.
IV.5.1.1. Parame´trage de la commande. Classiquement, dans le cadre de proble`mes en
boucle ferme´e comme le proble`me (I.1), afin de rendre la re´solution possible, on recourt a` des
re`gles de de´cision pre´de´termine´es. Historiquement, de telles de´marches remontent notamment a`
[61]. De fac¸on ge´ne´rale, la de´marche est la suivante :
(1) Se donner une base de fonctions Φn = (φ1, . . . , φn) avec pour tout i ∈ {1, . . . , n},
φi ∈ L2(Ξ,Rp, µ),
(2) Rechercher u solution du proble`me (I.1) sous la contrainte supple´mentaire que u(·) =∑n
i=1 αiφi(·).
Abusivement, nous noterons Φn l’ope´rateur line´aire de Rn dans L2(Ξ,Rp, µ) de´fini par
Φnα =
∑n
i=1 αiφi pour tout α ∈ Rn.
Un tel sche´ma de re´solution transporte par l’ope´rateur Φn le proble`me de minimisation de
l’espace fonctionnel L2(Ξ,Rp, µ) dans l’espace de dimension finie Rn, compose´ des coefficients
des fonctions de base. Finalement, il s’agit de re´soudre :
min
α∈Rn
E (j(Φnα(ξ), ξ)) ,(IV.81a)
s.c.Φnα ∈ Uf .(IV.81b)
Bien entendu, le crite`re du proble`me (IV.81a) reste une fonction convexe de α ∈ Rn de par la
line´arite´ de Φn. Cependant, il faut faire attention a` la contrainte d’admissibilite´ qui en toute
ge´ne´ralite´, selon la forme de l’ensemble Uf peut devenir vide dans Rn. Des e´tudes en cours (cf.
[38], ou [70]) travaillent pre´cise´ment sur des re`gles line´aires conjointement dans le dual et le
primal pour e´viter ce genre d’e´cueils. Sans parler de re`gles line´aires dans le dual, on peut en effet
re´e´crire le proble`me (IV.81) directement dans l’espace L2(Ξ,Rp, µ) de la manie`re e´quivalente
suivante :
min
u∈L2(Ξ,Rp,µ)
E (j(u(ξ), ξ)) ,(IV.82a)
s.c. u ∈ Uf ∩ Im(Φn).(IV.82b)
On peut de`s lors penser a` des the´ore`mes asymptotiques, en se donnant une famille de´nombrable
dense de fonctions (φi) dans L
2(Ξ,Rp, µ) (cela existe, on peut par exemple prendre une base
hilbertienne), et en de´finissant pour tout k ∈ N l’application line´aire Φk construite comme avant
avec les k premie`res fonctions φi. Il s’agit alors de montrer que
(
Uf ∩ Im(Φk)) en tant que
suite d’ensembles converge au sens de Painleve´-Kuratowski vers Uf , pour obtenir, a` quelques
conditions pre`s, la convergence des proble`mes approche´s (IV.82) vers le proble`me initial (I.1) (ce
type de raisonnement, base´ sur le concept d’e´pi-convergence expose´ dans [84] est par exemple
utilise´ dans [70]).
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Exemple IV.19 (Ensemble admissible et re`gles line´aires). Comme dit, le proble`me en α ∈ Rn
demeure convexe : si l’ensemble convexe Uf de L2(Ξ,Rp, µ) s’e´crit comme l’ensemble des appli-
cations u telles que g(u) ≤ 0, avec g : L2(Ξ,Rp, µ)→ R convexe, alors l’application f : Rn → R
de´finie par f(α) = g(Φnα) sera elle aussi convexe par line´arite´ de Φn. De meˆme, dans le cas de
contraintes de mesurabilite´, les contraintes de mesurabilite´ pourront eˆtre automatiquement incor-
pore´es dans la formulation en utilisant des fonctions de base φi ayant la bonne mesurabilite´. En
revanche, si Uf est l’ensemble des applications u telles que µ-presque partout, A(ξ)u(ξ) = b(ξ),
avec A : Ξ → Rd×p et b : Ξ → Rd deux applications mesurables, le passage aux re`gles line´aires
peut rendre Uf vide, car on dispose alors d’un nombre fini de parame`tres (le vecteur (αi)1≤i≤n)
pour satisfaire un nombre de contraintes de l’ordre du cardinal de Ξ (et donc typiquement infini).
Comme le proble`me (IV.81) est plus contraint que le proble`me (I.1), on n’a aucune garantie
de l’optimalite´ de la solution trouve´e dans la base Φn : on sait seulement que l’on aura recherche´
la meilleure solution dans l’image de Φn. Ainsi, dans l’hypothe`se ou` la base choisie est mauvaise
pour le proble`me, on obtienda une solution approche´e mauvaise. Au contraire, si Φn n’est
re´duite qu’a` un seul e´le´ment qui est la solution optimale du proble`me (I.1), la solution de
(IV.81) sera e´videmment optimale. C’est pour cette raison qu’un axe inte´ressant de recherche
dans ce domaine est l’enrichissement de la base Φn : dans quelle direction enrichir Φn pour
obtenir une meilleure solution approche´e ? Quelle est la garantie d’optimalite´, etc. A` notre
connaissance, seul le re´sultat asymptotique e´voque´ plus haut existe a` ce propos. Nous allons
maintenant comparer l’approche par re`gles de de´cisions line´aires avec l’approche du gradient
stochastique en boucle ferme´e.
IV.5.1.2. Comparaison. Ce qui est inte´ressant ici est de constater les ressemblances et dis-
semblances entre notre approche et les re`gles de de´cision line´aires :
– Dans les deux cas, la solution est obtenue comme une somme de fonctions e´le´mentaires
(les approximations de la masse de Dirac dans notre cas, la base de fonctions pour les
re´gles line´aires).
– Dans le cas des re`gles line´aires, la solution obtenue est la meilleure dans l’espace vectoriel
engendre´ par les fonctions de base, tandis que dans notre cas, on n’a aucune garantie
d’optimalite´ a` nombre d’ite´rations fixe´, dans la base engendre´e par les approximations de
la masse de Dirac utilise´es.
– Dans le cas des re`gles line´aires, il reste toujours une erreur re´siduelle duˆe a` l’erreur d’ap-
proximation par une base finie, et l’on ne sait dans quelle direction enrichir cette base,
tandis que dans notre cas, on peut montrer asymptotiquement la convergence du sche´ma
vers l’optimum : l’enrichissement est automatique.
Pour nous re´sumer, sous des dehors assez semblables, l’approche de gradient stochastique en
boucle ferme´e de´veloppe´e dans ce me´moire, et l’approche par re`gles de de´cision line´aires sont
fondamentalement diffe´rentes :
– Coˆte´ re`gles de de´cision line´aires, la question est d’approcher directement la solution du pro-
ble`me, dans un sous-espace vectoriel appele´ a` croˆıtre vers l’espace entier. L’asymptotique
se situe donc dans la dimension de l’espace d’approximation ;
– Coˆte´ gradient stochastique en boucle ferme´e, a` partir d’un point courant (l’ite´re´), on
approche la distance a` la solution optimale dans un espace de dimension 1 dont la seule
fonction de base est le noyau courant2. L’asymptotique se situe donc dans la succession
des points courants.
Ces deux approches sont donc tre`s diffe´rentes. Ne´anmoins, on pourrait imaginer que l’une
serve a` l’autre. Dans le cas ou` le choix d’une base de fonctions pour des re`gles de de´cision
line´aires, n’est pas naturel, on pourrait faire tourner l’algorithme IV.4 jusqu’a` un nombre
donne´ d’ite´rations, et utiliser la solution courante ainsi produite comme e´le´ment de la base de
fonctions, que l’on pourrait ensuite comple´ter par une base typiquement polynoˆmiale.
2Cette interpre´tation est du reste la meˆme pour tout algorithme de gradient ou plus ge´ne´ralement de descente :
on s’y inte´resse moins a` la solution qu’a` la distance qui nous en se´pare depuis le point courant.
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IV.5.1.3. Algorithmes chaotiques pour re`gles de de´cision line´aires. La the`se [38] s’inte´resse
particulie`rement au proble`me (IV.81), principalement de deux points de vue : que peut-on dire
des proprie´te´s asymptotiques des controˆles obtenus par re´gles de de´cision line´aires lorsque le car-
dinal de la base de fonction tend vers l’infini ? comment est-il souhaitable de choisir la base pri-
male (eu e´gard aux contraintes pouvant former un ensemble admissible vide une fois le proble`me
re´duit) ? Nous allons ici nous concentrer sur une instance particulie`re du proble`me (IV.81), dans
lequel Uf est le sous-espace vectoriel des applications σ(h)-mesurables de L2(Rm,Rp, µ), avec
h : Rm → Rm mesurable. Nous allons dans ce cadre proposer un nouvel algorithme, chaotique,
permettant a` partir de fonctions de base dont le nombre grandit, d’approcher asymptotiquement
la vraie solution du proble`me.
Nous avons donc de´fini U = L2(Rm,Rp, µ) l’espace de Hilbert des commandes, et J : U → R
une fonction de couˆt convexe. Soit alors (φi)i∈I une base orthonormale (de´nombrable) de Uf qui
est un espace de Hilbert muni du meˆme produit scalaire que U . Soit Φ : RI → L2(Rm,Rp, µ)
l’ope´rateur line´aire de´fini par :
∀α ∈ RI , Φα =
∑
i∈I
αiφi,
On se pose le proble`me suivant :
(IV.83) min
u∈Uf=Im(Φ)
J(u).
Ce proble`me peut se re´e´crire sous la forme e´quivalente suivante :
(IV.84) min
(αi)i∈I
J
(∑
i∈I
αiφi
)
.
On pourrait donc e´crire l’algorithme de gradient suivant sur αi, et son analogue sur u = Φα :
∀i ∈ I, αk+1i =αki − ρkΦ∗∇J(Φαk),(IV.85)
uk+1(·) =uk(·)− ρkΦΦ∗∇J(uk).(IV.86)
De par la de´finition de l’ope´rateur Φ, l’ope´rateur Φ∗ a` valeurs dans RI est de´fini par :
∀u ∈ U, Φ∗u = (E (〈φi(ξ), u(ξ)〉Rp))i∈I ,
et l’e´quation (IV.86) se re´e´crit
(IV.87) uk+1(·) = uk(·)− ρk
∑
i∈I
E
(
〈φi(ξ),∇J(uk)(ξ)〉Rp
)
φi(·).
On voit donc dans l’e´quation de mise-a`-jour (IV.87) deux sommes apparaˆıtre. L’une porte sur les
fonctions de base (somme en i ∈ I), et l’autre est l’espe´rance en ξ selon la loi µ. Soit ν = (νi)1≤i≤I
une mesure de probabilite´ sur I. En posant alors pour tout i ∈ I, ψi = 1νiφi, on peut re´e´crire
l’algorithme (IV.87) comme
(IV.88) uk+1(·) = uk(·)− ρk
∑
i∈I
νiE
(
〈φi(ξ),∇J(uk)(ξ)〉Rp
)
ψi(·).
De la` vient alors l’ide´e d’un algorithme chaotique (cf. par exemple [20]) pour e´viter ces calculs
d’espe´rance a` chaque ite´ration :
Soit ik+1 variable ale´atoire distribue´e selon ν, inde´pendante des v.a. passe´es,
Soit ξk+1 variable ale´atoire distribue´e selon µ, inde´pendante des v.a. passe´es,
uk+1(·) = uk(·)− ρk〈φik+1(ξk+1),∇J(uk)(ξk+1)〉Rpψik+1(·).(IV.89)
On peut alors montrer la proposition suivante :
Proposition IV.20. (i) Supposons que J : L2(Rm,Rp, µ)→ R soit convexe, coercive, semi
continue infe´rieurement et diffe´rentiable. Soit Uf = {u ∈ L2(Rm,Rp, µ) : u σ(h)−mesurable},
avec h : Rm → Rm mesurable. Alors, il existe un ensemble S non vide de solutions a` (IV.83), et
l’on notera JS la valeur optimale du proble`me.
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(ii) Supposons de plus que J soit a` gradient line´airement borne´.
(iii) Supposons que la base orthonormale (φi)i∈I de Uf soit telle que :
(IV.90) ∃C > 0, ∀i ∈ I, ∀ξ ∈ Rm, ‖φi(ξ)‖Rp ≤ C
(iv) Supposons que la suite positive (ρk) soit telle que∑
k∈N
ρk = +∞,
∑
k∈N
(ρk)2 < +∞.
(v) Alors la suite (uk) ge´ne´re´e par l’algorithme (IV.89) est telle que limk→∞ J(uk) = JS presque
suˆrement, et tout point d’accumulation de (uk) est presque suˆrement un e´le´ment de S.
(vi) Si de plus J est fortement convexe, alors (uk) converge presque suˆrement fortement vers
l’unique solution de (IV.83).
Preuve : La preuve de cette proposition est une application du the´ore`me IV.10. En posant wk =
∇J(uk)− 〈φik+1(ξk+1),∇J(uk)(ξk+1)〉Rpψik+1 , on peut re´e´crire (IV.89) comme suit :
uk+1 = uk + ρk
(−∇J(uk) +wk) .
Il ne reste qu’a` ve´rifier les hypothe`ses surwk. En notant Fk = σ(ξ1, i1, · · · , ξk, ik), on a par inde´pendance
des tirages :
E
(
wk|Fk) =∇J(uk)−∑
i∈I
νiE
(〈∇J(uk)(ξ), φi(ξ)〉Rp |uk)ψi,
=∇J(uk)−
∑
i∈I
E
(〈∇J(uk)(ξ), φi(ξ)〉Rp |uk)φi = 0,
par de´finition d’une base hilbertienne, du fait que ∇J(uk) est par construction σ(h)-mesurable, ce qui
permet de ve´rifier facilement l’hypothe`se (IV.36a). On a e´galement par inde´pendance des tirages, en
utilisant l’ine´galite´ de Cauchy-Schwarz, et l’ine´galite´ scalaire classique (a+ b)2 ≤ 2a2 + 2b2 :
E
(‖wk‖2L2 |Fk) ≤2
(
‖∇J(uk)‖2L2 +
∑
i∈I
νiE
(‖φi(ξ)‖2Rp‖∇J(uk)‖2Rp |uk)
)
,
≤2‖∇J(uk)‖2L2
(
1 + C2
)
,
ce qui permet de ve´rifier l’hypothe`se (IV.36b). On peut donc appliquer le the´ore`me IV.10 qui ache`ve la
preuve. 2
Les hypothe`ses de la proposition IV.20 sont toutes naturelles du point de vue des algorithmes
chaotiques, sauf l’hypothe`se (IV.90), propre au contexte des re`gles de de´cision line´aires. A` titre
d’illustration, si Rp = Rm = R, et si µ(dξ) = 12pi1[−pi,pi](ξ)λ(dξ), λ e´tant la mesure de Lebesgue,
on peut choisir pour Φ la base de Fourier (ξ 7→ cos(nξ)/√2, ξ 7→ sin(nξ)/√2, 1)n∈N, qui forme
une base orthonormale de L2([−pi, pi],R, µ). Cette base ve´rifie bien entendu l’hypothe`se (IV.90),
avec C = 1.
IV.5.2. Espaces de noyaux reproduisants (RKHS). Une autre approche peut faire
penser a` notre algorithme, il s’agit des espaces de noyaux reproduisants (Reproducing Kernel
Hilbert Spaces, ou RKHS en anglais).
Le but de cette sous-section est de faire le lien entre notre approche par noyaux et la lit-
te´rature abondante concernant les espaces de noyaux reproduisants et leur utilisation dans les
proce´dures d’apprentissage, e´ventuellement stochastiques, comme par exemple dans [92].
IV.5.2.1. Espaces de noyaux reproduisants. De fac¸on ge´ne´rale, les RKHS peuvent eˆtre intro-
duits comme suit :
De´finition IV.21. Soit H un espace de Hilbert d’applications de E dans F deux espaces
abstraits. H est muni du produit scalaire 〈·, ·〉H , et de la norme ‖ · ‖H =
√〈·, ·〉H . H est dit eˆtre
un RKHS s’il existe une application K : E × E → R telle que :
(i) ∀x ∈ E, K(x, ·) ∈ H,
(ii) ∀f ∈ H, ∀x ∈ E, 〈K(x, ·), f〉H = f(x). Dans ce cas, on appelle K la fonctionnelle d’e´va-
luation du RKHS.
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On peut e´galement introduire de tels espaces de manie`re constructive, et c’est ce que nous
allons faire maintenant.
Soient m et p deux entiers. Conside´rons l’espace L2(Rm,Rp, µ) des applications u de Rm dans
Rp telles que :
E
(‖u(ξ)‖2Rp) < +∞.
C’est un espace de Hilbert. Soit K : Rm × Rm → R un noyau de Mercer, c’est-a`-dire une forme
continue syme´trique, semi-de´finie positive dans le sens ou` :
∀l ∈ N, ∀(xi)1≤i≤l ∈ (Rm)l, ∀(ci)1≤i≤l ∈ Rl,
l∑
i,j=1
cicjK(xi, xj) ≥ 0.
Nous allons maintenant construire le RKHS note´ HK associe´ au noyau de Mercer K.
Soit VK := Vect (K(t, ·) : t ∈ Rm). On notera par simplicite´ Kt(·) = K(t, ·). Par continuite´ et
syme´trie de l’application K, on peut, avec le the´ore`me de Riesz, de´finir un semi-produit scalaire
sur VK , note´ 〈·, ·〉K par
∀x, x′ ∈ Rm, 〈Kx,Kx′〉K := K(x, x′),
et la semi-norme associe´e. En remarquant que V0 = {f ∈ VK : ‖f‖K = 0} est un sous-espace,
on peut de´finir sur l’espace quotient Vk/V0 un produit scalaire et une norme a` l’aide de 〈·, ·〉K .
On pose alors HK comme e´tant la comple´tion de VK/V0, ce qui nous fournit l’espace de Hilbert
associe´ au noyau de Mercer K. Par construction, on aura ici que si K(x, ·) ∈ L2(Rm,R, µ) pour
tout x ∈ Rm, alors HK ⊂ L2(Rm,R, µ).
A` partir de HK , nous allons construire un espace de Hilbert inclus dans L2(Rm,Rp, µ), qu’on
notera HK,p. Posons
HK,p :=
{
u ∈ L2(Rm,Rp, µ) : ∀1 ≤ i ≤ p, ui ∈ HK
}
.
On le munit du produit scalaire :
∀u, v ∈ HK,p, 〈u, v〉K,p =
p∑
i=1
〈ui, vi〉K ,
qui est bien un produit scalaire de par les proprie´te´s de HK . On obtient donc
∀u ∈ HK,p, ‖u‖K,p :=
√√√√ p∑
i=1
‖ui‖2K .
On notera dans la suite CK := supx∈Rm
√
K(x, x).
On a vu qu’a` partir de tout noyau de Mercer K : Rm×Rm → R, on sait construire un espace
de Hilbert HK,p ⊂ L2(Rm,Rp, µ). On peut e´galement remarquer que L2(Rm,R, µ) n’est pas un
RKHS. En effet, la fonctionnelle dite d’e´valuation dans L2 serait la masse de Dirac δ, dont on sait
qu’elle n’appartient pas a` L2. Dans la perspective d’approcher avec une suite de RKHS l’espace
L2(Rm,Rp, µ) tout entier, il faut conside´rer des noyaux de Mercer du type K(x, y) = G(x−yh ),
ou` G est une application de Rm dans R telle que :∫
Rm
G(x)dx =1,
∀x ∈ R, G(x) =G(−x) ≥ 0,
avec un scaling pour tenir compte du fait que l’on n’inte`gre pas par rapport a` la mesure de
Lebesgue, mais par rapport a` une loi de probabilite´ µ. En faisant tendre h vers 0, on peut espe´rer
obtenir une succession d’espaces de Hilbert HK,p,h tendant vers L2(Rm,Rp, µ). Ce dernier point
est encore a` e´tudier, afin de re´fle´chir au sens de cette convergence d’espace. Typiquement, on
souhaiterait montrer que HK,p,h tend vers L2(Rm,Rp, µ) au sens de Painleve´-Kuratowski (cf.
[84], Chapter 4.B).
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IV.5.2.2. Application a` l’optimisation. Soit K un noyau de Mercer comme avant. Conside´-
rons maintenant le proble`me d’optimisation suivant :
min
u∈HK,p∩Uf
J(u) :=
∫
Rm
j(u(ξ), ξ)dµ(ξ),(IV.91)
avec j : Rp × Rm → R une application donne´e, et Uf un sous-espace vectoriel ferme´ de
L2(Rm,Rp, µ). De´finissons l’algorithme suivant :
Soit ξk+1 distribue´e selon µ, inde´pendante des v.a. passe´es,
uk+1(·) = ΠK,p
Uf
(
uk(·)− ρk∇uj(uk(ξk+1), ξk+1)K(ξk+1, ·)
)
,(IV.92)
ou` l’on a suppose´ que J e´tait diffe´rentiable. La projection ΠK,p
Uf
est de´finie par :
∀u ∈ HK,p, ΠK,pUf (u) ∈ arg minv∈Uf∩HK,p
‖u− v‖K,p.
On a alors le the´ore`me suivant :
The´ore`me IV.22. (i) Supposons que j(·, ξ) est convexe, diffe´rentiable, semi continue in-
fe´rieurement uniforme´ment en ξ ∈ Rm, et que J est coercive sur HK,p ∩ Uf , avec Uf
un sous-espace vectoriel ferme´ de L2(Rm,Rp, µ). Alors (IV.91) admet des solutions, et on
notera SK ⊂ HK,p l’ensemble des solutions.
(ii) Supposons que K est un noyau de Mercer tel que
CK = sup
x∈Rm
√
K(x, x) <∞.
(iii) Supposons que la suite (ρk) ve´rifie :
(IV.93) ρk > 0,
∑
k∈N
ρk = +∞,
∑
k∈N
(ρk)2 < +∞.
Si de plus, j(·, ξ) est a` gradient line´airement borne´, i.e., s’il existe c, d > 0 tels que pour
tous u, ξ,
(IV.94) ‖∇uj(u, ξ)‖Rp ≤ c‖u‖Rp + d,
alors pour tout u∗K ∈ SK , (uk) ge´ne´re´e par (IV.92) ve´rifie :
lim
k→∞
J(uk) = J(u∗K), p.s.
et tout point d’accumulation de (uk) dans la topologie faible de HK,p est presque suˆrement
e´le´ment de SK .
(iv) Si de plus, j(·, ξ) est fortement convexe de module B > 0, SK est re´duit a` un singleton, et
(uk) converge fortement presque suˆrement vers l’unique solution u∗K .
Preuve : On suit le sche´ma de preuve introduit dans [32], par fonction de Lyapunov. Soit Λ : HK →
R de´finie par :
∀u ∈ HK,p, Λ(u) = 1
2
‖u− u∗K‖K,p.
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On note Λk = Λ(uk) pour tout k ∈ N. D’ou` :
Λk+1 − Λk =1
2
‖uk+1 − uk‖2K,p + 〈uk+1 − uk,uk − u∗K〉K,p
≤ (ρ
k)2
2
p∑
i=1
∇uj(uk(ξk+1), ξk+1)2i 〈K(ξk+1, ·),K(ξk+1, ·)〉K
− ρk
p∑
i=1
∇uj(uk(ξk+1), ξk+1)i〈K(ξk+1, ·),uki − u∗K,i〉K
=
(ρk)2
2
K(ξk+1, ξk+1)‖∇uj(uk(ξk+1), ξk+1)‖2Rp
− ρk
p∑
i=1
∇uj(uk(ξk+1), ξk+1)i
(
uki (ξ
k+1)− u∗K,i(ξk+1)
)
≤ (CKρ
k)2
2
‖∇uj(uk(ξk+1), ξk+1)‖2Rp
− ρk〈∇uj(uk(ξk+1), ξk+1),uk(ξk+1)− u∗K(ξk+1)〉Rp(IV.95)
On a utilise´ dans les ine´galite´s pre´ce´dentes la contraction et la line´arite´ de la projection sur un sous espace
vectoriel, puis la proprie´te´ de reproductibilite´ dans HK . On note maintenant Fk la tribu engendre´e par
(ξ1, . . . , ξk). On prend l’espe´rance conditionnelle dans (IV.95), ce qui donne par inde´pendance entre ξk+1
et Fk :
E
(
Λk+1 − Λk|Fk) ≤ (CKρk)2
2
‖∇J(uk)‖2 − ρk〈∇J(uk),uk − u∗K〉(IV.96)
En, effet, par de´finition, ∇J(u)(·) = ∇uj(u(·), ·). On utilise maintenant la convexite´ de J , qui donne :
〈∇J(uk),uk − u∗K〉 ≥ J(uk)− J(u∗K)︸ ︷︷ ︸
≥0, par optimalite´
.
De plus, l’hypothe`se (IV.94), avec l’ine´galite´ bien connue (x+ y)2 ≤ 2x2 + 2y2 donne l’existence de deux
re´els a, b > 0 tels que :
‖∇J(uk)‖2 ≤ a‖uk − u∗K‖2 + b.
En revenant a` (IV.96), nous obtenons donc :
(IV.97) E
(
Λk+1 − Λk|Fk) ≤ αkΛk + βk − ρk (J(uk)− J(u∗K)) ,
avec αk = a(CKρ
k)2, et βk = b(CKρ
k)2
2 les termes de deux se´ries sommables. L’utilisation d’un the´ore`me
de convergence des quasi-martingales donne alors que (Λk) est une quasi-martingale qui converge presque
suˆrement, et donc qu’elle est borne´e par un re´el M > 0. En prenant l’espe´rance dans (IV.97), on obtient,
en notant λk = E
(
Λk
)
:
(IV.98) ρkE
(
J(uk)− J(u∗K)
) ≤ λk − λk+1 + αkλk + βk.
On somme (IV.98) de 0 a` n, puis on fait tendre n vers l’infini, ce qui donne :
(IV.99)
∑
k∈N
ρkE
(
J(uk)− J(u∗K)
)
< +∞.
comme chacun des termes est positif par optimalite´ dans HK,p, on a meˆme :
(IV.100)
∑
k∈N
ρk
(
J(uk)− J(u∗K)
)
< +∞, p.s.
De plus, il existe un re´el δ > 0 tel que :
‖uk+1 − uk‖K,p ≤ ρkδ,
graˆce a` la bornitude de Λk et a` l’hypothe`se (IV.5). On peut donc appliquer le lemme habituel qui nous
donne que :
J(uk)→ J(u∗), quand k →∞.
La preuve se termine graˆce a` la semi-continuite´ infe´rieure de J pour obtenir la convergence faible, puis
graˆce a` l’ine´galite´ de forte convexite´ pour obtenir la convergence forte. 2
Nous allons maintenant e´baucher un re´sultat qui reste encore a` prouver. Conside´rons une
suite de noyaux de Mercer Kn tels que Kn(x, x)→∞ quand n→∞ pour tout x ∈ Rm, et tels
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que suppKn(x, ·)→ {x} quand n→∞, pour tout x ∈ Rm. Plac¸ons nous sous les hypothe`ses du
point (iv) du the´ore`me IV.22, et notons pour tout n ∈ N, u∗n la solution de (IV.91) et (ukn) la
suite ge´ne´re´e par (IV.92) avec le noyau de Mercer Kn. Le the´ore`me IV.22 donne alors :
∀n ∈ N, ‖ukn − u∗n‖Kn,p →0,
|J(ukn)− J(u∗n)| →0, quand k →∞.(IV.101)
D’autre part, en notant u∗ la solution du proble`me :
min
u∈Uf
J(u) =
∫
Rm
j(u(ξ), ξ)dµ(ξ),(IV.102)
si l’on obtient la convergence au sens de Painleve´-Kuratowski deHKn,p vers L2(Rm,Rp, µ) quand
n tend vers l’infini, et sous des hypothe`ses ade´quates sur J et Uf , on pourrait obtenir un re´sultat
d’e´pi-convergence (cf. [84], Chapter 7.E-7.F) du type :
‖u∗n − u∗‖ →0,
|J(u∗n)− J(u∗)| →0, quand n→∞.(IV.103)
En rassemblant les e´quations (IV.101)–(IV.103), on obtiendrait donc :
(IV.104) ∀k, n ∈ N, |J(ukn)− J(u∗)| ≤ |J(ukn)− J(u∗n)|︸ ︷︷ ︸
→0 pour tout n
+ |J(u∗n)− J(u∗)|︸ ︷︷ ︸
→0
On aimerait enfin diagonaliser le proce´de´ et faire tendre conjointement k et n vers l’infini. On
ne sait toutefois pas comment relier pratiquement la convergence en n a` celle en k. Ne´anmoins,
nous ne voyons pas a` l’heure actuelle comment achever proprement cette de´monstration.
IV.5.2.3. Comparaison avec le re´sultat existant. Dans ce chapitre, on s’est inte´resse´ pre´cise´-
ment au proble`me (I.4), et on a donne´ un the´ore`me de convergence d’un algorithme stochastique
base´ sur des noyaux dont la feneˆtre tend vers 0 (algorithme IV.4), c’est-a`-dire des noyaux corres-
pondants a` la suite de noyaux de Mercer donne´e plus haut. Ce the´ore`me de convergence donne
finalement le meˆme re´sultat que la sous-section pre´ce´dente. Sa force principale est de relier la
convergence des noyaux vers la masse de Dirac avec le pas de descente ρk de l’algorithme. En ce
sens, le the´ore`me IV.5 pour l’algorithme IV.4 est plus ope´ratoire.
IV.6. Conclusion et perspectives
Nous avons donc propose´ dans ce chapitre un nouveau type d’algorithmes stochastiques en
dimension infinie, adapte´s aux proble`mes en boucle ferme´e, base´s sur la combinaison d’ide´es
venant de l’approximation fonctionnelle (approximation par convolution) et de l’approximation
stochastique (tirage des noyaux). Apre`s avoir prouve´ la convergence de ce type d’algorithmes
pour re´soudre les proble`mes d’optimisation stochastique en boucle ferme´e, nous avons propose´
quelques applications a` de tels proble`mes.
Dans le souci de ge´ne´raliser cette ide´e de base et de fournir des re´sultats applicables a`
d’autres proble`mes, nous avons propose´ et montre´ la convergence d’algorithmes ge´ne´raux de
gradient perturbe´ dans un contexte hilbertien, pour des proble`mes de minimisation et des
proble`mes de point-selle. Les hypothe`ses faites sur la suite de bruits affectant le gradient sont
compatibles avec les hypothe`ses naturelles de l’approximation fonctionnelle et permettent de
retrouver le re´sultat de convergence sur l’algorithme de gradient stochastique en boucle ferme´e.
Enfin, la comparaison de notre algorithme avec d’autres techniques de re´solution de
proble`mes en boucle ferme´e, comme les re`gles de de´cision line´aires ou les espaces de noyaux
reproduisants en montre l’originalite´. Plus encore que ses capacite´s nume´riques imme´diates,
nous pensons que la nature variationnelle de l’approche par noyaux que nous avons pre´sente´e
en fait l’inte´reˆt : dans la perspective des techniques de de´composition par exemple, disposer
d’algorithmes variationnels pour les proble`mes en boucle ferme´e ouvre de nouvelles possibilite´s,
comme cela sera explore´ dans le chapitre V.
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Une autre application de la the´orie ge´ne´rale sur le gradient perturbe´ a e´te´ propose´e dans
[12] : il s’agit de re´soudre des e´quations de point fixe fonctionnelles re´sultant typiquement de
l’e´criture du principe de programmation dynamique pour les proble`mes de controˆle optimal
stochastique en temps discret et horizon infini. La` encore, on peut constater la robustesse
et la facilite´ de ve´rification des hypothe`ses de convergence propose´es dans le cadre du gra-
dient perturbe´, puisqu’elles permettent de montrer la convergence d’algorithmes ge´ne´raux
de diffe´rences temporelles avec espace d’e´tat non-de´nombrable (possiblement continu). Une
occurence particulie`re de ces proble`mes de point fixe apparaˆıt en mathe´matiques financie`res
lors de la valorisation d’options ame´ricaines via leur discre´tisation bermude´enne (voir par
exemple [53] pour la valorisation d’options ame´ricaines). Dans ce contexte, nous travaillons a`
l’imple´mentation pratique d’algorithmes du type IV.4, et avons obtenu des re´sultats nume´riques
tre`s satisfaisants en termes de prix d’option comme en terme de couverture.
Ainsi, outre pour la de´composition des grands proble`mes stochastiques, l’application des
ide´es du gradient stochastique en boucle ferme´e et du gradient perturbe´ dans un espace de
Hilbert est possible pour les proble`mes de programmation dynamique, ce qui montre l’inte´reˆt
d’approches variationnelles en dimension infinie, comme alternative aux discre´tisations de tous
ordres.
CHAPITRE V
De´composition des grands syste`mes stochastiques
V.1. Re´sume´
Un proble`me re´current en optimisation est la re´solution de grands syste`mes. Des contraintes
nume´riques de toutes sortes incitent a` de´composer de tels proble`mes en une succession de pro-
ble`mes auxiliaires coordonne´s plus faciles a` re´soudre soit en raison de leur petite taille, soit en
raison de leur forme particulie`re, etc. Dans le cadre de proble`mes de´terministes, la de´composition
est bien connue, et, apre`s avoir e´te´ longtemps conside´re´e comme une branche a` part, bi-niveaux,
de l’optimisation usuelle a` un seul niveau, a e´te´ re´concilie´e avec les approches variationnelles
classiques par notamment les travaux de [28].
Le cadre stochastique a lui aussi e´te´ explore´, et a permis de soulever un certain nombre de
questions dont un bon nombre restent en suspens. La section V.2 de ce chapitre propose une
revue des techniques utilise´es et des possibilite´s ouvertes dans le cas de proble`mes stochastiques.
En particulier, nous y insistons sur le caracte`re tre`s original et difficile des proble`mes en boucle
ferme´e. A` l’heure actuelle, les seules classes de me´thodes connues pour de´composer ce type de
proble`mes consistent a` discre´tiser l’ale´a sous la forme d’un arbre de sce´narios, puis a` utiliser
des techniques de´terministes sur le proble`me ainsi discre´tise´. A` notre connaissance, aucune tech-
nique ne travaille en pratique directement sur le proble`me initial de`s que l’ale´a est un continuum.
Lorsque les proble`mes sont de petite taille, c’est pre´cise´ment ce a` quoi s’emploie la program-
mation dynamique stochastique qui ne ne´cessite pas de discre´tisation de l’ale´a particulie`re pour
eˆtre mise en œuvre. Dans la section V.3, nous e´tudions les liens de la programmation dynamique
stochastique avec la de´composition. Cette e´tude est motive´e par la re´solution de proble`mes a`
crite`re additif, couple´s par une contrainte line´aire. En particulier, nous montrons dans le cas de
proble`mes line´aires quadratiques que le mutiplicateur de Lagrange optimal associe´ a` la contrainte
couplante line´aire suit une dynamique optimale, et peut ainsi rentrer dans l’e´tat du proble`me.
En un mot, d’un proble`me stochastique de programmation dynamique en dimension n, on peut
passer a` n proble`mes de programmation dynamique stochastique en dimension 3 ou 4 selon les
caracte´ristiques du proble`me initial. Ce cas particulier met en lumie`re les limitations inhe´rentes a`
la de´composition stochastique : on ne peut pas dans ce cadre de´composer en toute ge´ne´ralite´ puis
utiliser indiffe´remment telle ou telle technique de re´solution sur les sous-proble`mes, sans faire
d’autres hypothe`ses sur les controˆles admissibles ou la forme des contraintes et du crite`re. Pour
illustrer cela, nous montrons ensuite comment, en se restreignant a` des controˆles de´centralise´s,
on peut proposer un sche´ma de de´composition compatible avec des programmations dynamiques
stochastiques locales. Ne´anmoins, la voie de la programmation dynamique stochastique pour la
de´composition ne nous semble pas suffisamment ge´ne´rique pour y consacrer plus de recherches.
Dans la section V.4, nous proposons, forts de ce constat, un outil variationnel, dans la ligne´e de
[28], pour de´composer un proble`me stochastique avant toute discre´tisation de l’ale´a pouvant eˆtre
continu. L’ide´e est la suivante : un proble`me en boucle ferme´e se caracte´rise par des controˆles en
dimension infinie. Ainsi, les outils de coordination de toute de´composition seront-ils par nature
de dimension infinie, et donc inutilisables en pratique. Nous de´montrons donc un principe du
proble`me auxiliaire stochastique dans lequel les outils de coordination peuvent eˆtre remplace´s
par des estimations, fussent-elles biaise´es. Ce principe du proble`me auxiliaire donne un cadre et
une porte´e plus ge´ne´rale aux algorithmes stochastique pre´sente´s dans le chapitre IV, et procure
un outil adapte´ a` l’e´tude des proble`mes en commandes de´centralise´es.
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V.2. E´tat de l’art, ou ce qui se fait, et ce qui pose proble`me
V.2.1. Pour se fixer les ide´es. Lorsque l’on parle de proble`mes d’optimisation stochas-
tique a` plusieurs pas de temps, comme par exemple le proble`me (I.8), et que l’on souhaite recourir
a` une de´composition du proble`me, plusieurs types de de´composition peuvent eˆtre envisage´s. As-
sez sche´matiquement, on peut souhaiter ope´rer une de´composition spatiale ou une de´composition
temporelle. Pour se fixer les ide´es et expliciter notre pense´e, conside´rons le proble`me suivant :
min
u,x
E
(
T−1∑
t=1
n∑
i=1
Lt,i(ui,t,xi,t, ξ
t)
)
,
(V.1a)
s.c.u = (ui,t), ∀1 ≤ i ≤ n, 1 ≤ t ≤ T − 1, ui,t ∈ L2(Ω, Ui,t,P) et est σ(ht(ξt))−mesurable,
(V.1b)
∀1 ≤ i ≤ n, 1 ≤ t ≤ T − 1, xi,t+1 = fi,t(xi,t,ui,t, ξt+1), p.s.
(V.1c)
∀1 ≤ t ≤ T − 1,Θt(ut, ξt) = 0, p.s.
(V.1d)
C’est l’arche´type du proble`me en boucle ferme´e. Dans ce proble`me, ξ = (ξ1, . . . , ξT ) est le
bruit, suppose´ blanc, ξt = (ξ1, . . . , ξt) est le passe´ du bruit a` l’instant t, et u et x sont donc
des variables ale´atoires soumises a` des contraintes de mesurabilite´ par rapport au bruit. De
manie`re e´quivalente, on pourrait rechercher pour tout t ≤ T , xt et ut non comme des variables
ale´atoires, mais comme des applications de l’espace d’arrive´e de ξt dans leurs espaces d’arrive´e
respectifs (cf. Remarque I.2).
Si l’on excepte un instant l’ale´a, il y a dans ce proble`me deux dimensions qui en font un
proble`me de grande taille : le temps 1 ≤ t ≤ T , et l’espace 1 ≤ i ≤ n. On a donc a priori un
choix de de´composition a` faire. La contrainte (V.1c) est couplante dans le temps, mais de´couple´e
en espace, tandis que la contrainte (V.1d) est couplante en espace mais de´couple´e en temps. On
fera e´galement l’hypothe`se que Θt est affine en u afin de conside´rer une contrainte convexe, et
Θt(u, ξt) =
∑n
i=1Θi,t(ui,t, ξt). Enfin, le crite`re est quant a` lui additif (et donc de´couple´).
Afin de rendre compte au mieux des possibilite´s connues pour de´composer le proble`me (V.1),
et de mettre en lumie`re les difficulte´s lie´es a` cette taˆche, nous allons conside´rer diffe´rents cas de
contraintes de mesurabilite´, ou, autrement, dit, commencer par le cas ou` pour tout t, ht(·) = 0,
i.e. le cas ou` on ne recherche pas des variables ale´atoires u, mais uniquement des vecteurs re´els
(ui,t)1≤i≤n, 1≤t≤T . Ensuite, nous parlerons du cas ou` pour tout t, ht = Id, qui correspond aux
proble`mes en boucle ferme´e avec information comple`te.
V.2.2. Proble`mes stochastiques en boucle ouverte. On s’inte´resse ici au proble`me
suivant :
min
u,x
E
(
T−1∑
t=1
n∑
i=1
Lt,i(ui,t, xi,t, ξ
t)
)
,(V.2a)
s.c.∀1 ≤ i ≤ n, 1 ≤ t ≤ T − 1, xi,t+1 = fi,t(xi,t, ui,t),(V.2b)
∀1 ≤ t ≤ T − 1,
n∑
i=1
Θi,t(ui,t) = 0.(V.2c)
Dans ce proble`me, l’aspect stochastique n’intervient que dans la fonction de couˆt. En particulier,
les commandes optimales seront des re´els, et les contraintes couplantes en temps (V.2b), et en
espace (V.2c) sont purement de´terministes, ce qui rend les e´ventuels multiplicateurs de Lagrange
associe´s e´galement de´terministes. Dans ce cas, sous des hypothe`ses de qualification, on peut
recourir aux usuelles techniques de de´composition, consistant principalement en des relaxations
lagrangiennes du proble`me (V.2), ou en une de´composition par les ressources de la contrainte
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couplante en espace. Typiquement, si l’on dualise la contrainte (V.2c) a` l’aide du multiplicateur
de Lagrange λ = (λt)1≤t≤T−1, on arrive a` la re´solution du proble`me dual qui se se´pare en n
sous-proble`mes du type
min
ui,xi
E
(
T−1∑
t=1
Lt,i(ui,t, xi,t, ξ
t) + λtΘi,t(ui,t)
)
,(V.3)
s.c.∀1 ≤ t ≤ T − 1, xi,t+1 = fi,t(xi,t, ui,t).
Les sous-proble`mes (V.3) pour 1 ≤ i ≤ n peuvent alors eˆtre re´solus a` λ fixe´ en utilisant la
technique souhaite´e (programmation dynamique, etc.), tandis que l’on ite´rera sur les λ jusqu’a`
obtenir le point-selle du Lagrangien.
D’autres de´compositions peuvent e´galement eˆtre envisage´es, de´composition par les quantite´s
ou par pre´diction (cf. [31], ou [17], Chapitre 6 pour un aperc¸u approfondi des techniques
usuelles), et un choix est fait entre ces me´thodes pour diverses raisons nume´riques lie´es aux
caracte´ristiques du proble`me a` re´soudre. Pour re´sumer, la boucle ouverte ame`ne aux conclusions
suivantes. On aboutit a` un proble`me a` deux niveaux : le niveau primal des sous-proble`mes
obtenus par de´composition, et le niveau dual de la mise-a`-jour des multiplicateurs de Lagrange
(ou autres outils de coordination). Bien entendu, les sous-proble`mes du niveau primal sont
alors de meˆme nature que le proble`me initial, sans contrainte couplante avec les autres
sous-proble`mes, et de taille re´duite (en nombre de variables et e´ventuellement de contraintes), et
l’inte´reˆt de la de´composition est de`s lors e´vident, pour peu que le niveau dual de coordination,
ne soit pas trop couˆteux.
Tous ces algorithmes sont bien connus, et peuvent eˆtre associe´s, dans le cadre d’une fonction
de couˆt ou d’une contrainte couplante s’e´crivant comme une espe´rance, avec des algorithmes
du type du gradient stochastique. Ce type de mariages a` fait l’objet de la the`se [36] sur la
de´composition des grands syste`mes dans le cadre stochastique. On retrouve les re´sultats de cette
the`se e´galement dans [32], et nous en avons donne´ un e´chantillon dans l’annexe C a` travers
l’e´tude du proble`me (C.8).
V.2.3. Proble`mes stochastiques en boucle ferme´e. Passons maintenant au cas de
contraintes de mesurabilite´ effectives. On ne peut y transposer le raisonnement de´terministe
effectue´ ci-dessus. Les deux contraintes couplantes font ici intervenir des variables ale´atoires
et sont de plus des contraintes presque suˆres. En conse´quence, les multiplicateurs de Lagrange
associe´s a` ces contraintes sont eux aussi des variables ale´atoires. Ces nouvelles variables
ale´atoires intervenant dans le proble`me dual de´compose´ entraˆınent une nouvelle difficulte´ :
quelle est leur loi, leur corre´lation dans le temps, entre elles, etc. ? En un mot, les variables
ale´atoires entraˆınent un autre couplage que le simple couplage de´terministe ou fonctionnel
de´crit par les e´quations (V.1c)–(V.1d) et dans lequel on aurait oublie´ les P-presque suˆrement :
un couplage probabiliste.
V.2.3.1. Particularite´ de la boucle ferme´e. Afin de mieux comprendre les enjeux et difficulte´s
associe´s au cas stochastique, nous allons faire un essai intuitif de de´composition en utilisant la
de´composition par les prix. Supposons que l’on introduise des multiplicateurs (λt) associe´s a`
la contrainte (V.1d) (ces multiplicateurs correspondent a` une contrainte presque suˆre et sont
donc eux-meˆmes des variables ale´atoires ; plus pre´cise´ment, si le controˆle est cherche´ dans un
espace L2, les multiplicateurs seront e´galement dans un espace L2, associe´ a` l’espace d’arrive´e
de la fonction de contrainte Θ). Le Lagrangien associe´ au proble`me (V.1) s’e´crit alors comme
une somme sur les pas de temps t et les unite´s i. Sous des hypothe`ses d’existence de point-selle
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et de convexite´, on pourra donc s’inte´resser a` des sous-proble`mes du type :
min
ui,xi
E
(
T−1∑
t=1
Lt,i(ui,t,xi,t, ξ
t) + λtΘi,t(ui,t, ξ
t)
)
,(V.4a)
s.c.u = (ui,t), 1 ≤ t ≤ T − 1, ui,t ∈ L2(Ω, Ui,t,P) et est σ(ξt)−mesurable,(V.4b)
∀1 ≤ t ≤ T − 1, xi,t+1 = fi,t(xi,t,ui,t, ξt+1),(V.4c)
(V.4d)
pour tout i ∈ {1, . . . , n} et a` λ = (λt) fixe´. A premie`re vue, le proble`me (V.4) est soluble par
programmation dynamique stochastique. Cependant, les variables ale´atoires (λt) peuvent eˆtre
corre´le´es dans le temps, etc. ce qui rend en fait une programmation dynamique stochastique
impossible sans du moins une augmentation de l’e´tat. De plus, les ite´rations de mise a` jour sur
ces variables duales pourraient leur faire perdre toute proprie´te´ d’inde´pendance, ou autres. On
peut donc faire ici quelques remarques importantes :
– L’aspect stochastique, dans les proble`mes de grande taille, met en jeu des contraintes nou-
velles en terme d’inde´pendance, de mesurabilite´, qui excluent a priori certaines me´thodes
de re´solution pour les sous-proble`mes apre`s de´composition.
– Les algorithmes de mise a` jour des variables primales et duales doivent donner des ite´re´s
restant des variables ale´atoires, et doivent donc soit eˆtre fonctionnels, soit eˆtre accompagne´s
d’une e´tape d’extension des mise-a`-jour discre`tes a` l’espace fonctionnel.
Ces deux remarques sont tout a` fait propres au cas stochastique ; aucune conside´ration de ce
genre n’intervient dans le cas de´terministe dans lequel on peut, graˆce notamment a` l’utilisation
du principe du proble`me auxiliaire, totalement de´connecter la de´composition-coordination, des
re´solutions de sous-proble`mes.
V.2.3.2. L’utilisation d’arbres d’ale´as. Afin de contourner les difficulte´s pre´cite´es, il est
d’usage de commencer par discre´tiser le proble`me (V.1) et de remplacer les P-presque suˆrement
par un nombre fini de contraintes sur un ensemble fini de sce´narios. Ce courant de me´thodes est
particulie`rement exhaustivement expose´ dans le recueil [58]. Le chapitre 3 de [91] s’occupe pre´-
cise´ment de recenser les diffe´rentes me´thodes de de´composition possibles lorsque l’on a remplace´
les contraintes presque suˆres de (V.1) en un nombre fini de contraintes correspondant a` chaque
sce´nario (ou chaque nœud de l’arbre). Ne´anmoins, cette classe de me´thode doit commencer par
expliquer comment la contrainte de mesurabilite´ est discre´tise´e, et cette question est loin d’eˆtre
triviale, comme l’a montre´ le chapitre III. Cela dit, une fois la structure arborescente construite,
nombre de me´thodes de de´composition efficaces peuvent eˆtre mises en place pour re´soudre ce
proble`me. Parmi ces me´thodes, nous pouvons citer par exemple la de´composition par sce´narios
de [83], ou la me´thode dite de dynamic splitting de [88], ou le chapitre 3, duˆ a` Wets, de [50].
Nous ne rentrerons pas ici dans le de´tail de ces me´thodes, pre´fe´rant concentrer notre e´tude sur
le cas d’ale´as se pre´sentant comme un continuum et non comme des sce´narios, afin de bien
mettre en e´vidence le roˆle joue´ pour la de´composition par les contraintes de non-anticipativite´.
V.2.3.3. Arsenal the´orique, ou que faire dans un Hilbert ? A coˆte´ des remarques que nous
venons de faire, fonde´es sur les concepts basiques de de´composition par les prix pour les pro-
ble`mes de´terministes, on peut s’interroger sur la re´utilisation dans le cadre stochastique des
pincipes ge´ne´raux de la de´composition, notamment le principe du proble`me auxiliaire (cf. [30]).
Ce principe d’optimisation consiste a` remplacer le proble`me initial par la re´solution d’un pro-
ble`me de point fixe passant par la re´solution ite´rative de proble`mes auxiliaires plus simples et
mieux conditionne´s que le proble`me initial (cf. Appendice A).
Cette the´orie existant dans un contexte hilbertien, il suffit a priori de demander aux variables
de commande du proble`me (V.1) d’eˆtre de carre´ inte´grable, et de se plonger dans l’espace de
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Hilbert associe´. En effet, re´e´crivons le proble`me (V.1) comme :
min
u∈U
T∑
t=1
n∑
i=1
Ji,t(ui,t)(V.5a)
s.c.∀1 ≤ i ≤ n, 1 ≤ t ≤ T, ui,t ∈ L2(Ω, Ui,t,P), et est σ(ξt)−mesurable,(V.5b)
∀1 ≤ i ≤ n, Fi(ui) = 0,(V.5c)
∀1 ≤ t ≤ T, Θt(ut, ξt) = 0,(V.5d)
Le proble`me (V.5) et les contraintes qui lui sont impose´es correspondent donc exactement au
proble`me (V.1) et a` ses contraintes. La nouvelle formulation n’est la` que pour faire apparaˆıtre
le cadre essentiel dans lequel le principe du proble`me auxiliaire s’e´nonce, c’est a` dire le cadre
hilbertien. La diffe´rence principale entre les deux formulations est la mise en e´vidence dans
la premie`re de l’e´tat x, variable auxiliaire familie`re et indispensable a` la mise en œuvre de
la programmation dynamique stochastique (cf. [18] pour un expose´ complet et ge´ne´ral sur la
programmation dynamique stochastique en temps discret). Le principe du proble`me auxiliaire
peut ensuite exactement s’appliquer au proble`me de point-selle associe´ a` la dualisation de l’une
des contraintes (V.5c) ou (V.5d), sous des hypothe`ses suffisantes de convexite´ et d’existence du
point-selle.
Une telle abstraction fait cependant oublier par trop de distance les troubles e´voque´s dans la
sous-section pre´ce´dente, et nous ne savons donc qu’en dire pour le moment. En particulier, il est
difficile de donner ici une interpre´tation du couplage probabiliste dont nous avons parle´ avant.
Dans la suite de ce chapitre, nous allons tout d’abord travailler autour de la programmation
dynamique afin de montrer ce qu’il est possible de faire dans cette classe de me´thodes, pour
un proble`me line´aire quadratique, puis pour un proble`me en commande de´centralise´e. Cette
e´tude pre´liminaire a pour but de montrer que si la programmation dynamique est une me´thode
performante en faible dimension, elle ne peut en toute ge´ne´ralite´ eˆtre associe´e a` la de´composition,
excepte´ dans une certain nombre de cas tre`s particuliers. Dans un second temps, nous allons
donner un cadre the´orique pour la de´composition des proble`mes stochastiques, a` l’image du
principe du proble`me auxiliaire.
V.3. Autour de la programmation dynamique
Cette section se fixe comme objectif de comprendre les liens entre la de´composition et la
programmation dynamique stochastique. En particulier, si le cas ge´ne´ral est de´sespe´re´ comme l’a
indique´ la section introductive, certaines adaptations peuvent eˆtre envisage´es lorsque le proble`me
a` re´soudre est mieux spe´cifie´. C’est le cas d’un proble`me line´aire quadratique et d’un proble`me
en information de´centralise´e.
V.3.1. Dualite´ et cas line´aire quadratique.
V.3.1.1. Description du proble`me. Nous allons ici donner une instance particulie`re du pro-
ble`me (V.1) connue sous le nom de proble`me line´aire quadratique, et qui correspond a` peu de
choses pre`s a` un proble`me simplifie´ de gestion de syste`me de production e´lectrique. On se donne
les variables ale´atoires suivantes :
– la demande en e´lectricite´, note´e d = (dt)1≤t≤T , a` valeurs dans RT ,
– les apports hydrauliques de chaque unite´ de production i ∈ {1, . . . , n} note´s ai =
(ai,t)1≤t≤T a` valeurs dans RT .
On appellera ces variables ale´atoires les bruits du syste`me. Le proble`me est alors de choisir les
productions ui,t de chaque unite´ i a` chaque temps t comme des variables ale´atoires de´pendant
des bruits du syste`me, de manie`re non-anticipative, c’est a` dire comme des variables ale´atoires
mesurables par rapport au passe´ des bruits. Afin de de´finir ce passe´ des bruits proprement, on
pose Bi,t := σ(ds, s ≤ t;ai,s, s ≤ t) la tribu repre´sentant l’information de´centralise´e du sous-
syste`me i. On pose e´galement Bt = ∨1≤i≤nBi,t l’information comple`te au temps t, disponible pour
choisir ui,t. En fait, (Bi,t)1≤t≤T est la filtration naturelle du processus (d,ai), et (Bt)1≤t≤T est la
filtration naturelle du processus (d,a1, . . . ,an). Les contraintes de non-anticipativite´ s’e´criront
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simplement : ui,t Bt-mesurable pour tous i, t.
Afin d’achever la description du proble`me, on introduit des coefficients de couˆt (ci)1≤i≤n ∈ Rn+, et
des coefficients de pe´nalite´ (γi)1≤i≤n ∈ Rn∗+. Enfin, pour obtenir une formulation du type (V.1),
on associe a` chaque unite´ de production i un processus ale´atoire d’e´tats note´ xi = (xi,t)1≤t≤T
et de´fini par une dynamique de´pendant des variables de de´cision ui et des bruits.
Dans ces conditions, le proble`me d’optimisation s’e´crit :
min
u,x
T−1∑
t=1
n∑
i=1
E
(
ci
u2i,t
2
)
+
n∑
i=1
E
(γi
2
(xi,T − xi,1)2
)
,(V.6a)
s.c.∀t ∈ {1, . . . , T − 1}, ∀i ∈ {1, . . . , n}, ui,t ∈ L2(Ω,R,P), et est Bt −mesurable,(V.6b)
∀t ∈ {1, . . . , T − 1},
n∑
i=1
ui,t = dt, p.s.,(V.6c)
∀t ∈ {1, . . . , T − 1}, ∀i ∈ {1, . . . , n}, xi,t+1 = xi,t + ai,t+1 − ui,t, p.s.(V.6d)
On pourrait souhaiter re´soudre directement par programmation dynamique stochastique le
proble`me (V.6), avec des hypothe`ses naturelles de blancheur des bruits, mais alors, la re´solution
devrait eˆtre faite en dimension n, puisqu’il y a autant d’e´tats que d’unite´s de production. De`s
que n ≥ 4, on serait donc bloque´.
Pour nous re´sumer, le but est de de´composer le proble`me (V.6) par unite´ de production. La
seule contrainte couplante est la contrainte dite de satisfaction de demande (V.6c). Les autres
contraintes sont naturellement de´couple´es par unite´ de production. Enfin, les e´tats initiaux des
unite´s (xi,1)1≤i≤n ∈ Rn, sont suppose´s connus et donne´s. Bien entendu, le proble`me (V.6) est
un proble`me convexe. Nous allons dans la sous-section suivante utiliser les outils de la dualite´
lagrangienne pour caracte´riser l’optimum de ce proble`me.
V.3.1.2. De´composition par les prix. Nous allons de´composer le proble`me (V.6) en utilisant
la me´thode de de´composition par les prix. On introduit les multiplicateurs λt ∈ L2(Ω,R,P)
pour tout t ∈ {1, . . . , T −1}, associe´s a` la contrainte couplante (V.6c), et on forme le Lagrangien
associe´ au proble`me (V.6) (duquel on a retire´ le terme inde´pendant des sous-proble`mes) :
(V.7) L(u,x,λ) =
T−1∑
t=1
E
(
n∑
i=1
ci
u2i,t
2
− λt
n∑
i=1
ui,t
)
+
n∑
i=1
E
(γ
2
(xi,T − xi,1)2
)
.
Le Lagrangien a donc naturellement une structure de´compose´e, c’est a` dire que l’on peut e´crire
L(u,x,λ) =
∑n
i=1 Li(ui,xi,λ), avec pour tout i ∈ {1, . . . , n},
(V.8) Li(ui,xi,λ) = E
(
T−1∑
t=1
ci
u2i,t
2
− λtui,t
)
+
γ
2
E
(
(xi,T − xi,1)2
)
.
En faisant les hypothe`ses d’existence d’un point selle au Lagrangien (V.7), on peut donc consi-
de´rer les n sous-proble`mes apparaissant dans le proble`me dual, pour i ∈ {1, . . . , n} :
ψi(λ) = min
ui,xi
Li(ui,xi,λ),(V.9)
s.c.∀t ∈ {1, . . . , T − 1}, xi,t+1 = xi,t + ai,t+1 − ui,t, p.s.,
∀t ∈ {1, . . . , T − 1},ui,t ∈ L2(Ω,R,P), et est Bt −mesurable.
On doit ensuite re´soudre le proble`me dual, qui s’e´crit :
max
λ
E
(
T−1∑
t=1
λtdt
)
+
n∑
i=1
ψi(λ),
s.c.∀t ∈ {1, . . . , T − 1}, λt ∈ L2(Ω,R,P).
On obtient alors une solution (u∗,x∗,λ∗) qui forme un point selle au Lagrangien, c’est a` dire telle
que (u∗,x∗) est solution du proble`me (V.6). A` ce stade, il est clair que l’on peut restreindre les
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multiplicateurs λ a` eˆtre adapte´s a` la filtration (Bt). En effet, remplacer partout dans le proble`me
(V.9) et dans le proble`me dual, (λt) par (E (λt|Bt)) ne change rien aux solutions. L’algorithme
usuel de de´composition par les prix consiste a` alterner les pas de descente dans le primal et dans
le dual, et s’e´crit
Algorithme V.1. (1) Soit (λ0t )1≤t≤T−1 ∈ ΠT−1t=1 L2(Ω,R,P), tel que λ0t est ∨ni=1Bi,t-
mesurable.
(2) – Pour tout i ∈ {1, . . . , n}, on trouve uk+1i solution de :
min
ui,xi
E
(
T−1∑
t=1
ci
u2i,t
2
− λktui,t
)
+
γ
2
E
(
(xi,T − xi,1)2
)
(V.10)
s.c.∀t ∈ {1, . . . , T − 1}, xi,t+1 = xi,t + ai,t+1 − ui,t, p.s.,
∀t ∈ {1, . . . , T − 1},ui,t ∈ L2(Ω,R,P), et est Bt −mesurable.
– Mettre a` jour :
(V.11) ∀t ∈ {1, . . . , T − 1}, λk+1t = λkt + ρk
(
dt −
n∑
i=1
uk+1i,t
)
, p.s.
(3) Si ‖λk+1 − λk‖ est suffisamment petit, on arreˆte, sinon, k := k + 1 et on retourne a`
l’e´tape (2).
Comme on l’a de´ja` e´voque´ en introduction de ce chapitre, les sous-proble`mes (V.10) ne
peuvent eˆtre re´solus tout simplement par programmation dynamique stochastique. En effet,
les multiplicateurs courants (λkt ) qui y apparaissent ne forment pas en toute ge´ne´ralite´ un
bruit blanc. On ne sait finalement rien a` leur propos. La seule chance que nous avons de
pouvoir utiliser une programmation dynamique est d’exhiber une dynamique suivie par les
multiplicateurs. Nous allons donc maintenant e´crire les conditions d’optimalite´ du proble`me
(V.6), et travailler sur les multiplicateurs optimaux λ∗.
V.3.1.3. Conditions d’optimalite´ et multiplicateurs optimaux. En suivant le travail de [8]
(Chapitre VI), on e´crit les conditions d’optimalite´ de Kuhn-Tucker du proble`me (V.6). Plus
intuitivement, elles se trouvent en e´crivant le Lagrangien complet associe´ au proble`me, c’est a`
dire :
L(u,x,λ,µ) =
T−1∑
t=1
E
(
n∑
i=1
ci
u2i,t
2
+ λt(dt −
n∑
i=1
ui,t)
)
+
n∑
i=1
E
(
γi
2
(xi,T − xi,1)2 +
T−1∑
t=1
µi,t+1(xi,t + ai,t+1 − ui,t − xi,t+1)
)
,
et en de´rivant formellement ce Lagrangien par rapport a` chaque composante. Finalement, on
obtient :
∀t ∈ {1, . . . , T − 1}, ∀i ∈ {1, . . . , n}, ui,t ∈ L2(Ω,R,P), et est Bt −mesurable,(V.12a)
∀t ∈ {1, . . . , T − 1}, ∀i ∈ {1, . . . , n}, E (ciui,t − µi,t+1 − λt|Bt) = 0, p.s.,(V.12b)
∀t ∈ {2, . . . , T − 1}, ∀i ∈ {1, . . . , n}, µi,t = µi,t+1, p.s.,(V.12c)
∀i ∈ {1, . . . , n}, µi,2 = γi(xi,T − xi,1), p.s.,(V.12d)
∀i ∈ {1, . . . , n}, µi,T = γi(xi,T − xi,1), p.s.,(V.12e)
∀t ∈ {1, . . . , T − 1},
n∑
i=1
ui,t = dt, p.s.,(V.12f)
∀t ∈ {1, . . . , T − 1}, ∀i ∈ {1, . . . , n}, xi,t+1 = xi,t + ai,t+1 − ui,t, p.s.(V.12g)
Le but est maintenant d’essayer de re´soudre les conditions d’optimalite´ pour e´ventuellement
en exhiber des proprie´te´s du multiplicateur de Lagrange λ associe´ a` la contrainte couplante
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(V.6c). A cette fin, nous allons successivement faire des hypothe`ses sur le proble`me et les bruits
du proble`me, rendant les conditions d’optimalite´ solubles. On de´finit la version adapte´e des
multiplicateurs λ :
∀t ∈ {1, . . . , T − 1}, Λt = E (λt|Bt) , p.s..
Nous allons maintenant re´soudre les conditions d’optimalite´. En utilisant les e´quations (V.12c)–
(V.12d)–(V.12e), les e´tats adjoints µ sont constants en fonction du temps :
(V.13) ∀i ∈ {1, . . . , n}, ∀t ∈ {2, . . . , T}, µi,t = γi(xi,T − xi,1), p.s.
L’e´quation (V.12b) se re´e´crit donc avec (V.13) :
∀t ∈ {1, . . . , T − 1}, ∀i ∈ {1, . . . , n}, E (ui,t|Bt) = 1
ci
(Λt + γiE (xi,T − xi,1|Bt)) , p.s.
En ajoutant ces e´quations pour i = 1, . . . , n, et en utilisant (V.12f), on obtient, comme (dt) est
naturellement adapte´e a` (Bt) :
∀t ∈ {1, . . . , T − 1}, dt =
(
n∑
i=1
1
ci
)
Λt +
n∑
i=1
γi
ci
E (xi,T ,−xi,1|Bt) , p.s.,
ce qui peut encore s’e´crire :
∀t ∈ {1, . . . , T − 1}, Λt = 1∑n
i=1
1
ci
(
dt −
n∑
i=1
γi
ci
E (xi,T − xi,1|Bt)
)
, p.s.
Le but initial e´tant d’exhiber une dynamique sur les multiplicateurs optimaux, on e´crit l’e´quation
pre´ce´dente sur deux pas de temps successifs, ce qui donne tous calculs faits :
(V.14)
∀t ∈ {1, . . . , T−2}, Λt+1 = Λt+ 1∑n
i=1
1
ci
(
dt+1 − dt −
n∑
i=1
γi
ci
(E (xi,T |Bt+1)− E (xi,T |Bt))
)
, p.s.
De la meˆme fac¸on, on obtient le multiplicateur initial :
(V.15) Λ1 =
1∑n
j=1
1
cj
(
d1 −
n∑
i=1
γi
ci
E (xi,T − xi,1|B1)
)
p.s.
Remarque V.2. A ce niveau de calculs, on peut faire deux remarques :
– si (dt)1≤t≤T est une (Bt)1≤t≤T -martingale, alors (Λt)1≤t≤T l’est aussi,
– (E (Λt))1≤t≤T suit une dynamique donne´e par l’accroissement de la demande moyenne.
Nous allons maintenant travailler sur le dernier terme de l’e´quation (V.14), faisant intervenir
les e´tats. Graˆce a` l’e´quation (V.12g), on peut e´crire :
∀t ∈ {1, . . . , T − 1}, ∀i ∈ {1, . . . , n}, xi,T = xi,t +
T∑
s=t+1
ai,s −
T−1∑
s=t
ui,s, p.s.
Nous allons maintenant faire une hypothe`se supple´mentaire sur la fonction de couˆt :
Hypothe`se V.3 (Pe´nalite´s). ∀i ∈ {1, . . . , n}, γi = αci, avec α ∈ R+.
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On peut alors re´e´crire l’e´quation (V.14) comme :
∀t ∈ {1, . . . , T − 2}, Λt+1 = Λt + 1∑n
i=1
1
ci
(
dt+1 − dt − α
n∑
i=1
(
T∑
s=t+1
(E (ai,s|Bt+1)− E (ai,s|Bt))
−
T−1∑
s=t
(E (ui,s|Bt+1)− E (ui,s|Bt))
))
, p.s.
= Λt +
1∑n
i=1
1
ci
(
dt+1 − dt − α
T∑
s=t+1
(E (as|Bt+1)− E (as|Bt))
+α
T−1∑
s=t
(E (ds|Bt+1)− E (ds|Bt))
)
, p.s.(V.16)
avec as =
∑n
i=1 ai,s pour tout s. Pour obtenir l’e´quation (V.16), on a interverti les sommes en i
et t, en vertu de l’hypothe`se V.3, et utilise´ la contrainte (V.12f). Par les meˆmes arguments, on
peut expliciter (V.15) de la manie`re suivante :
Λ1 =
1∑n
j=1
1
cj
(
d1 − α
T∑
s=2
E (as|B1)− α
T−1∑
s=1
E (ds|B1)
)
p.s.(V.17)
A ce stade, on a donc obtenu une expression de la dynamique optimale des Λ dans laquelle
les commandes optimales n’interviennent pas. Seuls les bruits du syste`me interviennent.
Dans la perspective d’utiliser une programmation dynamique stochastique pour la re´solution
du proble`me (V.6), une hypothe`se naturelle est
Hypothe`se V.4. (dt,a1,t, . . . ,an,t)1≤t≤T est un bruit blanc.
Dans ce cas, l’e´quation de dynamique (V.16) se re´e´crit :
∀t ∈ {1, . . . , T − 2}, Λt+1 = Λt + 1∑n
i=1
1
ci
(dt+1(1 + α)− dt − αE (dt+1)− α(at+1 − E (at+1))) , p.s.
Λ1 =
1∑n
j=1
1
cj
(
d1(1− α)− α
T∑
s=2
E (as)− α
T−1∑
s=2
E (ds)
)
, p.s.
On est donc parvenu a` exhiber une dynamique suivie par les multiplicateurs optimaux. Dans
la perspective de la re´solution du proble`me dual, il suffit donc de donner en entre´e aux sous-
proble`mes (V.9) les prix optimaux. Posons wt+1 = dt+1(1 + α) − dt − αE (dt+1). Les prix
optimaux sont alors de´duits de l’e´quation de dynamique :
(V.19) ∀t ∈ {1, . . . , T − 2}, Λt+1 = Λt + 1∑n
i=1
1
ci
(wt+1 − α(at+1 − E (at+1))) , p.s.
V.3.1.4. Programmations dynamiques locales. On s’inte´resse ici a` la re´solution des proble`mes
locaux, i.e. des proble`mes :
min
ui,xi
E
(
T−1∑
t=1
ci
u2i,t
2
−Λtui,t
)
+
αci
2
E
(
(xi,T − xi,1)2
)
,(V.20)
s.c.∀t ∈ {1, . . . , T − 1}, xi,t+1 = xi,t + ai,t+1 − ui,t, p.s.,
∀t ∈ {1, . . . , T − 2}, Λt+1 = Λt + 1∑n
i=1
1
ci
(wt+1 − α(at+1 − E (at+1))) , p.s.
Λ1 =
1∑n
j=1
1
cj
(
d1(1− α)− α
T∑
s=2
E (as)− α
T−1∑
s=2
E (ds)
)
, p.s.
∀t ∈ {1, . . . , T − 1},ui,t ∈ L2(Ω,R,P), et est Bt −mesurable.
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Dans ces sous-proble`mes, il reste encore a` blanchir le bruit (wt). De par sa de´finition, il ne´cessite
d’introduire deux e´tats supple´mentaires. Au final, on peut donc re´soudre par programmation
dynamique stochastique chacun des proble`mes (V.20). Chaque programmation dynamique
devra eˆtre effectue´e en dimension 4 (les e´tats sont xi,Λ,w, et ce dernier doit eˆtre de´double´). La
solution ainsi obtenue sera donc la solution optimale de par l’optimalite´ du multiplicateur associe´.
V.3.1.5. Conclusion. La conclusion de cet exemple est donc que l’on peut, dans le cas line´aire
quadratique, passer d’un proble`me de programmation dynamique en dimension n a` n proble`mes
de programmation dynamique en dimension 4. Le prix a` payer lorsqu’on de´compose est donc
e´leve´, et on ne peut s’attendre qu’a` pire pour des proble`mes aux contraintes convexes ge´ne´rales et
couˆt non-quadratique. La de´composition par les prix ainsi propose´e est donc compatible avec la
programmation dynamique dans un cas particulier, mais laisse peu d’espoir dans le cas ge´ne´ral.
Le re´sultat pre´sente´ ici, et de´montre´ graˆce a` la manipulation des conditions d’optimalite´, est plus
un re´sultat d’agre´gation qu’un re´sultat de de´composition : il existe un e´tat agre´ge´ commun a`
tout le syste`me, tel que le controˆle de chaque unite´ soit re´alise´ en feedback sur l’e´tat local et cet
e´tat agre´ge´. L’inte´reˆt majeur de ce re´sultat est de mettre en e´vidence la difficulte´ d’apporter une
re´ponse ge´ne´rique a` la question de marier la de´composition et la programmation dynamique.
V.3.2. Commandes de´centralise´es. Nous allons dans cette section regarder comment
les re´sultats obtenus par [32] peuvent eˆtre e´tendus de la boucle ouverte au cas de la de´compo-
sition de proble`mes en boucle ferme´e pour lesquels les commandes sont prises de´centralise´es.
L’optimisation de´centralise´e se restreint d’emble´e a` des commandes en feedback sur des e´tats
(ou bruits, selon le formalisme choisi) locaux. La the´orie de la de´centralisation en controˆle est
notamment expose´e dans [16], au chapitre V.
Avant tout, nous allons montrer dans une premie`re sous-section un exemple des possibilite´s
offertes par la de´centralisation des commandes, puis, sur la base de l’algorithme du proble`me
auxiliaire classique, nous allons proposer un algorithme adapte´ au cas de commandes de´centra-
lise´es, et montrer sa convergence.
V.3.2.1. Boucle ferme´e et boucle ouverte partielles. Conside´rons le proble`me suivant :
min
u
E (j(u, ξ2)) ,(V.21)
s.c. u ∈ Uf ⊂ {u ∈ L2(Ω, U,P) : u σ(ξ1)−mesurable},
avec ξ1 et ξ2 deux variables ale´atoires a` valeurs respectivement dans Ξ1 et Ξ2, deux espaces
me´triques, et de loi conjointe µ (on notera µi, i = 1, 2 les lois marginales) ; U un espace vectoriel
de dimension finie, et j : U × Ξ2 → R une inte´grande normale. Le proble`me (V.21) est de`s lors
e´quivalent au proble`me :
min
u
J(u) := E (j(u(ξ1), ξ2)) ,(V.22)
s.c. u(ξ1) ∈ Uf ,
dans lequel on a e´crit la contrainte de mesurabilite´ directement en dur dans le proble`me. On
peut voir que l’ensemble Uf est un sous-ensemble de l’espace des variables ale´atoires de carre´
inte´grable. C’est u(ξ1) qui doit lui appartenir et non u. Il apparaˆıt de plus que le controˆle u est
recherche´ en boucle ferme´e sur ξ1 et boucle ouverte sur ξ2. On pourrait de`s lors imaginer une
approche du type gradient stochastique (cf. Appendice C) pour la partie concernant ξ2. Afin
d’expliciter cette ide´e, calculons le gradient de J . En supposant j diffe´rentiable en sa premie`re
composante, on calcule la de´rive´e directionnelle de J . Soit (u, h) ∈ L2(Ξ1, U, µ1) :
J(u+ th) = E (j(u(ξ1) + th(ξ1), ξ2))
= E (〈∇uj(u(ξ1), ξ2), th(ξ1)〉U ) + J(u) +O(t2)
= J(u) + t〈E (∇uj(u(ξ1), ξ2)|ξ1 = ·) , h(·)〉L2(Ξ1,U,µ1) +O(t2)
On obtient donc :
(V.23) ∀u ∈ L2(Ξ1, U, µ1), ∇J(u)(ξ1) = E (∇uj(u(ξ1), ξ2)|ξ1 = ξ1) .
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On distingue alors principalement deux cas :
– Si ξ1 et ξ2 sont inde´pendantes, alors (V.23) peut se re´e´crire sous la forme :
∀u ∈ L2(Ξ1, U, µ1), ∇J(u)(ξ1) = E (∇uj(u(ξ1), ξ2)) .
A` supposer que Uf = {u(ξ1) ∈ L2(Ω, U,P) : u(ξ1) ∈ Γ(ξ1), µ1 − p.s.}, avec Γ une
multi-application a` valeurs convexes ferme´es, on peut appliquer un algorithme de gradient
stochastique projete´ (cf. Appendice C, e´quation (C.3)) pour re´soudre le proble`me (V.21),
du type :
Soit ξk+12 distribue´e selon µ2, inde´pendante des v.a. passe´es,
∀ξ1 ∈ Ξ1, uk+1(ξ1) = ΠΓ(ξ1)
(
uk(·)− ρk∇uj(u(·), ξk+12 )
)
(ξ1).(V.24)
Cependant, un tel algorithme ne serait de toute fac¸on pas imple´mentable tel quel,
vu que la variable de commande u demeure en dimension infinie, et que l’ope´ration de
projection est loin d’eˆtre triviale en toute ge´ne´ralite´. Une possibilite´ pour traiter cette
question est pre´cise´ment l’objet du chapitre IV, avec par exemple l’algorithme IV.4.
– Si ξ1 et ξ2 sont corre´le´es, on ne peut a priori rien gagner a` utiliser des tirages sur ξ2
(conditionnellement a` ξ1), a` moins de recourir a` la machinerie du chapitre IV, mais ce
n’est pas ici notre objet. Il y a cependant quelques cas particuliers dans lesquels la si-
tuation d’estimer un gradient qui est de´sormais une espe´rance conditionnelle n’est pas si
de´sespe´re´e :
(1) Le cas d’une corre´lation explicite : c’est le cas lorsque ξ2 peut s’e´crire explicitement
comme une fonction de ξ1. Supposons qu’il existe une application g : Ξ1 → Ξ2 et une
variable ale´atoire ² a` valeurs dans Ξ2, inde´pendante de ξ1, et telles que :
ξ2 = g(ξ1) + ², p.s.
On peut alors re´e´crire le gradient de J comme :
∀u ∈ L2(Ξ1, U, µ1), ∇J(u)(ξ1) = E (∇uj(u(ξ1), g(ξ1) + ²)|ξ1 = ξ1) ,
= E (∇uj(u(ξ1), g(ξ1) + ²)) .
On peut donc e´galement appliquer l’algorithme (V.24), avec des tirages de ² au lieu
de ξ2 ;
(2) Le cas ou` ξ1 a un support fini : dans ce cas, disons que {ξ11 , . . . , ξn1 } constitue le
support fini de ξ1. La loi de ξ1 est donc donne´e par un n-uplet positif (pii)1≤i≤n
tel que
∑n
i=1 pii = 1. Le proble`me est alors simplement de de´terminer n commandes
u(ξi1) := u
i, et l’ensemble admissible fonctionnel Uf devient un convexe en dimension
finie note´ Ufn , et de´fini par U
f
n = {u ∈ U : ∀i = 1, . . . , n, ui ∈ Γ(ξii)}. On peut donc
e´crire l’algorithme de gradient suivant :
∀i ∈ {1, . . . , n}, (ui)k+1 := ΠΓ(ξi1)
(
(ui)k − ρkE
(
∇uj((ui)k, ξ2)|ξ1 = ξi1
))
.
On est alors revenu au cadre standard de l’application de l’algorithme du gradient
stochastique : on a n espe´rances a` calculer qui suivent chacune une loi diffe´rente
correspondant a` la loi conditionnelle de ξ2 sachant chaque valeur possible de ξ1 ; on
peut donc faire des tirages sur chaque composant de u, selon les lois conditionnelles
associe´es.
C’est dans cet esprit de commandes partiellement en boucle ferme´e et partiellement en
boucle ouverte qu’il faut comprendre la de´centralisation dans cette section.
V.3.2.2. Commandes de´centralise´es. Le proble`me de ge´rer n unite´s affecte´es par n ale´as se
pose en toute ge´ne´ralite´ comme le proble`me de de´terminer n commandes en boucle ferme´e sur les
n ale´as. Nous allons supposer ici que la commande de l’unite´ i n’est recherche´e que comme une
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fonction de l’ale´a i propre au sous-syste`me qu’elle dirige, c’est le cas de la gestion de´centralise´e.
On regarde donc de´sormais le proble`me :
min J(u) = E (j(u1(ξ1), . . . , un(ξn), ξ1, . . . , ξn)) ,(V.25)
s.c. u = (u1, . . . , un) ∈ Uf1 × · · · × Ufn ,(V.26)
avec :
– pour i = 1, . . . , n, Ξi un espace me´trique, et ξi une variable ale´atoire a` valeurs dans Ξi ;
telles que pour tous i 6= j ∈ {1, . . . , n}, ξi et ξj soient inde´pendantes ;
– pour tout i ∈ {1, . . . , n}, Ui un espace vectoriel pre´hilbertien de dimension finie note´e pi,
et muni d’un produit scalaire note´ 〈·, ·〉i et d’une norme associe´e ;
– pour i = 1, . . . , n, Ufi un convexe ferme´ de L
2(Ξi, Ui, µi), qui forme un espace de Hilbert
muni du produit scalaire note´ 〈u, v〉L2i := E (〈u(ξi), v(ξi)〉i) et de la norme associe´e ;
– j : Πni=1Ui ×Πni=1Ξi → R une application semicontinue infe´rieurement.
Ce proble`me est donc typiquement un proble`me en boucle ferme´e, mais avec une structure
de´centralise´e qui rappelle les remarques faites dans la sous-section pre´ce´dente. Afin de tenter
une de´composition de ce proble`me, on recourt a` la the´orie du principe du proble`me auxiliaire
(PPA, cf. Appendice A). On introduit donc n fonctions auxiliaires Gi : L
2(Ξi, Ui, µi)→ R pour
i = 1, . . . , n, et on de´finit G : Πni=1L
2(Ξi, Ui, µi) → R comme e´tant G(u) =
∑n
i=1Gi(ui). Sous
des hypothe`ses de forte convexite´ des fonctions auxiliaires, et de convexite´ et re´gularite´ de la
fonction J , on peut alors proposer l’algorithme du PPA suivant, qui convergera vers une solution
du proble`me initial (V.25) :
Algorithme V.5. E´tape 0 : Soit (u0i , . . . , u
0
n) ∈ Πni=1L2(Ξi, Ui, µi), ² > 0 un seuil fixe´,
E´tape k :
– Choisir :
∀i ∈ {1, . . . , n}, rki (·) = E
(
∇uij(uk1(ξ1), . . . , uki−1(ξi−1), uki (·), uki+1(ξi+1), . . . , ukn(ξn),
ξ1, . . . , ξi−1, ·, ξi+1, . . . , ξn)
) ∈ L2(Ξi, Ui, µi),(V.27)
(V.28)
– Pour tout i ∈ {1, . . . , n}, re´soudre :
uk+1i ∈ argmin Gi(ui) + 〈γki rki (ξi)−∇Gi(uki )(ξi), ui(ξi)〉L2i ,(V.29)
s.c. ui ∈ Ufi .
– Si
∑n
i=1 ‖uk+1i − uki ‖L2i ≤ ², stop, sinon aller a` l’e´tape k + 1.
On a de´fini rki par une espe´rance et non une espe´rance conditionnelle en raison de l’inde´pen-
dance des (ξj)1≤j≤n. Il faut comprendre la formule (V.27) comme une inte´grale multiple, que
l’on recomposera ensuite avec la variable ale´atoire ξi pour obtenir le gradient.
Remarque V.6 (Noyaux de de´composition). Les noyaux de de´composition Gi sont ici de´finis
comme des applications d’un ensemble d’applications (L2(Ξi, Ui, µi)) dans R. Les applications
ui sont ensuite elles-meˆmes classiquement compose´es avec les variables ale´atoires ξi. Il s’y cache
donc une ope´ration d’espe´rance. En pratique, on prendra des noyaux de´finis comme suit :
∀ui ∈ L2(Ξi, Ui, µi), Gi(ui) = E (gi(ui(ξi), ξi)) ,
avec gi une application fortement convexe en u et ve´rifiant des hypothe`ses du type inte´grande
normale transpose´es dans le cadre des applications.
On voit clairement dans l’algorithme V.5 la pre´sence dans chaque sous-proble`me (V.29) de
termes d’ale´as sur lesquels le controˆle est en boucle ouverte, et de termes d’ale´as sur lesquels le
controˆle est en boucle ferme´e. Ce type de sous-proble`mes de´centralise´s dans lesquels demeurent
de lourds calculs d’espe´rance en grande dimension ne´cessitant des approximations a de´ja` e´te´
remarque´ dans [42]. Dans cet article, une approximation gaussienne de l’espe´rance dans les
fonctions de couˆts a e´te´ propose´e. Nous allons ici montrer que la de´centralisation des commandes
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permet de s’affranchir totalement des calculs complets d’espe´rance.
En appliquant les remarques faites dans la sous-section pre´ce´dente, on pourrait avoir envie de
substituer au calcul d’espe´rance ne´cessaire a` l’e´valuation de chaque gradient (e´quation (V.27)),
un simple tirage des ale´as en boucle ouverte pour le sous-proble`me conside´re´. C’est ce en quoi
consiste l’algorithme stochastique de´crit dans la sous-section suivante.
V.3.2.3. Algorithme et convergence. Afin de minimiser le nombre de calculs d’espe´rances
dans lesquels interviennent un trop grand nombre de variables ale´atoires, on propose l’algorithme
stochastique suivant :
Algorithme V.7. E´tape 0 : Soit (u0i , . . . , u
0
n) ∈ Πni=1L2(Ξi, Ui, µi),
E´tape k :
– Soit (ξk+11 , . . . , ξ
k+1
n ) distribue´e selon µ, inde´pendante des v.a. passe´s ;
– Choisir :
∀i ∈ {1, . . . , n}, rki (·) = ∇uij
(
uk1(ξ
k+1
1 ), . . . ,u
k
i−1(ξ
k+1
i−1 ),u
k
i (·),uki+1(ξk+1i+1 ), . . . ,ukn(ξk+1n ),
ξk+11 , . . . , ξ
k+1
i−1 , ·, ξk+1i+1 , . . . , ξk+1n )
)
∈ L2(Ξi, Ui, µi),(V.30)
(V.31)
– Pour tout i ∈ {1, . . . , n}, re´soudre :
uk+1i ∈ argmin Gi(ui) + 〈γki rki −∇Gi(uki ), ui〉L2i ,(V.32)
s.c. ui ∈ Ufi .
– Si le nombre maximum d’ite´rations a e´te´ atteint, s’arreˆter, sinon aller a` l’e´tape k + 1.
Remarque V.8 (Algorithme de gradient perturbe´). Comme d’habitude avec le PPA, on
remarque qu’en prenant des noyaux de de´composition particuliers de´finis comme e´tant pour i ∈
{1, . . . , n}, Gi(ui) = 12‖ui‖2L2i , on obtient une formule explicite dans les sous-proble`mes (V.32) :
∀i ∈ {1, . . . , n}, uk+1i = ΠUfi
(
uki − γki rki
)
,
qui est l’analogue d’une formule de gradient projete´, a` ceci pre`s que les rki ne constitue pas un
gradient, mais une approximation sans biais du gradient.
En suivant le travail de [32], on montre le the´ore`me suivant :
The´ore`me V.9. (i) Supposons que pour tout ξ ∈ Πni=1Ξi, u 7→ j(u, ξ) soit convexe, semi-
continue infe´rieurement, et diffe´rentiable sur Πni=1Ui. Si de plus J est coercive sur Π
n
i=1U
f
i
qui forme un produit de convexes ferme´s et est de ce fait convexe ferme´, alors (V.25) admet
des solutions, et on notera S son ensemble de solutions.
(ii) Supposons que pour tout i ∈ {1, . . . , n}, Gi soit diffe´rentiable, et fortement convexe de
module bi > 0. Alors, pour tout k ∈ N, les sous-proble`mes (V.32) admettent une unique
solution note´e respectivement uk+1i ∈ L2(Ξi, Ui, µi).
(iii) Supposons que pour tout i ∈ {1, . . . , n}, la suite de´terministe (γki ) soit telle que :
(V.33) γki > 0,
∞∑
k=1
γki = +∞,
∞∑
k=1
(γki )
2 < +∞, γki = γk
Si de plus j(·, ξ) a son gradient line´airement borne´ uniforme´ment en ξ, µ-presque partout,
alors :
(V.34) lim
k→∞
J(uk) = J(u∗) presque suˆrement.
et la suite (uk) est p.s. borne´e, et tout point d’accumulation de cette suite dans la topologie
faible de Πni=1L
2(Ξi, Ui, µi) est solution de (V.25).
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(iv) Si de plus j(·, ξ) est fortement convexe uniforme´ment en ξ, de module B > 0, alors S se
re´duit a` un singleton {(u∗1, . . . , u∗n)}, et la suite (uk) converge presque suˆrement fortement
vers (u∗1, . . . , u
∗
n).
Preuve : Il suffit de suivre ligne a` ligne pour tout i ∈ {1, . . . , n} la preuve du the´ore`me 2.1 de [32].
A l’ite´ration k de l’algorithme, en de´finissant Fk la filtration engendre´e par (ξ1i , · · · , ξki )1≤i≤n, posons
sk = (rk1 , · · · , rkn) ∈ Πni=1L2(Ξi, Ui, µi). Ce vecteur de gradients n’est pas interpre´table directement
comme le gradient de la fonction de couˆt J . En revanche, E
(
sk|Fk) = ∇J(uk). On peut donc appliquer
la meˆme preuve que celle du the´ore`me 2.1 de [32]. On donnera plus loin dans ce chapitre, a` la remarque
V.16, une preuve directe de ce the´ore`me. 2
V.3.2.4. Application nume´rique. Nous proposons ici une basique application nume´rique de
l’algorithme V.7. Cet exemple n’a aucune vise´e pratique et n’est la` que pour illustrer que l’algo-
rithme fonctionne bien. Du reste, pour ne pas avoir a` employer de techniques propres a` la boucle
ferme´e, nous nous restreignons a` des controˆles en feedback line´aire, et travaillons directement
sur les coefficients de ces feedbacks. On pourra pour cette raison contester l’application de la
the´orie qui pre´ce`de a` ce cadre restreint, mais qui peut le plus peut le moins. On souhaite donc
re´soudre le proble`me quadratique suivant :
min
u
E
(
u(ξ1, ξ2)
TQu(ξ1, ξ2) + u(ξ1, ξ2)
Ta
)
,(V.35)
s.c. u(ξ1, ξ2) =
(
u1(ξ1)
u2(ξ2)
)
∈ R2,
u1(ξ1) = α1ξ1, α1 ∈ R,
u2(ξ2) = α2ξ2, α2 ∈ R.
(V.36)
avec Q une matrice de taille 2× 2 syme´trique, de´finie positive, a ∈ R2, et(
ξ1
ξ2
)
∼ N
((
m1
m2
)
,
(
σ21 0
0 σ22
))
.
On peut donc re´e´crire le proble`me (V.35) comme un proble`me en boucle ouverte :
(V.37) min
α∈R2
αTQα+ αTA,
avec :
Q =
(
q11(m
2
1 + σ
2
1) q12m1m2
q12m1m2 q22(m
2
2 + σ
2
2)
)
, et, A =
(
a1m1
a2m2
)
.
La solution optimale α∗ du proble`me (V.37) s’obtient en e´galant a` 0 le gradient en α de la
fonction de couˆt, ce qui donne :
α∗ = −1
2
Q−1A.
On souhaite maintenant utiliser l’algorithme du PPA classique (cf. algorithme V.5) et notre
algorithme V.7 pour re´soudre le proble`me (V.35). En re´alite´, on utilisera directement la repre´-
sentation boucle ouverte du proble`me, i.e., (V.37). Afin de faire cela, on se donne le noyau de
de´composition G de´fini par :
∀α ∈ R2, G(α) = 1
2
αTE
(
(ξ1)
2 0
0 (ξ2)
2
)
α.
Ce noyau est bien suˆr additif, et l’algorithme du PPA classique donne :
Algorithme V.10. PPA Classique E´tape 0 : Choisir α0 ∈ R2,
E´tape k : Calculer :
αk+1 = αk − ²kE
(
(ξ1)
2 0
0 (ξ2)
2
)−1 (
2Qαk +A
)
;
Si ‖αk+1 − αk‖ est suffisamment faible, stop, sinon boucler ;
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La formule de mise a` jour s’e´crit explicitement :
αk+11 = α
k
1 − ²k
(
2q11α
k
1 + 2q12
m1m2
m21 + σ
2
1
αk2 +
m1
m21 + σ
2
1
a1
)
,
αk+12 = α
k
2 − ²k
(
2q22α
k
2 + 2q12
m1m2
m22 + σ
2
2
αk1 +
m2
m22 + σ
2
2
a2
)
.
Notre algorithme donne quant a` lui :
Algorithme V.11 (PPA Stochastique). E´tape 0 : Choisir α0 ∈ R2,
E´tape k : Soit ξk+11 , ξ
k+1
2 , i.i.d. par rapport aux v.a. passe´es,
Calculer :
αk+11 = α
k
1 − ²k
(
2q11α
k
1 + 2q12
m1
m21 + σ
2
1
αk2ξ
k+1
2 +
m1
m21 + σ
2
1
a1
)
,
αk+12 = α
k
2 − ²k
(
2q22α
k
2 + 2q12
m2
m22 + σ
2
2
αk1ξ
k+1
1 +
m2
m22 + σ
2
2
a2
)
;
Si le nombre maximal d’ite´rations est atteint, s’arreˆter, sinon boucler.
La figure 1 donne l’e´volution de l’erreur en norme sur α au long des ite´rations pour cha-
cun des deux algorithmes (a` gauche pour l’algorithme classique, et a` droite pour l’algorithme
stochastique).
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7.0e-05
9.0e-05
1.1e-04
1.3e-04
1.5e-04
1.7e-04
Quadratic Error with Stochastic Algorithm
5 7 9 11 13 15 17 19 21 23 25
0.000
0.004
0.008
0.012
0.016
0.020
0.024
Quadratic Error with Classical Algorithm
Fig. 1. Erreur quadratique sur le controˆle pour les algorithmes de de´composition
au long des ite´rations
Il est clair que l’algorithme du PPA classique converge en moins d’ite´rations que l’algorithme
du PPA stochastique, ce qui est duˆ a` leur nature, mais ce dernier reste compe´titif et pre´sente
l’e´norme avantage de pouvoir converger de`s lors que l’on sait tirer des re´alisations de l’ale´a, sans
meˆme en connaˆıtre au pre´alable la loi, alors que l’algorithme classique ne´cessite quant a` lui de
connaˆıtre cette loi afin de re´aliser les calculs d’espe´rance dans chaque ite´ration. Enfin, l’inte´reˆt
de l’algorithme du PPA stochastique apparaˆıtra surtout en plus grande dimension, lorsque les
calculs exacts d’espe´rance s’ave´reront trop couˆteux en raison du trop grand nombre de variables
ale´atoires : le couˆt d’une ite´ration de l’algorithme stochastique est inde´pendant du nombre de
sous-proble`mes, i.e. de la dimension du calcul d’espe´rance totale.
V.4. Principe du proble`me auxiliaire stochastique
V.4.1. Introduction et algorithme. A` ce stade de notre re´flexion, il apparaˆıt donc que
dans le cadre d’une de´composition d’un proble`me d’optimisation stochastique, une nouvelle
source de couplage, de nature probabiliste intervient a` travers la coordination : c’est pour traiter
ce couplage affe´rent aux multiplicateurs que nous avons duˆ dans la section V.3 mettre en œuvre
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toute cette machinerie. Afin de donner un peu de hauteur au proble`me, nous allons ici donner
une ge´ne´ralisation du principe du proble`me auxiliaire dans un cadre hilbertien. La the´orie du
principe du proble`me auxiliaire (PPA), remontant aux travaux [28, 29], puis de´veloppe´e par
exemple dans [32] pour une application stochastique en boucle ouverte, existe de´ja` dans un
contexte hilbertien ge´ne´ral. La particularite´ est ici d’en donner, toujours dans le cadre hilbertien,
une version stochastique, c’est a` dire une version dans laquelle des perturbations sont autorise´es
sur les outils de coordination (ici le gradient). Le but final, malheureusement non atteint ici,
serait ensuite de donner une manie`re pratique de perturber les outils de coordination (le gradient)
propre a` ge´rer le couplage probabiliste.
Conside´rons le proble`me d’optimisation suivant :
(V.38) min
u∈Uf
J(u),
ou` Uf est un sous-ensemble convexe ferme´ d’un espace de Hilbert U muni d’un produit scalaire
note´ 〈·, ·〉 et de la norme associe´e. J : U → R est une application convexe, coercive. Le PPA
usuel (cf. Appendice A) consiste a` associer au proble`me (V.38) la suite de proble`mes auxiliaires
(V.39) :
(V.39) uk+1 ∈ arg min
u∈Uf
Gk(u) + 〈²k∇J(uk)−∇Gk(uk), u〉,
avec (Gk) une suite d’applications fortement convexes et diffe´rentiables, et ²k une suite de re´els
positifs ve´rifiant certaines hypothe`ses de bornitude par rapport aux constantes de forte convexite´
et a` la fonction J . Les avantages pratiques du PPA sont par exemple de donner une structure
additive aux proble`mes auxiliaires (V.39) par rapport aux composantes de u alors meˆme que la
fonction initiale J ne l’e´tait pas force´ment. Dans le cadre des proble`mes stochastiques du type
(I.1), le souci majeur est que l’on ne peut ge´ne´ralement pas e´valuer pre´cise´ment ∇J(uk), pour
peu que la fonction J soit trop complique´e, ou tout simplement du fait de sa nature fonctionnelle,
comme cela a e´te´ aborde´ dans un cas particulier au chapitre IV. Nous allons donc proposer une
version approche´e du PPA, et montrer sa convergence.
Algorithme V.12. – E´tape 0 : choisir u0 ∈ Uf ,
– E´tape k : re´soudre
(V.40) uk+1 ∈ arg min
u∈Uf
G(u)− 〈γkskJ +∇G(uk), u〉,
Si le nombre maximal d’ite´rations est atteint, stop, sinon, actualiser sk+1J ∈ U en fonction
de uk+1, et boucler.
Dans cet algorithme, les e´le´ments successifs (skJ) de l’espace U remplacent au signe pre`s
les gradients de J en les ite´re´s courants. La question est maintenant de savoir ce que doivent
satisfaire ces e´le´ments pour que l’algorithme converge. Typiquement, des questions de se´lection
mesurable sur l’argmin vont se poser, etc.
V.4.2. Convergence. Nous donnons dans le the´ore`me V.13 les hypothe`ses sous lesquelles
l’algorithme V.12 converge.
The´ore`me V.13 (Principe du Proble`me Auxiliaire Stochastique). Soit (Ω,F ,P) un espace
de probabilite´ muni d’une filtration (Fk).
(i) Supposons que J : U → R est convexe, et semicontinue infe´rieurement. Si de plus J est
coercive sur Uf qui est un ensemble convexe ferme´ de U , alors le proble`me (V.38) admet des
solutions, et l’on note S l’ensemble des solutions.
(ii) Supposons de plus que G : U → R soit fortement convexe de module b > 0. Alors, les
proble`mes (V.40) ont une solution unique. Supposons que pour tout k ∈ N, skJ soit une variable
ale´atoire Fk+1-mesurable a` valeurs dans U . Alors, par re´currence, pour tout k ∈ N, uk est
une variable ale´atoire dont on peut prendre une se´lection Fk-mesurable, a` valeurs dans U , et
l’algorithme (V.12) est bien de´fini.
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(iii) Supposons qu’il existe A > 0 et deux suites de re´els positifs (²k, ηk) tels que :
∀k ∈ N,
∥∥∥E(skJ +∇J(uk)∣∣∣Fk)∥∥∥ ≤ ηk (1 + ‖∇J(uk)‖) ,(V.41a)
E
(
‖skJ +∇J(uk)‖2
∣∣∣Fk) ≤ A(1 + 1
²k
‖∇J(uk)‖2
)
,(V.41b)
(iv) Supposons que les suites (²k, ηk) et (γk) de´croissent vers 0 et soient telles que :
(V.42) ∀k ∈ N, γk, ²k > 0,
∑
k∈N
γk = +∞,
∑
k∈N
(γk)2
²k
< +∞,
∑
k∈N
γkηk < +∞.
Supposons de plus que J a son gradient line´airement borne´, i.e. qu’il existe deux re´els c, d > 0,
tels que pour tout ∈ U ,
(V.43) ‖∇J(u)‖ ≤ c‖u‖+ d,
alors la suite (uk) ge´ne´re´e par l’algorithme V.12 est telle que :
lim
k→∞
J(uk) = J(u∗), p.s.
avec u∗ ∈ S. De plus, comme J est coercive, la suite (uk) est borne´e p.s. et admet des points
d’accumulations dans la topologie faible, qui sont tous dans S.
(v) En outre, si J est fortement convexe de module B > 0, alors S se re´duit a` un singleton, et
(uk) converge presque suˆrement fortement dans U vers l’unique solution de (V.38).
Preuve : On suit le sche´ma de preuve de [32]. L’ide´e de la preuve est de se donner une fonction de
Lyapunov note´e Λ et d’e´tudier sa variation entre deux ite´rations de l’algorithme V.12. On pose Λ(u) =
G(u∗)−G(u) − 〈∇G(u), u∗ − u〉. On peut de`s lors remarquer que du fait de la forte convexite´ de G, de
constante b, Λ(u) ≥ b2‖u− u∗‖2. Dans la suite, on notera Λk = Λ(uk). On e´tudie la suite (Λk).
Λk+1 − Λk = G(uk)−G(uk+1)− 〈∇G(uk),uk − uk+1〉
+ 〈∇G(uk)−∇G(uk+1), u∗ − uk+1〉,(V.44)
≤ 〈∇G(uk)−∇G(uk+1), u∗ − uk+1〉.(V.45)
En effet, par convexite´ de G, le premier terme du deuxie`me membre de l’e´quation (V.44) est ne´gatif. On
poursuit maintenant les calculs. La solution uk+1 du proble`me (V.40) est caracte´rise´e par l’ine´quation
variationnelle suivante :
(V.46) ∀u ∈ Uf , 〈∇G(uk+1)−∇G(uk)− γkskJ , u− uk+1〉 ≥ 0.
En appliquant cette caracte´risation pour u = u∗, on obtient :
〈∇G(uk)−∇G(uk+1), u∗ − uk+1〉 ≤ −γk〈skJ , u∗ − uk+1〉,
≤ B1︸︷︷︸
−γk〈sk
J
,u∗−uk〉
+ B2︸︷︷︸
γk〈−sk
J
,uk−uk+1〉
.(V.47)
La forte convexite´ de G donne :
b‖uk+1 − uk‖2 ≤ 〈∇G(uk+1)−∇G(uk),uk+1 − uk〉.
En combinant cette e´quation avec l’e´quation (V.46) applique´e a` u = uk, on obtient :
b‖uk+1 − uk‖2 ≤ −γk〈skJ ,uk − uk+1〉,
≤ γk‖skJ‖‖uk − uk+1‖, par l’ine´galite´ de Cauchy-Schwarz,(V.48)
ce qui finalement donne :
(V.49) ‖uk+1 − uk‖ ≤ γ
k
b
‖skJ‖.
En revenant alors a` l’e´quation (V.48), on obtient finalement la majoration de B2 :
−γk〈skJ ,uk − uk+1〉 ≤
(γk)2
b
‖skJ‖2
≤ 2(γ
k)2
b
(‖skJ +∇J(uk)‖2 + ‖∇J(uk)‖2) ,(V.50)
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en utilisant l’ine´galite´ usuelle ‖x+ y‖2 ≤ 2(‖x‖2 + ‖y‖2). De plus, de par l’hypothe`se de gradient line´ai-
rement borne´ sur J , il existe deux re´els positifs c1, c2 tels que :
‖∇J(uk)‖2 ≤ c1‖uk − u∗‖2 + c2.
D’ou` :
(V.51) −γk〈skJ ,uk − uk+1〉 ≤
2(γk)2
b
(‖skJ +∇J(uk)‖2 + c1‖uk − u∗‖2 + c2) .
Enfin, l’hypothe`se de forte convexite´ sur G donne que, par de´finition de Λ :
‖uk − u∗‖2 ≤ 2
b
Λk.
ce qui, avec (V.51), ame`ne finalement la majoration :
(V.52) −γk〈skJ ,uk − uk+1〉 ≤
2(γk)2
b
(
‖skJ +∇J(uk)‖2 + c1
2
b
Λk + c2
)
.
On s’occupe maintenant de B1 (cf. (V.47)). Par convexite´ de J , il vient :
−γk〈skJ , u∗ − uk〉 = γk〈∇J(uk), u∗ − uk〉 − γk〈skJ +∇J(uk), u∗ − uk〉,
≤ γk (J(u∗)− J(uk))− γk〈skJ +∇J(uk), u∗ − uk〉,(V.53)
Finalement, en rassemblant (V.45), (V.47), (V.52), (V.53), on obtient :
(V.54)
Λk+1−Λk ≤ γk (J(u∗)− J(uk))−γk〈skJ+∇J(uk), u∗−uk〉+ 2(γk)2b
(
‖skJ +∇J(uk)‖2 + c1
2
b
Λk + c2
)
.
On conditionne maintenant l’e´quation (V.54) par rapport a` Fk :
E
(
Λk+1 − Λk|Fk) ≤ γk (J(u∗)− J(uk))− γk〈E (skJ +∇J(uk)|Fk) , u∗ − uk〉
+
2(γk)2
b
(
E
(‖skJ +∇J(uk)‖2|Fk)+ c1 2bΛk + c2
)
.(V.55)
En appliquant l’ine´galite´ de Cauchy-Schwarz, et les hypothe`ses (V.41a) et (V.41b), on obtient donc :
E
(
Λk+1 − Λk|Fk) ≤γk (J(u∗)− J(uk))+ γkηk(1 + ‖∇J(uk)‖)‖u∗ − uk‖
+
2A(γk)2
b²k
‖∇J(uk)‖2 + 2(γ
k)2
b
(
A+ c2 + c1
2
b
Λk
)
(V.56)
En utilisant alors les meˆmes ine´galite´s que pre´ce´demment pour travailler sur ‖∇J(uk)‖ et son carre´, il
existe deux re´els positifs c3, c4 tels que :
‖∇J(uk)‖ ≤ c3‖uk − u∗‖+ c4 ≤ c3‖uk − u∗‖2 + (c4 + c3),
ce qui finalement, dans (V.56) donne :
E
(
Λk+1 − Λk|Fk) ≤γk (J(u∗)− J(uk))+ γkηk(1 + c4) + γkηk(1 + c4 + c3)‖uk − u∗‖2
+
2(γk)2
b
(
c2 +A+
c2A
²k
)
+
2(γk)2
b
(
2c1
b
Λk +
Ac1
²k
‖uk − u∗‖2
)
(V.57)
L’e´quation (V.57) peut alors se remettre plus simplement sous la forme :
(V.58) E
(
Λk+1 − Λk|Fk) ≤ γk (J(u∗)− J(uk))+ αkΛk + βk,
avec αk = 2b
(
(1 + c3 + c4)γ
kηk + 2c1b (γ
k)2 + 2Ac1b
(γk)2
²k
)
, et βk = γkηk(1 + c4) +
2(γk)2
b
(
c2 +A+
c2A
²k
)
,
formant tous les deux les termes de se´ries sommables graˆce aux hypothe`ses (V.42). Par optimalite´, le
premier terme du membre de droite dans (V.58) est ne´gatif. En prenant l’espe´rance dans l’e´quation
(V.58), et notant λk = E
(
Λk
)
, on obtient :
(V.59) λk+1 − λk ≤ αkλk + βk,
ce qui prouve, par application du lemme A.33, que la suite (λk) est borne´e par un re´el M > 0.
On prouve maintenant que (Λk) est une quasi-martingale convergente (cf. De´finition B.4) :
– (Λk) est par de´finition adapte´e a` (Fk).
– Par de´finition, Λk ≥ 0 pour tout k ∈ N, i.e., infk∈N E
(
Λk
)
> −∞.
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– Posons Ck := {E
(
Λk+1 − Λk|Fk) > 0}. Il est clair que 1Ck est Fk-mesurable. En utilisant l’ine´ga-
lite´ (V.58), on obtient :∑
k∈N
E
(
1Ck × (Λk+1 − Λk)
)
=
∑
k∈N
E
(
1Ck × E
(
Λk+1 − Λk|Fk)) ,
≤
∑
k∈N
E
(
1Ck × (αkΛk + βk)
)
,
≤
∑
k∈N
(αkM + βk),
< +∞,
car les se´ries sont sommables.
– Il est e´galement clair que supk∈N E
(
(Λk)−
)
< +∞, et par conse´quent, en utilisant le the´ore`me B.6,
la suite de variables ale´atoires (Λk) est une quasi-martingale et converge presque suˆrement vers
une variable ale´atoire inte´grable. Cette suite est donc presque suˆrement borne´e, et par de´finition,
(uk) et (∇J(uk)) sont donc deux suites presque suˆrement borne´es dans U .
On prouve maintenant que (J(uk)) converge presque suˆrement vers J(u∗). En revenant a` l’e´quation
(V.58) et prenant l’espe´rance, on obtient :
γkE
(
J(uk)− J(u∗)) ≤ αkλk + βk + λk − λk+1.
On ajoute ces ine´galite´s pour k = 0, . . . , n :
n∑
k=0
γkE
(
J(uk)− J(u∗)) ≤ λ0 − λn+1 + n∑
k=0
(αkM + βk),
≤M +M
n∑
k=0
αk +
n∑
k=0
βk.(V.60)
En faisant alors n→∞ on trouve :∑
k∈N
γkE
(
J(uk)− J(u∗)) < +∞.
Par optimalite´, chacun des termes de la se´rie sous l’espe´rance est positif. De`s lors :
(V.61)
∑
k∈N
γk
(
J(uk)− J(u∗)) < +∞, p.s.
On va maintenant utiliser le lemme A.34. En effet, on a, par l’e´quation (V.49), et la bornitude de ‖skJ‖,
qu’il existe δ > 0 tel que :
‖uk+1 − uk‖ ≤ δγk,
et J est Lipschitz sur le borne´ contenant tous les ite´re´s (uk). D’ou`, par le lemme A.34 :
(V.62) lim
k→∞
J(uk) = J(u∗)
Soit u¯ un point d’accumulation de (uk) dans la topologie faible. Il existe donc une sous-suite (uφ(k))
qui converge faiblement vers u¯. Comme Uf est un sous-ensemble ferme´, u¯ ∈ Uf , et par semicontinuite´
infe´rieure de J , il vient :
J(u¯) ≤ lim
k→∞
J(uφ(k)) = J(u∗),
ainsi, u¯ ∈ S.
Si maintenant J est fortement convexe de module B > 0, S est re´duit alors a` un singleton {u∗}. Par
de´finition,
(V.63) J(uk)− J(u∗) ≥ 〈∇J(u∗),uk − u∗〉+ B
2
‖u∗ − uk‖2
Par optimalite´ 〈∇J(u∗),uk − u∗〉 ≥ 0. (V.63) donne donc la convergence forte dans U de (uk) vers u∗,
ce qui ache`ve la preuve. 2
Remarque V.14 (Noyaux changeant avec les ite´rations). On pourrait s’inte´resser a` une
version de l’algorithme V.12 dans laquelle les noyaux G : U → R de´pendraient des ite´rations,
i.e. le sous-proble`me (V.40) deviendrait :
uk+1 ∈ arg min
u∈Uf
Gk(u)− 〈γkskJ +∇Gk(uk), u〉.
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Le the´ore`me de convergence V.13 resterait juste, comme un rapide coup d’œil a` la preuve permet
de s’en convaincre, a` condition que les modules de forte convexite´ (bk) des noyaux (Gk) ve´rifient
les conditions conjointes avec les suites γk, ²k, ηk :
∀k ∈ N, γk, ²k > 0,
∑
k∈N
γk = +∞,
∑
k∈N
(γk)2
²kbk
< +∞,
∑
k∈N
b1
γkηk
bk
< +∞.
Il suffira donc de demander les hypothe`ses (V.42), et y ajouter l’hypothe`se de bornitude suivante :
∃b > 0 tel que ∀k ∈ N, bk > b.
Remarque V.15 (Lien avec le chapitre IV). Le the´ore`me V.13 donne un autre point de vue
sur les algorithmes stochastiques en dimension infinie propose´s dans le chapitre IV. En effet,
en prenant G(·) = 12‖ · ‖2, les sous-proble`mes (V.40) peuvent eˆtre re´solus explicitement, et l’on
trouve :
uk+1 = ΠUf
(
uk + γkskJ
)
,
ce qui correspond exactement aux algorithmes stochastiques qui y sont propose´s, avec un choix
ade´quat de skJ , donne´ dans le cas U = L
2, et J diffe´rentiable par :
skJ(·) = ∇J(uk)(ξk+1)
1
²k
K
(
· − ξk+1
ηk
)
.
De meˆme, les hypothe`ses du the´ore`me V.13 permettent de retrouver celles du the´ore`me IV.5
ou du the´ore`me IV.14. Plus pre´cise´ment, les hypothe`ses du the´ore`me V.13 sur la direction de
descente bruite´e skJ s’interpre`tent d’une part comme une hypothe`se sur l’erreur de convolution
pour (V.41a), et d’autre part comme une hypothe`se sur la variance du noyau de convolution pour
(V.41b).
Remarque V.16 (Preuve du the´ore`me pour les commandes de´centralise´es). A l’aide du
the´ore`me V.13, on peut montrer de manie`re imme´diate le the´ore`me V.9, en tenant le raisonne-
ment suivant : Le point (i) est e´vident (cf. Appendice A). Pour tout k ∈ {1, . . . , n}, de´finissons
Fk = σ(ξli, l ≤ k, 1 ≤ i ≤ n). Dans ces conditions, en posant
skJ =


...
−rki
...

 ,
on ve´rifie bien que skJ est Fk+1-mesurable tandis que uk est Fk-mesurable. Enfin, de par la
de´finition de l’espe´rance conditionnelle, et l’inde´pendance des tirages, il est clair que :
E
(
skJ +∇J(uk)|Fk
)
= 0,
et donc que les hypothe`ses (V.41a)–(V.41b) sont ve´rifie´es, en prenant par exemple ηk = ²k = 1.
On obtient donc clairement le the´ore`me V.9 a` partir du the´ore`me V.13.
De manie`re plus ge´ne´rale, l’inte´reˆt du the´ore`me V.13 et de l’algorithme V.12 est de donner
une manie`re de faire disparaˆıtre le couplage probabiliste des outils de coordination, meˆme si
nous ne sommes pas en mesure a` l’heure actuelle de donner une me´thode pratique pour le faire
ni d’autres applications de ces re´sultats.
V.5. Conclusion
En conclusion de ce chapitre, on peut pour commencer souligner une fois de plus la difficulte´
de donner un sche´ma de de´composition du type de´composition par les prix dans le cadre de
l’optimisation stochastique, sans d’entre´e de jeu e´liminer des me´thodes pourtant e´prouve´es de
re´solution des sous-proble`mes, comme la programmation dynamique stochastique : ce lien entre
la manie`re dont on de´compose et la manie`re dont on re´sout les sous-proble`mes (tout a` fait
absent dans le cas de´terministe) rend le cas stochastique singulie`rement difficile, et permet
d’un certain coˆte´ de justifier la technique habituelle a` laquelle on recourt face a` un proble`me
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stochastique de grande taille : discre´tiser au plus vite l’ale´a sous forme de sce´narios plus ou moins
arborescents pour revenir a` un proble`me de grande taille de´terministe sur lequel les algorithmes
usuels s’appliqueront sans encombre.
Comme pour renforcer ce constat, la section V.3.1 de ce chapitre montre que le mariage de la
de´composition par les prix avec la programmation dynamique dans le cas d’un proble`me line´aire
quadratique se fait au prix de sous-proble`mes en dimension 4, ce qui est de´ja` presque prohibitif
du point de vue des temps de calcul. Ne´anmoins, les re´sultats de la section V.3.2 donnent une
manie`re pratique et e´conomique de re´soudre des proble`mes stochastiques lorsque l’on se restreint
au cas de commandes de´centralise´es, faisant ainsi disparaˆıtre le couplage probabiliste.
Enfin, la section V.4 quant a` elle ouvre une nouvelle voie : dans un cadre tre`s ge´ne´ral, on est
capable de proposer un principe du proble`me auxiliaire stochastique, dans lequel la coordination
(se re´alisant d’habitude a` travers le gradient de la fonction de couˆt a` l’ite´re´ courant) peut ne
pas eˆtre exacte, et se re´aliser uniquement de fac¸on bruite´e (dans certaines limites correspon-
dant par exemple aux algorithmes de´veloppe´s dans le chapitre IV) sans pour autant nuire a`
la convergence du sche´ma de de´composition. Ce premier pas est encourageant pour aller vers
une inversion du sche´ma usuel de pense´e quand il s’agit de syste`mes de grande taille : de´com-
poser avant de discre´tiser est envisageable graˆce a` ce re´sultat. Il serait de`s lors possible de
discre´tiser certains sous-syste`mes diffe´remment des autres, et renvoyant ainsi une information
de coordination bruite´e, et malgre´ tout converger vers l’optimum. . .Ceci reste la principale piste
d’explorations futures.
CHAPITRE VI
Fonctions non line´aires de l’espe´rance et boucle ouverte
VI.1. Re´sume´
Dans ce chapitre, une fois n’est pas coutume, nous nous inte´ressons aux proble`mes en boucle
ouverte. Ne´anmoins, nous ne nous inte´ressons pas exactement aux proble`mes du type (I.1)
avec un ensemble admissible ne comprenant que les fonctions constantes de l’ale´a, mais aux
proble`mes dans lesquels le crite`re a` optimiser est une fonction non line´aire de l’espe´rance. Ce
type de proble`me apparaˆıt en particulier, comme on le de´veloppe dans ce chapitre, dans le cas
ou`, pour des raisons de non convexite´ du proble`me, ou pour ame´liorer un conditionnement, on
recourt a` une formulation avec Lagrangien augmente´ d’un proble`me du type (I.1) en boucle
ouverte comme celui-ci :
min
u∈Uf⊂Rp
E (j(u, ξ))
s.c Θ(u) ∈ C ⊂ Rn.
En effet, le terme de Lagrangien augmente´ s’e´crit alors naturellement comme un terme non li-
ne´aire de la contrainte, et si la contrainte e´tait une contrainte en probabilite´ ou en espe´rance, le
crite`re est donc une fonction non line´aire de l’espe´rance.
Ce chapitre donne ensuite divers algorithmes pour re´soudre ces proble`mes. Selon la non line´arite´
de la fonction objectif, on argumente en faveur de telle ou telle approche. Parmi tous les algo-
rithmes pre´sente´s, certains peuvent eˆtre e´tudie´s en de´tail tandis que d’autres restent du domaine
de l’heuristique : en section VI.3.1, nous pre´sentons une me´thode par estimation progressive, in-
tuitive mais limite´e sur le plan the´orique, en section VI.3.2, nous proposons une me´thode centre´e
sur la dualite´ de Fenchel, qui peut s’ave´rer inte´ressante lorsque le calcul de la conjugue´e de la
fonctionnelle non line´aire est possible, mais qui reste limite´e the´oriquement. En section VI.4,
nous proposons sous des hypothe`ses de convexite´ et de croissance ou d’affinite´ une approche
lagrangienne dite Arrow-Hurwicz stochastique, de´cline´e dans sa version Lagrangien simple et
Lagrangien augmente´. En section VI.5, nous donnons un re´sume´ des diffe´rentes me´thodes et de
leurs domaines d’application. Puis, pour clore le chapitre, nous passons en section VI.6 a` une
e´tude du cas de l’optimisation d’un crite`re en espe´rance sous des contraintes en espe´rance.
Le principal message de ce chapitre est donc de montrer une fois encore la richesse des approches
du type gradient stochastique ou Arrow-Hurwicz stochastique pour traiter des proble`mes d’op-
timisation stochastique, fussent-ils a priori peu propices a` de tels traitements de par une non
line´arite´ du crite`re.
VI.2. Introduction
VI.2.1. Motivation. Le but de ce chapitre est de de´crire divers algorithmes stochastiques
pour re´soudre des proble`mes du type :
(VI.1) min
u∈Uf⊂Rp
F (u) := f (E (φ(u, ξ))) + g(u),
ou` f : Rn → R est une application non line´aire, convexe croissante φ : Rp × Rm → Rn et
g : Rp → R sont des applications convexes donne´es, Uf est un convexe ferme´ de Rp, et ξ est une
variable ale´atoire a` valeurs dans Rm. Habituellement, le gradient stochastique est utilise´ lorsque
le gradient de la fonctionnelle que l’on cherche a` minimiser est de´fini comme l’espe´rance d’une
application. Ici, sous les hypothe`ses ne´cessaires de diffe´rentiabilite´, et en notant par simplicite´
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∇uφ(u, ξ) la jacobienne de φ(·, ξ), le gradient de F , note´ ∇F , s’e´crit :
(VI.2) ∀u ∈ Uf ⊂ Rp, ∇F (u) = E (∇uφ(u, ξ))T ∇f (E (φ(u, ξ))) +∇g(u).
Ce gradient n’est donc pas une espe´rance, mais il en comporte deux. On ne peut pas appliquer
directement un algorithme de gradient stochastique L’algorithme standard de gradient pour
re´soudre ce proble`me s’e´crit :
(VI.3) uk+1 = ΠUf
(
uk − ²k
{
∇g(uk) + E
(
∇uφ(uk, ξ)
)T ∇f (E(φ(uk, ξ)))}) .
Un tel algorithme est couˆteux en termes de calcul d’espe´rance, car il requiert a` chaque ite´ration
le calcul complet de deux espe´rances en fonction de ξ.
Nous allons dans ce chapitre regarder le cas de fonctionnelles non line´aires ge´ne´rales, et
proposer des algorithmes de re´solution de tels proble`mes. Dans un premier temps, nous allons
nous pencher sur le cas particulier ou` f est quadratique.
VI.2.2. f quadratique. Dans le cas particulier ou` f(x) = 12x
TAx, avec A syme´trique,
l’algorithme (VI.3) se re´e´crit simplement :
uk+1 = ΠUf
(
uk − ²k
{
∇g(uk) + E
(
∇uφ(uk, ξ)
)T
AE
(
φ(uk, ξ)
)})
,
= ΠUf
(
uk − ²k
{
∇g(uk) + E
(
∇uφ(uk, ξ2)TAφ(uk, ξ1)
)})
,(VI.4)
avec ξ1 et ξ2 inde´pendantes et identiquement distribue´es, de meˆme loi que ξ. Le gradient s’e´cri-
vant comme une espe´rance, on peut donc proposer l’algorithme stochastique suivant, dont on
est certain de la convergence sous des hypothe`ses standard de convexite´ ou forte convexite´ sur
les fonctions implique´es (cf. The´ore`me C.5) :
Soient ξk+11 et ξ
k+1
2 i.i.d. inde´pendantes des v.a. passe´es,
uk+1 = ΠUf
(
uk − ²k
{
∇g(uk) +∇uφ(uk, ξk+12 )TAφ(uk, ξk+11 )
})
.(VI.5)
La pre´sence de deux tirages dans l’algorithme (VI.5) peut provoquer une plus grande variance
asymptotique et freiner la convergence de l’algorithme. A` titre d’illustration, nous allons consi-
de´rer le cas ou` φ est a` valeurs re´elles, convexe en u et strictement positive pour presque tout ξ,
g = 0 et Uf = Rp. On prend alors A = 1 et on obtient l’algorithme :
Soient ξk+11 et ξ
k+1
2 i.i.d. inde´pendantes des v.a. passe´es,
uk+1 = uk − ²kφ(uk, ξk+11 )∇uφ(uk, ξk+12 ).(VI.6)
Cet algorithme permet donc la re´solution du proble`me :
min
u∈Rp
1
2
(E (φ(u, ξ)))2 ,(VI.7)
qui est e´quivalent sous nos hypothe`ses de positivite´ et de convexite´, au proble`me simple :
min
u∈Rp
E (φ(u, ξ)) .(VI.8)
Un algorithme de gradient stochastique standard pour le proble`me (VI.8) s’e´crit :
Soit ξk+11 inde´pendante des v.a. passe´es, et identiquement distribue´e,
uk+1 = uk − ²k∇uφ(uk, ξk+11 ),(VI.9)
et me`nera vers la meˆme solution u∗ que l’algorithme (VI.6). Disposant de deux algorithmes
menant a` la meˆme solution, on souhaite de´sormais comparer leurs variances asymptotiques.
Le the´ore`me central limite pour un algorithme de gradient stochastique (cf. the´ore`me C.4) s’e´crit
de fac¸on :
uk − u∗√
²k
L−→ N (0, V ),
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avec V une matrice de´pendant du proble`me, et (²k) suivant certaines conditions. La litte´rature
sur les algorithmes stochastiques (par exemple [14]) enseigne que la forme des pas ²k menant a`
la variance asymptotique minimale est Γ/k, avec Γ ∈ Rp×p une matrice de taille p× p. Dans ce
cas, on connaˆıt la forme de la matrice de covariance V ∗ du the´ore`me central limite suivant :
√
k
(
uk − u∗
) L−→ N (0, V ∗),
Notons H∗ = E
(∇2uuφ(u∗, ξ)), la hessienne du crite`re prise en l’optimum. On re´capitule les
re´sultats de comparaison dans le tableau 1. Ces re´sultats sont une application des calculs mene´s
en C, apre`s le the´ore`me C.4. Ainsi, ge´ne´riquement, par l’ine´galite´ de Jensen, on sait que le
Proble`me (VI.8) Proble`me (VI.7)
uk+1 = uk − ²k∇uφ(uk, ξk+1) uk+1 = uk − ²kφ(uk, ξk+11 )∇uφ(uk, ξk+12 )
V ∗(VI.8) = (H
∗)−1E
(∇uφ(u∗, ξ)∇uφ(u∗, ξ)T ) (H∗)−1 V ∗(VI.7) = E(φ(u∗,ξ)2)E(φ(u∗,ξ))2 V ∗(VI.8)
Tab. 1. The´ore`me central limite sans et avec de´doublement de tirage
de´doublement de variable a un certain prix en terme de variance asymptotique, donne´ par le
rapport E
(
φ(u∗, ξ)2
)
/E (φ(u∗, ξ))2 > 1. Cependant, selon le crite`re conside´re´, ce prix est plus
ou moins important, et le de´doublement peut s’ave´rer eˆtre une bonne solution.
Dans les sections suivantes, pour e´viter de conside´rer les projections, nous supposerons que
Uf = Rp.
VI.3. Deux algorithmes voisins
VI.3.1. Approche par estimateur.
VI.3.1.1. Algorithme. Nous nous proposons ici de remplacer l’algorithme (VI.3) par l’algo-
rithme stochastique suivant, dit par estimateur, e´vitant les calculs exhaustifs d’espe´rance, et
fonde´ sur une ide´e simple d’estimation progressive :
Soit ξk+1 inde´pendante des v.a. passe´es, et identiquement distribue´e,
uk+1 = uk − ²k
(
∇g(uk) +∇uφ(uk, ξk+1)T∇f
(
zk
))
,(VI.10a)
zk+1 =
(
1− ρk
)
zk + ρkφ(uk, ξk+1),(VI.10b)
avec (ρk) et (²k) deux suites positives de´croissantes. L’ide´e est donc tre`s simple : elle consiste
a` estimer progressivement E
(
φ(uk, ξ)
)
au fil des ite´rations a` l’aide de la formule (VI.10b), tout
en espe´rant que la formule (VI.10a) ne fasse pas trop changer uk, selon les ide´es habituelles des
approximations stochastiques.
VI.3.1.2. Convergence. Nous allons d’abord re´e´crire l’algorithme (VI.10) de fac¸on plus
conforme a` la litte´rature des algorithmes stochastiques. En notant h : Rp × Rn → Rp × R
l’application de´finie par :
(VI.11) ∀(u, z) ∈ Rp × Rn, h(u, z) =
(
∇g(u) + E (∇uφ(u, ξ))T ∇f(z)
z − E (φ(u, ξ))
)
,
l’algorithme (VI.10) se re´e´crit, en supposant que ρk = ²k :
(VI.12)
(
uk+1
zk+1
)
=
(
uk
zk
)
+ρk

−h(uk, zk) + h(uk, zk)−
( ∇g(uk) +∇uφ(uk, ξk+1)T∇f(zk)
zk − φ(uk, ξk+1)
)
︸ ︷︷ ︸
wk+1

 .
Dans cette e´criture,wk+1 correspond au bruit qui est un incre´ment de martingale par rapport a` la
filtration des Fk := σ(ξ1, . . . , ξk), par inde´pendance des tirages successifs, tandis que −h(uk, zk)
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correspond a` la direction de descente de´terministe de l’algorithme.
A` supposer qu’il n’y ait pas de projection, et en utilisant la me´thode de l’e´quation diffe´rentielle
ordinaire associe´e (cf. [45]) si l’algorithme (VI.12) converge, c’est vers un point (u∗, z∗) tel que
h(u∗, z∗) = 0, ce qui signifie :
∇g(u∗) + E (∇uφ(u∗, ξ))T ∇f(z∗) =0,
E (φ(u∗, ξ))− z∗ =0,
ce qui implique donc que
∇g(u∗) + E (∇uφ(u∗, ξ))T ∇f(E (φ(u∗, ξ))) = 0,
ce qui correspond a` l’e´criture des conditions d’optimalite´ sur le proble`me (VI.1). On peut donc
eˆtre rassure´ quant a` la limite de l’algorithme. Reste a` montrer que l’algorithme converge. Clas-
siquement, les preuves de convergence d’algorithmes requie`rent une proprie´te´ de monotonie de
l’ope´rateur implique´, ici l’ope´rateur h, meˆme s’il est possible dans certains cas de recourir a` des
hypothe`ses plus faibles. Prenons donc (u1, u2) ∈ Rp × Rp et (z1, z2) ∈ Rn × Rn. Le but est de
voir si
H(u1, u2, z1, z2) := 〈h(u1, z1)− h(u2, z2), (u1, z1)− (u2, z2)〉Rp×Rn ≥ 0.
En notant pour simplifier Φ(u) = E (φ(u, ξ)), et donc ∇Φ(u) = E (∇uφ(u, ξ)) pour tout u ∈ Rp,
on a :
H(u1, u2, z1, z2) =〈∇Φ(u1)T∇f(z1)−∇Φ(u2)T∇f(z2) +∇g(u1)−∇g(u2), u1 − u2〉Rp
+ 〈z1 − Φ(u1)− z2 +Φ(u2), z1 − z2〉Rn ,
=〈∇f(z1),∇Φ(u1)(u1 − u2)〉Rn − 〈∇f(z2),∇Φ(u2)(u1 − u2)〉Rn
+ 〈∇g(u1)−∇g(u2), u1 − u2〉Rp + ‖z1 − z2‖2Rn + 〈Φ(u2)− Φ(u1), z1 − z2〉Rn .
Il apparaˆıt donc difficile de montrer la monotonie de l’ope´rateur dans le cas ge´ne´ral. En revanche,
dans le cas ou` Φ(u) = Au+ b et ou` f(z) = 12‖z‖2Rn , on observe que :
H(u1, u2, z1, z2) = ‖z1 − z2‖2Rn + 〈∇g(u1)−∇g(u2), u1 − u2〉Rp ,
ce qui en fait naturellement un ope´rateur monotone, de par la convexite´ de g. Mieux encore,
dans ce cas, on est en mesure de montrer la convergence de l’algorithme (VI.10) vers la solution
du proble`me :
min
u∈Rp
1
2
‖E (A(ξ)u+ b(ξ)) ‖2Rn ,
en y incluant meˆme e´ventuellement un ensemble sur lequel projeter. En revanche, on est dans
l’impossibilite´ de montrer la convergence de l’algorithme (VI.10) en toute ge´ne´ralite´.
VI.3.2. Approche par dualite´ de Fenchel. On introduit ici des ide´es base´es sur la
conjugaison de Fenchel. Dans le cas ou` f : Rn → R est convexe, semicontinue infe´rieurement,
elle est e´gale a` sa biconjugue´e de Fenchel note´e f∗∗ et de´finie par :
f∗∗(x) := sup
p∈Rn
(
pTx− f∗(p)) ,
avec f∗ la conjugue´e de Fenchel de f , de´finie par f∗(p) = supy∈Rn
(
pT y − f(y)). Par construction,
f∗ est convexe (car enveloppe supe´rieure de fonctions affines), semicontinue infe´rieurement. De
plus, f e´tant dans notre cas croissante, on a :
∀x ∈ Rn, sup
p∈Rn
(
pTx− f∗(p)) = sup
p∈Rn+
(
pTx− f∗(p)) .
En effet, la proposition 11.3 de [84] donne : ∂f(x¯) = argmaxp∈Rn
(
pTx− f∗(p)) . Finalement,
le proble`me (VI.1) se re´e´crit donc :
min
u∈Rp
sup
p∈Rn+
(
g(u) + pTE (φ(u, ξ))− f∗(p)) ,(VI.13)
qui s’interpre`te donc comme un proble`me de min-sup, sur une fonction g(u, p) = g(u) +
pTE (φ(u, ξ)) − f∗(p) concave en p ∈ Rn pour tout u ∈ Rp, et convexe en u ∈ Rp pour tout
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p ∈ Rn+. A` supposer qu’un point-selle existe, on pourra donc appliquer un algorithme d’Arrow-
Hurwicz stochastique de´fini par :
Soit ξk+1 inde´pendante des v.a. passe´es, et identiquement distribue´e,
uk+1 = uk − ²k
(
∇g(uk) +∇uφ(uk, ξk+1)Tpk
)
,(VI.14a)
pk+1 = pk + ρk
(
φ(uk, ξk+1)−∇f∗(pk)
)
.(VI.14b)
Cette approche pre´sente un inte´reˆt a` condition que la de´rive´e de la conjugue´e f∗ soit explicite-
ment connue. Dans notre cas, on sait par les meˆmes arguments que plus haut, que pour tout
p ∈ Rn+, ∂f∗(p) = (∂f)−1 (p).
Remarque VI.1 (f quadratique). Dans le cas ou` f(x) = x
T x
2 , on peut calculer f
∗(p) = p
T p
2 ,
et les algorithmes (VI.14) et (VI.10) sont exactement les meˆmes.
VI.4. Approche par dualite´ lagrangienne
VI.4.1. Lagrangien simple et Arrow-Hurwicz stochastique. Comme on l’a vu plus
haut, le proble`me (VI.1) pour eˆtre bien pose´, ne´cessite quelques hypothe`ses de convexite´ et/ou
de croissance. Typiquement, nous allons demander soit
– que f : Rn → R soit convexe croissante, au sens ou` pour tous x, y ∈ Rn, x ≥ y ⇒ f(x) ≥
f(y), et φ(·, ξ) Rn+-convexe pour tout ξ,
– ou que f : Rn → R soit convexe et φ(·, ξ) affine pour tout ξ.
VI.4.1.1. f convexe croissante. Sous les hypothe`ses f convexe croissante et φ Rn+-convexe,
nous pouvons re´e´crire le proble`me a` l’aide d’une variable annexe note´e z :
min
u,z
f(z) + g(u)(VI.15a)
u ∈ Uf , z ∈ Rn,
E (φ(u, ξ))− z ≤ 0.(VI.15b)
Le proble`me (VI.15), de par la Rn+-convexite´ de φ(u) = E (φ(u, ξ)) et celle de f , est convexe, et
il est e´quivalent au proble`me (VI.1), graˆce a` la croissance de f . En composant le Lagrangien du
proble`me (VI), de´fini par
∀u ∈ Rp, ∀z, λ ∈ Rn+, L(u, z, λ) = f(z) + g(u) + λ (E (φ(u, ξ))− z) ,
on propose alors l’algorithme de Arrow-Hurwicz suivant :
Soit ξk+1 inde´pendante des v.a. passe´es, et identiquement distribue´e
uk+1 = uk − ²k
(
∇g(uk) +∇uφ(uk, ξk+1)Tλk
)
,(VI.16a)
zk+1 = zk − ²k
(
∇f(zk)− λk
)
,(VI.16b)
λk+1 = max
(
0,λk + ρk
(
φ(uk+1, ξk+1)− zk+1
))
.(VI.16c)
VI.4.1.2. φ affine en u. Dans le cas ou` f est convexe, et ou` il existe deux applications
φ1 : Rm → Rn × Rp et φ2 : Rm → Rn telles que pour tout ξ ∈ Rm, pour tout u ∈ Rp,
φ(u, ξ) = φ1(ξ)u + φ2(ξ), alors le proble`me (VI.1) peut eˆtre re´e´crit a` l’aide d’une variable
auxiliaire z sous la forme :
min
u,z
f(z) + g(u)(VI.17)
u ∈ Uf , z ∈ Rn,
E (φ1(ξ))u+ E (φ2(ξ))− z = 0.(VI.18)
Le proble`me (VI.17) est convexe. A` nouveau, nous formons le Lagrangien de´fini par :
∀u ∈ Rp, ∀z, λ ∈ Rn, L(u, z, λ) = f(z) + g(u) + λ (E (φ1(ξ))u+ E (φ2(ξ))− z) ,
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et l’on peut conside´rer l’algorithme de Arrow-Hurwicz suivant :
Soit ξk+1 inde´pendante des v.a. passe´es, et identiquement distribue´e,
uk+1 = uk − ²k
(
∇g(uk) + φ1(ξk+1)Tλk
)
,(VI.19a)
zk+1 = zk − ²k
(
∇f(zk)− λk
)
,(VI.19b)
λk+1 = λk + ρk
(
φ1(ξ
k+1)uk + φ2(ξ
k+1)− zk+1
)
.(VI.19c)
VI.4.1.3. Convergence. Dans le cas de ces deux proble`mes convexes (VI.15) et (VI.17), on
montre la convergence des algorithmes (VI.16) et (VI.19) a` l’aide du the´ore`me ge´ne´ral sur l’opti-
misation sous contraintes en espe´rance se trouvant dans [33], et rappele´ en annexe (cf. The´ore`me
C.6).
VI.4.2. Lagrangien augmente´ dans le cas non-convexe. Dans le cas ou` f n’est pas
croissante, on peut toujours conside´rer le proble`me auxiliaire suivant :
min
u,z
f(z) + g(u)(VI.20)
u ∈ Uf , z ∈ Rn,
E (φ(u, ξ)) = z.(VI.21)
Malheureusement, ce proble`me n’est convexe que si f est convexe et φ(·, ξ) affine pour tout
ξ. En toute ge´ne´ralite´ (par exemple φ(·, ξ) convexe) le proble`me (VI.20) n’est pas convexe a`
cause de la contrainte (VI.21). Il existe cependant un moyen de traiter ce proble`me, ou du
moins de minimiser l’impact de cette non-convexite´, c’est de recourir au Lagrangien augmente´1.
Dans le cas de contraintes d’e´galite´ comme (VI.21), on de´finit le Lagrangien augmente´ note´
Lc : Rp × Rn × Rn → R, pour tout c > 0, par :
∀(u, z, λ) ∈ Rp×Rn×Rn, Lc(u, z, λ) = f(z)+ g(u)+λT (E (φ(u, ξ))− z)+ c
2
‖E (φ(u, ξ))− z‖2Rn .
Remarque VI.2. Meˆme si φ(·, ξ) est affine, l’usage du Lagrangien augmente´ a` la place du
Lagrangien simple est inte´ressant pour le meilleur conditionnement du proble`me qu’il apporte2.
Posons G : Rp × Rn → R de´finie par G(u, z) = f(z) + g(u), et γ : Rp × Rn → R de´finie par
γ(u, z) = E (φ(u, ξ))− z. On peut trouver dans [22] la proposition suivante (Prop. 12.2) :
Proposition VI.3. Supposons que G et γ soient deux fois de´rivables en une solution (u∗, z∗)
de (VI.20), que ∇G et ∇γ soient lipschitziennes dans un voisinage de (u∗, z∗), et que λ∗ soit un
multiplicateur associe´ a` (u∗, z∗) tel que :
∀h ∈ Rn∗ , hT
( ∇2g(u) + (λ∗)TE (∇2u,uφ(u∗, ξ)) 0
0 ∇2f(z∗)
)
︸ ︷︷ ︸
H∗
h >0,(VI.22)
(λ∗)TE (∇uφ(u∗, ξ)) =0,
∇f(z∗)− λ∗ =0,(VI.23)
E (φ(u∗, ξ))− z∗ =0.
Alors il existe un voisinage V de (u∗, z∗) et c > 0 tels que pour tout c > c, (u∗, z∗, λ∗) soit un
point selle de Lc sur V × R. Plus pre´cise´ment, on a pour tout (u, z, λ) ∈ (V − {u∗, z∗})× Rn,
Lc(u
∗, z∗, λ) ≤ Lc(u∗, z∗, λ∗) < Lc(u, z, λ∗).
1Pour une pre´sentation claire du Lagrangien augmente´, voir [31], chapitre 4.
2cf. [31], chapitre 4.
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En prenant donc u∗ solution du proble`me initial (VI.1), et en posant z∗ = E (φ(u∗, ξ)) et
λ∗ = ∇f(z∗), on se trouve bien dans les conditions de la Proposition VI.3. En effet, les conditions
(VI.23) sont bien ve´rifie´es, tandis que la condition (VI.22) se re´e´crit :
∀h ∈ Rn∗ , hT
( ∇2g(u) +∇2(f ◦ Φ)(u∗)) 0
0 ∇2f(z∗)
)
h > 0,
si l’on suppose de la convexite´ localement en u∗ pour f ◦ Φ. Ceci nous permet donc d’affirmer
que :
g(u∗) + f(E (φ(u∗, ξ)) = min
u∈Uf , z∈Rn
max
λ∈Rn
Lc(u, z, λ) = max
λ∈Rn
min
u∈Uf , z∈Rn
Lc(u, z, λ).
On a de`s lors l’ide´e d’introduire un algorithme de gradient projete´ pour re´soudre le proble`me
(VI.20) :
uk+1 = ΠUf
(
uk − ²k
(
∇g(uk) + E
(
∇uφ(uk, ξ)
)T
λk + cE
(
∇uφ(uk, ξ)
)T
(E
(
φ(uk, ξ)
)
− zk)
))
,
(VI.24a)
zk+1 = zk − ²k
(
∇f(zk)− λk − c(E
(
φ(uk, ξ)
)
− zk)
)
,
(VI.24b)
λk+1 = λk + c²k
(
E
(
φ(uk, ξ)
)
− zk
)(VI.24c)
La convergence de cet algorithme vers la solution du proble`me (VI.1) peut cependant
continuer a` poser des proble`mes3 en toute ge´ne´ralite´. Elle est ne´anmoins aise´e a` prouver en
utilisant par exemple le the´ore`me IV.17, lorsque φ(·, ξ) est affine.
Du point de vue des algorithmes stochastiques, la formulation (VI.24) est tre`s satisfaisante.
En effet, on a maintenant un gradient qui s’e´crit comme une espe´rance, en utilisant la sous-
section VI.2.2, i.e. le de´doublement de variables. On peut donc proposer l’algorithme stochastique
suivant :
Algorithme VI.4.
Soient ξk+11 , ξ
k+1
2 i.i.d. inde´pendantes des v.a. passe´es,
uk+1 = ΠUf
(
uk − ²k
(
∇g(uk) +∇uφ(uk, ξk+12 )Tλk + c∇uφ(uk, ξk+12 )T (φ(uk, ξk+11 )− zk)
))
,
(VI.25a)
zk+1 = zk − ²k
(
∇f(zk)− λk − c(φ(uk, ξk+11 )− zk)
)
,
(VI.25b)
λk+1 = λk + c²k
(
φ(uk, ξk+11 )− zk
)(VI.25c)
A nouveau, le the´ore`me IV.17 montre la convergence de l’algorithme VI.4 lorsque φ(·, ξ) est
affine.
VI.5. Re´sume´ – Typologie
Pour re´sumer ce survol des techniques possibles pour traiter le proble`me (VI.1), nous avons
donc :
3Sous les hypothe`ses de la Proposition VI.3 et de convexite´ conjointe en (u, z) du Lagrangien augmente´,
l’algorithme (VI.24a)–(VI.24b)–(VI.24c) va converger vers le point selle de Lc, et donc vers la solution du proble`me
(VI.1). Dire que le Lagrangien augmente´ est convexe en (u, z) n’est cependant pas tre`s e´loigne´ de supposer que
φ(·, ξ) est affine...
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(1) Si f est quadratique, et φ(·, ξ) quelconque, telle que f(E (φ(·, ξ))) soit convexe,
on peut recourir au de´doublement des tirages donne´ dans l’algorithme (VI.5) ;
(2) Si f est convexe croissante, et φ(·, ξ) convexe, on peut utiliser l’algorithme
d’Arrow-Hurwicz stochastique (VI.16), impliquant une variable primale et une variable
duale supple´mentaires ;
(3) Si f est convexe et φ(·, ξ) affine, on peut utiliser l’algorithme d’Arrow-Hurwicz
stochastique (VI.19), impliquant une variable primale et une variable duale supple´men-
taires ;
(4) Si f est convexe et φ(·, ξ) quelconque, on peut appliquer l’algorithme d’Arrow-
Hurwicz sur Lagrangien augmente´ (VI.4), impliquant une variable primale et une va-
riable duale supple´mentaires ;
On peut fournir pour tous ces algorithmes des preuves de convergence sous quelques hypothe`ses
supple´mentaires de diffe´rentiabilite´ et de proprie´te´ de Lipschitz des gradients implique´s, pour
peu que les suites (ρk, ²k) introduites soient en se´ries divergentes. Les preuves peuvent se faire
notamment en recourant au the´ore`me IV.17 ge´ne´ral donne´ dans le chapitre IV Dans tous les
cas, nous avons e´galement propose´ d’autres algorithmes :
(1) L’algorithme par estimateur (VI.10), impliquant une variable primale supple´mentaire ;
(2) L’algorithme par dualite´ de Fenchel (VI.14), impliquant une variable duale supple´men-
taire.
Pour ces deux propositions, qui co¨ıncident dans le cas ou` f est quadratique, on ne sait donner
de preuve ge´ne´rale de convergence, hormis dans le cas ou` en plus, φ(·, ξ) est affine.
Remarque VI.5 (f line´aire en certaines composantes). Lorsque f est line´aire en certaines
composantes, on peut laisser ces composantes telles quelles, sans effectuer sur celles-ci de trai-
tement particulier, et la typologie faite ci-dessus reste valable, de fac¸on plus souple : les hy-
pothe`ses de croissance de f ou d’affinite´ de φ(·, ξ) ne sont ne´cessaires que sur les
composantes non line´aires de f .
VI.6. Contraintes en espe´rance convexes
VI.6.1. Dualite´, introduction d’un Lagrangien augmente´. Nous allons maintenant
montrer comment les diffe´rents algorithmes propose´s avant peuvent trouver leur place dans une
application aux proble`mes sous contrainte en espe´rance. Tout le travail des sections pre´ce´dentes
e´tait motive´ par le proble`me ge´ne´ral suivant :
min
u
J(u) := E (j(u, ξ))(VI.26)
s.c. u ∈ Uf ⊂ Rp,
Θ(u) := E (θ(u, ξ)) ≤ 0.(VI.27)
On suppose dans la suite que j : Rp × Rm → R, et θ : Rp × Rm → Rd. Pour traiter de tels
proble`mes lorsque typiquement J et Θ sont (Rd+-)convexes et ve´rifient certaines hypothe`ses de
re´gularite´, on peut recourir a` l’algorithme de Arrow-Hurwicz propose´ dans [33], et pour lequel on
a une preuve de convergence (cf. The´ore`me C.6). On sait cependant qu’une fac¸on ge´ne´ralement
plus favorable de conside´rer de tels proble`mes, meˆme si Θ est Rd+-convexe, et de recourir au
Lagrangien augmente´. Dans le cas du proble`me (VI.26), le Lagrangien augmente´ Lc s’e´crit pour
tous u ∈ Rp, λ ∈ Rd,
(VI.28) Lc(u, λ) = E (j(u, ξ))− 1
2c
‖λ‖2
Rd
+
1
2c
‖max(0, λ+ cE (θ(u, ξ)))‖2
Rd
.
Le proble`me qui est ensuite conside´re´ est un proble`me de min-max, ou de point selle du Lagran-
gien augmente´ sur Uf ×Rd+. Posons maintenant pour tout c ∈ R+, fc : R×Rd×Rd → R de´finie
par :
∀(x, y, λ) ∈ R× Rd × Rd, fc(x, y, λ) = x− 1
2c
‖λ‖2
Rd
+
1
2c
‖max(0, λ+ cy)‖2
Rd
.
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Posons e´galement φ : Rp × Rm → R1+d de´finie par :
∀(u, ξ) ∈ Rp × Rm, φ(u, ξ) =
(
j(u, ξ)
θ(u, ξ)
)
.
On a donc :
∀(u, λ) ∈ Rp × Rd, fc(E (φ(u, ξ)) , λ) = Lc(u, λ),
et on est ainsi ramene´ a` un cas comparable au cas des sections pre´ce´dentes. En effet, par dualite´,
on cherche a` re´soudre le proble`me suivant, e´quivalent au proble`me (VI.26) s’il y a un point selle :
max
λ∈Rd
min
u∈Uf
fc(E (φ(u, ξ)) , λ).(VI.29)
Nous allons maintenant e´tudier la solution de (VI.29).
VI.6.2. Travail a` λ fixe´. Soit λ ∈ Rd fixe´. Nous regardons le proble`me suivant :
min
u∈Uf
fc(E (φ(u, ξ)) , λ)(VI.30)
C’est bien entendu le terme 12c‖max(0, λ + cE (θ(u, ξ)))‖2 qui est a priori geˆnant. La fonction
y 7→ 12c‖max(0, λ+ cy)‖2 est convexe et croissante au sens des composantes, et u 7→ E (θ(u, ξ))
est Rd+-convexe. fc est de plus line´aire en sa premie`re composante. Par conse´quent, en vertu de
la Remarque VI.5, nous allons pouvoir appliquer le cas pre´ce´dent f convexe croissante et φ(·, ξ)
convexe. On introduit donc une variable annexe z et on e´crit le proble`me suivant e´quivalent a`
(VI.30) :
min
u,z
fc(E (j(u, ξ)) , z, λ)(VI.31)
s.c. u ∈ Uf , z ∈ Rd,
E (θ(u, ξ))− z ≤ 0.
(VI.32)
L’algorithme de Arrow-Hurwicz utilise´ ensuite, qui est le pendant de (VI.16), s’e´crit, avec une
nouvelle variable duale note´e pi ∈ Rd+ :
Soit ξk+1 inde´pendante des v.a. passe´es, et identiquement distribue´e,
uk+1 = ΠUf
(
uk − ²k
(
∇uj(uk, ξk+1) +∇uθ(uk, ξk+1)Tpik
))
(VI.33a)
zk+1 = zk − ²k
(
max(0,λk + czk)− pik
)
(VI.33b)
pik+1 = max
(
0,pik + ρk
(
θ(uk+1, ξk+1)− zk+1
))
.(VI.33c)
Pour les raisons e´voque´es avant, on sait que cet algorithme va converger sous quelques hypothe`ses
sur les suites positives (²k, ρk), et sur la diffe´rentiabilite´ et re´gularite´ des fonctions j et θ.
VI.6.3. Me´lange des ite´rations de de´composition et de re´solution interne. Bien
entendu, lorsque l’on revient au proble`me de point-selle (VI.29), on voit bien que derrie`re la
re´solution de (VI.30) se cachent des ite´rations sur le multiplicateur initial λ. Typiquement, on
aurait envie d’e´crire une re´gle de mise a` jour sur λ du type :
λk+1 = λk +
ρk
c
(
−λk +max(0, λk + czk+1)
)
.(VI.33d)
Ceci revient a` vouloir concilier le principe du proble`me auxiliaire (cf. Annexe A.2) avec les
algorithmes stochastiques pour les contraintes en espe´rance. Cela est rendu possible par [32]
qui le fait pour les crite`res en espe´rance, et [33] qui le fait pour les contraintes en espe´rance.
Ainsi, en rassemblant toutes les mise-a`-jour (VI.33), on obtient un algorithme stochastique pour
re´soudre le proble`me (VI.26), dont on sait prouver la convergence.
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VI.6.4. Convergence. On a le the´ore`me suivant :
The´ore`me VI.6. Supposons que :
(i) j(·, ξ) est strictement convexe, localement lipschitzienne sur Uf , et a` gradients line´airement
borne´s,
(ii) θ(·, ξ) est lipschitzienne, re´gulie`rement sous-diffe´rentiable, de gradient borne´ uniforme´ment
en ξ sur Uf , et E (θ(·, ξ)) est Rd+-convexe,
(iii) les suites positives (²k) et (ρk) ve´rifient∑
k∈N
²k = +∞,
∑
k∈N
ρk = +∞,
∑
k∈N
(²k)2 < +∞,
∑
k∈N
(ρk)2 < +∞,
et (²k/ρk) est monotone au sens large.
Alors, (uk, zk,pik,λk) est borne´e, et (uk) converge presque suˆrement faiblement vers u∗ solution
de (VI.26). Si de plus E (j(·, ξ)) est fortement convexe, alors (uk) converge presque suˆrement
fortement vers u∗ l’unique solution de (VI.26).
Preuve : La preuve est une application imme´diate du the´ore`me principal de [33] et des techniques
de [32]. 2
VI.6.5. Application nume´rique. A` titre d’exemple, nous allons appliquer l’algorithme
(VI.33) au proble`me suivant :
min
u∈R2
1
2
uTE (Q(ξ))u+ uTE (p(ξ))(VI.34)
s.c. E (C(ξ))u− E (b(ξ)) ≤ 0
avec Q(ξ) =
(
ξ2 ξ
ξ ξ2
)
, p(ξ) =
(
ξ
1
)
, C(ξ) =
( −ξ2 ξ
−ξ ξ2
)
, et b(ξ) =
( −ξ2
−ξ
)
.
On re´sout exactement le proble`me (VI.34) avec ξ suivant une loi normale centre´e re´duite, ce
qui conduit a` la solution optimale u∗ = (1 −1)T . Apre`s 1000 ite´rations de notre algorithme, on
trouve la solution approche´e u˜ = (0, 999 −1, 08)T , avec les pas ²k = ρk = 1010+k , et la constante
du Lagrangien augmente´ c = 10. La figure 1 donne l’e´volution le long des ite´rations de l’erreur
sur la solution optimale en norme euclidienne.
0 200 400 600 800 1000 1200
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Fig. 1. Erreur sur la solution optimale
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VI.7. Contraintes d’e´galite´ en espe´rance non convexes
VI.7.1. Dualite´ et Lagrangien augmente´. On conside`re a` nouveau le proble`me (VI.26),
dans lequel on suppose que J est convexe, que Θ est quelconque, qu’elles sont toutes deux
diffe´rentiables, mais que la contrainte est cette fois une contrainte d’e´galite´ :
min
u
J(u) := E (j(u, ξ))(VI.35)
s.c. u ∈ Uf ⊂ Rp,
Θ(u) := E (θ(u, ξ)) = 0.(VI.36)
On de´cide donc comme avant d’introduire le Lagrangien augmente´ associe´ a` ce proble`me pour
lutter contre la non convexite´ de la contrainte :
(VI.37) ∀(u, λ) ∈ Rp × Rd, Lc(u, λ) = E (j(u, ξ)) + λTE (θ(u, ξ)) + c
2
‖E (θ(u, ξ)) ‖2
La proposition VI.3 nous assure de l’existence d’un seuil c > 0 tel que pour tout c > c, le
Lagrangien augmente´ Lc de´fini par (VI.37) admet un point selle en la solution du proble`me
initial. Par l’existence de ce point selle, on se retrouve donc a` re´soudre un proble`me de col, ce
qui peut se faire par l’algorithme de Arrow-Hurwicz suivant :
Soient ξk+11 , ξ
k+1
2 i.i.d. inde´pendantes des v.a. passe´es,
uk+1 = ΠUf
(
uk − ²k
(
∇uj(uk, ξk+11 ) +∇uθ(uk, ξk+11 )T
(
λk + cθ(uk, ξk+12 )
)))
(VI.38a)
λk+1 = λk + ρkθ(uk+1, ξk+12 ).(VI.38b)
A nouveau, cet algorithme reste sur le plan heuristique car la non convexite´ du proble`me bloque
nos outils habituels de preuve.
VI.7.2. Application nume´rique. Nous allons tester ce dernier algorithme sur un petit
exemple non convexe :
min
u∈R2
1
2
uTE (Q(ξ))u+ uTE (p(ξ))(VI.39)
s.c.
1
2
uTE (C(ξ))u− uTE (b(ξ)) = 0
avec Q(ξ) =
(
ξ2 ξ
ξ ξ2
)
, p(ξ) =
(
ξ
1
)
, C(ξ) =
( −ξ2 ξ
−ξ ξ2
)
, et b(ξ) =
( −ξ2
−ξ
)
. Ce pro-
ble`me, en raison de la contrainte, est bien entendu non convexe. On choisit pour les tests nu-
me´riques ξ selon une loi normale centre´e re´duite. On peut re´soudre ce proble`me exactement en
e´crivant les conditions d’optimalite´ de Karush-Kuhn-Tucker. On compare ensuite ces re´sultats
avec ceux calcule´s par l’algorithme (VI.38). On obtient, avec un bon choix du coefficient de
Lagrangien augmente´, la courbe de convergence donne´e par la Figure 2 (erreur quadratique sur
la commande en fonction des ite´rations), ce qui est rassurant pour l’heuristique pre´sente´e ici.
VI.8. Contraintes d’ine´galite´ en espe´rance non convexes
VI.8.1. Utilisation d’un Lagrangien augmente´. On conside`re a` nouveau le proble`me
(VI.26), dans lequel on suppose que J est convexe, mais que Θ n’est pas Rd+-convexe, et qu’elles
sont toutes deux diffe´rentiables. On de´cide donc comme avant d’introduire le Lagrangien aug-
mente´ associe´ a` ce proble`me pour lutter contre la non convexite´ de la contrainte. La proposition
VI.3, qui existe e´galement dans le cas de contraintes d’ine´galite´, nous assure de l’existence d’un
seuil c > 0 tel que pour tout c > c, le Lagrangien augmente´ Lc de´fini par (VI.28) admet un point
selle en la solution du proble`me initial. Par l’existence de ce point selle, on se retrouve donc au
proble`me (VI.29), que l’on va chercher a` re´soudre dans un premier temps a` λ ∈ Rd fixe´, comme
en (VI.30).
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Fig. 2. Erreur quadratique sur la commande au long des ite´rations
A nouveau, on introduit une variable annexe z, et on conside`re le proble`me suivant, e´quivalent
au proble`me (VI.30) :
min
u,z
fc(E (j(u, ξ)) , z, λ)(VI.40)
s.c. u ∈ Uf , z ∈ Rd,
E (θ(u, ξ))− z = 0
Le proble`me (VI.40) n’est pas plus convexe que le pre´ce´dent, cependant, nous allons le traiter a`
nouveau par Lagrangien augmente´, toujours en vertu de la proposition VI.3, et selon les e´tudes
pre´liminaires mene´es dans le cas non convexe. Nous introduisons donc une seconde constante de
Lagrangien augmente´ note´e c′, et nous devons re´soudre, pour peu qu’il existe un point selle, le
proble`me :
max
λ∈Rd,pi∈Rd
min
u∈Uf ,z∈Rd
E (j(u, ξ))− 1
2c
‖λ‖2
Rd
+
1
2c
‖max(0, λ+ cz)‖2
Rd
+ piT (E (θ(u, ξ))− z) + c
′
2
‖E (θ(u, ξ))− z‖2(VI.41)
VI.8.2. Algorithme. De`s lors, on peut penser en vertu de la section VI.4 a` l’application
d’un algorithme de Arrow-Hurwicz sur ces quatre variables, avec deux tirages de variables ale´a-
toires a` chaque ite´ration pour tenir compte du terme quadratique, ce qui donne finalement les
formules de mise-a`-jour suivantes :
Soient ξk+11 , ξ
k+1
2 i.i.d. inde´pendantes des v.a. passe´es,
uk+1 = ΠUf
(
uk − ²k
(
∇uj(uk, ξk+11 ) +∇uθ(uk, ξk+11 )T
(
pik + c′(θ(uk, ξk+12 )− zk)
)))(VI.42a)
zk+1 = zk − ²k
(
max(0,λk + czk)− pik − c′(θ(uk, ξk+12 )− zk)
)(VI.42b)
pik+1 = pik + c′ρk
(
θ(uk+1, ξk+12 )− zk+1
)(VI.42c)
λk+1 = λk +
ρk
c
(
−λk +max(0,λk + czk+1)
)
.
(VI.42d)
Bien entendu, on ne dispose pas de preuve de convergence pour cet algorithme, faute de convexite´
et concavite´ sur le crite`re global du proble`me (VI.41). Il est donc purement heuristique et compte
sur un parame`tre de Lagrangien augmente´ suffisamment e´leve´ pour capter le saut de dualite´.
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VI.8.3. Contrainte en probabilite´ mollifie´e. Un cas de contrainte en espe´rance non
convexe, et meˆme non-diffe´rentiable est le cas des contraintes en probabilite´ lorsque l’on souhaite
les traiter par une approche stochastique plutoˆt qu’en conside´rant l’ensemble admissible de´fini
par la contrainte comme un convexe que l’on chercherait a` approcher par plans se´cants. C’est ce
que nous allons pre´senter maintenant sur un exemple :
min
u1,u2∈R
− E (f(x0(1− u1 − u2)) + u1x0(1 + b) + u2x0(1 + ξ))
s.c. u1, u2 ≥ 0,(VI.43a)
u1 + u2 ≤ 1(VI.43b)
P((1 + b)u1 + (1 + ξ)u2 ≥ 1 + l) ≥ β(VI.43c)
Ce proble`me repre´sente un proble`me d’investissement : il s’agit de re´partir son portefeuille entre
un actif sans risque (commande u1), un actif risque´ (commande u2), de sorte a` maximiser
son profit total sous une contrainte en probabilite´ sur le profit minimal. Ce proble`me a e´te´
e´tudie´ notamment dans [2]. Pour appliquer notre formalisme a` ce proble`me, plusieurs remarques
s’imposent :
– Les contraintes de positivite´ (VI.43a) seront traite´es par projection, car elles de´finissent
un convexe ferme´.
– La contrainte d’ine´galite´ (VI.43b) sera traite´e par dualisation, ce qui nous donnera une
variable duale supple´mentaire, note´e p.
– La contrainte en probabilite´ (VI.43c) s’e´crit comme une contrainte en espe´rance, avec une
fonction indicatrice :
(VI.43c)⇔ β − E (1(1+b)u1+(1+ξ)u2−(1+l)≥0) ≤ 0,
⇔ β − E (H((1 + b)u1 + (1 + ξ)u2 − (1 + l))) ≤ 0,(VI.44)
avec H(y) = 1y≥0. Nous allons approcher par convolution cette fonction indicatrice, par
une fonction diffe´rentiable note´e Hr, r > 0, telle que Hr → H quand r → 0. Nous aurons
donc avec les notations des sections pre´ce´dentes,
θr(u, ξ) = β −Hr((1 + b)u1 + (1 + ξ)u2 − (1 + l)),
et donc
∇uθr(u, ξ) = −H ′r((1 + b)u1 + (1 + ξ)u2 − (1 + l))
(
1 + b
1 + ξ
)
.
Tre`s intuitivement, les solutions de ce proble`me sont les suivantes :
– lorsque le niveau β de la contrainte (VI.43c) est proche de 1, le de´cideur est tre`s averse au
risque, et aura tendance a` charger son portefeuille en actif sans risque (sous re´serve bien
suˆr des parame`tres choisis pour re´mune´rer l’actif risque´ et l’actif sans risque) ;
– au contraire, lorsque le niveau β sera faible, le de´cideur acceptera le risque et aura tendance
a` charger l’actif risque´ ;
– entre les deux niveaux, on assistera sans doute a` un e´quilibrage du portefeuille de´fini par
les parame`tres des actifs.
VI.8.4. Application nume´rique. On conside`re donc le proble`me (VI.43), avec un para-
me`tre de mollification donne´ par r = 0.01, et la fonction Hr de´finie par :
Hr(y) =
1
1 + e−
y
r
, et donc H ′r(y) =
e−
y
r
r
(
1 + e−
y
r
)2 .
On choisit pour la variable ale´atoire ξ a` valeurs re´elles la fonction de re´partition suivante :
(VI.45) F (ξ) =


0 si ξ ≤ ξ¯ − σ,
1
16
(
3
(
ξ−ξ¯
σ
)5 − 10( ξ−ξ¯σ )3 + 15( ξ−ξ¯σ )+ 8
)
si ξ ∈ [ξ¯ − σ; ξ¯ + σ],
1 sinon.
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Pour simuler la variable ale´atoire ξ, comme cela est ne´cessaire pour la mise en œuvre de l’algo-
rithme stochastique VI.42, nous utiliserons la me´thode du rejet, aise´e a` imple´menter du fait que
le support de la loi de ξ est compact (il s’agit de [ξ¯ − σ, ξ¯ + σ]). On prendra de plus la fonction
de satisfaction f suivante : f(y) = −y22 + 2y, et les parame`tres x0 = 1, l = 0.15, b = 0.2. On
prendra e´galement ξ¯ = 0.4 et σ = 3.
Pour l’application de l’algorithme VI.42, on choisit de prendre des grands pas ρk et ²k du type
1/kα, avec α ∈ (1/2, 1]. Les figures 3 et 4 repre´sentent l’e´volution des controˆles uk1 et uk2 au long
des ite´rations, dans respectivement le cas ou` β = 0.4 et β = 0.9, correspondant a` des proble`mes
respectivement convexe et non convexe, comme l’indique [2].
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Fig. 3. Evolution des controˆles le long des ite´rations pour un niveau de proba-
bilite´ de 0.4
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Fig. 4. Evolution des controˆles le long des ite´rations pour un niveau de proba-
bilite´ de 0.9
Le tableau 2 donne quant a` lui une synthe`se des re´sultats obtenus dans ces deux cas. L’al-
gorithme imple´mente´ a donc converge´ vers la solution optimale meˆme dans un cas non-convexe,
graˆce notamment a` l’utilisation de Lagrangiens augmente´s.
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Probabilite´ exige´e β Controˆle u1 Controˆle u2 Couˆt associe´ Probabilite´ re´alise´e
0.4 0.00 0.6736 -1.54258 0.412
0.9 0.9938 0.0033 -1.20 1.
Tab. 2. Re´capitulatif des re´sultats obtenus
VI.9. Conclusion et perspectives
On a pre´sente´ dans ce chapitre un panorama d’ide´es pouvant servir lors de la re´solution
de proble`mes d’optimisation stochastique comportant un crite`re non line´aire en l’espe´rance.
Cette non line´arite´ apparaˆıt notamment lors du recours au Lagrangien augmente´ pour traiter
des proble`mes contraints en espe´rance. Dans le cas de proble`mes convexes, on a montre´ la
convergence de divers algorithmes motive´s principalement par l’algorithme de Arrow-Hurwicz
stochastique que l’on peut trouver originellement notamment dans [33].
Des algorithmes sont e´galement propose´s pour les proble`mes non-convexes, et l’on montre
nume´riquement, sinon the´oriquement, leur inte´reˆt.
La pre´tention de ce chapitre est donc tout a` fait humble. Avant tout, le but est de fixer
sur le papier des ide´es diverses venant de la the´orie de la dualite´ de Fenchel, de la the´orie de
la dualite´ de Lagrange, et du Lagrangien augmente´, et d’organiser ces ide´es en un faisceau
de solutions pour traiter les proble`mes d’optimisation stochastique en boucle ouverte sous
contraintes en espe´rances (les contraintes en probabilite´ en sont un cas particulier inte´ressant).
Outre des expe´rimentations nume´riques toujours utiles, la perspective principale de ces tra-
vaux est selon nous de travailler aux preuves the´oriques de convergence de nos algorithmes en
relaˆchant l’hypothe`se de convexite´ tout en pre´servant une certaine monotonie des ope´rateurs
diffe´rentiels sous-jacents.
CHAPITRE VII
Conclusion
VII.1. Synthe`se
VII.1.1. Re´sume´ des contributions. Ce me´moire s’est attache´ a` e´tudier divers aspects
de l’optimisation stochastique, allant des proble`mes avec contraintes d’information (boucle fer-
me´e) aux proble`mes a` commandes constantes (boucle ouverte), d’un cadre the´orique ge´ne´ral
pour la de´composition stochastique a` des approches variationnelles d’un nouveau type pour la
re´solution pratique. Les principaux apports de cette the`se sont les suivants :
– On a prouve´ que les seuls syste`mes stochastiques en dimension 1 sans effet dual pour les
commandes en boucle ouverte sont les syste`mes line´aires, a` changement de variable pre`s.
– On a mis en e´vidence l’importance des contraintes de mesurabilite´ pour les proble`mes a`
plusieurs pas de temps, en indiquant les limites des re´sultats de stabilite´ et des approches
nume´riques arborescentes associe´es, et on a prouve´ dans le cas des proble`mes stochastiques
multistage line´aires ou a` crite`res se´pare´s un re´sultat de stabilite´ par rapport a` l’ale´a mettant
en lumie`re le roˆle joue´ par les filtrations d’information dans ces proble`mes.
– On a propose´ une nouvelle approche variationnelle et les algorithmes stochastiques de
descente associe´s pour re´soudre les proble`mes stochastiques convexes en boucle ferme´e.
Cette famille d’algorithmes a d’ores et de´ja` donne´ des re´sultats nume´riques encourageants.
De plus, elle ne ne´cessite aucune discre´tisation a priori de l’ale´a sous-jacent, permettant
de traiter des proble`mes difficiles sur la seule base de tirages inde´pendants des ale´as.
– On a analyse´ les limites des approches usuelles de de´composition pour les proble`mes sto-
chastiques en boucle ferme´e, et explique´ les possibilite´s dans certains cas particuliers et
impossibilite´s ge´ne´riques de marier la de´composition avec la programmation dynamique
stochastique. Puis, on a de´montre´ un principe du proble`me auxiliaire stochastique, adapte´
au traitement des proble`mes stochastiques en boucle ferme´e (et ainsi en dimension infinie).
– Enfin, on a donne´ une liste, des preuves et quelques illustrations des possibilite´s d’usage
de lagrangiens augmente´s et d’algorithmes stochastiques pour des proble`mes d’optimisa-
tion stochastique en boucle ouverte non convexes comme ceux qui apparaissent lors du
traitement de contraintes en probabilite´.
VII.1.2. Situation. De fac¸on plus philosophique, les contributions de cette the`se se
situent a` divers niveaux. La communaute´ de pense´e dans laquelle s’inscrit cette the`se est a` la
fois celle de la programmation stochastique (stochastic programming), avec tous ses he´ritages
lie´s a` l’optimisation convexe et l’analyse variationnelle, et celle des algorithmes stochastiques,
plus penche´e vers des proble´matiques statistiques (proble`mes d’estimation) ou de controˆle
(proble`mes de programmation dynamique).
Le travail pre´sente´ dans ce me´moire introduit d’une part dans la programmation stochas-
tique une vision plus riche de l’ale´a, a` travers les recherches sur la stabilite´ et les proble`mes
d’information e´tudie´s dans les chapitres II et III, mettant en lumie`re l’importance des structures
d’information de l’ale´a, et a` travers l’introduction de me´thodes de re´solution ne ne´cessitant
pas une discre´tisation a priori de l’ale´a sous forme arborescente, mais profitant de sa richesse
dans une approche variationnelle d’un nouveau genre (cf chapitre IV), et permettant l’inversion
du sche´ma habituel discre´tisation-de´composition (cf. chapitre V). D’autre part, il introduit
dans les proble´matiques d’estimation familie`res a` l’approximation stochastique une vision
plus variationnelle, dans la ligne´e des travaux [59], comme l’indique le chapitre IV. Enfin, il
propose des pistes pour l’e´tude des proble`mes de programmation dynamique stochastique de
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grande taille que l’on souhaiterait de´composer, a` travers des re´sultats de de´centralisation ou
d’agre´gation exacte, comme cela est expose´ dans le chapitre V.
Pour re´sumer, la contribution principale de ce me´moire est d’e´tudier plus profonde´ment les
proble`mes d’optimisation stochastique en boucle ferme´e, et d’utiliser des techniques variation-
nelles pour re´soudre des proble`mes que l’on ne savait jusqu’a` pre´sent pas vraiment aborder sans
les avoir d’emble´e appauvris du point de vue de la repre´sentation de l’ale´a.
VII.2. Perspectives
Sur la base des travaux re´alise´s, de nombreux points restent a` explorer. En reprenant les
chapitres les uns apre`s les autres, voici le tableau que nous pouvons dresser de possibles recherches
futures :
– En ce qui concerne l’effet dual (chapitre II), le re´sultat que nous avons obtenu n’est valable
qu’en dimension 1, et sous des hypothe`ses d’injectivite´. Il resterait donc a` de´terminer
quelles seraient en dimension supe´rieure les bonnes notions et hypothe`ses pour obtenir un
re´sultat analogue, dont nous pouvons conjecturer qu’il est vrai. Les recherches de ce coˆte´
nous semblent cependant trop incertaines pour y consacrer a` l’heure actuelle davantage de
temps.
– Dans le chapitre III, les nouveaux re´sultats e´nonce´s (cf. The´ore`mes III.24 et III.27) ne
sont pas valables pour des proble`mes convexes ge´ne´raux. Nous envisageons d’e´tendre nos
re´sultats aux proble`mes stochastiques multistage convexes dans les anne´es qui viennent.
– Dans le chapitre IV, nous avons ouvert de nouvelles possibilite´s de re´solution nume´rique
de proble`mes stochastique. Une voie d’utilisation inte´ressante de ces travaux est la re´so-
lution des proble`mes de point-fixe fonctionnels apparaissant dans l’e´criture des e´quations
d’Hamilton-Jacobi-Bellman discre´tise´e en horizon infini. Ce genre d’e´quations apparaˆıt ty-
piquement dans la valorisation d’actifs financiers de type ame´ricain. Des e´tudes sont en
cours chez EDF R&D pour de´velopper convenablement notre me´thodologie par noyaux
dans ce cadre, en grande dimension (il s’agit notamment des travaux effectue´s en colla-
boration avec Pierre Girardeau, e´tudiant a` l’Ecole Nationale Supe´rieure de Techniques
Avance´es, Jean-Se´bastien Roy et Kengy Barty d’EDF R&D).
– Le chapitre V sur la de´composition stochastique peut aise´ment eˆtre marie´ avec les ap-
proches variationnelles du chapitre IV pour la re´solution des sous-proble`mes obtenus par
usage du principe du proble`me auxiliaire stochastique (cf. The´ore`me V.13). Nous pensons
dans les prochaines anne´es e´tudier de pre`s ces interactions, afin de proposer une me´thode
nume´rique efficace de de´composition. Une autre piste est e´galement l’e´tude des proble`mes
en information de´centralise´e, dont la compatibilite´ avec la programmation dynamique sto-
chastique est assez se´duisante.
– Enfin, la motivation principale du chapitre VI e´tait l’e´tude par lagrangien augmente´ et al-
gorithmes stochastiques de proble`mes sous contraintes en probabilite´s. Cette approche qui
rend le proble`me non-convexe ne nous semble pas a` terme la mieux adapte´e. Afin d’e´tudier
de plus pre`s les contraintes en probabilite´, je travaille actuellement avec Rene´ Henrion sur
ce sujet, et nous avons d’ores et de´ja` obtenu d’inte´ressants re´sultats de convexite´. Ces
re´sultats, pour des questions de temps, ne sont pas pre´sente´s dans cette the`se et feront
l’objet d’une publication prochaine.
ANNEXE A
Optimisation
A.1. Analyse convexe
A.1.1. Ensembles convexes et projections.
De´finition A.1 (Ensemble convexe). Soit U un espace de Hilbert muni du produit scalaire
note´ 〈·, ·〉U . Soit V ⊂ U .
(i) V est convexe si et seulement si
∀v1, v2 ∈ V, ∀α ∈ [0, 1], αv1 + (1− α)v2 ∈ V.
(ii) V est strictement convexe si et seulement si
∀v1, v2 ∈ V, ∀α ∈]0, 1[, αv1 + (1− α)v2 ∈ int V.
On de´finit maintenant la projection sur un sous-espace vectoriel ferme´.
Proposition A.2. Soit U un espace de Hilbert muni du produit scalaire note´ 〈·, ·〉U . Soit
V ⊂ U un sous-espace vectoriel ferme´. Pour tout u ∈ U , le proble`me minv∈V 12‖u− v‖2U est bien
de´fini, et il existe un unique minimiseur note´ ΠV (u), et appele´ la projection de u sur V .
L’ope´rateur ΠV de´fini ci-dessus posse`de de plus quelques proprie´te´s inte´ressantes :
Proposition A.3. Soit U un espace de Hilbert muni du produit scalaire note´ 〈·, ·〉U . Soit
V ⊂ U un sous-espace vectoriel ferme´. L’ope´rateur de projection sur V note´ ΠV : U → U est
line´aire et autoadjoint.
On de´finit maintenant la projection sur un convexe ferme´.
Proposition A.4. Soit U un espace de Hilbert muni du produit scalaire note´ 〈·, ·〉U . Soit
V ⊂ U un sous-ensemble convexe ferme´. Pour tout u ∈ U , le proble`me minv∈V 12‖u − v‖2U est
bien de´fini, et il existe un unique minimiseur note´ ΠV (u), et appele´ la projection de u sur V .
Preuve : cf. [60], Section III.3. 2
On a alors les proprie´te´s suivantes :
Proposition A.5. Soit U un espace de Hilbert muni du produit scalaire note´ 〈·, ·〉U . Soit
V ⊂ U un sous-ensemble convexe ferme´.
(i) Soit u ∈ U . vu ∈ V est la projection ΠV (u) si et seulement si
∀v ∈ V, 〈u− vu, v − vu〉U ≤ 0.
(ii) Pour tous u1, u2 ∈ U , on a :
‖ΠV (u1)−ΠV (u2)‖2 ≤ 〈ΠV (u1)−ΠV (u2), u1 − u2〉U ,
ce qui implique que ΠV est monotone et lipschitzienne.
Enfin, on a des proprie´te´s particulie`res dans le cas de la projection sur un coˆne, le coˆne e´tant,
comme le fait remarquer [60], un interme´diaire entre le convexe ferme´ et le sous-espace vectoriel.
De´finition A.6 (Coˆne polaire). Soit K ⊂ U un coˆne convexe. Le coˆne polaire de K note´
Ko est de´fini par :
Ko = {u ∈ U : ∀v ∈ K, 〈u, v〉U ≤ 0} .
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Proposition A.7. Soit K ⊂ U un coˆne convexe ferme´. Soit u ∈ U . Alors, uK = ΠK(u) si
et seulement si :
uK ∈ K, u− uK ∈ Ko, 〈u− uK , uK〉U = 0.
Preuve : cf. [60], Section III.3. 2
Lemme A.8 (Sous-espace vectoriel). Soit V1 un sous-espace vectoriel ferme´ de U et V2 un
convexe ferme´ de U . On note alors V = V1∩V2 qui est un convexe ferme´. Si de plus ΠV2(V1) ⊂ V1,
alors les ope´rateurs de projection ve´rifient la re`gle de composition suivante :
ΠV = ΠV2 ◦ΠV1 .
Preuve : On utilise pour ce faire la caracte´risation (i) de la projection dans la proposition A.5. Soit
u ∈ U , et v ∈ V . On a de´ja` que ΠV2(ΠV1(u)) ∈ V1 ∩ V2. De plus :
〈u−ΠV2(ΠV1(u)), v −ΠV2(ΠV1(u))〉U = 〈u−ΠV1(u), v −ΠV2(ΠV1(u))〉U
+ 〈ΠV1(u)−ΠV2(ΠV1(u)), v −ΠV2(ΠV1(u))〉U ,
≤ 〈u−ΠV1(u), v −ΠV2(ΠV1(u))〉U ,(A.1)
car par la caracte´risation (i) de la proposition A.5 applique´e a` la projection de ΠV1(u) sur V2, le second
terme de la somme du membre de droite est ne´gatif, du fait que v ∈ V2. En revenant a` l’e´quation (A.1), on
obtient, de par la line´arite´ et le caracte`re auto-adjoint de ΠV1 et le fait que v ∈ V1, et ΠV2(ΠV1(u)) ∈ V1 :
〈u−ΠV1(u), v −ΠV2(ΠV1(u))〉U ≤ 〈u−ΠV1(u),ΠV1 (v −ΠV2(ΠV1(u)))〉U ,
= 〈ΠV1 (u−ΠV1(u)) , v −ΠV2(ΠV1(u)), car ΠV1 est autoadjoint,
= 0,
ce qui ache`ve de caracte´riser la projection sur V . 2
Remarque A.9 (Sans condition d’inclusion). On peut remarquer que la condition d’in-
clusion ΠV2(V1) ⊂ V1 dans le lemme A.8 est tre`s importante. En effet, conside´rons
dans R2, le sous-espace vectoriel V1 =
{
(x, y) ∈ R2 : y = 0} et le convexe ferme´ V2 ={
(x, y) ∈ R2 : x2 + (y − 1/2)2 ≤ 1} (i.e. V2 est la boule centre´e en (0, 1/2), de rayon 1). Bien
entendu, ici, ΠV2(V1) * V1. En prenant alors le point v = (−3, 1/2), on constate en effet
que ΠV1∩V2(v) 6= ΠV2 (ΠV1(v)), comme l’indique notamment la figure 1, sur laquelle v1 de´signe
ΠV2(ΠV1(v)) et v
∗ de´signe le projete´ sur l’intersection.
v∗
v1v
V1
V2
 
 
Fig. 1. Cas ou` la condition d’inclusion sur les projecteurs n’est pas ve´rifie´e
Lemme A.10 (Coˆne convexe). Soit V1 un coˆne convexe ferme´ de U et V2 un convexe ferme´
de U . On note alors V = V1 ∩ V2 qui est un convexe ferme´. Si de plus (Id−ΠV2) (V1) ⊂ V1, et
si ΠV2(V1) ⊂ V1, alors les ope´rateurs de projection ve´rifient la re`gle de composition suivante :
ΠV = ΠV2 ◦ΠV1 .
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Preuve : On utilise pour ce faire la caracte´risation (i) de la projection dans la proposition A.5. Soit
u ∈ U , et v ∈ V . On a de´ja` que ΠV2(ΠV1(u)) ∈ V1 ∩ V2. De plus :
〈u−ΠV2(ΠV1(u)), v −ΠV2(ΠV1(u))〉U = 〈u−ΠV1(u), v −ΠV2(ΠV1(u))〉U
+ 〈ΠV1(u)−ΠV2(ΠV1(u)), v −ΠV2(ΠV1(u))〉U ,
≤ 〈u−ΠV1(u), v −ΠV2(ΠV1(u))〉U ,(A.2)
car par la caracte´risation (i) de la proposition A.5 applique´e a` la projection de ΠV1(u) sur V2, le second
terme de la somme du membre de droite est ne´gatif, du fait que v ∈ V2. On s’inte´resse maintenant a`
l’autre terme :
〈u−ΠV1(u), v −ΠV2(ΠV1(u))〉U =〈u−ΠV1(u), v −ΠV1(u)〉U + 〈u−ΠV1(u),ΠV1(u)−ΠV2(ΠV1(u))〉U
≤〈u−ΠV1(u)︸ ︷︷ ︸
∈V o
1
, (Id−ΠV2) (Πv1(u))︸ ︷︷ ︸
∈V1
〉U ,(A.3)
≤0, comme V1 est un coˆne.(A.4)
La premie`re ine´galite´ s’obtient par caracte´risation de la projection sur le convexe ferme´ V1, et (A.3) ache`ve
la preuve. 2
Remarque A.11 (Sans la deuxie`me condition d’inclusion). La condition d’inclusion
(Id−ΠV2) (V1) ⊂ V1 dans le lemme A.10 apparaˆıt meˆme comme ne´cessaire. Voici en effet un
exemple. Conside´rons dans R2 le cas ou` V1 = {(x, y) ∈ R2 : x ≥ 0, y ≥ 0}, i.e. V1 est l’orthant
positif, tandis que V2 = {(x, y) ∈ [0, 2]2 : y = 2−x}. On a bien que ΠV2(V1) ⊂ V1, en revanche,
on n’a pas que (Id−ΠV2) (V1) ⊂ V1 : en prenant par exemple le point (1/2, 0), on ve´rifie que
l’inclusion est fausse. Conside´rons maintenant le point v = (−1, 1). On note v1 = ΠV2(ΠV1(v)),
et v∗ = ΠV1∩V2(v). Il est clair que v1 6= v∗, comme le montre la figure 2, ce qui ache`ve de mettre
en lumie`re le caracte`re suffisant de l’hypothe`se d’inclusion sur Id−ΠV2.
v∗
v1
v
V1
V2
 
 
Fig. 2. Cas ou` la deuxie`me condition d’inclusion sur les projecteurs n’est pas ve´rifie´e
Remarque A.12 (Sans coˆne). Enfin, meˆme lorsque les deux conditions d’inclusion sont
ve´rifie´es, mais que V2 et V1 sont des convexes ferme´s quelconques, la proprie´te´ de composition
n’est pas ve´rifie´e. En effet, prenons dans R2, V1 = [0, 1]2, et V2 = {(x, y) ∈ [0, 1]2 : y ≤ 1− x}.
Alors, on ve´rifie bien les deux conditions d’inclusion, mais en revanche, si l’on conside`re le point
v = (2, 1/2), on observe que v∗ = ΠV1∩V2(v) 6= ΠV2(ΠV1(v)) = v1, comme l’indique la figure 3.
A.1.2. Fonctions convexes.
De´finition A.13 (Epigraphes et domaines). Soit U un espace de Hilbert muni du produit
scalaire note´ 〈·, ·〉U . Soit f : U → R une application.
(i) L’e´pigraphe de f note´ epi(f) est de´fini par epi(f) = {(u, y) ∈ U×R : f(u) ≤ y} ⊂ U×R ;
(ii) Le domaine de f note´ dom(f) est la projection de epi(f) sur U , i.e., dom(f) = {u ∈ U :
∃y ∈ R, f(u) ≤ y} = {u ∈ U, f(u) < +∞}.
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v1
v
V1
V2
v∗
 
 
Fig. 3. Cas ou` les ensembles sont des convexes quelconques
De´finition A.14 (coercivite´). Soit U un espace de Hilbert muni du produit scalaire note´
〈·, ·〉U . Une application f : U → R est dite coercive sur U si et seulement si lim‖u‖→∞ f(u) =
+∞.
De´finition A.15 (Fonctions convexes). Soit U un espace de Hilbert muni du produit scalaire
note´ 〈·, ·, 〉U . Soit f : U → R une application.
(i) f est dite convexe si et seulement si son e´pigraphe epi(f) est convexe ; Si de plus l’ensemble
convexe dom(f) est non-vide et si la restriction de f a` dom(f) est finie, f est dite propre.
(ii) f est dite strictement convexe si et seulement si son e´pigraphe est strictement convexe ;
(iii) f est dite fortement convexe de module b > 0 si et seulement si f(·)− b2‖ · ‖2U est convexe.
On a e´galement les caracte´risations suivantes de la convexite´ :
Proposition A.16. Soit U un espace de Hilbert muni du produit scalaire note´ 〈·, ·〉U . Soit
f : U → R une application.
(i) f est convexe si et seulement si
(A.5) ∀u, v ∈ U, ∀α ∈ [0, 1], f(αu+ (1− α)v) ≤ αf(u) + (1− α)f(v);
(ii) f est strictement convexe si et seulement si l’e´quation (A.5) est valable avec l’ine´galite´
stricte ;
(iii) f est fortement convexe de module b > 0 si et seulement si
(A.6) ∀u, v ∈ U, ∀α ∈ [0, 1], f(αu+ (1− α)v) ≤ αf(u) + (1− α)f(v)− bα(1− α)
2
‖u− v‖2U .
Preuve : Imme´diat. cf. [60], IV, Proposition 1.1.2. pour le point (iii). 2
Partant de ces caracte´risations de la convexite´, nous allons donner quelques proprie´te´s de
diffe´rentiabilite´.
De´finition A.17 (De´rive´es directionnelles et diffe´rentiabilite´). Soit U un espace de Hilbert
muni du produit scalaire note´ 〈·, ·〉U . Soit f : U → R une application.
(i) Soit u ∈ U . f est dite directionnellement diffe´rentiable dans la direction v ∈ U si et
seulement si en notant
f ′(u; v) = lim
λ↘0
f(u+ λv)− f(u)
λ
,
alors f ′(u; v) existe et est finie (on l’appelle la de´rive´e directionnelle de f en u dans la
direction v). f est dite directionnellement diffe´rentiable si elle l’est en toute les directions.
(ii) Soit u ∈ U . f est dite diffe´rentiable en u si et seulement si il existe gu ∈ U tel que :
∀v ∈ U, f ′(u; v) = 〈gu, v〉U .
Dans ce cas, on note ∇f(u) ∈ U l’e´le´ment gu, appele´ gradient de f en u.
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De´finition A.18 (Sous-diffe´rentiabilite´ des fonctions convexes). Soit U un espace de Hilbert
muni du produit scalaire note´ 〈·, ·〉U . Soit f : U → R une application convexe propre. Pour tout
u ∈ U , on de´finit le sous-diffe´rentiel de f en u comme e´tant l’ensemble
(A.7) ∂f(u) = {g ∈ U : ∀v ∈ U, f(v) ≥ f(u) + 〈g, v − u〉U} .
On appelle sous-gradients de f en u les e´le´ments de ∂f(u).
f est dite sous-diffe´rentiable en u si et seulement si ∂f(u) 6= ∅.
The´ore`me A.19. Soit U un espace de Hilbert muni du produit scalaire note´ 〈·, ·〉U . Soit
f : U → R une application convexe. Soit u ∈ U tel que f(u) < ∞. g ∈ U est un sous-gradient
de f en u si et seulement si
∀v ∈ U, f ′(u; v) ≥ 〈g, v〉U .
Preuve : cf. [80], Theorem 23.2. 2
The´ore`me A.20. Soit U un espace de Hilbert muni du produit scalaire note´ 〈·, ·〉U . Soit
f : U → R une application convexe. Soit u ∈ U tel que f(u) < ∞. Si f est diffe´rentiable en u,
alors ∇f(u) est l’unique sous-gradient de f en u, et en particulier :
∀v ∈ U, f(v) ≥ f(u) + 〈∇f(u), v − u〉U .
Re´ciproquement, si f a un unique sous-gradient en u, alors f est diffe´rentiable en u.
Preuve : cf. [80], Theorem 25.1. 2
Dans le cas de fonctions diffe´rentiables, on peut caracte´riser autrement la forte convexite´ et
la convexite´ :
The´ore`me A.21. Soit U un espace de Hilbert muni du produit scalaire note´ 〈·, ·〉U . Soit
f : U → R une application diffe´rentiable sur Uf un convexe ferme´ de U .
(i) f est convexe sur Uf si et seulement si :
(A.8) ∀u, v ∈ Uf , f(v) ≥ f(u) + 〈∇f(u), v − u〉U ;
(ii) f est strictement convexe sur Uf si et seulement si l’ine´galite´ (A.8) est stricte de`s que
u 6= v ;
(iii) f est fortement convexe sur Uf de module b > 0 si et seulement si :
(A.9) ∀u, v ∈ Uf , f(v) ≥ f(u) + 〈∇f(u), v − u〉U + b
2
‖u− v‖2U .
Preuve : cf. [60], IV, Theorem 4.1. 2
Enfin, on donne une condition d’optimalite´ :
The´ore`me A.22. Soit U un espace de Hilbert muni du produit scalaire note´ 〈·, ·〉U . Soit
f : U → R une application diffe´rentiable sur Uf un convexe ferme´ de U . Les trois propositions
suivantes sont e´quivalentes :
(i) u∗ ∈ Uf minimise f sur Uf ;
(ii) Pour tout v ∈ Uf , 〈∇f(u∗), v − u∗〉U ≥ 0 ;
(iii) 0 ∈ ∂f(u∗) +NUf (u∗), avec NUf (u∗) = {g ∈ U : ∀v ∈ Uf , 〈g, v − u∗〉U ≤ 0}
Preuve : cf. [60], VII, Theorem 1.1.1. 2
On donne maintenant la de´finition d’inte´grande normale. Cette notion, particulie`rement
de´veloppe´e au chapitre 14 de [84], est adapte´e au cas de l’optimisation stochastique, car elle
permet par exemple de conserver les proprie´te´s de mesurabilite´ du controˆle lorsqu’il est compose´
avec une inte´grande normale. Le lecteur inte´resse´ pourra se reporter a` [84] pour un expose´
complet de cette notion et des proprie´te´s qui y sont rattache´es.
De´finition A.23 (Inte´grande normale). Soit (Ω,F ,P) un espace de probabilite´, ξ une va-
riable ale´atoire a` valeurs dans Ξ, un espace me´trique muni de la tribu BΞ qui est e´gale a` F
transporte´e par ξ, U un espace de Hilbert muni de sa tribu bore´lienne BU , et f : U ×Ξ→ R une
application. On dit que f est une inte´grande normale si et seulement si :
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(i) f est BU ⊗ BΞ-mesurable ;
(ii) Pour P-presque tout ω ∈ Ω, f(·, ξ(ω)) : U → R est semicontinue infe´rieurement.
De´finition A.24 (Fonction de Carathe´odory). Soit (Ω,F ,P) un espace de probabilite´, ξ une
variable ale´atoire a` valeurs dans Ξ, un espace me´trique muni de la tribu BΞ qui est e´gale a` F
transporte´e par ξ, U un espace de Hilbert muni de sa tribu bore´lienne BU , et f : U ×Ξ→ R une
application. On dit que f est une fonction de Carathe´odory si et seulement si :
(i) Pour tout u ∈ U , f(u, ·) : Ξ→ R est BΞ-mesurable ;
(ii) Pour P-presque tout ω ∈ Ω, f(·, ξ(ω)) : U → R est continue.
La proposition suivante de´coule des deux pre´ce´dentes de´finitions :
Proposition A.25. Toute fonction de Carathe´odory est une inte´grande normale.
A.2. Principe du proble`me auxiliaire (PPA)
Dans cette section, nous allons brie`vement rappeler le principe du proble`me auxiliaire
(PPA). Ce principe, dont les origines remontent a` [28],[29], est assez exhaustivement pre´sente´
dans [31]. L’expose´ rapide que nous allons donner ici est la` uniquement pour fournir au lecteur
les ide´es et intuitions de base de ce principe.
L’ide´e originelle du PPA est de fournir un cadre ge´ne´ral aux me´thodes de de´composition-
coordination pour les grands syste`mes. En particulier, le PPA permet de montrer que l’ensemble
des algorithmes de de´composition a` deux niveaux ressort a` un meˆme principe fondamental que
les algorithmes usuels de descente en optimisation convexe. Pour comprendre mieux cette ide´e,
e´crivons le proble`me conside´re´ :
(A.10) min
u∈Uf
J(u) = JD(u) + JS(u),
avec U un espace de Banach, U ′ son dual, et l’on notera 〈·, ·, 〉 le crochet de dualite´ entre U et
U ′. Uf est un sous-ensemble convexe ferme´ de U , et J, JD, JS : U → R des applications telles
que JD est convexe, semicontinue infe´rieurement et diffe´rentiable, et JS seulement convexe et
semicontinue infe´rieurement. Le proble`me (A.10) est appele´ le proble`me maˆıtre.
Nous allons maintenant introduire le proble`me auxilaire, de´pendant d’un v ∈ U , ² > 0 et
d’une application G : U → R convexe semicontinue infe´rieurement et diffe´rentiable :
(A.11) min
u∈Uf
Av(u) = G(u) + 〈²(JD)′(v)−G′(v), u〉+ ²JS(u),
ou` l’accent repre´sente la de´rive´e. On a alors le lemme suivant :
Lemme A.26. Si v ∈ U est tel que v ∈ argminu∈Uf Av(u), alors v est solution du proble`me
(A.10).
Preuve : Le re´sultat est une application de l’ine´quation variationnelle caracte´risant le minimum
u∗ ∈ Uf d’une application JS + JD :
∀u ∈ Uf , 〈(JD)′(u∗), u− u∗〉+ JS(u)− JS(u∗) ≥ 0.
2
Ce lemme donne alors l’ide´e d’introduire un algorithme de point fixe pour re´soudre le pro-
ble`me (A.10). C’est l’algorithme du proble`me auxiliaire :
Algorithme A.27. – E´tape 0 : choisir u0 ∈ Uf , k=0, un seuil ² > 0 ;
– E´tape k : Re´soudre le proble`me :
(A.12) min
u∈Uf
Gk(u) + 〈²k(JD)′(uk)− (Gk)′(uk), u〉+ ²kJS(u)
on note alors uk+1 la solution.
Si ‖uk − uk+1‖ < ², on s’arreˆte, sinon k devient k + 1 et on boucle.
On donne ensuite un the´ore`me de convergence pour cet algorithme :
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The´ore`me A.28 (Cohen, 1980). (i) Supposons que JS soit convexe, semicontinue infe´-
rieurement, et que JD soit convexe, semicontinue infe´rieurement, 0-coercive sur Uf qui
est un sous-ensemble convexe ferme´ de U , et que la de´rive´e de JD note´e (JD)′ soit lip-
schitzienne de constante A. Alors le proble`me (A.10) admet des solutions, et l’on note U∗
l’ensemble de ses solutions.
(ii) Supposons que les fonctions Gk soient convexes, semicontinues infe´rieurement, et de de´-
rive´es uniforme´ment lipschitizennes de constantes Bk ≤ B et uniforme´ment fortement
monotones de constantes bk ≥ b. Alors, le proble`me auxiliaire (A.12) admet une unique
solution note´e uk+1.
(iii) Si de plus il existe α > 0, β > 0 tels que pour tout k ∈ N,
α ≤ ²k ≤ 2b
k
A+ β
,
Alors (J(uk)) de´croˆıt strictement (sauf si l’algorithme a converge´ en un nombre fini d’ite´-
rations), et (JD)′(uk) converge fortement vers (JD)′(u∗) (unique, meˆme si U∗ n’est pas
re´duit a` un singleton), et la suite (uk) est borne´e, donc faiblement compacte, et tout point
d’accumulation dans la topologie faible est dans U∗.
(iv) Si de plus (JD)′ est fortement monotone de constante a sur un borne´ contenant la suite
(uk), alors la suite (uk) converge fortement vers l’unique solution u∗ de (A.10). De plus,
on a la majoration a posteriori de l’erreur :
‖uk+1 − u∗‖ ≤
Bk
²k
+A
a
‖uk+1 − uk‖.
Preuve : cf. [31], The´ore`me 3.6. 2
On ne s’e´tendra pas ici plus longtemps sur les applications de ce principe a` la de´composition-
coordination des grands syste`mes, qui est en partie traite´e pour le cas stochastique dans le pre´sent
me´moire (chapitre V), et que l’on trouvera abondamment traite´e dans [31]. L’inte´reˆt majeur a`
retenir du PPA est que la difficulte´ (ou facilite´) des proble`mes auxiliaires (A.12) est presque
entie`rement reporte´e dans le choix des noyaux de de´composition Gk, puisque le gradient de JD
n’apparaˆıt que line´airement dans cette formulation. Le PPA permet donc a priori de remplacer
un proble`me difficile par une succession de proble`mes d’autant plus simples que le choix des
noyaux Gk a e´te´ effectue´ intelligemment.
A.3. Analyse fonctionnelle
De´finition A.29 (µ-e´quivalence). Soient (E,BE) et (F,BF ) deux espaces de Banach me-
surables, dont on notera les normes respectives ‖ · ‖E et ‖ · ‖F . Soit µ une mesure sur (E,BE).
Soit u, v deux applications mesurables de E dans F . On dira que u et v sont µ-e´quivalentes si
et seulement si u = v sauf e´ventuellement sur un ensemble N ⊂ E tel que µ(N) = 0.
De´finition A.30 (Espaces Lp et Lp). Soient (E,BE) et (F,BF ) deux espaces de Banach
mesurables, dont on notera les normes respectives ‖ ·‖E et ‖ ·‖F . Soit µ une mesure sur (E,BE).
Pour tout p ∈ [1,+∞),
(1) on notera Lp(E,F, µ) l’ensemble des applications mesurables v : E → F telles que∫
E ‖v(x)‖pFdµ(x) < +∞ ;
(2) on notera Lp(E,F, µ) l’espace quotient de Lp(E,F, µ) par la relation de µ-e´quivalence.
Proposition A.31 (Comple´tude des espaces Lp). Soient (E,BE) et (F,BF ) deux espaces
de Banach mesurables, dont on notera les normes respectives ‖ · ‖E et ‖ · ‖F . Soit µ une mesure
sur (E,BE). Pour tout p ∈ [1,+∞], l’espace Lp(E,F, µ) muni de la norme
∀v ∈ Lp(E,F, µ) ‖v‖Lp(E,F,µ) =
(∫
E
‖v(x)‖pFdµ(x)
) 1
p
,
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est un espace de Banach. Si de plus F est un espace de Hilbert et que la norme ‖ · ‖F de´rive du
produit scalaire, alors L2(E,F, µ), muni du produit scalaire
∀u, v ∈ L2(E,F, µ), 〈u, v〉L2(E,F,µ) =
∫
E
〈u(x), v(x)〉Fdµ(x),
est un espace de Hilbert.
Preuve : cf. [44], The´ore`me 5.2.1. 2
Proposition A.32 (Dualite´ des espaces Lp). Soient (E,BE) et (F,BF ) deux espaces de
Hilbert mesurables, munis respectivement des produits scalaires note´s 〈·, ·〉E et 〈·, ·〉F . Soit µ
une mesure σ-finie sur E. Pour tout p ∈ [1,+∞), le dual de Lp(E,F, µ) est Lq(E,F, µ), avec
1
p +
1
q = 1.
Preuve : cf. [44], The´ore`me 6.4.1. 2
A.4. Lemmes techniques
On donne ici trois lemmes techniques utiles dans les preuves de convergence des algorithmes
(e´ventuellement stochastiques) de´rive´s du principe du proble`me auxiliaire. On en donne ici une
preuve pour plus d’exhaustivite´. Les deux premiers lemmes remontent aux travaux [30]. Le
dernier est propre a` cette the`se, mais est un de´rive´ du deuxie`me.
Lemme A.33. Soit (xk)k∈N une suite de re´els positifs. Soit (αk)k∈N et (βk)k∈N deux suites
de re´els positifs telles que
∑
k∈N αk < +∞ and
∑
k∈N βk < +∞. Si de plus on a :
∀k ∈ N, xk+1 − xk ≤ αkxk + βk,
alors la suite (xk)k∈N est borne´e.
Preuve : En sommant l’hypothe`se entre 0 et n, on obtient :
xn+1 ≤ x0 +
n∑
k=0
βk +
n∑
k=0
αkxk.
De`s lors, en de´finissant mk = max0≤l≤k xl, on a par positivite´ la meˆme ine´galite´ avec la suite m :
mn+1 ≤ x0 +
n∑
k=0
βk +
n∑
k=0
αkmk.
Nous allons montrer que (mn) est borne´e. Soit 1 > ² > 0. Par l’hypothe`se de sommabilite´ sur les suites
α, β, il existe n0 ∈ N tel que pour tout n ≥ n0,
∑n
k=n0
αk < ². On re´e´crit donc l’ine´galite´ pre´ce´dente en
coupant les sommes, pour tout n ≥ n0 :
mn+1 ≤ x0 +
n∑
k=0
βk +
n0−1∑
k=0
αkmk +
n∑
k=n0
αkmk,
≤ x0 +
n∑
k=0
βk +
n0−1∑
k=0
αkmk +mn+1
n∑
k=n0
αk,
≤ x0 +
∑n
k=0 βk +
∑n0−1
k=0 αkmk
1− ² ,
≤ x0 +
∑∞
k=0 βk +
∑n0−1
k=0 αkmk
1− ² ,
du fait de la positivite´ de la suite (βk), ce qui montre que la suite (mn) est borne´e, et ache`ve la preuve. 2
Lemme A.34. Soit J une application d’un espace de Hilbert H dans R, lipschitzienne de
module L. Soit (uk)k∈N une suite d’e´le´ments de H et (²k)k∈N une suite de re´els positifs tels que :
(i)
∑
k∈N ²k = +∞,
(ii) ∃µ ∈ R, ∑k∈N ²k|J(uk)− µ| < +∞,
(iii) ∃δ > 0, ∀k ∈ N, ‖uk+1 − uk‖ ≤ δ²k.
Alors (J(uk))k∈N converge vers µ.
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Preuve : Pour tout α ∈ R, de´finissons le sous-ensemble Nα de N tel que :
Nα := {k ∈ N : |J(uk)− µ| ≤ α} .
On notera alors N cα le comple´mentaire de Nα dans N. Les hypothe`ses (i − ii) impliquent que Nα n’est
pas fini.
En appliquant l’hypothe`se (ii), on a :
+∞ >
∑
k∈N
²k|J(uk)− µ| ≥
∑
k∈Ncα
²k|J(uk)− µ| ≥ α
∑
k∈Ncα
²k.
Cela prouve que pour tout β > 0, il existe un nβ ∈ N tel que
∑
k∈Ncα, k≥nβ
²l ≤ β.
Soit alors ² > 0. Prenons α = ²/2 et β = ²/(2Lδ), avec L le module de Lipschitz de J . Pour tout k ≥ nβ ,
on a deux possibilite´s :
– Si k ∈ Nα, alors |J(uk)− µ| ≤ α < ².
– Si k ∈ N cα, soit m le plus petit e´le´ment de Nα tel que m ≥ k (on sait qu’il existe car Nα n’est pas
fini). On peut alors e´crire :
|J(uk)− µ| ≤ |J(uk)− J(um)|+ |J(um)− µ| ≤ L‖uk − um‖+ α,
≤ Lδ
(
m−1∑
l=k
²l
)
+ α ≤ Lδ

 ∑
l∈Ncα, l≥nβ
²l

+ α ≤ ²,
ce qui ache`ve la preuve. 2
Lemme A.35. Soit J une application d’un espace de Hilbert H dans R, et soit (Ω,F ,P) un
espace de probabilite´ muni d’une filtration (Fk). Soit (uk) une suite de variables ale´atoires a`,
valeurs dans H telle que pour tout k ∈ N, uk est Fk-mesurable, et soit (γk) une suite de re´els
positifs telles que :
(i)
∑
k∈N γk = +∞,
(ii) ∃µ ∈ R, ∑k∈N γk (J(uk)− µ) < +∞, et ∀k ∈ N, J(uk)− µ ≥ 0, p.s.
(iii) ∃δ > 0, ∀k ∈ N, J(uk)− E (J(uk+1)|Fk) ≤ δγk, p.s.
Then (J(uk)) converge presque suˆrement vers µ.
Preuve : Pour tout α ∈ R, de´finissons le sous-ensemble Nα de N tel que :
Nα := {k ∈ N : J(uk)− µ ≤ α, p.s.} .
On notera alors N cα le comple´mentaire de Nα dans N. Les Hypothe`ses (i − ii) impliquent que Nα n’est
pas fini.
Selon l’hypothe`se (ii), il vient :
+∞ >
∑
k∈N
γk (J(uk)− µ) ≥
∑
k∈Ncα
γk (J(uk)− µ) ≥ α
∑
k∈Ncα
γk.
Cela prouve que pour tout β > 0, il existe un nβ ∈ N tel que
∑
k∈Ncα, k≥nβ
γl ≤ β.
Soit ² > 0. Prenons α = ²/2 et β = ²/(2δ). Pour tout k ≥ nβ , on a deux possibilite´s :
– Si k ∈ Nα, alors J(uk)− µ ≤ α < ².
– Si k ∈ N cα, soit m le plus petit e´le´ments de Nα tel que m ≥ k (on sait qu’il existe car Nα n’est pas
fini). On peut de`s lors e´crire :
J(uk)− µ = J(uk)− E (J(um)|Fk) + E (J(um)|Fk)− µ
= E
(
m−1∑
l=k
J(ul)− E (J(ul+1)|Fl) |Fk
)
+ E (J(um)|Fk)− µ,
≤ δ
(
m−1∑
l=k
γl
)
+ α ≤ δ

 ∑
l∈Ncα, l≥nβ
γl

+ α ≤ ²,
ce qui ache`ve la preuve.
2
ANNEXE B
Quasimartingales
On se donne dans tout ce chapitre un espace de probabilite´ (Ω,F ,P) muni d’une filtration
(Fk). La pre´sentation que nous donnons ici des quasimartingales est issue de [66]. Soit x =
(xk)k∈N un processus stochastique a` valeurs re´elles adapte´ a` (Fk). On suppose dans toute cette
section qu’il est inte´grable, i.e. pour tout k ∈ N, E (|Xk|) < +∞.
De´finition B.1 (contenu). On appelle contenu du processus stochastique x l’application
λx(k, F ) de´finie pour tout k ∈ N et tout F ∈ Fk par
λx(k, F ) = E (1F × (xk+1 − xk)) .
De´finition B.2 (sur- et sous-martingale). Le processus x est une sur- (resp. sous-) mar-
tingale si et seulement si
∀k ∈ N, ∀F ∈ Fk, λx(k, F ) ≤ 0 (resp. ≥ 0).
Si x est a` la fois une sur- et sous-martingale, alors c’est une martingale.
De´finition B.3 (variation du contenu). La variation du contenu de x en k ∈ N note´e
|λx|(k) est de´finie par :
|λx|(k) = E (|E (xk+1 − xk|Fk)|) .
La variation totale du contenu, note´e |λx| est alors de´finie par la somme possiblement divergente
suivante
|λx| =
∑
k∈N
|λx|(k).
De´finition B.4 (quasimartingale). Le processus x est une quasimartingale si et seulement
si sa variation totale du contenu est finie, i.e.∑
k∈N
E (|E (xk+1 − xk|Fk)|) < +∞.
Il est donc clair qu’une martingale est une quasimartingale.
On peut alors de´montrer la proposition suivante :
Proposition B.5 (Me´tivier). Posons pour tout k ∈ N, Gk = {ω ∈ Ω :
E (xk+1 − xk|Fk) (ω) > 0}. Si x ve´rifie les deux conditions :∑
k∈N
E (1Gk × (xk+1 − xk)) < +∞,
inf
k∈N
E (xk) > −∞,
alors c’est une quasimartingale.
Preuve : cf. [66], Proposition 9.5. 2
Enfin, on dispose du the´ore`me de convergence suivant pour les quasimartingales :
The´ore`me B.6 (Me´tivier). Supposons que x soit une quasimartingale et ve´rifie la condition
suivante :
sup
k∈N
E
(
x−k
)
< +∞, (avec x− = −min(0, x)),
alors (xk) converge presque suˆrement vers une variable ale´atoire inte´grable x∞, et l’on a :
E (|x∞|) ≤ inf
k∈N
E (|xk|) .
Preuve : cf. [66], Theorem 9.4. 2
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ANNEXE C
Algorithmes stochastiques en dimension finie
On s’inte´resse ici au proble`me de l’approximation stochastique. Ce domaine dont les origines
remontent aux articles fondateurs [77, 63], a connu depuis un de´veloppement tre`s important,
de´crit par exemple dans [65]. Les me´thodes d’approximations stochastiques ont trouve´ de nom-
breux et naturels de´bouche´s en optimisation stochastique, a` travers la me´thode du gradient
stochastique, de´veloppe´e notamment en Europe de l’Est et par l’e´cole dite de Kiev, par exemple
[72, 67]. On pourra e´galement consulter [50] pour un recueil de techniques. Un exemple du
mariage entre l’approximation stochastique et l’optimisation est donne´ par [32] ou [33].
Divers chapitres de ce me´moire utilisent des ide´es de l’approximation stochastique. Il nous
a donc semble´ utile dans cet appendice de donner les ide´es principales et quelques re´sultats
existant sur ces techniques. Tous les re´sultats qui seront donne´s ici le seront en dimension finie.
La plupart des re´sultats que nous allons donner dans ce chapitre se trouvent dans [46, 14].
Certes, les travaux [32] se placent dans le cadre hilbertien, et donc a priori sans limitation de
dimension, mais n’incluent pas les proble`mes en boucle ferme´e, i.e. fonctionnels.
Des travaux ont e´te´ entrepris en dimension infinie pour le contexte fonctionnel, parmi lesquels
on peut citer par exemple [74, 75, 97, 27]. On discute plus en de´tails de ces re´sultats en
dimension infinie dans le chapitre IV du me´moire.
C.1. Sche´ma de Robbins-Monro
L’algorithme de Robbins-Monro [77] en toute ge´ne´ralite´ permet de rechercher les ze´ros d’une
application H : X → X, avec X un espace de Hilbert de dimension finie, de´finie par
∀x ∈ X, H(x) := E (h(x, ξ)) ,
avec ξ une variable ale´atoire sur l’espace de probabilite´ (Ω,F ,P) a` valeurs dans un espace Ξ
donne´, et de loi µ, et h : X × Ξ → X une application mesurable en son deuxie`me argument.
L’algorithme de Robbins-Monro s’e´crit alors comme suit :
Algorithme C.1 (Robbins-Monro). E´tape -1 : choisir x0 ∈ X,
E´tape k ≥ 0 :
– Tirer ξk+1 selon la loi µ inde´pendamment des tirages passe´s,
– Mettre a` jour :
xk+1 = xk + ρkh(xk, ξk+1).
La convergence de cet algorithme a ensuite e´te´ abondamment e´tudie´e. Nous allons donner
ici les principaux re´sultats de convergence. Ils sont de deux types. Tout d’abord, on dispose de
re´sultats de convergence presque suˆre de l’algorithme C.1, le terme presque suˆr e´tant compris
par rapport aux e´chantillons comme nous l’expliquerons apre`s. Ensuite, on peut trouver des
re´sultats de normalite´ asymptotique de l’algorithme C.1, qu’on interpre`te naturellement comme
des re´sultats de vitesse.
The´ore`me C.2 (Convergence presque suˆre). Notons pour tout k ∈ N, Fk = σ(ξ1, . . . , ξk).
Supposons que :
(i) Il existe x∗ ∈ X tel que H(x∗) = 0, et ∀x ∈ X, tel que x 6= x∗, 〈x∗ − x,H(x)〉X > 0 ;
(ii) Il existe K ≥ 0 tel que l’algorithme C.1 ve´rifie
∀k ∈ N, E
(
‖h(xk, ξk+1)‖2X |Fk
)
≥ K(1 + ‖xk‖2X).
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(iii) La suite (ρk) ve´rifie ∑
k∈N
ρk = +∞,
∑
k∈N
(ρk)2 < +∞.
Alors, la suite (xk) engendre´e par l’algorithme C.1 converge presque suˆrement vers x∗.
On peut relaˆcher l’hypothe`se (ii) du the´ore`me en utilisant une caracte´risation a` l’aide de
fonctions de Lyapunov et en faisant une hypothe`se de bornitude uniforme sur tout compact de
la fonction h.
Nous donnons maintenant le lemme dit de Robbins-Siegmund, introduit dans [78], qui consti-
tue la brique e´le´mentaire pour la de´monstration du the´ore`me C.2 et d’autres du meˆme type.
Lemme C.3 (Robbins-Siegmund). Soit (Ω,F ,P) un espace de probabilite´ muni d’une filtra-
tion (Fk). Soient (V k,βk,χk,ηk) quatre suites positives de variables ale´atoires adapte´es a` (Fk).
On suppose de plus que ∑
k∈N
βk < +∞,
∑
k∈N
χk < +∞, p.s.
Si on a
∀k ∈ N, E
(
V k+1
∣∣∣Fk) ≤ (1 + βk)V k + χk − ηk.
Alors, (V k) converge presque suˆrement vers une variable ale´atoire finie V ∞, et
∑
k∈N η
k < +∞.
Preuve : cf. par exemple [45], The´ore`me 2.III.3. 2
Pour donner un re´sultat de normalite´ asymptotique, on se restreint a` ρk = ρ(1+k)α pour tout
k ∈ N.
The´ore`me C.4 (Normalite´ asymptotique). Posons Σ = E
(
h(x∗, ξ)h(x∗, ξ)T
)
. Supposons
que les hypothe`ses du the´ore`me C.2 sont ve´rifie´es. Supposons de plus que :
(i) H est C1 au voisinage V (x∗) de x∗, et il existe A une matrice syme´trique de´finie positive
telle que :
∀x ∈ V (x∗), H(x) = A(x∗ − x) + o(x− x∗).
(ii) Il existe β > 0 tel que supk∈N E
(
‖h(xk, ξk+1)−H(xk)‖2+βX
)
< +∞.
(iii) Il existe ² > 0 tel que la famille {h(x, ξ) : ‖x− x∗‖x ≤ ²} est uniforme´ment inte´grable.
Alors la suite
(
xk−x∗√
ρk
)
converge en loi vers une loi normale centre´e de variance V de´finie par :
(a) Si α = 1 et ρA− I2 > 0 alors
V = ρ
∫ ∞
0
exp
((
I
2
− ρA
)
t
)
Σexp
((
I
2
− ρA
)
t
)
dt.
(b) Si α < 1, alors
V = ρ
∫ ∞
0
exp (−ρAt)Σ exp (−ρAt) dt.
On trouve souvent dans la litte´rature le re´sultat pre´ce´dent sous la forme suivante. Sous les
meˆmes hypothe`ses que dans le the´ore`me C.4, la covariance optimale V est solution de l’e´quation
de Lyapunov suivante, pour α = 1 :
(C.1) Σ +
(
∇H(x∗) + I
2
)
V + V
(
∇H(x∗) + I
2
)T
= 0.
En prenant alors des pas matriciels pour l’algorithme C.1, du type ρk = Γ(1+k)α , l’e´quation de
Lyapunov devient
Σ +
(
Γ∇H(x∗) + I
2
)
V + V
(
Γ∇H(x∗) + I
2
)T
= 0.
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et la variance optimale est donne´e par V ∗ = ∇H(x∗)−1Σ∇H(x∗)−1, c’est a` dire, dans le cas ou`
H(x) = −E (∇uj(u, ξ)), avec j convexe en u, par :
V ∗ = E
([∇2uuj(u∗, ξ)]−1)E([∇uj(u∗, ξ)]T [∇uj(u∗, ξ)])E([∇2uuj(u∗, ξ)]−1) .
C.2. Application au gradient stochastique
L’algorithme C.1 peut eˆtre utilise´ dans le cadre de l’optimisation stochastique. En effet,
regardons le proble`me suivant :
(C.2) min
x∈Rp
E (f(x, ξ)) ,
ou` ξ est une variable ale´atoire a` valeurs dans Ξ et f : Rp × Ξ→ R est une application convexe
en x et mesurable en ξ. En notant X∗ l’ensemble des solutions du proble`me (C.2), les conditions
d’optimalite´ du proble`me s’e´crivent :
∀x∗ ∈ X∗, E (∇xf(x∗, ξ)) = 0.
Re´soudre les conditions d’optimalite´ revient donc a` trouver les ze´ros de la fonction H : Rp → Rp
de´finie par H(x) = −E (∇xf(x, ξ)) ; autrement dit, on est dans le cadre de l’algorithme C.1, qui
s’e´crit ici pour sa phase d’actualisation :
(C.3) xk+1 = xk − ρk∇xf(xk, ξk+1).
Naturellement, des hypothe`ses de convexite´ sur f et de Lipschitz sur son gradient permettent
de ve´rifier les conditions (i− ii) du the´ore`me C.2, ce qui montre que l’algorithme (C.3) converge
presque suˆrement vers la solution du proble`me (C.2). On peut illustrer l’algorithme (C.3) de
manie`re plus directe. Un algorithme de gradient standard sur le proble`me (C.2) s’e´crirait :
(C.4) xk+1 = xk − ρkE
(
∇xf(xk, ξ)
)
,
avec (ρk) possiblement constante, ce qui ne nuirait pas a` la convergence.
Ainsi, l’algorithme de gradient stochastique peut-il s’interpre´ter comme un algorithme de
descente dans lequel la ve´ritable direction de descente est estime´e ite´rativement, a` l’aide de
tirages successifs, en utilisant une suite (ρk) tendant vers 0 comme (1/k), permettant a` la
fois d’assurer que l’ite´re´ courant ne bouge pas trop, et que la ve´ritable direction de descente,
autrement dit une espe´rance, soit reconstitue´e par un argument du type Monte Carlo. Cette
seconde interpre´tation du gradient stochastique (C.3) va nous permettre d’introduire le cas de
proble`mes contraints.
En effet, de fac¸on plus ge´ne´rale, les proble`mes d’optimisation du type (C.2) sont souvent
contraints. Typiquement, on demande que x ∈ Xf , avec Xf un convexe ferme´ de Rp. On peut
alors avoir recours, en suivant l’optimisation classique, a` des algorithmes de gradient projete´, du
type :
xk+1 = ΠXf
(
xk − ρkE
(
∇xf(xk, ξ)
))
,
ce qui, de par l’interpre´tation donne´e plus haut des algorithmes de gradient stochastique, donne
envie de conside´rer l’algorithme stochastique projete´ suivant :
(C.5) xk+1 = ΠXf
(
xk − ρk∇xf(xk, ξk+1)
)
.
La convergence de cet algorithme est donne´e par le the´ore`me C.5, dont on peut trouver
une de´monstration dans le contexte ge´ne´ral de la de´composition et du principe du proble`me
auxiliaire dans [32].
The´ore`me C.5 (Cohen-Culioli, 90). (i) Supposons x 7→ f(x, ξ) convexe, semi continue
infe´rieurement, et diffe´rentiable sur Xf , pour tout ξ ∈ Ξ, et ξ 7→ f(x, ξ) mesurable pour
tout x ∈ Xf . Si de plus Xf est un convexe ferme´ sur lequel E (f(·, ξ)) : Rp → R est
coercive, alors (C.2) sous la contrainte x ∈ Xf admet des solutions, qu’on notera X∗.
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(ii) Supposons que la suite (ρk) soit telle que :
(C.6)
∑
k∈N
ρk = +∞,
∑
k∈N
(ρk)2 < +∞,
et qu’il existe deux constantes α, β ≥ 0 telle que :
(C.7) ∀x ∈ Xf , ∀ξ ∈ Ξ, ‖∇xf(x, ξ)‖ ≤ α‖x− x∗‖+ β.
Alors, presque suˆrement, limk→∞ E
(
f(xk, ξ)|Fk) = E (f(x∗, ξ)) pour x∗ ∈ X∗, et la suite
(xk) est borne´e et tout point d’accumulation est dans X∗.
(iii) Si de plus E (f(·, ξ)) est fortement convexe, alors X∗ = {x∗} et (xk) converge presque
suˆrement vers x∗.
Ce the´ore`me est valable meˆme lorsque x appartient a` un espace de dimension infinie. Des
arguments de preuve similaires se trouvent dans [59], pour la de´monstration de la convergence
d’algorithmes plus ge´ne´raux encore que (C.5). On ne dispose en revanche pas a` ce jour de
the´ore`me central limite pour les algorithmes stochastiques projete´s.
Enfin, on trouve, dans [33] ou [59], des algorithmes du type (C.5) avec une contrepartie
dans le dual, dans le cas de proble`mes de point-selle ou avec contraintes explicites, permet-
tant de panacher a` loisir les actualisations de type stochastique avec les actualisations de type
de´terministe. Plus pre´cise`ment, si l’on conside`re le proble`me :
min
x∈Xf⊂Rp
E (f(x, ξ))(C.8)
s.c.E (θ(x, ξ)) ∈ −C ⊂ Rm,
on peut e´crire l’algorithme de Arrow-Hurwicz stochastique suivant :
xk+1 = ΠXf
(
xk − ρkx
(
∇xf(xk, ξk+1) + (∇xθ(xk, ξk+1))Tpk
))
(C.9a)
pk+1 = ΠC′
(
pk + ρkpθ(x
k+1, ξk+1)
)
(C.9b)
On peut alors montrer le the´ore`me suivant :
The´ore`me C.6 (Cohen-Culioli, 94). Supposons que f et θ sont bien de´finies et mesurables
en leur deuxie`me argument, que Xf est un convexe ferme´ de Rp, et C un convexe ferme´ de
Rm. Supposons e´galement que le lagrangien associe´ au proble`me (C.8) admet un point-selle note´
(x∗, p∗), et que :
(i) E (j(·, ξ)) : Rp → R est strictement convexe sur Xf , et pour tout ξ ∈ Ξ, j(·, ξ) est
localement lipschitzienne sur Xf ;
(ii) θ(·, ξ) : Rp → Rm est lipschitzienne, diffe´rentiable, et de gradient borne´, le tout uniforme´-
ment en ξ ∈ Ξ. De plus, E (θ(·, ξ)) : Rp → Rm est C-convexe.
(iii) Il existe des constantes α, β ≥ 0 telles que :
(C.10) ∀ξ ∈ Ξ, ∀x ∈ Xf , ‖∇xf(x, ξ)‖ ≤ α‖x− x∗‖+ β;
(iv) Les suites (ρkx, ρ
k
p) sont telles que :
(C.11)
∑
k∈N
ρkx = +∞,
∑
k∈N
ρkp = +∞,
∑
k∈N
(ρkx)
2 < +∞,
∑
k∈N
(ρkp)
2 < +∞,
et la suite (ρkx/ρ
k
p) est monotone au sens large.
(v) Il existe des constantes γ, δ > 0 telles que :
∀x ∈ Xf , E ((θ(x, ξ)− E (θ(x, ξ)))2) < γ‖x− x∗‖2 + δ.
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Alors, presque suˆrement, la suite (xk,pk) engendre´e par (C.9a)–(C.9b) est borne´e, et (xk)
converge faiblement vers x∗. Si de plus, E (j(·, ξ)) est fortement convexe, la convergence est
forte.
Ce the´ore`me pre´sente en soit un inte´reˆt, mais sa preuve est e´galement extreˆmement impor-
tante. En effet, c’est sur le sche´ma qui y a e´te´ propose´ par Cohen et Culioli que nous avons
construit une part importante des de´monstrations du chapitre V, et du chapitre IV.
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