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ABSTRACT
An operator formalism for bosonic β − γ system on arbitrary algebraic curves is
introduced. The classical degrees of freedom are identified and their commutation relations
are postulated. The explicit realization of the algebra formed by the fields is given in the
Hilbert space equipped with a bilinear form. The construction is based on the ”gaussian”
representation for β − γ system on the complex sphere [Alvarez-Gaume´ et al, Nucl. Phys.
B 311 (1988) 333]. Detailed computations are provided for 2 and 4 point correlation
functions.
September 1997
1. INTRODUCTION
Since the middle of 1980s a big progress has been done in understanding the structure
of D = 2 conformal field theories (CFT’s) [1]. Most of that work was motivated by string
theory, but CFT’s have also been actively investigated because of their role in describing
phase transition phenomena. In string theory it is necessary to consider CFT’s defined on
topologically nontrivial D = 2 manifolds, in particular on closed higher genus Riemann
surfaces (RS) of genus g [2]. The properties of CFT’s on the torus are now relatively well
known and, at least in the context of string theory, it turns out that the class of acceptable
models are those which are modular invariant [3].
There have been many efforts to give a satisfactory description of CFT’s also on
higher genus RS, for instance by means of an operator formalism [4]. Usually, an operator
formalism of such kind makes it possible to introduce the notions of vacuum, creation and
annihilation operators, normal ordering etc. In this way, theories defined on curved space–
times resemble ordinary quantum field theories in flat space. A valid operator formalism
for string theory application should be able to reproduce the relevant correlation functions
and their analytical properties. Usually these properties (the structure of zeros and poles)
are strong enough to determine these correlators up to an overall constant [5], [6].
One version of operator formalism has been developed for the b− c systems in [7], [8].
In this paper we would like to extend it in such a way that also the bosonic β − γ systems
can effectively be treated.
These systems are in fact interesting examples of CFT’s. They have been extensively
studied in the second half of 1980s after they turned out to be a necessary ingredient (as
Faddeev-Popov superghosts) in the perturbative approach to strings [9] –[12]. A treatment
on hyperelliptic curves, mainly in connection with the computation of amplitudes in su-
perstring theory at two loops, can for instance be found in refs. [13]. β − γ systems have
also been studied in the context of the Wess-Zumino-Witten model [14].
The analysis of the β − γ systems is in many respects analogous to that of the b − c
systems. In fact, the only difference lies in the statistics, since the β − γ fields commute
while the b − c fields anticommute. Following [9], many formulas characterizing both
systems can be written in common. If by b (and c) one denotes either the b or β (c or
γ) fields with conformal dimension λ (and 1 − λ), then both theories are defined by the
action:
1
S =
1
π
∫
d2z(b∂¯c). (1.1)
where ∂¯ ≡ ∂
∂z¯
. It follows from (1.1) that the OPE’s for the fields are
c(z)b(w) ∼ 1
z − w, b(z)c(w) ∼
ǫ
z − w (1.2)
where ǫ = 1 for b − c systems and ǫ = −1 for β − γ systems. The energy-momentum
tensor, determined by the dependence of (1.1) on the metric (in order to derive it one has
to write the action in the covariant form) carries no dependence on ǫ:
T = −λb∂c+ (1− λ)(∂b)c. (1.3)
The OPE’s of the elementary fields with T can be described with the same formula
both in the fermionic and bosonic case, as they are determined only by conformal dimen-
sions:
T (z)b(w) ∼ λ
(z − w)2b(w) +
1
z − w∂b(w) + ... (1.4)
T (z)c(w) ∼ 1− λ
(z − w)2 c(w) +
1
z − w∂c(w) + ... (1.5)
The OPE with two energy-momentum tensors depends on ǫ since in calculating it one
has to (anti)-commute elementary fields:
T (z)T (w) ∼ −ǫ(6λ
2 − 6λ+ 1)
(z − w)4 +
2T (w)
(z − w)2 +
∂T (w)
z − w + ... (1.6)
The correlation functions of the β − γ systems were intensively studied at the end of
the last decade [11], [12].
In string theory computations, one would like to compute the correlators also within
the bosonized version of the theory. It turns out that in addition to the scalar fields with
quadratic action one has to introduce also auxiliary fermionic fields η − ξ of conformal
dimensions 1 and 0. One gets an infinite number of inequivalent representations (q vacua
in [9]) of the basic algebra in a Hilbert space.
For λ ≥ 1 and g ≥ 2 only the zero modes in the b fields are present. In both bosonic
and fermionic cases one has to insert delta functions for any zero mode in order to obtain a
reasonable correlator. Without these insertions one gets vanishing or diverging amplitudes
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in the case of fermionic or bosonic systems respectively. In the path integral approach this
follows from the properties of the integrals:
∫
R
dx→∞,
∫
dζ = 0 (1.7)
where ζ is an element of a Grassmann algebra satisfying ζ2 = 0. In the fermionic case
δ(ζ) = ζ, so that any insertion in the amplitudes of a delta function δ(b) is equivalent to
an insertion of a b field. In the bosonic case one has instead to make sense of true delta
functions (or step functions) containing field operators in their argument.
The manipulations with delta function operators become straigthforward in the ”gaus-
sian” representation for β and γ fields [15]. In that representation one sees that inequiva-
lent vacua can be chosen and that they cannot be interchanged under the action of a finite
number of elementary excitations. Each vacuum state is determined by a choice of signs
in a infinite product of gaussian (or, strictly speaking ”fresnelian”) functions exp(± i
2
x2).
The general property of delta-like operators is that they can map one vacuum state into
another [15]. Some operations in the gaussian representation may seem formal, e.g. for-
mally infinite normalization factors have to be included. However, there is always a unique
procedure to handle with these factors in order to obtain finite results.
The gaussian representation makes it possible to define an operator formalism for
the β − γ systems following the ideas of [8], where the case of the b − c systems has
been discussed. In [8], the classical degrees of freedom are identified and the simplest
possible anticommutation relations are postulated. Some of the elementary oscillators are
defined as annihilation or creation operators. The remaining excitations correspond to
the zero modes of the model. It has been demonstrated that these definitions enable the
calculation of the correlation functions of the theory. The construction is not restricted to
any particular class of RS - it can be done on arbitrary algebraic curve.
The aim of this paper is to present in detail the construction of an analogous operator
formalism on RS for β − γ systems. The outcome of our computations are correlation
functions with all the necessary analytic properties.
The operator formalism for the β−γ systems exhibits some similarities and also some
interesting differences with respect to the operator formalism found in the case of the b− c
fields in [8]. The starting point is the same, one chooses the same classical degrees of
freedom and postulates the simplest possible commutation (instead of anticommutation)
relations. One decomposes the elementary excitations into annihilation, creation and zero
3
mode sectors. A fundamental property of the normal ordering is that the difference between
an ordered and an unordered product of two fields is equal to the Weierstrass kernel
Kλ(z, w), which is one of the basic buiding blocks in the construction of the correlation
functions. Kλ(z, w) is a λ differential in z, a 1 − λ differential in w and its only finite
singularity in z is a single pole at z = w (provided z and w parametrize points on the
same branch of the RS). In our investigations we need to introduce multivalued fields on
the complex sphere. In this sense one can think that new classes of CFT’s containing
multivalued models are defined on the sphere [7]. The computation of the correlation
functions for β − γ systems is quite different from the case of the b − c systems. In
the bosonic case many nontrivial manipulations with Fresnel integrals are required before
reaching the final result. This will be shown in detail in Chapters 2-4.
The experience from the β − γ systems can hopefully be used in dealing with more
complicated and important systems, such for instance the bosonic theories with quadratic
action. These theories provide the basis of the Coulomb gas formulation of minimal models.
Therefore, the construction of an operator formalism for the β− γ systems can shed some
light in the treatment of the minimal models on arbitrary RS represented as algebraic
curve. Until now, only the case of hyperellliptic and ZN symmetric curves have been
studied in this context [16], [17].
2. λ = −1 COMPUTATIONS ON THE SPHERE
To better explain the ideas of the calculations, it is useful to start with the simpler
situation of the complex sphere. We choose in this Chapter g = 0 and λ = −1 in order to
have β rather then γ field zero modes.
The classical degrees of freedom are identified as
β(z) =
+∞∑
j=−∞
βjz
−j+1dzλ (2.1)
γ(z) =
+∞∑
k=−∞
γkz
−k−2dz1−λ (2.2)
In quantum theory one postulates the following commutation relations:
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[γk, βj ] = δj+k,0. (2.3)
The normal ordering is defined by assigning to the elementary excitations βj and
γk the property that they are creation or annihilation operators. Annihilation operators
correspond to j ≥ 2 and k ≥ −1. Creation operators are those with j ≤ −2 and k ≤ −2.
The remaining βj operators (j = 0,±1) correspond to the three zero modes (holomorphic
vector fields).
The above assignement implies:
γ(z)β(w) =: γ(z)β(w) : +
1
z − w. (2.4)
which should be understood as an identity in the radial ordered correlation functions.
Another important identity is (in exp
(
ipβ(z)
)
the introduction of normal ordering
makes no modification):
γ(z)eipβ(w) =: γ(z)eipβ(w) : +
ip
z − w e
ipβ(w). (2.5)
Let us start calculating propagator of the theory. It is known from the general dis-
cussion and it will also be very clearly seen in the course of the computations that the
propagator requires 3 (the number of β field zero modes) insertions of delta functions of β
fields.
Using the Wick theorem one calculates:
< 0|γ(z)β(w) exp
(
i
3∑
r=1
prβ(wr)
)
|0 >=
=
1
z − w < 0| exp

i 3∑
r=1
+∞∑
j=−∞
prβjw
−j+1
r

 |0 > +
+
3∑
r=1
ipr
z − wr < 0|β(w) exp

i 3∑
t=1
+∞∑
j=−∞
ptβjw
−j+1
t

 |0 > . (2.6)
Finally, the integration over
∏3
r=1
dpr
2pi has to be performed.
The computations will be done in the ”gaussian” representation for the β−γ systems
[15]. The basic definitions of that construction are summarized in Appendix A.
In order to evaluate (2.6) one calculates
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exp
(
i
+∞∑
n=−∞
Anβn
)
|0 > (2.7)
with the state |0 > taken to be the state Φ(−1) defined in (A.8)
|0 >= Φ(−1) = exp i
2

 ∑
n≥−1
x2n −
∑
n<−1
x2n

 . (2.8)
A concrete realization of the operators βn is given by (see (A.2)):
βn = − i√
2
(x−n − i ∂
∂x−n
) (2.9)
The operators βn involve only x−n and acting on exp
(− i
2
x2−n
)
give 0.
It follows that
exp
(
i
+∞∑
n=−∞
Anβn
)
|0 >= exp
(
− i
2
∑
m<−1
x2m
)
exp

i∑
n≤1
Anβn

 exp

 i
2
∑
m≥−1
x2m

 .
(2.10)
Repeating steps similar to those presented in the end of Appendix A one finds
exp
(
− i
2
∑
m<−1
x2m
)
exp

i∑
n≤1
Anβn

 exp

 i
2
∑
m≤1
x2−m

 =
= exp
(
− i
2
∑
m<−1
x2m
)
exp

− i
2
∑
n≤1
(
(An + i
√
2x−n)
2 + x2−n
) (2.11)
To define a bilinear form we introduce the right vacuum:
< 0| = exp i
2

∑
m>1
x2m −
∑
m≤1
x2m

 . (2.12)
A proper normalization of scalar product is included in a (formally infinite) factor V :
< 0|
3∏
s=1
δ(β(zs)|0 >= 1
V
∫ 3∏
s=1
dps
∫ +∞∏
k=−∞
dxk exp
(
−i
∑
m<1
x2m
)
×
6
× exp
(
− i
2
∑
m>1
(
A−m + i
√
2xm
)2)
exp
(
− i
2
∑
m=0,±1
(
(Am + i
√
2x−m)
2 + 2x2−m)
))
(2.13)
for Am =
∑3
s=1 psz
1−m
s . It will soon become clear that V should be defined as
V =
( ∏
m<1
∫
exp
(−ix2m) dxm)( ∏
n>1
∫
exp
(
ix2n
)
dxn
)
×
×
( ∏
k=0,±1
∫
exp
(
− i
2
p2k
)
dpk
)( ∏
l=0,±1
∫
exp
(−ix2l ) dxl). (2.14)
It is most convenient to integrate first over
∏
m dxm for m < 1 and then for m >
1. Both integrations are trivial and contribute only to overall normalization. Next one
should integrate over
∏3
s=1 dps after a convenient change of variables that will produce an
appropriate Jacobian. The trivial integration over
∏
m=0,±1 dxm will be performed later.
The above mentioned change of variables is:
pj → Am, j = 1, 2, 3, m = 0,±1. (2.15)
∫ 3∏
j=1
dpj =
∫ 1∏
m=−1
dAm det
(
∂An
∂pk
)−1
(2.16)
where
det
(
∂An
∂pk
)
= (w1 − w2)(w1 − w3)(w2 − w3). (2.17)
The integration over dps and dxn cancel precisely the factor V and the final result is
< 0|
3∏
s=1
δ(β(ws)|0 >= 1
(w1 − w2)(w1 − w3)(w2 − w3) . (2.18)
In the computation of the second term in (2.6) it is sufficient to concentrate ourselves
on the most important point without repeating many of the above arguments.
β(w) exp
(
i
+∞∑
n=−∞
Anβn
)
|0 >=
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= − i√
2
+∞∑
j=−∞
w−j+1
(
x−j − i ∂
∂x−j
)
exp
(
− i
2
∑
m<−1
x2m
)
×
× exp

− i
2
∑
n≤1
((An + i
√
2x−n)
2 + x2−n)

 =
= − exp
(
− i
2
∑
m<−1
x2m
)∑
j≤1
w−j+1
(
Aj + i
√
2x−j
)
×
× exp

− i
2
∑
n≤1
(
(An + i
√
2x−n)
2 + x2−n
) (2.19)
With the above definition of the right vacuum < 0| one gets
< 0|β(w) exp
(
i
+∞∑
n−∞
Anβn
)
|0 >= − 1
V
∫ 3∏
s=1
dps
∫ +∞∏
k=−∞
dxk
∑
j≤1
w−j+1
(
Aj + i
√
2x−j
)
× exp
(
−i
∑
m<1
x2m
)
exp
(
− i
2
∑
m>1
(
A−m + i
√
2xm
)2)
×
× exp
(
− i
2
∑
m=0,±1
(
(Am + i
√
2x−m)
2 + 2x2−m
))
(2.20)
As before, it is most convenient to perform first the integration over
∏
m<−1 dxm and
then over
∏
m>1 dxm. The sum over j ≤ 1 reduces to three terms with j = 0,±1. All the
other terms vanish due to integration over antisymmetric function in xn (n > 1).
Having in mind future generalizations, the following notation is useful:
Aj =
3∑
k=1
Rjkpk. (2.21)
Thus, in computating the second term in (2.6) one is left with the evaluation of:
−i 1
V ′
∫ ∏
j=0,±1
dAj
∫ ∏
n=0,±1
dxn det
(
∂Am
∂pr
)−1
×
8
×
3∑
s=1
1∑
j,k=−1
R−1sk Ak
z − ws w
1−j(Aj + i
√
2x−j) exp
(
− i
2
1∑
l=−1
(
(Al + i
√
2x−l)
2 + 2x2l
))
. (2.22)
with
V ′ =
( ∏
k=0,±1
∫
exp
(
− i
2
p2k
)
dpk
)( ∏
l=0,±1
∫
exp
(−ix2l ) dxl). (2.23)
It is useful to perform still another change of variables:
A˜j = Aj + i
√
2x−j (2.24)
Thus one can rewrite (2.22) as
−i 1
V ′
∫ ∏
j=0,±1
dA˜j
∫ ∏
n=0,±1
dxn
(
det
(
∂A˜m
∂pr
))−1
×
×
3∑
s=1
1∑
j,k=−1
R−1sk (A˜k − i
√
2x−k)
z − ws w
1−jA˜j exp
(
− i
2
1∑
l=−1
(
A˜2l + 2x
2
l
))
(2.25)
The integration over
∏1
j=−1 dA˜j gives nonzero result only for k = j. Terms with
i
√
2x−k drop out (they give rise to integral linear in A˜j). The integration over
∏1
l=−1 dxl
is then trivial and one obtains:
−
3∑
s=1
1∑
j=−1
R−1sj
z − wsw
1−j . (2.26)
In order to get the numerical factor in (2.26) one has to use
∫
R
A2e−
i
2
A2dA = −i
∫
R
e−
i
2
A2dA (2.27)
The matrix R−1 is of the form:
R−1 =
1
(w1 − w2)(w1 − w3)(w2 − w3)

w2 − w3 w23 − w22 w2w3(w2 − w3)w3 − w1 w22 − w23 w1w3(w3 − w1)
w1 − w2 w2w − w21 w1w2(w1 − w2)

 (2.28)
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and the final result is (one has to include det ∂A˜
∂p
):
< 0|γ(z)β(w)
3∏
s=1
δ(β(ws))|0 >=
=
1
(w1 − w2)(w1 − w3)(w2 − w3)
( 1
z − w −
(w − w2)(w − w3)
(z − w1)(w1 − w2)(w1 − w3)+
+
(w − w1)(w − w3)
(z − w2)(w1 − w2)(w2 − w3) −
(w − w1)(w − w2)
(z − w3)(w1 − w3)(w2 − w3)
)
=
=
1
z − w
3∏
s=1
w − ws
z − ws
∏
m<n
(wm − wn)−1 (2.29)
It is clear that the above expression has all the analytical properties that the propa-
gator of the bosonic β − γ systems should possess.
3. THE PROPAGATOR ON ARBITRARY ALGEBRAIC CURVES
In this Chapter the β− γ system with λ ≥ 1 given by (1.1) is defined on arbitrary RS
represented by means of algebraic equation
F (z, y) = yNPN (z) + y
N−1PN−1(z) + ...+ P0(z) = 0 (3.1)
where Pj(z) are polynomials in z. y can be viewed either as a singlevalued functions
on the RS or as multivalued function on the complex sphere. The monodromy properties
of y(z) then define the RS.
The classical degrees of freedom are identified as
β(z) =
N−1∑
s=0
+∞∑
j=−∞
βs,jz
−j−λfs(z) (3.2)
γ(z) =
N−1∑
p=0
+∞∑
k=−∞
γp,kz
−k+λ−1φp(z) (3.3)
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where
fk(z) =
yN−1−k(z)dzλ
(Fy(z, y(z)))λ
(3.4)
and
φk(z) =
dz1−λ
(Fy(z, y(z)))1−λ
(
yk(z) + yk−1(z)PN−1(z) + ...+ PN−k(z)
)
. (3.5)
The basic commutation relations are:
[γp,k, βs,j] = δs,pδj+k,0. (3.6)
The price paid for the simple commutation relations (3.6) is the complicated definition
of basis (3.5).
The normal ordering is introduced by assigning to ethe lementary excitations βs,j and
γs,k the property that they are creation or annihilation operators. Annihilation operators
are those with j ≥ 1−λ and k ≥ λ and creation operators with j ≤ −λ−Ms and k ≤ λ−1
(Ms is a number of zero modes in the s sector of the theory). The remaining operators
βs,j with −λ−Ms < j < 1− λ correspond to zero modes.
From the above assignement it follows that:
γ(z)β(w) =: γ(z)β(w) : +
1
z − w
N−1∑
n=0
fn(z)φn(w) =: γ(z)β(w) : +Kλ(z, w). (3.7)
It is an identity in radial ordered correlation functions. Kλ(z, w) is the Weierstrass
kernel (see Introduction).
A simple implication of (3.7) is
γ(z)eipβ(w) =: γ(z)eipβ(w) : +ipKλ(z, w)e
ipβ(w). (3.8)
We wish to calculate the propagator for β−γ system. In order to have finite correlators
one has to insert a number Mtot of delta functions in the β fields, where Mtot is the total
number of β zero modes:
Mtot =
N−1∑
s=0
Ms = (g − 1)(2λ− 1) (3.9)
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The Wick theorem implies
< 0|γ(z)β(w) exp
(
i
Mtot∑
r=1
prβ(wr)
)
|0 >=
= Kλ(z, w) < 0| exp

iMtot∑
r=1
N−1∑
s=0
+∞∑
j=−∞
prβs,jw
−j−λ
r fs(wr)

 |0 > +
+
Mtot∑
r=1
iprKλ(z, wr) < 0|β(w) exp

iMtot∑
t=1
N−1∑
s=0
+∞∑
j=−∞
ptβs,jw
−j−λ
t fs(wt)

 |0 > . (3.10)
The propagator is obtained after integration over
∏Mtot
r=1
dpr
2pi
.
As in Chapter 2, the computations will be performed in the ”gaussian” representation
for the β − γ system [15]. However, complications can be expected on a Riemann surface
due to appearence of Ms zero modes in the sector s of the theory.
A first attempt to accomodate these zero modes is to modify the way in which the
βs,j and γp,k excitations are realized:
βs,j = − i√
2
(xs,−j−νs − i
∂
∂xs,−j−νs
) (3.11)
γp,n =
1√
2
(xp,n+νp + i
∂
∂xp,n+νp
) (3.12)
where νs is to be related to the number Ms of zero modes in the s sector.
Let us suppose that the vacuum state is taken as:
Φκ¯(x) = exp

 i
2
N−1∑
s=0

∑
n≥κs
x2s,n −
∑
n<κs
x2s,n



 (3.13)
where κs is again chosen in an appropriate way. Unfortunately, it turns out that
nothing can be achieved in this way. The conditions that βs,j and γs,k are annihilation
operators only for j ≥ 1− λ, k ≥ λ imply in fact that
κs = λ, νs = 0. (3.14)
We conclude that the only way to accomodate the generic structure of zero modes is
to redefine the scalar product in an appropriate way. We shall come back to this point
shortly.
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In calculating (3.10) one follows most of steps described in Chapter 2. The vacuum
state is that introduced in (3.13) with κs = λ. One finds
exp

iN−1∑
s=0
+∞∑
j=−∞
As,jβs,j

 |0 >= exp

iN−1∑
s=0
∑
j≤λ
As,jβs,j

 |0 >=
= exp

− i
2
N−1∑
s=0

∑
n<λ
x2s,n +
∑
j≤−λ
(
(As,j + i
√
2xs,−j)
2 + x2s,−j
)

 (3.15)
with
As,j =
Mtot∑
r=1
prw
−j−λ
r fs(wr) (3.16)
The correct definition of < 0| is
< 0| = exp

 i
2
N−1∑
s=0

 ∑
n≥λ+Ms
x2s,n −
∑
n<λ+Ms
x2s,n



 (3.17)
A possible way of thinking about < 0| is that under the conjugation
x†s,n = xs,−n+2λ+Ms−1. (3.18)
The conjugation on elementary excitations can be deduced from (3.11) and (3.12) to
be
β†s,n = −βs,−n−2λ−Ms+1, γ†s,n = γs,−n+2λ+Ms−1. (3.19)
This definition of conjugation is analogous to that obtained for the b − c system on
arbitrary RS [18]. For g = 0 and λ = −1 (the situation discussed in Chapter 2) Mtot = 3
and β†n = −β−n, γ†n = γ−n.
The first term in (3.10) is
1
Vλ
∫ N−1∏
s=0
+∞∏
j=−∞
dxs,j
∫ Mtot∏
r=1
dpr exp

 i
2
N−1∑
s=0

 ∑
n≥λ+Ms
x2s,n −
∑
n<λ+Ms
x2s,n



×
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× exp

− i
2
N−1∑
s=0

∑
n<λ
x2s,n +
∑
j≥λ
(
(As,−j + i
√
2xs,j)
2 + x2s,j
)

 . (3.20)
The normalization factor (formally infinite) Vλ is
Vλ =
( ∫ N−1∏
s=0
∏
n<λ
exp
(−ix2s,n) dxs,n)(
∫ N−1∏
s=0
∏
n≥λ+Ms
exp
(
ix2s,n
)
dxs,n
)
×
×
(∫ Mtot∏
r=1
exp
(
− i
2
p2r
)
dpj
)(∫ N−1∏
s=0
λ+Ms−1∏
n=λ
exp
(−ix2s,n) dxs,n) (3.21)
One integrates first over
∏N−1
s=0
∏
n<λ dxs,n and then over
∏N−1
s=0
∏
n≥λ+Ms
dxs,n.
What remains is
1
V′λ
∫ N−1∏
s=0
λ+Ms−1∏
n=λ
dxs,n
∫ Mtot∏
r=1
exp
(
− i
2
p2r
)
dpj
× exp
(
− i
2
N−1∑
s=0
λ+Ms−1∑
n=λ
(
(As,−n + i
√
2xs,n)
2 + 2x2s,n
))
. (3.22)
with
V′λ =
(∫ Mtot∏
r=1
exp
(
− i
2
p2r
)
dpj
)(∫ N−1∏
s=0
λ+Ms−1∏
n=λ
exp
(−ix2s,n) dxs,n). (3.23)
The number of integrations to be done over dxs,n is equal Mtot. It is very convenient
to introduce an index L which runs over all the allowed pairs (s, n) L = 1, ...,Mtot. There
is still minor technical complications due to the fact that in (3.22) expressions with xs,n
are combined with As,−n. The following definition will be adopted: if the index J denotes
a pair (s, n) then
xJ ≡ xs,n, AJ ≡ As,−n. (3.24)
A change of variables is to be done
pj −→ Ar,−k =
Mtot∑
n=1
pnw
k−λ
n fr(wn) =
Mtot∑
n=1
pnΩL(wn) (3.25)
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ΩL(w) are β field zero modes, i.e. holomorphic λ differentials. Introducing a similar
notation as in Chapter 2 one can write
AL =
Mtot∑
j=1
RLjpj (3.26)
where
RLj =

 Ω1(w1) Ω1(w2) ... Ω1(wMtot)... ... ... ...
ΩMtot(w1) ΩMtot(w2) ... ΩMtot(wMtot)

 (3.27)
is a matrix of zero modes. The result is that only the Jacobian arising due to the
change of variables (3.25) gives nontrivial contribution. The remaining integrations cancel
the normalization factor V′λ and the first term in (3.10) is
Kλ(z, w)
det ΩL(wj)
. (3.28)
In order to calculate the next term in (3.10) one should follow the procedure presented
in Chapter 2 with the above explained modifications due to presence of N sectors and Ms
zero modes in each of them. The result is
− det (ΩL(wj)) Mtot∑
s,N=1
Kλ(z, ws)R
−1
sNΩN (w). (3.29)
The final result can be written in compact form
< 0|γ(z)β(w)
Mtot∏
r=1
δ(β(wr))|0 >=
= det


Kλ(z, w) Kλ(z, w1) ... Kλ(z, wMtot)
Ω1(w) Ω1(w1) ... Ω1(wMtot)
... ... ... ...
ΩMtot(w) ΩMtot(w1) ... ΩMtot(wMtot)

 (det ΩL(wj))−2. (3.30)
It has all the necessary analytical properties of the propagator: poles as z → w,
z → wr, wr1 → wr2 (r1 6= r2) and zeroes as w → wj .
One can also define
< 0|γ(z)β(w)∏Mtotr=1 δ(β(wr))|0 >
< 0|∏Mtotr=1 δ(β(wr))|0 > =
15
= det


Kλ(z, w) Kλ(z, w1) ... Kλ(z, wMtot)
Ω1(w) Ω1(w1) ... Ω1(wMtot)
... ... ... ...
ΩMtot(w) ΩMtot(w1) ... ΩMtot(wMtot)

 (det ΩL(wj))−1 . (3.31)
4. THE 4-POINT CORRELATOR
The operator formalism allows also the calculation of higher order correlation func-
tions. In this Chapter the computation of the four-point correlator
< 0|γ(z1)γ(z2)β(w1)β(w2)
Mtot∏
s=1
δ(β(us))|0 > . (4.1)
is presented. The Wick theorem implies
< 0|γ(z1)γ(z2)β(w1)β(w2)
Mtot∏
s=1
exp (ipsβ(us)) |0 >=
=
(
Kλ(z1, w1)Kλ(z2, w2) +Kλ(z1, w2)Kλ(z2, w1)
)
< 0|
Mtot∏
s=1
exp (ipsβ(us)) |0 > +
+Kλ(z1, w1)
Mtot∑
t=1
iptKλ(z2, ut) < 0|β(w2)
Mtot∏
s=1
exp (ipsβ(us)) |0 >
+Kλ(z1, w2)
Mtot∑
t=1
iptKλ(z2, ut) < 0|β(w1)
Mtot∏
s=1
exp (ipsβ(us)) |0 >
+Kλ(z2, w1)
Mtot∑
t=1
iptKλ(z1, ut) < 0|β(w2)
Mtot∏
s=1
exp (ipsβ(us)) |0 >
+Kλ(z2, w2)
Mtot∑
t=1
iptKλ(z1, ut) < 0|β(w1)
Mtot∏
s=1
exp (ipsβ(us)) |0 >
−
Mtot∑
t1,t2=1
pt1pt2Kλ(z1, ut1)Kλ(z2, ut2) < 0|β(w1)β(w2)
Mtot∏
s=1
exp (ipsβ(us)) |0 > (4.2)
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Only the last term in (4.2) requires a new analysis.
It is necessary to compute
β(w1)β(w2) exp

iN−1∑
s=0
+∞∑
j=−∞
As,jβs,j

 |0 >=
= −1
2
N−1∑
r,s=0
+∞∑
j,k=−∞
Ψr,−jΨs,−k
(
xr,j − i ∂
∂xr,j
)(
xs,k − i ∂
∂xs,k
)
×
× exp
(
− i
2
N−1∑
s′=0
∑
n′<λ
x2s′,n′
)
exp

− i
2
N−1∑
q=0
∑
m≥λ
(
(Aq,−m + i
√
2xq,m)
2 + x2q,m
) =
=
N−1∑
r,s=0
∑
j,k≥λ
Ψr,−jΨs,−k
(
(Ar,−j + i
√
2xr,j)(As,−k + i
√
2xs,k) + iδjk
)
×
× exp
(
− i
2
N−1∑
s′=0
∑
n′<λ
x2s′,n′
)
exp

− i
2
N−1∑
q=0
∑
m≥λ
(
(Aq,m + i
√
2xq,−m)
2 + x2q,−m
) (4.3)
where
β(w) =
N−1∑
s=0
+∞∑
j=−∞
Ψs,jβs,j, Ψs,j(w) = fs(w)w
−j−λ (4.4)
so that
Ar,j =
Mtot∑
s=1
psΨr,j(us). (4.5)
In the correlator
< 0|β(w1)β(w2) exp
(
i
Mtot∑
r=1
prβ(ur)
)
|0 >=
=
1
Vλ
∫ N−1∏
s=0
+∞∏
j=−∞
dxs,j
∫ Mtot∏
r=1
dpr exp

 i
2
N−1∑
t=0
( ∑
n≥λ+Ms
x2s,n −
∑
n<λ+Ms
x2s,n
)×
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×
N−1∑
r,s=1
∑
j,k≥λ
Ψr,−jΨs,−k
(
(Ar,−j + i
√
2xr,j)(As,−k + i
√
2xs,k) + iδj,kδr,s
)
×
× exp

− i
2
N−1∑
s=0

∑
n<λ
x2s,n +
∑
j≥λ
(
(As,−j + i
√
2xs,j)
2 + x2s,j
)

 (4.6)
the integrations over dxs,n for n < λ are trivial. In the integrations over dxs,n for
n ≥ λ +Ms a crucial observation is that in the sum over j, k > λ the only terms that
survive are those for which j, k ≤ λ+Ms−1. The reason is that (2.27) holds. One obtains
therefore
< 0|β(w1)β(w2) exp
(
i
Mtot∑
r=1
prβ(ur)
)
=
1
V′λ
∫ N−1∏
s=0
λ+Ms−1∏
n=λ
dxs,n
∫ Mtot∏
r=1
dpr×
×
N−1∑
r,s=1
λ+Ms−1∑
j,k=λ
Ψr,−jΨs,−k
(
(Ar,−j + i
√
2xr,j)(As,−k + i
√
2xs,k) + iδj,kδr,s
)
×
× exp
(
− i
2
N−1∑
s=0
λ+Ms−1∑
n=λ
(
(As,−n + i
√
2xs,n)
2 + 2x2s,n
))
. (4.7)
At this point it is very convenient to rewrite above expression using the indices L
introduced in Chapter 3.
< 0|β(w1)β(w2) exp
(
i
Mtot∑
r=1
prβ(ur)
)
|0 >= 1
V′λ
∫ Mtot∏
J=1
∫ Mtot∏
r=1
dpr×
×
Mtot∑
K,L=1
ΨKΨL
(
(AK + i
√
2xK)(AL + i
√
2xL) + iδK,L
)
×
× exp
(
− i
2
Mtot∑
J=1
(
(AJ + i
√
2x2J + 2x
2
J
))
. (4.8)
One should not forget that in (4.2) this expression is multiplied by (−)pt1pt2 . Per-
forming the standard changes of variables pr → AL and AJ → A˜J = AJ + i
√
2xJ , the
remaining integrals are
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1V′λ
∫ Mtot∏
K=1
dxK
∫ Mtot∏
J=1
dA˜J exp
(
− i
2
Mtot∑
J=1
(
A˜2J + 2x
2
J
))
×
×R−1t1MR−1t2N (A˜M − i
√
2xM )(A˜N − i
√
2xN )
Mtot∑
K,L=1
ΨKΨL
(
A˜KA˜L + iδK,L
)
(4.9)
One can replace ΨJ (z) with ΩJ(z) as for the allowed values of J only the zero modes
appear in the above expression, which we denote with the symbol ΩJ .
Integrals to be evaluated are
∫ Mtot∏
Q=1
dA˜Q(A˜M − i
√
2xM )(A˜N − i
√
2xN )(A˜KA˜L + iδK,L) exp
(
− i
2
Mtot∑
S=1
A˜2S
)
(4.10)
It is clear that terms with xM drop out. Terms linear in xM give rise to terms linear or
of the third order in A˜P which yield no contribution after integration. Also the quadratic
term containing xMxN gives rise to integral with A˜KA˜L + iδK,L which integrated give 0
because of (2.27) .
The tensor structure of (4.10) implies that it must be of the form
const (δN,KδM,L + δN,LδM,K)
∫ Mtot∏
S=1
dA˜S exp
(
− i
2
Mtot∑
S=1
A˜2S
)
.
Using
∫
dpp4 exp
(− i
2
p2
)
= −3
∫
dp exp
(− i
2
p2
)
(4.11)
and
∫
dpp2 exp
(− i
2
p2
)
= −i
∫
dp exp
(− i
2
p2
)
. (4.12)
it is easy to verify that const = −1.
After performing the remaining trivial integrations the final expression for the last
term in (4.2) is (apart from the Jacobian det
(
∂AJ
pr
)
)
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Mtot∑
t1,t2=1
Kλ(z1, ut1)Kλ(z2, ut2)
(
R−1t1LΩL(w2)R
−1
t2K
ΩK(w1) +R
−1
t1K
ΩK(w1)R
−1
t2L
ΩL(w2)
)
(4.13)
Altogether (4.2) is equal to
1
det ΩI(uJ)
(
Kλ(z1, w1)Kλ(z2, w2) +Kλ(z1, w2)Kλ(z2, w1)+
−
Mtot∑
t=1
Mtot∑
K=1
(
Kλ(z1, w1)Kλ(z2, ut)R
−1
tKΩK(z2) +Kλ(z1, w2)Kλ(ut, w1)R
−1
tKΩK(z2)+
+Kλ(z2, w1)Kλ(ut, w2)R
−1
tKΩK(z1) +Kλ(z1, w1)Kλ(ut, w2)R
−1
tKΩK(z1)
)
+
+
Mtot∑
t1,t2=1
Mtot∑
L,K=1
(
Kλ(ut1 , w1)Kλ(ut2 , w2)R
−1
t1L
ΩL(z2)R
−1
t2K
ΩK(z1)+
+Kλ(ut1 , w1)Kλ(ut2 , w2)R
−1
t1K
ΩK(z1)R
−1
t2L
ΩL(z2)
))
(4.14)
With manipulations analogous to those used in the derivation of (3.29) it is possible to
write down (4.14) in a compact form. The details are given in Appendix B. The four-point
correlator is
< 0|β(z1)β(z2)γ(w1)γ(w2)
∏Mtot
s=1 δ(β(us))|0 >
< 0|∏Mtots=1 δ(β(us))|0 > =
=
< 0|β(z1)γ(w1)
∏Mtot
s=1 δ(β(us))|0 >
< 0|∏Mtots=1 δ(β(us))|0 >
< 0|β(z2)γ(w2)
∏Mtot
s=1 δ(β(us))|0 >
< 0|∏Mtots=1 δ(β(us))|0 > +
+
< 0|β(z1)γ(w2)
∏Mtot
s=1 δ(β(us))|0 >
< 0|∏Mtots=1 δ(β(us))|0 >
< 0|β(z2)γ(w1)
∏Mtot
s=1 δ(β(us))|0 >
< 0|∏Mtots=1 δ(β(us))|0 > (4.15)
Appendix A. GAUSSIAN REPRESENTATION
The aim of this Appendix is to provide a short but selfconsistent presentation of the
construction of ”gaussian” representation for β − γ system proposed in [15]. The notation
correspond to that used in Chapter 2 where the RS is a complex sphere.
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The elementary excitations for β and γ satisfy the commutation relations:
[γn, βm] = δn+m,0. (A.1)
They are represented as
βn = − i√
2
(x−n − i ∂
∂x−n
) (A.2)
γn =
1√
2
(xn + i
∂
∂xn
) (A.3)
The operators βn and γm act on functions of xn. The vector space they act on is a
product of ”gaussian” factors exp(± i2x2n) multiplied by polynomials in xm. In this vector
”Fock space” the scalar product is defined in the following way:
< Φ1|Φ2 >≡ 1
Vλ
∫ ∏
n
dxn (Φ1(x))
∗
Φ2(x). (A.4)
It is assumed that x∗n = x−n (but in the case of general RS this rule will have to be
modified). Vλ is a formally infinite normalization factor equal to
Vλ =
(∫ dp exp (− i2p2)
2π
)2λ−1( ∏
m<−λ
∫
exp
(−ix2m) dxm)( ∏
n≥1−λ
∫
exp
(
ix2n
)
dxn
)
(A.5)
It is understood that (A.4) is defined in such a way that the two formally infinite
terms in numerator and denominator cancel each other.
A choice of the vaccum state is a choice of ”Bose sea level”. A vacuum state Φ(λ) can
be constructed such that
< Φ(λ)|Φ(λ) >=∞ (A.6)
(the explanation for that infinity can be found in Introduction) but (assume that
λ ≥ 2)
< Φ(λ)|
λ−1∏
j=1−λ
δ(γj)|Φ(λ) >= 1. (A.7)
The correct defintion is
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Φλ(x) = exp
i
2

∑
n≥λ
x2n −
∑
n<λ
x2n

 . (A.8)
It satisfies
(
Φ(λ)(x)
)∗
= Φ1−λ(x). (A.9)
so that
Φ
(λ)
0
(
Φ
(λ)
0
)∗
= exp i

∑
n≥λ
x2n −
∑
n<−λ
x2n

 (A.10)
The integration over dxλ−1...dx1−λ in (A.4) lead to (A.6).
On the other hand
δ(γn) exp
(
− i
2
x2n
)
=
1
2π
∫
dp exp
(
ipγn
)
exp
(
− i
2
x2n
)
=
=
1
2π
∫
dp exp
( i√
2
p(xn+i
∂
∂xn
)
)
exp
(
− i
2
x2n
)
=
1
2π
∫
dp exp
( i
2
x2n−
i
2
(p−i
√
2xn)
2
)
=
=
1
2π
∫
dp exp
(
− 1
2
p2
)
exp
(
i
2
x2n.
)
(A.11)
Therefore, thanks to the appropriate definition of the normalization factor Vλ, (A.7)
holds.
An important identity used above is
exp
(
a
∂
∂x−n
)
exp
(
i
2
x2−n
)
= exp
(
iax−n +
i
2
a2
)
exp
(
i
2
x2−n
)
. (A.12)
Appendix B. DERIVATION OF (4.15)
The aim of this Appendix is to provide a proof that the 4-point correlation function
can be represented by (4.15). The starting point is (4.14) and the basic trick is that used
in the derivation of (3.29):
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Mtot∑
s,N=1
Kλ(z, ws)R
−1
sNΩN (w) = Kλ(z, w)−
det


Kλ(z, w) Kλ(z, w1) ... Kλ(z, wMtot)
Ω1(w) Ω1(w1) ... Ω1(wMtot)
... ... ... ...
ΩMtot(w) ΩMtot(w1) ... ΩMtot(wMtot)

(detΩL(wj))−1. (B.1)
Thanks to (B.1) all the summations in (4.14) can be eliminated. One obtains (every-
thing has to be multiplied by 1
det ΩI(uJ )
)
Kλ(z1, w1)Kλ(z2, w2) +Kλ(z1, w2)Kλ(z2, w1)+
−Kλ(z1, w1)Kλ(z2, w2)+
+
1(
detΩI(uJ )
)Kλ(z1, w1) det


Kλ(z2, w2) Kλ(z2, u1) ... Kλ(z2, uMtot)
Ω1(w2) Ω1(u1) ... Ω1(uMtot)
... ... ... ...
ΩMtot(w2) ΩMtot(u1) ... ΩMtot(uMtot)

+
−Kλ(z1, w2)Kλ(z2, w1)+
+
1(
detΩI(uJ )
)Kλ(z1, w2) det


Kλ(z2, w1) Kλ(z2, u1) ... Kλ(z2, uMtot)
Ω1(w1) Ω1(u1) ... Ω1(uMtot)
... ... ... ...
ΩMtot(w1) ΩMtot(u1) ... ΩMtot(uMtot)

+
−Kλ(z2, w1)Kλ(z1, w2)+
+
1(
detΩI(uJ )
)Kλ(z2, w1) det


Kλ(z1, w2) Kλ(z1, u1) ... Kλ(z1, uMtot)
Ω1(w2) Ω1(u1) ... Ω1(uMtot)
... ... ... ...
ΩMtot(w2) ΩMtot(u1) ... ΩMtot(uMtot)

+
−Kλ(z2, w2)Kλ(z1, w1)+
+
1(
detΩI(uJ )
)Kλ(z2, w2) det


Kλ(z1, w1) Kλ(z1, u1) ... Kλ(z1, uMtot)
Ω1(w1) Ω1(u1) ... Ω1(uMtot)
... ... ... ...
ΩMtot(w1) ΩMtot(u1) ... ΩMtot(uMtot)

+
+
(
Kλ(z1, w2)− 1(
detΩI(uJ)
) det


Kλ(z1, w2) Kλ(z1, u1) ... Kλ(z1, uMtot)
Ω1(w2) Ω1(u1) ... Ω1(uMtot)
... ... ... ...
ΩMtot(w2) ΩMtot(u1) ... ΩMtot(uMtot)


)
×
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×
(
Kλ(z2, w1)− 1(
detΩI(uJ)
) det


Kλ(z2, w1) Kλ(z2, u1) ... Kλ(z2, uMtot)
Ω1(w1) Ω1(u1) ... Ω1(uMtot)
... ... ... ...
ΩMtot(w1) ΩMtot(u1) ... ΩMtot(uMtot)


)
+
+
(
Kλ(z1, w1)− 1(
detΩI(uJ)
) det


Kλ(z1, w1) Kλ(z1, u1) ... Kλ(z1, uMtot)
Ω1(w1) Ω1(u1) ... Ω1(uMtot)
... ... ... ...
ΩMtot(w2) ΩMtot(u1) ... ΩMtot(uMtot)


)
×
×
(
Kλ(z2, w2)− 1(
detΩI(uJ )
) det


Kλ(z2, w2) Kλ(z2, u1) ... Kλ(z2, uMtot)
Ω1(w2) Ω1(u1) ... Ω1(uMtot)
... ... ... ...
ΩMtot(w2) ΩMtot(u1) ... ΩMtot(uMtot)


)
(B.2)
All except of two terms cancel each other and (4.14) turns out to be equal
1(
detΩI(uJ)
)3
(
det


Kλ(z1, w2) Kλ(z1, u1) ... Kλ(z1, uMtot)
Ω1(w2) Ω1(u1) ... Ω1(uMtot)
... ... ... ...
ΩMtot(w2) ΩMtot(u1) ... ΩMtot(uMtot)


)
×
×
(
det


Kλ(z2, w1) Kλ(z2, u1) ... Kλ(z2, uMtot)
Ω1(w1) Ω1(u1) ... Ω1(uMtot)
... ... ... ...
ΩMtot(w1) ΩMtot(u1) ... ΩMtot(uMtot)


)
+
+
(
det


Kλ(z1, w1) Kλ(z1, u1) ... Kλ(z1, uMtot)
Ω1(w1) Ω1(u1) ... Ω1(uMtot)
... ... ... ...
ΩMtot(w2) ΩMtot(u1) ... ΩMtot(uMtot)


)
×
×
(
det


Kλ(z2, w2) Kλ(z2, u1) ... Kλ(z2, uMtot)
Ω1(w2) Ω1(u1) ... Ω1(uMtot)
... ... ... ...
ΩMtot(w2) ΩMtot(u1) ... ΩMtot(uMtot)


))
(B.3)
By looking at (3.31) one immediately gets (4.15).
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