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Abstract
Data pre-processing presents the most time consuming phase in the whole process of knowledge discovery. The complexity 
of data pre-processing depends on the data sources used. The aim of this work is to determine to what extent it is necessary 
to carry out the time consuming data pre-processing in the process of discovering sequential patterns in e-documents. We
used the transaction/sequence model for text representation and sequence rule analysis as a method of modelling. We
compare four datasets of different quality obtained from texts and pre-processed in different ways: data with identified the
paragraph sequences, data with identified the sentence sequences, data with identified the paragraph sequences without stop
words and data with identified the sentence sequences without stop words. We try to assess the impact of these advanced
techniques of data pre-processing on the quantity and quality of the extracted rules. The results confirm some initial
assumptions, but they also show that the stop words removal has a substantial impact on the quantity and quality of 
extracted rules in case of paragraph sequence identification. Contrary, in case of sentence sequence identification, removing
the stop words has not any significant impact on the quantity and quality of extracted rules.
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1. Introduction
The present era is characterised by the amount of available electronic data on one hand, but often a lack of 
knowledge on the other hand [1]. A huge amount of data has a weak predictive value. The concept of 
Knowledge Discovery was created for this purpose [2]. We understand knowledge discovery as a process
involving data collection, data pre-processing, data transformation, data analysis and results interpretation [3].
Knowledge discovery is characterised with a wide range of variables and data sources.
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Knowledge Discovery in Databases (KDD) is the most common area of knowledge discovery. Fayyad 
defined this area as a non-trivial acquisition of hitherto unknown and potentially useful implicit information 
from data [3]. KDD has a methodological background in databases, statistics and machine learning. Production 
databases and data warehouses are data sources. 
In this case, where data is obtained from text, this process is call text mining or knowledge discovery in 
texts, where the electronic documents are the data source. Knowledge discovery in texts is analogous with 
knowledge discovery in databases [4]. Similarly, Sullivan understands knowledge discovery in texts in 
concordance with the general definition of knowledge discovery [5]. The biggest differences are in data pre-
processing itself, which means how to represent a text for use with analytical methods. Knowledge discovery in 
texts involves many scientific fields. Similarly like in KDD, statistical methods and methods of machine 
learning are used as the tools for data analysis in knowledge discovery in texts. However, knowledge discovery 
in texts builds on theoretical and computational linguistics by data pre-processing [6-9]. 
The biggest differences among areas of knowledge discovery are during the phase of data pre-processing in 
the process of managing CRISP-DM methodology [2].  Data pre-processing presents the most time consuming 
phase in the whole process of knowledge discovery. The complexity of data pre-processing depends on the data 
sources used. A data file of M variables and N cases is an input to an analytical procedure. Not only data 
transformation into analysis-ready format (by analytical tools into the required form) is the matter of data pre-
processing, but also the data quality itself.  
Relatively, the simplest data pre-processing is in the case of the use of data as a data source.  Simply, the 
data pre-processing consists of data selection, cleaning, creating, integrating and formatting [10]. In the case of 
data warehousing, there is no data cleaning and integrating, which reduces the data pre-processing even more. 
In electronic documents, the stem words would be the variables. The weights of individual stem words 
would be the cases in each text of documents, i.e. each text document represents a vector of weights primarily 
divided by frequency of incidences of stem words. Simply, data pre-processing consists of converting 
document into a plain text and then of stem word identification. More detail about e-document representation 
and data pre-processing for the purpose of data analysis is dealt with in books on the subject of text mining, 
content analysis etc. [6-7], [9], [11]. 
The aim of this work is to determine to what extent it is necessary to carry out the time consuming data pre-
processing in the process of discovering sequential patterns in e-documents. For this purpose, an experiment 
was conducted focusing on data pre-processing in e-documents. We used the transaction/sequence model for 
text representation [12], and we were influenced by contributions [13-14] during the realisation of an 
experimental plan. 
The rest of the paper is structured subsequently: in section 2 we summarize related work of other authors 
that deal with data pre-processing issues in the field of usage of text mining and text representation. We 
summarize transaction/sequence model in section 3. Subsequently, we particularize research methodology in 
section 4. This section describes how we prepared texts in different levels of data pre-processing. Section 5 
provides a summary of the experiment results in detail. Finally, we discuss obtained results in section 6. 
2. Related work  
The disadvantage of electronic documents over databases consists of unstructured data. The solution is to 
create variables that will adequately represent the analysed text. Text representation is the essential step for text 
pre-processing.  
Text (document) is a sequence of words [15] represented by an array of words. Most often a text of 
document is represented by a vector. Vector has as many components as stem words in dictionary or examined 
document collection. This results in disadvantages such as high dimension vector (a large number of variables) 
and sparse vectors (missing values). Each stem word for the document can be coded: world frequency  simple 
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frequency of word incidence; binary frequency  binary indicator of incidence; log frequency - logarithm 
function provides "damping" of word incidences, i.e. stabilization of variance [2] and inverse document 
frequency, which presents a very useful transformation taking into account the specificity of words and a total 
frequency of incidences [16-17].  
Besides the most used vector space model (VSM) for text representation or document representation, a 
tensor space model (TSM) is used. TSM unlike the SSM models a text by multilinear algebraic high-order 
tensor instead of the traditional vector [18].  
Another text representation - a matrix representation of document was designed by Xufei Wang et al. The 
document is a set of segments where rows represent distinct terms and columns represent cohesive segments 
[19]. 
The other methods based on different text representation as a vector are n-grams representation [20], Nature 
Language Processing [21-22], Bag-Of-Words [23-24] or Distributional Word Clusters [25]. But all these 
methods consider only term frequency of words incidences in texts and therefore ignoring the significance 
sequences in which they occur. 
As in our case, there are other approaches taking into account the position of token in the text [26]. 
The aim of an experiment is to determine to what extent removing the stop words influences on sequence 
rules in short texts. There are many scientists [27] who state, that with removing the stop words we miss 
important information or lose, the text receives different meaning. 
3. Transaction/sequence model  
Text mining is analogous to KDD. Sometimes it is enough to slightly adapt the existing methods and 
procedures from other areas of knowledge discovery. In our case we chose a quite unusual representation of 
short texts, and we found the inspiration in area of KDD and web usage mining. We used the 
transaction/sequence model for text representation, which allows us to examine the relationships between the 
examined attributes and search for associations among the identified tokens (content words or stop words) in 
the texts. Similarly, like in market basket analysis, a transaction represents one purchase, or in web analysis it 
f words in short written 
texts. 
The structure and data character predetermine the use of specific methods for analysis  data modelling. In 
case of the use of transaction/sequence model for text representation, it is mainly association rule analysis and 
sequence rule analysis. The difference between the association and the sequence rule analysis is that we do not 
analyse the sequences but the transactions in association rule analysis, which means, we do not include the 
sequence variable representing the order of the words in text into the analysis. The transaction represents a set 
of the words occurred in text, whereby the order of incidence of the identified words (content words or stop 
words) in the given text is not taken into account. 
Association/sequence rule analysis has its application also in area of quantitative syntax analysis [28]. 
Specially, in our case, we focused on data from the above mentioned area by the evaluation of data pre-
processing in process of knowledge discovery in texts.   
Examined variables: 
 Text ID, 
 Paragraph ID,  
 Sentence ID - within a paragraph,  
 Transaction/Sequence ID - a set ID of tokens in text, it consists of previous two/three variables, 
 Sequence - an order of words in text/paragraph/sentence, 
 Content word - word that refers to object, action or property, 
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 Part of speech - words classification (nouns, verbs, adjectives, adverbs, articles, pronouns, prepositions, 
conjunctions and the rest-unclassified), 
 Stop words - words which do not contain important significant information or occur so often that in text that 
they lose their usefulness, 
 Snowball category - there is not one definite list of stop words, for our experiment we used a list defined in 
Snowball project. 
 
Fig. 1 Application of techniques of data pre-processing. 
4. Research Methodology of Experiment  
We aimed at specifying the inevitable steps that are required for gaining valid data from the texts 
represented by transaction/sequence model. Specially, we focused on the sequence identification and data 
cleaning (Fig. 1). We tried to assess the impact of this advanced techniques on the quantity and quality of the 
extracted rules which represent the sequential patterns.  
Experiment was realized in several steps.  
1. Text Collection. 
2. Format removal. 
3. Data pre-processing on various levels (Fig. 1):  
3.1. with an paragraph sequence identification (File A1), 
3.2. with an sentence sequence identification (File A2), 
3.3. with stop words removal and an paragraph sequence identification (File B1), 
3.4. with stop words removal and an sentence sequence identification (File B2). 
4. Data analysis - searching for sequential patterns in individual files. We used STATISTICA Sequence, 
Association and Link Analysis for sequence rules extraction. It is an implementation of algorithm using the 
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powerful a-priori algorithm [29-32] together with a tree structured procedure that only requires one pass 
through data [33-34]. 
5. Understanding the output data - creation of data matrices from the outcomes of the analysis, defining 
assumptions. 
6. Comparison of results of data analysis elaborated on various levels of data pre-processing from the point of 
view of quantity and quality of the found rules  sequential patterns. 
 
We articulated the following assumptions: 
1. we expect that removing stop words will have a significant impact on the quantity of extracted rules, 
2. we expect that removing stop words will have a significant impact on the quantity of extracted rules in terms 
of decreasing the portion of inexplicable rules,  
3. we expect that removing stop words will have a significant impact on the quality of extracted rules in the 
term of their basic measures of the quality. 
5. Results  
5.1. Data understanding 
The analysed text documents consisted of short texts. After the conversion into the plain text, parsing and 
tokenisation, 57.41 % of content words were identified. Based on Snowball list of stop words 42.59 % of stop 
words were determined in our short texts. Among the most frequent content words belonged the nouns with 
portion higher than 22 %, the uncategorised (based on our simple rules in English morphology) and the verbs 
with portion higher than 15 %, then the pronouns and prepositions, each with portion approximately 10 % of 
tokens. The remaining content words: conjunctions, articles and adverbs achieved the portion less than 7 % 
from the point of view of incidence. 
Based on snowball stop words list, the most occurred stop words (they are classified into several categories) 
the rest (overlap among prepositions, conjunctions, adverbs etc.) with portion higher than 17 % and the 
pronouns forms (demonstratives, interrogatives, reflexive and possessive adjectives or pronouns) with portion 
more than 8 %. The articles with portion approximately 7 % also belonged to the most frequent stop words. 
The commonest (the most common in English texts), verb forms (verb+negation, pronoun+verb and 
auxiliary+negation) and auxiliaries achieved the portion lower than 5 % from the point of view of incidence. 
5.2. Comparison of the quantity of extracted rules in examined files 
The analysis (Table 1) resulted in sequence rules, which we obtained from frequented sequences fulfilling 
their minimum support (in our case min s = 0.1). Frequented sequences were obtained from identified 
sequences based on the length of the text (paragraph/sentence).  
There is a high coincidence between the results (Table 1) of sequence rule analysis in terms of the portion of 
the found rules in case of files with sentence sequence identification (File A2, File B2). The most rules were 
extracted from file with paragraph sequence identification without stop words; concretely 75 were extracted 
from the file (File B1), which represents over 69 % of the total number of found rules. Based on the results of 
Q test (Table 1), the zero hypothesis, which reasons that the incidence of rules does not depend on individual 
levels of data pre-processing for text mining is rejected at the 1 % significance level.  
among examined files. The value of coefficient (Table 2) is 0.25, while 1 means a perfect concordance and 0 
represents discordance. Low value of coefficient confirms Q test results.  
From the multiple comparison (Tukey HSD test) two homogenous groups (Table 2) consisting of files (File 
A2, File B2) and (File A1, File B1) were identified in term of the average incidence of the found rules. 
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Statistically significant differences on the level of significance 0.05 in the average incidence of found rules 
were proved between files with paragraph sequence identification (File A1, File B1) and files with sentence 
sequence identification (File A2, File B2). 
Table 1. Incidence of discovered sequence rules in particular files. 
Body ==> Head File A1 File B1 File A2 File B2 
(  verb  ) ==> (  definite article  ) 1 0 0 0 
      
(  noun  ), (  adjective  ) ==> (  verb  ) 0 1 0 0 
       
(  adjective  ) ==> (  noun  ) 1 1 1 1 
Count of derived sequence rules 59 75 23 22 
Percent of derived sequence rules (Percent 1's) 54.63 69.44 21.30 20.37 
Percent 0's 45.37 30.56 78.70 79.63 
Cochran Q Test Q = 79.3260; df = 3; p < 0.0000 
Table 2. Homogeneous groups for incidence of derived rules in examined files. 
File Mean 1 2 
File B2 0.2037 **** 
File A2 0.2130 **** 
File A1 0.5463 **** 
File B1 0.6944   **** 
Kendall Coeff. of Concordance 0.2448 
 
Identification of sequence based on length (paragraph/sentence) has an important impact on the quantity of 
extracted rules.  Naturally, we obtained higher number of frequented sequences and as well as rules from the 
longer sequences. On the contrary, removing the stop words has no significant impact on the quantity of 
extracted rules.  
Now, we will look at the results of sequence analysis more closely, while taking into consideration the 
portion of each kind of the discovered rules [35]. We require from association rules that they be not only clear 
but also useful. Association analysis produces the three common types of rules [36]:  
 the useful (utilizable, beneficial),  
 the trivial,  
 the inexplicable. 
In our case upon sequence rules we will differentiate same types of rules.  
The only requirement (validity assumption) of the use of chi-square test is high enough expected frequencies 
[37]. The condition is violated if the expected frequencies are lower than 5. The validity assumption of chi-
square test in our tests is violated. This is the reason why we shall not prop ourselves only upon the results of 
Pearson chi-square test, but also upon the value of calculated contingency coefficient and graphic visualization 
of dependency. 
variables. The values of coefficient (Table 3) are higher than 0.3. There is a medium dependency among the 
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portion of the useful, trivial and inexplicable rules and their incidence in the set of the discovered rules 
extracted from the data matrix File A1/File B1, the contingency coefficients are statistically significant.  
Table 3. Crosstabulations - Incidence of rules x Types of rules: (a) File A1; (b) File B1. 
Incidence\Types File A1 File B1 
  useful trivial inexp. useful trivial inexp. 
0 
6 9 33 9 15 8 
28.57% 27.27% 62.26% 39.13% 45.45% 15.09% 
1 
15 24 20 14 18 45 
71.43% 72.73% 37.74% 60.87% 54.55% 84.91% 
 
21 33 53 23 33 53 
100% 100% 100% 100% 100% 100% 
Pearson Chi-square 12.8692; df = 2; p = 0.0016 10.3813; df = 2; p = 0.0056 
Contingency Coef. C 0.3277 0.2949 
 0.3468 0.3086 
Table 4. Crosstabulations - Incidence of rules x Types of rules: (a) File A2; (b) File B2. 
Incidence\Types File A2 File B2 
useful trivial inexp. useful trivial inexp. 
0 
2 5 5 3 8 2 
25.00% 29.41% 50.00% 37.50% 47.06% 20.00% 
1 
6 12 5 5 9 8 
75.00% 70.59% 50.00% 62.50% 52.94% 80.00% 
 
8 17 10 8 17 10 
100% 100% 100% 100% 100% 100% 
Pearson Chi-square 1.5814; df = 2; p = 0.4535 1.9751; df = 2; p = 0.3725 
Contingency Coef. C 0.2079 0.2311 
 0.2126 0.2376 
 
The coefficient values (Table 4) are higher than 0.2, while 1 represents perfect dependency and 0 means 
independency. There is a small dependency among the portion of the useful, trivial and inexplicable rules and 
their incidence in the set of the discovered rules extracted from the data matrix File A2/File B2, and the 
contingency coefficients are not statistically significant.  
The graphs (Fig. 2) visualize interaction frequencies  File A1/File B1 x Types of rules. Curves in this case 
are not copied too, they have different course  which only proves the results of the analysis.  
 The portion of the useful, trivial and inexplicable rules depends on paragraph sequence identification and 
does not depend on sentence sequence identification. Removing stop words has impact on increasing the 
portion of inexplicable rules, in case of paragraph identification, this impact is stronger. In addition, it has an 
impact on decreasing the portion of trivial and useful rules.  
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Fig. 2 (a) Interaction Plot - File A1 x Types of rules; (b) Interaction Plot - File B1 x Types of rules. 
5.3. Comparison of the quality of extracted rules in examined files 
Quality of sequence rules is assessed by means of two indicators [36]: support and confidence. Results of 
the sequence rule analysis showed differences not only in the quantity of the found rules, but also in the quality. 
e represents the degree of concordance in the support of the found rules 
among examined files. The value of coefficient (Table 5a) is 0.5, while 1 means a perfect concordance and 0 
represents discordancy. 
From the multiple comparison (Tukey HSD test) a single homogenous group (Table 5a) consisting of files 
File A2, File B2 and File A1 was identified in term of the average support of the found rules. Statistically 
significant differences on the level of significance 0.05 in the average support of found rules were proved 
among File B1 and the remaining ones. 
Table 5. Homogeneous groups for (a) support of derived rules; (b) confidence of derived rules. 
Support Mean 1 2 Confidence Mean 1 2 
File A2 18.1373 ****   File A2 33.4732 ****   
File B2 22.3232 **** File B2 41.0641 **** 
File A1 26.7797 **** File A1 42.1873 **** 
File B1 35.7627   **** File B1 53.4090   **** 
Kendall Coeff. of Concordance 0.5000 Kendall Coeff. of Concordance 0.5000 
 
There were demonstrated differences in the quality in terms of confidence characteristics values of the 
discovered rules among individual files. The coefficient of concordance values (Table 5b) is 0.5, while 1 means 
a perfect concordance and 0 represents discordancy.  
From the multiple comparison (Tukey HSD test) a single homogenous group (Table 5b) consisting of files 
File A2, File B2 and File A1 was identified in term of the average confidence of the found rules. Statistically 
significant differences on the level of significance 0.05 in the average confidence of found rules were proved 
among File B1 and the remaining ones. Results (Table 5a, Table 5b) show that the largest degree of 
concordance in the support and confidence is among the rules found in the file with sentence sequence 
identification (File A2, File B2) and with paragraph sequence identification including stop words (File A1). On 
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the contrary, discordancy is among file with paragraph sequence identification without stop words (File B1) 
and the remaining files (File A2, File B2 and File A1).  In case of paragraph sequence identification, removing 
stop words has a substantial impact on the quality of extracted rules. Contrary, in case of sentence sequence 
identification, removing stop words has not any significant impact on the quality of extracted rules. 
6. Discussion and Conclusions 
The experiment contribution in area of knowledge discovery in texts could be evaluated from the point of 
view of text representation and data pre-processing. In term of data pre-processing, it is a methodology design 
and recommendations for reliable data acquisition from e-documents in process of discovering the sequence 
patterns. The contribution, in term of text representation, consists in the design and description of 
transaction/sequence model. 
The first assumption was not proved; removing stop words has no significant impact on the quantity of 
extracted rules. Identification of sequence based on length (paragraph/sentence) has an important impact on the 
quantity of extracted rules. Naturally, we obtained higher number of frequented sequences and as well as rules 
from the longer sequences.  
The second assumption was also not proved. The impact of removing stop words for reducing the portion of 
inexplicable rules was not proved in case of paragraph sequence identification as a sentence sequence 
identification. On the contrary, removing the stop words caused the increase of inexplicable rules. We found 
that the portion of the useful, trivial and inexplicable rules depends on paragraph sequence identification and 
does not depend on sentence sequence identification. After removing stop words, the portion of inexplicable 
rules increased in case of sequences assigned by sentences as well as paragraphs. While in case of paragraph 
sequence, this portion was statistically significant. In this case, it may be the merging of unrelated sequences 
and the increase of inexplicable rules is stronger with removing the stop words. In addition, it has an impact on 
decreasing the portion of trivial and useful rules. 
The third assumption was proved partially. Removing the stop words has an impact on quality of extracted 
rules only in case of paragraph sequence identification. It was showed removing stop words has a substantial 
impact on the quality of extracted rules in case of paragraph sequence identification. Contrary, in case of 
sentence sequence identification, removing stop words has not any significant impact on the quality of 
extracted rules. 
We recommend sequences identification based on sentences when transaction/sequence model is used, 
assuming that the solution of particular problem does not require other approach to sequence identification. 
Naturally, this approach to sequence identification seems to be the most suitable in case of problems solving 
from the area of quantitative syntax analysis [28]. 
The question remains regards removing stop words which cause an increase of inexplicable rules. Their 
increase was identified in case of paragraph sequence identification as sentence sequence identification. In 
addition, stop words removal caused a decrease of useful and trivial rules. Therefore, in the further research we 
will focus on identifying an impact of various categories of stop words in knowledge extraction and suggest 
possible stop words reduction. 
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