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I discuss the problem of time-dependent harmonic oscillators on the basis of a periodic
functional approach to the calculus of variations. Both the Lagrangian and Hamiltonian
formulations are explored and discussed in some detail. Some interesting consequences
are revealed.
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The problem of a harmonic oscillator with time-dependent mass and time-dependent frequency has attracted attention
for more than 50 years already and has been related to that of quantum damped oscillators (QDO) [1,2]. In most of
the models discussed in the literature, the mass parameter is time dependent, and the dynamical equations include a
damping mechanism with a driving force or without it. However, these dynamical systems are dissipative; therefore
quantum theories of non-conservative systems have been developed to encompass the dissipation issue. The topic is
important in different branches of physics including electrodynamics, solid state physics, cosmology, nanotechnology and
chromodynamics. Quantum damped harmonic oscillators were explored remarkably within two different models named as
the Bateman–Feshbach–Tikochinsky harmonic oscillator and the inverted Caldirola–Kanai oscillator [3].
The first model is a closed system with two degrees of freedom in which energy is dissipated by interaction with a
heat bath, whereas the second model is an open one-dimensional dynamical system with only one degree of freedom and
exhibiting an exponentially increasing mass with a Lagrangian given by Bateman. The main error with the Caldirola–Kanai
oscillator concerns the violation of the uncertainty relation, i.e. when time tends to infinity, the uncertainty relation
vanishes. This violation was removed by introducing an exponentially time-dependent mass. Besides this, there are some
alternative models for solving the time-dependent problem including the method of unitary transformation and the
canonical transformation. The first method consists of finding a unitary operator which can convert the Hamiltonian for
time-dependent systems to that for the corresponding time-independent systems.
However, the second method consists of transforming the position and momentum into new variables, making use of a
suitable generating function, then quantizing the system and solving the Heisenberg equation of motion. It is noteworthy
that damped harmonic oscillators (DHO) are characterizedmore generally by an amazing fact which concerns the squeezing
phenomena, that is quantum fluctuations in one quadrature are less significant than those of the other quadrature. This
feature plays a crucial role in quantum optics and trapped ions [4–6]. Some other phenomenological theories concern the
harmonic oscillator with a constant frequency and a time-dependent mass which was found to play a fundamental role
in the description of the electromagnetic field intensities in a Fabry–Pérot cavity, e.g. transport of electrons in strongly
driven heterostructure (see [1,3] and references therein). One more interesting example concerns the harmonic oscillator
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with constant mass and time-dependent periodic frequency (TDPF), e.g. ω2(t) = ω20 + (ω21/ cos2 t), (ω0, ω1) ∈ R which
plays also a vital role in quantum field theories in curved spacetime, namely the de Sitter (dS) and anti-dS (AdS) spacetimes
exhibiting damping and pumping effects on a gravitational background, i.e. interacting quantized gravity and matter [7]. In
addition, other important applications may be found in cosmology where DHOs with ω2(t) = a − 2b cos 2t, (a, b) ∈ R,
and ω2(t) = a + k2 cos t, (k) ∈ R, are used to explain the expansion of the spatially flat Friedmann oscillating universe.
Therefore, the case of a QDO with TDPF will be the focus of attention in the present work.
Regrettably, the problem of quantizing the damped harmonic oscillator with time-dependent mass and TDPF has
however remained principally unsolved. Despite the fact that the forces of frictionmay be accommodated simply in classical
mechanics, they are not incorporated within the variational action principle. Nevertheless, there is no exact method for
applying a variational principle to dissipative systems. In view of this, studies in Lagrangian and Hamiltonian mechanics of
non-conservative systems are still regarded as an interesting curiosity. In spite of the accomplishment of interaction-with-
reservoir approaches for dealingwith the DHO,we feel that there is still room for some formal developments in the direction
of a fractional theory approach. The DHO is not defined globally in time and lots of the pathologies typically attributed to
the quantum theory can be seen as artificial. An interesting advance in dealing with the problem of quantizing the DHOwas
formulated by Riewe in 1996, making use of the machinery of the fractional calculus [8], and in 2005 by the author of the
present work, making use of the fractional actionlike variational approach (FALVA) [9,10] and its extension counterparts,
wheremany interesting consequences were noted [11–14]. It is noteworthy that the fractional integration or differentiation
of non-integer order is in reality an area of current active research with many important applications in different fields of
sciences and engineering [15].
In this letter, our main aim is to explore the QDO with TDPF based on the periodic problem of the calculus of variations.
We will introduce a novel action integral, namely the periodic action integral [16]. Our motivation comes from our more
recent formulation of an exponential functional approach characterized by the action S =  τ0 L exp(−χ sin(βt))dt, L being
the Lagrangian, and where (χ, β) ∈ R. When we applied the technical machinery of differential geometry to general
relativity, it was realized that a corrected oscillating gravitational constant (OGC) arises and plays the role of a periodic
damping term acting on the theory. It was found that it is achievable to have an oscillating universe dominated by dark
energy and expanding acceleratedly in time. One motivation for introducing such a functional concerns the observation
from sorting periodic growth features of bivalve and coral fossils. In fact, there is an indication that these latter reveal a
periodic component in the time dependence on the number of days per year. Sisterna and Vucetich conjectured that an OGC
with a similar period and amplitude can elucidate such a characteristic [17].
We start by introducing the following definition:
Definition 1. Let f be a continuous function in the interval [a, b]. For t ∈ [a, b], the left and right extended periodic integrals
of order α, 0 < α < 1, are defined by
C (α)(a+)
S(α)(a+)

f (t) = 1
0(α)
∫ t
a
f (τ )
 cos[(α − 1)(t − τ)]
sin

(α − 1)(t − τ)+ π
2
 dτ , (1)

C (α)(b−)
S(α)(b−)

f (t) = 1
0(α)
∫ b
t
f (τ )

cos[(α − 1)(t − τ)]
sin

(α − 1)(t − τ)+ π
2
 dτ , (2)
where 0(α) = ∞0 tα−1 exp(−t)dt is the Euler gamma function.
Remark 1. When α = 1, we find the standard problem of the calculus of variations.
Remark 2. The common way in which Lagrangian reduction proceeds is to start with Hamilton’s principle for a dynamical
system on a certain configuration manifold Q having a symmetry group G acting on Q and next drop this action variational
principle to the quotient Q/G to gain a reduced variational principle. This theory found its origin in fluid dynamics [18,19]
while the regular theory of Lagrangian reduction was begun in [20–22] and further developed in [23,24]. In the case Q = G,
the reduced equations are the Euler–Poincaré equations that are the Lagrangian counterparts to the Lie–Poisson equations
associated with a semidirect product, and the associated Euler–Poincaré reduction theorem is well-known [25–28]. In the
general case, the reduced equations associated with this construction are called the Lagrange–Poincaré equations and their
geometry has been somewhat well-developed. It is notable that the Lie–Poisson equations are Hamiltonian equations on
the dual of the Lie algebra and stand, in the body momentum representation, for an abstraction of the Euler equations for a
rigid body as well as the Euler equations for an ideal incompressible fluid in spatial representation [29–31]. There is a well-
developed theory of Hamiltonian reduction for semidirect products governed by Lie–Poisson type equations, which applies
to dynamical problems such as those of compressible fluids and plasma MHD [32]. It was recently argued that the Poincaré
version of the standard action principle had solutions, and so does the variational problem [33]. These reduced variational
principles are motivating in their own right because they involve constraints on the allowed variations, equivalent to what
we find in the theory of nonholonomic dynamical systems with the Lagrange–d’Alembert principle. It is noteworthy that
the equation of motion of the non-self-adjoint systems with the almost Poisson structure is much more complicated to
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resolve than that of self-adjoint systems with Poisson structure. For these main reasons, we did not follow the usual route
of constructing the Hamiltonian formulation from the Lagrangian approach. Rather, we opted for the use of the Poincaré
version of the action principle to deal with the problem.
Wewill discuss in this work two independent cases: the cosine and the sine periodic functionals. Wemay now introduce
the modified Lagrangian and Hamiltonian formalism.
A. The Lagrangian formalism:
Definition A-1. Let L(·, ·, ·) : [a, b] × Rn × Rn → R be a smooth Lagrangian function assumed to be a C2-function with
respect to all its arguments. The cosine and sine periodic actionlike integrals (C/SPALI) for the calculus of variations are
defined by
SC (α)(a+)
SS(α)(a+)

L(t) = 1
0(α)
∫ t
a
L(q˙(τ ), q(τ ), τ )
 cos[(α − 1)(t − τ)]
sin

(α − 1)(t − τ)+ π
2
 dτ , (3)
under the initial condition q(a) = qa, where q˙ = dq/dτ , τ is the intrinsic time, t is the observer time, t ≠ τ , and
q(·) ∈ C2([a, b] × Rn × Rn;R).
Theorem 1. If q(·) are critical points of the (C/SPALI) (3), then q(·) satisfies the Euler–Lagrange equations:
SC (α)(a+)
SS(α)(a+)

→

∂L(q˙(τ ), q(τ ), τ )
∂q
− d
dτ

∂L(q˙(τ ), q(τ ), τ )
∂ q˙

= (α − 1) tan [(α − 1)(t − τ)] ∂L(q˙(τ ), q(τ ), τ )
∂ q˙
∂L(q˙(τ ), q(τ ), τ )
∂q
− d
dτ

∂L(q˙(τ ), q(τ ), τ )
∂ q˙

= (1− α) cot

(α − 1)(t − τ)+ π
2
 ∂L(q˙(τ ), q(τ ), τ )
∂ q˙
 . (4)
Proof. For the CPALI case, we simply perform the perturbation qk(τ ) = q0k(τ )+σk(τ )where q0k(τ ) is theminimum solution
and σk(τ ) describes the deviation of qk(τ ) from the minimum path q0k(τ ).
Replacing this into the SC (α)(a+) gives
SC (α)(a+) =
1
0(α)
∫ t
a
L

q˙0k(τ )+ σ˙k(τ ), q0k(τ )+ σk(τ ), τ

cos[(α − 1)(t − τ)]dτ .
The Taylor expansions to first order in σ˙k(τ ) and σk(τ ) give straightforwardly
SC (α)(a+) =
1
0(α)
[∫ t
a

L

q˙0k(τ ), q
0
k(τ ), τ
+ ∂L
∂ q˙k
σ˙k(τ )+ ∂L
∂qk
σk(τ )

cos[(α − 1)(t − τ)]dτ
]
.
Integrating the term in σ(t) by parts gives without difficulty
SC (α)(a+) =
1
0(α)
[∫ t
a
L

q˙0k(τ ), q
0
k(τ ), τ

cos[(α − 1)(t − τ)]dτ
]
− 1
0(α)
∫ t
a
σ (τ)
[
cos[(α − 1)(t − τ)] d
dτ

∂L
∂ q˙k

+ (α − 1) sin [(α − 1)(t − τ)] ∂L
∂ q˙k
− ∂L
∂qk
cos[(α − 1)(t − τ)]
]
dτ ,
and we get the required result. 
The second equation which corresponds to SS(α)(a+) is obtained using a similar methodology.
Remark 3. By performing the change of variable T = (α − 1)(t − τ) for the first case SC (α)(a+), we obtain
∂L(q˙(T ), q(T ), T )
∂q
− d
dT

∂L(q˙(T ), q(T ), T )
∂ q˙

= − tan T ∂L(q˙(T ), q(T ), T )
∂ q˙
, (5)
whereas for the second case SS(α)(a+), after performing the change of variable T¯ = (α − 1)(t − τ)+ π/2, we get
∂L(q˙(T¯ ), q(T¯ ), T¯ )
∂q
− d
dT¯

∂L(q˙(T¯ ), q(T¯ ), T¯ )
∂ q˙

= cot T¯ ∂L(q˙(T¯ ), q(T¯ ), T¯ )
∂ q˙
. (6)
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Remark 4. The invariance of Lagrangian theories under a reflection of time plays a critical role in numerous aspects
of theoretical physics, principally particle physics and high energy physics [34]. If we perform the time-reflection
transformation T → −T and T¯ → −T¯ , and assume an invariant Lagrangian under time reflection, then amazingly the
Euler–Lagrange equations (5) and (6) are invariants.
Our main aim at the moment is to discuss some interesting illustrations. We are motivated by the theory of the
generalized Klein–Gordon partial second-order differential equation which is obtained using the Casimir second-order
invariant operator associatedwith the so-called Fantappié–de Sitter group [35] andwhich plays a crucial role in the study of
quantum field theories with a gravitational background, e.g. the wave equation in the de Sitter universe [36,37]. However,
in this theory, the dynamical equations do not follow from the variational action or the Lagrangian procedure in contrast to
the case for the following section. The basic philosophy that we use here for building expressions for Lagrangian densities
of nonlinear dynamical equations has a somewhat old origin, in the classical mechanics literature.
Illustrations A:
A-1: To illustrate the case SC (α)(a+), we discuss the case of a harmonic oscillator with Lagrangian
L(q˙(T ), q(T ), T ) = q˙
2
2
−

η2 + Ω
2
cos2 T

q2
2
. (7)
For mathematical convenience, we choose η2 = s(s − 1), s = 0, 1, 2, . . ., and Ω2 = ω2 − 1/4 [7]. Applying the new
extended formalism to Lagrangian (5) gives without complication[
d2
dT 2
− tan T d
dT
+ η2 + Ω
2
cos2 T
]
q(T ) = 0. (8)
We introduce the new change of variable
q(T ) = cos−1/2 TQ (T ). (9)
Eq. (8) is now reduced to the Chernikov–Tagirov ordinary differential equation[
d2
dT 2
+

s− 1
2
+ Ω
2
cos2 T
]
Q (T ) = 0. (10)
Eq. (10) possesses the two solutions
Q±Sξ (T ) = Ξ(S, ξ) exp (±iST )2 F1

ξ .1− ξ ; S + 1; 1± i tan T
2

, (11)
where
2ξ = 1−

1− 4Ω2 = 1−

2(1− 2ω2), (12)
Ξ(S, ξ) is a renormalization constant and 2F1(a, b; c; y) is the hypergeometric function.
A-2: To illustrate the second case SS(α)(a+), we consider the case of a harmonic oscillator with Lagrangian
L¯(q˙(T¯ ), q(T¯ ), T¯ ) = q˙
2
2
−

η2 + Ω
2
sin2 T

q2
2
. (13)
For mathematical convenience, we choose η2 = s(s− 1), s = 0, 1, 2, . . ., andΩ2 = ω2− 1/4. Making use of Eq. (6), we
obtain with no difficulty[
d2
dT¯ 2
+ cot T¯ d
dT¯
+ η2 + Ω
2
sin2 T¯
]
q(T¯ ) = 0. (14)
The solution is given by
q(T¯ ) = P ls−1(cos T¯ ), (15)
where
l2 = −Ω2, (16)
and the Pµν (x) are associated Legendre functions.
A-3: We may more generally choose the Lagrangian
L(q˙(T ), q(T ), T ) = eσ ln cos T

q˙2
2
− (a− 2b cos 2T ) q
2
2

, (17)
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where σ ∈ R, which corresponds to a DHO with time-dependent massm(T ) = eσ ln cos T . Accordingly, Eq. (5) gives easily[
d2
dT 2
− (σ + 1) tan(T ) d
dT
+ a− 2b cos(2T )
]
q(T ) = 0. (18)
Amazingly for σ = −1, Eq. (18) is reduced to the Mathieu equation:[
d2
dT 2
+ a− 2b cos(2T )
]
q(T ) = 0, (19)
where the solution is given by
q(T ) = C1C(a, q, T )+ C2S(a, q, T ). (20)
C(a, q, T ) and S(a, q, T ) are the Mathieu functions [38]. Eq. (19) arises in the separation of variables of the Helmholtz
differential equation in elliptic cylindrical coordinates. Suppose, for instance, that we choose the Lagrangian
L(q˙(T ), q(T ), T ) = eσ ln cos T

q˙2
2
− (2b cosh 2T − a) q
2
2

. (21)
Eq. (5) then yields[
d2
dT 2
− (σ + 1) tan(T ) d
dT
− (a− 2b cosh(2T ))
]
q(T ) = 0. (22)
Hence for σ = −1, Eq. (18) is reduced to the modified Mathieu equation:[
d2
dT 2
− a+ 2b cosh(2T )
]
q(T ) = 0, (23)
where the solution is given by
q(T ) = C1C(a, q,−iT )+ C2S(a, q,−iT ). (24)
A-4: We may finally choose the following Lagrangian:
L¯(q˙(T¯ ), q(T¯ ), T¯ ) = eγ ln sin T¯

q˙2
2
− a+ k2 cos T¯ q2
2

, (25)
where γ ∈ R. Accordingly, Eq. (6) gives easily[
d2
dT 2
+ (σ + 1) cot(T ) d
dT
+ a+ k2 cos T¯
]
q(T ) = 0. (26)
This equation is recognized as the associated Mathieu differential equation [39,40].
It is noteworthy that in reality there are no physically founded assumptions in writing the Lagrangians (7), (13), (17)
and (25) in these forms except that a Lagrangian may involve its own equation of motion. However, this will be achieved
by introducing some new concepts of variational symmetry known as the s-equivalence (see [41] and references therein).
On the other hand, the scheme presented at this point is based on a formalism that is in particular intended to bring out
the motives for why nonlinear dynamical differential equations like Eqs. (8), (14), (18) and (26), as presented, do not follow
directly from the action variational principle.
The equations of motion (8), (14), (18) and (26) satisfy Helmholtz conditions of variational self-adjointness (solutions
for the inverse problem which begins with the equation of motion and then constructs a Lagrangian consistent with the
variational principle). There exists in fact a different criterion for the existence of a local solution of the inverse problem
of the calculus of variations in terms of the identical vanishing of the variation of a functional on an extended space. This
criterion is comparable to the classical Helmholtz one. One benefit is the straightforwardness of application, as it requires
calculating the differential of a function, whereas the classical Helmholtz test requires calculating the differential of a
1-form [42,43]. The inverse problem for the fractional calculus of variations for partial differential equationswas established
in [44]; nevertheless much work is required as the problem is still in its infancy. Yet, we feel that the inverse variational
problem of the theory discussed in this workmay be constructed and will be practical for studying Noether symmetries and
even for building exact solutions of the nonlinear dynamical equations [45]. Work in this direction is in progress.
B. The Hamiltonian formalism:
We may obtain Hamilton’s canonical equations straightforwardly from Hamiltonian’s variational principle by simply
writing
F(q, p, q˙, p˙, τ ) =
N−
k=1
pkq˙k − H(p, q, τ ), (27)
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where q, p, q˙, p˙ are four sets of independent variables. Requiring naturally that
δ

1
0(α)
∫ t
a
F(q, p, q˙, p˙, τ )
 cos[(α − 1)(t − τ)]
sin

(α − 1)(t − τ)+ π
2
 dτ = 0, (28)
and varying the variables qk and pk separately, we obtain the modified Hamilton canonical equations:
SC (α)(a+) →

p˙k = − ∂H
∂qk
− (α − 1) tan [(α − 1)(t − τ)] pk
q˙k = ∂H
∂pk
,
(29)
SS(α)(a+) →

p˙k = − ∂H
∂qk
− (1− α) cot

(α − 1)(t − τ)+ π
2

pk
q˙k = ∂H
∂pk
.
(30)
Illustrations B:
B-1: To illustrate the case SC (α)(a+), we discuss once more the case of a harmonic oscillator with Hamiltonian
H(q˙(τ ), q(τ ), τ ) = p
2
2
+

η2 + Ω
2
cos2((α − 1)(t − τ))

q2
2
. (31)
Consequently, Hamilton’s canonical form, Eq. (29), gives easily
SC (α)(a+) →
p˙ = −

η2 + Ω
2
cos2((α − 1)(t − τ))

q− (α − 1) tan((α − 1)(t − τ))p
q˙ = p.
(32)
B-2: However, for the case SS(α)(a+) with corresponding Hamiltonian given by
H(q˙(τ ), q(τ ), τ ) = p
2
2
+

η2 + Ω
2
sin2((α − 1)(t − τ))

q2
2
, (33)
Hamilton’s canonical form Eq. (30) gives easily
SS(α)(a+) →
p˙ = −

η2 + Ω
2
sin2((α − 1)(t − τ))

q− (1− α) cot

(α − 1)(t − τ)+ π
2

p
q˙ = p.
(34)
B-3: For the case of the Hamiltonian
H(q˙(τ ), q(τ ), τ ) = eσ ln cos T

p2
2
+ (a− 2b cos 2((α − 1)(t − τ))) q
2
2

, (35)
we obtain
SC (α)(a+) →

p˙ = −eσ ln cos T (a− 2b cos 2((α − 1)(t − τ))) q− (α − 1) tan [(α − 1)(t − τ)] p
q˙ = eσ ln cos Tp, (36)
whereas for the Hamiltonian
H(q˙(τ ), q(τ ), τ ) = eσ ln sin T

p2
2
+ a+ k2 cos((α − 1)(t − τ)) q2
2

, (37)
we get
SS(α)(a+) →
p˙ = −eσ ln sin T

a+ k2 cos((α − 1)(t − τ)) q− (1− α) cot (α − 1)(t − τ)+ π
2

p
q˙ = eσ ln sin Tp.
(38)
It is an easy exercise to verify that the canonical equations in (32) reproduce the equation of motion in (8).
In summary, the theory introduced in this letter is of interest as it has revealed many new interesting (concerning the
DHO) and amazing features that may have crucial consequences in different aspects of physics.
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The periodic integral action approach to the calculus of variations introduced here requires further study and elaboration,
andwork in this direction is under progress. It is the author’s speculation that the newapproach introduced herewill provide
a powerful tool for understandingmany aspects of quantumDHO as well as many fundamental problems in the area of high
energy physics and the physics of curved spacetime. It may be an interesting curiosity to look in a future work to compare
our formalism with other formalisms of classical mechanics like the Poisson structure, canonical transformation and
Hamilton–Jacobi theory, which seem to provide the most powerful methods of investigation of the dynamics of mechanical
(holonomic and nonholonomic) and control systems. Our conventional wisdom is that multi-time formulation of dynamical
systems theories often leads to ill-posed initial value problems. Recently, some inequalities satisfied by periodic solutions
of multi-time Hamilton systems, when the Hamiltonian is convex, were obtained [46]. To the best of our knowledge, this
subject of first-order field theory is still an open issue [47,48].
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