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Topological superconductors can host Majorana quasiparticles which supersede the fermion/boson
dichotomy and offer a pathway to fault tolerant quantum computation 1–3. In one-dimensional
systems zero-energy Majorana states are bound to the ends of the topologically supercon-
ducting regions4. An experimental signature of a Majorana bound state is a conductance
peak at zero source-drain voltage bias in a tunneling experiment5, 6. Here, we identify the
bulk topological phase in a semiconductor nanowire coupled to a conventional superconductor7, 8.
We map out its phase diagram through the dependence of zero-bias peak on the chemical po-
tential and magnetic field. Our findings are consistent with calculations for a finite-length
topological nanowire9–11. Knowledge of the phase diagram makes it possible to predictably
tune nanowire segments in and out of the topological phase, thus controlling the positions
and couplings of multiple Majorana bound states. This ability is a prerequisite for Majorana
braiding, an experiment in which Majorana quantum states are exchanged in order to both
demonstrate their non-abelian character and realize topological quantum bits12, 13.
We use a prescription for generating Majorana bound states (MBS) that includes four ingredi-
ents: a one-dimensional quantum wire, with spin-orbit interaction and induced superconductivity,
under external magnetic field B7, 8. This combination of ingredients induces a topological super-
conductor when the following condition is satisfied (Fig. 1a):
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∆2 + µ2 (1)
where EZ = gµBB is the Zeeman energy, with g the effective Lande´ g-factor, µB the Bohr mag-
neton. ∆ is the induced superconducting gap at B = 0, and µ is the chemical potential in the
quantum wire, with µ = 0 set to coincide with the lowest energy of a one-dimensional subband at
B = 0.
We test Equation (1) in a device built around an InSb semiconductor nanowire with a super-
conducting NbTiN contact used to induce superconductivity, and a normal metal Pd contact used
to perform tunneling spectroscopy by varying bias voltage V between normal and superconducting
contacts (Fig. 1b) (See Methods Summary). Both magnitude and direction of field B can be con-
trolled, as B should be pointed away from the direction of the effective spin-orbit field in order to
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Figure 1: Zero-bias peak in a nanowire device controlled by gate voltages. a, topological
phase diagram described by Eq. (1). Dashed lines indicate settings of µ in panels e,d and c. b,
scanning electron micrograph of the device used in this work. An InSb nanowire is half-covered
by a superconductor NbTiN, and normal metal Pd contact. The nanowire is placed on FG and BG
metal gates. c− e, differential conductance maps in bias voltage V vs. magnetic field B at three
different settings of BG1.
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induce MBS. The induced superconducting gap ∆ is set by the NbTiN/InSb interface transparency
as well as by the electronic band structure in the nanowire. We treat ∆ as a fixed parameter. Chemi-
cal potential µ in the nanowire is tunable with local gate electrodes placed underneath the nanowire.
We adjust voltage on gate FG1 to create a tunneling barrier between normal and superconducting
sides. Gate BG1 located next to the tunneling barrier and underneath the superconductor is used
to vary the chemical potential in the nanowire segment under investigation.
We first demonstrate the ability to generate or eliminate a zero-bias peak (ZBP) in conduc-
tance over a wide range of B by switching voltage on gate BG1. Figs. 1c-1e present scans of bias
voltage versus magnetic field applied along the nanowire at three differentBG1 voltages. The scan
obtained at BG1 = −0.42 V (Fig. 1d) shows a ZBP persistent in magnetic field up to B = 1 T.
When BG1 is changed by ±0.11 V (Figs. 1c,1e), only a gradual closing of the induced gap is
observed, with no subgap states up to 1 T. Thus, Figs. 1c-1e constrain the ZBP phase diagram
(horizontal lines in Fig. 1a). The ZBP shows no significant dependence on other gates (FG2,
BG2 and BG3), which indicates ZBP is from quantum states located in the nanowire above BG1
(see supplementary information).
In Fig. 2 we present the emergence and the evolution of the zero bias peak within the phase
space identified in Fig. 1. At zero field, a bias vs. gate scan exhibits an induced gap ∆ = 0.25 meV
(Fig. 2a). We assign conductance maxima at V = ±0.25 mV and around BG1 = −0.4 V to
an increase in the density of states at the bottom of the second one-dimensional subband (see
supplementary information for discussion). At B = 0.25 T (Fig. 2b) the apparent gap decreases
but the regime remains qualitatively similar to that at B = 0 T. We point out that all bias vs. gate
data from this device is asymmetric in bias. Namely, resonances that shift to more positive bias
voltage with more positive gate voltage dominate. This effect is frequently observed in nanowire
devices5, 14, and we attribute this effect to the tunneling barrier asymmetry 15.
AtB = 0.32 T (Fig. 2c), conductance within the induced gap is increased in the center of the
BG1 range, giving an indication of a closing gap at BG1 = −0.4 V. According to theory behind
Eq. (1), the gap should close around µ = 0 at the topological phase transition. At B = 0.36 T a
well-defined conductance resonance crosses zero bias and extends across the gap (Fig. 2d). The
resonance appears to stick to zero bias in a widening range of BG1 at higher magnetic fields (Figs.
2e-2f). Towards the edges of each BG1 scan, the conductance peak strongly deviates from zero
bias and gradually merges into the apparent induced gap. At the boundary defined by Eq. (1),
Majorana bound states at the opposite ends of the topological segment of the nanowire grow in
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Figure 2: The emergence of the zero-bias peak. a− i, conductance maps in bias voltage V vs.
BG1 at different magnetic fields indicated in the lower right corner of each panel. Arrows in panel
f mark the ZBP onset gate voltages plotted in Fig. 3. The dashed line in panel h is obtained by
tracing the visible maximum in subgap conductance and flipping the resulting trace around V = 0.
length and strongly overlap because of the finite length of the segment. This overlap of the two
MBS leads to the MBS energy deviating from zero16–20.
In addition to the strong deviations from zero bias at the phase boundaries, we observe that
for B ≥ 0.5 T (Figs. 2g-2i) the peak wavers away from zero bias near the center of the scans.
Particle-hole symmetry in the superconductor dictates that the energy spectrum within the gap
must be symmetric with respect to zero bias. This is not observed due to barrier asymmetry15.
However, to propose how the full spectrum inside the gap looks, we trace a subgap resonance in
Fig. 2h and flip it along the zero bias line. The full spectrum obtained this way suggests that the
small deviations from zero bias also originate from zero-bias peak splitting due to gate-dependent
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overlap of MBS within the topological phase (see Fig. 4).
We map out the phase diagram of zero-bias peaks: from Fig. 2 and Fig. S3 in supplementary
information, we pick the onset points of zero bias peaks in gate BG1 as well as in magnetic field,
and plot them in Fig. 3. The two data sets obtained this way are consistent with the square root
dependence predicted by Eq. (1). Based on the diagram, we identify µ = 0 at BG1 = −0.4 V.
The minimal onset field B = 0.33 T converts into Zeeman energy of 0.4 meV (using g = 40),
which is greater than the apparent gap atB = 0 T. However, in finite-length superconductors this is
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Figure 3: Phase diagram of zero-bias peaks. Zero-bias peak onset points are collected from data
in Fig. 2 (black squares) and Fig. S3 (blue circles), with error bars judged by deviation of the peak
from zero bias within 1/2 of the full width of half maximun of ZBPs. Data extracted from Fig. S3
are offset by +0.02 V in BG1 to compensate for a systematic shift due to a charge switch. The top
axis EZ is calculated from magnetic field using g = 40. The right axis µ is calculated from BG1
according to 10 meV/V (see Fig. S7a in the supplementary information), and set to be zero at the
parabolic vertex, BG1 = −0.395 V. Equation 1 is plotted in solid line, using ∆ = 0.25 mV.
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expected: due to MBS splitting at the topological transition point the ZBP should onset at a higher
field. For the same reason, ZBP should appear in a narrower range of chemical potential around
µ = 0 for a fixed field. As a result, the area of the phase diagram with ZBP present is reduced
for finite-size systems. In Fig. 3 the theoretical phase transition line predicted by Eq.(1) indeed
encircles the extracted ZBP onset points.
The resonance which we investigate as MBS is pinned near zero bias over significant phase
diagram area to the right of the onset curve in Fig. 3. The range of ZBP in both chemical potential
and Zeeman energy greatly exceeds the ZBP width, which is between 30 and 100 µeV. The phase
diagram area with a ZBP is strongly diminished when magnetic field orientation deviates from
the nanowire main axis and approaches the spin-orbit field orientation, previously established as
perpendicular to the nanowire (see supplementary information)5, 21, 22.
Zero-bias peaks in nanowire devices may also originate from trivial Andreev bound states14.
We present apparent Andreev bound states observed in the same device as well as a similar device
at different settings of BG1 in supplementary information. In our devices, as opposed to MBS,
these states cross zero bias over a narrow range of field and gate voltage that is comparable to the
peak width.
Next, we set up a quasi one-dimensional tight-binding model to numerically study a finite-
length nanowire under the conditions set by Eq. (1). To match the experimental conditions, a
high potential barrier is created above FG, potential above BG1, µBG1, is continuously tuned,
while potential above BG2 and BG3 is kept constant (Fig. 4a). Fig. 4a also shows calculated
wavefunction amplitude profiles of the two MBS. The left MBS decays into the barrier region
above FG. The right MBS has an evanescent tail which extends to non-topological regions above
BG2 and BG3. These tails are responsible for a reduced overlap between left and right MBS.
Due to the small MBS overlap, the oscillations of the MBS don’t reach large amplitudes in energy.
Conductance map at zero bias in chemical potential versus Zeeman energy is calculated from the
tunneling rates of quantum states (Fig. 4b). The boundary of increased zero-bias conductance is
consistent with experimental data in Fig. 3, where the minimum onset field of ZBP is also observed
to be larger than EZ = ∆. The oscillations inside the high conductance region are due to MBS
oscillations.
If thermal broadening is included, conductance resonances appear as a single zero-bias peak
despite MBS oscillations. In Fig. 4c, at a finite Zeeman splitting of 1.7 ∆, we observe an extended
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Figure 4: Tight-binding model results reveal two weakly coupled Majorana bound states.
a, model schematics. A nanowire is contacted by a superconductor and a normal metal. The
potential profile in shown in black curve. A plane wave eikx coming from N can tunnel into the
nanowire through the barrier above FG. The chemical potential above BG1, µBG1, is tunable,
while potentials above BG2 and BG3 are fixed. The calculated wavefunction amplitudes for zero-
energy states are shown in red and blue. b, conductance map taken at zero bias. The red curve
corresponds to a plot of Eq. (1). c, conductance map in bias energy vs. chemical potential at
EZ = 1.7 ∆. d, conductance map in bias energy vs. Zeeman energy splitting at µBG1 = 0 meV.
In b− d, thermal broadening is set to 50 µeV to match the experimental ZBP width.
ZBP at the center of the map. The zero-bias state occupies a similar range of chemical potential
as in the experimental conductance map in Fig. 2f, except that both branches of the spectrum are
visible in the simulation. Conductance is suppressed at more negative values of the chemical po-
tential because the states move farther from the probe lead N . In the conductance map at chemical
potential µBG1 = 0 meV (Fig. 4d), an extended zero-bias peak is present from EZ = 1.5 ∆ up to
EZ = 5.8 ∆. See Methods Summary and supplementary information for calculation details.
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Comparison between the model (Figs.4b-4d) and the experiment (Figs.1-3) allows us to con-
clude that ZBP occurs in the parameter region that is consistent with the predicted topological
superconducting phase. This observation makes it significantly less likely that these zero-bias
peaks have an origin other than Majorana bound states. Beyond finite-size effects, the detailed
experimental phase diagram of zero-bias peaks can be used in future experiments to study how the
topological phase is affected by electron-electron interactions23, disorder24, vector potentials and
electrostatics25, 26.
Methods
InSb nanowires are grown by Au-catalyzed Vapor-Liquid-Solid mechanism in a metalorganic
vapor phase epitaxy reactor. Nanowires are deposited onto bottom gate chips using a micro-
manipulator. Nanowires have a diameter between 60-100 nm. The bottom gates are made of
Ti(5 nm)/Au(10 nm), with FG gates 50/100 nm wide and BG gates 200 nm wide. A layer of
high-κ dielectric HfO2(10 nm) is deposited onto the bottom gates. Prior to contact deposition,
the nanowire is processed in a 1/500 diluted ammonium sulfide solution by baking at 55 ◦C
for 30 minutes to remove a native oxide layer. The superconducting contact is a trilayer of
Ti(5 nm)/NbTi(5 nm)/NbTiN(180 nm) optimized to suppress subgap conductance27. While the
induced gap is clearly visible in a wide gate range, the subgap conductance remains finite and the
gap is increasingly soft at finite field (see Fig. S1 in supplementary information). Coverage of
the nanowire by the superconductor is reduced to minimize gate screening and enlarge the range
of tunable chemical potential. The normal contact is a Ti(15 nm)/Pd(150 nm) stack, before its
deposition a gentle argon plasma cleaning is performed in situ.
Measurements are performed in a dilution refrigerator at a base temperature of 30 mK, by
standard low-frequency lock-in technique (77.77 Hz, 5 µV). Multiple stages of filtering are used
to enhance signal-to-noise ratio. For all the measurements, bias voltage is applied to the normal
contact and the superconducting contact is grounded.
The theoretical model consists of a tight binding Hamiltonian for both the lead and the
nanowire with induced superconductivity. The Hamiltonian includes hopping and chemical po-
tential in both the nanowire and the metallic lead. In addition, in the nanowrie there is Rashba
spin-orbit coupling, a magnetic field oriented along the wire, induced superconductivity, and po-
tentials above each gate. The differential conductance is then extracted by applying plane wave
boundary conditions at the end of the lead and solving for the anomalous reflection coefficients.
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I Dependence of ZBP on gates, magnetic field and field orientation
We first present linecuts from Figs. 1 and 2 in the main text, shown in Fig. S1. At zero field, we
observe an induced gap of ∆ = 0.25 mV, and a ratio of conductance outside and inside the gap of
2.8 (Fig. S1a). Figs. S1b-f are linecuts of Figs.2a, 2f and Figs. 1c-e, respectively.
We then demonstrate dependence of the ZBP on other gates besides BG1. We set magnetic
field B = 0.5 T and gate BG1 = −0.42 V, where a pronounced ZBP appears, then scan the other
gates individually, as shown in Fig. S2. ZBP does not move with gates FG1, FG2, BG2 and
BG3. Given the fact that the ZBP is only tunable with BG1, we conclude that the quantum states
giving rise to ZBP must be located within the nanowire segment above BG1.
We now turn to scans of bias voltage versus magnetic field in small steps of gate BG1,
shown in Fig. S3. All scans demonstrate a conductance resonance originating from the zero-field
12
gap edge and evolving into a zero-bias peak at finite magnetic field. The onset points of zero-bias
peaks are marked with arrows. The ZBP onset field Bonset is strongly dependent on BG1. For
BG1=−0.46 V, Bonset = 0.8 T, while for BG1 = −0.395 V, Bonset = 0.33 T. The onset point first
shifts to lower fields as BG1 is increased (from −0.475 V to −0.395 V), and then shifts to higher
fields (from −0.395 V to −0.33 V). Past the onset point, the ZBP or a split peak persist near zero
bias for a significant range of magnetic field.
The onset points from scans in Fig. S3 have been picked and plotted in magnetic field vs.
BG1 in Fig. 3 in the main text, which demonstrates the phase diagram of ZBP.
In Fig. 2 of the main text, we have demonstrated that ZBP is tunable with BG1 for fields up
to B = 0.58 T. Figs. S4a-d are similar to Fig. 2. However, at B = 0.6 T (Fig. S4e), the region
with ZBP becomes fragmented into two parts. With magnetic field increasing further, the left part
shows additional fragmentation and loops can be resolved (Figs. S4f-h). In the coupled Majorana
interpretation these are manifestations of several oscillation periods17–20. It is also possible that
this is a manifestation of orbital effects that are expected to play a larger role at higher fields25.
However, because only one branch of the spectrum is clearly visible it is not possible to make a
more detailed analysis.
Next, we rotate the in-plane magnetic field, as shown in Fig. S5. From zero degree to an
angle of pi/6 with respect to the nanowire main axis, the zero-bias peak is present at fields above
0.3 T (Figs. S5a-c). At larger angles from pi/4 to pi/2, no extended ZBP is observed (Figs. S5d-g).
From angles 5pi/6 to pi, the ZBP restores again(Figs. S5h-j). In fact, no clear superconducting
gap or subgap states are observed above 0.3 T for larger angles in Fig. S5. Fig. S5k gives an
overview of the angle dependence of the ZBP. At a fixed magnetic field B = 0.5 T, ZBP is present
in a window of angles between −0.2pi and 0.2pi, at angles above 0.2pi the peak deviates from zero
bias. Since the direction of spin-orbit effective field was previously established to point at pi/2, the
angle dependence of ZBP indicates the relevance of spin-orbit interaction in making the subgap
state survive to large Zeeman splittings. These observations are in line with previous reports on
ZBP in hybrid devices, as well as with theoretical calculations?, 5.
In Fig. S6 we present gate scans at different magnetic fields, while keeping the field direction
perpendicular to the nanowire. Similar to scans at small angles, it shows that conductance increases
with magnetic field in the center of the gate range, then a conductance resonance crosses zero bias
and extends across the bias range. However, at this angle perpendicular to the nanowire there is no
13
ZBP over an extended range ofBG1. At higher fields, the resonance becomes blurred and possibly
splits.
II Conductance resonances above the gap
We present zero-field data in the expanded range of BG1 and V in Fig. S7. Note that the
gate voltages do not perfectly match the main text due to a charge jump from a scan of large range
of BG1. The regime presented in Figs. 1-2 is now in the vicinity of BG1 = −0.5 V. We observe
a broad conductance resonance that crosses the gap (marked by the solid line in Fig. S7a). This is
the resonance that coincides with the ZBP presented in the main text. Other resonances above the
gap are discernible at more positive gate voltages. While all of these resonances disperse strongly
with BG1, they have a relatively weak dependence on FG1 (Fig. S7c), and dont have measurable
dependence on FG2 (Fig. S7d). Indeed, the positions of the resonances are greatly affected by
BG1, but not by other gates. Note that the presented range of FG1 is smaller, but because this
gate is not fully under the superconductor thus it is much stronger electrostatically coupled to the
nanowire than BG1. The relative insensitivity to other gates suggests that quantum states giving
rise to resonances in Fig. S7a are localized in the nanowire above BG1. The resonances at BG1 <
0.25 V are not sensitive to BG2, while for BG1 > 0.25 V we observe some more faint resonances
that are tunable with both BG1 and BG2 (Fig. S7e). Thus, when BG1 tunes the nanowire to
much higher density, states that extend across several gates underneath the superconductor become
resolved. This regime has not been further studied in this device and is a topic of a future study.
One explanation for the resonance at BG1 = −0.5 V is that it is a manifestation of the
density of states singularity near the edge of a 1D subband. This is indirectly supported by pinch-
off traces of BG1, obtained with barrier FG1 open (in circle) and closed (in square) (Fig. S7b).
BG1 is not capable of completely stopping current through the device because it is shunted by a
high transparency contact to the superconductor. However, a transition between two current values
which we interpret as zero density and high density above BG1 is observed in the vicinity of
BG1 = −0.5 V when FG1 is in the transmitting regime (open), indicating that this gate voltage is
within the pinch-off region of BG1, plausibly near one of the subband edges.
In a multiband quantum wire, a topological phase onset similar to that described by Eq. (1)
occurs close to the chemical potential at which each new one-dimensional subband aligns with the
Fermi level. The subband spacing in InSb nanowires was previously found to be 10−15 meV28, 29.
Thus for fieldsB = 1 T, orEZ = 1.2−1.5 meV, gate voltage ranges with MBS should be separated
14
by much larger gate voltage ranges without MBS.
The second resonance (marked by the dashed line in Fig. S7a) is separated from the first one
by 2 meV, an energy calculated from the dispersion of the resonances in bias and gate. This is a
spacing smaller than the typical subband spacing. Thus, at least not all of the resonances are due to
the subband edge singularities this is also supported by the fact that the first and second resonances
disperse differently with BG1 suggesting that they correspond to spatially distinct regions with
different capacitive coupling to BG1. The magnetic field evolution of the resonances that extend
into the normal state and the deeper discussion of their origins will be published separately.
Our analysis concludes that the resonance at BG1 = −0.5 V corresponds to the second
subband edge (labeled by N = 2 in Fig. S7c). It was not possible to clearly isolate another broad
resonance similar to that at BG1 = −0.5 V, and study another candidate MBS in this device. We
hypothesize that the next such resonance is located near BG1 = 0.1 V (labeled by N = 3 in
Fig. S7c), where too many trivial resonances appear simultaneously with a broader conductance
feature of slope similar to the dashed line in Fig. S7a. This region is separated from the region
marked by the solid line by approximately 10 meV in chemical potential. The first subband may
lie at more negative gate voltages near BG1 = −1.2 V. A broad resonance can be resolved in that
range of BG1 in Fig. S7c(labeled by N = 1), at FG1 = 0.17 V. However, the conductance in that
regime was too low to perform a thorough study. The fact that we did not reach the last subband
is confirmed by the fact that induced gap is observed in Fig. S7a (marked by arrows) at voltages
more negative than the resonance marked by the solid line. Indeed, if this were the first subband
then we would not expect any induced superconductivity at negative chemical potentials where the
density in the semiconductor would be zero.
III Trivial Andreev bound states
In Fig. S8 we study the subgap spectrum in the vicinity of the second resonance (marked
by the dashed line in Fig. S7a). Here two subgap resonances appear within the gap at finite field.
However, these resonances cross zero bias over a much narrower field interval compared to states
studied in the main text. Overall, their field and gate dependence is highly reminiscent of Andreev
bound states previously reported in nanowire quantum dots coupled to superconductors14. We
thus conclude that these states are not MBS but rather that they are trivial states localized near
FG1 above BG1. We note that such resonances are also expected in finite-length topological
superconductors at chemical potentials much larger than zero (see theory discussion below and
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Fig. S14).
Next, we present data on trivial Andreev bound states (ABS) in another device of very similar
geometry, as shown in Fig. S9. In this device an accidental quantum dot formed above BG1, and
Coulomb blockade was observed (data not shown). Also in this device the data is less asymmetric,
and both branches of the spectrum are clearly resolved. Figs. S9a-c demonstrate Andreev bound
states in BG1 at different magnetic fields. We see a gap feature similar to the one presented in the
main text at zero field. At B = 0.25 T, two conductance resonances cross at zero bias (Fig. S9b).
At higher field a characteristic loop is formed in the center of the scan (Fig. S9c). Figs. S9d-j
demonstrate Andreev bound state evolution with magnetic field for different settings of BG1. A
general feature is that a pair of conductance resonances split with magnetic field, and the inner
branches cross at zero bias, while the outer branches merge into the gap edge. We point out that at
zero field the energies of ABS are different at different BG1, thus they reach zero bias and cross
their opposite bias copy at different fields (having similar Zeeman splitting).
The ZBP observed here is from two Andreev levels crossing, it does not pin to zero bias for
any significant field range. The crossing point is robust in field angle, i.e. it occurs at all tested
field angles though it shifts position in field according to the g-factor anisotropy14. Approximately,
the width of a single Andreev bound state in bias voltage is 0.1 meV, and the extent of ZBP in field
is 0.1 T which is 0.1 − 0.15 meV in Zeeman splitting (Fig. S9h). Thus the resonances don’t pin
to zero bias for a range of energies much longer than the peak width. An exception is shown in
Fig. S9d, where a longer ZBP is observed in a narrow range of gate voltage. This extended ZBP
is due to additional ABS approaching zero bias at B > 0.5T . We also note that the ABS zero-bias
crossing point would trace out a curve very similar to that in Fig. 3 of the main text, if plotting in
the phase diagram space of EZ vs µ. However, the region separated by that curve would have zero
conductance at zero bias except for the points right at the ABS zero crossing.
In summary, tunneling measurements of trivial ABS and topological MBS share many fea-
tures. Both types of states evolve from an apparent induced gap, and reach zero bias at finite field.
Both types of states can produce a zero-bias peak onset curve consistent with Equation (1). Thus,
extreme caution should be used in all experiments when identifying non-trivial topological states.
In this work, we differentiate the two types of bound states through the extent of zero bias peaks
in field and gate range, field orientation dependence and through comparison with theory. We find
that when magnetic field is aligned with the nanowire, the ZBP studied in the main text is pinned
to zero bias over a range of Zeeman splitting and chemical potential that greatly exceeds the ZBP
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width in bias, thus filling up the inner area of the phase diagram with zero or near-zero energy
states. This is not the case when the field is not aligned with the nanowire, or for other ZBPs which
we identify as trivial.
IV Description of the numerical model
The theoretical modeling of the normal metal-semiconductor-superconductor hybrid system
is based on a simple quasi one-dimensional tight-binding model consisting of Ny parallel coupled
chains (Fig. S10). The metallic lead is described by the Hamiltonian
HM = −
∑
i,δ
tδm(c
†
ici+δ + c
†
i+δci) + µm
∑
i
c†ici, (S1)
where i = (ix, iy), with 1 ≤ iy ≤ Ny labeling the chains and 0 ≤ ix ≤ Nm labeling the position
along the chains, while δ = (δx, δy) designates nearest-neighbors along and across the chains. The
hopping parameters along and across the chains are tδxm = tm = 3.8 meV, t
δy
m = t′m = 3.8 meV
and the chemical potential of the normal lead is µm = −7.6 meV. The electron creation operator
is written in spinor form, c†i = (c
†
i↑, c
†
i↓).
The semiconductor wire, including the effects of gate potentials, spin-orbit coupling, applied
Zeeman field, and proximity-induced superconductivity, is modeled by the tight-binding Hamilto-
nian
HSM =−
∑
i,δ
tδsm(c
†
ici+δ + c
†
i+δci) +
∑
i
(µsm + Vi)c
†
ici
+
i
2
∑
i,δ
αδR(c
†
i+δx
σˆyci − c†i+δy σˆxci + h.c.)
+ Γ
∑
i
c†iσˆxci + ∆
∑
i
(c†i↑c
†
i↓ + ci↑ci↓),
(S2)
where σˆµ, with µ = x, y, z, are Pauli matrices. The position along the chains containing Nsm sites
is labeled by ix, with Nm+1 ≤ ix ≤ Nm+Nsm ≡ N . The matrix elements for hopping along and
across the chains are tδxsm = t0 = 9.5 meV and t
δy
sm = t′0 = 1.1 meV, respectively, and the chemical
potential of the wire is µsm = −5.2 meV. The position-dependent local term Vi = V (ix) describes
the potential generated by the bottom gates as well as tunnel barrier potential. In our model we sep-
arate the Vi into three regions, the barrier potential located at the left side of the wire, region above
BG1 and runs over forty sites, then region above BG2, BG3 along the remainder of the wire and
remains at zero for all calculations. The strengths of the longitudinal and transverse components
of the Rashba spin-orbit coupling are characterized by the coefficients αδxR = αR = 0.2 meV and
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α
δy
R = α
′
R = 0.7 meV, respectively, while the Zeeman splitting corresponding to a magnetic field
applied along the wire is given by Γ30. Proximity-induced superconductivity is described by the
last term in Eq. (S2), with ∆ = 0.25 meV representing the induced pair potential. The coupling
between the normal lead and the proximitized semiconductor wire is described by the coupling
Hamiltonian with t˜ = 2.3 meV the hoping energy between the lead and the semiconductor.
HM−SM = t˜
∑
iy
(c†NmiycNm+1iyc
†
Nm+1iy
cNmiy). (S3)
To calculate the differential conductance for charge tunneling from the metallic lead into the
end of the semiconductor wire we use the Blonder-Tinkham-Klawijk (BTK) formalism 31. More
specifically, we calculate the reflection and transmission coefficients by solving the Bogoliubov-de
Gennes (BdG) equation for H = HM + HSM + HM−SM with open boundary conditions on the
normal lead. In the experiment the bulk superconductor is grounded and we assume that current
propagates trough it as supercurrent. Consequently, the transmission coefficient vanishes and we
only have to account for the normal and Andreev reflection. We note that in the presence of a
quasiparticle current (e.g., at high bias voltage) the bulk superconductor has to be explicitly in-
cluded in the formalism, with appropriate boundary conditions. The BdG equation that determines
the normal (rN ) and Andreev (rA) reflection coefficients is
N∑
jx=0
Ny∑
jy=1
∑
σ′
(Hiσ,jσ′ − ωδi,jδσ,σ′)Ψj,σ′ = 0,
for ix = 1, . . . , N iy = 1, . . . , Ny and σ = ±,
(S4)
where H is the (first quantized) BdG Hamiltonian that can be easily extracted from Eqs. (S1-S3)
by writing the total (second quantized) Hamiltonian in the form H = 1
2
∑
i,j ψ
†
iHijψj , where the
fermion creation and annihilation operators are contained in the Nambu spinors, ψ†i = (c
†
i↑c
†
i↓ci↑ci↓).
Eq. (S4) has to be solved for all chains, 1 ≤ iy ≤ Ny. For the normal lead it is conve-
nient to define the transverse modes φν (1 ≤ ν ≤ Ny) characterized by the wave functions
φν(iy) =
√
2/(Ny + 1) sin[iyνpi/(Ny + 1)]. Each pair (ν, σ) corresponding to a given transverse
mode and spin orientation defines a transport channel and the reflection coefficients rN and rA are
matrices with matrix elements indexed by these channel labels.
The boundary conditions for an incoming electron in channel (ν, σ) can be expressed in terms
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of reflection coefficients as
Ψjx=0,jy = φν(jy)

δσ,↑
δσ↓
0
0
+∑
ν′
φν′(jy)

[rN ]νσ,ν′↑
[rN ]νσ,ν′↓
[rA]νσ,ν′↑
[rA]νσ,ν′↓

Ψjx=1,jy = φν(jy)

δσ,↑
δσ↓
0
0
 eikνea +∑
ν′
φν′(jy)

[rN ]νσ,ν′↑
[rN ]νσ,ν′↓
0
0
 e−ikν′e a +∑
ν′
φν′(jy)

0
0
[rA]νσ,ν′↑
[rA]νσ,ν′↓
 eikν′h a,
(S5)
where a = 0.1 nm is the lattice constant while kνe and k
ν
h are wave vectors in the lead at energies
ω and −ω, respectively,
kνe(h)(ω) = cos
−1
(
−µm + ν ± ω
2tm
)
, (S6)
where ν = 2t′m cos[νpi/(Ny + 1)].
With the boundary conditions given by Eq. (S5), the BdG equation (S4) reduces to a sys-
tem of N linear equations (with N unknown coefficients) from which one can easily extract the
reflection coefficients [rN(A)]νσ,ν′σ′ for a given incoming channel (νσ) and all possible reflection
channels (ν ′σ′). The procedure is repeated by 2Ny times, once for each incoming channel. Since
normal reflection does not contribute to the injected current, the conductance is given by the An-
dreev reflection coefficients 31. In the unit of 2e2/h we have
dI
dV
=
∑
ν,ν′
∑
σ,σ′
|[rA(ω = V )]νσ,ν′σ′ |2, (S7)
where V is the bias voltage. To include the effect of finite temperature, the conductance is broad-
ened by convolving with the Fermi function,
G(V, T ) =
∫
dω
G0(ω)
4T cosh[(V − ω)/2kbT ] , (S8)
where G0 = dI/dV is the zero temperature conductance given by Eq. (S7) at voltage bias ω.
V Supplementary numerical results
In the presence of a nonuniform, step-like gate potential (see main text, Fig. 4a) the low-
energy states have most of their weight either in the wire segment above BG1, or in the segment
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above BG2 and BG3. The states that contribute to the measured differential conductance are
almost entirely confined to the region aboveBG1, as experimentally confirmed by the insensitivity
of the measured dI/dV to variations of the BG2 − BG3 potential. Therefore, it is tempting
to model the system as a short wire with a length equal to the BG1 segment 19. Indeed, the
lowest energy state corresponding to a step-like potential is very similar to the lowest energy state
of a short wire, as shown in Fig. S11. Note that, in both cases the lowest energy state can be
viewed as a pair of overlapping Majorana bound states. However, in the case of a long wire
with a step-like potential the rightmost Majorana can leak into the BG2 − BG3 region, which
results in significantly reducing the overlap with the other Majorana bound state as compared to
the short wire case. Consequently, the amplitude of the energy splitting oscillations for a long
wire with step-like potential will differ significantly from that corresponding to a short wire, as
illustrated in the lower panels of Fig. S11. In particular we emphasize the qualitatively different
dependence of this amplitude on the Zeeman field: for a short wire the amplitude of the oscillations
increases rapidly with the Zeeman field 19; by contrast, for the long wire with step-like potential
the amplitude decreases with the field (within a certain range of physically relevant values of the
magnetic field).
Having established that a step-like background potential generates features that are quali-
tatively different from those corresponding to a short wire, we now focus on understanding the
dependence of the low-energy spectrum on the BG1 gate potential and the emergence of nearly-
zero energy states at finite magnetic fields. The dependence of the low energy spectrum on µBG1
is shown in the left panels of Fig. S12 for three different values of the Zeeman field. We also cal-
culate the differential conductance for tunneling into the (left) end of the wire. The corresponding
conductance maps are shown in the right panels of Fig. S12.
At zero field all states are above the induced superconducting gap. Note that each parabola-
like curve corresponds to a low-energy state that “lives” in the region above BG1 and changes its
energy as µBG1 varies. For µBG1 < −5.5 meV these states have energies way above the chemical
potential and do not contribute to the low-energy spectrum. Increasing µBG1 results in the chemical
potential reaching the bottom of a confinement-induced band, then successively crossing the low-
energy states from this band, which results in the “parabolas” shown in Figs. S12a, b. Note that,
the strength of the signature of each state in conductance map depends on its amplitude at the
tunnel barrier. For the parameters in this calculation, this strength increases as energy goes up, the
weakest signature corresponding to the bottom of the band (see Fig. S12b).
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At finite magnetic field, the lowest energy state approaches zero within a finite range of gate
voltages corresponding to the chemical potential near the bottom of the band, e.g., −5.1 meV≤
µBG1 ≤ −4.6 meV for EZ = 1.7 ∆.
Next, we fix the gate voltage and calculate the dependence of the energy spectrum on the
Zeeman field. The results for µBG1 = −4.7 meV (corresponding to the zero-energy crossing in
Fig. S12e, f) are shown in Fig. S13. For EZ > 1.7 ∆ the lowest energy state is pinned near zero
for values of the Zeeman field within a range of 4δ = 1 meV.
However, for larger values of µBG1, i.e., when the chemical potential is not in the vicinity of
the bottom of the band, the lowest-energy state does not pin to zero, although it does cross zero at
certain (large) values of the Zeeman field. This situation is illustrated in Fig. S14. We note that
in this regime the zero-energy crossings represent a generic feature but the tendency of pinning
to zero energy is absent. Qualitatively, this behavior can be understood in terms of overlapping
Majorana bound states with different characteristic length scales ξM . Roughly, ξM is proportional
to the Fermi velocity and, therefore, is minimal when the chemical potential is close to the bottom
of the band and increases as we move up in energy. The case illustrated in Fig. S13 corresponds
to ξM being smaller than the length of the BG1 region, which can accommodate two Majorana
bound states without significant overlap resulting in a low-energy mode that is pinned to zero. By
contrast, the regime illustrated in Fig. S14 corresponds to ξM comparable to or larger than the
length of the BG1 segment, which results in a strong overlap of the Majoranas. A pair of such
strongly overlapping Majorana modes can be more conveniently viewed as a (regular) Bogoliubov
quasiparticle that, generically, has finite energy but may have zero energy for a discrete set of
parameters (i.e., values of the gate potential and Zeeman field).
These results, which are obtained using a rather simple model of the nanostructure, are qual-
itatively consistent with the experimental findings. Of course, the real structure is characterized
by additional details that are not captured by this simplified model, but generate specific features
in the measurements. To account for these features one has to enrich the modeling. However, this
typically increases significantly the number of unknown parameters and may require fine tunning
these parameters (which span an extremely large parameter space). Here, instead, we focus on the
robust and rather generic features predicted by the simplified model.
We conclude with two examples of experimental features that are not captured by the sim-
plified model, but could be accounted for by including additional ingredients into the theoretical
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treatment of the problem. First, we note that the experimentally measured differential conduc-
tance is characterized by resonances in the bias voltage V - BG1 plane which breaks particle-hole
symmetry (see Fig. S7). By contrast, the calculated differential conductance is characterized by
particle-hole symmetric “parabolas”. One can introduce particle-hole asymmetry by adding dissi-
pation, although the details of the dissipation mechanism responsible for the observed asymmetry
are not clear. Alternatively, one can consider that in the high-barrier, low-tunneling regime the
differential conductance is related to the local density of states (LDOS); the presence of dissipa-
tion corresponds to only consider the particle contribution to the LDOS (i.e., neglecting the hole
contribution). The dependence of the LDOS (including the contribution from the particle sector)
on the gate potential µBG1 and the bias voltage V is shown in Fig. S15. The key message is that
observing “stripy” features like those in Fig. S7 is consistent with tunneling into a discrete set
of states that have most of their spectral weight inside the segment of the wire above BG1 and
couple strongly with the gate potential. The absence of the resonances below a certain value of
µBG1 signals that the chemical potential has reached the bottom of the subband. In the regime
corresponding to δµ ∼ ∆ (i.e., chemical potential close to the bottom of the subband) one expects
the emergence of well separated Majorana bound states at finite magnetic fields. In turn, these
weakly overlapping Majorana modes are responsible for (nearly) zero bias peaks in the differential
conductance that are pinned near zero bias over a significant range of gate voltages (see Fig. S12)
and Zeeman fields (Fig. S13).
The second example concerns the brightness of the “first” resonance, i.e., the stripe corre-
sponding to the lowest values of BG1. In experiment, the first resonance(marked by the solid
line) is much brighter than the next few ones, as shown in Fig. S7. By contrast, in the calcu-
lations the first resonance is the weakest (see, for example, Fig. S15). In general, the strength
of both differential conductance and LDOS is determined by the amplitude of the wave function
inside the tunnel barrier region. Typically, higher energy states, which have Fourier components
associated with higher values of the wave vector (i.e., loosely speaking, larger values of the Fermi
momentum), penetrate deeper into the barrier region and, consequently have higher visibility. This
is, indeed, the case if we assume that the step-like potential has a constant value throughout the
BG1 region. However, the exact potential profile, which cannot be determined experimentally
and is extremely difficult to calculate, may be slightly different. If, for example, we assume that
the BG1 potential, instead of being flat, has a small dip as one approaches the tunnel barrier (see
fig. S16), the brightness of the low-energy states changes significantly. In particular, the first
resonance becomes much stronger. This is explained by the fact that in the presence of the non-
homogeneous potential on bottom gates, the lowest energy state develops a local maximum near
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the potential dip, which results in a significant increase of its penetration into the barrier region.
This example illustrates very clearly that in order to account for all the details of the experimen-
tally observed features it is essential to incorporate information about the nonuniform background
potential into the theoretical model. As a final note, we point out that because the semiconductor
wire is partially covered by a superconductor the (effective) background potential will also have
a nontrivial transverse profile. Moreover, this profile will be different for different cross-sections
along the wire. This is expected to generate a position-dependent spin-orbit coupling strength as
well as a position-dependent induced pair potential. All these effects could have an impact on
the experimentally-measured quantities. Nonetheless, the picture revealed by the simple model
described here, which, in essence, predicts the emergence of weakly overlapping Majorana bound
states, is expected to be rather generic and robust, as long as the non-homogeneity of the system
does not exceed a certain threshold.
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Figure S1: Linecuts from Fig. 1 and Fig. 2 in the main text. a, a linecut of bias scan at
FG1 = 0.14 V and B = 0 T. It shows a clear induced gap with gap edge at V = 0.25 mV. The
ratio of conductance outside and inside the gap is 2.8. b, c, linecuts correspond to Fig. 2a and Fig.
2f, respectively. d− f , line cuts correspond to Figs. 1c, 1d and 1e, respectively. Vertical offset is
0.005(in the unit of 2e2/h) in Figs. S1b-f.
26
0.004 0.008
0.135 0.140 0.145
-0.5
0.0
0.5
V
 (m
V
)
FG1 (V)
0.012 0.018
2.9 3.0
FG2 (V)
0.035 0.045
-0.5 0 0.5
-0.4
0.0
0.4
V
 (m
V
)
BG2 (V)
0.07 0.09
0 0.5 1
BG3 (V)
(2e2/h)
a b
c d
(2e2/h) (2e2/h)
(2e2/h)
0.150
Figure S2: Gates dependence of ZBP. a− d, at fixed magnetic field B = 0.5 T and BG1 =
−0.42 V, conductance maps are plotted in bias vs. barrier gate FG1, gate FG2 at the normal side
as well as big gates BG2 and BG3 under the superconductor.
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Figure S3: Zero-bias peak evolution with BG1. Conductance maps in bias voltage V vs. B at
different BG1 indicated in the right corner of each panel. Note that, due to a charge jump, all the
gate voltages of BG1 have been shifted by +0.02 V. The dashed lines mark zero bias voltage line.
Arrows mark the ZBP onset fields plotted in Fig. 3. The onset fields are picked by judging from
line cuts of bias scans where the conductance peaks first hit zero bias voltage.
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Figure S4: ZBP evolution at a large range of magnetic field. a− h, conductance maps in bias
vs. BG1 at different magnetic fields indicated in lower right corners of each panel, from 0.2 T to
1 T. The dashed lines mark zero bias voltage line.
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Figure S5: Magnetic field orientation dependence of ZBP. a− j, conductance maps in bias vs.
magnetic field at different angles indicated in the upper right corner of each panel, from 0 to pi. k,
conductance maps in bias vs. field angle at a fixed field B = 0.5 T, the vertical dashed line marks
the angle at pi/2. l, Schematics of magnetic field direction. The angle is defined with respect to
nanowire main axis. The dashed lines mark zero bias voltage line. m, Schematics of the band
structure in magnetic field at an angle of 0 and pi/2.
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Figure S6: ZBP evolution with BG1 at an angle of pi/2. a− h, conductance maps in bias vs.
BG1 at different magnetic fields indicated in the lower right corner of each panel. The dashed lines
mark zero bias voltage line.
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Figure S7: Expanded scan of BG1, and gates dependence of resonances. a, a conductance map
in bias vs. BG1 in expanded range. The first resonance is marked by a solid line and the second one
is marked by a dashed line. Dispersion of the first(solid line) and second(dashed line) resonances
are 10 meV/V and 25 meV/V, respectively. b, DC current in gate traces of BG1 with FG1 set to be
closed (square) and open(circle), respectively. The voltage bias are 2 mV and 10 mV, respectively.
c− d, Dependence of the resonances at zero bias on barrier gate FG1, gate FG2 at the normal
contact side, and BG2 under the superconductor. Dashed lines labled by N = 1, N = 2 and
N = 3 in c correspond to bottom of the first, second and third subband, respectively. All the scans
are taken at zero magnetic field.
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Figure S8: Gate and field dependence of the second resonance. The second resonance is shown
in Fig. S7, marked by the dashed line. a− d, conductance maps in bias vs. BG1 at different
magnetic fields. e− h, conductance maps in bias vs. field at different BG1.
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Figure S9: Trivial ABS in another device. a− c, conductance maps in bias vs. BG1 at three
different fields indicated in the lower right corner of each panel. d− i, conductance maps in bias
vs. field at different BG1 indicated in the lower right corner of each panel.
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Figure S10: Schematic representation of the tight-binding Hamiltonian H = HM + HSM +
HM−SM given by Eqs. (S1-S3), which describes the metal-proximitized semiconductor structure.
Two parallel chains (Ny = 2) are explicitly shown and for each site (represented by an ellipse) the
particle-hole and spin sectors are represented by red/blue circles and up/down arrows, respectively.
The hopping parameters (tδsm, t
δ
m, and t˜), on-site and chemical potentials (Vi, µm, and µsm), Zee-
man field (Γ), Rashba spin-orbit coupling (αδxR and α
δy
R ), and pair potential (∆) are represented by
arrows that couple different chains, sites, and/or sectors.
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Figure S11: Top: Comparison between the spatial dependence of the amplitudes of the lowest-
energy states corresponding to a long wire with a step-like potential (a) and a short wire of length
equal to the BG1 region (b). Bottom: Zeeman field dependence of the low-energy spectrum for a
long wire with step-like potential (c) and a short wire corresponding to the BG1 segment (d). The
amplitude of the zero-energy splitting oscillations show a qualitatively different dependence on the
Zeeman field.
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Figure S12: Left: Low-energy spectrum as a function of µBG1 for three different values of the
Zeeman field (EZ = 0.0 ∆(a), EZ = 0.8 ∆(c), and EZ = 1.7 ∆(e)). Right:(b, d, f), Conductance
maps of the differential conductance as functions of bias voltage V and µBG1 for the same Zeeman
field as the left panels. A small thermal broadening of 0.02 meV is used here, to emphasize the
close correspondence with the corresponding spectra.
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Figure S13: a, Dependence of the low-energy spectrum on the Zeeman field for a system with
a step-like potential with µBG1 = −4.7 meV. b, Differential conductance at µBG1 = −4.7 meV
as functions of magnetic field and bias potential. Note that for EZ > 1.7∆ the system hosts
nearly-zero energy modes. Also note that for EZ < 5 ∆ the amplitude of the zero-energy splitting
oscillations does not increase with the applied magnetic field.
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Figure S14: Differential conductance at high values of µBG1 corresponding to the chemical poten-
tial well above the bottom of the subband, δµ ∆, where δµ is the chemical potential relative to
the bottom of the band. a, Dependence on the chemical potential at a Zeeman field of EZ = 6.2 ∆.
b, Dependence on the Zeeman energy at chemical potential µBG1 = −2.5 meV.
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Figure S15: a, Conductance map at zero magnetic field. b, color map of local density of particle
states at zero magnetic field.
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Figure S16: a, Conductance map of bias versus µBG1 for a homogeneous potential. b, differential
conductance color map of bias versus BG1 for a non-homogeneous potential. c, potential profile
VE along the nanowire (also shown in Fig. 4a) used to generate the map in a. d potential profile
VE along the nanowire used to generate the map in b. Both conductance maps are taken at zero
Zeeman energy.
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