Abstract-Autism spectrum disorder (ASD) is accompanied with impaired social-emotional functioning, such as emotional regulation and recognition, communication, and related behavior. Study of the alternations of the brain networks in ASD may not only help us in understanding this disorder but also inform us the mechanisms of affective computing in the brain. Although morphological features have been used in the diagnosis of a variety of neurological and psychiatric disorders, these features did not show significant discriminative value in identifying patients with ASD, possibly due to the omission of the information related to the changes in structural similarities among cortical regions. In this study, structural images from 66 high-functioning adults with ASD and 66 matched typically-developing controls (TDC) were used to test the hypothesis of cortico-cortical relationships are abnormal in ASD. Seven morphological features of each of the 360 brain regions were extracted and elastic network was used to quantify the similarities between each target region and all other regions. The similarities were then used to construct multi-feature-based networks (MFN), which were then submitted to a support vector machine classifier to classify the individuals of the two groups. Results showed that the classifier with features of MFN significantly improved the accuracy of discriminating patients with ASD from TDCs (78.63%) compared to using morphological features only (< 65%). The combination of MFN features with morphological features and other high-level MFN properties did not further enhance the classification performance. Our findings demonstrate that the variations in cortico-cortical similarities are important in the etiology of ASD and can be used as biomarkers in the diagnostic process.
INTRODUCTION
UTISM Spectrum Disorder (ASD) is a pervasive neurodevelopmental condition affecting emotion, cognition and behavior throughout the lifespan. The core symptoms of ASD include abnormal emotional regulation and social interactions, restricted interest, repetitive behaviors and hypo-or-hyper reactivity to sensory stimuli [1, 2] . According to current estimates, between 0.5-2% of the population is affected by ASD [3] [4] [5] . Currently, the main method for diagnosis is an extensive clinical evaluation, usually performed by psychologists and psychiatrists utilizing validated diagnostic tools such as the Autism Diagnosis Observation Schedule (ADOS) [6] and the Autism Diagnostic Interview -Revised (ADI-R) [7] . Because ASD is indicated by significant alterations in cerebral morphology compared to typically-developing controls (TDC), e.g., overgrowth of frontal cortex in early childhood (Courchesne, et al., 2003; Hazlett, et al., 2017; Zwaigenbaum, et al., 2014) , age-related variation in cortical thickness (CT) (Raznahan, et al., 2009; Wallace, et al., 2010) , and abnormalities in grey matter (GM) structures in both childhood and adulthood [8] [9] [10] [11] , the magnetic resonance imaging (MRI) based diagnosis should have large application value. However, such applications currently have a limited accuracy [12] [13] [14] . Therefore, development of sophisticated analytic methods and a deep understanding of the neuromorphological underpinning of ASD are essential.
Recent studies using multiple morphological measures and machine learning technologies to differentiate ASD from TDC have reported remarkable classification accuracies on small sample sets (20 -30 subjects) based on anatomical features, such as GM density [15, 16] and geometric and/or volumetric features of cortical surface [17] [18] [19] . However, these morphological measures produced near-chance accuracy (~60%) when used on large heterogeneous datasets [12, 14] . These results suggest that structural abnormalities of individual brain regions may not provide sufficient information for diagnostic purposes or may underrepresent potential brain mechanisms of ASD. Recently, structural similarity between paired brain regions have achieved marked per-formance for identifying Alzheimer's disease [20, 21] , fragile X syndrome [22] , and children with ASD [19] . However, it is still unclear whether the cortico-cortical relationship is different in adults with ASD, along with its application value for diagnostic purposes.
To test our hypothesis of abnormalities in corticocortical similarity of high-functioning adults with ASD, we quantified the inter-regional similarity by using Elastic Network [23] based on seven morphological measures extracted from individuals' brain images [24] [25] [26] [27] [28] [29] . This method was shown to be a valid statistical method to establish a relational network based on multi-dimensional features [30] and is robust for estimating network when the number of brain regions is larger than sample size [31] . We then built a multi-feature-based network (MFN) [32] for each individual and examined its classification performance using support vector machine (SVM) [33] with leave-one-out cross validation strategy. The comparisons in terms of classification performances between vertexbased morphological features, voxel-based GM density, MFN, as well as network properties of MFN were conducted to demonstrate the significant improvement in classification and to support the hypothesis that ASD is associated with the changes in the relationship among brain regions in terms of morphological features.
MATERIALS AND METHODS

Imaging Data
Structural brain images were acquired from the ABIDE database (http://fcon_1000.projects.nitrc.org/indi/abide). The structural brain scans of 66 adults with ASD and 66 matched TDCs selected from 4 independent study sites (New York University Langone Medical Center: NYU; Social Brain Lab at the Research School of Behavioral and Cognitive Neurosciences, University Medical Center Groeningen and Netherlands Institute for Neurosciences: SBL; Katholieke Universiteit Leuven: KUL; Icahn School of Medicine at Mount Sinai: ISMMS) were the same as in our previous study [10] . Patients with ASD were all in the high-functioning end of the spectrum (IQ > 80), and received a clinician's DSM-IV-TR diagnosis of Autistic Disorder, Asperger's Disorder, or Pervasive Developmental Disorder Not-Otherwise-Specified. The two groups were matched on gender, age, and full scale IQ for each sites and cross sites (t(130) = 0.2; p = .99 for age and t(112) = 1.7; p = 0.90 for full scale IQ). Descriptive data for the samples are shown in Table 1 . Although the information of full scale IQ of SBL dataset were not available, all participants received full scale IQ tests and their scores were within the normal range.
Image Preprocessing
All image data were processed using FreeSurfer v5.3.0 (http://surfer.nmr.mgh.harvard.edu). Briefly, preprocessing included motion correction, removal of non-brain tissue [34] , Talairach transformation, intensity normalization, segmentation, and generation of grey-white matter boundary [35] . Topology and geometry of the reconstructed surface were validated once the cortical surface reconstruction was completed [36] . Surfaces were inflated and registered to a priori template by which regional averages of cortical thickness (CT), surface area (SA), cortical volume (CV), local gyrification index (LGI), sulcal depth (SD), gyri height (GH) and curvature (CURV) were calculated. One ASD participant was excluded because the folding information could not be extracted. Both unsmoothed images and smoothed images using a 10-mm full-width-of-half-maximum Gaussian kernel were examined.
For comparison with GM density, VBM analyses were conducted using the CAT12 toolbox (www.neuro.uni-jena.de/cat12/CAT12-Manual.pdf) in Statistical Parametric Mapping (SPM12) with the default setting. Briefly, T1 images were normalized using affine, followed by intra-subject realignment, bias correction for homogeneities, and the segmentation of GM, white matter and cerebral spinal fluid (CSF) [37] . The DARTEL algorithm [38] was applied to the segmented GM images for spatial normalization, and for resampling of image to a 3 × 3 × 3 mm spatial resolution. Non-linear deformation for the effect of spatial normalization was corrected to generate these modulated normalized images, which represent relative volume after correcting for brain size. Each image was then smoothed using an 8-mm full width at half maximum Gaussian kernel. 
Construction of Multi-feature-based Network (MFN)
For network construction, nodes were the regions defined by the brain parcellation with 360 cortical regions and without subcortical tissues [39] . The hippocampus was excluded from this analysis due to inability to extract folding information from this region. Thus, a total of 358 cortical regions of the entire brain were included. For edges of the network, Elastic Net [23] was utilized instead of paired correlations (e.g., Pearson correlation), to quantify the relationship between the target brain region and multiple predictor regions. During each regression process, the L1-norm regularization was used to obtain a sparse solution that efficiently excluded the irrelevant predictors [40] , and L2-norm regularization was used to compensate for the deficits of L1-norm regularization that L1-norm regularization only identifies the number of predictors that equal to the number of observations and only selects one from the highly correlated predictors [23] .
For the calculation of the edges, we denote each individual as Fig. 1(a) , where an example of the MFN and its incidence matrix (with m nodes, i.e., v1 -vm, rather than 358 for the real data) was also illustrated. Each row in the incidence matrix is the set of sparse coefficients from the linear regression model with the corresponding node as the target variable (labeled on the right side), with nonzero values being set to 1. A value of one suggests a relative robust relationship between the target region and all other regions included in the regression analysis, while a value of zero suggests a weak relationship. The asymmetrical MFN matrix, therefore, is a result of multiple regression process. For each subject, the binary values of the asymmetrical matrix were concatenated to form a feature vector with 358 (358 1) 127,806    elements, which was used as the input of feature selection. Notably, the asymmetric matrix does not reflect any causality [42] , rather, it represents region-to-region similarity in terms of GM morphology.
Properties of the MFN
Although edges of MFN do not represent brain connectivity, we can treat the similarity matrix as a network. Here, we extracted three types of network properties, which reflect the local and global organizations of a network, as extra features that may potentially enhance the classification performance. Network properties were calculated using the Brain Connectivity Toolbox [43] .
Clustering coefficient (CC) measures the local connective density of neighbors of a given node. The CC of node i is defined as the number of existing edges between neighbors of this node divided by all possible edges between this node and its neighbors [44] , which is formulated as: (2) where eij is the edge from node i to node j, and n is the number of nodes.
Degree (K) measures the importance of nodes in the network, which is defined as the number of edges that are connecting to a specific node.
Global efficiency (GE) quantifies the efficiency of information transfer across the entire brain, formulated as:
 is the shortest path length from node i to node j.
Feature Selection and Group Discrimination
To generate a relative unbiased assessment of classification performance, we applied the leave-one-out crossvalidation strategy with nested feature selection and classifier training only on training set of each interaction (see Fig. 1(b) ). Here, we applied a two-step feature selection strategy to find a relative optimal feature subset. The first step of feature selection was utilized to roughly filter-out the features that are irrelevant for the categorization. We applied χ 2 test as a filter feature selection method for discrete features (MFN connection), and two sample t-test for continuous features (morphological features and network properties). Features with p-values exceeding 0.05 (uncorrected) were excluded. The selected features were then evaluated by linear SVM-based recursive feature elimination (SVM-RFE) [45] during the second step of feature selection. SVM-RFE is a backward feature elimination strategy that iteratively removes the features with the lowest discrimination performance as evaluated by SVM. We used the linear kernel to evaluate the importance of each feature with the ranking criterion as the square term of weight coefficients (w 2 ), calculated by
where yk and xk is the class label and the n dimensional feature vector, of sample k, respectively;  is an index of support vector, corresponding samples of non-zero values in  are support vectors. Because the feature vector is multiplied by class label, a high discriminative feature should have a large value of |w|. In each interaction, the 500 lowest ranking features were removed when feature dimension was over 10,000; the step size was reduced to 50 for the last 10,000 features, 5 for the last 1,000 features, and 1 for the last 100 features. Because the dimensions of regional morphological features and network properties were small (358 features for each), only one step of feature selection, the SVM-RFE, was utilized in the classification procedures based on these features. The two-step feature selection was conducted on all participants to evaluate the importance of each feature. Because each classifier might be trained by different features, utilization of the whole dataset enabled us to find features that most likely contributed to the discrimination between these two cohorts (TDC vs. ASD). Large absolute weight derived from SVM-RFE indicates the discriminative ability of a feature. Note that only connections with p < 0.05 (χ 2 test) were evaluated by SVM-RFE due to the two-step feature selection strategy. To investigate the driving regions that primarily contribute to the abnormal cortico-cortical similarity in ASD, we scored each brain region by summing up the absolute SVM-RFE weights of connections to this region. Regions with higher scores indicate these regions are more relevant to the discriminative connections and are key regions that responds more to the altered cortico-cortical relationship in ASD compared to the TDC.
Classification
The assessment of classification performance was conducted using the LIBSVM toolbox [46] . A nested five-fold cross validation was applied to optimize parameter C of the linear SVM classifier in the range of on the training dataset of each cross validation process. The final classifier was trained based on the selected features and the parameter. We used accuracy, sensitivity, specificity, and area under the receiver operating characteristic curve (AUC) as the indices for the assessment. We utilized χ 2 test to determine the statistical significance in accuracy based on the different types and combinations of features.
Randomization Test
To examine the statistical significance of classification performance relative to random guessing, a randomization test was utilized, which generated the confidence interval (CI) of accuracy at chance level by repeating the entire cross-validation procedure for 500 times using randomly shuffled ASD and TDC labels. The real accuracy that exceed 95% CI was considered significantly different from chance level. We conducted the randomization test separately for each type of features.
RESULTS
Classification based on morphological features
Classification analyses showed the limited discriminative power in identifying patients with ASD from TDCs based on morphological measures (accuracies < 65%), which is consistent with previous findings from large heterogeneous samples [12, 14] . Classification accuracies and ROC curves of different classification analyses are shown in Fig.  2 (a) and (b). Data smoothing and vertex-wised information did not further improve the classification performance (ps > 0.05, Table S1 and S2). Regional features extracted from unsmoothed data were, therefore, used for further analysis. The combination of all regional morphological features could not further improve the classification accuracy (58.02%) when compared to accuracies of using CT (62.60%), CV (64.12%), and LGI (60.31%) alone (Table 2) . By utilizing the randomization test, we found that above-chance accuracy was only achieved by using CV (accuracy = 64.12%, p < 0.05), whereas other morphological measures and their combinations were indistinguishable from chance level (Fig. 3) . Similar results were also observed with the voxel-based morphometry, which achieved accuracies of 57.58% by using regional GM density, with no significant improvement from chance level (Fig. 3) .
TABLE 2 COMPARISONS OF CLASSIFICATION PERFORMANCES BASED ON MORPHOLOGICAL FEATURES, NETWORK PROPERTIES, MFN CON-NECTIONS, AND THE FEATURE COMBINATIONS
MF = the combination of all morphological features; NP = the combination of all network properties; MFN = multi-feature-based network; ACC
Classification performance based on MFN
connections By varying parameters 1 and 2, the accuracy of MFN connections peaked at 1 = 2 -9 and 2 = 0.7, with the accuracy of 78.63%, AUC of 0.83 (Table 2 and Fig. 2) , and a significant improvement relative to accuracies of morphological features (ps < 0.01, Table 2 ). Furthermore, the best classification performance was achieved by using only 25% of the top-ranked features that survived from the χ 2 test (p < 0.05), indicating that the marked diagnostic performance resulted from a small subset of features derived from a relative sparser network (Fig. 2(a) ). Combining morphological features with MFN connections (MFN + MF) did not further enhance the classification performance, which only achieved 70.23% in accuracy with AUC of 0.75, though it performed better than using morphological features alone. Results from randomization test showed significant above-chance accuracies achieved by both MFN connection and the combination of MFN and morphological features (p < 0.05, Fig. 3) . Results from single site analyses showed that the accuracies of SBL (92.37%), NYU (88.55%), and ISMMS (83.21%) were higher than the accuracy across all sites, whereas the accuracy of KUL was not (76.34%).
Discrimination of network properties
We employed network properties of the MFNs at the best-performing parameters (1 = 2 -9 , 2 = 0.7) as potential means for further improving the classification performance. However, the classification power of network properties and their combinations were similar as using some of the morphological features (accuracies < 60%, see Table 2 ), which were not statistically distinguishable from chance-level (Fig. 3) . Moreover, these network properties provide limited supplementary information to the classifier beyond MFN connections (MFN + NP), which achieved only 71.76% in accuracy, with no further enhancement ( Fig. 2(a) and Table 2 ). Although the classification performance that combined MFN, morphological features, and network properties together received significant improvement in accuracy (MFN + MF + NP, accuracy = 78.63%, p < 0.05), it still did not significantly exceed the performance of MFN alone.
We further examined the difference in network properties by using statistical analysis. False discovery rate (FDR) was used for correcting the threshold of multiple comparisons. Results showed no significant differences in CC as well as in GE between the two cohorts (qs > 0.05, two sample t-test, FDR corrected), further supporting the argument that network properties have limited contribution to the discrimination. The T values of comparisons are shown in Fig. 4. 
Discriminative connections and regions related
to MFN discrimination The top 30 discriminative anatomical connections with the highest absolute weights are shown in Fig. 5 . We found that abnormal connections in ASD were mainly associated with the prefrontal cortex (e.g., Broadman area 9, 10, and medial prefrontal cortex), anterior cingulate gyrus, and areas in the parietal and occipital lobe (e.g., inferior parietal cortex, precuneus, and area V1). For example, abnormal connections were found between the left middle insula (MI) and left frontal eye field (FEF), left V1 area and right premotor eye field (PEF), and left 7P medial area (7Pm) and left Broadman area 45. In addition, connections with higher weights were mostly longdistance connections that linked anterior areas with middle and posterior areas of the brain. The abbreviations of all brain regions are shown in Table S3 . Brain regions with the top 5% scores, defined as the sum of absolute SVM-RFE weights of the connected links, are visualized in Fig. 6 . The regions that are primarily responsible for the abnormalities in cortico-cortical relationship of ASD include, for example, the dorsal, medial and ventral prefrontal cortices (e.g., Broadman area 9, 8, and 47), right primary motor cortex (PMC), left primary visual cortex (V1), right supramarginal gyrus (area PFm), left precuneus (lateral area 7P), and left middle insula (MI).
DISCUSSION
Limited diagnostic utility of the direct use of morphological measures for ASD classification
Our results showed limited discriminative ability when using only morphological measures derived from both surface-based and voxel-based morphometry in classifying individuals with ASD and TDCs. Poor classification accuracy indicates that morphological measures are mostly indistinguishable at the group level, suggesting the cerebral morphology may have limited diagnostic value of ASD. This is consistent with previous findings demonstrating low discriminative power of morphological measures in ASD classification [12, 14] . We speculated that the unsatisfactory classification performance may result from the reduced abnormalities in brain structures of adults with ASD [47, 48] : early overgrowth of morphological structures is compensated by accelerated neuronal atrophy in adulthood [49, 50] . In addition, the accuracy achieved by CV that significantly exceeded chance-level is consistent with the findings of higher discriminative power of CV on large sample size [14] .
Cortico-cortical similarity captures critical abnormalities
Compared to morphological features, cortico-cortical similarity takes the relationship between the target region and other brain regions into account, which represents the nature of the cortical interplay. The significant improvement of classification performance based on MFN connections suggests that the relationships among cortical structures possess important information and could be utilized for diagnostic application of ASD. Cortico-cortical similarity may be a more sensitive index to capture the coherent abnormalities among brain structures in ASD. Although the brain regions linked by discriminative connections have been previously reported to have significant GM alterations in ASD (e.g., anterior cingulate gyrus (ACG) [51] , precuneus, and insula [52] , superior temporal sulcus (STS) [53] [54] [55] , V1 and inferior parietal lobule [56] , lateral occipital cortex and paracentral area [57] , and inferior and superior frontal gyri [10, 56] ), no significant alterations were found in most of these areas in our previous VBM study conducted on the same dataset [10] , e.g., we did not find significant GM changes in MI, ACC, and STS in this dataset, suggesting relatively less significant alterations in GM structures. Moreover, the limited classification performance of morphological measures suggests that the ASD-related structural changes are relatively undetectable. Based on the improved classification performance using MFN, we thus speculated that changes in structural similarity characterize cortical abnormalities in ASD. These changes were represented as increased differences in long-distance connections as reported in studies using other imaging modalities [58] [59] [60] [61] , suggesting ASD might affect large-scale corticocortical relationship all over the brain rather than the morphology of isolated brain regions.
There is evidence suggesting that the morphological similarities may partially mirror the functional alterations [62]. For instance, significant reductions in CV and CVbased inter-regional correlation within prefrontal and temporal lobes are associated with the schizophrenia induced dissociation in fronto-temporal system [63] . ASD is known as associated with complex symptoms affecting multiple cognitive functions (e.g., sensory processing, emotional and cognitive functions, language, and social cognition) [1, [64] [65] [66] [67] [68] , together with interregional communications associated with these functions [58, [69] [70] [71] [72] . Here, the brain regions that were primarily associated with the altered connections were mostly in the aforementioned functional systems. Specifically, the ventromedial prefrontal cortex, insula, and precuneus are key regions for socio-emotional processing [73] [74] [75] [76] [77] [78] , and prefrontal cortex is also associated with language processing [79, 80] and cognitive control [67, 81, 82] ; the V1 and V4 areas belong to the visual system [83, 84] ; and PMC is the primary region of the motor system [85] . The high weights of these regions suggest their structures are altered in patients with ASD, which is consistent with ASD symptomatology, including abnormalities in social behavior [86, 87] , socioemotional processing [61, 88] , language [89, 90] , basic motor control [91] and gesture skills [92] , visual-motion integration [93] , and response to visual stimuli [94] [95] [96] . In addition, the discriminative pattern was different from our previous findings in Alzheimer's disease and mild cognitive impairment, in which the high-weight connections in classification were mostly related to the temporal lobe and fronto-temporal cortex [32] which have been reported to be primarily associated with disease progression [97] [98] [99] [100] . Therefore, the cortico-cortical similarities among brain structures may represent the ASD-specific functional deficits and provide critical information for ASD diagnosis.
Although the MFN connections are informative for the classification of ASD, the network properties exhibited no (or limited) discriminative value, suggesting that the overall segregation (CC) and integration (GE) of morphological networks in patients with ASD are not abnormal. Although our previous MFN study [101] , as well as other studies of morphological networks [102] [103] [104] indicated altered network properties (e.g., CC and characteristic path length) and small-word architecture, these studies mainly focused on neurodegenerative diseases (e.g., Alzheimer's disease) that are accompanied by evident GM atrophy. In the present study, because no distinct discrimination was found in various morphological measures between patients with ASD and TDCs, the connective differences that were mainly caused by structural abnormalities were relatively small, and therefore led to only slight changes in the overall organization of MFN.
Limitations
Although we have significantly enhanced the classification performance based on structural images, our resulting performance was only 78.63%, which is not high, and is consistent with some previous studies that demonstrated the limited diagnostic utility of morphological features for ASD diagnosis [12, 14] . However, other studies using structural images achieved marked performances (accuracies up to 90% by using CT, and accuracies up to 81% by using CV) in ASD classification [15, 17, 18] . The variability may be due to the differences in sample sizes, characteristics of participants (e.g., age and IQ), or scanners. For this analysis, we used a dataset from multiple centers. The performance of the classification for the cross-site sample (78.63%) was lower than for single site: SBL (92.37%), NYU (88.55%), and ISMMS (83.21%), but slightly higher than the performance of KUL (76.34%). Although comparisons between the classification performances of single site and across multiple sites was performed, replications on large independent samples would still be beneficial to examine the source of variance and the generalizability of the findings. The limited performance may also be resulted from the exclusion of subcortical tissues, as the construction of the MFN requires multiple morphological features in each brain region. Subcortical regions (e.g., amygdala and thalamus) were reported with significant CV alterations in patients with ASD [105] [106] [107] and significant above chance diagnostic accuracy for ASD [12] . The omission of these critical information may have negatively impacted the classification performance. Further studies may benefit from the inclusion of subcortical structures in the classification.
CONCLUSION
We utilized Elastic Network to quantify the corticocortical similarity based on 7 morphological features. The significant improvement of classification accuracy suggest that the cortico-cortical similarity is superior to morphological features in identifying high-functioning adults with ASD, and has potential application value in ASD diagnosis. bh@lzu.edu.cn) and J. Fan (Email: jin.fan@qc.cuny.edu).
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