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I. INTRODUCTION 
A. Definition and Description of Method 
With two-phase sampling, a preliminary sample of size n' is se­
lected, and the values of a concomitant variable, X , are determined for 
all units. Commonly, a subsample of size n is then drawn and the 
values of the characteristic of interest, Y , are obtained for units in this 
second phase sample. This second phase sample may, however, be se­
lected independently of the first phase sample. Some statisticians (in­
cluding Chakravarti et al. [5]) use the term "double sampling" to refer 
to independent selection of second phase units and reserve the term "two-
phase sampling" for dependent second phase sampling. In our presen­
tation, the two terms are used interchangeably. In usual survey practice, 
an independent second phase sample is generally used only when it is 
administratively more convenient to do so. 
We note that two-phase sampling schemes are applied if the cost of 
measuring the concomitant variables is small but non-negligible as com­
pared to the cost of measuring the variables of direct interest. Clearly, 
if the per unit cost of measuring X is negligible, then the best choice is 
the determination of X for all units in the population. 
Two-phase sampling differs from two-stage sampling. In the for­
mer, we observe at the two phases sampling units of the same type, but 
in the latter we consider sampling units of different types at the two 
stages. 
For two-phase sampling, the methods of selection of the preliminary 
(or "initial") and second phase (or ultimate) samples vary [6, 7 ]. Two 
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of the most common ones are: 
(a) Sampling without replacement with equal probability in both phases. 
(b) Sampling without replacement with equal probability at the first 
phase but sampling with replacement with arbitrary probabilities at the 
second phase. 
B. Uses of the Technique of Two-phase Sampling 
Hereafter, unless otherwise stated, our notation will be as given in 
Cochran [9], and the sample selection at both phases will be simple 
random sampling. 
The first serious proponent of two-phase sampling was J. Neyman 
[36]. Its main application has been to improve the precision of estima­
tion [28, 37 ] through the use of the data obtained at the first phase. 
Alternatively, the measurements obtained in the initial sample may be 
utilized to improve the sample design at the second phase. Several 
examples of the two main purposes of the application of two-phase sam­
pling will now be presented. 
Assuming simple random sampling, a common estimator of the 
population mean, Y , is: 
Y = ^ X (1. 1) 
X 
If X is unknown, we can use x' to estimate it, where x' is the mean 
of the X variable in a large preliminary simple random sample of size 
n* . The estimator (I. 1) then becomes: 
3 
= I X' (1.2) 
X 
A similar approach can be used in the case of other ratio and regression 
estimators in both stratified and unstratified as well as single-stage or 
multi-stage sampling designs. Ratio and regression estimators will be 
examined in more detail in Sections C and D of this chapter. Some exten­
sions of the existing theory will be presented in Chapters II and III. 
As mentioned in the previous paragraph, multi-stage sampling can 
be combined with two-phase sampling to provide more reliable estimates. 
For example, in the estimation of the yields of cocoa in Ghana, a two-
stage sample of localities and farms can be used for the estimation of 
areas under cocoa cultivation and a subs ample of farms for the estimation 
of the yields. Thus we have a combination of a two-stage and a two-
phase sample design. Examples of this type are given in [55, 59]. 
Another way in which the technique of two-phase sampling can be 
utilized to improve the sample design is in the construction of new 
sampling units [18]. These new units could be made up of any combina­
tion of the units selected in the first phase. The new sampling units so 
constructed can then form the basis for single or multi-stage sampling 
with arbitrary probabilities of selection. In particular, the first phase 
units could be selected by simple random sampling and the second phase 
sample selected with probabilities proportional to the "sizes" (p.p. s.) of 
the first phase units. 
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D. Singh and B. D. Singh [51] have considered estimation of the 
population mean under two different sampling schemes which make use 
of the preliminary sample for p. p. s. selection at the second stage. For 
both schemes, they give an unbiased estimator of the population mean, 
its variance and an estimator of the variance. With both schemes, the 
preliminary sample is selected by simple random sampling. For the 
first scheme, the second phase sample is selected with replacement and 
with probabilities proportional to the values of X in the first phase sam­
ple. Under the second scheme, the second phase units are selected by 
the Rao-Hartley-Cochran scheme [45]. 
A further use of two-phase sampling is in estimating stratum weights. 
Given a preliminary sample of size n' and pre-specified boundaries for 
strata, w, is an unbiased estimator of W, where 
n n 
"h Wj^ = = the proportion of elements in the preliminary sample 
belonging to stratum h 
Nh 
= the proportion of the total population of size N 
belonging to stratum h . 
These estimators of the population weights can then be used to form an 
estimator of the population mean 
Vst = J, 
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where 7^ is the sample mean obtained from the second phase units in 
stratum h . 
Another use of the first phase sample is to construct "optimal" strat­
ification boundaries. Then, one might select a simple random sample 
within each of the strata, and measure Y for all elements. As noted 
above, in the classical theory of double sampling with stratification, 
stratum boundaries are assumed to be fixed prior to sampling. Given L 
and the data from the preliminary sample, the problem then is to find 
those boundaries which minimize the conditional variance of the estimator 
of the population mean, assuming the subsequent use of Neyman, propor­
tional or equal sample allocation. However, to assist in solving this 
problem, we can use the known theory (one-phase sampling) for con­
structing optimal stratum boundaries. 
Most of the known theory assumes for simplicity that stratification 
will be based on the variable of interest, Y , rather than on the concom­
itant variable, X . Dalenius and Hodges [11] have shown that to obtain 
optimal stratification boundaries, the boundary points must satisfy a 
certain difference equation. No exact solution to this equation has been 
found but numerous approximate solutions have been proposed [Z, 10, 11, 
12, 14, 15]. Cochran [8] has reviewed this literature, and has con­
trasted the five main methods suggested. Only two of these methods 
appear satisfactory, namely the "cum/^f " method [12] and the Ekman 
approach [14]. Both Herlekar [26, 27 ] and Serfling [50 ] have mentioned 
the inherent logical difficulties in the application of those approximate 
methods which assume the probability density function (p. d. f. ) of the 
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variable of interest. The more logical and practical course would appear 
to lie in applying, for example, the cum/^f method to the concomitant 
variable X . It has been conjectured and shown in a few special cases 
that if intra-stratum correlations are sufficiently high, the optimal 
stratum boundaries (O.S.B.) for X are also, approximately, the O.S. B. 
for Y[9. 27]. 
In Herlekar's first paper [26], he suggests a method whereby given 
the p. d. f. f(y, 9) with 0 unknown, the preliminary random sample 
could be used to estimate 9 , and thus determine the O.S. B. for Y . 
The main steps of his procedure are: 
(a) Obtain 9^ , an estimate of 9 , from a preliminary random sample 
of size n^(< n). (9 is a location or scale parameter.) 
(b) Using existing theory (e.g. cum/^f method), determine the O.S.B. 
for Y , where f = f(y , 9^). 
(c) Using the O.S. B. , choose an independent, stratified random sample 
of size n-nj • Thus, obtain a second estimate of 9 , 9^ . 
(d) Finally, a linear combination of 9j and 9^ is used to estimate 9 . 
Herlekar's second paper [27] treats the case where the stratification 
variable is the concomitant variable. He investigates the special case 
where (X , Y) has a bivariate normal distribution, and considers the 
conditions under which the O.S. B. for X are also the O.S.B. for Y . 
Assuming the use of the "cum/^f " method, Serfling [50] has derived 
a simple approximation for the minimum (corresponding t(^ the O.S. B. ) 
value of V(y^^). His results will be considered in greater detail in 
Chapter VI. 
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Another important area in which two-phase sampling can be used is 
in the field of analytical surveys [49]. In such surveys, the primary-
objective is to compare several sectors of a finite population. The fol­
lowing example will illustrate the point; the population of interest may be 
divisible into four subpopulations represented by a 2 x 2 contigency table 
i. e. two factors at two levels. The principal objective of the survey may 
be to compare the two levels of each factor with respect to some specified 
characteristic. For such a survey, it would be desirable to sample each 
of the 2x2 cells independently. However, it may not be possible to 
identify prior to sampling the subpopulations to which each individual 
belongs. In this case, it may be convenient to select a large preliminary 
sample and identify the subpopulation to which each individual in this 
preliminary sample belongs. Then, within each cell, independent sub-
sampling can be carried out in accordance with a prescribed sampling 
rule. Such a sampling rule may maximize the precision of specified 
estimated comparisons, conditional on the results of the first phase 
sample. 
C. Additional Applications - Ratio Estimators 
Before considering the use of double sampling with ratio estimation 
we list below, for reference purposes, a few ratio-type estimators used 
with single phase simple random sampling. Some of the properties of 
these estimators of R = Y/X are given in the papers referenced. For 
example, valid asymptotic expressions for the biases and variances of 
^1 ' ^5B' ^6 ^7 exact expressions for r^ and r^ are 
available in this literature. The estimators are: 
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(1) the classical ratio estimator [58] 
rj = y/x (1.3) 
(2) the mean of ratios estimator 
'2 = i 
1= 1 
(3) the Hartley-Ross estimator [2 5] 
= r + 
N(n-l)X 
(1.5) 
Recall that r^ is an unbiased estimator of R . 
(4) Pascual's [37] 
'4 = ^^7 ["'l - '2^ (16) 
(The above estimator, attributed to H. O. Hartley, was first discussed 
by Pascual [37]). 
(5) Quenouille's [13, 41] 
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where the sample of size n is divided at random into g group (each of 
size m), r^. = g r (g- l)r/ and r! is the classical ratio estimator 
calculated from the sample after omitting the units in the ith group. A 
special case of (1. 7a) is obtained by taking g = 2: 
^5B 2 (l-^b) 
In Chapter II, we shall be considering (1. 7b) rather than (1. 7a). 
(6) Beale (in Tin's [58]). 
""6 ~ ^1 ^2 
X 
V— (1.8) 
(7) Tin's [58] 
2 
'7 " + (1.9) 
xy X 
(8) Mickey's [34, 42] 
rg = r + ^ (y - r x) (1. 10) 
° X ° 
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where the sample of size n is divided at random into g groups (each 
g 
of size m), r = S rî/g , and rî is the classical ratio estimator 
g j=l J J 
computed for the sample after omitting the units in the jth group. Recall 
that Tg is an unbiased estimator of R . 
(9) Tin's (second) [40, 58] 
where and are the means for group j , the sample being divided 
at random into g groups, each of size m . 
(10) Pascual's (second) [37, 40] 
^10 - r. +—(y - rx) (1.12) 
" (n-l)X 
If we put X = X in the denominator of the second term of (1. 12), ^4~^20' 
In a different category is Srivastava's estimator [53] 
= y(=)'' (1.13) 
^ X 
For a = 1 , one obtains the product estimator; for a = 0 , the mean per 
unit estimator; and for, a = -1 , the classical ratio estimator. 
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In addition, we may note that, retaining terms of 0(~) > the pre­
ferred estimator is as follows; 
Range of Q Preferred Estimator 
. 1 . 
p < - 2 Q~ product 
1 1 ^x 
2 Q— < p < 2 c— mean per unit 
y Y 
> 1 ^x .. p > 2 Q~ ratio 
Recall that for all the estimators considered above we have assumed 
that simple random sampling is used. However, if either Lahirx's [33] 
or Midzuno-Sen's method of selection [48] is employed, it is easily 
shown (Des Raj [40]) that E(r = R . The variance of r ^  under this 
1 
system is, to 0(-^) , 
n 
V(r,) . R^[^(C„ 2 -2CJ ,+ C2„) 
+ T<^SrC30-^12> 
n 
n 
(1. 14) 
12 
where 
E(x.-X)^(y.-Y)® 
C = 
rs 
N-n 
1 " N-1 
e - (N-n)(N-2n) 
2 (N-l)(N-2) 
N(N-n)(N-n-l) 
3 (N-l)(N-2)(N-3) 
We note that, to 0(—) , this result is the same as that of r ^  under 
simple random sampling. 
When trying to compare the various ratio-type estimators with 
respect to bias, variance and mean square error, many difficulties are 
encountered. These difficulties stem mainly from the absence, in gener­
al, of simple, exact expressions for such quantities. One approach is to 
use "asymptotic" expansions. Tin used this method to compare r j , 
^5B ' ^6 ""7 • 
Some investigators have employed models to simplify comparisons • 
and to facilitate the interpretation of results. The two models suggested 
by Durbin [13] and utilized in many subsequent investigations [41, 46] 
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are; 
(a) y. = a + px. + u. (1. 15) 1 1 1  
where E(uj^lx^) = 0 , V{u. jx.) = n 6 , 6 is a constant of O(^) , and the 
x^'s are assumed to be independent, normally distributed random vari­
ables each with mean 1 and variance h ; 
(b) same as (a) with the modification that x. is distributed as a gamma 
random variable with parameter m . Rao [42] used both models to 
compare r^ . rg , r^ and r^Q • Rao and Webster [46] also used the 
two models to compare r^^ (with g = n) with r j . 
A third method of comparing the various ratio-type estimators is to 
use "Monte Carlo" techniques with or without model assumptions. Rao 
and Beegle [44] have investigated the small sample efficiencies of eight 
ratio estimators under the assumption that there is a linear regression 
of Y on X and X is normally distributed. The estimators they con­
sidered were r J , r^^ (with g = n), r^, . . . , r JQ • Their Monte 
Carlo study was based on two models; 
(1) With the Lauh and Williams' model, X is normally distributed with 
mean 10 and variance 4, y. = 5(x. + e.) and e. is normally distributed 
with mean 0 and variance I and is independent of x. . 
(2) For the second model, (X, Y) is a bivariate normal random variable 
with the relevant population parameters specified. Two measures are 
used to compare the estimators. The first one is called "concentration" -
the propo?:tion of the estimates generated by the Monte Carlo simulation 
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•which fall in some pre-specified neighborhood of R . The second meas­
ure is the interquartile range (as applied to the sample of estimates 
generated by the Monte Carlo procedure). 
Frauendorfer [16] and Rao [43] have carried out similar Monte 
Carlo investigations, using several actual finite populations. 
Of the three main methods (outlined above) for comparison of the 
estimators, asymptotic expansions are, perhaps, the most general. 
Analytical comparisons based on model assumptions or comparisons 
from Monte Carlo studies are not universally valid since they involve 
rather specific assumptions about the populations under investigation. 
Of course, the results can be generalized to populations "similar" to 
those studied. For a general theoretical treatment, it is usually better 
to make analytical comparisons using a model rather than to use a Monte 
Carlo - numerical investigation for such comparisons. Of course, if one 
anticipates repeated sampling of one type of finite population, "Monte 
Carlo" comparisons based on a "typical" finite population may be prefer­
able (if no adequate model can be postulated). 
The ratio estimators defined earlier estimate R = Y/X , and the 
corresponding estimator of Y is obtained by multiplying the estimator 
of R by X . If X is unknown, it may be estimated from the observa­
tions obtained at the first phase of a two-phase sample. 
Y = Rx' (1. 16) 
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provides an. estinaator of Y , where R denotes any estimator of R and 
x' is the estimator of X from the preliminary sample. Assuming 
simple random sampling at both phases, B. V. Sukhatme [54] has con­
trasted three ratio-type estimators. Assuming that the second phase 
sample is a subsample of the first phase sample, he compares 
Yls = ^ x' . (1. 17) 
^Zs = ^ ' (1. 18) 
and. 
YSs = + (y-rx) . (1.19) 
We note that is the two-phase analogue of the Hartley-Ross esti­
mator. Using as the standard, Sukhatme investigated the relative 
efficiencies of y and y^^ . Writing Ax = x-X , Ar = r-R , where 
X = E(X) and R = E(Y/X) , he concludes that: 
(a) If 
and 
E[(Ar)" Ax] < _ j_ 
V[Ar Ax] 2X 
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and ^ _ _1_ 
V[Ar Ax] 2R 
then V(y^g) < VCy^g) 
(b) Similarly, if 
E[(Ax) Ar] ^ Q (1,20) 
V[Ar Ax] 
and 0 < R < R < (L 21) 
then V(y^g) < V(y^g) . 
In Chapter 11 (Sections F and G) of this paper, we shall compare 
with y^g and other estimators based on r^ , r^g , r^ and r^ , under 
two different sampling schemes. Biases and variances will be given to 
0(—^~5r) . In particular, we shall show that to (-^) , condition (1. 21) 
(*') _ 
alone implies ^(y^g) < V(y^g) . 
We note here that Goswami and Sukhatme [21] have cqnsidered the 
extension of ratio-type estimation to be multiphase case where several 
auxiliary variables are used. 
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D. Additional Applications - Regression Estimators 
The regression method of estimation is often recommended when the 
regression of Y on X is linear but does not pass through the origin. 
Assuming single-phase simple random sampling, the difference or re­
gression estimator is 
= y + 9(X -x) . (1. 22) 
When 9 is a constant independent of the sample values of (X, Y), (1.22) 
is referred to as a difference estimator. The value of 9 which mini­
mizes V(yj^) is easily shown to be 9 = p = , where (3 is the 
population regression coefficient. To estimate p , one generally uses 
p •= b = 
n _ _ 
S (x;^x)(y-y) 
- = JEZ 
n , 2 
S (x.-x)^ ®x 
i=l ^ 
Fuller and Johnson [17] have derived the bias and MSE of y^ with 0 = b 
to O(^) . 
n 
As in the case of ratio estimation, X may be unknown and a large 
sample estimate of it, x' say, may be obtained from the first phase 
sample of a double sampling procedure. The expression (1. 22) then 
becomes 
= y + 9(x' - x) (1. 23) 
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We note that 
E(yRd) = Y + Cov(9 , x') - Cov(0 , x) 
If 9 is a constant (independent of the sample values), then is an 
unbiased estimator of Y . It is again easy to show that is mini­
mized if 9 = p . As in the case of single phase sampling, p = b is the 
usual estimator of (3 . Then 
bias of = Cov(b, x') - Gov(b, x) ( 1. 24) 
If the second phase sample is independent of the first phase sample, then 
(1.24) reduces to: 
bias of ^Rd ~ ~ (1.25) 
which is the same as the bias of y^. Assuming that the second phase 
sample is a subsample of the first phase sample, P. V. Sukhatme [56] 
_ 1 gives the bias and MSE of y^^ to O(^) . In Chapter III , we shall 
give these expressions to 0(—^—^) . 
(n') 
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E. Comparison of Double Sampling Methods for 
Ratio and P. P. S. Estimation 
Des Raj [38] has considered two methods of double sampling for 
p, p. s. "estimation" of the population total, and has contrasted these 
with double sampling for ratio and regression estimation. In the first 
case, the preliminary sample of size n' is selected by simple random 
sampling. The ultimate sample of size n is a subs ample of the n' 
first phase units, selected with p. p. s. with replacement. In this case 
he concluded that, provided sub sampling fractions are small but n is 
large, double sampling for p. p. s. estimation will be more efficient than 
double sampling for ratio or regression estimation (under simple random 
sampling) if, and only if, the p. p. s. estimator is better than the ratio or 
regression estimator in single phase sampling. 
In the second case, the ultimate sample is independent of the first 
phase sample; that is, the preliminary sample of size n' is used solely 
to estimate , the population total of the X-variable. The independent 
second phase sample of size n is selected in accordance with Lahiri's 
method, which presupposes the existence of an upper bound, M , for the 
X-variable (sec. 3. 14 of [40]). Again, Des Raj shows that if the second 
phase sample size is large, the relative efficiency of the p.p. s. "esti­
mator" to the ratio or regression estimator depends solely on the perfor­
mance of the two types of estimator in the single phase situation. 
Some research on the relative efficiencies of estimators under 
various sampling designs with simple random sampling at the first phase, 
but with arbitrary probabilities of selection at the second phase has been 
20 
done. For example, M. P. Singh [52] has considered three different 
estimators (corresponding to three second phase designs) of the popula­
tion total. They have the general form 
T = (j^)t , where t is an unbiased (second phase) 
estimator of the first phase total-
To simplify the comparisons, M. P. Singh assumed that the finite popula­
tion was drawn from an infinite super-population in which X (the con­
comitant variable) and Y are correlated. The model is 
yj = pXj + ej , j = 1, 2, . . , , N 
where 
E(ej|Xj) = 0 , E(e^lx^.) = aX? . a > 0 , g > 0 
and 
E(e.e^|x., Xj) = 0 . 
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II. SOME PROPERTIES OF VARIOUS RATIO-TYPE ESTIMATORS 
A. Sample Design 
The sample selection will be in two phases. In the first phase, a 
sample of n' elements will be selected by a simple random mechanism 
without replacement from a population of size N, with N large. The 
second phase sample of size n(n < n') will also be a simple random 
sample without replacement selected either independently of the first 
phase sample (Scheme I) or as a subs ample of it (Scheme II). This 
implies that in Scheme I, the f. p. c. at both phases will be ignored. In 
Scheme II. the first phase f. p. c. will be ignored while the second phase 
f. p. c. will be retained. However, in one simple case, we shall consider 
the effect of retaining the f. p. c. at the first phase. 
B. Notation 
We define a finite population, U ^ , U^. • . . , of N distinguishable 
elements, N assumed large. On each element U.. we measure two 
characteristics (X, Y), where Y is the characteristic of interest and 
X is the auxiliary or concomitant variable. 
We define also the sets s , and s , where 
n n 
s^i - [Ux belongs to the preliminary sample] 
s^ = [u.: U. belongs to the second phase sample]. 
We define further 
( ! )  =  i  s  X.  ,  i  s  X.  .  
22 
(2) r = Y/X , E(r) = R , R = Y/X . 
(3) E{u) - Û . 
(4) Au = u - U 
6u = & 
u 
(5) = E(ôx)^(ôy)^ . The ^jjare the so-called product-moment 
coefficients. It is essential to note that I am defining the C.^ 's in terms 
of the bivariate moments about the mean and not in terms of bivariate 
cumulants. Hence my notation differs somewhat from that used by Tin 
[58] but, for r + s < 3, the bivariate moments about the means, |jl^^ 
(defined below), are the same as the bivariate cumulants used by 
Tin. A conversion from the u. to the K.. notation and vice versa 
rs ij 
can be performed using expressions given by Kendall and Stuart [29]. 
(6) n-j = [E(Ax)^(Ay)-'] 
0-^^ = E[(Au)(Av)] 
^n (7) R = — 
X 
n 
=«v " nîr 
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(9) p = population coefficient of correlation between X 
and Y . 
pj = population coefficient of correlation between r 
and X . 
(10)  6(y..) = bias of estimator v.. . ij ij 
(11) C 
X 
CO-efficient of variation of X . 
C. Assumptions 
The following general assumptions will be made: 
( 1) (a) X > 0, Y > 0. This assumption, as far as it affects X , is to 
ensure that the various ratios considered here are well defined. The 
assumption as far as it refers to Y is for convenience of comparisons 
only. Under this assumption, R and R are both positive. 
(b) Unless otherwise stated, p > 0, and hence C ^  ^ > 0. 
(2) Except where otherwise stated, all results will be given to 0(——^) 
(3) In this chapter, comparisons will be made between different 
estimators with respect to bias and MSE in the following cases; 
(a) The general case in which we make no assumption about the 
distribution of (x_, y^). 
(b) The finite population (y^, y^, • . . y^) is a random sample from 
an infinite population, the pairs of values (x., y.) satisfying the model: 
(n') 
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y. = Of + 3x. + e. , where 
'  1  X 1  
E(e. jx.) - 0 and E(e.^lx.) = ax® , g > 0 . 11 1 ' 1 1 ° — 
(c) Following Dur bin [13] and Rao and Webster [46], we assume 
that (X, Y) satisfy the model: 
y. = a + 6x. + u. , where X has a gamma 
' 1 1 1 " 
distribution with probability density function given by 
m- 1 -X  
f(x) = —-— , m > 0, X > 0 
r(m) 
= 0 otherwise 
with E(u. |x.) = 0 and E(u^ jx^^) = nô, where Ô = O(^). 
(d) Suppose that there is a quadratic regression of Y on X given 
by 
yi = PQ + Pjx. + . 
where we assume that X is a normal variable, with the units of measure­
ment chosen in such a way that E(x.) = 1 and V(x.) = h, where h = 0(~)-
Also, E(€ |x^) = 0, V(e|x) = nô, where 6 = O(j^) . 
The comparisons will be done under two different schemes. In 
Scheme I, the second phase sample will be independent of the first phase 
sample while under Scheme II it will be a subsample of it. 
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D. Basic Results Reproduced without Detailed Proof 
The following results attributable to the sources indicated are being 
reproduced here for ease of reference since they will be used frequently 
hereafter. They will be stated without proof but with some commentary 
which in some cases will correspond to a sketch of a proof. 
(1) If X and Y are random variables, then Goodman [19] has shown 
that: 
(a) if X and Y are independent, 
V(XY) = X^ V(Y) + Y^V(X) + V(X)V(Y) (2. 1) 
(b) if X and Y are not independent. 
V(XY) = X^V(Y) + Y^V(X) + 2XY|Xj J + 2X|jlj2 
+ 2Y|X2 J + M-22 " >^11 ( 2 . 2 )  
where 
M.22-1^11 = E(AX)^(AY)^ - [E(AXAY)]^ 
V(AXAY) . 
Equations (2. 1) and (2. 2) can easily be verified. 
(2) Hansen, Hurwitz and Madow [23] have stated that 
E(Xn-X)'(y„-Y)= = ' if r + s is even 
= °(jr+s4l)/2) if r + s is odd (2. 3) 
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It is easy to verify result (2. 3) in the simple case r + s < 4 where 
sampling is with replacement. Hans en et al. have indirectly proved the 
general result for the case s = 0. A proof of the general case is outlined 
below. Since sampling is without replacement with N large, this is 
essentially equivalent to sampling being independent from trial to trial. 
The proof below is based on the multinomial theorem. We shall assume 
without loss of generality that X = Y = 0. 
We note that 
n 
The general term of this expression is given by 
Gt = . . jTpP) (2. 5) 
k p 
where S o'. - r and S 6. = s , a. and 6. taking only zero and 
i=l 1 j=l J 
positive integral values. 
To determine the order of E(x^ y^), we need only consider the 
highest index of n in the coefficient f(n, r, s) in expression (2. 5). Since 
sampling is independent from trial to trial, we note that vanishes if 
or. = 1 and the corresponding p. = 0 and vice versa. The highest index 
of n in the coefficient f(n, r, s) is clearly the maximum of f(n, r, s) with 
respect to the power of n . This index depends on the maximum number 
of different pairs of factors in (2. 5) such that 4 0. 
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Max. no. of factors such that G ?? 0 = min(r, s) ^ rnax(r, s)-min(r, 
t 2 
if r + s is even. 
or = min(r. s) + s)- 1 
if r + s is odd. 
Hence: 
(a) If r + s is even. 
max. no. of factors = —^— and the different ways of 
selecting them = n(n-l)(n-2) . . , (n-~^+l) 
From equation (2.4), 
r+s 
y®) = 0(n ^ ) (2. 6a) 
(b) If r + s is odd, 
max. no. of factors = -
and equation (2.4) leads to 
r+s + 1 
E(x^ ^ ) = 0(n ^ ) . (2. 6b) 
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(3) Fuller and Johnson [17] have shown that given a finite population 
2 N _ 2 
with mean X 0, S =2 (x.-X) /N-1 and Ô > 0, there exists a sample 
*  i = l  1  
size n- < N such that for n„ < n < N U — 0 — — 
x  - X 
> 1} < 6 
or alternatively 
X - X 
p[l_iL_—I < 1} > 1 _ Ô .  
X 
,2 
We can choose n„ = ^ such that for n„ < n < N 
° Ô+S^/N ° - -
X - X 
PCI-AZ—1 < 1} > 1-6 
and hence the series expansion of 
X - X 1 
[1 ]"' 
X 
converges with probability one. Tin [58] has derived a similar result 
in the case where N is so large that the f. p. c. is neglected. 
We assume in our subsequent work that 
X - X 
I 1 < 1 . (2.7) 
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The above argument suggests that this assumption is valid with high prob­
ability for sufficiently large n. For example, if = 986, Ô = 0.01, 
then 
n^ = 990 when N = 1, 000 
and n^ = 49, 650 when N = 100, 000 . 
It is also of some interest to consider the effect of our assumption 
that terms of the form (1 + ôx^) ^ can be expanded as an infinite series 
and the relevant expectations taken to 0(-^). 
n 
Consider as an example, the case where the x. 's are from the 
gamma distribution with probability density function given by: 
f(x) = , m > 0, X > 0 
r(m) 
= 0 otherwise. 
In this example, we have: E(x) = m, C__ = — and C_^ = . To 
^ V in ^ u W  
1 
o(-Y), 
n 
^-4-2 ' • (2 8) 
n rn n 
Denote this value by E (-^). But Sx. is distributed as a gamma 
ax 1 
variable with parameter nm. Hence, the exact value of 
30 
^<r' = ^ (2 91 
n 
From equations (2. 8) and (2. 9), the proportionate error in using E (r~) 
^  x  
n 
i s  
1 E(—) - E (— ) 1 
x  x  
^ n n Error = 
E(J-) 
'^n 
3 3 
n m 
( 2 .  1 0 )  
Similarly if we had evaluated E (=i-) to 0(—), the relative error would 
ax II 
n 
have been —^^ • Hence, in this example, the proportionate error in 
n m 
using Taylor's approximation instead of the exact value is a function of 
both n and the parameter m . The approximation is therefore useful 
only if the product nm is large. 
The above arguments in respect of ôx^ can easily be extended to 
2 2 1 
expressions like Ôs^ . Noting that V(s^) = 0(—), we can use the same 
stochastic argument to motivate the assumption that j 5s | < 1 . 
E. Required Preliminary Results 
The following results which will be required in Chapters II to IV are 
stated here for convenience. The first four results are deducible from 
Tin's work [58] but were independently dèrived in this presentation. As 
previously indicated, all results are correct to 0(-^). 
n 
31 
E(|a) = R[1+^C2J-Cji)+J2(C2I-C3„-3C2„C,J+3c|(,)] (2.11) 
n 
This result was also obtained by Koop, using a different approach [32] 
.2rl 
= Rns(C20-2Cji+c„^) 
x  
n 
+ Jj(8C^„+5C^J-16C20Cii"C20S2-2C30 
n 
-2CJ2+4C2I)] (2.12) 
2 
s 
= Rt' - :&<z':2i-^So+^c|o-^C2oCii)] 
(2. 13) 
""n Vn 
2 
s s 
V[:#[l + - :#)]] . R'[i<C20-2C,,+Cq2) 
'"n'n "n 
+ ^2C^o+C2,-4C2OC,J+C^(,C„2)](2. 14) 
n 
The following results are also given to 0(-^): 
n 
E[6\62yn] = 
n 
32 
n 
E[,5xJ^(6yJ] = ^C^oCll 
n 
= n 57! 
E(ôx ôs^) 
n X 
1 ^30 
n C 20 
E(ôynôs^y) 1 ^12 
n C 1 1  
n" ^11 11 
E(6s  Ôs  Ôx  )  X xy n 
J_ rSj ^Cgl _ ^SOn 
X? ^20^11 ^11 ^20 
E(6s ôs ôx ôy ) 
x xy n ' n 
J_ r^i + . ^30^12 p 
n C^o 20 
= -y [ 
' n 
*"40*^21 
^lo^n 
^^31^30 
cLc], 
'Il 
' 11  
33 
E(6^s^67„6;^, = 
•^20 20 
- % 
n CjQ 20 
E(6s^6Xn6yn) = -^CcT ' 
n 20 
E(ô^s^) 
^20 
E(ôs^as^) Ir ^31 
n^C 20^11 
Cji nCjj 
E(6s^Ô\) 1 r 31 _ _ -1 T'-ct: - 2^20^ 
n 11 
ECî's^S^) 1 r ^ 20^22 ^*"21 p 1 
11 11 
E(ôs^6^X ) X n 20 
34 
E(ôs ôs^ô^x ) 
xy X n' 
I r^3l ^^30^21 _ -, 
n" -^20J 
E(Ô^s^5^X ) X n 1 r5io,i5^ 
"2. c|„ " ^20^ 
2C.„C 
E(6\67,6s^) = 
n 20 
E(ôx^ô\ ôs^) = ^[5^502 +12H521] 
n ^20 ^20 
n 11 
E(6îy7„6s^,) = + 
n 
E(6S^6\) 
3C 2 1  
n 
E ( 6 \ 6 . l )  - J_r£s2 5i c 1 
' n^ C3„- C,„ - 02 ] 
35 
60 3^40 6c|o 
3 
20 20 ^20 
" ^20 ^ Z O  
E(ôV) . . -^ . -^ + 2] 
n c; 
E(6^S J . + 2] (2. 15) 
C^, C^, C^j 
We recall that sampling at either phase is simple random sampling 
without replacement, with N large. In the case of the second phase 
sample being a subsample of the first phase sample 
E[(Ax^,)|xj, ... yj, y^l = Sgi^ 
=  ( 2 . 1 6 )  
for infinitely large N 
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It can also be easily verified that 
.  .  .  ,  x  
(n') (N-n)(N-n-l) 
(2. 17) 
for large N . 
It should be noted that for the results above we have assumed that 
N is so large that sampling is independent from trial to trial. Some of 
these expressions are rather complicated in the case of sapnpling with­
out replacement with N not very large. For example, Hansen et al. [23] 
give the equivalent expression for E(^^) in the case of sampling with­
out replacement (see 2. 39d). The expression does not lend itself to the 
type of further manipulation we need to do in this paper. 
In this section, we shall compare the biases and MSE's of six 
estimators under Scheme I where the second phase sample is selected 
independently of the first phase sample. The estimators to be considered 
are: 
F. Scheme I 
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(1) the classical ratio estimator 
11 - n 
x  
n 
- (2 .  18 )  
(2) the Hartley-Ross estimator 
f l Z  '  + srr(y„ - (2- 19) 
(3) Pascual's estimator 
vi3 = Ci^T ^ - srr'„E„. (2-20) 
X 
n 
(4) Beale's estimator 
1 s 
1 + i  
— n — — 
'14 = (2.21) 
(5) Tin's estimator 
— 2 
_ 1 s „ s 
15 = f  (2.22) 
X X y X 
n n^n n 
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(6) Quenouille's estimator 
716 " [2R - (2.23) 
where the second-phase sample of size n is divided at random into two 
groups of equal size and R is the ordinary ratio estimator calculated 
from all units of the second-phase sample while R^(i =1,2) is the ratio 
estimator for the ith random group. 
From (2. 11), 
E(yii) = (2.24) 
n 
We recall from elementary sampling theory e. g. Cochran [9 ] that 
E(yi2) = Y (2.25) 
Using equation (2. 24), it is also easy to show that 
E(yjj) - + Cjij-SCJJJCJJ+SCJQ) 
Equation (2.26a) can be simplified by substituting Y-RX for and 
hence 
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E(7,3) - Y[H-i(C2„-C„)+i(l-|) 
^ 2 ^ *^20" 1"*" ^21" *^30" ^*^20*^11"*" ^ ^20 
n 
+ 1 - |)] . (2.26b) 
— 1 The bias o f  yis in general of 0(—) but in certain cases can be shown 
to be of 0(-^) . It has been shown by W. H. Williams [62] that 
n 
Cov(^, j) = Cov(y-3 u , X - ^v) (2.27) 
UV U V 
This is just the product of the two first order Taylor series expansions 
of ^ - E(^) and ^ - E(ç) . If we assume that this approximation is 
reasonable for Cov(^ , y) , then we have; 
0" = — Cov(y - Rx , X - X) 
rx ^ 
= Y(Cjj - C^q) . (2.28) 
Approximation (2. 28) can easily be justified if |6x| « 1 [20] or, what 
is roughly equivalent, if the product-moment coefficients are 
negligible for r + s > 2 . i 
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Using equation (2.28), equation (2.26b) reduces to: 
E(y,3) •= + . (2,29) 
n 
Next, we have: 
E(y,4) = Y[l-^t(C2,-C3„)+C2(,(C2o-Cjj)]]. (2.30) 
n 
E(y,5) = Y[1-^{2(C2j-C3„)+3C2(,(C2(,-C,J)}]. (2.31) 
n 
Finally 
E(yi(,) = Y[1--^{(C2,-C3„) + 3C2„(C2(,-Cjj)}] . (2.32) 
n 
The Hartley-Ross estimator, V12 ' the only unbiased estimator 
among the six considered above. If the second phase sample of size n 
1 — — is large enough so that terms of 0{—^) are negligible, then y^^, y 
and y^^ have negligible bias. In this case, only y^j and y^^ have 
biases worth considering. It is easy to verify that: 
C 0-
1. IPCyji)! > IP(yi3)| if P<C^,P1<0 and |-^| < 2(0^^-0^^) 
y Y 
C 0-
or /3 > — , pj > 0 and <z\c^Q-C^^\ . 
y Y 
41 
C C 
2. 1 P(y J ],) 1 < IP(y J3) 1 if p > and p j < 0 or p < ^  and 0 ^  > 0 . 
y y 
In view of (2. 28), the pairs of inequalities in (2) above appear unlikely to 
occur. 
If n is not large enough so that terms of 0(-^) cannot be neglected, 
n 
then no general ranking of the five biased estimators with respect to the 
magnitudes of their biases is possible. However if we consider only 
^14' ^15' ^16' these can be ranked if = C^Q , as in a bivariate 
normal population. In this case 
lP(yi4) 1 1 lP(yi5) 1 1 IPCy^^)I • 
We next proceed to find the variances of the various estimators. 
Applying equation (2. 1), we note that 
= X^V(^) + [E(^)]^V(x^,) + V(x^,)V(^) . 
x x  x  
n n n 
Hcnce from equations (2. 11) and (2. 12), we obtain; 
V(7ii) = Y^[i(C„ 2 -2C,,+ C2„)+^C2„ 
+ ^2(403^-20,2-2030- 160 
n 
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+ 1^T<3cL - ] • (Z- 33a) 
From equations (2.24) and (2. 33a), 
MSE(7i i ) = Y"[;(Co2-2C^,+ C^(,)+^C^, 
+ -L(4C21-2Ci2-2C30-18C2pCjj 
n 
+ 3C2oC„2+9c2„t6C^,) 
+ ;iT(3C20-4C2„C„+C3„C„2)]. (2.33b) 
To obtain the variance of y , we write 
^12 = "•n*n'+ ^n' 1^' ^^a) 
where z = -^\-(y - r x ) 
n n-l^-'n n n' 
Assuming N large, Goodman and Hartley [20] have obtained the variance 
of z as 
n 
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0.2(^.2 
V(V = ^te{(Ax)^Ar)2} + • (2- 34f) 
Again they have shown that 
Cov(r^, z^) = 2n ^ E[(Ax)(Ar)^] (2.34c) 
But from equation (2. 34a), 
V(y,^) = V(r X )+2X Cov(r , z ) + V(z ) (2. 34d) i 6, II 11 XI n 11 
since x^, is independent of both r^ and z^ . Hence combining equa­
tions (2. 34b) - (2. 34d) and recalling from Goodman and Hartley that 
y - R X - Ax Ar + X Ar , we obtain 
n n 
+ + 34e) 
n 
Since yis unbiased. 
MSE(yj2) = V(yj2) (2. 34f) 
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Next, we consider MSE(yFrom result (2. 1), 
[E(r^)] +X''v(r^)+V{x^,)V(r^) (2.35a) 
where 
_ r n 1 - i 
'4 - i-ïTr — - srr 
x  
n 
It is easy to show that to O(^) 
Cov(^, r^) = - -^) (2. 35b) 
x ^ Y X 
n 
Hence from equations (2. 11), (2. 12), (2. 35a) and (2. 35b), we obtain 
V(7,3) = + 
n 
- 2C2Q+4C2J-2CJ2+2C2Q+2CQ2 
Hence 
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RY RX 
^nn' (2-35c) 
MSE(yj3) = Y^[1[C,^-2C,,+ C^^; + ^ C 20 
+ &(9(C,,-C,/+3(,_p^)C^gC^^ 
n 
+ 2<2C2rSo-Cl2> 
+ 2(2C2„-3C,,+ C„ 2 )+(1 - |)2 
f'^20-C„)-|(i^-,x'î 
+ !^(W^C20-^'=,,+ C,^+2-|B)]]. (2.35d) 
Following the argument leading to (2. 28), we can again simplify 
(2. 35d) by making a similar assumption and writing 
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Substituting expressions (2. 28) and (2. 35e) in expression (2. 35d), we 
obtain: 
MSE(y,3) = + 20 
n 
^"30" "^iz" 
+ S^t<C20-Cll'^+<'-''^>C20S2']- (2-350 
From Tin's paper [58] and (2. 1), we obtain 
V(yi4) = Y2[i(C„ 2 -2C„+C2„) + ^ C 20 
+ ^(2C20-^C2oCll+Cn+C2oCo2) 
n 
^ ZC^gC „)] . (2. 36a) 
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— 1 1 Since the bia s  of yis of 0(—j). we have, to 0(-^) , 
n n 
MSECyj^) = V(y^^) . 
Similarly, it is easy to show that 
^SE(y^g) = V(yjg) = V(yj^) . 
Finally, we compute the variance and MSE of y^^. 
= ^^C;<C02-=^'i:^^20' + ;rrC20 
n 
""" nn^ ^^ ZO^^ ZO^OZ" ^^ 20^ 11^  ^ * 
Again, since the bias of is of 0(-^) , 
n 
MSE(7J ^) = V(7j^) , to 0(-^) . 
(n') 
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1 _ We note that to O(^) , all the estimators except have the 
same MSE. Thus comparisons based on terms up to O(j^) will fail 
to discriminate between any of the estimators. Hence the need to com­
p u t e  M S E ' s  o f  t h e  s i x  e s t i m a t o r s  t o  0 ( — .  
(n') 
We have assumed that sampling is being done from a finite population 
with N large with respect to both n and n' . The results for sampling 
from a finite population with the f. p. c. retained are similar to those 
already derived except that the coefficients of the parameters become 
more complicated. For example, the expectation, variance and MSE of 
yjj for a finite population are as given below. We first define 
e = ÎÎZ2 01 = N-n' 
1 N-1 ' 1 N-1 
0 - (N-n)(N-2n) 
2 ~ (N-l)(N-2) ' 
fl - N(N-n)(N-n-l) 
3 (N-l)(N-2)(N-3) • 
Using (2. 1) and Sukhatme's results on symmetric functions [56], we 
i. 
obtain: 
n 
2 ^20^^20" ^ 11^^ 
n 
(2. 39a) 
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+ -t'-2VCI2-2C21+S0>-®?'C20-CH'' 
n. 
+ e3[9(C2„-C„)^3(I-„^)C3„C(,2]} 
+ i l-  f9l«iC20<3C20- ,  1+ C„2)) 3- (2- 39b) 
Finally from (2. 39a) and (2. 39b), 
MSE^(y,l) = Y'[^(C2„-2C„+C„2)+^C2(, 
+ -Tt-2S2<^I2-2C2I+C30'+®3['<S0-Cll)^ 
n 
+ =20^02]) 
t® in CzotSCzo- 11+ Coz*)] .  (2.  39c) 
We note that if we put 0. = 9J = 1 (i = 1, 2, 3), we obtain the results in 
(2. 24), (2. 33a) and (2. 33b) respectively. We note that our f. p, c. terms 
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differ somewhat from Tin's. The difference appears to lie in his writing, 
for example, V(x ) as — instead of . We also recall 
n IN n In - 1 n 
from Hansen et al. [23] that for the case where the f.p. c. is not ignored. 
JN (n- i  ;  
4(n- l)(n-2)(n-3) 6(n-l)(n-2)(n-3) -, ^40 
" n(N-l)(N-2) " n{N-l)(N-2)(N-3)^ ^2 
^20 
2(n- l)(n-2)(n-3)N 3(n-l)(n-2)(n-3)N 
n(N-l)(N-2) n(N-l){N-2)(N-3) 
. ,2.39d) 
(N^l) 
Q 
As shown in equations (2. 15), this reduces to E(Ô^s^) = — [—^ - 1 + — ] , 
^ ^20 
where the latter result is correct to 0(—• We shall later apply this 
n 
and some of the other results in (2. 15) in deriving relevant MSE's. 
We have chosen to consider sampling from a finite population with 
N sufficiently large (as compared to n and n') insteacj of the more 
general case mainly to simplify our computations, as the above examples 
show. 
We now proceed to compare MSE's of relevant pairs of estimators. 
Under assumption 3(a) of Section C of this chapter, we have, from 
equations (2. 33b) and (2. 34f), 
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MSE(7„)-MSE(5,j,) = 5'C(|- l)t(i.i,)(|+l)C2„-|Cj,} 
n 
+ 
rX 
y2 2(Ci2+C20- ZC21) 
- 9<C2o-C,,/= -3(l-.Z)C2oCo2) 
, / 
+ ^  f 4C 30^ 0 -  C„^) 3 ] (2. 40a) 
Wc note that omitting terms of 0(—^ ) the above comparison is relevant 
n 1 
to all the other estimators; that is, ignoring terms of 0(—^ ), the ex-
_ _ n 
pression MSE(y^^) - MSEC^jj) is identical for j = 1, 3, 4, 5, 6. 
In this case, 
MSE(y^g) - MSE(y^^) > 0 
if either 
(1)  R >R and ,<(9L+jlxi + 
y 
(2.40b) 
or 
(2) R < R and p  >  ( ^ 2 R ^ ) ( 1  +  ^  
y 
(2.40c) 
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We note that condition R > R is equivalent to pj , the population coeffi­
cient of correlation between r and X , being non-positive. Again, we 
note, as pointed out by Cochran [9], that if x. is the value of y .  at 
C ^ 1 
some previous time, then ^ is likely to be equal to 1 . Hence if this 
y 
assumption is valid, condition (2.40b) is likely to be satisfied in every 
case in which p ^ < 0 , since the second inequality merely reduces to 
p < 1 . 
Again, if we apply (2.28), then, to O(^) , 
MSE^(yj2) - MSE(yjj) >0 if 
^(l+^)(2 + C^) 
either (i) p, < 0 and p <—^ (2.40d) 
^)(2 + c;) 
>-X— 
2 + 
or (ii) P j  >  0  and (2.40e) 
As in the case of (2. 40b), the second inequality in (2, 40d) simplifies 
C 
considerably in the special case where ^ = 1 and n* is so large that 
y 
(1 + j^) = 1 . Then the second inequality in (2.40d) reduces to p < 1 i, 
which again is satisfied in every case. 
We could have guessed that to O(^) the Hartley-Ross estimator, 
y22 ' would be inferior to y^^ since the bias terms are not included 
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for yjj to this order and the Hartley-Ross estimator is also generally 
inferior to the classical ratio estimator in the single phase case. 
Applying (2. 28) to the whole of (2.40a) leads to: 
MSE(y,2)  -  MSE(yjj)  = [ i  + 2)(C -  C j  
n' ^20^^20" *^11^^^20" ^ll"*" 
n i\ 
2 
"*• mï^ ^^ 2o'-^ "*"'^ *"ir ^^ 20" 0^2^ ^^  * 
(2.40f) 
No general conclusions can be drawn from (2. 40f). But if approx­
imation (2.28) is valid, then to 0(-^), we deduce that y, , is superior 
_ C • 
to yj2 if P < ^ . 
y 
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From equations (2. 33b) and (2. 35d) 
MSE(yj3) - MSE(yjj) = Y^C^{2(2C2o + - 3Cjj) 
n 
+  ( 1 - | ) ' - 2 | ( C 2 O - C I , )  
2^20 R 
As previously mentioned, the difference inMSE's between y and y ^  ^ 
is of 0(-^) and in a sufficiently large second-phase sample should be 
n 
negligible. Under the approximation given by (2. 28), we can write 
expression (2.41a) as: 
MSE(yj3) - MSE(yjj) = (Cjj - C^g)^} 
n 
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In this case, is always superior to y ^  ^ if either 
C 
(a) 0 < ^ 
Y 
or 
C _ 
(b) 0 > + 1) 
We note that under approximation (2. 28) therefore y, _ is always supe-
c 1 j 
rior to y^j if ~ = 1 . 
y 
The next pair of estimators we consider are Beale's against the 
classical ratio estimator. 
MSE(yj^) - MSE(yjj) = [-^ [2(C + C3Q - 20^ j) 
n 
2C 
nn 
40 (C 11 " ^20^^ • (2. 42a) 
If C^j = C^Q = ' as in the case of the bivariate normal; then (2.42a) 
reduces to: 
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MSECyj^) - MSE(yj^) = Y^[^[-7(C2Q-C^^)^ - 2(l-p^)C2QCQ2] 
n 
+ S^Î-2C20<C20-'=n'"-
c 
Hence if p < ^  , then will always be more efficient than Yj j • In 
y 
many repeated surveys in which use is made of ratio-type estimation, 
one would expect C = C and hence in this case y, . will be more 
^ X y Ç '14 
precise than y^ j . We note that p > ^ does not necessarily imply that 
_ _ y 1 
yj J is superior to y. We note also that if the term of is 
omitted, yis always better than y^ ^  . 
From equations (2. 33b) and (2. 38), 
m s i c ( y , ^ )  - m s e ( y , , )  =  
n 
nn' 
CzQ)]] (2.43) 
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If C = C^Q = as in the case when (X, Y) follow a bivariate normal 
distribution, then is better than provided that p < ^  . To 
V 
1 — — 0(-2^) only, y^^ is always better than y^ J  provided = C^Q  = C . 
n 
From equations (2. 35d) and (2. 38), 
MSE(yj^) - MSE(yj3) = C ^  j)' 
n 
- (1-0 - ZIZC^J-Cjjj-Cj^) 
-2(2C,„-3Cj ,+ C„2)-(I-|)' 
Y 
2^ 
Expression (2. 44a) does not lend itself to an easy interpretation without 
further approximations. If we invoke (2. 28) and (2. 35e), (2.44a) 
becomes : 
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MSE(yj^) - MSE(yj3) = 
n 
- "-""'CzoSz 
- 2(2 = 2 , -Cj^-Cj^)}] (2. 44b) 
The r. h. s. of (2. 44b) is clearly negative if {ZC^-^- C^q - ^ j2^ — 
this case, y^^ will always be superior to y^^. 
From equations (2. 37) and (2. 38), 
MSE(yj^)  -  MSE(yj^)  = Y^l-^ iZ(C^Q-C (2.45)  
n 
The r.h.s. of equation 2.45) is always non-negative and hence yis 
always to be preferred to y. Since MSE(yj^) = MSE(yjg) , an 
identical argument holds for y^^ vs y^^ . 
We note that we have not carried out the following comparisons in 
th e general case because they do not lead to any useful results: (Yj^ 
^12^' (^14 vs y^^) and (y^^ vs y^^) • Also in the general case, 
MSE(y^3) - MSE(yj^) does not yield any fruitful results but when we 
assume the approximations given by (2. 28) and (2. 35e), and also take 
C^j = Cj2 = , we can obtain directly or deduce from (2.44b) and 
(2.45) that is always superior to y^^ • 
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To conclude this part of our discussions, we summarize our main 
results as follows: 
(1) Wo rccall that both R and R are positive. Hence if we consider 
1 _ terms up to O(^) only, the five estimators y-j^ (j = 1, 3, 4, 5, 6) are 
equally precise and Y-yz inferior to each of them if either 
(a) R > R i. e. p, < 0 . 
and + ^ 
y 
or (b) R < R i. e. p J > 0 
and + . 
y 
c 
If ^ 1 and n' is so large that (1 + —) = 1, then condition (a) above 
y * 
reduces simply to 
p ,  < 0  a n d  p  <  1  ,  
the latter being satisfied in every case, 
(2) With respect to the five estimators y^^ (j = 1, 3, 4, 5, 6) 
" <=21 = <=30 = <=12 
(b) the approximations given by (2. 28) and (2. 35e) are assumed 
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C 
(c) cither 0 S q~ 
y 
(The latter condition is only relevant to the comparison vs /jj) 
(n')" 
MSE(y^^) = MSECyjg) < MSE(yj^) < MSE(yj3) < MSE(yjj) (2.46) 
smaller bias. 
We note that condition 2(a) above is satisfied when (X, Y) belong 
to a bivariate normal population. We can obviate the conceptual difficulty 
arising from our initial assumption that X and Y are both positive by 
assuming that the parameters of the bivariate normal distribution are 
such that the probability of either X or Y being non-positive is very 
small. 
We note further that yis superior to y^j under conditions 2(b) 
and 2(c) only while yis superior to yin all cases. 
We now compare some of the six estimators under assumption 3(b) 
of section C of this chapter. Under this assumption, the pairs of values 
(x., y^) satisfy the model: 
then, to 0(——^ ), 
In such a situation, also, we would prefer yto y, since it has a 
y.  = a  + Px. + e. 
" ^ 1 1  (2.47) 
where E(e. |x.) = 0 and E(e?lx.) = ax® , e > 0, a > 0. Thus, under 11 11 1 fa — ' 
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this model. 
02 
Y = ûr + pX 
R = a 
X 
+  P  .  R = E(-) + P , 
To simplify our results, we shall take g = 1. We have: 
^02 ^ ^20 
C - Ë c 
^11 R 20 ' 2 1  = 1 '30 12 = ^=30 
aX _ 
P^20 
and 
o - ^ = Y - R X =  [ 1 - X  E ( - ) ]  
rX 
We note that since E(^) > 
< 0 if Of > 0 
> 0 if a < 0 
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Also, <r^ = ûf^ V(—) + aE(—) . 
Now put V(^) = y and E(^) = 6 . 
2 2 Then, = a y + a Ô 
cr^Y = û- P( 1 - X Ô) + a . (2. 48) 
Under model (2,47), we obtain after substituting relevant values 
from (2.48) in (2.40a), 
MSECyj^) - MSE(yjj) = ^ [^^(6^ - p) >x 
+ :^) + 2pa(6 - 2 )]°'x 
X X 
+ i[«^2C3o-9C^o'-^So 
n 
+ a^(l - ÔX)^ + (a^5 + a5)(r^] 
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+ ^[(a^y + aÔ)o-^-X^(3R-p)(R-p)C^Q 
- aXC^g] . (2.49) 
It can easily be shown that 
1 — — (1) If we consider terms up to O(^) only, y ^  ^ is superior to y 
provided either 
(a) a > 0 , p > 0 (The latter condition is a reasonable assumption 
since in most surveys in which we are likely to use ratio-type 
estimation, p > 0 and this implies p > 0). 
or (b) < 0 , 0 < p < ^ + 1) M 
X 
or (c) » < 0 , p > -^-^(6 + ~) . (2. 50a) 
^ X 
We recall that the results in 1 (a) above are the same for all comparisons 
— — / 1 
with yj2 vs y^^ , j = 1, 3, 4, 5, 6, if only terms to 0(—,) are con­
sidered. We note further that condition (2.40b) becomes under model 
(2.47): 
a{0 + 2") + 2p 
a > 0 and p < i }(1 + ^)A, 
2 ( z  +  P )  
X 
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where A = / ( 
' 2 0  
It is easy to show that under this model this second condition is super­
fluous, since for a > 0 p is necessarily less than { 
2( /X + p) ^ 
(2) If we consider terms up to 0(-^) only, then 
n 
(a) a > 0 , p > 0 
and (b) 2C^Q - > 0 (2.50b) 
are sufficient to ensure the superiority of y^ ^  over y 
(3) If wc consider terms to 0(—^~j) , then 
(n') 
(a) Q- > 0 , p > 0 
(b) 2C3„ - 9c2„ > 0 
and (c) + a(6(3R - p)(R - p)C2o} > 0 (2.50c) 
X 
will jointly imply that y^j is better than y 
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(4) Finally, in the special case a = 0 which implies R = (3 , y^ ^  will 
always be preferred to y^^-
Again under model (2.47), 
MSE(yj3) - MSE(7jj) = [  ^ [20^^(2 - X Ô) 
n 
+ (1 - X ô)(3 - X 6)} ] 
2C 20 
nn 
rWa + PX)(1 - X Ô)] (2. 51) 
We note that: 
(1) If Of = 0 , yj2 and y^j have the same efficiency. 
(2) If a > 0 , p > 0 and 2 < X ô < 3 , then y^^ more efficient than 
n . -
(3) If the preliminary sample is so large that the term of 0(^^, ) is 
negligible, then yis to be preferred to y^j if 
either 
(a) 2 < X Ô < 3 
or (b) 1 < X Ô < 2 and C < - (1 - X ô)(3 - X 5) 
2(2-XÔ) 
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(4) If the approximation given by (2. 28) is applicable to this model, 
implying that ÔX - 1 = C^Q > then or > 0 would ensure the supe­
riority of yj2 over * 
Under model (2.47), 
MSE(y^^) - MSE(yjj) = - 7C^^)) 
n 
+ ^[-2a(a+ pX)C2o} . (2.52) 
Hence yis superior to if a > 0 and ^^^0 ^ ^ ^20 ' such 
simple conclusion can be reached if a < 0 . We note that for the second 
term to be negative, we need a> 0 , since Y = a + pX is positive. We 
note; further that if we neglect terms of ), the only condition which 
has to be satisfied to ensure that yis superior to y^j is < 
-:o-
MSE(yj^) - MSE(7JJ) = — [ff^(2C3Q-5C^Q) - aXC^g] 
n 
+ ^t-2a(a+pX)C2o} . (2.53) 
Since a is necessarily positive, yis always to be preferred to y^j 
2 
under this model, provided a > 0 and 2C3Q < SC^q • 
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MSE(y^^) - MSE(yj3) = - SC^g-20^^(2-X 6) 
n 
( 1  - X  Ô ) ( 3  - X  Ô ) }  -  a X C ^ p ]  
+ ^C-2aC2o('^ + PX)(C2o+l-X6)] . (2.54a) 
Hence if a > 0 , p > 0 , 
2C3Q < {5C2o + 2C2q(2-XÔ) + (i-XÔ)(3-XÔ) 
H-aXC^oî (2.54b) 
C^Q + 1 > X Ô , 
then is superior to note that condition (2. 54b) is too 
complicated to be very useful. However, if we assume approximation 
(2.28) which under this model is X Ô - 1 = C^q , (2. 54b) reduces to 
2C3Q < 4çZq + aXC^Q. (2.54c) 
I 
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+ —[«^(6^- :^) + 2po;(ô- %) ](r^ 
+ [a^y + acTy (Ô - —) + or^( 1 - X 0)^ 
n^ ^ X 
-Z*'C20] 
+ ^  [*2y + ao-^(ô - 1) - ] . (2. 55) 
We recall that to O(^) , the above difference in MSE's has already been 
considered in the discussions following (2.49). If we use (2.28), namely 
X Ô - 1 = C^Q , then yis superior to y^^ provided 
(1) ff > 0 , p > 0 
(ii) y > C^Q , where y = V(^) . 
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We note that as in the general case, the comparisons ^12^ and 
^^16 ^12^ (lo not lead to very useful results under this model and 
will thus not be considered here. 
Finally, we recall that (2,45) shows that MSE(yj^) - MSE(yj^) is 
always non-negative. It can easily be verified that this is so under 
model (2. 47). 
To sum up our results under model (2.47), we recall that one of the 
common measures of skewness is 
3 3 
^1 ^ '^30^^20 " ^30^^20 • 
The inequality 2CgQ < can therefore be written as 
>•] < fc. 
Hence 
(1) If we consider terms up to O(j^) only, the five estimators y 
(j = 1, 3, 4, 5, 6), as we have previously found, are equally precise and 
are always superior to yprovided that either 
(a) Of > 0 , p > 0 
or (b) a < 0, 0 < (3 < -1^(1 + —) 
X ^ 
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(2) If we consider terms up to 0(-^) only, then 
n 
MSE(yj^) = MSE(y^g) < MSE(yj^) < MSE(y^^) 
provided that 
(a) (3 > 0 
(b) < fCx 
We have omitted y ^  ^ from this ranking because the inequality to be 
satisfied in the general case is not very satisfactory. In (4) below, we 
include y^^ in the ranking by invoking approximation (2. 28). 
(3) If we consider terms up to 0(—r-) , then we have the same ranking 
(n')'^ 
as in (2) above under the same conditions with the addition of > 0 . 
(4) If we assume the approximation given by (2. 28) and also 
(a) Of > 0 . p > 0 
C) >1 I c. 
(c) aX > 
then to 0{—^—5-) , 
(n')Z 
MSE(y^^) = MSE(y^^) < MSE(y^^) < MSE(y^^) < MSE(y^^) 
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As indicated earlier in assumption 3(c) of Section C of this chapter, 
our next comparisons will be based on the assumed model = o- + 
px. + u. , where X has a gamma distribution with parameter m and 
E(Uj, |x.) = 0 , E(u?|xj^) = nô , where Ô = 0(~) • (2.56) 
Wcî have in terms of this model, 
Y = a + pm , R = — + 6 , R = —^ + 6 , 
^ m m-1 ^ 
R - R = a 
m(m- 1) 
' 20  
1 
m 
— , C 30 
m 
Ôn 
(a+pm)^ (or + Pm)^ 
. __g c = 2P ^ 2P^ 
11 +pm ' 21 (a+pm)m ' 12 ^ +pm)^ 
cr^ = 
r 
, Sn 
a 6n 
rX ~ (m- 1) ' " rY ~ ~m-1 ^ m-1 = —^ + (2. 57) 
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Substituting these values in (2.40a), we have: 
MSE(y ) - MSE{y ) = 1 11 n 
1 j-Q' (2m-l) 
n' 
+ 
m(m- 1)' 
ÈEÈ } 
m - r  
+ 1 [•Q'^(15m-3m^-10) 
n^ m^(m-l)(m-2) 
2 6n(9m-2m -6)i 
m(m- l)(m-2) 
1 rci>^( 12m^-Zna^-15m+6) (3m-2)ôn •> 
If ff > 0 , p > 0 , then for n sufficiently large so that terms of 0(—^ ) 
_ _ n 
are negligible, MSE(yj2) ^ MSECyjj) for m > 1. The same condition 
could have been obtained by interpreting condition (2. 40b) in the light 
of model (2. 56). If ff>0,p>0,2<m<3.69, then all terms on 
the r. h. s. of equation (2. 58) are positive, implying that yis inferior 
to yj J under these conditions. For m > 3. 69 , the efficiency of y^ ^  
relative to y^^ will depend on the particular values given to a, p, 5, 
n, and n' . 
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From (2. 41a) and (2. 57), 
2 ,  
M S E ( y  ) - M S E ( y „ )  =  . ^ [ « ( 4  -  3 m )  . ; 
n m(m-l) 
4 — — Hence a > 0 , (3 > 0 and m > — guarantee that is better than Yjj-
If we ignore terms of » then a need not be positive to ensure the 
— — 4 
superiority of y^^ over , provided, as before, m> j. We note 
that approximation (2.28) is not generally applicable here, unless m is 
very large; for cr = ^ and Y(C,,-C,„) - - — . For m suffi-
' ^ rX m-1 ^ 11 20 m 
ciently large so that ^ ^ ^ is to be preferred to y^j if 
a > 0 . 
MSECyj^) - MSE(7^J ) = -L{- + ^)} 
n m 
+ 2*(*_+jhTd, (2.60, 
m 
Hence yis always superior to y^^ under this model if or > 0 and 
P > 0 . 
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MSE(yj^) - MSE(yjj) = 
n m 
. (2.61) 
m 
Again is better than y^j for a > 0 and p > 0 . 
From (2. 34f), (2. 36b) and (2. 57), 
MSE(yj2) - MSE(7 I 4) = +^} 
m(m-l) m(m-l) 
, J_ r 2#^(3m-2) (3.m-2) ôn -i 
m^(m_I)(m-2) 1)("^-2) 
1 ra^(2m^-4m^+5m-2) , (3m-2)ôn i /-, 
We note that is superior to m > 2 , a > 0 and p > 0 . If 
a > 0 , p > 0 but I" < m < 2 , the comparison becomes more complicated. 
In this case, it is possible to choose special values for n , n' and 6 
for which y^^ will be superior to yand vice versa. For a > 0 , 
1 - -P > 0 and 0 < m <  2  , yis better than • 
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From(2.34f), (2. 38) and (2. 57), 
MSE(7 ) - MSE(y ^) = i f ^ (^m-1) ^  1 ^Qr^(2m-1) 
^ " m(m-l) m(m-l) ^ 
1 r(m^- 6m+4)f Zg g •> 
nm(m-l)(m-2)'- n m " 
+ + M3m-2)}] (2.63) 
The relative efficiency of with respect to ydepends on the value 
of m . If 2 < m < 5. 236 and o- > 0 , p > 0 , then y^^ is superior to 
y i 2  
As previously stated in the discussion following (2.40a), the differ­
ence in MSE's between Y ^2 the same for j = 1, 3, 4, 5, 6. 
This is illustrated by (2. 58), (2. 59), (2. 62) and (2. 63). 
From (2. 35d), (2. 36b) and (2. 57), 
M S E ( 7 , 3 ) - M S E ( y , ^ )  =  
n m (m-1) 
nn 
1 ^ 2a'(ar+Pm) j 
m (m- 1) 
(2. 64) 
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Since Y = a + pm is essentially positive, is superior to yif 
3 1 Of > 0 and m > ^ • If the term of 0(—y) is negligible, then we only 
3 — — 
require m > j for y^^ to be superior to y^^ • 
From (Z. 43) and (2. 57), 
MSE(7.,) - MSE(7,3) = 
n m (m-1; 
+ _l_{2»k±ÊEîl} . (2.65) 
m (m-1) 
For Of > 0 , (3 > 0 and m > 1. 366, the r. h.s. of (2. 65) is always positive 
and hence y^^ is to be preferred to y^^ under these conditions. 
In concluding our comparisons under model (2. 56), we note that: 
(1) If n is so large that terms of 0(-^) are negligible, then the five 
_ n 
estimators y(j = 1, 3, 4, 5, 6) are equally efficient and each is 
superior to yprovided c > 0 , p > 0 and m > 1 . 
(2) If we consider terms up to and including those of 0(j^^) and if 
(a) Of > 0 , (3 > Ô 
(b) 2 < m < 3. 69 
then 
MSE(yj3) < MSECyj^) = MSE(y^g) < MSE(y^^) < MSE(y ^  j) < MSE(y 
( 2 . 6 6 )  
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We note all comparisons, except 7^2 not require a condition 
as strong as 2(b) above. For all m > 1.5, the positions of the first five 
estimators in (2. 66) are unchanged relative to each other but for certain 
special values of 6 and m (> 3.69) ycould be better than y^ ^  . 
The final comparisons to be made under Scheme I relate to the model 
mentioned in assumption 3(d) of section C of this chapter. We assume 
that the regression of Y on X is quadratic and that this relationship is 
given by 
Yi = pQ + + e. (2. 67) 
where X is a normal variable with E(x^) = 1 and V(x^) = h , 
E(e. |x.) = 0 , V(e.|xj) = nô and Ô = 0(~)- We note that if we put " 0, 
we get the linear model used by Durbin [13]. 
Under model (2. 67) 
Y = (3p + pj + ~ y ' say, 
( P i  +  2 P 2 ) h  
•=11 = y 
P^h + Zp^hlh+Z) + 4pjp2h + nô 
^02 = — 
X = 1 
'20  
= h 
78 
zp 
C30 = » "=21 = r 
4P h^(2p + p ) 
C 1 2  =  2  ( 2 - 6 8 )  
Under model (2. 67) 
MSE(yj^) - MSE(yjj) = - pj - Zp^)^ 
n 
2h(2p^h^ + nô) 
- Sp^h^cp^h + pQ - Pg)] 
+ ^"C- hZytPgh + Pq - Pg) ] (2. 69) 
P  0 Hence if p. > 0 (i = 0, 2) and h > 1 - ^  , then y, . will be superior to 
1 P? 
^11 
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From (2.43) and (2.68), 
MSE(yj^) - MSE(yjj) = 5h^(y - - 2(3^)^ 
n 
- h(2p^h^ + nÔ) 
- SPgh^CPzh - P2 + PQ)] 
+ [- h^y(P2h + (3q - Pg) ] (2. 70) 
A sufficient condition for to be superior to is the same as 
given above for y^^ to be better than y ^  ^ under the same model (2. 67)., 
Hence under (2. 67), 
MSE(yj^) = MSE(y^g) < MSE(y^^) < MSE(y^^) 
Po if p. > 0 (i = 0, 2) and h > 1 - ^ . 
We note that y and yhave not been considered in this set of 
Y — comparisons since r = — (and thus R) is undefined for x = 0 , the 
range of the normal variate being from -co to +00. For y^ ^  , y , 
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and , wc assume that the parameters of the normal distribution 
arc such that P{x < 0] is negligible. This is equivalent to assuming 
y. 
that E(——) is well defined. 
x  
n 
We also note that if we put = 0 in (2. 67), the regression of Y on 
X becomes linear. Under this linear model, 
MSE(yj^) = MSECyj^) < MSE(yj^) < MSE(y^ 
if pQ > 0 . (We recall that y > 0 by assumption 1 (a) of section C of 
this chapter. ) 
G. Scheme 11 
Under Scheme II, the second phase sample is a simple random 
subs ample of the first phase sample. The assumptions of section C of 
this chapter still apply. The estimators we shall consider are the 
dependent second-phase sample equivalents of those considered in 
section F, with some minor modifications in some coefficients. The 
six corresponding estimators are: 
(1) The classical ratio estimator 
^21 = ^ ^ n' (2 71) 
x  
n 
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(2) The Hartley-Ross estimator 
^22 - '„V 
(3) Pascual's estimator. Two versions of this estimator are considered 
here. The first is an exact analogue of (2. 20), except that x^ is now 
calculated from a subsample of the preliminary sample of size n* . 
Hence 
^23A = ^ -J V • 
x  
n 
The second is a modified form of (2. 73a), so that if we make certain 
assumptions, its bias will be of 0(-^. The relevant estimator is 
n 
V23B = 
n 
(4) Beale's estimator 
y " " X y 
^24 = -^4) 
x  , , s 
X 
n 
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(5) Tin's estimator 
(2-75) 
X X y X 
n n n n 
and finally 
(6) Quenouille's estimator 
^26 = 2^^n' - i^^l^n' + ^2^n') (Z" ^6) 
where we assume that the preliminary sample of size n* is divided at 
random into two groups of equal size (i. e. n^ = n^ = n'/2). The esti­
mators of X denoted by x , , x , , x , are the means from the 
n' n- n^ 
preliminary sample, computed for the whole and each of the two equal 
sized groups respectively. A subsample of n/2 units is selected from 
each half of the preliminary sample. R is the ordinary ratio estimator 
calculated from all units of the second-phase sample of size n ar^d 
(i = 1, 2) is the ratio estimator for the ith group calculated from the 
second phase sample. 
We proceed to calculate the biases, variances and MSE's of the 
estimators listed above. All expressions are, as before, correct to 
1 
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Proceeding as in section F, we can show that 
E ( 7 2 i )  =  +  
^ T *^3o' 
n 
+  Ï S ^ t < S o - S l > - 3 C 2 0 < S o - C l l ) n  ( 2 . 7 7 )  
It is easy to show that is unbiased. The proof can be found 
in most intermediate sampling textbooks [9]. 
E(723a) = Y[1 + (i - jJrXC^o- c,j) + i ^  
+ ^[«=21-<=30» + (C20- Cn)(3So+ ') + 
n Y 
- (C20-Cu)(3C_,o+l, - ^ )] (2.78a) 
0- y 
If we assume approximation (2.28) i.e. = (C ^  C^g), then (2.78a) 
becomes : 
84 
n 
+ irt(C30-C2i) - SCzglC^o-Cn») (2-78hl 
_ 1 Under this condition, P(y23A^ O(^). Hence we consider the 
modified estimator • 
+ ^^'"^21" ^ 30' + (C2o-C,,X3C2o+l) + -^) 
n Y 
+ 5^Î(C30-C2i) - (C20-Cu)(3C2o+2) -
0* 
+ -&(C Q- C + -^) ] (2. 78c) (n,)^ ZU 11 Y 
o"rX 
If we again assume that —2]- - C^g), then 
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= Y[l + -L[(C2,-Cy + 3C ; G <C^(,-C,,); 
n 
+ - SCzo'Czo-C.l))] (2 78d) 
E(724) = Y[l+it2(C3„-C3,)-ZC2o(C2o-Cji)}] 
n 
nn' ^'30*^ ^ ^^20*^20" 
+ -& («=30- Czll - 2=2O('=20- Cil')] <2- ^9) 
(n') 
E(725) = YU + -^{2(C3„-C3,)-3C,„(C2„-CJ I ) )  
H 
+ S^t3(C„-C3„) + 6C2„(C2„-Cjj)) 
+ 7^'<'=30- Call - 3C2O(C20- Cll" ] (2- 80) 
8 6  
E(y26> = Y[1.^UC,,-C^(,) + 3C^^(C^,-C,;)) 
n 
+ ((C21-C30) + 3C2„(C2„- C„)) ] (2. 81) 
From these results, is the only unbiased estimator. However, 
we can rank some of the estimators if we make the following assumptions: 
1 1. If n is sufficiently large so that terms of 0(—^ ) are negligible, 
_ _ _ n 
then y^^ , y^g and y^^ have negligible biases and 
P<y2l) < P>(y23B' < P<y23A> 
if 
(a) p < ^ and > 0 
or (b) 0 > and ~Z~ ^ 0 
Using approximation for (2.28), the two pairs of inequalities in 
Y 
(a) and (b) appear contradictory (i. e. not likely.to occur). If we reverse 
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one of the inequalities in both (a) and (b) above, the comparison of the 
bias becomes less straightforward. For example, 
if either 
(i) 0<r ' 
y Y 
or (ii) and ^ <2(1 -|r) IC^d-Cjjl 
y Y 
Similarly, 
if either 
C 0" 
y Y 
c 0-
or (ii) 0 > ^  , > 0 and 
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We note that the results for the comparison of the biases of and 
^23B identical to those obtained for the corresponding estimators 
under Scheme I. 
2. Again if we omit terms of 0(-^) and assume approximation (2. 28), 
__ n 
then = 0 and hence 
^x if n < -r- and p ^ pr- . If p = pr- , the biases of the three estimaters 
2 Cy Cy 
are all equal under the above assumptions. 
3. We now consider the relative biases of the three estimators whose 
biases are of 0{—^): » y^^ and y^^ . It is easy to verify that if 
^ 1 
^21 ~ ^30 ^ bivariate normal population), then, to 0(—), 
n 
|p(y24)l 1 IP<y25)l < lP(y26'l 
with equality only if C ^q  = C ^  ^  . These results are similar to those 
obtained in Section F of this chapter. 
4. If approximation (2. 28) is applicable, then we can rank ' ^24: 
— — 1 
^25 ' ^26 follows with respect to bias to 0(-^) 
n 
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again with the biases equal only if C ^q  = ^ . 
We next consider the variances of the six estimators. It is easy to 
show that 
Vdr^,) = 
+ ^(^C2,-2C,2+5C2,+ 3C3J ,C„2 
n 
+ ^<^'=3„-6C3 J H-22C2 „ CJ J H.2CJ 2  
.6cfl-3C2oS2-13C^„) 
^^<^'=21+CU-2C30-'=20Cii 
+ 5C^Q )] (2.82a) 
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Hence from (2.77) and (2. 82a), -we obtain: 
MSE(72,) = 
* 2 ('*'^21" ^'^11''^ ^ "^20^02 
n 
- ^C3o-18C,,Ci,+ 9c|g) 
+ ^^^=30- ('C21+^^V;^+2C;2- SC^i 
5^20^02- :5c|o) 
+ ^<2C2 1 +2C2,-2C3 „ -  8C^,C,;+6C^^)] . 
(2. 82b) 
To obtain ^(y^g) » we write: 
Hz = 'n'^n' + = ^(y„-
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Hence 
YW^^) = V(ZJ 
(n*) 
+ n°(n-"l)' , 7„- ?/„) • (2. 83a) 
After some elementary but tedious computations, (2. 83a) reduces to: 
y(722) = i(4+R^4-2RTjjY)+iH2R''xY-®^4) 
+ ^A^+(r^^-2XE[(A^r)Ax] + 2Xa-rY 
n 
- 2X^0-^- ZRXo-^^) 
+ iï^(2XV - 2E[(/v^x)A^r)] 
- 4RE(Ar)A^x - o-^o-J 
r A 
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+ 2Ro -^Y +2E(AxAyAr) 
ZR^o-^ - 2XO-^Y )  
+ -^(2RE[(A^ x )(Ar)+o-^^-2R( r ^ y  
+ 2R^o-^ + ZRXo-^^) . (2.83b) 
After some straight-forward algebra, (2. 83b) reduces further to: 
^'"22» = ^(4+ «^4 - «^4» 
n 
+ -^kL) • (2. 83c) 
We note that in Sukhatme's work [54], where the variance is cal­
culated to O(^) , the second term on the r.h. s. of (2. 83c) is written as 
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^CR^(r^ + 2RXo-^^ + 2RE(A^X2ir)} . 
By writing E(A^XAr) as ^ +X^R - Rcr^ , it can be verified that 
the two expressions are identical. 
Using approximation (2.28), we obtain: 
V'ZZ» - Y^C^f(Co2-2C„+C2oH(C2„-C,/(2 + C2„)3 
+ ^  {(2C, J-C2o)-(C2o-Cj/(2 + 
2 
or 
n R 
2 (T 
+ -^-{(Cpo-C )^3]. (2.83d) 
(n*) 
Since is an unbiased estimator, we have; 
MSECy^^) = V(y^^)  (2. 83e) 
94 
Next, we note that 
(n-1) x_ 
- 2n Cov(— X , , r X ,) ] 
— n' n n' 
x  
n 
(2. 84a) 
1 — — 1 Since our results are being given  t o  0( ^V(r x ,) is of 0(—) 
(n«) ^ ^ ^ " 
it need not be considered. Again, we need to determine Cov(^ x , , 
x  
1 n 
It is easy to show that to O(^) , 
Cov(^x„„ + +Y,r^^) (2.84b) 
x  
n 
Hence from (2. 82a), (2. 84a) and (2. 84b) , 
= ^^[X2-2Cji+C3„).h^(2C„-C,„) 
+ iU(2C21-Ci2-C3o) + 8(C2„-C„)2 
n 
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-4=11(^20-Cl,)-3<l-P^)C^oCg^ 
2 Y 
+ 2(2C„-C20>-|<%X^^» 
^•7-b't^<c2rSo'^5«=2o-c„)' (n ) 
+ 4C J ^(C^Q-C J j)} ] . 
Hence from (2.78a) and (2. 84c) , 
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+ i{2(2C3j-C,2-C3o)+9(C2o-C,/ 
n 
+ 3(1-»2)C3„CO2 + 2(C^3-2Cii+C2O) 
+ +<=20- Cj j)+ 2X0-^Y>î 
+ S^t2(2C3„-3C2i+C,2)-15(C2j,-Cu) 
3(1-P^)C2O CO 2-4C, I (C3O -C, I )  
Zo" „ ZRC^y "  
^(l + C2o-Cjj)-^|X 
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+ 7T2l2(C2,-S0'-^'<C20-Cl/ (n') 
+ 4C I I (C 2O -C I I )}] . (2. 84d) 
If we now use approximations (2. 28) and (2. 35e), we obtain 
+ -%{2(2C2 I -CJ 2 - C3„) + 8(C2 O -CJ /  
n 
+ 3(l-p2)C2„C„2} 
+ 5^l2<2=30-3C31+'=12'-'^<'=20-Cll'^ 
- 3('-P^)C2oC„2-,6Cjj(C2t,-Cjj)} 
^r^t2'SrSo>+^<'^2o-Cii>' (n') 
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+ 4C I I (C 2 O -C I I )}] . (2.84e) 
We next find the variance of the modified Pascual estimator ' 
using the same approach as for 723A ' 
+ ^  t2(C(,2- 2C1 1+ C^o) + 2(ZC^1-C30-C12) 
n 
+ 8(C,o-C„)^3(I-p2)C2oC„, 
+ t2(2C3„- SC^j+Cj,) - ,3(0,0- <=1/ 
- 3(lV) C2oCo2-4C„(C2o.C,,, 
+ 2(4CJ J-2C2„-C„3) 
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+ 4CJ I (C2O -C„)+2(C3„-2CJ J )  
+ |(o-rX+RXCii)}] . (2.84f) 
Using approximations (2.28) and (2. 35e), we obtain: 
^'235» •= ^'C^<Sa-2C„+C2„)+^(2C„-C2o) 
+ ^U(2C2i-CJ2-C3„) + 8(C2„-CJ/ 
n 
+ 3C2,+ C,2) - I3(C2„-CJ J ) ^  
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-3(1-„2)C2OCO2-^CU<'=20-'=11>Î 
+ r^t2<^2I-So' + 5(C2o-Cj/ 
(n') 
+ G jj)} ] . 
Under these special conditions. 
In the general case, 
MSE(723b ) = Y^I:%2-2C,,+ C^ G )f^(2C,,.C 
+ ^t2(S2-2C„+C2o) + 2(2C2i-C 
n 
+ 9(C2o-Cj/ + 3(l-p2)C2(,Co2 
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+  y '  +  ^ +  C 2 0 -  C 1 1 '  1  
U(2C3„- SCzi+C,,)-15(0,0-0,/ 
-3(l-p2) C2„C„2-4C,,(C,„-C,I) 
+ 2<4C 11- ZCzo- C„2) - 1.+ C^o- C , j) 
^ , ,,2 *'30'''"'''^20" "^ll' (n') 
+ '^^11(^20" ^ 11^ 
+ 2(^20-2=11'+|%X<'-^<=20-Cl,> 
+ _2(2RirjjY+0'^jj)]] (2. 84i) 
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From (2. 84d) and (2. 84i), 
MSE(ir23A)-MSE(y23B) = 2C j j+C^Q) 
2r 
+ r^t2<2Cn-C2ol-^<' + C2o-c„) 
(n') Y 
_^(2R<r^Y+<x'" (Z- 84" 
Under approximations (2.28) and (2. 35e), this reduces to 
(2.84k) 
We recall from section C of this chapter that p > 0 and C ^  ^ > 0 . 
Hence 
(C^o-SCiiXC^O-Cu) < » " i r ^  ^ • 
y y 
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For large n' which is usual in double sampling schemes, this dif­
ference (2. 84k) is very small. Hence, in our subsequent comparisons, 
we shall use ^233 
To obtain the variance of y-,a > we write s^ = 1 + ôs^ , x = 
^ 24 X X n 
1 + etc. After some simplification, we obtain: 
^<S'24> = 
n 
+ ('-/) <=20=02' 
+ SSrt-(C , O -c„)' 
- (»-" ) C20'=02' 
+ H;2l-(C20-Cu''" 
(n') 
(2. 85a) 
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Since is of 0(-^) , we have: 
n 
MSE(y24) = V(y^^) (2.85b) 
Similarly it can be shown that 
MSE(y25)=MSE(y24) = 2C ^  C^q )  
"*• n' (^ i^r 2^0^  
n 
+ S0S2' 
+ 7T2t-'C20-Cu>^" (n') 
ZC ; ;+ + ^ (ZC , C^g) 
+ -Tt4(C20-Cii)'+2(l-p^ C2„C„2} 
n 
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+ S^f-'°<C20-C,l)'-2(1-P') SoSz' 
+ -~C6(C -C )^3] (2.87a) 
(n')'^ 11 
Since p(y^^) is of 0(-~) 
n 
MSE(y2^) = V(yg^) (2.87b) 
We note that here, as in Scheme I, with the exception of , all 
the remaining estimators have the same MSE's to O(^) . Hence for 
proper comparisons we need to take into account terms of 0(——5") • 
(n') 
As in Section F, we shall compare the MSE's of the six estimators 
in this section under four different assumptions. First, we make no 
assumptions about the distribution of the (x., y^). Thus, from (2. 82b) 
and (2. 83e), we have 
MSECy^^) - MSE(72i ) = ^ ^ ^20" ^ <1 " " <=nl 
xv. 
Jbv. 
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1 
+ "2 ^^^20+ -$2 +^(^30+^12-^^2l) 
n. x\ 1 
-9(C,O -C I I )^3{1-p^)C2O C„P  
q.2 2 ^2 
+  ^ [ - p  C,„- + 2(3C3,- 2C3 „ -  CJ 2) 
(^^20" 11^ ^ ^^20^02^ 
1 -'x 
- 2(3C2o-Cjj)(C2o-Cjj)3] . (2.88a) 
Using approximation (2.28), we have: 
MSEJy^z) - MSECy^i) = Y^C(i-C,j)2(2 + 
+ -^(2(C3 O H-C , 2 -2C3 ,)-8(C2 O -CJ / 
n 
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- 3(l-p )C2oCq2+ 2 ^20^ 
X\ 
+ 3(l-onC2(,C„2+4C„(C,„-C„)- ^ C3„] 
R 
+ rb^"So-Si>-5<c2o-=ui' 
(n') 
(Z. 88b) 
We deduce from Section C that X , Y , R and R are all positive 
as previously stated. We also recall from Chapter I that Sukhatme has 
— — 1 
compared the MSE's of and y^^ to O(^) . From (2. 88a), we 
deduce that to 0(-^) , 
MSE(y22) < MSE(y2j) 
if either 
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(T 
X 
Y 
or X 
Y 
(2. 88c) 
We note that to this order of approximation, and y^j are equally-
efficient if R = R . As previously stated if x. is the value of y. at 
some previous time, then ^ = 1 is likely to be a reasonable assump-
y 
tion. Hence, under this assumption, the first pair of inequalities in 
(2. 83c) become R > R and p > 1 , the second inequality being clearly-
impossible. Hence only the second pair of inequalities will be valid in 
this case. 
We observe that to O(^) , the same conclusions hold when y^^ 
compared to y , j = 3, 4, 5, 6. 
From (2. 82b) and (2. 84i), 
MSE(y23B)-MSE(y3,) = Y^E2C j j+ 
n 
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+ si^t2(4C,i-2C2o-C(,2) 
* y2'^''rY"°'rX" 
40" 
-^(i^c^o-Cn'l 
•*• |^,j2 '^'*^20' ^ ''u' "*• 
2 or Y  
+ -^" + C20-Cn))]. 
Under approximations (2.28) and (2. 35e), (2. 89a) reduces to: 
-<Mr)Cii}(C2o-Cji)] 
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Hence 
< MSE(72i) if P < ^ • 
y 
Also M S E (72I ) < M S E ^(723b) 
^ c-  ^ f  ^  Ti—r — • 
y 'â - ïït' y 
If we consider terms of 0(-^) only, then MSE^(y22g) < MSE(y2j^) 
n 
always. 
We recall from (Z. 86) that MSE(yg^) = MSE(y2g)« An alternative 
approach to the derivation of the variances of y^^ and y^g establishes 
this identity more directly. If Ps^, denotes a particular preliminary 
sample of size n' , then 
V(y24) = VCE(724|Ps^,)] +E[V(7241ps^,)] • (2.90a) 
Similarly, 
V{y25) = V[E(y25lPs^,)] + E[V(y25lPs^,)] (2.90b) 
I l l  
Tin [58] has, shown that 
V(y24lPs„,) = V(y25lPs_^,) 
To 0(—L_) , 
("•r 
VCECy^^lPs^,)] = V[E(y^g|Ps_^,)] 
Hence from (2. 90a), (2.91b), 
^(724) = ^(^25) 
and 
MSE(y24) = MSE(y2g) • 
MSEty^j) - MSE(y2i) = Cj^-
n 
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+ Cjj^) - Z{ZC^Q- 3C2J+CJ2)} 
(n-) 2  C-7(C2O - Cii) - ^^^11(^20" ^11^ 
^((=30- C21))] (2.93a) 
Equation (2.93a) can be written as: 
MSE(725) - MSE(72,) = Y^(;-i,)[2[C;Qi " 
- - '«^2o-s/<è-^> 
4C 11 
n" (*"20" ^11^ (2.93b) 
1 1 3 - 1 1 4  
Q 
It is easy to verify that if = C^q = C and p < 
y 
Q 
(7n 3n') , then y^^ will be better than y^^ . If o > ^ , 
n- n y 
then V^i will be the more efficient estimator, provided, as before, 
^21 ^ ^30 ^12 • 
MSE(y^^) - MSE(y^,) = Y^[^[2(C^,+ C;^-2C^;, 
n 
- 5(C2o-CJ/-(1-o^)C2OC„2} 
+ (1-0 )'^2oCQ2+ C[^)] 
(n') 
4n , Again if p < (1 - g^ ) ^ and = C^q = ' then y^  ^ is better 
than y2 ^  . 
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From (2. 86) and (2. 88), 
MSE(72^) - MSE(725) = 
n 
+ -^[7(C -C )^}] . (2.95) 
(n') ^ 
7 If the preliminary sample is sufficiently large so that n' > ^ > then 
irrespective of the value of p , y^^ will be more efficient than y^^ . 
From (2. 84i) and (2. 87), 
MSE(y23B) - MSE(y2j) = {2(C„2-2C 
n 
+ 2(2C2 I -CJ 2 - C3„) + 5(C2„-CJ I ) ^  
+ (1-P )C2QCQ2+ —2''^rX" 
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+ 5ÏT{2(2C3 „ - 3C2,-fC,j) - 5(C,„-Cj/ 
-(I-o2)C2O CO 2-4CJ J (C2O - C , J )  
4(r _ 
+ 2(4Cij-ZC^ O - C02) --^(1+ C20-Cji 
. ,.2 ^^^^21" ^ 30^ """^^ll^^ZO" ^ iP (n') 
+  2 ( 0 2 0 - 2 0 , , ) + +  
Using approximations (2.28) and (2. 35e), we write (2.96) as: 
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n 
+ ^'C20-Cul'+<l-P%oGo2) 
-3(C2O-C,/-(1-„V2OCO2 
- 'C , I (C2o-C„)) 
+ -^t2<Sl-S0'-<C20-Cl/ 
(n') 
+ 6Cii(C2O-!CII)}] . (2.97) 
! 
Q 
It can easily be verified that if = C ^Q  = and p < ^ , 
^ " y 
then y^^ is superior to provided that approximations (2. 28) and 
(2. 35e) are valid. 
118 
Combining results (2. 88a), (2. 89b) and (2.90) - (2. 97). we conclude 
that 
1 _ 1. If terms up to 0(—) only are considered then , j = 1, 3B, 4, 
n 
5, 6 are equally efficient and each is more efficient than y^^ if condi­
tions (2.88c) are satisfied. 
2. If terms up to 0(—^—^) are considered, it is not easy to compare 
^22 the rest of the estimators. However, the five estimators can 
be ranked amongst themselves. If 
^21 " ^30 " ^12 
(b) n' > 3. 5n 
f  \  < 5 (c) 0 < 7 ^ 
(d) approximations (2. 28) and (2. 35e) are valid, then 
MSE(^24) = MSE(y25) < MSE(y2^) < MSEJy^jg) 
<MSE(y2i) . (2.98) 
We recall from (2. 46) that this is almost identical with the set of inequal­
ities we had for the corresponding estimators in Scheme I. We note that 
condition (d) above applies only to comparisons involving MSE(y22g) • 
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We note further that for comparing the MSE's of ^26' 
we need only 
(a) n* > 3. 5n 
and (b) 0 < ^ 
C 
2 
'y  
for MSECy^^) = MSE(y^g) < MSE(y2^) 
We next compare the estimators under model (2.47). We recall 
that this implies a linear relationship between and y. . The relevant 
population parameters are given in (2.48). 
After some straight-forward algebra, we obtain from (2. 88a), 
MSE(y^^) - MSE(y^^) = (i-±):^) 
+  { a +  a ( 6  -  % ) ] ( r y  
n X ^ 
+ '^^{(^-i^)(ÔX- 1)^} 
- (2.99) 
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Under this model, if a > 0 , (3 > 0 , n' > (1 + ^ )n and , then 
is always superior to y^^ . We note further that under this model 
we can obtain specific conditions which ensure the superiority of y^ j 
over y^^ whereas tractable conditions of this type are not available in 
the general case. For n sufficiently large so that terms of 0(-^) can 
_ _ n 
be neglected, y^j is always superior to y^^ . Again, if a = 0 (i.e. the 
regression line passes through the origin), then Y^i always superior 
to 7^:2 • 
Under model (2. 47), we do not obtain similar tractable conditions 
from (2. 83d). Even invoking approximations (2. 28) and (2. 35e) does 
not appear to lead to any major simplifies àon. The same remarks apply 
to the comparison of y^^g with y^^ , y^g and y^^ respectively. 
Hence under model (2. 51), we shall limit ourselves to comparing 
^21 • '24 • ^25 ' ^26 ' 
It is easy to verify from (2.86) and (2.92) that Y24. ^ZS 
equally efficient under model (2.47). It is also easy to verify from (2. 93) 
7 — — that n' > -^ n is sufficient to ensure that y^g is better than y^^ . Fi­
nally, 
MSE(?25) - MSE(72I ) = (i -
(2. 100) 
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Hence is more efficient than if 
(a) a > 0 , p > 0 
(b) C3„ < 0 
(c) n' > n(l + 
and (d) aX < 
[The exact condition is 
aX < (1 + -^)] . 
a+pX 
Hence, if we consider the four estimators and if 
(a) ff > 0 , (3 > 0 
(b) C3„ < 0 
(c) n* > nmax{(l + ^ ) , j} 
(d) aX < 
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then 
MSE(yg^) = MSE(y^g) < MSE(y2^) < MSECy^j) . 
We note that conditions (b) and (d) are not required when we want to rank 
the MSE's of 7^4 » 735 only. 
We now compare the MSE's of some of our estimators using the 
model given by 3(c) of Section C of this chapter. Under this model, 
(2. 56), the regression of Y on X is assumed to be linear and X has 
a gamma distribution with parameter m • From (2. 57) and (2. 88a), 
we have: 
MSE(y22) - MSE(y ) = (^-;^) C 
• ^ "" "" Tn(in-ir 
^ 15m- 3m^- 10 4m-m^-2 
m^(m-l) n'(m-l) 
We note that for 2 < m < 3. 69 , the expression on the r.h. s. of (2. 101) 
is positive. Hence for m within this range, y^j is superior to . 
For 0 < m < 2 (m ^1, 2), or m > 3. 69, the performance of y^j as 
compared to that of y^g depends on the values of n , n' , a and Ô. 
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— — 2 r For example, for m = 4 , will be superior to if a {28 + 
3(j^ + 3~r)) - 126 > 0 where, as previously stated, Ô = 0(~) • 
1 — — We note further that to O(^) , y^^ is less efficient than y^j 
(j = 1, 3B, 4, 5, 6) if m > I" . 
From (2. 57) and (2. 92), we note, that irrespective of the model 
used, y24 y^g are equally efficient. Again, from (2.61) and (2.95), 
— — 7 Y2^ superior to y^^ if n' > -^ n 
From (2. 57) and (2. 96), 
MSE(7,3B)-MSE(73,) = 
m (m-1) 
7 For m > 1. 5 and n* > — n , the r. h. s. of (2. 102) is negative and hence 
for these values y^^g is superior to y^^^ . We note that approximations 
(2. 28) and (2. 35e) have not been invoked here, because for these approx­
imations to be valid, we must assume 
1 ^ l_ 
m-1 m 
Such an assumption may not be reasonable for many populations 
encountered in practice. 
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From (2. 57), (2. 84i) and (2. 85b), 
MSE(y233) -
n * m (m-1) m 
1 r 2Ô . a^(-6m^+l6m-12) , 6#^^ 
+ -^-t" } (2.103) 
(n')'^ m'^(m-l)'^ 
It appears impossible to obtain simple conditions for the comparison of 
^23B ^24 ' Hence in this section, we shall limit our ranking to 
^21 ' ^22 ' ^24 ' ^25 ^26 ' do this, we need, in addition to the 
above comparisons, the value of MSE(yg^) - MSE(y^^) under model 
(2. 56). From (2. 57) and (2. 92), 
2 
MSE(y26) - ^SE(y2i) = " + +^3 (2.104) 
m. 
Since Ô > 0 , is always preferable to y^j under this model. 
To sum up, if 
(a) 2 < m < 3. 69 
(b) n' > I" n 
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(c) o- > 0 , (3 > 0 
then 
MSECy^^) = MSE(y^g) < MSE(y^^) < MSE(y^^) < MSECy^^) 
If we do not consider y^^ in the ranking, then condition (a) above can be 
omitted and the relationships among the MSE's of y^^ , y^^ , y^^ and 
y2 J will be unchanged. 
The final model we consider is (2. 67), Under this model the regres­
sion of Y on X is quadratic and X is distributed as a normal variate 
with mean 1 and variance h. As in Section F, we restrict ourselves to 
a consideration of the relative magnitudes of the MSE's of » ^2.^ , 
^25 ^26' 
1 — — We note again that, to 0( , y, > and y,- are equally efficient, 
(n') ^ 
regardless of the model used. Again from (2. 90), y^^ is more efficient 
than y^^ if n' >-^ n . From (2.68) and (2.92), 
MSE(y2^) - MSE(y2i) = — [-nôh - 5h^ [pQ+1)}^ 
n 
- h^[8pg(|3()+pg(h-l)) + 2p^hl] 
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+ ;~[n6h + h^t5(PQ+P2(h-l))^ 
+ 4(5^2+ Pi)(Po+ Pz^) - IZPz + ZPgh] ] 
+ -^[-4h^{Po+ Mh-l)}{p +3p^} (n')^ U z 1 z 
- 4p2h^pj+2p2)] • (2.105a) 
7 From (2. 105a), it can be shown that if n* > ^ and > 0 (i = 0, 1, 2), 
is superior to - It is difficult to derive other simple condition 
for this case. 
From the preceding discussion, we conclude that for 
(a) p. > 0 , i = 0, 2 
Po (b) h > 1 - / 
7 (c) n' > -n 
MSE(724) = MSEC^^g) < MSE(72£,) - MSE(72i) 
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We note that if we put ~ » this is equivalent to our assuming 
that the regression of Y on X is linear. In this case, (2. 105a) reduces 
to: 
1 1 Sp^hZ 4(3 p h^ 
MSECy^^,) - MSECy^i) = " ^ <2. 105b) 
Hence for p^ > 0 , and 4Pj < Sp^ , is superior to The 
original order of ranking of the four estimators is unchanged under the 
following amended conditions : 
(a) pQ > 0 , 
(b) Pj < 1.25PQ  , 
(c) n' > |-n 
H. Comparison between Independent (Scheme I) 
and Dependent (Scheme II) Estimators 
We next consider the conditions under which Scheme I is more effi­
cient than Scheme II. It may be recalled that under Scheme I the second 
phase sample is independent of the first phase sample while under 
Scheme 11 the second phase sample is a subs ample. 
As the computations involved in such comparisons are usually tedious 
! 
and cumbersome and conclusions difficult to draw, we shall consider only 
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the classical ratio estimator. We shall also assume that the second 
phase sample size, n , is so large that it is sufficient to consider only 
terms of O(j^) in the MSE's. Since to O(^) , MSE(yjj) = V(yj , 
j = 1, 2, it is sufficient to compare only the corresponding variances. 
To O(^) , 
V V_ 
(1) V(yjj) = ^ ^ (2.106) 
2 2 2 
where Vj = + R 
and = R^cr^ 
_ V* V* 
(2) V(y2l) = + TT" (2 107) 
where V, = V, 
and V* = - r'4 
Hence, recalling that R > 0 , 
V(yii) < VCy^j) 
C 
if 0 > ^ . (2. 108) 
y 
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As previously mentioned, Cochran [9 ] has stated that when X is the 
value of V at some previous time, the ratio may be approximately 
y 
equal to 1. In this case, cannot be less than ^(y^j) , since 
p < 1. 
However, it would not be very meaningful to compare the efficiencies 
of /jj and y^j without taking into account the costs of selection and 
measurement of the sampling units under the two schemes. For Scheme 
I, we consider the following simple cost function 
C Q  = n(c c^) + n'c J  (2.109) 
where Cj = cost per unit of measuring the X characteristic 
c^ = cost per unit of measuring the Y characteristic , 
In this simple function, we have excluded the common fixed overhead 
costs. It is also implied in (2. 109) that any unit in the first phase sample 
which appears again in the second phase sample has its X characteristic 
measured again. For the same total cost, CQ , the cost function under 
Scheme II is given by 
= n*C2+n*'Cj (2.  110) 
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where n*' = size of the preliminary sample 
n* = size of the second phase sample 
and » ^2 are as defined before. 
In both expressions (2. 109) and (2. 110), we assume that 
c, < < c, , 
but Cj is not negligible. Applying well-known results, we have 
[/Vj(cj+c2) f  
min '11' Cq 
and 
min^'21 CQ  
From (2. 11) and (2. 112) 
if 
+ /V*Cj > /V,<c,+ c^) + /V^Cj . 
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To illustrate clearly what the inequality (2. 113) implies, consider 
the following artificial numerical example: 
Y = 6. 9 . X = 5.4 , 0-^ = 26. 0 , 0-^ = 87.0 and p = 0.8 
Thus 
V *  =  V j  =  3 2 . 2 1  
= 42.44 
V* = 54.79 . 
Let us also assume that Cj = yc^ > where by deductive reasoning, 
0 < y < < 1 . 
It can easily be verified that the inequality (2. 113) is satisfied if 
y < 0. 102. 
C Cj 
We put T = and y = — (as before) and define 
^2 
Y  ^  
= /(T^+ l-2oT)(l+y) +/y ^2. 1 
/T^+l-2pT +/(2pT-l)y 
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The inequality (2. 113) can now be written simply as 
< 1 (2.115) 
We note that 
_-l. (1) if 0 < ^ (i. e. p < T ') , 
then V . (y_.) will be less than V . (y,,). 
min^^2r min^'ll' 
C 
(2) If P > 
4 Z 
then <1 if 7 < ^2~2 ' where 
( l - f f  )  
/2To-l -1 Oi — 
/T^+l-2oT 
Table 2. 1 gives the values of for selected values of T , p and 
y . It is known that for T < 1 , y^j is always better than y^^ . How­
ever, we have included values of for T < 1 to show how much worse 
is. For T = 1.5, y^j continues to be superior to y^^ except 
where p is high (i. e. 0. 8 and above). 
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Table 2.1. Values of for different values of T , p and y 
P 0 . 5 0 . 6 0 .7 0 . 8 0 .9 
T y= 0. 1 o
 
o
 
y=0.  1 II o
 
o
 
7=0. 1 
o
 
d
 I
I y=o. 1 o I
I 
.01 y= 0. 1 
o
 
d
 
0. 8 
* » 
1. 03 1. 09 1. 23 1. 08 1. 20 1. 07 
1. 0 1. 04 1. 00 1. 21 1. 06 1. 16 1. 05 1. 12 1. 04 1. 08 1. 02 
1. 5 1. 10 1. 03 1. 06 1. 02 1. 03 
o
 
o
 0.99 0. 99 0. 95 0.97 
2. 0 1. 04 1. 01 1. 03 1.00 0. 98 0.98 0. 95 0. 97 0. 92 0. 96 
2. 5 1. 01 1. 00 0.99 0.99 0. 96 0.98 0. 94 0. 97 0. 91 0. 96 
undefined for these values. 
Table 2. 2. Values of y^ such that for V < "XQ  . V^ < 1 
P 
T 0.5 0.6 0.7 0.8 0.9 
* >'f 
1. 5 - - 0.01 0. 17 0.97 
1.75 
• 
0.00 0. 19 0.43 1. 63 
2. 0 0. 00 0. 05 0. 24 0. 6Ç. 2. 01 
2. 25 0. 02 0. 12 0. 32 0. 85 2. 11 
2. 5 0. 04 0. 18 0.44 0. 95 2. 11 
• 
V Q  undefined for these values, 
xv 
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Table 2. 2 shows the values of VQ such that for 7 <7^ , < 1 . 
It shows that if p is only slightly greater than 1/T , then y must be 
relatively small. However, when p is very much greater than 1/T , 
y could be greater than 1. If > 1 , this implies that any small y 
will result in V„ < 1 . 
xx 
As a rule of thumb, it would not be inappropriate to suggest that the 
independent second phase sample estimator will generally be superior to 
^21 
C 
(1) 0  > >  ^  .  
y 
and 
(2) the cost per unit of measuring the concomitant variable is very 
small compared with the cost per unit of measuring the variable of inter­
est. It is not unrealistic to have y = 0. 1 (i.e. ~ espe­
cially in cases where the values of the X variable can be obtained from 
files. 
To the same order of approximation, we get identical results for all 
other pairs of estimators except yy^g • For this pair a similar 
type of comparison can be made by merely replacing T with T in the 
preceding arguments. T is given by 
T = RC /RC y X 
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III. THE REGRESSION ESTIMATOR 
In this chapter, we shall obtain a more exact expression for the 
bias, variance and MSE of the estimator ^ . As in Chapter II, all 
expressions will be given to 0(—y) . 
(n') 
We recall from (1. 22) that 
= Y + Cov(b, x ,) - Cov(b, x ) (3. 1) 
_ s 
To simplify (3. 1), we first evaluate Cov(b, x^) , where b = . With 
s 
the usual notation, we can write ^ 
=xy = ®XY< ' + ®=xy> 
4 = 4<' ^  Gs*) 
X = X( 1 + ÔX ) . 
n ^ n 
Using this approach, we can easily show that 
Cov(b, X ) = 
" ^11 ^20 
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^40^21 ^*^31^30 
+ =— H =— + 
3C 
CllC'o 
I I  
11 
3^40=30 
'20 
^41 ^^^30)] (3.2) 
^11^20 ^20 
This agrees with the result obtained by Fuller and Johnson [17]. We now 
put 
^IR ~ ^Rd Scheme I as defined in Chapter II 
^2R ~ ^Rd Scheme 11 
Under Scheme I where the second phase sample is independent of the 
first phase sample, b and x^, are independent and hence 
E ( 7 , r )  =  
+ ^C3<^ -
n 20 11 ^20 ^11 ^20 
+ - ^) + 2 - ^)]}] (3. 3) 
C^Q 20 ^11 C^Q 20 ^11 
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We recall from (2. 16) that in the case of Scheme I E(ôx ,|xj, x^, . . . 
X , y,, y_, ... y ) = -Spôx for N large. Hence the second term of XX i w I\ T1 I]L 
expression (3. 1) reduces to 
Cov(b, x^,) = ^ Cov(b, x^) (3.4) 
Combining equations (3. 1), (3.2) and (3.4), we have: 
^<ï^2R> = 4 
+ + 2 5|0(^ _ ^i) ]} ] (3. 5) 
C^o 20 ^11 20 ^11 
It is easy to verify that where (X, Y) follow the bivariate normal 
distribution E(y^^) = E(y2j^) = Y , since all odd order product moment 
coefficients (C..*s) are zero. ij 
We follow the same procedure to derive expressions for and 
V(y,„) to 0(—ô") . We recall again from (2. 17) that under Scheme I, 
2R (n')'^ 
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E[(ÔXn,-ÔxJ^lxi, x^, .... x^, Yj, y^, ... y^] 
= Sfx^, + Ô^x^ . (3. 6) 
Using (3. 6), we obtain, after some simplification 
and 
"  C n  ^zo C j ,  
^^30^21 _ ^31. 
- 2 pr—) 
^11^20 ^11 
1 1  20 
2 ^^11 C,/^22~^20^02'*'^^21^ 
n 11 
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- C^'^So+^^3l' 
' (c^,+ c!,+ c,„c.,) C^qCH ' 41' "21 "30^12 
3C C 
•'• 4^0^ 11"*" ^ 3^0^ 21^  73 
20 ^20 
+ - ^ ( 0 ^ 0 ^ 2 1 + ( 3 . 8 )  
^20^11 
Combining equations (3. 5), . . , (3. 8), we obtain: 
= ^'[X2-%) + ;rr ^ 
•~{Z(C 11 
n 
02 C ) -
22 
20 ' 2 0  
20 
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c , ,  5 C ^  
^20 ^20 
^n-^î4<Car'-^^^» <3-9) 
2U /U ^20 
We obtain in a similar way by noting that for dependent 
second phase sampling (Scheme 11), with large N , 
(1) E[(Ôx^,-Ôx^^) Ixj, Xg, .... x^, Yy y^. ... y^] 
- - (1 - 10a) 
and 
(2) E[(Ôx^,-Ôx^)^ jxj, Xg, ..., x^, yj, y^ y^] 
= (3.10b) 
Hence, under Scheme II, 
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^20 
^11 5C^ C^ 
^(10C3O C2I H-G4O CI I ) + -^^} 
^20 ^20 
1  C - -
^(2C3 J C„+C3 „ C , 2 +2C^J )  
^20 
C lOC^.C^, 
+ ;T(3Vii+^6SoC2i) - '4 ] 
20 ^20 
-^C^(C^I-f2C3,C„) 
(n') C20 
„3 ^^^30^21^^40^11^ 
^20 
'20 
(3. 11) 
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From (3. 3) and (3. 9). 
mse(7I K )  =  ^  
+ ;X<SiCii+2=a^Vi2) 
^20 
^11 
;f(^"V2i+Vn) + -!r^^ 
20 20 
+ 6-[F^(C,,- (3.12) 
^20 ^20 
'20 
From (3. 5) and (3. 11), 
mse(7,h' = ^'C^Co2- %l + ^  % 
+ iC2(C„,-^)-'^" 
02 C,„' C2„ 
"'"^2 ^^31*^11"*" ^^21"^ ^ 30*^ 12^ 
^20 
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„3 (^^^30^21^^40^11^ "*" 4 
20 ^20 
C^, C. 
'^^•"°02-C7^'+C7^ 
^(2C3,C,J +C3O C„+3C^J )  
20 
^11 12C^ C^, 
+ ^-(^c^oC^^+zoc^.c^i) - — 
20 ^20 
+ r^^~l"<^L+^3i^ii^ (n-) C^Q 
3 (^^30^21'"' ^ 40^11^ 
^20 
+ (3.13) 
cIo 
We note that unlike the ratio-type estimators considered in Chapter 
n, the two-phase regression estimators for both Schemes I and 11 have 
identical MSE's if terms up to 0(-^) only are considered. 
n 
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IV. SRIVASTAVA'S ESTIMATOR 
In Chapter I, mention was made of Srivastava's estimator 
X 
,7 = y. = (4. i) 
a n X 
As indicated earlier, if we put of = 1 , we obtain the usual product 
estimator 
—* — n^ 
Yp = /n (4.2) p n ^ 
The two-phase sample equivalent of the product estimator is 
Yp = Yn (:f-) (4. 3) 
Under Scheme I of Chapter II, where the preliminary sample of 
size n* is independent of the second phase sample of size n , 
_ X 
Yip = (4.4a) 
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E(yip) - YCl + iCjj+^C^o 
V(yip) = Y'cj(C20+2CjjfC„2) + irC20 
+ ;T(2CI 2 +2C2 I +C^1+C2 ( , C„ 3 )  
+ iir(8C2„C„+3C^„+3C^^C„2) 
From equations (4.4b) and (4.4c), 
MSE(y,p) = Y^Cf(C„ 2 +2C,,+ C3„)+^C2„ 
+ -7(2Ci2-^^SI+2CI1+<=20S2> 
n 
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+ • « ^d. 
Under Scheme 11 of Chapter 11 where the second phase sample is a 
subsample of the first phase sample, 
YZp = yn<=^) (4. 5a) 
^ X , 
^<V = 2=11+^20'-ir(C2o-f2C„) 
n 
•^5ir(3C^0-C20S2-^<=U-2Cl2 
-^C2I -2C3„-2C3O CJ , )  
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+ 2C20C1J)] . (4.5c) 
From equations (4. 5b) and (4. 5c), 
MSE(y2p) = Y2[i(C„ 2 <-2C,,+ C,„)-^(C20+2C,j) 
+ i(ECj2+2C2i+2c2j+C3„C„2) 
n 
-2(C,3+3C2I +C3O ) - 8 C ^ I }  
+ ,-;^t'=20<2'=n-3C2o> 
+ 2(2C2I + C 3 Q )  +  6 C j j } ]  .  ( 4 .  5 d )  
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More generally, Srivastava [53] has shown that for y to have 
C i l  
minimum variance in single phase sampling, optimum a = - =— , where 
J 20 
only terms to 0(—) are considered. Hereafter, we shall refer to opti­
mum a simply as a(= - ^ 11^^20^' Srivastava has suggested that a 
could be estimated from a pilot sample survey or past data or experience. 
We are concerned here with only two methods of estimating a : 
(1) We could obtain an estimate a from a preliminary simple random 
2 
sample of size m , where for convenience we assume m < n < m , n 
being the size of the second phase (or actual) survey. An obvious choice 
of a is 
a 
m 
m xy (4. 6a) 
where x , y , s (m) , s (m) are the usual sample values computed 
m 'm x xy c c 
from the preliminary sample of size m . 
(2) Secondly, we could estimate a from the single phase sample of size 
n in which case 
: = (4. 6b) 
where x , y , s , s are calculated from the sample of size n . 
n ^n xy x 
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We note that we can write the estimator (4. 1) as 
y@ = Y(1 + 5y^)(l + Ôx^)" (4.7a) 
For given a , expression (4. 7a) can be expanded by the application of the 
binomial theorem for any index. More simply, we can apply Taylor's 
expansion and write 
= Y(1 + Ôy^)f(Ôx^ , a) , (4.7b) 
where f(ôx^ , a) = (1 + ôx^)°^ 
Expanding f(ôx^ , a )  as a Taylor series in the neighborhood of ( 0 ,  a )  ,  
we have: 
f(fix , J) = 1 +« ÔX 52-
n n t n 
4. ^a^(3-2af) +g(3or^- 6a+ 2) j g3— 
6 n 
+  a ( Q r - l ) ( a - 2 ) ( a - 3 )  g 4 - ^  7 ^ )  
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Hence, to 0(-^) , we can write (4. 7b) as 
n 
y  =  Y C l + f f ô x + ô y  + ô ^ x  + û r  ô x  Ô y  
'a n 'n 2 n n 'n 
+ (^0'^(3-2ar) +^(3a'^-6»+2)^g3- g-
, *(#- l)(e-2)(e-3) c4-
24 ° 
+ ^a^{3-Za)+a{3j-~Ga+Z)-^ (4 g) 
We recall that a = - ^n/^20 hence 
(1) E(ûr^) - «[l+i^{(Co2+aC2o) + ^ [(a+l)Cj2-orC3o-C2j] 
+ —^(aCéQ+Cjj)}] (4.9a) 
«Gzo 
(2) E(^^) = <''[l+^C(3C„,+ 4aC2(,+ C^„) 
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1 .4C3I , _ . <=22 
t^(-^ + 3C4o+-|^)}] . (4.9b) 
=20 
From estimators (4. 1) and (4. 6a), we define the estimator in the case of 
the independent preliminary sample as 
Hence, from equations (4, 8) - (4. 10), 
+ «(«+1)(C2,+ C3 „ - 2 C J 2 ) + C 2 I - C , 2  
+ ^[(2»-l)C3,+a.(<.-I)C4o+C22]} 
152 
+ 2i^{4C(a-2)C3o+3C2i] 
24n. 
- 9(«+1)(o'-2)C2o}] . (4.11) 
We note that 
MSE(yj ) = E(yj^-Y)^ 
Hence from equations (4. 8), (4. 9a) and (4. 9b), we obtain after some 
straightforward algebra. 
+ 2û;C(3ûr-2)C2j+ a!(Qr-2)C2Q- (a+2)(Q;-I)G j21 
153 
+ -^ [a{2a-  1)^20^02 ^  (3*" ^ ^^21 
n. 
+ 2C12] +^{3 + 10a-5or^)C2o}] • (4. 12) 
We note that if n and m (m < n) are sufficiently large so that terms 
which is the MSE of the usual regression estimator. The similarity 
between Srivastava's estimator and the regression estimator will be 
examined in greater detail later. 
We next consider the scheme in which the estimate of a is obtained 
from the actual survey itself. From equations (4. 1) and (4.6b), we define 
of 0(——) are negligible, then (4. 12) reduces to 
nm 
(4. 13) 
(4. 14) 
It can be shown that under this scheme, 
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(1)  
+ ~[ttC2Q[a{l +2aC2Q) + (l + 3a)CQ2} 
n 
+ 2ûf(Cj2- ^21^" ^^30" ^21^" ^ 02 
- (3 + Co^)(C2i+aC3o)] 
2 ^'*^50"'"^41 
^20 
+ (Z«C^Q+ ^ 21^(^30" ^ 21^ "*" ^30^^21" ^12^^ 
3 ^*^40^^21"*" "^30^ 
^20 
+ 2CgQ(Cg^+«C^Q)l] (4.15a) 
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(2) E{a^-«)0^x^ = -^Cû^C2o[a(2a+3)C2o+CQ2} 
n 
+ 2«(1+o')C3 Q }  
2C 
+ —2^(aC3Q+C2j)] (4.15b) 
^20 
(3) £(0-^-a)5x^6y^ = aC^^iaC^^iS+Za) + a-i-
n 
+ ZaC^^{ l -a ) - {3a+ l )C^^+Za^C^Q 
+ C^Q ^^02^"*^30'''^21^'^" 2o;C3^+Cg2)] 
•*" 2 ^^ 21^ ® 3^0'''^ 21^  
^20 
+ Cj^CorC^Q+Cj^)}] (4.15c) 
(4) E(2^- «)6^x^ = l^[C^Q(l+«) + (C^^- Cgg)] (4. 15d) 
n 
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E(a^-a)ô^x^5y^ = 
n 
aC^^taC^QO+Za) + Cq^}] (4. 15e) 
E(«^- = ^Ca^C2QCC2Q(3+6a+2or^) + CQ^} 
n 
+ 0'{2(2aC2j+Cj2)- 2a(3+Za)C^ Q ]  
+ -^{2(C2i+aC3Q)^}] (4. 15f) 
^20 
E(ûr^-a)Ôx^Ô^yn = •^ laC^QiZa^C^^+{ l+ iaK^^]  
n 
Sz 
+ 2a(Cj2+<»C2i) - C ^(C2I +«C3„)] (4. 15g) 
157 
Hence from (4.8) and (4. 15a) - (4. 15g), we obtain after some simplifica­
tion: 
+ ^ {f C2oCC2o{2-25a+18a^+17a^) + 
n 
+ i[2(a-l)Cj2 + (IZof-9a- \ -Z )C^^ 
- (4*3+ 13*2- 8a + 2)C^Q] 
+ C^j)- 6(C2 J + *C,g)] 
20 
+ (1+»)(2<.C3O + C 2 I )C3O ]  
^C2C3o(C3,+ »C4o'^<=40<C21^"C3„)])] . (4.16) 
^20 
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We note that in terms of the regression coefficient (3 mentioned in 
Chapter III, 
When the first term on the r.h. s. of (4. 17b) is omitted, the remaining 
expression is exactly the bias, to O(^) , of the regression estimator in 
single phase sampling. Some explanation for the presence of the first 
term in (4. 17b) in relation to the bias of the regression estimator will be 
given later in this chapter. 
Again using equations (4.8) and (4. 15a) - (4. 15g),we obtaip after 
some rather tedious algebra; 
aY = - pX . (4. 17a) 
Hence to 0(—) , the bias of can be written as: 
(4. 17b) 
MSE(y2„) = 
n 
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+ a[9a(l+a)+2]C2i- [a^(3+4«)CgQ+ (l+2a)C^2] 
- + C22] 
^20 
+ C3Q(aC3Q+Cj2)]}] (4.18) 
We note again that to 0(—) , 
< n 
^2 
MSE^CYz^) = (4. 19) 
which, as stated before, is the MSE of the ordinary regression estimator, 
given to the same degree of approximation. 
We now proceed to show the similarity between Srivastava's esti­
mator and the ordinary regression estimator. From (4. 7a), we obtain 
Jin y - J&n Y 
'  a  
- Jln(l + Ôy ) + Of 4n(l + 6x ) 
'n n' 
(4.20) 
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Since we have assumed |ôy^| < 1 , 
ô^y ô^y 
Ai(l + ôyn) = ôy^ + 3  "  "  • • •  ( 4 . 2 1 a )  
Hence as a first approximation 
£n(l + Ôy^) i ôy^ (4.21b) 
Again, we note that 
~ - + 1 (4.21c) 
Y Y 
and assume that 
< :  
Using (4.21a) - (4.21c) in (4.20), we obtain: 
(1) a first approximation of y to O (~) , where O denotes order 
P /n P 
in probability. This approximation is 
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= y^ + Ra(x^-X) 
= y^ + p(X - (4. 22) 
which is the usual difference estimator as defined in (1. 25). We could 
have obtained the same result from (4. 8) by retaining terms of O (~) . 
^ /n 
(2) A second approximation obtained directly by writing down the result 
of our substitution of (4. 21a) - (4. 21c) in (4. 20). This second approxi­
mation is 
y^ = y^ + Rff{x^-X) (4.23) 
Using (4. 15a), we obtain, to O(^) 
E(y„) = Y+iCa(l-K,)C2„-^(C2,+ o.C3„)l (4.24) 
~ 1 Hence, the bias of y to 0(—) simplifies to 
a  n 
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P ' V  =  - # ^ [ « : 2 Q - C n l +  ( 4 .  
which apart from a factor ^ • omitted from the first term on the r.h. s 
is the same as (4. 17b). Alternatively, we note that to O(^) , 
E(yJ = j[E(y^) + E(y^)} . (4. 
C 
If C2Q = (i. e. p = •^) and the approximations made above are 
_ ~ J  
valid, then y^ , y^ and y^ (defined in Chapter I) have the same bias. 
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V. NUMERICAL COMPARISONS 
A. Source and Scope of Data 
To investigate further the properties of the ratio and regression type 
estimators considered in Chapters II and III, numerical illustrations were 
considered. These were based on data from the Pacific Northwest on 
sawtimber trees of mixed species (mostly Douglas-fir), provided by 
George B. Hartman of the Bureau of Land Management, Portland, Oregon, 
through Professor Kenneth Ware of the Forestry Department at Iowa State 
University. In addition, Monte Carlo (simulation) techniques were applied 
to the same data. The data consist of three groups of trees, each group 
corresponding to a geographic area. The sizes of the groups are - Group 
1: 1, 112; Group 2: 1,094; Group 3: 958. For convenience of notation, 
we shall refer to the totality of trees in all three groups as Group 0. Thus 
Group 0 comprises 3, 164 trees. 
One dependent variable, Y , and five independent variables, , i = 
1, 2,..., 5 defined below were considered: 
Y = gross volume 
Xj = diameter breast-height, recorded by 4 inch classes 
X^ = height 
X3 = 
^4 = *1^2 
Xc = H* , where H* = 
D 
p for 0 < X^ < 5 
L? for 5 < Xp < 10 . 
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All Xj's and X^'s were rounded off to integers in the field. Five 
different populations (indexed by 1, 2, . . . , 5) were defined by each of 
the combinations (X^, Y), i = 1, 2, . . . , 5. The jth group of the ith 
population is denoted by , where i = 1, 2, . . . , 5 and j = 0, 1, 2, 
3. Owing to marked similarities among groups belonging to the same 
population, we shall consider only the population-group combinations 
tt^Q , i= 1, 2, ..., 5. For brevity, we shall refer to them simply as 
Population 1, 2 etc. 
B. Characteristics of the Populations 
As a guide to the interpretation of the numerical results discussed 
in this chapter, we provide the following information about the five popu­
lations, Table 5. 1 gives the values of the population parameters of inter­
est. The scatter diagrams in Figures 5. 1(a), . . ., 5. 1(d) indicate the 
distribution of (X^, Y), i = 1, 2, . ., 4. We note that (Xg, Y) defines 
a pair of parallel lines. In Tables 5. 2(a), . . ., 5. 2(d), the marginal 
frequency distribution of X^ , i = 1, 2, . . . , 5 are given. We note that 
Xp Xg and X^ are highly skewed. 
We note from Table 5. 1 that for these populations C^Q  . 
However, the converse was assumed for most of our theoretical discus­
sion in Chapter II; thus the conclusions reached here may differ some­
what from those outlined in Chapter II. 
C. Comparison of biases 
Before we compare the biases and MSB's of the various estimators, 
we list them again for ease of reference. We note that for each 
Table 5.1. Parameter Values 
Parameter Population 1 Population 2 
X  0 . 22095X10^ p.38764x10^ 
Y  0 .89633X10^ 0 .89633x10^ 
R  0 .27694X10°  0 .16668x10^ 
R  0 .40566X10°  0 .23123x10^ 
""rY 0 .32976x10^ 0 .21709X10^ 
'"rX 0 .28433X10^ 0 .25011x10^ 
< 0 .67497x10"1  0 .28687X10^ 
°"x  
0 .12716X10^ 0 .43731x10^ 
""XY 0 .13895x10^ 0 .21036x10^ 
03 b 0 . 17069X10^ 0 .17069X10^ 
P 0 .94314X10°  0 .76995x10°  
^20  0 .26046x10°  0 .29103x10°  
C i l  
0 .70158x10°  0 .60543x10°  
S2 
0 .21246x10^ 0 .21246x10^ 
So 
0 . 1 5 9 2 2 x 1 0 °  0 .38408x10"1  
Population 3 Population 4 Population 5 
0 . 6 1 5 3 5 X 1 0 ^  
0 . 8 9 6 3 3 x 1 0 ^  
0 . 1 0 4 7 6 X 1 0 " ^  
0 . 1 4 5 6 6 x 1 0 " 1  
0 . 5 0 2 9 1 X 1 0 " 1  
0 . 2 5 1 5 4 X 1 0 ^  
0 .  2 0 4 9 3 X 1 0 " ^  
0 . 4 4 4 1 9 X 1 0 ^  
0 . 8 5 4 7 6 x 1 0 ^  
0 . 1 7 0 6 9 X 1 0 ^  
0 . 9 8 1 6 4 x 1 0 °  
0 . 1 1 7 3 1 x 1 0 ^  
0 . 1 5 4 9 7 X 1 0 ^  
0 . 2 1 2 4 6 x 1 0 ^  
0 . 2 6 1 5 0 X 1 0 ^  
0 .34765x10^ 
0 .89633X10^ 
0.32704x10-2 
0.25782x10-2 
-0 .55704X10'^  
-0 .24080X10^ 
0 .28755x10"^ 
0 ,25115x10® 
0 .65303x10^ 
0 .  17069X10^ 
0 .99738x10°  
0 .20780x10^ 
0 .20956x10^ 
0 .21246x10^ 
0 .70630X10^ 
0 .41075X10^ 
0 .89633X10^ 
0 .16526x10^ 
0 .21822X10^ 
0 .23392X10^ 
0 .21743X10^ 
0 .35069X10^ 
0 .32019X10^ 
0 .18110x10^ 
0 .17069X10^ 
0 .77466x10°  
0 .18979X10°  
0 .49190x10°  
0 .21246x10^ 
0 .  82527X10"1  
Table 5. 1 (Continued). 
Parameter Population 1 Population 2 
Si  0.55062X10°  0 .24122x10°  
^12  0 .20087X10^ 0 .13500x10^ 
^03  0 .76586x10^ 0 .76586x10^ 
o
 
o
 0 .25287x10°  0 .16512X10°  
S i  0.85050X10°  0 .41277x10°  
^22  0 .30929X10^ 0 .15635X10^ 
^13  0 .12028X10^ 0 .79411X10^ 
n
 
o
 0 . 49782x10^ 0 .49782x10^ 
So 0 .31945x10°  0 .59458x10"1  
S i  0 .  11768X10^ 0 .28246x10°  
S2  0.46105x10^ 0 .14181x10^ 
^23  0 .  19077x10^ 0 .80062x10^ 
Cl4  0 .83191X10^ 0 .52003X10^ 
Ss 0 .38026x10^ 0 .38026x10^ 
Population 3 Population 4 Population 5 
0 .36282x10^ 0 .72295x10^ 0 .21374X10°  
0 .52014x10^ 0 .74273X10^ 0 .  10676x10^ 
0 .76586x10^ 0 .76586x10^ 0 .76586x10^ 
0 .10754x10^ 0 .43775x10^ 0 .71932x10"1  
0 .15133X10^ 0 .45013x10^ 0 .18629x10°  
0 .21934x10^ 0 .46408x10^ 0 .86715x10°  
0 .32649x10^ 0 .47985x10^ 0 .  56509X10^ 
0 .49782x10^ 0 .49782X10^ 0 .49782x10^ 
0 .46937X10^ 0 .31398x10^ 0 .46918X10"1  
0 .67912X10^ 0 .32472x10^ 0 .12156X10°  
0 .10095x10^ 0 .33650X10^ 0 .57964x10°  
0 .15374x10^ 0 .34946X10^ 0 .39110X10^ 
0 .23927X10^ 0 .36392X10^ 0 .  34426x10^ 
0 .38026x10^ 0 .38026x10^ 0 .38026x10^ 
Table 5. 1 (Continued). 
Paranaeter Population 1 Population 2 Population 3 Population 4 Population 5 
(3  0 . 10927X10^  0 .48103X10^  0 .19243x10"^  0 .26002x10"^  0 .56561x10^  
T 0 .28561X10^  0 .27019x10^  0 .13458x10^  0 .10112x10^  0 .33458x10^  
Figure 5. 1(a). Scatter Diagram for Population-Group Combination 
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Table 5. 2(a). Marginal Frequency Distribution of 
Value Frequency Value Frequency Value Frequency 
12 976 36 136 60 10 
16 640 40 140 64 5 
20 369 44 106 68 1 
24 248 48 68 72 1 
28 225 52 31 Total 3, 164 
32 184 56 24 
Table 5. 2(b). Marginal Frequency Distribution of 
Value Frequency Value Frequency Value Frequency 
1 503 5 318 9 7 
2 532 6 470 10 1 
3 427 7 282 Total 3, 164 
4 508 8 116 
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Table 5.2(c). Marginal Frequency Distribution of Xg 
Value Frequency 
3 2, 288 
7 876 
Total 3, 164 
Table 5.2(d). Marginal Frequency Distribution of X^ 
Class Frequency Class Frequency Class Frequency 
1- 999 1420 7000- 7999 106 14000-14999 -
1000- 1999 467 8000- 8999 11 15000-15999 31 
2000- 2999 279 9000- 9999 123 16000-16999 29 
3000- 3999 138 10000- 10999 9 17000-17999 3 
4000-4999 122 11000- 11999 87 18000-18999 35 
5000- 5999 68 12000- 12999 23 19000-19999 -
6000-6999 104 13000- 13999 60 20000+ 49 
Total 3, 164 
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estimator , i= 1, 2, i = 1 refers to Scheme I (i.e. independent 
subsampling) while i = 2 refers to Scheme II (i. e. dependent subsaxn-
pling). The estimators are 
(1) yji» ^21' the classical ratio estimator; 
(2) y^2' ^2.2' the Hartley-Ross estimator; 
(3) y^g, y22^, the Pascual estimator; 
(4) y^^, Y24' Beale's estimator; 
(5} y^g, y2g: Tin's estimator; 
(6) Y2( i ' Quenouille's estimator; 
(7) yjj^» y2R* the linear regression estimator. 
The comparisons in this section and Section D relate to the asymp­
totic expansions considered in Chapters II and III. In Tables 5. 3(a), . . . , 
5. 3(e), we give the numerical coefficients of the fractions — , , 
11 
—p, 5" in the asymptotic expansions for the biases of the estimators 
discussed in Chapters II and III. The population-group combinations 
considered are, as previously stated, tt.Q (i = 1, 2, ..., 5). These 
numerical coefficients are given in these tables (and in Tables 5.6(a), 
. . . , 5. 6(e)) to make it possible for subsequent comparisons, involving 
values of (n, n') different from those considered in this chapter, to be 
made. 
We considered the average ranking of the biases of these estimators 
for specified values of n and n' . These were: (n, n') = (8, 80), 
(10, 30), (20, 80), (25, 75), (30, 50) and (100, 300). We note that except 
for the last value of n we have used an ultimate sampling fraction 
(n/N) of less than 0.01. Such sampling fractions are common in forest 
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Table 5. 3(a). Coefficients of Terms in Asymptotic Expansions of Biases 
of Estimator s-Population 1 
Term 
Estimator 
1_ 
n n' 
n 
nn" (n") 
^11 
n z  
^13 
^14 
^15 
^16 
Y l R  
Y Z I  
^22 
^23A 
^23B 
^24 
^25 
^26 
^ZR 
•3.9540 
-1. 1097 
•4.1898 
•3.9540 
-1. 1097 
-1. 1097 
3.9540 
3.9540 
1. 1097 
•4. 1898 4. 1898 
0.4188 
-0.6909 
-4. 9570 
-3.9272 
-0.8377 
•13.7547 
0.4188 
-0.6909 
-0.6909 
-4.9570 
-3.9272 
-0.8377 
•13. 7547 
-0.4188 
0.6909 
1.8006 
6.4056 
4. 3460 
0.8377 
13.7547 
1. 1097 
•1.4486 
•0.4188 
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Table 5.3(b). Coefficients of Terms in Asymptotic Expansions of Biases 
of Estimators-Population 2 
Estimator 
i J_ JL _i_ 1 
n n' nn' ,^,,2 
^11 2 .8181  -  -0 .6425  
y i 2  -  -  -  -
y  2  g  -0 .3159  -  -0 .9585  -  -
y j4  -  -  -1 .9955  
y^g  -  -  -1 .1754  
y  ~  -  1 .  2851  -  -
y^j^  -4 .9686  -  -9*7245  -  -
y^j  -2 .8181  2 .8181  -0 .6425  0 .6425  
^22 _ _ _ _ 
y23A -0 .3159  2 .8181  -0 .9585  0 .9585  
^233  -0 .3159  0 .3159  -0 .9585  1 .2744  -0 .3159  
^24 - - -1.9955 2. 1731 -0. 1776 
^25 
^26 
^ZR 
-1 .1754  0 .5328  0 .6425  
1 .2851  -1 .2851  
-4 .9686  4 .9686  -9 -7245  9 -7245  
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Table 5. 3(c). Coefficients of Terms in Asymptotic Expansions of Biases 
of Estimators-Population 3 
Est imator  
I  
n n'  
n  
1 
nn'  (n' ) '  
y^j  -3 .3759 -  -2 .7982 
^12 -
yj2  -0 .8593 -  -3 .6675 
y  2  ^  -  -  -10 .2442 
y  2 g  -  -  -6 .2841 
^16 
725 
726 
5.5965 
y^j^ -1 .3271 -  -2 .7619 -  -
y^j  -3 .3759 3 .3759 -2 .7982 2 .  7982 
^22 • ~ -
^Z3A -0 .8593 3 .3759 -3 .6575 3 .6575 
^236 -0 .8593 0 .8593 -3 .6575 4 .5168 -0 .8593 
7^4 - - -10.2442 11.4061 -1.1619 
6.2841 3 .4859 2 .7982 
5 .5965 -5 .5965 
y^j^ -1 .3271 1 .3271 -2 .7619 2 .7619,  
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Table 5.3(d). Coefficients of Terms in Asymptotic Expansions of Biases 
of Estimators-Population 4 
Term 
Estimator 
1 
n n' 
n 
1 
nn' (n-)' 
y n  
V i z  
y i3  
y i 5  
^16 
^ I R  
^21 
^22 
^ZSA 
^235 
^24 
yzs  
yz6 
yzR 
-0.1586 
2.5649 
•0.4586 
•0.1586 
•2.5666 
-2.5666 
0.1586 
0.1586 
2.5666 
•0.4586 0.4586 
0.5034 
•2.0616 
•2.3247 
•1.9952 
•1.0067 
•1.4839 
0.5034 
-2 .0616  
•2 .0616  
-2.3247 
-1.9952 
-1.0067 
-1.4835 
-0.5034 
2.0616 
4. 6265 
3.1575 
2.4986 
1. 0067 
1.4835 
•2.5649 
•0.8329 
0. 5034 
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Table 5.3(e). Coefficients of Terms in Asymptotic Expansions of Biases 
of Estimators-Population 5 
Term 
Estimator 
2 
n n' 
n 
nn' (n')^ 
^11 
^12 
y i 3  
y i 4  
y i 5  
^16 
y i R  
^21 
^22 
y 23 A 
^236 
^24 
^25 
^26 
^2R 
-2. 7080 
-0.5325 
0.0077 
2.7080 
•0.5325 
-0.5325 
0.0000 
2.7080 
2.7080 
0.5325 
0.0077 -0.0077 
-0.3657 
-0. 8982 
-1.3243 
-0.8104 
0.7315 
0.0594 
-0. 3657 
-0.8982 
-0.8982 
-1.3243 
-0.8104 
0.7315 
0.0594 
0.3657 
0. 8982 
1.4307 
1.4725 
0.4446 
-0.7315 
-0.0594 
-0. 5325 
-0. 1482 
0.3657 
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surveys. Also for n large, the biases of the ratio and regression 
estimators are likely to be unimportant and therefore the comparisons 
uninteresting. The average ranking of the estimators (from lowest to 
highest in absolute value of bias) is given in Table 5.4 separately for 
each scheme. Two estimators shovrn in brackets have the same average 
rank. 
More general conclusions can be deduced from Tables 5. 3(a), . . ., 
5.3(e). We recall that y^^ ^22. unbiased. We also note that 
for Scheme I, for n ^  or (a constant depending on the population-group 
combination being considered), we can rank the estimators in a definite 
order. The various orders for Scheme I are as follows: 
(1) For Populations 1 and 2 (with n > 4), for Population 3 (with n > 8) 
and for Population 5 (with n < 87) the order is the same as in Table 5. 4. 
(2) For Population 4 with n > 18 , the order differs slightly from that 
shown in Table 5.4 with y^^ being placed between y^^ and • 
Thus for Scheme I, we conclude that for n > 18 for all populations 
(except Population 5), the general ranking of the estimators (from low­
est to highest in absolute value of bias) is (with two modifications): 
^12 ' ^16 ' ^15 ' ^14 ' ^13 ' ^11 ' ^IR • 
The two changes occur in Population 2 where y^g has a smaller bias 
than yj^ and in Population 4, where y^^ has the largest. Some 
indication of the magnitudes of the biases is given in Table 5. 5, where 
i 
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Table 5.4. Average Ranking of Estimators with Respect to Bias for 
Selected Values of (n, n'). 
Population Scheme Ranking 
1 I 
^12' Yl6' V l S '  ^14' ^13' ^ir ^IR 
II 
^22' ^26* ^25' ^24' ^23A' ^23B' ^21' ygR 
2 I 
^12' yi6' 714» yi3' yji' YIR 
II 
^22' ^26' ^25' ^24' ^236' ^23A' ^21' yzR 
3 I yi2' ^16' ?15- ^14' ^13' ^IR' ^11 
II . 
^22' ^26' ^25' ^23A' ^24' ^23B' ^2R' ^21 
4 I 
^12' ^16' ;.5' Yll' yi4' YIR' yi3 
II 
^22' ^26' ^25' ^21' ^24' ^2R' ^236' ^23A 
5 I 
^IR' ^16' ^15' ^14' ^13' ^11 
II 
^22' ^2R' ^26' ^25' ^24' ^23A' ^23B' ' ^21 
1 8 1  
Table 5.5. Bias of Estimators for (n, n') = (8, 80) 
Estimator Pop. 1 Pop. 2 Pop. 3 Pop. 4 Pop. 5 
^11 -0. 487703 -0. 362306 -0. 465713 -0. 011956 -0. 344214 
yi2 
Fl3 -0.149505 -0. 054466 -0. 164558 -0. 352827 -0. 080593 
yi4 -0. 077453 -0. 031180 -0. 160066 -0. 036324 - 0. 020692 
yi5 -0. 061362 -0. 018365 -0. 098189 -0. 031176 - o« 012662 
yi6 -0. 013088 -0. 020080 0. 087445 -0. 015730 0. 011429 
yiR -0. 738647 -0.773016 - 0 • 209040 -0. 080506 0. 001894 
y2i -0. 438932 -0. 326075 -0. 419142 -0. 010760 -0. 309792 
^22 
^Z3A -0. 099142 -0. 017900 -0.116813 - 0. 347855 - 0* 045505 
^Z3B -0. 133121 -0. 048717 -0. 147046 -0. 314145 - 0- 071934 
yz4  - 0. 067670 -0. 027812 -0. 142426 -0. 031520 - 0 • 018414 
^25 - 0 • 054637 -0. 017432 -0. 092305 -0. 027350 - 0- 011910 
yz6  -0. 011780 -0. 018072 0. 078700 -0. 014157 - 0. 010286 
yzR -0. 664783 -0. 695715 -0. 188139 -0. 072450 - 0 • 001705 
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the case (n, n') = (8, 80) is considered. For larger values of n , the 
biases are generally smaller than shown in Table 5.5. 
With Scheme II, as with Scheme I, we can also draw some general 
conclusions with regard to ranking of the absolute values of the bias of 
some of the estimators. We note that for estimators whose biases are 
at most of 0(-^) , the following general pattern is discernible. For 
n 
all five populations, with n' > n > 1 (and for Population 2, n' < 5. 8n), 
^ivzz^ < Ip(y26)l < 1^(725)! < I ^(724) I 
In conclusion, we note from Table 5. 4 and from our preceding 
discussions that for Scheme I, y has consistently a low ranking in 
bias, whereas with one exception in each case, y^^ and y^j^ consis­
tently obtained high ranks. There is on the average little difference (in 
magnitude) among Y15 • The same general pattern is 
discernible for the corresponding estimators under Schema II. 
We note the consistency (within populations) of ranking between 
Scheme I and II, and consistency of general results (for Scheme I) with 
specific results (for Scheme I). 
D. Comparison of MSE's 
Following the same procedure used for ranking the biases of the 
estimators, we again rank the estimators with respect to M. S. E. 
Tables 5. 6(a), . .., 5. 6(e) and Table 5. 7 kre the MSE analogues of 
Tables 5. 2(a), . .., 5. 2(e) and Table 5. 4 respectively. An equality 
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between two estimators in Table 5. 7 implies that they have identical 
values in the asymptotic expansion. 
We recall from Chapter II that for Scheme I, y^^ (j = 1, 3, 4, 5, 6) 
have the same MSE to O(^) . Hence to compare their MSE's we need 
consider only terms of 0(-^) and higher. From the examination of 
n 
these terms, we conclude that for Populations 1, 2 and 5 (with n' > n > 
1), for Population 3 (with 3n < n' < 16n) and for Population 4 (with n < 
n' < 23n), the ranking of the estimators with respect to MSE is the same 
as in Table 5.7. 
We recall that to O(^) , MSE(yj^j) is identical for j / 2, R. If n 
is so large that only terms to O(^) need be considered, then 
MSE(yjj^) < MSE(y^j) < MSE(yj2) , j / 2, R 
for Populations 1, 2 and 5, if n' > 2.9n. For Population 4, the condition 
becomes n' > 7.3n and for Population 3, n' > 236n (a rather unrealistic 
condition). 
Again with Scheme II, it is possible to make more general compar­
isons of MSE's for these estimators which have the same MSE to O(^) , 
namely y^j (j / 2, R). For Population 1, the ranking is the same as 
in Table 5. 7 for n' > 3. In , except that the equality (7*24 = ^25' ^26^ 
replaced by the inequality y^^ = ygg, y2^ • Again for Population 2 (with 
n' > 3n), Population 3 (with 2. 6n < n' < 14n), Population 4 (with n' < 5. 3n) 
and Population 5 (with 1. 9n < n' <4. 9n), the exact ranking is as in Table 
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Table 5.6(a). Coefficients of Terms in Asymptotic Expansions of MSE's 
of Estimators-Population 1 
Estimator n n ^2 nn (n')^ 
yii 78. 8846 20. 9253 -15.9529 2.0844 -
yi2 103. 4843 9. 7521 16.6668 8.5826 -
yi3 78. 8846 20. 9253 32.6623 15.3647 -
yi4 78. 8846 20. 9253 36.1798 20.5459 -
yi5 78. 8846 20. 9253 36.1798 20.5459 -
yi6 78. 8846 20. 9253 72.3597 20.5459 -
yiR 18. 8593 151. 8324 75.7686 -174. 7710 -
^21 78. 8846 91. 8070 -15.9529 -41. 2846 57. 2375 
^22 103. 4843 67. 2073 16.6668 -24. 7511 8. 0842 
y23A 78. 8846 91. 8070 32.6623 36.8839 57. 2375 
^235 78. 8846 91. 8070 32.6623 -19.8156 -12. 8467 
^24 . 78. 8846 91. 8070 36.1798 -20.5459 tl5. 6339 
^25 78. 8846 91. 8070 36.1798 -20.5459 -15. 6339 
^26 78. 8846 91. 8070 72.3597 -166.1632 93. 8035 
^ZR 18. 859.3 151. 8324 75.7686 -144.9500 69. 1814 
1 8 5  
Table 5.6(b). Coefficients of Terms in Asymptotic Expansions of MSE's 
of Estimator s-Population 2 
Term 
Estimator 
I  
n n' 
n 
nn' (n')^ 
^11 96. 7905 23. 3814 -13.4174 13.4660 -
yi2 112. 7159 12. 1492 18.8007 12.5453 -
yi3 96. 7905 23. 3814 48.8518 26.5203 -
yi4 96. 7905 23. 3814 36.1103 28. 1685 -
yi5 96. 7905 23. 3814 36.1103 28. 1685 -
^16 96. 7905 23. 3814 72.2207 28. 1685 -
Y l R  69. 5014 101. 1902 120.2982 75.2460 -
^21 96. 7905 73. 9010 -13.4174 -5.6502 19. 0676 
^22 112. 7159 57. 9758 18.8007 -25.0561 6. 2554 
y 23 A 96. 7905 73. 9010 48. 8518 41. 2877 19. 0676 
^23B 96. 7905 73. 9010 48. 8518 -27. 2369 -21. 6149 
^24 96. 7905 73. 9010 36.1103 -28. 1685 -7. 9418 
^25 96. 7905 73. 9010 36.1103 -28. 1685 -7. 9418 
^26 96. 7905 73. 9010 72.2206 -119.8717 47. 6511 
69. 5014 101. 1902 120.2981 -200.3188 80. 0207 
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Table 5.6(c). Coefficients of Terms in Asymptotic Expansions of MSE's 
of Estimators-Population 3 
Term 1 1 1 1 
Estimator n n' 2 n nn' (n-)^ 
Y l l  15.9269 94. 2455 34. 4710 -52.3097 -
^12 40.3486 48.7522 15.4302 9.1028 -
yi3 15.9269 94.2455 38.8660 0.6133 -
yi4 15.9269 94.2455 30.0800 18.6832 -
yi5 15.9269 94.2455 30.0800 18.6832 -
^16 15.9269 94. 2455 60.1601 18. 6832 -
Y l R  6.2115 164. 4802 24.7325 -118.1203 -
^21 15.9269 154. 7647 34.4701 -78.0945 43. 6235 
^22 40.3486 130.3430 15.4302 -21. 7576 6. 3274 
^Z3A 15.9269 154. 7647 38.8660 24.2304 43. 6235 
^23B 15.9269 154.7647 38.8660 13.5054 -52. 3714 
^24 15.9269 154.7647 30.0800 -18.6832 -11. 3968 
^25 15.9269 154.7647 30.0800 -18.6832 -11. 3968 
^26 15.9269 154.7647 60.1601 -128.5415 68. 3814 
6.2115 164.4802 24.7316 -55.5765 30. 
i 
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Table 5. 6(d). Coefficients of Terms in Asymptotic Expansions of MSE's 
of Estimators-Population 4 
Estimator n n ^2 nn (n')^ 
^11 0.9036 166.9454 0.7466 -4.0289 -
yi2 12.1731 268.6169 78.0155 72.2170 -
yi3 0.9036 166.9454 4.6712 -93.6677 -
^14 0.9036 166.9454 1.9030 1.8776 -
^15 0.9036 166. 9454 1.9030 1.8776 -
yi6 0.9036 166.9454 3.8060 1.8776 -
Y l R  0. 8915 169.8001 4.8620 -62.0728 -
^21 0.9036 169. 7880 0. 7466 -15.7285 14.9819 
^22 12.1731 158.5186 78.0155 -83.8140 5.7985 
0.9036 169. 7880 4.6712 -60.8814 14.9819 
^23B 0.9036 169.7880 4. 6712 -70.6070 65.9358 
^24 0.9036 169.7880 1.9030 -1.8779 ! -0.0251 
^25 0.9036 169.7880 1.9030 -1.8779 -0.0251 
^26 0.9036 169.7880 3.8060 -3.9568 0.1508 
^2R 0. 8915 169.8001 4. 8742 -16.3855 11. 5125 
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Table 5.6(e). Coefficients of Terms in Asymptotic Expansions of MSE's 
of Estimators-Population 5 
Term 
Estimator 
2 
n n' 
n 
1 
nn' (n')' 
V i i  106. 8986 15.2477 -11. 2502 11. 0746 -
N
 
1 
119. 5795 8.7443 15.9567 11. 2290 -
yi3 106. 8986 15.2477 42.3090 18. 4763 -
yi4 106. 8986 15.2477 27. 6211 20. 2878 -
yi5 106. 8986 15.2477 27. 6211 20. 2878 -
^16 106. 8986 15.2477 55.2422 20. 2878 -
yiR 68. 2592 102.4324 162.9093 163. 1731 -
^21 106. 8986 63.7930 -11.2502 -6. 0730 17. 3233 
^22 119. 5795 51.1121 15.9567 -20. 6844 4. 7277 
^23A 106. 8986 63.7930 42.3090 34. 4541 17. 3233 
^23B 106. 8986 63.7930 42.3090 -23. 8344 -18. 4746 
^24 106. 8986 63.7930 27.6211 -20. 2878 -7. 3333 
^25 106. 8986 63.7930 27.6211 -20. 2878 -7. 3333 
^26 106. 8986 63.7930 55.2422 -99. 2414 43. 9993 
yzR 68. 2592 102.4324 162.9106 -162. 8963 — 0» 0135 
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Table 5. 7. Average Ranking of Estimators with Respect to MSE for 
Selected Values of (n, n') 
Population Scheme Ranking 
1 I (^IR' fll)' yi3' ^14 = ^15' ^16' ^12 
II 
^21' ^236' (^24 ^ ^ 25' ^26^' ^Z3A' ^22 
2 I 
^ir ^14 ^15' ^IR' ^13' ^16' ^12 
II 
^ZK'  ^21' ^24 ^  ^25' ^235' ^26' ^23A' ^22 
3 I 
^11' ^14 ^ ^15* ^13' ^16' ^12' ^IR 
II y2R' ^21' ^24 " ^25' ^26' ^233' ^23A' ^22 
4 I 
^13' ^11' ^14^^15' ^IR' ^16' ^12 
II 
^ZlA'  ^236' ^21* y2R' ^24 ~ ^25' ^26' ^22 
5 I y\l' ^14 ^ ^15' ^IR' ^13' ^16* ^12 
II 
^ZK'  ^Zr  ^Z4^^Z5'  ^26' ^236' ^23A' ^22 
In general; for (j / 2, R), is worse than y^^ = ygg: 721 
is better than the rest but as noted in Section C, y^^ has a relatively 
larger bias. Hence if one is concerned about bias, one would normally 
use either y^^ or y^g . The estimator y^gg is usually only slightly 
inferior to y^j and yg^ = y2g but is usually the worst of the 
six estimators we are discussing here. 
We can make further general conclusions for Scheme II if we assume 
1 that n is so large that we need consider terms to O(^) only. We 
1 — 
recall from the theory in Chapter II that to 0(—), MSE(y^.) is identical 
n 
\ 
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for j / 2, R. It is easy to show that to O(^) for ail five populations 
considered, 
MSECy^j^) < MSECy^j) < MSE(y22) j / 2, R 
The comparison involving ^2,2 U " 3A, 3B, 4, 5, 6) sup­
ports results previously obtained in Chapter II (see 2. 88c). We note that 
(1) For Populations 1, 2, 3 and 5, 
R < R but p >  ^; 2 (Ty 
and 
(2) for Population 4, 
R > R but p < ^ . 
l cty 
We note from Table 5.6 and our previous discussion in this section 
that for Scheme I y^^ has consistently a low rank whereas is 
subject to considerable fluctuations in rank from one population to anoth­
er. However, yconsistently performs poorly. For Scheme II, y^p^ 
and y2 j are consistelyly good. Yzsa mostly poor and y^g is 
consistelyly poor. There is not much difference in terms of rank and 
magnitude of MSE among 7233» ^24' ^25* which perform moder­
ately well. In general, for large values of n and n' e.g. (n, n') = 
(25, 75) and (Î00, 300), there is very little to choose among the ratio-
type estimators (excluding yj2 722^ " Tables 5.8(a) and 5.8(b). 
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Table 5.8(a). MSE's of Estimators for (n, n') = (25, 75) 
Estimator Pop. 1 Pop. 2 Pop. 3 Pop. 4 Pop. 5 
Y l l  3. 40997 4.16908 1. 92094 2. 26113 4. 46715 
yi2 4. 30064 4. 70739 2. 29352 4. 23182 4. 93129 
yi3 3. 49484 4.27568 1. 95619 2. 21960 4. 55679 
yi4 3. 50323 4. 25617 1. 95177 2. 26613 4. 53426 
^15 3. 50323 4.25617 1. 95177 2. 26613 4. 53426 
^16 3. 56112 4.31395 1. 99990 2. 26917 4. 57845 
^IR 2. 80682 4.36187 2. 41810 2. 27433 4. 44381 
^21 4. 34210 4. 83587 2. 72186 2. 29545 5. 10835 
^22 5. 05037 5.29947 3. 36606 2. 68166 5. 48001 
^23A 4. 46158 4.96054 2. 78347 2. 27766 5. 21567 
^23B 4. 41888 4.91676 2. 76068 2. 28153 5. 17821 
^24 4. 42362 4. 89831 2. 73674 2. 30202 5. 15858 
^25 4. 42362 4. 89831 2. 73674 2. 30202 5. 15858 
^26 4. 42330 4.91706 2. 74046 2. 30399 5. 16979 
^ Z R  2. 83502 4.22912 2. 45694 2. 30077 4. 26991 
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Table 5. 8(b). MSB's of Estimators for (n, n') = (100, 300) 
Estimator Pop. 1 Pop. 2 Pop. 3 Pop. 4 Pop. 5 
y i i  0. 857072 1. 04495 0.475124 0.565461 1. 11905 
^12 1. 06930 1.16995 0.567840 1.02733 1.22691 
^13 0. 862376 1. 05161 0.477328 0.562865 1.12466 
y i 4  0. 862900 1.05039 0. 477051 0.565773 1. 12325 
^15 0. 862900 1.05039 0.477051 0.565773 1.12325 
^16 0. 866518 1. 05400 0.480059 0.565964 1. 12601 
Y l R  0. 696452 1. 04685 0.608918 0.573333 1.04576 
^21 1. 09253 1. 21292 0.676480 0.574721 1. 28049 
^22 1. 25980 1. 32152 0.838851 0.655198 1. 36713 
^23A 1. 10000 1. 22071 0.680330 0.673601 1.28720 
"^236 1. 09733 1. 21798 0.678906 0.573842 1. 28486 
^24 1. 09763 1. 21682 0.677410 0.575123 1,28363 
^25 1. 09763 1. 21682 0.677410 0.575123 1.28363 
^26 1. 09761 1. 21800 0.677642 0.575246 1.28433 
0. 698214 1. 03856 0.611345 0.574985 1.03489 
To summarize our results, we recall that as a working rule, the 
effect of bias on the accuracy of an estimator is considered to be negli-
2 2 gible if p /(T < 0.01 [9]. In the examples considered in Tables 5. 8(a) 
and 5. 8(b), except for y^^ and y^j (Population 1), the bias is unim-
2 2 portant since P /tr <0.01 in each case. Hence for such situations if 
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one had to choose a ratio-type estimator, one would consistently do well 
by using the classical ratio estimator (y^^, 721)* This view is sup­
ported by studies done on single phase sampling involving most of these 
estimators, e.g. [l6]. We note further that for the two exceptions 
2 2 
mentioned above, p /«r < 0.04 and even in such cases, as Cochran 
points out, the disturbance in the probability of error is still rather 
modest [9]. For small values of n where (3^/<r^ may not satisfy the 
"negligibility" criterion in the case of the classical ratio estimator, one 
would normally prefer Tin's (or Beale's) estimator. 
E. Monte Carlo Simulation 
In addition to the numerical examples discussed in Sections C and 
D above, Monte Carlo simulation methods were applied to the estimators 
in Scheme 11, excluding Quenouille's estimator, y^^ . A first phase 
sample of size n' was selected and a subs ample of size n was then 
drawn. Three pairs of values of (n, n') were used. These were; 
(n, n') = (10, 30), (20, 80) and (100, 300). We shall, however, limit our 
discussion in this section to the case (n, n') = (10, 30). Selection at 
both phases was by simple random sampling (i.e., without replacement). 
The process was repeated 2, 000 times. For reasons of economy, this 
Monte Carlo work was limited to Group 0 and the first four populations. 
Population 5 was excluded from consideration since samples having 
2 b = s /s undefined were common. 
xy' x 
In this section, we shall compare the Monte Carlo estimates of the 
bias and MSB's with the corresponding results from the asymptotic 
expansions. Because comparisons are uninteresting when n and n' 
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are large, choosing n = 10, n' = 30 would seem to provide a reasonable 
illustrative example. To help in the interpretation of the results, we 
also discuss briefly the distributions of the sample values of the esti­
mators and give some information on their skewness and kurtosis. 
(1) Distribution of estimators 
The frequency distributions of the 2, 000 (two-phase) sample values 
of the estimators for Population 1 (only) are given in Table 5.9(a). In 
Figures 5.2(a) and 5.2(b), we give the histograms for y^j (Populations 
1 and 3) and y^^ (Population 1). We selected these three for presen­
tation because they offer, in our opinion, the best contrasts. For exam­
ple, for Population 1, the histograms for y^j , j = 1, 2, 3A, 3B, 4, 5 
are very similar while each differs somewhat from that of y^p^ • In 
Table 5. 9(b), we give the estimated third and fourth moments of the 
distributions of the estimators together with their measures of skewness 
(y^) and kurtosis (y^)- We recall that if a distribution is mesokurtic 
(i.e. shaped like a normal), then = 0 , if leptokurtic (i.e. peaked), 
> 0 and if platykurtic (i. e. flat-topped), y^ < 0 . However the 
converse in each case is not necessarily true [29]. 
We might expect that the 2, 000 random estimated values of Y 
would, for each estimator, have a near normal distribution. The results 
in Table 5. 9(b) suggest that while the underlying curves of the distribu­
tions are shaped approximately like normals, they are positively skewed 
in each case. The least skewed distributions are y^^ (Populations 1 
and 2), y^^ (Population 3) and y2j^ (Population 5). For all populations 
the distribution of has the largest value of y^ . 
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Table 5.9(a). Frequency Distributions of Monte Carlo Generated Values 
of Estimators (2, 000 Repetitions with n = 10 and n' = 30) 
for Population 1 
Estimator _ _ _ _ _ _ _ 
^21 ^22 ^233 ^24 ^25 y2R Class 
Less than 1 0 0 0 0 0 0 0 
1- 1.99 4 4 3 4 4 4 1 
2- 2.99 44 45 43 42 42 42 13 
3- 3.99 87 91 75 80 76 76 55 
4- 4.99 133 138 125 126 125 125 100 
5- 5.99 160 155 151 155 149 148 154 
6- 6.99 221 208 206 213 214 214 259 
7- 7.99 238 228 220 228 220 221 279 
8- 8.99 256 215 243 238 239 239 303 
9- 9.99 209 211 218 225 231 .231 279 
10-10.99 199 169 191 187 189 185 200 
11-11.99 141 162 173 165 171 175 140 
12-12.99 99 103 101 100 97 95 99 
13-13.99 87 92 89 89 90 90 51 
14-14.99 57 62 65 62 66 67 34 
15-15.99 31 53 46 40 40 41 17 
16-16.99 17 28 27 25 25 24 8 
17-17.99 6 16 10 8 8 9 6 
18-18.99 7 10 7 8 8 8 1 
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Table 5.9(a) (Continued). 
Estimator 
Class ^21 ^22 ^ Z 3 A  ^23B ^24 ^25 ^2R 
19-19.99 2 4 3 1 2 2 1 
20-20.99 1 2 3 3 3 3 0 
2 1 - 2 1 . 9 9  1 2  1 1 1 1 0  
22+ 0 2 0 0 0 0 0 
Table 5. 9(b). Estimated Measures of Skewness (y^) and Kurtosis (y^) 
for Distributions of Estimators Under Monte Carlo 
Simulation 
Population/ 3 
Estimator H-2 • ^"3 1^4 
71 = 1^3/(1^2)^ 
Population 1 
^21 ' 10.358 12.719 321.9 0.3816 
^22 12. 378 20.777 459. 7 0.4773 
^23A 11. 170 13.976 374. 3 0. 3745 
^23 B 10.895 13.537 356. 1 0.3764 
^24 10.934 13.295 358. 7 0.3677 
y y = (|JL ./(|x,)^) -3 = 0 in all the cases. 
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Table 5.9(b) (Continued). 
Population/ 
Estimator 
H-Z M-4 
^25 
Population 2 
y z z  
^233 
^24 
^25 
y2R 
Population 3 
^21 
^22 
^ Z 3 A  
"^23B 
^24 
YZS 
^2R 
Population 4 
10.953 
7. 141 
11. 143 
12.502 
11.950 
11.682 
11.598 
1 1 . 6 1 2  
10. 468 
6.321 
7. 844 
6. 760 
6.613 
6.500 
6.524 
5. 937 
5. 145 
13.331 
7.4310 
23.572 
30.557 
25.834 
25.107 
24. 545 
24.596 
22.483 
7. 4411 
12.115 
8.024 
7. 8336 
7.5110 
7. 5264 
7. 3742 
4. 9057 
359.9 
153.0 
372. 5 
468.9 
428.4 
409.4 
403.5 
404. 5 
328. 7 
119.9 
184. 6 
137. 1 
131. 2 
126. 8 
127. 7 
105. 7 
79.41 
0.3679 
0.3893 
0.6337 
0.6912 
0.6255 
0.6289 
0.6214 
0.6214 
0.6640 
0.4664 
0.5517 
0.4565 
0.4605 
0.4533 
0. 4518 
0. 5096 
0. 4204 
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Table 5.9(b) (Continued). 
Population 3 
Estimator ^"3 t^4 Vl = 
^22 6.473 7.7713 125. 7 0.4718 
^ Z 3 A  5.005 5.0071 75. 16 0.4471 
^23B 5.044 4. 9437 76. 32 0.4367 
^24 5. 174 4.9351 80. 32 0. 4193 
^25 5. 176 4.9311 80. 37 0. 4186 
^ Z R  5. 280 4. 8510 83.63 0.3999 
(2) Biases 
From Table 5. 10, we infer that the differences in bias as obtained 
by the two methods, Monte Carlo (Pj^) and Asymptotic Expansion (P^)» 
are very small. For example in Population 1, the maximum value of 
I Pm~ P^l is 0.00760 or 0. 760 per cent. The remarkable closeness 
of the two sets of results is also shown in the other populations which 
have much smaller percentage differences. We note also the closeness 
of the expression Pj^- P^ for all estimators (except y^^) for Popula­
tions 1, 2 and 4. However, the ranking of the estimators with respect 
to absolute value of bias (from lowest to highest) may differ slightly 
between the two methods. Also, although one would normally assume 
that the results of the Monte Carlo simulation with 2, 000 repetitions are 
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Table 5. 10. Comparison between Monte Carlo (M) and Asymptotic 
Expansion (A) Estimates of Bias Under Scheme II for 
(n. n') = (10, 30) 
Population/ 
Estimator 
M ^ '00 — X 100 
Population 1 
^21 -0. 3168 -3.534 -0. 2608 -0. 0560 0. 625 
V z z  -0. 0681 -0. 760 0. 0 -0. 0681 0. 760 
y 23 A -0. 0430 -0.480 0. 0161 -0. 0591 0. 659 
^23B -0. 1340 -1.495 -0. 0762 -0. 0578 0. 645 
^24 -0. 0898 -1.002 -0. 0298 -0. 0600 0. 670 
^25 -0. 0850 -0.948 -0. 0253 -0. 0597 0. 666 
^2R -0. 3845 -4. 290 -0. 3710 -0. 0135 0. 151 
ulation 2 
^21 -0. 1625 -1. 813 -0. 1922 0. 0297 0. 331 
Y Z Z  0. 0301 0. 336 0. 0 0. 0301 0. 336 
^ Z 3 A  0. 0867 0.967 0. 0558 0. 0309 0. 345 
^23B 0. 0040 0. 045 -0. 0268 0. 0308 0. 345 
^24 0. 0154 0.017 -0. 0129 0. 0283 0. 316 
^25 0. 0197 0. 022 -0. 0093 0. 0290 0. 324 
y z R  -0. 3831 -4. 274 -0. 3961 0. 0130 0. 145 
ulation 3 
^21 -0. 2466 -2. 751 -0. 2437 -0. 0029 0. 032 
^22 -0. 0085 -0.095 0. 0 -0. 0085 0. 095 
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Table 5. 10 (Continued). 
Population/ 
Estimator 
PM — X 100 
Y 
PA PM" PA 
Y 
^23/1 -0. 0042 -0. 047 0.0021 -0.0063 0. 070 
^23B -0.0852 -0.951 -0. 0798 -0.0054 0. 060 
^24 -0. 0776 -0. 868 -0. 0657 -0. 0119 0. 133 
^25 -0. 0630 -0.703 -0. 0481 -0.0149 0. 166 
?ZR -0.1531 - 1. 708 -0.1069 -0.0462 0.515 ' 
Population 4 
YZ. -0.0241 -0.269 -0. 0072 -0.0169 0. 189 
f z z  -0.0103 -0. 115 0. 0 -0.0103 0. 115 
-0.2775 -3.060 -0. 2651 -0.0124 0. 138 
"^23B -0.1928 -2. 151 -0. 1792 -0.0136 0. 152 
^24 -0. 0290 -0. 324 -0. 0136 -0.0154 0. 172 
^25 -0. 0304 -0.339 -0.0122 -0.0182 0. 203 
^ZR -0. 0805 -0.898 -0.0405 -0.0400 0. 446 
nnore reliable, one should note that in the example above the true value 
of is 0 . 
2 2 We note from Table 5. 11 that the value of p /cr is less than 0. 01 
for all estimators and populations except y2j^ (Populations 1 and 2) and 
2 2 y^sA (Population 4). Further, for these exceptions, p /cr is less 
than 0. 04. Therefore, one might ignore the effect of the bias on the 
MSE of the estimators for (n, n') = (10, 30) in the populations studied. 
203 
Table 5. 11. Comparison between Monte Carlo (M) and Asymptotic 
Expansion (A) Estimates of MSE Under Scheme II for 
(n. n') = (10, 30) 
Population/ 
Estimator 
2 
""M <PM'' 2 
""M 
MSE(M) MSE(A) MSE(A) MSE(M) 
Population 1 
^21 10.358 0. 100 0.0097 10.458 10.715 1. 025 
722 12.378 0. 005 0.0004 12.383 12: 682 1. 024 
^ Z 3 A  11.170 0. 002 0.0002 11.172 11.462 1.026 
^23B 10.895 0. 018 0.0017 10.913 11. 195 1. 026 
^24 10.934 0. 008 0.0007 10. 942 11.225 1. 026 
V25 10.953 0. 007 0.0006 10.960 11.225 1. 024 
7. 141 0. 148 0.0207 7.289 7. 298 1. 001 
Population 2 
Y Z .  11. 143 0. 026 0.0023 11.169 12.011 1. 075 
^22 12.502 0. 001 0.0001 12.503 13.316 1. 065 
^ 2 3  A  11.950 0. 008 0.0007 11.958 12. 790 1. 070 
^23B 11.682 0. 000 0.0000 11.682 12. 516 1. 071 
^24 11.598 0. 000 0.0000 11.598 12.401 1. 069 
^25 11.612 0. 000 0.0000 11.612 12. 401 1. 068 
y2R 10. 468 0. 147 0.0140 10.615 10.947 1. 031 
Population 3 
^21 6.321 0.061 0.0097 6. 382 6. 884 1. 079 
^22 7. 844 0. 000 0.0000 7. 844 8. 468 1. 080 
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Table 5. 11 (Continued). 
Population/ •^SE(M) MSE(A) M||1^ 
Estimator cr,., M 
^ Z 3 A  6. 760 0. 000 0.0000 6. 760 7. 269 1. 075 
^23B 6.613 0. 007 0. 0011 6. 620 7. 127 1. 077 
^24 6.500 0. 006 0.0009 6. 506 6.977 1. 072 
^25 6.524 0. 004 0.0006 6. 528 6.977 1. 069 
^2R 5. 937 0. 023 0.0039 5. 960 6. 200 1. 040 
Population 4 
^21 5. 145 0. 001 0.0002 5. 146 5. 722 1. 119 
^22 6.473 0. 000 0.0000 6. 473 7. 008 1. 082 
^ Z 3 A  5.005 0. 077 0. 0154 5. 082 5.610 1. 104 
^ Z 3 B  5.044 0. 037 0.0073 5. 081 5. 635 1. 109 
^24 5. 174 0. 001 0.0002 5. 175 5. 763 1. 114 
^25 5. 176 0. 001 0.0002 5. 177 5. 763 1. 113 
^ Z K  5. 280 0. 006 0.0011 5. 286 5. 756 1. 089 
(3) MSE 
In Table 5. 11 the values of the MSE's of the various estimators 
obtained by the two methods, Monte Carlo [MSE(M)] and Asymptotic 
Expansion [MSE(A)], are given. For consistency, the ratio MSE (A)/ 
MSE(M) should be around unity: We find that for all four populations, 
this ratio lies between 1.001 for y^p^ (Population 1) and 1. 119 for y.^j 
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(Population 4); i.e. taking MSE(M) as a standard, the discrepancies 
range from 0. 1 per cent to 11.9 per cent. This is, on the whole, quite 
satisfactory for the moderately small values of n and n' considered, 
and also for the relatively small values of MSE's involved (especially 
in Population 4). 
As in the case of the bias, the order of ranking of the MSE's is 
essentially the same in both methods. There is only one permutation in 
ranking for all four populations. However, one should note that the 
differences in magnitude of the MSE's of the estimators are in general 
rather small. 
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VI. OPTIMAL STRATIFICATION 
In Chapter I, we outlined briefly the application of two-phase sam­
pling to optimal stratification. We elaborate further in this chapter. 
Using the cum/^f method in the single phase case, Serfling [50] has 
derived (ignoring the f. p. c. ) an approximation to the minimum value of 
V(Ygj.) • For ease of presentation, we summarize his derivation in the 
case where the stratification variable is the same as the variable of in­
terest, Y . We recall from Dalenius and Hodges [ll, 12] that if we 
represent the p. d. f. of Y by f(y) , a < y < b (f(y) = 0 elsewhere), then 
the optimal stratification boundaries (O.S. B. ) z^ , r = 1, 2, . . . , L-1 
are determined by 
z 
r 
A^ = J /f(y) dy = K/L. (6.1) 
=r_l 
where L = number of strata and, 
b 
K = J /f(y) dy . 
a 
For sufficiently large L , f(y) can be approximated by its "mean value" 
within the rth stratum. Approximations for the weight, variance and 
"cum y^f " of this rth stratum are given by; 
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W = 
= r _ l )  (6. 2a) 
®r = (6. 2b) 
(6.2c) 
where is as defined in (6. 1). 
We recall that, using Neyman's allocation and ignoring the f. p. c., 
( 6 . 3 )  
Hence, from (6. 2a), . • . , (6. 3), minimizing V(y ) is equivalent to 
L 2 L 
minimizing S A . Since SA = K irrespective of the choice of the 
r=l ^ r=1 ^ 
stratification boundaries, the optimal choice for the boundaries is given 
by A^ = K/Li . Then it is easily seen that 
= KVl2nL^ (6.4) 
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We next consider the accuracy of Serfling's approximation for the 
minimum variance of y^^ in single phase sampling. We compare in 
—  4 / 2  Table 6. 1 the exact value of n V . (y .) with K /12L for each of 
mm •'st ' 
the following distributions: 
( 1 ) the right- triangular 
fjCy) = 2(l-y) , 0 < y < 1 
= 0 . otherwise 
(2) the negative exponential 
y > 0 
= 0 , otherwise 
(3) the gamma distribution with parameter 2 
^3(7) = ye"^ . y > 0 
= 0 , otherwise 
(4) the half-normal 
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e"? /Z, y > 0 
= 0 , otherwise 
The exact minimum values based on evaluation of (2W^S^)^ given 
for fj , fg and f^ are taken from [14] while those for f^ are from 
[39] . The f^ minima are based on equal allocation; that is, 
is evaluated for the O. S. B. 
From Table 6. 1, it seems that Serfling's approximation is fairly 
satisfactory for L > 3 . Of the four populations considered, the approx­
imation is best for the right-triangular distribution while it is poorest 
for the gamma distribution. However, as L increases, the relative 
error for the gamma distribution declines very rapidly. 
So far Y has been assumed to be a continuous random variable. 
But it seems reasonable to assume that the "cum /^f " method can be 
adapted to the discrete case [9] . Thus, assume that the variable Y 
takes the values y^ , y^, . . , y^ with relative frequencies P^, P^, . . ., 
P_ where P. = N./N (i = 1, 2 T) and S P. = 1 . We also assume 
^ ^ i=l ^ 
without loss of generality that y^ < y^ < • . . < y^ • (We note that this 
representation of Y is equivalent to the Y values being grouped into 
T classes, of size N. , for i = 1, 2, . . . , T). 
The (single phase) approach to the discrete case would thus follow 
the same lines as for the continuous case with sums replacing integrals. 
We assume for simplicity that all the class intervals have equal length; 
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Table 6.1. Comparison, of Actual Minimum of ( S W S ) with K /12L 
r= 1 ^ ^ 
for Certain Functions 
Density 
function Quant. 2 
L. 
3 4 5 
^1 Exact 
Min* (1) 0. 01505 0.00688 0.00393 0. 00254 
(2) 0. 01645 0.00732 0.00412 0. 00263 
% Error (3) 9. 2 6.4 4. 8 3. 5 
^2 (1) 0. 2855 0.1332 0.0768 0. 0500 
(2) 0. 3333 0.1481 0.0833 0. 0533 
(3) 16. 8 11.2 8 . 6  6. 6 
(1) 0. 6370 0.3075 0.1804 0. 1185 
(2) 0. 8222 0.3656 0.2056 0. 1316 
(3) 29. 1 19.0 14. 0 11. 0 
^4 (1) 0. 1096 0.0516 0.0304 -
(2) 0. 1309 0.0582 0.0327 -
(3) 19. 3 12.8 7.5 -
without loss of generality, we take this to be unity. We also assume that 
the partition into L strata has all members of one class in a single 
stratum. Similar to the continuous case, we define 
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T 
K = 2 /P. (6.5) 
i=l ^ 
The "cum v^f " rule for the discrete case is then 
''l "=2 
S /p. = S /P. = . .. = K/L (6.6) 
j=l J j=Zi-l ^ 
where the z/s are the O. S. B. For the discrete case, analogous expres­
sions to (6. 2a), . . . , (6. 2c) are used. 
If the ith class interval has length u^ , then (6. 5) becomes: 
T 
K = S S/(u.PJ) (6.7) 
i=l ^ ^ 
If it is assumed that N is known but the are unknown, a double 
sampling scheme may be applied. Thus, we select a preliminary sample 
of size n' resulting in the class frequencies n! (i = 1, 2, . . . , T) with 
T ^ 
S n.' = n' , and P! = n.'/n' . 
.  -  1  1  r  1= 1 
We then use the adaptation of the "cum 7"f " method to the discrete 
random variable (outlined above) to determine the optimal boundaries of 
the first phase sample. We define 
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T 
K = S /P.' (6.8) 
i=l ^ 
and denote by P , a specific preliminary sample of size n' . Hence 
^n' 
given P , the O. S. B. are determined by choosing the boundary points 
^i+1 
z. (i= 1, 2, ..., L-l) such that S /^P! is constant. 
j=z. + l J 
We recall that in two-phase sampling 
^ifrstd'  = ) ]  (6.9)  
n' n' 
where E refers to all possible samples of size n' . But 
2 w;s;)2 - ^ s w^(s/ (6.10) 
n' r=l r=l 
2 
where and (S^) are the preliminary sample weight and the prelim­
inary sample mean square for the rth stratum. If we assume that n' is 
sufficiently large so that minimizing the first term on the r.h. s. of 
(6. 10) is adequate to determine the O.S. B. for the preliminary sample, 
then Serfling's approximation leads to 
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std s^, i2nL 12nL 
The first term on the r.h. s. of (6. 11) comes from (6. 4) while the second 
term is obtained by making the appropriate substitutions from (6. 2a) and 
(6. 2b) in the second term on the r.h. s. of (6. 10). We note that for (6. 10) 
we have assumed that PI / 0 . Even if Pj = 0 , we can always "stretch" 
the first and last strata to accommodate the extreme points of the popula­
tion. 
Ignoring the first phase f. p. c. , (6. 9) becomes: 
_ ^4 ^2 „2 
^l^W = - —^(b-a)] + ^7 (6. 12) 
^ 12nL'^ 12n'L^ " 
Expanding K in a Taylor series about (P^ = Pj^, . . . , P^ = P^), we 
obtain 
2 T T 
E(î^) = K^+K^-y{( S/P )(2 ^)]t] (6.13a) 
" ^ i=l 1 i=l/P. 
T T 
E(K^) & K^+;^[T- [( S /P )( S —)}] (6.13b) 
i=l ^ i=l/P. 
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Also, since we are using 1 unit class intervals, b-a = T-1 . Hence, 
( 6 .  1 2 )  c a n  b e  w r i t t e n  a s :  
+  — -— / P . ) (  s  — ) } ]  
12nn'L i= 1 ^ i=l/P. 
-  ^ [ T -  (  Z  / P  ) (  Z  — ) } ]  ( 6 . 1 4 )  
12L 4(n') i=l i=l/P. 
We note that if we consider the rather unrealistic situation of the 
O . S .  B .  ( f o r  t h e  p o p u l a t i o n  o f  N  e l e m e n t s )  b e i n g  k n o w n  p r i o r  t o  a n y -
sampling and the preliminary sample being used only to obtain estimates 
of the unknown stratum weights, then from the equation below (12. 6) in 
Cochran FS] with and g'= 1 
=  ( , 2 W ; S . ) V n +  s  W . ( Y . - Y ) V n '  
1= 1 1= 1 
+ ;—[ S W.sf - ( S W.S )^] (6. 15) 
i = l  i = l  
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We note that (6. 15) holds for any choice of stratum boundaries. We 
recall that 
2 LI 
s [W.S^ + W.(Y.-Y)^} (6.16) 
i= 1 
Thus from (6. 15) and (6. 16), 
^ ST S W.S, + 
1= 1 
1= 1 1= 1 
Using Serfling's approximations and noting that b-a = T- 1 , we can write 
+ r|rrr-^^(T-l-K^)] (6.18) 
12L'^ 
From (6. 14) and (6. 18), 
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V i ( y  std 
k; 
IZnn'Li 2 ^2 
) (  
T 
2 1 
i = l  i= 1 /P. 
•)] 
T T 
— -  ( z  / p  ) (  s  — ) } ]  
1 2 ( n ' )  L  i = l  ^  i = l / P .  
( 6 .  1 9 )  
But, from the Cauchy-Schwarz inequality. 
(  S / P  ) (  S  — )  >  ( 6 . 2 0 )  
i= 1 i=l /P. 
Hence to 0(-^) , 
nn' 
V i ( y  std ) - V,(y std^ - (6 .  21)  
Hence to this order of approximation, it would seem that our approach 
leads to a variance which is not larger than that given by Cochran. If 
1 
we consider terms to 0( ?) , we rewrite (6. 19) as: 
(n')Z 
12IJ n' 
2 
- ^ ( l - - 2 - ^  ) ] ]  ( 6 . 2 2 )  
T -T + a 
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where from (6. 20), we put 
T T 
(  S / P.)( S -i-) = + a , 
i - 1  ^  i =  1  y ^ p .  
1 
a being a non-negative quantity. Hence since T^- T + a >0 for T > 1, 
Vi(ystd) - ^2(ystd) ^ 0 
2 
i f  ^  ) (6.23) 
n  1 - 1  T  +  a  
We note, however, that to O(^) the two methods lead to the same 
variance, conditional upon our assumptions being valid. 
We note that for L small, a practical method of finding the O.S. B. 
is to use a trial and error approach (for either the total population or the 
preliminary sample). This would involve partitioning the population into 
L strata in all possible ways and deducing by actual calculations that 
partition which gives the minimum variance. The work involved is 
substantially reduced if it is assumed that stratum 1 consists of those 
units with Y = y^, y^, . . . , y. (say), stratum 2 of Y = • • • . etc. 
Alternatively, one might use those boundaries obtained by application of 
the "cum vAf " method as a starting point in determining the actual O. S. B. 
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In the preceding discussion, we have considered the case where the 
selection of the second phase sample is based on Neyman's allocation 
(or what is roughly equivalent, equal allocation). Clearly, a parallel 
argument can be set forth for the case where the second phase sample 
is selected by proportional allocation. 
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VH. ESTIMATION OF DOMAIN MEANS 
A. Specification of Problem 
In certain surveys, the primary objective is to estimate stratum 
(or domain) means Yj, . . . , . In planning such surveys, one might 
specify the desired precision of each of the estimated stratum means, 
y^, k= 1, 2, . . ., Li. Then, how should a fixed total sample size be 
allocated among the various strata? In a recent paper, Chaddhaetal. [4] 
discuss this allocation problem when the estimated stratum means are to 
VfYk) ("k 
have their variances in a given ratio i.e. —rp = — = const, for all 
k k^k 
k, where is specified by the investigator. More precisely, the 
allocation problem is 
Min [Max {cp, } ] (7.1) 
n € G k 
where n = (n^, n^, . . . , n^) 
G = [n: n^ an integer, 1 < n^^ < N^ , 
k = 1, 2, . . . , L and S n, = n) 
k=l ^ 
2 
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and Nj^ = total number of units in the 
kth stratum. 
Chaddha et al. have proposed three methods for solving this problem. 
Two of these yield exact integer-valued optimal solutions. We note that 
Chaddha et al. assume that the units belonging to each stratum are iden­
tifiable before any sampling is done. 
We are interested in estimating the means of the D domains com­
prising the population. It is assumed that there is no prior identification 
of the units with respect to their domains. Therefore, a preliminary 
random sample of size n' is selected and the units are classified by 
domains. Then, within each domain, a simple random subs ample of the 
first phase units is drawn and the domain means are estimated. In the 
preliminary sample, n! units are assumed to be members of the jth 
D J 
domain ( S n! = n'); a subs ample of size n. is chosen from these n! 
j=l 3 ^ J 
units using an unequivocal sampling rule (S.R. ). Thus, the n^ are 
random variables because they are functions of the nj . 
Given the values for the nj (j = 1, 2, .. . , D) and n, one might 
choose the n. to minimize the maximum (over the domains) value of 
— where —^ is the conditional variance of the estimated domain V.n. n. 
j j 3 * , 
mean. We note that 1 < n. < n! , since we assume that nl / 0 , j = 1, 
- J - J J 
If nj = 0 for any domain, we assume, for conyenience, that the 
preliminary sample is re-drawn. Of course, for most practical situa­
tions n' will be chosen sufficiently large that P(nj = 0) is negligible. 
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2, .... D. Also the optimal values of the n, should be integers. To 
choose n' and n , one might find those values which satisfy the budget 
constraint 
C* = c'n' + cn (7.2) 
and minimize (with respect to n' , n) the maximum (over the domains) 
cr? 
value of E(y ^ ) . Here 
c' = the cost per unit of selecting and identifying 
the first phase units, 
and c = the cost per unit of selecting and measuring 
the second phase units. 
B. The Complete Sampling Rule (S. R. ) 
We first give the optimal (but not necessarily integer-valued) allo­
cation of a fixed sample size, n , among the domains given a specified 
preliminary sample. To ensure an integer-valued solution, some modi­
fications of the procedure are required. These are taken up after the 
basic results are presented. Also we defer until later proofs of our 
results. 
We first consider the simple case D = 2 and then generalize: Let 
a. = o-f/V. and define 
J J J 
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a.n 
n* = —^ for j = 1, 2 . (7.3) 
J ^ 
S a. 
j=l ^ 
If nj < nj , j = 1, 2, the allocation is 
n 1 = n=| , ^2 ~ ^2 
However, if one of the values, n| (say) is greater than n^ , then the 
maximum value of n^ will be n^ . This reasoning leads to the following 
complete S. R. ; 
n^ = n^ if (n + n'j - n') < n-| < n^ 
take ^ n^ = n^ if n*, > n^ 
^ nj^ = n + n'j - n' if n^ < (n + n^ - n') 
*2 = *1 
If D > 2 , the S.R. becomes more complicated. For general D , we 
proceed as in the following algorithm; 
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a.n 
(1) Define n* = . (i=l, 2 D) . (7.4) 
Proceed to (2). 
(2) If nî > n|= , for all i , stop. The allocation is 
n. = n# (i = 1, 2, . • . , D) . 
If n! < n|' for at least one i , proceed to (3). 
(3) Assume, without loss of generality, that for some k 
nJ > 1 — nf 1 (i = 1, 2, . . . , k) 
but n.' n* 1 
(i = k + 1, D) 
Take n. = nj , (i = k + 1, k + 2, . . . , D) (7.5) 
Proceed to (4). 
D 
(4) Put n = n - S n. and define 
k+1 ^ 
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a.n 
n-j=* = —^, (i = 1, 2, . . . , k) . 
S a. 
j=l J 
Proceed to (5). 
(5) If n! > , for i = 1, 2, . k, stop. The remaining allocation 
is 
n^ = n?=!' (i = 1, 2, .. . , k) 
If n! < nr* for at least one i in the set i = 1, 2, . . . , k , go to (6). 
(6) Again assume, without loss of generality, that 
n' > nf* (i = 1, 2 k*) 
nî < n|* (i = k* + 1, . . ., k) 
Then, take 
ru = nJ (i = k* + 1, - . ., k) 
— k — 
and define n = n - S n. and proceed as in (4) with n replacing n , 
i=k* + 1 ^ 
and nr** replacing nr* . 
(7) Continue the process until the following is obtained: 
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nj > , for all remaining i 
Then the remaining allocation is , 
n^ = n^ ... * , for all remaining i . 
It is easy to show that the process terminates after a finite number of 
steps. 
It is easy to show that the allocation is the "minimax solution" . We 
note that if 
a. 
= const., j= 1, 2, ..., D (7.6) 
the minimax solution is obtained. If nj > nj' , j = 1, 2, . • . , D , then 
(7.6) is automatically satisfied by the allocation rule. 
However, if nj < nj' for j = k+l, ..., D, we note that 
a. a. 
-f = 4-
n! n/ 3 1 
for any j (j c{k + 1, . . . , D}) and for any i (i€{ 1, 2, . . . , k}) . Hence 
if 
226 
nr < n»* < ... < HT ... * , (7.7) 
J - J - - J 
a. 
we can conclude that max(—comes from the set [k + 1, . . . , D] . 
a j "j 
Since max(—for j = k + 1, . . . , D is as small as it can be, we will 
j 
have the "minimax" solution. 
To show that nr < n*^= , consider 
J - J 
n** - n* 
J J 
n n 
k D 
Z a.. Z a.. 
j = i  J  j = i  J  
a.[n 
D 
S 
k+1 
D 
&. - Z n. 
J k+1 11 J 
D 
Sa.] 
k D 
( S a )(Sa.) 
j=l J 1 J 
(7.8) 
We need only show that 
n D D 
[n S a. - Z n. Z a. ] ^  0 
k+1 J k+1 ^1 J 
and then the result follows. We note that from (7. 4) and (7. 5) 
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S n. 
k+1 J 
D 
S a.n 
k+1 J 
D 
Sa. 
1 J 
Hence the numerator of (7. 7) is non-negative and 
n** > n* 
J - 3 
Similarly, it can be shown that 
nt* < n*** < ... < n* ... * 
j - j - - j 
The allocation obtained by proceeding as described above will not, 
in general, provide integer-valued n^ . To obtain integer-valued 
solutions, the complete S. R. outlined above needs only slight modifica­
tions. We start with Step 1 in our algorithm but replace n^ with the 
integer-valued solutions n? obtained from (7. 1). We modify Steps 2 and 
3 by replacing n^ with n? . In Step 4, we again obtain integer-valued 
solutions, n?° , to the minimax problem at this stage, and so on. We 
illustrate this by giving the complete S. R. for D = 2, 3: 
(1) For D = 2 , the complete S.R. is the same as that given below (7. 3) 
with n° replacing n'| . 
(2) For D = 3 , the complete S.R. is; 
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(a) if 1 < < nj , j = 1, 2, 3 
take Hi = nj 
(b) If 
"2 = "2 
"3 = n - iij - (= Hg) 
then take Hi = n-
r if (n + n^-n') < < 
,  . ,  o o _  ,  J i£ 
= 
oo 
n + n^-n' if <{n + n^ 
n. 
*1 - *2 • 
(c) If Hj > nj (for j = 1, 2, say). 
take ni = n-
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Hg = n - n. - • 
E. Selection of Values for n' and n 
In the preceding discussion, it has been assumed that both n' and 
n are fixed but unknown quantities. Assuming a given budget, and the 
linear cost function, (7. 2), several choices of the pair (n* , n) are 
possible. Thus, the objective is to find that value of (n' , n) which 
minimizes the maximum (over the domains) value of E{a.^/n^). (The 
expectation operator refers to repeated selection of preliminary samples 
of size n' with the n^ determined from the nj by an appropriate S. R. ). 
To accomplish this, we may consider a sequence of "trial" values of n' 
(the corresponding values of n are determined by the budget restric­
tion). For each value of n' , the maximum value of E(aj/nj) is ascer­
tained; and, finally, the optimal value of n' is chosen among the 
sequence of "trial" values of n' . Thus, for a given (trial)' value of n' , 
one must evaluate E(nj ^) for j = 1, 2, . . . , D. However, this is diffi­
cult because the sampling rule is complex, and (for D > 2) tables of 
"multinomial" probabilities will be needed. Since tables of the relevant 
probabilities are not available, it is infeasible, without a computer, to 
- 1 determine the value of E(n^ ) if D > 2 . Hence, we investigate 
approximations. 
First it may be sufficient to evaluate E(nj ^) for only one (or a 
subset) of the D domains. This will be true if one (or a subset) of the 
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domains yields the maximum value of E(aj/nj) irrespective of the value 
of n' . For example, a^ = a^ and TT^ < 0.5 , domain 1 should always 
yield the maximum value (see Tables 7. 2(a) and (b)). 
Second, we recall from the discussion in Section B that the random 
• ui 4.1. 1 0 0. . . 0 , 0 ^ 00 
variables n. assumes the values n!, n. , . . . , n. where n. < n. 
J J J J J - J 
< . . < n . Hence it can easily be shown that 
- - J 
0 , 
1 1 ""j 1 
E(;r^ < ;rr Z P(X=x) +-^ 2 P(X=x) (7.9) 
j j x=nO 
where, assuming that sampling is with replacement. 
P(X=xln'. T T . )  =  J  g - 1  
1 - P(X=0) - s P(X = n'-j) 
j=0 
and TT. = N./N . In many practical situations, as previously implied, 
•J J D-2 
P(X = 0) and S P(X=n'-j) are sufficiently small that they may be 
j=0 
neglected. 
We also recall that 
^<6 i E(b - <'• 
J J 
! 
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Hence, putting 
S P(X=x) + -^ 2 P(X=x) . 
= 1 n: 0 J x=n 
we have, from (7.9) and (7. 10), 
(7. 11) 
1 This provides an upper and a lower bound for E(—) . 
For the reasons cited above, it is difficult to evaluate E(nj) if a 
computer is not available. However, the upper bound for E(nj ^) can be 
evaluated with only the aid of binomial tables. Further, a crude approx­
imation for E(nj) is suggested below. 
We also note that we can use the usual Taylor series approximation 
for E(—) , namely 
1 [E(n^) ] (7. 12) 
[E(n.)]^ 
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where C is the coefficient of variation of n. . However, (7. 12) is of 
little practical value (except possibly for D = 2) unless approximations 
2 for E(nj) and E(nj ) are used. One possibility has been proposed by 
Sedransk [49; 3. 22]; for example, for D = 3 , 
E(nj) = 
,^E{n'j) if E(n'j) < n=J 
n* if E(np > n=J 
,.E(ny if E(„') < („-Enj)(j^) 
i 
^'"2' = I a • 
E(n^) = n - E(n^) - E(n^) . 
We can obtain an approximation for E(nf) in a similar way. These 
approximations for E(nj) and E(n^) could be used in conjunction with 
(7. 12) or with the less exact approximation 
E(;^) = [E(n.)]'^ (7.13b) 
j ^ 
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To illustrate how to obtain the optimal values of n' and n , we 
consider the case D = 2 . Here, the exact expressions for E(n^ ^ ) and 
_ 1 E(n2 ) are given by 
nj^+(n'-n) nj- l  
= -^ S 1 P(x) + S - P(x) 
n, x=n. 
x= 1 x 
and 
n'-l 1 
,  = (7 .14a)  
x=n^ + (n'-n) + l 
nj + (n'-n) 
2 1 n-n, 0 1 x=nj^ 
0 , 
, n'-l 
+ S r^]P(x)+ s [-|-]P(x) (7.14b) 
^ x=nj+(n'-n)+l 
where P(X=x) = (" )(l-'nj)" ^/{ 1-(I-ttj^)^ -tt^ } . Thus, the exact values 
of E(nj^) and E(n2^) can be obtained by using binomial tables. 
Several numerical examples are considered in Tables 7. 2(a) and 
7.2(b). For each one, values of a^, a^, TT^, C*, c' and c are 
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Table 7. 2(a). Values of E(a^/n^) and E{a.^/n2^) for Choices of n' and n 
{E(a j/nj^), ECa^/n^)} 
n ' n 
TTi = 0. 1 "l = 0. 2 "l = 0. 4 
45 3 1 0. 50, 0. 25 
d
 
Lf) d
 0. 25 0. 50, 0. 25 
0. 6 0. 38, 0. 31 0. 38, 0. 31 0. 38, 0. 31 
1. 5 0.31, 0. 39 0. 30, 0. 39 0. 30, 0. 40 
40 4 1 0. 27, 0. 25 0. 25, 0. 25 0. 25, 0. 25 
0. 6 0. 20, 0. 31 0. 19, 0. 31 0. 19, 0. 31 
1.5 0. 32, 0. 20 0. 30, 0. 20 0. 30, 0. 20 
35 5 1 0. 27. 0. 16 0. 25, 0. 17 0. 25, 0. 17 
0. 6 0. 20, 0. 34 0. 19, 0. 21 0. 19, 0. 31 
1.5 0. 26, 0. 18 0. 20, 0. 20 0. 20, 0. 20 
30 6 1 0. 24, 0. 15 0. 17, 0. 16 0. 17, 0. 17 
0. 6 0. 21, 0. 15 0. 19, 0. 16 0. 19, 0. 16 
1.5 0. 26, 0. 14 0. 16, 0. 19 0. 15, 0. 20 
25 7 1 0. 25, 0. 11 0. 18, 0. 12 0. 17, 0. 12 
0. 6 0. 19, 0. 14 0. 14, 0. 15 0. 12, 0. 16 
1. 5 0. 32, 0. 13 0. 20, 0. 14 0. 15, 0. 13 
20 8 1 0. 29, 0. 09 0. 17, 0. 11 0. 13, 0. 12 
0. 6 0. 22, 0. 11 0. 15, 0. 12 0. 13, 0. 12 
1.5 0. 33, 
o
 
d
 0. 20, 0. 10 0. 12, 0. 13 
I 
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Table 7.2(a) (Continued). 
n' n 
^l/^2 
"l = 0. 1 
CE( a j / n j ) ,  E(a^/n2)] 
TTj =0.2 "l = 0. 4 
15 9 1 0. 34, 0. 07 0. 22, o
 
o
 
00
 
0. 13, 0. 10 
0. 6 0. 25, C. 09 o
 
o
 
00
 o
 
d
 0. 13, 0. 11 
1.5 o
 
O
 
0. 06 0. 26, o
 
o
 
0. 13, 0. 09 
10 10 1 0. 38, 0. 06 0. 29, o
 
o
 
-
J
 
0. 15, 0. 09 
0. 6 , 0.29, 0. 08 0. 22, 
00 o
 
d
 0. 11, 0. 11 
1.5 0.47, 0. 05 0. 35, 0.05 0. 18, 0. 07 
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Table 7. 2(b). Values of E(a^/n^) and ECa^/n^) for Choices of n' and n 
n' n 
il 0 .  1 
[E(aj^/nj^),  Efa^/n^)] 
= 0.  2 II 0 .  4 
34 8 1 0.  20,  0.  11 0.  13,  0.  13 0.  13,  0.  12 
0.  25 0.  11,  0.  14 0.  10,  0.  13 0.  10,  0.  13 
32 9 1 0.  21,  0.  09 0.  13,  0.  10 0.  13,  0.  10 
0.25 0.  11,  0.  11 0.  10,  0.  11 0.  10,  0.  11 
30 10 1 0.  22,  0.  07 0.  12,  0.  09 0.  10,  0.  10 
0.  25 0.  11,  0.  10 0.  10,  0.  10 0.  10,  0.  10 
28 11 1 0.  23,  0.  06 0.  12,  0.  08 0.  10,  0.  08 
0.  25 0.  12,  0.  09 0.  10,  0.  09 0.  10,  0.  09 
26 12 1 0.  24,  0.  06 0.  12,  0.  07 0.  08,  0.  08 
0.  25 0.  11,  0.  08 0.  10,  0.  08 0.  10,  0.  08 
24 13 1 0.  26,  0.  05 0.  13,  0.  06 0.  09,  0.  07 
0.  25 0.  13,  0.  07 0.07,  0.  09 0.  07,  0.  08 
22 14 1 0.  27,  0.  04 0.  14,  0.  05 0.  08,  0.  07 
0.  25 0.  11,  0.  07 0.  08,  0.  07 0.  07,  0.  07 
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specified. Then, for each example, the values of E(a^/n^^) and 
E(a2/ng,) are given for various choices of n' and n satisfying the 
budget constraint. In Table 7. 2(a), C* = 60, c' = 1 and c = 5; in 
Table 7. 2b, C-'= = 50, c' = 1 and c = 2. In both tables, a^+a^ = 1 . 
In each case, we can obtain from the tables the optimal values of 
(n', n). For example, in Table 7.2(a), for a^/a^ = 1 and Tr^ = 0.02, 
(n', n) = (20, 8) are the optimal values of (n', n). We may note that 
in both Tables 7. 2(a) and 7. 2(b) even moderately large departures of 
(n', n) from their optimal values do not, in general, result in large 
increases in max[a^/n^^ , a^/n^} . We note that for Table 7.2(a), we 
considered all pairs of (n', n) satisfying the budget constraint. How­
ever, to simplify our computations, in Table 7.2(b), we used the crude 
approximations (7. 13a) and (7. 13b) to obtain the "approximate" value 
of optimal (n', n). The approximate value thus obtained for = 0.2 
and a^/a^ = 1 was (n', n) = (26, 12). Then we obtained the exact values 
of (n', n) in the neighborhood of the "approximate" optimal values of 
(n', n). 
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