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De vier elementen uit de Oudheid, te weten Aarde, Water, Lucht en Vuur,
hebben de ‘natuurfilosofie’ tweeduizend jaar lang gedomineerd. De veron-
derstelling dat alles bestaat uit deze vier elementen werd ontwikkeld door de
Griekse filosoof Empedocles en bleef in zwang tot de opgang van de moder-
ne wetenschap. Zelfs vandaag zijn aarde, water, lucht en vuur geen slechte
symbolen voor de vier aggregatietoestanden, de vaste, vloeibare, gasvormige
en ‘plasma’ toestand.
De verschillende toestanden worden gekenmerkt door een toenemende
bewegingsvrijheid van hun bestanddelen. De atomen of moleculen in een
vaste stof zijn dicht op elkaar gestapeld, op vaste plaatsen ten opzichte van
elkaar. Ze trillen wel wat, want zelfs een vaste stof heeft een beetje thermi-
sche energie. Als men een vaste stof verwarmt, kan de thermische beweging
van de deeltjes de bindingssterkte overwinnen. Als dat gebeurt, vindt er een
fase-overgang plaats naar de vloeibare toestand. In de vloeibare toestand
bewegen de atomen of moleculen vrijelijk ten opzichte van elkaar, terwijl ze
wel nog bij elkaar blijven. Als men de temperatuur verder verhoogt, wordt
de vloeistof een gas. In een gas bewegen de atomen of moleculen werkelijk
onafhankelijk. Er zijn geen krachten die de deeltjes bij elkaar houden. Ze
interageren enkel met elkaar tijdens botsingen.
Als men energie blijft toevoegen, dan kunnen de buitenste elektronen
van de atomen ontsnappen, en wordt het gas ge¨ıoniseerd. Een volledig of
gedeeltelijk ge¨ıoniseerd gas noemen we een plasma. Zijn bestanddelen, vrije
electronen en positief geladen ionen, zijn onderhevig aan elektromagnetische
krachten, die voelbaar zijn over grote afstanden. De Debyelengte is een maat
voor de afstand waarover de ladingsdragers elektrische velden neutraliseren.
De afmetingen van het plasma zelf dienen groot te zijn ten opzichte van
de Debyelengte en zijn dichtheid groot genoeg zodat er vele deeltje in een
Debyesfeer zitten. In die omstandigheden vertonen de plasmadeeltjes col-
lectief gedrag. Deze vierde aggregatietoestand werd voor het eerst plasma
genoemd door Irving Langmuir in 1928 omdat het hem deed denken aan een
bloedplasma. Voor de volledigheid merken we op dat ook gravitatiekrach-
ten een rol spelen als de totale massa van het plasma groot genoeg is, zoals
bijvoorbeeld in de Zon.
Op Aarde zijn we meer vertrouwd met de vaste, vloeibare en gasvormige
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toestand. Natuurlijke plasma’s komen enkel voor in extreme omstandighe-
den zoals in vlammen, bliksems en aurora’s. In het Heelal zijn plasma’s
nochtans zeer gewoon. Zelfs de bovenste laag van de aardatmosfeer, de io-
nosfeer genaamd, is een plasma, ge¨ıoniseerd door de straling van de Zon.
Verder zijn de Zon zelf en alle andere sterren grote plasmabollen, verwarmd
door nucleaire fusiereacties. De interplanetaire ruimte is gevuld door de
zonnewind, een plasmastroom uitgestoten door de bovenste zonneatmos-
feer. Zelfs het interstellaire medium bestaat uit plasma. In feite is 99 %
van de zichtbare materie in het Heelal plasma. Dus de Aarde, waar vaste
stoffen, vloeistoffen en gassen domineren, is de uitzondering.
Tegenwoordig zijn er ook artificieel geproduceerde plasma’s in techno-
logische toepassingen als fluorescerende lampen, neonreclames en plasma-
televisieschermen. Plasma’s worden ook gebruikt bij het etsen van micro-
componenten in de halfgeleiderindustrie. Ten laatste zou gecontroleerde
thermonucleaire fusie een grotendeels propere en praktisch onuitputbare
energiebron kunnen worden. Voortgezet wetenschappelijk onderzoek en
technologische vooruitgang zijn nodig om dit doel te bereiken.
Zoals in elk fysisch systeem zijn golven alomtegenwoordig in plasma’s.
Alledaagse verschijnselen als geluid en licht zijn golven. Geluid is niets
anders dan een drukgolf in de lucht. Licht is een elektromagnetische golf
bewegend met de lichtsnelheid. De golfeigenschappen in een plasma kunnen
erg verschillen van die in een gewoon gas.
Lineaire golfvergelijkingen zijn makkelijk algemeen op te lossen. Alle li-
neaire combinaties van oplossingen zijn zelf ook oplossingen. Daardoor vol-
staat het een basis voor de oplossingsruimte te vinden. Fourieranalyse laat
toe de vergelijkingen in algebra¨ısche vorm te brengen. Lineaire problemen
kunnen dus algemeen opgelost worden op een systematische manier. Spijtig
genoeg zijn de vergelijkingen die fysische systemen en dus ook plasma’s be-
schrijven niet-lineair. De eenvoudigste benadering is dan de vergelijkingen
te lineariseren wat meestal gerechtvaardigd is voor kleine amplitudes. Voor
niet-lineaire golven met grotere amplitudes (Infeld and Rowlands, 2000; Ab-
lowitz and Clarkson, 1991) zijn er geen systematische oplossingsmethoden
meer.
Reductieve perturbatietechnieken (Washimi and Taniuti, 1966) werken
enkel voor zwakke niet-lineariteiten zodat hun geldigheid beperkt is tot (rela-
tief) kleine amplitudes. Deze methode leidt tot evolutievergelijkingen als de
Korteweg-de Vries (KdV) vergelijking en de niet-lineaire Schro¨dinger (NLS)
vergelijking. Typische oplossingen van de KdV vergelijking zijn solitonen,
bultvormige structuren die zich met een vaste snelheid bewegen en niet van
vorm veranderen. Zulke stationaire (in een meebewegend assenstelsel) ge-
pulste oplossingen kunnen bestaan omdat niet-lineariteit en dispersie elkaar
in evenwicht houden. De NLS vergelijking heeft envelopesolitonen als op-
lossing. Hiervan is enkel de amplitude stationair in een meebewegend as-
senstelsel, terwijl ze een tijdsafhankelijke fase hebben. Beide vergelijkingen
vhebben klasses van N -solitonoplossingen en hebben verbazende interactie-
en stabiliteitseigenschappen. Solitonen houden hun vorm na onderlinge bot-
singen.
Solitaire golven met grote amplitudes kunnen enkel analytisch worden
bestudeerd indien we van in het begin veronderstellen dat ze stationair zijn.
We gebruiken dan pseudopotentiaalmethodes zoals de Sagdeevanalyse (Sag-
deev, 1966; Sagdeev and Galeev, 1969). Men is automatisch beperkt tot de
studie van slechts e´e´n solitaire golf, die we soms ook soliton noemen hoe-
wel de interactie-eigenschappen tussen verschillende niet-lineaire structuren
niet gecontroleerd kunnen worden. Toepassingen van de gasdynamische me-
thode ontwikkeld door McKenzie (McKenzie, 2002a,b, 2003; McKenzie and
Doyle, 2003) om solitaire golven met grote amplitudes te bestuderen, zijn
het hoofdonderwerp van deze thesis. Deze methode is in essentie equiva-
lent met de oudere Sagdeevmethode maar geeft meer fysisch inzicht in de
beperkingen op solitaire golven van grote amplitude. Voor enkele specifieke
plasmasamenstellingen vinden we ook nieuwe types solitonen die voordien
niet theoretisch voorspeld werden.
De meeste natuurlijke plasma’s bevatten meer soorten plasmadeeltjes
dan de gebruikelijke protonen en elektronen van een standaard waterstof-
plasma. Dit verandert de aanwezige golven en introduceert zelfs nieuwe.
Twee-ionenplasma’s bevatten een tweede soort ionen, bijvoorbeeld zuur-
stofionen. Twee-elektronenplasma’s bevatten twee populaties elektronen op
verschillende temperaturen. Een paarplasma, bestaande uit positronen en
elektronen, is zeer symmetrisch. Bijzonder interessant zijn stofplasma’s.
Dat zijn plasma’s ‘vervuild’ met geladen stofdeeltjes die meestal behandeld
worden als een heel zware negatieve ionensoort.
Het is al lang geweten dat stof een essentieel bestanddeel van het Heelal
is (Whittet, 1992; Evans, 1994). Nochtans is het pas de laatste twee decennia
duidelijk geworden dat stofkorrels in een plasma-omgeving onontkoombaar
elektrisch geladen worden. Deze stofkorrels hebben wijduiteenlopende eigen-
schappen. Ze hebben typisch een straal van de orde van 1 µm, massa’s van
de orde van 109 − 1012 protonmassa’s en negatieve ladingen tot 102 − 104
elektronladingen. Zulke geladen deeltjes spelen een belangrijke rol in de
dynamica en het golfgedrag van veel natuurlijke plasmasystemen. Voorbeel-
den zijn kometen, interplanetair stof, interstellair stof en de onmiddellijke
omgeving van de planeten zoals de ringen van de grote buitenplaneten.
De aanwezigheid van geladen stofkorrels veroorzaakt twee belangrijke
effecten. Ten eerste zijn er minder vrije elektronen aangezien sommige ge-
adsorbeerd zijn op de korrels. Ten tweede wordt er een nieuwe tijdsschaal
ingevoerd. De lading-tot-massa-verhoudingen van de stofkorrels zijn vele
grootteordes kleiner dan die van de gebruikelijke plasmadeeltjes. Dat leidt
tot de aanwezigheid van golven met een veel lagere frequentie.
Bijkomende moeilijkheden kunnen opduiken. In het algemeen heeft het
stof een grote variatie aan afmetingen, massa’s en ladingen. Dus uiteindelijk
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moet men stofverdelingen beschouwen. Verder kunnen de stofladingen fluc-
tueren als gevolg van de oscillerende ionen- en elektronendichtheden tijdens
de golfbeweging. De stoflading moet dus behandeld worden als een onaf-
hankelijke golfveranderlijke en zelfconsistent bepaald worden. In sommige
stofplasma’s spelen zelfgravitationele effecten een rol. Dit gebeurt wanneer
de korrels zo zwaar zijn dat hun onderlinge gravitationele aantrekking ver-
gelijkbaar wordt met de onderlinge elektrostatische krachten. Voor meer
details over de eigenschappen van deze stofplasma’s verwijzen we naar re-
cente boeken (Bliokh et al., 1995; Verheest, 2000; Shukla and Mamun, 2002).
Kinetische effecten kunnen belangrijk zijn in ruimteplasma’s. Dikwijls
wordt verondersteld dat de evenwichtssnelheidsverdeling Maxwelliaans is.
Nochtans worden verdelingen met een overmaat superthermische deeltjes
vaak aangetroffen in ruimte-omgevingen. Deze worden goed gemodelleerd
door de zogenaamde (isotrope) kappaverdeling, die een hoge-energiestaart
heeft maar op de Maxwelliaanse verdeling lijkt voor lage energiee¨n. Wan-
neer magnetische effecten belangrijk zijn, verwachten we isotropisatie lood-
recht op het veld en een versnelling langs het veld. Dit leidt tot de kappa-
Maxwelliaanse verdeling, het product van een e´e´ndimensionale kappaverde-
ling langs het veld met een Maxwelliaanse verdeling in het loodrechte vlak.
Indeling
Het eerste deel van deze thesis, bestaande uit de Hoofdstukken 1–6, han-
delt over niet-lineaire elektrostatische golven. In Hoofdstuk 1 voeren we de
verschillende methodes in die gebruikt worden in de studie van niet-lineaire
golven, namelijk de reductieve perturbatie en de pseudopotentiaalmethode
van Sagdeev. In Hoofdstuk 2 ontwikkelen we dan de alternatieve gasdyna-
mische methode van McKenzie. We leiden een algemene analytische theorie
af voor stationaire elektrostatische solitaire golven met grote amplitude in
een plasma met meerdere componenten. In de daaropvolgende hoofdstukken
passen we deze algemene resultaten toe op een aantal specifieke voorbeelden.
In twee-elektronenplasma’s bekijken we elektronakoestische solitaire golven
in Hoofdstuk 3 en ionakoustische solitonen in Hoofdstuk 4. Daarna bekijken
we stofplasma’s, die ionakoestische en stofakoestische solitaire golven toela-
ten. De eerste zijn analoog aan deze bestudeerd in twee-elektronenplasma’s
en de laatste zijn het onderwerp van Hoofdstuk 5. In Hoofdstuk 6 breiden
we ons formalisme uit zodat zelfgravitatie wordt meegenomen. Dit wordt
toegepast op de studie van zelfgravitationele solitonen in een neutrale mo-
leculaire wolk met twee soorten deeltjes.
Het tweede deel van deze thesis, namelijk de Hoofdstukken 7–10, behan-
delt niet-lineaire elektromagnetische golven. In Hoofdstuk 7 ontwikkelen we
een algemeen theoretisch kader voor stationaire elektromagnetische solitaire
golven met grote amplitude in een koud plasma met meerdere componenten.
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Dit wordt in Hoofdstuk 8 toegepast op grote elektromagnetische solitonen
in paarplasma’s, bij schuine voortplanting ten opzichte van het uitwendig
magneetveld. In een gewoon waterstofplasma vinden we bij parallelle voort-
planting de zogenaamde oscillitonen, structuren waarvan zowel de amplitude
als de fase stationair zijn. Ze zijn het onderwerp van Hoofdstuk 9. In Hoofd-
stuk 10 bestuderen we de trage modulatie van de amplitude van elektromag-
netische golven in paarplasma’s tengevolge van koppeling met verscheidene
trage veranderingen in de aanwezigheid van het golfveld.
Een derde deel, de Hoofdstukken 11–13, behandelt enkele problemen in
stofplasma’s. In Hoofdstuk 11 bestuderen we de invloed van een drift van
het stof ten opzichte van het plasma op magnetosone golven in stofplasma’s.
In Hoofdstuk 12 bekijken we stofverdelingen en in Hoofdstuk 13 ladingsfluc-
tuaties.
In Appendix A geven we de afleiding van de susceptibiliteitstensor voor
een plasmacomponent met een kappa-Maxwelliaanse snelheidsverdeling.
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The four elements of Antiquity, i.e. Earth, Water, Air and Fire, dominated
natural philosophy for two thousand years. The premise that everything was
formed from these four elements was developed by the Greek philosopher
Empedocles and continued to be believed until the rise of modern science.
Even today, earth, water, air, and fire are not bad symbols for the four states
of matter i.e. the solid, liquid, gaseous, and plasma states.
The different states are characterized by increasing freedom of motion
of their constituents. The atoms or molecules that comprise a solid are
packed closely together. They are at fixed positions relative to each other,
only vibrating slightly, as any solid has some thermal energy. If one heats
a solid, the thermal motion of the particles can overcome the strength of
their bonds, and a phase transition towards the liquid state takes place. In
the liquid state the atoms or molecules move freely with respect to each
other, but still stay close together. Increasing the temperature further, the
liquid becomes a gas. In the gaseous state the atoms or molecules move
really independently. There are no forces keeping them together. Their
only interactions are during accidental collisions.
If one keeps adding energy, the outer electrons of the atoms can escape
and the gas becomes ionized. A fully or partially ionized gas is called a
plasma. Its charged constituents, free electrons and positive ions, are subject
to long-range electromagnetic forces. The Debye length is the scale over
which the charge carriers screen out electric fields in the plasma. The scale
of the plasma itself should be large compared to the Debye length and its
density should be large enough such that there are many particles in a Debye
sphere. This then implies that the plasma particles display a collective
behaviour. This fourth state of matter was first called a plasma by Irving
Langmuir in 1928 because it reminded him of a blood plasma. We note for
completeness that also gravitational forces play a role if the total mass of
the plasma is large enough, as, for example, in the Sun.
On Earth we are more familiar with the solid, liquid and gaseous states of
matter. Plasmas only naturally occur in extreme circumstances as in flames,
lightning and aurorae. In the Universe, however, plasmas are very common.
Already the upper layer of the Earth’s atmosphere, called the ionosphere,
is in the plasma state, ionized by the Sun’s radiation. Furthermore the Sun
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itself and all the other stars are huge balls of plasma, heated by nuclear
fusion reactions. Interplanetary space is filled with the solar wind, a stream
of plasma ejected from the Sun’s upper atmosphere, and even the interstellar
medium is in the plasma state. In fact more than 99 % of the observable
matter in the Universe is plasma. So it is the Earth that is special, being a
place where solids, liquids and gases dominate.
Nowadays there are also artificially produced plasmas in technological
applications such as fluorescent lights, neon signs and plasma television
screens. Plasmas are also used for etching micro-components in the semi-
conductor industry. Last but not least, controlled nuclear fusion promises
to be a mostly clean and nearly inexhaustible energy source. However, con-
tinued scientific research and technological progress is needed to achieve this
goal.
Waves are very common in plasmas, as in any physical system. Everyday
phenomena as sound and light are waves. Sound is nothing else than a
pressure wave in the air. Light is an electromagnetic wave moving at the
velocity of light. The wave characteristics in a plasma can be very different
compared to those in an ordinary gas.
Linear wave equations are easy to solve in general. All linear combina-
tions of solutions are solutions themselves. So it is sufficient to find a base
for the space of solutions. Fourier analysis allows one to bring the equations
in algebraic form. Summarizing, linear problems can be generally solved in
a systematic way. Unfortunately the equations describing physical systems,
including plasmas, are nonlinear. The simplest approach is then to linearize
the equations, which is mostly justified for small amplitudes. For nonlin-
ear waves at larger amplitudes (Infeld and Rowlands, 2000; Ablowitz and
Clarkson, 1991) there are no more systematic methods of solution.
Reductive perturbation techniques (Washimi and Taniuti, 1966), lead-
ing to evolution equations of the Korteweg-de Vries (KdV) and nonlinear
Schro¨dinger (NLS) families, work only for weak nonlinearities, such that
their validity is limited to (relatively) small amplitudes. Typical solutions
of the KdV equation are solitons, hump structures propagating at a given
speed, but not changing form. Such stationary (in a co-moving frame),
pulse-like solutions can exist because nonlinearity, leading to wave steepen-
ing, and dispersion, balance each other. The NLS equation has envelope
soliton solutions, the amplitude of which is stationary, but that has a time-
dependent phase. We should also note that both equations have N -soliton
classes of solutions and that they have remarkable interaction and stability
properties. Solitons keep their form after collisions with one another.
Large amplitude solitary waves can only be studied analytically when
they are assumed to be stationary from the onset, using pseudopotential
methods, as the Sagdeev analysis (Sagdeev, 1966; Sagdeev and Galeev,
1969). One necessarily is restricted to the study of only one solitary wave,
which is sometimes also called a soliton, even though the interaction proper-
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ties between several of these nonlinear structures cannot be checked. Appli-
cations of the fluid-dynamic McKenzie approach (McKenzie, 2002a,b, 2003;
McKenzie and Doyle, 2003) to study large amplitude stationary waves are
the main topic of this thesis. It is essentially equivalent to the older Sagdeev
pseudopotential method, but improves on it by providing physical insight in
the limitations on large amplitude solitary waves. For some specific plasma
compositions, we also find new types of solitons previously not predicted
theoretically.
Most natural plasmas contain more plasma species than the usual pro-
tons and electron of a standard hydrogen plasma. This modifies the existing
waves and introduces new ones. Bi-ion plasmas contain a second ion species,
for example oxygen. Two-electron temperature plasmas contain two elec-
tron populations at different temperatures. A pair plasma, consisting of
positrons and electrons, is highly symmetric. Particularly interesting is a
dusty plasma, a plasma contaminated with charged dust particles, usually
treated as an extremely heavy negative ion component.
It has been known for a long time that dust is an essential ingredient of
the Universe (Whittet, 1992; Evans, 1994) although it has only become clear
during the last two decades that dust grains in a plasma environment in-
evitably are electrically charged. Although their characteristics vary widely,
dust particles in nature typically have radii of the order of 1 µm, masses of
the order of 109−1012 proton masses and negative charges of up to 102−104
electron charges. Such charged dust particles play a significant role in the
dynamics and the wave behaviour of many natural plasma systems. Exam-
ples include comets, interplanetary dust, interstellar dust and the immediate
planetary environments such as the rings of the giant outer planets.
Two important effects arise from the presence of dust grains, viz. the re-
duction of the number of free mobile electrons, as some of them are adsorbed
on the grains, and the introduction of a new timescale. The charge-to-mass
ratios of dust particles are smaller by several orders of magnitude than those
of conventional plasma particles, leading to their supporting various waves
of much lower frequency.
Moreover, additional complications may arise. Generally dust comes in
a great variety of sizes, masses and charges. So one ultimately needs to
consider dust distributions. Furthermore the dust charges may fluctuate as
a result of the oscillating ion and electron densities during wave motion. So
the dust charge has to be treated as an independent wave variable and solved
for self-consistently. In certain dusty plasmas self-gravitational effects may
come into play when the grains are so heavy that intergrain gravitational
forces become of the order of the intergrain electrostatic forces. For more
details about the properties of dusty (or complex) plasmas we refer to recent
monographs (Bliokh et al., 1995; Verheest, 2000; Shukla and Mamun, 2002).
Kinetic effects may be important in space plasmas. It is often assumed
that the equilibrium velocity distribution is Maxwellian. However, distribu-
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tions with excess numbers of superthermal particles are common in space
environments. They are well modelled by the so-called (isotropic) kappa
distribution, having a high-energy tail but resembling the Maxwellian at
low energies. When magnetic effects are important, isotropization is ex-
pected perpendicular to the field, accompanied by an acceleration along the
field. This leads to the kappa-Maxwellian distribution which is a product
of a one-dimensional kappa distribution along the field, and a Maxwellian
distribution in the perpendicular plane.
Outline
The first part of this thesis, comprising the Chapters 1–6, deals with non-
linear electrostatic waves. In Chapter 1 we introduce the different methods
used in the study of nonlinear waves, i.e. the reductive perturbation and
Sagdeev pseudopotential methods. In Chapter 2 we then develop the al-
ternative fluid-dynamic McKenzie approach. We derive a general analytic
theory for large amplitude stationary electrostatic solitary waves in multi-
species plasmas. In the following chapters we apply these general results
to certain specific examples. In two-electron plasmas we consider electron-
acoustic solitary waves in Chapter 3 and ion-acoustic solitons in Chapter 4.
Then we consider dusty plasmas, which allow ion-acoustic and dust-acoustic
solitary waves. The former are analogous to those studied in two-electron
plasmas and the latter are the subject of Chapter 5. In Chapter 6 our
formalism is extended to include self-gravitation, and applied to study self-
gravitational solitons in a two-species neutral molecular cloud.
The second part of this thesis, i.e. the Chapters 7–10, is concerned with
nonlinear electromagnetic modes. In Chapter 7 a general multispecies the-
oretical framework for large amplitude stationary electromagnetic solitary
waves in cold plasmas is developed. In Chapter 8 this is applied to large
amplitude electromagnetic solitons in pair plasmas, propagating obliquely
to the magnetic field. In ordinary hydrogen plasmas at parallel propagation
we find so-called oscillitons, having both stationary amplitude and phase.
These are the subject of Chapter 9. In Chapter 10 we study the slow ampli-
tude modulation of electromagnetic waves in pair plasmas, due to coupling
with various slow changes in the presence of the wave field.
A third part, Chapters 11–13, deals with some dusty plasma problems.
The influence of a drift of the dust with respect to the plasma on magne-
tosonic modes in dusty plasmas is studied in Chapter 11. We focus on dust
distributions in Chapter 12 and charge fluctuations in Chapter 13.
In Appendix A we give the derivation of the susceptibility tensor ele-






Nonlinear wave methods: an
overview
There exist different methods for dealing with nonlinear equations. In per-
turbative methods one studies small deviations from linear wave theory. We
will consider the slow amplitude modulation of a linear wave, and also adapt
the method in the long wavelength limit. The pseudopotential methods, on
the other hand, are valid for arbitrary amplitudes, but assume a truly sta-
tionary structure.
In the following we will illustrate these techniques on the specific problem
of the one-dimensional motion of ion-acoustic waves in a standard unmagne-
tized electron-ion plasma, consisting of cold ions and Boltzmann distributed







(nv) = 0, (1.1)











where φ is the electrostatic potential and m and e are the mass and (unit)
charge of the ions. The electrons (with charge −e) are Boltzmann dis-
tributed, i.e. their density ne is given by ne = n0 exp(eφ/kBT ) where n0 is
the common equilibrium density, kB is Boltzmann’s constant and T is the














We now normalize the ion density n to n0, the potential φ to kBT/e, the
ion velocity v to the ion-acoustic speed cia defined by c2ia = kBT/m, the time
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position x to the electron Debye length λDe defined by λ2De = ε0kBT/n0e
2.

















= eφ − n. (1.4)
When using perturbation theory, we will make use of the expansion






+ . . . (1.5)
while for pseudopotential methods this is not necessary.
1.1 Perturbative analysis of wave modulation
1.1.1 Outline of the method
Let A be any of the system variables n, u and φ, describing the system’s
state at a given position x and instant t. We shall consider small deviations
from the equilibrium state A(0) – which explicitly is n(0) = 1, v(0) = 0 and
φ(0) = 0 – by taking




where ²¿ 1 is a smallness parameter. We will now follow the multiple scale
(reductive perturbation) technique (Taniuti and Yajima, 1969), but consider
more general stretched (slow) space and time variables
Xm = ²m x ,
Tm = ²m t . (1.7)
We will assume that all perturbed states depend on the fast scales via the
phase kx − ωt only, while the slow scales enter the argument of the l-th






l (Xm≥1, Tm≥1) e
il(kx−ωt) . (1.8)




is met by all state variables. According
to these considerations, the derivative operators in the above equations are




































By substituting the above expressions into the system of equations (1.4)
and isolating distinct orders in ², we obtain the following n-th order equa-
tions














































































































l′′ + . . . = 0 . (1.10)
1.1.2 First order in ²: first harmonics and dispersion relation
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which is the linear dispersion relation. We also obtain expressions for the
first harmonic amplitudes in terms of the first order potential φ(1)1 , namely
n
(1)










Till now the first order potential φ(1)1 is a free variable, but in the next
subsections we will study its slow evolution. The higher order harmonics
can be easily shown to be zero, i.e. A(1)l>1 = 0 and more generally A
(n)
l>n = 0.
The zeroth harmonic, which can be chosen freely, is set to zero as well, i.e.
A
(1)
0 = 0, as we want to study the slow amplitude variation of a plane wave,
i.e. the first harmonic.




1 + k2 λ2De
. (1.13)
1.1.3 Second order in ²: group velocity, second and zeroth
harmonics




















not to be confused with the phase velocity vp = ω/k. This means that our
first order potential φ(1)1 only depends on the combination Z = X1 − vgT1,





One also finds the second-order corrections to the first harmonic amplitudes
n
(2)




















The choice of φ(2)1 = 0 is arbitrary, so we set it to zero.
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The amplitudes of the second harmonics, are found from the equations
for n = 2 and l = 2. They are proportional to the square (φ(1)1 )
2 of the






























)2 ≡ c(22)3 (φ(1)1 )2 . (1.17)
Note that we are also introducing the definitions of the coefficients c(nl)j
relating the j-th state variable in the n-th order and l-th harmonic to the
first order potential φ(1)1 .
The nonlinear self-interaction of the carrier wave also results in the cre-
ation of a zeroth harmonic in this order. Its strength is determined by inte-
grating the third-order (n = 3 and l = 0) continuity equation and equation
of motion with respect to X1, and combining these with the second-order
(n = 2 and l = 0) Poisson’ law. The result is expressed in terms of the
















3 + k2 − v2g
1− v2g
∣∣∣φ(1)1 ∣∣∣2 ≡ − c(20)3 ∣∣∣φ(1)1 ∣∣∣2 , (1.18)
where we have put to zero integration constants that depend only on the
scales Xm≥2 and Tm≥2.
1.1.4 Third order in ²: nonlinear Schro¨dinger equation
The third order (n = 3) equations for the first harmonics (l = 1) yield an
explicit compatibility condition to be imposed on the system of evolution



















∣∣∣φ(1)1 ∣∣∣2 φ(1)1 = 0 , (1.19)
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One can easily distinguish contributions related to the cubic term in (1.5)
and to carrier-wave self-interaction with the second and zeroth harmonics.
If we now formally set ² = 1 with the understanding that ψ = φ(1)1
remains small, all space and time scales coincide again, i.e. one has Xm = x
and Tm = t, such that the total (first order) potential is
φ ' φ(1) = ψ(x, t)ei(kx−ωt) + ψ∗(x, t)e−i(kx−ωt), (1.22)
but still the variation of ψ(x, t) is slower than that of exp[i(kx− ωt)]. The













+Q |ψ|2 ψ = 0 , (1.23)
for the small, slowly varying amplitude ψ(x, t). One can perform a Galilean
transformation to a frame moving at the group velocity, i.e. one introduces
z = x− vgt. (1.24)







+Q |ψ|2 ψ = 0 . (1.25)
The linear part of the NLS equation could have been obtained from
perturbing the wavenumber k with k˜ and the frequency ω with ω˜, giving
rise to a perturbed dispersion relation ω + ω˜ = ω + vgk˜ + P k˜2 + . . .. Then
identifying ψ with exp[i(k˜x− ω˜t)], and hence letting −iω˜ → ∂/∂t and ik˜ →
∂/∂z, one is lead to the correct linear part of (1.23) or (1.25). This means one
can guess the correct space and time scalings i.e. one could have introduced
from the beginning only the slow scales Z = ²(x− vgt) and T = ²2t (Taniuti
and Yajima, 1969). This is called the NLS stretching. The compatibility
condition in third order then leads to the NLS equation (1.25). In Chapter
10 we will use a more intuitive method capable of producing the full NLS
equation including the nonlinear term, by postulating a nonlinear dispersion
depending not only on k and ω but also on the slow (second order, zeroth
harmonic) variables, and Taylor expanding like before.
1.1. PERTURBATIVE ANALYSIS OF WAVE MODULATION 9














Figure 1.1: Normalized growth rate σ/σmax versus normalized perturbation
wavenumber k˜/k˜cr.
1.1.5 Modulational stability and soliton solutions
Following Hasegawa (1975) we introduce a polar representation, i.e. we write
ψ = ρeiθ (1.26)
where ρ(z, t) and θ(z, t) are real functions.
The NLS equation (1.25) obviously has the monochromatic solution
ψ = ρ0 exp(iQρ20t), where ρ0 is a constant. We will now investigate its
modulational stability against linear perturbations. Assuming ρ = ρ0 +
ρ1 cos(k˜z− ω˜t) and θ = Qρ20t+θ1 cos(k˜z− ω˜t), we readily obtain from (1.25)
the (linear) dispersion relation
ω˜2 = P k˜2(P k˜2 − 2Qρ20) = (P k˜2 −Qρ20)2 −Q2ρ40. (1.27)
We see that if η ≡ P/Q < 0, the monochromatic solution is modulationally
stable. If η > 0, on the other hand, ω˜2 becomes negative for values of k˜
below k˜cr = (2/η)1/2ρ0, so that there is a purely growing mode and the
monochromatic solution is modulationally unstable. The growth rate σ =
Im(Ω) attains a maximum σmax = Qρ20 for k˜ = (1/η)
1/2ρ0. The variation of
the growth rate is displayed in Figure 1.1.
As we saw above, if η > 0, the monochromatic waves are modulationally
unstable. This can lead to the formation of a bright soliton (Fedele and
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Schamel, 2002), i.e. a localized pulse-like envelope modulating the carrier



























Here U is the envelope speed and L the spatial width of the pulse. The
equilibrium amplitude is ρ0 = 0. The maximum amplitude ρM is inversely
proportional to the width L, i.e. ρML =
√
2η. An illustration of a bright
soliton will be given in Figures 10.1 and 10.2 in Chapter 10.
If η < 0, the monochromatic solution is modulationally stable. Now
there results a grey soliton (Fedele and Schamel, 2002) which represents a






























1− d2sech2 ( z−UtL ) .
(1.29)
Here the parameter d, lying in the range 0 < d ≤ 1, regulates the modulation
depth, s = ±1, and V is given by V = U + s2P√1− d2/dL. The (finite)
equilibrium amplitude ρ0 is now inversely proportional to both the width
L and the parameter d, i.e. ρ0dL =
√
2|η|. The minimum amplitude ρm is
given by ρm = ρ0
√
1− d2. The grey soliton is illustrated in Figure 10.3.
In the special case d = 1, one encounters a dark soliton (Fedele and
Schamel, 2002). Now V = U , ρ0L =
√
























1.2 Long wavelength perturbation
1.2.1 Adapted method: Korteweg-de Vries equation
For k ¿ 1 the dispersion relation is ω ' k, the group velocity vg ' vp ' 1
approaches the phase velocity, the dispersion coefficient is P ' −3k/2 and
the nonlinearity coefficient is Q ' 1/3k. Hence in the limit k = 0 one has
1.2. LONG WAVELENGTH PERTURBATION 11
ω = 0, vg = vp = 1, P = 0, Q = ∞ and exp[il(kx − ωt)] = 1. The fact
that P = 0 forces us to introduce another slow coordinate stretching. That
Q = ∞ means φ(1)1 = 0, so that one should go one order higher in the
expansion. And finally exp[il(kx − ωt)] = 1 implies that the linear wave,
for the modulation of which the NLS description was designed, is no longer
present, and also that the notion of harmonics is lost. We are thus not in a
situation where the NLS equation is supposed to be meaningful. Hence we
will reconsider our calculations in this special case.
Based on the perturbed dispersion relation ω˜ = k˜ − (1/2)k˜3 + . . ., one
uses the so-called KdV stretching (Washimi and Taniuti, 1966)
Z = ²(x− t),
T = ²3t. (1.31)
Equation (1.8) is simplified to
A(n) = A(n)(Z, T ), (1.32)






















































′′) + . . . = 0 . (1.33)
From combining the first order Poisson’s law with the integrated second
order continuity and momentum equations, one finds n(1) = v(1) = φ(1).
Then from the second order Poisson’s law combined with the integrated
third order continuity and momentum equations, one gets φ(1) = 0 and
n(2) = v(2) = φ(2). From the third order Poisson’s law and integration of the
fourth order continuity and momentum equations, one finds n(3) = v(3) =
φ(3). Finally by combining the derivative of the fourth order Poisson’s law













which is in the form of a Korteweg-de Vries (KdV) equation.
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Letting formally ² = 1 again with the understanding that the (second
order) potential ψ = φ(2) remains small, and using the variables z = x − t












1.2.2 More general KdV equations and their soliton solu-
tions
We now sketch what happens for more general plasma compositions, for ex-
ample when more than two species are present. One uses the same stretched
coordinates. What one finds in second order now is not φ(1) = 0 but instead
one finds a bifurcation point Bφ(1)2 = 0. For most plasma compositions














for the second order potential ψ = φ(2). The soliton solution of this equation











where U is the soliton speed, which has to have the same sign as A. The
width L is given by L =
√
2/UA and the maximum amplitude ρm is given
by ρM = 3UA/B. These are constant profile excitations, totally different
from the NLS envelope solitons describing modulated periodic waveforms.
An illustration of the typical waveform can be found in Figure 1.2(b). One
has a positive potential solution if B > 0 and a negative solution if B < 0.
Note that the fact that the amplitudes have to remain small, also means that
U is small. In other words these solitary waves propagate at speeds slightly
higher than the linear phase velocity. We mention briefly that besides the
soliton solutions that have no linear counterpart, the KdV equation also
has periodic ‘cnoidal’ wave solutions, reducing for small amplitudes to the
simple harmonic modes known from linear Fourier analysis (Ablowitz and
Clarkson, 1991; Infeld and Rowlands, 2000).
At critical densities, the plasma composition may be special enough to
make B = 0. In that case the conclusion φ(1) = 0 is not valid. Going to third
order in Poisson’s law and to fourth order in the continuity and momentum
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for the first order potential ψ = φ(1). If C > 0, this equation has a soliton










where again the soliton speed U has to have the same sign as A. The width
is given by L = 1/
√
2UA and the maximum amplitude is ρm =
√
6UA/C.
There is a symmetry between positive and negative solutions. If C < 0,
no solutions are possible. One can prove that a plasma composition which
makes B = 0, cannot have at the same time C = 0.
For near-critical densities, B is very small but not exactly zero. Here one
has to note that strictly speaking also Bφ(1)2 is not exactly zero but small

















for the first order potential ψ = φ(1). We do not give the full soliton solutions
of this equation, but we will discuss their amplitudes in the next section.
We also briefly mention that in electromagnetic problems two other evo-
lution equations appear, i.e. the vector modified Korteweg-de Vries (VmKdV)
equation, which is briefly discussed in Chapter 8, and the derivative nonlin-
ear Schro¨dinger (DNLS) equation, discussed in Chapter 12.
1.3 Pseudopotential method
1.3.1 Derivation of the pseudoenergy integral
We now study stationary structures that depend only on a combined coor-
dinate (Sagdeev, 1966; Sagdeev and Galeev, 1969)
X = x− V t. (1.41)









= − V d.
dX
, (1.42)

















= eφ − n. (1.43)
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This has the advantage that we can integrate the equations, for amplitudes
as large as we want, taking into account the conditions at infinity: n = 1,
v = 0 and φ = 0. The final result will be written in the form of an energy-
integral.







The equation of motion gives
v = V −
√
V 2 − 2φ, (1.45)
where we also remark that on the positive side φ is limited to φ < V 2/2.
Combining these we get
n =
1√




= eφ − 1√
1− 2φ/V 2 , (1.47)
is equivalent to an equation of motion of a particle having position φ at time
X, under the action of a force (given on the r.h.s.). Integrating we write







+Ψ(φ, V ) = 0, (1.48)
with the pseudopotential energy Ψ(φ, V ) given by








1.3.2 Existence conditions for solitary waves
This kind of energy-type integral has been analyzed in classical mechanics
and leads to the following conditions for the existence of positive or negative
potential solitons moving at velocity V ,
Ψ(0, V ) =
dΨ
dφ
(0, V ) = 0 and
d2Ψ
dφ2
(0, V ) < 0 at ϕ = 0,
Ψ(φm, V ) = 0 and
dΨ
dφ
(φm, V ) ≷ 0 at φm ≷ 0. (1.50)
Here it is understood that there are no other roots in between. For a start,
it takes an infinitely long time to get away from the initial conditions at
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Figure 1.2: (a) Typical shape of a pseusopotential leading to a soliton,
shown in (b). (c) Typical shape of a pseudopotential corresponding to a
double layer (d).
φ = 0. Thereafter φ reaches a maximum or minimum in φm and returns to
φ = 0, again taking an infinite time to get back. Note that Ψ(0, V ) = 0 and
dΨ/dφ(0, V ) = 0 follow from the condition that at infinity dφ/dX = 0 and
d2φ/dX2 = 0, while the other conditions lead to restrictions on the regions
in parameter space where solitons can be formed. In the special case that
∂Ψ/∂φ(φm, V ) = 0, it takes infinitely long to get to φm, i.e. φ goes from
one value to another without coming back. This is called a double layer.
Examples of pseudopotentials leading to solitons and double layers are given
in Figure 1.2.
The main topic of this thesis will be working out further this pseu-
dopotential method for large amplitude solitons and double layers. We will
formulate it in a slightly different way, following the McKenzie approach,
emphasizing the different possible limitations on the existence range of soli-
tary structures and their physical interpretations.
Coming back to our specific example, the initial condition on the second
derivative leads to V > 1, which means the soliton speed has to be superi-
onacoustic. Further investigation shows that there are no negative potential
solitons, no double layers, and that positive potential solitons are found if
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exp(V 2/2) < 1 + V 2, limiting soliton speeds approximately to V < 1.58.
These results are included as a special case in Chapter 4.
We conclude by noting that although the method works best for elec-
trostatic solitary waves, we will discuss in Part II how it can be used for
electromagnetic solitary waves as well. In fact, the earliest application of the
method was to the study of perpendicularly propagating, large amplitude
hydromagnetic modes in electron-ion plasmas (Adlam and Allen, 1958).
1.3.3 Small amplitude expansion
Expanding the pseudopotential Ψ(φ, V ) to the lowest orders in φ we get














+ . . . (1.51)
Going only to second order, no soliton solution is possible. Indeed, at the
linear level there are no stationary solutions. Going to third order, reductive
perturbation results are recovered. In order to balance both terms, 1−1/V 2
has to be small of order φ hence we choose V = 1 + U with U small of the
order of φ. Note that this gives some insight into why a small amplitude
and a structure speed just above the linear phase velocity go hand in hand.











which is equivalent to the KdV equation derived previously, as can be shown
by differentiating twice and comparing with (1.35) written for a co-moving
coordinate X = z − Ut.












φ4 = 0, (1.53)
where we have chosen the coefficients such that the result is equivalent to
the full mixed KdV-mKdV equation (1.40). Note that one needs UA > 0
in order to fulfill the condition on the second derivative. If B is not near-
critical, one goes to third order in φ, whereby one has to take UA of the
order of φ, and one is lead to the KdV equation (1.36), having a solution
with amplitude ψm = 3UA/B, which has been given already in (1.37).
If on the other hand B ' 0, one has to go to fourth order, taking UA
of the order of φ2 and B of the order of φ, and one ends up with the mixed
KdV-mKdV equation. If C > 0, it has soliton solutions of both signatures
with amplitudes
ψm =




If −B2/6UA < C < 0, both solutions have the same sign but only
ψm = sgn(B)
|B| −√B2 − 6UA|C|
|C| (1.55)
is physically valid as the other root cannot be reached from the initial condi-
tions. In the limiting case C = −B2/6UA, one has a double layer of ampli-
tude ψm = sgn(B)
√
6UA/|C|. For values C < −B2/6UA there are no real
solutions. In the special case B = 0, one obtains the mKdV equation (1.38)
and there are positive and negative solitons of amplitude ψm = ±
√
6UA/C
if C > 0, as given in (1.39) and no solutions if C < 0.
In conclusion, if C > 0, solutions of both signatures are found near the
critical point. At the critical point itself the situation becomes perfectly
symmetric. No double layers are present. But if C < 0, only one type of
solitons exists at both sides of the critical point, and double layers become
possible. At the critical point itself there is no solution.
1.4 Conclusions
We have given an overview of different methods used to study nonlinear
waves, and have done this using the example of ion-acoustic waves in or-
dinary electron-ion plasmas. Firstly we have considered the slow ampli-
tude modulation of a linear wave, leading to a NLS equation describing
wavepackets. It has envelope soliton solutions, with a stationary ampli-
tude but time-varying phase. In the long wavelength limit, a KdV equation
obtains, having truly stationary solutions. These reductive perturbation
techniques are limited to relatively small amplitudes, being the first order
beyond linear wave theory. Large amplitude solitons, on the other hand, can
only be analytically studied when they are truly stationary, using a pseu-
dopotential method. Here the problem is cast into the form of an energy
integral, making it equivalent to the one-dimensional motion of a particle in
a potential. When taking the small amplitude limit of the pseudopotential,
one arrives back at the reductive perturbation KdV results, when written
in a stationary frame.




In this chapter we give a unified treatment of nonlinear electrostatic solitary
wave structures in multispecies plasmas and do this in the wave frame, based
on the fluid-dynamic approach initiated by McKenzie (McKenzie, 2002a,b,
2003; McKenzie and Doyle, 2003). To be completely general, we also in-
clude possible beam species. Our exposition is based on Verheest et al.
(2004a). McKenzie’s approach is not claimed to be simpler than the tradi-
tional Sagdeev treatment, nor to yield fundamentally different results, but
the fluid-dynamic interpretation does, however, offer far better and clearer
insight in the different constraints on the existence of electrostatic solitons.
It does so by advantageously using the Bernoulli integrals per species and
a global pressure invariant, and by focusing on characteristic points like
the species’ own sonic points and a global charge neutral point outside the
undisturbed initial conditions.
2.1 Basic formalism and mass flux conservation
We will give a general multispecies description of stationary progressive
waves of the form f(x+V t). Such waves are described in the wave frame in
which the structures appear steady (∂/∂t = 0). Plasma species will stream
along the x axis in the wave frame, with a species’ reference speed vj0 at
x = −∞, where the subscript j refers to the different plasma species, to be
specified later. For the particles that in the absence of wave disturbances
would be at rest in an inertial frame, obviously now vj0 = V in the wave
frame, whereas beam species will have a different reference speed vj0 =
V −Vj . Here Vj is the beam speed as measured initially in an inertial frame.
We also assume charge neutrality in equilibrium, i.e.
∑
j nj0qj = 0. The
standard set of fluid equations for electrostatic modes includes per species
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Here nj , vj and pj refer to the number density, fluid velocity and pressure,
respectively, of each plasma species with charge qj and mass mj , and φ is
the electrostatic potential.
Since in the wave frame there are no time derivatives, these equations can
easily be integrated, starting with the continuity equation which expresses
conservation of the mass flux
njmjvj = nj0mjvj0. (2.3)
This shows that vj → 0 or +∞ induces nj → +∞ or 0, respectively, and
hence the limit of infinite compression or total rarefaction would be reached.
2.2 Bernoulli integrals
The pressures will be assumed polytropic, with index γj , so that pj ∝ nγjj ∝
v
− γj
j . This includes the usual adiabatic flow for γj = 3, and the last pro-
portionality comes from the conservation of mass flux 2.3. As we will see,
the isothermal pressure case (γj = 1) can also be included but this requires
adapting the general expressions by taking the proper limit. The equations






















where (2.3) has been used and E = − dφ/dx is the electric field of the
nonlinear structure. The Mach number Mj and thermal velocity ctj of each















One can also define an effective temperature Tj through c2tj = kBTj/mj
such that γjpj0 = nj0kBTj . Here kB denotes Boltzmann’s constant. Note,
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however, that it is only properly defined in the isothermal case γj = 1 where
it leads to the ideal gas law pj = njkBTj . In the fluid-dynamic description









correspond to where the species’ local flow speeds match their local acoustic
speeds (γjpj/njmj)1/2. Hence (2.4) indicates that these sonic points play
a crucial role in limiting the amplitude of the wave, by choking the flow
(dvj/dx → ±∞) before a possible equilibrium point can be reached from
the initial values vj = vj0, the beginning of the wave.
After integration of the equations of motion (2.4) a Bernoulli type inte-
























)− c2tj ln( vjvj0
)
(2.8)
for γj = 1. In these expressions, the first term refers to changes in kinetic
energy, whereas the second term gives changes in enthalpy. This is clear





















Since a consequence of (2.7) is that all mjEj/qj are equal, the different
species’ velocities vj and the electrostatic potential φ, can be eliminated in
function of only one of these, at least numerically, and all these relations are
strictly monotonous.
Owing to charge neutrality in the undisturbed state, we also see from
(2.7) that ∑
j
nj0mjEj = 0, (2.10)
a result that we will find useful further on.
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Figure 2.1: Bernoulli considerations for supersonic and subsonic species,
with arrows indicating possible departures from initial conditions
we first of all note that at the sonic point given by (2.6) Ej reaches a min-












Thus Ej has a slope at the initial point which is positive if the incoming
flow is supersonic (Mj > 1) and negative for subsonic flows (Mj < 1). If we
first discuss positive particles, we learn from the behaviour of the Bernoulli
relations that positive particles are decelerated (vj < vj0) and driven to-
wards their sonic point in a potential hill (φ > 0) if the flow is supersonic
(Mj > 1), whereas subsonic, hotter positive species (with Mj < 1) are ac-
celerated (vj > vj0) while being driven towards their sonic point. Because
of mass flux conservation (2.3), this corresponds for supersonic, cooler pos-
itive species to a compression, and for subsonic, hotter positive species to
a rarefaction. These conclusions are reversed for negative particles, so that
supersonic, cooler negative species are rarefied, whereas subsonic, hotter
negative species are compressed, while being driven away from their sonic
points. In a potential dip (φ < 0), all these conclusions are reversed again.
This is illustrated schematically in Figure 2.1.
Trying to solve (2.7) for vj as a function of φ is in general not a trivial
matter. Only the adiabatic case γj = 3 can be solved analytically because
it can be cast in biquadratic form, but even then the result is quite compli-
cated. However, simplifying assumptions for plasma species that are either
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very cool or very hot can help. The enthalpy of the very cool species (ctj → 0



















In this case the sonic point is shifted to vjs = 0 and corresponds to the limit
of infinite compression nj = ∞. It is reached for qjφLj = mjv2j0/2. The
limit of total rarefaction nj = 0 is reached for qjφ = −∞.
On the other hand, for very hot species (ctj → ∞ or Mj → 0) the
















which is solved by
vj = vj0
[











when γj > 1. For the isothermal case γj = 1 one has













The term very hot refers here to a high thermal velocity ctj rather then
a high temperature Tj . A high thermal velocity can also be obtained in
the massless limit mj → 0. The sonic point has now shifted to vjs = ∞
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and corresponds to the limit of total rarefaction. It is reached for qjφLj =
mjc
2
tj/(γj − 1) for γj > 1 and for qjφ = ∞ in the isothermal case. The
limit of infinite compression vj = 0 is reached for qjφ = −∞. Note that
the isothermal expression is equivalent to the usual Boltzmann assumption
nj = nj0 exp(−qjφ/kBTj). A Boltzmann distritbuted species hence is a very
hot isothermal one.
There are also two extreme cases. Both for supercool species (ctj → 0 and
v2j0mj/mref →∞) and for superhot species (ctj →∞ and c2tjmj/mref →∞)
one sees that vj ' vj0 for all finite values of Eref . Here mref and Eref are the
mass and Bernoulli integral of some reference species. These extreme species
stay very close to equilibrium. Note that a very cool species is supercool if
mjv
2
j0 → ∞ and a very hot species is superhot if mjc2tj → ∞, as long as φ
remains finite.
2.3 Global pressure invariant
Finally, the Poisson equation can be integrated after multiplying it by dφ/dx,











nj0mjPj ≡ R, (2.21)
where the (normalized) particle pressure functions Pj for each species are
given by













The first term relates to changes in dynamic pressure, and the second term










(pj − pj0) = ε02 E
2. (2.23)
We remark that R is the negative of the usual Sagdeev pseudopotential Ψ.
In principle (2.21) can be reduced to a first order differential equation,
either in φ or in any of the velocities vj . This can be done analytically in φ if
all species are either very cool or very hot (or adiabatic), and in v` if only one
species (with index `) does not belong to one of these special classes. Indeed
if all species’ velocities vj can be solved for φ, one can obtain the structure
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To make this explicit, for very cool species one has









































for the case γj = 1. When one has a mixture of species that are all either
























If only one velocity v` cannot be solved for φ, one always has φ (and hence
the other velocities vj) as a function of v`. Then one obtains the structure

























nj0mj (Pj − Ej) , (2.30)
which will allow an easier interpretation of the conditions needed to guaran-
tee the existence of solitary wave solutions. We now investigate the different
pressure-Bernoulli difference functions (2.30). One can easily compute that
d
dvj
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and consequently all pressure-Bernoulli difference functions Pj − Ej have a
turning point at the respective sonic point, so that for each species its sonic
point is placed between a zero of Pj − Ej and the double zero at the initial
point. Moreover, computation of the second derivative of these pressure-










so that for supersonic (M2j > 1) cooler species Pj − Ej has a local (zero)
maximum at the initial point and reaches a local (negative) minimum at the
sonic point. This conclusion is reversed for subsonic (M2j < 1) hotter species
for which Pj −Ej increases from a local (zero) minimum at the initial point
to a local (positive) maximum at the sonic point.
Before going to the existence conditions for solitary waves, we briefly
digress on how extreme species might be eliminated from the description.
Given that for these species the normalized velocity vj stays close to vj0, the
pressure and Bernoulli functions may be approximated by the linear term
in their Taylor expansions, yielding





' Ej . (2.33)
Consequently, when we split the sums over species into those over extreme





nj0mj(Pj − Ej). (2.34)
When working with the potential rather then with velocities one finds
Pj ' − qj
mj
φ, (2.35)








which is of course fully equivalent.
2.4 Existence conditions for solitary waves
Now we come to the conditions for the existence of a solitary wave structure.
The location of the zeros of R is assisted by computing with the help of
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Hence the extrema ofR are at the charge neutral points, defined by∑j njqj =

















With respect to v` there is also an extremum at the sonic point v`s besides
those at the charge neutral points.
Because the initial point is a charge neutral point, we know that R has
a double root there. For a solitary wave to be formed we need R to be











where the various plasma frequencies ωpj are defined by ω2pj = nj0q
2
j /ε0mj .
We call this the soliton condition. It will determine different regimes for
the speed V of the nonlinear structure, and in particular give rise to a
minimum value for the Mach number. Note that the soliton condition is not
dependent on the actual values of γj and is also valid for γj = 1. In the
sum over species, very cool species contribute −ω2pj/v2j0 and very hot species
contribute ω2pj/c
2
tj . The contribution of supercool and superhot species can
be neglected. It follows from the soliton condition that not all species can
be supersonic (c2tj < v
2
j0). As we will later see, also not all species can be
subsonic (v2j0 < c
2
tj) if we want a proper solitary wave to exist. The condition
can be equally well derived by linearizing the equations and looking for
evanescent solutions. Linearizing amounts to Taylor expanding R up to










This equation possesses real, exponential solutions of the form φ ∝ exp( ±







which is indeed the same as condition (2.39). As expected, solitons prop-
agate in those regimes where the linear waves are exponential rather than
harmonic.









Figure 2.2: Characteristic points of the structure function R(v`).
The second condition for a solitary pulse to exist comes from finding the
maximum (for a potential hill) or minimum (for a potential dip) φm of the
pulse, where dφ/dx = 0. It corresponds to finding a root of R(φm) = 0.
This relation is called the nonlinear dispersion relation and relates the soli-
ton amplitude φm to the soliton speed V . Usually it can only be solved
numerically. Here it is understood that φm is the first root that is reached
from φ = 0. Moreover, it has to be met before a sonic point or a point of
infinite compression or total rarefaction is reached. Note that the discussion
can be equivalently done for v`m. This is illustrated graphically for a su-
personic species in Figure 2.2. One has to reverse the graph left-right when
discussing subsonic species. Since the roots of a function are intertwined
with the roots of its derivative, there should be at least one value for φ
between φ = 0 and φm where dR/dφ = 0, i.e. a charge neutral point, where
R reaches a local maximum. Unfortunately, the existence of charge neutral
points outside equilibrium is a necessary, but not a sufficient condition to
encounter solitary wave structures.
It is clear that in order to obtain a charge neutral point outside the
initial conditions, one needs at least two (normal) species, as a lone species
is merely compressed or rarefied. From the Bernoulli integrals (2.7) it follows
that if all species are subsonic (Mj < 1), positive species in a potential hill
(φ > 0) are accelerated and rarefied, whereas negative species are decelerated
and compressed, so that a charge neutral point outside the initial point
cannot be reached. In a potential dip the rarefactions and compressions
are interchanged, but the conclusion about the unattainability of the charge
neutral point remains. Analogous reasoning can also be made when all
species would be supersonic (Mj > 1), giving an alternative explanation to
the one following from discussing the soliton condition. Thus for the proper
2.5. APPLICATIONS 29
existence of a solitary wave at least one supersonic and one subsonic species
is necessary.
We prefer the terminology potential hill and dip solutions, referring to
the humps or dips in the electrostatic potential. These are less confusing
than the older labels compressive or rarefactive, which become ambiguous
in multifluid compositions where some species are compressed while others
are rarefied within the same solitary wave profile.
We now briefly discuss the possible limitations on the Mach numbers,
and hence on soliton amplitudes. The lower Mach number limitation comes
from the soliton condition. The upper Mach number limitation comes from
reaching some species’ sonic point, a point of infinite compression or to-
tal rarefaction, or a double layer. It is well-known from Sagdeev potential
calculations that double layers may represent limiting values for a region
in parameter space in which solitons may occur [see e.g. Baboolal et al.
(1990)]. A double layer is characterized by the coincidence of a zero of the
global pressure function R with a zero of its derivative, i.e. a charge neutral
point. The sonic points are not good, as there the flow is choked. Hence
for a double layer one needs two charge neutral points outside equilibrium.
We note that double layers do not always mark a limit to soliton existence,
they might also represent a (discontinuous) transition to solitons of larger
amplitude.
2.5 Applications
2.5.1 Ion-acoustic solitary waves
The oldest and most typical example is that of ion-acoustic modes in or-
dinary plasmas, which are essentially sustained by ion inertia and electron
pressure (Stix, 1992). In its simplest form it has already been encountered
in the previous chapter. Using the indices e and i to denote the electrons
and a single species of ions, respectively, we write (2.41) as
κ2 =
ω2pe
c2te − V 2
+
ω2pi
c2ti − V 2
> 0, (2.42)
there being no drift velocities so that ve0 = vi0 = V . Supposing the electrons
to be hotter than the protons, expressed as cti < cte, (2.42) admits soliton
velocities
cia < V < cte, (2.43)









Note that the other regime V < cti cannot lead to proper solitary wave
formation. Indeed, in this regime both electrons and ions are subsonic,




Figure 2.3: The behaviour of κ2(V ) in an ordinary electron-ion plasma.
Linear waves propagate in the regions cti < V < cia and cte < V while
solitons are possible in the range cia < V < cte.
and there cannot be a charge neutral point outside the initial conditions.
Consequently, for ion-acoustic solitary waves to exist the ions have to be
supersonic and the electrons subsonic, as is the case in (2.43). Moreover,
the flow needs to be superionacoustic. This is illustrated in Figure 2.3.
Having ensured that R has a double zero at the initial point which is a
local minimum, the existence of a compressive solitary wave furthermore re-
quires thatR has another zero before the ion sonic point. Unfortunately, the
latter condition is not simple to work out analytically, and needs numerical
computations or simplifying assumptions like very cool ions (Mi →∞) and
very hot (or Boltzmann) electrons (Me → 0) (McKenzie, 2002a; McKenzie
and Doyle, 2003). Similar problems occur with the Sagdeev pseudopotential
approach (Baboolal et al., 1990).
We can, however, give a general proof that ion-acoustic solitons are al-
ways compressive. As we have seen, one of the necessary conditions for the
existence of a soliton is that another charge neutral point exists outside the
initial point. The condition for that being ne = ni, it follows from mass
flux conservation (2.3) that neve = n0V = nivi (using ne0 = ni0 = n0), and
hence at a charge neutral point ve = vi = v. The Bernoulli integrals (2.7)
tell us that meEe +miEi = 0, which reduces in a charge neutral point to
f(v) ≡ mi +me
2
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It is obvious that f(0) = +∞, f(V ) = 0 and f(+∞) = +∞. To see where
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another possible zero of f(v) (and hence a charge neutral point) lies, we
investigate its derivatives. The second derivative can be seen to be positive
d2f/dv2 > 0 for all v > 0. Therefore the first derivative df/dv is monotoni-












as cia < V . Therefore df/dv has exactly one zero, occurring for some v˜ < V .
That in turn implies that f(v) has two zeros (and hence that the system
has two charge neutral points), one for v = V , and one for some v¯ < V .
We would like to emphasize that we have nowhere used a condition like
me ¿ mi, but that the whole proof rests only on cti < cte. Neither was
it necessary to assume very cool ions or Boltzmann electrons, as is often
argued. To conclude, both species are decelerated and compressed, and a
charge neutral point outside the initial point is possible, as we showed. The
supersonic species is driven towards its sonic point, and the subsonic species
is driven away from its sonic point. Double layers, that require two charge
neutral points outside equilibrium, are not possible. In the present case
the positive ions are the supersonic species, and hence a potential hill is
required. In the initial part of the wave the ions run ahead of the electrons,
which then overtake the ions at the charge neutral point before reaching the
soliton amplitude. For a hypothetical plasma composed of antiprotons and
positrons, a potential dip would occur.
Finally, we suppose µ = me/mi ¿ 1, which is obviously true, and τ =
Ti/Te ¿ 1, a condition needed anyway to avoid strong Landau damping
of the linear waves. The latter means mic2ti ¿ mec2te and the ion-acoustic
velocity reduces to its textbook definition c2ia = kBTe/mi. One then also has
c2ti ¿ V 2 and hence the ions are very cool. We now analyze the consequences
of Ei = −µEe. Let’s first suppose that Ei is small of order µ. Then ui ' 1
and no solitary waves are possible. The other possibility is that Ee is large
of order 1/µ. This then implies that c2te À V 2 hence the electrons are very
hot. Under these circumstances it is possible to obtain analytical results.
They are included as a limiting case in Chapter 4.
2.5.2 Solitary waves in two-electron temperature plasmas
It is not uncommon for natural plasmas to include electrons at two tem-
peratures. We will call these the cooler and the hotter electrons, not to be
confused with the terms cool and hot used previously. Using the indices c
and h for the cooler and hotter electrons, respectively, and i for the ions, we
find that (2.41) becomes
ω2pi
c2ti − V 2
+
ω2pc
c2tc − V 2
+
ω2ph
c2th − V 2
> 0. (2.47)
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Using the notation cea and cia to represent the electron-acoustic and ion-
acoustic wave speeds, respectively, the regimes compatible with this require-
ment are
cea < V < cth,
cia < V < ctc, (2.48)
provided the ordering is cti < ctc < cth. In general the expressions for c2ea
and c2ia are very complicated. A graphical representation would be very
similar to that of Figure 2.3, but with one more branch.
In the electron-acoustic regime we suppose that the ions are supercool
and can be eliminated from the treatment, while the cooler electrons are
supersonic and the hotter electrons subsonic. The reduced condition
ω2pc
c2tc − V 2
+
ω2ph
c2th − V 2
> 0 (2.49)









The electron-acoustic solitary waves are studied in Chapter 3.
In the ion-acoustic regime we will suppose that the ions are very cool
and both electron species are very hot, i.e. we take cti ¿ V ¿ ctc, effec-




























Here the overall electron Debye length λDe is determined from λ−2De = λ
−2
Dc+














Dj . Associated with λDe, one may identify an effective
electron temperature Teff given through
ni0/Teff = nc0/Tc + nh0/Th, (2.53)
if Tj refers to the temperature of the corresponding electron species. The
expression then reduces to the usual c2ia = kBTeff/mi. The ion-acoustic
regime is further examined in Chapter 4.
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2.5.3 Solitary waves in dusty plasmas
Acoustic modes also occur in dusty plasmas, where charged dust grains are
present, besides the traditional electron and ion ingredients of standard plas-
mas. These modes can be essentially sustained by ion inertia and electron
pressure, when the charged dust is too sluggish to follow the waves and acts
as a neutralizing background, or else when the dust mainly provides the in-
ertia, and the electrons and ions together the thermal pressure. In the latter
case we find waves with very low frequencies, because the charged dust is
much heavier than protons and has typically very much smaller charge-to-
mass ratios than the plasma ions, even though the charges themselves can
be quite high in absolute value compared to ionic charges.
Using now the index d to denote the (negative) dust, (2.41) becomes
ω2pd
c2td − V 2
+
ω2pi
c2ti − V 2
+
ω2pe
c2te − V 2
> 0. (2.54)
Using the notation cda and cia to represent the dust-acoustic and ion-acoustic
wave speeds, respectively, the regimes compatible with this requirement are
cia < V < cte,
cda < V < cti, (2.55)
provided the usual ordering ctd < cti < cte exists.
In the ion-acoustic regime we will take the dust and the ions to be very
cool and the electrons very hot (cti ¿ V ¿ cte). The ion-acoustic velocity








This expression is also valid for ion-acoustic waves in bi-ion plasmas when
d stands for a second ion species. In the case of dust, the dust is usually
so sluggish that it can be treated as supercool and hence the ion-acoustic











Because the charged dust creates an imbalance between the electron and
ion densities, the ion-acoustic speed can differ quite a bit from what occurs
in a standard plasma. This dust-ion-acoustic regime is further explored in
Chapter 4.
In the dust-acoustic regime, one takes very cool dust and very hot ions


















Here the global plasma Debye length λD is determined from λ−2D = λ
−2
De +
λ−2Di . Dust-acoustic solitary waves are discussed in Chapter 5.
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2.6 Conclusions
We have given a unified treatment of nonlinear electrostatic solitary wave
structures in multispecies plasmas, based on the recently advocated fluid-
dynamic McKenzie approach. To be completely general, we have also in-
cluded possible beam species. McKenzie’s approach is not claimed to be
simpler than the traditional Sagdeev treatment, nor to yield fundamentally
different results, but the fluid-dynamic interpretation does, however, offer
far better and clearer insight in the limiting factors and existence conditions
for electrostatic solitons. It does so by advantageously using the Bernoulli
integrals per species and a global pressure invariant, and by focusing on
characteristic points like the species’ own sonic points and global charge
neutral points outside the undisturbed initial conditions.
The first condition for solitary waves to exist is that the linear waves
should be evanescent. This translates into a positive second derivative of
the structure function and leads to a lower Mach number limit. The second
condition is finding a root (the soliton amplitude) of the structure function
before a sonic point or a point of infinite compression or total rarefaction
is reached. A necessary but unfortunately not sufficient condition is the
presence of a charge neutral point outside the initial conditions, implying
that the plasma species cannot all be supersonic or subsonic. In the special
case of a structure function having a double root, one finds a double layer.
The determination of the amplitude of the solitary wave usually has to be
done numerically. The upper Mach number limit on the soliton existence
comes from encountering a sonic point, a point of infinite compression or
total rarefaction, or a double layer.
We have then started applying these general ideas to some typical soli-
tary waves such as ion-, electron- and dust-acoustic modes. For the ion-
acoustic solitons we have shown in all generality that these are always com-
pressive, a result obtained without recourse to simplifying assumptions like
cold ions or Boltzmann electrons. Solitary waves in two-electron tempera-
ture plasmas and dusty plasmas will be further studied in the next chapters.
At the end of this chapter we want to point out that while the fluid-
dynamic approach rightly emphasizes the importance of charge neutral and
sonic points in delineating the parameter range in which solitons can exist,
the method does not give a priori indications as to whether a species is
driven towards or away from its sonic point. For several simple plasma
configurations it turns out that there is always one of the (mobile) species
that is driven towards its sonic point, usually the heavier one, as in the ion-
acoustic modes in a simple hydrogen plasma we already discussed, where
the ions are driven towards their sonic point and determine the character
of the potential. However, in the next chapters we will encounter situations
in which one of the lighter species is driven towards its sonic point, or even
none of the (mobile) species is.
Chapter 3
Electron-acoustic solitons
In the description of (high-frequency) electron-acoustic solitons in a plasma
consisting of positive ions, cooler electrons and hotter electrons, the dy-
namics of the ions plays no essential role and can be eliminated from the
treatment, the ions merely providing a constant positive background. It
is widely believed that in such a plasma only potential dip solitary waves
can be generated (Mace et al., 1991; Dubouloz et al., 1991). In a potential
dip the cooler electrons are compressed and the hotter electrons rarefied,
both being driven towards their sonic points, the cooler ones from above,
the hotter ones from below. This transonic feature gives rise to the solitary
wave. However, we will show that the restriction to potential dip solitons is
due to the neglect of the inertia of the hotter electrons, implicitly or explic-
itly assumed by most authors. If hotter electron inertia is retained, there
exists a parameter range where potential hill solitary waves are formed,
with both electron species being driven away from their sonic points. This
has important consequences for the re-interpretation of several astrophysical
phenomena involving two-electron plasmas.
Electron-acoustic waves may exist in plasmas consisting of positive ions
and two distinct electron species, one cooler and one hotter, at high frequen-
cies (but below the plasma frequency) such that the ion dynamics plays no
essential role (Watanabe and Taniuti, 1977; Gary and Tokar, 1985). In such
plasmas, the cooler of the two electron components provides the inertial ef-
fects needed to sustain the wave, as the ions do in the usual description of
ion-acoustic waves. The criteria for the (linear) electron-acoustic wave not
being strongly Landau damped have been found (Gary and Tokar, 1985;
Mace and Hellberg, 1990) to be τ < 0.1 and f < 0.8. Here τ = Tc/Th < 1 is
the ratio of the cooler to hotter electron temperatures, and f = nc0/ni0 is
the fraction of the cooler electrons with equilibrium density nc0 in terms of
the total electron or ion equilibrium density ni0 = nc0 + nh0, nh0 being the
hotter electron equilibrium density.
Kinetic studies (Mace and Hellberg, 1990) have shown that a charac-
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teristic of the electron-acoustic mode is strong Landau damping at long
wavelength (k → 0) and that there is also a τ -dependent lower cut-off in
the fractional cooler electron density f that can sustain weakly-damped
electron-acoustic waves. For example, as τ is reduced from 0.1 to 0.01,
the lower limit on f goes from about 0.6 to about 0.07. Furthermore, the
presence of superthermal (accelerated) particles in the velocity distribution,
as represented by a kappa distribution, is found to lead to a considerable
increase in the lower limit on f , reducing the range of observable waves
(Mace et al., 1999). More information on kappa distributions can be found
in Appendix A.
Electron-acoustic waves have been invoked to explain certain space plasma
emissions at frequencies between the ion and the electron plasma frequen-
cies. (Mace and Hellberg, 1993b; Schriver et al., 2000; Singh and Lakhina,
2001) Solitary electron-acoustic structures have been studied, e.g. by Mace
et al. (1991); Dubouloz et al. (1991), but only potential dip solitary waves
have been predicted. Moreover, arguments have been presented showing
that weak electron-acoustic double layers cannot exist (Mace and Hellberg,
1993c).
On the other hand, space observations in several near-Earth environ-
ments reveal the presence of positive potential structures, travelling much
faster then the ion-acoustic speed, indicative of electron dynamics. They
have been found in the Earth’s magnetotail by the GEOTAIL satellite (Mat-
sumoto et al., 1994), in the polar magnetosphere by the POLAR mission
(Franz et al., 1998), and in the mid-altitude auroral zone by the FAST satel-
lite (Ergun et al., 1998). Examinations based on ion modes and on electron
modes have both been examined, and the electron mode interpretation is
shown to be more consistent with observations (Cattell et al., 1999). The
newer CLUSTER observations have essentially reinforced those conclusions
(Cattell et al., 2003; Pickett et al., 2003, 2004).
As a description in terms of solitary electron-acoustic waves seemed con-
tradictory, these observations have been ascribed (Krasovsky et al., 1997) to
localized electrostatic potential structures whose existence is sustained by
a trapped electron population, using the Bernstein-Greene-Kruskal (BGK)
technique.
However, an important step forward was taken when it was shown that
under certain conditions the introduction of an additional electron beam
into the system can lead to the existence of potential hill electron-acoustic
solitons, in what is then a three-electron component plasma (Berthomier et
al., 2000; Mace and Hellberg, 2001).
In this chapter, based on Cattaert et al. (2005b) and Verheest et al.
(2006a), we show that in a simple two-electron species plasma, even without
a beam, potential hill solitons and double layers are possible, if one does not
neglect hotter electron inertia.
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3.1 Soliton condition and structure function
We address the propagation of nonlinear electron-acoustic structures in a
plasma composed of cooler (j = c) and hotter (j = h) electrons, in the
presence of an almost immobile neutralizing ion background. In other words
the ions can be eliminated from the description because they are supercool
(cti ¿ 1 and µ = me/mi ¿ 1). No beam is present, i.e. vj0 = V .
For notational simplicity, we denote the hotter electron Mach number
by M2 = M2h < 1, so that the cooler electron Mach number is given by
M2c = M
2/τ > 1 where τ = M2h/M
2
c = Tc/Th < M
2 < 1. With the help of
the fractional densities f = nc0/ni0 and 1−f = nh0/ni0 the soliton condition
(2.39) reads
f
τ/M2 − 1 +
1− f
1/M2 − 1 > 0. (3.1)
This leads to allowed Mach numbers
f + (1− f)τ < M2 < 1, (3.2)
or, in equivalent terms, c2ea < V
2 < c2th, where the electron-acoustic velocity
cea is given by c2ea = c
2
th[f + (1− f)τ ].
Because we shall need to compare our subsequent results with those
of earlier papers in the literature, we remark here that for massless (or
Boltzmann) hotter electrons one usually neglects 1 compared to 1/M2 in
the denominator of the second fraction on the l.h.s. of (3.1). Consequently,
when one solves for the value of M2 which annuls the l.h.s. of (3.1) within
this approximation, the definition of the electron-acoustic velocity becomes
c2ea = c
2
th[f/(1− f) + τ ], as found in many papers dealing with this subject.
The allowable Mach number regime is then f/(1 − f) + τ < M2 ¿ 1, and
consistency of the approximation requires that τ ¿ 1 and f/(1 − f) ¿ 1,
hence f ¿ 1 and 1− f ' 1.
For further discussion we introduce dimensionless velocities uj = vj/V
and a dimensionless coordinate ξ = xωpe/V , where ωpe is the total electron




ph. We note that more





We thus express the energy and pressure functions in dimensionless vari-
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Adaptations for γj = 1 are easily made, as indicated in the previous chapter.
One then has to solve (numerically) for uc as a function of uh (or vice
versa) from the energy relation Ec = Eh and finally (numerically) study the
behaviour of the dimensionless global pressure function R = R/ni0mV 2,














To facilitate our exposition and get an idea of the existence domain of
solitons we shall in the following discussions consider τ = 0, which means
that we neglect the cooler electron thermal pressure, and hence for simplicity
can write γ = γh. In other words, the cooler electron species is treated as
effectively cold (i.e. very cool ctc → 0 or Mc → ∞), in the sense that
its enthalpy is neglected compared to its kinetic energy, and that its sonic
point has thus been shifted to zero. Furthermore, we note that this reduces
the expression for the electron-acoustic velocity to c2ea = fc
2
th, under the
assumption that τ ¿ f/(1− f).
Kinetic studies of the linear electron-acoustic wave (Mace and Hellberg,
1990) have shown that there is strong Landau damping unless τ < 0.1. The
step from there to τ → 0 simplifies the algebra, and is highly unlikely to
give rise to a significantly different physical behaviour.
For τ ' 0 the necessary soliton condition reduces to f < M2 < 1, and












While the soliton condition, M2 > f , imposes the lower limit on M2 for
solitons to exist, we shall see that the upper limit is often < 1, as the
maximum soliton amplitude is constrained by a sonic point or a double
layer.
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The global pressure function (3.4) is given by
R(uh) = f


































Clearly, a full evaluation of this function will require numerical work. But
before taking up that approach, it is useful to consider the small amplitude
approximation analytically, and to consider some broader general require-
ments that have to be satisfied by the arbitrary amplitude theory.
3.2 Weakly nonlinear solitons
For weakly nonlinear solitons R(uh) can be Taylor expanded around the









2(1−M2) (uh − 1)
2 +A(uh − 1)3, (3.7)
where
A =
6M6 − (10f + fγ + 2− 4γ)M4 + 3f(3− γ)M2 − 3f
6M2(1−M2)2 . (3.8)
In order to obtain a solution, both terms in the expansion must contribute










2(1− f)(uh − 1)
2 − 3− (γ + 4)f
6(1− f) (uh − 1)
3, (3.9)
which has a solitary wave solution
uh = 1 +
3fδ2










This is also the stationary solution of the corresponding KdV equation,
obtainable through reductive perturbation analysis.
The interpretation of the character of the solution is that above a critical
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potential hill solitary waves are possible, as reflected by the sign of the
denominator of the velocity perturbation uh − 1.
The reason why these have not been found previously is that one has
always neglected the hotter electron dynamical pressure. This amounts to
letting M2 ¿ 1, shifting the hotter electron sonic point towards infinity. It
follows that f ¿ 1 and hence fc is unattainable, except for unrealistically
high γ values.










(uh − 1)2 + γ + 1024 (uh − 1)
4, (3.12)
which does not allow soliton nor double layer solutions. Note that here
δ2 is of the order of (uh − 1)2. For near-critical cold electron densities
one has to retain all three terms in the expansion, which leads to small
amplitude solitons and double layers. The latter can also be obtained from
the corresponding mixed KdV-mKdV equation derived through reductive
perturbation analysis.
3.3 Large amplitude solitons
3.3.1 General aspects
For larger amplitudes the weakly nonlinear approach fails. We will first turn
to some general aspects. The existence domain for solitons in the parameter
space of M2 and f is defined by the soliton condition f < M2 and by
an upper limit on M2 for given f , derivable from a limit on the soliton
amplitude. This amplitude limit may be imposed by one of the sonic points
or a charge neutral point.
At the hotter electron sonic point uhs = M−2/(γ+1) where the hotter
electron flow is choked, the structure function R(uh) has an extremum and
(1/2)(duh/dξ)2 has an asymptote. At the cold electron sonic point ucs =
0, where the cold electron flow is choked, uc as a function of uh becomes
imaginary, and hence R(uh) and (1/2)(duh/dξ)2 turn complex. Going away
from the sonic points, we remark that when uh → 0, we have uc → ∞
as u(1−γ)/2h , R(uh) → ∞ as u−γh and (1/2)(duh/dξ)2 → 0 as uγh. However,
uh = 0 corresponds to infinite compression and is thus not a physically valid
soliton amplitude.
In general it is not possible to find an analytical expression for uhsc,
the hotter electron velocity corresponding to the cold electron sonic point.
However, it is possible to decide which sonic point is reached first in the
following manner. It is easily seen that ucsh, the cold electron velocity
corresponding to the hotter electron sonic point, can be evaluated from








As uc = 1 initially, it follows (for all f) that the cold electron sonic point
(ucs = 0) will be reached before the hotter electron sonic point, unless







A third possible limitation on the soliton amplitude arises from the pos-
sible existence of a double layer, as a limiting case of a set of solitons, before
one of the sonic points is reached.
3.3.2 Results for γ = 2
A detailed discussion of the process of evaluating the existence domain of
arbitrary amplitude solitons in the general case is postponed. Although no
special physical significance can be attached to γ = 2, we shall first consider
this case, as analytic results for large amplitudes are simpler and lead to
expressions that are easier to interpret, and hence can guide us for other
values of γ. This value was also used by McKenzie (2003) but unfortunately
he concentrated only on the zeros of dR/duh, the charge neutral points, and
not on the zeros of R, and, as is clear from the previous chapter, one needs to
consider both, and in particular the latter impose more stringent conditions
on the existence domain.
For the smallest cold electron densities f , soliton amplitudes are limited
by the cold electron sonic point. Indeed, from (3.14) we learn that M2A =
(2/3)3, and because of the soliton constraint f < M2, soliton amplitudes
will be restricted by the cold electron sonic point in the range 0 < f < fA,
where fA is the density where the sonic point limitations change from the
cold to the hotter electron species. Hence we define as point A that position
in the parameter space ofM2 and f at which the amplitude limitation passes
from the cold electron sonic point to the hotter electron sonic point. If we
now numerically investigate what happens in this range in f , the result is
shown in Figure 3.1 for a relative cold electron density value f = 0.1. When
M2 & f one has small amplitude solutions. For a given f < fA, the soliton
amplitude increases with growing M2, until the cold electron sonic point is
met from below. From higher values ofM2, no solitary waves can be formed.
We now try to investigate the upper limitation on M2 analytically.
Putting ucs = 0 into (3.5) yields M2 = 2(uh − 1)/u3h, and substituting
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Figure 3.1: Structure functions for γ = 2 and f = 0.1. For Mach numbers
just aboveM2 & 0.1, there are small amplitude potential dip solitons. They
grow with increasing Mach number and disappear when meeting the cold
electron sonic point limitation.














which is shown as OA in Figure 3.2. Points on the line OA itself are not
accessible because the cold electron flow is choked. It is seen that this
exists for 0 < f ≤ 1/9, and uh goes from 1 to 3/2, which corresponds to a
rarefaction of the hotter electrons and thus to an existence range of potential
dip solitons.
From A the hotter electron sonic point becomes the limiting factor for
the soliton amplitudes, until the double layer condition comes in at B. The
limiting behaviour of the hotter electron sonic point can be seen in Figure
3.3 for f = 0.2. Putting uhs =M−2/3 in R(uh) = 0 gives a relation between





M2(3M2/3 − 2)− 1
, (3.17)
which holds until a charge neutral point is met first, leading to a double
layer. Thus the bounding curve AB is plotted, as shown in Figure 3.2,
where B is obtained for f = 1− 1/√2 and M2 = 1/√8. Now uh decreases
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Figure 3.2: Graph of bounding curves for γ = 2. For a given f , allowed
M2 values giving solitary wave solutions lie above the diagonal line OE (the
soliton condition) and below the curve OABCDE. These are potential dips
in the OABC region and potential hills in the CDE region. On OA and
AB, respectively the cold and hot sonic point limitations are met, while
values of M2 on BCD yield double layers.
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Figure 3.3: Structure functions for γ = 2 and f = 0.2. For Mach numbers
just aboveM2 & 0.2, there are small amplitude potential dip solitons. They
grow with increasing Mach number and disappear when meeting the hot
electron sonic point limitation.
from 3/2 at point A to
√
2 at B, but we are still in the existence domain
of potential dip solitons. Points on AB itself are not admissible because
the hotter electron flow is choked. The only exception is the point B itself,
which gives rise to a soliton.
Pursuing our discussion of Figure 3.2, the curve BCD is obtained from
the double layer conditions R(uh) = 0 at a charge neutral point uhdl obeying
the charge neutrality relation f/uc + (1 − f)/uh = 1. The subscripts are
self-explanatory, and we have made use of mass conservation (2.3) to relate
densities to velocities. After some algebra, the double layer conditions then
yield uh = 1/2M2 combined with M2 = 1/4(1− f), so that uh = 2(1− f).
Hence uh decreases from
√
2 at B to 1 at C for f = 1/2, at which point
neither solitons nor double layers occur. This value of f corresponds to the
critical cold electron density, fc, (evaluated at γ = 2), where, as we have
seen, the weak nonlinear solutions also did not indicate solitons.
In the range bounded by BC we still have potential dip solitons, and
on BC itself potential dip double layers. This is illustrated in Figure 3.4
for f = 0.35. Note, however, that B itself corresponds to a soliton and C
does not yield valid solitary structure parameters. On CD we see that uh
decreases further from 1 at C to 1/2 at D for f = 3/4, and now the solitons
and double layers are of the potential hill type, as can be seen in Figure 3.5
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Figure 3.4: Structure functions for γ = 2 and f = 0.35. For Mach numbers
just above M2 & 0.35, there are small amplitude potential dip solitons.
They grow with increasing Mach number and disappear when meeting the
double layer limit.
for f = 0.7. Again, C and D themselves do not yield acceptable solutions.
From D to E the existence of solitons is not limited by sonic points
or charge neutral points, but solely by the condition that M2 < 1, thus
remaining below DE. However, at the associated high values of f (> 0.8),
the corresponding linear electron-acoustic waves are highly Landau damped
(Gary and Tokar, 1985; Mace and Hellberg, 1990), and the calculated soliton
range will thus in all probability not be of physical importance. Figure 3.6
illustrates this case for f = 0.85.
We can now summarize the picture for γ = 2. For 0 < f < fc, corre-
sponding to the parameter region forM2 between the diagonalM2 = f and
the bounding curve OABC, we see that uh > 1 and thus from (2.3) that
nh < nh0. The solitary waves thus correspond to a rarefaction in the hotter
(subsonic) electrons, a compression of the cold (supersonic) electrons and a
dip for the electrostatic potential, as can be seen from Figure 2.1. They are
small for M2 & f and become larger with increasing Mach numbers M2.
Over the range OA the soliton amplitude and Mach number are limited by
the cold electron sonic point, over AB by the hotter. As a limiting case one
obtains double layers of the same type for values ofM2 located on BC itself.
Beyond C, in the regime fc < f < 1, corresponding to the parameter
region for M2 between the diagonal M2 = f and the bounding curve CDE,
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Figure 3.5: Structure functions for γ = 2 and f = 0.7. For Mach numbers
just aboveM2 & 0.7, there are small amplitude potential hill solitons. They
grow with increasing Mach number and disappear when meeting the double
layer limit.










Figure 3.6: Structure functions for γ = 2 and f = 0.85. For Mach numbers
just aboveM2 & 0.85, there are small amplitude potential hill solitons. They
grow with increasing Mach number and are only limited by the condition
M2 < 1.
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the conclusions are reversed, with uh < 1 and nh > nh0. The solitary waves
now correspond to a compression of the hotter electrons, a rarefaction in
the cold electrons and a hill for the electrostatic potential. On CD there
are double layers of the same type that limit the soliton amplitude, and over
DE amplitudes are restricted by the requirement that M2 < 1.
To conclude this discussion, when we neglect the hotter electron kinetic
energy compared to their enthalpy (i.e. the hotter electrons are very hot,
M2 ¿ 1) we find ourselves in the lower left hand corner of the diagram
where the solitons are only of the potential dip type and there are no dou-
ble layers. This corroborates what transpired already from considering the
weakly nonlinear approximation.
3.3.3 Other values of γ
Now we try to find the existence domains for arbitrary γ. Besides the soliton
condition f < M2 < 1, there are three special curves limiting the soliton
amplitudes, i.e. limiting curves due to encountering the cold or the hotter
electron sonic points, or finding a double layer. Given the initial condition
uh = 1, we have to look for the root of R(uh) = 0 closest to that initial
value.
The cold electron sonic point limiting curve is found from ucs = 0, to-





and then substituting this value into (3.6) and solving for f gives
f =
γ(2uh − 1)(1− uγ−1h )− (γ − 1)uh(1− uγh)
uh
[
2γ(1− uγ−1h )− (γ − 1)(1− uγh)
] . (3.19)
Together these expressions yield a parametric representation of the cold
electron sonic point limiting curve. Referring to Figure 3.2, for uh = 1 this
curve starts at O, goes for increasing uh to the right until it reaches A, where
the hotter electron sonic point curve takes over.
The hotter electron sonic point limiting curve follows from bringing uhs =




















M2 = u1/(γ+1)h , (3.21)
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this yields a parameter representation for the hotter sonic point limiting
curve. We follow this curve from A to B, where the double layer condition
comes in. Other parts of the sonic point limiting curves, where they exist
outside OA and AB, give roots of R(uh) = 0 which lie beyond the root
closest to the initial condition uh = 1, and are thus not accessible from the
given initial values.
The double layer condition comes from the neutrality condition f/uc +
(1 − f)/uh = 1 together with R(uh) = 0. The former, using (3.5), leads to
M2 as a function of f and uh. Putting this into the latter gives a quadratic
equation in f , which has a trivial but unphysical solution f = 1. Factorizing




γ(1− 2uh)(1− uγ−1h ) + (γ − 1)uh(1− uγh)
]
γ(3uh − 1)(1− uγ−1h )− 2(γ − 1)uh(1− uγh)
. (3.22)




γ(1− uγ−1h )− (γ − 1)(1− uγh)
]2
γ(γ − 1)uγ−1h (1− uh)
[
γ(1− 3uh)(1− uγ−1h ) + 2(γ − 1)uh(1− uγh)
] .
(3.23)
These equations yield a parametric representation for the double layer curve,
corresponding to the part BCD of the bounding curves. Again, other parts
of the double layer condition correspond to roots inaccessible from the initial
conditions.
From all these possible limiting curves, keeping in mind that one has to
choose the solution of R(uh) = 0 nearest to uh = 1, one thus follows the
cold electron sonic point limiting curve from O, where uh = 1, for increasing
uh > 1 to A, where a maximum for uh is reached. Then the hotter electron
sonic limiting curve is followed from A, at decreasing uh, until B, whereafter
the double layer curve takes over. This goes from B for further decreasing
uh values over C, where again uh = 1, until a minimum for uh < 1 at D.
It should be noted that the point C, where uh = 1, occurs at the point
M2 = f = fc, the critical density obtained from equation (3.11). Finally,
the M2 = 1 curve goes from D for increasing uh towards E, where once
again uh = 1 and the soliton condition is met.
We now illustrate this complicated parametric representation of the
bounding curves for some special values. The corresponding existence dia-
gram for the adiabatic case γ = 3 is given in Figure 3.7. Comparing Figures
3.2 and 3.7 we note that the critical point, C, has shifted to fc = 3/7, with
corresponding shifts of the other special points.
Historically most interest has been shown in the isothermal case, γ = 1,
but as we have commented, that has usually been dealt with by neglecting
the inertial effects of the hotter electrons. As we have already seen, that
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Figure 3.7: Graph of bounding curves for γ = 3. Further discussion as in
Figure 3.2.
is a severe limitation, because it restricts the Mach numbers to very small
values, which only allow potential dip solutions. The expressions for general
γ can be adapted to γ = 1 by carefully applying the appropriate limiting
procedures. The resulting existence diagram is shown in Figure 3.8, with
the critical cold electron fractional density fc = 3/5.
At first sight it might appear that the logarithmic behaviour that arises
from the use of the isothermal assumption, γ = 1, would suggest that that
case is mathematically and physically significantly different from the general
polytropic case γ 6= 1. Thus it is particularly interesting to note that essen-
tially the same general results have been obtained for all values 1 ≤ γ ≤ 3.
Even though the particular aspects of these bounding curves vary with γ,
the overall behaviour is qualitatively similar, from adiabatic to isothermal
hotter electrons.
3.4 Conclusions
Guided by new insights that come from carefully taking the fluid-dynamic
constraints on the existence of electrostatic solitary structures into account,
we have shown that double layers and potential hill electron-acoustic solitary
waves can be formed in a two electron-temperature plasma, the latter for
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Figure 3.8: Graph of bounding curves for γ = 1. Further discussion as in
Figure 3.2.
cold electron fractions that are supercritical. The region in parameter space
where they are found has not been studied before, because previous work
[for instance, Mace et al. (1991); Mace and Hellberg (1993c); Dubouloz et al.
(1991) and papers cited therein] always assumed Boltzmann hotter electrons.
We should also point out that McKenzie (2003) found an exact analytical
solution for γ = 2 in this case.
We have given a detailed discussion of where the limitations in parameter
space originate from, in terms of the two sonic points and the charge neutral
points. In particular, for the smallest fractions of the cold electron density it
is the cold electron sonic point limitation which is encountered first. In the
following interval for f , the existence domain is bounded by the interference
of the hotter electron sonic point, until the limitations on the roots accessible
from the initial conditions are due to the occurrence of double layers. The
latter interval is characterized by solitary waves with potential dips for f <
fc and potential hills for f > fc. Finally, when double layers no longer occur,
it is the Mach number condition M2 < 1 which limits the solitary wave
amplitudes, but we are now in the large f regime where Landau damping
is important for the linear electron-acoustic waves. It should also be said
that, as the model breaks down for M2 ≥ 1, it is likely to lose validity for
M2 ≈ 1.
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Although we have only considered the limiting case τ → 0, there is no
reason to believe that finite τ would materially alter our significant results,
viz. the existence of positive potential solitons and of double layers in a
two-electron plasma for arbitrary values of the polytropic index γ.
Our work can have implications for the interpretation of observations
of positive potential structures (Matsumoto et al., 1994; Franz et al., 1998;
Ergun et al., 1998), for which up to now electron-acoustic solitons were
ruled out as an explanation because of the perceived wrong signature of the
electrostatic potential. However, analysis of the VLF wave measurements
with the FAST satellite (Strangeway et al., 1998) seem to indicate that the
hotter electrons are the dominant electron species in the auroral zone, which
would imply a subcritical cool fraction. In view of the scarcity of precise
data about the relative densities of the electron species (Dubouloz et al.,
1991), however, an unambiguous conclusion seems at present to elude us.
At one stage it was hoped that a careful analysis of more recent Cluster
data would help in this respect, but, disappointingly, it turns out that the
time resolution of these measurements is too slow for the (relatively) fast
electron-acoustic phenomena.
We also briefly mention that the model developed here can also be ap-
plied to the study of ion-acoustic like solitons and double layers in dusty
two-ion-temperature plasmas (Hellberg et al., 2006b), when the ordering
ctd ¿ cti ¿ V < cth ¿ cte applies. The superhot electrons, as well as
the supercold dust, do not contribute to the structure function, as both are
barely moving. The cooler ions are treated as very cool while the hotter
ions are just hot, much like the cooler and hotter electrons in two-electron-
temperature plasmas. However, because the ions are charged positive, there
is a change of sign in the potential, i.e. the interpretation in terms of poten-
tial hills and dips is reversed.




Ion-acoustic linear and nonlinear waves are sustained by ion inertia and
electron pressure. It is well known that the inclusion of a third species, be it
an additional electron species at a different temperature (McKenzie et al.,
2005a), a second ion species (McKenzie et al., 2004, 2005b) or dust, modifies
these ion-acoustic waves.
There has long been an interest in the study of ion-acoustic nonlinear
structures in two-electron temperature plasmas, of which we cite some early
work (Buti, 1980; Nishihara and Tajiri, 1981; Tajiri and Nishihara, 1985).
It is found that, depending on the physical circumstances, positive or neg-
ative potential ion-acoustic solitons, or both, can be sustained. In the case
of positive potential humps, the fluids are compressed, while potential dip
solitons are often called rarefactive because of the fluid behaviour.
Baboolal and co-workers carried out a number of numerical studies of
arbitrary amplitude solitons and double layers in plasmas with two electron
temperatures; these were reviewed by Hellberg et al. (1992). In partic-
ular, they presented a comprehensive parameter survey (Baboolal et al.,
1990), yielding cut-off criteria and existence domains for both rarefactive
and compressive ion-acoustic solitons in two-electron temperature plasmas.
They evaluated the Sagdeev pseudopotential to obtain limits on existence
in the parameter space defined by the normalized soliton potential φ and
the equilibrium cool electron density fraction f = nc0/ni0, with parametric
dependence on the (ion-acoustic) Mach number of the structure.
Assuming that both electron species were Boltzmann distributed, Ba-
boolal et al. (1990) found no positive double layers, but rarefactive double
layers formed a cut-off for rarefactive solitons at one end. Empirically they
identified a second apparent cut-off for values of (φ, f) for which the cool
electron density in the soliton vanishes. Interestingly, rarefactive solitons
were only found for a temperature ratio τ = Tc/Th less than ' 0.1, and the
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region in parameter space (φ, f) in which rarefactive solitons were observed
increased with decreasing τ .
In the following, we will study these ion-acoustic solitary waves in two-
electron-temperature plasmas using the fluid-dynamic paradigm, with em-
phasis on the different limiting potentials corresponding to total rarefaction
or infinite compression. We will also consider what happens for ion-acoustic
solitons in dusty plasmas (Bharuthram and Shukla, 1992; Shukla and Ma-
mun, 2003). The results in this chapter are based on Verheest et al. (2005)
and Verheest et al. (2006b).
4.1 Ion-acoustic solitons in a two-electron temper-
ature plasma
We look at a plasma consisting of positive ions (i) and a cooler (c) and hotter
(h) electron fluid. We assume the ordering cti ¿ V ¿ ctc < cth, meaning
the ions are very cool and both electron fluids are very hot. Then using
our general result (2.28), gives for the dimensionless ion-acoustic structure
function R = R/ni0miV 2,
R =
√
1− 2ψ − 1 + f
γcM2ic
{[








1 + (γh − 1)M2ihψ
]γh/(γh−1) − 1} . (4.1)
Here ψ = eϕ/miV 2 is the normalized potential, M2ij = M
2
jmi/me are the
ion-acoustic Mach numbers for the two electron species (j = c, h), f =
nc0/ni0 is the fractional density of the cooler electrons and 1− f = nh0/ni0
that of the hotter electrons. The coordinate x is normalized to ξ = xωpi/V .












ic = Tc/Th < 1, the soliton
conditon d2R/dψ2(0) > 0 yields
M2 >
1
f + (1− f)τ . (4.3)
This means the flow is superionacoustic, i.e. V > cia. The square of the
ion-acoustic speed is now written as c2ia = kBTc/mi[f + (1− f)τ ].
For γj > 1 there are three possible limiting values, one for the ions that
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and two on the negative potential side, associated with vanishing cold and
hotter electron densities, at
ψLc = − 1(γc − 1)M2 , ψLh = −
1
(γh − 1)τM2 . (4.5)
4.2 Reduced structure function
We will first examine what happens in the limit τ → 0. Hence we assume
that the hotter electrons are superhot (M2ih ¿ 1). Hereby we should note
that for large amplitudes the linear approximation in τψ must fail. There-
fore, if we want to study large negative amplitudes, γ = γc can not be too
close to 1 because then ψ is not limited on the negative side. Note that the
value of γh is not important in the present discussion. Also, because the
cold electrons now are the only subsonic species, a strict inequality f > 0
should hold, i.e. the superhot assumption is not justified in the limit f → 0.
Under these assumptions the structure function reduces to
R =
√





1 + (γ − 1)M2ψ]γ/(γ−1) − 1} . (4.6)
The different terms in its first derivative,
dR
dψ
= − (1− 2ψ)−1/2 + 1− f + f [1 + (γ − 1)M2ψ]1/(γ−1) , (4.7)
represent the ion, superhot electron and cooler electron charge densities
respectively. The ions become infinitely compressed at ψ = 1/2 and the
cooler electron density vanishes at ψL = ψLc = −1/(γ − 1)M2. Hence, the




= −(1− 2ψ)−3/2 + fM2 [1 + (γ − 1)M2ψ](2−γ)/(γ−1) , (4.8)





4.2.1 Small amplitude expansion





(2− γ)fM4 − 3
6
ψ3. (4.10)
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This leads to a stationary KdV equation with solution
ψ =
3δ2













below which small amplitude negative potential solitons occur. This critical
fraction increases from fcrit = 0 for γ = 2 to fcrit = 1/3 for γ = 1. At the




ψ2 − 1 + γ
8(2− γ)ψ
4, (4.14)
with now δ2 of the order of ψ2. The corresponding stationary mKdV equa-






For near-critical fractions, a mixed KdV-mKdV equation obtains, which has
also weak solitary solutions of both types, but does not allow for weak double
layers.
4.2.2 Large amplitude theory
By inspection of the graphs of the different terms in d2R/dψ2, we learn
that it always has one zero in the positive domain, and another zero in the
negative domain if γ < 2, but not for γ ≥ 2. For the first derivative, we
know that in the origin dR/dψ(0) = 0, it goes through that value with a
positive slope and reaches dR/dψ(1/2) = −∞. The function R itself has a
double zero for ψ = 0, and is positive in the neighborhood of that value.
First consider γ ≥ 2. In that case d2R/dψ2 has one zero, in the positive
ψ domain. Then dR/dψ has two zeros, one for ψ = 0 and one in the positive
ψ domain. No charge neutral points, and hence no solitons, are possible on
the negative side. There can be a third zero of R, and hence a soliton, on
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This is then a sufficient condition and at the same time will give an upper
limit on the allowable Mach numbers, which we will explicitly determine
later for specific values of γ.
If 1 < γ < 2, d2R/dψ2 has two two roots, and applying Rolle’s theorem
in reverse order, dR/dψ can have at most 3 and R at most 4 roots, two for
ψ = 0 and possibly a single root in the positive domain and a single root in
the negative domain. No double layers are possible. On the positive side,
nothing changes. What happens on the negative ψ side? The part of R




1− 2ψ − 1 + (1− f)ψ, (4.17)
is simple to discuss. It has a single positive maximum,
RA(ψ0) =
f2
2(1− f) > 0 (4.18)
for
ψ0 = − f(2− f)2(1− f)2 < 0, (4.19)
where the ion and superhot electron charge densities balance each other. If






(ψL) > 0, (4.20)
since RA is still increasing for ψL < ψ0. Because dR/dψ has to go through 0
with a positive slope, there must be a (negative) local minimum between ψL
and 0, and hence a single negative root in that interval. The latter is then
the third possible root for dR/dψ, which can not have more than 3 roots,
and always has one root in 0 and a positive one. The single negative root
exists until ψL = ψ0 is reached, in which case the negative root is already
encountered in ψL, at the limit of the acceptable domain. In the range
ψ0 < ψL there is no longer a negative root and dR/dψ has only two roots,




(γ − 1)f(2− f) . (4.21)
But this is only a necessary and not a sufficient condition for a negative
potential soliton to occur. The sufficient condition comes from R(ψL) < 0,
which can be rewritten as√
1 +
2





(γ − 1)M2 , (4.22)




2fγ(γ − 1) . (4.23)
In addition, the soliton conditionM2 > 1/f needs to be satisfied. Combining
these two conditions, one finds a maximum value for f given by
flim = γ −
√
2γ(γ − 1). (4.24)
This limiting fraction increases from flim = 0 for γ = 2 to flim = 1 for γ = 1,
although for the latter value our reduced formalism is not valid. It follows
immediately that also large amplitude negative potential solitons can only
be found for γ < 2. Note, moreover, that fcrit < flim.
4.2.3 Special values of γ
Although no special physical meaning can be attached to values of γ for
which γ/(γ−1) is an integer, an analytic discussion becomes possible through-
out, and hence these values at least give some insight into the soliton con-
straints that otherwise can only follow from numerical work. We start with
γ = 2, for which value we have already seen that only compressive soli-
tons are possible. Substituting in (4.16), and combining with the soliton







which imposes no further restrictions on f .
Next we study γ = 3/2. For the positive solitons, substitution in (4.16)
and using the soliton condition, the admissible Mach numbers are found to
be in the range
1
f








which in turns limits the fractional cooler electron density to the range
1
36
< f < 1. (4.27)
This shows that positive potential ion-acoustic solitons cannot occur if the
cold electron fraction is less then a certain limiting fraction (about 3% for
γe = 3/2).
More interesting, but more stringent, are the requirements for a negative
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Figure 4.1: Existence domains of negative and positive potential modified
ion-acoustic solitons in the parameter space of f andM for γ = 3/2. Positive
potential solitons exist between the soliton condition and nc = ∞ curves.
Negative potential solitons exist between the soliton condition and nh = 0
curves. Both type of solitons can be found in the small, dark grey sliver in
parameter space where the two regions overlap. Note that the graph extends
to 0.5 < f < 1, but we have not shown that part for clarity.
This limits the fractional cooler electron density to








Although, in theory, these negative solitons exist at all f < flim, the Mach
numbers become infinitely large as f → 0. So here too, total cold electron
depletion is not a realistic option, as we already mentioned.
The existence domains for positive and negative potential modified ion-
acoustic solitons have been plotted in Figure 4.1, in the parameter space of
f and M . Positive potential solitons exist in the region given by (4.26), and
negative potential solitons in the region given by (4.28). Both type of solitons
can be found in the small (dark grey) sliver in parameter space where the two
regions overlap, for a relative electron density satisfying 0.03 ≤ f ≤ 0.27,
the bounds given by (4.27) and (4.29). We should emphasize that in the
region where both types of solitons occur, only one is small in the limit
M2 → 1/f , the other one remaining of large amplitude. At the critical
fraction fcrit = 1/6, the small amplitude solution changes character.
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and we emphasize again that this reduced structure function is not appro-
priate for large negative values of ψ. However on the positive side we are
safe. Again recognizing that d2R/dψ2 has one zero in the positive domain,














For normal ion-acoustic solitons in the absence of a second electron species,
i.e. when f = 1, this condition reduces to exp(M2/2) < 1 +M2 leading to
the well-known Mach number limitation 1 < M < 1.58.
4.3 Temperature effects
We now recall the full structure function
R =
√
1− 2ψ − 1 + f
γM2
{[





1 + (γ − 1)τM2ψ]γ/(γ−1) − 1} . (4.32)




= − (1− 2ψ)−1/2 + f [1 + (γ − 1)M2ψ]1/(γ−1)
+(1− f) [1 + (γ − 1)τM2ψ]1/(γ−1) ,
d2R
dψ2
= −(1− 2ψ)−3/2 + fM2 [1 + (γ − 1)M2ψ](2−γ)/(γ−1)
+(1− f)τM2 [1 + (γ − 1)τM2ψ](2−γ)/(γ−1) ,
d3R
dψ3
= −3(1− 2ψ)−3/2 + (2− γ)fM4 [1 + (γ − 1)M2ψ](3−2γ)/(γ−1)




+(3− 2γ)(2− γ)fM6 [1 + (γ − 1)M2ψ](4−3γ)/(γ−1)
+(3− 2γ)(2− γ)(1− f)τ3M6 [1 + (γ − 1)τM2ψ](4−3γ)/(γ−1) .
(4.33)
Note that the first derivative again is dR/dψ(0) = 0 in the origin, goes
through that value with a positive slope and reaches dR/dψ(1/2) = −∞.
This means that dR/dψ has an unpair number of zeros in the positive do-
main.
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If γ ≥ 2, one sees that d3R/dψ3 < 0 everywhere. Then R has at most
three zeros, a double zero in the origin and possibly one in the positive
domain. Only positive potential solutions are possible. The condition for



























f + (1− f)τ , (4.35)
which combined with the soliton condition (4.3) does not impose further
restrictions.
For 3/2 ≤ γ < 2, one has d4R/dψ4 < 0 everywhere. This implies that
R has at most four zeros, a double root at the origin, and possibly one
on the positive and one on the negative side. Hence positive and negative
potential solitons are possible, but no double layers. The condition for
positive potential solitons to occur is unchanged. On the negative side, the
cooler electron lid is reached first. Solitons are found for R(ψL) < 0 which
may be written as √
1 +
2















This limits the allowed cooler electron Mach numbers M to
M2 <
A2(γ − 1)
2[1−A(γ − 1)] . (4.38)
The typical example for this situation is γ = 3/2, which is already quite
complicated, and we will not work it out.
No prizes are given for guessing that in the range 4/3 ≤ γ < 3/2, the
sign of d5R/dψ5 is everywhere negative, leading to the conclusion that R
can at most have 5 roots, two of which are always located in the origin.
Now, however, it is conceivable that there are two strictly negative or even
two (or three) positive roots that can, given enough fine tuning, coalesce
to yield a double layer of the corresponding signature. A further, mostly
numerical, study of solitons and double layers in two-electron-temperature
plasma has been undertaken (Verheest et al., 2006b). The results indicate
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that in addition to negative potential solitons for γ < 2, double layers indeed
become possible for γ < 3/2. As already discussed in the introduction,


















However they found only negative double layers, while we report also positive
ones (Verheest et al., 2006b).
4.4 Ion-acoustic solitons in dusty plasmas
In the ion-acoustic regime in a dusty plasma, sometimes called the dust-ion-
acoustic regime, the electrons are subsonic and both the ions and the dust
are supersonic, corresponding to the ordering ctd < cti ¿ V ¿ cte, using the
indices e for the electrons, i for the (positive) ions and d for the (negative
and massive) dust. We also introduce Zd = −qd/e, the charge on the dust
grains in absolute value. The dimensionless ion-acoustic structure function









1− 2ψ − 1 + 1− f
Z
{√
1 + 2ψZ − 1
}
. (4.40)
Here ψ = eϕ/miV 2 is the normalized electrostatic potential, f = ne0/ni0
is the fractional electron density, M2ie =M
2
emi/me is the ion-electron Mach
number squared, i.e. the square of the ion-acoustic Mach number in an
equivalent electron-ion plasma, and Z = Zdmi/md is the dust charge-per-
mass ratio normalized to that of the ions. As the free electrons are the only
subsonic species, a strict inequality f > 0 should hold.
As the dust is very massive, one has Z ¿ 1, and we will expand the
square root containing Z up to first order, an assumption which is fully
justified for the usual range of massive dust grains, provided 2|ψ|Z ¿ 1, to










1− 2ψ − 1 + (1− f)ψ, (4.41)
which is exactly equivalent to (4.6), hence we can take over all the results
from that section.
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The simplification fails on the negative side if γe is close to 1 as then












1− 2ψ − 11− f
Z
{√
1 + 2ψZ − 1
}
. (4.42)
Because the electron density is proportional to exp(M2ieψ), it gently decays
away to 0, which is only reached in the limit ψ → −∞. However, when ψ
is sufficiently negative, a new limiting potential appears, viz. one associated
with the infinite compression of the dust density. Calling this value ψLd =
























1 + 1/Z ' 1/√Z ¿ 1/Z at very small Z, we see that the dominant
contributions to R(ψLd) come from the terms 1/
√
Z − (1 − f)/Z. Hence
(4.43) is essentially fulfilled without further restrictions on f or M2ie, other
than the soliton condition, provided
√
Z < 1− f .
We conclude that if some negative dust is present in a plasma which
also contains isothermal electrons, rarefactive (negative potential) dust-
modified ion-acoustic solitons can exist without conditions on f orMie being
too stringent. Although the possibility of having negative potential dust-
modified ion-acoustic solitons has been mentioned previously (Bharuthram
and Shukla, 1992; Shukla and Mamun, 2003), the existence conditions and
parameter limitations were either not discussed at all (Bharuthram and
Shukla, 1992) or only given for weakly nonlinear solitons (Shukla and Ma-
mun, 2003). In the latter case one found the critical value of f = 1/3 below
which small amplitude negative potential solutions occur (as in Subsection
4.2.1). This parameter range is far too restrictive, compared to that ob-
tained from the full treatment presented here, and could equally well have
been derived from a reductive perturbation treatment. Using a model in
which the dust is stationary (Bharuthram and Shukla, 1992), and hence ig-
noring the infinite dust compressions, leads to unrealistically large solitons,
invalidating the neglect of the dust dynamics. Without dust dynamics, the
only effect of the presence of dust that was considered was the reduction in
the free electron density. Although Bharuthram and Shukla (1992) also con-
sidered the case of moving dust for isolated parameter values, they did not
draw the conclusion that their results in that calculation actually invalidated
the model of stationary dust used in the first half of their paper.
4.5 Conclusions
We have given a careful study of the conditions under which positive and
negative ion-acoustic solitons and double layers in two-electron-temperature
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plasmas can exist. We have found that negative potential solitons can exist
for γ < 2, while these are not possible in a normal electron-ion plasma
without a third species. Moreover, double layers are possible when γ <
3/2. When the hotter electrons are assumed to be superhot, double layers
cease to exist. However, we repeat that this approximation is not consistent
whenever γ ' 1.
We then also studied ion-acoustic modes in dusty plasmas. As the dust
is very massive, it can be safely assumed to be supercold (unless γe ' 1).
The resulting model is fully equivalent to the superhot hotter electron model
in two-electron-temperature plasmas. For γe = 1 a separate discussion has
been given.
We briefly mention that the model developed in this chapter has a third
possible application. It an be used to describe dust-acoustic solitons in a
dusty two-ion temperature plasma (Hellberg et al., 2006b) when the order-
ing ctd ¿ V ¿ ctc ¿ cth, cte applies, i.e. when we take very cold dust, very
hot cooler ions and superhot hotter ions and electrons. There is, however,




In dusty plasmas the presence of the very heavy dust introduces a new very
low frequency wave called the dust-acoustic wave that has been theoretically
(Rao et al., 1990) and experimentally (Barkan et al., 1995) widely studied.
In the dust-acoustic wave the dust provides the intertia and the ions and
electrons the pressure. Nonlinear dust-acoustic solitons have been widely
studied in the literature (Rao et al., 1990; Shukla, 1992; Verheest, 1992; Mace
and Hellberg, 1993a; Lakshmi and Bharuthram, 1994; Mamun et al., 1996;
Ma and Liu, 1997; Malik et al., 1998; Mamun, 1999; Shukla and Resendes,
2000; McKenzie, 2002b; Shukla and Mamun, 2003). We will now reconsider
these nonlinear structures using the fluid-dynamic paradigm. We derive
existence domains in the parameter space of the electron fraction f and
the appropriate (dust-acoustic) Mach number. This chapter is based on
Verheest et al. (2005).
5.1 Basic model
In the dust-acoustic regime we need both the ions and the electrons to be
subsonic and the (negative) dust supersonic, corresponding to the ordering
ctd ¿ V ¿ cti, cte, and then (2.28) gives for the dimensionless structure
function R = R/nd0mdV 2 that
R =
√











1− (γi − 1)M2diψ
]γi/(γi−1) − 1} . (5.1)





i md/miZd are the squares of the dust-electron
and dust-ion Mach numbers, respectively. As in the description of the dust-
ion-acoustic wave in Chapter 4, f = ne0/ni0 is the fractional electron density.
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Because the dust is now the only supersonic species, we cannot let its density
vanish, which implies a strict inequality f < 1.













This means the flow has to be superdustacoustic, i.e. V > cda where we now
write the dust-acoustic speed squared as c2da = kBTi(1− f)/md(1 + fτ).
For γj > 1 there are three possible limiting values for ψ, one for the ions
on the positive potential side,
ψLi =
1
(γi − 1)M2 , (5.3)
and two on the negative potential side, associated with either the electrons
or the dust,




Note that now in principle τ is not limited to small values, indeed not
even cti < cte is necessary. However, in view of the fact that Ti is often much
smaller than Te, we will sometimes use the approximation that τ ¿ 1, for
analytical expediency.
5.2 The limit τ → 0
In this case the structure function reduces to
R =
√






1− (γ − 1)M2ψ]γ/(γ−1) − 1} . (5.5)
The different terms in its first derivative,
dR
dψ






1− (γ − 1)M2ψ]1/(γ−1) , (5.6)
represent the dust, ion and electron charge densities respectively. The dust
becomes infinitely compressed at ψ = −1/2 and the ion density vanishes
at ψLi = 1/(γ − 1)M2. Hence, the discussion of R is limited to the range







1− (γ − 1)M2ψ](2−γ)/(γ−1) − (1 + 2ψ)−3/2, (5.7)
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and the soliton condition is
M2 > 1− f. (5.8)
By inspection of the graphs of the different terms in d2R/dψ2, we learn
that it always has one zero in the negative domain, and another zero in the
positive domain if γ < 2. For the first derivative, we have dR/dψ(−1/2) =











1− f > 0. (5.9)
All this means that dR/dψ has a zero in the negative domain but none in
the positive domain. Positive potential solutions are not possible, as no
charge neutral point can ever be reached on the positive side. A single root
for R in the negative domain, and hence a negative potential soliton, occurs















This can be worked out for special values of γ, and leads to upper limits
such as M2 < 4(1− f) for γ = 2.
5.3 The case γi = γe = 2
We now study what happens for general values of τ in the analytically simple
case γe = γi = 2. The structure equation (5.1) is now
R(ψ) =
√
1 + 2ψ − 1− ψ + 1 + fτ
2(1− f)M
2ψ2. (5.11)
It is immediately clear that the second derivative d2R/dψ2 has only one
zero, in the negative domain. No positive potential solitons can be formed.
On the negative potential side there are limits from total dust compression
at ψLd = −1/2 and from total electron rarefaction at ψLe = −1/M2τ . A
negative potential soliton is formed if R(ψL) < 0 where ψL = max{ψLd, ψLe}
is the limiting potential that is reached first.
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Figure 5.1: Existence domains of negative potential dust-acoustic solitons
in the parameter space of f and M2 for γe = γi = 2 and τ = 5. Solitons
occur in the shaded regions, and their existence is limited by total dust
compression in the light grey region and by total electron rarefaction in
the dark grey region. The horizontal line separates the dust and electron
limitation regions.
In the parameter space of f and M2 this kind of soliton occurs in a region
limited from below by (5.2) and from above by (5.13), for f > (2τ − 1)/3τ .
For (τ−2)/3τ < f < (2τ−1)/3τ , they exist for parameters squeezed between
(5.2) and M2 < 2/τ . There are no solitons of this type for f < (τ − 2)/3τ .
If, however, M2 > 2/τ , ψLe is reached first and solitons occur if
R(ψLe) =





− 1 < 0. (5.14)
This condition cannot be fulfilled for f > (2τ − 1)/3τ , while for f < (2τ −
1)/3τ , the condition reads
M2 <
[1 + (2− f)τ ]2
4(1− f)(1 + fτ)τ2 . (5.15)
Hence for this type of soliton the existence range for (τ − 2)/3τ < f <
(2τ − 1)/3τ is squeezed between M2 > 2/τ and (5.15). For f < (τ − 2)/3τ ,
the lower limit on M2 comes from (5.2) and the upper limit from (5.15).
Summarizing, negative potential solitons occur in a region limited from
below by (5.2) and from above by (5.13) for f > (2τ − 1)/3τ and by (5.15)
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Figure 5.2: Same as in Figure 5.1 for τ = 1. The region (at small f values
in Figure 5.1) where only the electron limitation plays a role is no longer
there.
for f < (2τ − 1)/3τ . Crossing the line M2 = 2/τ changes the species that
limits the soliton existence, but does not represent a discontinuous change.
Examples have been plotted in Figures 5.1–5.3, for τ values of 5, 1 and 0.2,
respectively. It is to be remarked that at τ = 2 and τ = 0.5 some of the
critical f values disappear, and for the smallest τ values only the dust limits
the soliton existence.
5.4 Boltzmann distributions



















It is clear that also in this case positive potential solitons cannot occur, as,
for ψ > 0, the electron and dust contributions can never be matched by the
ion contribution, and thus one cannot find a positive value of ψ for which
R(ψ) < 0.
As the electron and ion densities vary exponentially, they do not have
limits at finite potential values. Thus, we need consider only negative po-
tential solitons, for which the dust provides the limiting potential, which
70 CHAPTER 5. DUST-ACOUSTIC SOLITONS









Figure 5.3: Same as in Figure 5.1 for τ = 0.2. Now also the middle region,

















− 1 < (1− f)M2. (5.17)
It can be checked that (5.17) corresponds to earlier results for dust-acoustic
solitons in the usual description where the hotter species are described by
Boltzmann distributions from the outset (Mamun, 1999).
5.5 Conclusions
In the dust-acoustic domain, negative potential solitons have traditionally
been found in dusty plasmas with negative dust. For these structures, the
compression is in the ions and the dust, whereas the electrons are rar-
efied. Our analysis confirms that broad picture, even for non-Boltzmann
distributed ions and electrons, where in the latter case we have discovered
that the electron density, too, can be a limiting factor for the existence
domain of such solitons. For Boltzmann electrons only an infinite dust com-
pression limits the soliton amplitudes and corresponding Mach numbers.
Finally, if we would have positive dust instead of negative dust, the dust-
acoustic structures would have positive potentials. However, normally the





Molecular clouds are self-gravitating fluids that support many different waves,
some of which have been invoked to explain the observed cloud structure.
These clouds are not only interesting objects in themselves, but they also
contain a sizeable fraction of the gas in a galaxy and are regions of star for-
mation. Molecular clouds contain highly nonlinear structures, clumps and
filaments, and explanations have been sought in terms of solitons.
Attention has gradually shifted in recent years from linear mode studies
and instability criteria, based on intricate modelling or on the simpler Jeans
approach, to nonlinear stationary waves and solitons (Liang, 1979; Adams
and Fatuzzo, 1993; Adams et al., 1993, 1994). It has been found that the
intrinsic nonlinearity of the hydrodynamic equations, used to describe self-
gravitating fluids, can be balanced by the dispersiveness of self-gravity to
allow for nonbreaking structures. However, these gravity-induced large am-
plitude periodic waves do not admit a solitary wave limit, i.e. there is no
gravity-induced soliton. This conclusion has been reached for fluids with a
general barotropic pressure law of the form p = p(ρ) (Adams et al., 1994),
where p represents the pressure and ρ the mass density.
When magnetic field effects were included, solitary waves have been
shown to exist in molecular clouds which are weakly ionized (Adams and
Fatuzzo, 1993; Adams et al., 1994). In this model, most of the mass is as-
sumed to reside in the neutral component but only the ionized component
can be directly coupled to the magnetic field. The neutral component is
influenced indirectly through ion-neutral collisions.
We should also mention that envelope solitons governed by the nonlinear
Schro¨dinger equation have been found when studying the nonlinear ampli-
tude modulation of linear acoustic modes (Kates, 1986; Kates and Kaup,
1988; Ono and Nakata, 1994; Fujiwara and Soda, 1996). However, these are
not stationary structures and are thus not relevant to the present discussion,
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where we want to investigate the possibility that truly solitary waves can
occur in (neutral) self-gravitating fluids.
We here explore the possibility that several neutral species with differ-
ent thermal speeds coexist. For example, this could be a molecular cloud
consisting of a hydrogen gas and a dust component or a mixture of normal
matter and dark matter, as suggested by Kates and Kaup (1988). We show
that this can lead to soliton formation, both of potential hill and potential
dip type, provided there are at least two different species. Our discussion is
based on Cattaert and Verheest (2005b).
We will first adapt our multifluid fluid-dynamic paradigm of Chapter
2 for self-gravitating systems. For the case with two neutral species, one
very cool and one hotter, we will explicitly study the existence domains in
the parameter space of the hotter species Mach number M and cold species
fractional mass density f . The structure function for this problem is the
same as the one we encountered in the study of electron-acoustic solitons
in Chapter 3. Due to the sign of the potential, however, the physically
interesting regions of parameter space and the conclusions these entail are
radically different, as we will see.
6.1 Multispecies theory revisited
6.1.1 Unmagnetized self-gravitating plasma
We consider a self-gravitating plasma consisting of several species j, to
be specified later. Typical applications include dusty plasmas when the
dust self-gravitational forces are non-negligible compared to the electrostatic
forces. We study stationary progressive waves of the form f(x+ V t) in the
wave frame. We take all species to be at rest in an inertial frame, so in
the wave frame they stream along the x axis with a reference speed V at
x = −∞.







































(nj − nj0)mj (6.2)
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Here nj , vj and pj refer to the number density, fluid velocity and pressure,
respectively, of each plasma species with charge qj and mass mj , while φ
is the electrostatic and ϕ the self-gravitational potential. Again polytropic
pressures pj ∝ nγjj are assumed. Note that we have subtracted the con-
tribution from the background (equilibrium) mass density ρ0 =
∑
j nj0mj .
This approach (Jeans, 1928) has not only been found useful from a physical
point of view (Binney and Tremaine, 1987; Trigger et al., 2004) in giving
the right order of magnitude for the dimensions of gravitationally (un)stable
mass clouds, but has recently also been justified mathematically (Kiessling,
2003).
Again the continuity equations can be integrated and the same mass
conservation equation (2.3) obtains. Integration of the equations of motion
yields a Bernoulli type integral,
Ej(vj) = − qj
mj
φ− ϕ. (6.3)
Remark that this Bernoulli integral system now has two independent vari-
ables.
We can also multiply the equations of motion by njmj , sum over all
species, use mass conservation (2.3) and the Poisson equations (6.2) and

















where we have made use of equilibrium charge neutrality. Note that the
other form of the structure function R, containing only the pressure func-
tions Pj rather than the pressure-Bernoulli difference functions Pj − Ej , is
no longer valid, as (2.10) no longer holds. We would like to interpret (6.4) as
an energy integral of an equivalent two-dimensional motion. Unfortunately,
the kinetic energy cannot be made positive definite because of the different
signs of the kinetic energy contributions.
6.1.2 Self-gravitating neutral gas
When self-gravity is neglected compared to electrostatic forces, i.e. ϕ = 0,
one is led back to Chapter 2. On the other hand when the self-gravitating
system is neutral (qj = 0), one has φ = 0. Also one now only needs mass
densities ρj = njmj , which simplifies some expressions. The Bernoulli inte-
grals now reduce to Ej = −ϕ, which again allows one to express all quantities
as a function of only one independent variable. The total pressure invariant
is
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The extrema of R are the mass neutral points, defined by ∑j ρj = ρ0.












The second condition for a solitary pulse to exist again comes from find-
ing the maximum (in a potential hill) or minimum (in a potential dip) ϕm
of the pulse, where dϕm/dx = 0, i.e. finding a root for the nonlinear disper-
sion relation R(ϕm) = 0. Since the roots of a function are intertwined with
the roots of its derivative, there should be at least one value for ϕ between
ϕ = 0 and ϕm where dR/dϕ = 0, i.e. a mass neutral point, where R reaches
a local minimum.
We learn from the behaviour of the Bernoulli relations that in a potential
hill (ϕ > 0) all species are driven towards their sonic points. For supersonic,
cooler species (withMj < 1) this means deceleration (vj < V ) and compres-
sion, whereas for subsonic, hotter positive species (with Mj < 1) we have
acceleration (vj > V ) and rarefaction. In a potential dip (ϕ < 0), the con-
clusions are reversed and all species are driven away from their sonic point.
We refer to Figure 2.1 where now the labels should read ϕ > 0 and ϕ < 0
instead of qjφ > 0 and qjφ < 0. Again, if all species are either subsonic
or supersonic, a mass neutral point cannot be reached. Hence one needs at
least two species, one subsonic and one supersonic.
6.2 One cold and one hotter species
6.2.1 Soliton condition and structure function
We now look at a neutral cloud consisting of a cooler species (j = c) and
a hotter species (j = h). For notational simplicity we denote the hotter







th, such that the cooler species Mach number is given by
M2c = M
2/τ > 1. With the help of the fractional densities f = ρc0/ρ0 and
1− f = ρh0/ρ0 the soliton condition (2.39) reads
f
τ/M2 − 1 +
1− f
1/M2 − 1 < 0. (6.8)
This leads to allowed Mach numbers
τ < M2 < f + (1− f)τ (6.9)
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or, in equivalent terms, c2tc < V
2 < fc2th + (1 − f)c2tc. As for the electron-
acoustic solitons in Chapter 3, we will only study the case τ = 0, i.e. the
cooler species is assumed to be effectively cold, and write for simplicity
γ = γh. The necessary soliton condition then reduces to 0 < M2 < f .
Furthermore, we introduce dimensionless velocities uj = vj/V and a
dimensionless coordinate ξ = xωJ/V , where ωJ is the total Jeans frequency
defined through ω2J = 4piGρ0. For later use we generally define the species’
Jeans frequencies in a self-gravitating plasma by ω2Jj = 4piGnj0mj . The




Jj . We again
express the energy and pressure functions in dimensionless variables, and
finally define the dimensionless global pressure function R = R/ρ0V 2.
The resulting expression for R(uh), namely
R(uh) = f
















































now has a minus sign.
6.2.2 Small amplitude expansion
Further analytical progress can be made for weakly nonlinear solitons, for










2(1−M2) (uh − 1)
2 −A(uh − 1)3, (6.12)
where A has been defined in (3.8). In order to obtain a solution, both terms
in the expansion must contribute equally, hence we take M2 = f(1 − δ2),









2(1− f)(uh − 1)
2 +
3− (γ + 4)f
6(1− f) (uh − 1)
3, (6.13)














Figure 6.1: Hot sonic point bounding curve GE for γ = 2. There are poten-
tial dips in the whole triangle OEF , only limited by the soliton condition.
Moreover, potential hills occur in the region EGE, bounded by encountering
the hot sonic point limitation.
which has the stationary KdV soliton solution
uh = 1− 3fδ
2










Again there is a critical fraction fc = 3/(γ + 4), at which the solitary wave
changes character from hill to dip.










(uh − 1)2 − γ + 1024 (uh − 1)
4, (6.15)
which allows stationary mKdV soliton solutions
uh = 1± 6δ
√
1










of both kinds. For near critical cold fractions, one has to retain all three
terms in the expansion. This leads to a mixed KdV-mKdV equation which
also has weak solitary wave solutions of both types. Remark that no (weak)
double layers are possible.
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Figure 6.2: Structure functions for f = 0.4 and γ = 2. There are only
potential dip solitons. These are small for Mach numbers just below M2 .
0.4 and grow with decreasing M2.
6.2.3 Large amplitude solitons
Now we address the large amplitude treatment. For ϕ < 0, going away from
the sonic points towards uh → 0, we have uc → ∞ going as u(1−γ)/2h and
R(uh) → +∞ as u−γh . This means there has to be a zero of R for some
uh < 1. Hence there is always a potential dip (ϕ < 0) solitary wave, as long
as the soliton condition M2 < f is fulfilled. From weak amplitude theory
we know that these are small near the diagonal segment OC in Figure 6.1.
To get a first idea what happens elsewhere in the parameter space shown
in Figure 6.1, we study the behaviour of the solution of R(uh) = 0 for
M2 → 0, which yields
f =
uγh − γuh + (γ − 1)
(γ − 1)(1− uγh)
. (6.17)
Close to the line M2 = 0 one starts in O for uh = 1 and goes for decreasing
uh towards F where uh = 0. For f → 1, the amplitude remains maximal
along FE, where uh = 0 is the only nontrivial solution of R(uh) = 0, but of
course the limit itself is unphysical. Near the diagonal M2 = f , the soliton
amplitude decreases from E where uh = 0 to C where uh = 1.
Turning to the potential hill (ϕ > 0) solitons, there are in principle
three special curves limiting soliton amplitudes, i.e. limiting curves due to
encountering the cold or hotter species’ sonic point, or else due to finding a
double layer. However, we know from Chapter 3 that the cold sonic point
limiting curve and the double layer curve are entirely located in the forbidden
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Figure 6.3: Structure functions for f = 0.45 and γ = 2. For Mach numbers
just below M2 . 0.45, there are small amplitude potential dip solitons and
large amplitude potential hill solitons. For decreasing M2 the potential dip
solitons grow and the potential hill solitons disappear when encountering
the hotter species’ sonic point.
region where M2 > f , hence only the hotter species’ sonic point limiting
curve, is important for the present discussion. Its parametric representation
was given in (3.20) and (3.21).
Pursuing our discussion of Figure 6.1, for uh = 1, this curve starts in E,
and goes for growing uh > 1 to the left, hereby staying under the diagonal
line M2 = f , and finally crosses this in a point G, left of C, where it reaches
maximum amplitude. Hence the potential hill solitons (ϕ > 0) are limited
to the region between the diagonal lineM2 = f and the hotter species’ sonic
point limiting curve EG. We know from small amplitude theory that soliton
amplitudes are small near the diagonal segment EC. These then grow with
decreasing M2 < f until they meet the hotter species’ sonic limiting curve.
Left of C, there are no small amplitude solutions. Near the diagonal segment
CG, amplitudes are growing from C where uh = 1 towards G.
To illustrate these results, we give in Figures 6.2–6.5 some examples for
γ = 2 of structure functions R for different values of f and M2. Results
for other values of γ (not shown here), as γ = 3 (adiabatic) and γ = 1
(isothermal), show a similar behaviour, as was also the case in Chapter 3.
Essentially similar results are obtained for all values 1 ≤ γ ≤ 3.
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Figure 6.4: Structure functions for f = 0.5 and γ = 2. For Mach numbers
just below M2 . 0.5, there are small amplitude potential dip and hill soli-
tons. For decreasing M2 both grow but the potential hill solitons disappear
when encountering the hotter species’ sonic point limitation.
6.3 Application
We now want to illustrate the above results for the example of a molecular
cloud, where the (hydrogen) gas is the light and hot species, and a dust












is needed in terms of the mass densities, not the number densities. To get
large density increases in the hot species’ density, say a factor of order 10,
one needs higher f values such as 0.85, and because of the mass conservation
invariant (2.3), a density compression corresponds to a decrease in uh, for
which a potential dip solution is needed. For the cold species this means
that when f ' 0.85, we see that
ρc0 =
f
1− f ρh0 ' 5.7ρh0. (6.19)
In other words, the cold species need not have a high number density (com-
pared to that of the hot species) but themc/mh ratio should be large enough
to compensate for the disparities in number densities. Applied to our model
molecular clouds this should be easy enough to satisfy, but when dark mat-
ter plays the role of the cooler species, nothing is known with great certainty,
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Figure 6.5: Structure functions for f = 0.6 and γ = 2. Now there are
always large amplitude potential dip solitons. The potential hill solitons are
small for Mach numbers just belowM2 . 0.6, grow with decreasingM2 and
eventually disappear.
and guesses for its mass density will have to do. There is also no problem in
taking dust or dark matter very cold, unlike for a hydrogen-helium mixture,
where finite τ effects are expected to play a role.
Next, there are several parameters that are difficult to estimate directly,
because in the dimensionless discussion we used it is the dimensionless ratios
that are of importance. As a simple example, the hot species’ Mach number
has to obey M2 = V 2/c2th < f < 1 when its definition is combined with the
soliton condition. Moreover, we have expressed all our lengths in terms of the
scale L = cth/ωJ , which we can compare to the Jeans lengths λJh = cth/ωJh




= (1− f)λ2Jh. (6.20)
Taking temperatures Th of the order of 103 K gives cth ' 2.9 km/s for molec-
ular hydrogen, and with typically nh0 ' 109 m−3 we find ωJh ' 5.3 10−14
s−1. Thus λJh ' 5.4 1013 km, and L ' 2.1 1013 km ' 0.7 pc. Of course,
these figures are only indicative, given the rather large uncertainties and
margins in the modelling used. The form of the soliton is then given in
Figure 6.6.
We would thus expect large amplitude solitons to have widths typically
of the order of some pc, which could be relevant for larger molecular clouds.
However, their velocities would be of the order of some km/s, and thus it
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Figure 6.6: Form of the soliton for f = 0.85, γ = 2 and M = 0.8. Plotted
is the compression in density ρh/ρh0, whereas lengths are in terms of L =
V/ωJ . It is seen that the half width at half maximum is of order 10 or less
in these units.
would take many thousands of years to get through a distance of 1 pc. Hence
we would think that such solitons would be observed as almost stationary,
and our mechanism might be viewed as a possible candidate to generate
rather large scale structures. Presumably these would then slowly dissipate
away, but including such losses is beyond the scope of the present model.
6.4 Conclusions
We have extended the multispecies formalism for electrostatic solitary waves
of Chapter 2 to include self-gravitation. It then has been shown that at least
two fluids with different thermal velocities are needed for soliton formation
in self-gravitating neutral systems.
We found explicitly the regions in parameter space where potential hill
and potential dip solitary waves exist in a two-species molecular cloud con-
sisting of one very cool and one hotter species. Although, for reasons of
analytical tractability, we have only considered the limiting case τ → 0,
there is no reason to believe that finite τ would materially alter our signifi-
cant results, viz. the existence of positive and negative potential solitons and
the absence of double layers, and this for arbitrary values of the polytropic
index γ.
Our work has implications for the structure of molecular clouds, where,
as suggested elsewhere (Adams et al., 1994), stationary nonlinear waves
might have been observed. Moreover, our model does not involve collisional
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coupling between neutral and ionized material or other plasma effects, but
presents a mechanism to generate large amplitude solitary waves in a neutral
mass system with two species at distinct temperatures, in particular where









In this second part we look at electromagnetic waves propagating parallel
or oblique to a static magnetic field. We choose the x axis of our reference
frame along the direction of wave propagation. We can without loss of
generality orient the x, z plane so that it contains the static magnetic field
B0 = Bx0ex+Bz0ez. We work in an inertial frame, but transform x and t to
a combined coordinate X = x−V t, where V is the velocity of the nonlinear
structure we are studying. We hence follow the (Sagdeev) pseudopotential
method, which has been used in many studies of electrostatic modes, leading
to their description in terms of a Sagdeev potential (Sagdeev, 1966; Sagdeev
and Galeev, 1969), as discussed extendedly in Part I of this thesis. However,
there have been even earlier studies of perpendicularly propagating, large
amplitude hydromagnetic modes in electron-ion plasmas (Adlam and Allen,
1958). Unfortunately, that interesting and indeed pioneering paper about
nonlinear solitary waves in plasmas seems to have been largely ignored or
forgotten since. Comparing the McKenzie and Sagdeev approaches, the
results for the equations of motions are equivalent, upon transforming to a
suitable moving frame. Nevertheless, there are subtle differences in the way
Maxwell’s equations are treated, in particular for the displacement current
and the motional electric field. The McKenzie method is not able to produce
relativistic, strong magnetization effects, because Maxwell’s equations are
not invariant under the Galilei transformation, which is implicitly used. A
similar problem occurs when doing reductive perturbation in a co-moving
frame (Verheest, 2004). All plasma species j are supposed to be cold (ctj =
0) and at rest at infinity (vj0 = 0). Although warm plasma and beam
effects could be incorporated, they unnecessarily complicate the theory for
our purposes.
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7.1 Basic fluid equations













= qj(E+ vj ×B), (7.2)
where nj , vj and pj refer to the number density, fluid velocity and momen-
tum of each species, with charge qj and rest mass mj , while E and B are
the electric and (total) magnetic fields, respectively. The relations between









































The magnetic Gauss’ law (not written) and the parallel component of Fara-
day’s law (7.4) show that Bx = Bx0 is constant. In equilibrium the system
is charge neutral, i.e.
∑
j nj0qj = 0.
7.2 First integrals
Introducing a combined coordinate X = x − V t, we replace all derivatives









= − V d.
dX
. (7.7)
All derivatives now being with respect to X, the continuity equations (7.1)
express conservation of parallel (mass) flux,
nj(V − vjx) = nj0V. (7.8)
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It follows from Faraday’s law (7.4) that
E⊥ = V (Bz −Bz0)ey − V Byez, (7.9)
given the boundary conditions at infinity.
We now multiply the equations of motion (7.2) by nj , sum over all
species, and use Ampe`re’s law (7.5), the Poisson equation (7.6) and flux
conservation (7.8), in order to obtain an expression which can be integrated





















where Γ = 1− V 2/c2.
Summing the projections of the equations of motion (7.2) on njvj , and

































(Bz −Bz0) = 0. (7.14)
In the special case of parallel propagation (Bz0 = 0) one can also obtain




2 + p2j − V pjx + qjφ = mjc2, (7.15)
by projection of (7.2) on vj and integration. Here φ is the scalar potential
given by Ex = −dφ/dX. Projecting (7.2) on nj0pj⊥/qj , summing, and using












2 + p2j −mjc2 = mjv2j /2, which allows one to simplify
the first integrals. Also note that v2j − 2V vjx = (vjx − V )2 + v2j⊥ − V 2,
allowing further rewriting.
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7.3 Conclusions
We have derived the first integrals for electromagnetic stationary solitary
waves at oblique propagation in a general multispecies magnetized plasma.
The first integrals include three global momentum invariants and a global
energy integral. At parallel propagation, each species has its own energy




For normal electron-ion plasmas, the great disparity in mass between the
negative and positive charge carriers induce quite different time and length
scales that can be advantageously exploited to disentangle some of the wave
characteristics, not only for linear modes but also for their nonlinear exten-
sions or counterparts.
In this respect pair plasmas are radically different, because the negative
and positive charge carriers have the same mass but opposite charges. One
of the first examples treated in the literature are electron-positron plasmas,
that play an important role in pulsar dynamics and radiation (Sturrock,
1971; Lominadze et al., 1983; Shukla, 1985), but that have also been gen-
erated experimentally (Surko et al., 1989; Boehmer et al., 1995; Liang et
al., 1998), closer to home. Recently, pair plasmas were also created using
charged fullerenes, consisting of C+60 and C
−
60 in equal numbers (Oohara and
Hatakeyama, 2003). Fullerenes are molecules containing 60 carbon atoms
in a very typical geometric arrangement, and a fullerene pair plasma is an
exciting novel way of mimicking electron-positron plasma behaviour with-
out having to worry about annihilation, so that longer time scales can be
considered.
Since the positive and negative charged particles respond on the same
scales, the characteristics of waves in pair plasmas cannot always be trans-
lated from what obtains in ordinary plasmas by simply letting mi → me,
where mi and me are the respective masses of the positive and negative
charged particles. To give but one simple example, there is no Faraday ro-
tation in pair plasmas (Chen, 1974), with the immediate consequence that
parallel propagating linear electromagnetic waves are not circularly but lin-
early polarized. Other modes, as the well studied ion-acoustic waves have
no counterpart in pair plasmas, where the electrostatic dispersion is of the
high frequency Langmuir type (Iwamoto, 1993; Zank and Greaves, 1995).
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Similar limitations are encountered in the nonlinear analysis of waves
in pair plasmas, be it through reductive perturbation techniques or via the
Sagdeev or equivalent pseudopotential methods. While linear waves in pair
plasmas have been studied rather systematically, the nonlinear behaviour
has received less attention, and then only via some form of reductive pertur-
bation approach (Sakai and Kawata, 1980a,b; Stenflo et al., 1985; Lakhina
and Tsintsadze, 1990; Zank and Greaves, 1995; Verheest, 1996; Verheest
and Lakhina, 1996; Lakhina and Verheest, 1997). We studied the large am-
plitude treatment of electromagnetic modes (Verheest and Cattaert, 2004c,
2005a,b), and report on these in this chapter. Even though immediate exper-
imental applications are not foreseen for electromagnetic modes in fullerene
pair plasmas, the theoretical results are interesting enough in themselves.
8.1 Model and linear dispersion
We will begin by recalling the basic equations explicitly for a pair plasma.
We look at waves propagating along the x axis of a reference frame, and
orient the x, z plane so that it contains the static magnetic field B0 =
Bx0ex+Bz0ez. Moreover, we will assume that Bx0 = B0 cosϑ ≥ 0 and Bz0 =
B0 sinϑ ≥ 0, and study waves such that the angle ϑ between the direction of
wave propagation and B0 is at most 90◦. The case ϑ > 90◦ can be included
by inverting the sign of the wavenumber k for the linear waves, or the soliton
velocity V for the nonlinear waves, considered in what follows. The cold pair












= ± e(E+ ve ×B), (8.2)
where the index j stands for positive ions or positrons (j = i) and negative
ions or electrons (j = e), both species having charge e in absolute value and
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= e(ni − ne), (8.6)
and the parallel magnetic field Bx = Bx0 is constant.
Before addressing the nonlinear development, we look at linear wave
propagation, by linearizing and Fourier transforming the relevant equations
(8.1)–(8.6) for small disturbances varying as exp[i(kx−ωt)], with frequency
ω and wavenumber k. Note that no relativistic effects enter into this linear













where Ω = eB0/m is the gyrofrequency in absolute value, for both species.
For later use we also generally define the species’ gyrofrequencies Ωj =
qjB0/mj , including the sign of the charge. The last term between the square
brackets is the same for both species and hence will drop out of the current
when analyzing Ampe`re’s law (8.5). Eliminating the wave magnetic field
between the linearized and Fourier transformed equations (8.4) and (8.5)
yields
(ω2 − c2k2)E+ c2(E · k)k+ ien0ω
ε0
(vi − ve) = 0, (8.8)
with n0 = ne0 = ni0 the common equilibrium density. Insertion of the












The total plasma frequency ωp is given by ω2p = 2n0e
2/ε0m.
There is thus at all angles of wave propagation a decoupling of Ey, the
component of E orthogonal to the plane spanned by k and B0, from the
other components of the electric field. The associated mode has dispersion
law
ω4 − ω2(c2k2 + ω2p +Ω2) + c2k2Ω2 = 0, (8.10)
and corresponds at parallel propagation (Bz0 = 0) to the case where the
incompressible (ni = ne = n0) circularly polarized waves, well known from
standard electron-ion plasmas, degenerate into two orthogonal, linearly po-
larized modes, both with dispersion law (8.10). At perpendicular propa-
gation (Bx0 = 0) this mode is part of the extraordinary (X) mode, in the
Allis terminology (Stix, 1992). Moreover, the Ey 6= 0 mode exists at all
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angles of wave propagation, and is always characterized by charge neutral-
ity (ne = ni = n but different from n0) and linear polarization, with Ey
the only nonzero component of the wave electric field. In the next sections
we will study the nonlinear analogue of this special X mode, by imposing
charge neutrality for large amplitude stationary structures.
The remainder of the linear modes have dispersion law
ω2(ω2 − ω2p − Ω2)(ω2 − c2k2 − ω2p)− c2k2ω2pΩ2 cos2 ϑ2 = 0. (8.11)
For parallel propagation there occurs a further decoupling between Ex and
Ez, where the mode having Ez 6= 0 has the same dispersion law (8.10) as the
one with Ey 6= 0, while the mode with nonzero Ex corresponds to the cold
plasma remnant of plasma (P ) mode oscillations, at ω = ωp, and includes
opposite density variations for positive and negative ions.
For perpendicular propagation the waves also decouple. One of the waves
corresponds to the incompressible, linearly polarized (Ez 6= 0) ordinary (O)
mode, again in the Allis terminology (Stix, 1992), having the usual disper-
sion law ω2 = c2k2 + ω2p, whereas the other one is a fixed frequency pure
upper-hybrid mode with ω2 = ω2p + Ω
2 and Ex 6= 0, the other remnant of
the X mode.
Recall that in ordinary plasmas the X mode cannot be factorized, and
that for oblique propagation all modes are mixed. The inclusion of pressures
does not substantially modify these conclusions, in the sense that the special
X mode remains separate, linearly polarized and charge neutral at all angles
of propagation. Further details can be found in a systematic study by Zank
and Greaves (1995), although their discussion is not really transparent if
one is interested in the polarization and charge density fluctuations of the
modes, and moreover, several solutions of the dispersion law for parallel
propagation are labelled as different but actually refer to the same modes.
In particular, the parallel electron cyclotron modes, in their terminology,
are equal to the R/L modes, and this can also be seen on Figure 6 of their
study (Zank and Greaves, 1995).
There are two different low frequency modes. One is the charge neutral,








B20/2µ0n0m. The other one is the non-neutral, slow, Alfve´n mode with
phase velocity vp cosϑ. For later use we also introduce the species’ Alfve´n





0/µ0nj0mj . The total Alfve´n




Aj . When one applies
reductive perturbation theory, the compatibility condition in first order has
two solutions. From the low-frequency expansion of the linear dispersion
relation, it follows that the KdV stretching has to be used for both. If one
chooses to study the neutral mode, the higher order compatibility conditions
yield the KdV equation (Verheest and Lakhina, 1996). Studying the non-
neutral mode, one is led to the mKdV equation (Verheest and Lakhina,
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2005). At parallel propagation both modes coincide and a vector modified
Korteweg-de Vries (VmKdV) equation obtains (Sakai and Kawata, 1980a,b;
Verheest, 1996), which is nonintegrable (Karney et al., 1978; Verheest, 1996)
except in the case of linear polarization (corresponding to charge neutrality)
when it reduces to the scalar mKdV equation.
Turning now briefly to electrostatic waves and including finite temper-
ature, but taking Ti = Te (which makes sense, as the pair plasma is highly
symmetric), these modes exhibit Langmuir dispersion (starting from ωp at
k = 0) rather than any type of acoustic behaviour. This means that our
long wavelength reductive perturbation scheme does not apply. This is not
a surprise. As both species are subsonic or supersonic together, no elec-
trostatic solitary waves are possible. However, electrostatic solitary waves
become possible when Ti 6= Te.
8.2 First integrals and charge neutrality
We now turn to large amplitude stationary waves. One introduces a com-
bined coordinate X = x − V t, which leads to several first integrals. In
relativistic pair plasmas the invariants read
ni(V − vix) = ne(V − vex) = n0V, (8.12)
E⊥ = V (Bz −Bz0)ey − V Byez, (8.13)






















m2c2 + p2i + c
√




(Bz −Bz0) = 0, (8.17)
where Γ = 1− V 2/c2. In the case of parallel propagation (Bz0 = 0) there is
an additional invariant
pi⊥ = pe⊥. (8.18)
For pair plasmas we know from the linear wave behaviour and the weakly
nonlinear reductive perturbation results of the special X mode (Verheest,
1996; Verheest and Lakhina, 1996) that these maintain charge neutrality,
not only in equilibrium but also in the wave. We will now first prove that
such a property also holds for any parallel propagating stationary nonlinear
electromagnetic structure at larger amplitudes. The proof is only given in
the nonrelativistic case, as it gets very complicated relativistically.
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The starting point is the two parallel equations of motion (8.2),
m(vix − V )dvix
dX
= e(Ex + viyBz − vizBy),
m(vex − V )dvex
dX
= −e(Ex + veyBz − vezBy). (8.19)
At parallel propagation (Bz0 = 0) it follows from (8.15) and (8.16) that
(viy + vey)Bz − (viz + vez)By = 0. (8.20)
This is used after subtraction of the two equations of motion in (8.19), so
that on the r.h.s. only the electric field remains. After one derivation with
respect toX we eliminate Ex with the help of Poisson’s law (8.6) and express




























Though complicated, this can be viewed as a second order ordinary differ-
ential equation for ni, given ne, or vice versa, with boundary conditions at
infinity











Given that ni and ne represent densities, we need not worry about hypo-
thetical singularities in the coefficients of the highest order derivatives, when
(8.21) would be cast in normal form. It is obvious that (8.21) admits ni = ne
as a solution, and in view of the boundary conditions, this solution is unique.
Consequently, any solitary structure in a cold magnetized pair plasma
is purely electromagnetic. Along similar lines Verheest (2005) has shown
that no solitary structures are possible in warm unmagnetized pair plasmas,
as long as the temperatures are equal. A further remark is that a proof
like the one given here for charge neutrality in pair plasmas at parallel
propagation fails for electron-ion plasmas wheremi 6= me, because, although
the boundary conditions (8.22) do not change, the masses in the expression
analogous to (8.21) are no longer the same.
In the light of what obtains from linear studies, a similar general proof
for oblique propagation is not expected, not even for cold pair plasmas.
When we nevertheless assume charge neutrality ni = ne = n, we aim at
finding the large amplitude generalization of the special X mode discussed
in linear theory. The conservation of mass flux (8.12) in charge neutral pair
plasmas immediately leads to equal parallel velocities, vix = vex = vx and
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from Poisson’s law (8.6) also to the vanishing of the parallel electric field,
Ex = 0, given the conditions at infinity.
Again considering only the nonrelativistic case, the two parallel equa-
tions of motion (8.2) should be compatible, in the sense that
m(vx − V )dvx
dX
= e(viyBz − vizBy) = −e(veyBz − vezBy), (8.23)
from which (8.20) now follows. The sums over velocities can be replaced
with the help of (8.15) and (8.16) and the upshot is that
Bx0Bz0By = 0. (8.24)
For strictly oblique propagation (0 < ϑ < 90◦) the conclusion then is that
By = 0.
In the limit of parallel propagation, the perpendicular part of Ampe`re’s
law (8.5) reduces to
ex × dB⊥
dx
= µ0ne(vp⊥ − ve⊥). (8.25)
From (8.15), (8.16) and the additional invariant (8.18) one finds
(viy − vey)By + (viz − vez)Bz = 0. (8.26)







which means that B⊥ is linearly polarized. Consequently there is no harm
to take it along the z axis, so that By = 0 implies no loss of generality.
Thus for all angles ϑ 6= 90◦ we find that the magnetic field has no com-
ponent outside the plane spanned by the directions of wave propagation and
of the external magnetic field, and we will assume, by continuity, that this
also holds when ϑ → 90◦. From (8.13) we learn that only Ey remains, and
hence the linear polarization of the wave electric field means that possible
solitary wave solutions will occur as true stationary structures without phase
oscillations, contrary to the oscillitons in an electron-ion plasma, studied in
the next chapter. From (8.20) and By = 0 we see that viy = −vey = vy,
and what remains of the z component of Ampe`re’s law (8.5) indicates that
viz = vez = vz.
In the relativistic case we now assume that one also has By = 0, leading
again to piy = −pey = py and piz = pez = pz, and ultimately to pix = pex =
px. Due to symmetry reasons, this is a reasonable assumption and it leads
to a correct solution, although strictly speaking it can only be proven at
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parallel propagation (by generalizing the proof of linear polarization to the
relativistic case). The invariants are now rewritten as





pz = − ΓBx02µ0n0V (Bz −Bz0), (8.30)
c
√
m2c2 + p2 = mc2 + V px − ΓBz02µ0n0 (Bz −Bz0). (8.31)
8.3 Pseudopotential and large amplitude solitons
For the third momentum component we rearrange the z component of the
equation of motion (8.2) with the help of (8.31) as
py =





We introduce the dimensionless wave magnetic field b = Bz/B0, a dimen-
sionless coordinate ξ = XΩ/VA
√
Γ and a Mach numberM = V/VA
√
Γ. This
last definition implies V = MVAc/
√
c2 +M2V 2A and Γ = c
2/(c2 +M2V 2A).
All quantities in the square of the conservation of kinetic energy (8.31), are







+ ψ(b) = 0, (8.33)
for a particle with coordinate b and unit mass, moving in the pseudopotential
ψ(b) =












In the limit of parallel propagation (Bz0 = 0), the pseudopotential re-
duces to
ψ‖(b) =
M2b2(Γb2 + 4− 4M2)
2(Γb2 − 2M2)2 , (8.35)
which was found previously by Verheest and Cattaert (2005b). In the non-
relativistic limit, one uses the nonrelativistic energy conservation law
v2 = ΓV 2A(b− sinϑ)2 (8.36)
to obtain, neglecting terms of the order v2/c2, the nonrelativistic pseudopo-
tential
ψNR(b) =
M2(b− sinϑ)2[(b+ sinϑ)2 − 4(M2 − cos2 ϑ)]
2(2M2 + sin2 ϑ− b2)2 (8.37)
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which was found by Verheest and Cattaert (2005a). Note that it looks
like we have taken V ¿ c, which we have not done, which means that
ψNR(b) looks the same for all values of Γ. However, care has to be taken for
large amplitude solitons as vx then gets of the order of V , invalidating the
assumption v ¿ c, unless V ¿ c.
Turning now to the discussion of the soliton solutions, a first, necessary
condition for the existence of solitons is that d2ψ/db2(sinϑ) < 0, since we
have already that ψ(sinϑ) = 0 and dψ/db(sinϑ) = 0. This leads to a lower
Mach number limit M2 > 1.









where we have defined Γ′ = 1+V 2/c2 = (c2+2M2V 2A)/(c
2+M2V 2A). These
roots give rise to solitons, provided the roots are encountered before the






2ΓM2 + sin2 ϑ
Γ
. (8.39)
At the latter values the pseudopotential becomes infinite, indicating that
ux =M and giving, from mass conservation (8.12), an infinite compression
of both species. From the necessary condition M2 > 1, it follows that
bs+ > sinϑ and bs− < −(3 + 4V 2A/c2) sinϑ. For the asymptotes one finds
ba+ > sinϑ and ba− < − sinϑ. Solitons occur in two possible ranges: either
ba− < bs− < −(3 + 4V 2A/c2) sinϑ or sinϑ < bs+ < ba+.
At parallel propagation (ϑ = 0), the negative range is just the mirror
image of what obtains for the positive range, and warrants no further at-
tention, since then the orientation of the z axis becomes rather arbitrary.
This is illustrated in Figure 8.1, where the graph of ψ(b) at moderate Mach
numbers (M2 = 1.2) in the nonrelativistic regime indicates already the
existence of symmetric, fairly strong positive and negative solitons. The
soliton amplitude bs = 2
√





Γ. The condition bs < ba leads to the allowed Mach num-
ber range 1 < M2 < 2. The limits on the soliton amplitude hence are
0 < bs < 2/
√
Γ.
For oblique or perpendicular propagation, however, the two ranges have
a different physical interpretation. For the solutions associated with bs+,
the transverse magnetic field component starts from the equilibrium value
sinϑ and grows to an extremum bs+ > sinϑ. One has always Bz ≥ Bz0 and
when the magnetic field information is translated to the wave electric field,
we see from (8.13) that Ey ≥ 0. For reasons of brevity we will call these
the positive solitons. For the solutions associated with bs−, the transverse
magnetic field component starts from sinϑ, goes through zero and attains
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Figure 8.1: Nonrelativistic pseudopotential ψ(b) for M2 = 1.2 at parallel
propagation (ϑ = 0◦), yielding symmetric and fairly strong positive and
negative solitons.
a negative extremum bs− < −(3 + 4V 2A/c2) sinϑ. One has always Bz ≤ Bz0
and hence Ey ≤ 0. These are then called the negative solitons. We also
remark that in the limit M2 → 1, the positive solitons stay very close to
equilibrium, i.e. bs+ ' sinϑ. We will discuss this small amplitude limit in
the next section. The negative solitons have bs− ' −(3 + 4V 2A/c2) sinϑ in
the limit M2 → 1, hence they are not small.
For the further discussion of the oblique solitons, we retreat to the non-
relativistic case as the relativistic expressions get too complicated. As we
will discuss large amplitude solutions, we also take V ¿ c for consistency.
The soliton amplitudes bs± = − sinϑ±2
√
M2 − cos2 ϑ have to be hit before
the asymptotes at ba± = ±
√
2M2 + sin2 ϑ. We start with a discussion of the
positive solitons, for the existence of which we need bs+ < ba+, or explicitly
2
√
M2 − cos2 ϑ < sinϑ+
√
2M2 + sin2 ϑ. (8.40)
By squaring this twice and taking the right root of the resulting quadratic
equation in M2, we then find the allowable Mach number range
1 < M2 < 2(1 + sinϑ). (8.41)
This implies that the soliton amplitudes are in the range sinϑ < bs+ <
2 + sinϑ. At parallel propagation (ϑ = 0), this reduces to 1 < M2 < 2
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Figure 8.2: Nonrelativistic pseudopotential ψ(b) for M2 = 1.2 at oblique
propagation (ϑ = 10◦) below the critical angle ϑc = 23◦ for this Mach
number. The negative soliton has a much stronger amplitude than the
positive one.
and 0 < bs+ < 2, in agreement with our previous result. For ϑ = 30◦
one has 1 < M2 < 3 and 1/2 < bs+ < 5/2. And finally, at perpendicular
propagation (ϑ = 90◦), we find 1 < M2 < 4 and 1 < bs+ < 3. There is no
restriction on the propagation angles ϑ.
The discussion of the negative solitons starts from ba− < bs−, or
sinϑ+ 2
√
M2 − cos2 ϑ <
√
2M2 + sin2 ϑ, (8.42)
and runs along analogous lines to arrive at the allowable Mach number range
1 < M2 < 2(1− sinϑ), (8.43)
which automatically limits the angles of propagation to ϑ < 30◦. For a given
value of M2, the propagation angles are limited to ϑ < arcsin(1 −M2/2).
The soliton amplitudes are in the range −2+ sinϑ < bs− < −3 sinϑ. In the
parallel limit (ϑ = 0) the ranges are 1 < M2 < 2 and −2 < bs− < 0, again
in agreement with our previous result. At critical propagation (ϑ = 30◦),
the range disappears as the lower and upper limits coincide (at M2 = 1 and
bs− = −3/2).
The occurrence of positive and negative solitons at oblique propagation
is now illustrated in Figures 8.2 and 8.3. We keep M2 = 1.2 implying that
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Figure 8.3: Nonrelativistic pseudopotential ψ(b) for M2 = 1.2 at oblique
propagation (ϑ = 45◦) above the critical angle ϑc = 23◦. Only the positive
soliton remains.
the propagation angles for negative solitons are limited to ϑ < 23◦. The
subcritical situation is illustrated in Figure 8.2 for ϑ = 10◦. The graph
of ψ(b) shows solitons of both signatures, but the negative soliton is much
stronger than the positive one, measured from the equilibrium value sinϑ.
This will have consequences for the weakly nonlinear solutions obtained via
reductive perturbation techniques, as indicated in the next section. In Figure
8.3, we look at an above-critical angle, namely ϑ = 45◦. The graph of ψ(b)
now only admits positive solitons. In the limit of perpendicular propagation
(ϑ = 90◦) the graph (not shown) looks qualitatively very similar to the one
given in Figure 8.3, except that the equilibrium value sinϑ is shifted to 1.
Going on with the nonrelativistic case, the equation (8.33) can be solved
formally for db/dξ as
db
dξ
= ± M |b− sinϑ|[4(M
2 − cos2 ϑ)− (b+ sinϑ)2]1/2
(2M2 + sin2 ϑ− b2) , (8.44)
keeping in mind the various Mach number constraints. The ± sign results
from taking a square root and is not (yet) correlated to the bs± solitons.
The preceding differential equation can be integrated for ξ in the positive




M2 − 1 ln
∣∣∣∣∣R
√
M2 − 1 + 2(M2 − 1)
|b− sinϑ|√M2 − cos2 ϑ
∓ sinϑ√
M2 − cos2 ϑ




4(M2 − cos2 ϑ)− (b+ sinϑ)2, (8.46)
and the ∓ sign now corresponds to the bs± solutions, respectively. The
integration constants have been taken such that ξ = 0 occurs at the max-
imum amplitude of the wave at bs±, while for ξ → +∞ the wave returns
to the undisturbed condition, b → sinϑ. The total solution is symmetric
in ξ, and for perpendicular propagation (8.45) corresponds, for bs+, to the
one obtained by Adlam and Allen (1958) in the pair plasma limit, since
at perpendicular propagation the bs− solution does not exist. For parallel
propagation (8.45) simplifies to
ξ =
M√
M2 − 1 ln
√





4(M2 − 1)− b2. (8.47)
8.4 Weakly nonlinear solitons
For weakly nonlinear solitons we start from the observation that the undis-
turbed wave magnetic field is in normalized variables sinϑ, and thus we
will look for an expansion of (8.34) to the first significant order beyond the













For terms higher than second order to play any role, in view of the smallness
of w, the coefficient of the second order term has to be sufficiently small, so








Γ + 8 sin2 ϑ
8
w4, (8.49)
whereM2 has been replaced everywhere by 1 except in the numerator of the
coefficient of the w2 term. For sinϑ finite, we can limit the expansion at the
cubic term, whereas close to parallel propagation (sinϑ¿ w) we neglect the
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cubic term and retain the quartic term. Thus we put M2 = 1 + δ2, where
δ2 is of order w or w2, depending on the case under discussion. This implies





c2 + V 2A = vp.




= δ2 b2 − Γ
4
b4. (8.50)





It is seen that δ serves as a measure of the amplitude, while its inverse
measures the width of the soliton.
We now compare this to the reductive perturbation result at parallel
propagation (Verheest, 1996). At linear polarization their VmKdV equation















where ζ = zΩ/vp = (x− vpt)Ω/vp and τ = Ωt are dimensionless coordinates
in a frame moving at the phase velocity. This is equivalent to our results,
when written in a frame moving at the structure velocity, i.e. introducing a
coordinate
















(x− vpMt) = Ω
vp
(x− V t) = Ω
vp
X. (8.53)
Note that δ2/2 is the dimensionless deviation from the linear phase velocity,
in agreement with M = 1 + δ2/2. Finally we remark that the mKdV equa-
tion is even in b, and thus both positive and negative solutions of smaller
amplitude can exist.
On the other hand, for oblique propagation we can stop at the cubic




= δ2w2 − sinϑw3. (8.54)
The solution is now

























which results from the reductive perturbation analysis at oblique or perpen-
dicular propagation (Verheest and Lakhina, 1996).
The mKdV solutions are valid very close to parallel propagation, and for
all other angles we have to use the KdV equation. The KdV equation only in-
dicates positive solutions, however, and it is clear from inspection of the full
pseudopotential ψ(b) that the negative solitons have too large an amplitude
compared to the positive solitons to admit a weakly nonlinear counterpart.
Even for M → 1 the negative solitons retain a large amplitude, up to when
they disappear, whereas the positive solitons have smaller and smaller am-
plitudes. The graph of the pseudopotential then looks very similar to the
one shown in Figure 8.2, but with weaker positive solitons, and hence is
not given here. All this indicates that the reductive perturbation techniques
cannot capture the transition, at oblique propagation angles, where above
a critical angle the negative, but larger solitons disappear. Quite to the
contrary, the change from mKdV to KdV equations occurs close to parallel
propagation, and is thus seen to be an artefact of the expansion of ψ(b).
8.5 Conclusions
Waves in pair plasmas have a fundamentally different dispersion due to the
equal charge-to-mass ratios between negative and positive charges, which
mix different timescales. In view of possible applications e.g. to electron-
positron and fullerene pair plasmas, we have investigated stationary nonlin-
ear structures, for oblique or perpendicular propagation with respect to the
static magnetic field.
Linear wave theory shows that in pair plasmas part of the extraordinary
mode decouples from the other modes, at all angles of propagation. This
special X mode is characterized by charge neutrality and linear polarization
in the wave fields, and we have found its nonlinear large amplitude analogue
by imposing charge neutrality, from which the linear polarization of the
wave electric field follows. In the discussion leading to that result, we have
included a proof that pair plasmas always remain charge neutral for parallel
propagating stationary nonlinear structures.
The structure equation for the special X mode presents itself in the
form of a pseudoenergy integral, expressed in the transverse component of
the magnetic induction. The interpretation of the pseudopotential readily
indicates the limiting Alfve´nic Mach numbers as well as the corresponding
soliton amplitudes, where two different cases have to be distinguished.
The negative solutions have a maximum transverse magnetic field com-
ponent in the opposite direction to the corresponding undisturbed static field
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component, but only exist at angles of propagation inside a cone around par-
allel propagation. The positive solutions are characterized by a maximum
transverse magnetic field component in the same direction as and larger
than the undisturbed static field component, and exist at all angles of prop-
agation. We have given the full analytic solution for these solitary waves.
In order to make the connection with earlier weakly nonlinear results,
the pseudopotential has been expanded for not too strong wave magnetic
amplitudes, and the sech or sech2 solutions agree with what obtains from the
reductive perturbation approach, where the corresponding nonlinear evolu-
tion equations are of the mKdV or KdV type.
Even though immediate experimental applications are not foreseen for
electromagnetic modes in fullerene pair plasmas, the theoretical results are
challenging enough. Studies of waves in pair plasmas have also been of
importance in understanding aspects of pulsars and active galactic nuclei,




In this chapter we look at the parallel propagation of stationary nonlinear
waves in electron-ion plasmas. In this respect a fairly new concept has been
that of oscillitons, which are truly stationary nonlinear solutions of the basic
equations, characterized by a familiar solitary amplitude but containing an
oscillating phase, which is propagated together with the amplitude, reasons
for calling them oscillitons (Sauer et al., 2002; Dubinin et al., 2003). Al-
though these superficially look like envelope solitons, both having a station-
ary amplitude in the wave frame, the phase is stationary for the oscillitons
but shows a slow time variation for the usual envelope solitons. Oscillitons
have been invoked to explain observations of certain coherent wave emissions
in the Earth’s magnetosheath and polar cusp, known as ‘lion roars’ (Sauer
et al., 2002). As in the previous chapter, we will first discuss the linear
modes, indicating already some remarkable features. Afterwards, we will
explore large amplitude stationary structures, along the lines of Verheest et
al. (2004b) and Cattaert and Verheest (2005a). Ultimately we again arrive
at a Sagdeev potential, which had to the best of our knowledge not been
applied to electromagnetic modes at parallel propagation. We will explicitly
indicate why some physical limitations crop up.
9.1 Model and linear dispersion
The x axis of our reference system is defined by the direction of the exter-
nal magnetic field B0 = B0ex, and we will look at solitary wave structures
propagating along this static field in the plasma frame. We will also work in
the nonrelativistic approximation from the outset, as things get very com-
plicated relativistically. The cold nonrelativistic plasma equations include
105
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(E+ vj ×B), (9.2)
where the index j stands for ions (j = i) with charge e and mass mi and
electrons (j = e) with charge −e and mass me. Although me ¿ mi, we will
in some calculations keep the mass ratio µ = me/mi as a general parameter,



















= e(ni − ne), (9.5)
and Bx = B0 is constant.
The linear dispersion relation is taken from textbooks (Chen, 1974;
Swanson, 2003) to be
ω2 = c2k2 +
ωω2pe
ω ± Ωe +
ωω2pi
ω ± Ωi . (9.6)
Note that in the definition of the plasma frequencies ωpj one has to use the
common equilibrium density n0 = ne0 = ni0, and the ± signs refer to the
right-hand circularly polarized (R) and left-hand circularly polarized (L)
modes.




2/(c2 + V 2A), but now the total Alfve´n velocity VA is given by
V 2A = B
2







in the limit µ ¿ 1 one has V 2A = V 2Ai = µV 2Ae while in a pair plasma (for
which µ = 1), VA reduces to its definition in the previous chapter. From the
low-frequency expansion of the linear dispersion relation, it follows that the
NLS stretching applies. Long wavelength reductive perturbation then yields
the derivative nonlinear Schro¨dinger (DNLS) equation (Rogister, 1971; Mio
et al., 1976). Like the NLS equation, the DNLS equation has envelope soliton
solutions. For a further discussion we refer to Chapter 12. We briefly note
that for oblique propagation, the KdV stretching has to be used and a KdV
equation has been obtained (Kakutani et al., 1968), both for the slow and
the fast Alfve´n waves.
The continuation of the Alfve´n wave above the ion gyrofrequency, is
called the whistler wave. Under the assumptions ω/k ¿ c (as we work
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Reductive perturbation yields that the amplitude modulation is governed by
a NLS equation (Hasegawa, 1972). This is discussed further in Section 9.4.
We will now investigate whether the stationary linear waves have oscillatory
and/or evanescent character, much like we did in Chapter 2. Rather than
assuming solutions ∝ exp[ik(x − V t)] in the linearized basic equations, we
will immediately perform the analysis on the dispersion relation. Bringing












For V < VAe/2, the wavenumber is real, corresponding to oscillatory waves.
In this regime the linear waves propagate. For V > VAe/2, the wavenumber
turns complex. These structures are characterized by spatial oscillations
superimposed on growth or decay. In the nonlinear development, this be-
haviour gives rise to oscillitons, as we will see. Although the calculation for
the full dispersion relation (9.6) is more complicated, it leads to essentially
the same result.














The wavenumber is real for V < VA, in which regime the linear wave is
propagating. For V > VA the wavenumber now is purely imaginary, cor-
responding to pure spatial growth or decay, and leading in the nonlinear
development to ordinary solitons.
9.2 First integrals and quasi-charge neutrality
We now turn to large amplitude stationary waves. One introduces a com-
bined coordinate X = x − V t, which leads to several first integrals. In
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nonrelativistic electron-ion plasmas at parallel propagation these read
ne(V − vex) = ni(V − vix) = n0V, (9.11)









meve⊥ +mivi⊥ = − ΓB0
µ0n0V
B⊥, (9.14)
me(vex − V )2 +mi(vix − V )2 +mev2e⊥ +miv2i⊥ = (me +mi)V 2, (9.15)
v2j
2
− V mjvjx ± e
mj
φ = 0, (9.16)
meve⊥ = mivi⊥. (9.17)
The last invariant shows that the electron and ion transverse momentum
are equal in magnitude. This clearly indicates that one cannot neglect ion
dynamics.
Note that assuming strict charge neutrality, ni = ne = n, is inconsistent.
Indeed, one then also has vex = vix = vx from (9.11) and Ex = 0 and hence
also φ = 0 from Poisson’s law. Using these in (9.16), one finds ve⊥ = vi⊥
which contradicts (9.17), except in the special case of a pair plasma. How-
ever, we will assume quasi-charge neutrality invoking the plasma approxima-
tion (Chen, 1974), i.e. neglecting the electric field in the Poisson equation,
but retaining it in the parallel equations of motion. To do this in a sys-
tematic way, we also neglect the electric stresses (ε0E2x) compared to the
magnetic stresses(B2⊥/µ). The correct procedure is to formally let ε0 → 0
so that ε0dEx/dX → 0 and ε0E2x → 0. The plasma approximation is valid
in the weak magnetization case VAe ¿ c (Chen, 1974). For consistency one
also takes V ¿ c, hence we set Γ = 1. Some of the first integrals now
simplify, to yield





meve⊥ +mivi⊥ = − B0
µ0n0V
B⊥, (9.20)






= V 2. (9.21)
Our total set of invariants amounts to 6 scalar algebraic relations between
the 9 dependent variables n, vx, vey, vez, viy, viz, By, Bz and Ex, and we
will need to solve at most 3 differential equations to determine the system
completely.
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Representing the three perpendicular vector variables in a polar decom-
position through amplitudes and phases as
ve⊥ = ve⊥(ey cosαe + ez sinαe),
vi⊥ = vi⊥(ey cosαi + ez sinαi),
B⊥ = B⊥(ey cosβ + ez sinβ), (9.22)
we thus replace vey, vez, viy, viz, By and Bz by three amplitudes ve⊥, vi⊥,
B⊥ and three phases αe, αi, β. After scalar multiplication of (9.20) by,
respectively, meve⊥ and mivi⊥, we see that due to (9.17) the l.h.s. are
equal, and so are the r.h.s.
meB⊥ · ve⊥ = miB⊥ · vi⊥. (9.23)
Keeping in mind that meve⊥ = mivi⊥, this is equivalent to













In a similar vein we postmultiply (9.20) vectorially by B⊥ to obtain
meve⊥ ×B⊥ +mivi⊥ ×B⊥ = 0, (9.25)
from which it follows that













Because sin[(αi − αe)/2] and cos[(αi − αe)/2] cannot vanish together, the













Note that the other solution β = (αi + αe)/2 does not agree with the signs









where we have introduced a phase difference ϕ = αi − αe = 2(αi − β) =
2(β − αe). It then follows that αi = β + ϕ/2 + pi and αe = β − ϕ/2 + pi.
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Among the remaining first integrals, (9.21) can be combined with (9.17) to





V 2 − (vx − V )2
]
, (9.30)
and using (9.29) and (9.30) in (9.19) yields
µ0n0V mime
(mi +me)B20
(2V − vx)(1 + cosϕ) = 1. (9.31)
9.3 Pseudopotential and large amplitude oscilli-
tons



























(1 + cosϕ). (9.32)




























In the above expressions, one can when needed substitute n in terms of the
corresponding parallel velocity vx with the help of mass flux conservation
(9.18).
The two parallel equations of motion for the ions and for the electrons,





















V 2 − (vx − V )2
]
sinϕ, (9.36)
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V 2 − (vx − V )2
]
B0(vx − V ) sinϕ. (9.37)
Note that (9.34) can be readily integrated once the other variables are known
and that the set of equations (9.37) and (9.33) has an underlying invariant
(9.31). This implies that it will suffice to solve only one differential equation
and the simplest is to work with the one in vx, (9.37), where ϕ is replaced
with the help of (9.31). Afterwards, we can integrate (9.34) to determine
the magnetic phase, use (9.36) to find the electric field and the remaining
invariants to compute the other variables.
Now is the time to change to dimensionless variables, and we introduce
a normalized parallel velocity ux = vx
√
µ/VA, and do likewise for the other
velocity components. Furthermore, the dimensionless soliton Mach number
is M = V
√
µ/VA and a length scale ξ = X|Ωe|√µ/VA is introduced. This
normalization has the advantage of reducing for µ = 1 to our earlier nor-
malization for pair plasmas, and in the limit of µ→ 0 to the normalization
used by Dubinin et al. (2003), in the sense that VA/
√
µ = VAe. In our units,
the invariant (9.31) yields
cosϕ =
(1 + µ)2
M(2M − ux) − 1, (9.38)




M [(M − ux)2 −M2]
(1 + µ)(M − ux) sinϕ. (9.39)







+ ψ(ux) = 0, (9.40)







(1 + µ)2 −M(2M − ux)
]
. (9.41)
The typical form of this pseudopotential is given in Figure 9.1.
The limits on the allowable Mach numbers to obtain soliton solutions
follow on the one hand from the condition d2ψ/dξ2 < 0 for the asymptotic
conditions ux = 0, where ψ and dψ/dξ vanish, and on the other hand the
maximum amplitude,
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Figure 9.1: Pseudopotential ψ(ux) for a large amplitude oscilliton withM =
0.65. The mass ratio has been taken to be µ = 1/1840.
has to be reached before the asymptote at ux = M , where the densities
would reach infinity, as (9.18) indicates. Together the limits yield
1
4
(1 + µ)2 < M2 <
1
2
(1 + µ)2. (9.43)
The lower limit for M2 corresponds to the value that separates the periodic
from the exponentially growing solutions in the linear stationary treatment,
and the upper limit comes from infinite compression of the ion and electron
fluids. It can also be checked that ux,m increases with increasing M , which
will allow us to derive some general bounds on the oscilliton amplitudes and
related quantities.
To extract further information, we solveM = V
√
µ/VA for the oscilliton
velocity V and note from (9.43) that M2 = κ(1 + µ)2, where κ ranges from
1/4 to 1/2. The result is then
V 2 = κ(1 + µ)V 2Ae. (9.44)
The amplitude vx,m of the soliton is calculated from (9.42) as
v2x,m =
(4κ− 1)2(1 + µ)
4κ
V 2Ae. (9.45)
9.4. WEAKLY NONLINEAR OSCILLITONS 113
The perpendicular velocities can be computed from (9.30) as
v2i⊥,m =









The maximum amplitudes are obtained for κ → 1/2. This shows that
the parallel velocity can be of the order of the electron Alfve´n velocity,
and the perpendicular ion velocity of the order of the (ion) Alfve´n velocity,
whereas the perpendicular electron velocity could largely exceed the electron
Alfve´n velocity, except in electron-positron plasmas. In view of our using the
nonrelativistic equations of motion, we require all fluid velocities to be small
compared to c, and thus the most stringent condition will occur for v2e⊥,m,
necessitating that V 2Ae ¿ µc2. This is reasonable for most space applications,
certainly in heliospheric plasmas. This then also implies V 2Ae ¿ c2, such that
the plasma approximation is indeed valid, and from (9.44) also V 2 ¿ c2.
Note, however, that for small amplitude oscillitons, i.e. for κ → 1/4, the
fluid velocities are always small, so that the more stringent condition on VAe
is not necessary in that case.
The most interesting quantity to be evaluated is the oscilliton magnetic
field, obtained by squaring (9.29) and computing 1+cosϕ from (9.31), which
yields
B2⊥,m =
(4κ− 1)(1 + µ)2
µ
B20 . (9.47)
This indicates rather large oscilliton strengths, when measured in terms of
the static magnetic field. At the end of this section we remark that the




e⊥ are pure solitary wave pulses, but the
oscilliton character comes from the phase oscillations in β and ϕ.
9.4 Weakly nonlinear oscillitons
9.4.1 Expansion of the pseudopotential
In order to show how our general large amplitude treatment includes earlier
results for small amplitude whistler oscillitons, (Dubinin et al., 2003), we









(1 + µ)2 − 3M2] u3x
M3
. (9.48)




(1 + µ)2(1 + δ2), (9.49)
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with δ2 of the order of ux, we ensure that both terms in the expansion will












ux = (1 + µ)δ2sech2δξ. (9.51)

















ξ + 2δ tanh(δξ)
]
, (9.52)
where we have chosen β to be zero at the centre of the structure, which
corresponds to a specific choice for the direction of the y axis. It is eas-
ily seen that in a pair plasma β = 0, i.e. one has linear polarization. In
an electron-ion plasma, however, the predominantly linear increase with ξ,
with a constant of proportionality that is close to unity, gives rise to the
oscilliton character of the magnetic field, and at the same time means that
the ‘oscilliton wavenumber’ is close to the wavenumber that separates the
periodic from the exponentially growing solutions in the linear stationary
treatment. From (9.38), we find
ϕ = 2δ tanh(δξ). (9.53)








4M2 − (1 + µ)2
(1 + µ)2 − 2M2 > 0. (9.54)
Begin and end phase are given by ∓2δ. The phases of the perpendicular ion
























δ tanh(δξ) + pi. (9.55)
In electron-ion plasmas, also these are predominantly linear functions of ξ,
giving rise to the oscilliton structure of the perpendicular velocities. For
pair plasmas, however, the only contribution comes from ϕ.
We further obtain from (9.30) that
ui⊥ =
√




(1 + µ)δ sech(δξ). (9.56)
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(1− µ)(1 + µ)2δ3sech2δξ tanh(δξ). (9.57)
Note that in a pair plasma it disappears, i.e. Ex = 0. Finally, (9.11) yields
n
n0
= 1 + 2δ2sech2(δξ), (9.58)






(1 + µ)δ sech(δξ). (9.59)
This last expression reduces in the pair plasma limit to (8.51), if one takes
Γ = 1 in the latter expression. The other quantities can also be shown to
have the correct pair plasma limit. The typical behaviour of ux, n, uiy, uey,
By and Ex has been given in Figure 9.2, for a weakly nonlinear oscilliton with
strength δ = 0.1. The graphs of Bz, uiz and uez have been omitted, being
similar to those of By, uiy and uey. A comparison with the results obtained
for whistler oscillitons by Dubinin et al. (2003) from numerical integration in
their weakly nonlinear ‘small amplitude, small phase difference’ case shows
excellent qualitative agreement. Their ‘small amplitude, arbitrary phase
difference’ case, however, does not seem to make sense, as (9.54) shows that
a small amplitude implies a small phase difference.
9.4.2 Comparison with reductive perturbation results
We also want to know what the correct nonlinear evolution equation for
the oscillitons could be. Although the oscilliton graphs superficially look
as those of the well known envelope solitons that are obtained from e.g.
the NLS equation, both having a stationary amplitude in the wave frame,
the phase is stationary for the oscillitons but shows a slow time variation
for the envelope solitons. Intuitively, if for the linear modes one can find
k values in the dispersion diagram where the phase and group velocities
are equal, then one expects the reductive perturbation to give stationary
solutions, because the amplitude and phase are propagated together. We
will now discuss specifically the NLS equation governing the slow amplitude
modulation of whistler waves, whose dispersion relation was already given
in (9.7). This dispersion relation does indeed have a point where the phase
and group velocities are equal, corresponding to the oscillitons, allowing us
to establish finally the connection between the weakly nonlinear expansion
of the pseudopotential and reductive perturbation results.
Reductive perturbation theory for the whistler dispersion relation (9.7)







+Q|b|2b = 0, (9.60)


























































Figure 9.2: Normalized parallel velocity ux, density n/n0, perpendicular
velocities uiy and uey, perpendicular magnetic field By/B0 and parallel elec-
tric field
√
µEx/VAB0 for a small amplitude whistler oscilliton with strength
δ = 0.1.
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for the normalized perpendicular magnetic field modulation b in complex



























It is interesting to note that Hasegawa (1972) also explicitly uses quasi-
charge neutrality.
The oscillitons are now expected to be found from the reductive pertur-
bation results by taking the special case where the phase velocity vp and
group velocity vg are equal. This occurs at wavenumber k = |Ωe|/VAe and
frequency ω = |Ωe|/2, where vg = vp = VAe/2. At this special point one has












|b|2b = 0, (9.64)
which we claim is the correct nonlinear evolution equation for the whistler










|b|2b = 0, (9.65)
where we have introduced dimensionless coordinates ζ = z|Ωe|/VAe and τ =



























(1− 2u)(ζ − uτ)−
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In order to have a stationary solution one needs u2 − u + δ2/4 = 0 hence
u ' δ2/4 in view of the smallness of δ and u. Note that this dimensionless
deviation from the linear group velocity is in agreement with M = 1/2(1 +


















Comparing this with our previous result, (9.59) and (9.52), in the limit
µ→ 0, we find exactly the same amplitude, and the phase agrees to lowest
order in δ2. We conclude that the oscillitons are indeed a special case of
the amplitude modulation of a whistler wave, for equal phase and group
velocities. It is, however, one that has an exact large amplitude counterpart.
9.5 Conclusions
In the study of large amplitude nonlinear waves, earlier treatments of parallel
propagating electromagnetic waves had been given within a fluid-dynamic
approach (Sauer et al., 2002; Dubinin et al., 2003). This has lead to the
concept of oscillitons, that has found application in various space plasmas.
We have obtained a single differential equation for the oscillitons, re-
markably enough in the form of an energy integral, much as occurs for
various nonlinear electrostatic modes when studied via the Sagdeev pseu-
dopotential method. It is, however, expressed in the parallel fluid veloc-
ity associated with the oscilliton, rather than in the electrostatic potential.
Afterwards one integration still has to be carried out in order to find the
magnetic phase. The interpretation of the equivalent potential energy in the
present case readily indicates the limiting Alfve´nic Mach numbers. Hence,
a fully nonlinear discussion of the oscilliton properties becomes possible, at
as large amplitudes as the underlying Mach number restrictions permit.
In order to make the connection with earlier weakly nonlinear results
given for whistler oscillitons, the pseudopotential has been expanded for not
too strong amplitudes, thus allowing a discussion in a completely analytical
rather than a numerical fashion. We have shown the NLS equation (at that
point of the whistler dispersion where the phase and group velocities are
equal) to be the correct nonlinear evolution equation.
For weakly nonlinear oscillitons, the wavenumber of the embedded os-
cillations is very close to where the group and phase velocities match in the
linear dispersion. For larger δ, the amplitude grows, the width decreases and
the oscilliton wavelength is not much affected. Correspondingly, the num-
ber of embedded oscillations decreases. Eventually, for large amplitudes,
the oscillation wavelength becomes comparable to the soliton width and the
oscilliton begins to resemble a classical soliton, although with a rather com-
plicated core. This has been checked numerically by Dubinin et al. (2003).
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The paper by Dubinin et al. (2003) also discusses oscillitons propagating
obliquely to the magnetic field, but the system of equations in that case is
much too complicated to make any progress analytically. A Hamiltonian for-
mulation of nonlinear whistler waves has been given by Webb et al. (2005).
They also discuss periodic nonlinear waves. However, they forgot that the
nonlinear equations are derived using explicitly the solitary wave conditions
at infinity, as discussed in Chapter 1, and hence their theory is not applica-
ble to periodic nonlinear waves. McKenzie et al. (2005c) have treated the
whistler oscillitons relativistically, by explicitly using the relativistic equa-
tions of motion and the Lorentz transformation, and not making use of the
quasi-charge neutrality assumption. They found that the oscillitons cease
to exist in the relativistic regime. The dispersion cannot prevent nonlinear
steepening and the amplitude of the wave continues to grow until the elec-
tron speed reaches the speed of light. Finally, we mention that there have
been attempts to study the nonlinear evolution of whistler waves without
invoking stationarity (Farina and Bulanov, 2001; Lontano et al., 2003).
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Chapter 10
Envelope solitons in pair
plasmas
The amplitude modulation of magnetic field-aligned circularly polarized
electromagnetic (CPEM) waves in a magnetized pair plasma is reexam-
ined. The nonlinear frequency shifts include the effects of the radiation
pressure driven density and compressional magnetic field perturbations as
well as relativistic particle mass variations. The dynamics of the modulated
CPEM wavepackets is governed by a NLS equation, which has attractive
and repulsive interaction potentials for fast and slow CPEM waves. The
fast (slow) CPEM mode is modulationally unstable (stable). Possible sta-
tionary amplitude solutions of the modulated fast (slow) CPEM mode can
be represented in the form of bright and dark/grey envelope electromag-
netic soliton structures. Localized envelope excitations can be associated
with the microstructures in pulsar magnetospheres and in laboratory pair
magnetoplasmas.
In their classic paper, Chian and Kennel (1983) considered the ampli-
tude modulation of linearly polarized electromagnetic waves in an unmagne-
tized pair plasma, taking into account wave intensity induced particle mass
variations. They reported the modulational instability and the formation
of localized electromagnetic pulses, which may account for the pulsar mi-
crostructures (Asseo et al., 1990; Asseo, 1993, 2003). The work of Chian and
Kennel (1983) has been extended by several authors (Stenflo et al., 1985;
Shukla and Stenflo, 1996) by including the effect of an external magnetic
field, but by neglecting the CPEM wave pressure induced magnetic field
perturbations. Furthermore, we note that Weatherall (1997) has considered
the modulational instability of Langmuir waves as a possible mechanism for
radio emission in the magnetized pair plasma of pulsars.
We present a complete investigation of the amplitude modulation of the
magnetic field-aligned CPEM in a pair plasma by including the combined
effects of the ponderomotive force driven density and magnetic field per-
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turbations, as well as by retaining relativistic particle mass increase in the
CPEM wave fields. It is based on Cattaert et al. (2005a). The dynamics of
a modulated CPEM wavepacket is governed by a cubic Schro¨dinger equa-
tion, which exhibits modulational instability and localized envelope CPEM
solitions. The derivation of the NLS equation is done in a more intuitive
way compared to the rigorous derivation for a simple problem in Chapter
1, as the problem is very complicated and we are only interested in zeroth
harmonic effects.
10.1 Model and dispersion relation
Let us consider a collisionless pair plasma comprising electrons and positrons
with equal rest masses m0 and opposite charges of magnitude e. The equi-
librium electron/positron number density is given by n0. The pair plasma
is embedded in a homogeneous magnetic field B0 = B0ex, where B0 is the
strength of the magnetic field and ex is the unit vector along the x axis of
a Cartesian co-ordinate system. We consider the amplitude modulation of
circularly polarized electromagnetic (CPEM) waves propagating along the
magnetic field direction in our pair plasma. The electric field of the CPEM
waves is E = E(ey± iez) exp[i(kz−ωt)] + complex conjugate, where ey (ez)
is the unit vector along the y (z) axis, k is the wavenumber and ω is the wave
frequency. The linear dispersion relation for the CPEM waves is written in







ω(ω ± Ωe) −
ω2pp
ω(ω ± Ωp) , (10.1)
where ωpe,pp =
√
ne2/ε0me,p and Ωe,p = ∓eB/me,p are the electron/positron
plasma and gyrofrequencies, respectively. In these expressions now n is
the electron/positron number density (we assume quasi-charge neutrality),
B is the (total) compressional magnetic field, me,p = m0γe,p is the elec-
tron/positron mass, γe,p are the relativistic gamma factors. We have care-
fully disentangled the electron and positron contributions because of their
different relativistic mass variations. In equilibrium, however, the electron
and positron plasma and gyrofrequencies are equal and the dispersion law
is given by (Iwamoto, 1993; Zank and Greaves, 1995)
N2 = 1− 2ω
2
p
ω2 − Ω2 , (10.2)
where ωp =
√
n0e2/ε0m0 and Ω = eB0/m0 are the unperturbed elec-
tron/positron (hence not the total this time!) plasma frequency and gy-
rofrequency (in absolute value).
We note that (10.2) remains intact for both the right- and left-hand
circular polarizations, and there is no Faraday rotation for these waves due
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to the identical index of refraction N . The two solutions of (10.2) are
ω2 =
k2c2 + ω2H ±
√





2ω2p +Ω2 is the upper-hybrid resonance frequency. The slow
mode (minus sign) starts at ω = 0 (for k = 0) and has a resonance at Ω.
The fast mode (plus sign) starts at ωH .
10.2 Derivation of the NLS equation
We now follow the standard method of Karpman and Washimi (1977) and
Nishikawa and Liu (1976) to derive an equation for the amplitude mod-
ulated CPEM waves in the presence of nonlinear frequency shifts caused
by the radiation pressure driven density and magnetic field perturbations
as well as those associated with relativistic particle mass increase in the
CPEM waves. Thus, we shall account for the coupling of the CPEM waves
with the plasma slow motion and consider only a weakly relativistic particle
mass variation case. Due to the weakly nonlinear effects under considera-
tion, the dispersion relation shall depend on the wave amplitude, while the
wave group velocity and the wave group dispersion are supposed to remain
unchanged. Within the Wentzel-Kramers-Brillouin (WKB) approximation,
the modulation may be expressed in terms of a slow space-time variation of
the amplitude around some average value of the CPEM wave electric field
(Nishikawa and Liu, 1976). We now consider (10.1) to be a nonlinear dis-
persion relation ω = ω(k, n0 + n1, B0 + B1,m0γe,m0γp), where n1 and B1
are the radiation pressure driven density and compressional (along the x
axis) magnetic field perturbations, associated with the plasma slow motion,
respectively, γe ≈ 1 + |ve|2/2c2 and γp ≈ 1 + |vp|2/2c2 are the relativistic
gamma factors, and ve (vp) is the electron (positron) quiver velocity in the
CPEM waves. For our purposes, we have
ve = −i e
m0(ω ∓ Ω)E(ey ± iez),
vp = i
e
m0(ω ± Ω)E(ey ± iez). (10.4)
We assume that the radiation pressure density perturbations are quasi-
neutral and quasi-stationary.
By Taylor expanding the dispersion relation, we then have
ω ' ω0 + ∂ω
∂k
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which can be written in the form
ω ' ω0 + vg(k − k0) + P (k − k0)2 +∆. (10.6)
By replacing i(k− k0)→ ∂/∂x and −i(ω−ω0)→ ∂/∂t, we readily obtain a












−∆E = 0. (10.7)
Here, the lowest order group velocity and group velocity dispersion of the


































(ω2 − Ω2)3 − 1
]}
(10.9)
It is straightforward to check numerically that P > 0 (P < 0) for the fast
(slow) CPEM mode.












































Next, we carry out the expansion of the dispersion relation (10.1), by let-
ting ω2pe,pp = (n0 + n1)e
2(1 − |ve,p|2/2c2)/ε0m0 and Ωe,p = e(B0 + B1)(1 −





































2c2(ω ± Ω)2 . (10.15)
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where ∆r is the relativistic frequency shift.
In order to calculate the density perturbations, we write the electron and












where φ is the ambipolar potential associated with the plasma slow motion,
and the last term represents the ponderomotive force (Washimi and Karp-











where T = Te + Tp, and |E0| is the constant value of the CPEM wave
envelope at |z| = ±∞.
The magnetic field perturbation can be calculated by splitting the mag-
netization formula B = µ0(H+M) in its equilibrium B0 = µ0(H0+M0) and
perturbation B1 = µ0M1 parts. The magnetization induced by the CPEM


























Hence, the relativistic frequency shift is found to be (Shukla and Stenflo,
1996)
∆r = − vg
kc2
ω2ω2p[4ω
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Finally, combining (10.16), (10.18), (10.20) and (10.23), the nonlinear
frequency shift can be written as ∆ = −Q(|E|2−|E0|2), where the coefficient
























(|E|2 − |E0|2)E = 0, (10.25)
where we have introduced a Galilean transformation x → z = x − vgt to
a frame moving at the group velocity. The system of equations (10.18),
(10.20) and (10.25) provides a self-consistent description of the magnetic
field-aligned CPEM waves interacting with the plasma slow motion that
supports non-resonant density and magnetic field perturbations. The term
involving |E0|2, which represents the equilibrium electric field amplitude to
be determined for a given anticipated solution, could be eliminated from
(10.25) – but not from (10.18), (10.20) and (10.23) – by introducing a phase
shift E → E exp(iQ|E0|2t), but we prefer not to do this in order not to
obscure the physical interpretation.
10.3 Modulational stability and soliton solutions
In Chapter 1 the modulational stability of the NLS equation was studied
and these results are now carried over to the modulational stability of a
constant amplitude CPEM pump. The fast mode has η > 0, and is thus
modulationally unstable. This can lead to the formation of a bright soliton.
Expressions can be found in Chapter 1, upon the afore-mentioned phase
shift. Note that when going back to the original coordinates, the envelope
is moving at the speed vg+U . Let us also emphasize that the total phase of
the electric field is kx − ωt + θ. Furthermore, we can calculate the density
and magnetic field profiles with the help of (10.18) and (10.20). It is found
that these bright solitons correspond to a reduction of both the density and
magnetic field, as seen in Figure 10.1. The time evolution of the bright
soliton is depicted in Figure 10.2.
On the other hand, the slow mode is modulationally stable since η < 0.
Now there are dark and grey envelope solitons which represent a localized
region of reduced electric field density. Again expressions can be found
in Chapter 1. They are associated with a decrease in the density and an
increase of the magnetic field, as seen in Figure 10.3.
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Figure 10.1: The electric field, density and magnetic field profiles of the
bright soliton at t = 0. We are considering the fast mode at kc/ωp =
0.2, ω/Ω = 1.7398 and have chosen |Em|/
√
n0kBT = 0.01, U = 0. When
choosing these parameters, care has been taken to meet the requirements
of the weak nonlinearity, the slowly varying amplitude and the group and
envelope velocities being much smaller than the speed of light.
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Figure 10.2: The electric field profiles of the bright soliton at successive times
tL/vg = 0, 2, 4, 6. The parameters are the same as in the previous figure.
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Figure 10.3: The electric field, density and magnetic field profiles of the
grey soliton at t = 0. We are considering the slow mode at kc/ωp = 4,
ω/Ω = 0, 9398, and have chosen |E0|/
√
n0kBT = 0.01, U = 0, d = 0.95,
s = +1.
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10.4 Conclusions
We have reexamined the amplitude modulation of magnetic field-aligned
CPEM waves in a magnetized pair plasma, taking into account relativistic
particle mass increase in the wave field, as well as the modification of the
equilibrium density and magnetic field profiles by the radiation pressure.
The dynamics of the modulated CPEM wavepacket is governed by a NLS
equation. Using results from Chapter 1, it is found that the fast (slow) wave
is modulationally unstable (stable). Possible stationary solutions of the NLS
equation can be represented in the form of a bright (dark/grey) envelope
soliton for the fast (slow) mode. The present results suggest that the nonlin-
ear coupling between the CPEM waves with the background plasma provides
the possibility of localized electromagnetic pulses which can propagate over
long distances. In fact, localized slow mode excitations can be associated
with microstructures in pulsar magnetospheres where the electron gyrofre-
quency is much larger than the pulsar frequency. On the other hand, the
nonlinear effects associated with the fast CPEM mode may be relevant to
some laboratory experiments devoted to fundamental studies of collective
interactions in magnetized pair plasmas, as well as to laser-produced pair
plasmas where the electron plasma and electron gyrofrequencies could be
similar. Future observations may lend support to our prediction of nonlin-
ear envelope excitations in magnetized pair plasmas found in astrophysical








Planetary rings such as those of Saturn are made up of dust particles embed-
ded in a plasma, in a plane perpendicular to the planetary magnetic field.
The ions and electrons of the plasma are frozen into the magnetic field and
effectively move around the planet at the co-rotation speed. On the other
hand the heavier dust particles, with low charge-to-mass ratios, move on
nearly Keplerian orbits. As a result the dust particles exhibit an azimuthal
drift relative to the plasma, and the resulting free energy may give rise to
streaming instabilities.
The effects of such a drift on electromagnetic waves in the magnetosonic
frequency range, propagating perpendicularly to the magnetic field, in the
direction of the azimuthal drift, have recently been examined by Li and
Havnes (2000) using a kinetic model and by Verheest and Hellberg (2001)
from a more transparent fluid-based calculation. However, the two papers
reported rather different results, presumably due to making, in deriving the
dispersion law, approximations that turned out to be too restricted. This
was borne out by solving the full dispersion law numerically (Hellberg et
al., 2002) indicating that in certain parameter regimes there was reason-
able agreement with earlier approximations (Li and Havnes, 2000; Verheest
and Hellberg, 2001) but also some discrepancies occurred that could not be
readily connected to a theoretical interpretation.
We therefore revisit this problem using a magnetofluid model, without
making a priori too many assumptions about the frequency and wavenumber
regime, in such a way that we can compare our new theoretical understand-
ing with the corresponding numerical solutions of the full or the restricted
dispersion laws. While the problem studied clearly is inspired by planetary
rings as those of Saturn, as were also the earlier works referred to (Li and
Havnes, 2000; Verheest and Hellberg, 2001), we will discuss in the relevant
sections how the model might apply to such situations. This chapter is based
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on Cramer et al. (2004).
A further motivation for studying this type of problem, involving mag-
netosonic waves excited in a beam-plasma interaction, concerns the modes
excited by the interaction of the solar wind plasma flowing past a cloud
of relatively heavy, and therefore unmagnetized, barium ions (Sauer et al.,
1998, 1999a,b). In that case, it was observed that strong emission occurred
at the proton cyclotron frequency in the solar wind plasma frame, which was
explained by the strong growth rate of the beam-plasma instability at that
frequency for high beam speeds. In our case, however, we are concerned
with lower-frequency instabilities and with lower beam speeds. From these
studies it transpires that maximum growth occurs for perpendicular prop-
agation, which is the configuration found in planetary ring systems with
charged dust.
11.1 Dispersion relation
For the magnetosonic waves we wish to investigate, the model is that of a
collisionless plasma, composed of electrons, ions and a charged dust grain
or secondary heavier ion species. The waves propagate along the x axis,
parallel to possible equilibrium streaming, but perpendicular to the static
magnetic field B0 = B0ez. This configuration is found i.a. in planetary
rings, where the planetary magnetic field is perpendicular to the ring plane,
especially at Saturn whose magnetic field can be described to a high degree
of precision by a dipole field aligned with the rotation axis (Ness, 1994). The
plasma electrons and ions are tied to the magnetic field lines and thus co-
rotate with the planetary magnetosphere as a rigid body, whereas the dust
grains, because of their charges, move on orbits that are near-Keplerian,
with frequencies between purely Keplerian and co-rotation.
For the basic equations we refer to Verheest and Hellberg (2001) from
which we recall that the different plasma and dust species are labelled with
a subscript j and have equilibrium densities nj0, charges qj , masses mj ,
thermal velocities ctj and equilibrium streaming velocities vj0. We use the
labels e for electrons, i for ions and d for charged dust or secondary ions. We
consider dust grains (or secondary ions) of a single mass value and define





The dispersion law for the magnetosonic mode is the one for theX mode,
DxxDyy = D2xy, (11.2)
where the relevant elements of the dispersion tensor (Verheest and Hellberg,
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Here we have introduced the notations
Nj ≡ (ω − kvj0)2 − k2c2tj − Ω2j ,
Aj ≡ (ω − kvj0)2 − k2c2tj . (11.4)
Upon substitution of (11.3) into (11.2) and elimination of all denominators
we get an equation of degree 8 in ω. We are not interested in the higher-
frequency plasma modes that will show little or no effect due to the presence
of charged dust or of secondary ions, but will focus on the lower-frequency
roots. Therefore we simplify the full dielectric tensor components (11.3) by
using the approximations
ω, |ω − kve0|, |kcte| ¿ |Ωe| and VA = VAi ¿ c, (11.5)
where VAi is the Alfve´n velocity based on the primary ion mass density.











d = (nd0md/ni0mi) c
2/V 2A, (11.6)
and
ω2pe/Ωe = − (1 + δ)Ωic2/V 2A,
ω2pd/Ωd = δΩic
2/V 2A, (11.7)
where we have used the condition of overall charge neutrality.
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A beam of dust particles only is considered, with vd0 = U , in the plasma
frame of reference, i.e. ve0 = vi0 = 0. For further simplification, all thermal
speeds are set to zero, which is not an essential restriction, as we will discuss
in Section 11.3. Note that we do not assume from the outset that |ω|, |(ω−
kU)| À |Ωd|, although the first of these conditions should be satisfied for
any modes of interest to ensure that the dust beam remains unmagnetized






















































(ω − kU)2 − Ω2d













(ω − kU)2 − Ω2d
]
, (11.10)


































(ω − kU)2 − Ω2d
]
. (11.11)
Note that the electron contribution can be neglected in (11.9) and (11.11),





Ωi((ω − kU)2 − Ω2d) + δΩd(ω2 − Ω2i )
]− ω2(ω − kU)2(1 + δ)2
+[ω2Ωd + δ(ω − kU)2Ωi](Ωd + δΩi) = 0. (11.12)
We now nondimensionalize, using a normalized frequency f = ω/Ωi,
and wavenumber κ = kVA/Ωi, and the parameters g = Ωd/Ωi and u =
U/VA. The dimensionless version of (11.12) is then the following 4th degree
polynomial in f :
κ2[(f − κu)2 − g2 + δg(f2 − 1)]− f2(f − κu)2(1 + δ)2
+[f2g + δ(f − κu)2](g + δ) = 0, (11.13)
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u=0 u=0.2
Figure 11.1: The normalized frequency f plotted against the normalized
wavenumber κ = VAk/Ωi for the waves propagating perpendicularly to the
magnetic field in a plasma with a single negatively charged dust species, for
u = 0 and u = 0.2. Here δ = −0.1 and g = −1.6× 10−3.
to be discussed in the next section.
11.2 Results
Equation (11.13) has been solved for its 4 roots in f as a function of κ, and
the results are shown in Figures 11.1–11.3. The full dispersion equation,
without making the above approximations and retaining the thermal speeds
(an 8th degree polynomial in f as remarked earlier) has also been solved.
The low κ, low f modes considered here show virtually no difference in the
two computations, however we shall point out the different results obtained
from the two calculations when the frequencies and wavenumbers become
large.
The following parameters have been used in the calculations, unless
stated otherwise: Oxygen ions with Zi = 1, dust charge ratio Zd = −104,
dust mass md = 108 mp, B0 = 1 µT, ion density ni = 108 m−3, electron
density ne = 9 × 107 m−3, dust density nd = 103 m−3, and temperatures
Te = Ti = 10 eV, Td = 0. Some of these parameter values fit approximately
those estimated for Saturn’s rings, while others are chosen so as to make
more visible the mode coupling that underpins the instability.
Figure 11.1 shows the behaviour of the positive frequency modes when u
increases from zero. For u = 0, there is an upper fast (magnetosonic) mode








This cutoff for the perpendicularly propagating dust-magnetoacoustic mode
was discussed by Rao (1995). There is also a lower slow mode extending to
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We generally have the case that |g| ¿ |δ| < 1, so fc ' |δ| and fr '
√
δg.
For non-zero u a beam mode appears, and the slow mode is modified. As
u approaches 1, the beam mode intercepts the slow mode, and two modes
exist on either side of the unperturbed beam mode, the slow and fast beam
modes. A conjugate pair of roots appears at high values of κ, one of which
is unstable (Figure 11.2). The instability occurs always in the beam mode.
The fast (magnetosonic) mode is stable, and is only affected at high values
of u. This behaviour can be understood by considering the effect of small
|g|, as is the case for charged dust as the secondary massive species. To first
order in |g|, (11.13) becomes
(f − κu)2[f2(1 + δ)2 − κ2 − δ2] = δg[f2(1 + κ2) + (f − κu)2 − κ2]. (11.16)
Setting g = 0 yields the beam mode f = κu and the fast magnetosonic
mode shown in Figure 11.1. Thus the beam and fast magnetosonic modes
are coupled, with possible resultant instabilities, due to nonzero g. The fast












κ2 + δ2 − κu(1 + δ)]2
]
, (11.17)
indicating that this mode is stable (at least to order |g|), as is verified by
the numerical results.
To lowest order in |g|, the beam mode dispersion relation is f = κu±X,
where
X2 =
δgκ2[1− u2(1 + κ2)]
κ2 − κ2u2(1 + δ)2 + δ2 . (11.18)
Consider the case of negative δ (i.e. negatively charged dust grains), and
different ranges of u:
(a) u2 < 1. Then the denominator of (11.18) is positive for all real κ,
and the numerator of (11.18) is positive if κ2 < 1/u2 − 1. Hence
X is real and we have two low-frequency modes centred about the
beam, as shown in Figure 11.1. For κ greater than the threshold value√
1/u2 − 1, the two low-frequency modes become a complex conjugate
pair of roots, one of which is unstable, as shown by the numerical re-
sults in Figure 11.2 for u = 0.95. The analytic growth rate derived
from (11.18) (the dashed curve) shows good agreement with the nu-
merically calculated growth rate from (11.13) (the dotted curve). The
approximate growth rate of this beam instability has been derived
earlier (Hellberg et al., 2002).
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(f)  u=2(e)  u=1.5
(d)  u=1.1(c)  u=1.01
(b)  u=1(a)  u=0.95
Figure 11.2: As in Figure 11.1, but for different values of u. The real parts
of f are shown by the solid curves, the imaginary parts by the dotted curves
(multiplied by 10 in (a)-(d), and by 2 in (e)-(f)). The analytic low-frequency
growth rate is shown by the dashed curves.
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(b) 1 ≤ u2 ≤ 1/(1 + δ)2. The numerator of (11.18) is negative for all
real κ, and the denominator is always positive, so the beam mode
is unstable for all real κ, as shown in Figure 11.2 for u = 1.01 and
u = 1.1. The analytic growth rate shows poorer agreement with the
numerical result.
(c) u2 > 1/(1+δ)2. The phase speed of the beam mode is greater than the
phase speed of the fast magnetosonic mode as κ→∞, so a crossing of
the two modes always occurs. The numerator is always negative, and
the denominator of (11.18) is negative and the mode is stable, if
κ2 >
δ2
u2(1 + δ)2 − 1 . (11.19)
Thus there exists an upper cutoff value of κ for the instability, near the
mode crossing point, as shown in Figure 11.2 for u = 1.5 and u = 2.
However, the analytic growth rate shows relatively poor agreement
with the numerical result, although the maximum growth rate occurs
at the analytic cutoff point.
A more accurate approximation to the beam mode dispersion relation is
obtained by setting f = κu +X, with |X| ¿ |κu|, and retaining all terms
in g. Substituting into (11.13) and retaining terms to order X2, we find the
following quadratic equation for X:
[(1 + δg)κ2 − (1 + δ)2κ2u2 + (g + δ)2]X2 + 2gκu[(1 + κ2)δ + g]X
+gκ2[δκ2u2 + (g + δ)(u2 − 1)] = 0. (11.20)
The discriminant of (11.20) may be written
∆ =
{
δu2[(1 + δ)2u2 − 1]κ4
+ (g + δ)[1 + δg − 2u2(1 + δ + δ2) + u4(1 + δ)2]κ2
− (g + δ)2[δ(u2 − 1)− g]
}
4gκ2. (11.21)
An instability occurs if ∆ < 0, with the boundary points of κ for in-
stability obtained from the condition ∆ = 0. To investigate the onset of
instability for u2 ' 1 shown in Figure 11.2, we set u2 = 1 − ε, with ε ¿ 1,
and let |g| ¿ |δ|. We then find from (11.21) that the unstability threshold
for κ is given by
κ2 ' g/δ + ε = ni0mi/nd0md + ε, (11.22)
and that the threshold vanishes when
u2 ' 1 + g/δ, (11.23)
which agree closely with the numerical results in Figures 11.2(b) and 11.2(c)
respectively.
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Figure 11.3: The dispersion relations for the waves with g = −1.6 × 10−6,
δ = −0.1, u = 2. The numerical growth rate is shown by the dotted curve,
and the analytic low-frequency growth rate is shown by the dashed curve.
The reason for the poor agreement of the analytic growth rate near the
upper cutoff, discussed in point (c) above, is that this cutoff occurs close
to where the beam mode dispersion relation would cross that of the fast
magnetosonic mode, i.e. f2 ' κ2u2 ' κ2+ δ2. Then there is strong coupling
between the two modes, the denominator in (11.18) goes to zero and the
approximation method is invalid. The approximation is better for smaller
|g|: Figure 11.3, for g = −1.6× 10−6, shows clearly that the numerical and
analytic cutoffs are close, but that the numerical growth rate is limited in
size at the mode crossing point. The growth rate at the mode crossing point
κc '
√|δ2/(u2 − 1)| can be calculated analytically by retaining terms of
order X3 in the expansion of (11.13). A cubic equation in X is obtained,
rather than the quadratic (11.20), with approximate solution









This result has previously been obtained by Verheest and Hellberg (2001)
and Hellberg et al. (2002).
The above numerical results obtained with the low-frequency equation
(11.13) have been verified to be virtually identical to the results obtained
from the full model using the complete tensor components (11.3). However,
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when the wavenumbers and frequencies become large, discrepancies between
the two models appear. In particular, while the low-frequency model pre-
dicts no upper instability cutoff wavenumber for u2 < 1/(1+ δ)2 (points (a)
and (b) above), the full model does show an upper cutoff, as shown in Figure
11.4(a) for u = 0.3. (There is also a wavenumber threshold for instability in
both models, κ ' 3, that is not resolved in Figure 11.4.)
This cutoff occurs where the beam mode has a mode crossing with the
fast magnetosonic mode, which has a resonance at the lower electron-ion
hybrid frequency, but is absent in the low-frequency model (Figure 11.4(b))
which neglects electron cyclotron effects. The numerical cutoff wavenumber
is shown (the solid curve) in Figure 11.5(a) as a function of u, for δ = −0.4.
The analytic cutoff wavenumber given by (11.19) is shown by the dotted
curve. As u decreases to the critical value 1/(1+ δ), the cutoff wavenumber
increases rapidly to infinity. There is also an initial rapid increase in the
numerical cutoff, but the cutoff levels off to a linear increase below the crit-
ical value, because the beam mode and fast magnetosonic mode dispersion
relations now cross, as in Figure 11.3. The cutoff wavenumber is shown as
a function of |δ| for fixed u = 2 (the solid curve) in Figure 11.5(b). The
wavenumber for maximum growth rate is shown by the dashed curve, and
the analytic cutoff is shown by the dotted curve. The maximum growth
rate is shown in Figure 11.5(c). Again the cutoff and maximum growth rate
increase rapidly near the critical value, but level off for the numerical results.
An evaluation of the relevance of these magnetosonic instabilities to Sat-
urn’s rings is hampered by a lack of data precise enough to constrain the
model. Close to the co-rotation distance (located in the B ring) the relative
streaming is too small to generate important effects, but the u ≤ 1 mech-
anism might apply to the E ring, where u could reach values of 0.3 to 1,
depending on the plasma and dust parameters.
11.3 Very low-frequency beam instability
The critical value of u for instability is further investigated in this section
for the case of small k, and allowing for thermal effects, even though the
velocities required do not make it likely that this mechanism can operate in
Saturn’s rings. Nevertheless, the analytical derivation of the instability at
small k and ω is straightforward, and hence it is included here for the sake
of completeness. In particular, it underpins the numerical results found for
this regime.
Since there is a root ω = 0 of the general dispersion law (11.2) at k = 0,
we can try to solve the dispersion law to lowest order in ω and k. In this
approximation we can easily retain terms of order V 2A/c
2 and ω2/Ω2e, as well
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(a)
(b)
Figure 11.4: The dispersion relation for u = 0.3, δ = −0.1 and g = −1.6 ×
10−3. The growth rate is multiplied by a factor 20. (a) the full model, (b)
the low-frequency model.
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Figure 11.5: (a) The upper cutoff wavenumber for instability as a function
of u, for δ = −0.4. The solid curve shows the numerical result using the full
dielectric tensor model, the dotted curve using the low-frequency model. (b)
The upper cutoff wavenumber for instability as a function of |δ|, for u = 2.
The solid curve is the numerical result using the full model, the dotted curve
using the low-frequency model, the dashed curve gives the wavenumber for
maximum growth rate. (c) The maximum growth rate corresponding to (b)
using the full model.
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we find from (11.3) that Dxy and Dyy are to lowest order homogeneous
quadratic in ω and/or k, whereas Dxx starts with a constant value. Hence
to lowest order (11.2) reduces to Dyy ' 0, or
ω2 − c2k2 + (ω2 − k2c2te)
ω2pe
Ω2e
+ (ω2 − k2c2ti)
ω2pi
Ω2i











ω2 + (ω − kU)2 = ρk2V 2ms. (11.27)
Here VAp is the plasma Alfve´n velocity, given by V 2Ap = B
2
0/µ0(ne0me +
ni0mi), Vms is the magnetosonic velocity, defined through


























ρ(1 + ρ′)V 2ms − ρ′U2, (11.30)








Instabilities require supermagnetosonic beam velocities
U2 >
1 + ρ(1 + V 2Ap/c
2)
1 + V 2Ap/c2
V 2ms ' (1 + ρ)V 2ms, (11.32)
since usually VAp ¿ c and also ρ′ ' ρ ¿ 1 are small parameters for many
dusty plasmas. The neglect of thermal effects, as in the previous section,




Figure 11.6: As in Figure 11.2, but for a low range of κ, and for three values
of u around the critical value. Here the full dispersion relation is solved,
with cti = 0.5VA, and c/VA = 549.
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amounts to replacing Vms by VAp, which is for the numbers used in the nu-
merical computations a very reasonable approximation, since Vms is domi-
nated by VAp.
This result has been verified by numerical solution of the full dispersion
law, for the example of cti = 0.5 VA, which leads from (11.32) to a critical
value of u = 1.13. Figure 11.6 shows the low-k behaviour for a sequence of
values of u. As u approaches the critical value, the beam mode (the lower
solid line) approaches the slow mode dispersion curve (the upper solid line).
At the critical value, the two lines overlap, i.e. the beam velocity equals the
phase velocity of the slow mode, and instability occurs.
11.4 Conclusions
We have revisited the problem of dust-modified magnetosonic waves driven
unstable by charged dust particles that drift relative to the plasma, in a
plane perpendicular to the static magnetic field. Even though the model
is inspired by a configuration that obtains in planetary rings, the required
beam velocities and/or dust densities probably exclude it from operating in
most of Saturn’s rings, except for parts of the E ring. However, the data
available at present are not detailed enough to make a closer comparison.
Nevertheless, this type of instability has been incompletely dealt with in
earlier studies and is interesting enough to warrant a thorough and consistent
treatment – the main aim of the present study.
We have shown that a correct description can be obtained for frequencies
and Doppler shifts that are small compared to the electron gyrofrequency.
Excellent agreement is reached between this analytical approximation and
the numerical solution of the full or reduced dispersion law. Both indicate
that the instability is always in the beam mode. The fast mode is stable,
and is only affected at high values of relative streaming between the dust
and the plasma. In particular, a very low-frequency, small wavenumber
beam instability may occur at supermagnetosonic beam velocities of the
dust component, which is thus excluded in the region around co-rotation,
where the Kepler and co-rotation frequencies are equal. At the critical
value, the beam velocity equals the phase velocity of the slow mode, and
instability occurs. Both analytic and numerical studies show that instability
can in addition occur for submagnetosonic speeds, which is likely to be more
relevant to planetary rings, especially Saturn’s E ring.
We have thus interpreted in a coherent fashion some of the earlier re-
sults published in the literature on this problem. It is anticipated that our
approach will also be useful to other beam-plasma configurations in the
heliosphere, that involve charged dust or heavier ions interacting with an
otherwise standard plasma.
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Chapter 12
Dust distributions
The first attempts in dusty plasma research to model charged dust grains,
treated them as a monodisperse, additional heavy ion species, besides the
standard electron and ion components of the combined plasma. This simple
formalism has revealed already many of the interesting and basic features,
such as the occurrence of new very low-frequency eigenmodes associated
with the large spatial and temporal dust scales.
Nevertheless, several complications arise in dusty plasma physics, be-
cause in reality the dust is polydisperse, certainly in space and astrophysical
applications, where observations (Colwell, 1996; Landgraf et al., 2000) indi-
cate that the dust grains come in a continuous range from macromolecules
to rock fragments. Even if charging processes are not taken into account,
dust grains occur in a range of sizes and compositions, which translates in a
range of (equilibrium) charges and masses and we have to find a suitable way
to deal with these. This is much less of a problem for current experiments
that mostly use monosized grains.
For wave phenomena one couples the plasma and dust dynamics to
Maxwell’s equations, and for this one needs the total charge and/or current
density. The electron and ion contributions are standard, but complications
arise from dust distributions as soon as one transcends the simple, heavy
negative ion picture for monosized dust grains.
Working at the level of an extended kinetic theory, in which charge and
mass are treated as additional phase space variables, before computing the
dust charge or current contribution to the dispersion law, allows for the
most correct picture, including possible microscopic damping mechanisms,
but can become very unwieldy.
At the fluid level two complementary approaches have been used to de-
scribe the polydisperse dust. One is to describe the charged dust as a dis-
crete collection of different fluids (Bliokh and Yaroshenko, 1985; Meuris et
al., 1997; Verheest et al., 2000a; Jacobs et al., 2000; Verheest et al., 2000b)
or taking the continuous limit of the dust contribution over a given range
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of charges or sizes (Bliokh et al., 1995; Verheest, 2000; Shukla and Mamun,
2002; Bliokh and Yaroshenko, 1996; Tripathi and Sharma, 1996; Meuris,
1997; Pillay et al., 2000; Yaroshenko et al., 2001; Boushaki et al., 2001;
Cramer et al., 2002), either while or after deriving the dispersion law. The
other way consists in going for a global dust fluid (Varma, 2000b; Verheest et
al., 2001, 2002, 2003a), needing then appropriate model equations to be de-
rived from the extended kinetic theory. Due to the differing charge-to-mass
weightings, this can become quite involved, in particular for electromag-
netic waves. In a polydisperse fluid number densities, charge densities and
mass densities are not just proportional to each other, but are really inde-
pendent quantities. Analogously, there are different possible definitions for
the macroscopic velocities, for example one following the dust in its mass
motion, another one following the charge motion.
This chapter is based on Verheest and Cattaert (2003, 2004a,b).
12.1 General formalism
At the kinetic level, phase space is extended to include the charge q and
the mass m of the dust particles. In the present chapter these are static
variables but dust grain charge dynamics is included in the next chapter,
making q a dynamical variable. The microscopic dust distribution function
fd(x,w, t, q,m) incorporates the charge q and the mass m as continuous,
independent phase space variables, besides x, t and the phase space velocity













where the microscopic laws of motionw = x˙ and w˙ = (q/m)(E+w×B)−∇ϕ
have been used. Note that both electromagnetic and self-gravitational forces
have been included, recalling ϕ to be the self-gravitational potential defined
in Chapter 6. For dust grains with constant charges and masses there are
no additional contributions (for example, ∂(q˙fd)/∂q = 0), even though they
cover a whole range.
We could even include more phase space variables, like the dust parti-
cle size a or its composition. For simplicity we introduce the notation p,
standing for all the additional dust properties (i.e. m, q and maybe others)
together. Specifically when we integrate over these variables, the differential
is written as dp = dq dm . . . To be fully general in the subsequent discussion,
we will at first assume that these dust parameters are unrelated. However,
for spherical dust grains of the same composition and material density %
the mass m(a) = (4/3)pi%a3 is related to the radius a. Furthermore, in the
standard orbital motion limited current (OML) charging model (see Chapter
13) the charge q0(a) is proportional to a, with the constant of proportional-
ity depending only on the plasma properties, independent of the other grain
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characteristics. Hence for certain applications the new phase space variables
m (when considering dust grains of the same composition) and q (when one
takes the OML equilibrium charges) can be omitted while retaining only a,
with evident modifications to the treatment that we give below.
We will now derive dust fluid equations by taking moments of the Vlasov
equation (12.1). If we integrate (12.1) over all p and w, after multiplica-
tion by some power of the microscopic velocities, we obtain the traditional
chain of moment equations in physical space. However, the different charge
and mass weightings compel one to introduce a whole sequence of (global)
velocities and higher order moments, where the same order in w is essen-
tially combined with different powers of q/m. With hindsight it is easier to
avoid the complications arising from the q/m weightings by postponing the
integration over these new phase space variables and to restrict ourselves at
first to integrations solely over the microscopic velocity w. For this half-way
house, where not all phase space variables are integrated out, we define the










and note that these still contain the variables p. In this sense, after a further
integration over all p, gd will give the dust number density nd and gdξd will
give ndvd, where vd is the dust fluid velocity as traditionally used in a
macroscopic description. The first two moment equations are then
∂gd
∂t
+∇ · (gdξd) = 0, (12.3)
∂ξd
∂t
+ ξd ·∇ ξd +
1
gd
∇ ·Πd = q
m




fd(w − ξd)(w − ξd) d3w (12.5)
is the precursor to the normal macroscopic pressure tensor, obtained after
multiplying Πd by m and integrating over all p. Usually this pressure term
is assumed to be a scalar quantity, so that its gradient is only contributing
to the longitudinal modes. In fact every single gd(p) and ξd(p) is related to
a certain dust fluid, one among infinitely many, with properties p. They are
equivalent to nj and vj for normal plasma species. The microscopic variables
q and m thereby play the roles of qj and mj . The sums over different species
j have to be replaced by an integration over dp, as we have a continuous
range of dust fluids.
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(qm′ − q′m)2A(p)gd(p)A(p′)gd(p′)dp dp′
≥ 0, (12.8)
and the equality holds when all dust grains have a unique charge-to-mass
ratio q/m = τ .
We now define a number density nd = 〈1〉, a mass density ρd = 〈m〉 and
a charge density σd = 〈q〉 for the global dust fluid. Neglecting dust pressure,
one can then derive continuity and momentum equations following the mass
∂ρd
∂t







= σdE+ σdυd ×B− ρd∇ϕ, (12.10)
and following the charge
∂σd
∂t



















Here we have defined a velocity ud following the dust in its mass motion by
ρdud = 〈mw〉 and a velocity υd following the charge by σdυd = 〈qw〉. If
now, for whatever reason, ud = υd would hold, the comparison of (12.10) and





are obtained. Consequently, from (12.8) we are led to all charged dust grains
having the same charge-to-mass ratio, effectively equivalent to dealing with
monodisperse dust. There is also a more standard velocity vd defined by
ndvd = 〈w〉, but this has no physical importance for polydisperse dust. Fi-




will turn out to be a very important
quantity, leading to the correct definition of the dust plasma frequency.
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njqj + σd, (12.15)
Bx = Bx0 is constant and in equilibrium one has charge neutrality in the
form
∑
j nj0qj + σd0 = 0 and no drift velocities, i.e. vj = 0 and ξd0 = 0
(implying ud0 = 0, υd0 = 0, etc.).




njmj + ρd − ρ0
 , (12.16)
where obviously only the dust contribution is important. Also we have sub-
tracted the contribution from the background (equilibrium) mass density
ρ0 =
∑
j nj0mj+ρd0, an approach that has already been discussed in Chap-
ter 6.
The global equations introduced so far proved enough for the determi-
nation of the dispersion of electrostatic modes, even when self-gravitational
effects are included (Verheest et al., 2002, 2003a). When one considers elec-
tromagnetic modes, however, one needs higher and higher moments and in
fact an infinite chain of moment equations, coupled through the magnetic
part of the Lorentz force, and the algebra becomes much more complicated.
A judicious way of summing all these contributions then allows to derive the
full electromagnetic dispersion law (Verheest and Cattaert, 2003), through
a procedure that is interesting but unfortunately quite involved, in view of
the simplicity of the ultimate result. In any case, both for electrostatic and
electromagnetic waves, there is an alternative. One can leave the global
approach and go back to the infinitely many dust fluids picture. From the
structure of the equations it is clear that all derivations of dispersion laws
for the various types of waves will run along similar lines as those known
from multispecies linear wave theory. One just has to replace nj and vj by
gd and ξd, qj and mj by the microscopic variables q and m, and the sum
over j by an integration over all p. Although it is instructive to do this
explicitly, it is obvious that this procedure can equally well be immediately
applied to the resulting dispersion relations themselves, replacing nd0 by
gd0. This may seem a very naive approach but it works fine and it is far
simpler than considering a global dust fluid with infinitely many moments,
or explicitly working with infinitely many fluids. The (few) relevant global
dust properties will nevertheless appear automatically.
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12.2 Parallel electromagnetic modes
12.2.1 Linear wave theory
The general multispecies parallel electromagnetic dispersion relation is (Swan-
son, 2003)




ω ± Ωj (12.17)
with index j running over electrons, ions and polydisperse dust. Our naive
procedure then immediately leads to
ω2 = c2k2 +
ωω2pe
ω ± Ωe +
ωω2pi




ε0 (mω ± qB0) dp, (12.18)
in a much quicker way then when using a global dust fluid approach (Ver-
heest and Cattaert, 2003). It is clearly seen that we are dealing with variable
dust gyrofrequencies qB0/m. Note that the integration makes it impossible
to extract ω2 from this dispersion law.
Another important remark is that if the integration domain over q andm
allows a critical value qB0/m to resonate with the wave frequency ω, we have
to invoke causality (Stix, 1992) and interpret the integral as referring to the
Cauchy principal value in the real domain, plus a Landau type contribution
coming from the pole at ω (Bliokh et al., 1995; Verheest and Cattaert, 2003).










has to be included in (12.18), and we have written (12.19) for the R mode by
assuming that the dust is negatively charged (Bliokh et al., 1995; Verheest,
2000; Shukla and Mamun, 2002). For positive dust a possible resonance and
ensuing damping would be for the L mode, with corresponding changes.
In unmagnetized plasmas with dust distributions (12.18) reduces to











been introduced. This generalized dust plasma frequency involving the ra-
tio of the charge squared to the mass, averaged over the equilibrium dust
distribution function, has already been discussed by Verheest et al. (2002,
2003a).
If all dust grains have the same charge-to-mass ratio q/m = τ , i.e. when
gd0 shows a δ(q/m− τ) behaviour, one arrives at
ω2 = c2k2 +
ωω2pe
ω ± Ωe +
ωω2pi
ω ± Ωi +
ωω2pd
ω ± τB0 , (12.21)
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which is essentially equivalent to the standard monodisperse result.
To discuss extreme frequency regimes, we define Ωd,max and Ωd,min as
the largest and the smallest absolute value of Ωd = τB0 occurring in the
dust charge and mass distribution. Note that the first is finite on physical
grounds while the second could be zero: we therefore view possible neutral
dust as an additional heavy species and consider only the charge and mass
distribution of the charged dust component. Then the second frequency can
be treated as nonzero, even if very small.
Now for high frequencies compared to the typical dust frequencies, in
the sense that Ωd,max ¿ ω, the dust contribution to the dispersion law can
be limited to the lowest order term, the one in ω2pd,
ω2 = c2k2 +
ωω2pe
ω ± Ωe +
ωω2pi
ω ± Ωi + ω
2
pd. (12.22)
The charged dust essentially manifests itself in the charge imbalance between
the electrons and plasma ions.
From (12.22) there follows an intermediate frequency regime, Ωd,max ¿
ω ¿ Ωi ¿ |Ωe|, where the electron and ion contributions can be approxi-
mated and the dispersion law (12.22) becomes
ω2 ± ω Ωiσd0
ni0e
− k2V 2Ap = 0. (12.23)
Here the plasma Alfve´n velocity VAp is defined over the electrons and ions
only, V 2Ap = B
2
0/µ0(ni0mi+ne0me). Equation (12.23) admits a low-frequency





which generalizes the dust-whistler mode (Verheest and Meuris, 1995) for
polydisperse dust.
Limiting ourselves again to the dominant dust contributions in the dis-
persion law at the other end of the spectrum, when ω ¿ Ωd,min, we get
ω2 = c2k2 +
ωω2pe
ω ± Ωe +
ωω2pi







At such very low frequencies ω ¿ Ωi ¿ |Ωe|, and we also need to expand the
electron and ion contributions. We then obtain the general form of Alfve´n
waves in dusty plasmas, with simple dispersion given by ω ' kvp, with phase
velocity given by v2p = V
2
Ac




µ0(ρd0 + ni0mi + ne0me)
. (12.26)
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If one were to view the dust contributions in (12.25) as coming from the
expansion of ω/(ω ± Ωd) for ω < |Ωd|, then a possible definition of the
global dust gyrofrequency in this regime could be Ωd = σd0B0/ρd0. For
most applications, the charge-to-mass ratio of charged dust is much smaller
than for the ions, so that from |σd0|/ρd0 ¿ e/mi we can infer that ni0mi ¿
ρd0, and then VA is essentially VAd, the dust Alfve´n velocity given through
V 2Ad = B
2
0/µ0ρd0.
12.2.2 Weakly nonlinear results
If one goes one order higher in the expansion in (12.25) one can find the
small wavenumber, small frequency expansion
ω
k
= vp ±Dk + . . . , (12.27)
























We note that changes in the sign of D entail changes in the handedness of
the circular polarization of the linear (and nonlinear) waves.
Because of (12.27), one now has to use the NLS stretching in the long
wavelength reductive perturbation theory, leading to the derivative nonlinear













with z = x−vpt. Here B⊥ refers to the perpendicular wave magnetic induc-
tion in lowest nonzero order, orthogonal to the constant parallel equilibrium







The typical solutions of (12.29) are envelope solitons of the form (Mjølhus &












where M(> 0) represents the velocity in the co-moving frame and γ is a
parameter related to the width or to the nonlinear phase shift, depending
on how one wants to characterize the soliton properties (Mjølhus & Wyller
1986; Mann 1988; Hada et al. 1989; Verheest & Buti 1992). All the preceding
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results are fully general as far as the dust distribution is concerned, and can
be applied to different problems.
If one defines the width L of the soliton as the width at half maximum,
|ϕ|ξ−Mτ=L/2 = |ϕ|max/2, then one can prove that the relation between the







Since |ϕ|max is evaluated at ξ −Mτ = 0, it is independent of D, so that for
the width we have that L ∝ |D|. Hence it is of importance to determine
how D is changed for a dust distribution compared to monodisperse dusty
plasmas or to ordinary dust-free plasmas.
The coefficient C of the cubic nonlinear term is always positive and
essentially determined by the total plasma density and the strength of the
static magnetic induction. The coefficient D of the dispersive term, on the
other hand, requires a more delicate evaluation, since it depends on how the
different ratios m2/q are weighted. Because of the heavy mass weighting,
the electron contribution can be neglected compared to the ion term. In
standard plasmas without charged dust, D is determined from the (positive)
ion properties and D is positive.
To see how D is influenced by a dust distribution, we first look at the
simplified case that there are no free electrons, which implies that the dust
is negatively charged. Since equilibrium charge neutrality then indicates





σd0 ≥ ρ2d0 that











Introducing an average dust charge qd0 = σd0/nd0, with an absolute charge








For all known dusty plasmas the mass-per-charge of charged dust grains
largely exceeds the ion mass, which will also hold for the averages used here.
Therefore ρd0/ni0mi is usually a large ratio indeed, and D is dominated by
the dust contribution. Thus D is larger than it would be without charged
dust, and negative, moreover. This means that the width of the envelope
solitons is much larger than in standard plasmas.
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using |σd0| = (ni0 − ne0)e. Hence it is only at extremely low dust densities
that this ratio can be smaller than 1. For all interesting cases where charged
dust plays indeed a non-negligible role, the coefficient D of the dispersive
term is dominated by the dust.
Moreover, for a dust distribution one has∣∣∣∣〈m2q
〉
0
∣∣∣∣ ≥ nd0m2d0|qd0| . (12.36)
Hence a dust distribution yields a larger
∣∣〈m2/q〉
0
∣∣ value, thus further in-
creasing the (absolute) value of D and the width of the envelope solitons,
than if the corresponding quantity were computed for monodisperse dust
with average charges and masses, as used e.g. by Shukla & Verheest (2003).
The latter paper has shown that the DNLS equation yields a possible mech-
anism for the generation of large scale structures in astrophysical plasmas
containing a fraction of charged dust, as in large molecular clouds. The con-
clusion now is that the presence of polydisperse rather than monodisperse
dust, could lead to a significant broadening of the nonlinear structure, the
latter contributing in itself already to a substantial increase in the width of
the envelope solitons compared to dust-free plasmas.
12.2.3 Size distributions
Now let us assume that the dust grains all have equilibrium charges as valid
from the orbital-motion-limited or spherical probe charging theory (Bliokh
et al., 1995; Verheest, 2000; Shukla and Mamun, 2002), where the dust is
charged by electron and ion currents to the grains, and the charge is propor-
tional to the grain size a in a given plasma environment. Furthermore, for
grains of similar composition the mass varies with a3. Thus q(a) = Qa and
m(a) = Ma3, so that we are actually dealing with a dust size distribution.
Hence we consider a distribution function fd(x,w, t, a) depending only on a
instead of on q and m separately.
Next we take the standard power-law distribution, i.e. we assume that
gd0(a) = Ka−β (12.37)
in an interval [amin, amax]. Distributions of this sort have been observed in
planetary ring plasmas, with power law indices β = 4.6 for the F ring of
Saturn (Showalter et al., 1992), and β = 6 (Showalter and Cuzzi, 1993)
or β = 7 (Gurnett et al., 1983) for the G ring. Such power-law density
decrease with size is fairly generic for other astrophysical plasmas as in
molecular clouds, where smaller grains are more numerous than larger ones,
but detailed observations outside the solar system are lacking [see Raadu
(2001) and references therein]. In addition, for typical solar system dust
size distributions the parameter c = amin/amax is usually very small, and
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β lies between 3 and 7. Therefore one can neglect cβ compared to unity
and we will use that to simplify some of the subsequent expressions. In
the orbital-motion-limited model the dust gets negatively charged, so that
Q < 0.



















if 2− 2` = β.
(12.38)
The generic expressions for these integrals over dust size are weighted to-
wards the larger sizes when 2− 2` > β, and towards the smaller sizes when
2−2` < β. The latter are unfortunately difficult to ascertain observationally,
since they could be well below the sensitivity of the detectors.
Given that for dust distributions the correct definition of the square





/ε0, the critical value for
this quantity would be β = 0, which does not correspond to a realistic
power law. Hence the dust plasma frequency, needed e.g. for a discussion
of dust-acoustic waves (Rao et al. 1990), is always weighted towards the
more numerous but smaller dust grains. Next, we have encountered the
equilibrium dust charge density, σd0 = 〈q〉, for which the critical value is β =
2, and the dust mass density ρd0 = 〈m〉, with a critical value of β = 4. For





the behaviour of D, and the critical value has now reached β = 6. Thus for
the F ring of Saturn, with power-law index β = 4.6 (Showalter et al. 1992),
we can conclude that the dust charge and mass densities are determined
chiefly by the smaller dust grains, but it is the larger dust grains (with
correspondingly larger mass-per-charge ratios) that dominate the coefficient
D describing the linear and nonlinear dispersive effects.
One of the values β = 6 (Showalter & Cuzzi 1993) for the G ring of




, so that also the ratio amax/amin of
the extreme sizes (for which the power-law distribution holds) plays an
important role. However, other values have been quoted for the G ring, like
β = 7 (Gurnett et al. 1983), and then all quantities of importance to us
in the present discussion will be dominated by the more numerous, smaller
grains at the lower end of the dust size spectrum.
We can also adapt the dispersion law (12.18) as
ω2 = c2k2 +
ωω2pe
ω ± Ωe +
ωω2pi






Mωa2 ±QB0 da. (12.39)
160 CHAPTER 12. DUST DISTRIBUTIONS
Mathematically the real part of this integral over dust size can be evaluated
in terms of the Lerch transcendental function, but this is defined through its
power series (Gradshteyn and Ryzhik, 2000), corresponding in fact to the
infinitely many moments in the global approach.
However, the integral is easily computed for integer β, as we show on









































Here we have used Ωd,max = |Q|B0/Ma2min and Ωd,min = |Q|B0/Ma2max,
and neglected contributions in c ¿ 1 to simplify the resulting expressions
somewhat. It is possible to check that the Cauchy principal value indeed
exists. For frequencies well outside the range of dust gyrofrequencies (ω ¿
Ωd,min or Ωd,max ¿ ω), the logarithmic term tends to zero and only the first
two contributions remain. If there is a resonance for the R mode, we have









to the dust contribution in the dispersion law.

































Again, for frequencies well outside the range of dust gyrofrequencies (ω ¿
Ωd,min or Ωd,max ¿ ω), the arctan terms tend to zero. There is only damping
for the R mode, owing to the dust being negatively charged.
The case β = 0 is worked out in the book by Bliokh et al. (1995) where it
is also shown that anomalous dispersion occurs for wave frequencies between
Ωd,min and Ωd,max.
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12.3 Electrostatic modes
12.3.1 Oblique electrostatic waves in self-gravitating dusty
plasmas
We now turn to electrostatic modes in self-gravitational dusty plasmas and
extend the treatment given for monodisperse dust (Verheest and Yaroshenko,
2002). For simplicity of the subsequent derivations, wave propagation is
considered along the z axis, so that ∇ = ez∂/∂z. On the other hand,
the static magnetic field B0 will be taken in the x, z plane, with B0 =
B0(sinϑex + cosϑez), where ϑ is the angle between the directions of wave
propagation and the external magnetic field. The general dispersion law in




















ω2(ω2 − Ω2j )
ω2 − Ω2j cos2 ϑ
− k2c2tj . (12.44)
Here the index j runs over both normal plasma species (electrons and ions)
and polydisperse dust, and the index d runs only over the dust, i.e. we neglect
the ion and electron self-gravitation contributions in view of the heavy dust
masses compared to electrons and ions. Also dust thermal effects will be
omitted, i.e. we take ctd = 0.
We will now write for the dust plasma frequency squared ω2pd = gd0q
2/ε0m,
for the Jeans frequency squared ω2Jd = 4piGmgd0, for the dust gyrofrequency
Ωd = qB0/m and then also Kd = ω2(m2ω2 − q2B20)/(m2ω2 − q2B20 cos2 ϑ).
































In this expression, I1 incorporates the dust plasma frequency, I−1 the dust
Jeans frequency and the term in I20 − I1I−1 will give the dust distribution
contribution. It generalizes the result of Verheest and Yaroshenko (2002).
In the parallel limit ϑ = 0, one simply has Kj = ω2 − k2c2tj for the
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which was already found by Verheest et al. (2002, 2003a). Here we have
defined a global dust Jeans frequency by ω2Jd = 4piGρd0 and a global dust





/ε0. Moreover, a second global dust
plasma frequency is needed, one computed from the average charge and
mass densities separately, in the sense that ω2pd = σ
2
d0/ε0ρd0, while the other
is based on the correct average over all dust charge squared to mass ratios.





ρd0 ≥ σ2d0 or ω2pd ≤ ω2pd and both definitions
coincide (and the last term in the dispersion relation disappears) if all species
have the same charge-to-mass ratio.
More generally for oblique modes we know from (12.8) that I20−I1I−1 ≤ 0
and it vanishes when all dust grains have the same charge-to-mass ratios.
In the latter case one then has
I` =
ω2 − τ2B20 cos2 ϑ
ω2 − τ2B20
τ `+1ρd0. (12.48)
Defining for such dusty plasmas the global plasma and Jeans frequencies
through ω2pd = τ
2ρd0/ε0 and ω2Jd = 4piGρd0, respectively, allows us to write















Kd = 0, (12.49)
withKd = (ω2−τ2B20)/(ω2−τ2B20 cos2 ϑ). For the wave dispersive properties
we are studying, this is essentially equivalent to the monodisperse descrip-
tion (Verheest and Yaroshenko, 2002), where all the present complications
could have been avoided.









12.3.2 Dust-Bernstein fluid modes
Because the proper kinetic treatment of dust-Bernstein modes is in itself
already a very involved problem (Salahuddin et al., 1998; Salimullah et al.,
1998), we will only give here some ideas about the fluid treatment, which
is restricted to the lowest harmonic in the monodisperse case. For strictly
perpendicular propagation (ϑ = 90o) we have Kj = ω2 − k2c2tj − Ω2j for the
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ions and electrons and Kd = ω2−Ω2d for the dust. Because we are interested
in dust-Bernstein modes, occurring at the lowest possible frequencies, we can













an expression that can be simplified to




without undue restrictions, provided Ti ≤ Te and the plasma is not too
strongly magnetized (Ω2e ¿ ω2pe and Ω2i ¿ ω2pi).








dp = 1. (12.53)
Again, we have to reiterate that it is not possible to extract ω2 from this
dispersion law, because of the integral over the dust distributions. Moreover,















from the pole has to be added to (12.53), and the integral itself is understood
as referring to the Cauchy principal value. This new damping is due to the
dust distribution, as normal Bernstein modes are undamped. Of course
these remarks also apply in the general oblique case. Only in the parallel
case these complications do not arise.
At the end of this subsection, we would like to add two remarks. First, as
has been noted by Salahuddin et al. (1998), this generalized dust-Bernstein
mode involves the dust and ion dynamics, even in the absence of ion tem-
perature effects.
Second, for monodisperse dust the dispersion law reduces to





where the dust-acoustic velocity cda = λDiωpd and the dust lower hybrid











Because all gyrofrequencies incorporate the sign of the charge, the second
expression for ω2dlh is correct for negatively as well as for positively charged
dust.
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12.4 Conclusions
We have given an overview of different investigations of how dust distri-
butions can be incorporated into the description of linear waves in complex
plasmas, motivated by observations that astrophysical dust comes in a range
of sizes and compositions, and hence charges and masses. When coupling
the plasma and dust dynamics to Maxwell’s equations, the ion and electron
contributions are standard, but complications arise for polydisperse dust.
At the fluid level two complementary approaches have been used. The
first consists in describing the charged dust as a discrete collection of dif-
ferent fluids or as the continuous limit of the dust contribution over a given
range, either while or after deriving the dispersion law. The other way con-
sists in going for a global dust fluid, needing then appropriate model equa-
tions. Due to the differing charge-to-mass weightings, this can become quite
involved when giving the correct definitions of charge and mass densities,
momentum fluxes and current densities.
The simplest method is to use standard dispersion relations from multi-
fluid theory but integrate afterwards over a charge and/or mass distribution.
Hereby the integral has to be understood as referring to the Cauchy princi-
pal value, including eventual pole contributions. Selected applications have
been worked out for parallel electromagnetic linear and nonlinear modes,
for oblique electrostatic (and possibly self-gravitational) and for fluid dust-
Bernstein modes, to illustrate the methodological aspects of this novel ap-
proach. In particular, polydisperse dust distributions necessitate different
definitions of the dust plasma frequency, depending on how the averaging is
done. Concluding, the results of our investigations should be useful in un-
derstanding wave propagation in complex plasmas with dust distributions.
Chapter 13
Dust grain charge dynamics
One of the fundamental differences of dusty plasmas compared to ordinary
plasmas is that dust grains are charged due to interactions with the plasma
and radiation environments in which they are submersed. Fluctuations dis-
turb these charging processes, and any change in the grain charge means that
unit charges are captured from or released into the ambient plasma. Such
source/sink effects are difficult to model, taking into account the relative
importance of primary electron and ion collection, photoelectron emission,
secondary electron emission, charge exchange with neutral grains, photoab-
lation, particle creation and loss mechanisms, ionization and recombination,
and other processes (Bliokh et al., 1995; Verheest, 2000; Shukla and Mamun,
2002). The most usual charging model, taking into account the electron and
ion collection by a spherical perfectly conducting grain, is the so-called or-
bital motion limited (OML) charging model (Allen, 1992). In this model the
dust is charged negative because of greater electron mobility. There is also
the possibility of having a dusty plasma whose constituents are electrons
and positively charged dust particulates (Shukla, 2000). The latter appear
because of thermionic and ultraviolet induced photoemissions.
In a first section we introduce a fluid model incorporating fluctuating
charges. The use of charging/attachment frequencies allows a generic dis-
cussion of low-frequency wave phenomena, while avoiding or postponing the
intricacies of the real charging processes (Verheest et al., 2001). In the latter
paper, however, a unique dust fluid velocity was assumed. We know from
the previous chapter, that when dust grains with different charge-to-mass
ratios are followed in their charge or mass motion, different velocities result.
We will therefore study charge fluctuations starting from charge, mass, mo-
mentum and current equations for the combined dusty plasma. Describing
wave processes in (transparent) macroscopic terms like overall charge and
mass conservation and injection leads to global characteristics. This allows
a generic description of low-frequency waves in plasmas with dust distribu-
tions, and leads to the damping and other modifications of the dust-acoustic
165
166 CHAPTER 13. DUST GRAIN CHARGE DYNAMICS
and related modes, like generalized dust-Coulomb modes. This section is
based on Verheest et al. (2003b).
In a second section we will develop a kinetic theory for these electro-
static dust-acoustic waves following and generalizing the approach of Varma
(2000a). A generalized Vlasov equation is derived in extended phase space.
Again, no specific charging model is used. This second section is based on
Cattaert and Verheest (2004).
13.1 Fluid model
13.1.1 Basic formalism
We consider a model that contains, besides the electrons and ions, a col-
lection of charged dust grains with differing characteristics, in contrast to
the classic picture of dusty plasmas where all dust grains are assumed to
have the same average mass and charge (Bliokh et al., 1995; Verheest, 2000;
Shukla and Mamun, 2002). To describe dust charge (and possibly mass)
fluctuations, source/sink terms are included in the relevant equations, be-
cause the dust grains capture/release plasma particles, depending on the
plasma potentials and other details of the charging mechanisms, the latter




+∇ · (njvj) = Sj . (13.1)
The electrons (j = e) and ions (j = i) have densities nj , fluid velocities vj ,
and to be introduced later, charges qj (qi = e and qe = −e) and masses mj .
Source/sink terms Sj model the capture/release of plasma particles.
Because of their multiple and changing identities, all charged dust grains
will be described together, with charge density σd and mass density ρd. The
conservation of global charge is expressed as
∂
∂t
(σd + nie− nee) +∇ · (σdυd + nievi − neeve) = Q. (13.2)
Here υd is the average dust fluid velocity following its charge, defined in the
previous chapter. Charge sources/sinks external to the combined plasma are
represented by Q, if the dusty plasma is viewed as an open or partially open
system, when the electron and ion losses to the charged dust are replenished,
as in an experiment while the discharge is maintained. With the help of the
continuity equations (13.1) for the electrons and ions we thus get
∂σd
∂t
+∇ · (σdυd) + Sie− See = Q, (13.3)
and this serves as the dust charge continuity equation. From this equation
it is obvious that if Q = 0, the electrons, ions and dust grains can only
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exchange charges between themselves, whereas for Q 6= 0, charges can be
injected from or lost to the outside. Now we perform a similar computation
for the mass density. We express conservation of mass as
∂
∂t
(ρd + nimi + neme) +∇ · (ρdud + nimivi + nemeve) = N, (13.4)
and obtain the dust mass continuity equation
∂ρd
∂t
+∇ · (ρdud) + Simi + Seme = N. (13.5)
We recall from the previous chapter that following the dust in its mass
motion defines a velocity ud that usually differs from υd, owing to different
charge and mass weightings, unless all dust grains have the same charge-to-
mass ratios at all times. Also, N refers to the possible external addition or
removal of mass, although changes in mass will be an extremely small effect
compared to external injection or loss of charge.
As we will focus on electrostatic modes, we need the electron (j = e)












∇nj =Mj − Sj
nj
vj , (13.6)
where φ represents the electrostatic potential. The pressure terms have been
written in the simplest possible way, involving up to the linear level only
scalar and isothermal processes, through suitably defined thermal velocities
ctj . The momentum source/sink terms in these equations include the direct
losses/gains in momentum Mj , through e.g. elastic-like collisions between
plasma particles and/or dust. The second term, on the other hand, expresses
momentum gain or loss when electron and ion number densities are not
conserved.
Because of the different charge-to-mass ratios involved, there are also
two dust evolution equations, viz. the classic momentum equation for ρdud,
and an equation for the evolution of the dust current σdυd. To keep mat-
ters tractable, we will neglect dust pressure effects and write the evolution



















∇φ = σdM(q)d + υd(Sie− See−Q).
(13.7)




(ene − eni − σd), (13.8)
closes the set of basic equations.
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13.1.2 Dust-acoustic modes
We linearize the basic equations around a stationary state, denote the per-
turbation amplitudes by a tilde, and get for wave propagation along the z




















= M˜j . (13.9)































= M˜ (q)d , (13.10)
to be considered together with (13.8).
Since we study the dust-acoustic mode in the presence of generic charge
fluctuations, we will use the common assumption that, compared to the
heavy dust grains, the electrons and ions can be treated as effectively mass-
less. Formally, the limit me,i → 0 is taken, but keeping mjc2tj = kBTj finite.
Only the Boltzmann result
n˜j = − nj0qj
kBTj
φ˜ (13.11)
remains of the second equation of (13.9). The electrons and ions carry no
longer any mass, so that there are no momentum exchanges with the dust,
but the influence of their changing number densities remains in the dust
equations. We will also assume that, even though there may be charge
injection from or loss to the outside, there is no such injection or loss of
mass and current.
To make further progress, the source/sink terms need to be made explicit.
For simplicity, we assume that Sj depends on the species’ own density and
on the dust charge and mass densities, so that we can Taylor expand and

















≡ − ηjn˜j − βjdσ˜d − γjdρ˜d. (13.12)
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If so desired, other dependencies can be included through additional attach-
ment coefficients, besides ηj , βjd and γjd, the detailed computation of which
necessitates a model for the charging processes. A similar procedure for the






















≡ e(ηEi n˜i − ηEe n˜e + βE σ˜d + γE ρ˜d), (13.13)
and factors e have been introduced to streamline subsequent notation. As
charge fluctuations are not supposed to depend on dust number density
changes (Bhatt and Pandey, 1994; Verheest, 2000), we have a generic relation
of the form
(βid − βed + βE)σd0 + (γid − γed + γE)ρd0 = 0. (13.14)
The validity of this relation can be verified immediately for the standard
OML charging model (Verheest, 2000) discussed in the next section. To see
how this comes about in general, recall the notion of a dust number density
nd from Chapter 12 and formally introduce a local average (but variable)
charge qd and mass md, so that σd = ndqd and ρd = ndmd. The fluctuations
about equilibrium are then σ˜d = n˜dqd0 + nd0q˜d and ρ˜d = n˜dmd0 + nd0m˜d,
and saying in (13.10) that
S˜i − S˜e − Q˜
e
= (ηe + ηEe )n˜e − (ηi + ηEi )n˜i + (βed − βid − βE)(n˜dqd0 + nd0q˜d)
+(γed − γid − γE)(n˜dmd0 + nd0m˜d) (13.15)
cannot depend on n˜d yields the condition (13.14).
With the help of (13.12) and (13.13) we now Fourier transform (13.10),
use (13.14) and get
ωρ˜d = ρd0ku˜d,
ωσ˜d = σd0kυ˜d + ie(ηi + ηEi )n˜i − ie(ηe + ηEe )n˜e
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where the coefficients
A =










B = eβed − eβid − eβE , (13.18)
have the dimensions of a frequency. We repeat that the different attachment
coefficients ηe, ηEe , ηi, η
E
i , βed, βid and βE can be computed when the charg-
ing mechanisms are made explicit, so that then A and B become known
frequencies.





and there are two definitions of the dust-acoustic velocity, cda = λDωpd and
cda = λDωpd (Verheest et al., 2002, 2003a). The latter, in turn, stem from
the two possible global dust plasma frequencies, discussed in the previous
chapter. Note that from ωpd ≤ ωpd it follows that cda ≤ cda and the equality
holds when all dust grains have the same charge-to-mass ratio. Inserting
the expression (13.17) for the perturbed dust density in Poisson’s law (13.8)
gives a cubic dispersion law
(1 + k2λ2D)ω
3 + i[A+B(1 + k2λ2D)]ω
2 − k2c2daω − iBk2c2da = 0. (13.19)
This corresponds essentially to the dispersion law obtained by i.a. Varma
(2000a), up to specific kinetic effects outside our approach that we will only
retrieve in the next section, and if no distinction is made between both dust-
acoustic velocities. At the same time it puts the results of Verheest et al.
(2001) in perspective for truly polydisperse dust, since in treatments with a
unique dust-acoustic velocity all dust grains have the same charge-to-mass
ratio, which is formally equivalent to a monodisperse description.
In the absence of charge fluctuations (A = B = 0), there are two roots
of (13.19) corresponding to the dust-acoustic mode, ω2 = k2c2da/(1+ k
2λ2D),
whereas the zero-frequency root is the remainder of the charging mode.
When the different attachment frequencies are small compared to the
wave frequency (|A|, |B| ¿ ω), the dust-acoustic roots of (13.19) can be
approximated by












In the OML spherical probe theory, one can show (Verheest, 2000) that
A > 0 and B > 0, so that the dust-acoustic modes are indeed damped
(Melandsø et al., 1993; Varma et al., 1993; Jana et al., 1993). For space
dust distributions observed in planetary rings, there occur power-law density
decreases with grain size (Showalter et al., 1992; Showalter and Cuzzi, 1993;
Gurnett et al., 1983), for which then ω2pd can be up to 10 to 20 % smaller




da (Meuris, 1997). Since this
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is not a huge difference, an average monodisperse description can usually
be deemed adequate. In addition, the main damping in (13.20) comes from
A, because the coefficient of B tends to be fairly small. Hence it chiefly are
the electron and ion density perturbations that influence the dust charge
fluctuations. The third root of (13.19) is a charging mode with dispersion





and in this zero real frequency mode B functions as a kind of charging
frequency, multiplied by a coefficient which is smaller for a polydisperse
dust distribution than in the corresponding monodisperse approximation.
The converse frequency regime means fast (dis)charging times, expressed
here as ω ¿ |A|, |B|, so that to lowest order
ω2 =
k2c2da
1 + k2λ2D +A/B
. (13.22)
With the OML interpretation of A and B this corresponds to the result
given by Rao (1999b, 2000) when discussing the influence of fugacity. If
|A/B| ¿ 1 + k2λ2D, we recover the dust-acoustic modes (Rao et al., 1990).
In the converse case, when 1+k2λ2D ¿ |A/B|, we obtain a mode with phase
velocity given through (ω
k
)2 ' B c2da
A
, (13.23)
much smaller than c2da. This generalizes to more complicated charging mech-
anisms the notion of dust-Coulomb modes, explicitly introduced for dense
dusty plasmas on the basis of the OML charging model (Rao, 1999a,b, 2000),
but already discussed in an earlier paper on charge fluctuations by Melandsø
et al. (1993). Such dense dusty plasmas are presumed to exist in certain as-
trophysical plasmas like the F ring of Saturn (Melandsø et al., 1993; Rao,
1999b). Moreover, the phase velocity of the dust-Coulomb modes given in
(13.23) has also been derived within the OML framework from a kinetic
treatment (Rao, 2000), so that it is not an artefact of the fluid description.
In the limit of stronger coupling between the dust grains, the phase veloc-
ity in (13.23) is close to the phase velocity of dust-lattice waves (Melandsø,
1996).
Given this, our general treatment is a strong indication that a concept
like that of dust-Coulomb modes in dense dusty plasmas is more general
than could be inferred just from the OML charging model alone. Indeed, in
the dense regime as defined here in a more abstract setting, it follows from
(13.17) that
σ˜d = n˜dqd0 + nd0q˜d ' 0, (13.24)
and the total dust space charge density remains approximately constant.
There is thus at the level of Poisson’s law not only quasi-neutrality, but
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perturbations in the electron and ion charge densities do not contribute
appreciably (Verheest and Shukla, 2002). The response of the Coulomb
shielding inside the Debye cloud around the dust is the main mechanism to
sustain the waves (Melandsø et al., 1993; Rao, 1999b, 2000; Verheest and
Shukla, 2002). While the reasoning in the papers dealing with dust-Coulomb
modes is based on the OML charging mechanism, our treatment shows that
the concept is a generic one in dense dusty plasmas with charge fluctuations.
In addition, there is a small damping (or maybe growth), determined
from (13.19) by taking ω = ωr + iγ, where ω2r is given by supposing in
(13.22) that γ ¿ ωr. This yields
γ = − Ak
2c2da +Bk
2(c2da − c2da)(1 + k2λ2D)
2B2(1 + k2λ2D +A/B)2
. (13.25)
This generalizes results where OML (Rao, 2000) and secondary electron
currents (Shukla and Resendes, 2000) have been used.
As pointed out before by Verheest et al. (2001), the open or closed nature
of the dusty plasma does not alter these qualitative conclusions, since we
included both possibilities, or even a mixture of these, in our treatment.
Nevertheless, the determination of all the attachment frequencies crucially




We will work in the extended phase space introduced in the previous chapter.
The Vlasov equation, which is a continuity equation in phase space, thereby
has to be generalized to account for charge fluctuations. It is important to
note that the phase fluid, while being incompressible in position and velocity,
is compressible in charge. Because mass (and size) fluctuations are totally
discarded, the generalized Vlasov equation has no terms corresponding to
these quantities.
We assume that the change in charge is a not yet specified general func-
tion of the grain characteristics and velocity, and of the electron and ion
densities, much like we did in the previous section for the sink/source terms
in the continuity equations. After linearizing the equations, the charging
process is modelled by attachment coefficients. In this way the resulting
dispersion laws are generic as no specific charging model is used. We believe
that this gives better insight and a clearer view, which is desirable especially
in a kinetic theory because the implementation of charge fluctuations is very
tricky.
An important problem is the self-consistent treatment of the electron
and ion losses to the dust grains, and how these have to be modelled in the
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electron and ion Vlasov or fluid equations. For simplicity (and contrary to
our fluid section), we will now follow Varma’s and many other treatments
that use Boltzmann distributions, which means that the losses are imme-
diately (not only in equilibrium!) compensated by other physical processes
(recombination, emission, charge injection) in such a way as to maintain the
Boltzmann distributions. The advantage of this is that then the current to
the dust depends only on the electrostatic potential instead of on integrals
over the electron and ion distribution functions (or densities when we adopt
a fluid description of the plasma particles). See, e.g., Øien (2003) for a
recent discussion of these aspects.
Another simplification we will adopt is to make the current to the dust
particles independent of their velocities. We expect this to be a very good
approximation because the thermal velocity of the dust is much smaller than
the ion and electron thermal velocities, i.e. ctd ¿ cti, cte.















(Ifd) = 0, (13.26)
wherein the microscopic laws of motion x˙ = w and w˙ = −(q/m)∂φ/∂x
have been incorporated, as well as the charge dynamics q˙ = I(p, φ), the
mass dynamics m˙ = 0 and the size dynamics a˙ = 0. Remark that we have
written w˙ specifically for electrostatic waves due to an electrostatic potential
φ and that we have neglected the very small contribution that mass (or size)
fluctuations might make to the wave behaviour, compared to the much more
important charge fluctuations expressed via the microscopic current I to the
















qfd dw dp. (13.27)
We now look at a homogeneous equilibrium state characterized by an
equilibrium distribution function fd0(w, p) and an equilibrium plasma po-
tential φ0 = 0. All the dust grains are supposed to have a constant charge,
so that I0(p) ≡ I|φ=0 = 0 defines the possible equilibrium charges {q0(p′)}
for each given set of dust properties p′ excluding charge (usually size and/or
mass). In several treatments, e.g. by Varma (2000a) and Øien (2003), all
dust grains have the same mass and/or size, an important restriction when
only the OML charging model is used (Varma, 2000a), because that leads
to all dust particles having the same equilibrium charge q0. One is then
entitled to wonder if perturbations in the plasma, wave and radiation prop-
erties will lead to different charge fluctuations from one grain to the next.
If this is not the case, there would be no apparent need to introduce an
extended kinetic treatment, that relies precisely on local differences, and a
macroscopic description is sufficient.
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Nevertheless, since we aim at considering a range of dust charges, masses
and sizes, it might be possible that a kinetic approach will give more infor-
mation than a fluid description. Thus we return to I0(p) = 0 to give the
allowable equilibrium q values {q0(p′)}. Of course, the allowable size and
mass ranges are supposed known and unchanging, even when charge pertur-
bations are considered. The range of allowable sizes could be a unique size,
a range of discrete sizes, or an interval between amin and amax. Also there
could be more than one equilibrium charge q0 for a given size a and/or mass
m. It is only for those values that the equilibrium dust distribution func-
tion fd0 is nonzero. Note that great care should be exercised to distinguish
between the different concepts of microscopic and macroscopic charges.





















f˜d = 0. (13.28)










such that I˜ = −µφ˜. The interpretation of η is that even though in equilib-
rium the current to the grain vanishes, in the linearized description we need
to know how the grain charge moves away from its equilibrium, information
that is provided by the frequency η. This replaces the linearization of the
dust charge qd in the macroscopic picture, which we cannot do in the kinetic
treatment used here since q is a phase space variable. The other coefficient
µ corresponds more directly to what was obtained in the macroscopic fluid
picture. Fourier transformation in x and t then gives the following equation,














We now look at this as a differential equation in the variable q and take
w, m and a as parameters. The right hand side of this equation is zero
everywhere except at the allowable values {q0}, owing to the interpretation
of the equilibrium distribution fd0. Consequently, outside those allowable
values only the homogeneous equation remains, the solution of which has
to be discarded because it does not disappear when the perturbation in the
electrostatic potential does, φ˜ = 0. Furthermore at the admissible {q0} the
second term of the left hand side is zero so the solution is
f˜d =
− qkm ∂fd0∂w + i ∂∂q (µfd0)
ω − kw + iη φ˜. (13.31)
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ω − kw + iη +
k2q2
m − qµη′
(ω − kw + iη)2
]
dw dp.
Here we have done some partial integrations, supposed that the distribution
functions vanish at the end of the ranges of integration (Øien, 2003), and
introduced a new charging coefficient η′(p) = ∂η/∂q.
13.2.2 Applications
One can now do the integrations in two different orders. Varma’s method
(Varma, 2000a) is to evaluate all q at the one possible q0(p′), in effect a Dirac
delta behaviour in q, leading to the equilibrium values η0(p′) = η(q0, p′),
η′0(p′) = η′(q0, p′) and µ0(p′) = µ(q0, p′), before integrating over all w, as-
suming the dust to have a Maxwellian behaviour in w. It is here that the
assumption that I is independent of w is needed. The equilibrium distribu-
tion would then read









Note that the thermal velocity ctj , based on the sound speed in fluid theory,
is also a typical velocity of a particle in a Maxwell distribution in kinetic
theory.
In the special case of all grains having the same mass and size, Varma
(2000a) worked this out. However, afterwards in the dispersion law thus
obtained all plasma dispersion functions were evaluated essentially in the
cold plasma limit.
In view of the complexity of the integrations over possible distributions,
entangled with the integrations over w, we prefer to go straight to the cold
limit, even though in this way we lose information about Landau damping.
Writing the dust equilibrium distribution function as
fd0(w, p) = gd0(p)δ(w) (13.34)














 dp = 0. (13.35)
In its fully general form this cannot be reduced further. Obviously, when a
distribution gd0 is given or known, one can try to work out the integrals and
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obtain some results in closed form. We would like to point out, however,
that the wave frequency always occurs in the combination ω + iη, which
cannot be brought out of the integral because in general η is dependent on
the additional phase space variables p.
For the specific case treated by Varma (2000a) all dust grains have the
same mass and size, and are in addition supposed to have a unique charge.
This is evidently implied in the standard OML charging model, which is by
no means the only possible charging mechanism, several of which could also
occur together. Nevertheless, when a delta function behaviour occurs for q,
















where ω2pd = nd0q
2
0/ε0m0 corresponds to the usual expression of the plasma
frequency, with the equilibrium dust number density given by nd0 =
∫
gd0 dp,
and the dust is negatively charged as in OML conditions. Furthermore, A







Without kinetic effects, the dust-acoustic velocity cda is defined by cda =
λDωpd. Hence with the kinetic effects included we can introduce a modified
dust-acoustic velocity Cda = λDΩpd. Note that it is larger, thus increasing
the phase velocity of the dust-acoustic mode. This increase could be quite
substantial at small k values. In line with many other treatments, we assume
in the remainder of this section that k2λ2D ¿ 1.
Interestingly, our dispersion law (13.36) is not quite analogous to Varma’s
result in his equation (23), because he assumed that η0 ¿ ω, so that in the
denominator of the term in Ω2pd the η0 contributions have been omitted,
although a proper expansion of the plasma dispersion functions in Varma
(2000a) would also generate these. Consequently, when multiplying out the
denominators, the full dispersion law is now a quadratic rather than a cubic
polynomial in ω, with roots













This shows that the dust-acoustic modes are damped due to the fluctuations
in the charging processes, as was noted by different authors before (Melandsø
et al., 1993; Varma et al., 1993; Jana et al., 1993; Vladimirov, 1994).
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On the other hand, if we make the linear approximation concerning the
smallness of η0 and µ0 compared to ω, we obtain the cubic equation
ω3 + i(A+ 3η0)ω2 − k2C2daω − iη0k2C2da = 0. (13.40)
Comparison with our fluid result (13.19) in the limit that k2λ2D ¿ 1 shows
that the roles of A are the same, but that once η0 and once 3η0 play the
role of the coefficient B. In this way, the present kinetic treatment makes
explicit the physical origin of the damping coefficients that were heuristically
introduced in fluid treatments such as that by Jana et al. (1993). However,
there is a difference in the exact form of the coefficients occurring in (13.19)
and (13.40) that we attribute to the way in which some of the charging
parameters have been modelled. For a further discussion of the solutions we
refer to the previous section.
In the OML charging theory of perfectly conducting spheres one has an

























where the grain potential V relative to the plasma is given by the simple
capacitance relation q = 4piε0aV . The equilibrium condition I0(p) = 0
leads to a unique negative equilibrium grain potential V0 for all dust grains
and hence a negative equilibrium charge proportional to dust size, i.e. q0 =
4piε0aV0 ∝ a. The electron and ion streams are then equal but opposite in




































In the OML model we thus have η0(a) ∝ a, η′0(a) ∝ 1 and µ0(a) ∝ a2. If in
addition we assume the grains to have the same material composition, then
also m ∝ a3. The (normalized) modification to the dust plasma frequency
(13.37) then goes as a4/k2.
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We can now work out a final example, that of a power-law size distri-
bution, discussed in the previous chapter. We use OML charging theory,
assume grains of the same material density and as before, we immediately
consider the cold plasma limit. The equilibrium distribution function thus
is
fd0(w, q, a) = Ca−βδ(q − q0)δ(w) (13.44)



















da = 0. (13.45)
Again all these integrals can be evaluated in terms of the Lerch transcenden-
tal function (Gradshteyn and Ryzhik, 2000), defined through a power series.
The integrals are more easily computed for integer β values through decom-
position in partial fractions, like we have already shown in the previous
chapter. However, this does not change the conclusion that the dispersion
law remains too complicated to solve for ω.
13.3 Moment equations
We will now try to establish the link between the kinetic and fluid models.
For that we need to derive moment equations from the Vlasov equation.
























where we have defined the macroscopic average 〈A〉 = ∫ Afd dw dp.
Among the infinitely many possible combinations of powers of w, q and
m that lead to different moment equations, we shall only derive those that
allow us to obtain the dust charge density needed in Poisson’s law. Thus we






(σdυd) = Jd, (13.47)
and we have defined the macroscopic charge density σd = 〈q〉, the associated
velocity υd = 〈qw〉 /σd and the charging current density Jd = 〈I〉. When
we compare this with our fluid discussion, we see from equation (13.3) that
Jd = Q+See−Sie. The next equation that we need is a momentum equation
















= Γd − υdJd, (13.48)
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in the cold plasma limit. Here we defined Γd = 〈Iw〉. Similarly, when




Charge (and mass) fluctuations in dusty plasmas with dust distributions
have been modelled by incorporating general sink/source terms in the basic
fluid equations. Expressing the overall evolution of charge, mass, momen-
tum and current for electrons, ions and dust together leads to pairs of dust
equations of continuity and motion, to be studied together with Poisson’s
law.
When studying the generic characteristics of dust-acoustic modes, the
source/sink terms are represented through attachment coefficients. The
precise computation of these demands a detailed charging model, that is
for the time being not generally available, except for partial results derived
from the standard OML probe model and extensions thereof. Generic char-
acteristics of dust-acoustic and dust-Coulomb modes with charge fluctua-
tions encompass and enlarge earlier results from OML theory. In particular,
polydisperse dust distributions necessitate different definitions of the dust
plasma frequency and the dust-acoustic velocity. We have also shown that
the notion of dust-Coulomb modes in dense dusty plasmas with charge fluc-
tuations is generic, transcending the OML model used in the first papers on
this subject.
Our conclusions are qualitatively the same regardless of whether the
dusty plasma is considered as an open or a closed system, or a mixture of
both. The elaboration of a truly consistent model for the interactions be-
tween and charging of dust particles in a plasma and radiative environment
remains an open problem, recent progress notwithstanding.
The kinetic theory of a dusty plasma with charge fluctuations and a
dust distribution has also been analyzed. The relevant equations are the
generalized Vlasov equation (Varma, 2000a) and the Poisson equation. The
current to the dust particles was taken to be a general function of the dust
charge and size and the electrostatic potential, so that again the results are
not dependent on a specific charging model. The linear dispersion law has
been obtained in its general form. Some specific examples have been worked
out. Finally, the moment equations were considered and the link with the
fluid theory has been established.
A question that invites further investigation is the discrepancy between
the coefficients of the different dispersion polynomials obtained in fluid the-
ory and in kinetic theory, or in other words, between the ways in which the
damping effects due to the charge fluctuations have been taken into account.




Recent observations have shown that kinetic effects on space plasma waves
may be important. In kinetic theory it is often assumed that the distribution
function is Maxwellian-based. The isotropic Maxwellian velocity distribu-











Note that we have now taken θ to represent the thermal velocity defined
through θ2 = kBT/m. However, other distributions are commonly observed,
e.g. a power-law form: 4piv2f(v)dv ∝ v−αdv for |v| > θ. Such distributions
have a high-energy ‘tail’, i.e. more superthermal particles than a Maxwellian,
but may be Maxwellian-like at low energies.
Vasyliunas (1968) modelled observed distribution functions by a ‘gener-
alized Lorentzian’ or ‘kappa’ distribution. In its usual form, the normalized












Here the modified thermal speed is given by θ2 = (1 − 3/2κ)kBT/m, and
hence the distributions are defined for κ > 1.5. Note that we have adopted
a slightly different definition of the thermal speed from theirs, with corre-
sponding modifications to the distribution function. The kappa distribution
is, in fact, a family of power-law-like distributions, the real-valued parameter
κ allowing one to fit to the actual distribution. Some examples are shown in
Figure A.1. It may vary from a Lorentzian-like form (κ ' 1.5), representing
a hard, accelerated spectrum, to a Maxwellian in the limit κ → ∞. Below
the thermal speed, f(v) is Maxwellian-like, albeit with a slightly reduced
density, whereas above the thermal speed, f(v) approaches a power-law
form, with α ' 2κ.
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Figure A.1: Representation of typical kappa distributions for κ = 1.6, 3,
and ∞, showing increasing tail for lower κ values.
Kappa distributions have been found to fit the data from satellite ex-
periments well, with typical values of 2 < κ < 6. Christon et al. (1988)
matched the plasma sheet distributions with κi = 4.7 and κe = 5.5, and
distant magnetotail data with κe = 5.5 and in the Earth’s foreshock, Feld-
man et al. (1982, 1983) fitted the electrons with 3 < κe < 6 while Lemaire’s
group (Pierrard and Lemaire, 1996; Maksimovic et al., 1997) developed a
Lorentzian ion exosphere model and associated solar wind model with kappa
distributed coronal electrons, using, typically, 2 < κe < 6, with κe = 4 yield-
ing good agreement with electron distributions observed in the solar wind.
There is currently no accepted theoretical explanation for the common
occurrence of kappa distributions in space. However, Treumann (2001) and
Treumann et al. (2004) have developed the statistical mechanics of sta-
ble, nonlinear (turbulent) states far from equilibrium. This work provides a
heuristic explanation for kappa distributions in collisionless plasmas. Leub-
ner (2004) has invoked ‘Tsallis statistics’, based on Tsallis (1988), to de-
scribe both high-energy tails and core-halo distributions, reported, for ex-
ample, by IMP 6 (Feldman et al., 1973). We also note that theory predicts
that Fermi acceleration at collisionless shocks should yield a spectral index
α = 3r/(r−1) ≤ 4, where r is the shock compression ratio, i.e. κ ≤ 2 (Mace
and Hellberg, 1995).
Extensive wave studies using kappa models were carried out by Summers,
Thorne and co-workers (Summers and Thorne, 1990, 1991a,b, 1992; Thorne
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and Summers, 1991; Meng et al., 1992; Xue et al., 1993). These were
confined to integer values of κ only. However, in general, α, and hence κ,
is not an integer. Extending this work, Mace and Hellberg (1995) obtained
a generalized plasma dispersion function, Zκ, for arbitrary real κ. Recall
that in the kinetic theory of waves, a pivotal role is played by the plasma
dispersion function, which for a Maxwellian equilibrium velocity distribution







s− ζ , (A.3)
defined for Im(ζ) > 0. Substituting the kappa distribution (A.2), one obtains









(s− ζ)(1 + s2/κ)κ+1 , (A.4)
which is valid for arbitrary real κ > 1.5. It is seen that the integrand has
branch points at s = ±i√κ. A suitable deformation of the Landau contour
















i.e. Zκ is proportional to the Gauss hypergeometric function 2F1, and can
thus be easily manipulated analytically (Abramowitz and Stegun, 1964) and
calculated, e.g. using standard routines (Press et al., 1992) or Mathematica.
One may deduce many relationships from the hypergeometric function
form, for example small and large argument expansions (Mace and Hellberg,
1995). We explicitly give the complicated derivative relationship




















which reduces to the usual expression
Z ′(ζ) = −2{1 + ζ Z(ζ)} (A.6)
in the Maxwellian limit κ→∞.
Some of the earlier applications of Zκ have been discussed in a review by
Hellberg et al. (2000a). The Zκ function for the isotropic kappa distribution
has been applied to electron plasma waves (Mace and Hellberg, 1995; Mace
et al., 1998), ion-acoustic waves (Mace et al., 1998), electron-acoustic waves
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(Mace et al., 1999; Hellberg et al., 1998, 2000b), electrostatic fluctuations
(Mace et al., 1996, 1998) and electromagnetic waves in a magnetoplasma,
propagating parallel or perpendicularly to the magnetic field (Mace, 1996a,b,
1998, 2003, 2004).
Unfortunately, when waves in a magnetized plasma having an isotropic
kappa distribution are studied, the required integrals over perpendicular
velocity space prove intractable for oblique propagation, ruling out that
approach. Although Mace (1996a,b) has used a Gordeyev formulation to
find a general time-like integral expression for the relevant dielectric tensor
elements, the result is not particularly transparent.
As there is a preferred direction in space, viz. along the magnetic field,
the assumption of an isotropic distribution is also not ideally suited to a mag-
netized plasma. One would expect equilibration (isotropization) to occur in
the plane perpendicular to B0, leading to a Maxwellian form, together with
an accelerated (power-law) behaviour along the field. Hellberg and Mace
(2002) have thus introduced the ‘kappa-Maxwellian’ distribution



















which is a product of a one-dimensional kappa distribution along the field,
and a Maxwellian distribution in the perpendicular plane. Here θ2⊥ =
kBT⊥/m is the square of the perpendicular thermal speed, and θ2‖ = (1 −
3/2κ)kBT‖/m that of the effective parallel thermal speed. This distribution
is also a better fit to data such as that of Marsch (1991), which revealed
velocity distribution contours that are elongated along a preferred direction.
Although solar wind plasmas have been fitted by double kappa distributions
(Pierrard et al., 1999), fκM is a good approximation for wave-study pur-
poses, leads to tractable expressions, and is an improvement on an isotropic
kappa distribution.
Using an equilibrium distribution fκM , Hellberg and Mace (2002) have
derived the generalized plasma dispersion function ZκM appropriate for elec-
trostatic waves. This has been used to study obliquely propagating ion-
acoustic waves (Hellberg and Mace, 2002) and electron plasma waves (Mace
and Hellberg, 2003). We will now derive the general susceptibility tensor for
a kappa-Maxwellian plasma species, enabling us to study obliquely prop-
agating electromagnetic waves. This brief introduction was based on the
review by Hellberg et al. (2006a). The new results are from Cattaert et al.
(2006).
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A.1 Derivation of the susceptibility tensor
We choose the magnetic field to be along the z axis, i.e. we take B0 = B0ez.
Furthermore we choose the direction of propagation in the x, z plane, such
that kz = k cosϑ, kx = k sinϑ and ky = 0. Consider a species that is
Maxwellian in the perpendicular velocity and has a general distribution for
the parallel velocity











where θ2⊥ = kBT⊥/m defines the perpendicular thermal velocity. The sus-
























[n2In + 2λ2(In − I ′n)]An,

































Here λ = k2⊥θ
2
⊥/2Ω
2, In(λ) are the modified Bessel functions, ·′ stands for
the derivative with respect to λ, V is the mean parallel velocity defined
through V =
∫ +∞
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The next step is to take a one-dimensional kappa distribution with a
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where θ2z = (1 − 3/2κ)kBTz/m defines the parallel thermal velocity. After









Z ′κM (ζn). (A.12)
Here ζn = (ω−nΩ−kzV )/kzθz and ZκM is the generalized plasma dispersion









(s− ζ)(1 + s2/κ)κ . (A.13)
We note that for the kappa-Maxwellian distribution the power in the de-
nominator is κ, as opposed to κ+ 1 for the isotropic kappa distribution. It
follows that (Hellberg and Mace, 2002)














The general relationship between ZκM and Zκ is complicated – it is not
merely a matter of replacing κ by κ− 1 in Zκ.
The derivative relationship now is



















again reducing, for κ→∞, to the usual relationship (A.6). More properties,
as large and small argument expansions, can be found in Hellberg and Mace
(2002).













n = 0 and
∑
n n
2In = λeλ (Abramowitz and Stegun,
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In the end one calculates the dielectric tensor ε = I +
∑
j χj , where I is
the unit tensor and χj is the susceptibility tensor of species j. Note that
we are everywhere suppressing the index j for reasons of readability. The
dispersion relation is then given by
det
 ε11 − k2zc2/ω2 ε12 ε13 + kzk⊥c2/ω2−ε12 ε22 − k2zc2/ω2 ε23
ε13 + kzk⊥c2/ω2 −ε23 ε33 − k2⊥c2/ω2
 = 0. (A.17)
A.2 Some special cases
For electrostatic waves one is interested in the scalar susceptibility χ which
is obtained from the susceptibility tensor by contracting it with respect to
(sinϑ, 0, cosϑ). That calculation yields








The dispersion law is then given by ε = 1 +
∑
j χj = 0. When written
explicitly, this can be shown to be equivalent to previous results of Hellberg
and Mace (2002).
In the unmagnetized case Ω = 0, we have




Z ′κM (ζ0), (A.19)
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independent of n and hence the sums over n are easily taken. For example
in the electrostatic case this leads to




Z ′κM (ζ0). (A.20)
This hence gives the same result as for an isotropic kappa distribution (Hell-
berg and Mace, 2002).
For strictly parallel propagation, we have k⊥ = 0 and λ = 0, hence
χ22 = χ11 and χ13 = χ23 = 0, where we have made use of the expansion
In(λ) ∼ 1/n!(λ/2)n to lowest order (Abramowitz and Stegun, 1964). The
dispersion relation now decouples into k2zc
2/ω2 = ε11 ± iε12 and ε33 = 0,
corresponding to the R, L and P waves. Therefore we evaluate




























Z ′κM (ζ0). (A.21)
Note that in this case the results are different from the isotropic kappa
situation (Hellberg and Mace, 2002).
For strictly perpendicular propagation, one has kz = 0. Using the asymp-
totic expansion ZκM (ζ) ∼ −1/ζ for ζ →∞ (Hellberg and Mace, 2002) and
the formula for the derivative (A.15) one finds
Cn = − nΩ
ω − nΩ . (A.22)
In the dispersion relation only the terms quadratic in tanϑ are retained. For







ω2 − n2Ω2 , (A.23)
which is the classical expression for Bernstein waves in Maxwellian plasmas
(Stix, 1992). These modes are hence uninfluenced, very much unlike in the
isotropic kappa case (Mace, 2004).
In the Maxwellian limit κ→∞, we have ZκM (ζ)→ Z(ζ) where Z(ζ) is
the usual plasma dispersion function given by (A.3). We can then use the










































































































as can be found in textbooks (Stix, 1992; Swanson, 2003). We note that this
can be further simplified in the isotropic case T⊥ = Tz = T and even more
if there is no drift, i.e. when V = 0.
A.3 Conclusions
Many space and astrophysical plasmas have power-law velocity distributions.
The kappa distribution lends itself to modelling such plasmas, and the gen-
eralized plasma dispersion function Zκ is useful for an isotropic kappa distri-
bution. Magnetized plasmas are better described by the kappa-Maxwellian
distribution, fκM , which leads to ZκM . Both dispersion functions are useful
for various waves in space plasmas, and in both cases, the hypergeomet-
ric functions can be easily manipulated and evaluated. Where for isotropic
kappa distributions the calculation of the full susceptibility tensor proved
very complicated, involving integral expressions in the final result, we have
explicitly obtained it for kappa-Maxwellian distributions. The mathemat-
ical apparatus is now available to study electromagnetic waves in kappa-
Maxwellian plasmas. The application of our general susceptibility tensor to
the study of whistler waves propagating both parallel and oblique to the
magnetic field, is underway and will be reported in Cattaert et al. (2006).
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Conclusions
In a first part, comprising the Chapters 1–6, we have studied nonlinear elec-
trostatic solitary waves at large amplitudes. In Chapter 1, we have given an
overview of different methods used to study nonlinear waves, the reductive
perturbation and Sageev pseudopotential techniques. The reductive per-
turbation techniques are limited to relatively small amplitudes, and lead to
evolution equations of the KdV and NLS families. Large amplitude solitons
can only be analytically studied when they are truly stationary, using a pseu-
dopotential method. Hereby the problem is cast into the form of an energy
integral, making it equivalent to the one-dimensional motion of a particle in
a potential. When taking the small amplitude limit of the pseudopotential,
one is able to arrive back at the reductive perturbation KdV family results,
when written in a stationary frame.
Chapter 2 gives a unified treatment of large amplitude electrostatic
solitary structures in multispecies plasmas, based on the alternative fluid-
dynamic McKenzie approach. This is not claimed to be simpler than the tra-
ditional Sagdeev treatment, nor to yield fundamentally different results, but
the fluid-dynamic interpretation does, however, offer far better and clearer
insight in the limiting factors and existence conditions for electrostatic soli-
tons. It does so by advantageously using the Bernoulli integrals per species
and a global pressure invariant, and by focusing on characteristic points like
the species’ own sonic points and global charge neutral points outside the
undisturbed initial conditions. The first condition for solitary waves to exist
is that the linear waves should be evanescent. This leads to a lower Mach
number limit. The second condition comes from finding a root (the soliton
amplitude) of the structure function before a sonic point or a point of infi-
nite compression or total rarefaction is reached. These limits, together with
the possible occurrence of a double layer, lead to the upper Mach number
limit. As an application, we have shown for ion-acoustic solitons in a hydro-
gen plasma, that these are always compressive, a result obtained without
recourse to simplifying assumptions like cold ions or Boltzmann electrons.
We studied electron-acoustic solitons in two-electron temperature plas-
mas in Chapter 3. We have given a detailed discussion of where the limi-
tations in parameter space originate from, in terms of the two sonic points
and the occurrence of double layers. We have shown that double layers and
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potential hill electron-acoustic solitary waves can be formed, the latter for
cold electron fractions that are supercritical. The region in parameter space
where they are found has not been studied before, because previous work al-
ways assumed Boltzmann hotter electrons. Our work can have implications
for the interpretation of observations of positive potential structures, for
which up to now electron-acoustic solitons were ruled out as an explanation
because of the perceived wrong signature of the electrostatic potential.
In Chapter 4, we have studied how the presence of a third species in-
fluences the existence of ion-acoustic solitons. In two-electron temperature
plasmas we have found that negative potential solitons can exist for γ < 2,
while these are not possible in the absence of the third species. Moreover,
double layers are possible when γ < 3/2. When the hotter electrons are
assumed to be superhot, double layers cease to exist. We then also studied
ion-acoustic modes in dusty plasmas. As the dust is very massive, it can be
safely assumed to be supercold and the resulting model is equivalent to the
superhot hotter electron model in two-electron temperature plasmas.
We turned to the dust-acoustic domain in dusty plasmas in Chapter
5. Here negative potential solitons have traditionally been found in dusty
plasmas with negative dust. Our analysis confirms that broad picture, even
for non-Boltzmann distributed ions and electrons, where in the latter case
we have discovered that the electron density, too, can be a limiting factor
for the existence domain of such solitons.
In Chapter 6, we have extended the multispecies formalism for electro-
static solitary waves to include self-gravitation. We found explicitly the
regions in parameter space where potential hill and potential dip solitary
waves exist in a two-species neutral molecular cloud consisting of one very
cool and one hotter species. The main result is the existence of both posi-
tive and negative potential solitons, which cannot be generated in a cloud
with only one species. Our work might have implications for the structure
of molecular clouds, as it presents a mechanism to generate large ampli-
tude solitary waves in a neutral mass system with two species at distinct
temperatures.
The second part of this thesis, i.e. the Chapters 7–10, dealt with nonlin-
ear electromagnetic modes. In Chapter 7 we have derived the first integrals
for electromagnetic stationary solitary waves at oblique propagation in a
general multispecies magnetized plasma. The first integrals include three
global momentum invariants and a global energy integral. At parallel prop-
agation, each species has its own energy invariant, and one has an additional
global perpendicular invariant.
In Chapter 8 these invariants were applied to large amplitude electro-
magnetic solitons in pair plasmas, propagating obliquely to the magnetic
field. We found the nonlinear large amplitude analogue of the special X
mode, which decouples from all other modes at all angles of propagation, by
imposing charge neutrality. The structure equation for this nonlinear special
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X mode presents itself in the form of a pseudoenergy integral, expressed in
the transverse component of the magnetic induction. The interpretation of
the pseudopotential readily indicates the limiting Alfve´nic Mach numbers
as well as the corresponding soliton amplitudes, but a distinction has to be
made between positive and negative solutions. The negative solutions have
a maximum transverse magnetic field component in the opposite direction
to the corresponding undisturbed static field component, but only exist at
angles of propagation inside a cone around parallel propagation. The pos-
itive solutions are characterized by a maximum transverse magnetic field
component in the same direction as and larger than the undisturbed static
field component, and exist at all angles of propagation.
In ordinary hydrogen plasmas, considered in Chapter 9, we find so-called
oscillitons at parallel propagation, having both stationary amplitude and
phase. We have obtained a single differential equation for these oscillitons,
remarkably enough also in the form of an energy integral, expressed in the
parallel fluid velocity. Afterwards one integration still has to be carried out
in order to find the phase. Hence, a fully nonlinear discussion of the oscilliton
properties becomes possible, at as large amplitudes as the underlying Mach
number restrictions permit. For weakly nonlinear oscillitons, the correct
nonlinear evolution equation turned out to be the NLS equation, at that
point in the whistler dispersion where the phase and group velocities match.
In Chapter 10 we have reexamined the amplitude modulation of magnetic
field-aligned CPEM waves in a magnetized pair plasma, taking into account
relativistic particle mass increase in the wave field, as well as the modifica-
tion of the equilibrium density and magnetic field profiles by the radiation
pressure. The dynamics of the modulated CPEM wavepacket is governed by
a NLS equation. It is found that the fast (slow) wave is modulationally un-
stable (stable), leading to bright (dark/grey) envelope solitons. The present
results suggest that the nonlinear coupling between the CPEM waves with
the background plasma provides the possibility of localized electromagnetic
pulses which can propagate over long distances. In fact, localized slow mode
excitations can be associated with microstructures in pulsar magnetospheres
where the electron gyrofrequency is much larger than the pulsar frequency.
In a third part, Chapters 11–13, we tackled some dusty plasma prob-
lems. In Chapter 11, we have revisited the problem of dust-modified mag-
netosonic waves driven unstable by charged dust particles that drift relative
to the plasma, in a plane perpendicular to the static magnetic field, a model
inspired by a configuration that obtains in planetary rings. We have shown
that a correct description can be obtained for frequencies and Doppler shifts
that are small compared to the electron gyrofrequency. Excellent agreement
is reached between this analytical approximation and the numerical solution
of the full or reduced dispersion law. Both indicate that the instability is
always in the beam mode. The fast mode is stable, and is only affected
at high values of relative streaming between the dust and the plasma. In
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particular, a very low-frequency, small wavenumber beam instability may
occur at supermagnetosonic beam velocities of the dust component, which
is thus excluded in the region around co-rotation, where the Kepler and
co-rotation frequencies are equal. At the critical value, the beam velocity
equals the phase velocity of the slow mode, and instability occurs. Both
analytic and numerical studies show that instability can in addition occur
for submagnetosonic speeds, which is likely to be more relevant to planetary
rings.
Chapter 12 gave an overview of different investigations of how dust dis-
tributions can be incorporated into the description of linear waves in com-
plex plasmas, motivated by observations that astrophysical dust comes in
a range of sizes and compositions, and hence charges and masses. At the
fluid level two complementary approaches have been used. The first consists
in describing the charged dust as a discrete collection of different fluids or
as the continuous limit of the dust contribution over a given range, either
while or after deriving the dispersion law. The other way consists in go-
ing for a global dust fluid, needing then appropriate model equations. Due
to the differing charge-to-mass weightings, this can become quite involved
when giving the correct definitions of charge and mass densities, momentum
fluxes and current densities. The simplest method is to use standard disper-
sion relations from multifluid theory but integrate afterwards over a charge
and/or mass distribution. Applications have been worked out for parallel
electromagnetic linear and nonlinear modes, for oblique electrostatic (and
possibly self-gravitational) and for fluid dust-Bernstein modes, to illustrate
the methodological aspects of this novel approach. In particular, polydis-
perse dust distributions necessitate different definitions of the dust plasma
frequency, depending on how the averaging is done.
In Chapter 13 we included charge fluctuations in the study of dust-
acoustic waves in dusty plasmas with polydisperse dust. In fluid theory
these are modelled by incorporating general sink/source terms in the ba-
sic fluid equations, represented through attachment coefficients. We do not
refer to any specific charging model. We found generic characteristics of
dust-acoustic and dust-Coulomb modes with charge fluctuations that en-
compass and enlarge earlier results from OML theory. The kinetic theory
of a dusty plasma with charge fluctuations and a dust distribution has also
been analyzed. The relevant equations are a generalized Vlasov equation
including a charge dynamics term and the Poisson equation. The current
to the dust particles was taken to be a general function of the dust charge
and size and the electrostatic potential, so that again the results are not
dependent on a specific charging model.
Finally, in Appendix A we have given the derivation of the susceptibil-
ity tensor elements for a plasma species with a kappa-Maxwellian velocity
distribution.
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