Abstract. Until recently virtual applications rarely incorporated any deep social, cultural or emotional capabilities exhibited in normal human interaction. In this paper, we present a methodology to develop virtual actors with believable communications skills who may provide a sufficient feeling of immersion to reproduce an efficient simulation of human activities. We focus on the relationship between gestures and verbal activities during communicative acts. We will show that an approach based on video analysis is valuable for the design of a system allowing realistic interactions between the avatars and/or the avatars and the environment. Although the analysis is still in progress, we present some preliminary results from our experiments.
Introduction
The design of interactive scenarios in virtual reality is a major socio-technical stake. Up until now, virtual applications rarely incorporated any deep social, cultural or emotional capabilities exhibited in normal human interaction. The approach thus lacks believability for the users and cannot be applied to many complex situations where design choices or decision-making are strongly influenced by these dimensions.
The aim of this research is to develop virtual actors with non-verbal communications skills who may provide a sufficient feeling of immersion to reproduce an efficient simulation of human activities. In this paper, we will address the methodology used to develop these virtual actors. We are interested in the relationship between gestures and verbal 1 activities during communicative acts. We will show that a video based analysis is valuable for the design of a system allowing realistic interactions between the avatars and/or between the avatars and the environment. 
Methodological Approach
The design of an interactive virtual reality device cannot be undertaken without a precise definition, at the right level of granularity, of the non verbal communication activities required to reproduce realistically human-like interactions. The dialog between humans is largely regulated by gestures (e.g. turn-taking management, gaze direction). It is therefore essential to take into account this interactivity in the virtual reality environment. To identify and incorporate appropriate communication skills we have adopted a methodological approach based on video analyses of field studies. The stages in the methodology are complementary and are undertaken in parallel to provide continuous feedback that allows an iterative system development.
Contribution of gestures and verbal expression to human interactions.
The first step of this stage was to identify how gestures and speech contribute to human interactions. This consisted of reproducing in the most reliable way a virtual duplicate of short video extracts showing the interaction between humans recorded in natural field settings.
The avatar with the complete set of gestures and facial expressions
The avatar with facial expressions but without gestures
The avatar with hand gestures but without facial expressions Table 1 : On the left of each picture is the real person, on the right is the avatar. Example of the virtual characters with different level of realism
The second step then consisted of artificially deleting certain categories of gestures (e.g. facial expressions, torso movement) and evaluating the impact of these changes on the comprehension of the scenario.
This stage highlighted the difficulty of ensuring a good coherence between gestures and overall body posture when the same gesture (e.g. opening of hands) was applied to different body postures (e.g. kneeling or standing).
Identification of non-verbal communicative acts and associated rules.
An analysis of various video sequences of humans interacting in real situations was performed using Anvil [4] to identify the main non-verbal communicative acts and the associated rules. This analysis was performed in two phases. In the first phase all of the non-verbal acts were identified and classified according to the following categories: deictic, iconic, emblematic, metaphoric [1] . Based on this categorization, a more detailed analysis was conducted to identify the different ways to perform such a Virtual Story Telling : A methodology for developing believable communication skills in virtual actors 3 gesture as a function of different body postures (e.g. standing, crouching) and among these the most general and frequently occurring ones were chosen to be reproduced as animations. The outcome of the analysis is a set of gestures that allows a fluent transition from the different original body configurations. In the second phase the analysis focused on the actual conditions in which these gestures are performed taking into consideration the speech transcript, the position of the characters and objects in the scene and also the gestures performed by the other actors. The outcome of this second analysis is a set of simple rules which will be used to execute the gestures during the interactions between avatars.
Validation of the environment
The last stage is based on an ethno-methodological analysis [(see [3] for an example of this approach). At this stage, our focus shifts from the execution of the actions to the interpretation that a user has of those actions. We adopt an ethnomethodological perspective to test the credibility of our avatars. This approach focuses more on the meaning of the actions performed by the persons than on the visual details. In our experiment we analyse short sequences of interaction between humans and then reproduce the same sequences in virtual reality. The basic rules and gestures identified in the previous stages will be implemented in a virtual environment created with Virtools™ [5] . An ethno-methodological analysis will then be performed on the virtual representation. The intended goal is that the results of the analysis of the real situation will be favorably comparable to those obtained from the analysis of the virtual situation. Table 2 : Example of a part of the ethno-methodological comparison. The real situation is on the right-hand side, the virtual representation is on the left-hand side.
Results
This research follows an iterative methodology and we are conducting further experiments to understand better the various and complex communication factors involved in human interactions. Thus, it is difficult to provide guidelines as the analysis is incomplete. However, some trends appeared confirming previous work. The first stage of the methodology highlighted the importance of the congruence of gestures and body posture. In particular, it showed that the interpretation of a gesture A rises his hand to express his intention to communicate with B 4 Sandrine Darcy et al.
is not static: various gestures may be associated with a verbal expression and similarly, depending on the context, a same gesture may be interpreted differently. However, the results showed that the feeling of realism is drastically reduced when gestures are not considered natural due to the incongruence in the articulations of the different body parts (e.g. positions of chest, arms, hands.). It is therefore not so important to produce a specific gesture associated with a specific term, but rather to ensure that the gesture appears natural according to the situation and the body posture. This leaves some freedom for the modeling of the avatars' communicative features. In addition, this stage also highlighted the importance of choosing a software platform which can apply realistic gestures according to the avatar's overall body gestures.
The outcome of the analysis conducted with Anvil (section 2.2) enabled us to begin creating a library of different upper-body animations among which the system will choose the adequate ones according to the rules of an emotional-cognitive engine.
We also observed through the various analyses the importance of gaze direction and deictics gestures. Like previous studies, we observed that gaze directions are often used to disambiguate the addressee or to stress new information [2] . Deictics have proved to be particularly used in all the tasks involving spatial information and unambiguous identifications of elements in the environment.
Conclusion
In this paper we introduced a methodology strongly based on video analysis. The methodology is flexible enough to be applied to different fields and to identify and validate generic communication features to be implemented in virtual characters. Such features drastically contribute to increase the credibility and emotional impact of the avatars.
The rules and gestural features that we are currently identifying may be difficult to implement (e.g. rule conflicts, management of priorities, etc.). The next step is to find the optimal architecture to achieve the best level of interactivity.
