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Abstract
A variation principle for mass transport in solids is derived that recasts transport coefficients as minima
of local thermodynamic average quantities. The result is independent of diffusion mechanism, and applies
to amorphous and crystalline systems. This unifies different computational approaches for diffusion, and
provides a framework for the creation of new approximation methods with error estimation. It gives a dif-
ferent physical interpretation of the Green function. Finally, the variational principle quantifies the accuracy
of competing approaches for a nontrivial diffusion problem.
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Mass transport in solids is the fundamental kinetic process controlling both the evolution of
materials towards equilibrium and a variety of material properties[1]. Diffusion of atoms dic-
tates everything from the stability of amorphous materials at finite temperature, the design of
nanoscaled semiconductor devices, the processing of structural metals including steels and super-
alloys, the performance of batteries and fuel cells, to the degradation of materials due to corrosion
or even irradiation. Since Einstein[2], diffusion has been understood as mesoscale motion aris-
ing from many individual atomic displacements, with significant effort over the last century to
experimentally measure and model theoretically[3, 4]. In the last forty years, computation has
played an increasingly important role, with different competing approximation methods develop-
ing, combined with increasingly accurate methods to compute transition state energies for atomic
processes in transport[5–7]. However, while we have increasing accuracy in predicting atomic
scale mechanisms, we lack a clear methodology to compare accuracy of theoretical models that
derive mesoscale transport coefficients.
The modern macroscale description of mass transport comes from Onsager’s work on nonequi-
librium thermodynamics[8], where atomic fluxes J are linearly proportion to small driving forces.
A general driving force is the gradient of chemical potential of species α. Then, the Onsager
transport coefficients are second-rank tensors L(αβ) that relate steady state fluxes in species α
Jα = −
∑
β
L(αβ)∇µβ (1)
are steady-state fluxes in response to perturbatively small driving forces in all other chemical
species ∇µβ. These transport coefficients can also be derived from a thermodynamic extremal
principle[9, 10] for maximum entropy production, making the Onsager matrix symmetric and
positive-definite.
A brief, albeit incomplete list of methods to compute transport coefficients from atomic mecha-
nisms include stochastic methods like kinetic Monte Carlo[11–15], master-equation methods like
the self-consistent mean-field method[16, 17] and kinetic mean-field approximations[18–20], path
probability methods for irreversible thermodynamics[21–23], Green function methods[24–27],
and Ritz variational methods[28–30]. The different approaches all have different computational
and theoretical complexity, rely on different approximations which may or may not be controlled.
However, the relationships between different approximations is not always clear, and it is difficult
to determine which of two different calculations is more accurate, short of comparison to experi-
mental results. In what follows, we derive a general expression for the mass transport coefficients
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in a solid system, and then cast this non-local form into an equivalent minimization problem over
thermodynamic averages of local quantities: a variational principle for mass transport, with a sim-
ple physical interpretation. We show that different computational approaches can be derived and
compared with this principle, while also providing a framework for the development of new types
of approximations for diffusion. We conclude with a quantitative comparison for a random alloy
on a square lattice.
Consider a system with chemical species[31] α = A, B, . . . , with discrete microstates {χ}, and
transitions between states. For each state χ and species α, Nαχ of that species are at positions
{xαχi : i = 1 . . .Nαχ }. Note that the xαχi are themselves functions of the state χ. If each state has an
energy Eχ, then in the grand canonical ensemble, the equilibrium probability of occupying a given
microstate for chemical potentials µα at temperature T is
P0χ := P
0
χ(T, µ
A, . . .) = exp
 1kBT
Φ0 + ∑
α
µαNαχ − Eχ
 (2)
where Φ0 is a normalization constant—the grand potential—such that
∑
χ P0χ = 1. If the chemical
potentials were spatially inhomogeneous, then the term corresponding to the sum over chemistry
would be
∑
α
∑
i µ
α(xαχi). We assume that our system can achieve equilibrium through a Marko-
vian process, with transition rates W(χ → χ′) ≥ 0; then, by detailed balance, P0χW(χ → χ′) =
P0χ′W(χ
′ → χ). If all nonzero rates conserve chemical species, then the rates W(χ → χ′) are
independent of the chemical potentials, and can only depend on the initial and final states and
temperature. The master equation for the evolution of a time dependent probability Pχ(t) is
dPχ(t)
dt
=
∑
χ′
Pχ′(t)Wχ′χ (3)
and we introduce the shorthand matrix form
Wχ′χ =

W(χ′ → χ) : χ , χ′
−∑χ′ W(χ→ χ′) : χ = χ′ (4)
We identify steady state solutions—which may not be equilibrium solutions—as distributions
where the right-hand side is zero for every χ; we are interested in steady-state solutions that main-
tain infinitesimal gradients in chemical potentials, for which we will compute fluxes.
What follows is a generalization of results derived previously for a lattice gas model[27]; de-
tails are available in the supplemental material[32]. Consider a steady-state probability distribution
Pssχ := P
ss
χ (T, µ
A, . . . ,∇µA, . . .) in the presence of infinitesimally small chemical potential gradient
3
vectors ∇µα. This steady-state probability distribution can have time-independent fluxes Jα corre-
sponding to mass transport. For any (non-zero rate) transition χ→ χ′, we define the mass transport
vector for each species α as δxαχχ′ :=
∑
i xαχ′i − xαχi. This is the net change in positions for all atoms
of species α, as Nαχ = N
α
χ′ when W(χ→ χ′) , 0. Then, the flux is
Jα = V−10
∑
χχ′
PssχWχχ′δx
α
χχ′ (5)
for total system volume V0. We make the ansatz that the steady-state probability distribution for
infinitesimal gradients
Pssχ = P
0
χ
1 + δΦ0kBT + 1kBT
∑
α
∇µα ·
ηαχ +
Nαχ∑
i=1
xαχi

 (6)
up to first order in ∇µα, where δΦ0 is a change in the normalization relative to the equilibrium
distribution, and introducing the relaxation vectors ηαχ that are to-be-determined for each state χ.
If we substitute Eqn. 6 into Eqn. 3, set dPssχ /dt = 0, apply detailed balance, divide out by P
0
χ, and
require that it hold for arbitrary ∇µα, we find∑
χ′
W(χ→ χ′)δxαχχ′ = −
∑
χ′
W(χ→ χ′)
(
ηαχ′ − ηαχ
)
. (7)
We define the left-hand side as the velocity vector bαχ :=
∑
χ′ Wχχ′δxαχχ′ , so that Eqn. 7 becomes
bαχ = −
∑
χ′
Wχχ′ηαχ′ . (8)
for the steady-state ansatz solution to be time invariant. Then, the transport coefficients L(αβ) can
be found by substituting the steady-state solution into Eqn. 5, while explicitly symmetrizing the
summation (rewriting as 12
∑
χχ′ +
∑
χ′χ), which gives
L(αβ) =
1
kBTV0
〈
1
2
∑
χ′
Wχχ′δxαχχ′ ⊗ δxβχχ′ − bαχ ⊗ ηβχ
〉
χ
(9)
where the two terms are the “uncorrelated” and “correlated” contributions to diffusivity[3, 33],
and the average is the shorthand for
∑
χ P0χ.
While Eqn. 9 has the form of a simple thermal average, the primary complication is the solution
of Eqn. 8, which requires the pseudoinversion of the singular rate matrix Wχχ′ over the entire state
space; this is the Green function Gχχ′ := W+χχ′ . While the rate matrix is local—as there are only a
finite number of final states χ′ to transition from any state χ—the Green function is known to be
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non-local, and difficult to compute in general. However, the governing equation for the relaxation
vectors ηαχ can be recast instead in a variational form by taking advantage of an invariance in
Eqn. 9.
First, the separation of Eqn. 9 into correlated and uncorrelated terms is arbitrary[33, 34]. We
introduce changes to the positions of atoms in a state while leaving the rate matrix unchanged:
Let yαχ be the sum of all displacements of atoms of species α in state χ. We can, without loss
of generality[35], consider only cases where
∑
χ yαχ = 0. Then, the yαχ change the displacement,
velocity, and relaxation vectors
δ˜x
α
χχ′ = δx
α
χχ′ + y
α
χ′ − yαχ, b˜αχ = bαχ +
∑
χ′
Wχχ′yαχ′ ,
η˜αχ = −
∑
χ′
Gχχ′b˜αχ′ = η
α
χ −
∑
χ′χ′′
Gχχ′Wχ′χ′′yαχ′′ = η
α
χ − yαχ
as G is the pseudoinverse of W, and yαχ is orthogonal to the right null space of W. Then, the
Onsager coefficients are
kBTV0L˜
αβ
=
〈
1
2
∑
χ′
Wχχ′
(
δxαχχ′ + y
α
χ′ − yαχ
)
⊗
(
δxβχχ′ + y
β
χ′ − yβχ
)
−
(
bαχ +
∑
χ′
Wχχ′yαχ′
)
⊗
(
ηβχ − yβχ
)〉
χ
=
〈
1
2
∑
χ′
Wχχ′δxαχχ′ ⊗ δxβχχ′
〉
χ
+
1
2
∑
χχ′
P0χWχχ′
(
yαχ′ − yαχ
)
⊗
(
yβχ′ − yβχ
)
+
1
2
∑
χχ′
P0χWχχ′δx
α
χχ′ ⊗
(
yβχ′ − yβχ
)
+
1
2
∑
χχ′
P0χWχχ′
(
yαχ′ − yαχ
)
⊗ δxβχχ′ −
〈
bαχ ⊗ ηβχ
〉
χ
+
∑
χ
P0χb
α
χ ⊗ yβχ −
∑
χχ′
P0χWχχ′y
α
χ′ ⊗ ηβχ +
∑
χχ′
P0χWχχ′y
α
χ′ ⊗ yβχ
= kBTV0L(αβ) −
∑
χχ′
P0χWχχ′y
α
χ ⊗ yβχ′ −
〈
bαχ ⊗ yβχ
〉
χ
−
〈
yαχ ⊗ bβχ
〉
χ
+
〈
bαχ ⊗ yβχ
〉
χ
+
〈
yαχ′ ⊗ bβχ
〉
χ
+
∑
χχ′
P0χWχχ′y
α
χ′ ⊗ yβχ = kBTV0L(αβ)
This requires detailed balance P0χWχχ′ = P
0
χ′Wχ′χ and the sum rule
∑
χ′ Wχχ′ = 0. Hence, the
transport coefficients are invariant under arbitrary displacements, while the “uncorrelated” and
“correlated” terms themselves change.
We can exploit this invariance by noting that, for α = β, the uncorrelated contribution is positive
definite and the correlated contribution is negative definite, as Wχχ′ and Gχχ′ are negative definite
matrices. Thus, the maximum value of the correlated contribution is zero, which corresponds
with the minimal value of the uncorrelated contribution, and so the equation for the transport
coefficients can be rewritten as
L(αα) =
1
2kBTV0
inf
yαχ
〈∑
χ′
Wχχ′ δ˜x
α
χχ′ ⊗ δ˜x
α
χχ′
〉
χ
, (10)
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which is a variational principle for mass transport involving only thermodynamic averages of
local quantities. Here, the infimum of the tensor corresponds to the tensor with the smallest
trace[36]. The values of yαχ that minimize Eqn. 10 are found by making the generalized force
from the gradient of `α := kBTV0 Tr L(αα)uncorr =
1
2
〈∑
χ′ Wχχ′(δ˜x
α
χχ′)
2
〉
χ
,
fαχ := −
∂`α
∂yαχ
= −1
2
∂
∂yαχ
∑
χ′χ′′
P0χ′Wχ′χ′′
(
δxαχ′χ′′ + y
α
χ′′ − yαχ′
)2
= −2P0χ
∑
χ′
Wχχ′
(
δxαχχ′ + y
α
χ′ − yαχ
)
= −2P0χb˜αχ
(11)
equal to zero; this is satisfied when yαχ = ηαχ. Moreover, the arguments yαχ that minimize `α can
then be used to compute the off-diagonal contributions,
L(αβ) =
1
2kBTV0
〈∑
χ′
Wχχ′ δ˜x
α
χχ′ ⊗ δ˜x
β
χχ′
〉
χ
∣∣∣∣∣∣
yαχ=arg inf `α
(12)
This is similar to the Varadhan-Spohn variational form[37], which Arita et al. note is a powerful,
albeit abstract result that is difficult to apply in practice, involving “cylinder” functions[38]. Note
that Eqn. 10 is simpler than the alternate Ritz variational form, as there is no normalization of a
eigenvector required[28–30].
This variational principle for mass transport has multiple consequences. First, it unifies multi-
ple approaches for the computation of mass transport coefficients, including kinetic Monte Carlo,
Green function methods, and self-consistent mean-field theory. Moreover, it provides a direct way
to compare the accuracy of different methods: outside of the convergence of stochastic sampling
errors, once a mass transport method is recast in a variational form, the minimal value of the di-
agonal transport coefficients is necessarily closer to the true value. It also gives a simple physical
explanation for the correlation contributions in mass transport: the ηαχ values are displacements
that map a correlated random walk into an equivalent uncorrelated random walk with identical
transport coefficients. Finally, it provides a framework for the construction of new algorithms for
the computation of mass transport that requires the minimization of a thermal average; as it is
based on minimization, different approximations for yαχ can be simultaneously introduced, while
the process of minimization finds the optimal solution.
In the case of a linear expansion for the relaxation vectors, the variational principle for mass
transport provides a simple general expression for diffusivity. Let {φαχ,n} be a set of basis vectors
so that we expand yαχ =
∑
n φ
α
χ,nθ
α
n with coefficients θ
α
n . The supplemental material Sec. S4 shows
the most general solution; here, we include the solution for the case where the basis functions are
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chemistry- and direction-independent: φαχ,ni = eˆiφχ,n for a Cartesian orthonormal basis eˆ1, eˆ2, eˆ3.
Then, the coefficients that minimize Eqn. 10 can be found by solving
∑
mWnmθαmi = b
α
n · eˆi where,
Wnm :=
〈∑
χ′
Wχχ′φχ,nφαχ′,m
〉
χ
, b
α
n :=
〈
φχ,nbαχ
〉
χ
. (13)
We can take the pseudoinverse of G := (W)+, and then the transport coefficients are (c.f. Eqn. S24)
L(αβ)LBAM =
1
2kBTV0
〈∑
χ′
Wχχ′δxαχχ′ ⊗ δxβχχ′
〉
χ
+
1
kBTV0
∑
nm
〈
φχ,nbαχ
〉
χ
⊗ Gnm
〈
φχ,mbβχ
〉
χ
(14)
where the diagonal transport coefficients L(αα)LBAM are guaranteed to be an upper bound on the true
coefficients, achieving equality when the basis {φχ,n} spans ηαχ.
We can now express existing computational approaches as attempts to solve the variational
problem. For kinetic Monte Carlo[11–15], each trajectory represents a single sample in the aver-
age, while the increasing length of a trajectory attempts to converge the relaxation vectors corre-
sponding to that single starting state. In Sec. S3, the equivalence of kinetic Monte Carlo to the
variation method is shown; moreover, the use of a finite length trajectory is variational: assuming
perfect sampling of initial states, and with perfect sampling of trajectories of a finite length, the
transport coefficients will be greater than the true transport coefficients. If one uses accelerated
KMC methods[39–43], superbasins—a finite collection of states with fast internal transitions but
slow escapes—are effectively collapsed onto a single position, which is an approximation to the
relaxation vector ηαχ. For vacancy-mediated diffusion, the dilute Green function[26, 27] and ma-
trix methodology[24, 25] work in a restricted state space {χ} where only one solute and vacancy
are present, and then effectively construct a full basis in that state space. Finally, self-consistent
mean-field[16, 17] and kinetic mean-field[18–20] work with a cluster expansion of chemistry-
and direction-independent basis functions {φχ,n} that are products of site occupancies for different
chemistries. It should be noted that these latter two methods derive their solution for the parameters
θn using a ladder of n-body correlation functions on which they invoke “closure approximations”
for higher order correlation functions; in a variational framework, such closure approximations be-
come unnecessary. Finally, when methods are framed in variational terms, we can quantitatively
compare accuracy by identifying which method gives the smallest diagonal elements L(αα), and
also estimate remaining error through the average residual bias, 〈(˜bαχ)2/(−Wχχ)〉χ in Eqn. S27, or
its ratio with 〈(bαχ)2/(−Wχχ)〉χ.
In addition to providing a common frame for existing computational methods for mass trans-
port, we now have a new framework to develop and test new approximations, including those
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that are more appropriate for amorphous systems that lack crystalline order but still possess well-
defined microstates. A simple example is the basis function choice φαχ = bαχ; in Sec. S5 of the sup-
plemental material, a closed-form approximation for transport coefficients is provided in Eqn. S30.
This approximation involves inverting a matrix that has the same dimensionality as the number of
independent chemical species; however, it only captures local correlations. We can also take the
dilute Green function methodology for vacancy-mediated transport into finite solute concentra-
tions by using the basis functions φχ,βx that are equal to the occupancy (0 or 1) by chemistry β of a
site at a vector x relative to a vacancy in state χ. This approximation exactly reproduces the dilute
solute limit by being equivalent to an infinite range two-body-only version of the Green function.
For a quantitative comparison of these new approximations, we consider a random binary alloy
on a square lattice with a single vacancy. In this model, there is no binding energy between
any species, and the jump rate for the vacancy only depends on the chemistry of the species
it is exchanging: either νA (“solvent” exchange) or νB (“solute” exchange). We take νA = 1,
and consider three cases: νB = 1 (tracer), νB = 4 (“fast” diffuser), and νB = 0 (frozen solute).
This system has nontrivial behavior, including a percolation limit[44, 45] for νB = 0 where the
diffusivity of solvent is 0 for cB < 1. To compute the transport coefficients, we use: (1) kinetic
Monte Carlo on a 64×64 periodic grid, generating 256 samples of trajectories run for 4096 vacancy
jumps each; the transport coefficients are computed 32 separate times to get a mean and stochastic
error estimate. (2) A two-body Green function approximation (c.f. Sec. S6), which has the analytic
solution (c.f. Eqn. S38),
L(AA)GF = 1cva
2
0
cAνA − cAcBν2A
νA + νB +
2 f−1
1− f (cAνA + cBνB)

L(BB)GF = 1cva
2
0
cBνB − cAcBν2B
νA + νB +
2 f−1
1− f (cAνA + cBνB)

(15)
where f = (pi−1)−1 ≈ 0.467 is the dilute tracer correlation coefficient for a square lattice. (3) A bias
basis approximation, which has the same transport coefficients as Eqn. 15 with the approximation
f = 1 − 2/(z + 1) = 0.6. (4) A self-consistent mean-field approach taking into account clusters of
all orders within two jumps: ±xˆ, ±yˆ, ±xˆ ± yˆ, ±2xˆ, and ±2yˆ. Finally, for νB = 0 we use a direct
solution for vacancy diffusivity with 256 configurations of a 256 × 256 periodic cell, and compute
a residual bias correction (RBC) for the Green function results.
Fig. 1 shows the different accuracy for this binary system. The Green function approach cap-
tures the dilute A and B limits for the tracer and fast diffuser examples, and is the most accurate
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of the three approaches. The largest difference is seen for the percolation case νB = 0, where both
the Green function and self-consistent mean-field methods are good approximations for cB . 0.2,
but begin to break down as we approach the percolation limit. In this case, solutes are creating
islands where a vacancy is trapped and unable to diffuse over long distances; inside such an is-
land, the relaxation vectors should map all “trapped” states onto the same position, producing no
contribution to the diffusivity. We also see the direct simulations produce lower, more accurate,
diffusivity. The size of these islands gets smaller as cB increases, and only the self-consistent
mean-field method—and only at large concentrations of solute—is able to reproduce the behavior
seen by kinetic Monte Carlo. This suggests the need to go beyond the two-body basis for the Green
function approach, or combining local multisite basis functions with long-range basis functions, or
perhaps new approximation methods all together. One example such approach is the RBC, where
following a linear basis approximation method, the residual bias vectors serve as basis vectors for
a correction to the diffusivity; in the case of νB = 0, we derive an analytic expression (c.f. Sec. S7,
Eqn. S45) that has similar error to the SCMF result.
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FIG. 1. Diffusivity of “solute” atom B and “solvent” A in a random alloy on a square lattice, scaled by
vacancy concentration. The vacancy exchange rate with atom A is 1, while we consider different relative
rates for vacancy-B exchange and different solute concentrations from 0 to 1. The largest deviation is for the
case where νB = 0, which requires longer range correlation to capture the percolation limit near cB ≈ 0.5;
the “percolation” simulations are averages of 256 direct calculations on a 256 × 256 periodic cell.
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With a variational formulation of transport coefficients, we can develop new approximate meth-
ods for modeling diffusion in solids, including amorphous materials. If linear approximations are
used, then basis functions provide a projection of the state space into a subspace while the varia-
tional principle provides a lower bound on transport coefficients. The selection of basis functions
can be guided by physical insight, and systematic improvement is always possible. It is also possi-
ble to construct nonlinear approximations to the relaxation vectors yαχ which might require fewer
parameters to describe; still, a variational principle permits relative comparisons of different meth-
ods, and a lower bound on the result. While the fundamental insight for the variational formulation
came from the invariance in Eqn. 9, it can be derived as an thermodynamic extremum principle
where the positions of atoms are “free” variables, connecting to Onsager’s original work.
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1
In the derivations that follow, we will take advantage of detailed balance for the equilibrium
probability distribution, which provides a symmetry relation
P0χWχχ′ = P
0
χ′Wχ′χ, ∀χ, χ′ (S1)
and an antisymmetry relation
P0χWχχ′δx
α
χχ′ = −P0χ′Wχ′χδxαχ′χ, ∀α, χ, χ′ (S2)
A further consequence is the symmetry relation also applies for the pseudoinverse of the rate
matrix, the Green function G := W+
P0χGχχ′ = P
0
χ′Gχ′χ, ∀χ, χ′ (S3)
S1. TRANSPORT COEFFICIENT DERIVATION
To derive the Onsager transport coefficients for infinitesimal chemical potential gradients, the
flux equation must be evaluated with the steady-state probability distribution;
Jα = V−10
∑
χχ′
PssχWχχ′δx
α
χχ′ (S4)
where
Pssχ = P
0
χ
1 + δΦ0kBT + 1kBT
∑
α
∇µα ·
ηαχ +
Nαχ∑
i=1
xαχi

 . (S5)
This distribution has to satisfy the master equation, dPssχ /dt =
∑
χ′ Pssχ′Wχ′χ = 0, or
0 =
1
kBT
∑
χ′
P0χ′Wχ′χ
kBT + δΦ0 + ∑
α
∇µα ·
(
ηαχ′ +
Nα
χ′∑
i=1
xαχ′i
)
0 =
P0χ
kBT
∑
α
[∑
χ′
Wχχ′ηαχ′ +
∑
χ′
Wχχ′
Nα
χ′∑
i=1
xαχ′i
]
· ∇µα
− P
0
χ
kBT
∑
α
[∑
χ′
Wχχ′ηαχ′
]
· ∇µα = P
0
χ
kBT
bαχ · ∇µα
(S6)
which simplifies to −∑χ′ Wχχ′ηαχ′ = bαχ.
2
The transport coefficients are most easily derived by rewriting a “symmetrized” version of the
flux equation and applying the symmetry and antisymmetry relations Eqn. S1 and Eqn. S2,
Jα =
1
2V0
∑
χχ′
[
PssχWχχ′δx
α
χχ′ + P
ss
χ′Wχ′χδx
α
χ′χ
]
=
1
2kBTV0
∑
χχ′
[ (
P0χWχχ′δx
α
χχ′ + P
0
χ′Wχ′χδx
α
χ′χ
)
(kBT + δΦ0)
+ P0χWχχ′δx
α
χχ′
∑
β
∇µβ ·
(
ηβχ +
Nβχ∑
i=1
xβχi
)
+ P0χ′Wχ′χδx
α
χ′χ
∑
β
∇µβ ·
(
ηβχ′ +
Nβ
χ′∑
i=1
xβχ′i
)]
=
1
2kBTV0
∑
β
∑
χχ′
P0χWχχ′
[
δxαχχ′ ⊗
(
ηβχ − ηβχ′
)
+ δxαχχ′ ⊗
( Nβχ∑
i=1
xβχi − xβχ′i
)]
· ∇µβ
= − 1
2kBTV0
∑
β
[∑
χχ′
P0χWχχ′δx
α
χχ′ ⊗ δxβχχ′ −
∑
χ
P0χ
(∑
χ′
Wχχ′δxαχχ′
)
⊗ ηβχ
+
∑
χχ′
P0χWχχ′δx
α
χχ′ ⊗ ηβχ′
]
· ∇µβ
= − 1
2kBTV0
∑
β
[∑
χχ′
P0χWχχ′δx
α
χχ′ ⊗ δxβχχ′ − 2
∑
χ
P0χb
α
χ ⊗ ηβχ
]
· ∇µβ
= −
∑
β
[
1
2kBTV0
〈∑
χ′
Wχχ′δxαχχ′ ⊗ δxβχχ′
〉
χ
− 1
kBTV0
〈
bαχ ⊗ ηβχ
〉
χ
]
· ∇µβ = −
∑
β
L(αβ) · ∇µβ.
(S7)
which is the result presented in Eqn. 9.
S2. TRANSPORT COEFFICIENT INVARIANCE DERIVATION
The invariance of the transport coefficients to arbitrary displacements takes advantage of the
same symmetry and antisymmetry relations as before. We introduce changes to the positions of
atoms in a state by summing all of the displacements yαχ; we impose the restriction
∑
χ yαχ = 0 to
simplify the treatment below. This can be done without loss of generality, for if yα0 :=
∑
χ yαχ , 0,
the new displacement vectors δ˜x
α
χχ′ are unchanged if we use yαχ + ayα0 for any value of a. Then, our
changed vectors are
δ˜x
α
χχ′ = δx
α
χχ′ + y
α
χ′ − yαχ, b˜αχ = bαχ +
∑
χ′
Wχχ′yαχ′
η˜αχ = −
∑
χ′
Gχχ′b˜αχ′ = η
α
χ −
∑
χ′χ′′
Gχχ′Wχ′χ′′yαχ′′ = η
α
χ − yαχ
(S8)
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Then,
kBTV0L˜
αβ
=
〈
1
2
∑
χ′
Wχχ′
(
δxαχχ′ + y
α
χ′ − yαχ
)
⊗
(
δxβχχ′ + y
β
χ′ − yβχ
)
−
(
bαχ +
∑
χ′
Wχχ′yαχ′
)
⊗
(
ηβχ − yβχ
)〉
χ
=
〈
1
2
∑
χ′
Wχχ′δxαχχ′ ⊗ δxβχχ′
〉
χ
+
1
2
∑
χχ′
P0χWχχ′
(
yαχ′ − yαχ
)
⊗
(
yβχ′ − yβχ
)
+
1
2
∑
χχ′
P0χWχχ′δx
α
χχ′ ⊗
(
yβχ′ − yβχ
)
+
1
2
∑
χχ′
P0χWχχ′
(
yαχ′ − yαχ
)
⊗ δxβχχ′
−
〈
bαχ ⊗ ηβχ
〉
χ
+
∑
χ
P0χb
α
χ ⊗ yβχ −
∑
χχ′
P0χWχχ′y
α
χ′ ⊗ ηβχ +
∑
χχ′
P0χWχχ′y
α
χ′ ⊗ yβχ
= kBTV0L(αβ) +
1
2
∑
χχ′
P0χWχχ′y
α
χ′ ⊗ yβχ′ +
1
2
∑
χχ′
P0χWχχ′y
α
χ ⊗ yβχ −
1
2
∑
χχ′
P0χWχχ′y
α
χ ⊗ yβχ′
− 1
2
∑
χχ′
P0χWχχ′y
α
χ′ ⊗ yβχ +
1
2
∑
χχ′
P0χWχχ′δx
α
χχ′ ⊗ yβχ′ −
1
2
∑
χχ′
P0χWχχ′δx
α
χχ′ ⊗ yβχ
+
1
2
∑
χχ′
P0χWχχ′y
α
χ′ ⊗ δxβχχ′ −
1
2
∑
χχ′
P0χWχχ′y
α
χ ⊗ δxβχχ′
+
〈
bαχ ⊗ yβχ
〉
χ
−
∑
χχ′
P0χ′Wχ′χy
α
χ′ ⊗ ηβχ +
∑
χχ′
P0χWχχ′y
α
χ′ ⊗ yβχ
= kBTV0L(αβ) −
∑
χχ′
P0χWχχ′y
α
χ ⊗ yβχ′ −
〈
bαχ ⊗ yβχ
〉
χ
−
〈
yαχ ⊗ bβχ
〉
χ
+
〈
bαχ ⊗ yβχ
〉
χ
+
〈
yαχ′ ⊗ bβχ
〉
χ
+
∑
χχ′
P0χWχχ′y
α
χ′ ⊗ yβχ
= kBTV0L(αβ)
(S9)
where both the symmetry and antisymmetry relations Eqn. S1 and Eqn. S2 are used to transform
terms containing Wδx into b as appropriate. This is the final result in Eqn. .
S3. EQUIVALENCE OF KINETIC MONTE CARLO APPROXIMATION OF TRANSPORT CO-
EFFICIENTS
To show that kinetic Monte Carlo approximations of the transport coefficients converge to the
same result as given by Eqn. 9, we first perform some matrix transformations. The matrix
Γχχ′ :=

−(Wχχ)−1Wχχ′ : χ , χ′
0 : χ = χ′
(S10)
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gives the probability of selecting the transition from χ to χ′ in a kinetic Monte Carlo algorithm.
We also identify the average residency time of a state χ as τχ := −(Wχχ)−1. This allows us to write
Wχχ′ = Wχχδχχ′ −WχχΓχχ′ . Then, the Green function can be rewritten as an infinite series
G =
[(
τ−1
)
(1 − Γ)
]−1
= (1 − Γ)−1 τ =
∞∑
n=0
Γnτ (S11)
We use this form of the Green function to rewrite the relaxation vectors ηαχ,
ηαχ = −
∑
χ′
Gχχ′bαχ′ = −
∑
χ′
Gχχ′
∑
χ′′
Wχ′χ′′δxαχ′χ′′
= −
∞∑
n=0
∑
χ′
(Γn)χχ′
∑
χ′′
τχ′Wχ′χ′′δxαχ′χ′′
=
∞∑
n=0
∑
χ′χ′′
(Γn)χχ′Γχ′χ′′δxαχ′χ′′
(S12)
This equation can be interpreted in terms of trajectories. Consider the (finite) sequence of states
χ0 → χ1 → χ2 → · · · → χN , where each successive state is chosen with probability Γχχ′ . The
initial state has a probability P0χ0 , while any given sequence occurs with the probability
N−1∏
n=0
Γχn,χn+1
The n = 0 term in Eqn. S12 is the average of displacements from state χ when it makes one
transition; that is, the average displacement from all paths of length 1. The n = 1 term is the
average displacement from the second transition of all paths of length 2; in general, the nth term is
the average displacement of the last transition of all paths of length n + 1. Thus, the sum of the
first n terms is the total displacement averaged over all paths of length n + 1, and hence, ηαχ is the
average total displacement for all trajectories starting at χ and run to infinite length.
We can use this trajectory result into Eqn. 9 after we symmetrize〈
bαχ ⊗ ηβχ
〉
χ
=
1
2
〈
bαχ ⊗ ηβχ
〉
χ
+
1
2
〈
ηαχ ⊗ bβχ
〉
χ
by using the symmetry relation Eqn. S3. Then,
2kBTV0L(αβ) =
∑
χχ′
P0χWχχ′δx
α
χχ′ ⊗ δxβχχ′ −
∑
χχ′
P0χWχχ′δx
α
χχ′ ⊗ ηβχ −
∑
χχ′
P0χη
α
χ ⊗Wχχ′δxβχχ′
=
∑
χ0χ1
P0χ0Wχ0χ1δx
α
χ0χ1
⊗ δxβχ0χ1 +
∑
χ0χ1
P0χ0Wχ0χ1δx
α
χ0χ1
⊗
( ∞∑
n=0
∑
χ′χ′′
(Γn)χ1χ′Γχ′χ′′δx
β
χ′χ′′
)
+
∑
χ0χ1
P0χ0Wχ0χ1
( ∞∑
n=0
∑
χ′χ′′
(Γn)χ1χ′Γχ′χ′′δx
α
χ′χ′′
)
⊗ δxβχ0χ1
(S13)
5
The sign changes in the bias vectors on the second line are accomplished via the antisymmetry
relation Eqn. S2.
We finally need to be able to express thermal averages in terms of samples in a trajectory. As
we select each successive state using Γ, we can apply detailed balance to Γ, as
P0χτ
−1
χ Γχχ′ = P
0
χ′τ
−1
χ′ Γχ′χ
which indicates that a state appears in a trajectory with a probability proportional to P0χτ
−1
χ . Hence,
we can use a trajectory to approximate thermal averages by multiplying by τχ:
〈
fχ
〉
χ
≈
∑N
n=0 τχn fχn∑N
n=0 τχn
(S14)
If we consider a kinetic Monte Carlo algorithm for diffusivity, we (1) select initial states χ0 with
probability P0χ, (2) use Γχχ′ to select the next state in a trajectory, while accumulating T :=
∑
n τχn
and xα :=
∑
n δxαχn,χn+1 for N total transitions; then
L(αβ) ≈ L(αβ)KMC :=
1
Ntrajectories
∑
initial χ0
( N−1∑
n=0
δxαχnχn+1
)
⊗
( N−1∑
m=0
δxβχmχm+1
)
2kBTV0
N−1∑
n=0
τχn
(S15)
which is the usual result based on mean-squared displacements. To connect Eqn. S15 with
Eqn. S13, we separate the sums in the numerator into three cases: n = m, n < m, and n > m, and
transform from the trajectory approximations back to thermal averages,
2kBTV0L
(αβ)
KMC =
1
Ntrajectories
∑
initial χ0
{ N−1∑
n=0
τχn
}−1{ N−1∑
n=0
δxαχnχn+1 ⊗ δxβχnχn+1
+
N−1∑
n=0
δxαχnχn+1 ⊗
( N−1∑
m=n+1
δxβχmχm+1
)
+
N−1∑
m=0
( N−1∑
n=m+1
δxαχnχn+1
)
⊗ δxβχmχm+1
}
≈
∑
χ0
P0χ0τ
−1
χ0
∑
χ1
Γχ0χ1δx
α
χ0χ1
⊗ δxβχ0χ1
+
∑
χ0
P0χ0τ
−1
χ0
∑
χ1
Γχ0χ1δx
α
χ0χ1
⊗ δxβχ0χ1 ⊗
( ∞∑
n=0
∑
χ′χ′′
(Γn)χ1χ′Γχ′χ′′δx
β
χ′χ′′
)
+
∑
χ0
P0χ0τ
−1
χ0
( ∞∑
n=0
∑
χ′χ′′
(Γn)χ1χ′Γχ′χ′′δx
β
χ′χ′′
)
⊗
∑
χ1
Γχ0χ1δx
α
χ0χ1
= 2kBTV0L(αβ)
(S16)
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The primary approximation beyond stochastic sampling is the approximation of an infinite trajec-
tory length with a finite one. This also suggests that the length of the trajectory must be sufficient
to converge ηαχ values, and that the number of trajectories should be sufficient for accurate thermal
sampling. It also identifies kinetic Monte Carlo as stochastic minimization technique: increasingly
longer pathways help to converge towards the true (minimal) transport coefficients.
The convergence of the trajectory length can be cast in terms of the variational principle as
well. If we assume the ability to sample all trajectories of a fixed length of steps NKMC, this is
equivalent to using an approximate value of the relaxation vector ηαχ. This follows as
G − (Γ)NKMCG =
∞∑
n=0
Γnτ −
∞∑
n=NKMC
Γnτ =
NKMC−1∑
n=0
Γnτ (S17)
so the kinetic Monte Carlo with finite length trajectories is computing
ηαχ,KMC = η
α
χ − (Γ)NKMCGbαχ. (S18)
Since Γ is positive-definite, while G is negative definite, this means that the kinetic Monte Carlo
calculation in Eqn. S13 is adding a positive definite contribution to the Onsager coefficients, which
is reduced by increasing NKMC. Hence, finite-length trajectories in kinetic Monte Carlo are also
variational solutions, in the limit of sufficient sampling of the initial states and all trajectories of
length NKMC.
S4. LINEAR BASIS APPROXIMATION METHOD FOR TRANSPORT COEFFICIENTS
Let {φαχ,n} be a set of basis vectors so that we expand yαχ =
∑
n φ
α
χ,nθ
α
n with coefficients θ
α
n .
This is the most general form of linear basis approximations; one may consider chemistry- and
direction-independent basis functions φχ,neˆi for orthonormal basis vector {eˆ1, eˆ2, eˆ3} which have
some advantages in their solution, but at the possible expense of requiring a larger basis set. As a
trivial example, the chemistry-dependent basis set where φαχ,1 = η
α
χ allows for the exact solution of
the transport coefficients with a minimal basis set of size 1. We start with the transport coefficient
solutions for the general case, and then specific results for chemistry-independent basis functions.
The uncorrelated transport coefficients as a function of parameters θαn are
kBTV0L
(αβ)
LBAM(θ) =
1
2
〈∑
χ′
Wχχ′δxαχχ′ ⊗ δxβχχ′
〉
χ
−
∑
m
〈
φαχ,m ⊗ bβχ
〉
χ
θαm −
∑
m
〈
bαχ ⊗ φβχ,m
〉
χ
θβm
−
∑
mm′
〈∑
χ′
Wχχ′φαχ,m ⊗ φβχ,m′
〉
χ
θαmθ
β
m′
(S19)
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where we find the optimal solutions by setting the generalized force coefficients to zero,
− kBTV0 ddθαn
Tr L(αα)LBAM = −2
〈
φαχ,n · bαχ
〉
χ
− 2
∑
m
〈∑
χ′
Wχχ′φαχ,n · φαχ′,m
〉
χ
θαm = 0 (S20)
We can then define
W
αβ
nm :=
〈∑
χ′
Wχχ′φαχ,n ⊗ φβχ′,m
〉
χ
, b
α
n :=
〈
φαχ,n · bαχ
〉
χ
W
α
nm := TrW
αα
nm =
〈∑
χ′
Wχχ′φαχ,n · φαχ′,m
〉
χ
, G
α
:=
(
W
α)+ (S21)
so that the optimal θαn are η
α
n := −
∑
mG
α
nmb
α
m, and
kBTV0L
(αβ)
LBAM =
1
2
〈∑
χ′
Wχχ′δxαχχ′ ⊗ δxβχχ′
〉
χ
+
∑
nm
〈
φαχ,n ⊗ bβχ
〉
χ
G
α
nm
〈
φαχ,m · bαχ
〉
χ
+
∑
nm
〈
bαχ ⊗ φβχ,n
〉
χ
G
β
nm
〈
φβχ,m · bβχ
〉
χ
−
∑
nmn′m′
〈
bαχ · φαχ,n
〉
χ
G
α
nmW
αβ
mm′G
β
m′n′
〈
bβχ · φβχ,n′
〉
χ
(S22)
In the case of chemisty- and direction-independent basis functions φχ,ni = φχ,neˆi for orthonormal
basis vector {eˆ1, eˆ2, eˆ3}, the matrices and vectors are simplified as
Wnim j := eˆi ⊗ eˆ j
〈∑
χ′
Wχχ′φχ,nφχ′,m
〉
χ
, b
α
n :=
〈
φχ,nbαχ
〉
χ
Wnm :=
∑
i
Wnimi =
〈∑
χ′
Wχχ′φχ,nφχ′,m
〉
χ
, G := W
+
(S23)
and then ηαn := −
∑
mGnmb
α
m, and GWG = 1, and the transport coefficients are
kBTV0L
(αβ)
LBAM =
1
2
〈∑
χ′
Wχχ′δxαχχ′ ⊗ δxβχχ′
〉
χ
+
∑
nm
〈
φχ,nbαχ
〉
χ
⊗Gnm
〈
φχ,mbβχ
〉
χ
(S24)
This form most easily matches the dilute-limit Green function method, and the self-consistent
mean-field (SCMF) approximation; a finite-ranged cluster expansion basis produces the SCMF
method. It can also be used to derive the averaged Green function approximation in Section S6. It
is exact when where we expand our basis to all states, where our index n = χ′ so that φχχ′ = δχχ′ .
We can also compute the average residual bias vector as a quantitative measure of remaining
error from the linear basis approximation method. Using τχ as our shorthand for the inverse escape
time (−Wχχ)−1, we can compute
Rα := 〈˜bαχ · b˜αχτχ〉χ
8
which has the same units as kBTV0L(αα). The post-relaxation bias is
b˜αχ = b
α
χ +
∑
n
∑
χ′
Wχχ′φαχ′,nη
α
n (S25)
so the residual bias can be simplified by writing τχWχχ′ = Γχχ′ − δχχ′ and τ−1χ Γχχ′ = Wχχ′ + τ−1χ δχχ′ ,
Rα =
〈
bαχ · bαχτχ
〉
χ
+ 2
∑
n
ηαn
∑
χχ′
τχP0χWχχ′φ
α
χ′,n · bαχ +
∑
nm
ηαnη
α
m
∑
χ
τχP0χ
∑
χ′χ′′
Wχχ′Wχχ′′φαχ′,n · φαχ′′,m
=
〈
bαχ · bαχτχ
〉
χ
+ 2
∑
n
ηαn
〈
bαχ ·
∑
χ′
Γχχ′φ
α
χ′,n
〉
χ
− 2
∑
n
ηαnb
α
n
+
∑
nm
ηαnη
α
m
∑
χχ′χ′′
P0χ′Wχ′χτχWχχ′′φ
α
χ′,n · φαχ′′,m
=
〈
bαχ · bαχτχ
〉
χ
+ 2
∑
n
ηαn
〈
bαχ ·
∑
χ′
Γχχ′φ
α
χ′,n
〉
χ
− 2
∑
n
ηαnb
α
n
+
∑
nm
ηαnη
α
m
{ ∑
χχ′χ′′
P0χWχχ′Γχ′χ′′φ
α
χ,n · φαχ′′,m −
∑
χχ′
P0χWχχ′φ
α
χ,n · φαχ′,m
}
=
〈
bαχ · bαχτχ
〉
χ
+ 2
∑
n
ηαn
〈
bαχ ·
∑
χ′
Γχχ′φ
α
χ′,n
〉
χ
− 2
∑
n
ηαnb
α
n +
∑
nm
ηαnη
α
m
{∑
χχ′
P0χτ
−1
χ (Γ
2)χχ′φαχ,n · φαχ′,m
− 2
∑
χχ′
P0χτ
−1
χ Γχχ′φ
α
χ,n · φαχ′,m +
∑
χ
P0χτ
−1
χ φ
α
χ,n · φαχ,m
}
=
〈
bαχ · bαχτχ
〉
χ
+ 2
∑
n
ηαn
〈
bαχ ·
∑
χ′
Γχχ′φ
α
χ′,n
〉
χ
− 2
∑
n
ηαnb
α
n − 2
∑
nm
ηαnη
α
mW
α
nm
+
∑
nm
ηαnη
α
m
{〈∑
χ′
τ−1χ (Γ
2)χχ′φαχ,n · φαχ′,m
〉
χ
−
〈
τ−1χ φ
α
χ,n · φαχ′,m
〉
χ
}
(S26)
Then, as ηαn = −
∑
mG
α
nmb
α
m, we have
Rα = 〈bαχ · bαχτχ〉χ − 2
∑
nm
〈
bαχ ·
∑
χ′
Γχχ′φ
α
χ′,n
〉
χ
G
α
nmb
α
m
+
∑
nn′mm′
b
α
nG
α
n′n
〈
τ−1χ φ
α
χ,n′ ·
(
− φαχ,m′ +
∑
χ′
(Γ2)χχ′φαχ′,m′
)〉
χ
G
α
m′mb
α
m.
(S27)
We can also identify a fractional residual bias as the ratio Rα to the first term in Eqn. S27.
S5. BIAS BASIS APPROXIMATION METHOD FOR TRANSPORT COEFFICIENTS
A particularly simple chemisty-independent linear basis approximation is to use the bias vectors
in each state, so that the index n is replaced with the chemical index α; that is, φχ,α = bαχ. A related
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choice is a scaled bias vector basis, φ′χ,α = τχbαχ; it is also possible to simultaneously use both basis
functions together, though that is not derived here. For the bias basis choice, we have the matrices
and vectors
W
αβ
=
〈∑
χ′
Wχχ′bαχ ⊗ bβχ′
〉
χ
= W
βα
, b
α
β =
〈
bαχ · bβχ
〉
χ
= b
β
α
Wαβ = TrWαβ =
〈∑
χ′
Wχχ′bαχ · bβχ′
〉
χ
= Wβα
(S28)
or for the scaled bias basis choice, we have
W
′
αβ
=
〈∑
χ′
Wχχ′τχτχ′bαχ ⊗ bβχ′
〉
χ
= W
βα
, b
′α
β =
〈
τχbαχ · bβχ
〉
χ
= b
′β
α
W
′
αβ = TrW
′
αβ
=
〈∑
χ′
Wχχ′τχτχ′bαχ · bβχ′
〉
χ
= W
′
βα
(S29)
With these basis choices, the approximate transport coefficients are
kBTV0L
(αβ)
BB =
1
2
〈∑
χ′
Wχχ′δxαχχ′ ⊗ δxβχχ′
〉
χ
+
∑
α′β′
〈
bα
′
χ · bαχ
〉
χ
Gα′β′
〈
bβ
′
χ ⊗ bβχ
〉
χ
+
∑
α′β′
〈
bαχ ⊗ bα′χ
〉
χ
Gα′β′
〈
bβ
′
χ · bβχ
〉
χ
−
∑
α′α′′β′β′′
〈
bαχ · bα′χ
〉
χ
Gα′α′′Wα′′β′′Gβ′′β′
〈
bβ
′
χ · bβχ
〉
χ
(S30)
and
kBTV0L
(αβ)
SBB =
1
2
〈∑
χ′
Wχχ′δxαχχ′ ⊗ δxβχχ′
〉
χ
+
∑
α′β′
〈
τχbα
′
χ · bαχ
〉
χ
G
′
α′β′
〈
τχbβ
′
χ ⊗ bβχ
〉
χ
+
∑
α′β′
〈
τχbαχ ⊗ bα′χ
〉
χ
G
′
α′β′
〈
τχbβ
′
χ · bβχ
〉
χ
−
∑
α′α′′β′β′′
〈
τχbαχ · bα′χ
〉
χ
G
′
α′α′′W
′
α′′β′′G
′
β′′β′
〈
τχbβ
′
χ · bβχ
〉
χ
(S31)
The primary advantage of these approximations is that they are easily expressible for non-lattice
systems, and the matrices are the same dimensionality as the number of unique chemical species.
The disadvantage is that the relaxation is short-ranged, which may be inappropriate for problems
with complex energy landscapes.
S6. AVERAGED GREEN FUNCTION APPROXIMATION FOR CUBIC RANDOM BINARY AL-
LOY
a. Model. We consider a model random binary system (chemistry A and B) on a cubic
lattice, with a dilute vacancy concentration. We will identify our states χ = (n, xv) with the
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position of a single vacancy, xv, and an integer vector nαx that equals 0 or 1 if an atom of chemistry
α is at the position x. We have site exclusion so that
∑
α nαx = 1 − δx,xv for all x. For simplicity,
we take the positions x to fall on a very large cubic lattice with Born von Karmann (periodic)
boundary conditions, giving a total of N  1 sites. We assume no interaction between A or B
atoms, or the vacancy, so that Eχ is constant for all possible states. We have concentrations of A
atoms equal to cA and of B atoms equal to cB = 1 − cA; we are interested in the limit N → ∞, so
the correction cv = N−1 in the concentrations due to the presence of a vacancy is negligible. Then,
P0χ = cv
∏
x
(cα)n
α
x
Finally, our rate model assumes that only the vacancy may exchange with neighboring sites, and
that the rate depends only on the chemistry of the atom involved in the exchange: either νA or νB.
b. Basis functions. We choose chemistry- and direction-independent basis functions, in-
dexed by a lattice vector x , 0 and chemistry β ∈ {A,B},
φχ,βxi = n
β
x+xv eˆi,
that is, zero or one depending on whether an atom of chemistry β is at a position x relative to the
position of the vacancy in the state χ. Then we have
Wβx,βx′ =
〈∑
χ′
Wχχ′n
β
x+xvn
β′
x′+x′v
〉
χ
, b
α
βx =
〈
bαχn
β
x+xv
〉
χ
(S32)
Note that while β, β′ ∈ {A,B}, α ∈ {v,A,B}. This basis choice has the net effect of mapping the
arbitrary solute concentration problem onto the dilute limit problem, where solute environments
are averaged to produce rates and bias vectors. The only nonzero bias vectors b
α
βx in Eqn. S32
are those x corresponding to a jump vector of a vacancy; similarly, Wαx,βx′ has a form similar to
a vacancy transitioning through an averaged medium when x and x′ do not correspond to a jump
vector of a vacancy.
c. Thermodynamic averages. We define the average jump rate
ν¯ := cAνA + cBνB
as it will appear throughout the problem. Let {δx} be the set of jump vectors for a vacancy on the
lattice; in the case of a simple cubic lattice, these are {±a0 xˆ,±a0yˆ,±a0zˆ} for lattice constant a0. For
a given χ = (n, xv), the only χ′ = (n′, x′v) with nonzero Wχχ′ are those where
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1. x′v − xv ∈ {δx}
2. nβx = n
′β
x for all x < {xv, x′v}, β ∈ {A,B}
3. n′βxv = n
β
x′v
, β ∈ {A,B}
That is: only two sites exchange, and atoms are conserved. We can then replace the sums over χ′
instead with a sum over possible δx, and simply construct both the x′v = x+ δx and n′ that satisfies
the above conditions. When performing all averages, only the sites that are exchanging with a
vacancy or have an explicit occupancy variable need to be treated.
d. Unbiased contribution. The unbiased contribution to the transport coefficients is
1
2
〈∑
χ′
Wχχ′δxαχχ′ ⊗ δxβχχ′
〉
χ
= 1cva20

ν¯ : α = β = v
cανα : α = β ∈ {A,B}
−cβνβ : α = v, β ∈ {A,B} or β = v, α ∈ {A,B} or
0 : α , β ∈ {A,B}
(S33)
e. Bias vectors. Then, the averaged bias vectors are
b
α
βx = cv

cβ(νβ − ν¯)x : x ∈ {δx}, α = v
−cAcBναx : x ∈ {δx}, α = β ∈ {A,B}
cAcBναx : x ∈ {δx}, α , β ∈ {A,B}
0 : otherwise
(S34)
Note that on a cubic lattice, non-zero bias is only possible when a vacancy sits between an A and
B atom at +δx and −δx, respectively. This configuration always has a probability factor of cAcB.
The β = α and β , α cases identify whether the vector x is pointing to the α atom in this A-v-B
“complex,” or its opposite; hence the sign change. For the case where α = v, the same probability
factor applies, while the rate is either νA − νB for β = A or νB − νA for β = B. The combination
cβ(νβ − ν¯) =

cA(νA − cAνA − cBνB) = cAcB(νA − νB) : β = A
cB(νB − cAνA − cBνB) = cAcB(νB − νA) : β = B
(S35)
as expected. Moreover,
∑
α b
α
βx = 0 for all βx.
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f. Rate matrix. To simplify the rate matrix problem, we first construct the “far field” form,
when x, x′ < {δx}. Define the W0 matrix as
W
0
βx,β′x′ := cv

z(cβcβ′ − δββ′cβ)ν¯ : x = x′
(δββ′cβ − cβcβ′)ν¯ : x − x′ ∈ {δx}
0 : otherwise
(S36)
where z is the coordination of our lattice (6 for simple cubic). In this case, the rate matrix allows
x and x′ to be 0; this does not correspond to a basis function in our problem, but rather, is an
artificially added state to give W
0
translational invariance. The probability factor—which comes
from any solute-solute correlation—is δββ′cβ−cβcβ′ for the random alloy, and equals cAcB for β = β′
and −cAcB for β , β′. This means that W0Ax,Ax′ = W
0
Bx,Bx′ = −W
0
Ax,Bx′ , and a similar symmetry
holds for W. Now, we write W = W
0
+ δW where
δWAx,Ax′ := cv

zcAcBν¯ : x = x′ = 0
−cAcBν¯ : x = 0, x′ ∈ {δx} or x′ = 0, x ∈ {δx} or
cAcB(νA + νB − ν¯) : x = −x′ ∈ {δx}
−cAcB(νA + νB − 2ν¯) : x = x′ ∈ {δx}
0 : otherwise
(S37)
while δWAx,Ax′ = δWBx,Bx′ = −δWAx,Bx′ . The terms corresponding to x = 0 or x′ = 0 are cor-
rections that remove the “artificial” basis functions that were added previously. Meanwhile, the
x′ = −x corresponds the sum of two contributions: an A atom at x relative to a vacancy is ex-
changed and arrives at −x relative to the vacancy, and the change in negative escape rate from a
state that has an A atom at both ±x which can exchange with the vacancy. Finally, the x′ = x term
is the change in the negative escape rate due to the x′ = −x term and the x′ = 0 term.
g. Green function solution. This formulation gives the problem a similar form to the dilute
concentration limit, as we are considering only the interaction between a single vacancy and a
single site; albeit now environments are averaged. It is also worth noting that the symmetry of the
W matrix with respect to β, β′ requires the use of pseudoinverse. This is because our basis choice,
while symmetric, is also linearly dependent, as nAx = 1 − nBx when x , xv for any χ = (n, xv).
That minor complication only means that Gβx,β′x′ will share the same symmetry with respect to
β, β′ that W does. We can solve for our Green function using a Dyson equation approach where
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(G)−1 = (G
0
)−1+δW; theG
0
function corresponds to the Green function for a bare vacancy jumping
with a probability-rate product of cAcBν¯. For a cubic lattice, including simple cubic, we only need
to compute G
0
for x−x′ ∈ {0, 2δx}. In particular, due to symmetry, we need to know the difference
G
0
A0,A0 −G
0
A0,A2δx = γ
−1(cAcBν¯)−1, where γ is a crystal structure dependent constant, related to the
dilute-limit tracer correlation factor f by
γ =
f + 1
f − 1
Since 0 < f < 1, then γ < −1. Finally, we can solve for our transport coefficients
L(vv) = 1cva20
ν¯ − cAcB (νA − νB)2
νA + νB − 3+γ2 ν¯

L(AA) = 1cva20
cAνA − cAcB ν2A
νA + νB − 3+γ2 ν¯

L(BB) = 1cva20
cBνB − cAcB ν2B
νA + νB − 3+γ2 ν¯

L(vA) = 1cva20
−cAνA + cAcB νA (νA − νB)
νA + νB − 3+γ2 ν¯

L(vB) = 1cva20
−cBνB + cAcB νB (νB − νA)
νA + νB − 3+γ2 ν¯

L(AB) = 1cva20
cAcB νAνB
νA + νB − 3+γ2 ν¯

(S38)
The correlation factor in the denominator can be written as
−3 + γ
2
= −2 f − 1
1 − f = 1 −
f
1 − f
Note finally that our Onsager matrix is symmetric, and sums to zero along any column / row. This
result reproduces the dilute limit result exactly, as expected.
S7. RESIDUAL BIAS CORRECTION
Given our variational approach, we can also apply more than one approximation method in
succession to build more accurate results. One example is to use the residual bias vectors from a
linear basis approximation method as a new basis to derive a correction to the LBAM diffusivity
results. If we use the scaled residual bias, then the second-order basis functions are ψχ,α := τχb˜αχ
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where b˜αχ is the bias remaining after the LBAM solution; and the relevant expressions in Eqn. S29
and Eqn. S31 can be derived directly, with reference to the ηαn expressions, as in Eqn. S27.
First, our transport coefficients are
kBTV0L
(αβ)
LBAM+RBC = kBTV0L
(αβ)
LBAM +
〈
ψχ,α ⊗ b˜βχ
〉
χ
(
W
α
r
)−1〈ψχ,α · b˜αχ〉χ
+
〈
b˜αχ ⊗ ψχ,β
〉
χ
(
W
β
r
)−1〈ψχ,β · b˜βχ〉χ − 〈ψχ,α · b˜αχ〉χ(Wαr )−1Wαβr (Wβr )−1〈ψχ,β · b˜βχ〉χ (S39)
where the corresponding terms are written in terms of the Γ matrix (c.f. Section S3),
〈
ψχ,α ⊗ b˜βχ
〉
χ =
〈
τχb˜αχ ⊗ b˜βχ
〉
χ
=
〈
τχbαχ ⊗ bβχ
〉
χ −
∑
n
〈
bαχ ⊗ φβχ,n
〉
χη
β
n +
∑
n
〈∑
χ′
Γχχ′bαχ ⊗ φβχ′,n
〉
χ
ηβn
−
∑
n
ηαn
〈
φαχ,n ⊗ bβχ
〉
χ +
∑
n
ηαn
〈∑
χ′
Γχχ′φ
α
χ′,n ⊗ bβχ
〉
χ
+
∑
nn′
ηαn
〈∑
χ′
τ−1χ [Γ
2 − 1]χχ′φαχ,n ⊗ φβχ′,n′
〉
χ
η
β
n′ − 2
∑
nn′
ηαnW
αβ
r η
β
n′
(S40)
and 〈
ψχ,α · b˜αχ
〉
χ =
〈
τχbαχ · bαχ
〉
χ + 2
∑
n
〈∑
χ′
Γχχ′bαχ · φαχ′,n
〉
χ
ηαn
+
∑
nn′
ηαn
〈∑
χ′
τ−1χ [Γ
2 − 1]χχ′φαχ,n · φαχ′,n′
〉
χ
ηαn′
(S41)
and
W
αβ
r =
〈∑
χ′
Wχχ′τχb˜αχ ⊗ τχ′b˜βχ′
〉
χ
=
〈∑
χ′
Γχχ′bαχ ⊗ bβχ′τχ′
〉
χ
− 〈τχbαχ ⊗ bβχ〉χ
+
∑
n
ηαn
〈∑
χ′
[Γ2 − 2Γ + 1]χχ′φαχ′,n ⊗ bβχ
〉
χ
+
∑
n
〈∑
χ′
[Γ2 − 2Γ + 1]χχ′bαχ ⊗ φβχ′,n
〉
χ
ηβn
+
∑
nn′
ηαn
〈∑
χ′
τ−1χ [Γ
3 − 3Γ2 + 3Γ − 1]χχ′φαχ,n ⊗ φβχ′,n′
〉
χ
η
β
n′
(S42)
and
W
α
r =
〈∑
χ′
Γχχ′bαχ · bαχ′τχ′
〉
χ
− 〈τχbαχ · bαχ〉χ + 2 ∑
n
〈∑
χ′
[Γ2 − 2Γ + 1]χχ′bαχ · φαχ′,n
〉
χ
ηαn
+
∑
nn′
ηαn
〈∑
χ′
τ−1χ [Γ
3 − 3Γ2 + 3Γ − 1]χχ′φαχ,n · φαχ′,n′
〉
χ
ηαn′
(S43)
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In the case of a chemistry- and direction-independent basis φχ,n, some additional simplification are
possible, as before. In that case,〈
ψχ,α ⊗ b˜βχ
〉
χ =
〈
τχbαχ ⊗ bβχ
〉
χ +
∑
n
〈∑
χ′
Γχχ′bαχφχ′,n
〉
χ
⊗ ηβn +
∑
n
ηαn ⊗
〈∑
χ′
Γχχ′bβχφχ′,n
〉
χ
+
∑
nn′
ηαn
〈∑
χ′
τ−1χ [Γ
2 − 1]χχ′φχ,nφχ′,n′
〉
χ
⊗ ηβn′
〈
ψχ,α · b˜αχ
〉
χ =
〈
τχbαχ · bαχ
〉
χ + 2
∑
n
〈∑
χ′
Γχχ′bαχφχ′,n
〉
χ
· ηαn
+
∑
nn′
ηαn
〈∑
χ′
τ−1χ [Γ
2 − 1]χχ′φχ,nφχ′,n′
〉
χ
· ηαn′
W
αβ
r =
〈∑
χ′
Γχχ′bαχ ⊗ bβχ′τχ′
〉
χ
− 〈τχbαχ ⊗ bβχ〉χ + 12 ∑
n
(
ηαn ⊗ b
β
n + b
α
n ⊗ ηβn
)
+
∑
n
ηαn ⊗
〈∑
χ′
[Γ(Γ − 2)]χχ′bβχφχ′,n
〉
χ
+
∑
n
〈∑
χ′
[Γ(Γ − 2)]χχ′bαχφχ′,n
〉
χ
⊗ ηβn
+
∑
nn′
ηαn ⊗
〈∑
χ′
[WΓ(Γ − 2)]χχ′φχ,nφχ′,n′
〉
χ
ηβn′
W
α
r =
〈∑
χ′
Γχχ′bαχ · bαχ′τχ′
〉
χ
− 〈τχbαχ · bαχ〉χ + ∑
n
ηαn · b
α
n
+ 2
∑
n
〈∑
χ′
[Γ(Γ − 2)]χχ′bαχφχ′,n
〉
χ
· ηαn
+
∑
nn′
ηαn ·
〈∑
χ′
[WΓ(Γ − 2)]χχ′φχ,nφχ′,n′
〉
χ
ηαn′
(S44)
Finally, for our square lattice, we can numerically evaluate the expressions as polynomials in
cB for the case where νB = 0 to compute an analytic expression for the diffusivity of solvent that
is a correction to the averaged Green function result above. This gives, for the square lattice,
DA =
1 − cB
1 + (3 − pi)cB +
{
− 0.01272990905cB + 4.529059154c2B − 399.7080744c3B
− 561.6483202c4B + 665.0100411c5B + 622.9427624c6B − 379.2388949c7B + 48.12615674c8B
}/
{
1 + 361.2297602cB + 590.7833342c2B + 222.4121227c
3
B + 307.7589952c
4
B
+ 208.3266238c5B − 52.05560275c6B − 24.0423294c7B − 1.884593043c8B
}
(S45)
where the first term is the analytic two-body Green function result.
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