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We introduce a model for an artificial neuron which is based on ballistic transport in a multi-
terminal device. Unlike standard configurations, the proposed design embeds the synaptic weights
into the active region, thus significantly reducing the complexity of the input terminals. This is
achieved by defining the basic elements of the ballistic artificial neuron as follows: the input values
are set by the incoming wavefunctions amplitudes, while the weights correspond to the scattering
matrix elements. Furthermore, the output value of the activation function of the artificial neuron
is given by the transmission function. By tuning the gate voltage, the scattering potential and,
consequently, the weights are changed so that the value of the transmission function gets closer to
the target output, which is essential in the training process of artificial neural networks. Thus, we
provide here the modus operandi of a ballistic artificial neuron.
I. INTRODUCTION
Presently, artificial intelligence (AI) applications are
well integrated in our everyday lives, ranging from med-
ical imaging and diagnosis, robotics, stock markets, pat-
tern recognition, security and many others. An impor-
tant subdivision of AI is represented by the machine
learning techniques which consists of a variety of sta-
tistical methods and algorithms. In particular, artificial
neural networks (ANNs) have proved successful in rather
different fields, such as classification problems, signal pro-
cessing or screening of new materials. Although ANNs
are typically emulated by software packages with a cer-
tain degree of flexibility, for an optimal performance, an
increasingly higher number of applications, particularly
real time data acquisition, demand specialized modules
in form of hardware acceleration systems for the ANN
models or even a full hardware implementation. The lat-
ter requires an efficient design of artificial neurons (ANs)
as main building blocks. Traditionally, FPGA systems
have been used to implement ANNs [1].
There are actually many AN models that have been
considered and several hardware synaptic implementa-
tions have been developed with current technologies [2].
Most AN models are, to some degree, biologically in-
spired. In biologically-plausible models they closely
mimic the biological functions like in the Hodgkin-Huxley
model [3], in the simplified Moris-Lecar model [4] and in
other more recent implementations [5]. In biologically-
inspired models, the spiking behavior of the neuron is
captured, with the advantage of a less sophisticated hard-
ware implementation, like in the Izhikevich model [6].
Most ANNs currently use McCulloch-Pitts neurons [7]
with several types of activation functions.
One recurring element in the neuromorphic systems
is the synapse implementation and this aspect is crit-
ical for an efficient ANN design. Traditional synaptic
∗
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devices have been implemented with SRAM and DRAM,
but these are not optimal in terms of cost, scalability and
power consumption. More recently, inspired by biologi-
cal plasticity mechanisms, the memristors have become
an important alternative [8], due to their non-volatility,
fast-switching and for the possibility to achieve high den-
sity. The memristor devices have been considered for
weight storage, e.g. in McCulloch-Pitts type neurons.
In the past few years the typical device lengths have
decreased and the quantum transport became more and
more relevant. In this paper we introduce a ballistic ar-
tificial neuron (BAN) model, which uses coherent elec-
tron transport to process input signals in the fashion of a
McCulloch-Pitts type neuron. Models of artificial quan-
tum neurons have been considered before, e.g. using the
superposition of wavefunctions and linear combinations
of basis elements [9]. An important feature of the present
BAN model is the inclusion of the synaptic weights into
the device active region, which simplifies considerably
the design of the synapses. This is achieved by asso-
ciating the synaptic weights with scattering matrix ele-
ments, which depend on the potential inside the device
region. In this way the leads corresponding to the in-let
ports have the functionality of simple ballistic conduc-
tors, which support the coherent propagation of the in-
coming wave-functions. The weights are controlled by an
external gate voltage so that the desired output, i.e. the
transmission function, can be properly corrected during
the training process. Applying the activation function is
here equivalent to measuring the transmission function
in the out-let port. It is also worth noting that the pro-
posed compact design ensures not only high-density, but
also allows for in-memory computing.
The BAN model is analyzed in the framework of multi-
terminal, multi-channel scattering formalism using the
R-matrix method [10–13]. This approach was applied to
describe the coherent transport in ballistic nanotransis-
tors [14–16], spin transport in the presence of spin-orbit
coupling [17], low temperature thermoelectric effects in
nanowires [18] and the propagation of wavepackets across
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FIG. 1. A schematic representation of the ballistic artificial
neuron (upper part): the inputs correspond to incoming wave-
function coefficients on the left hand side, the synaptic weights
(wi) are associated with scattering matrix elements and the
output is given by the transmission function given by the out-
going wavefunction coefficients in the right lead. An external
gate voltage can tune the transmission function, which is es-
sential for training the ANN (lower part).
interfaces [19]. Furthermore, snaking states in core-shell
nanowires were investigated theoretically [20] and the re-
sults were suitably correlated with experiment [21]. More
recently, the R-matrix method has been employed to de-
scribe the functionality of a reconfigurable quantum logic
gate [22].
The paper is organized as follows. In the following
section, the BAN device model is introduced and the R-
matrix formalism is presented, explicitly indicating the
connection between the scattering S-matrix elements and
the synaptic weights. Next, an implementation of the
BAN is presented, showing the possibility to control the
output by an external gate voltage.
II. DEVICE MODEL AND FORMALISM
The BAN model is schematically illustrated in Fig. 1.
In consists of Nin input terminals and one output ter-
minal with a generic scattering region in-between, which
mixes the input signals. It is assumed that the input sig-
nal is pre-processed by an electron beam splitter so that
the incoming wavefunction is located in one ore more
terminals on the left hand side, which corresponds to a
coherent superposition of propagating modes in different
leads. The output signal is collected by measuring the
transmission function.
In the training process of an ANN, the synaptic weights
are tuned in order to correct the output so that it gets
closer to a target value. In this model, the S˜-matrix
elements are adjusted by external gates, which modify
the scattering potential.
The coherent transport in the multi-terminal device
is described in the framework of a scattering formalism
based on the R-matrix method. Given the particular-
ities of the coherent resonant transport, which is typi-
cally marked by a rapidly varying transmission function,
the R-matrix method efficiently provides the transmis-
sion functions for a relatively large energy set. As usual,
the system is divided into leads and scattering region.
In the R-matrix method the scattering problem is solved
in two steps. In a first step, which is independent on
the total energy, the Wigner-Eisenbud problem is solved,
corresponding to the solution of the Schro¨dinger equa-
tion inside the scattering region with known boundary
conditions. This step is most time consuming as it in-
volves the diagonalization of the Hamiltonian. Next, in
a second step, the R-matrix, the scattering S-matrix and
transmission functions are found for a given energy with
significantly smaller effort.
The scattering problem is formulated as a time inde-
pendent Schro¨dinger equation with asymptotic boundary
conditions, corresponding to particles incoming from one
or more leads with total energy E:
HΨ(r) = EΨ(r), (1)
We denote by H0 the Hamiltonian of the system in the
scattering region Ω0 and by Hs the Hamiltonians corre-
sponding to the lead regions Ωs.
The first step includes solving the Wigner-Eisenbud
problem, the calculation of the transverse modes and of
the overlap integrals. The Wigner-Eisenbud problem is
defined for the scattering region:
H0χl = Elχl, (2)
with von Neumann boundary conditions on the frontiers
Γs = Ωs ∩ Ω0:
[
∂χl
∂zs
]
Γs
= 0. (3)
The solution yields the Wigner-Eisenbud functions and
energies, χl and El.
The leads are assumed to be invariant along the trans-
port direction, with a given confinement potential Vs(r
⊥
s )
so that the transverse modes and energies, Φν and E
ν
⊥
,
can be readily obtained by solving the Schro¨dinger type
equation:
HsΦν = Eν⊥Φν , (4)
3where ν = (s, i) is a composite index denoting the termi-
nal index s and the channel index i.
Having calculated the Wigner-Eisenbud functions χl
and the transverse modes Φν , one may determine the
overlap integrals (χl)ν , which are also independent on
the total energy E:
(χl)ν =
∫
Γs
dΓsΦν(r
⊥
s )χl(r ∈ Γs). (5)
The wavefunctions inside the leads are superpositions
between incoming and outgoing waves so that one may
write
Ψs(r ∈ Ωs;E) =
∑
i
Ψinν exp{(−ikνzs)}Φν(r⊥s )
+
∑
i
Ψoutν exp{(ikνzs)}Φν(r⊥s ). (6)
The wavevectors along the transport direction are kν =√
2m∗
~2
(E − Eν
⊥
), defined for each channel ν. The chan-
nels are open, i.e. propagating waves, if Eν
⊥
< E and
closed otherwise.
In the second step, the R-matrix is determined for each
energy E:
Rνν′(E) = −~
2
2
∞∑
l=0
(χl)ν(χ
∗
l )ν′
E − El . (7)
Note that since (χl)ν are known this requires only a sum-
mation over the index l corresponding to the Wigner-
Eisenbud energies. The cardinality of this set is equal to
the basis set used in the Hamiltonian diagonalization.
The scattering S-matrix, which relates the incoming
and outgoing complex amplitudes, ~Ψout = S~Ψin, can be
determined using the R-matrix:
S = −
[
1− i
m∗
Rk
]−1 [
1+
i
m∗
Rk
]
. (8)
The current density in lead s averaged in cross-section
at Γs is given by:
js
∣∣∣∣
Γs
=
~
m∗
∑
i
(|Ψinν |2 − |Ψoutν |2) kν . (9)
Denoting by Ψ˜inν = Ψ
in
ν
√
kν and Ψ˜
out
ν = Ψ
out
ν
√
kν , one
may write the current contributions for the incoming and
outgoing wavefunctions as:
jins
∣∣∣∣
Γs
=
~
m∗
∑
i
|Ψ˜inν |2 (10)
jouts
∣∣∣∣
Γs
=
~
m∗
∑
i
∣∣∣∣∣
∑
ν′
√
kν
kν′
Sνν′Ψ˜
in
ν′
∣∣∣∣∣
2
(11)
=
~
m∗
∑
i
∣∣∣∣∣
∑
ν′
S˜νν′Ψ˜
in
ν′
∣∣∣∣∣
2
, (12)
where S˜ is the unitary symmetric matrix S˜ = k1/2Sk−1/2
and k is a diagonal matrix with matrix elements kν′δνν′ .
FIG. 2. Device scattering potential: black and yellow regions
correspond to V0 and Vb, respectively.
FIG. 3. Scattering wavefunctions (absolute value square)
corresponding to several input instances set by ~Ψin: (a)
(1, 0, 0, 0, 0), (b) (0, 1, 0, 0, 0), (c) (0, 0, 1, 0, 0) and (d)
(1, 0, 1,
√
2,
√
3)/
√
7.
The transmission function T = jout
R
/jin
L
is calculated
as the ratio between the outgoing particle current in the
right terminal and the incoming current in the left ter-
minal.
Now the correspondence between the elements of
McCulloch-Pitts type neurons becomes clear. The in-
puts correspond to the complex coefficients Ψ˜inν and the
synaptic weights are associated with the matrix elements
S˜νν′ . If only one outgoing mode is considered, then the
standard neuron model is reproduced. Next, by taking
the absolute value square a non-linear behavior is intro-
duced as it is usually found by applying typical activa-
tion functions in standard ANs. Note that our proposed
ballistic neuron device can be embedded into complex-
valued neural networks, which have been investigated in
the past years [23–28].
III. ARTIFICIAL NEURON IMPLEMENTATION
The active part of the BAN corresponds to the scat-
tering region Ω0, which is a rectangular area defined by
(−d1, d1) × (−d2, d2). On the left hand side there are
Nin = 5 input terminals, all having the same width of
win = d2/Nin and one output terminal with a channel
width wout, which can vary. In order to ensure a smooth
connectivity between the leads and the scattering region,
the potential inside the leads (Ωs) is further extended
into Ω0 on a distance of d1/2 on both sides. The poten-
tial map contains two values, V0 as reference potential
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FIG. 4. (a) Transmission functions for the individual and dis-
tributed lead inputs considered in Fig. 3, for zero gate poten-
tial (Vy = 0). (b) The tunability of the transmission function
is evidenced for the distributed input (1, 0, 1,
√
2,
√
3)/
√
7 by
applying a lateral electric field, as set by Vy = 0.1, 3, 5, 10
meV.
and Vb as the barrier potential which induces electron
confinement, as depicted in Fig. 2.
For the setup analyzed here the following parameters
were considered: d1 = d2 = 500 nm, V0 = 0, Vb = 0.1
meV, and an effective mass m∗ = 0.023 corresponding to
InSb. The first transversal eigenmode energy is ∼ 1.01
meV and, in the following, we shall consider energies for
the incoming electrons small enough to allow only one
propagating mode (E < 4 meV).
Figure 3 depicts the scattering wavefunctions for an en-
ergy of the incident electrons E = 3 meV. We analyzed
the situation where electrons are incoming on single leads
s = 0, 1, 2 in Fig. 3(d) and as a coherent superposition
from several leads, e.g. ~Ψin = (1, 0, 1,
√
2,
√
3)/
√
7 as
a typical input instance. The scattered wavefunctions
are reflected back into the input terminals, leading to
small ripples, while the transmitted waves are propa-
gating in the outlet terminal, which has a larger width,
wout = d2/2, and has 7 propagating channels for the
considered energy. The transmission is favored for the
(0, 0, 1, 0, 0) symmetric input, as there is a larger coupling
to the outlet terminal, although this generally depends
on the total energy E.
The transmission functions T (E) for these four in-
put instances are indicated in Fig. 4(a) around the value
E = 3 meV. T (E) presents oscillations, which are charac-
teristic of the resonant transport, with maximum values
FIG. 5. Scattering wavefunctions for an energy E = 3 meV
and different lateral gate fields, specified by Vy: (a) 0.1 meV,
(b) 3 meV, (c) 5 meV and (d) 10 meV.
which are close to 0.9. From the BAN perspective it is
important to be able to tune T (E) int the (0, 1) interval
by changing the scattering potential, thereby modifying
the associated synaptic weights. This can be achieved in
several ways. We adopt here a setup with a lateral gate,
which changes the potential in the scattering region by
∆V (y) = (d2 + y)/(2d2)Vy , for y ∈ (−d2, d2). As Vy is
getting larger, some of the input terminals are blocked,
reducing the transmission function. This can be seen
from Fig. 4(b), where Vy = 0.1, 3, 5, 10 meV. Blocking
barriers can therefore provide a route to decrease the ini-
tially high transmission, as shown in Fig. 5, by analyzing
the scattering wavefunctions for E = 3 meV.
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FIG. 6. Scattering wavefunctions for an energy E = 3 meV
and Vy = 0, by considering different widths of the outlet
terminal wy/d2: (a) 0.25, (b) 0.50, (c) 0.75 and (d) 1. The
transmission functions are depicted (e), showing near perfect
transmission for the largest width.
Furthermore, it is also important that high transmis-
sion function, close to one, can be achieved for some scat-
5tering potential and leads configuration. To this end, we
investigated the effect of the outlet terminal width wy
on T (E) on a broad energy range. From Fig. 6 one can
see that T (E) is significantly enhanced at larger wy, by
increasing the number of open channels in the outlet ter-
minal from 4 (wy/d2 = 0.25) to 15 (wy/d2 = 1). There-
fore, the in the training process of an ANN based on the
proposed ballistic neurons, one can adjust the synaptic
weights by tuning an external gate voltage.
IV. CONCLUSIONS
We introduced a ballistic artificial neuron model based
on general scattering matrix theory. The main idea is to
include the information regarding the synaptic weights
into the device active region instead of storing them
in the input terminals. This is achieved by identifying
the weights as the scattering matrix elements and the
inputs as the incoming wavefunction coefficients. More-
over, taking the absolute value square of the outgoing
wavefunctions one obtains the activation function. This
configuration allows a compact design, which is essential
in terms of power consumption and speed necessary
for efficient ANNs. We showed that the output value
can be tuned by an external gate potential, which is an
important prerequisite for training ANNs. Furthermore,
we provided conditions for optimizing the transmission
function. The model is applicable in other systems
where the S-matrix formalism can be employed, such
as optical applications, plasmon polariton systems and
microwave network analysis.
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