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Title in English
A methodology for the spatial prediction of a scalar variable geographically
referenced based on its information and a functional variable
Resumen: En geoestadı´stica se resuelve el problema de prediccio´n espacial
de una variable aleatoria, vector aleatorio o variable aleatoria funcional
cuando se tiene la informacio´n de un proceso estoca´stico (o campo aleatorio)
univariado, multivariado o funcional, respectivamente. En este trabajo se
combinan algunas te´cnicas geoestadı´sticas multivariadas y funcionales con el
objetivo de proponer un predictor espacial de una variable aleatoria escalar
cuando se dispone simulta´neamente de realizaciones de campos aleatorios
univariados y funcionales. En particular se propone un predictor similar al
cokriging (Myers, 1982; ver Hoef and Cressie, 1993), pero tomando como
informacio´n auxiliar una variable aleatoria funcional. Para establecer la estimacio´n
de los para´metros, se sigue el criterio cla´sico de minimizacio´n de la varianza del
error de prediccio´n sujeto a la condicio´n de insesgamiento del predictor y el
supuesto de estacionariedad de segundo orden para las variables consideradas.
Para desarrollar la metodologı´a propuesta, se asume que los datos de la variable
funcional pueden ser suavizados mediante la combinacio´n lineal de un conjunto
de funciones que constituyen una base funcional (Fourier para series perio´dicas
y B-splines para no perio´dicas). La metodologı´a propuesta en el trabajo se ilustra
a trave´s de una aplicacio´n a datos reales. Se realiza la prediccio´n del ma´ximo
promedio horario de material particulado (PM10) en Bogota´ a partir de su
informacio´n y la de velocidad del viento (variable funcional).
Abstract: In geostatistic we solve the problem of spatial prediction of a random
variable, a random vector or functional random variable when you have the
information of a stochastic process (or random field) univariate, multivariate or
functional, respectively. In this paper we combine some multivariate geostatistical
techniques and functional to propose a spatial predictor of a scale random variable
when we have simultaneously realizations of univariate and functional random
fields. In particular we propose a predictor similar to cokriging (Myers, 1982;
see Hoef and Cressie, 1993), but using as auxiliary information a functional
random variable. To find the parameters estimation, we follow the classical
approach of minimizing the prediction error variance subject to the condition
of unbiasedness of the predictor and the assumption of second order stationarity
of the variables considered. To develop the proposed methodology, it is assumed
that the functional variable data can be smoothed by the linear combination of
a set of functions that constitute a functional basis (Fourier for periodic series
and B-splines for no periodic). The proposed methodology is illustrated in the
work through a real data. We makes the prediction of maximum hourly average
of particulate matter (PM10) in Bogota from their information and wind speed
(functional variable).
Palabras clave: Ana´lisis de datos funcionales, Base de Fourier, Base de B-splines,
Cokriging, Kriging funcional, PM10.
Keywords: Functional data analysis, Fourier basis, B-splines basis, Cokriging,
Functional kriging, PM10.
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Introduccio´n
Las te´cnicas geoestadı´sticas se usan para dar solucio´n a problemas de estimacio´n,
prediccio´n y simulacio´n de feno´menos espaciales. Estas herramientas se encargan
de analizar realizaciones de uno o´ ma´s procesos estoca´sticos {Z(s) : s ∈ D ⊂ Rd}
en los que el conjunto de ı´ndices D del proceso es continuo. E´ste proceso
tambie´n es llamado en la literatura de datos espaciales, campo aleatorio o variable
regionalizada.
Cuando se desea realizar la prediccio´n de una variable Z(s) en un sitio no
muestreado a partir de la informacio´n en n sitios vecinos, suele utilizarse el
predictor lineal kriging (Cressie, 1993). Este tiene en cuenta la dependencia
espacial (estimada a trave´s de una funcio´n de semivarianza) para realizar la
estimacio´n del efecto de cada variable en la prediccio´n.
Si se supone que la variable de prediccio´n Z(s) no solo esta´ relacionada con las
variables Z(s1),Z(s2), . . . ,Z(sn), con Z(si) el valor de la variable observado en el
sitio si para i = 1 . . . ,n, sino que tambie´n su realizacio´n depende espacialmente de
una o ma´s covariables (entre las cuales se supone existe correlacio´n espacial)
suele utilizarse el predictor cokriging (ver Hoef and Cressie, 1993). En este
caso, la correlacio´n espacial de los procesos estoca´sticos se estima mediante las
funciones de semivarianza simple y cruzada haciendo uso de un modelo lineal
de corregionalizacio´n (Bogaert et.al, 1995).
Utilizando la teorı´a geoestadı´stica multivariada, se puede realizar la prediccio´n
de un vector de m procesos aleatorios Z(s) = (Z1(s),Z2(s), . . . ,Zm(s)) en un sitio
no observado a partir de la informacio´n Z(si) en n sitios vecinos con i = 1, . . . ,n
(Myers, 1982; ver Hoef and Cressie, 1993). En este caso, el predictor es llamado
kriging multivariado (ver Hoef and Barry, 1998).
Las estimaciones de los para´metros que conforman los predictores kriging,
cokriging y kriging multivariado se obtienen minimizando la varianza del error
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de prediccio´n sujeta a la restriccio´n de insesgamiento.
Los avances tecnolo´gicos han permitido medir, almacenar y procesar grandes
conjuntos de datos, que en muchas ocasiones pueden ser realizaciones de variables
en un espacio continuo. Estos pueden originarse al medir repetidamente una o
ma´s variables durante un determinado periodo de tiempo. Por ejemplo el precio
promedio mensual del do´lar en los u´ltimos 20 an˜os, la estatura en centı´metros de
una persona durante sus primeros 18 an˜os de vida (registrada al finalizar cada
an˜o), la temperatura promedio en grados centı´grados en un determinado lugar
durante los 365 dı´as de un an˜o, los registros trimestrales del nu´mero de habitantes
de una ciudad durante los u´ltimos 100 an˜os, etc.
Al realizar un adecuado proceso de suavizado a series de datos como las arriba
mencionadas (por ejemplo usando bases de funciones), se obtienen curvas o datos
funcionales (Ramsay and Silverman, 2005). Muchas metodologı´as estadı´sticas
cla´sicas han sido extendidas al contexto funcional, generando una nueva a´rea de
investigacio´n denominada ana´lisis de datos funcionales (ADF) (Ferraty and Vieu,
2006).
El ADF cubre entre otras te´cnicas, estadı´stica descriptiva, regresio´n, ana´lisis de
varianza, y te´cnicas multivariadas (Febrero, 2008; Ramsay and Silverman, 2005).
En todos estos casos se asume independencia entre las curvas. Sin embargo hay
muchas situaciones en las que no es posible mantener este supuesto. Por ejemplo
cuando las curvas o datos funcionales son tomados en distintos sitios de una
regio´n, se podrı´a tener correlacio´n espacial.
Para el ana´lisis de curvas o datos funcionales con dependencia espacial, se han
adaptado algunas te´cnicas geoestadı´sticas al contexto funcional. Particularmente
los me´todos kriging han sido adaptados al caso funcional. Aquı´ el intere´s es
predecir el valor de una variable funcional Xs(t) en un sitio no observado a partir
de los datos funcionales {Xs1(t),Xs2(t), . . . ,Xsn(t)} obtenidos en n sitios vecinos
(kriging funcional). Esto ha generado el desarrollo de un campo de investigacio´n
denominado ana´lisis geoestadı´stico de datos funcionales (Giraldo, 2009).
Es claro que en diferentes sitios de una regio´n o zona georeferenciada, se podrı´a
disponer de informacio´n escalar y funcional. Ası´, es posible que se desee predecir
el valor de una variable escalar en un sitio no obsevado s0 a partir de la
informacio´n de un proceso univariado {Z(s) : s ∈ D ⊂ Rd} y de otro funcional
{Xs(t) : s ∈ D ⊂ Rd, t ∈ RS} en n sitios vecinos. Un esquema de esta situacio´n se
presenta en la figura 1.
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Figura 1. Representacio´n de un esquema de muestreo en el que se tienen realizaciones
de procesos univariados Z(si) y funcionales Xsi(t) con i = 1, . . . ,n. s0 es un sitio
donde se quiere hacer prediccio´n de la variable escalar Z(s).
De acuerdo con la situacio´n descrita en la figura 1, se podrı´a proponer un modelo
de regresio´n lineal funcional con respuesta escalar (Ramsay and Silverman, 2005).
Sin embargo e´ste no tendrı´a en cuenta la estructura de dependencia espacial
implı´cita en los datos. En el trabajo se presenta una solucio´n a este problema
combinando te´cnicas de regresio´n lineal funcional con cokriging. Especı´ficamente
se propone un predictor cokriging de una variable escalar Z(s) en un sitio
no observado a partir de la informacio´n de un proceso estoca´stico univariado
{Z(s) : s ∈ D ⊂ Rd} y de otro funcional {Xs(t) : s ∈ D ⊂ Rd, t ∈ R}.
El trabajo esta´ estructurado en cuatro capı´tulos. En el primero se presenta un marco
teo´rico con los conceptos fundamentales de geoestadı´stica y ADF. En el capı´tulo
dos se propone el predictor y un me´todo de estimacio´n para los para´metros del
mismo. En el tercer capı´tulo se muestra una aplicacio´n del predictor propuesto
con datos reales. Se hace prediccio´n espacial de PM10 en Bogota´ en sitios que no
pertenecen a la red de monitoreo de la calidad del aire de la ciudad, utilizando
para ello informacio´n disponible de PM10 y de velocidad del viento.
Finalmente, en el cuarto capı´tulo se presentan las conclusiones y se plantean
algunas investigaciones futuras que podrı´an realizarse a partir de los resultados
de este trabajo.
CAPI´TULO 1
Marco Teo´rico
En este capı´tulo se presentan algunos conceptos ba´sicos de estadı´stica espacial,
geoestadı´stica y ana´lisis de datos funcionales.
1.1. Estadı´stica espacial
Estadı´stica espacial es la reunio´n de un conjunto de metodologı´as apropiadas
para el ana´lisis de datos que corresponden a la medicio´n de variables aleatorias
en diversos sitios (puntos del espacio o agregaciones espaciales) de una regio´n.
De manera formal se puede decir que la estadı´stica espacial trata con el ana´lisis
de realizaciones de un proceso estoca´stico {Z(s) : s ∈ D ⊂ Rd}, en el que s ∈ Rd
representa una ubicacio´n en el espacio euclidiano d-dimensional, Z(s) es una
variable aleatoria en la ubicacio´n s, tal que s varı´a sobre un conjunto de ı´ndices
D ⊂ Rd. El conjunto ı´ndice D, puede ser continuo, discreto o aleatorio (Cressie,
1993).
Algunas consideraciones a tener en cuenta en el estudio de la estadı´stica espacial
son (Giraldo, 2011):
• El proceso estoca´stico {Z(s) : s ∈ D ⊂ Rd}, tambie´n se denomina proceso
aleatorio.
• El proceso estoca´stico {Z(s) : s ∈ D ⊂ Rd}, en el queZ(s) es un vector aleatorio,
se denomina en el contexto espacial proceso aleatorio multivariable.
• El proceso estoca´stico {Z(s) : s ∈ D ⊂ Rd}, en el que tanto el espacio de
estados como el espacio de para´metros es continuo (es decir, las variables
aleatorias Z(s) son continuas y D ⊂ Rd es un conjunto continuo) se denomina
variable regionalizada.
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Los datos espaciales pueden ser considerados como observaciones del proceso
estoca´stico {Z(s) : s ∈ D} (Cressie, 1993). Se requiere una teorı´a especial para
analizar este tipo de datos ya que:
• Los datos espaciales no cumplen con los supuestos del ana´lisis cla´sico;
en particular la independencia; la primera ley de Tobler (1970) de las
condiciones de la geografı´a dice que “todo esta´ relacionado con todo lo
dema´s, pero cosas cercanas esta´n ma´s relacionadas que cosas distantes”. Los
datos espaciales esta´n correlacionados a menos que este´n suficientemente
alejados.
• n observaciones espaciales Z(si) para i = 1, . . . ,n no representan una muestra
aleatoria de taman˜o de n en el sentido tradicional. Representan una muestra
de taman˜o 1 de un proceso estoca´stico que se extiende en d dimensiones.
• La aleatorizacio´n, la repeticio´n, y los bloques no son posibles en muchas
ciencias de la tierra donde se generan grandes cantidades de datos
espaciales.
• Una muestra de taman˜o n en la que se evidencia correlacio´n espacial
contiene menos informacio´n que una muestra del mismo taman˜o pero de
observaciones independientes. Por lo tanto, cuando las observaciones esta´n
correlacionadas, es necesario determinar con cua´ntas observaciones de los
datos correlacionados serı´a posible encontrar la misma precisio´n que se
hubiera obtenido si las observaciones fueran independientes. La solucio´n
dependerı´a del patro´n y de la intensidad de esta correlacio´n.
Clases de datos espaciales
De acuerdo con Cressie (1993), se tienen las siguientes clases de datos espaciales:
• Datos geoestadı´sticos: son los datos espaciales con variacio´n continua,
donde D es un subconjunto fijo de Rd (el investigador puede hacer la
seleccio´n de puntos del espacio a conveniencia o puede seleccionar los sitios
bajo algu´n esquema de muestreo probabilı´stico); esto es, D es continuo y fijo
y Z(s) es una variable aleatoria con ubicacio´n s, con s ∈ D.
• Datos de a´reas (lattices): son los datos espaciales con variacio´n discreta. D
es un subconjunto contable y fijo de Rd ; esto es, D es discreto y fijo y Z(s) es
una variable aleatoria con ubicacio´n s, con s ∈ D.
• Procesos espaciales puntuales: en este caso D es un proceso puntual en Rd
o en un subconjunto aleatorio de Rd (la decisio´n de donde se debe hacer la
medicio´n no depende del investigador, los lugares donde ocurre el fenome´no
son dados por la naturaleza). D puede ser discreto o continuo, Z(s) es una
variable aleatoria con ubicacio´n s (s ∈ D). Aquı´ el intere´s no recae en el valor
de un atributo Z, sino en la ubicacio´n en la cual ocurre un evento de intere´s.
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1.2. Geoestadı´stica
La geoestadı´stica es un a´rea de la estadı´stica que trata fenome´nos espaciales
(Journel and Huijbregts, 1978). Su intere´s primordial es la estimacio´n, prediccio´n
y simulacio´n de dichos fenome´nos (Myers, 1987). Esta herramienta ofrece una
manera de describir la continuidad espacial, que es un rasgo distintivo esencial de
muchos feno´menos naturales, y proporciona adaptaciones de las te´cnicas cla´sicas
de regresio´n para tomar ventajas de esta continuidad (Isaaks and Srivastava, 1987).
En este caso los datos que se analizan son realizaciones de un proceso estoca´stico
o variable regionalizada {Z(s), s ∈ D ⊂ Rd}, donde el indice s varı´a continuamente
a trave´s de la regio´n D (Cressie, 1993).
Recientemente, se ha observado un enorme crecimiento de la teorı´a relacionada
a los modelos geoestadı´sticos univariados, multivariados y los modelos espacio-
temporales.
1.2.1. Geoestadı´stica univariada
La geoestadı´stica univariada se encarga de analizar el proceso estoca´stico {Z(s) :
s ∈ D ⊂ Rd} en el que el conjunto de indices s es continuo. Usualmente d = 1, 2, 3.
Dado s1, s2, · · · , sn, el vector aleatorio Z(s) = (Z(s1), · · · ,Z(sn))T esta´ definido por su
funcion de distribucio´n conjunta F (Z(s1), · · · ,Z(sn))=P (Z(s1) ≤ z1, · · · ,Z(sn) ≤ zn)T
(Giraldo, 2009). El proceso es estacionario si Z(s) = (Z(s1), · · · ,Z(sn))T y Z(s + h) =
(Z(s1 + h), · · · ,Z(sn + h))T tienen la misma funcio´n de distribucio´n conjunta para
toda distancia h (Stein, 1999).
Los momentos del proceso aleatorio {Z(s) : s ∈ D ⊂ Rd} son:
• E(Z(si)) = m(si) con i = 1, . . . ,n.
• V(Z(si)) = E[(Z(si)) −m(si)]2 = σ2i con i = 1, . . . ,n.
• Cov(Z(si),Z(s j)) = E[(Z(si)) − m(si)][(Z(s j)) − m(s j)] = C(h) con h = ||si − s j||.
C(h) es conocida como funcio´n de autocovarianza y es una funcio´n definida
positiva. C(0) es la varianza del proceso aleatorio.
• γ(Z(si),Z(s j)) = 12E[(Z(si))−Z(s j)]2. Esta expresio´n es conocida como funcio´n
de semivarianza.
El proceso {Z(s) : s ∈ D ⊂ Rd} es estacionario de segundo orden si:
1. E(Z(s)) = µ con s ∈ D ⊂ Rd,
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2. Cov(Z(si),Z(s j)) = E[(Z(si) − µ)(Z(s j) − µ)] = C(h) con si, s j ∈ D ⊂ Rd y
h = ||si − s j||.
El proceso es llamado intrı´nsecamente estacionario si (Z(s) − Z(s + h)) es
estacionario, esto es, el proceso satisface:
1. E(Z(si) − Z(s j)) = 0 para todo si, s j ∈ D ⊂ Rd,
2. V(Z(si)−Z(s j)) = E[Z(si)−Z(s j)]2 = 2γ(h) para todo si, s j ∈ D ⊂ Rd y h = ||si−s j||.
Asumiendo estacionariedad de segundo orden γ(h) = C(0) − C(h). Las
funciones 2γ(h) y γ(h) son tambie´n denominadas variograma y semivariograma
respectivamente (Wackernagel, 1995). γ(h) es una funcio´n condicionalmente
definida negativa (Cressie, 1993). El proceso estoca´stico {Z(s) : s ∈ D ⊂ Rd} es
isotro´pico si h afecta C(h) unicamente a trave´s de su longitud ||h||, y no a trave´s de
su direccio´n (Stein, 1998).
La estimacio´n del variograma es comu´nmente realizada por el me´todo de los
momentos (Matheron, 1962; Ploner and Dutter, 2000) tal que:
2γˆ(h) =
1
|N(h)|
∑
N(h)
(Z(si) − Z(s j))2, (1.1)
donde N(h) = {(si, s j) : si − s j = h} y |N(h)| es el nu´mero de elementos separados
por una distancia h. Para datos irregularmente espaciados, generalmente no
hay suficientes observaciones separadas por exactamente h, entonces N(h) es
usualmente modificada a {(si, s j) : si − s j ∈ T(h)}, donde T(h) es una regio´n de
tolerancia de Rd circundante a h (Cressie, 1989).
Debido a que el variograma debe ser condicionalmente definido negativo, no es
posible utilizar el variograma experimental con algu´n suavizamiento mediante
interpolacio´n para describir la autocorrelacio´n espacial (Ploner and Dutter, 2000).
El enfoque cla´sico para modelar la estructura de dependencia espacial, es ajustar
modelos parame´tricos que garanticen dicha condicio´n (esfe´rico, Gaussiano,
exponencial, entre otros) (Journel and Huijbregts, 1978; Isaaks and Srivastava,
1987). Este procedimiento es generamente realizado por mı´nimos cuadrados
ponderados (Cressie, 1989).
Los modelos de semivarianza esta´n conformados en su mayorı´a por tres
para´metros (a, C(0), C0). Una descripcio´n de su significado es dada a continuacio´n
(Cressie, 1993):
• Rango (a): se considera como la distancia h a partir de la cual no hay
correlacio´n espacial.
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• Silla (C(0)): es el ma´ximo valor que puede tomar el semivariograma y
corresponde la varianza del proceso estoca´stico {Z(s) : s ∈ D ⊂ Rd}. Si
se estima el semivariograma, y este tiende a una lı´nea horizontal cuando
se incrementa la separacio´n de los puntos, el proceso es estacionario de
segundo orden; si crece constantemente, el proceso no es estacionario de
segundo orden.
• Efecto pepita (C0): tambien conocido como “nugget”, corresponde al valor de
la funcio´n de semivarianza evaluada en una distancia h = 0. Teo´ricamente el
efecto pepita de todo semivariograma deberı´a ser cero, en otras palabras si no
se ha recorrido ninguna distancia, no deberı´a haber ninguna semivarianza
bajo los supuestos de estacionariedad e isotropı´a.
• Silla parcial: si un semivariograma tiene efecto pepita C0 y silla C(0), la
diferencia entre C(0)−C0 es llamada la silla parcial del semivariograma. De
esta forma, el efecto pepita sera´ la magnitud de la discontinuidad puntual
en el origen.
En la figura 1.1 se puede observar el rango, la silla y el efecto pepita de un modelo
de semivariograma.
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Figura 1.1. Elementos del semivariograma.
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A continuacio´n se presenta la expresio´n matema´tica de algunos modelos
para´metricos de semivariograma (Journel and Huijbregts, 1978):
• Modelo lineal (va´lido en Rd, con d ≥ 1)
γ(h,θ) =
{
C0 + b||h|| si h , 0
0 si h = 0 (1.2)
θ = (C0, b) con b la pendiente de la recta.
• Modelo esfe´rico (va´lido en R1, R2 y R3)
γ(h,θ) =

C0 + C(0)
{(
3
2
) ( ||h||
a
)
−
(
1
2
) ( ||h||
a
)3}
si 0 < ||h|| ≤ a
C0 + C(0) si ||h|| ≥ a
0 si h = 0
(1.3)
θ = (C0,C(0), a) con C0 ≥ 0,C(0) ≥ 0 y a ≥ 0.
• Modelo exponencial (va´lido en Rd, d ≥ 1)
γ(h,θ) =
{
C0 + C(0)
{
1 − exp
(−||h||
a
)}
si h , 0
0 si h = 0
(1.4)
θ = (C0,C(0), a) con C0 ≥ 0,C(0) ≥ 0 y a ≥ 0.
• Modelo Gaussiano (va´lido en Rd, d ≥ 1)
γ(h,θ) =
{
C0 + C(0)
{
1 − exp
(−||h||2
a2
)}
si h , 0
0 si h = 0
(1.5)
θ = (C0,C(0), a) con C0 ≥ 0,C(0) ≥ 0 y a ≥ 0.
En la figura 1.2 se muestran algunos de los modelos ma´s utilizados para
el modelamiento del semivariograma. En ella, gamma indica los valores del
semivariograma a una distancia (dist) h.
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16 CAPI´TULO 2. GEOESTADI´STICA
A partir de los semivariogramas (o covariogramas) emp´ıricos ahora se debe
ajustar un modelo parame´trico; en la siguiente seccio´n se hace un recorrido
por los me´todos de estimacio´n mas usados.
Modelos va´lidos de semivariogramas
La funcio´n 훾(ℎ; 휃) debe ser definida negativa para ser un modelo va´lido
de semivariograma. Esto es, para cualquier nu´mero finito m de ubicaciones
espaciales
풔1, 풔2, . . . , 풔풎
y cualquier real,푎1, 푎2, . . . , 푎푚 con 푚 ∈ ℤ+, 훾(ℎ; 휃) debe satisfacer
푚∑
푖=1
푚∑
푖=1
푎푖푎푗훾(풔풊 − 풔풋) ≤ 0 (2.5)
El cumplimiento de esta propiedad garantiza que las varianzas de las
predicciones sean positivas. A continuacio´n algunos ejemplos de modelos
va´lidos de semivariograma:
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Figura 2.3. Algunos modelos va´lidos de semivariogramas
Figura 1.2. Algunos modelos del semivariograma.
Luego de ajustar un modelo de semivariograma, el paso a seguir es predecir la
variable en el sitio no muestreado s0 por medio del predictor kriging dado por:
Zˆ(s0) = µ(s0) +
n∑
i=1
λi(Z(si) − µ(s0)), (1.6)
Los pesos o´ptimos λi con i = 1, . . . ,n en (1.6) son aquellos que producen
predicciones insesgadas y que minimizan E(Z(s0) − Zˆ(s0))2, es decir el error
cuadra´tico medio de prediccio´n (ECMP). Sea µ(s) = µ, ∀s ⊂ D ∈ Rd, entonces (1.6)
es llamado kriging simple si µ es conocido, o kriging ordinario si µ es estimado.
Si µ(s) =
∑p
j=0 β jX j(s) con β j constantes y X j, j > 0, son variables explicativas,
entonces (1.6) es llamado kriging universal. Las estimaciones de los para´metros
en el kriging ordinario son obtenidas al resolver el sistema de ecuaciones Γλ = γ

γ(s1 − s1) γ(s1 − s2) · · · γ(s1 − sn) 1
γ(s2 − s1) γ(s2 − s2) · · · γ(s2 − sn) 1
...
...
. . .
...
...
γ(sn − s1) γ(sn − s2) · · · γ(sn − sn) 1
1 1 · · · 1 0


λ1
λ2
...
λn
m
 =

γ(s0 − s1)
γ(s0 − s2)
...
γ(s0 − sn)
1
 , (1.7)
donde γ(si − s j) es la funcio´n de semivarianza entre Z(si) y Z(s j), m es
el multiplicador de Lagrange utilizado para incorporar la restriccio´n de
insesgamiento del predictor (1.6) que esta´ dada por
∑n
i=1 λi = 1 para el kriging
ordinario. Para el caso del kriging simple no hay una restriccio´n acerca de los λ´s,
lo que implica que no se incluya la u´ltima fila en el sistema (1.7). En el kriging
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universal el nu´mero de restricciones para obtener el insesgamiento del predictor
depende de las variables utilizadas para el ajuste de la media. En este caso, el
sistema (1.7) incluye filas adicionales correspondientes a cada restriccio´n. En la
pra´ctica, los me´todos plug-in son utilizados para resolver el sistema (1.7) y ası´,
γ(si − s j) es estimada mediante el modelo ajustado al variograma experimental
(1.1), donde h es la distancia euclideana entre si y s j.
El mı´nimo error cuadra´tico medio de prediccio´n para el kriging ordinario
esta´ dado por σ2k =
∑n
i=1 λiγ(so − si) + m. Para el caso del kriging simple la
u´ltima expresio´n no incluye m, y en el kriging universal m es reemplazada por∑p
j=0 m jX j(s0) (Giraldo, 2009).
En geoestadı´stica cla´sica no se tiene en cuenta la declaracio´n de un modelo
estoca´stico subyacente. Por otro lado, el modelamiento basado en aproximaciones
(Diggle et al., 1998; Diggle and Ribeiro, 2000), empieza con un modelo estoca´stico
explı´cito del cual se derivan me´todos de estimacio´n de para´metros e interpolacio´n.
Los autores asumen un proceso Gaussiano multivariado estacionario Z(s) =
(Z(s1), . . . ,Z(sn)), y muestran que Z(si) puede escribirse como Z(si) = µ + S(si) +
W(si), donde µ es la media constante requerida para lograr la estacionariedad,
S(s) ∼ NMV(0, σ2ρ), Cov(S(si),S(s j)) = σ2ρ(si − s j), y W(s) ∼ NMV(0, τ2I).
Adicional a esto, se considera que S(s) y Z(s) son mutuamente independientes,
con Z(si)|S(si) ∼ N(µ + S(si), τ2). Z(s) es el proceso observable, S(s) es llamado
sen˜al y W(s) es un ruido blanco. Diggle and Ribeiro (2000) demuestran que
(S(s0),Z(s))(n+1)×1 ∼ NMV(µ,V). Si se define r = (ρ(s0− s1), . . . , ρ(s0− s1))T, la matrix
V estarı´a dada por:
V =
(
σ2 (σ2rT)
(σ2r) (σ2ρ + τ2I)
)
, (1.8)
Utilizando la teorı´a ba´sica de la distribucio´n Gaussiana multivariada, se obtiene
que la distribucio´n condicional es:
(S(s0)|Z(s))n×1 ∼ N(E(S(s0)|Z(s)),V(S(s0)|Z(s))),
donde
E(S(s0)|Z(s)) = µ + σ2rT(σ2ρ + τ2I)−1(Z(s) − µ), (1.9)
y
V(S(s0)|Z(s)) = σ2 − σ2rT(σ2ρ + τ2I)−1σ2r. (1.10)
Asumiendo que se quiere minimizar la funcio´n de pe´rdida cuadra´tica, el predictor
o´ptimo es la esperanza condicionada (Diggle and Ribeiro, 2000). De e´sta forma,
el mejor predictor Zˆ(s0) esta´ dado por E(S(s0)|Z(s)). El vector λ = (λ1, . . . , λn) en
(1.6), es estimado por λ = γΓ−1 (solucio´n del sistema (1.7)). Reemplazando λ por
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σ2rT(σ2ρ+τ2I)−1 en (1.9) se puede observar que esta ecuacio´n es equivalente a (1.6).
Los para´metros en (1.9) pueden ser estimados por ma´xima verosimilitud (Stein,
1999). Generalizaciones a otras distribuciones se presentan en Diggle et al.(1998).
1.2.2. Geoestadı´stica multivariada
Una generalizacio´n de la geoestadı´stica univariada se obtiene cuando en vez de
un solo proceso estoca´stico, se tienen m procesos diferentes. En esta seccio´n,
se presentan en particular los conceptos ba´sicos de la prediccio´n espacial
multivariada y cokriging tomando como referencia la teorı´a desarrollada por
Myers (1982), ver Hoef and Cressie (1993), Bogaert (1996) and ver Hoef and Barry
(1998).
Sean Z1(s), . . . ,Zm(s) m procesos estoca´sticos estacionarios de segundo
orden medidos sobre una regio´n espacial D ⊂ Rd y sea Z(si) =
(Z1(si),Z2(si), . . . ,Zk(si), . . . ,Zm(si)), el vector espacial multivariado conformado
por los m procesos estoca´sticos medidos en el sitio si para i = 1, . . . ,n y si ∈ D. El
vector Z(s0) dado Z(s1),Z(s2), . . . ,Z(sn) se define por (Myers, 1982):
Zˆ(s0) =
n∑
i=1
Z(si)Ψi, (1.11)
donde Zˆ(s0) = (Zˆ1(s0), Zˆ2(s0), . . . , Zˆk(s0), . . . , Zˆm(s0)) y cada Ψi es una matriz de
m ×m, tal que:
Ψi =

λi11 λ
i
12 · · · λi1k · · · λi1m
λi21 λ
i
22 · · · λi2k · · · λi2m
...
...
. . .
...
...
...
λik1 λ
i
k2 · · · λikk · · · λikm
...
...
...
...
. . .
...
λim1 λ
i
m2 · · · λimk · · · λimm

, (1.12)
El elemento λijk en (1.12) representa la contribucio´n de la j-e´sima variable en el
sitio si para la prediccio´n de la k-e´sima variable.
Debido a que el valor esperado es lineal se tiene que:
E(Zˆ(s0)) =
n∑
i=1
E(Z(si))Ψi, (1.13)
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y dado que los m procesos {Z j(s) : s ∈ D ⊂ Rd} son estacionarios de segundo orden,
esto es E(Z j(si)) = m j para j = 1, . . . ,m, una condicio´n suficiente para que Zˆ(s0) sea
insesgado es que (Myers, 1982):
n∑
i=1
Ψi = I. (1.14)
Esto es,

n∑
i=1
λi11
n∑
i=1
λi12 · · ·
n∑
i=1
λi1k · · ·
n∑
i=1
λi1m
n∑
i=1
λi21
n∑
i=1
λi22 · · ·
n∑
i=1
λi2k · · ·
n∑
i=1
λi2m
...
...
. . .
...
...
...
n∑
i=1
λik1
n∑
i=1
λik2 · · ·
n∑
i=1
λikk · · ·
n∑
i=1
λikm
...
...
...
...
. . .
...
n∑
i=1
λim1
n∑
i=1
λim2 · · ·
n∑
i=1
λimk · · ·
n∑
i=1
λimm

=

1 0 · · · 0 · · · 0
0 1 · · · 0 · · · 0
...
...
. . .
...
...
...
0 0 · · · 1 · · · 0
...
...
...
...
. . .
...
0 0 · · · 0 · · · 1

, (1.15)
De (1.15) se tiene que la restriccio´n de insesgamiento del predictor (1.11) esta´ dada
por:
n∑
i=1
λijk = 1 para j = k y 0 para j , k. (1.16)
En muchos casos es de intere´s predecir solo una de las m-variables, por ejemplo la
k-e´sima con k = 1, . . . ,m. En este caso el predictor se llama cokriging y esta´ dado
por (Myers, 1982; Giraldo, 2009):
Zˆk(s0) =
n∑
i=1
m∑
j=1
λijkZ j(si). (1.17)
El predictor (1.17) tambie´n puede ser expresado como:
Zˆk(s0) =
n∑
i=1
λikkZk(si) +
n∑
i=1
m∑
k, j=1
λijkZ j(si). (1.18)
Bajo las mismas condiciones de linealidad y estacionariedad, y teniendo en cuenta
la restriccio´n de insesgamiento (1.15) se tiene que el predictor (1.17) es insesgado
si
∑n
i=1 λ
i
jk = 1 para j = k y
∑n
i=1 λ
i
jk = 0 para j , k, con j = 1, · · · ,m (Myers, 1982;
Giraldo, 2009).
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La estimacio´n de los Ψi en (1.11) se determina al minimizar:
m∑
j=1
Var[Z j(s0) − Zˆ j(s0)] =
m∑
j=1
E[Z j(s0) − Zˆ j(s0)]2 − E2[Z j(s0) − Zˆ j(s0)]. (1.19)
Bajo el supuesto de estacionariedad de los Z j(s), E2[Z j(s0) − Zˆ j(s0)] = 0 por lo que
la expresio´n (1.19) se reduce a:
m∑
j=1
Var[Z j(s0) − Zˆ j(s0)] =
m∑
j=1
E[Z j(s0) − Zˆ j(s0)]2, (1.20)
que en te´rminos matriciales puede ser escrita como:
E(Z(s0) − Zˆ(s0))(Z(s0) − Zˆ(s0))T = Tr(E(Z(s0) − Zˆ(s0))T(Z(s0) − Zˆ(s0))). (1.21)
Sea E(Z j(s0)Zk(si)) = Cov jk(s0 − si), tal que:
C(s0 − si) = E(Z(s0)TZ(si)). (1.22)
El objetivo es tratar de expresar (1.21) en te´rminos de C(s j − sk) y Ψi.
Teniendo en cuenta la restriccio´n de insesgamiento
n∑
i=1
λijk = δ jk =
{
1, j = k
0, j , k
sea u una matriz m ×m conformada por elementos u jk. Estos son multiplicadores
de Lagrange utilizados para involucrar la restriccio´n anterior en el proceso de
estimacio´n.
Sea
φ(Ψ1, . . . ,Ψn,u) =
∑
j
∑
k
u jk
∑
i
λijk − δ jk
 ,
Φ(Ψ1, . . . ,Ψn,u) = Tr(E(Z(s0) − Zˆ(s0))T(Z(s0) − Zˆ(s0))) + 2φ(Ψ1, . . . ,Ψn,u) (1.23)
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Para minimizar (1.23), se resuelve el sistema de ecuaciones:
∂Φ
∂λijk
= 0 i = 1, . . . ,n; j, k = 1, . . . ,m.
∂Φ
∂u jk
= 0.
el cual a la vez esta´ dado por:
n∑
k=1
C(s j − sk)Ψk + u = C(s j − s0),
n∑
k=1
Ψk = I.
El sistema anterior puede ser expresado en te´rminos matriciales como
(Myers,1982): 
C(s1 − s1) · · · C(s1 − sn) I
· · ·
C(sn − s1) · · · C(sn − sn) I
I · · · I 0


Ψ1
...
Ψn
u
 =

C(s1 − s0)
...
C(sn − s0)
I
 , (1.24)
La varianza de prediccio´n puede ser escrita en diferentes formas, una de ellas es:
σ2i = Tr(C(0)) − Tr
 n∑
k=1
C(s0 − sk)Ψk
 − Tr(u), (1.25)
Haciendo V = C(0) −∑nk=1 C(s0 − sk)Ψk − u = [vki], se puede expresar (1.25) como:
σ2i = TrV =
m∑
k=1
vkk, (1.26)
y de esta forma, la varianza de prediccio´n de la k-e´sima variable en el i-e´simo sitio
esta´ dada por:
σ2i,k = vkk = ckk(0) −
∑
j
∑
i
ckj(s0 − si)λijk − ukk. (1.27)
ver Hoef and Cressie (1993), presentan el sistema de ecuaciones cokriging en
te´rminos del semivariograma de la siguiente manera: sea
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• 2γlq(si, s j) = V(Zl(si) − Zq(s j)),
• γTlq = (γlq(s1, s0), . . . , γlq(sn, s0)),
• Γlq =

γlq(s1, s1) · · · γlq(s1, sn)
...
. . .
...
γlq(sn, s1) · · · γlq(sn, sn)
 .
El sistema de ecuaciones cokriging viene dado por:
Cλ = c, (1.28)
con:
C =

Γ11 · · · Γ1k · · · Γ1m 1 · · · 0 · · · 0
...
. . .
...
...
. . .
...
Γk1 Γkk Γkm 0 1 0
...
. . .
...
...
. . .
...
Γm1 · · · Γmk · · · Γmm 0 · · · 0 · · · 1
1T · · · 0T · · · 0T 0 · · · 0 · · · 0
...
. . .
...
...
. . .
...
0T 1T 0T 0 0 0
...
...
. . .
...
...
. . .
...
0T · · · 0T · · · 1T 0 · · · 0 · · · 0

=
(
Γ X
XT 0
)
, (1.29)
λ =

λ1
...
λk
...
λm
δ1
...
δk
...
δm

; c =

γ1k
...
γkk
...
γmk
0
...
1
...
0

,
donde
λTk =
(
λ1k · · · λnk
)
,
corresponde al vector de pesos que tiene la k-e´sima variable en cada uno de los n
sitios donde se ha observado el proceso {Zk(s) : s ∈ D ⊂ Rd}.
El cokriging puede ser usado para predecir las m variables al realizar cokriging
para cada variable, una en un tiempo. La prediccio´n cokriging para una variable
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es ide´ntica a la prediccio´n de la misma variable obtenida por prediccio´n espacial
multivariada. La diferencia entre estas dos aproximaciones esta´ dada por la
varianza de sus predicciones. Con el ana´lisis cokriging se obtiene una varianza
de prediccio´n en cada tiempo, mientras que con la prediccio´n multivariada,
adicional a las varianzas de prediccio´n, es posible estimar una regio´n de prediccio´n
multidimensional, con su eje mayor orientado hacia aquellas regiones donde las
variables predichas tienden a covariar (ver Hoef and Cressie, 1993).
Una ventaja de la prediccio´n multivariada y en particular del cokriging frente
al kriging, es que cuando la variable auxiliar esta´ ampliamente correlacionada
con la variable de intere´s, se puede obtener una disminucio´n en la varianza de
prediccio´n. En situaciones donde la variable objetivo tiene altos costos de muestreo
se recomienda la aplicacio´n de esta metodologı´a (Bogaert et al., 1995).
1.2.3. Modelo lineal de corregionalizacio´n (MLC)
Si se tienen dos procesos estoca´sticos Z1(s) y Z2(s), el estimador de momentos de
la funcio´n de semivarianza cruzada esta´ dado por (Bogaert et al., 1995):
γˆ12(h) =
1
2N(h)
∑
N(h)
(Z1(s + h) − Z1(s))(Z2(s + h) − Z2(s)).
Un MLC asume que los semivariogramas simples y cruzados pueden expresarse
como una combinacio´n lineal de los mismos modelos teo´ricos de semivarianza
mencionados en la seccio´n 1.2.1 (Isaaks and Srivastava, 1989). Esto es,
γ1(h) = α0γ0(h) + · · · + αmγm(h),
γ2(h) = β0γ0(h) + · · · + βmγm(h),
γ12(h) = δ0γ0(h) + · · · + δmγm(h). (1.30)
donde γ1(h) y γ2(h) son los semivariogramas simples y γ12(h) es el semivariograma
cruzado, γ0(h), γ1(h), . . . , γm(h) son los modelos teo´ricos de semivarianza y α j, β j y
δ j con j = 0, 1, 2, . . . ,m son constantes.
En te´rminos matriciales (1.30) puede ser escrito como:
Γ(h) =
(
γ1(h) γ12(h)
γ12(h) γ2(h)
)
=
m∑
j=0
B jγ j(h),
donde
B j =
(
α j δ j
δ j β j
)
,
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y
γ j(h) =
(
γ j(h) 0
0 γ j(h)
)
.
A Γ(h) se le denomina matriz de corregionalizacio´n.
1.3. Ana´lisis de datos funcionales
La computacio´n ha provocado un cambio tecnolo´gico muy importante. Este se
da al incorporar equipos de medicio´n ma´s ra´pidos y precisos que son capaces
de proporcionar informacio´n en poco tiempo y de forma fiable. Esta evolucio´n
tecnolo´gica cambia o cambiara´ algunas de las condiciones de estimabilidad en los
que se ha basado la estadı´stica cla´sica, por ejemplo, la condicio´n de que en un
conjunto de datos el nu´mero de datos debe ser mayor que el nu´mero de variables
(Febrero, 2008).
En muchas a´reas de la ciencia se requiere hoy dı´a trabajar con grandes volu´menes
de datos, que muchas veces corresponden a observaciones de una o ma´s variables
aleatorias tomadas a lo largo de un intervalo continuo (o en discretizaciones cada
vez ma´s extensas de este) de tiempo. Estos, despue´s de realizar un proceso de
suavizado mediante una base de funciones, pueden ser vistos como curvas o
funciones, pasa´ndose ası´ de un plano multivariado a uno funcional. En otras
palabras, ya no se observa el dato como la realizacio´n de una variable en un
espacio discreto, sino como la realizacio´n de una curva o funcio´n en un espacio
continuo.
Para modelar este tipo de informacio´n han surgido nuevas te´cnicas estadı´sticas
que esta´n enmarcadas en una nueva a´rea de investigacio´n llamada ana´lisis de
datos funcionales (ADF).
A continuacio´n se presenta una descripcio´n breve de algunas herramientas del
ADF, tomando como referencia la teorı´a desarrollada por Ramsay and Silverman
(2005) and Ferraty and vieu (2006).
De acuerdo con Ferraty and Vieu (2006), se tienen las siguientes definiciones:
Definicio´n 1. Una variable aleatoria X se dice que es una variable funcional si toma
valores en un espacio infinito dimensional (o espacio funcional). Una observacio´n x de X
es demoninada dato funcional.
Definicio´n 2. Un conjunto de datos funcionales x1, . . . , xn es la observacio´n de n variables
funcionales X1, . . . ,Xn identicamente distribuidas.
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Estas definiciones se pueden aplicar a muchos tipos de espacios. En particular,
R
p con las me´tricas usuales es un espacio funcional y por tanto puede deducirse
que toda te´cnica que se desarrolle para datos funcionales puede ser aplicada con
ciertas garantı´as en el entorno multivariante. El espacio ma´s usado cuando se
habla de datos funcionales es el espacio L2[S], esto es, las funciones cuadrado
integrables en el intervalo S = [a; b] ⊂ R (Febrero, 2008). Desde un punto de
vista ma´s general se podrı´an tener datos funcionales en la familia: Lp[S;µ] ={
f : S→ R tal que r | f (t)|pδµ < ∞}, donde (S;µ) es un espacio de medida y 1 < p <
∞. Estos espacios son semi-normados salvo el caso p = 2 que es el u´nico de esta
familia que es un espacio de Hilbert separable.
Cuando se desarrolla una nueva te´cnica para datos funcionales, la primera
preocupacio´n es determinar en que´ espacio funcional trabajar. La me´trica del
espacio funcional que se elija para representar estos datos debe ser coherente con
la interpretacio´n fı´sica del feno´meno que describan. En la figura 1.3 se muestra
un ejemplo presentado por Ferraty and Vieu (2006), el cual corresponde a las
curvas de absorbancia (log10 de la transmitancia medida por un espectro´metro)
de varios trozos de carne seleccionados al azar, en una longitud de onda de 850
a 1050 nm. La representacio´n de las curvas en el plano cla´sico X − Y, podrı´a
esconder caracterı´sticas interesantes como el cambio de escala. Si se considera
que este cambio de escala es informativo la eleccio´n L2 como espacio de referencia
serı´a la ma´s aconsejable. Si por el contrario este cambio de escala es irrelevante
y la informacio´n esta´ en la forma, una semi-norma como la de las derivadas(
δ( f , g) =
√r
S( f
′(t) − g′(t))2δt
)
serı´a una eleccio´n ma´s adecuada (Febrero, 2008).
Figura 1.3. Ejemplo curvas de absorbancia.
Dependiendo del espacio elegido, el conjunto de herramientas disponibles cambia
notablemente. Como se menciono´ anteriormente, el espacio L2[S] es el ma´s
utilizado y favorable. E´ste, por ser separable, dispone de bases ortonormales que
facilitan el disen˜o y realizacio´n de algunos procedimientos tanto teo´ricos como
pra´cticos (Febrero, 2008).
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Definicio´n 3. Una base es un conjunto de funciones conocidas e independientes {φk}
tales que cualquier funcio´n puede ser aproximada mediante una combinacio´n lineal de K
de ellas con K suficientemente grande (Febrero, 2008; Ramsay, 2005). De esta forma, la
observacio´n funcional puede aproximarse como:
x(t) ≈
K∑
k=1
ckφk(t).
El objetivo entonces cuando se pueden utilizar bases de funciones es representar
cada dato funcional en una base usando aquellas coordenadas que son ma´s
significativas. Debido a la alta dimensio´n de los datos funcionales, se elige en
general un nu´mero K de funciones para representar los datos en el subespacio,
convirtiendo el problema de dimensio´n infinita en un problema multidimensional.
En principio no hay una regla que permita hacer una seleccio´n o´ptima del
para´metro K de forma universal (Febrero, 2008). Sin embargo Ramsay and
Silverman (2005) proponen un me´todo en funcio´n de la minimizacio´n de la suma
de cuadrados del error, el cual es descrito posteriormente en este trabajo. K es en
un para´metro de suavizamiento de los datos. Si K es pequen˜o se podrı´a tener una
curva muy suave que podrı´a ocasionar la pe´rdida de informacio´n relevante. Si K
es grande se representarı´an muy bien los datos, pero el problema de la dimensio´n
cobrarı´a importancia y se podrı´a estar sobreajustando el conjunto de datos.
La decisio´n sobre el tipo de base a elegir debe tomarse en funcio´n del objetivo
del estudio, la forma y comportamiento de los datos. Adema´s, se deben tener
en cuenta las ventajas e inconvenientes que presenta cada tipo de base. Para la
eleccio´n de la base generalmente se tiene en cuenta la periodicidad o no de los
datos. Si los datos son perio´dicos suele emplearse una base de Fourier y si no son
perio´dicos una base B-spline o la wavelet.
La estadı´stica con datos funcionales tiene conexio´n con otros campos relevantes
de la estadı´stica como el ana´lisis multivariante, el ana´lisis de datos longitudinales
o las series temporales. Una te´cnica de datos funcionales puede aplicarse con
ciertas garantı´as a datos multivariantes. El recı´proco en general no es cierto. Para
la mayorı´a de las te´cnicas multivariantes que basan mucho de su ana´lisis en
propiedades del a´lgebra matricial puede ser un problema casi inevitable tratar
datos funcionales de alta frecuencia con seguramente, muy fuerte colinealidad.
Segu´n aumente el grado de resolucio´n (o claridad) con el que somos capaces de ver
una curva, ma´s difı´cil resulta para las te´cnicas multivariantes obtener un resultado.
De esta forma el aumento de resolucio´n se convierte ma´s en una dificultad que
en una oportunidad de obtener mejor informacio´n (Febrero, 2008). Algo similar
podrı´a decirse del ana´lisis de datos longitudinales. En este campo se obtienen
medidas repetidas a lo largo del tiempo para el mismo sujeto, pero en general,
e´ste es un nu´mero pequen˜o y las te´cnicas multivariantes pueden adaptarse para
trabajar con ellas. La principal dificultad para tratar datos longitudinales como
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datos funcionales suele ser precisamente la baja calidad de representacio´n de
las curvas. La relacio´n con el campo de las series temporales es totalmente
diferente. Ejemplos cla´sicos de datos funcionales se han construido a base de
particionar una serie temporal en ciclos homoge´neos. Por ejemplo, en Ramsay
and Silverman (2002) se usan los datos de un ı´ndice bursa´til estadounidense
registrados anualmente (como unidad funcional), para deducir a partir de la
forma de cada curva anual la tipologı´a de los distintos an˜os (de expansio´n, de
crisis, entre otras). Considerados los datos como una serie temporal, el objetivo es
predecir la variable de intere´s en alguno de los periodos del pro´ximo an˜o. Como
conjunto de datos funcionales, el objetivo es resumir la informacio´n y el resultado
sera´ siempre un dato funcional, esto es, un ciclo anual completo. Por supuesto, se
pueden mezclar ambos mundos para obtener herramientas para series de tiempo
funcionales (Ferraty and Vieu, 2004).
Uno de los primeros interrogantes que surge al adentrarse en el ADF es ¿co´mo
especificar sistemas bases para la construccio´n de funciones?. Ramsay and
Silverman (2009), proponen dos etapas para la construccio´n de funciones:
• Definir un conjunto de funciones φk llamadas funciones de la base.
• Crear un vector, matriz o arreglo de coeficientes para definir la funcio´n de
intere´s como una combinacio´n lineal de las funciones que conforman la base
definida en la etapa anterior.
Hoy, muchas veces se encuentran series de datos que presentan formas que
complican su modelamiento. Este hecho hace que surga la necesidad de crear
funciones que contengan para´metros fa´ciles de estimar y que permitan modelar a
cualquier serie sin importar su forma. Lo anterior sin perder de vista el principio
de parsimonia, esto es, no usar ma´s para´metros de los necesarios, ya que se
podrı´an prolongar y complicar los procesos de estimacio´n adema´s de poder estar
sobreestimando la funcio´n de intere´s.
Como se menciona al inicio de esta seccio´n, la idea es expresar la serie de datos
original como una funcio´n x(t) determinada a partir de una combinacio´n lineal o
expansio´n de φk funciones base. Lo anterior se puede abreviar como:
x(t) =
K∑
k
ckφk(t) = cTφ(t). (1.31)
Algunos autores consideran este proceso como el suavizado de la serie de datos
original, donde los para´metros c1, . . . , ck son los coeficientes de expansio´n.
En la expresio´n (1.31) c denota el vector de los K coeficientes y φ(t) el vector que
contiene las K funciones que conforman la base.
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A menudo no se considera solo una serie, sino una muestra de N series, por lo
que la expresio´n
xi(t) =
K∑
k=1
cikφk(t), i = 1, . . . ,N (1.32)
que corresponde al suavizado de una serie o su aproximacio´n mediante una
funcio´n, puede extenderse al caso matricial de la siguiente manera X(t) = Cφ(t)
con X(t) un vector de taman˜o N que contiene las funciones xi(t) y C una matriz
de coeficientes de expansio´n de taman˜o N × K.
A continuacio´n se muestra de manera general la forma en como se suavizan
series perio´dicas y no perio´dicas utilizando bases de Fourier y B-splines
respectivamente.
1.3.1. Bases de Fourier para suavizar series perio´dicas
Cuando se desean suavizar series que tienden a repetirse despu´es de un
determinado periodo de tiempo T (series perio´dicas o de tendencia estacional), se
puede pensar en una base de Fourier que tiene la siguiente estructura:
φ1(t) = 1
φ2(t) = sen(ωt)
φ3(t) = cos(ωt)
φ4(t) = sen(2ωt)
φ5(t) = cos(2ωt)
...
donde la constante ω esta relacionada al periodo T de la siguiente forma: ω = 2piT .
Se puede observar que despue´s de la primera funcio´n constante de la base, las
dema´s funciones de la base de Fourier son pares sucesivos de senos y cosenos,
donde los argumentos ωt dentro de cualquier par son multiplicados por uno de
los enteros 1, 2, . . . ,m. Si la serie contiene ambos elementos en cada par, como es
lo usual, el nu´mero K de funciones que conforman la base de Fourier estara´ dado
por K = 1 + 2m.
Para lograr un suavizado adecuado de un conjunto de series perio´dicas a trave´s
de una base de Fourier, u´nicamente se debe conocer el nu´mero de funciones K
que conformara´n la base a utilizar y el perı´odo del tiempo T a partir del cual la
serie de intere´s vuelve a repetirse (Ramsay and Silverman, 2009).
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Si los valores de t j ( j-e´simo tiempo de la serie original) para j = 1, . . . ,n esta´n
igualmente espaciados en T y el periodo es igual a la longitud del intervalo T,
entonces la base es ortogonal en el sentido de que la matriz de productos cruzados
φ(t)φT(t) es diagonal. Si se dividen las funciones que conforman la base de Fourier
por
√
n para j = 0 y
√
n/2 para cualquier otro j, la matriz φ(t)φT(t) resulta ser una
matriz ide´ntica (Ramsay and Silverman, 2005).
La figura 1.4 muestra una base de Fourier conformada por cinco funciones en el
intervalo [0, 1], para ω = 2pi.
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Figura 1.4. Ejemplo de una base de Fourier.
1.3.2. Bases B-splines para suavizar series no perio´dicas
Las funciones splines son las ma´s utilizadas cuando se desean aproximar series
no perio´dicas. Estas funciones son polinomios ajustados en un espacio o periodo
de tiempo T. El primer paso para definir un spline es dividir el intervalo sobre el
cual se desea aproximar la funcio´n de intere´s en L subintervalos separados por
valores τl l = 1, . . . ,L − 1. Estos valores son conocidos como nodos. Sobre cada
intervalo, un spline es un polinomio de orden m (nu´mero de constantes necesarias
para definirlo).
De manera general una funcio´n spline es determinada por el orden de los
segmentos polinomiales y la secuencia de los nodos τ (Ramsay and Silverman,
2005).
Para construir una funcio´n spline se debe especı´ficar una base de funciones φk
que tienen las siguientes caracterı´sticas:
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• Cada funcio´nφk es una funcio´n spline de orden m definida por una secuencia
de nodos τ.
• Cualquier funcio´n spline definida por m y τ puede ser expresada como una
combinacio´n lineal de φk.
La base ma´s utilizada para aproximar funciones splines es la B-splines
desarrollada por de Boor (2001). Otras bases de funciones splines son las funciones
de potencia, M-splines y splines naturales (de Boor, 2001; Schumaker, 1981).
Sea Bk(t, τ) el valor en t de la k-e´sima funcio´n de la base B-splines definida por
la secuencia de nodos τ. Dado que el nu´mero de para´metros para definir una
funcio´n spline es L − 1 + el orden del polinomio (m) (Ramsay and Silverman,
2009), la funcio´n spline S(t) puede ser expresada como:
S(t) =
m+L−1∑
k=1
ckBk(t, τ) = cTφ(t). (1.33)
La figura 1.5 muestra una base compuesta por ocho funciones spline de orden 3
(grado 2 o´ funciones cuadra´ticas) en el intervalo [0, 1].
0.0 0.2 0.4 0.6 0.8 1.0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
t
Ø
k(t
)
Figura 1.5. Ejemplo de una base B-splines.
Vale la pena mencionar que adema´s de las bases de Fourier y B-splines,
existen otras como las bases de funciones constantes, monomiales, exponenciales,
poligonales, de potencias, wavelest entre otras (Ramsay and Silverman, 2005).
1.3.3. Construccio´n de datos funcionales
De la expresio´n (1.31), se observa que el problema consiste en estimar el vector de
constantes c, el cual contiene el peso (o ponderacio´n) que tiene cada funcio´n de la
CAPI´TULO 1. MARCO TEO´RICO 22
base sobre la funcio´n de intere´s x(t).
Ramsay and Silverman (2002 and 2009) realizan la estimacio´n del vector c
utilizando la metodologı´a de mı´nimos cuadrados ordinarios y ponderados de
la siguiente manera:
Suponga que y j es el valor observado de la variable y en un tiempo j (para
j = 1, . . . ,n), tal que y j puede ser expresado como:
y j = x(t j) + ε j = φT(t j)c + ε j, (1.34)
donde x(t j) es el valor de la funcio´n ajustada mediante (1.31) en el tiempo j y
ε j es el error de estimacio´n en el momento j. Se supone que estos errores son
estadı´sticamente indepedientes y siguen una distribucio´n normal con media cero
y varianza constante. En la u´ltima igualdad de la exprexio´n (1.34), φTj (t) es un
vector fila que contiene las K funciones de la base evaluadas en el momento j.
Siguiendo la metodologı´a de estimacio´n por mı´nimos cuadrados ordinarios, la
expresio´n a minimizar es:
SSE(c) =
n∑
j
y j − K∑
k
ckφk(ti)

2
=
n∑
j
[
y j − φTj (t)c
]2
. (1.35)
Sea Y un vector conformado por todos los y j (valores a ser ajustados), φ una
matriz de taman˜o n×K conformada por los valores de las K funciones base φk(t j)
y ε el vector de residuales de taman˜o n× 1, entonces la expresio´n (1.34) puede ser
escrita en forma matricial como:
Y = φc + ε. (1.36)
De esta forma, el estimador de mı´nimos cuadrados ordinarios del vector c en la
expresio´n 1.36 esta´ dado por:
cˆ = (φTφ)−1φTY. (1.37)
Haciendo H = φ(φTφ)−1φT, la estimacio´n del vector Y viene dada por:
Yˆ = HY. (1.38)
Si se sospecha de errores autocorrelacionados o no se puede suponer varianza
constante para los mismos, se extienden los resultados anteriores al minimizar
ahora la expresio´n:
SMSSE(Y|c) = (Y − φc)TW(Y − φc), (1.39)
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donde W es una matriz sime´trica definida positva que permite realizar diferentes
ponderaciones a las observaciones y productos residuales. Si la matriz de
varianzas y covarianzas para los errores
∑
ε es conocida se puede utilizarW =
∑−1
e
(Ramsay and Silverman, 2005). El estimador de c en la expresio´n (1.39), vı´a
mı´nimos cuadrados ponderados es:
cˆ = (φTWφ)−1φTWY. (1.40)
De manera general, el estimador de c se determina al minimizar la expresio´n:
SMSSE(Y|c) =‖ Y − φc ‖2 . (1.41)
Teniendo en cuenta que cuando se suaviza la serie original mediante una gran
cantidad de funciones de una base se puede incurrir en sobreestimacio´n (en un
caso demasiado extremo se podrı´a tener una funcio´n base por observacio´n, lo que
generarı´a un mal suavizamiento y por consiguiente un mal ajuste), Ramsay and
Silverman (2002 and 2009) proponen un me´todo de suavizado que tiene en cuenta
un factor de penalizacio´n por mal suavizamiento. En este me´todo la estimacio´n
del vector c se obtiene al minimizar la expresio´n:
F(c) =
∑
j
[y j − x(t j)]2 + λ
∫
[Lx(t)]2dt, (1.42)
donde λ representa el para´metro que penaliza la curvatura relacionada a la
bondad de ajuste cuantificada en la suma de cuadrados del error en el primer
te´rmino de (1.42) y L representa un operador diferencial de orden m aplicado a
x(t). Cuando m = 2, este operador diferencial es denominado la curvatura de x(t).
El uso de un operador diferencial L para definir el mal suavizamiento, implica
que cuando λ → ∞ se estara´ forzando el ajuste a ser cada vez mas cerrado a la
solucio´n de la ecuacio´n diferencial Lx(t) = 0. Si L es de orden 2, e´sta solucio´n
sera´ de orden 2 o´ una lı´nea recta. Por otro lado, si λ→ 0 no se estarı´a penalizando
por mal ajuste o mal suavizamiento.
Reemplazando x(t) por cTφ(t) = φT(t)c y x(t j) por φT(t j)c en la expresio´n (1.42), se
obtiene:
F(c) =
∑
j
[y j − φT(t j)c]2 + λcT
[∫
Lφ(t)LφT(t)dt
]
c. (1.43)
Sea R =
∫
φ(t)φT(t)dt la matriz de penalizacio´n por falta de suavizamiento de
orden k, la estimacio´n por mı´nimos cuadrados del vector c es:
cˆ =
(
φTφ + λR
)−1
φTY. (1.44)
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De esta forma, la matriz H = φ
(
φTφ + λR
)−1
φT y por consiguiente Yˆ = HY.
Una de las metodologı´as utilizadas para determinar un valor adecuado del
para´metro de suavizamiento λ, es la validacio´n cruzada generalizada (GCV)
desarrollada por Craven and Wahba (1979). El criterio se basa en determinar
el valor de λ que minimice la expresio´n:
GCV =
(
n
n − gl(λ)
) (
SSE
n − gl(λ)
)
, (1.45)
donde SSE es la suma de cuadrados del error que depende del valor λ, y
gl(λ) = Tr(H).
1.3.4. Estadı´sticas descriptivas para datos funcionales
Teniendo en cuenta que un primer ana´lisis estadı´stico de un conjunto de
datos debe empezar por un ana´lisis descriptivo y exploratorio, se presentan
a continuacio´n algunas estadı´sticas descriptivas funcionales propuestas por
Ramsay and Silverman (2005) para resumir datos funcionales:
Sea xi(t) i = 1, · · · ,N una muestra de curvas o datos funcionales, la media,
varianza, covarianza y correlacio´n funcional esta´n dadas por:
• Media funcional:
x(t) = N−1
∑
i
xi(t), (1.46)
• Varianza funcional:
Varx(t) = (N − 1)−1
∑
i
(xi(t) − x(t))2, (1.47)
• Funcio´n de covarianza:
Covx(t1, t2) = (N − 1)−1
∑
i
[
(xi(s) − x(s))] [(xi(t) − x(t))] , (1.48)
• Funcio´n de correlacio´n:
Corrx(t1, t2) =
Covx(t1, t2)√
Varx(t1)Varx(t2)
, (1.49)
• Funcio´n de covarianza cruzada:
Covx,y(t1, t2) = (N − 1)−1
∑
i
[
(xi(t1) − x(t1))] [(yi(t2) − y(t2))] , (1.50)
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• Funcio´n de correlacio´n cruzada:
Corrx,y(t1, t2) =
Covx,y(t1, t2)√
Varx(t1)Vary(t2)
. (1.51)
Ramsay and Silverman (2005) tambie´n plantean otros me´todos o herramientas
para el ana´lisis descriptivo de datos funcionales como el ana´lisis de componentes
principales funcionales. Dabo-Niang et al. (2007) definen extensiones de la moda
a datos funcionales; Febrero et al. (2007) presentan una metodologı´a para la
deteccio´n de outliers en datos funcionales.
1.3.5. Regresio´n lineal funcional
El tema de regresio´n es el que ha recibido ma´s atencio´n por parte de la
comunidad cientı´fica (Febrero, 2008). Se pueden establecer distintos modelos bajo
las diferentes condiciones que deben cumplir la variable respuesta y las variables
regresoras. En sus distintas variantes, el problema es inicialmente estudiado en
Ramsay and Silverman (2002), al que dedican varios capı´tulos y sobre el cual se
hace una breve descripcio´n en el presente trabajo.
• Regresio´n lineal funcional con respuesta escalar
En la regresio´n lineal cla´sica, los modelos predictivos son a menudo
expresados como:
yi =
p∑
j=0
xi jβ j + εi i = 1, . . . ,N. (1.52)
Esto es, se modela una respuesta escalar yi a partir de p covariables escalares
xi j mediante una estructura lineal. La covariable dummy con j = 0, que
toma el valor de 1 para todo i, es usualmente incluida puesto que el origen
de la variable respuesta o de la(s) explicativa(s) puede ser arbirtrario. El
te´rmino εi es el error de prediccio´n de la i-e´sima observacio´n. Estos errores
usualmente se consideran independientes e identicamente distribuidos.
Pero ¿que´ sucede cuando las covariables observadas son funciones xi(t)?.
Si solo se tiene una covariable funcional xi(t), esta se puede discretizar al
escoger un conjunto de tiempos t1, · · · , tq y considerar ası´ el modelo:
yi = α0 +
q∑
j=1
xi(t j)β j + εi j, (1.53)
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la pregunta es ¿que´ tiempos t j se consideran importantes dado que q < N?.
Una respuesta se plantea con el siguiente modelo:
yi = α0 +
∫
xi(t)β(t)dt + εi j. (1.54)
De esta forma, el intere´s recae en la estimacio´n de β(t), el cual como se puede
observar es un para´metro funcional.
Varias estrategias han sido desarrolladas para abordar este problema.
Algunas de ellas tienen en cuenta que β(t) es un dato funcional que puede ser
expresado como β(t) =
∑K
k ckφk(t) = cTφ(t). Otras reducen la alta dimensio´n
de las covariables funcionales realizando una aproximacio´n a una baja
dimensio´n mediante el ana´lisis de componentes principales.
Ramsay and Silverman (2002 and 2009) proponen un me´todo para la
estimacio´n de los para´metos en (1.54). El me´todo consiste en minimizar
la expresio´n:
PENSSEλ(α0, β) =
∑
i
[
yi − α0 −
∫
xi(t)β(t)dt
]2
+ λ
∫ [
Lβ(t)
]2 dt. (1.55)
Esta expresio´n permite reducir la variacio´n de β(t) tanto como se quiera a la
solucio´n de la ecuacio´n diferencial Lβ(t) = 0.
Ma´s de una covariable funcional y tambie´n covariables esclares pueden
ser incorporadas dentro del modelo (1.54). Suponga que adema´s de las
mediciones yi se tienen p covariables escalares zi1, zi2, · · · , zip y q covariables
funcionales xi1(t), xi2(t), · · · , xiq(t) medidas para el individuo i, con i =
1, . . . ,N. Toda e´sta informacio´n puede ser incorporada en el siguiente
modelo:
yi = α0 + zTi α +
q∑
j=1
∫
xi j(t)β j(t)dt + εi, (1.56)
donde zi =
(
zi1, zi2, · · · , zip
)T
, β j(t) es el parame´tro funcional que acompan˜a a
la j-e´sima variable, con j = 1, . . . , q y εi es el error de estimacio´n de la i-e´sima
observacio´n.
A partir del modelo (1.56) se puede definir un estimador de mı´nimos
cuadrados como sigue:
CAPI´TULO 1. MARCO TEO´RICO 27
Sea Z definida por:
Z =

zT1
∫
x11(t)φ1(t)dt . . .
∫
x1q(t)φq(t)dt
...
...
zTn
∫
xn1(t)φ1(t)dt . . .
∫
xnq(t)φq(t)dt
 . (1.57)
Aquı´ φk es la expansio´n base utilizada para representar βk(t). Tambie´n es
posible definir una matriz de penalizacion R, tal que:
R(λ) =

0 · · · · · · · · ·
0 λ1R1 · · · · · ·
...
...
. . .
...
0 0 · · · λqRq
 , (1.58)
donde Rk es la matriz penalizante asociada a la penalizacio´n de
suavizamiento del para´metro funcional βk, y λk es el para´metro
correspondiente de suavizamiento. Utilizando la metodologı´a de mı´nimos
cuadrados penalizados, es posible obtener la estimacio´n del vector de
para´metros b como:
bˆ =
(
ZTZ + R(λ)
)−1
ZTY, (1.59)
el cual contiene la estimacio´n del vectorαy de los coeficientes utilizados para
la estimacio´n de cada funcio´n de coeficientes βk(t) (Ramsay and Silverman,
2009).
• Regresio´n lineal funcional con respuesta funcional
La estructura de este modelo es muy similar a la del modelo (1.56), solo que
en este caso lo que se desea modelar ya no es un escalar sino una funcio´n yi(t)
en un determinado periodo de tiempo, a partir de observaciones funcionales
xi j(t) en el mismo periodo de tiempo t. Este modelo es denominado el modelo
concurrente y esta´ dado por:
yi(t) = β0(t) +
q−1∑
j=1
xi j(t)β j(t) + εi(t), (1.60)
donde β j(t), para j = 1, . . . , q−1 corresponde al efecto causado por la j-e´sima
covariable funcional sobre la variable respuesta yi(t) y β0(t) es la funcio´n
intercepto.
Sea Z una matrix funcional de taman˜o N × q que contiene todas las
observaciones funcionales xi j(t). Sea β(t) el vector de coeficientes funcionales
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de longitud q que contiene los coeficientes funcionales correspondientes a
cada funcio´n regresora y sea r(t) el vector conformado por las N funciones
residuales, entonces el modelo lineal funcional concurrente (1.60) puede ser
expresado en forma matricial como:
Y(t) = Z(t)β(t) + r(t), (1.61)
dondeY es un vector funcional de longitud N conformado por las respuestas
funcionales.
Dado que r(t) = Y(t) − Z(t)β(t), entonces la expresio´n a minimizar para
encontrar la estimacio´n de los para´metros es:
LMSSE(β) =
∫
rT(t)r(t)dt +
p∑
j
λ j
∫ [
L jβ j(t)
]2
dt. (1.62)
Expandiendo la funcio´n de regresio´n β j(t) en te´rminos de K j funciones base
θkj, se tiene que: β j(t) =
∑K j
k bkjθkj(t) = θ
T
j (t)b j. Definiendo Kβ =
∑q
j K j, se
construye un vector b de longitud Kβ, tal que b =
(
bT1 , b
T
2 , · · · , bTq
)T
. Sea Θ(t)
una matriz de funciones de taman˜o q × Kβ tal que:
Θ(t) =

θT1 (t) 0 · · · 0
0 θT1 (t) · · · 0
...
...
. . .
...
0 0 · · · θTq (t)
 , (1.63)
el vector β(t) puede ser expresado como: β(t) = Θ(t)b. De esta forma, el vector
de funciones residuales r(t) puede ser escrito como: r(t) = Y(t) − Z(t)Θ(t)b.
SeaR(λ) una matriz diagonal en bloques cuyo j-e´simo bloque esta dado por:
λ j
∫ [
L jθ j(t)
]T [
L jθ j(t)
]
dt, (1.64)
entonces la expresio´n (1.62) puede escrita como:
LMSSE(β) =
∫ [
YT(t)Y(t) − 2bTΘT(t)ZT(t)Y(t) + bTΘT(t)ZT(t)Z(t)Θ(t)b
]
dt+bTR(λ)b.
Al diferenciar e´sta expresio´n con respecto a b e igualar a cero (estimacio´n
por mı´nimos cuadrados penalizados), se obtiene el siguiente sistema de
ecuaciones normales:
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[∫
ΘT(t)ZT(t)Z(t)Θ(t)dt + R(λ)
]
bˆ =
[∫
ΘT(t)ZT(t)Y(t)dt
]
. (1.65)
Sean:
A =
∫
ΘT(t)ZT(t)Z(t)Θ(t)dt + R(λ), y d =
∫
ΘT(t)ZT(t)Y(t)dt, (1.66)
el sistema de ecuaciones normales (1.65) puede ser escrito como Abˆ =
d, donde A se conoce como la matriz de ecuaciones normales y d =∫
ΘT(t)ZT(t)Y(t)dt como el vector del sistema. Al solucionar este sistema de
ecuaciones se obtiene la estimacio´n de los coeficientes escalares del vector b.
Estas ecuaciones estan dadas en te´rminos de integrales de las funciones
de la base y datos funcionales. En algunos casos es posible evaluarlas
explı´citamente, pero en otros hay que recurrir a la integracio´n nume´rica
(Ramsay and Silverman, 2009).
CAPI´TULO 2
Metodologı´a propuesta
En este capı´tulo se presenta una metodologı´a que permite realizar la prediccio´n
espacial de una variable escalar georeferenciada basada en su informacio´n y
la de una variable funcional. De manera especı´fica se combinan las te´cnicas
geoestadı´sticas del cokriging (Myers, 1982) con las de regresio´n lineal funcional
(Ramsay and Silverman, 2005) para proponer un predictor insesgado. La
estimacio´n de los para´metros de este predictor se realiza al minimizar la suma de
las varianzas del error de prediccio´n.
Teniendo en cuenta el objetivo general de este trabajo, la primera idea que
surge luego de haber abordado el estado del arte de la geoestadı´stica y ADF,
es utilizar el modelo (1.56) propuesto por Ramsay and Silverman (2002) para
modelar una variable escalar a partir de un conjunto de covariables escalares (que
en nuestro caso podrı´an ser las coordenadas planas de los sitios muestreados
georeferenciados) y funcionales. El problema con esta primera idea, es que este
modelo no tiene en cuenta la posible correlacio´n espacial que puede tener la
variable escalar con la covariable funcional ni sus respectivas autocorrelaciones
espaciales.
En este trabajo se asume que los procesos aleatorios escalar y funcional son
estacionarios de segundo orden e isotro´picos, es decir que la media y la varianza
(media y varianza funcional en el caso de la variable funcional) de cada proceso
son constantes y que la funcio´n de covarianza depende unicamente de la distancia
entre los sitios muestreados. De acuerdo con Giraldo (2009), se dice que un proceso
estoca´stico funcional es estacionario de segundo orden e isotro´pico si:
• E(Xs(t)) = m(t) para todo t ∈ T, s ∈ D,
• V(Xs(t)) = σ2(t) para todo t ∈ T, s ∈ D,
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• COV(Xsi(t),Xs j(t)) = C(h; t) = Csis j(t), para todo si, s j ∈ D, t ∈ T, donde
h = ||si − s j||,
• 12Var(Xsi(t) − Xs j(t)) = γ(h; t) = γsis j(t), para todo si, s j ∈ D, t ∈ T, donde
h = ||si − s j||.
No´tese que estas condiciones son muy similares a las que se presentan en el
capı´tulo uno para un proceso estoca´stico escalar.
2.1. Predictor propuesto
Suponga que se tiene la informacio´n de n procesos estoca´sticos vectoriales
Y(si) = {Z(si),Xsi(t1), . . . ,Xsi(tm)} con i = 1 . . . ,n tal que {Z(si) : si ∈ D ⊂ Rd} y{Xsi(t j) : si ∈ D ⊂ Rd, t j ∈ T}. Con e´sta informacio´n, el predictor cokriging del
proceso estoca´stico Z(s) en un sitio s0 definido en (1.18) toma la forma
Zˆ(s0) =
n∑
i=1
λiZ(si) +
n∑
i=1
βi1Xsi(t1) + · · · +
n∑
i=1
βimXsi(tm)
=
n∑
i=1
λiZ(si) +
n∑
i=1
m∑
j=1
βi jXsi(t j). (2.1)
Cuando m → ∞ (por ejemplo si se tienen muchos periodos de tiempo t j con
j = 1, . . . ,m) el predictor (2.1) puede escribirse como:
Zˆ(s0) =
n∑
i=1
λiZ(si) +
n∑
i=1
∫
T
βi(t)Xsi(t)dt, (2.2)
donde Zˆ(s0) es la prediccio´n del proceso estoca´stico Z(s) en el sitio no muestreado
s0, λi corresponde al efecto causado por el proceso estoca´stico Z(si) con i = 1, . . . ,n
sobre Zˆ(s0). Xsi(t) representa una variable aleatoria funcional construida a partir
del suavizado de Xsi(t1), . . . ,Xsi(tm) y βi(t) es la representacio´n funcional de los
para´metros βi1, . . . , βim en (2.1). Este para´metro funcional proporciona el efecto
causado por la variable funcional Xsi(t) sobre Zˆ(s0).
Usando una base de k funciones φ(t) = (φ1(t), . . . , φ j(t), . . . , φk(t))T los para´metros
y variables funcionales pueden ser expresados como (Ramsay and Silverman,
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2005; Giraldo, 2009):
βi(t) =
k∑
j=1
bi jφ j(t) = bTi φ(t), (2.3)
y
Xsi(t) =
k∑
j=1
ai jφ j(t) = aTi φ(t), (2.4)
donde los vectores bTi = (bi1, . . . , bi j, . . . , bik) y aTi = (ai1, . . . , ai j, . . . , aik) esta´n
conformados por los coeficientes estimados de expansio´n utilizados para la
construccio´n del para´metro y variable funcional del sitio si respectivamente.
Especı´ficamente Los elementos bi j, ai j corresponden a los coeficientes estimados
que ponderan la j-e´sima funcio´n φ j(t) utilizada para la obtencio´n del para´metro
y la variable funcional del i-e´simo sitio respectivamente.
De esta forma, el predictor propuesto (2.2) se puede reescribir de la siguiente
manera:
Zˆ(s0) =
n∑
i=1
λiZ(si) +
n∑
i=1
∫
T
bTi φ(t)a
T
i φ(t)dt
=
n∑
i=1
λiZ(si) +
n∑
i=1
bTi
∫
T
φ(t)φT(t)dtai. (2.5)
Sea W =
∫
T
φ(t)φT(t)dt una matriz sime´trica de taman˜o k × k, conformada por los
productos internos de las funciones que conforman la base φ(t). Esto es,
W =

∫
T φ1(t)φ1(t)dt · · ·
∫
T φ1(t)φ j(t)dt · · ·
∫
T φ1(t)φk(t)dt
...
. . .
...
...
...∫
T φ j(t)φ1(t)dt · · ·
∫
T φ j(t)φ j(t)dt · · ·
∫
T φ j(t)φk(t)dt
...
...
...
. . .
...∫
T φk(t)φ1(t)dt · · ·
∫
T φk(t)φ j(t)dt · · ·
∫
T φk(t)φk(t)dt

, (2.6)
donde el elemento
∫
T
φ j(t)φk(t)dt = 〈φ j(t), φk(t)〉 = w jk corresponde al producto
interno entre la j-e´sima y k-e´sima funcion de la base φ(t). La matriz W puede ser
calculada utilizando integracio´n nume´rica (Giraldo, 2009; Ramsay and Silverman,
2009).
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Teniendo en cuenta lo anterior, la expresio´n (2.5) puede ser reescrita como:
Zˆ(s0) =
n∑
i=1
λiZ(si) +
n∑
i=1
bTi Wai. (2.7)
Sea a∗i = Wai el vector de coeficientes estimados de expansio´n utilizados para
la obtencio´n de la variable funcional en el sitio si multiplicado por la matriz de
productos internos de funciones W, la expresio´n (2.7) puede escribirse como:
Zˆ(s0) =
n∑
i=1
λiZ(si) +
n∑
i=1
bTi a
∗
i , (2.8)
donde el vector a∗i es tal que:
a∗i = Wai
=

∫
T φ1(t)φ1(t)dt · · ·
∫
T φ1(t)φ j(t)dt · · ·
∫
T φ1(t)φk(t)dt
...
. . .
...
...
...∫
T φ j(t)φ1(t)dt · · ·
∫
T φ j(t)φ j(t)dt · · ·
∫
T φ j(t)φk(t)dt
...
...
...
. . .
...∫
T φk(t)φ1(t)dt · · ·
∫
T φk(t)φ j(t)dt · · ·
∫
T φk(t)φk(t)dt


a1i
...
ai j
...
aik

=

ai1
∫
T φ1(t)φ1(t)dt + · · · + ai j
∫
T φ1(t)φ j(t)dt + · · · + aik
∫
T φ1(t)φk(t)dt
...
ai1
∫
T φ j(t)φ1(t)dt + · · · + ai j
∫
T φ j(t)φ j(t)dt + · · · + aik
∫
T φ j(t)φk(t)dt
...
ai1
∫
T φk(t)φ1(t)dt + · · · + ai j
∫
T φk(t)φ j(t)dt + · · · + aik
∫
T φk(t)φk(t)dt

=

k∑
l=1
ail
∫
T φ1(t)φl(t)dt
...
k∑
l=1
ail
∫
T φ j(t)φl(t)dt
...
k∑
l=1
ail
∫
T φk(t)φl(t)dt

=

a∗i1
...
a∗i j
...
a∗ik

, (2.9)
con:
a∗i j =
k∑
l=1
ail
∫
T
φ j(t)φl(t)dt =
k∑
l=1
ailw jl. (2.10)
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Al sustituir (2.9) en (2.8) se tiene que:
Zˆ(s0) =
n∑
i=1
λiZ(si) +
n∑
i=1
k∑
j=1
bi ja∗i j. (2.11)
El predictor (2.11) tiene una expresio´n similar a la del predictor cokriging definido
en (1.18). La diferencia es que ahora las covariables corresponden a los coeficientes
definidos en (2.10). Bajo condiciones de estacionariedad de segundo orden el
predictor (2.11) resulta ser insesgado cuando:
n∑
i=1
λi = 1 y
n∑
i=1
bi j = 0 para j = 1 . . . , k.
Sean los proceso escalares Z(si) = Z1(si), a∗i1 = Z2(si), a
∗
i2 = Z3(si),. . . , a
∗
ik = Zk+1(si) y
los pesos λi = λi11, bi1 = λ
i
21, bi2 = λ
i
31,. . . ,bik = λ
i
(k+1)1, el predictor (2.11) puede ser
expresado como:
Zˆ1(s0) =
n∑
i=1
λi11Z1(si) +
n∑
i=1
k+1∑
j=2
λij1Z j(si)
=
n∑
i=1
k+1∑
j=1
λij1Z j(si). (2.12)
Para encontrar las estimaciones de los λij1 con j = 1, . . . , k + 1 en la expresio´n (2.12)
sujeta a las restriccio´n de insesgamiento
n∑
i=1
λij1 =
{
1 si j = 1
0 si j > 1 , (2.13)
se sigue la metodologı´a desarrollada por Myers (1982), la cual consiste en
minimizar la expresio´n (1.19):
k+1∑
j=1
Var[Z j(s0) − Zˆ j(s0)] =
k+1∑
j=1
E[Z j(s0) − Zˆ j(s0)]2,
que conduce a resolver el sistema de ecuaciones (1.24) presentado en el capı´tulo
uno: 
C(s1 − s1) · · · C(s1 − sn) I
· · ·
C(sn − s1) · · · C(sn − sn) I
I · · · I 0


Ψ1
...
Ψn
u
 =

C(s1 − s0)
...
C(sn − s0)
I
 .
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2.2. Predictor propuesto cuando la variable funcional
es obtenida a partir de una base ortonormal
Un caso particular del predictor (2.2) se presenta cuando las variables funcionales
Xsi(t) con i = 1, . . . ,n son obtenidas a trave´s de una base de funciones ortonormal.
Si la base φT(t) = (φ1(t), . . . , φ j(t), . . . , φk(t)) es ortonormal entonces el producto
interno:
〈φm(t), φ j(t)〉 =
∫
T
φm(t)φ j(t)dt =
{
0 si m , j con m, j = 1, . . . , k
1 si m = j. (2.14)
De esta forma, la matriz W de productos internos definida en (2.6) resulta ser una
matriz ide´ntica y en este caso el predictor (2.7) puede ser escrito como:
Zˆ(s0) =
n∑
i=1
λiZ(si) +
n∑
i=1
bTi ai
=
n∑
i=1
λiZ(si) +
n∑
i=1
k∑
j=1
bi jai j. (2.15)
El predictor (2.15) es un cokriging entre la variable escalar y los k coeficientes
estimados que ponderan cada una de las k funciones (de la base) utilizadas para
la obtencio´n de las variables Xsi(t) con i = 1, . . . ,n.
Las condiciones de insesgamiento del predictor (2.15) bajo los supuestos de
estacionariedad de segundo orden e isotropı´a tanto para la variable escalar como
para la funcional esta´n dados en este caso por:
n∑
i=1
λi = 1 y
n∑
i=1
bi j = 0 para j = 1, . . . , k.
Realizando el mismo proceso de sustitucio´n con las k + 1 variables del cokriging
en el caso anterior, el predictor (2.15) puede ser expresado como:
Zˆ(s0) =
n∑
i=1
k+1∑
j=1
λij1Z j(si).
La estimacio´n de los λij1 con j = 1, . . . , k + 1 en la expresio´n anterior bajo la
restriccio´n de insesgamiento (2.13), puede ser obtenida al solucionar el sistema de
ecuaciones (1.24) (Myers, 1982).
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Las estimaciones de los para´metros de los predictores (2.11) y (2.15) tambie´n
pueden ser obtenidas al solucionar el sistema de ecuaciones (1.28) determinado
por ver Hoef and cressie (1993).
CAPI´TULO 3
Aplicacio´n: prediccio´n de PM10 en la ciudad
de Bogota´
Como ilustracio´n de la metodologı´a desarrollada, se presenta un ejemplo en
el que se hace prediccio´n de la variable escalar material particulado PM10
en microgramos por metro cu´bico (µg/m3) tomado para algunos sitios de la
ciudad de Bogota´. Esta prediccio´n se realiza a partir de su informacio´n (en sitios
muestreados) y la de la variable funcional velocidad promedio del viento medida
en metros por segundo (m/s).
El intere´s en predecir las cantidades ma´ximas de PM10 en la ciudad de Bogota´,
se debe a que e´sta variable es uno de los pricipales contaminantes del aire.
Sus caracterı´sticas fı´sico-quı´micas y los efectos sobre la salud humana hacen
que su monitoreo sea de suma importancia, ya que al ser inhalado en grandes
cantidades por el ser humano puede ocasionar graves problemas respiratorios
como tos, resollo y hasta la muerte prematura en individuos con enfermedades
pulmonares y del corazo´n. El PM10 esta´ compuesto por particulas so´lidas o
lı´quidas de dia´metros inferiores a 10 micras provenientes de procesos como la
erosio´n, las erupciones volca´nicas, los incendios, de las actividades agrı´colas como
la fertilizacio´n y almacenamiento de granos, de la quema de basuras en lugares
al aire libre, del humo de cigarrillos, de automoviles, del polvo, del hollı´n, entre
otros.
La hipo´tesis en esta aplicacio´n es que la ma´xima cantidad promedio horaria de
PM10 en un sitio de la ciudad de Bogota´, depende de lo que suceda con e´sta y la
velocidad promedio del viento (covariable funcional) en sitios cercanos. Esto es,
se supone que estas variables pueden estar autocorrelacionadas y correlacionadas
espacialmente.
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• Recoleccio´n de la informacio´n.
Bogota´ cuenta con una red de monitoreo de la calidad del aire (RMCAB)
conformada por 15 estaciones ubicadas en diferentes zonas de la ciudad,
de las cuales 13 miden variables contaminantes y meteorolo´gicas y las
2 restantes solo variables metereolo´gicas. Entre estas variables esta´n
PM10, temperatura, precipitacio´n, velocidad del viento, humedad relativa,
radiacio´n, entre otras. Los registros o mediciones de estas variables se
toman por hora, dı´a, mes o an˜o y proporcionan medidas estadı´sticas como
ma´ximos, mı´nimos, promedios, entre otras.
Figura 3.1. Ubicacio´n de las estaciones que conforman la red de monitoreo de la calidad
del aire en Bogota´ (RMCAB).
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En la figura 3.1 se presenta la ubicacio´n de las estaciones que conforman
la RMCAB. Las estaciones encerradas en cı´rculos negros corresponden a
aquellas estaciones que proporcionan la informacio´n para la aplicacio´n que
se muestra en este trabajo. Lo anterior, debido a que en estas estaciones se
miden las variables PM10 y velocidad del viento y adema´s no se presentan
muchos datos faltantes en cuanto a los registros de estas.
De esta forma, se recolecta la informacio´n correspondiente al valor o
cantidad ma´xima promedio horaria de PM10 (µg/m3) registrada en 10 de
las 15 estaciones que conforman actualmente la RMCAB durante el periodo
de tiempo comprendido del 26 de enero de 2011 (12:00 a.m) al 03 de febrero
de 2011 (03:00 p.m). De la misma manera, y para este mismo perı´odo de
tiempo, se recolecta la informacio´n correspondiente a la velocidad promedio
del viento cada dos horas. Al final de esta etapa de recoleccio´n, se tienen
10 datos para la variable PM10 (variable escalar a predecir), y 98 datos (por
cada estacio´n) para la consecucio´n de la variable funcional, en este caso la
velocidad promedio del viento.
• Estructuracio´n de la base de datos.
La estructuracio´n de la base de datos se hace en excel y contiene la
informacio´n correspondiente a nombre de la estacio´n, coordenadas planas
de la ubicacio´n de la estacio´n (Norte:Y ; Este:X), la ma´xima cantidad
promedio horaria de PM10 y las 98 velocidades promedio del viento
registradas en cada estacio´n.
• Procesamiento de la informacio´n.
El procesamiento de la informacio´n se realiza con el paquete estadı´stico
R versio´n 2.13.1. De manera especifı´ca se utiliza el paquete fda para el
suavizamiento de las series originales, la obtencio´n de los coeficientes de
expansio´n y el ca´lculo de los productos internos funcionales. Los paquetes
geoR, gstat, lattice y akima son utilizados para realizar la prediccio´n
cokriging.
3.1. Etapa de suavizamiento de las series originales
Teniendo en cuenta la descripcio´n de la variable escalar y la variable funcional,
se realiza en primera instancia la etapa de suavizado de las series originales
correspondientes a las velocidades promedio del viento. Lo anterior se realiza
con bases de Fourier (por el comportamiento perio´dico de las series) variando
el nu´mero de funciones en ellas y el tiempo de periodicidad T. Para cada caso
se determinan la sumas de cuadrados del error (SSE) con el fin de escoger un
nu´mero de funciones base adecuado. En la figura 3.2 se pueden observar las SSE
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al suavizar las series con 5, 7 y 11 funciones base de Fourier con un tiempo de
periodicidad T = 12 horas.
0 20 40 60 80 100
0
2
4
6
8
 (a)   SERIES ORIGINALES
Hora
Ve
lo
ci
da
d 
pr
om
ed
io
 d
el
 v
ie
nt
o 
(m
/s)
0 20 40 60 80 100
0
2
4
6
8
(b)   K=5  (SSE=744.0198)
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(c)   K=7  (SSE=732.4425)
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Figura 3.2. (a). Series originales de velocidad promedio del viento, (b). Series originales
suavizadas con una base de Fourier de 5 funciones, (c). Series originales suavizadas
con una base de Fourier de 7 funciones, (d). Series originales suavizadas con una base
de Fourier de 11 funciones.
De acuerdo con los resultados presentados en la figura 3.2 y en te´rminos de la
SSE, se puede observar que el nu´mero de funciones que deben conformar la base
de Fourier para llevar a cabo el suavizado de las series originales es de 7 (con
un tiempo de periodicidad T = 12 horas). En la figura A.1 del ape´ndice A.2 se
muestra la relacio´n de la SSE con bases de Fourier de diferente taman˜o k. En ella
se puede apreciar nuevamente que la menor SSE se presenta para un nu´mero de
funciones igual a 7 (SSE=732.4425).
3.2. Coeficientes de expansio´n estimados y ponderados
Luego de escoger el nu´mero adecuado de funciones que conforman la base
de Fourier (bajo un tiempo de periodicidad T = 12 horas) para el proceso de
suavizado, se procede a determinar los 7 coeficientes estimados (C1,. . . ,C7) que
ponderan cada una de las 7 funciones de la base utilizada para el suavizado de
cada una de las series originales. La tabla 3.1 presenta los coeficientes estimados
y utilizados para el suavizamiento de cada una de las series correspondientes a
cada estacio´n.
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i Estacio´n C1 C2 C3 C4 C5 C6 C7
1 Carvajal 4.35 2.31 1.87 1.40 -0.40 -0.10 -0.67
2 Fontibon 11.24 3.97 2.12 2.17 -1.05 -0.37 -0.83
3 Guaymaral 3.49 1.67 1.26 0.85 -0.48 -0.51 -0.50
4 Kennedy 9.76 3.52 1.72 1.54 -0.55 -0.05 -0.60
5 Las Ferias (Carrefour) 6.90 2.17 1.37 0.91 -0.69 -0.26 -0.56
6 PSimonBol 5.77 2.13 1.52 0.88 -0.27 -0.48 -0.24
7 Paranda 9.80 3.00 1.49 1.77 -0.37 -0.48 -0.63
8 Suba (Corpas) 6.41 0.76 1.63 0.51 -0.13 -0.83 -0.23
9 Tunal 4.64 1.94 1.27 1.07 -0.33 -0.01 -0.35
10 Usaquen (Bosque) 5.39 1.12 -0.22 0.19 -0.07 -0.17 -0.59
Tabla 3.1. Coeficientes de expansio´n estimados para cada estacio´n.
Para hacer uso del predictor (2.11), se determina la matriz de productos internos
W que para esta aplicacio´n esta´ dada por:
W =

8.08 0.08 0.08 0.11 0.00 0.08 −0.08
0.08 8.08 0.08 0.11 −0.01 0.07 −0.08
0.08 0.08 8.08 0.11 0.01 0.08 −0.07
0.11 0.11 0.11 8.15 0.00 0.10 −0.10
0.00 −0.01 0.01 0.00 8.01 0.01 0.01
0.08 0.07 0.08 0.10 0.01 8.08 −0.05
−0.08 −0.08 −0.07 −0.10 0.01 −0.05 8.08

Al multiplicar esta matriz por cada vector de coeficientes estimados se obtienen
las 7 combinaciones lineales de coeficientes estimados ponderados (CP1,. . . , CP7)
correspondientes a cada estacio´n. En la tabla 3.2 se presentan estos resultados.
i Estacio´n CP1 CP2 CP3 CP4 CP5 CP6 CP7
1 Carvajal 35.68 19.34 15.85 12.40 -3.20 -0.00 -6.23
2 Fontibon 91.61 33.43 18.67 19.71 -8.41 -1.48 -8.25
3 Guaymaral 28.53 13.95 10.66 7.62 -3.85 -3.58 -4.57
4 Kennedy 79.53 29.59 15.16 14.25 -4.40 0.86 -6.11
5 Las Ferias (Carrefour) 56.21 18.37 11.93 8.61 -5.57 -1.21 -5.40
6 PSimonBol 47.00 17.94 12.99 8.24 -2.18 -3.12 -2.72
7 Paranda 79.81 25.41 13.29 16.07 -3.00 -2.58 -6.33
8 Suba (Corpas) 52.03 6.83 13.77 5.05 -1.04 -6.00 -2.54
9 Tunal 37.93 16.31 10.97 9.61 -2.69 0.63 -3.52
10 Usaquen (Bosque) 43.67 9.57 -1.19 2.29 -0.60 -0.88 -5.22
Tabla 3.2. Combinaciones lineales de coeficientes de expansio´n estimados y ponderados
para cada estacio´n.
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3.3. Cokriging
Realizado el proceso de ponderacio´n de los coeficientes estimados se procede a la
estructuracio´n de la base de datos en Excel con la que se realiza el cokriging con
8 variables (PM10 y las siete combinaciones lineales de coeficientes estimados
ponderados). E´sta base de datos contiene para cada estacio´n la informacio´n
correspondiente a las variables indicador, nombre de la estacio´n, coordenada
este y norte en metros (escala 1:100.000 metros), CP1, . . . , CP7 y ma´xima cantidad
promedio horaria de PM10 (µg/m3).
Estructurada la base se procede a realizar un ana´lisis estadı´stico descriptivo de las
variables consideradas para el cokriging con el fin de examinar posibles problemas
de tendencia. Este ana´lisis se realiza mediante gra´ficos de burbujas para cada una
de las 8 variables consideradas. El gra´fico para la variable de intere´s de prediccio´n
PM10 se presenta en la figura 3.3 donde no se evidencia un problema de tendencia.
Resultados muy similares se observan en los gra´ficos para las dema´s variables
consideradas para el cokriging (ver a´pendice A.2).
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Figura 3.3. Gra´fico de burbujas para la variable PM10.
Tambie´n se realiza una matriz gra´fica de dispersio´n entre la variable de intere´s,
las coordenadas planas de la ubicacio´n de cada estacio´n y las siete combinaciones
lineales de coeficientes estimados ponderados. Lo anterior, para visualizar a
grandes rasgos la posible relacio´n entre cada par de variables. E´sta matriz se
puede visualizar en la figura 3.4, en la cual se pueden observar relaciones lineales
entre algunas de ellas.
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Figura 3.4. Matriz de dispersio´n para las variables consideradas en el cokriging.
Para confirmar este hecho, se presenta en la tabla 3.3 la matriz de correlaciones de
Pearson.
CP1 CP2 CP3 CP4 CP5 CP6 CP7 PM10
CP1 1.00 0.79 0.46 0.74 -0.58 0.10 -0.62 0.34
CP2 0.79 1.00 0.63 0.94 -0.79 0.46 -0.77 0.55
CP3 0.46 0.63 1.00 0.76 -0.62 -0.05 -0.28 0.51
CP4 0.74 0.94 0.76 1.00 -0.76 0.32 -0.74 0.63
CP5 -0.58 -0.79 -0.62 -0.76 1.00 -0.27 0.72 -0.17
CP6 0.10 0.46 -0.05 0.32 -0.27 1.00 -0.47 0.31
CP7 -0.62 -0.77 -0.28 -0.74 0.72 -0.47 1.00 -0.45
PM10 0.34 0.55 0.51 0.63 -0.17 0.31 -0.45 1.00
Tabla 3.3. Matriz de correlaciones (Pearson) entre las variables consideradas para el
cokriging.
Como se menciona al inicio de este capı´tulo, la prediccio´n espacial de la variable
de intere´s se realiza mediante el paquete estadı´stico R. Especificamente se utiliza
el paquete gstat, el cual proporciona algunas funciones que permiten realizar
la estimacio´n y el modelamiento de los semivariogramas simples y cruzados
ası´ como la prediccio´n cokriging y su respectiva validacio´n.
Para visualizar la posible autocorrelacio´n espacial de las variables a incluirse
en el cokriging, ası´ como la correlacio´n espacial entre ellas, se procede a la
determinacio´n de los semivariogramas experimentales simples y cruzados. Los
resultados obtenidos sin ajustar elementos como el rango, silla y efecto pepita se
muestran en la figura 3.5.
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Figura 3.5. Semivariogramas simples y cruzados sin recortar.
En e´sta figura se puede evidenciar autocorrelacio´n y correlacio´n espacial hasta un
rango de aproximadamente 8000 metros (escala 1:100.000 metros) y una silla de
4000 (µg/m3)2. Bajo estos indicios, se calculan nuevamente los semivariogramas
ahora recortados en este rango. Los semivariogramas recortados se presentan en
la figura 3.6.
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Figura 3.6. Semivariogramas simples y cruzados recortados a un rango de 8000 metros.
Para ajustar un modelo a los semivariogramas de la figura 3.6, se prueban los
modelos lineal, exponencial, Gaussiano, circular y el esfe´rico. El modelo definitivo
se escoge teniendo en cuenta la varianza de prediccio´n de cada modelo. En este
caso el modelo que mejores resultados presenta es el Gaussiano, cuyo ajuste se
presenta en la figura 3.7. En el ape´ndice A.2 se presenentan los semivariagoramas
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(simples y cruzados) ajustados por los modelos lineal, exponencial, circular y
esfe´rico y sus correspondientes varianzas de prediccio´n.
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Figura 3.7. Ajuste del modelo Gaussiano a los semivariogramas simples y cruzados.
Luego de ajustar un modelo Gaussiano a la funcio´n de semivarianza experimental,
se procede a realizar la prediccio´n de la variable de intere´s en los sitios no
muestreados a partir de su informacio´n y la de las combinaciones lineales de
coeficientes estimados ponderados obtenidas al suavizar las series perio´dicas
originales. En la figura 3.8 se presenta el mapa de contornos correspondiente a las
predicciones cokriging de la variable ma´ximo promedio horario de PM10 en la
ciudad de Bogota´, y el correspondiente a las varianzas estimadas de prediccio´n.
Figura 3.8. (a). Prediccio´n cokriging de la variable ma´ximo promedio horario de PM10,
(b). Varianzas estimadas de la prediccio´n cokriging.
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Se puede apreciar en la figura 3.8 (a), que las mayores cantidades predichas
de PM10 se encuentran en la zona suroccidental de la ciudad, en sitios como
Puente Aranda, Kennedy, Antonio Narin˜o, Tunjelito, Ciudad Bolivar, entre otros.
Las menores cantidades predichas se presentan en algunas zonas centrales y
nororientales de la ciudad como algunos sitios de Suba, Usaque´n, Engativa,
Fontibo´n, Chapinero, Teusaquillo, etc. Estos resultados son similares a los
encontrados por la RMCAB en febrero de 2008 (ve´ase figura 3.11). En la figura
3.8 (b), se puede observar que la mayores varianzas estimadas de prediccio´n
se presentan en algunas zonas noroccidentales y surorientales, probablemente
debido a las pocas estaciones que se encuentran en estos sitios. Sin embargo en
gran parte de la ciudad se mantiene una varianza estimada de prediccio´n baja
(zona de color verde en la figura 3.8 (b)), lo que proporciona confiabilidad de las
predicciones obtenidas.
3.4. Comparacio´n con la prediccio´n kriging
Para observar cua´l es la ganancia de incorporar la variable funcional en el
cokriging, se realiza un kriging de la variable escalar y se comparan sus resultados
con los del predictor propuesto en este trabajo. La figura 3.9 muestra los resultados
de las predicciones obtenidas con los dos me´todos.
Figura 3.9. (a). Prediccio´n cokriging de la variable ma´ximo promedio horario de PM10,
(b). Prediccio´n kriging de la variable ma´ximo promedio horario de PM10.
Al observar y comparar las predicciones de los dos me´todos en la figura anterior,
se pueden apreciar diferencias en las predicciones de PM10 en algunas zonas
suroccidentales, nororientales y del centro de la ciudad.
CAPI´TULO 3. APLICACIO´N: PREDICCIO´N DE PM10 EN LA CIUDAD DE BOGOTA´ 47
En la figura 3.10 se presentan las varianzas estimadas de prediccio´n de los dos
me´todos considerados (cokriging y kriging).
Figura 3.10. (a). Varianzas estimadas de la prediccio´n cokriging, (b). Varianzas estimadas
de la prediccio´n kriging.
De los resultados presentados en la figura 3.10, se puede observar que al incluir
la covariable funcional (velocidad promedio del viento) en la prediccio´n de
PM10 se disminuyen considerablemente las varianzas estimadas de prediccio´n
en comparacio´n con las del kriging. Bogaert et al. (1995), afirma que esto sucede
cuando la variable auxiliar esta´ ampliamente correlacionada con la variable de
intere´s. En te´rminos de las varianzas estimadas de prediccio´n, se puede concluir
entonces que la inclusio´n de la covariable funcional en e´sta aplicacio´n permite
obtener predicciones de PM10 ma´s confiables que aquellas obtenidas con el
kriging.
Tambie´n se desarrolla un proceso de validacio´n cruzada para los dos me´todos
kriging y cokriging (predictor propuesto en este trabajo) aplicados, con la finalidad
de determinar el impacto que tienen estos sobre las sumas de cuadrados del error
(SSE). Los resultados fueron: para el caso del kriging se obtuvo una SSE = 26232.8
y para el cokriging una SSE = 14115.41. Estos resultados indican que con el
cokriging se logra disminuir la suma de cuadrados del error producida con el
kriging en un 46.19 % aproximamente, es decir casi a la mitad.
Finalmente, en la figura 3.11 se presentan las predicciones de PM10 obtenidas con
el predictor propuesto (cokriging) y aquellas obtenidas por la RMCAB en febrero
de 2008.
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Figura A. Distribución típica de PM10 durante Febrero de 2008. 
 
 
Considerando el estudio de las variaciones de las condiciones atmosféricas en la ciudad de Bogotá 
durante el mes de Febrero de 2008, la RMCAB monitoreó algunas variables climáticas como la 
precipitación, velocidad y dirección del viento, temperatura superficial, radiación solar y humedad 
relativa. La precipitación en la ciudad se registró en catorce (14) estaciones de la RMCAB que 
cuentan con pluviómetros.  En la figura C se muestra el mapa de distribución de la precipitación 
acumulada para el mes reportado, donde se observa que en parte de las localidades de Kennedy, 
Puente Aranda, Ciudad Bolívar, Tunjuelito, Rafael Uribe y Usaquén se presentaron precipitaciones 
fuertes. En el resto de la ciudad se presentaron precipitaciones moderadas, a excepción de los 
alrededores de la estación No. 15 Usme que registró lluvias ligeras. 
 
Durante el mes de Febrero, el comportamiento de los vientos se caracterizó por ser de calmas en las 
mañanas y moderados en las tardes. El la figura D se presentan los vientos resultantes para los 
periodos comprendidos entre las 6 y las 11 horas y entre las 12 y las 18 horas. Las horas restantes 
registran vientos de calma por lo cual no se grafican. 
 
Figura 3.11. Predicciones de PM10 obtenidas con el predictor propuesto para febrero de
2011 y por la RMCAB en febrero d 2008.
Al realizar la comparacio´n de estos resultados se puede observar que son muy
similares. En febrero de 2008, la RMCAB indica que las zona de mayor riesgo
en cuanto a la presencia de altas cantidades de PM10 es la suroccidental de la
ciudad, en sitios como Kennedy, Puente Aranda, Tunjuelito, Rafael Uribe, Ciudad
Bolivar y Antonio Narin˜o, mientras que la de menor riesgo es la zona nororiental.
Con la prediccio´n de PM10 realizada en este trabajo para febrero de 2011, se
puede observar que luego de haber transcu rido 3 an˜os (2008-2011), l s zonas de
mayor riesgo se han mantenido y algunas zonas nororientales (lugares de Suba y
Usaquen) han aumentado sus niveles de PM10.
4Conclusiones y trabajos futuros
• Con los resultados de este trabajo se puede concluir que es posible realizar
la prediccio´n de una variable escalar en un sitio no muestreado a partir de su
informacio´n y la de una covariable funcional en sitios vecinos. Lo anterior
mediante una combinacio´n de las te´cnicas goeestadı´sticas multivariadas
(cokriging) y el ana´lisis de datos funcionales.
• Cuando la covariable funcional es obtenida mediante una base de funciones
y bajo el supuesto de estacionariedad de segundo orden para los procesos
estoca´sticos escalar y funcional, el predictor propuesto resulta ser un
cokriging entre la variable escalar y k combinaciones lineales de coeficientes
estimados y ponderados por productos internos de las funciones de la base
utilizada. Un caso particular se presenta cuando la covariable funcional
es obtenida mediante una base de funciones ortonormal. En este caso el
predictor resulta ser un cokriging entre la variable escalar y los k coeficientes
estimados que ponderan a cada una de las k funciones de la base utilizada
para la obtencio´n de la covariable funcional.
• Las estimaciones de los para´metros del predictor cokriging propuesto se
obtiene al solucionar el sistema de ecuaciones determinado por Myers (1982)
o´ ver Hoeff and Cressie (1993) para el caso cla´sico del cokriging. E´ste sistema
de ecuaciones es obtenido al minimizar la suma de las varianzas del error
de prediccio´n sujeta a las restriccio´nes de insesgamiento del predictor.
• En cuanto a la aplicacio´n de la teorı´a desarrollada con este trabajo,
prediccio´n de la cantidad ma´xima promedio horaria de PM10 en la ciudad
de Bogota´ teniendo en cuenta su informacio´n y la de la variable funcional
velocidad promedio del viento, se puede concluir que el predictor propuesto
(bajo los supuestos de estacionariedad de segundo orden y la restriccio´n de
insesgadez) resulta ser confiable en te´rminos de las varianzas estimadas
de prediccio´n, dado que al comparar estos resultados con aquellos que se
obtienen al no incluir la covariable funcional (kriging) se puede observar
una disminucio´n en las varianzas estimadas de prediccio´n de PM10 cuando
se hace cokriging. En otras palabras se puede concluir que la metodologı´a
propuesta permite mejorar la prediccio´n con los datos considerados.
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• La variable funcional velocidad promedio del viento esta´ correlacionada
espacialmente con la variable de intere´s PM10.
• Las mayores varianzas estimadas de prediccio´n de PM10 se presentan en
aquellas zonas que no tienen muchas estaciones (o´ lugares de medicio´n).
Este hecho indica que la varianza estimada de prediccio´n de PM10 puede
estar afectada por la distribucio´n espacial de las estaciones.
Algunos trabajos futuros que se podrı´an desarrollar a partir de los resultados de
este trabajo son:
• La metodologı´a desarrollada y propuesta con este trabajo no solo es aplicable
en zonas geogra´ficas, sino tambie´n en situaciones donde se puedan analizar
procesos estoca´sticos escalares y funcionales en espacios georeferenciados
Rd.
• Proponer un predictor que permita predecir una variable funcional en un
sitio no observado a partir de su informacio´n y la de una covariable escalar
en sitios vecinos.
• Extender los resultados al caso en el que no se pueda suponer
estacionariedad de segundo orden para la variable escalar y funcional
(cokriging universal).
• Extender los resultados del trabajo al caso en el que se tengan p variables
escalares y r variables funcionales, bien sea para predecir una variable
escalar, una variable funcional, o un vector de procesos aleatorios en uno o
ma´s sitios no observados.
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Ape´ndice
A.1 Algunas definiciones y propiedades en el contexto funcional
Sean x(t), y(t), z(t), t ∈ T funciones definidas en un espacio funcional L2, entonces
el producto interno de las funciones x(t) y y(t) esta´ dado por:
〈x(t), y(t)〉 =
∫
T
x(t)y(t)dt
Propiedades del producto interno:
• 〈x(t), y(t)〉 = 〈y(t), x(t)〉
• 〈x(t), x(t)〉 ≥ 0
• 〈ax(t) + by(t), z(t)〉 = a〈x(t), z(t)〉 + b〈y(t), z(t)〉 ; a, b ∈ R
Definicio´n. Un conjunto de funciones x1(t), . . . , xk(t) es ortogonal si: 〈xi(t), x j(t)〉 =∫
T
xi(t)x j(t)dt = 0 para todo i , j, con i, j = 1, . . . , k.
Definicio´n. Un conjunto de funciones x1(t), . . . , xk(t) es ortonormal si ade´mas de
ser ortogonal, se cumple que: 〈xi(t), x j(t)〉 =
∫
T
xi(t)x j(t)dt = 1 para todo i = j, con
i, j = 1, . . . , k.
Definicio´n. La norma L2 de una funcio´n x(t) es:
||x(t)|| = √||x(t)||2, donde ||x(t)||2 = 〈x(t), x(t)〉 = ∫
T
x(t)x(t)dt
Propiedades de la norma L2:
• ||x(t)|| ≥ 0
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• ||ax(t)|| = |a|||x(t)|| para a ∈ R
• ||x(t) + y(t)|| ≤ ||x(t)|| + ||y(t)||
• |〈x(t), y(t)〉| ≤ ||x(t)||||y(t)|| = √〈x(t), x(t)〉〈y(t), y(t)〉
• −1 ≤ 〈x(t),y(t)〉||x(t)||||y(t)|| ≤ 1
A.2 Resultados complementarios del ejercicio aplicado
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Figura A.1. Suma de cuadrados del error en funcio´n del nu´mero de funciones base de
Fourier utilizadas para el suavizado de las series originales.
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Figura A.2. Series promedio del viento para las diez estaciones.
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i Estacio´n x y PM10 V1 · · · V98
1 Carvajal 92103.70 99967.87 242 3.20 · · · 2.70
2 Fontibon 92883.50 108187.86 174 6.30 · · · 5.30
...
...
...
...
...
... · · · ...
10 Usaquen(Bosque) 105075.65 112526.22 118 1.30 · · · 2.80
Tabla A.1. Estructura de la base de datos con la que se realizo´ el ejercicio aplicado.
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Figura A.3. Gra´fico de burbujas para la variable CP1.
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Figura A.4. Gra´fico de burbujas para la variable CP2.
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Figura A.5. Gra´fico de burbujas para la variable CP3.
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Figura A.6. Gra´fico de burbujas para la variable CP4.
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Figura A.7. Gra´fico de burbujas para la variable CP5.
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Figura A.8. Gra´fico de burbujas para la variable CP6.
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Figura A.9. Gra´fico de burbujas para la variable CP7.
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Figura A.10. Algunos modelos teo´ricos de semivariogramas incluidos en el paquete gstat.
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Figura A.11. Ajuste del modelo lineal a los semivariogramas simples y cruzados.
Figura A.12. Varianza de prediccio´n del cokriging al austar el modelo lineal a los
semivariogramas simples y cruzados.
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Figura A.13. Ajuste del modelo exponencial a los semivariogramas simples y cruzados.
Figura A.14. Varianza de prediccio´n del cokriging al austar el modelo exponencial a los
semivariogramas simples y cruzados.
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Figura A.15. Ajuste del modelo circular a los semivariogramas simples y cruzados.
Figura A.16. Varianza de prediccio´n del cokriging al austar el modelo circular a los
semivariogramas simples y cruzados.
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Figura A.17. Ajuste del modelo esfe´rico a los semivariogramas simples y cruzados.
Figura A.18. Varianza de prediccio´n del cokriging al austar el modelo esfe´rico a los
semivariogramas simples y cruzados.
APE´NDICE A. APE´NDICE 61
Semivariograma Variable Silla Rango
1 CP1 1097.060349 8000
2 CP2 105.752348 8000
3 CP3 29.467262 8000
4 CP4 43.867108 8000
5 CP5 13.576356 8000
6 CP6 5.852702 8000
7 CP7 8.208844 8000
8 PM10 5633.996273 8000
9 CP1.CP2 275.465005 8000
10 CP1.CP3 73.843186 8000
11 CP2.CP3 32.000416 8000
12 CP1.CP4 171.735167 8000
13 CP2.CP4 60.817130 8000
14 CP3.CP4 22.919720 8000
15 CP1.CP5 -50.925000 8000
16 CP2.CP5 -27.383743 8000
17 CP3.CP5 -12.251979 8000
18 CP4.CP5 -15.631715 8000
19 CP1.CP6 -14.756795 8000
20 CP2.CP6 4.913947 8000
21 CP3.CP6 -1.160027 8000
22 CP4.CP6 -1.213915 8000
23 CP5.CP6 -3.722789 8000
24 CP1.CP7 -58.310967 8000
25 CP2.CP7 -23.419391 8000
26 CP3.CP7 -7.120744 8000
27 CP4.CP7 -16.028643 8000
28 CP5.CP7 7.657704 8000
29 CP6.CP7 -1.364564 8000
30 CP1.PM10 1223.763271 8000
31 CP2.PM10 365.383088 8000
32 CP3.PM10 94.175579 8000
33 CP4.PM10 247.043159 8000
34 CP5.PM10 27.953189 8000
35 CP6.PM10 -11.678111 8000
36 CP7.PM10 -94.899807 8000
Tabla A.2. Estimacio´n de los para´metros del modelo gaussiano ajustado para cada
semivariograma.
APE´NDICE A. APE´NDICE 62
Pred. PM10 Varpred.PM10 Observado Residual
Min. : 83.84 Min. : 20.65 Min. :116.0 Min. :-64.1154
1er Qu.:149.30 1er Qu.: 70.40 1er Qu.:136.8 1er Qu.:-22.8422
Median :179.47 Median : 75.97 Median :168.0 Median : 1.1270
Media :178.79 Media :131.04 Media :178.0 Media : -0.7921
3er Qu.:218.46 3er Qu.:229.99 3er Qu.:222.5 3er Qu.: 16.4443
Max. :253.74 Max. :299.25 Max. :265.0 Max. : 74.4614
SCE = 14115.41
Tabla A.3. Resultados de la validacio´n cruzada al utilizar el predictor prouesto (vı´a
cokriging) para predecir la variable PM10.
Pred. PM10 Varpred.PM10 Observado Residual
Min. :170.1 Min. :2324 Min. :116.0 Min. :-64.527
1er Qu.:176.9 1er Qu.:2464 1er Qu.:136.8 1er Qu.:-41.096
Median :178.7 Median :2501 Median :168.0 Median :-11.754
Media :178.8 Media :2477 Media :178.0 Media : -0.817
3er Qu.:182.1 3er Qu.:2527 3er Qu.:222.5 3er Qu.: 43.805
Max. :184.8 Max. :2528 Max. :265.0 Max. : 84.338
SCE = 26232.8
Tabla A.4. Resultados de la validacio´n cruzada al utilizar el predictor kriging para
predecir la variable PM10.
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