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Abstract:  In this paper, data mining based on the log of active decision engine is introduced to find the CUBE 
using pattern of analysis rules, which can be used as important reference information for materialized views 
selection. Based on it, a 3A probability model is designed, and the greedy algorithm, called PGreedy (probability 
greedy), is proposed, which takes into account the probability distribution of CUBE. Also view keeping rule is 
adopted to achieve better performance for dynamic view adjusting. Experimental results show that PGreedy 
algorithm can achieve better performance than BPUS (benefit per unit space) algorithm in real-time active data 
warehouses environment. 
Key words: view selection; materialized view; data warehouse; active decision engine; analysis rule; OLAP 
(online analytical processing) 
摘  要: 通过基于主动决策引擎日志的数据挖掘来找到分析规则的 CUBE 使用模式,从而为多维数据实视图选择
算法提供重要依据;在此基础上设计了 3A概率模型,并给出考虑CUBE受访概率分布的视图选择贪婪算法 PGreedy 
(probability greedy),以及结合视图挽留原则的视图动态调整算法 .实验结果表明 ,在实时主动数据仓库环境
下,PGreedy 算法比 BPUS(benefit per unit space)算法具有更好的性能. 
关键词: 视图选择;实视图;数据仓库;主动决策引擎;分析规则;联机分析处理 
中图法分类号: TP311   文献标识码: A 
实时主动数据仓库是数据仓库演化过程中的一个全新阶段,它融合了实时数据集成技术和主动规则机制,
                                                             
∗ Supported by the National Natural Science Foundation of China under Grant No.60473051 (国家自然科学基金); the China HP Co. 
and Peking University Joint Project (北京大学-惠普(中国)合作项目) 















被预先实化.但是,OLAP 查询的难以预测性(系统不可能事先知道所有可能的查询)又使得这些方法在 OLAP 环
境下无法取得较好的效果. 
OLAP 查询的变化不定,在很大程度上影响了以上这些方法的性能.相反,在实时主动数据仓库中,分析规则
所使用的 CUBE 集合却是相对稳定的,因为分析规则是预先设计的,使用哪些 CUBE 也是确定的.因此,本文把分
析规则 CUBE 集合和 OLAP 查询集合分开处理,只研究针对前者的视图选择,从而可以充分利用前者的特性,避





实视图的选择.结合从日志挖掘得到的 CUBE 频率矩阵和系统实时统计信息,我们提出了 3A 概率模型,并引入
多维数据格理论,设计了包含结点受访概率分布的 CUBE 的多维数据格.在此基础上,本文给出了考虑 CUBE 受
访概率分布的视图选择贪婪算法 PGreedy(probability greedy),并对 PGreedy算法做了性能分析.在视图的动态调
整过程中,我们根据日志挖掘得到的近期受访 CUBE 设计了 CUBE 挽留原则,实现了更合理的视图动态调整.通
过进行一系列的实验,结果表明,在实时主动数据仓库环境下,PGreedy 算法比已有的其他视图选择算法具有更
好的性能. 
本文第 1 节给出问题描述.第 2 节介绍如何从日志中挖掘 CUBE 使用模式.第 3 节阐述利用 CUBE 使用模
式进行多维数据实视图的选择,详细论述 3A 概率模型和考虑 CUBE 受访概率分布的视图选择贪婪算法
Ggreedy.第 4 节给出实验设计与结果.相关工作在第 5 节进行介绍.最后在第 6 节给出结论. 







行定义一系列分析规则 ,并负责处理分析规则执行时产生的问题和冲突 .分析规则执行多维分析时 ,可以从
OLAP 服务器获得所需要的多维数据(CUBE).关于分析规则的细节可以参考文献[2]. 
本文所论述的实时主动数据仓库环境下的视图选择,只把分析规则使用的 CUBE 集合作为选择的对象,而
不考虑 OLAP 查询.这种处理原则非常关键,因为分析规则使用的 CUBE 集合和 OLAP 查询具有很大的区别.前
者是事先确定的,容易进行统计和预测,而且很多分析规则的触发有一定的规律;而后者则变化不定,统计和预
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问题描述:在对分析规则 CUBE 集合和 OLAP 查询集合进行了划分之后,实时主动数据仓库环境下的视图
选择需要解决的关键问题包括: 
(1) 如何发现 CUBE 使用模式; 
(2) 如何利用 CUBE 使用模式指导视图选择. 
2   发现CUBE使用模式 
CUBE 使用模式是指主动决策引擎的分析规则使用 CUBE 的规律,它为有效的视图选择提供了重要的依
据.我们的研究采用基于日志的挖掘发现 CUBE 使用模式,为此,我们把分析规则执行的相关信息按照一定的格
式记录并保存到日志中,从而为数据挖掘建立数据源. 
CUBE 使用模式包括 CUBE 使用周期和 CUBE 概率矩阵,其中,CUBE 使用周期可以利用周期模式挖掘方
法从主动决策引擎日志中获得.目前,针对周期模式挖掘已经有很多研究成果可以利用,这里不再赘述.下面我
们来介绍 CUBE 概率矩阵. 
定义 1(CUBE 概率矩阵). 假设 CUBE 集合是 C={c0,c1,…,cm},时间段 I= ,其中,[tj,tj+1)是一个单
位统计区间.CUBE 概率矩阵是一个 m×n 的矩阵 A=(aij),其中,
1
10




rmka r == ∑ ,rij 表示 ci 在[tj,tj+1)内被访问的总 
次数.  
CUBE 概率矩阵是一种重要的 CUBE 使用模式信息,它显示了在时间段 I 内的不同单位统计区间内,各个
CUBE 被使用的概率情况(即概率分布情况).这里,时间段 I 通常是一天(24 小时),每个单位统计区间[tj,tj+1]的长
度相等,通常等于 1 小时.之所以建立 CUBE 概率矩阵,是因为在一天的不同时间区间内,CUBE 的使用概率分布
是不同的,比如,在[t1,t2]内,CUBE c1和 c2的使用概率分别是 0.37 和 0.12;而在[t3,t4]内,则可能分别是 0.52 和 0.35. 
主动决策引擎日志中通常包含大量的记录,我们可以利用数据挖掘和统计工具从日志中获取 CUBE 概率
矩阵.需要指出的是,CUBE 概率矩阵的计算并不是实时进行的,而是按照一定的周期进行,比如一天一次. 
3   利用CUBE使用模式进行多维数据实视图的选择 
本节将介绍如何利用 CUBE 使用模式信息来进行多维数据实视图的选择和动态调整.这里,我们将用基于
多维数据格的理论讨论实视图选择问题. 
3.1   CUBE的多维数据格 
定义 2(多维数据格[3]). 多维数据格〈M,≤〉是由多个数据结点 T 构成的,其中,T=(a1,a2,…,an),M 是多个结点 T
的集合,每个 ai 代表第 i 维上的一个级别,并且有: 
(1) 对于两个结点 T1=(a1,a2,…,an)和 T2=(b1,b2,…,bn), 
T1≤T2(即 T1 依赖于 T2),当且仅当对于所有的 i 都有 ai≤bi,
即 T2 在各维上的级别均低于或等于 T1 在相应维上的级
别,并且利用 T2 可以计算得到 T1. 
(2) 格中基本元表示为 DB=(c1,c2,…,cn),其中,ci 表示
第 i 维上最低的一个级别;通常假定 DB 是已知的,从而可
以根据 DB 计算格中各个其他结点的数据. 
例 1:多维数据模式包含两个维 ,即 Product 和
Location,每个维又具有各自的层次结构.Product 维的层
次结构是ProductId→Category→All;Location维的层次结
构是 StoreId→Area→All.该多维数据格如图 1 所示,其中, 
p,c,a,s 分别表示 ProductId,Category,StoreId,Area,根据多维数据格的定义,基本元 DB=(p,s). 
定义 3(分析规则的 CUBE). 假设有一个多维数据集合 MD,分析规则的 CUBE c 是 MD 的数据格中某一数
p, s
p, a c, s
c, ap, all all, s








(a) (b) (c) 
Fig.1  An example of lattice 
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据结点的切片或切块,可以将 c 表示成由 d 个二元组组成的 d 元组[10]:{(l1,R1),(l2,R2),…,(ld,Rd)},其中,d 为 M 的维
数,li 表示维 di 的某一级别,Ri 表示在 li 上的选择范围;若 Ri 是 dom(li),即取值范围没有限制,则可以将(li,Ri)记为
li;当 Ri 被表示为〈ri1,ri2〉时,表示在〈ri1,ri2〉范围上的一个切块,而当 Ri 被表示为{ri1,ri2,…,rin}时,则表示在〈ri1,rin〉范
围上的 n 个切片.若 li=all,则维 i 的二元组可以不出现在 CUBE 中.  
定义 4(CUBE 间依赖关系). 如果 CUBE c 是多维数据集合 MD 的数据格中的数据结点 u 的切片或切块,
就把数据结点 u称为 c 的基,记为βc,若 c={(l1,R1),(l2,R2),…,(ld,Rd)},则βc={l1,l2,…,ld}.CUBE 间的依赖关系定义为:
对于 CUBE p 和 q,p≤q(p 依赖于 q)当且仅当可以从 q 计算得到 p.显然,若 p≤q,则不但要求βp≤βq,而且用来生成 p
的数据均应包含在 q 中[10].  
分析规则的 CUBE 之间存在依赖关系,这种依赖关系对于视图选择至关重要.根据这种依赖关系,可以从已
经被实化的 CUBE 中计算得到其他还未实化的 CUBE.在进行视图选择代价评估时,需要利用视图之间的依赖
关系,计算由一个视图被实化以后给其他视图的生成代价带来的影响. 
定义 5(完整聚集视图). 在定义 3 中,当对于所有的 i,或者 li=all 成立,或者 Ri=〈ri1,ri2〉=dom(li)成立时,则
CUBE 被称为完整聚集视图.  





























和 2006 年的销售量”. 
c2={(ProductId),(Area),(Year)},表示“各个产品在
各个区域内分别在 2004 年、2005 年和 2006 年的销  
售量”. 
Fig.2  An example of multidimensional data set 
图 2  一个多维数据集例子 
很显然,根据定义 5 和定义 6,c1 属于部分聚集视图,c2 属于完整聚集视图.容易看出,例 1 所示的多维数据格
中的数据结点属于完整聚集视图. 
基于上面的定义,根据 CUBE 之间的依赖关系,我们就可以为 CUBE 建立数据格.CUBE 可能属于完整聚集
视图,也可能属于部分聚集视图,为了便于讨论问题,这里假设 CUBE 都属于完整聚集视图. 
3.2   CUBE受访概率分布 
在实际应用中,多维数据格中的各个结点被访问的概率是不同的.因此,为了更加合理地对视图选择的代价
进行评估,需要综合考虑各个结点的受访概率分布.由于我们已经假设参与视图选择的候选视图都是分析规则
















点),主动决策引擎所用 CUBE 的受访概率分布情况.在该模型中,系统需要维护 3 类信息,包括 CUBE 概率矩阵
A1、当前单位统计区间内 CUBE 受访实时概率分布 A2 和当前视图更新周期内 CUBE 受访实时概率分布 A3. 
定义 7(3A 概率模型). 假设〈M,≤〉是 CUBE 的多维数据格,CUBE 概率矩阵 A1,当前单位统计区间[tj,tj+1]内
CUBE 受访概率分布 A2 和当前视图更新周期[uk,uk+1]内 CUBE 受访概率分布 A3,则下一个视图更新周期[uk+1, 
uk+2]内 CUBE 受访预测概率分布为 A=α×A3+β×πd(A1),其中,[uk+1,uk+2]∈[td,td+1],πd(A1)表示矩阵 A1的第 d 列元素, 
α和β满足如下关系:(1) α+β=1;(2) α=γ×β,其中,γ=D(πj(A1),A2),表示矩阵 A1 的第 j 列元素与 A2 之间的距离. 














从定义 7 我们可以得到α=γ/(1+γ)和β=1/(1+γ),由于 A1 与 A2 都用于描述概率分布,所以,二者包含的元素的
值都位于区间[0,1]内 ,因此 ,γ=D(πj(A1),A2)∈[0,1],从而可以得到 ,α=γ/(1+γ)∈[0,0.5]和β=1/(1+γ)∈[0.5,1].也就是
说,虽然πd(A1)和 A3 在 A 中所占比重存在一个浮动区间,但是总体来说,πd(A1)的比重要大于 A3 的比重. 




例 3:假设〈M,≤〉是 CUBE 的多维数据格,格中各个结点的 CUBE 概率矩阵如图 3(c)所示.图 3(c)中只显示了
本例需要使用的矩阵元素.另外,我们假设基本元 DB 总是被实化的(因为它不能从任何其他结点计算得到),在


















据格,c 和 d 是〈M,≤〉中的两个结点,c≤d,其中,c 是一个未实化的 CUBE,d 是一个已经实化的 CUBE,如果采用线性
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有了线性代价模型,我们就可以进行视图选择的收益评估,从而决定选择哪些视图进行实化.这里,我们假
设多维数据格中的基本元 DB 总是被实化的,因为它不能从任何其他结点计算得到. 
定义 8(收益评估模型). 假设〈M,≤〉是 CUBE 的多维数据格,并且格中结点都有受访概率信息,V 表示〈M,≤〉 
中已经实化的结点的集合,CUBE c 是〈M,≤〉中未被实化的结点,则 c 相对于 V 的净收益 B(c,V)=ωc dd c B≤∑ ,其中, 
ωc 表示结点 c 的受访概率,对于每一个满足 d≤c 条件的〈M,≤〉中的结点 d,定义 Bd 如下: 
(1) 假设 u 是 V 中满足 d≤u 条件的、代价最小的 CUBE. 
(2) 如果 Cost(c)<Cost(u),则 Bd=Cost(u)−Cost(c);否则,Bd=0.其中,Cost(u)表示 u 的查询代价.  
在收益评估模型的基础上,我们可以决定选择哪些视图进行实化.一般来说,视图选择问题属于 NP 问题,需
要借助于启发算法来产生近似最优解 .目前有些研究采用贪婪算法 ,比如文献[3,4,7].本文给出的贪婪算法
PGreedy(见算法 1)以文献[3]中的贪婪算法 Greedy 为基础,区别在于,后者在收益评估时没有考虑多维数据格中
结点的受访概率分布;而本文的贪婪算法则考虑了这个因素,并且采用了 3A 概率模型.因此,二者的收益评估模
型不一样. 
算法 1. 视图选择贪婪算法 PGreedy(M,k). 
Input: 1. 包含结点受访概率分布和空间代价的多维数据格〈M,≤〉. 
2. 视图个数 k. 
Output: 1. 所选择的实视图集合 V. 
begin 
V←{DB};  //DB 是多维数据格〈M,≤〉中的基本元,总是被实化 
←多维数据格〈M,≤〉中除了基本元 DB 以外的所有结点; 
for (i=0; i++; i<k) do 




例 4:假设〈M,≤〉是 CUBE 的多维数据格,格中结点的空间代价和受访概率分布如图 3(a)和图 3(b)所示.现在
使用 PGreedy 算法从〈M,≤〉中选择实化视图.表 1 给出了 PGreedy 算法在各轮选择中选择不同结点时产生的毛
收益(没有考虑结点的受访概率时的收益)和净收益(考虑结点的受访概率时的收益),并给出了每轮选择的结果.










































































(a) Space cost 
(a) 空间代价 
(b) Access probability distribution 
(b) 受访概率分布 
(c) CUBE probability matrix 
(c) CUBE 概率矩阵 
Fig.3  Space cost and access probability distribution of lattice nodes 
图 3  多维数据格结点的空间代价和受访概率分布 
由于基本元 a 总是被实化的,所以最初的实化视图集合只包含 a,其他结点都需要从 a 生成,因此代价都是
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同理,其他位于 b 下面的与 b 有依赖关系的结点 d,e,g,h 和 i 也可以直接从 b 生成,而不必从 a 生成,所以每个代
价分别减少了 125.亦即,选择 b 带来的毛收益 B*(b,V)=6×125=750,由此带来的净收益 B(b,V)=750×0.08=60.再比
如,如果先选择 c,c 自己的生成代价减少了 100,其他位于 c 下面的结点 e,f,g,h 和 i 也可以直接从 c 生成,而不必
从 a 生成 ,每个代价分别减少了 100,所以 ,选择 c 带来的毛收益 B*(c,V)=6×100=600,由此带来的净收益
B(c,V)=600×0.22=132.同理可以计算得到选择其他结点时的收益.最终,结点 e 在第 1 轮选择中胜出,因为由它带
来的净收益最大.按照同样的方式,在第 2 轮选择中 c 胜出,第 3 轮选择中 d 胜出. 
Table 1  View selection benefits of PGreedy algorithm 
表 1  PGreedy 算法视图选择收益 



















b 750 0.08 60 250 0.08 20 250 0.08 20 
c 600 0.22 132 200 0.22 44  
d 600 0.16 96 200 0.16 32 200 0.16 32 
e 840 0.19 159.6   
f 570 0.05 28.5 190 0.05 9.5 90 0.05 4.5 
g 480 0.11 52.8 60 0.11 6.6 60 0.11 6.6 
h 470 0.16 75.2 50 0.16 8 50 0.16 8 
i 249 0.03 7.47 39 0.03 1.17 39 0.03 1.17 
Choice result e c d 
 
3.4   贪婪算法性能分析 
文献 [3]证明了在没有考虑结点受访概率的情况下 ,贪婪算法 Greedy 与最优解的收益比大于等于
1−(1−1/k)k,并认为可以把 Greedy 算法扩展到考虑视图受访概率分布的情况,但是并没有给出详细论证.而且,即
使考虑了视图受访概率分布的情况,文献[3]所采用的收益评估模型与本文的也仍有区别.前者在考虑概率分布 
时的收益计算方法是 B(c,V)= ddd c Bω≤∑ ,而本文的计算方法是 B(c,V)=ωc dd c B≤∑ .因此,这里将证明,在本文采用 
的收益评估模型下,贪婪算法 PGreedy 与最优解的收益比也大于等于 1−(1−1/k)k. 
定理 1. 假设〈M,≤〉是多维数据格,S={s1,s2,…,sk}是贪婪算法 PGreedy 选择得到的实化视图集合,pi 是选择视
图 si 产生的收益,V={v1,v2,…,vk}是实化视图选择的最优解,qi 是选择视图 vi 产生的收益,ωi 表示视图的受访概率, 
则贪婪算法 PGreedy 获得的总收益为 













i ij j ji x pω ω= ≤∑  (c) 
下面我们采用文献[3]的证明思路来证明几个重要的不等式.因为在贪婪算法中,除非 vi=si,否则,算法的选
择结果只能是 si 而不是 vi.因此在第 1 轮选择中,对于所有的 i 都有ωiqi≤ω1p1,因为对于任何一个 i,如果这个关系
不成立,就意味着 vi 会被贪婪算法选中,而不是 si.在 s1 被选中的情况下,在第 2 轮选择中,由选择 vi 带来的收益是
ωiqi−ωixi1,其中,ωixi1 是 vi 和 s1 重叠部分的收益,需要被扣除,则对所有的 i 都有ωiqi−ωixi1≤ω2p2.因为对于任何一
个 i,如果这个关系不成立 ,就意味着 vi 会被贪婪算法选中 ,而不是 s2.同理可以得到 ,对所有的 i 都有
ωiqi−ωixi1−ωixi2−ωixi3−...−ωixi,j−1≤ωjpj.根据已知条件(a),(b)和以上讨论的多个不等式,可以得到以下不等式: 
 Q≤kω1p1 (1) 
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 Q≤kω3p3+ω1p1+ω2p2 (3) 
… 
 Q≤kωkpk+ω1p1+ω2p2+…+ωkpk (k) 
对于确定的 P,当 Q 最大程度收敛时,需要满足的条件是不等式(1),(2),…,(k)右边全部相等,又因为不等式(i)







u  (d) 
由公式(a)和公式(d)可以得到 
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−⎛ ⎞− − −⎛ ⎞ ⎛ ⎞+ + + +⎜ ⎜ ⎟ ⎜ ⎟⎜ ⎝ ⎠ ⎝ ⎠⎝ ⎠
⎟⎟ ≥1−(1−1/k)
k □ 
3.5   多维数据实视图的动态调整 
随着主动决策引擎的运行,各个 CUBE 的受访概率分布是动态变化的.因此需要对实视图集合进行动态调
整,以满足分析规则使用 CUBE 的需求.算法 2 显示了选择前 k 个视图时的视图动态调整的过程,带空间限制条
件的视图动态调整与此类似,因此这里不再给出算法.算法 2 中使用了 CUBE 挽留原则,其定义如下: 
定义 9(CUBE 挽留原则). CUBE 挽留原则是指,对于两个不同的 CUBE A 和 B,A 在实化视图集合中,B 在候
选视图集合中.在进行实视图的动态调整时,虽然 B 的收益大于 A 的收益,但是 A 是近期受访的 CUBE(下一个视
图更新周期内使用的 CUBE),则 A 仍然保留在实视图集合中,不会被 B 取代. 
利用基于主动决策引擎日志的周期模式挖掘,可以获得近期受访的 CUBE.对周期模式的挖掘就是在时序
数据库中找出重复出现的模式.由于动作日志数据库包含了 Time 字段,所以可以作为一个时序数据库来进行周
期模式挖掘.比如,每天上午 9:00,分析规则都会使用某一个 CUBE 进行多维分析. 
采用 CUBE 挽留原则,在很大程度上减少了视图动态调整过程中可能出现的“震荡”问题——已经实化的
CUBE 被删除后,在短暂时间内(比如 5 分钟以后),有分析规则再次请求同样的 CUBE,OLAP 服务器就必须为它
重新生成一次,从而导致不必要的系统资源浪费. 
算法 2. 视图动态调整. 
Input: 1. A1, A2, A3, k; 
2. 当前视图更新周期内的实视图集合 V0; 
3. 近期受访 CUBE 集合 C. 
Output: 1. 下一个视图更新周期内的实视图集合 V. 
begin 
//根据 3A 概率模型计算下一个视图更新周期的 CUBE 受访概率分布 
A←CalculateProbability(A1,A2,A3); 
UpdateProbablitiy(M,A);  //更新 M 中各结点的受访概率 
R←C∩V0;  //获得满足视图挽留原则的视图集合 
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C←多维数据格〈M,≤〉中除了 R 和基本元以外的所有结点; 
for (i=0; i++; i<k−|R|) do 
c←选择不在集合 V 中并且使 B(c,V)最大的 C 中的结点; 
V←V∪{c}; 
C←C−{c}; 
//选出 V 以后,需要对 V 中视图进行实化,同时物理删除 V0 中被淘汰的实视图 
for each v0∈V0 do 
if v0∉V then  //说明 v0 被淘汰 
DeleteView(v0);  //把 v0 物理删除 
for each v∈V do 
if v∉V0 then  //说明是新选中的视图,还未被实化 
Materialize(v);  //对视图 v 进行实化 
return V; 
end 




4.1   实验设计 
实验基于我们设计的 DM-LADE 系统 ,DM-LADE 系统是我们设计的实时主动数据仓库原型系统
MPP-RTADW 的一个子系统,用来完成基于主动决策引擎日志的数据挖掘功能.在 MPP-RTADW 原型系统的初
步设计中,采用 ORCALE 10g 作为数据库源和数据仓库的数据库管理系统. 




任务,并把数据挖掘结果(比如关于各个 CUBE 的使用周期和 CUBE 概率矩阵)写入到 CUBE 使用模式表 T 中,
并把 T 作为 OLAP 服务器的多维数据实视图的选择算法的输入参数. 
实验的硬件环境是 3 台 HP Proliant DL585 服务器,分别作为数据源、数据仓库和 OLAP 服务器,每台服务
器的配置为 4 个 AMD 皓龙 2.4G CPU,32GB 内存和 1.20TB 硬盘.实验的软件环境是 Windows Server 2003 操作
系统和 ORACLE 10g 数据库管理系统. 
4.2   实验1:分析规则的规律性对算法性能的影响 
本实验的目的在于比较当存在实视图空间限制时 ,分析规则运行的规律性对 FPUS(frequency per unit 
space)算法[10]、BPUS(benefit per unit space)算法[3]和 PGreedy 算法的性能影响.当存在空间限制时,我们让
PGreedy 采用单位空间的净收益为选择标准.我们共设计了 100 条分析规则,使用到了 50 个不同类型的 CUBE,
总数据量为 120M,实视图空间取为 15M.分析规则在多维分析过程中会使用 1 个或多个 CUBE.分析规则会被多
次触发,其中涉及的 CUBE 会被多次调用,对于某个 CUBE,我们计算 OLAP 服务器多次响应该 CUBE 的时间的
平均值 t.对于两种算法 FPUS(或 BPUS)和 PGreedy,我们可以分别得到某个 CUBE 的响应时间 t1 和 t2,t1/t2 的值
就是两种算法对某个 CUBE 的响应时间比 r,计算所有的 CUBE 的 r 的平均值就可以得到平均响应时间比.在实
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则执行的规律性对算法性能的影响,因为分析规则的周期性运行会导致 CUBE 的周期性被使用. 
图 4 显示了实验的结果,从中可以看出,当分析规则按一定规律运行时,算法 PGreedy 比算法 BPUS 和 FPUS
取得了更好的性能,而且按照一定的规律执行的分析规则越多,PGreedy 算法取得的性能优势就越明显.这说明











Fig.4  Influence of analysis rule regularity on algorithm performance 
图 4  分析规则执行的规律性对算法性能的影响 
4.3   实验2:CPU使用率 
本实验的目的在于比较当存在实视图空间限制时,采用 BPUS 算法和 PGreedy 算法时的 CPU 资源消耗程
度.为了测试的合理性,我们选择触发的分析规则中有规律运行的分析规则与无规律运行的分析规则各占 50%,
分析规则的规律性事先已经写入到 CUBE 使用模式表中,这里可以直接提供给 PGreedy 算法使用.在 15 分钟内,
我们连续触发这些分析规则,同时观察 CPU 资源的使用情况. 
图 5 显示了在此期间的 CPU 使用率变化情况,从中可以看出,在大部分时间里,PGreedy 算法的 CPU 使用率












Fig.5  CPU usage of PGreedy and BPUS 
图 5  PGreedy 和 BPUS 的 CPU 使用率 
4.4   实验3:3A概率模型性能 
本实验的目的在于观察 3A 概率模型预测 CUBE 受访概率分布的准确程度.我们设计了两种场景:在第 1
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分布.我们用 Preal 表示由系统统计得到的下一个视图更新周期的实际概率分布,用 D3A 表示 P3A 和 Preal 之间的
欧氏距离,即二者的偏离程度,用 Dnormal 表示 Pnormal 和 Preal 之间的欧氏距离.图 6 显示了在连续 20 个视图更新周












Fig.6  Performance of 3A probability model 
图 6  3A 概率模型的性能 
4.5   实验4:3A概率模型对PGreedy算法性能的改善 
本实验的目的在于观察 3A概率模型对贪婪算法性能的改善.首先,除了分析规则不再按照人为设置的规律
运行以外,本实验的其他设计与实验 1 相同.在此基础上,我们设计了 3 种场景:第 1 种场景没有考虑 CUBE 受访
概率分布的 Greedy 算法[3];第 2 种场景考虑 CUBE 受访概率分布的 Greedy*算法(为了方便区分,我们临时命名
的算法),但是直接用系统统计得到的当前视图更新周期内实际概率分布 Pnormal 作为下一个视图更新周期内预
测概率分布;第 3 种场景采用 3A 概率模型 PGreedy 算法.假设第 1 种场景与第 2 种场景的 CUBE 响应时间比为
r1,第 1 种场景与第 3 种场景的 CUBE 响应时间比为 r2. 
图 7 显示了在不同的单位统计区间内 CUBE 响应时间比 r1 和 r2 的变化情况.可以看出,在连续的 10 个单位
统计区间内,由于考虑了概率分布,PGreedy 算法和 Greedy*算法比没有考虑概率分布的 Greedy 算法取得了更好











Fig.7  Performance improvement by 3A probability model over greedy algorithm 
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5   相关工作 
视图选择一直是数据仓库领域的研究热点,也产生了丰硕的研究成果.Harinarayan 等人在文献[3]中最早提
出了基于数据立方体格(lattice of data cube)模型的实视图选择方法,并给出了一种时间复杂度为 O(kn2)的贪婪
算法 BPUS.但是,文献[3]在进行视图选择时并没有考虑索引的问题.因此,文献[4]引入了带有 B-树索引的实视
图选择问题.文献[5]提出了一种基于特殊多维数据格的、简单而快速的 PBS(pick by size)算法来选择实视
图.PBS 的运行速度要比 BPUS 快几个数量级,可以很快生成“实视图空间-查询响应时间曲线”.PBS 继承了
BPUS 的线性代价模型,与 BPUS 不同的是,PBS 采用了单位空间收益为视图选择标准.文献[10]提出以单位空间
的频率为标准、时间复杂度为 O(nlog2n)的 FPUS 算法.文献[11]提出了最近实化父视图的概念,并用 B+树创建





6   结束语 
多维数据实视图的选择问题在传统数据仓库领域已有较多可行的解决方案,但在实时主动数据仓库环境
下还缺少与之紧密结合的视图选择方法. 
本文提出采用基于主动决策引擎日志的数据挖掘来获得 CUBE 频率矩阵和近期受访 CUBE 等参考信息,
为改进视图选择算法的性能奠定了坚实的基础.在此基础上,我们提出了考虑 CUBE 结点的受访概率分布的贪
婪算法 PGreedy.与其他同类方法不同,我们采用 3A 概率模型来获得概率分布信息,使获得的概率分布更加接近
实际值.为了避免不必要的视图进出实视图窗口,我们采用视图挽留原则对近期受访 CUBE 进行保留,进一步改
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