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Abstract
We consider the stationary Gierer–Meinhardt system in a ball of RN :
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
ε2u− u+ u
p
vq
= 0 in Ω,
v − v + u
m
vs
= 0 in Ω,
u,v > 0 and
∂u
∂ν
= ∂v
∂ν
= 0 on ∂Ω
where Ω = BR is a ball of RN (N  2) with radius R, ε > 0 is a small parameter, and p,q,m, s satisfy the
following condition:
p > 1, q > 0, m > 1, s  0, qm
(p − 1)(1 + s) > 1.
Assume
0 <
p − 1
q
< a∞ if N = 2, and 0 < p − 1
q
< 1 if N  3
where a∞ > 1 whose numerical value is a∞ = 1.06119. We prove that there exists a unique Ra > 0 such
that for R ∈ (Ra,+∞] (R = +∞ corresponds to RN case), and for any fixed integer K  1, this system
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T. Kolokolonikov, J. Wei / J. Differential Equations 245 (2008) 964–993 965has at least one (sometimes two) radially symmetric positive solution (uε,K, vε,K), which concentrate at
K spheres
⋃K
j=1{|x| = rε,j }, where rε,1 > rε,2 > · · · > rε,K are such that r0 − rε,1 ∼ ε log 1ε , rε,j−1 −
rε,j ∼ ε log 1ε , j = 2, . . . ,K , where r0 < R is a root of some function MR(r). This generalizes the results
in [W.-M. Ni, J. Wei, On positive solutions concentrating on spheres for the Gierer–Meinhardt system,
J. Differential Equations 221 (2006) 158–189] where a special case K = 1 and N−2
N−1 <
p−1
q < 1 was
considered.
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1. Introduction
Of concern is the stationary Gierer–Meinhardt system in a ball of RN :⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
ε2u− u+ u
p
vq
= 0 in BR,
v − v + u
m
vs
= 0 in BR,
u > 0, v > 0 in BR,
∂u
∂ν
= ∂v
∂ν
= 0 on BR
(1.1)
where ε > 0 is a small constant,  :=∑Nj=1 ∂2∂xj ∂xj denotes the Laplace operator in RN , ν stands
for the unit outer normal to ∂BR , and the exponents (p, q,m, s) satisfy the following condition:
p > 1, q > 0, m > 1, s  0, qm
(p − 1)(1 + s) > 1. (1.2)
In the previous paper [18], the existence of one solution with a single layer concentrating on
an (N − 1)-dimensional sphere was proved, under some restricted conditions on the parameters
N,p,q,m, s and the radius R. In this paper, we give a more complete description of parameter
space and prove the existence of arbitrarily many clustered layer solutions, which answers a
question raised in [18].
Before we state the main results of the paper, let us recall some notation in [18].
We first define two functions: let J1(r) be the radially symmetric solution of the following
problem
J ′′1 +
N − 1
r
J ′1 − J1 = 0, J ′1(0) = 0, J1(0) = 1, J1 > 0. (1.3)
The second function, called J2(r), satisfies
J ′′2 +
N − 1
r
J ′2 − J2 + δ0 = 0, J2 > 0, J2(+∞) = 0 (1.4)
where δ0 is the Dirac measure at 0.
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J1(r) = c1r 2−N2 Iν(r), J2(r) = c2r 2−N2 Kν(r), ν = N − 22 , (1.5)
where c1, c2 are two positive constants and Iν,Kν are modified Bessel functions of order ν. See
[3, p. 378] for details. In the case of N = 3, J1, J2 can be computed explicitly:
J1 = sinh r
r
, J2(r) = e
−r
4πr
. (1.6)
Let w(y) be the unique solution for the following ODE:
w′′ −w +wp = 0 in R, w > 0, w(0) = max
y∈R
w(y), w(y) → 0 as |y| → ∞. (1.7)
Let R > 0 be a fixed constant. We define
J2,R(r) = J2(r)− J
′
2(R)
J ′1(R)
J1(r) (1.8)
and a Green’s function GR(r; r ′)
G′′R +
N − 1
r
G′R −GR + δr ′ = 0, G′R(0; r ′) = 0, G′R(R; r ′) = 0. (1.9)
Note that
J ′2,R(R) = 0, lim
R→+∞J2,R(r) = J2(r). (1.10)
It is easy to see that
GR(r; r ′) = 1
J ′1(r ′)J2,R(r ′)− J1(r ′)J ′2,R(r ′)
{
J2,R(r ′)J1(r), for r < r ′,
J1(r ′)J2,R(r), for r > r ′.
(1.11)
By computing the Wronskian of J1, J2, it is easy to see that
J ′1(r ′)J2,R(r ′)− J1(r ′)J ′2,R(r ′) =
1
c0(r ′)N−1
(1.12)
for some constant c0 = 0. Substituting (1.12) into (1.11), we obtain another formula for
GR(r; r ′):
GR(r; r ′) = c0(r ′)N−1
{
J2,R(r ′)J1(r), for r < r ′,
J1(r ′)J2,R(r), for r > r ′.
(1.13)
For t ∈ (0,R), set
MR(t) := a + J
′
1(t) + J
′
2,R(t) (1.14)t J1(t) J2,R(t)
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a = (N − 1)(p − 1)
q
. (1.15)
When R = +∞, J2,+∞(r) = J2(r). We denote G+∞(r; r ′) as G(r; r ′) and M+∞(t) as M(t).
That is,
G(r; r ′) = c0(r ′)N−1
{
J2(r ′)J1(r), for r < r ′,
J1(r ′)J2(r), for r > r ′,
(1.16)
M(t) := a
t
+ J
′
1(t)
J1(t)
+ J
′
2(t)
J2(t)
. (1.17)
In [18], Ni and Wei proved the following theorem on the existence of layered solutions
to (1.1):
Theorem 1.1. (See [18].) Let N  2 and (p, q,m, s) satisfy (1.2). Assume that there exist two
radii 0 < r1 < r2 <R such that
MR(r1)MR(r2) < 0. (1.18)
Then for ε sufficiently small, problem (1.1) has a solution (uε,R, vε,R) with the following proper-
ties:
(1) uε,R, vε,R are radially symmetric,
(2) uε,R(r) = ξ
q
p−1
ε,R w(
r−tε
ε
)(1 + o(1)),
(3) vε,R(r) = ξε,R(GR(tε; tε))−1GR(r; tε)(1 + o(1)), where GR(r; tε) satisfies (1.9), ξε,R is de-
fined by the following
ξε,R =
(
ε
(∫
R
wm
)
GR(tε; tε)
) (1+s)(p−1)−qm
qm
(1.19)
and tε ∈ (r1, r2) satisfies limε→0 MR(tε) = 0.
Theorem 1.1 reduces the problem of finding one solution to (1.1) to finding a zero of the
function MR(r) = 0. A natural question is what is the necessary and sufficient condition for the
existence of MR(r) = 0. A second question, which has been posed in [18], is if there are clustered
layer solutions to (1.1). In this paper, we answer both of these questions completely.
Our first theorem gives a complete classification of the existence of roots of MR(r), which
contains elements of independent interest. We summarize our findings as follows.
Theorem 1.2. Let a be as given in (1.15). Suppose that N  3 first. There are three cases.
(1.a) If N − 2 < a <N − 1 then there exists R0 such that if R >R0 then MR(r) = 0 has exactly
two solutions 0 < r1 < r2 <R, and if R <R0, then MR(r) = 0 has no solution. Moreover,
for R >R0, M ′ (r1) < 0, M ′ (r2) > 0.R R
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(1.c) If a  N − 2 then MR(r) = 0 has precisely one solution r1 for any R and moreover
M ′R(r1) > 0.
Suppose that N = 2. Then there exists a number a∞ > 1 whose numerical value is a∞ =
1.06119 such that one of the following holds:
(2.a) If a ∈ (0, a∞) then the situation is the same as in case (1.a).
(2.b) If a > a∞ then MR(r) > 0 for any R.
(2.c) If a = a∞ then MR(r) > 0 any R < ∞. When R = ∞, there exists a number r0 such that
M∞(r0) = 0 = M ′∞(r0), and MR(r) > 0 for any r = r0.
From Theorem 1.2, we see that a necessary and sufficient condition for (1.18) to hold is the
following
0 < a <
{
N − 1 for N  3,
a∞ for N = 2, and R >Ra =
{0 if a N − 2, N  3,
R0 if N − 2 < a <N − 1, N  3,
R0 if 0 < a < a∞, N = 2.
(1.20)
Our next result says that under the same condition (1.18) multiple clustered layer solution to
(1.1) also exists.
Theorem 1.3. Assume that (1.20) holds. Then for any given integer K  1, there exists εK > 0
such that for ε < εK , problem (1.1) has a solution (uε,R, vε,R), with the following properties:
(1) uε,R, vε,R are radially symmetric,
(2) uε,R(r) =∑Kj=1 ξ qp−1ε,R,jw( r−tε,jε )(1 + o(1)),
(3) vε,R(r) = ∑Kj=1 ξε,R,j (KGR(tε,j ; tε,j ))−1GR(r; tε,j )(1 + o(1)), where GR(r; tε) satisfies
(1.9), ξε,R,j is defined by the following
ξε,R,j =
(
ε
∫
R
wm
) K∑
l=1
ξ
qm
p−1 −s
ε,R,l GR(tε,l; tε,l) (1.21)
and tε,j ∈ (0,R) satisfies tε,j → r0, where 0 < r0 < R is a root of MR(r) = 0 (given by
Theorem 1.2) and
(1 − δ)ε log 1
ε
 tε,j − tε,j−1  (1 + δ)ε log 1
ε
, j = 2, . . . ,K, (1.22)
where δ > 0 is any small number.
In the case when N − 2 < a < N − 1 for N  3 and 0 < a < a∞ for N = 2, there are
two radially symmetric clustered solutions concentrating at two roots of MR(r), provided that
R >R0 and ε is sufficiently small.
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⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
ε2u− u+ u
p
vq
= 0 in RN,
v − v + u
m
vs
= 0 in RN,
u, v > 0, u, v → 0 as |x| → +∞.
(1.23)
Then we have the following result.
Theorem 1.4. Let N  2 and a = (N−1)(p−1)
q
satisfy (1.20). Then for ε sufficiently small, problem
(1.23) has a solution (uε, vε) with the following properties:
(1) uε, vε are radially symmetric,
(2) uε(r) =∑Kj=1 ξ qp−1ε,j w( r−rε,jε )(1 + o(1)),
(3) vε(r) =∑Kj=1 ξε,j (KG(rε,j ; rε,j ))−1G(r; rε,j )(1 + o(1)), where ξε,j is defined at the fol-
lowing
ξε,j = ε
(∫
R
wm
) K∑
j=1
ξ
qm
p−1 −s
ε,j G(rε,j ; rε,j ) (1.24)
and rε,j → r0 with r0 being the unique root of M∞(r) = 0.
We remark that Theorem 1.2 gives sufficient conditions for the existence of ring-type solu-
tions. We also conjecture that these conditions are necessary in the limit ε → 0; that is, a solution
concentrating on a ring of radius r0 cannot exist unless MR(r0) = 0. In this sense, Theorem 1.2
provides a complete classification of ring-type solutions.
The existence of clustered spikes to (1.23) in one-dimensional case has been proved by Chen,
M. del Pino and Kowalczyk [4] (using PDE method) and Doelman, Kaper and H. van der
Ploeg [7] (using dynamical system method). The existence of multiple spots to (1.23) in two-
dimensional case is proved by del Pino, Kowalczyk and Wei [5]. Our result here seems to be
first one on the existence of clustered layered solutions for elliptic systems. For single equations,
the existence of (single or multiple) layered solutions has been considered by many authors. We
refer to [1,2,8,11,12,19] and the references therein.
Gierer–Meinhardt system was used in [9] to model head formation of hydra, an animal of a
few millimeters in length, made up of approximately 100 000 cells of about fifteen different types.
The Gierer–Meinhardt system falls within the framework of a theory proposed by Turing [21]
in 1952 as a mathematical model for the development of complex organisms from a single cell.
We refer to [13] and [14] for background and recent studies on Gierer–Meinhardt system. For
the existence and stability of multiple spikes in a bounded domain, we refer to [6,10,15–17,20,
22–24] and the references therein.
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treated in a similar way as in the last section of [18]. By a rescaling, we will work with the
following problem
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
ε2u− u+ u
p
vq
= 0 in BR,
v − v + ε−1um = 0 in BR,
u > 0, v > 0 in BR,
∂u
∂ν
= ∂v
∂ν
= 0 on BR.
(1.25)
Our construction is similar to [12] and [18], where we used Liapunov–Schmidt reduction
procedure. The main difficulty here is to have good estimates for the interactions between spikes
inside a cluster. The basic idea is to write (1.25) into a nonlocal elliptic problem
ε2u− u+ u
p
(T[um])q = 0 in BR, u = u(r), u
′(R) = 0 (1.26)
where the operator T[h], for a given function h ∈ L2(BR), is defined as
T[h] −T[h] + ε−1h = 0 in BR, ∂T[h]
∂ν
= 0 on ∂BR(0). (1.27)
2. A study of MR(r): Proof of Theorem 1.2
In this section, we prove Theorem 1.2. The proof makes use of intricate properties of the two
Bessel functions J1 and J2. This may be useful in studying other problems involving the Bessel
functions.
As the statement indicates, the situation for N = 2 is very different from N  3. The case
N = 2 and a ∈ (1, a∞) has no analogue in higher dimensions and is considerably more difficult.
For reference, we list here the expansions of J1 and J2 for small and big argument (see [3]):
J1(r) ∼ A1r−N−12 er
(
1 − (N − 1)(N − 3)
8r
)
,
J2(r) ∼ A2r−N−12 e−r
(
1 + (N − 1)(N − 3)
8r
) as r → ∞; (2.1)
J1(r) ∼ B1
(
1 + r
2
2N
)
, J2(r) ∼ B2
{− ln(r), N = 2,
1
N−2 r
−N+2, N  2, as r → 0 (2.2)
where A1, A2, B1, B2 are some positive constants that depend on N but not on r . We start with
addressing case (1.a) and a part of case (2.a).
Lemma 2.1. Suppose that
0 < a  1 if N = 2,
N − 2 < a <N − 1 if N  3.
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Fig. 1. (a) The graph of MR(r) with N = 3, a = 2.5 and with R = 1, R = 2, R = R0 = 2.538, R = 4, R = 5. (b) The
graph of V (r) (see Lemma 2.2).
The system
MR(r) = 0, M ′R(r) = 0 (2.3)
has a unique solution r = r0, R = R0 and moreover, if R > R0, then MR(r) = 0 has exactly
two solutions 0 < r1 < r2 < R, and if R < R0, then MR(r) = 0 has no solution. Moreover, for
R >R0, M ′R(r1) < 0, M ′R(r2) > 0.
Proof. The proof consists of four steps (see Fig. 1(a)). In Step 1, we show that MR(r) is strictly
positive on (0,R) for when R is sufficiently small. As R is increased, there are only two ways
that a root of MR(r) can appear or disappear: either through the boundary at r = R or through
the presence of a double root (2.3). In Step 2, we rule out the former. In Step 3, we characterize
the latter, and also show that the solution to (2.3) is unique. In Step 4 we study MR for large
values of R and complete the proof.
Step 1. In the case N  3, using (2.2) and after some algebra we obtain
rMR(r) ∼ a −
( 1 − rN0
1 +N rN−20
)
, r0 = r
R
∈ (0,1); R 	 1. (2.4)N−2 R2
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r → 0 and hence rMR(r) attains its minimum at r = 0. Since a > N − 2, it follows that MR(r)
is always positive for sufficiently small R with r ∈ (0,R].
For the sub-case N = 2, we have
rMR(r) ∼ a −
( 1 − r20
lnR−1 + ln r−10 + 2R−2
)
, r0 = r
R
∈ (0,1); R 	 1.
Now the term in brackets is bounded by 12R−1+lnR−1 → 0 as R → 0 so that MR is positive for
sufficiently small R with r ∈ (0,R].
Step 2. Since J2,R(R) = 0, it follows that MR(R) = aR +
J ′1(R)
J1(R)
. But J1 is a strictly increasing
and positive function so that MR(R) is always strictly positive.
Step 3. Let fR(r) = aJ1(r)J2(r)+ r(J1J2)′, where J1 = I (r), J2,R = J1(r)−J2(r)K ′(R)I ′(R) . Then(2.3) is equivalent to
fR(r) = 0, f ′R(r) = 0. (2.5)
Let (2.5) hold. Then we have
r(J1J2,R)
′ = −a(J1J2,R),
J ′2,R
J2,R
= −a
r
− J
′
1
J1(r)
(2.6)
and hence
rf ′R(r) = r(a + 1)(J1J2,R)′ + r2(J1J2,R)′′
= −a(a + 1)(J1J2,R)+ r2
(
J ′′1 J2,R + 2J ′′1 J ′2,R + J ′′2,RJ1
)
= −a(a + 1)(J1J2,R)+ r2
(
2J1J2,R + 2J ′1J ′2,R −
N − 1
r
(J1J2,R)
′
)
= (−a2 − a + 2r2)(J1J2,R)− (N − 1)r(J1J2,R)′′ + 2r2J ′1J ′2,R
= (a(N − 1)− a2 − a + 2r2)(J1J2,R)+ 2r2J ′′1 J ′2,R.
Using (2.6), we have
− rJ1f
′
R(r)
J2,R
= (a2 − a(N − 2)− 2r2)J 21 − 2r2J1J ′1
(
−a
r
− J
′
1
J1
)
= 0.
We obtain
g(r) := (a2 − a(N − 2)− 2r2)J 2 + 2raJ1J ′ + 2r2J ′2 = 0. (2.7)1 1 1
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after some computations, we have that g(r) satisfies
rg′ + r2Cg = J 21
(
B −Ar2) (2.8)
where the constants A, B and C satisfy
A = 4(N − 1 − a), B = (2N − a − 4)(a + 2 −N)a, C = 2N − 4 − a. (2.9)
Note that for N  3, A,B,C > 0, while for N = 2, C < 0, B < 0, A> 0.
Let us consider the case N  3 first. If N  3, then J 21 (B −Ar2) > 0 for r < r∗ and J 21 (B −
Ar2) < 0 for r > r∗, where
r∗ =
√
B
A
. (2.10)
Observe that
g(0) = a(a −N + 2) > 0.
On the other hand using the big argument expansions (2.1) after some algebra we obtain
g(r) ∼ (−2(N − 1)+ 2a)A20r−(N−1)e2r as r → +∞. (2.11)
Thus g(r) = 0 admits at least one root. Let r1 be the first root of g. Then g′(r1)  0, which
implies that r1  r∗. We show that r1 > r∗. In fact, suppose that r1 = r∗. Then g(r∗) = g′(r∗) = 0
and g′′(r∗) 0. On the other hand, differentiating (2.8) gives
rg′′ + (r2C + 1)g′ + 2rCg = 2J1J ′1(B −Ar2)− 2ArJ 2
and hence
r∗g′′(r∗) = −2Ar∗J 21 (r∗) < 0,
which contradicts the fact that g′′(r∗) 0. Hence r1 > r∗. Suppose that g admits more than one
root. Let r2 be the first root of g with r2 > r1  r∗. Then g′(r2)  0 which is a contradiction
since r2g′(r2) = J 21 (B −Ar22 ) < 0.
In the case N = 2, we have B − Ar2 < 0, which implies that rg′ + Cr2g < 0. Thus g(r) can
have at most one root. Moreover, g(0) = a2 > 0 and if 0 < a < 1 then (2.11) shows that g is
negative for large r so that g admits exactly one root. In the sub-case a = 1, N = 2, Eq. (2.11) is
insufficient to determine the behavior of g at ∞, but a more accurate expansion using
J1(r) ∼ A0r−1/2er
(
1 + 1
8
1
r
+ 9
128
1
r2
+ · · ·
)
, r → ∞,
yields
g(r) ∼ −A20
1
r2
e2r → −∞ as r → ∞
and so g still admits exactly one root.
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J ′1(r)
J1(r)
+ J ′2(r)
J2(r)
.
Expanding for small r using (2.2) we obtain
M∞(r) ∼ (a + 2 −N)1
r
, r → 0,
so that M∞(r) → ∞ as r → 0. For large r with 1 	 r 	 R, we use the asymptotic expansions
(2.1) to obtain
M∞(r) ∼ a + 1 −N
r
, r → ∞.
This shows that MR(r) admits at least one root r1 	 R when a < N − 1 and R is sufficiently
large. In the case a = 1, N = 2, a more careful expansion (see [18]) shows that M∞ is still
negative for large r so the conclusion is unchanged. Using continuity and applying Steps 1, 2
and 3 shows that MR(r) has exactly two roots 0 < r1 < r2 < R whenever R > R0. Since MR is
positive for small r and by Step 2, it follows that M ′R(r1) < 0 and M ′R(r2) > 0. 
Next we address the more difficult case N = 2, a > 1. We first study the case R = ∞ in
Lemma 2.2. We then show in Lemma 2.3 how to reduce the more general case of arbitrary R to
the case R = ∞.
Lemma 2.2. Suppose that N = 2, R = ∞. Then the system
M∞(r;a) = 0 = M ′∞(r;a)
has a unique solution r = r∞, a = a∞ > 1. If a < a∞ then M∞(r) has at least one root and if
a > a∞ then M∞(r) > 0 for all r .
Proof. Let
V (r) = r(J1J2)
′
J1J2
.
The statement of the lemma is equivalent to showing that the equation V ′(r) = 0 has a unique
solution r = r∞, and that moreover the minimum of V is attained at r = r∞. The number a∞ is
then given by a∞ = −V (r∞). For reference, the graph of V is shown on Fig. 1(b).
Step 1. We show that (J1J2)′ < 0. Define a function u(r) = (J1J2)′. After some algebra we find
that
urr + 3
r
ur − 4u = 2J1J2
r
. (2.12)
Now the right-hand side is positive and using (2.2) and (2.1) we find that u is negative for small
or large r . Then by maximum principle, u is negative for all r .
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W(r) = 1 − J
′
1J
′
2
J1J2
. (2.13)
We claim that W ∈ (1,2). Now from (2.2) and (2.1) we see that W(0) = 1 and W(∞) = 2. So to
prove that W(r) ∈ (1,2) it suffices to show that w never crosses 1 or 2. Clearly W(r) = 1 since
J ′1J ′2 is nonzero. So it remains to show that the function v = J1J2 + J ′1J ′2 is never zero. After
some algebra we obtain
vrr + 3
r
vr − 4v = (J1J2)
′
r
.
Now the right-hand side is negative by Step 1, and v → +∞ as r → 0+, v → 0+ as r → ∞.
Therefore by maximum principle, v must be strictly positive for all r .
Step 3. We show that there exists a number r∗ such that V > −1 if r < r∗ and V < −1 if r > r∗
and moreover, V has no minimum for r ∈ (0, r∗]. First note that V → −1− as r → ∞ and V → 0
as r → 0. Thus there exists r∗ such that V (r∗) = −1. After substituting u = V r−1J1J2 where
u = (J1J2)′ satisfies (2.12), we obtain
Vrr + 1
r
Vr + 2
r
VrV − 2VW = 4 (2.14)
where W is defined in (2.13). Now suppose that Vr = 0. Then
Vrr = 2(2 + VW).
But W ∈ (1,2) so that Vrr > 0 whenever V −1 with Vr = 0. This shows that V has no interior
maximum whenever V −1. It immediately follows that r∗ is unique.
Step 4. W(r) is increasing for r > r∗. Since W(r) → 2− as r → ∞, it suffices to show that
W ′(r) = 0. Suppose not. After some algebra, we see that W ′ = 0 implies that V = 2(1−W)
W
and
hence V ∈ (−1,0) since W ∈ (1,2) from Step 2. But this contradicts Step 3 since we assumed
that r > r∗.
Step 5. Suppose that V has a maximum. By Step 3, it must be located at r = rM > r∗ with
V (rM) < −1. Since V → 1− as V → ∞, this implies that V must have an inflection point
ri > rM with V (ri) < −1, V ′(ri) > 0 and with V ′′(ri) = 0. Moreover, choose ri to be the first
such inflection point to the right of rM . From (2.14) we then obtain
Vr(ri) = 2ri(2 + V (ri)W(ri))1 + 2V (ri) .
Now V is decreasing inside [rM, ri] whereas W is increasing on this interval by Step 4. It follows
that 2+V (ri)W(ri) < 2+V (rM)W(rM) < 0. Moreover, V (ri) < −1 implies that 1+2V (ri) < 0
so that Vr(ri) > 0, a contradiction.
Since V has no maximum, it follows that it has only one minimum and this completes the
proof of the lemma. 
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a∞ ≡ min
r∈(0,∞)
r(J1J2)′
J1J2
. (2.15)
Given any a ∈ (1, a∞), there exist a unique r0 = r0(a) and a unique R0 = R0(a) such that
MR0(r0) = 0 = M ′R0(r0) and MR0(r) > 0 whenever r = r0. If R > R0 then MR(r) has exactly
two roots 0 < r1 < r2 < R with M ′R(r1) < 0,M ′R(r2) > 0. If R < R0, then MR(r) = 0 has no
solution.
Proof. As in the proof of Lemma 2.1, recall that the system MR(r) = 0 = M ′R(r) is equivalent
to solving MR(r) = 0, g(r) = 0 where
g(r;a) = (a2 − 2r2)J 21 + 2raJ1J ′1 + 2r2J ′21
and g satisfies
rg′ − r2ag = −J 21
(
a3 − 4(a − 1)r2). (2.16)
The goal is to show that the system MR = 0 = g has a unique solution for any given a < a∞. To
this end, aˆ(r0) be the solution to g(r0; aˆ(r0)) = 0 so that
aˆ(r) =
−rJ ′1 + r
√
2J 21 − J ′21
J1
. (2.17)
Note that g(0) = a2 > 0. Now since the right-hand side of (2.16) has one root, it follows that
g has at most two roots. Now from (2.11) it follows that for a < 1, g(∞) → −∞ whereas for
a > 1, g(∞) → +∞. Hence g has precisely two roots if a > 1 and if a is sufficiently close
to 1. Moreover g is an increasing function of a, so as a is increased, the two roots move towards
each other until they disappear at the fold-point bifurcation at some a = aM  a∞ > 1 (see
Fig. 2(a)). This proves that the graph of aˆ has the shape as shown on Fig. 2(b); more precisely,
it has a maximum at aM = aˆ(rM), and has no other local min/max. In what follows, we will
show that when g(r) = 0, MR(r) = 0 has a solution only if r < r∞  rM , where r∞ is such that
a∞ = aˆ(r∞). This makes aˆ invertible on r ∈ (0, r∞) and shows the uniqueness of the solution to
MR = 0 = g.
Step 1. There exists a unique r∞ such that if r < r∞, then the equation
MR
(
r; aˆ(r))= 0 (2.18)
has a unique solution R = R0; and if r > r∞ then this equation has no solution for R. Note that
(2.18) is equivalent to solving
−J
′
1(R)
J ′2(R)
= F(r) := J2(r)
J1(r)a(r)
(
aˆ(r)+ (J1(r)J2(r))
′r
J1(r)J2(r)
)
.
In particular, the solutions exist if and only if F(r) is positive. We need to show that F(r) has
a unique root. Note that if F(r) = 0 then R = ∞. Now in this case, M∞(r) = 0 = M ′ (r). It∞
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Fig. 2. (a) The graph of g(r) for a = 0.9,1,1.03 and a = a∞ = 1.06119. (b) The graph of aˆ(r). The insert shows the
magnification of aˆ(r) near its maximum.
follows from Lemma 2.2 that r = r∞ and aˆ(r) = aˆ(r∞) = a∞. This shows that the root of F(r)
is unique. Moreover, F is positive for small r so that F > 0 for any r < r∞ and F < 0 for any
r > r∞.
Step 2. There are no solutions to MR(r, a) = 0 if a > a∞. Note that MR(r;a) is a decreasing
function of R. Moreover by the definition of a∞, M∞(r;a∞) 0. This shows that MR(r;a) > 0
for any a > a∞.
Step 3. We show that r∞  rM . Now there are at most two solutions to the equation a∞ = a(r)
(see Fig. 2(b)). We claim that r = r∞ is the leftmost solution. Suppose not. Then r > rM , a∞ <
aM and by Step 2 there are no solutions to MR(r;aM) = 0. But this contradicts Step 1.
Step 4. Fix a ∈ (0, a∞). By Step 1 of Lemma 2.2, MR(r;a) is strictly positive for sufficiently
small R. By the definition of a∞, M∞(r;a) has a root when a = a∞. Since MR(r;a) is an
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So there exists R0, r0 such that
MR0(r0;a) = 0 = M ′R0(r0;a) (2.19)
but MR0(r;a) > 0 for all r = r0. Suppose that there is another pair of numbers R1, r1 that has
the property (2.19). By Step 3, it follows that r1 < r∞. But then r1 = r0 by monotonicity of aˆ on
(0, r∞). It follows by monotonicity of J ′1/J ′2 that R1 = R0. This shows that the solution to (2.19)
is unique whenever a ∈ (0, a∞).
Step 5. Note that MR has no roots if R is sufficiently small (see Lemma 2.1, Step 1) and
MR(R) > 0. Since the solution to 2.19 is unique, the proof is complete by showing that MR(r)
admits a root r = r0 < R for a ∈ (0, a∞) and with R sufficiently large. Now MR(r) is positive
when r is small, and from the definition (2.15) of ainf, the minimum of M∞(r) is negative. So
M∞(r) has a root, and therefore so does MR(r) with R sufficiently large. This competes the
proof of Lemma 2.3. 
Proof of Theorem 1.2. We are now ready to finish the proof of Theorem 1.2. Cases (1.a) and
(2.a) with a  1 are covered by Lemma 2.2. Case (2.a) with a ∈ (1, ac) as well as cases (2.b)
and (2.c) are covered by Lemma 2.3 so only the cases (1.b) and (1.c) remain.
Consider first the case a < N − 2, N  3. With g as in Lemma 2.1, we have g(0) = a(a −
(N − 2)) < 0 and g → −∞ as r → ∞. Moreover recall (2.8) that g satisfies rg′ + r2Cg =
J 21 (B −Ar2) but here, C > 0, B < 0, A> 0. Hence g′ < 0 whenever g = 0, so g has no roots. It
follows that MR(r) = M ′R(r) = 0 has no solutions for any R. But for small values of R, it is easy
to see using (2.4) that MR(r) has precisely one root r = r0 with M ′R(r0) = 0. Since MR(R) > 0
for all R (see Lemma 2.2, Step 2), it follows by continuity that MR(r) has precisely one root for
all R.
Lastly the case a  N − 1. Then g(0) > 0; rg′ + r2Cg = J 21 (B − Ar2) with A 0, B > 0.
Thus g′ > 0 whenever g = 0 which implies that g no roots. Since MR(r) has no roots for small R,
it therefore follows that MR(r) has no roots for any MR . This completes the proof of Theo-
rem 1.2. 
3. Approximate solutions and a linear problem
The rest of the sections are devoted to proving Theorem 1.3. The present section contains
some preliminaries. We first define approximate solutions and then we study a linear problem,
which forms the foundation of the finite-dimensional reduction.
Suppose that the assumption (1.20) holds. By Theorem 1.2, there exists Ra  0 such that for
R >Ra , the equation MR(t) = 0 has at least one root r0 ∈ (0,R). Furthermore, M ′R(r0) = 0. Let
us fix such r0 throughout the rest of the paper. Let us define
A(r) = J
′
1 > 0, B(r) = J
′
2,R
< 0. (3.1)
J1 J2,R
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χ(s) = 1 for s ∈ [R1, r0+R22 ] and χ(s) = 0 for s < R12 or s > R2. Fix t ∈ (R1,R2). We set
Iε :=
(
0,
R
ε
)
, Iε,t :=
(
− t
ε
,
R − t
ε
)
(3.2)
and then define
wε,t (y) := w
(
y − t
ε
)
χ(εy), y ∈ Iε. (3.3)
We introduce the following set
Λ =
{
t = (t1, . . . , tK)
∣∣∣
∣∣∣∣∣ 1K
K∑
j=1
tj − r0
∣∣∣∣∣ ε τ2 , (1 − δ)ε log 1ε  tj+1 − tj  (1 + δ)ε log 1ε ,
j = 1, . . . ,K − 1
}
(3.4)
where τ > 0 is to be chosen later. For t ∈ Λ, we define
wε,t(r) =
K∑
j=1
wε,tj (r). (3.5)
Then we have
tj = O
(
ε| ln ε|), j = 1, . . . ,N, |ti − tj | (1 − δ)|i − j |ε log 1
ε
. (3.6)
The choice of the approximated location of the concentration points comes from the compu-
tations carried out in the proof of formula (4.11).
As in [12] and [18], for u,v ∈ H 1(BR
ε
), we equip them with the following scalar product:
(u, v)ε =
∫
Iε
(u′v′ + uv)(y)N−1 dy (3.7)
(which is equivalent to the inner product of H 1(BR)).
Then orthogonality to the function w′ε,tj with respect to this scalar product is equivalent to the
orthogonality to the function
Zε,tj = w′′′ε,tj +
(N − 1)
y
w′′ε,tj −w′ε,tj (3.8)
in L2(Iε), equipped with the following scalar product
〈u,v〉ε =
∫
Iε
(uv)(y)N−1 dy (3.9)
(which is equivalent to the inner product of L2(BR)).
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C[φ] = qm
p − 1
(
K∑
l=1
ξ
qm
p−1 −1
ε,l GR(tl; tl)
∫
Iε
wm−1ε,tl φ
)
(3.10)
where ξε,j is defined at (4.2).
Then we consider the following problem: for h ∈ L2(BR
ε
)∩L∞(Iε) being given, find a func-
tion φ satisfying
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
Lε,t[φ] := φ − φ + pwp−1ε,t φ − (p − 1)C[φ]wpε,t = h+
K∑
j=1
cjZε,tj ,
φ′(0) = φ′
(
R
ε
)
= 0, 〈φ,Zε,tj 〉ε = 0, j = 1, . . . ,K,
(3.11)
for some constants c1, . . . , cK .
Let 0 < μ < 110 min(p − 1,m − 1,1) be a small number such that Lemma 5.1 of [18] holds.
For every function φ : Iε → R define
‖φ‖∗ =
∥∥eμminKj=1〈y− tjε 〉φ(y)∥∥
L∞(Iε) (3.12)
where 〈y〉 = (1 + y2) 12 .
Since N−1
y
w′′ε,t = O(ε)e−|y−
t
ε
|
, we obtain
Zε,t (y) = w′′′
(
y − t
ε
)
−w′
(
y − t
ε
)
+O(ε)e−μ〈y− tε 〉
= −pwp−1
(
y − t
ε
)
w′
(
y − t
ε
)
+O(ε)e−μ〈y− tε 〉 (3.13)
uniformly for t ∈ [R1,R2].
The following proposition provides a priori estimates of φ satisfying (3.11).
Proposition 3.1. Let (φ, c) satisfy (3.11). Then for ε sufficiently small, t ∈ Λ, we have
‖φ‖∗  C‖h‖∗ (3.14)
where C is a positive constant depending on R,N,p,K only.
Proof. The proof is similar to Proposition 3.1 of [12] or Proposition 5.1 of [18]. We prove the
inequality by contradiction. Arguing by contradiction there exists sequences εk → 0, tk ∈ Λ and
a sequence of functions φεk,tk satisfying (3.11) such that the following holds:
‖φεk,tk‖∗ = 1, ‖hk‖∗ = o(1),
∫
Iε ,t
φεk,tkZεk,tj,k (y)
N−1 dy = 0.k j,k
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Multiplying the first equation of (3.11) by w′ε,tj and integrating over Iε , we obtain that
K∑
l=1
cl
∫
Iε
Zε,tlw
′
ε,tj
= −
∫
Iε
hw′ε,tj +
∫
Iε
(
Lε[φε,t]
)
w′ε,tj . (3.15)
The left-hand side of (3.15) equals ∑Kl=1 cl(− ∫R pwp−1(w′)2δlj + o(1)) because of (3.13). The
first term on the right-hand side of (3.15) can be estimated by∫
Iε
hw′ε,tj = O
(‖h‖∗)
where we have used the fact that w is exponentially decaying.
The last term equals
∫
Iε
(
Lε[φε,t]
)
w′ε,tj =
∫
Iε,tj
[
φ′′ε,t +
ε(N − 1)
tj + εz φ
′
ε,t − φε,t + pwp−1ε,tj φε,t
]
w′ε,tj
+ p
∫
Iε
(
w
p−1
ε,t −wp−1ε,tj
)
φw′ε,tj − (p − 1)C(φ)
∫
Iε
w
p
ε,tw
′
ε,tj
.
Similar to the estimates in the proof of Proposition 5.2 of [18], we obtain that
K∑
j=1
|cj | = O
(‖h‖∗)+ o(‖φε,t‖∗),
∥∥∥∥∥h+
K∑
j=1
cjZε,tj
∥∥∥∥∥∗ = o(1). (3.16)
Next we set
φˆj (y) := φε,t
(
y − rj
ε
)
, j = 1, . . . ,K.
Since ‖φε,t‖∗ = 1, we see that φˆj (y) → φˆ0,j locally in any compact interval of R. Furthermore,
we see that
C(φ) → μ0
∑K
j=1
∫
R
wm−1φˆ0,j∫
R
wm
(3.17)
where
μ0 = lim
ε→0
qm
p − 1
(
K∑
l=1
ξ
qm
p−1 −1
ε,l GR(tl; tl)
)∫
R
wm = 1
K
qm
p − 1 (3.18)
by Lemma 4.1.
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L[φˆ0,j ] −μ0(p − 1)
∑K
j=1
∫
R
wm−1φˆ0,j∫
R
wm
wp = 0, j = 1, . . . ,K. (3.19)
Summing up the above equality, we obtain
L
[
K∑
j=1
φˆ0,j
]
−Kμ0(p − 1)
∑K
j=1
∫
R
wm−1φˆ0,j∫
R
wm
wp = 0,
which by (3) of Lemma 3.1 of [18] implies that ∑Kj=1 φˆ0,j = cw′, since μ0K = 1. This then
yields that
∫
R
wm−1
∑K
j=1 φˆ0,j = 0. So L[φˆ0,j ] = 0 and hence φˆ0,j = αjw′, j = 1, . . . ,K , for
some constant αj .
On the other hand, taking the limit in
∫
Iε
Zε,tj φε,t = 0 gives
∫
R
wp−1w′φˆ0,j = 0. Thus αj = 0
and φˆj,k → 0 locally in R. This then implies that
C(φ) = o(1) (3.20)
and
∥∥wp−1ε,t φε,t∥∥∗ = sup
y∈Iε,tj
∣∣eμ〈y− tjε 〉wp−1ε,tj (y)φε,t(y)∣∣= o(1). (3.21)
The rest of the proof is exactly the same as in those of Proposition 5.1 of [18]. We omit the
details. 
Similarly, we have
Proposition 3.2. There exists an ε0 > 0 such that for any ε < ε0, t ∈ Λ, given any h ∈ L2(Iε) ∩
L∞(Iε), there exists a unique pair (φ, c1, . . . , cK) such that the following hold:
Lε,t[φ] = h+
K∑
j=1
cjZε,tj , (3.22)
φ′(0) = φ′
(
R
ε
)
= 0, 〈φ,Zε,tj 〉ε = 0, j = 1, . . . ,K. (3.23)
Moreover, we have
‖φ‖∗ C‖h‖∗. (3.24)
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In this section, we study the operator T[h], defined at (1.27), where we choose h to be
h =
(
K∑
j=1
ξ
q
p−1
ε,j wε,tj
(
r
ε
)
+ φ
)m
, ‖φ‖∗ = O
(
εσ
) (4.1)
where ξε,j is chosen such that
T
[
K∑
j=1
ξ
q
p−1
ε,j wε,tj
(
r
ε
)]
(tj ) = ξε,j , j = 1, . . . ,K, (4.2)
and t = (t1, . . . , tK) ∈ Λ. We first have
Lemma 4.1. Let t ∈ Λ. Then (4.2) has a unique solution ξε,j = ξε,j (t) such that
ξε,j =
(
K
(∫
R
wm
)
G(r0; r0)
) p−1−qm
qm +O(ε| log ε|), j = 1, . . . ,K. (4.3)
The proof of Lemma 4.1 will be given at the end of the section.
Let us decompose
h =
(
K∑
j=1
ξ
q
p−1
ε,j wε,tj
(
r
ε
)
+ φ
)m
= h1 + h2 + h3
where
h1 =
K∑
j=1
ξ
qm
p−1
ε,j
(
wε,tj
(
r
ε
))m
,
h2 =
(
K∑
j=1
ξ
q
p−1
ε,j wε,tj
(
r
ε
))m
−
K∑
j=1
ξ
qm
p−1
ε,j
(
wε,tj
(
r
ε
))m
,
h3 =
(
K∑
j=1
ξ
q
p−1
ε,j wε,tj
(
r − tj
ε
)
+ φ
)m
−
(
K∑
j=1
ξ
q
m−1
ε,j wε,tj
(
r − tj
ε
))m
.
According to (1.27), we have
T[h](r ′) = ε−1
R∫
0
GR(r
′; r)h(r) dr = E1 +E2 +E3
where Ej = T[hj ], j = 1,2,3. Our remaining task is to compute T[hi](tj + εz)−T[h](tj ).
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T
[
ξ
qm
p−1
ε,j wε,tj
(
r
ε
)]
(tj + εz) = ξ
qm
p−1
ε,j GR(tj ; tj )
∫
R
wm
(
1 + ερj (z)+O
(
ε2
(
1 + |z|2))) (4.4)
where ρj (z) is defined by
ρj (z) = 1∫
R
wm
[
J ′2,R(tj )
J2,R(tj )
(
z
z∫
−∞
wm +
∞∫
z
ywm(y)dy
)
+ J
′
1(tj )
J1(tj )
(
z
∞∫
z
wm +
z∫
−∞
ywm(y)dy
)]
. (4.5)
For l = j , we have
T
[
ξ
qm
p−1
ε,l wε,tl
(
r
ε
)]
(tj + εz) = ξ
qm
p−1
ε,l GR(tl; tl)
∫
R
wm
(
1 + ερl
(
tj − tl
ε
+ z
)
+O
(∑
j =l
|tj − tl |2 + ε2|z|2
))
. (4.6)
Therefore from the definition of (4.5) we have
T[h1](tj + εz) =
K∑
l=1
ξ
qm
p−1
ε,l GR(tl; tl)
∫
R
wm
(
1 + ερ
(
tj − tl
ε
+ y
)
+O(ε2 + ε2|z|2)). (4.7)
For E2, we have
T[h2](tj + εz)−T[h2](tj ) = O
(
|y|
R∫
0
∑
i =j
wm−1ε,ti wε,tj
)
= O(ε2| log ε||z|).
For E3, we have
E3 = ε−1
R∫
0
GR
(
r ′; r)
[
m
K∑
l=1
ξ
q(m−1)
p−1
ε,l w
m−1
ε,tl
φ
]
dy +O(εσ‖φ‖∗ + ‖φ‖1+τ∗ )
= m
K∑
l=1
ξ
q(m−1)
p−1
ε,l GR(tl; tl)
∫
wm−1ε,tl φ +O
(
εσ‖φ‖∗ + ‖φ‖1+τ∗
)
Iε
T. Kolokolonikov, J. Wei / J. Differential Equations 245 (2008) 964–993 985where the constant τ is defined by
τ = min(1,p − 1,m− 1). (4.8)
On the other hand, for |r ′ − r0| δ4 , we use∣∣∣∣φ
(
r
ε
)∣∣∣∣ C‖φ‖∗e−μ〈 r−tjε 〉. (4.9)
This implies, by the same estimates as in [18],
T[h](r ′) C. (4.10)
Summarizing all the estimates, we have obtained the following lemma:
Lemma 4.2.
(1) For |r ′ − r0| < δ4 , r ′ = tj + εz, we have
T
[(
K∑
l=1
ξ
q
p−1
ε,l wε,tl + φ
)m]
(tj + εz)
=
K∑
l=1
ξ
qm
p−1
ε,l GR(tl; tl)
∫
R
wm
(
1 + ερ
(
tj − tl
ε
+ z
)
+O(ε2 + ε2|z|2))
+m
K∑
l=1
ξ
q(m−1)
p−1
ε,l GR(tl; tl)
∫
Iε
wm−1ε,tl φ +O
(
εσ‖φ‖∗ + ‖φ‖1+τ∗
)
. (4.11)
(2) For |r ′ − r0| δ4 , we then have
T
[(
K∑
l=1
ξ
q
p−1
ε,l wε,tl + φ
)m]
(r ′) C. (4.12)
Finally, we prove Lemma 4.1.
Proof of Lemma 4.1. From the computations above, we obtain that
T
[(
K∑
l=1
ξ
q
p−1
ε,j wε,tl
)m]
(tj ) =
K∑
l=1
ξ
qm
p−1
ε,l GR(tl; tl)
∫
R
wm
(
1 +O(ε| log ε|)).
Thus Eq. (4.2) becomes
ξε,j =
K∑
l=1
ξ
qm
p−1
ε,l GR(tl; tl)
∫
wm
(
1 +O(ε| log ε|)), j = 1, . . . ,K. (4.13)R
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ξj =
K∑
l=1
ξ
qm
p−1
l GR(r0; r0)
∫
R
wm, (4.14)
which admits a solution ξj = ξ0 where ξ0 satisfies
ξ
1− qm
p−1
0 = KGR(r0; r0)
∫
R
wm. (4.15)
Now we search for a solution to (4.13) with ξε,j = ξ0 + ξˆε,j where ξˆε,j = o(1). Then we have
ξˆε,j − qm
p − 1ξ
qm
p−1 −1
0
(
KGR(r0; r0)
∫
R
wm
) K∑
l=1
ξˆε,l +O(ε log ε). (4.16)
The matrix on the left-hand side of (4.16) is nondegenerate since qm
p−1 = 1. This, together with
the implicit function theorem, proves Lemma 4.1. 
5. A nonlinear problem
In this section, we solve the following system of equations for (φ,β):
(W + φ)′′ + ε(N − 1)
y
(W + φ)′ − (W + φ)+ (W + φ)
p
(T[(W + φ)m](εy))q =
K∑
j=1
βjZε,tj , (5.1)
φ′(0) = φ′
(
R
ε
)
= 0,
∫
Iε
φZε,tj y
N−1dy = 0, j = 1, . . . ,K, (5.2)
where, from now on, we use the following notation:
W :=
K∑
j=1
ξ
q
p−1
ε,j wε,tj , j = 1, . . . ,K, (5.3)
and we recall the definition of ξε,j at (4.2). Note that if βj = 0, then we have solved (1.1).
The main result in this section is to show the following proposition:
Proposition 5.1. For t ∈ Λ and ε sufficiently small, there exists a unique pair (φε,t, βε,1(t), . . . ,
βε,K(t)) satisfying (5.1)–(5.2). Furthermore, (φε,t, βε,1(t), . . . , βε,K(t)) is continuous in t and
we have the following estimate
‖φε,t‖∗  εσ (5.4)
where σ ∈ ( 1 ,1) is a constant, and τ is defined by (4.8).1+τ
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form:
Lε,t[φ] = Eε +Mε[φ] +
K∑
j=1
βjZε,tj . (5.5)
Here
Eε = −W ′′ +W − (N − 1)
y
W ′ − W
p
(T[Wm])q (5.6)
and Mε[φ] is given by
Mε[φ] = (W + φ)
p
(T[(W + φ)m])q −
Wp
(T[Wm])q − pw
p−1
ε,t φ + C(φ)wpε,t. (5.7)
Note that
Eε = −W ′′ +W − (N − 1)
y
W ′ − W
p
(T[Wm])q
=
K∑
j=1
1 −N
y
ξε,jw
′
ε,tj
+
K∑
j=1
ξ
q
p−1
ε,j
(
w
p
ε,tj
− ξ
q
ε,j
(T[Wm])q
)
+
∑K
j=1 ξ
qp
p−1
ε,j w
p
ε,tj
−Wp
(T[Wm])q . (5.8)
Using Lemma 4.2, we obtain
‖Eε‖∗ Cε. (5.9)
For Mε , we note that
Mε[φ] = (W + φ)
p −Wp − pWp−1φ
(T[(W + φ)m])q
−
(
Wp
(T[wmε,t ])q
− W
p
(T[(W + φ)m])q − C(φ)
Wp
(T[(W + φ)m])q
)
− pWp−1φ
(
1
(T[Wm])q −
1
(T[(W + φ)m])q
)
− p
(
w
p−1
ε,t −
Wp−1
(T[(W + φ)m])q
)
+ C[φ]
(
Wp
(T[(W + φ)m])q −w
p
ε,t
)
.
Using Lemma 4.2, we see that∥∥Mε[φ]∥∥∗  C(ε‖φ‖∗ + ‖φ‖1+τ∗ ). (5.10)
The rest of the proof is similar to that of [18]. 
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In this section we solve the reduced problem and establish our main existence result given by
Theorem 1.3. In particular, we prove that
Proposition 6.1. For ε sufficiently small, βε(t) is continuous in t and we have
βε,j (t) = b0ε
[
a
tj
+ 1
K
(
A(tj )+B(tj )
)+ 2(j − 1)
K
B(tj )+ 2(K − j)
K
A(tj )
]
+ c0
∑
l =j
tj − tl
|tj − tl |e
− |tj−tl |
ε +O(εσ(1+τ)), j = 1, . . . ,K, (6.1)
for some generic constants b0, c0 > 0.
From Proposition 6.1, we can finish the proof of Theorem 1.3.
Proof of Theorem 1.3. We need to find a t ∈ Λ such that βε,j (t) = 0. To this end, we use a
degree argument.
Consider a new vector field F = (F1, . . . ,FK) as
Fj (t) = b0ε
[
a
tj
+ 1
K
(
A(tj )+B(tj )
)+ 2(j − 1)
K
B(tj )+ 2(K − j)
K
A(tj )
]
+ c0
∑
|l−j |=1
tj − tl
|tj − tl |e
− |tj−tl |
ε , j = 1, . . . ,K.
For t ∈ Λ, we see that
βε,j (t) = Fj (t)+O
(
ε1+τ
)
.
Now we consider a homotopy of βε and F:
Fˆj (t) = αβε,j (t)+ (1 − α)Fj (t) = Fj (t)+O
(
ε1+τ
) (6.2)
where α ∈ [0,1]. We claim that for t ∈ ∂Λ, Fˆ (t) = 0. In fact, suppose for some t ∈ ∂Λ, Fˆ (t) = 0.
By definition, we have either
∑K
j=1 tj = ε
τ
4 or tj − tj−1 = ε(1−δ) log 1ε for some j or tj − tj−1 =
ε(1 + δ) log 1
ε
for some j .
In the first case, we have
0 =
K∑
l=1
Fˆl(t) = b0ε
K∑
j=1
[
a
tj
+ 1
K
(
A(tj )+B(tj )
)+ 2(j − 1)
K
B(tj )+ 2(K − j)
K
A(tj )
]
+O(ε1+τ )
= Kb0εM ′R(r0)
(∑K
j=1 tj
K
− t0
)
+O(ε1+τ ), (6.3)
which is impossible since M ′ (r0) = 0.R
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j∑
l=1
Fˆl(t) = b0ε
j∑
l=1
[
a
tl
+ 1
K
(
A(tl)+B(tl)
)+ 2(l − 1)
K
B(tl)+ 2(K − l)
K
A(tl)
]
− c0e
tj−tj+1
ε
= b0ε
[
j
a
r0
+ j
K
(
A(r0)+B(r0)
)+ j (j − 1)
K
B(r0)+ 2Kj − j (j + 1)
K
A(r0)
]
− c0e
tj−tj+1
ε +O(ε1+τ ). (6.4)
So
j∑
l=1
Fˆl(t) = b0ε j (K − j)
K
(
A(r0)−B(r0)
)− c0e tj−tj+1ε +O(ε1+δ). (6.5)
In the second case, we then have
0 =
j∑
l=1
Fˆl(t) = O(ε)− e
tj−1−tj
ε −Cε1−δ (6.6)
which is a contradiction.
In the third case, we then have
0 =
j∑
l=1
Fˆl(t) = b0ε j (K − j)
K
(
A(r0)−B(r0)
)+O(ε1+δ). (6.7)
This is impossible again since
A(r0)−B(r0) = J
′
1
J1
− J
′
2,R
J2,R
> 0. (6.8)
By degree theory, we have
deg(βε,Λ) = deg(F,Λ).
Next we show that F has only one zero in Λ and the zero is nondegenerate. To this end, we
consider another vector field:
F¯j (t) =
j∑
l=1
Fl (t).
Then
deg(βε,Λ) = deg(F,Λ) = deg(F¯ , λ).
We first claim that, any zero of F¯ in Λ (denoted by t0) must satisfy
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1
ε
+ εAj + o(ε), 1
K
K∑
j=1
t0j = t0 +O
(
ετ
) (6.9)
where Aj is some constant. In fact, this follows from (6.3) and (6.5).
Now we show that t0 is unique and nondegenerate. To this end, we compute the Jacobian
J := ∇F¯ . It is easy to see that Js = 0 if and only if
ε
j∑
l=1
alslsj − (sj+1 − sj ) = 0, j = 1, . . . ,K − 1, ε
N∑
l=1
alsl = 0 (6.10)
where
al = − a
(t0l )
2
+ 1
K
(
A′
(
t0l
)+B ′(t0l ))+ 2(l − 1)K B ′
(
t0l
)+ 2(K − l)
K
A′
(
t0l
)
.
Since
∑N
l=1 al = M ′R(r0)+ o(1) = 0, we see that (6.10) implies then s1 = · · · = sK = 0.
The above argument shows that Fˆ and hence F has a unique and nondegenerate zero in Λ.
Therefore deg(F,Λ) = 0. So deg(βε,Λ) = 0. A zero of βε , denoted by tε , is guaranteed, which
produces a solution uε = W + φε,tε to (5.1)–(5.2). It is easy to verify that uε satisfies all the
properties of Theorem 1.3. 
We now prove Proposition 6.1. Observe that φε,t satisfies (5.5).
Multiplying Eq. (5.5) by w′ε,tj and integrating over Iε , we obtain
βε,j (t)
∫
Iε
Zε,tj w
′
ε,tj
+
∑
k =j
O
(
εσ |βε,k|
)
=
∫
Iε
Lε,t[φε,t]w′ε,tj +
∫
Iε
(−Eεw′ε,tj )+
∫
Iε
(−Mε[φε,t]w′ε,tj ). (6.11)
The left-hand side of (6.11) can be computed by (3.13):
K∑
l=1
βε,l(t)
∫
Iε
Zε,tlw
′
ε,tj
= −βε,j (t)
∫
R
(
(p − 1)wp−1(w′)2)+O(ε∑
l =j
∣∣βε,l(t)∣∣
)
. (6.12)
We estimate each term on the right-hand side of (6.11). For the first term, we use integration
by parts:
∫
Iε
Lε,t[φε,t]w′ε,tj =
∫
Iε
[
φ′′ε,t − φε,t + pwp−1ε,t φε,t
]
w′ε,tj +O
(
ε1+σ
)
=
∫ [
w′′′ε,tj −w′ε,tj + pwp−1ε,tj w′ε,tj
]
φε,t = O
(
ε1+σ
)
.Iε
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Iε
Mε,t [φε,t]w′ε,tj = O
(
ε1+σ + εσ(1+τ))= O(εσ(1+τ)). (6.13)
It remains to compute the second term at the right-hand side of (6.11): by (5.8)
∫
Iε
(−Eε)w′ε,tj = ξ
q
p−1
ε,j
∫
Iε,tj
ε(N − 1)
tj + εy
(
w′ε,tj
)2 +O(ε2)
+
∫
Iε
ξ
q
p−1
ε,j w
p
ε,tj
(
1 − ξ
q
ε,j
(T[W ])q
)
w′ε,tj
+
∫
Iε
Wp −∑Kl=1 ξ qpp−1 wpε,tl
(T[wmε,t ])q
w′ε,tj +O
(
ε2
)
.
It is easy to see that ∫
Iε,t
ε(N − 1)
tj + εy
(
w′ε,tj
)2 = εN − 1
tj
∫
R
(w′)2 +O(ε2). (6.14)
Then we estimate, using Lemma 4.2,
∫
Iε
w′ε,tj w
p
ε,tj
(
1 − (T[Wm])q
(T[W ])q
)
= −qε
K∑
l=1
(∫
R
w′wpρ
(
y + tj − tl
ε
)
+O(ε)
)
. (6.15)
By the computation in [18], we have
∫
R
wm
∫
R
w′wpρ(y) = − 1
2(p + 1)
(
J ′2,R(t)
J2,R(t)
+ J
′
1(t)
J1(t)
)∫
R
wp+1(y)
∫
R
wm. (6.16)
On the other hand, for l < j , tl < tj , we have
ρ
(
y + tj − tl
ε
)
= J
′
1(tl)
J1(tl)
(
y + tj − tl
ε
)
+O(ε|y|) (6.17)
and hence
∫
R
w′wpρ
(
y + tj − tl
ε
)
= J
′
1(tl)
J1(tl)
∫
R
yw′wp = −
(∫
R
wp+1
p + 1
)
J ′1(tl)
J1(tl)
+O(ε)
−
(∫
wp+1
p + 1
)
J ′1(tj )
J1(tj )
+O(ε| log ε|). (6.18)
R
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∫
R
w′wpρ
(
y + tj − tl
ε
)
= −
(∫
R
wp+1
p + 1
)
J ′2,R(tj )
J2,R(tj )
+O(ε). (6.19)
Finally, we have
∫
Iε
Wp −∑Kl=1 ξ qpp−1ε,l wpε,tl
(T[Wm])q w
′
ε,tj
=
∫
Iε
pw
p−1
ε,tj
∑
l =j
ξ
q
p−1
ε,l wε,tlw
′
ε,tj
+O(ε2)
= −ξ
q
p−1
ε,j
∫
Iε
w
p
ε,tj
∑
l =j
w′ε,tl +O
(
ε2
)
=
∑
l =j
tj − tl
|tj − tl |e
− |tj−tl |
ε
(∫
R
wpe−y
)
+O(ε2). (6.20)
Combining all together, we arrive at
−βε,j (t)ξ−
q
p−1
0
∫
R
(
(p − 1)wp−1(w′)2)
= εN − 1
tj
∫
R
(w′)2 + ε q
2(p + 1)
∫
R
wp+1
(
J ′2,R(tj )
J2,R(tj )
+ J
′
1(tj )
J1(tj )
)
+ ε
∑
l>j
q
(p + 1)
∫
R
wp+1
(
J ′2,R(tj )
J2,R(tj )
)
+ ε
∑
l<j
q
(p + 1)
∫
R
wp+1
(
J ′1(tj )
J1(tj )
)
+
∑
l =j
tj − tl
|tj − tl |e
− |tj−tl |
ε
(∫
R
wpe−y
)
+O(εσ(1+τ))
= εb0
[
a
tj
+ 1
K
(
A(tj )+B(tj )
)+ 2(j − 1)
K
B(tj )+ 2(K − j)
K
A(tj )
]
+ c0
∑
l =j
tj − tl
|tj − tl |e
− |tj−tl |
ε +O(εσ(1+τ)) (6.21)
where b0 > 0, c0 > 0.
This proves the proposition.
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