In this paper, we present explicit inverses for two Brownian-type matrices, which are defined as Hadamard products of certain already known matrices. The matrices under consideration are defined by 3n − 1 parameters and their lowerHessenberg-form inverses are expressed analytically in terms of these parameters. Such matrices are useful in the theory of digital signal processing and in the theory and applications of test matrices, i.e., matrices with known explicit inverses, which are thus appropriate for testing matrix inversion algorithms.
Introduction
Herbold (1969) gives the explicit inverse of a matrix G n = [β ij ] with elements β ij = b j , i j, a j , i > j. Valvi (1977) gives the explicit inverses of two symmetric matrices K = [κ ij ] and N = [ν ij ] with elements κ ij = k i and ν ij = k j , i j, respectively. K is a special case of Brownian-type matrix and G n is a lower Brownian matrix as defined in Gover & Barnett (1986) . Earlier, Picinbono (1983) has used the term "pure Brownian matrix" for the type of the matrix K; and Carayannis, Kalouptsidis, & Manolakis (1982) have treated the so-called "diagonal innovation matrices" (DIM), special cases of which are the matrices K and N.
In the present paper, we consider two matrices A 1 and A 2 defined by
where the symbol • denotes the Hadamard product. These matrices have the explicit forms
and
In the following sections, we give the explicit inverses and determinants of these matrices.
2. The Inverse and Determinant of A 1
The Inverse
The inverse of A 1 is a lower Hessenberg matrix expressed analytically by the 3n − 1 parameters defining A 1 . In particular, the inverse A 
where
and with the obvious assumptions
The Proof
In order to prove that the relations (3) give the inverse matrix A
× row (i + 1), i = 1, 2, . . . , n − 1, which gives the lower triangular matrix
which results in a bidiagonal matrix with main diagonal
and lower first diagonal
× row 1, and
× row (i − 1), i = 3, 4, . . . , n, which gives the diagonal matrix
Operation 4.
which gives the identity matrix.
Operations 1-4 transform the identity matrix to the following forms, respectively. and the upper first diagonal
Form 2. The tridiagonal matrix
Form 3. The lower Hessenberg matrix
. . .
, where the symbol s stands for the quantity (−1) i+j .
Form 4. The matrix whose the elements are given by the expressions (3).
The Determinant
The determinant of A 1 takes the form
Evidently, A 1 is singular if k 1 = 0 or, using the relations (4), c i = 0 for some i ∈ {1, 2, . . . , n}.
3. The Inverse and Determinant of A 2
The Inverse
In the case of A 2 , its inverse A
is a lower Hessenberg matrix with elements given by the relations
and with the obvious assumptions k n = 0 and c i = 0, i = 1, 2, . . . , n.
The Proof
In order to prove that the relations (8) give the inverse matrix A −1 2 , we shall reduce A 2 to the identity matrix by applying elementary row operations. Then the product of the corresponding elementary matrices gives the inverse matrix. In the present case, we carry out the following row operations. Operation 1. row i − row (i + 1), i = 1, 2, . . . , n − 1, which gives the lower triangular matrix
a 2 (k n−1 − k n ) . . . k n−1 b n−1 − k n a n−1 0 k n a 1 k n a 2 . . . k n a n−1
Operation 2. row n − kn g n−1
× row (n − 1) and
× row (i − 1), i = n − 1, n − 2, . . . , 3, which results in a bidiagonal matrix with main diagonal (c 1 , c 2 , . . . , c n−1 , k n c n ) and lower first diagonal a 1 g 2 , g 3 k 2 f 2 g 2 , . . . , g n−1 k n−2 f n−2 g n−2 , k n k n−1 f n−1 g n−1 . × row (i − 1), i = 3, 4, . . . , n − 1, and
