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An application of multi-goal mathematical programming to a water 
resource management problem is described. This paper is concerned with 
the regulation of a reservoir which releases water to downstream users 
and has recreational activities located on its sides. 
The Pareto-optimal alternatives of the problem are found by an efficient 
search algorithm without applying the standard generating techniques of 
multi-goal programming. The application of the analysis to a real situation 
(a lake in Northern Italy) is given in detail. 
Introduction 
A basic characteristic of a water resource system is its 
multi-purpose nature; it can provide multiple benefits 
such as supply to different users, flood protection, recrea- 
tion, etc. Moreover, the design and management of the 
system usually have economic consequences on a larger 
scale, concerning income distribution, labour employment, 
etc. Thus, the water resource decision-maker usually has 
to take a multiplicity of objectives into account. 
In many situations, some of the objectives cannot be 
reduced to reliable monetary expressions, that is, they are 
not ‘commensurable’. In such cases, the decision-maker 
cannot apply standard optimization models and and single- 
goal mathematical programs (e.g. linear, nonlinear or 
dynamic programs) because these models require complete 
commensurability of the objectives, which must be 
summarized in one performance index. 
Such characteristics have led to the introduction1-4 
of vector optimization models (multi-goal mathematical 
programs: see Haimes et al. 5 and Cohon and Marks6 for 
a review), since these models do not need monetary 
expressions of the objectives. 
The multi-goal approach is also followed in the present 
paper, where the regulation of a lake, releasing water 
through gates to a certain number of associated down- 
stream users is described. The decision-making problem, 
extensively illustrated below and outlined briefly here, 
consists of fixing the short-run policy (operating rule) on 
the basis of two objectives: maximization of the payoff 
from releasing water downstream and control of the floods 
on the lakeside where recreational activities are located. 
For the first goal, the economy concerning the sale of 
water is based on the following assumptions.7,8 
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(a) The decision-maker’s payoff depends on the target 
flow-rate (TFR), namely the minimum flow-rate claimed 
downstream by contract. Extra water, possibly supplied 
beside the TFR, has negligible economic value. 
(b) If in a certain period a deficit situation occurs, i.e. the 
decision-maker is not able to release the TFR downstream, 
he incurs a penalty. 
In view of(b), the subscription for a high TFR with the 
users, namely the possibility of a large payoff for the 
decision-maker, is related to his ability to limit deficits 
and subsequent penalties through the lake operation. 
Therefore, the decision-maker tends toward a policy 
of high storage, in order to face the possibility of pro- 
longed scarce inflows in the future. 
On the contrary, the attainment of the second goal, 
which is quantitatively defined in this paper by a proper 
flood index, suggests a policy of low storage, to mitigate 
the storage peaks, due to the possibility of future heavy 
inflows. 
The formulation of the management problem as a two- 
goal mathematical program allows one to show the pattern 
of efficient tradeoffs (set of Pareto-optimal solutions) 
between the opposite requirements on the operating rule. 
In particular, it can be shown a priori that the Pareto- 
optimal set must have a certain shape, so that a large 
number of its points can be evaluated through a simple 
simulation. Thus, a conspicuous saving in computation 
is achieved, since it is not necessary to apply the usual 
generating techniques of multi-goal programming (weights 
or constraints method5>6) which require high computer 
times. 
The above described approach is followed in a real 
situation namely in the analysis of the daily regulation of 
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Lake Maggiore (Northern Italy). In particular, in the for- 
mulation of the management problem, a relevant factor, 
i.e. the maximum admissible deficit, is introduced with a 
certain degree of arbitrariness. Hence, the sensitivity of 
the Pareto-optimal set to such a parameter is tested. 
Operating rule 
This section is devoted to the description of the lake 
operating rule and to the specification of the decision 
variables of the management problem. 
In the formulation, time is dealt with as a continuous 
variable. However, all the considerations concerning the 
case of continuous-time operation can also be applied (see 
the analysis on the Lake Maggiore, below) to the more 
common situation of a daily or a sub-daily operation (the 
position of the outflow gates is only changed once or a 
few times during the day). 
First consider the lake continuity equation: 
d s(t) - = a(t) - r(t) 
dt 
Mto) = so) 
where : 
s(t) 
4) 
r(t) 
to 
SO 
storage at time t 
inflow flow-rate at time t 
release flow-rate at time t 
initial instant of period during which regulation 
problem is analysed 
given initial storage 
Moreover, assume that water is released downstream 
through gates in accordance with an operating rule of the 
following class (Figure 1): 
sr Gs(t)Gs, @a) 
s(t) < s1 (2b) 
s2 > et> PC) 
where : 
N@(t)) ‘natural’ lake release (release with all gates open) 
when storage is s(t) 
Sly s2 decision variables of lake management problem. 
N(s,) target flow-rate (TFR) of regulation, i.e. minimum 
flow-rate the downstream users claim by contract 
The operating rule (2) can be interpreted as follows: 
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Figure 7 Lake operating rule 
Figure 2 Alternative operating rule 
Assume for a while that s1 and s2 have been fixed by 
the decision-maker. Then three different regulation situa- 
tions, corresponding to (2a), (2b) and (2~) respectively, 
may occur. 
(a) The storage s(t) lies in the interval [sr, s2] and the 
TFR N(sr) is released downstream at the instant t. This 
situation may be considered as ‘normal availability of 
resource’ in the sense that it must be regarded as the usual 
condition of the lake. 
(b) Deficit situation: the storage s(t) is not sufficient to 
guarantee the release of the TFR and the maximum possible 
flow-rate N(s(t)) is supplied downstream at the instant t. 
Of course, this may not be the best policy in order to 
minimize the deficit peak, i.e. the maximum difference 
between the TFR and the actual release during a drought 
period. It is a reasonable policy, however, when droughts 
are not very prolonged and deep, though relatively frequent, 
(c) Excess of resource situation: the storage s(t) is greater 
than sa and the maximum possible flow-rate N(s(t)) is 
released at the instant t. This means that yielding the mere 
TFR downstream when the storage exceeds s2 is regarded 
as dangerous from the viewpoint of controlling storage 
peaks, i.e. mitigating floods on the lakeside. 
The following statements and considerations make the 
assumption of the operating rule (2) a scarcely restrictive 
hypothesis. 
(i) By equation (2a) it is assumed that the TFR is released 
in correspondence with any storage inside the range [sr, s2], 
that is, the outflow is constant and equal to N(s i) during 
the whole period of normal availability of the resource. 
However, in equation (2a), N(s,) can be replaced by any 
given non-decreasing function of the storage without 
modifying the solution approach described in the following. 
For example, the approach is also valid under the rule of 
Figure 2, where a continuous operation replaces the instan- 
taneous opening of the gates for s(t) = sz (see Figure I). 
(ii) The operating rule (2) and in particular the TFR N(si), 
users’ target level of activity, do not vary in correspondence 
with the different periods of the year. This is an unreason- 
able assumption in view of seasonal users or, in general, in 
all the cases where the activities of some downstream users 
change from season to season (e.g. agricultural users). 
However, the solution approach developed in the paper 
under the single season hypothesis can be extended to the 
case when the TFR changes from period to period of the 
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the initial storage had a prolonged relevant effect on the 
releases, the definition of the regulation problem on a 
monthly basis would be more significant. 
In the application to Lake Maggiore, both corrections 
(i) and (ii) have been taken into account, namely a winter 
operating rule and a summer operating rule of the type 
shown in Figure 2. However, for simplicity of presentation, 
the one-season rule (2) will be assumed in the next two 
sections. 
S22 
s Ct) 
Figure 3 Two-seasonal operating rule 
year. In fact, assume for instance the two season operating 
rule (Figure 3); 
i 
N&j) S1j<S(t)<S*j 
r(t) = Ns(t)) s(t) < s1 j (2') 
-wm S2j>S(t) 
where j = 1 and i = 2 respectively denote the ‘winter’ and 
the ‘summer’ season. It is reasonable to solve the winter 
management problem (the choice of srr and szl) separately 
from the summer one (choice of s21 and Sag). From a 
rigorous viewpoint, the decoupling of the two problems 
is not correct a priori, because the winter operating rule 
affects the summer initial storage and vice versa. However, 
the release r(t) during each season may be approximately 
insensitive to the initial storage of that season, namely, 
under the same operating rule, different initial storages 
may practically correspond to the same release function, 
but for the very early period of the season. This property 
may be roughly checked a priori, by computing, for 
various s, the lake index: 
dN(s) -’ 
J(s) = - 
[ 1 ds 
which is representative of the lake natural discharge speed 
(for initial storage s and zero inflows). If, for different s, 
the index J(s) does not range over a few days, then it is 
reasonable to decouple the regulation problems of the two 
seasons and to analyse each problem separately, through 
the approach suggested in the paper under the single season 
assumption, On the other hand, if this were not possible, 
then the formulation of the lake regulation problem as a 
short-run problem would make little sense. If, however, 
Economy of the system 
First objective 
Let T = I year and consider a period of H years 
[to, t, t HT]. The first objective of the management 
consists of maximizing the overall return from the water 
sale downstream during the period. In principle, the return 
to the management results from the algebraic sum of three 
terms. 
(1) The contract payoff P(N(s,)), namely the users’ payoff 
to the lake management for the release of the TFR during 
the period. 
(2) The penalties due to deficits, if regulation situation 
of the type 2b (releases less than the TFR) occur during 
the period. 
(3) The extra payoffs for the release flow-rates exceeding 
the TFR, if regulation situations of the type 2c (releases 
higher than the TFR) occur during the period. 
The extra payoffs (3) can be considered as negligible if 
the concept of TFR is taken into account. In fact, the 
downstream users must fuc the scale of their activities on 
the basis of the TFR, so that surplus releases cannot be 
profitably used (remember that a short-run management 
problem is being analysed, the extra-release xhibits a 
characteristic of ‘sudden occurrence’ to the users). 
Hence, the first objective of the management can be 
stated as: ‘maximize the contract payoff P(N(s,)) minus 
the penalties due to deficit releases’. An alternative 
formulation,7>8 simply consists of maximizing the contract 
payoff under the constraint that the overall deficit volume 
does not exceed a preassigned value D* during the period 
under consideration. Specifically, define the deficit flow- 
rate at time t as (see equation (2)): 
0 
d(t) = 
s(t)>s1 
NsJ -r(t) s(t) < s1 
(3) 
and subsequently the hth year deficit volume (h = 0, 1,2, 
.*., H) 
t, +hT 
D(h) = d(t) dt (4) 
t,+(h-1)T 
Assume for a while that the inflows into the lake during 
[to, t,, t HT] are represented by a given function l(t). 
Thus, for every pair (sr, s,), it is possible, through equa- 
tions (l)-(4) to determine the yearly deficit sequence 
(n(h; sl, s,)}f= 1 corresponding to such segment of 
inflows. 
More correctly a(t) should be considered as a (finite) 
realization of a cyclostationary stochastic process9 of 
period T. Accordingly, for a given pair (sr, s2), the corre- 
sponding storages and releases (as defined by equations 
(1) and (2)) and yearly deficits (as defined by equations 
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(3) and (4)) must be regarded as realizations of stochastic 
processes. These realizations depend upon the initial storage 
so of the lake, but such dependence is clearly negligible 
when the realizations are long enough. The rigorous formu- 
lation of this intuitive property can be found through 
Rozanovr”: the storage and release processes asymptotically 
tend to cyclostationary processes, while the yearly deficit 
process tends to a stationary one, henceforth denoted by 
{D,(h; si, sZ)}h. Hence it is possible to define an average 
yearly deficit as follows (E[*] = expectation operator): 
Since the effect of so ‘disappears’ after a few days (see also 
comment (ii) in the previous section) the average yearly 
deficit can be approximately determined as: 
(5) 
where M is sufficiently large and {b(h; s,, s,)}ff= 1 is any 
finite realization (for example, derived from equations 
(l)-(4) in correspondence with the historical records of 
the inflows). 
In view of (5) the first objective of the management can 
be expressed by the mathematical program: 
max WW I )) (6) 
D(s,,s,)GD” (7) 
0 <sr <sa (8) 
Clearly P(N(s,)) is an increasing function over a wide range 
of its argument. Since N(s 1) also increases with its argu- 
ment, (see Figure 1) a formulation equivalent to (6)-(8) is: 
max s1 (9) 
D(sl,s2)~D* 00) 
0 <s, <sz (11) 
which is a completely non-monetary expression of the 
first objective. 
Second objective 
The second objective consists of minimizing the floods 
on the lakesides. Hence, it is necessary to define a measure 
of the floods. Precisely, the overall storage volume exceed- 
ing a given ‘danger’ storage s* during the H years under 
consideration is regarded as the index of flood events on the 
sides. Such assumption is not vital for the analysis, since 
alternative definitions of the flood index (such as taking 
into account the highest storage peak in the N years or 
similar) would not change the solution procedure described 
in the next section. Let: 
(12) 
denote the instantaneous ‘flood storage’ and subsequently 
let: 
F(h)=; 
to +hT 
I 
f (t> dt (13) 
r,+(h-1) T 
represent the hth year floods. 
In correspondence with the inflow realization d(t), it is 
possible for any given pair (s, , s2), to evaluate the yearly 
flood sequence {&5; sl, s2)}Fz 1 through equations (l), 
(2) (12) and (13). This sequence must be regarded as the 
realization of an approximately stationary stochastic 
process {F,(h; sl, s*)}~ and hence it is possible to define 
an average yearly flood: 
F(s,,s,)=E[Fm(h;sl,~*)l 
This may be practically evaluated by: 
(14) 
where F(h; sl, s2) h is any realization of sufficient length. 
In view of (14) it is possible to define the second objec- 
tive through the mathematical program: 
min F(s,, s2) (15) 
0 GSl Gs, (16) 
Multi-goal formulation and Pareto-optimal 
alternatives 
In the previous section the two objectives of the manage- 
ment have been formulated through the single-goal mathe- 
matical programs (9)-(12) and (15), (16) respectively. 
The overall problem can hence be expressed through the 
two-goal mathematical program: 
max Is1 - F(si, sz)l’ (17) 
$1) s2 
D(sl,s,)< D” (18) 
0 SSl <sz (19) 
where ’ denotes vector transposition. 
Let S denote the feasible set of the two-goal program 
(17)-(19), namely: 
S={(s,,s2):D(s,,s2)<D*,0<s1 <ss,) (20) 
Then the set 9 of Pareto-optimal (or efficient, or non- 
dominated or non-inferior) solutions of the program is 
defined as: 
9={(s^1,Sa): *,,s,)ES:s, >s”,, 
Sl>s”l, -F(sl, s2) 2 -F&, f2) 
or sl~s^l,-F(sl,s2)>-F(s^l,~2)) (21) 
i.e. turning the decision variables from a Pareto-optimal 
pair (il, S’J to any other feasible pair (s 1, s2) may not 
correspond to a simultaneous enhancement of both objec- 
tive functions. 
The choice of an efficient algorithm for determining B 
is not irrelevant to the computational viewpoint. It should 
be remembered that F(sl, s2) and D(sl, sz) are not explicitly 
known functions but are defined respectively through (l), 
(2) (12)-(14) and through (l)-(5). Hence, applying a 
standard generating technique, such as the weights or the 
constraints method for determining N points of S would 
require the following computational effort. 
(I) The solution of N single goal mathematical programs 
(one in correspondence with each selection of the weights, 
for example). 
(II) An iterative procedure for solving each single goal 
program, specifically a procedure implying a certain 
amount of simulation (i.e. the evaluation of the second goal 
through (l), (2), (12)-( 14) and of the deficit index through 
(l)-(5) at each iteration step). 
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In the present case, this computational burden can be 
consistently reduced, since a preliminary analysis of the 
feasible region S and of the second objective function 
allows one to determine the Pareto-optimal set without 
applying to any generating technique. The analysis is 
qualitative, in the sense that, according to circumstances, 
‘non-increasing’ and ‘non-decreasing’ are considered 
equivalent to ‘decreasing’ and ‘increasing’ respectively. 
This avoids the cumbersome discussion of a certain number 
of degenerate cases, which never occur in correspondence 
with real inflows (such as drought or flood during the 
whole regulation period). 
First consider the following property, a proof of which 
is given in the Appendix. 
Proposition I 
The function D(sl, sJ is non-decreasing with s1 and non- 
increasing with sa . 
This means that deficits with respect to higher TFR 
(sa fixed) are higher, while enhancing sa (si futed), i.e. 
increasing the storage ‘capacity’ of the lake, reduces the 
deficits. Then the following considerations allow to state 
that the set S has the form shown in Figure 4~. 
(a) For very low TFR, the constraint on deficits is satisfied 
even under the ‘all gates open’ condition, namely for very 
low sr the boundary of S coincides with the bisector 
s2 = sl(D(s,, sl) < D*). 
(b) Clearly there exists ,4(srA, sIA) on the bisector such 
that, in correspondence withA, the constraint on deficits 
becomes active (D(slA, slA) = D*), while for sr > srA 
the condition sa = sr is no more feasible (D(s,, sl) > D*). 
Hence for s r > srA , the boundary of S consists of the 
curve implicitly defined by D(sl, s2) = D*. If sz = z(sr) 
is the explicit form of such curve, in view of Proposition I, 
it turns out to be, as far as aD(s,, s,)/dsz + 0: 
namely z(si) is an increasing function. Such a curve shows 
the enhancement of the storage capacity required to 
balance a given enhancement of the TFR, in order to 
mainlain the deficits at the admissible level D*. 
(c) On the above curve there exists B(siB, sZB) with s2B 
so large that the corresponding storage s(t) is equal to s2E 
at some instant and is less than saB during the remainder 
of the regulation period. Hence, a further enhancement of 
s2 would provide useless additional capacity, i.e. would not 
reduce the deficits aD(s,, s2)/as2 = 0). Or, equivalently, 
changing the TFR slB to a higher value would create 
a 
2 
u St ” 
Figure 4 (a) Feasible set. (b) Inferiority of interior points 
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a non-feasible situation. Therefore, the upper arc of the 
boundary of S is the vertical line s1 = slB, 
The above considerations on S together with the 
property below (the proof is given in the Appendix) allow 
us to determine the Pareto-optimal set. 
Proposition II 
The function F(sl, s2) is non-increasing with s, and non- 
decreasing with s2. 
It can be stated that the arc AB on the boundary ofS 
is the Pareto-optimal set B of the two-goal optimization 
problem (17)-(19). With reference to Figure 4b each point 
C in the interior of S is dominated by all the points in the 
dashed region 0, since each of these points yields higher 
values that C with respect to both objective functions s1 
and -F(sl, s2). Moreover, the points on the bisector 
segment UA are all dominated by A, which corresponds to 
a higher TFR (while the flood index takes the same value 
in correspondence with all the points of OA). Finally the 
points on the arc of the vertical line st = slB are all domi- 
nated by B, which corresponds to a higher value of 
-F(s,, s2) (while to the same value of the first performance 
index). Therefore only the points on AB are non-inferior. 
A point (sr , s2) of 9 can be quickly determined by 
means of the following procedure: 
(a) Fixs2 = g2 
(b) Search s^, such that D(s^, , i2) = D* 
Problem (b) consists of determining the zero of the 
increasing function $(sl) = D(sl, Z2) - D” and hence its 
solution can be obtained through a simple one-dimensional 
search algorithm such as bisection. Of course, each step 
of the bisection search requires the computation of the 
deficit index through (l)-(5). 
Application to Lake Maggiore 
The multigoal analysis developed in the previous sections 
has been applied to Lake Maggiore (Northern Italy). 
As a matter of fact, this reservoir is regulated daily through 
semi-empirical rules, which result from a tradeoff between 
water requirements downstream and the necessity of 
preserving the recreational activities on the lakeside, lying 
partly in Italy and partly in Switzerland. 
The following specifications give a more detailed 
description of the analysis: 
(1) The hydrological input n(t) for the solution procedure 
described in the previous sections has been supplied by the 
record 1954-68 of the inflows (H = 15). 
(2) Two operating rules of the type described in Figure 2 
have been used, in correspondence with the summer 
season (April-September) and with the winter season 
(October-March) respectively. For each season, the para- 
meter s3 (see Figure 2) has not been regarded as a decision 
variable, since the angle 0 has been fixed to 85” on the 
basis of practical considerations on the ‘opening of the 
gates’ operation. 
(3) A ‘natural outflow versus level’ curve and not the 
‘natural outflow versus storage’ curve N(s(t)), introduced 
in the previous sections, was available. Thus, it has been 
more comfortable to represent the decision variables and 
floods on the lakeside by levels and not by storages. All 
levels have been referred to the hydrometric zero at Sesto 
Calende, near the lake outlet. In particular, s = 2 m has 
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Figure 8 Pareto-optimal curves in objectives plane (percent 
constraint) 
Figure 5 Pareto-optimal curves in the decision variables plane: 
I--_), summer; t---j, winter 
viewpoint. However, for (II small enough, the solution 
procedure has been applied with satisfactory results 
(Figures 7 and 8). -_ 
/ 6 
) 
s, (IO+m) 
Figure 6 Pareto-optimal curves in the objectives plane: (--_), 
summer; (---), winter 
A 
6 s,,(lO-‘m) 
Figure 7 Pareto-optimal curves in the decision variables plane 
(percent constraint) 
been futed as the reference level for the floods. The area- 
elevation curve of the lake has been taken into account 
when turning levels into storages and vice versa, namely 
the lake has not been considered as a cylinder. 
(4) In absence of an economic analysis on the downstream 
effects of deficit situations, D* has been regarded as a 
parameter, namely the multigoal analysis has been carried 
out for different values of D*. 
The results are shown in Figure 5 in the decision 
variables plane and in Figure 6 in the objective functions 
plane. 
Further, the analysis has been carried out also in corre- 
spondence with a constraint different from (18), precisely 
with the constraint on the percent deficit: 
D(s1, s2) G as1 (18’) 
where a! is a given small number. In this case, it is easy to 
see that Propositions I and II do not hold from a rigorous 
Concluding remarks 
The paper points out the efficient tradeoffs to be taken 
into consideration when operating a lake with the two 
objectives of maximizing the payoff from releasing water 
downstream and minimizing floods on the lakesides. In 
particular, a property of the multigoal program allows the 
Pareto-optimal set to be determined without applying any 
generating technique. Similar properties are expected to 
hold also in other reservoir short-term regulation problems 
where the operating policy has to consider both drought 
situations (for instance low flows as water quality indexes) 
and flood events. 
Of course, the basic question remains whether or not the 
multi-goal formulation offers a satisfactory representation 
of the decision-making process. In many situations, con- 
flicting groups of decision-makers exist and a game theory 
would be more appropriate.8 In this case, however, if the 
possibility of cooperation also has to be discussed, that is, 
if side payments between players are allowed, then monetary 
measures of the objectives must be available. Moreover, it is 
necessary to assume a bargaining rule and so the solution 
obtained may have a certain degree of arbitrarity. 
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Appendix 
Proof of propositions I and II 
Consider two TFRs s; and s; such that s; < sy and the 
two following operating rules of the class (2) (Figure 1). 
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r’(t) = R(s’(t); s;, s2) 
i 
Ns;) s; s s’(t) s 52 
= N(s'(t)) s’(t) < s;, s’(t) > s2 641) 
r”(t) = R(s”(t); sy, s2) 
s; s s”(t) s s2 
s”(t) < S;‘) s”(t) > s2 
(A21 
where, in turn: 
ds’(t) 
- = a(t) - r‘(t) 
dt 
(sVo> = so> 
d?(t) 
- = a(t) - r”(t) 
dt 
(s”(to> = so) 
(A3) 
(A4) 
It is possible to state that: 
s’(t) 2 s”(t) t > to W) 
In fact, assume there existed t” such that s’(t*) < s”(t*). 
Then, by continuity and since s’(to) = s”(t,,), there would 
also exist f, to < f< t*, such that s’(?) = s” (f) and: 
s’(t) < s”(t) f<t<t” W) 
But (A6) cannot be true. In fact let S= s’(Q = s”(f) and 
note that, whatever S: 
R(& s;, s2) < R@; s;l, s2) 
namely that: 
r’(i) < r”(f) 
Thus, in view of (A3), (A4): 
ds’(f) ~ ds”J) 
dt dt 
namely, by continuity, s’(t) 2 s”(t) for all t greater than f 
and sufficiently close to f, in contradiction with (A6). 
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The inequality (AS) immediately yields a similar 
inequality between the floods on the lakesides. In view of 
(12) and (14), it turns out to be: 
W; f s2> 2 e;‘, s2> 
i.e. the flood index is non-increasing with sr (first part of 
Proposition II). 
Moreover, consider a deficit period Td = [tI, tI*] with 
respect to the operating rule (Al), namely assume that: 
Note 
s’(t& = S’(III) = s; 
s’(t) < s; t1 < t < tII 
that in view of (A5): 
s”(t)<s’(t)<s; <s; tET, 
i.e. T, is a deficit period also under the operating rule (A2). 
Furthermore, since: 
N(s”(t)) < N(s’(t)) tET, 
namely since : 
r”(t) <r’(t) tE Td 
in view of (3), it is possible to state the following inequality 
between the instantaneous deficits: 
d ‘(t) Q d “(t) tET, (A7) 
Finally, since (A6) holds for any deficit period with respect 
to the operating policy (Al), the conclusion is that: 
d’(t) < d”(t) forallt>t, 
i.e., in view of (4) and (5): 
W;, ~2) -(s;‘, ~2) 
(first part of Proposition I). 
By applying similar arguments to the two operating 
policies corresponding to the same sr and to different 
values of s2 it is possible to prove the second parts of 
Propositions I and II. 
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