In this paper a fusion technique is presented for the 3-D modeling of the free navigation space. The fusion technique could be used by an autonomous robot to model and acquire the navigation space and for the extraction of the 3-D map from the environment. The fusion technique is based on the appropriate synthesis of two different sensory data generated by a vision camera and a laser scanner. This work is a part of an FR grant 1992-93
al. 131.
In particular in [3], a method of fusion between range data and intensity is presented.
One major goal of this approach was to minimize the extensive amount of time required in sensing the range data. Using potential points of interest from the intensity data as directors for the range sensor, the range sensor senses those points of interest and then the range data and intensity data are combined to form the graph. In the second step each cluster is expanded based on the following rule:
For each pixel the absolute variance with the surrounding clusters and the distance (in number of pixels) with that cluster is evaluated and their product recorded (degree of farness).
If the lowest product value (which is for the closest cluster in terms of color and distance)
is lower than a threshold, the pixel is added to the cluster.
The following equation is used to calculate variance between pixel 1 and 2. 
THE FUSION METHODOLOGY

Methodology
The fusion methodology presented here is based on the synthesis of different sensory data generated by At this point, the colored image regions separated by the segmentation method will be used for "smoothing" the possible unevenness of the 3-D model. More specifically, there will be cases where the pixels, which belong to dflerent colored regions, share the same distance d. In this case, the distance d(Rc) which represents the majority of the pixels in the region Rc, with color "c", will be used to redefme the distance of those pixels, which share a distance different than d(Rc).
Illnsbrtive Example
In this subsection we present graphically the fusion methodology by using a simple grey level image, figure 5, the reduced image using the pyramidal process, figure  6 , a generated distance matrix with equivalent resolution, figure 7, the fused 3-D image at the reduced size, figure 8, and the 3-D model of the original image, figure 9. 
