Abstract -The energy performance of energy systems in buildings is commonly studied by applying the First Law of Thermodynamics, which allows to quantify the energy losses and to measure the energy conversion efficiency of the single components. However, different forms of energy have different potential to produce useful work, mainly depending on the temperature at which they are available. For this reason, the Second Law of Thermodynamics should also be considered, leading to the definition of exergy as the maximum amount of work that can be produced, through an ideal reversible process evolving until equilibrium with the environment, by a system or an energy flow available at a certain temperature. Exergy is thus a way to measure the "quality" of an energy flow. This approach is particularly relevant in building applications, where thermal energy is usually exploited at low temperature. This means that the users consume "low-quality" energy, even when this is made available by the depletion of "high-quality" energy sources, such as fuels and electricity. The exergy analysis helps identifying such irrationalities, that cannot emerge from energy analysis.
I. INTRODUCTION
When dealing with energy balances, one usually refers to the First Law of Thermodynamics, according to which energy is a conservative property: this means that, during any real steady-state process, the overall energy flow leaving a system equals the overall energy flow entering the system. The different forms of energy (thermal, mechanical, internal, potential, kinetic) may individually undergo quantitative changes, but the overall amount of energy is conserved. The index of performance usually derived from such an approach (energy efficiency) is based on the ratio between the amount of energy provided to the final user (electric, mechanical, or thermal) to the total amount of energy exploited by the system. However, different forms of energy have different potential to produce useful work. Thus, the definition of efficiency stated above turns out to compare quantities which are metrically homogeneous, but not conceptually equivalent. The Second Law of Thermodynamics may help overcome this drawback, based on a rather different approach to system analysis. In this case, the work potential of a system at a given state may be assessed by letting the system proceed towards -and actually reach -a stable equilibrium with the environment. When the system and the environment are in equilibrium, no further change of state can occur spontaneously, hence no further work can be produced: the system is then said to be in the dead state.
In this framework, exergy can be defined as the maximum amount of work that can be produced, through an ideal reversible process evolving until equilibrium with the dead state, by a system or an energy flow available at a certain temperature. Actually, the higher the temperature, the higher is the exergy of the system: it is then clear how exergy allows to measure the quality of energy. Now, as stated above, the overall amount of energy involved in any real process keeps constant, but actually the amount of exergy decreases, since the "quality" of energy is degraded as long as the system tends to approach the environmental state. As a consequence, exergy analysis can provide interesting information about the rational use of energy, and points out possible inappropriate or unsuitable processes that cannot emerge from a simple energy analysis. Several lessons can be learned by applying the exergy analysis to the building sector, where thermal energy is required for space heating and cooling at a temperature very close to the outdoor environment, i.e. to the dead state. This means that the exergy required by the final user for heating and cooling applications is very low; however, heating and cooling systems in buildings are frequently operated at high temperatures, and use high-quality energy sources such as fuels and electricity.
The main scope of this paper is to lay sound methodological bases for the exergy analysis of the energy uses in buildings and districts. For this purpose, a thorough literature review has allowed to identify methods and metrics commonly used for the exergy analysis, while also highlighting possible discrepancies or open methodological issues. Moreover, the main lessons learned from this literature review, regarding the rational use of energy in buildings, are discussed.
II. METHODOLOGY

A. Exergy calculation
One first issue emerging from the literature is that two different formulations have to be used to calculate the exergy associated with convective and radiant heat transfer processes from a surface to the environment. In particular, the exergy of a convective heat flow rate Q made available at temperature T and transferred to the environment (at T0) is calculated as:
Here, the term between brackets is the so-called Carnot Factor. In the literature, it is also identified as Quality Factor, and corresponds to the exergy associated to a unit heat flow [1] . In Eq. (1), when T > T0 exergy can be regarded as the work that could be produced by using the heat flow rate Q to feed an ideal reversible thermal cycle (Carnot cycle) using the environment as heat sink. On the other hand, when T < T0 exergy can be regarded as the minimum work needed to feed an ideal reversible reverse thermal cycle able to extract the heat flow rate Q from a system cooler than the environment, and using the environment as heat sink. In this case, E < 0.
However, when the heat transfer occurs by radiation, Eq. (1) is not suitable [2] . In his work [3] , Candau presented the derivation of the maximum work obtainable from a thermal radiant energy flow being emitted at a temperature T and transferred to a reference environment with temperature T0, which is:
Here, ε is the thermal emittance of the surface, and A its surface area. Finally, if heat is released by a mass flow ṁ of fluid undergoing a temperature drop (from T to T0), one more formulation must be adopted, namely: Fig. 1 compares the Quality Factor resulting from the previous formulations, when T0 = 293 K; here, the Quality Factor is always represented as a positive value, in order to simplify the comparison. As one can observe, for any given temperature the exergy content of a radiant heat flow is always lower than for a convective heat flow. This difference can be particularly relevant in buildings, where heating systems based on radiant heat exchange are frequently used. Moreover, heat released by a fluid evolving in a heat exchanger, such as in a fan-coil unit, has the lowest exergy content when T > T0, i.e. in space heating applications. Indeed, heat released at constant T has higher potential to produce work than the same amount of heat released through a range of temperatures between T and T0. However, if the aim of the exergy analysis is to assess the performance of building systems as a whole (and not at a component level), no difference can be made between the forms of heat transfer, since heat is in any case eventually depleted by the building envelope to the environment. This makes the exergy analysis of a building much simpler.
B. Definition of Dead State
A point that is not unambiguously addressed in the literature is the definition of the reference temperature (dead state). The dead state should be regarded as the ultimate sink for any energy interaction: then, it should be in thermodynamic equilibrium and undergo no temperature or pressure variation. Chemical equilibrium should also occur. Furthermore, intensive properties of the dead state should not change as a consequence of energy and mass transfer with the energy system under investigation [1] . Now, when dealing with energy use in buildings chemical exergy and pressure variation are not considered, hence the basic issue is the definition of the dead state temperature. Despite some authors have discussed about the possibility of considering the universe as the reference environment, the outdoor environment is almost universally recognized as the dead state in exergy analyses. Indeed, the air surrounding a building is the ultimate sink for the energy processes occurring in that building, and the air volume around the building can be assumed to be big enough so that no changes in its temperature, pressure or chemical composition occur as a result of the interactions with the building [1] .
In any case, the main message that must be retained is that the choice of the dead state temperature has a non-negligible impact on the exergy calculation according to Eq. (1)- (3); this is especially true when T is close to T0, as occurs for energy flows in buildings. Since it is not possible to identify universally and unambiguously the dead state temperature, exergy analyses should be completed by a sensitivity analysis to the dead state temperature.
C. Dynamic or steady-state calculation
Another issue to be considered when performing the exergy analysis of a building and its energy systems is whether to follow a dynamic or a steady-state approach. Actually, dynamic simulations are undoubtedly needed to study in detail the energy performance of buildings and energy systems during a certain period of time; however, this approach might prove cumbersome in case of exergy analysis.
Some studies have shown that steady-state exergy analysis might be reasonable for an initial estimation of the exergy flows in space heating applications, particularly in cold climates. Alternatively, one can perform a quasi-steady-state assessment: this approach represents a hybrid between fully dynamic and fully steady-state calculation methods, where dynamic simulations are used to describe the energy behaviour of the system, combined with steady-state equations for exergy assessment. Hence, storage phenomena are not regarded in the exergy balance. This simplified quasi-steady-state evaluation method has been compared to a fully dynamic approach in the literature, and the mismatch between the two approaches in cold climates has shown to be around 2% on a monthly basis. However, the error is expected to increase in mild climatic conditions: hence, in cooling applications the exergy analysis should be performed by means of dynamic analysis [1] . Fig. 2 shows a simplified sketch of the energy and exergy flows entering and leaving an energy conversion system. As concerns the energy losses to the environment (Qout), every technical effort is usually made to minimize them: this means that a high fraction of the energy supplied to the system (Qin) is effectively delivered to the final user in order to satisfy its energy demand (Qdem).
D. Metrics for exergy analysis
On the other hand, even if the system shows low energy losses the exergy losses can still be very high. They can be measured by the difference between the exergy input and the useful exergy output (Elost = Ein -Edem), and are basically due to internal irreversibilities, losses to the environment and the quality degradation of the heat flux transferred to the user. Starting from the simplified sketch in Fig. 2 , several metrics are proposed in the literature to assess the performance of energy systems under a First and Second Law perspective [9] . In fact, the energy performance is universally depicted through the energy efficiency, that can be defined as the ratio of the useful energy flow delivered to the user to the energy flow supplied to the conversion system:
On the other hand, the exergy performance can be assessed under several different points of view. A first parameter frequently used to this scope is the quality factor, already defined in Section II.A as the exergy content per unit heat flow:
The quality factor allows depicting the quality of a given energy flow, i.e. its convertibility into mechanical work. Many works in the literature also refer to the rate of exergy destruction, that is the amount of exergy per unit time destroyed within a system during an energy conversion process:
The rate of exergy destruction allows identifying, in a complex system made of several components, the components mainly responsible for energy quality degradation. Another common way to measure the exergy performance of an energy conversion system is through its exergy efficiency, that is defined as the ratio of the useful exergy output to the exergy input:
The exergy efficiency is complementary to the rate of exergy destruction, and allows to understand how far the system is from thermodynamic rationality. It is here worth recalling that an energy conversion process can ideally get ηQ = 1 if heat losses are zero (Qout = 0), even if this is technically highly demanding. On the contrary, it is physically impossible to get ηE = 1, since the mere fact that the final user has a temperature lower than the energy source, which is necessary to get heat transfer, implies a degradation of the energy quality, hence Elost > 0.
Finally, some authors introduce the exergy expenditure figure [1] , that is calculated as the ratio of the exergy input to the system to the energy output (energy demand):
The exergy expenditure figure is an attempt to clearly show the relation between the exergy required for supplying a given energy demand, and the energy demand itself. Actually, comparing the exergy expenditure figure to the quality factor of the demand provides information about the matching between the quality levels of energy supplied and demanded. To this aim, one can also observe that:
III. EXERGY ANALYSIS IN BUILDINGS: LESSONS LEARNED
A. Exergy analysis at building scale
Exergy analysis has been frequently used to estimate the thermodynamic rationality of power plants or other complex energy conversion systems operating at high temperatures. However, in the last decade a growing number of papers dealing with the exergy analysis of buildings, together with their space heating and cooling systems, has appeared. A great contribution to the dissemination of exergy analysis in buildings has also come from the IEA ECBCS Annex 49 "Low Exergy Systems for High-Performance Buildings and Communities", whose activities were concluded in 2010. ECBCS Annex 49 involved about 22 research institutes, universities and private companies from 12 different countries, with the aim to develop concepts for reducing the exergy demand in the built environment, and to promote sustainable and secure energy systems for this sector. These research activities are now going on in the framework of the Annex 64, mainly aiming to demonstrate the potentials of low exergy thinking on a community level.
From the literature review carried out by the authors, with reference to the last ten years, the greatest part of the papers dealing with exergy analysis of buildings and energy systems seems to be focused on the calculation of the overall exergy efficiency and on the identification of the components mainly responsible for exergy destruction. From a methodological point of view, dynamic energy simulations are usually performed to determine the energy needs of the building on an hourly basis, as done by Baldi and Leoncini for a residential building in Italy [10] . Here, a gas-fired heat generator allows space heating, while Domestic Hot Water (DHW) is prepared by electric boilers. The results show that about 95% of the exergy supplied to the systems is eventually destroyed, meaning an overall exergy efficiency around 5%. The same authors performed a sensitivity analysis regarding the dead state, and found out that choosing it as the yearly or monthly average outdoor temperature, or even the hourly variable temperature, does not affect significantly the results [11] . Fig. 4 . Exergy flows through the components for different generators [13] Yildiz and Gungor considered an office building heated by three possible different systems, namely a conventional gas boiler, a condensing gas boiler and an air-water heat pump [12] . In their study, they followed the energy and exergy flows through all the system components, from the source to the sink. The largest exergy input occurs with conventional gas boiler (see Fig. 3) ; it is also interesting to observe that, in any case, the energy leaving the envelope to the environment (heat losses) has no potential of doing work, hence the exergy flow on the right side of the diagram has to be zero. Similar results were obtained by Lohani [13] , who considered air and ground source heat pumps operating at two different temperatures (30 °C and 40 °C). The overall exergy efficiency turns out to be in the range between 3.5% and 7%, with the lowest exergy input pertaining to the ground source heat pumps (GSHP, see Fig. 4 ).
With reference to an office building, Sakulpipatsin et al. highlighted that the exergy efficiency can be as low as 3.3% when burning fossil fuels to supply thermal energy at 60° C, while supplying thermal energy at 35 °C from district heating may improve the overall exergy efficiency to 17.1%. In case of space cooling with an electric chiller operating at 10°C, the overall exergy efficiency is below 7% [14] .
Furthermore, Yucer and Hepbasli performed the exergy analysis of an educational building with diesel boiler and radiators operating at 80°C [15] . The overall exergy efficiency turned out to be as low as 2.7%, with a very high exergy destruction occurring in the generator (Fig. 5) . The authors suggest that the use of insulating building materials with appropriate heat capacity can support low exergy heating systems, since they allow performing space heating with lower temperature sources: this would reduce the exergy destruction rate in all the system components, implying a much more rational energy use. [15] Another example is provided by Zhou and Gong, who studied a six-storey residential building in China using splittype air conditioners for cooling and heating [16] . By considering different levels of thermal insulations and some potential improvements to the air conditioners, the overall exergy efficiency turns out to range between 5% and 8%. They also suggests adopting variable reference state when this is relatively close to the indoor conditions of the building.
Finally, Gonçalves et al. studied the exergy performance of a four-star hotel located in the city of Coimbra, Portugal [17] . They propose a "map" for the energy systems, where Primary Energy Ratio (PER) and exergy efficiency can be compared at a glance (see Fig. 6 ). The results suggest that electric equipment, including lighting, ventilation and other electric devices, are the main contributors to the primary energy consumption of the hotel, even if they show a higher exergy efficiency. On the other hand, space heating and cooling uses reveal high PER values, but very low exergy efficiency [18] . Now, as highlighted by Teres-Zubiaga et al. [19] , the identification of the exergy losses can suggest the directions for further system improvement. Based on this principle, Kerdan et al. developed a multi-objective optimization model to define efficient retrofit strategies able to maximize the exergy efficiency [20] . This model was then applied to the retrofit of a non-domestic Passivhaus [21] : Fig. 7 illustrates the exergy flows throughout the energy supply chain of the heating system for both system configurations (before and after retrofit). As one can observe, an important reduction in the primary exergy input is accomplished, making the exergy efficiency increase from 3.7% to 10.4%. [21] Some authors also developed suitable control strategies to minimize exergy destruction in HVAC systems, and implemented it in predictive control and management systems [22] . In comparison with a traditional on-off controller, the proposed exergy-based controller reduces exergy destruction and energy consumption by up to 22% and 36%, respectively. Finally, Meggers et al. highlighted the importance of renewable energy sources to obtain low exergy buildings, and proposed a series of plant configurations to exploit effectively the ground as a low-exergy heat source [23] .
B. Exergy analysis at district or city scale
Other papers focus on the exergy analysis of buildings and heating systems at a district level, which is the topic currently addressed by ECBCS Annex 64. As an example, Kallert et al. [24] modeled ten high-performing residential buildings, heated by a local district heating network with heat generation based on different combinations of solar thermal collectors, ground source heat pumps and gas-fired combined heat and power units (CHP), showing that a suitable combination of these technologies can increase the exergy efficiency up to 20%.
On the other hand, Kilkis [25] investigated several solutions to minimize exergy waste in a University campus in Sweden, including district heating at a low supply temperature, largescale aquifer thermal energy storage (ATES), heat supply from solar collectors, and photovoltaic/thermal systems (PVT): CHP and PVT turned out to show the best energy quality. On these bases, the same author defined the concept of Net Zero Exergy District (NZEXD), i.e. a district that produces as much energy, at the same grade or quality, as is consumed on an annual basis [26] . Saeb Gilani et al. considered a district in Berlin comprising ninety-three residential buildings, in order to calculate the exergy destruction according to several scenarios based on the access to different temperature levels [27] . The results showed that providing energy over more than two temperature levels has the potential to increase consistently the exergy efficiency of the district heating system, while keeping economically feasible. Sartor and Dewallef confirmed that the best heating strategy is a district heating network operated at low temperature, followed by heat pumps [28] .
Finally, Causone et al. calculated the overall energy and exergy efficiency at city level in Milan, and showed the usefulness of exergy as an indicator for policy makers to compare the potential of different smart urban policies [29] . In order to explore future decarbonisation scenarios and for effective policy-making, even the building stock at a national level should be studied using exergy analysis, since exergy represents the real value of an energy source. In this direction, Garcia Kerdan et al. explored seven different large-scale future retrofit scenarios for the non-domestic building sector in the UK, including typical, low-carbon and low-exergy approaches [30] . Their results show that current regulations have the potential to reduce carbon emissions by up to 49.0 ± 2.9% by 2050, while also increasing the thermodynamic efficiency of the whole sector from 10.7% to 13.7%. However, a low-exergy oriented scenario based on renewable electricity and heat pumps would reduce carbon emissions by 88.2 ± 2.4%, achieving a sectorial exergy efficiency of 19.8%.
IV. CONCLUSIONS
Amongst the main messages and lessons emerging from this review paper about the rational use of energy in buildings, it is possible to cite that:
• Low-temperature heating systems should be used, such as radiant ceilings and radiant floors; the fact that heat is mainly transferred through radiant heat exchange allows to further reduce exergy degradation in comparison with convective emission systems;
• Low-exergy sources should be used for space heating and cooling applications in buildings, such as solar thermal energy, geothermal heat or low-to-medium temperature waste heat;
• Combustion processes should not be used for the production of low temperature heat. Even condensing boilers, whose energy efficiency is very high, degrade high exergy contained in natural gas;
• Electricity is pure exergy, hence electricity consumption for auxiliary components such as pumps and fans should be minimized;
• In well-insulated buildings, the energy needs for DHW cover a significant share of the overall energy bill; however, DHW is prepared at higher temperature than for radiant emission systems, which may pose some problems in the design of the heating systems;
• Cascading principles should be used, which means that those appliances needing higher exergy levels must be served prior to appliances with lower exergy demand, making a rational use of energy.
• Districts and cities must implement exergy analysis when planning their route to an efficient use of energy.
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