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Abst rac t - - In  this paper, we shall discuss the relation between the expected cost model for a process 
and the probabilistic control model, whose mean is controlled by an .g" chart. 
T. Odanaka has exploited the problem of minimizing the membership function or the probability 
that the performance l vel of the machine will run out of range in a fuzzy environment. This paper 
considers the same basic problem of the expected cost model, modified to include the set up costs for 
controlling the action in any period. The expected cost comprises the fixed and variable cost of taking 
a control action, the cost of sampling, the cost of investigating the process when the control chart 
indicates that the process parameters exceed the specified bound, and the cost of producing defective 
units. Dynamic programming can be used to determine optimal control policies for models where 
control produces economically measurable benefits and/or costs. When the controlling action incurs 
a set up charge, the optimal policies are found to be characterized by a pair (Sn, Sn, Stn, sn),, where 
! the action is made in a period n to state Sn or S~(Sn < Sn), if the state is found to be outside sn 
or s~n(sn < s~). This statement is subject o a set of basic assumptions such that proportional costs 
of changing the state variable are zero, the two fixed costs are equal, the loss function is symmetric 
quasi-convex and the problem's probability densities are quasi-concave. 
INTRODUCTION 
While operation research grew out of decision making in the military and government, and then 
later in the business areas, many of the techniques developed there are now being applied in 
decision making with respect o the control of processes. (See a survey of recent developments 
in stochastic ontrol processes, [1,2].) In this section, we shall discuss the control chart, using 
stochastic control processes. 
The control processes we should like to discuss arise in the following way. A machine or system 
of machines has been designed to perform a particular service repeatedly over a long period of 
time. Assume that observations and control can be taken only at discrete points of time. There 
is little hope of finding an optimal decision procedure which is reasonable easy to apply, unless 
the situation can be represented by a simple mathematical model. In the first place, we need to 
make some assumptions about the factors which determine the performance of the machine and 
about the nature of the inspection procedure. It is assumed that the state of the machine can 
be represented by a single variable, the performance l vel, and that all the cost or probability 
functions associated with the machines are determined by the value of this parameter at the 
appropriate time. Secondly, the total discounted cost or probability over the n periods is found 
as the simple sum of the individual period costs or probabilities, which are themselves functions 
of the state and control actions taken in the periods. This problem is known as discrete-time 
dynamic programming. 
Following the transformation to the automation ofthe production form, it has been understood 
that SQC (Statistical Quality Control), based on the mathematical statistics, hould be developed 
into DQC (Dynamic Quality Control), which will systematize the information, the inference and 
the control. DQC is being applied in decision making with respect o stochastic control processes. 
In Section 1, we discuss SQC from the point of view of mathematical control processes, with 
some probability criterion, and introduce the mathematical formulation for DQC. We apply the 
technique of dynamic programming for its analysis and this method can be used to treat a large 
class of linear control processes, nonlinear control processes and adaptive control processes. We 
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introduce the following mathematical formulation. Let us consider a system specified at any t 
by z(t), satisfying a differential equation dx/dt = g(x, y, z), z(O) = c, where c is the initial state, 
y(t) is a random force term, possessing a known distribution, and z(t) is a force chosen, via feed 
back processes, o as to minimize the functional defined by the probability that { max x(t)) or 
-O<t<T 
{ min x(t)) exceeds a specified bound. We considered the practical problem on quality control 
0<t<T 
in a food company. 
In Section 2, stochastic behaviour of a machine or manufacturing process is represented by a 
simple model, in which two types of risks are considered. (a) The case that the performance 
level of the machine xceed an upper control imit. (b) The case that the performance l vel of 
the machine xceed a lower control imit. The performance l vel of the machine, which changes 
stochastically, is tracked by means of a sequence of observation. We wish to prevent hat the 
performance l vel of the machine run out of range in a fuzzy environment, by use of the stochastic 
bang-bang control, which operates at a constant level either in one or another. At any instant, 
the bang-bang control rule must be decided on the basis of given observations. The problem 
of finding an optimal decision procedure is described in terms of a control chart, and a certain 
functional equation is obtained, which relates the membership function in any position and the 
decision procedure. Finally, we discussed the combined use of runs in statistical quality controls. 
In the classical control chart, control imits are drawn in such a way that, provided the per- 
formance level of the machine remains at its preferred value, each point has a fixed probability 
of falling outside the limits. This procedure takes little account of the disadvantages of running 
the machine when its performance has deteriorated. The problem of minimizing the running and 
repair costs for a machine has been treated previously by Girshick and Rubin [3]. Applications of 
this method are severely restricted because of the introduction of equilibrium distribution. How- 
ever, the difficulties associated with statistical equilibrium can be avoided by using the method of 
dynamic programming, which leads to a certain functional equation, which, in turn, determines 
the required optimal action region. 
In Section 3, we consider the same basic problem of the expected cost model modified to include 
set up costs for controlling action in any period. The expected cost is comprised of the fixed and 
variable cost in taking a control action, the cost of sampling, the cost of investigating the process 
when the control chart indicates that the process parameters exceed the specified bound, and 
the cost of producing defective units. Dynamic programming can be used to determine optimal 
control policies for models where control can produce conomically measurable benefits and/or 
costs. When the controlling action incurs a set up charge, the optimal policy is found to be 
I ? characterized by a pair (s, , ,Sn,S,,sn), where the action is made in a period n to state Sn or 
S~(Sn < S~), if the state is found to be outside s,~ or s'n(sn < s~). This statement is subject o 
a set of basic assumptions such that proportional costs of changing the state variable are zero, 
the two fixed costs are equal, the loss function is symmetric quasi-convex and the problem's 
probability densities are quasi-concave. Thus, we have discussed that Showhart control charts 
are optimal economically and stochastically. 
1. A STATISTICAL QUALITY CONTROL PROCESSES 
Introduction 
Following the transformation to the automation ofthe production form, it has been understood 
that SQC (Statistical Quality Control), based on mathematical statistics, should be developed 
into DQC (Dynamic Quality Control), which systematizes the information, the inference and the 
control [1]. 
In this section, we wish to discuss SQC from the point of view of mathematical control processes, 
with some probability criterion, and introduce the mathematical formulation for DQC. We apply 
the technique of dynamic programming for its analysis and this method can be used to treat a 
large class of linear control processes, nonlinear control processes and adaptive control processes 
[2]. This is divided into two parts of Theory and Practice. 
At first, we introduce the following mathematical formulation. Let us consider a system spec- 
ified at any time t by x(t), satisfying a differential equation dx/dt = g(z, y, z), x(0) = c, where 
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c is the initial state, y(t) is a random force term, possessing a known distribution, and z(t) is a 
force chosen, via a feed back process, so as to minimize the function defined by the probability 
that {cF$ z(t)1 or {& z(t)) exceeds a specified bound. Secondly, the functional equations 
are de&& by the tech$q’que of dynamic programming. We may obtain the analytic approach for 
the optimal policy and we have a constant control level which characterizes the control. To show 
the practical application of these methods, we consider the following problem of the statistical 
quality control of net weight in foods. 
Mathematical Formulation 
(a) Linear Control System 
Let {z*}, (r-4 = Ic,k+ l,... , N) be the independent normally distributed random variables 
with parameter (I,,, u2), where the population variance u2 is given and the population mean CL,, 
is unknown. This is the simple model of a control chart for sample means 5,, where the sample 
variance is constant. 
Our problem is to realize the process in order to minimize the probability that the sample 
mean 5,, will go out of the control limits for the overall range. 
Let yn be the random variable of chance by sampling. Then we have 
2, =Pn+Y?an, (1) 
and let us consider the following control processes 
f,+l=Z”+z”+y,, (n=k,k+l,..., Iv). (2) 
Our problem is formulated as follows. Let us set the initial condition fk = c. We choose the 
i!k so as to minimize the probability that 
Tkn = prob. {(,~~a& 5, 1 o) or (kC$i& fn 5 p)}. 
- - - - 
Let us define 
Fk,n(c) = min Tk,n. 
IZkI 
Then by the principle of optimality, we have 
(4) 
Kv-l,N(C) = 1, (c 2 a, cl PI> 
= 0, (P < c < Q), 
and 
F&c) = 1, (c 1 Q, c I PI, 
. 
= min 
J 
Fk+l,N(C + zk + ?/k) d&k), (P < c < a), 
I* 
(5) 
where 4(y) is the distribution function of the random variable y. 
(b) Nonlinear Control System 
Let us consider the following nonlinear system in order to systematize the information, the 
inference and the control. Our mathematical formulation of nonlinear control policy follows, 
with some assumptions. 
z, = 0, lxnl I sn, 
= -Lfl, 2, > .%a, 
= Lx, 2, < sfl. (6) 
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(C) Adaptive Control Process 
Let g(Yn, O) be the probability density function of the random variable yn, where 0 is a param- 
eter with an a priori probability density function A(0). 
If we had n samples in the past, then the expectation with 0 is that 
#n = / O dHn (0), (7) 
where dHn(O) is the a posteriori density of O, given that s is a sufficient statistic for O, 
and 
dHn(O) A(O) I'I$=x g(Yn, O) dO 
f A(O) Hi----1 g(Yn, O) dO (8) 
with 
g:n+l - -  xn + zn + yn, 
Then we have 
Fn(c) = 1, 
xk = c (n=k,k+l , . . . ,N ) ,  and Fn,N(c) = Fn(c). (12) 
(c > a, c _</~) 
= min ¢(y) dy + ¢(y) dy + Fn+l(w + y) ¢(y) dy, 
w<c -a  -a  
O<c<~) ,  
(n=k,k+l , . . .  ,N -2) ,  
F~_l(e) = 1, (c _>., c _< Z), 
=0, (Z< c<a) ,  
(13) 
(14) 
n 
Z Yi ----S. 
i=l 
Hence, the density of y, given s, is 
Is)d,= g(y.0)d.o(0)) dy (9) 
Let us introduce the auxiliary sequence of functions {Fk,N(C,S)}, where F~,N(C,S) is defined 
once again as the minimum of the probability, starting with the information derived from the 
n samples, that the system is in state c, at the k stage, and that N - k stage remains. For 
k = N - 1, we obtain the relation 
Fk,N(C, s) = 1, (c >_ ~, c _< ~), 
(10) 
=0,  (~<c<~.  
For N - 1 > n, we have the recurrence relation 
F.,N(C, s) = l, (c >_ c~, c < ~), 
=min [F .+ l ,N(C+z.+yn,s+y)¢ . (y l s )dy ,  (/? < c < a). (11) 
Zvt J 
Optimal Control of Linear System 
Let us for the sake of simplicity, consider the following control system 
Control chart and stoch~tlc control processes 69 
where ¢(y) is the known probability density function of the random variable y and de(y) = 
¢(y) dy. 
The proven result is: 
THEOREM 1. Let us assume that 
/5 a. ¢(y) > O, d~(y) dy "- 1 £or all y, 
b. ¢(y) dy <_ < 1 for all w, (15) 
c. ¢(y) is unimodal in an interval ( -co,  oo) and ¢'(y) is continuous, 
d. ¢"(y) < 0 in any interval of length (o~ - ~). 
Then the optimal policy has the followin$ form: For each n 
(a) for c<~n,  zn=~. . -c ,  (16) 
(b) for c>~. ,  zn = c -  ~n, 
where the sequence ~,~ is the unique solution of the equation. 
Hence, 
~: ; (1  - Fn+l (x -y ) )¢ ' (y )dy=O.  (17) 
The idea of the proof has been indicated in [4]. 
Problem on Quality Control in a Food Company 
The production processes for canned goods produced in a food company are shown in Figure 1. 
Some typical quality characteristics of this product are taste, perfume, appearance, net-weight, 
and so on. Now, it is necessary to seriously consider the problem with regard to net-weight. In 
order to lessen claims and complaints, at the same time to stabilize the production processes 
and to lower the cost, it is necessary to control the net-weight to use as little raw materials as 
possible. Hence, we wish to control this factor throughly. As a result of analysis in the past, the 
immediate causes of variations in the net-weight are: 
(1) the variation of the quality of raw materials; this depends upon the amount of contained 
water, the distinction of these growing districts, the variation of the mixture ratio in the 
mixing process and so on, 
(2) the incompleteness of work standards for the control operation concerning replenishment, 
(3) the wearing down of the parts of the replenisher, 
(4) the quantity of raw materials in the hopper of the replenisher, etc. 
The variation of the mixture ratio is caused by the fast weighing of about 30 different materials 
manually. This factor effects not only the net-weight but the important quality of taste and 
perfume of this product, and it is necessary to standardize the mixture operation, and to keep 
to this standard strictly, in order to reduce variation. Also, the growing district and the quality 
grade of the raw material is a factor which causes ome net-weight variation. Simultaneously, 
these growing districts and quality grades affect taste and perfume. So, we must classify raw 
materials by these factors in the mixing process, to reduce the net-weight variation. 
Next, the variation from the wearing down of parts of the replenisher is restrained by the 
periodical new parts. Also, the amount of contained water varies in each lot of raw materials and 
it is difficult to control this factor in the parching process. So, we may deal with this factor as a 
chance variation. As described above, it is difficult to exclude the variation perfectly due to the 
appearance of some fluctuations of quality in each lot of materials. That is to say, it is possible 
to control the variance components within groups but difficult to do that between groups. This 
variation between groups can be controlled at the replenishing process to adjust the regulator of 
the replenisher. [Figure 2.] 
Then, if the variance components of each process are standardized, the replenishment process 
determines the net-weight by the adjustment of the regulator. As we have described above, 
controlling the regulator can become a serious problem. 
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2. THE STOCHASTIC BANG-BANG CONTROL 
Infrodu cfion 
The control problem which we should like to discuss arises in the following way. A machine or 
system of machines has been designed to perform a particular service repeatedly over a long period 
of time. The machine may operate automatically, but in practice, the quantity of performance 
will deteriorate unless it is examined from time to time and action is taken when this seems to 
be necessary. In view of this, regular inspections of the machine or its products are undertaken, 
and immediately after each inspection, it is considered whether or not to stop and record the 
action for the machine. The decision maker has the problem of minimizing the membership 
function considering that the performance l vel of the machine may run out of range in a fuzzy 
environment. The problem, then, is to find a decision policy which, at every stage, minimizes 
the membership function over the future. 
There is little hope of finding an optimal decision procedure which is reasonably easy to apply, 
unless the situation can be represented by a simple mathematical model. In the first place, we need 
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to make some assumptions about the factors which determine the performance of the machine 
and about the nature of the inspection procedure. It is assumed that the state of the machine can 
be represented by a single variable, the performance l vel, and that all the membership functions 
associated with the machine are determined by the value of this parameter at the appropriate 
time. It is not necessary to place any severe restrictions on the form of the membership functions 
to be considered. Again, we suppose that a routine inspection consists of recordin.g only one type 
of observation. 
The interval between inspections i  a convenient unit of time. Let St be the unknown perfor- 
mance level and let xt be the observation made at the time t (t = 1, 2 , . . . ) .  We suppose that 
the machine begins operating in a normal at t = 0. In other words, S0 has some preferred value 
which will be taken as zero. Then operation continues until such time as it is decided that the 
machine be adjusted. Then the current performance l vel is replaced instantaneously by zero 
and the whole sequence begins again. The assumption that the action period is negligible is 
convenient at first. 
It is important o specify both the way in which the observation xt depends on the corre- 
sponding performance l vel and the underlying stochastic behaviour of the sequence S0, P l , . . . .  
Here it is assumed that the successive increments St - Pt-1 in the performance l vel are drawn 
independently from a population with zero mean and known variance, p~ > 0. We suppose that 
each observation xt is drawn from a population with mean p~ and variance p2 > 0. At any 
instant where t > 0, if the last action occured at time zero, then the x l ,x2 , . . .  ,x~ provide an 
induction of the current performance l vel St. Further, it is clear that only these observations 
and the knowledge of P0 are relevant o the decision whether to adjust or not. 
The decision maker's problem could nevertheless be very complicated if he had to consider 
a whole set of observations at each stage. The relevant information must be condensed as far 
as possible. It will be shown that if the description of the recurrent state of action is suitably 
modified, the set of observations xl, x2, . . .  , xt can be replaced by a single statistic pt, which is 
sufficient for the decision to be taken at time t. When this is done, the successive decisions can 
be made by means of a control chart on which the values Sl, P2 , . . . ,  St are plotted, until a point 
falls inside a certain action region indicating that an action is needed. 
I have adopted a fuzzy environment to the control charts and the main subject of this section 
is the determination of optimal action regions, or control imits, in terms of specified membership 
functions. In many practical situations, it is difficult to give a precise description of the costs 
involved. 
In this section, we wish to prevent hat the performance l vel of the machine from running out 
of range in a fuzzy environment, by use of the stochastic bang-bang control [5], which operates 
at a constant level either in one or another. 
In this section, we investigate the role of fuzzy set theory in certain stochastic ontrol processes. 
We state here certain definitions of Bellman and Zadeh [6]. 
1. Let z - (z} denote a collection of objects (points). Then a fuzzy set A in Z is a set of 
ordered pairs 
A = {(Z, pA(Z))}, Z • Z, 
where SA(Z) is the grade of membership Z in A and P4 : Z ---* [0, 1] is the membership 
function of A. 
2. The intersection of fuzzy sets A and B in Z is defined as a fuzzy set in Z with the membership 
function 
SA.B(z)  = min(#A(Z), l~B(z)) ,  z • Z. 
3. The algebraic product of fuzzy sets A and B in Z is a fuzzy set defined by 
sA B(z)  = z • z .  
4. Let z = {z} be a given set of alternatives. Then a fuzzy goal, or simply the goal in Z is 
identified with the fuzzy set G in Z, characterized by a membership function pg(z) ,  z E Z.  
5. The fuzzy constraint C in Z is defined to be a fuzzy set in Z, characterized by a membership 
function pc(z),  z E Z. 
72 T. ODANAKA 
6. Assume that we are given a fuzzy goal G and a fuzzy constraint C in Z. Then G and C 
combine to form a fuzzy decision D, which is a fuzzy set resulting from a "confluence" of G 
and C; namely 
D=G*C,  
where * denotes "confluence." Confluence" can be interpreted here as an intersection or 
algebraic product. 
In item 6, it is an intersection but we shall indicate that an algebraic product is more 
suitable in the context of certain optimal control formulations. 
7. A maximizing decision in Z is an alternative which maximizes/ZD (z) over Z. 
8. Let P be a probability measure on R '~. A fuzzy event A in R'* is defined to be a fuzzy 
subset A of R n, whose membership function /~A is measurable. Then, the probability of A 
is defined by the Lebesque-Stieltjes integral, 
P(A) = fn,, #a (z) dR. 
Equivalently, P(A) = E(Iza), where E denotes the expectation operator. 
The Minimization of The Membership Function 
The preliminary analysis is carried out on the assumption that all membership functions as- 
sociated with the machine could be expressed in terms of its performance l vel. There are two 
types of membership functions to be considered: (a) The case that the performance l vel of the 
machine xceeds an upper control imit. (b) The case that the performance l vel of the machine 
exceeds a lower control limit. We imagine that a routine inspection, followed immediately by a 
decision whether to act or continue, is made at each of the instants t = 1,2 . . . .  We suppose here 
that the time t is measured with respect o an arbitrary origin, but it must be remembered that 
the statistic/zt depends only on those observations taken since the last previous action. Con- 
sider the membership functions incurred in the period (t, t + 1). Let #(u~) be the membership 
function of an immediate action and let {pl(ut), q(ut), p2(ut)} be the membership function of the 
control limits continuing until the next inspection. It will be more convenient to replace them 
by a function of u. Let M(u) = E{p(u,) I ut = u}. Then, if ut = u, the expected member- 
ship function is M(u) = E{p(u + y)}, where y is distributed as g(0 ,v ) .  Similarly, the fuction 
Pl(u) = E{pl(u + y)}, Q(u) = E{q(u + y)} and P2(u), = E{p2(u + y)} replace pl(u), q(u) and 
p2(u), respectively. 
If no action takes place at time t, we have ut+l = q ut + (1 - q) zt+l. Consider the distribution 
of ut+l, conditional on ut. We can write zt+l = Ut+l(Ut+l - ut) + (zt+l - ut+l) so that the next 
observation, considered at the instant t, is a sum of independent variate with the distributions 
N(ut,v),  N(yt,p 2) and Y(0, a2), respectively. It follows that E{ut+l [ut} and Var {ut+l ]ut} = 
(1  - q)2(v + p2 + ~r2). This expression for the variance reduces to p2 on applying the definitions 
of q and v. Hence, 
ut+l = ut + Yt + zt+l, (t = k,k + 1,. . .  ,g  - 1), (18) 
where the random variable zt+l is distributed as N(0,as) .  Apart from the modification eces- 
sary when an action takes place, this relation holds in general and the sucessive increments are 
independent. Thus the stochastic behaviour of the sequence {ut} is very similar to that of {#t}. 
We are seeking a decision procedure which minimizes at every stage the total membership 
function. This problem can now be formulated in terms of the parameter u. 
Let (u,t) denote the position at time t, when ut = u. We assume that there is an optimal 
policy which determines the appropriate decisions and we suppose further that, when this policy 
is applied, a membership function ft(u) can be assigned to each position (u, t). 
We define fk ,y- l (c )  as the membership function such that ut runs out of range (/3, a) starting 
with an initial state c at stage k and ending at stage (N - 1), using an optimal policy in a fuzzy 
goal, subject to the fuzzy constraints. That is 
h ,g - l ( c )  = min ~(uk)  • • .#c(uN-1)]; 
~k, . . .  ~U I,¢'-- 1 
prob {( max zn>a)  or ( min z ,  </3)}, 
k<,<lv-1 - -k<n<g-1 - 
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where uk = c, (k --- 0, 1, . . .  , N - 1). Let us assume that the fuzzy sets are, [Figure 3] 
A= {(c, pl(~))}, 
B ={(c, p2(~))}, 
C={(¢,q(c))}, 
where pl(c),p2(c) and q(c) are defined as the grade of membership of c in A, B, and C'. 
Then, we have 
{ p1(c), 
p2(c), 
with 
where 
{ p~(c), 
t~-~,lv-~(c) = q(c), 
v2(c), 
C __~ Or)) 
(~<c<~),  
(c _</~), 
If L(w) = pl(w + z) ¢(z) dz + p2(w + z) ¢(z) dz. ~W 
(~ > ,~), 
(8 < ¢ < ,~), 
(e < Z), 
fn(c) I 
[.0[ 
qz( c ) 
~/B~° '° ' - ' ' '~xz  ~ x~-~" C 
Figure 3. Structure of pl (c), p2(c) and q(c). 
Optimal Policy 
Let us consider the case where policy y has a membership function 
Pc(Y) = P exp[d(y)], 
where 
{ K+d(~-~)L 
d(y)= g+dy 2, 
0, 
and p = exp{-(IC + d(~ - ~)2)}. 
The equation is now 
y> (~- ~), 
(~- 8) > lyl > 0, 
y-0 ,  
{ pl(~), 
fk(c) = ndn,. ~c(w - c)T(w,c,A+l)], 
P~(c), 
(c > a), 
(8 < c < ~), 
(e _< ~), 
73 
(19) 
(20) 
(21) 
(22) 
(23) 
(24) 
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where w = c + y and 
f° T(w,c, fk+l) = p l (w+ z)¢(z)dz + p2(w+ z)¢(z)dz, 
(25) 
+ A+~(w+z)¢(z)dz, 
~ tD 
with fN-l(c) of Equation (21). 
°Some properties of the optimal policy are provided in the following theorem. The main part 
of the theorem proves the optimality of the stochastic bang-bang control. 
THEOREM 2. If we assume that 
/; a. for a/l y, ¢(y) > 0, ¢(y) dy - 1, and for all w, 
oo 
b. o _< p~(y) _< 1, o _ p2(y) <_ 1, o __< q(y) ___ 1, 
C. 
d. 
/a -w ¢(Y) dy < ~ < 1, 
Pl(Y) and ql(Y) are monotone increasing continuous functions and P2(Y) 
and q2(Y) are monotone decreasing continous functions, 
log (L(w) + ~i :wf ,+ l (w+ z)¢(z)dz) is K-convex, 
then the optimed policy is the following 
wk(c) = { 
where Sk is a value of y that minimizes 
where  
Gk(,.) 
(20) 
sk, if c < s l ,c  > s~, (27) 
c, it" s~,<c<s~,  
Gk(y) and ' o" sk, ~ are the value of y for which 
= KGk(Sk), K > 0, (28) 
( ) Gk(w) = e c-(~-c)2 L(w) + ft+l(w + y) ¢(y) dy . 
- -W 
(29) 
The Combined Use of Runs 
Now H. Weiler [7] investigates another aspect for the usual control chart method by introducing 
the following control method. "Instead of stopping the production when a single ~ value falls 
outside the control imits m±Bla lV~ , we may calculate the pair of narrower limits m±B2alx/rff 
and stop the production as soon as two successive $ values fall above the upper or below the 
lower of these limits. More generally, we may calculate a pair of limits m 4- B~r I ~/'ff, such that 
we may stop production as soon as A successive $ values fall above the upper or below the lower 
of these limits. In each case, B~ is determined such that, if the population mean does not change, 
an average of 1,000 samples is necessary to produce one run of A successive $ values above the 
upper (or below the lower) control imit." 
It is to be noticed that the combined uses of some pairs of control imits are quite natural and 
often practically recommended, without involving any more costs and labours, while Weiler [7] 
discussed the use of each one of these procedures separately. 
Kitawaga [8] discussed the combined uses of runs of several engths with the usual control 
chart from the standpoint of recurrent probabilistic events. The combined use of runs in sta- 
tistical quality controls is equivalent which gives a nonnegative weight or membership function 
for the value ~. More exactly, the relative power associated with such combined uses of runs, 
of varied lengths derived from the usual control chart methods, can be defined as the reciprocal 
of the expected value of the numbers in the trials attaining the first occurrence of the recurrent 
probahilistic event. 
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3. ECONOMIC CRITERION AND PROBABIL IST IC  CR ITERION 
Introduction 
In our study, the stochastic quality control problem is an inventory problem in which the 
state variable change can either be positive or nonpositive, and in which decisions to increase 
or decrease the state variable are permitted at the beginning of each time period. This section 
studies problems in which both fixed and proportional costs can be incurred whenever the state 
variable is changed in either direction. 
Hence, the problem's features lead to the formulation of the stochastic quality control problem 
as a dynamic, multi-period inventory problem in which the stochastic variable can take on either 
positive or negative values. 
Odanaka has investigated to make minimum the probability that the performance of the ma- 
chine over all stages exceed the fixed level, starting with the initial state. 
In the classical control chart, controls are drawn in such a way that, provided the performance 
level of the machine remains at its preferred value, each point has a fixed probability of falling 
outside the limits. This procedure takes little account of the disadvantages of running the machine 
when its performance has deteriorated. The problem of minimizing the running and repair 
costs for a machine has been treated previously by Girshick and Rubin [3]. Applications of this 
method are severely restricted, because of the introduction equilibrium distribution. However, 
the difficulties associated with statistical equilibrium can be avoided by using the method of 
dynamic programming which leads to a certain functional equation, determined by the required 
optimal action region [9]. 
The task of this section is to study the qualitative characteristics of optimal policies for this 
stochastic quality control problem. The particular focus of the study is on problems in which 
the fixed components of the transfer costs are positive. This study will discuss conditions under 
It I! which an analogue, to be called a (sn,Sn,S~,Sn) policy, or a simple policy, is indeed optimal 
for the stochastic quality control problem. This section is organized as follows. First, we give a 
precise formulation of our control problem and lay out some other preliminary propositions, and 
then we characterize bang-bang policies, (s, S). 
Qualitatively, a simple policy is one which states that if the state variable is less than s,,, it 
' , is should be decreased to S'n, if between s,, and should be increased to Sn, if it is greater than sn 
! ' it should not be adjusted. The numbers ,~,S,~,S~, and s,~ are called the problem's critical $B,  
points and satisfy sn < Sn < S'n _< ' SB" 
Problem Definition 
The process is assumed to change during each period, according to a random variable ~ with 
cdf q~(~ [ a) conditional on the period's starting level a, and according to what we will call a 
state-transfer function g(~, a). The resulting  is described as occuring in this way. In our theory, 
a) = a + 
We denote the cost of taking a control action that will reduce the level to a, from the level 
x, by K(z, a). If the level at the beginning of a period is z, then the cost of c(z) is incurred, 
representing the destruction caused by x. Then 
(30) 
where cl (x) is the expected cost of sampling and charting, c~(z) is the expected cost of searching 
for assignable causes and c3(z) is the expected cost of producing defective units. 
The following two definitions are crucial to the subsequent development. 
DEFINITION. Qualitatively, a simple policy is one which states that if the state variable is less 
than t, it should be increased to T; if it is greater than u, it should be decreased to U; if between 
t and u, it should not be adjusted. The numbers t, T, U, u are called the problem's critical points 
and satisfy t <_ T <_ U < u. 
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DEFINITION. A function c(z) is said to be K-convex if, for any three points 0 < y < b < 
z < c~, c(y) + K > [c(b) - c(x)]. (b - y)/(x - b) + c(b). If c(x) is differentiable, then K > 
-e ' (x )  . - U) + e (z )  = c(u).  
We assume then: 
1. g (z ,a )  = g + g(a  - z) ,  a > x, 
~. O, a "-" z ,  
= Q + q(z -  a), a < z. (31) 
2. c(z) is a continuous, differentiable, nondecreasing, K-convex function. 
3. The salvage value of ending in state z sets a boundary condition at the end of the planning 
horizon (stage zero). In this model, c0(z) = c(z). 
4. The transfer function g(~, a) is a nonnegative function, differentiable, convex, and nonde- 
creasing in a. 
5. The unit cost c'(z) eventually exceeds kx, the unit reduction cost; that is lim c'(z) > kx. 
6. The expectation f Q(~, a) dF(~ [ a) of any K-convex, differentiable, nondecreasing function 
Q(~, a) is K-convex, differentiable and nondecreasing in a. 
The easy approach is to construct a random event independent of a and put the dependence 
in the functional form g, satisfying Condition 4. 
An example of a transfer function g and a distribution F satisfying 4 and 6 is to let Zn = 
zn+l + Yn + ~ = an+a + ~, where an+l is the previous period's action level and ~ comes from a 
distribution F, independent of aa+l. Here, g(~, a) = ~ + a and F is the cdf of ~. This example 
describes a stochastic discrete-time version. A wide variety of quality control processes can be 
approximated and modeled in this way. 
The state space is described by a continuous variable z in period n. Action in period n is 
specified by a. Ca(z) is the optimal function, the minimum cost of starting an n-period problem 
in state z, found by following an optimal strategy in each of the remaining n periods. Future 
costs are discounted by a factor a, per period. The dynamic programming recursion for Ca(z) is 
Ca(z) = min Imin {K(a ,z )+c(x )+a/Cn- l [g ( , ,  a)]d¢(( la)} 
[a¢~ 
c(x) + a f Cn_l[g(,,x)]d¢(,,x)] . (32) 
For simplicity, we define 
f 
Gn(a) = -k l  a + a J C.-l[g(~, a)] dF(~ I a), (33) 
which will be called the decision function. Then we state that 
Ca(x) = min [min{K + G,~(a)},Gn(x)] + kl x + c(x). (34) 
J 
An immediate result is that s,~ is the smallest value of s such that G,~(s) takes on its global 
minimum and that Sa = max{S : G,~(Sa) + If = Ga(Sn)}. 
Results 
The following propositions, lemma and theorem are needed and stated without their proofs. 
PROPOSITION 1. A convex function is also K-convex for any K > O. 
PROPOSITION 2. The sum of a k-convex and a K-convex function is (k + K)-convex. 
LEMMA 1. A nondecreasing K-convex function c(g) of a nondecreasing convex function g(x) is 
K-convex and also nondecreasing. 
THEOREM 3. Subject to assumptions I-6, (i) a simple policy is optimal for the period n, and 
(ii) Ca(x) is a continuous, differentiable, nondecreasing and K-convex function of x. 
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Discussion 
We have found that, subject to certain assumptions about the model and its costs, a pair 
(sn,Sn) characterizes the optimal policy in a period n. We would want to know the form of 
the sequence of policies (sn, Sn) and the convergence of this policy to some steady state (s, S) 
policy, which would dictate an infinite horizon optimal policy. This model, with its setup charge 
included in the cost function K(x, a), is the Shewhart control chart that is an important tool of 
statistical quality control. 
Future work will expand and generalize the model assumption set. 
Conclusions 
In Section 1, we have discussed SQC from the point of view of the mathematical processes with 
some probability criterion and introduced the mathematical formulation for DQC. We applied 
the technique of dynamic programming for its analysis, and showed that this method can be used 
to treat a large class of linear control processes, nonlinear control processes and adaptive control 
processes. 
In Section 2, the behaviour of a machine or manufacturing process was represented by a simple 
model, in which two types of risks were considered. (a) The case that the performance l vel of the 
machine xceeds an upper control imit. (b) The case that the performance l vel of the machine 
exceeds a lower control imit. The performance l vel of the machine changed stochastically and 
was tracked by means of a sequence of observations. We prevented the performance l vel of 
the machine from running out of range in a fuzzy environment, by use of the stochastic bang- 
bang control, which operates at a constant either in one mode or another. We have shown that 
the bang-bang control rule can be used as a decision policy at any instant, based on the given 
observations. The problem of finding an optimal decision procedure was described in terms of 
a control chart, and a certain function was obtained, which relates the membership function in 
any position and the decision procedure. 
Section 3 considers the same basic problem of the expected cost model modified to include set 
up costs for controlling action in any period. When the controlling action incurs a set up charge, 
the optimal policy is found to be characterized bya pair (sn, Sn, S~, s~), where the action is made 
in a period n to state S,, or S~(S~ < S~), if the state is found to be outside sn or S~(S~ < S~), 
subject o a set of basic assumptions. 
Thus, we have shown that Showart control charts are optimal economically, as S,~ ---* m - 3a, 
S~ ~ m + 3~r, and we have discussed the relation between the probabilistic decision criterion and 
economic riterion more generally. 
REFERENCES 
1. T. Kitawaga, The logical aspects of successive processes of statistical inferences and control, ISI 30 Session, 
Tokyo, (May 30-June 6, 1960). 
2. R. Bellman, Adaptive Control Processes, Princeton University Press, Princeton, New Jersey, (1961). 
3. M.A. Girshik and H. Rubln, A Bayes approach to a quantity control model, Ann. Math. Statist. 23 (1953). 
4. T. Odanaka, A study of multistage inventory control, Ph.D. Thesis, Tokyo Institute of Technology (1967). 
5. T. Odanaka, Control charts and stochastic bang-bang control, ICQC '78, Tokyo, (1978). 
6. R.E. Bellman and L.A. Zadeh, Decision-maklng in a fuzzy environment, Management Science 17, 4 (1970). 
7. H. Weiler, The use of runs to control the mean in quality control, Journ. Amer. Star. Assoc. 48,816-825 
(1953). 
8. T. Kitawaga and T. Seguchi, The combined use of runs in statistical quality controls, Mere. Fac. Sci., 
Kyushu Uni. Ser., (1953). 
9. J.A. Bather, 
10. T. Odanaka, 
11. T. Odanaka, 
12. T. Odanaka, 
13. T. Odanaka, 
14. 
15. 
Control charts and the minimization of costs, J. R. Statist. Soc. B25 (1963). 
Stochastic quality control and control processes, ICQC '69, Tokyo, (1969). 
A statistical control and control processes, Proceeding o.f ICQC '69, Tokyo, (1969). 
Stochastic Control Processes, Morikita Press, (in Japanese), (1976). 
Stochastic bang-bang control, (to appear). 
J.A. Bather, A control chart model and a generalized stopping problem for Brownian motion, Mathematics 
o] Operations Research 1, 3 (1976). 
W. Feller, An Introduction to Probability Theory and its Applications, John Wiley and Sons, New York, 
(1950). 
78 T. ODANAKA 
16. T. Kitawaga, Successive processes of statistic&[ inferences (1), J~rem. F~¢. Sci. 5, 139-180 (1950). 
17. T. Kitawaga, Successive processes of statistic&[ controls (1), Mere. Fac. Sci. T, 13-28 (1952). 
18. T. Odanaks, Control chsrts and stochastic bar, -bang control, ICQC '78, TokTo, (1978). 
19. T. Odan&[cA, Probability criterion and economic riterion, ICQC '87, Tokyo, (1987). 
20. J.M. Harrison and A.J. Taylor, Impulse control of Brownish motion, Mathem¢tica of OIJer¢~ion8 Reae,~rch 
8, 3 (1983). 
21. T. Odanaka, Control charts and stochastic ontrol processes, APORS' 88 (1988). 
