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Abstract
A fundamental step in research on autonomous robotic systems is the actual devel-
opment and test of experimental platforms, to validate the system design and the
effective integration of hardware and real-time software. The objective of this thesis
is to report on experimental implementation of platforms and testing environments
for real-time motion planning. First of all, robust planning and control system using
closed-loop prediction RRT approach was implemented on a robotic forklift. The
system displayed robust performance in the execution of several tasks in an uncertain
demonstration environment at Fort Belvoir in Virginia, in June, 2009. Second, an
economical testbed based on an infrared motion capture system is implemented for
indoors experiments. Exploiting the advantages of a controlled indoor environment
and reliable navigation outputs through motion capture system, different variations
of the planning problem can be explored with accuracy, safety, and convenience.
Additionally, a motion planning problem for a robotic vehicle whose dynamics de-
pends on unknown parameters is introduced. Typically, the motion planning problems
in robotics assume perfect knowledge of the robots' dynamics, and both planner and
controller are responsible only for their own parts in hierarchical sense of the frame-
work. A different approach is proposed here, in which the planner takes explicitly into
account the uncertainties about the model parameters, and generates completely safe
plans for the whole uncertain parameter range. As the vehicle executes the generated
plan, the parameter uncertainty is decreased based on the observed behavior, and it
gradually allows more efficient planning with smaller uncertainties.
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Chapter 1
Introduction
1.1 Motivation
As the Industrial Revolution introduced the machine as substitute of human labor,
recent advances in embedded systems, sensors, network, and actuators are trigger-
ing another revolution which gives machines unprecedented levels of intelligence and
autonomy. Traditional factory automation is based on the assumption that every
manufacturing process will happen sequentially in a carefully managed environment
which rarely induces unexpected disturbances: such an assumption requires substan-
tial investments for the facility development. Additionally, factory automation robots
designed according to such principles don't possess extensive exception handling abil-
ities and cannot be adaptive to different environment. On the other hand, recent per-
ceptive sensors and more advanced algorithms enable more complex logic for robots,
and many kinds of smart robots in unstructured environment can be developed in
reality or in the near future.
In the National Defense Authorization Act for Fiscal Year 2001, Public Law 106-
398, the U.S. Congress mandated in Section 220 that "one-third of the aircraft in
the operational deep strike force aircraft fleet" and "one-third of the operational
ground combat vehicles" shall be unmanned by 2010 and 2015, respectively. To
accelerate robotic development, a series of autonomous vehicle races were held by
the Defense Advanced Research Projects Agency (DARPA) in 2004, 2005, and 2007.
Figure 1-1: MIT's Talos [1] for 2007 DARPA Urban Challenge
Those races enhanced and demonstrated the extent of the autonomy which can be
achieved by autonomous vehicles. The first DARPA Grand Challenge in 2004 was
held in a 142-mile off-road terrain course through the Mojave desert, but none of
the robots surpassed 5% of the entire route within ten hours. When the challenge
was repeated in 2005, 195 teams registered, 23 raced, and five teams finished with
Stanford University's "Stanley" as the winner [7]. These two challenges suppressed
the need for handling dynamic obstacles by starting robots with 5-min intervals and
pausing slower ones in overtaking. The required ability got more complicated in
2007 DARPA Urban Challenge with complex urban environment and moving traffic:
several participants overcame the difficulties, and six teams were able to finish the
race. Carnegie Mellon's "Boss" won the race; MIT's Talos took fourth place (see
Fig. 1-1) [8, 9]. All vehicles were required to obey California's traffic regulations
while driving a 60-mile mission in urban terrain within 6 hours, avoiding collisions
with robotic and human-driven traffic. To meet all the requirements, intelligent
decision making and planning abilities were essential on top of reliable perception
and situational awareness.
Application areas of autonomous robots are widely open to every imaginable work
which has belonged to human. For instance, smart robotic forklifts can be developed
which enable automated logistic operations with minimal infrastructure construction,
instead of building and automating the storage environment. Some of the technolo-
gies developed for DARPA Urban Challenge can be transferred and elaborated for
the robotic forklift while substantial development is necessary for unchallenged com-
ponents such as pallet detection, manipulation, task management, user interface, and
so on. Considering the storage maintenance purposes and the safety, it is also essen-
tial to generate safe motion plans for the robot to follow. Compared to the Urban
Challenge, manipulation of loads and more uncertain surfaces introduce additional
complexities and challenges. Main challenges in this motion planning problem results
from uncertainties of dynamics and environment.
With the mentioned main motivation, testbeds need to be developed for validation
of the system and algorithm design, and for effective integration of hardware and
software. In this thesis, two kinds of testbeds for outdoors and indoors are introduced
for real-time motion planning, and partial solutions for the planning problem with
uncertain dynamics are described.
1.2 Background
1.2.1 Motion Planning
The expression motion planning has been used in a very broad sense, and now it
generally points the planning problem with obstacles and other constraints imposed
on the vehicle [10].
Solution approaches can be roughly categorized into two alternatives: combina-
torial motion planning and sampling-based motion planning [11, 10]. Combinatorial
methods do not lose any given information in problem representation, and the solution
is complete. The completeness means that the algorithm terminates with a solution
or reports the absence of the solution. Combinatorial methods construct roadmaps,
usually based on geometric approaches such as cell decomposition, shortest-path, and
so on. But except some algorithms which are efficient and easy to implement, many of
combinatorial approaches are impractical with high dimensionality or too complex to
implement. Also it is hard to consider the robot dynamics in combinatorial methods,
and these sometimes generates unrealistic reference inputs such as sharp edges which
make the execution of the plan impossible.
With the sacrifice of the completeness, sampling-based approaches can solve many
previously intractable problems with sampling and approximation. Instead of the
standard notion of completeness, resolution completeness and probabilistic complete-
ness are introduced for evaluating sampling-based methods. Resolution completeness
implies that the solution will be found if it exists and samples are dense enough. But
resolution complete algorithms may run forever in case no solution exists. The prob-
abilistic completeness refers to the property that the probability to find a solution
converges to one as more samples are used, but the rate of convergence can be low.
With increased computing power, sampling-based approaches have been very suc-
cessful in recent years. Among them, Rapidly-exploring Random Tree (RRT) [12]
could deal with nonholonomic [13] and kinodynamic [14] constraints particularly well.
As an example, wheeled vehicle dynamics is nonholonomic, and it also becomes kin-
odynamic in the presence of velocity and acceleration bounds.
1.2.2 Rapidly-Exploring Random Tree (RRT)
Rapidly-exploring random tree (RRT) [12] is an algorithm based on randomized tree-
like data structure that makes planning problems into search problems in state space.
A tree is built by randomly generating goal points, searching the nearest neighbors on
the existing tree, and applying inputs to make the next propagated states approach
the generated goal points. RRT efficiently expands toward unexplored portions of the
state space.
One of the main advantages of RRT is that it makes many planning problems with
obstacles and differential constraints computationally tractable in practice. There
have been many follow-up works which made RRT more useful with autonomous
vehicles [15, 16, 17].
1.3 Outline
The first main focus of this thesis is the implementation of autonomous vehicle plat-
form which contains real-time motion planning capability, and the implementation
of indoor real-time testbed dedicated to testing of autonomous robots follows with
several supporting subsystems. Some basic ideas for addressing the motion planning
problem in the presence of uncertainty are also mentioned.
Chapter 2 describes the planning and control system of an autonomous forklift
platform, and many critical issues in implementation are addressed. A robotic fork-
lift is well-suited platform for the planning problem with tasks or uncertainty. But
even though it is very typical example and testing platform, it takes much time and
sometimes can be dangerous to conduct outdoor testing with actual loads. Indoor
testbeds are developed to relax the difficulties. Compared to actual forklift drive-by-
wire modification and hardware setup, it is much easier and safer to modify small
remote-controlled vehicles to fit for indoor real-time testbed. Chapter 3 introduces
an indoor positioning system using motion capture solution and extends the system
to real-time testbed framework incorporated with other subsystems. Detailed de-
scriptions and characteristics of the devices are provided, and several suggestions for
practical testbed installation and troubleshooting are presented. The chapter can be
especially useful for people who want to build similar testbeds or maintain existing
ones. Chapter 4 proposes a motion planning problem in the presence of uncertainty,
and proposed some ideas and algorithms for its solution.
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Chapter 2
Planning and Control of
Autonomous Forklift
The main subject of this chapter is a description of the MIT Agile Robotics au-
tonomous robotic forklift, and its planning and control system. The forklift navigates
autonomously on uneven terrain with and without loaded pallets, and many related
components are supporting the capability.
This chapter starts with introduction to the project. Section 2.2 focuses on the
planning and control system of the project. Section 2.3 presents other relevant sys-
tems, and gives an account of the technical development of the planning and control
system, as guided by many actual tests. Section 2.4 summarizes and analyzes the
military demonstration at Fort Belvoir located in Virginia.
2.1 Agile Robotics for Logistics
2.1.1 Motivation
Advances in computing power and sensor technology enables more complicated real-
time algorithms which make robot smarter and more capable. In 2007 DARPA1
Urban Challenge, driving of autonomous vehicles was demonstrated on urban roads
'The Defense Advanced Research Projects Agency
Figure 2-1: Toyota Forklift [2]
with obedience to California traffic laws. All the essential abilities such as environ-
mental perception, situational awareness, decision making, planning, and mobility
can be transferred to other platforms and can be elaborated to enable more complex
capabilities.
The Agile Robotics for Logistics project aims to realize logistic supply operation
with robotic forklifts, user interface, and supervisors in highly unstructured outdoor
space. By introducing robotic forklifts in army warehouse, soldiers can be protected
from hazardous materials, forklift accidents, disaster, explosions, and damages caused
by, e.g., sniper attacks to lightly protected vehicles.
The robotic forklift should be safe in any situations. Therefore, injuries to people,
damages of cargo, and collisions with the facility infrastructure are not acceptable.
The human interface to the robotic forklift is based on a supervisory control model,
requiring a natural command interface to enable a minimally-trained operator to
order the robot to perform high-level tasks such as summoning, pallet engagement,
pallet transport, and pallet placement in autonomous manner. While it is possible to
construct automated indoor warehouses with forklifts under carefully designed and
controlled environment by substantial investment of time and financial expense, it is
Sensors and Perception
Planning & Control
Figure 2-2: Diagram of the Project Structure
almost impossible to automate military storage area since it is located outdoors, and
more importantly, the storage location and area should be flexible with tactical needs.
On the contrary, the proposed robotic forklift solution enables easy construction of
the warehouse, flexibility of the layout, and mobility of the warehouse by assigning
required space and introducing forklifts as needed. Exposing the forklift to open and
uncertain environment requires highly robust and reliable planning algorithm and
perception.
2.1.2 Structure of the Project
There are many subsystems in the project. First of all, working platform should exist
as the first ingredient, and the platform team members selected and modified Toyota
8FGU15. Some of the specifications are listed in Table 2.1. Through drive-by-wire
modifications of the forklift, all of steering, accelerator, brake, gear shifting, mast
Model 8FGU15
Load Capacity 3000 lbs
Gross Weight (empty) 5440 lbs
Steering Type Hydrostatic power steering
Brakes Hydraulic (foot)
Tilt Range Fwd 6' / Bwd 110
18.5 km/h (Full Load)
19.0 km/h (No Load)
Lifting Speed 665.5 mm/s (Full Load)
680.7 mm/s (No Load)
Speed 497.8 mm/s (Full Load)Lowering S548.6 mm/s (No Load)
Table 2.1: Specifications of Toyota 8FGU15 [2]
Figure 2-3: User Interface with User's Circling Gesture
height, mast tilt, mast sideshift, and mast separation can be actuated by software
command inputs.
The user interface team implemented a graphical user interface on Nokia N810
tablets. Voices and gestures are recognized for all tasks such as summoning, pallet ma-
nipulation, and even emergency stop. Users can select the tablet's view alternatively
between actual images from cameras on the robot as in Figure 2-3 and visualization
of virtual environment constructed with perceived data. User interface communicates
with the task planner process which runs on the robot, and has authority to observe,
add, modify, and remove tasks.
.............
Figure 2-4: Viewer
The team for sensors and perception tries to acquire as much information of and
around the robot as possible. It is natural to assume that all other processes running
on the robot potentially use perception data. GPS, IMU, odometer, encoders, and
CAN 2-bus data are used extensively to estimate the vehicle's states, and LIDAR3 de-
vices and cameras are integrated to generate reliable information of terrain, obstacles,
pallets, pedestrians, and surrounding environment.
Since lots of distributed subsystem processes are running on several computers,
fast and efficient message passing capability is essential. For that purpose, a library
called LCM 4 was implemented by Team MIT for the DARPA Urban Challenge 2007,
and it has been updated and improved in this project. Combined with visualization
and simulation environment, testing of new capabilities and debugging of logged faults
can be reproduced easily with aids of LCM library.
The planning and control team implements the robot's intelligence and capa-
bilities which make decisions using perceived information, plan to accomplish tasks
2Controller-Area Network
sLIght Detection And Ranging
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Figure 2-5: Architecture of Planning and Control System in Navigation Phase
commanded through tablet interface, and move itself as planned. The robot moves
semi-autonomously based on the user's high-level commands, but it performs planning
and control autonomously within each task. Section 2.2 gives a detailed explanation
on the planning and control system, especially navigation components.
2.2 Motion Planning and Control of the Forklift
2.2.1 Overview
The whole planning and control system can be divided into two big components, nav-
igation and manipulation, as in Figure 2-2. The navigation component of the forklift
planning and control system inherits the simulation-based closed-loop RRT approach
[17] from the MIT DARPA Urban Challenge vehicle. But lower traveling speed, sig-
nificantly larger maximal steering, rear-wheel-steered driving, requirement of more
accuracy for pallet manipulation, and the large weight of the forklift differentiates
the software implementation of the given approach on the forklift from the original
one used for the DARPA Urban Challenge vehicle.
The navigator receives long-term goal from task planner and manages it with
pieces of short-term goals to be planned by motion planner. Then, motion plan-
ner uses closed-loop dynamics to grow random trees which contain predicted future
states and required reference inputs to reach each state. Compared to standard RRT,
this closed-loop RRT has significant advantages in dynamic feasibility of trajectories,
sampling efficiency, prediction accuracy, stabilization of unstable open-loop dynamics,
and decrease of modeling error and uncertainty.
There are several technical approaches to decrease the prediction mismatch on the
planner's side such as repropagation of states, space-dependence of velocity reference
input, and so on. Among these, we found that more accurate closed-loop modeling
of the dynamics and the controller decrease the prediction error fundamentally. Even
though load manipulation introduces changes in dynamics, future states could be pre-
dicted with admissible error based on the following longitudinal and lateral prediction
models.
2.2.2 Longitudinal Dynamics and Control
General models of vehicular longitudinal dynamics contains many components as in
Figure 2-6. Each pair of neighboring blocks can be described by certain relationship or
differential equations. For instance, Figure 2-7 shows the identified relation between
accelerator pedal input and engine rpm reference input inside the forklift's ECU5 . This
relationship is accurate since the identification was based on digital signals which are
available via CAN-bus, and the accelerator pedal actuation results in changes of those
signals to control the engine. On the contrary, another identification is necessary for
brake pedal input which is not provided by the CAN-bus. In reality, accelerator is
rarely applied unless the forklift is traveling relatively long distance without loads, and
partial brake pedal is used mostly for operations with proximate pallets, pedestrians,
and obstacles. With mentioned importance of the brake pedal, some difficulties exist
for the identification.
The brake pedal is hydraulic as stated in Table 2.1. This fact required certain
physical actuator in drive-by-wire modification, contrary to the accelerator pedal
5Engine Control Unit
Pedal - ECU - Engine ---- Cornye r ---- Tifreta s si ---n Wheels
Figure 2-6: Overview of Longitudinal Dynamics Components
Static Engine Map
0 20 40 60
pedal (%) 80 100
Figure 2-7: Engine Map between Pedal and Desired RPM
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Figure 2-8: Uncertain Brake Behavior
which could be replaced with a voltage regulator. To resist the hydraulic brake force, a
motor with high torque and high gear ratio was chosen in the initial design of the drive-
by-wire modification, and torque control was hired assuming each brake position can
be achieved by applying certain amount of torque. But in reality, the actuator didn't
behave as supposed, and Figure 2-8 shows the behavior data collected from logs on
June 9th, 2009. All the marked points in the figure are from steady-state input-output
results to avoid dispute about the sensor delay and transient response. Obviously
output brake position has high uncertainty induced by low actuation resolution and
low torque difference on every brake position.
Since the brake actuation is highly uncertain and even the brake position sensor
has low frequency under 5 Hz and significant delay, the relationship between the
brake pedal input and other components proved to be hard to characterize. For that
reason, more investigation was postponed until different motor, different actuation
mechanism, and better feedback sensor become available. Since an accurate prediction
model has not been developed yet, a simpler model is used for design purposes.
Even with reliable pedal actuation and feedback, it is not a simple task to in-
vestigate the rest of the longitudinal dynamics with torque converter and differential
transmission, especially in the absense of dedicated testing devices for engines. With
those practical reasons, empirical equations can be employed for the whole longitu-
dinal dynamics, and (2.1) is the linear parameter varying model from gas/brake to
speed of MIT DARPA Urban Challenge vehicle [17].
V(s) _K(v) 0.1013v 2 + 0.5788v + 49.1208 (2.1)
U(s) Tv+1 12s+1
Furthermore, due to uncertainty in the brake actuator, testing doesn't give reasonable
mapping for the operating speed region. Therefore, (2.2) is used for longitudinal
dynamics tentatively.
A(s) __ 1 1A~s) (2.2)
U(s) r as+1 0.3s+1
The equation above is a representation of the differential equation a -(t - a)
in terms of a transfer function. The variable u lumps both accelerator and brake
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Figure 2-9: Performance of Speed Controller
actuation to enable Proportional-Integral(PI) control.
One ad-hoc remedy for the brake actuation uncertainty was applying certain
amount of brake as minimum all the time while controlling speed through the ac-
celerator. It was inevitable due to limited time for hardware modification, but the
strategy obviously ruins the brake system through abrasion. One good news is that
forklift rarely moves faster than 1 m/s, and the effect of velocity mis-prediction is
small enough to fit the application purposes. K, = 0.5 and Ki = 0.1 were used in PI
control, and Figure 2-9 shows the performance of the speed controller. There are two
sources of speed sensor output as pose data and CAN data, and pose data is more
accurate one from the integrated GPS/IMU/odometer unit. The performance can
apparently benefit from a brake actuator that can be better modeled.
If the planner and the controller use space-dependent speed reference input in-
stead of time-dependent reference input, the effect of velocity mis-prediction can be
decreased by making lateral prediction more accurate. Therefore, more emphasis is
placed on Section 2.2.3 to compensate for the speed prediction error.
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Figure 2-10: Single Track Model of the Forklift
2.2.3 Lateral Dynamics and Steering Control
Models of lateral dynamics in the literature vary from the simplest kinematic model
to full-body dynamics with suspensions [18, 19]. Modeling is good enough if it is as
simple as possible while it captures all the main factors of the dynamics and explains
the behavior correctly. For example, it is not necessary to consider suspensions with
forklift since every piece of the body is connected very rigidly. The models presented
in this sections assume rear-wheel steering.
Kinematic Model
A kinematic model for the lateral motion can be justified when each wheel's velocity
vector doesn't deviate from the direction of the wheel. In that case, the slip angles
of both wheels are zero; this assumption is fairly reasonable for low speed vehicles
[19] like a forklift. The no-slip-angle assumption implies that every wheel is on some
concentric circles, and therefore an equivalent single track model can be introduced
which means a virtual centerline of the body with just two wheels on the concentric
circles.
# =tan- 1 (1f + tan 6, (2.3)
V cos 0 tan (2.4)
29 + ,
29
z = V cos( + ) (2
y = V sin(9 + 0) (2.6)
However, forklift's wheel slip angles grow and are not negligible for large steering
cases. Therefore, purely kinematic model doesn't explain all the characteristics of the
forklift lateral dynamics.
Linearized Single Track Model
Once sideslip angle on each wheel becomes nonzero, lateral force starts appearing
on tire. Originally the lateral force with respect to the sideslip angle is nonlinear
due to tire dynamics, but there is a linear region centered on the zero sideslip angle.
Therefore, the linear assumption is justified when there is no apparent skidding, and
it is actually true unless drivers do aggressive maneuvers with the vehicle. For the
following equations, af and a, are slip angles of front and rear wheels while Cf and
Ca, are cornering stiffnesses of the tires. Ovf and 0 v, are the angles between wheels'
velocity vectors and the longitudinal axis of the vehicle. Except the linearity of lateral
force with respect to slip angle, essentially all other approximations are originated
from small angle assumption for trigonometric functions.
m ("=mT( +V ) mVV. T +) = Fyf + Fyr (2.7)
dt2 inertial
Fyf + Fyr ~ Cfaf + Car a = Cf( 0vf ) + Car(6r - 0Vr) (2.8)
0Vf x + lf, Vr W- (2.9)Vx V
U i f Fyf - irFyr (2.10)
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Since forklift runs slow without skidding, these equations don't miss its charac-
teristics. But these equations require relatively many calculations for the prediction
of future states, and it leads to less rich trees in the planner by increasing computing
time for growing each branch of trees. For simplicity and accuracy of the model, the
following equations with characteristic velocity are introduced.
Characteristic Velocity Compensation for Side Slip
For any given constant tire angle or = 6, steady states 3, and @.. are achieved
when Q and @ become zero through transient states. The notion of the characteristic
velocity [20] is introduced for that instance.
01
0_
Caf + Car 1fCa5 - irCar
mV m% 2
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4s, deserves to get some attention since @s = -,v, tan(6s,) is the equation for
purely kinematic model. By comparison, the term 1+(V/VCH) 2 explains the effect of
sideslip. One big advantage of this approach is that we only need to identify one
variable, namely VCH, through a set of tests. Also it is simpler in calculation than
linearized single track model while it doesn't neglect the effect of side slip.
For front-wheel-steered vehicles [20, 17], the equation is
6s = 2 tan(6SS) (2.15)
= (if + l,)(1 + (v/VCH) 2 )
Equations for V/su differ in signs, and it is expected from the geometry. To make
the vehicle turn left, 6f is required to be positive while 6, needs to be negative. But
it is not the only noticeable point.
Forward driving of front-wheel-steered vehicle is equivalent to backward driving
of rear-wheel-steered vehicle. Usual forklift's maneuvers include both forward and
backward driving almost equally, so relations between two different 0,, equations
need to be examined more. Readers may think they are same except the sign part of
the angle. But if, ir, Caf, Car for forward driving become ir, if, Car, Caf for back-
ward driving respectively. And it changes the sign of the square of the characteristic
velocity.
(VCH )forward -(VCH)backward
Therefore, the characteristic velocity needs to be identified only once for either forward
or backward driving, and it can be used for the other direction by changing the sign.
This fact is very useful in calibrating forklift's effective tire angle map which will be
described soon.
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Figure 2-11: Pure Pursuit for Forward Driving
Pure Pursuit Controller
Prediction becomes more precise by closing the dynamics loop with a stabilizing
controller, and pure pursuit controller [21] is one of good and simple options that can
be implemented and predicted easily. Moreover, we get benefit by decoupling steering
from poorly-known speed dynamics.
Pure pursuit is a strategy based on choosing circular paths from the current vehicle
position to arrive at the point determined by look-ahead distance. Even though it
is simple geometric strategy, it has been used in many robot path tracking with
guaranteed stability [22].
But unlike small robots, a forklift is quite large and the size introduces some
complexity in the equation. Therefore, certain anchor point [17] is specified on the
vehicle axis to consider and follow the circular path. Equations for pure pursuit
controller can be derived using geometric relations as follows.
Let's consider the forward driving case first. Vehicle length (AC = L) and anchor
point (AB = 1) give basic values to be used. By look-ahead distance (BD = L1),
certain point on the reference path is determined as a temporary goal point. Then r/
can be calculated geometrically. With given values, o needs to be derived from the
pure pursuit strategy.
With the circular path condition, OB = OD = R is acquired. Also, point E
can be determined as the last rectangular point of OABE. Then, OA = EB = R is
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Figure 2-12: Pure Pursuit for Backward Driving
defined for convenience. Since OBD is an equilateral triangle, BF = DF = L 1/2.
And LAOC = # is also a good property to be used.
n = LABG = LBEG = LEOH (2.17)
BG = EB sin(q) = R, sin(77)
=BF-GF= L-H = - E cos() = -l cos(,q) (2.18)2 2 2
L'- 1 cos(77)
pi (,) 2.9
sin(g)
# tan = tan-1 - tan- 1  L s ) (2.20)O A R2 - 1 Cos(,q)
For backward driving, r - q is used to show consistency of the equation at the
end, and q is defined for the forward-driving vehicle body. Definitions of values
are still same for vehicle length(AC = L), anchor point(AB = 1), and look-ahead
distance(BD = L 1). With given values, 6 needs to be determined.
The circular path condition gives OB = OD = R again. Points E, F, and G are
M
determined by perpendicularity to BD, OE, and AF. And QA = Ri is defined for
convenience. With equilateral triangle OBD, BE = DE = L 1/2. Also ZAOC = 13 is
going to be used at the end.
ZCBE = ZBAG = LAOF (2.21)
FG = BE = 2
= AF - AG = QA sin(y) - AB cos(-y) = Ri sin(y) - 1 cos(-y) (2.22)
+ cos(7y) + lcos(r - ) _ - l cos(I)
= 2sin(y) sin(-r - 1) sin(7) (2.23)
1AC IL. L sin ( I)6=- -=-tan- A tan- tan- Li (2.24)
OA Ri- l cos(rI)
As it can be noticed from equations (2.20) and (2.24), forward and backward
driving result in same equations. Actually it is natural in kinematic sense because no
sideslip effect is included in pure pursuit calculation. Therefore, it means the vehicle
stays on the same circle for forward and backward driving if the steering is fixed.
But it cannot be true for real vehicles, and it gave some intuition when calibrating
effective tire angle map of the forklift.
Calibration of Effective Tire Angle Map
Tire angles are commanded by the steering wheel. But there is no given information
about the exact mapping between the steering wheel and tire angles. In addition,
single track model introduces two virtual tire angles equivalent to four actual tire
angles. With these reasons and dependence of pure pursuit on the knowledge about
the steering, the mapping relationship between effective tire angle and steering needs
to be calibrated carefully.
Position, velocity, acceleration, and orientation of the vehicle are acquired by an
Figure 2-13: Calibration of Single Track Model
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integrated GPS/IMU/odometer unit which will be explained more in Section 2.3.2.
Since the unit is installed above the center of the front axle, this calibration didn't need
to go through some coordinate transformations. Figure 2-13 shows brief demonstra-
tion of the geometric concept used in calibration. With given data such as position,
velocity, and acceleration, the radius of curvature can be calculated for the smaller
circle. Then, # = tan-1 L is used for the effective steering angle calculation. Data
collection was based on fixed commands for speed and steering without controller.
Speed tended to fluctuate by its vehicle characteristics, but it was below or around
1m/s which was enough to prevent serious sideslip. Fixed steering commands result
in almost fixed CAN tire angle output and it is the X axis in Figure 2-14.
But one problem remains by the fact that forward and backward trajectories result
in slightly different effective steering angles due to little sideslip. It can be noticed
as some differences between blue and red dots in Figure 2-14. As mentioned earlier,
(2.14) and (2.16) are used to consider the sideslip effect here. For a fixed steering
input, the equations suggest
as = - ( ) ) 2 ) tan(6ss) (2.25)
(1f + 1r) (1 k (V/VCH 2
Since the effect of (V/VCH) 2 is very small, 1 ~ 1 - e can be used. After all,
averaging forward and backward results for the radius of curvature mitigates the
effect of sideslip. Figure 2-14 shows the result. In short, data for both forward and
backward directions were collected to compensate the sideslip effect, and accordingly
the mapping we acquired by averaging two sets is considered kinematic, and we don't
neglect the sideslip in real prediction because the characteristic velocity compensation
is included in calculation. Actually the compensated forward and backward plots
match well with the real forward and backward data points in Figure 2-14, even
though it was not drawn together not to confuse readers with too many coinciding
plots.
(x = 145 - 453) (2.26)
y = + 2.163597 x 10x 11X5 - 3.574554 x 10- 08 X4 + 2.331764 x 10- 05x 3
- 7.393517 x 10- 0 3X 2 + 9.013334 x 10~ 01x + 3.374443 x 10+01
(x = 454 - 940) (2.27)
y = - 4.251457 x 10-10 x4 + 9.457801 x 10- 07x3 - 6.848657 x 10- 04x 2
+ 2.317636 x 10- 0 2X 1 + 5.998178 x 10+01
(2.26) and (2.27) are final results through the curve fitting. Forward and backward
data deviate from the curve in consistent manner due to sideslip as explained before.
For any given steering input, forward trajectories tend to have larger effective tire
angle than backward trajectories. Specific numbers are not shown here, but it was also
possible to extract v from the plot since it was almost constant for the whole range.
Also it suggests the overall calibration and lateral dynamics model are accurate.
2.2.4 Prediction Model
Based on all the preceding discussions, prediction model for the RRT planner is shown
below. It is very similar to MIT DARPA Urban Challenge vehicle [17], but it is notice-
able that correct application of the characteristic velocity compensation is proposed
here. Such corrections were not necessary in the case of the Urban Challenge, since
normal automotive operations only require limited, slow-speed motions in reverse.
= v cos(#) (2.28)
=v sin(O) (2.29)
v/ L
=1 -2 tan(6) (2.30)1 + sgn(driving)(v/vCH)2
sgn(driving) = 1(fwd) or - 1(bwd) (2.31)
1
& = (ua - a) (2.32)
Ta
1 (U6 - (2.33)
V > 0, amin< i' = a < amax (2.34)
-6max < 6 _ 6max, -6max < 6 < 6max (2.35)
The position x and y are measured on the GPS/IMU/odometer unit placed above
the center of the front axle, and it is also same for the speed v and the acceleration
a. Strictly speaking, 6 is the effective tire angle, but it can be regarded as the
steering angle in a more general sense. 0 is the heading of the forklift and L is the
wheelbase. The controller has authority to decide the desired acceleration Ua and
the desired effective tire angle u6 , and they are commanded via normalized values for
convenience in message passing between processes. sgn(driving) is 1 when driving
forward and -1 for backward. vCH is not changed for forward and backward by
introducing sgn(driving). And usual the driving speed of the forklift is around 1m/s.
Detailed values are not presented here, but it should be emphasized that vCH and
6
max need more attention when researchers are actually identifying the parameters.
Figure 2-15 and 2-16 shows the accuracy of the lateral prediction. Figure 2-15
doesn't mean biased error, and it is unsigned plot for time-averaged error. Assum-
ing the position data from the GPS/IMU/odometer unit is absolutely correct, lateral
prediction errors are the lateral distance between the predicted states and the current
states, when the vehicle axis is defined as the longitudinal direction. There are navi-
gation phase and manipulation phase in planning and control system of the forklift.
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Figure 2-15: Lateral Prediction Error
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Figure 2-16: Lateral Prediction Error with respect to the traveled distance
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With that reason, there are several segments for navigation on each log file.
Maximum errors usually don't exceed 20 cm, and mean errors are several centime-
ters. Peaks exist mostly when the vehicle finishes the plan execution, because the
initial prediction by the planner is compared with the current vehicle position. Since
the planner corrects prediction mismatch through repropagation of states, the planner
has more accurate prediction information for the upcoming few seconds. Therefore,
the performance of lateral prediction is good enough, considering the minimum per-
ception resolution in gridmap is 15cm x 15cm. And in real instances, these lateral
prediction errors didn't induce any problems to make the robot execute given paths
with obstacles.
2.3 Other Processes and Experience
In this section, some other work outside the original planning and control part is
described. But all of them are relevant to planning and control system, and some of
meaningful technical aspects are introduced additionally.
2.3.1 Mast Controller
Beside the movement of the forklift, all tasks eventually require mast manipulation.
Manipulation planner exists for that purpose, and contains dedicated controller inside
the codes for short distance movements. But mast controller is an independent piece
of codes.
Mast height, mast tilt, fork separation, and fork sideshift are possible sets of
values that can be controlled during mast actuations. Since most pallets have similar
dimensions, fork separation is not applied in usual operations. Fork sideshift is one
possible way to manage lateral position error, but it is not preferred due to safety
reasons and also not necessary in real with small lateral position errors. Therefore,
mast height and mast tilt are of our main interest in manipulation.
Both dynamics of mast height and mast tilt can be considered single integrators
with some disturbances. Since the mast controller part was implemented very quickly
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Figure 2-17: Mast Controller
as a sub-structure of the manipulation planner, simple Proportional-Integral(PI) con-
trol scheme was applied.
The manipulation planner doesn't command ramp inputs and just gives the target
value as constant. On the other hand, purposes of mast actuation include perception
data acquisition as well as task accomplishment. Therefore, mast actuation should
not be too abrupt since all sensors need enough time to observe each state. Also the
goal state should be achieved precisely once the forklift starts inserting the tines into
the pallet slots. Considering the slots have several centimeters height margin for the
tines, mast height and mast tilt need to be accurate not to hurt the pallets and the
forklift itself. After all, resulting controller should be sluggish with low bandwidth.
Figure 2-17 shows the performance of the controller. As desired, proper maximum
speed is maintained when it is actuated. But there are some limitations induced by
sensor resolution and actuation resolution. While mast height is measured by the
Phidgets encoder installed by platform team people, mast tilt relies on CAN data
which has 0.033-deg resolution. It explains the step increase/decrease of the mast tilt
output. And it should be noticed that mast height doesn't necessarily give perfect
values. There are vibrations induced by forklift's movement on rough terrain, and
some errors exist since it assumes perfect attachment and rolling of the encoder on
the mast. In that sense, 0.1 centimeter is considered the precision limit for the mast
..... ..... =
Mast Tilt
height sensor. Fortunately, all those resolutions and limits are within acceptable
range of values. Otherwise, more complex approaches are needed for mast controller
to make the manipulation system working.
The noticeable lag in mast lift is not a lag actually. It happens because the manip-
ulation planner doesn't allow lifting before the tilting is finished. Some fluctuations
in mast tilting are partly induced by low sensor resolution, and consideration of the
sensor resolution in the controller is needed for improvement.
2.3.2 GPS/IMU/Odometer
Knowing the robot's position and orientation accurately is one of the main issues in
robotic applications. With advances in sensor technology, fusioned sensors for vehicle
pose became available using GPS, INS, odometer, and Kalman filtering [23] which
integrates all those data with appropriate weighting based on the knowledge of the
vehicle dynamics.
Many commercial GPS/IMU/Odometer units are avilable with increased need for
reliable pose information, and many teams in DARPA Grand Challenge and Urban
Challenge used these commercial units. For example, Team Gray [24], Team Ter-
raMax [25], and Team CajunBot [26] used RT3000, two RT3100 units, and RT3102
from Oxford Technical Solutions respectively in 2005 race. In 2007, Tartan Racing
[8], Stanford Racing [27], and Team MIT [9] used POS-LV 220/420, POS-LV 420, and
POS-LV 220 from Applanix for each. Ben Franklin Racing Team [28] and TeamUCF
[29] used RT3050 and RT3000 from Oxford Technical Solutions.
Considering the time and effort required for sensors' fusion with Kalman filtering,
it is efficient to purchase commercial units as shown in DARPA races. But the price
of the unit matters for the forklift since the robot is not up to certain spotlighted
races and it doesn't get sponsorship. Units considered are shown in Table 2.2. Among
those units, Oxford Technical Solutions(OxTS) RT2502 was chosen for its reasonable
price. Comparison with two other units are shown in Table 2.3.
It is obvious that other units with DGPS are much more accurate than OxTS
RT2502, but those units are priced as twice or three times of the RT2502's. Consid-
Company Unit
Applanix POS-LV 210/220/420/610
iMAR iNAV-FMS-DRPOS
Kearfott Corporation KN-4051G/4052G/4053G
RT2500(single GPS antenna)
Oxford Technical Solutions RT2502(dual GPS antenna)
Etc.
Table 2.2: Commercial GPS/IMU/Odometer Units
Unit OxTS RT2502 OxTS RT3002 (DGPS) Applanix POS-LV 220 (DGPS)
position 2.OmCEP 2cm l0 0.3mRMS
roll/pitch 0.150 10 0.03' 1- 0.020 RMS
heading 0.2' 1- 0.10 lo 0.050 RMS
Table 2.3: Performance Comparison of GPS/IMU/Odometer Units [3, 4]
ering we also have localization processes using sensors and pallet engagements rely
more on other sensors, given accuracies are reasonable. But in reality, it introduced
several kinds of troubles.
First of all, the output deviated excessively from the anticipated value. But it
turned out that configuration was wrong since the setup contains many complicated
steps. All required values should be measured carefully on the unit's coordinate
frame, and GPS antennae need to be installed with correct pair of directions. When
specifying initial values on the config software, every value should reside within the
specified accuracy region. Otherwise, the internal intialization process does not con-
verge to correct values properly with false belief on specified initial values. And the
separation distance between two antennae needs to be accurately measured since the
unit doesn't learn this value. For the wheel encoder, pulses per meter require correct
scaling such as 1/4 of the value even though this scaling factor may differ depending
on the definition of pulses. Garage mode should be turned off to enable remaining
IMU/odometer during periods of GPS outage.
Such experience with the unit started generating reasonable output, but without
the desired reliability. With more investigation of the system, the reason could be
figured out. The internal initialization process of the RT2502 results in convergence
to a wrong value in some cases. The biggest reasons are wrong initial accuracy
specification and low initialization speed. The former was explained above, and the
latter results from the forklift's low velocity. The internal initialization process starts
when the vehicle reaches the initialization speed, and faulty learning happens when
the initialization speed is specified at a very low value such as 1 m/s. Therefore, the
initialization speed needs to be as high as possible like 3 m/s and the forklift should be
driven aggressively for the initialization. Considering the vehicle is stored in garage,
the OxTS unit should be turned on after the vehicle is exposed to open sky, mainly to
prevent the unit from starting initialization without GPS. It is recommended to drive
straight for some time in the beginning before lots of circles and figure 8 maneuvers
follow. While initializing the unit, internally learned variables need some attention
because of its misbehavior. The case doesn't arise frequently, but if some of the
internal variables are wrong, every output from the unit is untrustworthy naturally.
Usually orientation of the unit and relative orientation of the secondary GPS antenna
need to be watched with more interest.
Next problem was that every day we got different GPS output for fixed locations.
This is originated from relatively large position error without the usage of DGPS.
Through comparison with DGPS data, the output turned out to have some offset
from the actual value. Applying offset on any confident location could mitigate this
problem for given day.
Before mentioning the last problem, separate explanations are necessary for the
local frame [30]. Every GPS/IMU/odometer unit contains Kalman filter in it, and
position estimate sometimes experiences jumps to compromise between accumulated
error by dead reckoning and GPS bias. Usually this jump resolves the mismatch of
integration-based position and GPS-based position in the global frame. But every
perception data is based on the body frame since every sensor is placed on the robot.
Then, some strategy is necessary to integrate GPS/IMU/odometer data in the global
frame and perception data in the body frame properly. The local frame is introduced
to resolve this problem. Based on the RT2502 unit's data, the robot's position esti-
mate is acquired through integration of positional and rotational derivatives in the
local frame which has its origin somewhere in the global frame. The position estimate
in the local frame is believed to be matched with GPS coordinate data, and every
surrounding with GPS coordinate data is projected into the local frame. All sensors
and sensor data are easily transformed into this local frame because the position and
orientation in the local frame are known. Also GPS-to-local transformation informa-
tion is maintained and published to every process to enable easier transformation of
data.
The last problem doesn't exactly come from the OxTS unit itself. It is natural
to have some jump in position estimate to compensate error which is naturally in-
troduced by integrations in dead reckoning. But by projecting all data to the local
frame, the jump becomes the drift of GPS-based virtual surrounding points. Since
the system layout has rough GPS coordinate data for the reception area, the storage
area, the queueing area, and so on, the GPS-to-local drift sometimes causes serious
difficulty in arriving at the target location. This problem can be managed in two dif-
ferent ways. First of all, it can be minimized by suppressing the jump of the position
estimate, and it is achieved when dead reckoning is matched well with GPS estimate.
In other words, the initialization of the unit is important not to make the GPS-to-local
drift serious, and more accurate GPS/IMU/odometer unit is preferred if available. In
the second point of view, the whole system should not rely on the absolute values of
the RT2502 data excessively. They are used as guidelines in planning and perception,
but all tasks need to be accomplished by applying local perception data. For example,
pallet engagement should not be based on absolute position estimate of the pallet,
and short-range sensors are weighted more for that case.
Even though the selected GPS/IMU/odometer unit doesn't output extremely ac-
curate data, it could be used properly with experience and troubleshooting.
2.3.3 Encoders and Dead Reckoning
Several subsystems rely on encoder-based sensor output and dead reckoning for state
estimate. Vehicle pose and mast pose cannot be considered without encoders, and it
caused some problems before all the encoders are stabilized with experience.
The first type of wheel encoder was not physically engaged with the wheel and
it was supposed to contact with the wheel shaft. This setup could be easily ruined
by external force on the encoder, and friction force was not enough to rotate the
encoder in certain cases. Especially when the encoder was disengaged completely,
dangerous situations were resulted since the speed was seriously underestimated while
the controller kept trying to accelerate the vehicle. Finally, the encoder type was
changed to the one which is physically attached to the wheel and rotates together.
The encoder for the mast height also has great importance for the task accom-
plishment. But there were many instances that the encoder started giving weird
values, and it was impossible to reach certain height. Careful debugging concluded
that the encoder reboot happened frequently, and actually it was related to unstable
power supply to the device.
All these problems look simple, but debugging require much time and effort once
such problems happen. Encoder output should be investigated carefully if certain
system is performing integration-based calculation with encoder output.
2.4 Year 1 Demo
Year 1 final demo for the project was held at Fort Belvoir in Virginia on June 10th
and 11th, 2009. As suggested in the introduction of the project, layout for the storage
system could be constructed quickly and easily. The earliest team members arrived
at the demo site just four days before the demo, and everything could be prepared
on time.
As can be seen in Figure 2-18, there are three zones containing the reception area,
storages AA-AD, and the issue area counter-clockwise on the figure respectively.
Blue circles represent the boundary of each zone, and zones are bridged with two
lanes which are visualized as green circles. With those constraints, RRT planner
generates safe and feasible plans to navigate around the locations.
There were morning and afternoon sessions on June 10th, and only morning session
on the next day. In terms of the navigation process, every session was successful
Figure 2-18: Layout of the Demo Site
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Figure 2-19: Plots for the Manual Stop in the Demo
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except the small flaw introduced by the brake actuation in the first session. The
robot could drive to everywhere safely and autonomously when it was destined to do.
Pallet detection and manipulation with UI gestures was done successfully except for
the second session due to misaligned sensor.
Lateral prediction was generally good for every session, but the brake actuation
caused a problem in the first session. The robot was driving backward for short
distance around the barrier, but it overshot the predicted position much, and was
stopped manually by the safety driver not to crash with the barrier. Actually the
manual brake didn't need to be applied since the deceleration was not changed much
after the manual brake was applied at t=1150.4s. This problem happened with com-
bination of several unfortunate conditions. The planner predicts how far the vehicle
will overshoot the goal point, but the result surpassed the prediction for this time.
The first problem was that the given plan had quite short trajectory and there was
not much room for error because the goal point was close to the barrier. The integral
gain of the PI controller stays within reasonable range once the vehicle achieves 1 m/s,
but it is obviously trying to accelerate the vehicle before that. Integral gain wind-up
was working as it was supposed to be, but it took more time for the gain to become
negative due to accumulated error since it reached to 1 m/s exactly when the velocity
command started decreasing. If the trajectory was longer, the integral gain would
be smaller and it could have reacted faster. But this low-bandwidth characteristic
is predicted behavior in estimating the overshoot distance, and more fundamental
problems exist for this manual brake case.
The second problem was that the vehicle arrived on slight downhill when the
velocity command started decreasing. Obviously the brake needs to be applied more
to stop the vehicle on the downhill. But the third problem happens at the same
time. Unfortunately, uncertainty introduced by brake actuator behavior resulted in
relatively less brake. It can be easily notified by comparing the brake feedback of
t=1135s and t=1148s in Figure 2-19. The deceleration was less than the maximum
because of that reason, and it made the overshoot distance longer than expected. The
load on the tine might be contributing on the behavior, but it was quite light with
its inside empty. In short, this faulty stopping behavior was caused by combination
of uncertain brake actuator, downhill, and slight lag of the controller due to short
travel distance.
Even though only problematic aspects were discussed above, the overall demo was
obviously successful. The problem was explained more since it was the only exception
in terms of planning and control system.
2.5 Future Work
The first year's goals of the project were ambitious, and the whole team could achieve
it with great teamwork. But time shortage resulted in several ad-hoc solutions for
fundamental problems.
In terms of the planning and control system, the most urgent issue is the brake
actuator modification. Once reasonable actuator becomes available, speed prediction,
overshoot, and stopping behavior can be improved significantly. Lateral prediction
has some room for improvement by adding actuation delay, but it is not important
since the prediction is good enough compared to all other parts. Mast controller can
be modified by considering characteristics of each actuator and sensor.
In addition to stabilization of the system, considering and managing uncertainty
introduced by unknown terrain and heavy are additional sources of fundamental chal-
lenge. Higher level planning which corresponds to more abstract command and co-
operative control with multiple forklifts are also considered.
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Chapter 3
Indoor Experimental Setup
In this chapter, indoor experimental setup based on a motion capture system is de-
scribed. This testbed is meaningful in that it enables many kinds of future experi-
ments with less effort. For that reason, this chapter can be considered a mixture of an
instruction manual of the setup and technical notes for dealing hardwares, especially
for people who want to build similar testbeds or maintain existing ones.
This type of experimental setup is not unique as we can see from Real-time in-
door Autonomous Vehicle test ENvironment (RAVEN) [31], but our system was con-
structed very economically and fit better with certain room enviroment in terms of
the coverage.
This chapter is structured as follows. Section 3.1 introduces the motion capture
system and its application on indoor testbed. Section 3.2 describes the Optitrack
optical motion capture solutions [5] with comparison to the Vicon motion capture
systems [6], and validates the output performance. Section 3.3 shows detailed config-
uration and how every decision was made. Section 3.4 explains the framework of the
testbed and codes structure, and some examples are shown in Section 3.5.
3.1 Motion Capture System as an Indoor Naviga-
tion System
After unmanned vehicles started getting attention from researchers, many ground and
aerial vehicle testbeds have been constructed over the world [32, 33, 34, 35]. Most of
them are designed for outdoor testings, and actually it is natural to think of outdoor
environment considering tasks expected from unmanned vehicles.
When it comes to indoors, systems usually rely on visions and localization since
GPS is not available. It is not impossible to use pseudolites as in [36], but its accuracy
is only in centimeter scale and IMU is necessary additionaly to obtain the orientation
of the vehicle.
To the author's best knowledge, the most accurate commercially-available motion
capture system is from Vicon motion capture systems [6], and Real-time indoor Au-
tonomous Vehicle test ENvironment (RAVEN) [31] gives a good example about how
we can build reliable indoor testbed using commercial motion capture system. Ev-
ery Vicon camera is connected to a special cable for synchronization, emits infrared
light, and detects reflected infrared light from specially designed gray markers. Then,
Vicon's data station device reconstructs 3D marker data from 2D data acquired by
every camera assuming it already knows relative position and orientation of each
camera through prior calibration. Rigid bodies can be defined with multiple markers,
and accordingly, position and orientation data of rigid bodies become available with
high frequency around 100 Hz. Users can acquire the data by requesting it to the
data station device through TCP/IP protocol. Latency comes from image process-
ing, information reconstruction, and TCP/IP communication. The hardward delay
is claimed to be under 10 ms [6], and overall delay including TCP/IP protocol be-
comes around 10 ms and 20 ms, which doesn't induce problems when we want to do
real-time controls.
It is certain that indoor tests cannot substitue outdoor tests completely due to
limited space. But if we have particular tests that can be performed indoors and if
we can get enough feedback necessary for vehicle control, indoor testing has several
(a) Vicon MX [6] (b) Optitrack V100 [5] (c) Reflective marker [5]
Figure 3-1: IR cameras and reflective marker
advantages over outdoor testing. First of all, weather doesn't give any constraints
on indoor tests. Also, we can construct very controlled environment for commander-
ing, observing, repairing, analyzing, etc. As a contributing factor, quadrotors [37]
enabled many indoor tasks since it doesn't move fast and doesn't require much space
accordingly. But at the same time, relatively precise data for position and orientation
become essential for their control.
Optitrack provides similar functionalities to Vicon, but obviously it is cheaper,
smaller, and less accurate. Even though it is less powerful, it is still enough for
real-time controls in indoor testbeds. It will be validated in Section 3.2.
3.2 Optitrack Optical Motion Capture Solutions
RAVEN is reported to have a static error less than 0.4 millimeters [31]. In this
section, performance comparison will be described based on the test on February 28,
2008. Before that, this fact should be addressed clearly. It is expected that Optitrack
will give less accurate output since it doesn't outperform Vicon in terms of hardware
specifications, especially in the resolution and LED power as we can see from Table
3.1 and Figure 3-1.
..........
Optitrack Vicon Vicon ViconCamera FLEX:V100 MX40 MX13 MX3
FPS 100Hz < 160Hz < 482Hz < 242Hz
Resolution 640 x 480 2352 x 1728 1280 x 1024 659 x 494
Megapixels 0.3 4 1.3 0.3
Imager size 4.5 x 2.88mm 16.5 x 12.1mm 15.4 x 12.3mm 6.5 x 4.9mm
Pixel size 6 x 6pm 7 x 71 m 12 x 12pum 9.9 x 9.9p1m
Not specified explicitly
Latency 10mns < 1Oms
Lens HFOV 45 ~ 60' 26.47 - 51.680 24.75 ~ 48.62' 14.87 - 71.88*
Weight 120 g 2.6 kg 2.6 kg 2 - 2.1 kg
70mm(H) 215mm(H) 215mm(H) 215mm(H)
Size 35mm(W) 138mm(W) 138mm(W) 138mm(W)
45mm(D) 255mm(D) 255mm(D) 182mm(D)
Table 3.1: Comparison of Optitrack and Vicon cameras [5, 6]
Optitrack Camera Positions in 41-105
o
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*
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Figure 3-2: Optitrack Camera Positions in Room 41-105
...........
..........
3.2.1 Comparison Test Setup
There was a test aimed to compare performance of Vicon and Optitrack. RAVEN [31]
is a rigid setup in room 41-105 at MIT, so twelve Optitrack cameras were temporarily
moved to the room and installed on six tripods. RAVEN is supposed to track objects
within 8m x 5m x 3m flight volume, and Optitrack cameras were placed inside the
volume using tripods.
Figure 3-2 visualizes camera calibration results. Considering one tripod carries
two cameras on upper and lower parts, calibration for cameras placed around (3m,
3m) was not very accurate, but it didn't introduce serious faults in results. Due
to limited time, geometry for cameras couldn't be complex and it makes the target
tracking volume fairly small. After the calibration, same global coordinate frame
with RAVEN was attempted in ground definition. And rigid body was defined for a
quadrotor without moving attached marker positions.
Sequentially, the quadrotor took off, hovered, flew to NE, to NW, to S, to NE,
up, down, to E, and hovered before landing. Unfortunately the second half was on
the boundary of the volume Optitrack could track, but the first five segments were
enough to make meaningful comparison.
3.2.2 Comparison Test Analysis
There were several problems for data comparison from two systems. Even though
RAVEN contains timestamp internally, recorded data didn't contain that information.
Manual fragmentation based on flight phase was required to match two different data,
and every data is assumed to have same time difference within the phase. Also,
matching two different global coordinate frames was extremely hard because human
puts the frame definition tool on the ground. RAVEN's marked origin and axes
were used for Optitrack coordinate definition, but there were some differences on the
recorded data. To correct the difference between coordinates, translation and rotation
needed to be applied for the whole data set. (X, Y, Z) = (-0.000261, -0.012078, -
0.005992)m, (roll, pitch, yaw) = (0.342, -0.116, 0.464)deg.
Comparison of XYZ Scatter Plot
x10--
-4
2 2
0 0
-4
-2 2
4 -4
X diff (m) Y
Vicon
Optitrack
0.05
0
-00.0
-0.1
-0.15
-0.2
-0.25
x 10
diff (m)
Comparison of Roll-Pitch Scatter Plot
Vicon
- . -. Optitrack
..
-. .-. . .
.......... . . . ... . .. ... . .. . .. . .. . . .- .. . ..
-. -. .. . -. -.. . ..
-0.3 -0.2 -0.1 0
roll diff (deg)
0.1 0.2 0.3
(a) XYZ
Comparison of XY Scatter Plot
-. .. Vicon
- Optitrackl
.- -2 -. 0...
1 2 3 4
x 10,
(b) Roll, Pitch
Comparison of XZ Scatter Plotx 10
... -. Optitrack
-5 -4 -3 -2 -1 0
X diff (m)
(d) XZ
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Figure 3-3 shows scatter plots for a stationary quadrotor. All values were dif-
ferences from the mean value. It was surprising that Optitrack was not worse and
outperformed in XYZ data, but we cannot ignore the fact that Optitrack was in-
stalled in relatively small volume. Actually every Vicon camera was located two or
three times farther than Optitrack cameras from the stationary quadrotor, so we
should not think Optitrack is better than Vicon from this partial result. For Vicon,
maximum differences for XYZ were 0.359mm, 0.417mm, and 0.502mm. For Opti-
track, 0.305mm, 0.445mm, and 0.164mm were acquired. Roll and pitch show similar
performance for both Vicon and Optitrack with one-tenth order in degrees.
Figure 3-4 gives the overall flight trajectory for the first five flight regimes. Raw
Optitrack data and transformed (translated and rotated) data are shown together.
As we can notice, minimizing coordinate frame distortion by translation and rotation
makes two outputs almost same. It can be noticed more clearly on Figure 3-5. It's
not possible to discern Vicon and Optitrack data on the plot since they are too close.
Some differences were introduced by timestamp uncertainty and coordinate frame
distortion, but still we cannot see differences more than 1mm.
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Figure 3-7: Comparison of Pitch Angles
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Figure 3-8: Comparison of Yaw Angles
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Figure 3-9: Visualization of Good and Bad Tracking in Room 41-105 with Optitrack
Figure 3-6, 3-7, and 3-8 provide detailed comparison for vehicle orientation. For
this comparison, no translation and rotation were introduced since euler angles are
relative to the global coordinate. It is true that global coordinates for Vicon and
Optitrack didn't match exactly, but the quadrotor rigid body was also defined in
each coordinate, and there is no effect by coordinate frame difference. But this time,
similar problem happens to the rigid body definition. It's not possible to put the
quadrotor on the same position with the same orientation that previous person used
for the rigid body definition under Vicon. To be more accurate, similar translation
and rotation should be applied as in the position comparison, but it will be just
neglected for these plots since it doesn't have much merits to match plots very close.
Sometimes it's good to observe two similar plots with fixed offsets. Obviously, every
plot shows similar behavior except some noisy jumpings.
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Figure 3-10: Room 31-049 without Cameras
Optitrack looks adequate for indoor testbed setup through preceding comparisons.
But readers may be able to notice that only the first five flight segments were used
for the plots. Figure 3-9 shows the whole data from the flight, and circles represent
positions of Optitrack cameras. As we can easily see, Optitrack started being con-
fused when the quadrotor flew to the outside of trackable volume. This plot could be
acquired because Optitrack outputs each marker information with rigid body informa-
tion, and sometimes only several markers were tracked by obstruction, low resolution,
visibility outage, etc. But as it was mentioned before, this problem arised since cam-
eras couldn't be placed in complex geometry, and devoted room for this setup can
mitigate or resolve this problem as in Section 3.3. Room 41-105 has eighteen Vicon
cameras which were placed in complex manner, and every spot in the flight volume
is observed by more than three cameras, and usually much more than three. Room
31-049 will be occupied by twelve Optitrack cameras in Section 3.3.
(a) 7/16" Hard [5] (b) 5/8" Hard [5] (c) 5/8" Semi-Soft [5] (d) 3/4" Hard [5]
Figure 3-11: Reflective Markers
3.3 Specifications and Configurations
3.3.1 Room and Hardware Specifications
Figure 3-10 shows empty room 31-049 without cameras. The room contains a col-
umn inside and a protruded experimental device which had been used by previous
researches in the room. Those two obstacles confines free spots we can put cameras
on.
Also, there are physical restrictions for hardwares. FLEX:V100 camera has a
maximal working range for each marker size since it only has 30 LEDs and they are
not very powerful as in Vicon cameras. There is no specified information, but Figure
3-1 would be enough to imagine the difference between cameras. Optitrack's maximal
working range for 1" marker is six meter [5], but there is no 1" marker product by the
company. Therefore, maximal working ranges for available products would be less
then six meter since the biggest marker has 3/4" diameter. But fortunately, reality
was different from the specification, and 5/8" semi-soft marker was tracked the best
among all kinds of reflective markers and it could be observed even in ten meters
when using almost full strenth of LEDs.
Infrared LEDs as in Frigure 3-12 can be used as active markers, and their maximal
working range couldn't be measured in the room because they were powerful enough
everywhere. But it is not intuitive and not easy to power those LEDs for general users.
Also, Optitrack's IR LED had a problem with visible angle which cannot exceed 180'.
By combining two LEDs, it was attempted to make a complete LED ball, but it was
................................................................
(a) IR LED from Optitrack [5] (b) IR LED from Everlight [38]
Figure 3-12: Infrared LEDs
(a) USB Hub [5] (b) USB Hub Cable [5] (c) Camera Cable [5] (d) Active Extension [5]
Figure 3-13: USB Hub, Cables, and Active Extension
not perfect for some angles since visible angle of each LED is actually a little less
than 180'. IR LED from Everlight was also tried, and it essentially gave 180' visible
angle. But the LED was 0.8 mm in its size and dealing with it was even harder than
Optitrack's IR LED. With some trials and errors, using IR LED was judged to be
not a great option unless it is strongly required.
More restrictions are introduced by the fact Optitrack cameras should be con-
nected to USB port and cameras should form a chain by being connected to sync
cables. Sync cables are basically RCA cables, and there was no problem in extend-
ing them by plugging in more cables. To connect twelve cameras to PC, USB hub
should be used and the company claims that each hub can maintain six cameras. The
longest USB cable for the camera is 16 ft, and usually 5-m active extension cables
are necessary to put cameras far from the PC. Using the active extension cables in
addition to 16-ft USB cable for the hub makes the system very unstable with frequent
...............
turn-on and turn-off, so the only option is to place USB hubs around the PC with
16-ft USB cable and extend camera USB cables using active extension cables. But
unfortunately, it reduces the maximal number of cameras that can be connected to a
hub, from six to five. Actually using double extensions would make it even worse, and
sudden turn-on and turn-off of cameras can be observed easily. But in general sense,
twelve cameras in room 31-049 could be managed by three USB hubs connected by
single or double extensions for cameras.
Another problem was that cameras recognize infrared wavelength of light and
some cameras detect reflected light which was originally emitted by cameras LEDs
on the other side. To prevent faulty reflection and detection, blue non-reflective tape
was attached on most parts of the floor and on some parts of the column.
3.3.2 Configuration of Cameras
To cover the room 31-049 effectively with limited number of cameras, various config-
uration needed to be considered. And we need an estimation about capture volume
for each configuration. The following was the basic idea to estimate it.
Assuming we know the direction (a, b, c) each camera looks at, we can determin
a planar equation which is perpendicular to the direction and contains a given point
(xo, yo, zo).
ax + by + cz - d = ao + by + cz (3.1)
By determining whether the given point lies on the part covered by camera's FOV,
it is possible to construct a 3-dimensional volume map which visualizes the capture
volume of the whole system.
Let's consider we know the perpendicular point (ai, bi, ci) on the plane. (ai, bi, ci)
is slightly different from (a, b, c) in that it includes a scaling factor. Then, we want
to calculate the boundary which can be observed by given camera. Figure 3-14
shows the given problem. We know a = 22.50 through camera's horizontal FOV
information, and # is also known since vertical FOV can be calculated based on the
(abc) (a , bi c) 
(a , .bi c )
(aa 2 b 2 C2)
(0, 0, 0) (0, 0, 0)
(a) Horizontal Part (b) Vertical Part
Figure 3-14: The Plane Perpendicular to Given Direction Vector
resolution. Also, another important assumption is that cameras don't have roll angles
in placement when we think the direction of camera ray as X axis. This assumption
is very reasonable since we want the capture volume to have flat ceiling. Pitch and
yaw angles give enough degree of freedom for configuration in that sense.
a1x + b1y + ciz = d = a2 + b2 + c2 (3.2)
b 2 _ 2(d - l )bi (d - c2)2 d
2+1 b2 a2 b2+ cos 2a c 0 (3.3)
d - c2- bb 2
a2  d ,c2 = Ci (3.4)
ai
C2 2
+ 1) C2 - c3 + = 0 (3.5)
al + b 3 al+ b al + b- cos
2j
a3 = a,1 b3 d C1C3 b (3.6)
a 2 + b 2a 2+ b2
(a2, b2 , c2 ) can be calculated in (3.2), (3.3), and (3.4). Similarly, (a3 , b3 , c3) can be
acquired in (3.2), (3.5), and (3.6). It can be noticed that (3.3) and (3.5) are quadratic
equations, but it is not wrong since we can see two symmetric points in Figure 3-14.
Once we get (a2, b2, c2) and (a3, b3, c3), we can determine whether given points can
be observed by the camera. By repeating this evaluation for sampled points, it is
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Figure 3-15: Capture Volume in Room 31-049
possible to visualize the capture volume as in Figure 3-15.
Figure 3-15 and Figure 3-16 show consistency of the capture volume estimation de-
scribed before. Figure 3-16 is the visualization by Optitrack software called Tracking
Tools, after the calibration is performed with final geometry.
Actually not many choices exist for camera locations. The column and the pro-
truded metal reduce possible positions and orientations. Also, sub-optimal positions
are avoided since one side of the wall is not contained on one camera's view. And
all cameras need to look at some common region together for calibration to be en-
abled. (This requirement is not present in Vicon's calibration procedure, which is as
a consequence less demanding.) In addition, camera configuration should be able to
deal with obstruction of markers by the rigid body itself. For that purpose, cameras
should not be located together. All these factors determined the geometry in Figure
3-15. Basically, capture volume has 2-m height and only doesn't contain the area
Figure 3-16: Capture Volume in Room 31-049 by Optitrack Software
around the column. Desks and PC are placed in that region, so essentially the whole
room can be used for object tracking. But capture volume only means the set of
points which can be observed by more than or equal to three cameras. It becomes
very fragile notion if we have serious obstruction by the rigid body itself. Twelve was
the maximum when the setup was considered, but software was enabled to have more
cameras now. Therefore, more installation of cameras can be a good solution for the
obstruction problem.
3.3.3 Manipulation with Coordinate Frames
One remaining problem is that Optitrack SDK outputs data on left-handed coordinate
frame. (It is assumed that Rigid Body Toolkit is used as SDK. Tracking Tools may
have different definitions of coordinates.) XZ plane lies on the floor and Y axis
looks upward. In general right-handed sense, changing Y and Z may look enough,
but left-handed rotation introduces more complexity. Also, the definition of bank
..........
(X rotation), attitude (Z rotation), and heading (Y rotation) is different from usual
roll (X rotation), pitch (Y rotation), and yaw (Z rotation). But fortunately, that
definition makes the conversion to usual roll/pitch/yaw pretty easier compared to the
case they follow the conventions.
Since given definitions for axes and rotations look unusual, it would be the first to
clarify the definitions. Optitrack SDK provides positions, rotations, and quaternions
[39]. There are several ways to actually rotate the object using euler angles. Z-
Y-X, Z-X-Y, Y-Z-X, Y-X-Z, X-Z-Y, and X-Y-Z are possible sequences assuming we
don't consider repetitive sequences such as Z-X-Z, X-Z-X, etc. By comparing given
quaternions and calculated quaternions through rotation angles, we can examine what
kind of rotation sequence was used.
i2 2 = k2 = ijk =-1 (3.7)
q = (qw, qx, qy, qz)' qw + iqx + jqy + kqz
Left-handedness and right-handedness don't matter for (3.7). But when it comes
to actual rotations,
q = Rheading (4) Rattitude(0) Rbank (#)
= [cos(V)/2) + jsin($)/2)][cos(0/2) + ksin(0/2)][cos(#/2) + isin(#/2)] (3.8)
cos(#/2) cos(0/2) cos(V)/2) - sin(#/2) sin(0/2) sin($/2) qw
sin(#/2) cos(0/2) cos($)/2) + cos(#/2) sin(0/2) sin(0/2) qx
cos(#/2) cos(0/2) sin(0/2) + sin(#/2) sin(0/2) cos(V)/2) qy
cos(#/2) sin(O/2) cos(0/2) - sin(#/2) cos(0/2) sin(V/2) qz
(3.8) shows the detailed calculation for yaw-pitch-roll sequence in Optitrack's co-
ordinate frame, and data analysis verifies that actually Optitrack was following the
yaw-pitch-roll sequence. It means we can get right-handed euler angles and quater-
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(a) Case X' = X
Figure 3-17: Optitrack Coordinate
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XYZ and Our Desired Coordinate X'Y'Z'
Angles Optitrack X' = X Y' Z
Roll along X'(Bank along X) #(left-handed) -5
Pitch along Y'(Attitude along Z) (left-handed) 0 -0
Yaw along Z'(Heading along Y) V)(left-handed)
Qw qw qw qw
Qx qx -qx qx
Qy qy qz -qz
Qz qz qy qy
Table 3.2: Relations between Left-handed Optitrack Values and Right-handed Values
nions by just switching values and changing signs of them. As we can see in Figure
3-17, coordinates rotate together and Optitrack's euler angles can be reused for our
desired coordinates. Left-handedness and effect of opposite axis definition cancel to-
gether, and only roll angle needs to have opposite sign for the case X' = X. Table 3.2
gives a quick overview of the relation.
(3.9) specifies the conversion of quaternions for the case X' = X. i, j, and k
were used for X'Y'Z' axes instead of of i, j, and k. It is not difficult to notice
(qw', qx', qy', qz')'= (qw, -qx, qz, qy)', and similar calculation results in (qw', qx', qy', qz')'
= (qw, qx, -qz, qy)' for the case Y' = Z. In short, it is intuitive to think that values
Y' "
for shared axis need to have opposite sign.
q = Ryaw(@) Ritch(O) Rrol( #)
= [cos($/2) + k sin(0/2)][cos(0/2) +j sin(6/2)][cos(-#/2) + i sin(-#/2)] (3.9)
cos(#/2) cos(9/2) cos(V)/2) - sin(#/2) sin(O/2) sin(Vb/2) qw'
- sin(#/2) cos(O/2) cos(0/2) - cos(#/2) sin(O/2) sin(b/2) qx'
cos(#/2) sin(O/2) cos(0/2) - sin(#/2) cos(O/2) sin(V/2) qy'
cos(#/2) cos(O/2) sin(0/2) + sin(#/2) sin(O/2) cos(0/2) qz'
3.3.4 Useful Tips
Since Optitrack system is much cheaper than Vicon, we should admit that it cannot
be as great as Vicon is. The company's engineers do their best to make it user-
friendly, but it contains several issues that can be understood through many trials
and errors.
Each Optitrack camera has a slot for USB cable, but it is attached very weakly to
the internal circuit board. Therefore, careful wiring is required not to cause fatigue
to the attachment and hurt the slot. Similar problem exists for the sync cable. The
sync quality should be saying "hardware", not "software" in applications.
As mentioned in Section 3.3.1, six cameras can be maintained in a USB hub when
USB extension is not used. But once extension cables are used, the USB hub cannot
manage six cameras in stable manner. Extension cables need to be used for camera
cables rather than for USB hubs, and using double extension cables for a camera is
not impossible, but also not preferred. Also, showing bright objects to cameras make
the system unstable temporarily, and cameras tend to shut down themselves in those
situations.
Before starting calibration, cameras' LED strength and detection threshold can be
adjusted in the provided application. Just raising LED strength doesn't increase the
strength, and setting the illumination value to "15" to activate the IR strobe mode
and using the exposure value within the range of "1" through "100" are necessary.
To make markers detectable in long distance, increase the exposure value around or
above "90" and decrease the threshold to low values like "50".
Calibration would be the most frustrating part compared to Vicon. To make the
Optitrack's calibration algorithm converge, there should exist some region observed
by every camera. And it is same for the wanding data. Therefore, eliminating poor
data points and using data points observed by almost all cameras would be necessary.
Tracking Tools application supports this feature well. And it is better to physically
remove reflective materials in the room than to mask the region in calibration software
since it means we give faulty data point when the calibration wand happens to be in
the position masked in one or more cameras' view.
Also in rigid body definition, careful design of the geometry is required. Since some
obstructions happen in real tests, markers should be placed in such a way that every
possible triangle from markers becomes unique. For cars, four markers were enough,
and six for quadrotors. Without careful placement of markers, some confusion can
be noticed in data output.
This feature may sound very weird. Optitrack supports 100-Hz frequency, but in
reality, it tends to run around 60 Hz. Actually this fact was discovered accidently,
but if you turn on some kind of music player together, it runs around 100 Hz.
Last tip to mention is that even Vicon needs to run filters when getting data.
What filter will be implemented would depend on user's decision, but the author
believes through experience that just low pass filter was enough even for velocity and
acceleration data differentiation. But some users may want to implement more, so
codes are open for it as it will be discussed later.
3.4 Framework of the Testbed
3.4.1 Lightweight Communications and Marshalling
Lightweight Communications and Marshalling (LCM) is a library written and used by
MIT DARPA Urban Challenge Team [9]. It was designed to enable low-latency inter-
process communications in latency-critical system which contains many distributed
processes. It makes easy to write codes which include a lot of message passing between
processes, and enables useful functionality such as spying, logging, and replaying of
messages. By using it, constructing synchronized distributed processes based on
message passing becomes easy. Without any specification, it assumes inter-process
communication on a computer, but by changing address setting, it can be easily used
for communication over the network. Every process included in the PC or the network
can listen published messages.
However, one problem exists because LCM requires Linux-like environment and
Optitrack runs only on Windows. One trade-off could be found using Cygwin [40],
which enables Linux-like environment for Windows. But there were many troubles
to make LCM codes working in Cygwin, and it would be better to explain details for
the readers of this chapter.
First of all, Java needs to be installed because some convenient functionalities
such as spy and log-player are based on Java. JDK is required and maybe JRE
needs to be uninstalled if exists. The most important thing in this part is that
JAVAHOME should not contain blanks in its name. For example, the default
Java directory "C:\Program Files\Java" is not a good target, and it should look
like "C:\Java", -"C:\User\Java", etc. Since it doesn't look automatic, JAVAHOME
= C:\Java\jdk{JDK version} should be added to environment variables, CLASS-
PATH needs to contain ".;%JAVAHOME%\lib", and environment variable "Path"
is required to include "%JAVA_HOME%\bin".
While installing Cygwin, the followings may need to be selected: autoconf, au-
tomake, cmake, gcc, gcc-java, gcc-mingw, gcc-objc, gcc-tools-autoconf, gcc-tools-
automake, gcc4, gcc4-java, gcc4-objc, gccmakedep, gdb, glib, glib-devel, glib2, glib2-
devel, make, makedepend, pkg-config, python. It is same that cygwin root directory
(equivalent to "/" in Linux) and cygwin home directory ("/home/{account}") should
not contain blanks in its name. The environment variable HOME can be added if
desired.
Ant build is also necessary since Java code in LCM usually compiles with it. Just
extracting files to some location such as "C:\Java\ant" and modifying environment
variable "Path" to include "C:\Java\ant\bin" would be enough.
A little editing is required for "/etc/profile" file to make pkg-config working cor-
rectly. Right after INFOPATH part in the file, add these lines.
PKGCONFIGPATH=/usr/lib/pkgconfig: /usr/local/lib/pkgconf ig: $PKGCONFIGPATH
export PKGCONFIGPATH
Then, download LCM codes from the code page [41]. But several changes were
made while making it working with cygwin, so the version should be equal to or
higher than 0.3.0.svn384. If you start with svn384 version, after doing "./configure",
"make", and "make install", probably need to do the followings to enable python
functionalities.
cd lcm-0.3.0/lcm-python
export PKGCONFIGPATH=/usr/local/lib/pkgconfig
python setup.py install
As the last setting, lcm-spy and lcm-logplayer-gui are enabled by doing the fol-
lowings. All these things are originated from the fact that Windows uses "\" and
Linux uses "/" in directory names. "cygpath" is the function cygwin provides for this
conversion, but it is not very useful for the followings since it is same that we need
to edit the file anyway. (It is useful for "Makefile".)
rm /usr/local/share/java/lcm.jar
my /usr/local/share/java/lcm-0.3.0.jar /usr/local/share/java/lcm.jar
edit /usr/local/lib/pkgconfig/lcm-java.pc
> from "classpath=${jardir}/lcm-0.3.0.jar"
> to "classpath=${jardir}/lcm. jar"
edit /usr/local/bin/lcm-spy
> from -cp /usr/local/share/java/lcm.jar
> to -cp "C:\{cygwin root directory}\usr\local\share\java\lcm.jar"
edit /usr/local/bin/lcm-logplayer-gui
> from -cp /usr/local/share/java/lcm.jar
> to -cp "C:\{cygwin root directory}\usr\local\share\java\lcm.jar"
"Makefile" for Java contains some complexities by using cygwin, but codes can be
accessed and read directly. Therefore, there is no reason to explain about the details
of "Makefile" here.
All *.lcm files can be defined using int8_t, int16_t, int32_t, int64_t, byte, float,
double, string, boolean, and arrays of them. The main advantage of using LCM is that
we can define the structure of messages flexibly whenever we want to change it. Then
lcm-gen creates auto-generated c, java, and python codes which contain encoding,
decoding, publishing, subscribing, and copying functionalities. Also by using lcm-
spy, lcm-logger, lcm-logplayer, and lcm-logplayer-gui, convenient and systematic tests,
debugging, and analysis are enabled.
3.4.2 Servo Controller
Another important component in testbed must be computer-based controller. Since
RC cars, airplanes, and quadrotors are commanded via RC transmitter, automating
transmission part becomes important. Actually there is a device which plays the
exact role and is named SC8000 from Tom's RC [42].
SC8000 relays the USB port and transmitter's trainer port. Users can digitize
desired transmitter commands and write them to the device via RS232 serial port
communication.
3.4.3 Code Structure
As it can be imagined from LCM message passing, the whole code is suppose to have
several distributed processes. C, java, and python codes are generated automatically
using LCM and proper "Makefile" to support the whole structure. Then, interface to
Optitrack SDK is the first necessary one, and interface to SC8000 device may be the
next. Optitrack process publishes position and orientation information, and SC8000
process subscribes the message about actuation commands.
(a) Futaba Transmitter [43] (b) SC8000 Servo Controller [42]
Figure 3-18: Transmitter and Servo Controller
Then, one or more processes are necessary to listen position and orientation data,
calculate control inputs, and publish the inputs. For tests aiming aggressive aerobatic
control, maybe one integrated process would be better. In general, controller and
planner may need to be separated to make the structure more flexible. In case the
planner requires exclusively dedicated computing power, the process can be located in
different PC without changing anything. Also more sensors such as IMU, odometry,
etc. can be integrated as separate processes depending on the purposes of the research
work. Additionally, visualization can be implemented easily by listening messages and
drawing it.
3.5 Examples with Optitrack and Vicon
There are many usages we can think of with the testbed. Aerobatic plane and quadro-
tor would be the main purpose of the testbed, but the author didn't deal with them
in person. In this section, two examples are introduced based on actual work done
under the Optitrack and the Vicon.
Figure 3-19 shows the demonstration of optimal trajectory on heterogenous terrain
Optimal Trajectory on Heterogeneous Terrains
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(b) Trajectory(a) RC Car
Figure 3-19: RC Car on Virtual Heterogenous Terrain
Figure 3-20: Mock-up Forklift
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which introduces different constraints for steering and maximum speed on each part.
Our Optitrack testbed was used, and pure pursuit [21] was implemented quickly for
the steering control, but calibration of the steering and pure pursuit implementation
were not complete. Actual trajectory shows some difference with the reference, and
it is obvious what needs to be modified to improve the performance. But after this
brief demo, the vehicle was modified for different usages.
Figure 3-20 shows the mock-up forklift demonstration in CSAIL Vicon room. Since
the actual forklift is big, heavy, and potentially dangerous, mock-up was used for the
concept demonstration and perception data acquisition. Position of the vehicle could
be controlled, and the pallet could be manipulated by controlling mast and tines of
the vehicle.
3.6 Advantages, Disadvantages, and Future Work
Details for the indoor testbed using Optitrack cameras have been described in this
chapter. At this moment, neutral evaluation may be necessary for advantages and
disadvantages of the system.
The most impressive part must be the price of the system. The author doesn't
have any detailed information for Vicon's price, but Optitrack's price is referred to be
one-tenth of Vicon's while the performance is definitely much better than one-tenth.
Also, Optitrack fits better than Vicon for the room 31-049. Previous Table 3.1
suggests that Optitrack FLEX:V100 has larger FOV than Vicon MX40 and MX13.
(Considering MX3's resolution and FOV, it is not proper to compare the unit with
Optitrack FLEX:V100. Optitrack has similar unit called SLIM:V100, but there is no
guarantee about low distortion when it is combined with large FOV lens.) In addition,
Vicon cameras are heavy and require special mounting or strong frame while just using
clamps is enough for Optitrack cameras. Additional space is eliminated by installing
them and they actually don't have better FOV compared to Optitrack. As a result,
capture volume by Vicon cannot be larger than by Optitrack for the room 31-049.
Certainly, situations become different if we have much larger room like 41-105 due to
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(a) Clamp [5] (b) 3-way Head [5]
Figure 3-21: Clamp with 3-way Head for Optitrack Cameras
limited LED strength and maximal working range.
Including camera's latency, the whole system's latency would be of everyone's
interest. Vicon cameras may have lower latency than Optitrack and have dedicated
special wiring for cameras. But data is gathered in data station device and processed,
and finally users can acquire it only through TCP/IP protocol to the data station
device. On the contrary, Optitrack cameras are connected to the user's PC using
USB ports. USB connection might be slower than Vicon's special cable wiring, but
data can be accessed without TCP/IP protocol. There is no diagnostic analysis, but
considering ups and downs, latency of both systems would be in similar level.
And there is an obvious limit Optitrack cannot overcome. Due to resolution dif-
ference, there is more room for misdetection of markers when markers are placed
in far distance which is enough to make each camera have difficulty in determining
the 2-dimensional pixel position. Since three or more cameras are combined for 3-
dimensional marker position, switching in 2D pixel position results in non-negligible
error in 3D marker position. Also, defining rigid body carefully reduces the confusion,
but it is obvious that rigid body recognition algorithm doesn't look the best in Op-
titrack. The last would be the mention about calibration algorithm. Vicon doesn't
need to have shared area in each camera's view, and they have special calibration
wand which consists of three markers on a straight line. The reason Optitrack should
have common space in calibration may be originated from the fact that it uses just a
marker in wanding. If this limitation is resolved, more efficient configuration can be
used and overall performance should be increased.
Actually, even with current hardwares and softwares, there is some room for im-
provement. More than twelve cameras can be used together currently, and better
option for reflective markers can be investigated. If we can find smaller marker which
can be recognized in ten meter, confusion in far distance would be decreased.
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Chapter 4
Adaptive Planning with Uncertain
Dynamics
In this chapter, some preliminary ideas to manage model uncertainty in planning
problems are addressed. Chapter 2 introduced motivational scenario of the planning
problem with uncertain dynamics. This chapter doesn't present generally applicable
solution to every problem, but it can be considered the first step for this topic.
This chapter has the following structure. Section 4.1 introduces and justifies the
problem, and Section 4.2 presents general problem statement. Section 4.3 explains
possible solutions and limitations with existing approaches. Section 4.4 elaborates
the difficulties and challenges with the problem, and Section 4.5 suggests a solution
approach for specific conditions.
4.1 Introduction
Autonomous robots are supposed to perform certain tasks such as transport, search,
rescue, exploration, surveillance, reconnaissance, traffic monitoring, farming, and so
on [44, 45, 46, 47]. Considering certain kind of planner or artificial intelligence should
exist with controller for autonomous systems, its dynamics needs to be investigated
as thoroughly as possible for modeling and controller design, and reliable controller
performance is expected for any reference commands generated by planner.
Separating planner and controller would be the dominant approach as in hier-
archical architecture [48] assuming it contains robust or adaptive controller. Robot
motion planning with simple system can be performed with several types of geomet-
ric solutions [11], and more complexity in dynamics and constraints introduces other
approaches such as nonholonomic [13] or kinodynamic [14] motion planning.
Every approach assumes fairly accurate knowledge of the robot dynamics except
the case adaptive controller is incorporated. But it is not always possible to specify
the dynamics thoroughly if some parameters cannot be investigated more accurately
within certain range. Unmodeled dynamics component, low accuracy of system iden-
tification, and dependence of the dynamics on environmental parameters can result in
uncertainties of the dynamics. Since robotic operations generally accompany physical
tasks, involvement of uncertain dynamics is inevitable.
When the uncertainty in dynamics is large enough to make the controller unre-
liable, another approach is required to make the planning and control system safe.
For example, forklift can lift loads more than half of its own weight, and signifi-
cant changes of mass, center of gravity, and cornering stiffness are followed naturally.
There are many other instances in which the robot is exposed to significant dynamics
changes, especially when it is operating on uncertain surface or when related to load
transfer or physical tasks. Unknown terrain exploration, snowplow operation, and
forklift operation are good examples which contain high uncertainties in dynamics.
Including adaptive controller [49] in the architecture can be a good approach when
we are only concerned about the achievement of given reference inputs, but it doesn't
guarantee transient behavior and can result in safety problems when combined with
planner aimed at managing complex and dynamic tasks. Therefore, another approach
is proposed to manage all these difficulties properly. We can consider trajectory or
performance bounds in each step, plan safely based on those predictions, and improves
the knowledge of the system with past information. Then planning is improved
gradually with better estimation and adaptation of the system dynamics in each
step.
4.2 Problem Statement
An autonomous vehicle is given under dynamic and uncertain environment with fixed
and moving obstacles. Vehicle dynamics is known for every physically meaningful
equation term, but it contains convex parametric uncertainties as unknown or inac-
curate values such as mass, load, center of gravity, road friction, and fluid viscosity.
The vehicle is required to move from a start point to goal points safely without col-
lision, while improving the knowledge about its own uncertain parameters to achieve
accurate arrival on goal points and to prepare for upcoming tasks.
Therefore, it can be stated as follows. X is the given state space, U is the set
of physically allowed inputs due to actuation limit or saturation, but is restricted to
Usafe in each step not to expose the vehicle to dangerous situations like roll-over and
speeding. V) is the set of unknown constant parameters, and i is our best estimate.
Usafe is the set of constrained inputs and does not necessarily mean inputs which
move the vehicle to Xfree space.
If E (to, 1o0),1 t E [to, if] (4.1)
x(t) E X, i = f(x, U, V)) (4.2)
u(t, X) E Usafe(t, X) C U (4.3)
Xfree(t) C X, (Xhit n Xfreet) = (4.4)
x(to) C Xfree(tO), x(t) C Xfree(t), X(tf) Xgoal C Xfree(tf) (4.5)
We need series of safe inputs u(t, X) E Usa fe(t, X), or series of plans which make
the controller choose those safe inputs. Among many possible solutions, inefficient
solutions are avoided by evaluating arrival time or travel distance, but vehicle safety
should be guaranteed above all, not to cause collision with obstacles. It is also pre-
ferred to have better estimate of @ when the goal is achieved.
4.3 Limitations with Existing Approaches
There are several approaches that can be used to address the given problem. Ro-
bust controllers can be considered first with belief that it can reliably follow given
reference inputs generated by the planner which assumes nominal plant within the
uncertainty range. But modeling error with respect to the nominal dynamics becomes
disturbance, and it cannot be managed correctly when the magnitude of the resulting
disturbance takes too big portion of the output response.
Adaptive controllers [50] can be employed instead of robust controller. In that
case, the model uncertainty can be decreased gradually by going through adaptation
mechanism in the controller. But poor transient response during adaptation is a well
known problem in adaptive control [51], and also it is not easy to bound the transient
response of the controller in state space [52].
The closed-loop prediction approach by MIT Team [17] in 2007 DARPA Urban
Challenge can be another approach to deal with uncertain dynamics. By closing
the dynamics loop with stabilizing controller, the uncertainty becomes smaller in the
closed-loop equation. But the planner relies on the prediction accuracy in evaluat-
ing and determining plans, and accordingly highly uncertain dynamics needs to be
managed with different approach.
Particle RRT [53] was proposed to solve very similar problem using particle filter
and stochastic modeling of the uncertainty. It is one of valid approaches, but compu-
tation complexity increases by simulating each node multiple times within uncertainty
range, even though similar groups of nodes are clustered as a node.
To solve the given problem within limited time, deterministic bounding approach
will be considered while minimizing and learning the uncertainty.
4.4 Challenges with Uncertainty and Bounding
There exist intrinsic challenges with uncertain dynamics and deterministic bounding
of uncertainty.
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Figure 4-1: Effect of Uncertainty in Forklift Dynamics
4.4.1 Effect of Uncertainty in Dynamics
As introduced before, there are many instances in which the robot dynamics is subject
to significantly uncertain changes. As an example, 2500-kg forklift is considered with
and without 1000-kg load on different surfaces which result in different cornering
stiffnesses. With changes of mass, center of gravity, moment of inertia, and cornering
stiffness, the resulting trajectories differ as the speed increases.
The speed is assumed to be constant for simplicity, and linearized lateral dynamics
equation is used for rear-wheel-steered system. Modified pure pursuit law (2.20)
was incorporated with steering actuation delay in the closed-loop model. Therefore,
this example essentially aims to see the prediction error of the closed-loop prediction
approach with given simple plan. Initial heading was set to -60', and was commanded
to follow X axis to the right. In Figure 4-1, blue line can be considered as the nominal
trajectory based on the current knowledge of the dynamics while red line represents
the extreme deviation from it. Low velocity doesn't introduce much prediction error,
but the prediction mismatch becomes serious with higher speed.
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Figure 4-2: Propagation of Parametric Uncertainty
4.4.2 Propagation of Parametric Uncertainty
Let's consider the discrete system x(k + 1) = A(k)x(k) with n-state to demonstrate
the difficulty. The time-varying entries aij of A(k) lie within known bounds
a-(k) aij (k) < at(k), i, j = 1, 2, ... , n. (4.6)
Then, the convexity of x(k) is not preserved in x(k + 1). Figure 4-2 provides the
corrected plot of example 1.2 which was originally suggested in the reference [54].
The original fig. 1. in the reference [54] needs to be corrected for X(k + 1) around
the third quadrant. The example was based on
n=2, X(k)={xER 2 : -2 < xi 4, -1 < x 2 < 3} (4.7)
xi(k + 1) = xi(k) + a12 x2 (k), -3 < a12 <3 (4.8)
x 2 (k + 1) = a21x1 (k) + x2(k), -2 < a21 <2 (4.9)
Obviously the convexity of X(k) was not preserved for X(k + 1) in Figure 4-2.
It was stated together that tracking the convex polytope conv(X(k + 1)) using
finitely many sampled points should be computationally competitive than propagat-
............ -
ing all X(k) to get X(k+1). It is not wrong, but the computation is still demanding
for real-time purposes. Rectangularization to rect(X(k + 1)) was also considered to
simplify the polytope, and it is essentially same with the Numerical Interval Analysis
which will be stated later in Section 4.4.3.
The difficulty above was stated for time-varying system, but it is same for time-
invariant uncertainties. The only difference is that we have chance to learn and
estimate the uncertainties. Let's consider the discretized equation of the system
G(s) = 12+1s+1 when k is unknown between 0.1 and 1. With sampling time T which
is small enough,
k -1 1
x(t) = Ax(t) + Bu(t) = x(t) + u(t) (4.10)
1 0 0
y(t) = Cx(t) + Du(t) [ 0 1 x(t)
x[t + 1] = Adx[t] + Bdu[t] = eATxt +( erdT) Bu[t] (4.11)
1(I + AT)x[t] + (IT + IAT2)Bu[t]2
1 - kT -T T - kT 2
x[t] + 2 ]u[t]
T 1 !T2
- (A1A1 + A2A 2 )x[t] + (A1B1 + A2B 2 )u[t]
x[t + 1] = Ai(Aix[t] + Biu[t]) + A2(A 2x[t] + B2U[t]) (4.12)
1 - 0.1T -T 1 - T -T
A1=, A2 =
T 1 T 1
T - 0.05T 2 T - 0.5T 2
B1 = jT2 , B 2 =
A+ = A2 1, A1 > 0, A2 >0
Therefore, x[t+1] is a convex combination of (A 1x[t]+Bju[t]) and (A 2x[t]+B 2 U[t])
for certain unknown value k when the given state x[t] is a single point. But x[t]
cannot be a point with propagation, and k also should be considered for some range.
Accordingly, the situation becomes similar to time-varying uncertainties in terms of
the future state prediction.
For the second propagation from a single point x[t], same A, and A2 are used if k
is an uncertain constant.
x[t + 2) = (A1A1 + A2A 2 )x[t + 1] + (A1B1 + A2B 2 )u[t + 1] (4.13)
= (AIA 1 + A2A 2 )2 x[t] + (AIA 1 + A2A 2)(A1 B1 + A2B 2 )u[t]
+ (A1B1 + A2B 2 )u[t + 1]
= A,2 (A12x[t] + A1Biu[t]) + AjA 2(A1A 2x[tj + A1B 2U[t]) + AiBiu[t + 1]
+ A22 (A22x[t] + A 2 B2 U[t]) + A2A (A2A1x[t] + A2Biu[t]) + A2B 2 U[t + 1]
A,2 + AA2 + A22 + A2A = (A + A2 )2 = 1, but A + A2 = 1 remains in the equation.
Therefore, it cannot be the convex combination of derived terms. Instead, x[t + 2] is
wrapped with vector sum of two convex sets by regarding A1Biu[t + 1] + A2B 2 U[t + 1]
as another convex set. The vector sum is also included in certain convex hull, but the
convex hull becomes unnecessarily large as the propagation proceeds. If u[t] is zero
except u[O], convexity in propagation remains even though the number of vertices
increases exponentially, and it implies the uncertainty propagation of the impulse
response.
In short, the difficulty comes from very simple fact. For both time-varying and
time-invariant uncertainties, one step propagation from a single point with given
control input can be determined relatively easily using convex combination. But the
next propagation step becomes complex since it is not convex anymore and it contains
infinite samples for the given starting points.
4.4.3 Numerical Interval Analysis
Since it is not possible to track every propagation with uncertain values, bounding
or wrapping can be considered. The Numerical Interval Analysis [55] is equivalent to
rectangularize the whole samples. It was originally devised to bound rounding errors
using intervals in computing.
The basic idea is to compute equations with intervals of real numbers instead of
real numbers. The following shows arithmatic operations we are interested in.
X + y= [z+ y, + ] (4.14)
x - y = [X -7, T - y] (4.15)
xx y= [min{y, x y, }, maz{xy, x y,y,}] (4.16)
The calculation provides solid bounds for every propagation. But it is generally
used in single operation, and our uncertainty propagation makes the result easily
diverge since multiple propagations accumulate uncertainties. Therefore, it is use-
ful to determine conservative bounds, but obvious trade-off is necessary to obtain
meaningful values in resulted intervals.
4.5 Suggested Approach
Several approaches can be considered based on explained difficulties. Neither of them
is completely general, but they will be stated with some advantages in the following
subsections. The uncertainties are assumed to be time-invariant in this section.
4.5.1 Quick Bounding for the System without Noise
This approach contains strong assumption that the system doesn't have noises and the
system dynamics matrix A has nice composition with respect to uncertain parameters
as in (4.12).
Let's consider again the example G(s) - 22+Ls 1 which was used in Section 4.4.2
0
with specific values T = 0.01, x[0]1 and u [t] = 1.
0
x[t + 1] (AiA 1 + A2A 2 )x[t] + (A1B1 + A2B 2 )u[t]
- (A 2 + Ai(A 1 - A 2 ))x[t] + (B 2 + Ai(B 1 - B2 ))U[t]
0.99 + 0.009A 
-0.01 x[t] + 0.00995 + 0.000045A1 U[t]
0.01 1 0.00005
(4.17)
Using induction for the propagation,
x[1] 0.00995 + 0.000045 ai,o + a1,1A (4.18)
0.00005 bi,o + bi,1Aj
[2] 0.99 + 0.009A, -0.01 0.00995 + 0.000045Al 0.00995 + 0.000045A1
0.01 1 0.00005 0.00005
a2,0 + a2,1A + a2,2A 2
b2,0+ b2,1A + b2,2A, 2
~t
at,ji 1
x[t] =Zt
bt,ji 1
_i=o
t t t
at,o + ati < Zatiki < at,o + E at,i
i=1 i=o i=1
0 if at, ;> 0 at,i if at, ;> 0
aa,,0 = at,if
at,j if at,j < 0 0 if at,j < 0
(4.19)
(4.20)
(4.21)
Therefore, the degree of A, increases by one as we propagate one time step, and the
number of coefficients increases by two. Of course, if we have more complex convex
relations in matrices, the computation complexity obviously increases, but it still
remains in polynomial time increments. And by using the fact 0 < A, < 1 in (4.21),
it is possible to bound all the responses with reasonable conservativeness. Considering
the Numerical Interval Analysis gives meaningless result for the same system as can
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Figure 4-3: Predicted Bounds for Responses
be seen in Figure 4-3, this wrapping idea have some applications even though it has
generic limitation which doesn't consider system noise and sensor noise.
4.5.2 Predicting and Learning with Closed-loop RRT
Another approach can be devised based on four main ideas.
Closed-loop with Stabilizing Controller
Closing the system loop with stabilizing controller gives less error since the uncertainty
becomes smaller in the closed-loop dynamics. Controller is designed for nominal value,
but should be stable for all uncertain value range. Then the closed-loop equation is
used for future state prediction in RRT planner.
Explicit Safety Check for Short Time and Emergency Stop
The RRT has all the leaf nodes as stopped states. By adding emergency stop mo-
tions after certain time horizon, the short-time Numerical Interval Analysis generates
meaningful trajectory bound for uncertainty propagation. Then safety check with all
................ .............. ...
possible uncertainties guarantees the safety of the whole system because the planner
chooses the emergency stop when no feasible plan exists which gives completely safe
trajectories for every possible uncertain parameter.
Learning with Past Data
We can reasonably expect better estimate of the parameters through learning after
we actually execute the generated plan. Obviously the estimate cannot converge to
the exact value due to the system noise and the sensor noise, but it is better than
the initial estimate. With the improved estimate, the bound of predicted plan starts
getting closer to the actual one.
Repropagation & Replanning
With better estimate of uncertainties, repropagation procedure updates the existing
tree. Since reference input to the controller was stored after extensive safety check, it
can be reused effectively to recalculate predicted states on all the nodes. Moreover,
replanning procedure needs to generate more feasible plans with certain frequency,
since repropagation judges some of the existing trajectories infeasible with updated
current states.
Example
bin, j b2u, bi E [0.7, 1.3], b2 E [0.7, 1.3] are considered while actual values are
b1 = 1.2 and b2 =1.2.
The simulation environment was built by modifying the Motion Strategy Library
[56] on Ubuntu Linux 8.04. Pink color represents obstacles, green is used for gener-
ated trees, and red shows the actual trajectory. Several versions of the RRT were
implemented such as open-loop approach, closed-loop approach, and the proposed
approach. All versions include the system noise and the sensor noise which have
bounded norm.
Figure 4-4 and 4-5 represent the failed executions which were caused by incorrect
prediction. Even though repropagation and replanning were correcting prediction
Figure 4-4: Failure with Open-loop RRT with 0.3-Hz Replanning
Figure 4-5: Failure with Closed-loop RRT with 3.3-Hz Replanning
Figure 4-6: Proposed RRT with 3.3-Hz Replanning
errors, collision happened in several trials. It suggests that confident bounding for the
worst-case trajectory is necessary to avoid the collision as in the proposed approach.
LQR Controller was designed for the nominal value b1 = b2 =1, and corresponding
Lyapunov function V was used for the metric in tree expansion since it guarantees
the convergence of the V to 0 with V < 0.
x = Ax + Bu (4.22)
ATP + PA - PBR-BTP + Q = 0, u = Kx = -R~1BTPx (4.23)
V(x) = xTPx (4.24)
V(x) = xTPk + 5CTPx (4.25)
= XT P(A + BK)x + xT(A + BK)TPx (4.26)
= XT (ATP + PA - PBR-1BTP - PBRlBTP)x (4.27)
= -XT(Q + PBR-BTP)x < 0 (4.28)
.. ............
For estimation of parameters based on past trajectory, the Numerical Interval
Analysis was used again. There is more general approach such as ellipsoidal bounding
of the parameter, and similar approach exists for future state estimation [57, 58], but
those approaches were not needed since the example has simple formulation. In
addition to (4.14), (4.15), and (4.16), division operation is mostly used for estimation
of parameters bi and b2.
x/y = [min{x/y, x/, T/y, T/}, max{x/y, 1/Y, /y, T/}] (4.29)
0 [y, -]
With the system noise and the sensor noise both of which have bounded norm
0.01, the proposed RRT succeeded with guarantees and got better estimate of b1 and
b2 at the end of the plan execution. (e.g., b1 = [0.7, 1.3] =* [1.164548, 1.239589],
b2 = [0.7, 1.3] => [1.153610, 1.254340] in some trial)
4.6 Conclusion and the Future Work
In this chapter, planning problem with uncertain dynamics was considered. With
intrinsic challenges which arise with uncertainty propagation, very limited solutions
with special assumptions conditions could be addressed.
Persistent
Excitation Reference
Parameter Adaptive Adaptive
Estimation Control .,Planning
Stability Safety
Figure 4-7: Adaptive Planning
It is early to state generalized structure with generated results, but all these so-
lutions aim to deal with uncertainty in adaptive framework as in Figure 4-7. The
solution in Section 4.5.2 considers only parameter estimation, reference input, and
safety by not employing adaptive controller, and there are lots of rooms for improve-
ment in the suggested solution accordingly. The adaptive control part may or may
not be necessary depending on the excessiveness of the uncertainty and the useful-
ness of the adaptiveness in controller. For example, the planner can take the place of
the adaptive controller by properly managing and estimating the uncertainty. More
generalized approaches, intuition, and algorithm are necessary to make the proposed
problem meaningful in applications, and to open new active research area.
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Chapter 5
Conclusions and Future Work
This thesis presented actual implementation issues of autonomous robotic forklift
planning and control system, and testbed containing indoor positioning system for
small vehicles. Some solutions for the planning problem with uncertain dynamics
were provided with strong assumptions.
Implementations on robotic forklift enabled several successful demonstrations in
front of military personnel, researchers, and visitors. Indoor positioning system also
has been the source of demonstrations and testings. The planning problem with
uncertain dynamics is still open wide for exploration, and it drives the author to
investigate many related researches and tools.
For the future, modifications of low-level actuation should be proceeded for better
planning and control system of the forklift. Based on reasonable actuators, adaptive
approach can be examined and implemented to manage dynamics and environmental
uncertainties properly. On top of the system stabilization, the robot can be used as
very realistic testing platform for task management, higher-level reasoning, coopera-
tive operation, and so on.
The indoor testbed was constructed quite economically, and there are many ways
for improvement. By hiring more cameras upto the allowed maximal number, the
obstruction problem and resulting confusion can be decreased. And more system-
atic approach can be investigated to make experienced rigid body definition into
generalized procedure that everyone can follow. Also, smaller and better reflective
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material can be searched to minimize confusion introduced by the limit of camera
resolution. Beyond all, calibration algorithm which enables more flexible configura-
tion of the cameras is preferred if the company improves the main algorithm. This
indoor testbed is open to all kinds of tests even wider than the forklift platform with
advantages of the indoor environment.
For the planning problem with uncertain dynamics, generalized solution and
framework can be investigated, and especially, concept of the adaptive planning should
be elaborated. Based on implemented platform and test environment, extensive test-
ing and verification of the concept are waiting for upcoming generalized solution of
the planning problem under uncertainty.
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