absence of uncertainty on the extrinsic parameters, all features are kept in the FOV. Moreover, if the intrinsic parameters are also known, the trajectory length is minimized in the rotational space and, for some cases, also minimized in the translational space. Simulation results have also shown a certain degree of robustness against uncertainty on the intrinsic parameters. Although at present a formal proof seems difficult to obtain, it is conjectured that the proposed strategy is globally convergent. Some drawbacks are also present which restrict the applicability of the proposed strategy, specifically the presence of chattering and the possibility that the camera is excessively far from the object due to the backward motion. Future work will be devoted to solving these problems.
I. INTRODUCTION
Autonomous navigation of mobile robots on rugged terrain requires the capability to decide whether an obstacle should be traversed or circumnavigated. The ability to make this decision and to actually execute it is called "obstacle negotiation" (ON). A crucial issue involved in ON is terrain mapping. Research efforts on terrain mapping have been devoted to indoor environments [1] , outdoor, off-road terrain [2] - [4] , as well as planetary terrain [5] - [7] . Most of the existing methods employ stereovision [2] , [3] , [7] , which is sensitive to environmental conditions (e.g., ambient illumination) and has low-range resolution and accuracy. As an alternative or supplement, three-dimensional (3-D) laser rangefinders (LRFs) have been employed since the early 1990s [5] , [6] , [8] . However, 3-D LRFs are usually costly, bulky, and heavy. Therefore, they are not suitable for small and/or expendable robots. Furthermore, most of them are designed for stationary use due to the slow frame rate.
A more feasible solution for lower-cost robots is a two-dimensional (2-D) LRF. Researchers at Carnegie Mellon University (CMU), Pittsburgh, PA, [1] used a SICK 2-D LRF looking upward to perform indoor 3-D mapping. The 3-D map is not suitable for ON since no ground map is produced. Henriksen and Krotkov [9] employed an Acuity 2-D LRF to complement stereovision for obstacle and hazard detection. Due to the small look-ahead distance, the scanner was used for safety purposes only (to stop the robot in case of an emergency). More recent research at CMU [3] used a SICK LMS 220 (with a range up to 32 m and a field of view of 100 ) on the "Nomad" robot. The LRF "looks" diagonally downward and forward. As the robot moves forward, the fanning laser beam swept the ground ahead of the robot and produced terrain data. Based on the data, a so-called "goodness map" was created by comparing the current scan data with the previous ground level (a least-square fit line in the previous scan). The "goodness map" was then combined with the map built by stereovision for path planning. In this study, the overall map was produced mainly by stereovision. This paper presents a new terrain-mapping method using a single sensor modality, a 2-D LRF, and an innovative filtering method for map building. The paper is organized as follows. In Section II, we introduce our approach to terrain mapping. In Section III, we present experimental results and discuss the computational cost of the filter. In Section IV, we compare our filter to other related mixed pixel-removal methods and discuss the real-time implementation issues.
II. MAP BUILDING AND FILTERING ALGORITHM

A. Map-Building Principle
As depicted in Fig. 1 , a SICK LMS 200 is mounted on our "Gorilla" vehicle such that the LRF looks diagonally forward and downward at a pitch angle of 011
. While the vehicle is in motion, the fanning laser beam sweeps the terrain ahead of the vehicle and produces continuous range measurements of the terrain. For the experiments described in this paper, we set our LRF to an angular resolution of 1 and a serial communication speed of 500 kBd. Under these conditions, the LRF produces 181 range readings for its 180 field of view every 13.3 ms (see [10] for details). Our algorithm assumes that real-time, six-degree-of-freedom pose information is available from our so-called proprioceptive pose estimation (PPE) system, which is described in detail in [11] . With the pose information available, the range data can be transformed into world coordinates and registered into a terrain map. The terrain map consists of an elevation map and a certainty map. Both are 2-D grid-type maps. Each cell in the elevation map holds a value that represents the height of the object at that cell, while each cell in the certainty map holds a value that expresses our certainty in the accuracy of the corresponding cell in the elevation map.
In order to project raw range data onto the 2-D elevation map, we use the homogeneous coordinate transformation. The forward kinematic transformation is given by
where * d n = (x n ; y n ; z n ) T and * d l = (x l ; y l ; z l ) T are the range measurements in the world coordinate system and in the LRF coordinate system, respectively. T n l is the forward kinematic transformation matrix. For conciseness, we omit the derivation of the transformation matrix here.
To study the mapping characteristics under well-controlled conditions, we use the experimental setup shown in the left-hand side of Fig. 2 (4) where 1y is the displacement of the LRF along the yn axis, l is the maximum measurement error of the LRF (32 mm according to [10] ), and @z n =@l, @z n =@, and @z n =@ are partial derivatives that can be derived from (2) .
In this paper, a grid cell size of 25225 mm 2 is used such that each cell may be illuminated one time even if the vehicle moves at the maximum speed of 1 m/s. A cell in the elevation map is denoted h(i; j), while a cell in the certainty map is denoted c(i; j). Using the above transformation, the coordinate values xn and yn are computed for each range measurement at time t and mapped to the grid indexes i and j, respectively. Then, pixel c(i; j) in the certainty map is updated as fol- where a 1 is the increment of the certainty value, and it can be any positive integer. In this paper, the certainty value is represented by one byte and a = 3 is used. As a result, all cells illuminated more than 84 times have the same certainty value. The pixel h(i; j) in the elevation map is updated by h t+1 (i; j) = z t+1 n ; if z t+1 n > h t (i;j) h t (i;j); otherwise. (6) In every 13.3-ms interval, the 181 range measurements acquired from the LRF are mapped into both maps.
B. Sources of Mapping Errors
Ideally, a terrain map built according to the algorithm described earlier should be sufficient for navigating a mobile robot. However, some range data from the SICK LMS 200 are erroneous and will cause mapping errors. The phenomenon of mixed pixels, missing data, and artifacts/noise are the main sources of erroneous measurements, detailed as follows. 1) Mixed pixels occur when a laser beam hits the very edge of an object so that part of the beam is reflected from that edge of the object and part of the beam is reflected from the background behind the object. The resulting range measurement lies somewhere between the distance to the object and the distance to the background [10] . In researching the mixed pixels phenomenon, we found that, if the distance 1D between the edge of the foreground object and the background is close to the length of the laser pulse, 1L (1L 1 m for the SICK LRF), 1 a substantial number of mixed pixels are generated.
However, if 1D > 1L, the number of mixed pixels drops significantly (see Fig. 3 ). This is because the SICK LRF is designed to accept only reflections stemming from the same pulse as valid data. This smart design is effective in rejecting ambient noise. Fig. 3 shows 1 Based on our communication with SICK in Germany, the LRF is a singleshot measurement system. It sends out a pulse with a width close to 1 m and expects a reflected signal with the same pulse width; received signals of other pulse widths are rejected. At a corner shot, the LRF may receive reflection from both the edge and the background if the distance between them is within the pulse width. This results in mixed pixels.
that mixed pixels exist even if 1D is as big as 1.6 m. Another characteristic of mixed pixels is that a small change in an edge's lateral position with reference to the laser beam may induce a large change in the measured range. 2) Missing data occur when the measured range is invalid [12] . For instance, no return or too weak a returned signal may result in missing data; direct exposure to the sunlight may lead to dazzling and cause invalid readings. For a complete list of the SICK LRF's error conditions, see [12] . 3) Environmental interferences, such as ambient light and shock during motion, may potentially create noisy range measurements and hence result in noise in the elevation map. The analysis of LRF noise is treated in [13] . Fig. 4 shows the effects of these errors. Such errors in the terrain map deteriorate the ON performance of the vehicle.
C. Conventional Image-Filtering Algorithms
An elevation map can be transformed into a range image, in which the height value of each pixel is represented by intensity. This way, conventional image-processing filters [14] - [16] can be applied to the elevation map in an attempt to eliminate the abovementioned erroneous data.
However, the application of conventional image-filtering techniques is not without drawbacks. The foremost reason is that most conventional image-filtering methods are unconditionally applied to the entire range image and may thus blur the image. Convolution-based frequency filters, such as the averaging filter, Gaussian filter [15] , or Wiener filter [16] , are implemented by the convolution of an input image with a convolution kernel in the spatial domain.
The effect is that noise is suppressed but the objects in the image are blurred at the same time. Filters based on anisotropic diffusion [17] diffuse more in smooth areas and less around large-intensity transitions, thus small variations in image intensity (i.e., those that are caused by noise) are smoothed and edges are preserved. However, mixed pixels may create large phantom objects, which look like edges rather than like noise, along the edges of objects. It may be difficult to smooth them based on the gradient of intensity without diffusing the edges.
Median filters have the advantage of not introducing any new pixel into the images, thereby preserving details. Median filters have been used to remove mixed pixels in laser range images [14] . The standard median filter and its variations (weighted median filter [18] and center weighted median filter [19] ) often exhibit blurring when a large filter window is used or insufficient noise reduction for a small filter window. Adaptive median filters [20] , [21] maintain a better balance between detail preservation and noise reduction and hence achieve better performance. However, all of these median-type filters affect all the pixels in an image including uncorrupted ones. A number of median-type filters in the scientific literature [22] , [23] may potentially distinguish Environmental interferences can cause artifacts/noise. In the 16-m measuring mode of the SICK LRF, we observed that there are a lot of high spikes (labeled "artifacts") in the center of this terrain map, which was built on a flat sidewalk near our lab. Close examination revealed that most of these artifacts resulted from very small range measurements, which may be removed by threshold. We suspect that undetected overflow is the cause. The other high spikes are the result of random noise in range data, which produces range errors at several meters ahead of the LRF.
corrupted pixels from uncorrupted ones and apply filtering only to the corrupted pixels. These filters use local input image characteristics to identify corrupted pixels. However, a limitation of this approach is the potential misclassification of thin edges as corrupted pixels and the subsequent removal of these pixels. For instance, a thin pole in a range image produces a line of high-intensity pixels, which may be misinterpreted by the filter as impulse noise, and may therefore be removed. Based on this discussion, we summarily conclude that it is insufficient to use only spatial information for reliable identification and removal of corrupted pixels.
D. Certainty-Assisted Spatial (CAS) Filter
In this paper, we propose a novel filter for elevation map building. The filter is called the CAS filter. This filter uses not only the spatial information contained in the unfiltered elevation map, but also the certainty information contained in the certainty map, as explained in Section II-A.
Due to the continuity of motion, every two consecutive measurements on the edge of a real object satisfy jz t+1 n 0h t (i; j)j j1z t max j.
According to (5) , edge pixels are assigned continuous certainty increments and result in large certainty values in the certainty map. Therefore, edge pixels in the elevation map can be identified easily. They are preserved and no filtering is applied. Mixed pixels may occur somewhere between the edges of objects and the background. Their locations are determined by the percentage of laser spots hitting the background [10] . When the LRF is in motion, as it necessarily is for mapping, this percentage changes all the time. Consequently, mixed pixels keep changing their x and y coordinates all the time. This means that the condition jz t+1 n 0 h t (i;j)j j1z t max j is not satisfied. Hence, mixed pixels usually have a small certainty value and are spatially isolated in both the elevation map and the certainty map. They can be identified and removed easily. Artifacts and random noise have the same characteristics and can also be removed by the same principle. Finally, missing data create empty pixels in an elevation map and their certainty values are zero. We found that applying a weighted median filter to those pixels with zero certainty values can supply (interpolate) the missing data. The filtering process works as follows.
Let H = fh(i; j)j1 i M; 1 j Ng and C = fc(i; j)j1 i M; 1 j Ng denote the elevation map and the certainty map, respectively, where M is the length and N is the width of the map.
A filter with a window size of (2k + 1) 2 (2k + 1) (in this paper, we use k = 2) is defined symmetrically surrounding the current pixel h(i; j) 2 H. + 2 (8) where int() means rounded to the nearest integer, s is the grid cell size, v is the linear velocity of the LRF (the maximum is 1 m/s in this paper), and 1t = 13:3 ms is a time step. In this equation, int (s=v1t) is the estimate on the number of times a grid is illuminated. In order to filter the mixed pixels at the vicinity of the edges, a constant value of 2 is added. g s (i;j) and g c (i;j) are the spatial continuity index of H and C for the pixels in the filter window, respectively. They are expressed c(m; n) < G or c (i; j) > E 1; otherwise (10) where h and c are the variance of the normalized local maps H L and CL normalized by the maximum elevation and certainty values, respectively. We use 102A for G and 0.04 for E. To keep the computational cost low, we use i+k;j+k m=i0k;n=j0k H L < 7 to approximate the condition h (i;j) > B in (9) . ywm(i; j) is the output of a weighted median (WM) filter centered at pixels (i, j). The input pixels to the WM filter are obtained by applying a filter skeleton [18] (as depicted in Fig. 5 ) to the elevation map. For instance, h(i; j) has one copy, while h(i 0 2;j 0 1) has two copies in the input pixels to the WM filter.
The use of this skeleton is based on the following heuristic. Since we suspect h(i; j) to be a missing datum, the nearest neighboring pixels h(i 61;j61) are also likely to be missing data, while those pixels farther from h(i; j ) have a greater likelihood not to be missing data. Note, however, that this weight assignment for the WM filter potentially removes more missing data on the upper surface of an object.
When the CAS filter is applied to the raw elevation map, mixed pixels, artifacts, and random noise are identified by examining the motion continuity [i.e., c(i; j ) constrained by (5) ] and the spatial continuity in the elevation map and the certainty map [gs(i; j ) and gc(i; j )]. Missing data is distinguished by inspecting the current pixel's certainty value c(i; j ) and the spatial continuity g s (i; j ) in the elevation map. Mixed pixels, artifacts, and random noise are therefore removed and the missing data are filled by the WM filter.
III. EXPERIMENTAL RESULTS
In this section, we present extensive experimental results. These results can be grouped into two categories: benchmark tests performed under highly controlled conditions and mobility tests in which the LRF was mounted on a mobile platform. In all of the experiments, we used a 1.2-GHz AMD Athlon processor-based PC running RT-Linux for the real-time data collection.
A. Benchmark Tests
Based on the experimental setup in Fig. 2 , we designed the following four benchmark tests: 1) the LRF translates only (denoted "T"); 2) the LRF translates and rotates with roll only (denoted "TR"); 3) the LRF translates and rotates with pitch only (denoted "TP"); and 4) the LRF translates and rotates with roll and pitch (denoted "TRP").
For the experiments described here, we built 16 obstacle courses as listed in Table I (e.g., obstacle course 6 comprises parallelepipeds 1 and 2, the cylinder, poles 1-4, and pole 6). The performance of our CAS filter is compared with that of the Wiener filter, the averaging filter, the median filter, and the center weighted median (CWM) filter. Fig. 6 shows the fourth obstacle course, while Fig. 7 depicts the raw and filtered elevation maps based on benchmark test T with different filters. It can be observed that the CAS filter preserves more original pixels, removes most of the mixed pixels, and fills almost all of the missing data. The Wiener filter retains almost all of the missing data and some mixed pixels, but it only smoothes some other mixed pixels. The median filter and the CWM filter overfilter the poles while the averaging filter distorts the map significantly. Examination on all other tests reveals that the CAS filter preserved all poles (as small as 2.5 mm in diameter) while successfully removing the mixed pixels.
For each of the 16 obstacle courses, we performed four different tests, namely, the T, TR, TP, and the TRP test, as described in the beginning of this section. The results are summarized in Fig. 8 . It is evident from these results that our proposed CAS filter consistently outperformed the four conventional filters. The relatively poor performance of the median filter and the CWM filter is due to their inherent over-filtering. On the other hand, when roll and pitch motion was added to the translatory motion, the CAS filter performed only marginally better than the Wiener filter (and the averaging filter in some instances). This is due to the following observations. 1) Roll and/or pitch motion potentially increased mapping errors because they caused vibrations of the rotary table and changes in occlusions. According to (11) , these additional errors move the CAS filter's performance index (PI) close to that of the Wiener and averaging filters.
2) Roll and pitch motion may increase the amount of empty pixels on the objects' upper surfaces. When the number of empty pixels in the filter window is above a certain value, the CAS filter removes the current pixel, while the Wiener filter or the averaging filter replace the current pixel with a spatial convolution value. However, the deterioration of the CAS filter's PI does not means that the Wiener filter and averaging filter are more suitable for ON. This is because the Wiener filter does not remove artifacts/noise in elevation maps (see Section III-B), while the averaging filter tends to lower the height of edges in the elevation maps-a highly undesirable trait.
In order to compare the filter performance in a quantitative way, we measured by hand the exact location of each obstacle in each obstacle course and converted these measurements into a ground-truth elevation map. We then evaluate the performance of the filter by computing an overall PI according to
where hr(i; j), ht(i; j), and h f (i; j) are the elevation values of pixel (i, j) in the raw elevation map, the ground truth map, and the filtered map, respectively. We arbitrarily selected M = 80 and N = 200 (which has full coverage of all obstacle courses) to evaluate the experiments here. According to (11) , a smaller PI means better filter performance.
Note: We found that the inclusion of c (i; j) > 0:04 in the benchmark tests did not improve the filter's performance signifi- cantly. Therefore, we dropped this term to save computation in ON applications.
B. Experimental Results on a Mobile Robot
We carried out a number of indoor and outdoor map-building experiments with the LRF on our Gorilla vehicle (see Fig. 1 ). However, these experiments were limited to straight-line motion on flat, horizontal ground. More diverse terrain would require real-time pose data from our PPE system, which we have not yet integrated with the ON application described here. Fig. 9 shows the obstacle courses and the vehicle in our indoor and outdoor mapping experiments.
From the maps depicted in Fig. 10 , it is apparent that the CAS filter outperforms the Wiener filter because it almost completely removes mixed pixels and fills most of the missing data on the top surfaces of objects [see Fig. 10(b) ].
In contrast, the Wiener filter leaves some noticeable mixed pixels and most of the missing data in the map, as shown in Fig. 10(c) . In the outdoor mapping experiment (see Fig. 11 ), the CAS filter completely removed all artifacts and random noise, while the Wiener filter did not remove any.
C. Preservation of Details and Computational Cost
The preservation of details and computational cost of the CAS filter depends on each case, and we are unable to provide a general analytical analysis. However, we can give a preliminary estimate based on the benchmark tests. Table II shows the percentage of pixels identified by the CAS filter as mixed pixels and missing data in benchmark test 'T.' For the worst case (the third obstacle course) in the 16 obstacle courses, 74.8% of pixels were left intact. This means that the CAS filter preserved a significant amount of details, which is also the main motive for the development of the CAS filter.
For an estimate on computational cost, we compared the CAS filter with the standard median filter. From (7)- (10), we can determine that in order to process the pixels in a row (K = 196) , the CAS filter requires: 2P +11K012 additions, 2K02 subtractions, 3K multiplications, and K divisions. The algorithm further incurs complexity 0:0762KQ lg Q in the WM filter and K (P 0 1) in comparison (to find the maximum). P = 25 and Q = 45 are the number of pixels in the filter windows and the number of pixels in the WM filter skeleton (Fig. 5) , respectively. The median filter has a complexity of K P lg P . For integer operation in the PC used in the experiment, we found: 1) the four fundamental operations of arithmetic and the sorting operation have roughly the same computational cost of 1.7 ns and 2) a comparison operation has a cost of 0.085 ns. Considering the worse case (the third obstacle course), the estimated average computing time of the CAS filter is 12.2 ms, while that of the median filter is 38.7 ms. This means that the CAS filter is less expensive in computation than the median filter. Although it requires additional computation in building the certainty map [see (4) and (5)], this is not significant. Thus, we believe that the CAS filter is computationally more efficient than the median filter. An examination of the other benchmark tests revealed similar results, which we omit here because of space limitations.
IV. DISCUSSION
A. Comparison With Other Mixed-Pixels Removal Methods
We are aware that there is an alternative to filtering mixed pixels. Adams [24] proposed an efficient mixed pixels removal method for phase-shift LRFs. The algorithm is based on the detection of discontinuity of the received signal's amplitude. However, due to the difference of measuring principles (time of flight in the case of the SICK LRF), this method must be modified to suit the SICK LRF. Such modification requires knowledge of the internal physics and the hardware design of the LRF and can thus be implemented effectively only by the manufacturer, not the user. Specifically, Adams' discontinuity detection algorithm requires several samples of the received signal (for computing the second derivative of the square of the signal amplitude with respect to the area illuminated by the laser on the edge) during the time the laser beam traverses the edge. However, at the user level, we can only get a single measurement on the edge. This means that it is impractical to implement this algorithm.
Finally, our method is based on the characteristics of the erroneous data and the motion continuity constraint and it is thus device-independent. Therefore, it is more general and suitable for the end users of LRFs. In contrast to Adams' algorithm, our approach removes not only mixed pixels but also unexpected outdoor artifacts and noise.
B. Real-Time Implementation Issues
The CAS filter can be used for mapping where off-line processing is sufficient. For real-time obstacle negotiation, the CAS filter can be implemented as follows: within the computer's world model, a so-called active window of size 200 2 400 pixels (rows 2 columns) travels with the vehicle. The LRF is located at the center of the first row. In each LRF sampling period, only the pixels (in both elevation and certainty maps) from the (200 0m)th row to the 200th row ahead of the vehicle are updated. Then the pixels in row 200 0 m is filtered and registered into another elevation map, which is used for obstacle negotiation. m is chosen in such a way that the vehicle can acquire sufficient obstacle/terrain information in elevation. The grid cell size of the elevation map for obstacle negotiation may be bigger than 25225 mm 2 subject to application. Our terrain-mapping method requires real-time vehicle pose information, which will be obtained by our PPE system. Therefore, it is not necessary to perform simultaneous localization and mapping in our method. The PPE system was proposed in [11] and the researchers at our lab have already built this system. We will integrate this system into our mapping method in the immediate future.
V. CONCLUSION
In this paper, we presented a novel filter for terrain mapping with a 2-D LRF. The terrain map consists of an elevation map and a certainty map. The value of each pixel in the certainty map is determined as a function of a so-called "motion continuity constraint." Typical erroneous data, such as mixed pixels, artifacts, and random noise, do not satisfy the motion continuity constraint and thus result in a low certainty value. Examination of the appropriate pixels in both maps allows our CAS filter to identify mixed and missing pixels. This distinction, in turn, allows the CAS filter to apply different treatments to these different conditions. Uncorrupted pixels are left intact to preserve the map details.
Overall, our proposed CAS filter produces consistently better results than conventional filtering algorithms because it makes use of the additional information available in the certainty map.
