The following diagram shows the basic setup. Primary components are the Linux server and the Linux client. The Linux server contains the client's Kernel and RAM Disk boot image, read-only directories, and the read-write /home directory. The server is set up with RARP services configured for providing the boot image, and with NFS services configured for providing the read-only and read-write directories. The diskless client is set up with a boot floppy or ROM to enable booting using Etherboot. Etherboot loads and unzips the Kernel image and RAM Disk, and boots the Kernel: 
Build the Server System
The example shown here was developed on a X86 PC server connected to an X86 PC diskless client via Ethernet. The server was installed from the Red Hat Linux 7.1 two-CD set. Our configuration included the following selections:
• 2-button PS/2 mouse.
• Custom system installation set to install all packages from CD.
• Manually partition the disk drive using Disk Druid, defining 1) a partition of type "Linux swap", size 256M, 2) a partition of type "Linux native" at mount point "/boot" of 16M, and 3) a partition of type "Linux native" at mount point "/" using remaining space.
• Select to build without boot disk and without LILO.
• Set network to not use DHCP and to activate on boot. Set IP=192. 168 Change file "etherboot-5.0.6/Config" to use "kgcc" instead of "cc": "cc32 = kgcc". 7. Compiling Etherboot by "make" creates many Etherboot images for supporting a variety of Ethernet cards, and for floppy, ROM and PXE ROM images. To make an Etherboot floppy for the 3c905B-TXNM board, insert a floppy and type "make bin32/3c905b-tpo100.fd0". The tpo100 is for the 3c905B-TXNM board. The fd0 makes a floppy instead of a ROM or PXE ROM burnable image. 8. Test the floppy on the target client. Since the server is not set up yet, expect "looking for BOOTP server". Look for the client MAC address. This value will be needed by file dhcpd.conf when configuring the server with DHCP services.
Compile the Kernel
Compile the client Kernel with switches set to compile in support for RAM Disk, BOOTP, NFS, and an ipchains -F ipchains -P input ACCEPT ipchains -P output ACCEPT ipchains -P forward ACCEPT
Configure NFS Services
The server must be configured to export NFS files and the client must be configured to mount NFS files. The following directories are made available via NFS: /bin, /lib, /sbin These read-only directories provide all the utilities and libraries from the /bin, /lib, and /sbin directories of the server. When these directories are mounted, the equivalent bootstrapping directories on the RAM Disk become inaccessible.
/home
This read-write directory provides persistent storage of files on the server for the user.
/usr
This read-only directory contains general utility files available for run-time applications. 
Verify the Ethernet configuration by typing "ifconfig -a".
Creating Users for the Client 1. Because the client is diskless, users cannot be created on the client. Create the client users on the server now. These users will be installed on the RAM Disk when the RAM Disk is created. Users may be updated later on the RAM Disk by copying the /etc/passwd and /etc/shadow files to the RAM Disk. Change the root user's home directory to /home/root when copying /etc/passwd to the RAM Disk. See section "Configure the RAM Disk" for instructions on changing the home directory for the root user.
Create the RAM Disk 1. Create a 18000K file sink called "/root/initrd": dd if=/dev/zero of=/root/initrd bs=18000k count=1 2. Create the actual "/root/initrd" file: mke2fs -N 20000 -F -m0 /root/initrd. 3. Create the initrd mount path: mkdir /mnt_rd. Now /mnt_rd may be used to freely mount and unmount file /root/initrd as a RAM Disk loop device. 4. Mount the RAM disk with the following script: #! /bin/sh mount -t ext2 -o loop /root/initrd /mnt_rd 5. Unmount the RAM disk using the following script. Note that this script contains the e2fsck command which repairs the image if it is broken. /home This directory must exist during bootup, and becomes inaccessible when the server's /home is mounted via NFS. The server's /home is mounted read-write and provides space for persistent user data.
/proc, /tmp, /usr, and /var These empty directories must exist for Linux to boot. The /var directory contains many empty subdirectories, as required by various Linux packages.
/bin, /lib, and /sbin These large directories are filled with enough files to allow NFS to work. Once Linux has booted enough to use NFS, the server's /bin, /lib, and /sbin directories are mounted, and these "bootstrapping directories" become inaccessible.
/dev
For simplicity, all devices are copied onto the RAM Disk. Most of the devices are not used and may be deleted, but deleting devices that are required can produce failures that are difficult to track down. If desired, devfs may be used. devfs dynamically creates potentially useful devices during bootup. If devfs is used, all devices may be deleted (but /dev must remain). Use of devfs is discouraged because devfs increases the size of the Kernel and takes longer to initialize. devfs is enabled by compiling the Kernel with the following switches turned on in file .config: CONFIG_EXPERIMENTAL=y, CONFIG_DEVFS_FS=y, CONFIG_DEVFS_MOUNT=y, and CONFIG_DEVFS_DEBUG=y. If these switches are set and devfs is not desired, devfs may be disabled by passing "devfs=nomount" at the kernel boot command line. See sections "Compile the Kernel" and "Prepare the Downloadable ZIP image" for the location of the .config file and for passing boot parameters to the Kernel.
/etc
For simplicity, all these files are copied to the RAM Disk. Many of these files are unnecessary, but since /etc is used during run-time, it is difficult to determine which files are unnecessary. I chose to use this /etc during run-time rather than mount the server's /etc via NFS because X-Windows comes up faster when it can reference more files locally.
/mnt
This tiny directory defines mount paths. It can be modified since it is on the volatile RAM Disk. The server's /mnt directory could be used via NFS, and even mounted RW rather than RO, but it is cleaner to have only one RW directory on the server at /home. My current idea is to have hardcoded mount paths under /mnt on the RAM Disk, and persistent mount paths under /home.
The RAM Disk also contains empty file /mnt_rd/fastboot. By being present, the client does not take time to check the integrity of the RAM Disk while booting. It is not necessary for the client to check the integrity of the RAM disk because the client cannot corrupt it.
Install directories and files on the RAM Disk as follows. 
Configure the RAM Disk
At this point, the bulk of the RAM Disk is ready, but some files will need to be changed in /mnt_rd/etc to make the client behave like a client rather than the server that these files were copied from. 
