Introduction
When Poisson 's equation -tũ = f is encountered on a domain with cylindrical or spherical symmetry, one can , if the data depend only on the radial coordinate, make a change of variables to reduce the problem to a one-dimensional problem , albeit at the expense of introducing a singularity in the equation . This report investigates the RitzGalerkin process for numerically solving the one-dimensional reduced problem, with the objective of deriving optimal error bounds of the type normally encountered in finite element an a l y s i s .
In pursuing this work , the motivating idcas are roughly the followi ng . Assumi ng smooth data , the solution u to Poisson ' s tquation is smooth , hence is well-approximable by piecewise polynomials. One would thus e>pect a Ritz-Galer }d n approximation to u from a j~iecewise polynomial space to be optima lly " close to u. Unfortunately, the singularity in the one-dimensional prchlom frustrates the usual analysis unless one either adds to the finite-dimensional sj ace functions which match the behavior of the Green 's function or makes estimates in a natural weightcd Sobolev norm (12] , 113 )).
There have been some recent works that have mad e progress on this question. Dupont considered hcre . In a difficult piece of a n a l y s i s they show t h a t co]location g ives, roughly speaking , the same r e s u l t s for s in g u l a r boundary value problems as for nonsingular ~~~T :~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~p roblems (for which see 16) or ( 1 4 ) ) . Their r e s u l t s gave f u r t h e r impetus to the hope that the R i tz-G a l e r k i n metho d would give the same r e su l t s for s i n g u l a r problems as for nonsingular problems .
This paper divides into three p a r t s. In section 2 we prove some r e su l t s of a purely approximation-theoretic n a t u r e concerning the convergence of some weighted projection operators. In section 3 these r e s u l t s are appl i ed to g i v e a priori error estimates in and L for the basic problem. Some of these results are extended to nonlinear problems in section 4, and some numerical exampl es are presented .
I would like to thank Car] de Boor for several very help ful convorsations in the course of this work. 
for all ~ c 5 h
is the L~-projection of u onto 5 h , and estimates of the error ~u -P B uI! I. are well-known for p = 2 and p = ~~~. Our objective is to derive a priori estimates toe M u -P~u Il L~ for B > 0 and p = 2, .
We will make the followiisj assumption on the mesh : there are constants N > 0,
Define the global mesh ratio by M t := ma x (t j+k
We can now state the main result of this section.
is bounded as a map on L ,
~~~~~~~~~~~~~~~~~~~~~~~~~~Ã s an immediate corollary, we have Corollary 2 . 2 .
(
The proof of the Corollary just uses the fact that P 8 is a projector , in addition to Theorem 2.1.
The proof of Theorem 2.1 will follow as a sequence of lemmas. The basic approach is to write down the matrix representing the map P~ with respect to the B-sp line basis and then make some careful estimates on th e matrix pioblem .
Lemma 2.3. The assumption (2.1) implies
< n , where [J denotes the y I c a t t i ntoge)-f u n c t i o n . Thus
and for n < i 4 k < n s k we have
Proof. For k + 1 < i < n , we have
by ( 2 . 2 ) .
is a polynomial 0 of order k . By the equivalence of all norms on a finite-dimensional space ,
Lemma 2.5. For 1 < i < n , there e x i s t s ~~~~ ~ L ( I) with supp f . Proof. By (4), we must construct f 1 8 so t h a t x 8 f~~8 (x) = f~~~~(x) where
10 k-fold a t t .
1
( 2 . 5 ) f = 0 at all t . e (t ., t . ) Hf .
, we note that f .
and the proof is complete . ' ' 2 ~-' B~" 2 ~~~ 2
Proof. Given a , let a := E a R . . Then , since
we have
is symm et r ic positi v e definite , this yields the upper bound in (2.7).
For the lower bound , take a = (a , ) , and a g a i n let, S : E ~. B . . By Lemma 2.5 ,
and hence
whi ch g ives the lower bound in (2.8).
Now , Demko (8) 
where C depends only on M ,y,k ,B . With (2.7), this implies the second conclusion of Theorem 2.1.
For the L 2 bound , we write the matrix problem (2.6) slightly differently. Let
). Then we have
We can estimate each of the latter two quantities. Indeed ,
Now we prove a f i n a l lemma .
Lemma 2.7. Let A be an n 1< n m a tr i x whose inverse A
2 d~~l a , .~~)
For each fixed i , we havẽ
To apply tile L e m m a , we note that
. By (2.10), (2.11) and (2.12),
which completes the proo f of Theorem 2.1.
A Ritz-Galerkin Method
Consider the model problem , where cm > 1,
Such an equation arises , with a = n -1 , when one changes variables in a rotationally symmetric Poisson ' s equation in lR 5 . Let us write (3.1) in the form
We will have need of the following a -S Poincare-typo inequality. (1) such that for all v e H~' (I), ( u,
It is easy to show that a uni que solu tion u to Problem (P) exist s and that lu ll E < 2 lIx u/'2 f W e now define the finite-dimensional problem. Let 0 = x 0 < x 1
be any p a r t i t i o n of I , and let
, and consider the following problem .
It is again easy to show a unique solution u exists and is c h a r a c t e r i z e d by h
where u is the solution to Problem (P) . norms. We w i l l j -u r s u e t h i s a little further and show how Nitsche ' s trick carries through. We need two lemmas.
Lemma 3.2. Assume the partition Cx .) satisfies x ./x . -~( j / i )~ for
Proof. Given z , we c on s t r u c t Z h i n two stages. For the f ir r t stage define a Step functio n ~(
for x~~1 < x < x ., 1 < i ~ N , and ~( 0) = C 1x 1 ) .
This makes sense because z ~ H~( I) implies z is continuous on (0 ,1)
The i n t e y r a n d z ( x ) -z(x ) is a function in H (I ) which v a n i s h e s a t x . By Lemma 3.1 , the i n t e g r a l 1: bounded by 4 ( x 
Now suppose m > 1 and
For each i in t he r a n ge of su mm a t i on we have ~( t . ) = z(x .) for some j ,
which , combined with (3.6) , f i n i s h e s the proof.
•
and d e f i n e g via g( 
where C = C( M ,y,a ,k). 
Note that the space I?) ' = {v • : V h c s~~ is exactly equal to the space --Furthermore , it is easy to see from (3.8) that z' C H~~( I ) . Thus we may apply Lemma 3 . 2
to find a function C h € ~~~1 l (and hence a Z h e ~h with z~ = C h ) such that
The relations (3.9), (3.10) and ( 3 . ] 1) yield the r e s u l t .
• The argument contained in Lemma 3.4 obviously gives an error bound of the form 
where M is the global mesh ratio defined after (2.1).
3) implies u~ = P ( u '). Thus
for all V h C S . Hence for p 2,~, Theorem 2.1 gives ilu '
arid the proof is complete.
Corollary 3.6.
Proof. The Corollary is an immediate consequence of ( 3 . 1 2 ) , (3.13) and well-known approximation properties of the spaces ( see , e . g . , 116]).
We now use an argument like that of .Lemma 3.4 to give an a priori bound on
Theorem 3.7. Under the hypotheses of Theorem 3.5 , there exists a constant 
so we have an optima l convergence rate in 1~2
The Corollary is an immediate consequence of (3.14) and Lemm a 3.6.
We now turn to the more delicate matter of obtain ing an e s t i m a t e f o r l lu
To begi n , let z C (0 , 1) and le t G ( x ) = G (x) be the Green ' s function for (3.1). so
Then for all G h e 5 h ,
e have Theorem 3.5 to bound the first factor here , so our goal is to bou nd the second fac tor . Our met hod w i l l he to construct a suitable "interpolant " of C . The 
Theorem 3.9. Let x < z < x ( 1 < 3 < N) and let G(x) = G lx) be the Green ' s 
I n p a r t i c u l a r , if the mesh is quasi-uniform (i.e., x . -x 1
In particular ,-if the mesh is quasi-
Co r o l l a r y 3 .10 follows immed ia tely from Coroll a r y 3 .6, (3.17), and Theorem 3.9.
Its content is that we have an optimal rate of convergence in L except for the case k = 2 of piecewise linear trial functions This is the same result as found in (15 1 . An example wil l be presented la ter to sh ow the h o g hI factor cannot be removed if k = 2. First we prove Theorem 3.9.
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~~~~~~ -~~~~~~~~~~~~~~~~~~~~~~~~P roof of Theorem 3.9. The proo f is somewhat len g t h y , but st r a i g h t f o r w a r d . We c o n s t r u c t a map T L 1 -~ S'~ such that Tf Cx ) depeflds on l y on the values of f in a neighborhood of x, i.e., T is local. Then we let G 1 TG. Now , G consists of two smooth pieces joined together continuously a t -.. tie-nc--th~ t reble-rn of e s ti ma t i n g G ' Cx ) -T7 (x)
can be divided into three cases , dei endin~ on ~h -' t ,her x is su f f i c i e f l t ly f a r to the l e f t of z , su f f i c i e n t l y f ar to the r i g h t of z , or in the v i c i n it y of z . The e s t i m a t e s for these cases are combi ned to y i e ld t h e r e s u l t . Thus , define which fe-I Iow~ I ceo the equal it,y (n e c (4 . C) ci )
expressing the der iv ative of the ~~ 13-s~~l i nc of order k in terms of B-u i-) m e -s c f order k -l .
We can e a s i l y c -e t i m n a t c t i e second i nt ey r l on the-righ t-hand sid e-of ( 3 . 2 1 ) .
Thus A G I < C(a ,k)h , and so
Now comes the ta sk of est i m a t i n g the other term on the right hand side of (3.21).
For fixed x and f su f f i c i en t l y smooth , we have f(s) = P(s) + R Cs ), where
It is clear from the d e f i n i t i o n Tf = ~~~( A f ) B . and r=0
the fact that A R , = 6 . that T preserves polynomials of order k , h e n c e
where ~~~ ( 5 ) is C minus its Taylor polynomial e x p a n s i o n at the point x (which exist,s for x z) - 
whic h is the re~u 1t for x suf fic ien tly far to the ri ght of z.
Fi n a l l y we r u t consid er 11cc j n t , i i n cI i it e case x f I , 3 -k m < 3 + k . W r i t e -
and thus
where i , ' R are defined as before. F i n a l l y , su ppo se 0 < z < x 1 . In this case d e f i n e
By all that has gone before ,
Combining (3.30) and (3.31) proves (3.19) i n the -case 0 < z < x 1 , and t h u s Theore m 3 . 9 is p c~v eic.
It ney be wei -t 1 n ' i l l c to not e t h a t l e t ti cj z • 0+ proves t h a t 'p (3.19) holds eve n for z = 0.
Example.
Here i s an example th c t shows the h og h i factor cannot be removed from the uj -pe-r bo und of C o r ol l a r y 3.10 if N = 2. Let x . 
we ic e N . nI-2
In particul ar ,
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og h i , and Corollary 3.10 is sharp.
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Extensions and Numer ical Re~iil tn ;
The purpose of th is section i s to extend the results of the previous s e c t i on to noiliiiegr equationu . Our re-suits w i l l not he -as complete or satisfying as those of §2 and ~3
; i n p ar t i cu l a r , we w i l l assume 1 a 2 and w i l l ict obtain I. error estimates . F i n a l l y , we w i l l show conic nu:nc ii cal r e s u l t s .
We begin w i t h a l emma wh ich will b~ useful l at e r . 
4.1) ~l
As a f i r -u t ct -j. -t o t i e o n l i n e -c r ;-ccI 1 ~c c w e 1icV~-Ot i q u t~~-1:3cc effect of lower or d er 
et us make the following assumptions . 
We al so n a t O th at for v C U ' ( I ) 
Thus if 1 a < 2 we have optimal convergence rates for -:
For (4.12) we use a Nitscho-type argument. Let z be the (u n i qu e ) soiut :ion of
for all Z h 
nd thus for sufficiently small h
here the last step used (4.11). This completes the proof .
We now turn to the nonlinear problem (4.14)
We will assume f ( x ,t) is smooth as a function of x and differentiable as a funct ion of t, with partial derivative satisfying (x,t) < K , and for some 
For simpl ic ity, let us assum e 1 ~ a < 2 and u C fl k (1) Then by Theorem 4.1,
where C is independent of h . Notice that this implies
Let us finally assume f(x ,t) is twice differentiable with respect to t , and~2 f/ )t 2 l K . This plus the prev1ous assumptions yield the main result. 
where C is independent of 0.
We a lso have-, for a l l V h C 
where c : min(c 0 ,i), as i n (4.8). Thus , by (4.21 )
Recalling Leimsa 4.1, we obtain with the help of (4.19) and (4.20),
-U h I I L 2
and the proof is complete , since k > 2 and 1 < a ~ 2.
F i n a l l y , here are some numerical results. The Ritz-Galerkin procedure was programmed and tested on the three nonlinear problems which follow . The mesh was taken -to be uniform with mesh wid th h , and 5 h was taken to be C 2 cub i c splines tables we present the error (the nutation .) 7 3 4 ( -5 ) m e a n s . 17 3 4 x 10 ) , the rate , which is defined by log ( e ( h 1 )/ e (h 2 ) ) / i o g ( h 1 /h 2 ) ) , and an e s t i m a t e of the C o n s t a n t C in the inequality b e l l .1734 ( -5 ) . 7 l6 ( -3 ) - 
c c ( -5 )
.768 (-3) 
