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We report a generic scheme to implement transmission-type quantum gates for propagating mi-
crowave photons, based on a sequence of lumped-element components on transmission lines. By
choosing three equidistant superconducting quantum interference devices (SQUIDs) as the com-
ponents on a single transmission line, we experimentally implement a magnetic-flux-tunable phase
shifter and demonstrate that it produces a broad range of phase shifts and full transmission within
the experimental uncertainty. Together with previously demonstrated beam splitters, these phase
shifters can be utilized to implement arbitrary single-qubit gates. Furthermore, we theoretically
show that replacing the SQUIDs by superconducting qubits, the phase shifter can be made strongly
nonlinear, thus introducing deterministic photon–photon interactions. These results critically com-
plement the previous demonstrations of on-demand single-photon sources and detectors, and hence
pave the way for an all-microwave quantum computer based on propagating photons.
Introduction.—Since its initial theoretical considera-
tions in the 1980s [1], quantum computing has been an
active area of research thanks to its envisioned superior
performance in certain computational problems [2, 3].
For example, detailed simulations of many-particle quan-
tum systems are out of reach of classical computers, but
ideally suit controllable quantum systems [4]. However,
the realization of a high-fidelity qubit register [5] remains
a major challenge in the implementation of a large-scale
quantum computer. Among many different proposals [6],
photonic systems constitute an interesting candidate for
the register since they exhibit weak decoherence [7] and
photons can be directly used for fast and secure commu-
nication [8].
The minimal requirements for the realization of a
path-encoded photonic quantum computer are the fol-
lowing [9]: high-fidelity on-demand photon sources and
single-photon detectors are needed for the initialization
and measurement of the quantum states, respectively. In
addition, tunable single-qubit gates are required to pro-
gram desired unitary evolutions. A convenient way to
realize arbitrary single-qubit gates is to use static beam
splitters and tunable phase shifters. Finally, one needs
to introduce nonlinearity for qubit–qubit interactions in
order to create entangling two-qubit gates. In principle,
the nonlinearity brought about from the measurements
and classical feedback is sufficient [10] but nondetermin-
istic, and hence, in practice, it requires a large overhead
in the other resources. Significant reduction of the over-
head is provided by a paradigm referred to as one-way
quantum computing [11] where a so-called cluster state
including all desired correlations is built and measured.
Even less overhead is needed if two-qubit gates are di-
rectly and deterministically imposed on the register, but
high-fidelity implementation of such gates is challenging.
Thanks to the long and successful history in the op-
tics research and industry, photons at optical wavelengths
have attracted the most attention as candidates for pho-
tonic qubits [12]. Here, on-demand single-photon sources
have reached 65% efficiencies [13, 14] and above 90%
system detection efficiency has been reported [15, 16].
Traditionally, tunable optical phase shifters have been
slow to operate [17–19], but recent electro-optical phase
shifters [20] have potential for 100-GHz operation [21].
However, since their operation principle is based on the
rather weak Pockels effect, large bias voltages or rel-
atively long electrodes are needed in order to achieve
reasonable phase shifts [22, 23], hindering the scalabil-
ity of the optical quantum computer. Furthermore, op-
tical photons interact relatively weakly with nonlinear
matter, rendering it very challenging to implement de-
terministic two-qubit gates [24], and hence adding the
above-discussed overhead related to measurement-based
gates.
Recent years have witnessed great progress in the im-
plementation of high-fidelity superconducting qubits op-
erating at microwave frequencies [5, 25–29]. These non-
linear circuit elements can be engineered to interact very
strongly [30] with single photons [31, 32], providing op-
portunities for introducing deterministic photon–photon
interactions [33]. In practice, on-demand single-photon
sources in the microwave regime have already reached
above 80% efficiencies [34–36], thus surpassing the opti-
cal sources. Qubit-based single-photon microwave de-
tectors [37–46] have recently reached a quantum effi-
ciency of 66% [47] and calorimetric detectors [48, 49] have
taken a leap towards the single-photon regime [50]. Ow-
ing to fully compatible fabrication techniques, all these
components can be conveniently integrated on the same
chip [31], thus rendering propagating microwave photons
an attractive alternative to optical photons in realizing a
photonic quantum computer.
However, no quickly tunable, compact, and high-
fidelity phase shifter for propagating microwave photons
has been demonstrated to date. A transmission line with
a current-tunable kinetic inductance can be used as a
phase shifter [51, 52], but this has a major drawback
since changing the inductance of the transmission line
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FIG. 1. (a) Generic scheme for the implementation of multi-
qubit quantum gates for propagating microwave photons.
Each gate consists of N elements, depicted by the blue boxes,
separated by the distances {dk}, where k ∈ {1, 2, ..., N − 1},
and connected to M transmission lines. In the dual-rail rep-
resentation, the basis states of the quantum register compose
of the Fock states |n1, n2, . . . , nM 〉, where (n2m, n2m−1) ∈
{(1, 0), (0, 1)} ,m ∈ {1, 2, ...,M/2}. The input port of the
gate is denoted by P1 and the output port by P2. (b,c) Cir-
cuit diagram of a phase shift gate where the elements are (b)
SQUIDs or (c) capacitively coupled superconducting qubits,
separated by distance d. The definitions of the other symbols
are given in the main text.
also changes its characteristic impedance. Hence, a tun-
able impedance-matching circuitry would be necessary
for connecting this kind of a phase shifter to the rest of
the ultralow-loss circuitry.
In this Letter, we propose a generic scheme to imple-
ment quantum gates for propagating photons based on
a sequence of components acting on transmission lines
as shown in Fig. 1(a). The properties and distances be-
tween the components are chosen to realize full trans-
mission with the desired effect on the photons. In this
framework, we focus on two concrete and useful exam-
ples: a linear and a nonlinear phase shifter. Namely,
we demonstrate a compact linear phase shifter based on
three equidistant superconducting quantum interference
devices (SQUIDs) interrupting a transmission line, see
Fig. 1(b). The SQUIDs can be tuned in situ at timescales
set by their plasma frequency which is typically of the or-
der of 10 GHz. Furthermore, we theoretically show that
a strongly nonlinear phase shifter can be implemented if
the SQUIDs are replaced by superconducting qubits ca-
pacitively coupled to the transmission line, see Fig. 1(c).
Linear phase shifter.—Let us derive an analytical ex-
pression for the transmission coefficient of the SQUID-
based phase shifter shown in Fig. 1(b) employing the
quantum network theory [53]. We model the SQUIDs
as linear LC oscillators, which is justified by the fact
that the photon current is well below the typical critical
currents of the SQUIDs. The Josephson inductances of
the SQUIDs are given by
Li =
Φ0
4piIc,i
∣∣∣cos(pi ΦiΦ0)∣∣∣ , (1)
where Φ0 is the magnetic flux quantum and Ic,i and Φi
are the critical current and the magnetic flux threading
the ith SQUID. The parallel capacitance, C, in the model
arises from the junction capacitance and possible stray
capacitances between the different sides of the SQUID.
For simplicity, we have assumed that all Josephson junc-
tions are identical and that the geometric inductance is
negligible in Eq. (1).
We tune the inductances of the SQUIDs at the left
and right ends of the chain to be equal, L1. The middle
SQUID inductance is denoted by L2. Dissipation is neg-
ligible in the short superconducting waveguides we con-
sider, and hence we do not account for it in our model.
After a straightforward calculation [54], we find that the
forward transmission coefficient of the voltage through
the SQUID chain is given by SS21(ω) = f
S(ω)/gS(ω),
where the functions fS and gS assume the forms
fS(ω) = 8Z30e
2iϕ
(
CL2ω
2 − 1) (CL1ω2 − 1)2 , (2)
and
gS(ω) =
{
4Z20
(
CL2ω
2 − 1) (CL1ω2 − 1)+ L2L1ω2
× (e2iϕ − 1)+ 2iωZ0 [CL2L1ω2 (2 + e2iϕ)
−L2 − L1
(
1 + e2iϕ
)]} [
2Z0
(
CL1ω
2 − 1)
−iL1ω
(
e2iϕ − 1)] . (3)
Here, Z0 is the characteristic impedance of the transmis-
sion line, ω is the frequency of the incoming photons,
ϕ = ωd/v is the phase shift due to a uniform transmis-
sion line of length d, and v is the speed of the wave in
the transmission line.
If we express the inductances L1 and L2 using an ar-
bitrary real variable θ as
L1 =
2Z0 sin
(
θ
2
)
ω
[
2CωZ0 sin
(
θ
2
)− cos ( θ2 + 2ϕ)+ cos ( θ2)] , (4)
L2 =
4Z0 sin
(
θ
2
)
cos
(
θ
2 + 2ϕ
)
ω {2CωZ0 [sin(θ + 2ϕ)− sin(2ϕ)] + cos(2ϕ)− 1} ,
we find that the magnitude of the transmission coeffi-
cient is indeed unity and its phase assumes the value
2ϕ + θ. Thus the SQUIDs introduce a phase shift θ
which is in-situ controllable by tuning the inductances
according to Eqs. (4). In practice, the achievable range of
phase shifts is determined by the available values for the
inductances and the employed photon frequency. How-
ever, this limitation may be overcome by using more than
three SQUIDs in the phase shifter.
Schematic illustration of our experimental sample re-
alizing the three-SQUID phase shifter is shown in Fig. 2.
The bonding pads for the center conductor of the waveg-
uide are located near the left and right edges of the chip.
The Al/AlOx/Al tunnel junctions for the SQUIDs are
evaporated simultaneously with the center conductor to
guarantee galvanic connection. Three broadband super-
conducting transmission lines provide tunable flux biases
3for each of the SQUID. To compensate for the cross-
coupling between each flux line and the distant SQUIDs,
we extract and invert the full inductance matrix [54].
This allows us to independently control each SQUID flux.
The sample is cooled down in a commercial cryostat
with a base temperature of 13 mK and measured accord-
ing to the scheme presented in Fig. 2. We measure the
transmission coefficient with a vector network analyzer
(VNA). The coaxial cables connecting the output of the
VNA (Port 1) to the sample are so heavily attenuated
that we operate in the single-photon regime. Isolators
at the output of the sample protect it from the noise of
following amplifiers.
We normalize the measured transmission coefficient by
a reference signal, for which that all three SQUIDs are
biased at an integer multiple of a flux quantum. This
reference point is chosen since the SQUID inductances
are minimized here, and hence they have a minimal ef-
fect on the transmitted signal. Namely, the critical cur-
rent of each SQUID is of the order 1 µA, resulting in
an impedance iωLk ≈ i × 7 Ω at frequencies of interest.
Hence, the estimated transmission amplitude for the cir-
cuit at the reference point is sufficiently close to unity,
|SS21| ≈ 0.98.
The normalized magnitude and the phase of the mea-
sured transmission coefficient at 6.3-GHz frequency to-
gether with the corresponding theoretical predictions [54]
are shown in Figs. 3(a–d). We observe nearly full trans-
mission over a wide range of flux values. Note however
that full transmission is obtained in the theoretical cal-
culations only along the solid line in Fig. 3(b). Thus
we show in Fig. 3(e) the normalized magnitude and the
phase of the transmission coefficient along this line. We
clearly achieve a tunable phase shift with essentially unit
transmission. The small discrepancy between the ob-
served and the theoretical phase shifts is attributed to
slight deviations from the theoretical assumption that
the critical currents of the side SQUIDs are equal.
Nonlinear phase shifter.—Let us theoretically consider
a phase shifter with three capacitively coupled supercon-
ducting qubits as shown in Fig. 1(c). We analyze the
behavior of this system employing a technique presented
in Refs. [55], [56], and [57] to calculate corresponding one-
and two-photon wavefunctions. The system is modeled
with the usual Jaynes–Cummings Hamiltonian employ-
ing the rotating-wave approximation. In addition, the
photon wavepacket is assumed to contain frequencies in
a narrow bandwidth around its central frequency, and
the qubits are assumed to be accurately described by
two-level quantum systems. With these approximations
the full Hamiltonian reads
Hˆ = HˆTL +
2∑
j=0
(
Hˆq,j + Hˆc,j
)
, (5)
where the Hamiltonians of the transmission line, HˆTL,
of jth qubit, Hˆq,j , and of the coupling between the jth
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100 μm 5 μm
1 2
20 dB20 dB
3
0
 d
B
30
 d
B
293 K700 mK
50
 m
K
13
 m
K
293 K
4 K
13
 m
K
13 mK
FIG. 2. Schematic illustration of the experimental sample and
the measurement setup. The measurement signal is guided
from the VNA Port 1 to the sample through attenuators at
four different temperatures. The output signal from the sam-
ple is amplified with two amplifiers, one inside the cryostat
and one outside, before arriving at the VNA Port 2. The
sample is protected from the amplifier noise with an isolator.
The three current sources allow us to control the flux bias
of each SQUID individually. Here, niobium is denoted with
light blue, aluminum with light green, Josephson junctions
with dark green, and the substrate with dark blue color. The
features are not to scale. We also show scanning electron mi-
croscope images of the flux bias scheme (left inset) and of the
first SQUID (right inset).
qubit and the waveguide mode, Hˆc,j , are given by
HˆTL = −iv~
∫ ∞
−∞
dx
[
aˆ†R(x)
d
dx
aˆR(x)− aˆ†L(x)
d
dx
aˆL(x)
]
,
Hˆq,j = ~Ωσˆ+j σˆ−j ,
Hˆc,j = ~
√
1
2
Γjv
[
aˆ†R(xj)σˆ
−
j + aˆR(xj)σˆ
+
j
+aˆ†L(xj)σˆ
−
j + aˆL(xj)σˆ
+
j
]
.
Above, the operators aˆL/R(x) annihilate an excitation of
the waveguide mode propagating left (L) or right (R) at
position x. The operators aˆ†L/R(x) create the correspond-
ing excitations. The jth qubit excitation is created and
annihilated by the operators σˆ+j and σˆ
−
j , respectively. We
fix the decay rate of the leftmost and rightmost qubits
to the waveguide continuum to be Γ0 = Γ2 = Γ, and for
the middle qubit Γ1 = γΓ, where the coupling ratio γ
is a dimensionless parameter. Furthermore, we assume
that all three qubits have an equal transition frequency
Ω and set the qubits to be at locations x0 = − pi2k , x1 = 0,
and x2 =
pi
2k , where k = ω/v is the wavenumber of the
photon.
The transmission coefficient for a single-photon can be
analytically solved from the Schro¨dinger equation [56]
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FIG. 3. (a–d) Normalized scattering parameter of the
SQUID-based linear phase shifter, SS21, as a function of the
flux through the side SQUIDs, Φ1, and through the mid-
dle SQUID, Φ2, at 6.3-GHz signal frequency. We show the
measured (a) magnitude and (c) phase of the scattering pa-
rameter together with the corresponding theoretical predic-
tions in panels (b) and (d), respectively. We denote the rela-
tive length along the theoretical full transmission (solid line)
by τ which vanishes at (Φ1 = 0.7,Φ2 ≈ 0.58) and is unity at
(Φ1 ≈ 0.54,Φ2 = 1) as indicated in panel (b). (e) The am-
plitude (black color) and phase (red color) of the measured
(markers) and theoretically obtained (solid lines) scattering
parameters along the full-transmission curve. The measured
values are obtained by fitting a quasilinear plane to the points
along the curve and their eight nearest neighbors. The error
bars denote the root-mean-square deviations from the fit. For
the theoretical calculations, we set the critical current of the
middle SQUID to Ic,2 = 2.2 µA, that of the left and right
SQUIDs to Ic,1 = 0.7 µA, and the SQUID capacitance to
C = 26 fF.
yielding
S q21(k) =
2δ(k)3
[iΓ + δ(k)] {2δ(k)2 − γΓ[Γ− iδ(k)]} , (6)
where δ (k) = vk − Ω is the detuning between the fre-
quencies of the photons and the qubits. In Figs. 4(a,b)
we show the absolute value and the phase of the trans-
mission coefficient S q21 as a function of the detuning δ
and the coupling ratio γ. We observe full single-photon
transmission for detuning δf = ±
√
γ/ (2− γ)Γ. The cor-
responding phase shift for a photon with the wavenum-
ber kf = [δf (γ,Γ) + Ω] /v is given by arg [S
q
21(kf)] =
(a)
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FIG. 4. (a) Magnitude and (b) phase of the single-photon
transmission coefficient for the qubit-based phase shifter as
functions of the coupling ratio and detuning. The full single-
photon transmission δf is denoted by the solid line. The (c)
magnitude and (d) phase of the transmission density for two
collimated photons, S q21(kf)S
q
21(kf) + B(kf , 0), (blue line) as
functions of the coupling ratio. The considered wavenum-
ber, kf , corresponds to full linear transmission which is shown
for reference as S q21(kf)S
q
21(kf) (red line). The difference be-
tween the nonlinear and linear phase shifts is represented by
the black line. The dashed blue line in panel (c) shows the
two-photon reflection density [54]. (e) Upper (top curve) and
lower bound (bottom curve) for the detuning guaranteeing the
single-photon transmission amplitude to be above
√
0.9 as a
function of the coupling ratio. (f) Overlap error in the two-
photon state (solid line) and the error in the nonlinear phase
shift (dashed line) as functions of the effective pulse width
xpulse. Here we have set γ ≈ 0.62 such that the nonlinear
phase shift is pi/4 for collimated photons.
± arctan
[√
2γ − γ2/ (1− γ)
]
. Note that at full trans-
mission, δf is real-valued only if the coupling ratio obeys
0 ≤ γ < 2.
In the two-photon case, it is convenient to treat the
qubits as bosonic sites by replacing the qubit operators,
σˆ+j and σˆ
−
j , with bosonic ladder operators, dˆ
†
j and dˆj ,
respectively. Multiple excitations of the sites are pre-
vented by introducing an interaction potential [58] Vˆj =
U
2 dˆ
†
j dˆj
(
dˆ†j dˆj − 1
)
for each qubit to the Hamiltonian. The
modified Hamiltonian is equivalent to the original one in
the limit of infinite interaction strength U , which we ap-
ply at the end of our calculation. The two-photon eigen-
5states of the noninteracting Hamiltonian, i.e., Eq. (5)
with qubits treated as bosonic sites, are direct products
of the single-photon states. Utilizing the Lippmann–
Schwinger formalism [55, 56], we study how the product
state is modified by the interaction potential. We find the
transmission density for the two-photon scattered state
to be [54] S q21(k)S
q
21(k)+B(k, xp2−xp1), where xpi is the
position of the i:th photon, and B(k, xp2−xp1) is a non-
linear correction to the transmission density. Here, the
correction term arises from the effective photon–photon
interactions mediated by the qubits: the transmission
density for the noninteracting two-photon state is sim-
ply S q21(k)S
q
21(k). Note that for interacting photons, the
relative amplitude of the transmitted part of the wave-
function cannot be directly interpreted as a transmission
coefficient, since the amplitude depends on the spatial
separation of the photons. Thus we study the transmis-
sion density along the coordinate xp2 − xp1 which may
locally exceed unity.
Let us focus on the ideal case of collimated photons,
i.e., xp1 = xp2. In Fig. 4(d), we show the effect of the
nonlinear correction to the phase of the scattered two-
photon state. We observe that the phase shift is indeed
nonlinear, and at γ ≈ 0.21 we obtain the maximum non-
linearity of approximately 3pi/10 radians. The so-called
reflection density [54] is finite for all 0 ≤ γ < 2. As γ
approaches value 2, the reflection density vanishes along
with the nonlinearity as shown in Figs. 4(c,d).
In Fig. 4(e), we observe that the single-photon trans-
mission |S q21(k)| is above 90% for a very wide range of
detunings and coupling ratios. Another source of error is
the dependence of the two-photon output state |2〉out on
the spatial separation of the photons. We quantify the
resulting overlap error as
Eo =1− 1
A
∣∣∣out〈2|2〉idealout ∣∣∣ , (7)
where |2〉idealout is the ideal output state, the normalization
coefficient is given by A =
√
ideal
out 〈2|2〉idealout out 〈2|2〉out,
and the integrations are carried out over an effective
pulse width xpulse. Similarly, we quantify the error in
the nonlinear phase shift, Ep, due to finite pulse width
as deviation of the spatially correlated phase shift from
that of collimated photons averaged over the pulse width
[54]. The errors are shown in Fig. 4(f) as functions of
the spatial width of the photon pulses at the input of
the phase shifter. The overlap between the actual and
the ideal output states is the greatest for narrow pulses,
hence yielding the smallest error. Even though the pulse
width is much greater than the wavelength, we may still
obtain small error since the coupling strength between
the side qubits and the waveguide, Γ, is much smaller
than the frequency of the radiation. The error in the
nonlinear phase shift increases with the pulse width as
expected since the nonlinearity diminishes as the photon
separation is increased.
Discussion.—In summary, we proposed two different
designs of the quantum phase gate for propagating mi-
crowave photons. We theoretically showed that both ex-
hibit full single-photon transmission with a tunable phase
shift, a property that we experimentally demonstrated
for the SQUID-based phase shifter. Furthermore, we
showed that the qubit-based shifter is nonlinear. Non-
linearity allows for the realization of the controlled-NOT
gate [54], which together with single-qubit gates, ob-
tained using already implemented nontunable beam split-
ters and tunable linear phase shifters, can be used to
implement arbitrary many-qubit gates [59].
Implementation of a many-qubit quantum processor
based on propagating microwave photons remains an at-
tractive challenge in the field of quantum technology. On
the short term, implementation of arbitrary tunable sin-
gle qubit-gates and integrated circuits including sources
and detectors on the same chip seems plausible. Exten-
sion of the three-SQUID design, used here as a tunable
phase shifter, to five or seven SQUIDs may allow in the
future an even broader range of phase shifts.
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