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Abstract
We study the distributed computing of the truncated singular value decomposition
(SVD). We develop an algorithm that we call LocalPower for improving the
communication efficiency. Specifically, we uniformly partition the dataset among
m nodes and alternate between multiple (precisely p) local power iterations and
one global aggregation. We theoretically show that under certain assumptions,
LocalPower lowers the required number of communications by a factor of p to
reach a certain accuracy. We also show that the strategy of periodically decaying
p helps improve the performance of LocalPower. We conduct experiments to
demonstrate the effectiveness of LocalPower.
1 Introduction
In this paper we consider the truncated singular value decomposition (SVD) which has broad
applications in machine learning, such as dimension reduction [34], matrix completion [6], and
information retrieval [8]. Given a matrix A ∈ Rn×d, we seek to compute the top k (k < min{d, n})
singular vectors of A (denoted Vk ∈ Rd×k). The power method, and its variants such as Krylov
subspace methods, are standard approaches to the truncated SVD. They haveO(nd) space complexity
and O(ndk) per-iteration time complexity. They take O˜(log d ) iterations to converge to  precision,
where O˜ hides the spectral gap and constants [15, 24].
When both n and d are big, the data matrix A ∈ Rn×d may not fit in the memory. Thus, the standard
single-machine algorithms can be infeasible. Parallel power method is a feasible and practical
approach to large-scale truncated SVD. We can partition the rows of A among m worker nodes (see
Figure 1(a)) and let the nodes jointly perform the computation (see Figure 1(b)). In every iteration,
every node performs O(ndkm ) computation (suppose the load is balanced), and the server performs
merely O(dk2) computation. In every iteration, two rounds of communications are required, and
the total word complexity can be O(dkm) or O(dk logm), depending on the computer network
structure.
When solving large-scale matrix computation problems, communication costs are not negligible; in
fact, communication costs can outweigh computation costs. The large-scale experiments in [14, 33]
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Figure 1: (a) The n× d data matrix A is partitioned among m worker nodes. (b) In every iteration of
the distributed power iteration, there are two rounds of communications. Most of the computations
are performed by the worker nodes.
showed that the runtime caused by communication and straggler’s effect1 can exceed the computation
time. Due to the communication costs and other overheads, parallel computing can even demonstrate
anti-scaling; that is, when m is big, the overall wall-clock runtime increases with m. Reducing the
number of communications and communication complexity will greatly help make parallel matrix
computation scalable.
1.1 Our Contributions
Inspired by the federated averaging (FedAvg) algorithm [21], we propose an algorithm called
LocalPower for improving communication-efficiency. LocalPower is based on the parallel power
method described in Figure 1. The difference is that LocalPower lets every worker node locally
perform power method using its own data for p iterations. In the case of p = 1, LocalPower is the
same to parallel power method. When p ≥ 2, local updates are involved in and thus less communica-
tion frequencies are required. The tuning parameter p trades off computation and communication.
LocalPower improves communication-efficiency because it performs several power iterations locally
before making a communication, which is the same reason why FedAvg saves communication.
In addition, we theoretically show that LocalPower converges faster (in terms of communication)
than the parallel power method. Specifically, LocalPower can save communication by a factor of p
in order to achieve an -accuracy. To guarantee convergence, our theory requires Mi = 1siA
>
i Ai to
be a good approximation of M = 1nA
>A (Assumption 1). We use η to bound their discrepancy and
assume η is as small as .
If A is partitioned uniformly at random and all the local datasets are sufficiently large, then a small η
can be guaranteed. We empirically observe an error-runtime trade-off: large p often leads to a quick
initial drop of loss functions but a higher error. Similar phenomena have been observed in distributed
empirical risk minimization [30, 19]. To improve the efficiency of LocalPower, we propose to
gradually decay p. This strategy does not only speedup convergence but also lowers the final error.
The effectiveness of the strategy can be explained by our theory.
The remainder of this paper is organized as follows. In Section 2, we discuss related work on SVD and
parallel algorithms. In Section 3, we define notations and give preliminary background on distributed
power method. In Section 4, we propose LocalPower and the decaying strategy. In Section 6, we
provide theoretical analysis of LocalPower. In Section 5, we conduct experiments to illustrate the
effectiveness of LocalPower and to validate our theoretical results.
1Straggler’s effect means that every worker node waits for the slowest to complete.
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2 Related Work
Truncated SVD or principal component analysis (PCA) is one of the most important and popular
techniques in data analysis and machine learning. A multitude of researches focus on iterative
algorithms such as power iterations or its variants [15, 24]. These deterministic algorithms inevitably
depends on the spectral gap, which can be quite large in large scale problems. Another branch of
algorithm seek alternatives in stochastic and incremental algorithms [23, 3, 25, 26, 7]. Some work
could achieve eigengap-free convergence rate and low-iteration-complexity [22, 26, 1].
Large-scale problems necessitate cooperation among multiple worker nodes to overcome the obstacles
of data storage and heavy computation. One feasible approach is divide-and-conquer algorithm which
performs a one-shot averaging of the individual top-k eigenvectors (or subspace) returned by worker
nodes [12, 9, 5]. The divide-and-conquer algorithms have only one round of communication. To reach
a certain accuracy, it needs a large samples size. Bhaskara & Wijewardena [5] analyzed a variant
of distributed averaging approach, which has a better sample complexity and eigenvalue-dependent
bound.
Another line of results for distributed eigenspace estimation uses iterative algorithms that perform
multiple communication rounds. They require much smaller sample size and can often achieve better
accuracy. Some works make use of shift-and-invert power iterations (S&I) for PCA [10, 11, 1]. S&I
methods turn the problem of computing the leading eigenvector to that of approximately solving
a small system of linear equations. This, in turn, could be solved by arbitrary convex solvers, and,
therefore, can be extended in distributed settings naturally. Garber et al. [12] coupled S&I methods
with a distributed first-order convex solver, giving guarantees in terms of communication costs.
Recently, the technique of local updates emerges as a simple but powerful tool in distributed empirical
risk minimization [21, 38, 27, 31, 37, 18, 19, 17]. Distributed algorithms with local updates typically
alternate between local computation and periodical communication. Therefore, local updates allow
less frequent communication but incur more computation due to the inevitably accumulated residual
errors.
This paper uses local updates for the distributed power method. However, our analysis is totally
different from the local SGD algorithms [38, 27, 31, 37, 18, 19, 17]. A main challenge in analyzing
LocalPower is that the local SGD algorithms for empirical risk minimization often involve an
explicit form of (stochastic) gradients. For SVD or PCA, the gradient cannot be explicitly expressed,
so the existing techniques cannot be applied. Instead, we borrowed tools from the noisy power
method [16, 4] and carefully analyze the residual errors.
3 Preliminary
Notation. For any A ∈ Rn×d, we use ‖A‖ and ‖A‖F to denote its spectral norm and Frobenius
norm, respectively. Let A† ∈ Rd×n denote the Moore-Penrose pseudo-inverse of A. Let U ∈
Rn×d be the column orthonormal bases of A. The row coherence of A is defined by µ(A) =
n
d maxj ‖uj‖22 ∈ [1, nd ]. For any positive integer T , let [T ] be the set {1, 2, · · · , T}.
Principle angles. Given two orthonormal matrices U and U˜ ∈ Rd×k which are both full rank with
1 ≤ k ≤ d, we define the i-th priciple angle (1 ≤ i ≤ k) between U and U˜ in a recursive manner:
θi(U, U˜) = min
{
arccos
(
x>y
‖x‖‖y‖
)
:
x ∈ R(U),y ∈ R(U˜),x ⊥ xj ,y ⊥ yj ,∀j < i
}
whereR(U) denotes by the space spanned by all columns of U. In this definition, we require that
0 ≤ θ1 ≤ · · · ≤ θk ≤ pi2 and that {x1, · · · ,xk} and {y1, · · · ,yk} are the associated principal
vectors. Principle angles can be used to quantify the similarity between two given subspaces.
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Table 1: Commonly used symbols.
Notation Definition
n number or rows
d number of columns
m number of partitions
k target rank of truncated SVD
p number of local iterations
si number of rows in i-th node
pi =
si
n fraction of rows in i-th node
Projection distance. Let U, U˜ ∈ Rd×k (1 ≤ k ≤ d) have orthonormal columns. Define the
projection distance2 between two subspaces by
dist(U, U˜) = ‖UU> − U˜U˜>‖.
This metric has several equivalent expressions:
dist(U, U˜) = ‖U>U˜⊥‖ = ‖U˜>U⊥‖ = sin θk(U, U˜).
Problem formulation. Let A ∈ Rn×d be the data matrix. Let M = 1nA>A ∈ Rd×d. Our task is
to compute the top k (k < d, n) right singular vector of A, which is also the top k eigenvector of M
(denoted Vk ∈ Rd×k). The problem can be formulated as
max
V∈Rd×k,V>V=Ik
‖MV‖2F . (1)
Power method. The top k right singular vectors of A can be obtained by the block power method
which repeats
Y ←− A>AZ and Z ←− orth(Y). (2)
In every power iteration, computing Y has O(ndk) time complexity, and orthogonalizing Y has
O(dk2) time complexity. It is well known that the angle between the spaces spanned by Z and Vk
converges to zero [2, 24].
Data parallelism. This paper studies distributed algorithms for SVD. We consider data parallelism
and partition the data (rows of A) among m worker nodes. See Figure 1(a) for the illustration. We
partitionA asA = [A>1 , · · · ,A>m]> whereAi ∈ Rsi×d contains si rows ofA. LetM = 1nA>A ∈
Rd×d be the global correlation matrix. Let Mi = 1siA
>
i Ai ∈ Rd×d be the local correlation matrix
on the i-th node. It follows that
M =
1
n
A>A =
m∑
i=1
1
n
A>i Ai =
m∑
i=1
si
n
Mi =
m∑
i=1
piMi,
where pi = sin the fraction of data points stored in i-th worker node. The intermediate variable, Y, in
eqn. (2) can be thereby written as
Y =
m∑
i=1
piMiZ ∈ Rd×k,
which allows for distributed computing.
Distributed power method. Using m worker nodes and data parallelism, one power iteration
works in four steps. First, the server broadcasts Z to the workers, which has O(dk) or O(dkm)
communication complexity (depending on the network structure). Second, every worker (say, the
i-th) locally computes
Yi = MiZ ∈ Rd×k, (3)
2Unlike the spectral norm or the Frobenius norm, the projection norm will not fall short of accounting for
global orthonormal transformation. Check [36] to find more information about distance between two spaces.
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which has O(d2k) or O(sidk) time complexity. Third, the server aggregates Yi, for all i ∈ [m],
to obtain Y =
∑m
i=1 piYi; this step has O(dk) or O(dkm) communication complexity. Last, the
server locally orthogonalizes Y to obtain Z = orth(Y), which has merely O(dk2) time complexity.
The algorithm is described in Figure 1(b). The following lemma is a well known result [2, 24].
Lemma 1. To obtain an orthonormal matrix Z satisfying dist(Z,Uk) ≤ , with high probability, the
communication needed by the distributed power method is
Ω
(
σk
σk − σk+1 log
(
d

))
, (4)
where σk is the k-th largest eigenvalue of M.
4 The LocalPower Method
Algorithm 1 Distributed local power method (LocalPower)
1: Input: distributed dataset {Ai}mi=1, target rank k, iteration rank r ≥ k, number of iterations T .
2: Initialization: orthonormal Z(i)0 = Z0 ∈ Rd×r by QR decomposition on a random Gaussian
matrix.
3: for t = 1 to T do
4: The i-th worker independently performs Y(i)t = MiZ
(i)
t−1 for all i ∈ [m], where Mi =
1
si
A>i Ai;
5: if t ∈ I then
6: The server performs aggregation: Yt =
∑m
i=1 piY
(i)
t ;
7: Broadcast Yt to the worker machines and let Y
(i)
t = Yt for all i ∈ [m];
8: end if
9: The i-th worker independently performs orthogonalization: Zt = orth(Yt), for all i ∈ [m];
10: end for
11: Output: approximated eigen-space Z(i)T ∈ Rd×r with orthonormal columns.
We propose a new algorithm for improving the communication efficiency of the distributed power
method. We refer to our algorithm as LocalPower due to its similarity with the LocalSGD algorithm
[27]. The basic idea of LocalPower is to trade more local computations for less communications.
More specifically, every worker runs eqn. (3) multiple times locally between two communications.
Let T be the number of local computations performed by every worker. Let IT , a subset of [T ],
index the iterations that perform communications. If IT = [T ], synchronization happens at every
iteration, and LocalPower is identical to the distributed power method in Figure 1. If IT = {T},
synchronization happens only at the end, and LocalPower is similar to the one-shot divide-and-
conquer SVD [9, 20]. The cardinality |IT | is the total number of synchronizations. An important
example that we will focus on latter is IpT , which is defined by
IpT = {t ∈ [T ] : t mod p = 0}. (5)
Here p is a positive integer. LocalPower with IpT only performs communications every p iterations.
The algorithm is described in Algorithm 1. In a total of T iterations, the i-th worker has O(sidkT )
time complexity, the server has O(dk2|I|) time complexity, and totally |I| aggregations and broad-
casts are performed. Besides, LocalPower is much communication efficient than the distributed
power method. In particular, we have the following theorem.
Theorem 1 (Informal). Assume that each Mi is a good approximation to M, namely ‖Mi −M‖ ≤
η‖M‖ and η = O(). To obtain an orthonormal matrix Z such that dist(Z,Uk) ≤ , with high
probability, when T is greater than eqn. (4), the communication needed by LocalPower with IT is
|IT |.
Furthermore, if we set IT = IpT , the resulting communication complexity is
Θ
(
1
p
σk
σk − σk+1 log
(
d

))
,
where σk is the k-th largest eigenvalue of M.
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Table 2: A summary of used data sets.
Data set n d
MNIST 60,000 780
Covtype 581,012 54
YearPredictionMSD 463,715 90
A9a 32561 123
Ijcnn1 49990 22
Acoustic 78823 50
Theorem 1 shows that as long as T is sufficiently large, the needed communication is only |IT |, which
could be much smaller than T . However, the precondition is that each Mi is a good approximation
to M such that η = O(). The reason for the assumption of good approximation is to make sure
the residual error incurred by multiple local iterations is negligible. The residual error is inevitably
incurred in the previous literature of empirical risk minimization that uses local updates to improve
communication efficiency [27, 31, 37, 18, 19]. However, this good-approximation assumption may
not be well satisfied in practice. Fortunately, we have two ways to alleviate the constraint.
Increase local data size. Intuitively, if si is sufficiently large, then Mi = 1siA
>
i Ai will be very
similar to M = 1nA
>A. Actually, this is true if we construct each Ai by sampling uniformly from
the overall dataA. Therefore, to meet the good-approximation assumption, we can increase local data
size. If the total number of rows n is fixed in advance, increasing each si is equivalent to decreasing
the number of worker nodes m.
Decay p gradually. We observe that when we use IpT with p = 1, no local power iterations
are involved and interestingly we do not require the good-approximation assumption in Lemma 1.
Therefore, we are inspired to reduce p by one gradually until p = 1. In particular, we set
Ip,decayT =
{
t ∈ [T ] : t =
l∑
i=0
max(p− i, 1), l ≥ 0
}
, (6)
We find that the decaying strategy empirically performs well.
5 Experiments
We conduct experiments to demonstrate the communication efficiency of LocalPower.
Setting. We use six datasets from the LIBSVM website and summarize them in Table 2. The
data are randomly shuffled and partitioned among m nodes. We compare the communication
efficiency of LocalPower and the baseline parallel power method (i.e., the case when p = 1).
We also study the effect of the settings of m, p, and the decay strategy. Throughout, we use IpT
or Ip,decayT . All the experiments use the same initialization Z0 ∈ Rd×r (for any r > k) which
contains a set of randomly generated orthonormal bases. We fix the target rank to k = 5. We
plot dist(Zt,Uk) = ‖(1− ZtZ>t )Uk‖ = sin θk(Zt,Uk) against the number of communications to
evaluate communication efficiency.
The effect of local power iterations. In Figure 2, we plot the error sin θk(Zt,Uk) against commu-
nications under different settings of p. In all the experiments, LocalPower is more communication-
efficient than the baseline (p = 1) in the first 20 rounds. We observe that large p leads to a fast
convergence in the beginning but a nonvanishing error at the end. Using p ≥ 2, the error does not
converge to zero. In machine learning applications such principal component analysis and latent
semantic analysis [8], high-precision solutions are unnecessary. In such applications, LocalPower
can solve large-scale truncated SVD using a small number of communications.
The effect of local sample size. Since the n data samples are partitioned amongm nodes uniformly
at random, every node holds s = nm samples. Figure 3 shows that small m, equivalently, big s, is
good for LocalPower. If s is large, the local correlation matrices M1, · · · ,Mm well approximate
the global correlation matrices M, and the residuals accumulated by the local iterations are small.
This can be explained by our theories.
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Figure 2: The effect of p. Since the size of data sets is different, we fix m = 20 in the experiments of
a9a, ijcnn1 and acoustic. In other experiments, we fix m = 200.
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Figure 3: The effect of m. In all experiments, we fix p = 16.
The decay strategy. We observe in Figure 2, that larger p fastens convergence but enlarges the final
error. By contrast, p = 1 has lowest error floor but also lowest convergence rate. Similar phenomena
have been previously observed in distributed empirical risk minimization [30, 19]. To allow for
both fast convergence in the beginning and vanishing error at the end, we propose to decay p with
iterations. We decay p in every iteration and show the results in Figure 4. Figure 4(a) and Figure 4(b)
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Figure 4: Decay p gradually. In all experiments, we fix p = 8 and m = 20.
show that when the error floor is high, the shrinkage of p is useful. Otherwise, early decaying of p
slows down the convergence (Figure 4(c)).
6 Theories
This section presents a formal convergence analysis of LocalPower and theoretical explanations for
the experiment results.
6.1 Theoretical guarantee
Since the data are partitioned uniformly at random, the local correlation matrix Mi = 1siA
>
i Ai is
a good approximation to the global correlation matrix M = 1nA
>A. In the following, we assume
Mi is close to M, for all i ∈ [m]. In practice, if Mi is far from M, the local updates can result in
divergence.
Assumption 1 (Good approximation). For all i ∈ [m], we assume
‖M−Mi‖ ≤ η‖M‖, (7)
where M = 1nA
>A and Mi = 1siA
>
i Ai with Ai ∈ Rsi×d the i-th partition.
In Assumption 1, we use η to quantize the difference between each Mi and M. When η = 0, then
Mi = M, which means each worker node has access to the whole dataset. When η > 0, each Mi
begins to differ from M, so each local dataset Ai begins to differ from the whole dataset A.
Different choice of IT will lead to different algorithms and then different communication efficiency.
So it is almost impossible that the convergence is free of IT . Actually, from our theory, different IT
effect the convergence of LocalPower through the gap of IT .
Definition 1 (The Gap of IT ). For a given set IT = {i1, · · · , it} that contains t integers with
il−1 ≤ il ≤ T for l ∈ [t], the gap of IT is defined as
gap(IT ) = max
l∈[t+1]
(il − il−1),where i0 = 0 and it+1 = T.
Theorem 2 (Convergence for LocalPower). Let k ≤ r and IT ⊂ [T ] be the set of synchronization
steps. Let Uk ∈ Rd×k be the top k eigenvectors of the positive semi-definite matrix M and
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σ1 ≥ · · · ≥ σd > 0 denote the eigenvalues. Let Assumption 1 hold with
η = O
(
1
∆−1
1
kκ∆
σk−σk+1
σ1
min
(√
r−√k−1
τ
√
d
, 
))
, (8)
where τ > 0 is some constant, κ = ‖M‖‖M†‖ is the condition number of M, and ∆ = gap(IT ).
Then for  ≤ 12 , when
T = Ω
(
σk
σk − σk+1 log
(
τd

))
after |IT | rounds of communication, with probability at least 1− τ−Ω(r+1−k) − e−Ω(d), we have
sin θk(ZT ,Uk) = ‖
(
Id − ZTZ>T
)
Uk‖ ≤ .
6.2 Discussion
The bound on η. Assumption 1 is a commonly seen guarantee for matrix approximation problems.
It tries to make sure that each local data set Ai is a typical representative of the whole dataset A.
Prior work [13, 35, 32] showed that uniform sampling and the partition size in Lemma 2 suffice
for that Mi well approximates M. The proof is based on matrix Bernstein [29]. Therefore, under
uniform sampling, smallness of η means sufficiently large local dataset size (or equivalently a small
number of worker nodes).
Lemma 2 (Uniform sampling.). Let η, δ ∈ (0, 1) be any fixed parameters. Assume the rows of Ai
are sampled from the rows of A uniformly at random. Assume the partitions are sufficiently big, that
is, for all i = 1 to m,
si ≥ 3µρη2 log
(
ρm
δ
)
where ρ is the rank of A and µ is the row coherence of A. Then with probability greater than 1− δ,
Assumption 1 holds.
Computation and communication. Theorem 2 shows LocalPower takes T =
Θ
(
σk
σk−σk+1 log
(
τd

))
local updates to converge, which is the same to the distributed power method.
The advantage of LocalPower is less communications. For example, with IT = IpT , LocalPower
makes only
|IT | = Θ
(
1
p
σk
σk − σk+1 log
(
τd

))
communications. LocalPower can save communications by a factor of p.
The effect of gap(IT ). As we discussed in Section 4, the choice of IT determines the way
LocalPower communicates. This impact comes through ∆ = gap(IT ). When ∆ = 1, LocalPower
is reduced to the distributed power method. As a result, the right hand side of eqn. (8) is infinity and
then no requirement is made for η, just as what Lemma 1 shows. Unfortunately, when ∆ ≥ 2, η
has to be exponentially small in ∆ to guarantee convergence. This is mainly because local power
iterations will magnify the discrepancy between datasets in an exponential manner and thus degrade
precision. In particular, we have the following corollary.
Corollary 1. Under the same setting of Theorem 2, for sufficiently large T and sufficient small η,
with high probability, we have
sin θk(ZT ,Uk) ≤ O
(
(∆− 1)κ∆η) .
Here we hide constants and σk, k, d in the big-O notation.
Corollary 1 depicts the positive relationship between η and the final error when η is small enough. If
LocalPower performs ∆ = p local updates between two synchronizations, the error at the end will
increase with p, which is corroborated by Figure 2. If we use more worker nodes, that is, setting m
big, the approximation error η is bigger (as shown by Lemma 2), and thus the final error is big as
well; this matches Figure 3. Therefore, to save communication by a factor of p, one should ensure
the data discrepancy is pκp times smaller. As aforementioned, a practical way to deal with it is to (i)
increase local data size or (ii) gradually decay p; both ways work in our experiments.
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Dependence on σk − σk+1. Our result depends on σk − σk+1 even when r > k where r is the
number of columns used in subspace iteration. This is mainly because we borrow tools from Hardt &
Price [16] to prove our theory. In the analysis of Hardt & Price [16], the required iteration depends
on the consecutive eigengap σk − σk+1 even when r > k where r is the number of columns used in
subspace iteration. Note that σk − σk+1 can be unimaginably small in practical large-scale problems.
Balcan et al. [4] improved the result to a slightly milder dependency on σk − σq+1 by proposing a
novel characterization measuring the discrepancy between the running rank-r subspace Zt and target
top-k eigenspace Uk, where q is any intermediate integer between k and r. If we borrow the idea
from the improved analysis of Balcan et al. [4], we can refine the result. In that case, the needed
computation rounds will depend on σk − σq+1 as a result. All the above discussion can be easily
parallel.
Theorem 3. Under the same setting of Theorem 2, let k ≤ q ≤ r and Assumption 1 hold with
η = O
(
1
∆−1
1
kκ∆
σk−σq+1
σ1
min
(√
r−√q−1
τ
√
d
, 
))
.
If we borrow the refined analysis in Balcan et al. [4], for sufficient small accuracy
 = O
(
σq
σk
·min
{
1
log(σk/σq)
,
1
log(τd)
})
,
when
T = Ω
(
σk
σk − σq+1 log
(
τd

))
after |IT | rounds of communication, with probability at least 1− τ−Ω(r+1−k) − e−Ω(d), we have
sin θk(ZT ,Uk) = ‖
(
Id − ZTZ>T
)
Uk‖ ≤ .
7 Conclusion
We have developed a communication-efficient distributed algorithm that we call LocalPower to
solve the truncated singular value decomposition (SVD). Every worker machine performs multiple
(say p) local power iterations between two consecutive iterations. The standard distributed power
method is equivalent to LocalPower with p = 1. In comparison with the distributed power method,
LocalPower is almost p times more communication efficient in the first few iterations but results
in a nonvanishing error at the end. We have theoretically proved (under certain assumptions) and
empirically demonstrated that LocalPower converges to a low-precision solution very efficiently.
We have proposed to decay p so that the error drops very rapidly in the beginning and converges to
zero in the end. The decay strategy has been demonstrated effective in our experiments.
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Appendix
A Proof of Theorem 2
A.1 Angles between two equidimensional subspaces
In this section, we introduce additional definitions and lemmas on metrics between two subspaces.
Principle angles. Given two orthonormal matrix U, U˜ ∈ Rd×k which are both full rank with
1 ≤ k ≤ d, we define the i-th (1 ≤ i ≤ k) between U and U˜ in a recursive manner:
θi(U, U˜) = min
{
arccos
(
x>y
‖x‖‖y‖
)
: x ∈ R(U),y ∈ R(U˜),x ⊥ xj ,y ⊥ yj ,∀j < i
}
(9)
whereR(U) denotes by the space spanned by all columns of U. In this definition, we require that
0 ≤ θ1 ≤ · · · ≤ θk ≤ pi2 and that {x1, · · · ,xk} and {y1, · · · ,yk} are the associated principal
vectors. Principle angles can be used to quantify the similarity between two given subspaces.
We have following facts about the k-th principle angle between U and U˜:
Fact 1. Let U⊥ denote by the complement subspace of U (so that [U,U⊥] ∈ Rd×d forms an
orthonormal basis of Rd) and so dose U˜⊥,
1. sin θk(U, U˜) = ‖U>U˜⊥‖ = ‖U˜>U⊥‖;
2. tan θk(U, U˜) = ‖
[
(U⊥)>U˜
]
(U>U˜)†‖ where † denotes by the Moore–Penrose inverse.
3. For any reversible matrix R ∈ Rk×k, tan θk(U, U˜) = tan θk(U, U˜R).
Projection distance. Define the projection distance3 between two subspaces by
dist(U, U˜) = ‖UU> − U˜U˜>‖. (10)
This metric has several equivalent expressions:
dist(U, U˜) = ‖U>U˜⊥‖ = ‖U˜>U⊥‖ = sin θk(U, U˜).
A.2 Technical lemmas
During the phase of local updates, local parameters {Z(i)t }mi=1 can be quite different due to discrepancy
between locally-preserved data. To handle this issue, we define a virtual sequences. The sequence
is given by the weighted aggregation of local parameters, i.e., Zt =
∑m
i=1 piZ
(i)
t , which is not
necessarily an orthonormal matrix.
Lemma 3 shows that we can express Zt in terms of Zt−1. The resulting expression is similar to the
iterates of the noisy power method proposed in [16], which motivates us to apply their technique
to prove the convergence of LocalPower. Lemma 3 holds for any invertible Rt ∈ Rr×r. But, to
guarantee convergence, we should carefully determine the expression of Rt. Latter (in Lemma 6) we
will give a particular expression of Rt, which plays a crucial role in helping us to bound the noise
term Gt.
Lemma 3 (Recurrence). For any invertible Rt ∈ Rr×r, we have
Zt =
(
MZt−1 +Gt
)
R−1t (11)
where M = 1nA
>A ∈ Rd×d and
Gt = Ht +Wt (12)
with Ht =
∑m
i=1 piH
(i)
t and Wt =
∑m
i=1 piW
(i)
t . Here for i ∈ [m],
H
(i)
t = (Mi −M)Z(i)t−1 and W(i)t = MiZ(i)t−1
(
R
(i)
t
)−1 [
Rt −R(i)t
]
. (13)
3Unlike the spectral norm or the Frobenius norm, the projection norm will not fall short of accounting for
global orthonormal transformation. Check [36] to find more information about distance between two spaces.
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Proof. First note that
Zt =
m∑
i=1
piZ
(i)
t =
m∑
i=1
piY
(i)
t
(
R
(i)
t
)−1 (a)
=
m∑
i=1
piMiZ
(i)
t−1
(
R
(i)
t
)−1
where (a) holds no matter whether t ∈ IT or not. This follows that if t /∈ IT , then Y(i)t = MiZ(i)t−1
from line 6 in Algorithm 1; otherwise we have Y(i)t =
∑m
l=1 plMlZ
(l)
t−1 as a result of line 7-10 in
Algorithm 1. In the latter case, Y(i)t as well as R
(i)
t is the same among all i ∈ [m] and thus (a) still
holds. From this argument, it reveals that the effect of line 7-10 in Algorithm 1 is to periodically
synchronize each R(i)t .
Based on the last equation, for any invertible Rt, we have
Zt =
m∑
i=1
piMiZ
(i)
t−1R
−1
t +
m∑
i=1
piMiZ
(i)
t−1
[(
R
(i)
t
)−1
−R−1t
]
(a)
=
m∑
i=1
pi
(
MZ
(i)
t−1 +H
(i)
t
)
R−1t +
m∑
i=1
piMiZ
(i)
t−1
(
R
(i)
t
)−1 [
Rt −R(i)t
]
R−1t
(b)
=
(
AZt−1 +Ht +Wt
)
R−1t
where (a) results from the definition eqn. (13) and (b) simplifies the equation via defining Ht =∑m
i=1 piH
(i)
t and Wt =
∑m
i=1 piW
(i)
t . We complete the proof by setting Gt = Ht + Wt for
short.
Lemma 4 (Error propagation). Let Uk ∈ Rd×k be the top-k eigenvectors of a positive semi-definite
matrix M. For t ≥ 1, assume Gt ∈ Rd×r satisfy
4‖U>kGt‖ ≤ (σk − σk+1) cos θk
(
Uk,Zt−1
)
and 4‖Gt‖ ≤ (σk − σk+1) (14)
for some  < 1. Then
tan θk
(
Uk,Zt
) ≤ max(,max(,(σk+1
σk
)1/4)
tan θk
(
Uk,Zt−1
))
.
Proof. By the fact 1, we have tan θk
(
Uk,Zt
)
= tan θk
(
Uk,ZtRt
)
= tan θk
(
Uk,MZt−1 +Gt
)
Then the conclusion follows from Lemma 2.2 in [16].
Lemma 5. Let A ∈ Rd×k with d ≥ k be any matrix with full rank. Denote by its QR factorization
as A = QR where Q is an orthgonal metrix. Let E be some perturbation matrix and A+E = Q˜R˜
the resulting QR factorization of A+E. When ‖E‖‖A†‖ < 1, A+E is of full rank. What’s more,
it follows that
‖Q˜−Q‖ ≤ ‖Q˜−Q‖F ≤
√
2k
κ ‖E‖2‖A‖2
1− κ ‖E‖2‖A‖2
where κ = ‖A‖‖A†‖ is the condition number of A.
Proof. See Theorem 5.1 in [28].
Lemma 6 (Choice of Rt). Fix any t and let τ(t) ∈ IT be the latest synchronization step before t,
then t ≥ τ(t). If t = τ(t), we define Rt = R(i)t for any i ∈ [m]. If t > τ(t), we define Rt ∈ Rr×r
in a recursive manner: let P0 = Zτ(t) and for l = 1, · · · , t − τ(t), we use the following QR
factorization to define Pl’s
MPl−1 = PlLl.
where Ll is the upper triangular matrix obtained from the QR factorization of MPl−1. Then we set
Rt = Lt−τ(t). Let Assumption 1 hold. Then for sufficiently small η which satisfies
η ≤ ln 2
2
1
t− τ(t)
1
κt−τ(t)+1
14
where κ = ‖M‖‖M†‖ is the condition number of M, it follows that for any fixed t ≥ 0,
‖R(i)t −Rt‖ ≤ 8
√
2σ1k · κt−τ(t)+1
[
(1 + η)t−τ(t) − 1
]
.
Proof. Assume t > τ(t), otherwise the conclusion is obvious. Denote by p = t − τ(t) for short,
which measures the length of the interval between the current step and the last synchronization step.
Without loss of generality, let’s fix some i ∈ [m] and denote by ∆M = Mi −M. For sake of
simplicity, we define P˜l = Z
(i)
τ(t)+l for l ≥ 0 since we have fixed i and t. Under the notation,
P˜0 = Z
(i)
τ(t) = Zτ(t) = P0. From the algorithm, we have a recursive procedure as similar as {Pl}:
for l = 1, · · · , p,
MiP˜l−1 = P˜lL˜l
where L˜l is the upper triangular matrix obtained from the QR factorization of MiP˜l−1.
Thus our conclusion is about L˜p = R
(i)
t and Lp = Rt where p = t − τ(t) ≥ 2. We will use the
perturbation analysis to bound ‖R(i)t −Rt‖ = ‖L˜p − Lp‖. To that end, we have
P˜lL˜l = MiP˜l−1 = (M+ ∆M)(Pl−1 + ∆Pl−1)
= MPl−1 + ∆M ·Pl−1 +M ·∆Pl−1 + ∆M ·∆Pl−1
:= MPl−1 +El−1 = PlLl +El−1
where El−1 = ∆M ·Pl−1 +M ·∆Pl−1 + ∆M ·∆Pl−1 and ∆Pl−1 = P˜l−1 −Pl−1.
Therefore,
‖L˜l − Ll‖ = ‖(P˜>l Pl − I)Ll + P˜>l El−1‖
≤ ‖(P˜>l Pl − I)Ll‖+ ‖P˜>l El−1‖
(a)
≤ σ1‖∆Pl‖+ ‖El−1‖
≤ σ1‖∆Pl‖+ ‖∆M ·Pl−1‖+ ‖M ·∆Pl−1‖+ ‖∆M ·∆Pl−1‖
(b)
≤ σ1‖∆Pl‖+ ησ1 + (1 + η)σ1‖∆Pl−1‖ (15)
where (a) follows from ‖(P˜>l Pl − I)Ll‖ ≤ ‖P˜>l (Pl − P˜l)‖‖Ll‖ ≤ σ1‖∆Pl‖ and ‖P˜>l El−1‖ ≤‖El−1‖; and (b) follows from ‖∆M ·Pl−1‖ ≤ ‖∆M‖. It follows from Assumption 1 that ‖∆M‖ =
‖Mi −M‖ ≤ ησ1.
We next aim to bound the term ∆Pl = P˜l −Pl. Note that P˜l is the orthonormal matrix obtained
from the QR decomposition of (M + ∆M)lP˜0 and Pl is the counterpart of MlP0. Note that
P0 = P˜0 = Zτ(t). Lemma 5 yields:
‖∆Pl‖ = ‖P˜l −Pl‖ ≤
√
2k
κ · ωl
1− κ · ωl (16)
where
ωl =
‖(M+ ∆M)lP0 −MlP0‖
‖MlP0‖ .
Further simplifying ωl, we have
ωl ≤ ‖(M+ ∆M)
l −Ml‖
‖MlP0‖ ≤ κ
l
[
(1 + η)l − 1] (17)
where the inequality follows from ‖MlP0‖ ≥ σlρ, ‖(M+ ∆M)l −Ml‖ ≤ σl1[(1 + η)l − 1] and the
notation κ = σ1σρ = ‖M‖‖M†‖. Here ρ = rank(M).
Provided that κωl ≤ 12 for all l ∈ [p], combing eqn. (16) and eqn. (17),we have that
‖∆Pl‖ ≤
√
2k
κ · ωl
1− κ · ωl ≤ 2
√
2kκ · ωl ≤ 2
√
2kκl+1
[
(1 + η)l − 1] (18)
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By combining eqn. (15) and eqn. (18), we have all l ∈ [p]:
‖L˜l − Ll‖ ≤ σ1‖∆Pl‖+ ησ1 + (1 + η)σ1‖∆Pl−1‖
≤ σ1
[
2
√
2kκl+1
[
(1 + η)l − 1]+ η + (1 + η)2√2kκl [(1 + η)l−1 − 1]]
≤ σ1
[
2
√
2kκl+1
[
(1 + η)l − 1]+ η + 2√2kκl [(1 + η)l − 1]]
≤ σ1
[
4
√
2kκl+1
[
(1 + η)l − 1]+ η]
≤ σ1 · 8
√
2kκl+1
[
(1 + η)l − 1] .
To guarantee that κωl ≤ 12 for all l ∈ [p], we set
η ≤
(
1
2κp+1
+ 1
) 1
p
− 1. (19)
Observing that [(1 + x)1/p − 1] ≥ ln 2 · (x/p) for all x ∈ [0, 1] and p ≥ 1, we can simplify eqn. (19)
by instead setting
η ≤ ln 2
2
1
pκp+1
.
Lemma 7 (Lemma 2.4 in [16]). For an arbitrary orthonormal U and random subspace Z0, with
probability grater than 1− τ−Ω(r+1−k) − e−Ω(d), we have that
tan θk(U,Z0) ≤ τ
√
d√
r −√k − 1 .
A.3 Proof for Theorem 2
Proof. We provide a proof in three steps.
First step: Perturbed iterate analysis. Recall that we defined a virtual sequence by
Zt =
m∑
i=1
piZ
(i)
t .
Notice that this sequence never has to be computed explicitly, it is just a tool that we use in the
analysis. From Lemma 3, we construct the iteration of the virtual sequence {Zt} as
Zt =
(
MZt−1 +Gt
)
R−1t
where M = 1nA
>A ∈ Rd×d, Gt is the noise term inccured by the variance among different nodes,
and Rt is chosen according to Lemma 6. To be specific, Gt = Ht +Wt is given in eqn. (12) with
Ht =
∑m
i=1 piH
(i)
t and Wt =
∑m
i=1 piW
(i)
t . When Rt is set based on Lemma 6, we have for
i ∈ [m],
H
(i)
t = (Mi −M)Z(i)t−1 and W(i)t = Z(i)t
(
Rt −R(i)t
)
.
Second step: Bound the noise term Gt. Let ∆ = gap(IT ) denotes by the longest interval
between subsequent synchronization steps. In order to guarantee convergence, we should make sure
the noise term Gt is small enough. In particular, we require
‖Gt‖ ≤ σk − σk+1
5
min
(√
r −√k − 1
τ
√
d
, 
)
:= 0 (20)
To that end, we will discuss the situation where ∆ = 1 and ∆ ≥ 2 separately. In the following, we
will show that (i) when ∆ = 1 the noise term would vanish and (ii) when∆ ≥ 2 we indeed could
make the noise term sufficiently small by setting η accordingly small.
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• Case 1: ∆ = 1 means each local worker node would synchronize their parameter each step.
Therefore no local updates are performed and thus t = τ(t) for all steps. Observe that
Gt = Ht +Wt =
m∑
i=1
piH
(i)
t −
m∑
i=1
piW
(i)
t
=
m∑
i=1
pi (Mi −M)Z(i)t−1 −
m∑
i=1
piZ
(i)
t (Rt −R(i)t )
=
m∑
i=1
pi (Mi −M)Zt−1 −
m∑
i=1
piZt(Rt −R(i)t )
= 0.
where in the last equality we use the fact that M =
∑m
i=1 piMi and all R
(i)
t ’s share a same
value Rt. Therefore, the noise term Gt vanishes then of course satisfies eqn. (20).
• Case 2: ∆ ≥ 2 means that the algorithm involves local updates. We will show that ‖Gt‖
can be bounded in terms of η. First of all, it follows that
‖Ht‖ = ‖
m∑
i=1
piH
(i)
t ‖ ≤
m∑
i=1
pi‖H(i)t ‖ =
m∑
i=1
pi‖ (Mi −M)Z(i)t−1‖
≤
m∑
i=1
pi‖Mi −M‖‖Z(i)t−1‖ ≤
m∑
i=1
piη‖M‖‖Z(i)t−1‖ ≤ η‖M‖ = ησ1.
Secondly, for sufficiently small  and η, we have
‖Wt‖ =
∥∥ m∑
i=1
piW
(i)
t ‖ ≤
m∑
i=1
pi‖W(i)t
∥∥ = m∑
i=1
pi
∥∥Z(i)t (Rt −R(i)t )∥∥
≤
m∑
i=1
pi
∥∥Z(i)t ∥∥∥∥Rt −R(i)t ∥∥ ≤ m∑
i=1
pi
∥∥Rt −R(i)t ∥∥
≤ max
i∈[m]
∥∥Rt −R(i)t ∥∥ ≤ σ1 · 8√2kκ∆ [(1 + η)∆−1 − 1]
where we apply Lemma 5 for the last inequality. Note that for any t ≥ 0, we have
t− τ(t) ≤ ∆− 1.
Simply put together, we have
‖Gt‖ = ‖Ht +Wt‖ ≤ ‖Ht‖+ ‖Wt‖
≤ σ1
[
η + 8
√
2kκ∆
[
(1 + η)∆−1 − 1]]
≤ σ1 · 16
√
2kκ∆
[
(1 + η)∆−1 − 1] .
Now we aim to quantize the smallness of η. For one thing, we have
η ≤ ln 2
2
1
∆− 1
1
κ∆
as the requirement of Lemma 6. For the other thing, to make ‖Gt‖ ≤ 0, we should set
η ≤ ln 2
16
√
2
1
∆− 1
1
kκ∆
0
σ1
=
ln 2
80
√
2
1
∆− 1
1
kκ∆
σk − σk+1
σ1
min
(√
r −√k − 1
τ
√
d
, 
)
By requiring  ≤ 12 and setting
η = O
(
1
∆− 1
1
kκ∆
σk − σk+1
σ1
min
(√
r −√k − 1
τ
√
d
, 
))
we can firmly ensure eqn. (20) holds.
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Third step: Establish convergence. Let’s first assume eqn. (14) holds. With eqn. (14), the
following argument is quite similar to [16]. Specifically, we will see that at every step t of the
algorithm,
tan θk(Uk,Zt) ≤ max (, tan θk(Uk,Z0)) ,
which implies for  ≤ 12 that
cos θk(Uk,Zt) ≥ min
(
1− 2/2, cos θk(Uk,Z0)
) ≥ 7
8
cos θk(Uk,Z0)
so Lemma 4 applies at every step. This means that
tan θk(Uk,Zt) ≤ max
(
, δ tan θk(Uk,Zt−1)
)
for δ = max(, (σk+1/σk)1/4). After T ≥ log1/δ tan θk(Uk,Z0) steps, the tangent will reach the
accuracy  and remain there. So we have
‖(I− ZtZ>t )U‖ = sin θk(Uk,Zb) ≤ tan θk(Uk,Zb) ≤ .
Plus the observation that
log(1/δ) ≥ cmin(log(1/), log(σk/σk+1)) ≥ cmin
(
1, log
1
1− γ
)
≥ cmin(1, γ) = cγ
where γ = 1− σk+1/σk and c = 14 , we can set T ∈ I and
T = Ω
(
σk
σk − σk+1 log(dτ/ε)
)
.
Finally we are going to show that once the noise term Gt is bounded as eqn. (20), eqn. (14) would
naturally hold. From Lemma 7, we have
tan θk(U,Z0) ≤ τ
√
d√
r −√k − 1
with all but τ−Ω(p+1−k) + e−Ω(d) probability. Hence
cos θk(U,Z0) ≥ 1
1 + tan θk(U,Z0)
≥
√
r −√k − 1
2τ
√
d
.
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