ABSTRACT Semi-supervised learning (SSL) utilizes limited labeled data and plenty of unlabeled data, and it has attracted attentions for its improved learning performance. However, recent studies have indicated that using unlabeled data, in some cases, could deteriorate the performance. Therefore, there's an imminent need to develop safe semi-supervised learning methods to determine whether SSL should be applied for a given scenario. This paper proposes a safe version of multi-class graph-based semi-supervised support vector machine (SVM). At first, in order to eliminate the impact of bad label assignments, a criterion based on the cost function of semi-supervised SVM is introduced to evaluate the predicted label assignments. Then, m candidate optimal label assignments are picked up by the criterion. After that, a multi-class safe strategy is designed to generate the final label assignment whose performance is never worse than that of the methods using only labeled samples. Experimental results on several benchmark data sets validate the effectiveness of the proposed technique.
I. INTRODUCTION
It is well known that supervised learning usually need a large number of labeled data to be training samples. Actually, there are only a few labeled data and an extremely large pool of unlabeled data in many real scenarios such as speech recognition [1] , face recognition [2] , [3] , or medical diagnosis to intrusion detection [4] . Considering that the data labeling process is usually labor-intensive and time-consuming for none-experts, the study about exploiting unlabeled data, which is called semi-supervised learning (SSL), has drawn a significant attention.
SSL can be roughly categorized into five groups: selftraining, generative models, S3VM, disagreement-based methods, and graph-based methods [5] . Self-training method can iteratively choose the most confident unlabeled examples and adds them into labeled training set to train the classifier [6] . But it is very sensitive to outliers. By assuming that both labeled and unlabeled samples share the same parametric model, generative methods learn the parameters so as to determine the class of unlabeled samples [7] - [10] . This group, however, usually suffers from the incorrect model construction. S3VM relies on the assumption that there is a low density region between different classes [11] , [12] . By utilizing unlabeled data, this method adjusts the decision boundary to make it go through the low density regions. Disagreement-based methods, which are also called semi-supervised learning with committees (SSLC) [5] , make multiple classifiers explore unlabeled data from single or multiple views, and construct an ensemble of classifiers in the end [13] , [14] . The last group, graph-based methods [15] - [17] , [28] , [29] , start with a graph where the nodes stand for the labeled and unlabeled data points, and the weighted edges reflect the similarity of nodes. The nodes connected by a large-weight edge are deemed to have the same label, and the label can propagation throughout the graph. The graph-based methods can make use of the geometrical structure information of samples, which is quite beneficial to train the classifier. However, the quality of graphs can affect the performance of the graph-base methods to some extent, and it is difficult to guarantee that all the generated graphs are appropriate. In this case, this paper proposes a criterion based on S3VM to evaluate the quality of graphs in Section III.
In recent years, some semi-supervised learning methods with deep models have been proposed to study numerous scientific/real-world problems, such as muti-label image annotation [30] , monocular depth map prediction [31] , and affective state recognition on EEG signals [32] . In those methods, deep learning can extract good features through a large number of training and parameter tuning. The role of semi-supervised learning is to provide an effective classifier [33] - [35] . Combining the good deep features with the effective classifier, those methods usually can achieve state-of-the art performance. These studies have demonstrated that the semi-supervised learning is capable of working with deep features.
SSL is attractive because it is expected to achieve better performance by using both labeled and unlabeled samples. However, some empirical studies declare that there are some cases in which the exploration of unlabeled data makes the learning performance worse [4] , [17] - [27] , [36] . This phenomenon leads to that SSL cannot be reliably applied in practice, especially for mission-critical tasks. Thus, it is crucial to ensure that the performance of SSL is better, or at least not worse, than that of the methods using only labeled data. Under this situation, a few approaches have been proposed in recent years. Akshay and Freund [37] introduced an ensemble of binary classifiers. By combining multiple weighted classifiers, [37] showed that its performance is better than that of any single classifier. Reference [38] proposed a method called implicitly constrained least squares (ICLS) which implicitly considered all possible labeling of the unlabeled data and found out the one that can minimize the loss on the labeled observation. By doing this, the performance of ICLS was better than that of the supervised classifier. Li and Zhou [39] developed safe semi-supervised support vector machine (S4VM). At first, S4VM searches for a pool of separators based on S3VM's assumption that the decision boundary will cut across low-density regions. Then, the representative separators are selected by applying a clustering algorithm. Finally, the optimal decision boundary is chosen by maximizing the worst-case gain in performance over inductive SVM. Furthermore, Li et al. [40] proposed a safe version of semisupervised Regression (SSR) and proved that the maximal performance gain was achieved by assuming that the groundtruth label assignment can be realized by a combination of base SSR learners.
One of the main problems is that most of the above methods have difficulties with the multi-class classification task. Although they can deal with the task using one versus rest or one versus one schemes, it is rather expensive especially with large numbers of class. Actually, many real-world classification tasks are multi-class problems involving large numbers of classes [41] . In this case, we propose a safe version of graph-based multi-class semi-supervised SVM. The main contributions of this paper are summarized as follows:
1) Propose a multi-class safe strategy which can deal with the classification results generated by a multi-class semi-supervised SVM. By doing so, the performance of semi-supervised SVM is never worse than that of the methods using only labeled samples. 2) Introduce a simple but effective scheme that can evaluate the quality of graphs produced by the graph-based classification method. The rest of this paper is organized as follows. In Section II, we briefly review related work. The formulation and solution of graph-based safe SVM for multiple classes are introduced in Section III. Then the experimental results and analysis are given in Section IV, followed by the conclusion in Section V.
II. RELATED WORK
In this section, we first introduce Graph-based SemiSupervised Learning (GSSL) method and its formulation. Then, a graph-based multi-class semi-supervised SVM is introduced, which are closely related with our work.
A. GRAPH-BASED SEMI-SUPERVISED LEARNING
GSSL starts from constructing a graph from the training data. For a given data set X , there are l labeled data{(x 1 , y 1 ), · · · (x l , y l )} and u unlabeled data {x l+1 , · · · , x l+u }, and l u. The labeled data set {x i } l i=1 is associated with labels {y i } l i=1 , where y i ∈ {1, 2, · · · , C} (C is the number of classes). let Graph = (V , E) denote the graph constructed by all the labeled samples and unlabeled samples. V is a set of vertices corresponding to the samples. An undirected edge set E = {e ij } links the neighboring vertices pairs (x i , x j ) when x j is one of the closest neighbors of x i . There are two typical ways to build the edges between vertices: the ε-neighborhood and K -nearest neighbors (KNN ). The ε-neighborhood means that e ij ∈ E if the distance between x i and x j is less than ε. KNN is a more common method which can obtain e ij ∈ E, if x j is one of the K closest neighbors of x i . Because the ε-neighborhood method can lead to disconnected components or sub-graphs in the vertices set [45] , this paper use KNN method to build graphs.
GSSL focuses on the tradeoff between the smoothness of the predicted labels over the entire graph and the fitness of predicted labels on given labels. The smoothness measures the consistency of label prediction on closely samples, and the fitness estimates the similarity between resulted labels and initial labels. Under this situation, popular GSSL algorithms, like Gaussian fields and harmonic functions (GFHF) method [15] and local and global consistency (LGC) method [16] , attempt to construct the cost function with two terms: global smoothness Q smooth and local fitness Q fit as shown below:
where F ∈ n×C is a soft label matrix whose element F ij stands for the probability of x i belonging to the j-th class. Thus, we set F ij ≥ 0 and j F ij = 1. Besides, n = l + u represents the number of all samples, and C means the number of classes.
In particular, LGC [16] designs the cost function as follows:
where Y is a binary matrix of size n × C that satisfy j Y ij = 1, and for the labeled data, Y ij = 1 if y i = j. The coefficient µ is a parameter to balance the smoothness term and the fitness term.L is the normalized Laplacian matrix which can be computed as follows:
where L = D − W and D is a diagonal matrix given by
The weighted adjacency matrix W of can be defined in two ways as follows:
(1) Uniform weight
(2) Gaussian kernel weight
, if e ij ∈ E 0, otherwise.
According to [45] , the uniform weight on graph edges is likely to be sensitive, especially when some of the graph nodes are improperly connected by the sparsification procedure. Thus, in our work, the Gaussian kernel is chosen to calculate the weight W ij .
B. PROBABILISTIC LABELED SEMI-SUPERVISED SVM
Based on the study of GSSL and SVM, [42] proposed a multiclass semi-supervised SVM called Probabilistic Labeled semi-supervised SVM (PLSVM) and constructed its objective function as follows:
where p = q. The first two terms stand for the objective function of traditional SVM, and the last two terms represent global smoothness Q smooth and local fitness Q fit in the GSSL method. By doing so, PLSVM is effectively a combination of SVM and GSSL.
In the experiments in [42] , PLSVM obtained remarkable results on several datasets. However, because the solving process of PLSVM have more than one randomization (as explained in detail in the subsequent section), it leads to inconsistent classification results in repeated experiments. This situation severely impacts the practical deployment of PLSVM.
III. GRAPH-BASED SAFE SUPPORT VECTOR MACHINE FOR MULTIPLE CLASSES
In this section, we present the proposed graph-based multiclass safe semi-supervised SVM method, which can ensure the safety of multi-class semi-supervised SVM. Here, the term ''safty'' means making the performance of the proposed method never worse than that ot the method only using labeled samples.
A. IMPROVED SOLUTION OF PLSVM
Let us introduce a projection vector ω y for every class 1 ≤ y ≤ C. We define ω = (ω 1 , · · · , ω C ). The objective function of PLSVM with a linear kernel can be formulated as follows
where p = q. In most cases, an SVM problem includes a bias term b. For convenience, one may extend each sample with an additional dimension to avoid this term:
. PLSVM is designed to be able to find noise and arrange it to be a novel class, so the size of F and Y become n × (C + 1) in which the last column means the novel class. For unlabeled data
} is the hinge loss, where φ(x) is the kernel function. In this paper, we choose a linear kernel, which means φ(x) = x. F ip is used to punish ξ ipq . When F ip is large, the decision value ω T p x i will be greater than ω T q x i , which represents x i is likely to belong to p-th class.
For the last two terms,
jW ij , where the normalized weight matrix is defined asW = D −1/2 WD −1/2 . M is a diagonal matrix with entries M ii = µ i . In this objective function, the tradeoff between smoothness term and fitness term is controlled by both the regularization parameter µ i and the degree of each data pointd i .
For (8), a three-stage solution is presented. At first, an optimal F * is obtained using the last two terms by ignoring the
And then, a dual coordination descent method based on [47] is used to solve the optimal projection matrix. After repeating the first two stages T times, the cost function of S3VM is applied to evaluate the T results. Stage 1) obtaining the optimal probability matrix F * The optimal probability matrix F * can be computed by solving
Setting the derivative of J (F) equals to zero:
Then,
Note that P =WD −1 , (11) becomes
By introducing a set of new variables a i = 1/(1 + µ i ) (i = 1, 2, · · · , n), the solution can be written as
where
Let a l = 0, which means µ l → ∞ and F iy i = 1. In this case, x i is fixed to the y i -th class. On the other side, a u is set to be in close proximity to 1, which implies that x i can slip to other classes. Stage 2) solving the optimal projection matrix ω * Given the optimal probability matrix F * , the projection matrix ω can be obtained by solving the problem as follows:
where p = q. According to [48] , if the dimension of feature is larger than the number of instance, it is easy to be solved for a dual problem. In practice, it is more common that the number of instance is smaller than the feature dimension, so (12) should be converted to a dual form. Obviously, (12) is a linearly constrained quadratic convex optimization. Thus, the Lagrangian of (12) can be given by
In order to figure out the minimum over the primal variables, we require
In order to shorten the expression, we can define
By doing so, we can obtain
Similarly, set
Substituting (17) and (18) into (12), the dual problem can be written as
Note that the constraint α ipq ≤ γ F ip are derived from (18) by using η ≥ 0. The dual coordinate descent [47] is a popular and effective method which was proposed to solve the dual optimization problem of SVM. The main idea of this technique is updating one variable at a time by minimizing a signal variable subproblem. For the dual problem (19) , it picks one variable α ipq at a time and solving the following one-variable sub-problem:
The objective function of (20) can be rewritten as a quadratic function of d :
where Q ii = x T i x i , and
It is obvious that (20) has an optimum at d = 0 if and only if
where ∇ ipq g * (α) is the projected gradient
If (23) holds, there is no need to update α ipq . Otherwise, we must find the optimal solution of (20) . If Q ii > 0, easily the solution is
We thus need to compute Q ii and ∇ ipq g(α). At first, Q ii can be easily precomputed and stored in memory. Then, in order to evaluate ∇ ipq g(α) using (22), we can maintain β by
When the variables α ipq are solved, the projection matrix ω p = n i=1 β j i x i could be calculated and the decision function f j (x) could be represented as follows:
The label of sample x can be obtained by figuring out which label maximizes f j (x), which can be formulated as follows
Thus, the dual coordinate descent method for PLSVM is listed in Algorithm 1. After repeating Stage 1) and Stage 2) T times, we can obtain T classification results {Y 1 , · · · , Y T }, where Y i = [y 1 , · · · , y n ] means the i-th prediction.
Stage 3) selecting m candidate multi-class separators
Given {Y 1 , · · · , Y T }, we need selecting m candidate optimal separators. S3VM is a semi-supervised classification method who have been applied to many tasks [36] . The objective of S3VM is to find a decision boundary which owns Algorithm 1 A Dual Coordinate Descent Method for PLSVM Input: α, β, probability matrix F Output: α * 1: Given α = 0, β = 0, probability matrix F 2: while α is not optimal do 3: for all i = 1, · · · , n; p, q ∈ {1, · · · , C}, and p = q do 4 :
if |PG| = 0 then 7:
if α * − α ≤ ε then
11:
Break 12: return α = α * a large margin on both the labeled and unlabeled data. Considering the reasonability of the large-margin principle, the cost function of S3VM is utilized to evaluate {Y 1 , · · · , Y T }. The cost function is usually expressed as follows:
where C 1 , C 2 are parameters trading off the losses on the labeled and unlabeled data, respectively. Because our ultimate goal is to figure out the safe label assignment and those label assignments who own small values of cf s3vm have more probability to be safe, m Y i having the smallest cost value are reserved to be candidate optimal label assignments expressed as {Y * 1 , · · · , Y * m }.
B. MULTI-CLASS SAFE STRATEGY
In this section, a multi-class safe strategy is presented. Given a set of candidate optimal label assignments {Y * 1 , · · · , Y * m }, the safe strategy can learn safe prediction by maximizing the improvement in performance of inductive SVM (for binary classification task) or multi-class SVM (for multi-class classification task) for all the candidate label assignments. Thus, the gain function can be built as follows:
where Y svm ∈ R n×C is predicted label matrix by the supervised SVM (inductive SVM or multi-class SVM) whose element Y svm ij = 1 if the instance x i is assigned to the j-th class, and Y svm iq = 0 if q = j. Because Y * ∈ R n×C is the groudtruth label assignment and it is obviously unknown in the real scenarios, (30) cannot be solved directly. In this case, VOLUME 6, 2018 we assume that Y * can be found in
where π i stands for a weight of Y * i which reflects the similarity between Y * i and the ground-truth Y * . Considering that there is no further knowledge about π i , (31) can be solved by maximizing the worst-case improvement over supervised SVM.Ȳ is denoted as the optimal solution:
In order to deal with (32), the partial derivative of G (Y, Y * , Y svm ) of Y is set to equal to zero. Then the closedform solution of Y can be obtained
Combining (32) and (33), the objective function can be expressed as
Thus, (32) becomes a convex quadratic programming prob-
T , then (32) can be expanded and written in a vector form
By doing this, (35) can be easily solved and one can obtain the optimal solution π * . After that, the optimal Y = m i=1 π i Y * i can be calculated. We summarized the stages of the proposed method in Algorithm 2. (6) and (4), and build initial label matrix Y 2: repeat 3: Calculate the probability matrix F based on (11**) 4: Compute the optimal projection matrix ω * based on Algorithm 1, and obtain the classification result Y i 5: until (T times) 6: Select candidate optimal label assignments
Algorithm 2 Algorithm for the Proposed Method
Calculate the weight π based on (35) , and obtain the safe label assignment Y based on (33)
C. COMPUTATION COMPLEXITY ANALYSIS
The improved solution of PLSVM is divided into three stages. The first stage is to obtain the optimal probability matrix F * . 
It costs O(n).
Because m is a constant and m n in our expriments, the computation complexity of the safe strategy is O(n 2 ). Thus, the gross compution complexity is O(n 2 C(C − 1)).
IV. EXPERIMENTS
In this section, the proposed approach is evaluated on 5 benchmark data sets, i.e. UMIST, 1 CMU face images, 2 Coil20, 3 USPS 4 and YaleB. 5 UMIST face dataset consists of 564 images of 20 individuals with mixed race, gender and different appearance. Each individual has a set of images covering large pose variations from profile to frontal views. Figure 1(a) shows some representative face images from one person. CMU face images dataset consists of 640 black and white face images of 20 people taken with varying pose (straight, left, right, up), expression (neutral, happy, sad, angry) and eyes (wearing sunglasses or not). Some examples from CMU face images dataset are shown in Figure 1(b) . Coil20 comprises 1440 images of 20 objects. Each object owns 72 images; one at every 5 degrees of rotation. Some sample images of one object are represented in Figure 1(c) . USPS dataset is a handwritten images dataset from digit 0 to digit 9. It contains 1100 handwritten images for each digit. And YaleB contains 16128 images of 28 human subjects under 9 poses and 64 illumination conditions. For all the datasets, we focus on the first 10 subjects in our experiment.
The experiments are divided into the binary classification task and the multi-class task. Thus, we have to face 45 pairs of binary classification problems and one pair of multi-class problem for all the five datasets. For the multi-class classification task, all the selected 10-class images in UMIST, CMU, and Coil20 datasets are used to test the proposed method. Specifically, we choose three digits (1, 3, 4) for the multiclass classification task in USPS dataset. For all datasets, we randomly select 2 samples for each subject as labeled instances, and the remaining data are served as the unlabeled instances. It is worth noting that some images are missing in CMU face images dataset. In this case, the first 28 images for each person in CMU dataset are chosen as the experimental data. The experiments repeat for 30 times. The average performance and standard deviation are recorded.
Inductive SVM 6 and S4VM 7 serve as the two baseline approaches in the binary problem. Because S4VM has proved its superiority over other semi-supervised learning algorithms and safe semi-supervised learning methods, our work focuses on the comparison with S4VM. For multi-class problem, we compare the proposed method with multi-class SVM (MCSVM). 8 In order to ensure the fairness, all the methods in this work use the linear kernel.
The parameters are set as follows. All the parameters in PLSVM are the best setting through grid graph. We use 6-neighbor graph, γ = 300, α l = 0 and α u = 0.9999 for the stage 1) and stage 2) in the proposed method. The regularization parameters C 1 , C 2 are fixed to 100, 0.1 for S3VM used in stage 3) and S4VM. We fix T to 100 and 30 for the binary classification task and the multi-class classification task separately. And the numbers of candidate separator are set to 3 and 5 for binary classification task and multi-class classification task separately. For SVM, the parameters C are set to 100.
A. COMPARISON RESULTS
For the UMIST and CMU datasets, every image is resized to 28 × 32 and 30 × 32 separately. Similarly, the images in both Coil20 and YaleB are resized to 32 × 32. All images in the experiments are converted to the gray scale colorspace, with the pixel values normalized in between the interval of 0 to 1. The original handwritten digits images in USPS dataset has been resized to 16 × 16 grayscale images already. After resizing and normalization, every image is vectorized as its future vector. The comparison results are shown in Table 1 and Table 2 .
From Table 1 and Table 2 , we observe that the proposed method are superior to the existing safe method and the supervised method. Instead of achieving the highest classification accuracy, the ultimate goal of this paper is to provide a multiclass safe strategy which can make sure the performance of VOLUME 6, 2018 semi-supervised method never worse than that of the supervised method. Thus, we mainly focus on the comparison between the proposed safe method with the basic supervised approaches, i.e. SVM for the 2-class task and MCSVM for the multi-class task.
For all datasets, the proposed method achieves the best performance, no matter the binary classification task or the multi-class classification task. In particular, the proposed method declines 5%, 4%, 20% and 5% error rate for multiclass problem on UMIST, CMU, Coil20 and USPS dataset separately. For binary problem, some std values, such as the proposed method on CMU and YaleB datasets, are slightly bigger than that of the supervised methods and/or S4VM. That is because the safe strategy relies on the label assignments generated by both the supervised method (Y svm in Section III) and the semi-supervised method (Y i in Section III). The final label assignment tends to approach both Y svm and Y i , which leads to a unstable result. In this case, the label assignments generated by the proposed method are likely to be scattered. Figure 2 states the performance of the proposed method and MCSVM under different numbers of labeled samples on CMU dataset and Coil20 dataset. The number of labeled data is in the range of 2 through 10, while that of unlabeled data is fixed to 18 in CMU dataset and 60 in Coil20 dataset separately. From Figure 2 , it is observed that the values of the average accuracy between MCSVM and the proposed method become approaching gradually along with the increasing of the number of labeled samples. That is because the superiority of semi-supervised algorithm starts weakening when the percentage of labeled samples reaches to a certain value in datasets. Figure 3 shows the performance of the proposed method and MCSVM with different numbers of unlabeled instances in CMU dataset and Coil20 dataset. The number of unlabeled instances ranges from 18 to 26 in CMU dataset and from 50 to 70 in Coil20 dataset separately, and that of labeled instance is fixed to 2.
B. INFLUENCE OF THE NUMBER OF LABELED DATA

C. INFLUENCE OF THE NUMBER OF UNLABELED DATA
From Figure 3 , we can see that the result of the proposed method outperforms that of MCSVM obviously. Along with the increase of the number of unlabeled instances, both methods have a slight fluctuation during a minute range. That is because the chosen unlabeled samples in every experiment are uncertain. Some chosen unlabeled samples are beneficial to classification while others near the separator may lead to a terrible classification. Overall, the average accuracy of MCSVM decreases whereas that of the proposed method tends to rise. The reason is that MCSVM cannot hold excessive unlabeled instances with only 2 labeled samples being trained. At the same time, those excessive unlabeled data can be utilized to train the classifier with labeled ones in the proposed method, which leads to the declination of error rates when the number of unlabeled instance increases. 
D. INFLUENCE OF THE PARAMETERS m and T
In multi-class safe strategy, there are only a few parameters, i.e. the number of label assignments T , and the number of candidate optimal label assignments m . Figure 4 further studies the joint influence of m and T on CMU dataset and Coil20 dataset. Two examples are selected randomly as labeled data, and then we choose 22 and 60 examples as unlabeled data in CMU dataset and Coil20 dataset separately.
It can be seen from Figure 4 that the parameter m possesses a good robustness for both CMU and Coil20 datasets, while the robustness of the parameter T in CMU dataset is better than that in Coil20 dataset. But in general, a large value of T is better, because it can reduce the uncertainty of label assignments caused by the dual coordinate descent method. It is also observed that that the average accuracy fluctuates slightly along with the change of the value of m, which demonstrates that the performance of the proposed method is quite insensitive to the parameter m. This property makes the proposed multi-class safe strategy even more attractive and general for semi-supervised algorithms.
V. CONCLUSIONS
In this paper, we proposed a multi-class safe strategy for semisupervised algorithms. Utilizing a simple multi-class semisupervised SVM based on graph, a set of label assignments is generated at first. Then, the cost function of S3VM is used to evaluate the predicted label assignments and pick up m candidate optimal label assignments. At last, a multiclass safe strategy is designed to ensure its performance never worse than that of the method only using labeled samples. Experiments on several common benchmark datasets validate the effectiveness of the proposed algorithm.
