Estimating probabilities based on measured numbers of occurrences of events provides a central link from probability theory to real world applications. In an important class of applications the probabilistic events correspond to the digitized outcome of an analog sensor. This paper shows theoretically and experimentally that such events are governed by a natural similarity relation which imposes subtle but highly e ective a priori constraints on the meta-probability distribution, i.e. the probability distribution of probability values. The application of these constraints signi cantly improves the probability estimates based on the measurements. The results are applied to estimating order-1 Markov model parameters in image processing applications.
Introduction
Virtually every real-world signal processing problem has a non-deterministic component. Therefore, its adequate description has to be statistical, in terms of joint probability distributions. Numerous examples can be found in many di erent areas such as pattern recognition, data compression, and process control.
Powerful techniques and theorems are at hand, allowing to nd optimal solutions, as soon as the probability distributions are known. Examples are Bayes' rule 1] for pattern recognition problems and Shannon's theorem 2] for data compression. Di culties, however, arise when it comes to determining the probability distribution of the admissible patterns. We can never measure these probabilities directly { we can only measure the number of occurrences of patterns in a statistical experiment and estimate the probabilities based on the measurements. The di culties of statistical probability estimation can be illustrated with an example in which a coin is ipped twice and the outcome is twice head. Based on this experiment, there is no unique correct answer telling us the probability for head or tail. Of course, with any reasonable estimation method, the probability estimates usually get better the more experiments we make. Unfortunately, the coin example is quite typical for many situations in image analysis where the number of possible patterns, i.e. the number of di erent events, is comparable or even large compared to the number of measurements that can be taken with a reasonable e ort. In such an experiment, most patterns occur only once or not at all.
Hence, the real, to a large extent unsolved, problem consists in estimating higher order joint probabilities of patterns, where a pattern is a group of data values taken from data points at speci c relative positions. This paper derives an important constraint for data representing digitized outputs of an analog sensor. This constraint improves the joint and conditional probability estimates and is illustrated for probability distributions of patterns in natural images. The same considerations also hold for other data types such as audio data.
Exploiting hierarchy of digital sensor outputs
There are subtle di erences between unrelated events on one side and events which are governed by a physically based similarity relation on the other side. In this section it will be shown that the two cases lead to di erent a priori meta-probability distributions (probability distributions of probability values) which lead to di erent relations between measured numbers of occurrences and probability estimates.
Let us carry out a classical statistical experiment, consisting of N trials, and count the number of occurrences n i for each event i 2 f1;...; mg where the experiment has m distinguishable events. Based on these counts we want to estimate the probabilities fpf1g;...; pfmgg. Letpfijng denote such a probability estimate based on n = fn 1 ;...; n m g. This estimate denotes the expectation value Efñ i =Ñg of measuringñ i occurrences of event i in an independent (repeated) experiment consisting ofÑ trials, whereas the experiment is repeated under the same conditions that were used to determine the numbers n i .
In the most unspeci c form of a stochastic experiment, all events are equivalent and and we have no a priori expectation that would favor a particular combination of probability values. Equivalence means that index i is only a label with no further meaning. Equivalently, we could use any permutation of these indices. In this case the best probability estimate, based on the counts n i , iŝ p e fijng = n i + 1 N + m (1) which is subsequently called equivalence-based probability estimate. This result is derived by applying a principle of maximum ignorance 15, 4] to the probability values p = fpf1g;...; pfmgg which are treated as random variables. This principle of maximum ignorance is based on the a priori assumption that any combination of probability values ful lling P m i=1 pfig = 1 is equally likely, i.e. Pfpg = 1=V sm . The meta-probability distribution Pfpg is the probability distribution of the random eld p and V sm is the volume of an m-dimensional unit simplex. The maximum ignorance principle is consistent with the assumption of equivalent random events since the meta-probability distribution Pfpf1g;...; pfmgg is symmetric under a permutation of the indices.
Thus, as a rather surprising consequence of the maximum ignorance principle, the best estimate of pfig is (n i + 1)=(N + m) rather than n i =N. The latter is subsequently called direct probability estimate. For n i m and N m we have n i + 1 N + m = n i N This expectation is based on the fact that a digital sensor value I corresponds to an analog variable which is the result of numerous conjoint and more or less correlated physical e ects. Each sensor element (image pixel) of the image sensor in a camera receives its light from a particular surface element in the scene. Typical e ects contributing to a pixel value are Surface properties such as albedo, roughness, and specularity Distribution of light falling onto the surface element(s) Orientation of the surface element(s) Noise of the camera and digitizer electronics, dust in the air, defocus The continuous nature of macroscopic physical variables lets us assume that the probability distribution of each contributing e ect is smooth and, therefore, the resulting probability distribution for the joint e ect is also smooth.
In fact, uncorrelated Gaussian noise always causes the resulting probability distribution to be smooth on a scale given by the noise variance 5]. Similarly, each contributing e ect imposes a more or less weak smoothness constraint on an appropriate scale. If I 1 I 2 then many strong a priori constraints relate the probability value pfI 1 g and pfI 2 g to each other. If I 1 and I 2 are very di erent then only a few weak constraints apply. Thus, if the index I describes a sensor output, the permutation symmetry of the a priori meta-probability distribution Pfpg is not expected to be valid. With this a priori knowledge, the principle of maximum ignorance which led to Eq. 1 is invalid. Hence, better probability estimation methods must exist.
A possible strategy to derive better probability estimates would consist in replacing the maximum ignorance principle by a di erent explicit a priori metaprobability distribution Pfpg. So far, unfortunately, we could no nd a computationally manageable way to do this. We found, however, an e cient method that implicitly uses an improved meta-probability distribution by calculating the probabilities in a hierarchical way. This method mimics the hierarchical way in which the various e ects play together to produce the digital sensor output.
The idea is to hierarchically subdivide the set of the M possible digital sensor outputs in pairs of subsets so that, for each division, the a priori knowledge about the probability of being within either subset is minimum. To each pair of subsets we then apply the principle of maximum ignorance. For simplicity reasons it is assumed that M is a power of 2.
Let us illustrate this procedure for the example M=256. The procedure starts by dividing the complete set f0;...; 255g of all digital sensor outputs into two subsets. Maximum ignorance is achieved if the number of elements in the two subsets are equal and the values in the rst subset are maximally di erent from the values in the second subset. The best choice splits the complete set into the two subsets f0;...; 127g and f128;...; 255g which di er in the most signi cant bit. This splitting maximizes the mean squared di erence as well as the mean absolute di erence of the two sets. Although a few elements in the rst set are still similar to elements in the second set, most elements are di erent. As a consequence, we have little a priori knowledge about the probabilities that a sensor value falls into either set so that the maximum ignorance principle is a good approximation to this situation. Let us therefore treat this situation as an experiment with two events for which Given that the sensor value lies within either subset the procedure continues by again splitting each such that maximum ignorance is achieved for the two probabilities that the sensor value falls into either sub-subset. Repeating the previous arguments leads to a splitting into the two groups of sensor elements which differ in the second-most signi cant bit. Without loss of generality let us illustrate this for the set f0;...; 127g which, thus, is subdivided into the sets f0;...; 63g and f64;...; 127g. This division again makes the values in the rst set maximally di erent from the values in the second so that the preceding arguments can be repeated and the principle of maximum ignorance is applied again. This leads to where pfI 2f0;...; 63gjI 2f0;...; 127g; hg, e.g., describes the conditional probability that the value falls into the lower quarter given that it is within the lower half and given the measurements h. Combining this with the previous results leads to pfI 2f 0;...; 63gjhg=pfI 2f 0;...; 63gjI 2f0;...;127g; hg pfI 2f0;...;127gjhg pfI 2f64;...;127gjhg=pfI 2f64;...;127gjI 2f0;...;127g; hg pfI 2f0;...;127gjhg (4) The a priori expectation that the probability pfI 2 f0;...; 63gjhg is more similar to pfI 2 f64;...; 127gjhg than to pfI 2 f128;...; 191gjhg is implicitly taken account for since the former two probability estimates have a common factor. The rst factor is calculated with higher precision and has a smaller tendency towards 1=2 than the second factor, due to the fact that the rst factor contains more summands. This is an additional e ect which implicitly takes account of the a priori expectation.
The above splitting procedure is repeated by further subdividing each subset until each subset consists only of one element fIg. In the case M = 256, the nal probability pfIjhg then consists of a product with 8 terms.
In order to be able to express this idea in a compact form let as de ne the hierarchical sets S k (I) of all digital sensor outputs which di er from I at most in the k least signi cant bits.
S k (I) = f2 k (I 2 k );...; 2 k ((I 2 k ) + 1) ? 1g (5) where denotes integer division. In the example k=2, i=5 we obtain S 2 (5)=f4;...;7g
which are all values that di er from 5 at most in the two least signi cant bits.
With this de nition, the hierarchical probability estimatep h fIjhg for the value I is de ned:p
This hierarchical probability estimate, also, has the desired property that for large h i and H(h) = shows that hierarchical probability estimates can be calculated in a simple and e cient way. Compared to equivalence-based probability estimation (of the formp e fIjhg = (h I + 1)=(H(h) + M)) it has the following advantages:
1. The maximum ignorance principle is applied to pairs of groups of sensory values for which the a priori smoothness expectation is low and hence the maximum ignorance principle is more appropriate. Therefore each term in Eq. 6 is closer to a best estimate. 2. For (most) data values that are close together, the terms with high k in Eq.
6 are identical and only the terms with low k di er. This re ects the a priori expectation that neighbouring values have similar probabilities. 3. The terms with low k, for which the a priori smoothness expectation is highest, are calculated with the least precision and show the largest tendency towards a probability 1/2. This is due to the fact that these terms have less summands than the terms with high k. Although hierarchical probability estimates are not optimum, the following sections demonstrate that hierarchical probability estimation leads to a considerable improvement compared to traditional equivalence-based or direct estimation.
Testing the estimated probabilities
The quality of the estimated probabilities was tested with a number of experiments which investigate the predictability of joint statistics in natural images. The results are particularly important for adaptive image compression.
A general procedure for testing the estimated probabilities consists of carrying out two subsequent statistical experiments that are governed by the same statistics. In order to test the predictability of joint statistics in natural images according to this general scheme, image are divided into two distinct parts. A joint statistics is collected in each part. Assuming a stationary joint statistics, the statistics in the second image part is then predicted based on the rst part.
The measured numbers of occurrences in the rst part are denoted by h i , the measured numbers in the second part are denoted byh i . Let H(h)= P M?1 i=0 h i andH(h)= P M?1 i=0h i denote the total number of measurements in the two parts. Based on h, the relative number of occurrencesh i =H(h) should be predicted as accurately as possible.
The quality of the estimated probabilities is tested with two di erent methods. The rst method calculates the squared deviation between the estimated probabilities in the rst andh i =H(h) in the second part: log 2 (pfig) (11) which is subsequently called experimental entropy, is well suited to test the estimated probabilitiespfig. The experimental entropyS e (h :p) describes the mean code length per pattern which an ideal lossless compression algorithm would achieve for the independent test data, based on the estimated probabilitiespfig. The experimental entropy takes a minimum expectation value if the estimated probabilities and the true probabilities coincide. Experimental entropy is closely related to Kullback-Leibler information (directed divergence) 8]
and we haveS e (h :p) =Ĩ e (h :p) ? S(h) where S(h) = Ph =H(h) log 2 (h=H(h)) is a constant which is independent of the probability estimation method. KullbackLeibler information is widely used in image processing for measuring the similarity of probability distributions.
Application to order-1 Markov models
We assume that the pattern formation process is ergodic and stationary 1], so that counting the number of occurrences of patterns in a sliding sub-window provides useful information about the global image statistics. Assuming, additionally, that the probability of a particular pixel only depends on its neighbourhood directly leads to Markov models.
Markov models are important signal processing tools. The parameters of a Markov model are conditional probabilities relating the value of a particular data point to the values of neighbouring points. Markov models are used, for example, in texture analysis 9], image compression 10], and speech recognition 11].
We veri ed the predictions of Section 2 for an order-1 model which is characterized by the conditional probabilities pfI(k+1)jI(k)g. In image processing, I(k) denotes the value of pixel k, where the pixels are enumerated in scan-line order. For Markov models, pfI(k+1)jI(k)g is independent of k so that we can write pfI 1 jI 0 g, instead.
Let M denote the number of gray levels. For each of the M contexts I 0 , the model is characterized by M probability values so that the results of Sections 2 and 3 can be applied. By weighting the quality measures of Section 3 (Eqs. 8 and 11) with the relative number of occurrences of each context the following generalized quality measures are obtained: The numbers h(I 1 ; I 0 ) andh(I 1 ; I 0 ) were calculated for a large number of images. In each image, h(I 1 ; I 0 ) was calculated in the rst quarter of the image, whereash(I 1 ; I 0 ) was calculated in the subsequent three quarters of the image. In this way, a large number of independent pairs of statistics were obtained.
For all such pairs, we compared equivalence-based probability estimation with direct probability estimation and hierarchical probability estimation, using the quality measures of Eq. 13 and Eq. 14. The numbers h(I 1 ; I 0 ) andh(I 1 ; I 0 ) were obtained by using a conditional accumulator h(I 1 ; I 0 ) implemented as a 2D array, where I 1 2 f0;...; M-1g is the actual pixel value and I 0 2 f0;...; M-1g is the previous value. This accumulator, for each new value I 1 in a training set, is updated according to the following lines of pseudo-code: I 1 = get next value() ; h(I 1 ; I 0 ) = h(I 1 ; I 0 ) + 1; I 0 = I 1 ; (15) where, at the program start, each element of h, as well as I 0 are initialized to zero. Accumulator valuesh(I 1 ; I 0 ) were obtained accordingly.
Experiment 1:
Equivalence-based and direct probability estimation
Equivalence-based probability estimates were calculated according to: 
where Eq. 1 (no prior knowledge about the meta-probability distribution) is generalized to conditional probabilities. Experimental variance~ 2 g (h;p e ) (Eq. 13) and experimental entropyS g (h :p e ) (Eq. 14), based on Eq. 16, were calculated for 320 images of various sizes, including Lenna, the Brodatz textures, a face database, and a set of high quality images. The experimental entropies are shown in Table 1 ) as a function of the size of the training set. The mean experimental entropy for an image class was obtained by averaging over all images in the speci c class. For completeness, the quality measures were also calculated by using the direct probability estimatê Table 1 : Results for equivalence-based and direct probability estimation.
Experiment 2: Hierarchical probability estimation
In a second experiment the fact was exploited that an image pixel value is the result of digitizing an analog brightness value. For this case, the results of Section 2 apply so that the probability values were estimated according to: Table 2 : Results for hierarchical probability estimation. generalizing Eq. 6 to conditional probabilities. Table 2 shows the results obtained by calculating experimental variance and experimental entropy based on hierarchical probability estimation. The last two lines compare the results in Table 1 with the results in Table 2 and show a systematic improvement for hierarchical probability estimation. This systematic improvement was found for each of the 320 test images, individually. The improvement is more prominent for small images than for large ones, as illustrated for experimental entropy in Figure 1 . This is expected because, with and without hierarchical probability estimation, the probability estimates are less precise for small image sizes. Thus, the relative improvement is larger for smaller image sizes. Hierarchical probability estimation would, for example, lead to a 27% improvement of the average compression ratio of 128 by 128 images using an ideal lossless coder.
Conclusions
We predicted and experimentally veri ed a basic property of the joint probability distribution of digital sensor outputs. We showed that, for this class of random variables, hierarchical probability estimates are considerably better than equivalence-based or direct probability estimates.
Better probability estimates improve the results of any application which makes use of these estimates. The results of this paper, therefore, are especially important for data compression and pattern classi cation.
