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Abstract. 
 
In this paper we obtain an exact periodic solution for the system of equations of state 
corresponding to the helicoidal phase of crystalline ordering. We used Gufan’s method of 
integral rational basis of invariants (IRBI) to construct an inhomogeneous Landau potential. As 
a result the inhomogeneous Landau potential takes account of anisotropic invariants consisting 
of OP components as well as anisotropic invariants that comprise space derivatives of OP 
components. It is demonstrated that it is taking into account the latter that leads to the exact 
periodic solution for the system of equations of state that describes the helicoidal phase. A phase 
diagram of states is built for active Lifshitz representations at the second-order phase transition 
point. Analogy between inhomogeneous states of helimagnetics and second-order 
superconductors in the magnetic field is discussed. It is suggested to describe the vortex state of 
a helimagnetic in the magnetic field as a deformation of the magnetic sublattice with 
dislocations and not as the state of skyrmions. 
 
1. Introduction 
 
As is known[1-3], long-period helicoidal structures do exist in crystals.The evidence for 
this is provided in neutron diffraction studies of magnetic substances [4] that have shown that a 
number of crystals have phase transitions with the formation of spiral structures. They are 
characterized by periodic dependence of the magnetic moment (for example) on the coordinate. 
However, description of helicoidal structures in crystals is not covered in the inhomogeneous 
Landau theory because the system of equations of state studied up until now did not allow for 
exact periodic solutions. The exact periodic solution was obtained for inhomogeneous Landau 
potential at approximation of the absence of anisotropy [5]. In this case, essentially, equation 
0=Φ δϕδ  was neglected, where Φ  is the thermodynamic potential and ϕ  is the OP phase. 
However, in the absence of anisotropy equations of state describe isotropic continuum which 
does not agree with the description of the crystal. Also periodic solutions were obtained in 
approximation const=ρ  in the form of elliptic functions [6,7], where ρ  is the OP module. 
However, this approximation neglected one of the equations of the system of equations of state, 
namely 0=Φ δρδ . Such an approximation is probably acceptable in a description away from 
the phase transition point but it is not acceptable when describing the symmetry of state in the 
neighbourhood of the second-order phase transition point. As is known, when studying the 
second-order phase transition at a certain temperature a solution appears in which the OP 
module is non-zero.  
As there is no exact periodic solution for the full system of equations of state, it was 
suggested that the helicoid symmetry should be characterised by the first harmonic expansion of 
an inhomogeneous solution into the Fourier series. However, such a suggestion does not stand 
up to scrutiny because any continuously differentiable function can be expanded into a Fourier 
series but its translational symmetry is not defined by the first harmonic. Symmetry is an exact 
concept, therefore, approximate solutions or solutions for an incomplete system of equations of 
state are not suitable for the classification of physical states by symmetry.  
Thus, long-period helicoidal structures can be seen in crystals [1-4] but they are not 
described by the existing theory of the phase transitions into inhomogeneous states [5,8]. This 
is, obviously, a gap in the theory. This paper will demonstrate that the matter is in the method 
used to construct the Landau potential to describe inhomogeneous states. The problem is 
eliminated when the Landau potential takes into account all the anisotropic invariants of OP 
components and their derivatives that are determined by the symmetry of the crystal.  
The nonequilibrium Landau potential is a function of the independent invariants of the 
order parameter components. To construct the Landau potential the method of the integral 
rational basis of invariants (IRBI) was developed [9]. This allowed the construction of phase 
diagrams that were not described by Landau potentials without taking into account all the 
invariants included the IRBI [10]. 
In this paper we will use Gufan’s method and will construct the IRBI not only for OP 
components but for their space derivatives as well. Let us remember, however, that in 
variational calculus the OP components and their space derivatives are considered to be 
independent degrees of freedom when constructing the nonequilibrium potential. Then the 
inhomogeneous Landau potential will contain anisotropic invariants made of not only OP 
components but of their space derivatives as well. It should be noted that space derivatives of 
OP components usually make part of the Landau potential in the form of quadratic invariants, 
for example 22
2
1 zz ηη + , or antisymmetric Lifshitz invariants, for example zz 1221 ηηηη − . It 
will be demonstrated later that taking into account anisotropic invariants that contain space 
derivatives of OP, for example, 22
2
1 zzηη , results in an exact periodic solution of the system of 
equations of state that corresponds to the helicoidal phase. 
     
2. Inhomogeneous Lifshitz model.  
  
The inhomogeneous theory of phase transitions with OP depending on macroscopic 
coordinates is based on a formalism constructed by Lifshitz [8]. Generally speaking, OP cannot 
depend on a coordinate by definition because OP are coefficients of state density expansion in 
irreducible representation (IR) of the crystal space group. As is known [], the translational 
symmetry of the crystal is determined by the crystal lattice and the IR of the translations 
subgroup are equivalent to set )exp( xki l
rr
. So expansion of the state density in irreducible 
representations (IR) of the crystal space group is a generalisation of the Fourier series expansion 
of a function. It is obvious that coefficients of the Fourier series expansion for a function do not 
depend on the coordinate. That is why before we introduce the dependence of OP on the 
coordinate it needs to be clarified what we mean by this dependence. In paper [8] Lifshitz 
looked into spatial fluctuations of OP and proved the inhomogeneous model within the 
phenomenological Landau theory. In his formalism Lifshitz believed that:  
1) A crystal can be considered homogeneous in a macroscopically small volume.  
2) The macroscopically small volume of a crystal is characterised by a macroscopic 
coordinate X
r
.  
3) The transition from a high-symmetry phase to a low-symmetry phase occurs as per 
one IR of the space group in each point X
r
.  
4) Expansion coefficients of density of state in IR basic functions depend on 
macroscopic coordinates )(Xll
r
ηη = .  
5) Local nonequilibrium thermodynamic potential )(X
r
Φ  is functional )(Xl
r
η  and 
depends invariantly on order parameter (OP) components and its space derivatives: )(Xl
r
η , 
)(, X
jXl
r
η ,  (here designation jlXl XXj ∂∂≡ ηη )(,
r
).  
6) Equilibrium distributions of OP in the crystal correspond to extremals of functional 
)(X
r
Φ . 
Dzyaloshinskii [5] used the inhomogeneous Lifshitz formalism to describe phase 
transitions in which a crystal goes from a state with relatively small primitive period to a state 
without any translational symmetry. He demonstrated that if the local nonequilibrium 
thermodynamic potential contains a Lifshitz invariant (antisymmetric quadratic combination, 
linear in OP components as well as in its gradients) then the high-symmetry phase goes into an 
inhomogeneous phase through second-order transition at temperature 0Τ  above Curie point cΤ  
of the possible phase transition into a low-symmetry homogeneous phase. It was suggested that 
the resulting inhomogeneous structure would be a helicoidal phase that corresponds to an exact 
periodic solution of the Euler-Lagrange system of equations for )(X
r
Φ . However, the exact 
periodic solution was not obtained in the Dzyaloshinskii’s model [5]. The presence of the 
fourth-order anisotropic invariant that characterises the symmetry of the orthorhombic crystal 
was incompatible with equation of state 0=Φ δϕδ , where ϕ  is an OP phase for the 
sinusoidal solution. Further analysis of the Euler-Lagrange system of equations in the 
Dzyaloshinskii’s model [5] showed that its solutions are inhomogeneous and contain, in the 
general case, an infinite number of harmonics.The attempt to describe helicoidal structures 
through approximated solutions where the period is determined by the first harmonic of the 
Fourier series expansion of an inhomogeneous solution does not stand up to scrutiny. In essence, 
the model of the potential studied in [5], could not provide description for observed helicoidal 
structures in crystals.  
In this paper we obtain an exact periodic solution for the system of equations of state 
taking full account of anisotropy, the solution that corresponds to helicoidal ordering in crystals 
(Chapter 3). It is proven that solutions to the Euler-Lagrange system of equations where the OP 
module is dependent on space coordinates will satisfy inhomogeneous states different from 
helicoidal states (Chapter 4). We offer a description for magnetic vortex structures in the 
neighbourhood of the second-order phase transition (Chapter 5). We study the diagram of states 
in the neighbourhood of the point of the second-order phase transition from the high-symmetry 
phase to the low-symmetry phase when the density of inhomogeneous potential )(X
r
Φ  contains 
Lifshits invariant (Chapter 6). In Chapter 7 we trace an analogy in the description of 
inhomogeneous helimagnetics [11] and second-order superconductors. The vortex state of 
helimagnetics is described as a deformation of the magnetic sublattice with the occurrence of 
dislocations, similar to Abrikosov vortexes [12].  
 
3. Exact periodic solution for a two-component OP.  
 
As an example, let us examine structural transitions in an orthorhombic crystal with a 
symmetry group 162hD . Let the ordering of the low-symmetry phase be described with the OP 
that is transformed in IR 2τ  of star 21k
r
 [13].We chose this representation because it allows for 
the Lifshitz invariant, an antisymmetry combination of OP components and its derivatives. Such 
a representation describes antiferromagnetic ordering phase transitions in an orthorhombic 
crystal and phase transitions to inhomogeneous states. 
To construct local Landau potential let us use the IRBI method [10] that allows to take 
into account all the anisotropic interactions of OP components that are determined by the 
symmetry of the crystal. Let us find the matrices for the representation of the space group of 
symmetry of the crystal in order to construct the IRBI of OP components and its space 
derivatives. They act in a 4-D space of OP components and their derivatives: 1η , 2η , z1η , 
z2η ; where Oz  is the axis of symmetry. To make it simple, we will consider only one-
parameter dependence of OP components on the coordinate and we will designate it with a 
small letter 3Xz ≡ , bearing in mind all along that this refers to the macroscopic Lifshitz 
coordinate. The IRBI for this representation has the following form: 
2
2
2
11 ηη +=I , zzI 12212 ηηηη −= , 22213 zzI ηη += , 22214 ηη=I , zzI 21215 ηηηη= , 
3
12
3
216 zzI ηηηη −= , 22217 zzI ηη= , zzI 1322318 ηηηη −= .                       (1) 
321 ,, III  are isotropic invariants, and - 87654 ,,,, IIIII  are anisotropic invariants. The 
representation we chose allows for the Lifshitz invariant - 2I , therefore, inhomogeneous 
states in the neighbourhood of the second-order phase transition point will possess minimal 
energy. In this case it is necessary to investigate local Landau potential )(X
r
Φ  that is a 
functional of OP components and their space derivatives. 
Before we proceed to constructing )(X
r
Φ , it must be noted that: 
( )( ) ( )⎥⎦
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⎡
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3
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dz
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zzzz . 
This leads to a conclusion that 214
3
8 III =  plus a full derivative of expression 
1
3
22
3
1 ηηηη −  that, when integrated, provides constant contribution to the thermodynamic 
potential insignificant to determine the minimum functional. Therefore, instead of invariant 8I  
it will suffice to take into account the product of invariants 21II .Then functional )(X
r
Φ  of the 
fourth degree in OP components and its space derivatives that takes into account all invariants 
(1) will have the form : 
+++++++++=Φ 23333223
2
22231132112
2
111332211 IaIIaIaIIaIIaIaIaIaIa
            74635241 IbIbIbIb ++++ .                                                                            (2) 
As the Euler-Lagrange equations:  
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can be solved in relation to higher derivatives, then in the general case each boundary condition 
is satisfied with a well defined distribution of OP throughout the crystal. For the inhomogeneous 
problem the range of solutions for minimisation equations is continuous (as opposed to the 
homogeneous problem where the range is discrete), so the main state for fixed thermodynamic 
parameters is selected by way of additional minimisation of nonequilibrium thermodynamic 
potential as per boundary conditions. 
In order to classify solutions to Euler-Lagrange equations by symmetry let us move to 
the spherical coordinate system of OP, ϕρη cos1 = , ϕρη sin2 = . In this case the 
homogeneous phase is satisfied with a specific solution for the system of second-order 
differential equations constc =ρ , constc =ϕ  with boundary conditions cρρ =Β| , 
cϕϕ =Β| , corresponding to minima of the homogeneous Landau potential. Similarly, the 
helicoidal phase is satisfied with a specific solution: consth =ρ , zqhh =ϕ  where 
constqh =  with boundary conditions hρρ =Β| , hqz =∂∂ Β|ϕ . Boundary conditions in 
the above examples are obtained by way of substitution of corresponding class of solutions in 
the system of equations of state, and , cρ , cϕ , hρ , hq  are defined in it as functions from 
coefficients of the potential that depend, in their turn, on thermodynamic conditions set on the 
thermostat. 
Let us look for a solution for system (3) in this form: 
qzcos1 ρη = ,  qzsin2 ρη = ,                                                                   (4) 
where const=ρ , constq = . Here we introduced designation q  on purpose for the 
period of the helicoid in order not to confuse it with IR vector k
r
 that is set when choosing the 
OP (generally speaking, these are different objects; q  characterizes inhomogeneity in the 
macrospace, and vector k
r
 characterizes transformational properties of the OP in translation to 
the primitive period). By multiplying the first equation (3) by 1η  and the second equation by 
2η  and adding them together and inserting (4) we obtain the first equation of the system (5). By 
multiplying the first equation (3) by 2η  and the second equation by 1η  and subtracting the 
second equation from the first equation, bearing (4) in mind, we obtain the second equation of 
the system (5): 
+++ 22321 )(2 ρqaqaa   +−++++
2
22
1
13221212
1
11 )44(4)4[( qbaaqaba     
3
323 )34( qba ++ −++
44
42
1
33 ])4( ρqba 04cos)2( 44423332221121 =−++ qzqbqbqbb ρ   
                                                                                                                              (5) 
04sin)2( 44423
3
3
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22
1
12
1
=−++ qzqbqbqbb ρ .                                                   
System of equations (5) comes down to an algebraic system of two equations in relation 
to ρ  and q : 
+−++++ 224
1
13221214
1
11 )22(2)2[( qbaaqaba ++
3
32
3
23 )2( qba  
     =++ 2444
1
33 ])2( ρqba )( 2321 qaqaa ++−                                                                                 
                                                                                                                              (6) 
034 44
3
3
2
21 =−++ qbqbqbb . 
The solution for system (6) exists when 02 ≥ρ , which is equal to condition 
02321 ≤++ qaqaa . The multiplier preceding 2ρ  in the first equation should be positive 
for the reasons of thermodynamic stability of the periodic solution. According to (6), the period 
of helicoid is defined only by anisotropic coefficients of the potential in the second equation. 
Substituting solutions q  from the second equation of system (6) in the first equation we obtain 
an expression for ρ .  
It should be noted that in case of absence of anisotropy when all 0=ib , q  and ρ  are 
connected only in one equation (6). Moreover, if counting only quadratic invariants in the 
potential, the system of equations of state for an isotropic case is reduced to the first part of the 
first equation of the system (6) being equal to zero: 02321 =++ qaqaa . Such models are 
usually considered in order to determine physical quantities in the neighbourhood of the second-
order phase transition when OP values are small. For example, quadratic approximation is used 
in skyrmion theory []. But it follows from expression 02321 =++ qaqaa  that in linear 
approximation helicoid period q  should only be a function of isotropic coefficients of the 
potential.  This does not agree with the conclusion derived from the system of Euler-Lagrange 
equations of state (3) that helicoid period q  depends only upon anisotropic coefficients of the 
potential (second equation of system (6)). We need to eliminate this contradiction. 
For potential (2) condition 02321 =++ qaqaa  is equivalent to the coefficient 
preceding 2ρ  being equal to zero; this can be easily seen if (4) is inserted in (2). Such a 
condition is not dictated by the symmetry. Approximation of quadratic potential for OP is 
incorrect in principle as per the non-linear Landau theory. Let us demonstrate that such an 
approximation is also incorrect in a particular case for solution (4) that corresponds to helicoidal 
ordering in the crystal. Indeed, linear approximation 02321 =++ qaqaa  for sinusoidal 
solution (4), in the general case, is not compatible with expression 
034 44
3
3
2
21 =−++ qbqbqbb  that is derived from the system of Euler-Lagrange equations 
of state. Moreover, for helicoidal solution (4) expression 02321 ≠++ qaqaa , as 02 ≠ρ  
from the first equation (6). Essentially, condition 02321 =++ qaqaa  is a degeneracy 
condition for the helicoidal solution because if 02321 =++ qaqaa  in the Landau theory 
0=ρ  (5, 6). It should be noted that when 0=ρ  all OP components are also equal to zero (4) 
and there is no helicoidal solution. Therefore, helicoid period q  in the crystal is only given by 
anisotropic coefficients of the potential (second equation (6)), and ρ  is defined by isotropic as 
well as by anisotropic coefficients of the potential from the first equation in system (6). Thus, 
linear approximation (quadratic approximation of the potential) must not be used when 
describing helicoidal states in the Landau theory.  
The Dzyaloshinskii’s model [5] did not take into account anisotropic gradient basic 
invariants of this form - 765 ,, III  case 0432 === bbb  in (2, 6). Therefore, equation for 
minimisation in the OP angular coordinate 0=Φ δϕδ  for the periodic solution equivalent to 
the second equation of system (6) would look like this: 01 =b . This means that the equation of 
state would not be an algebraic expression for parameters of sinusoidal solution (4) q  and ρ , 
but a condition for being equal to zero for anisotropic coefficient of the potential. This condition 
means that in the Dzyaloshinskii’s model the system of equations of state is incompatible with 
the sinusoidal solution that corresponds to helicoidal phase of the crystal when 01 ≠b . This led 
to a method of obtaining a periodic solution “in approximation of neglect with anisotropy” when 
01 =b  was assumed. As a matter of fact, it came down to neglecting equation 0=Φ δϕδ  
that corresponds to the second equation of system (6). The case when 01 =b  and 
0432 === bbb , that is to say when all anisotropic coefficients of potential (2) are equal to 
zero, satisfies the approximation of the isotropic medium. It is obvious that such an 
approximation is not suitable for the description of ordering in orthorhombic crystals.  
 
4. Analysis of solutions for the system of equations of state with const=ρ .   
 
 Due to the lack of an exact periodic solution with condition 01 ≠b , paper [7] put 
forward an assumption that the OP module is not dependent on coordinates in the 
neighbourhood of the point of second-order phase transition from a high-symmetry phase to an 
inhomogeneous phase. It was suggested that helicoidal structure should be described using the 
Dzyaloshinskii’s elliptic periodic solution [6] obtained to describe periodic structure away from 
the second-order phase transition point. Additionally in [6] it was assumed that const=ρ  and 
that one of the equations in the system of equations of state can be neglected, namely 
0=Φ δρδ . Fixing the degree of freedom in variational calculus corresponds to a problem 
with condition and can be solved through the introduction of an additional Legendre factor 
δρδλ Φ= , which was done in [6]. The assumption that the degree of freedom is not 
dependent on coordinates in the neighbourhood of the second-order phase transition point is not 
equivalent to the assumption about fixing the degree of freedom.Searching for a solution in the 
form const=ρ  and solving a system of equations of state with condition const=ρ  are two 
separate problems. In the first case we insert const=ρ  in the full system of equations of state 
and look for parameter ρ . In the second case it is assumed that solution const=ρ  exists (is 
fixed) and then a problem with a condition is being solved, without taking into account equation 
0=Φ δρδ  in the system of equations of state. It is obvious that in the neighbourhood of the 
second-order phase transition we cannot talk of fixing the module of OP that defined the phase 
transition. Therefore, value ρ  should be determined from the full system of equations of state. 
Let us demonstrate that when const=ρ  the system of equations of state (3) does not have 
solutions different from constz =ϕ . Here and in what follows, we will understand 
const=ρ  as independence of ρ  from the coordinate, namely 0=zρ .  
Let us look for solutions to the system of equations of state (3) in the form 
ϕρη cos1 = , ϕρη sin2 = ,  where const=ρ , )(zϕϕ = . We obtain: 
22
321 )(2 ρϕϕ zz aaa ++ +−+++++ 222113221212111 )44(44[ zz baaaba ϕϕ
3
323 )34( zba ϕ+  −++
44
42
1
33 ])4( ρϕ zba −−++ ϕρϕϕϕ 4cos)2( 44423332221121 zzz bbbb                     
04sin)( 42423323241 =−+− ϕρϕϕϕ zzzz bbb                                                                                        
                                                                                                                                     (7) 
+++−++ zbabaaa ϕρρ 232923224122133 )6()22(2[ ++ 2242333 )12( zba ϕρ  
−−++ zzzz bbb ϕρϕρϕϕ 222423323241 ]4cos)(  
04sin)2( 44423
3
3
2
22
1
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=−++− ϕρϕϕϕ zzz bbbb     
It should be noted that the system of equations (7) can be solved with respect to ρ . By 
multiplying the second equation by ϕρϕϕ 4sin)( 42423323241 zz bbb −+  and the first equation 
by the factor preceding zzϕ  in the second equation and by adding them together we obtain 
algebraic equation: 
0),,4(cos 21 =ρϕϕ zP                         (8) 
We obtain the second polynomial 0),,4(cos 22 =ρϕϕ zP  from the first integral for 
potential )(X
r
Φ  that, as per Noether's theorem, has the form: 
+
∂
Φ∂
z
z
1
1
η
η
constz
z
=Φ−
∂
Φ∂
2
2
η
η                                                              (9) 
Expression (9) can be obtained by way of integrating (3) with integrating multipliers. 
Indeed, let us multiply the first equation by z1η , the second equation by z2η , then add them 
together and obtain the total differential: ( +∂
Φ∂
−
Φ
z
zdz
d
dz
d
1
1
η
η
) 02
2
=
∂
Φ∂
z
z
η
η . After 
integrating we have (9). Expression (9) also has the form 0),,4(cos 22 =ρϕϕ zP . This can be 
easily seen by inserting invariants (1) into (2, 9) in spherical coordinates , ϕρη cos1 = , 
ϕρη sin2 =  provided that const=ρ . It should be noted that polynomial 
),,4(cos 22 ρϕϕ zP  does not depend on ϕ4sin , as ϕ4sin  only makes part of anisotropic 
invariants 765 ,, III  (1) in combination with factor zz ∂∂= ρρ , and we assume that 
0=zρ . 
Thus, we have moved from system (7) to the equivalent system (8, 9) of algebraic 
equations for , ϕ4cos , zϕ  and 2ρ . In the general case such system of equations has a solution 
provided that resultant 
0))4(cos),4(cos(Re 21 =ϕϕ PPs                                                                         (10) 
is equal to 0. Then the resultant itself is a polynomial for zϕ  and 2ρ : ),(Re 23 ρϕzPs = . 
Equation 0),( 23 =ρϕzP  is satisfied for any z  only provided constz =ϕ , q.e.d.  
If 0=zϕ , then all possible homogeneous states are listed from the second equation of 
system (7) , 04sin =ϕ  and from the solution for system (7). Case 0≠= constzϕ  was 
examined in Chapter 3 and it satisfies the helicoidal phase.  
Similarly it is possible to demonstrate that system (3) does not have solutions in the form 
)(zρρ = , qz=ϕ , where constq = . 
Thus, the system of Euler-Lagrange equations (7) does not have periodic solutions like 
elliptic functions [7, 8]. It follows from the presented analysis of the system of equations (3) that 
inhomogeneous state other than helicoidal state is satisfied with essentially inhomogeneous 
solution where )(zρρ = , )(zfz =∂∂ϕ .  
If quadratic approximation of the potential is used to determine )(zϕ , then the obtained 
solutions will result in the coefficient preceding 2ρ  being equal to zero in the first equation of 
system (7). This leads to a conclusion that 0=ρ , and so all OP components are equal to zero 
for )(zϕ  obtained from linear approximation of equations of state. Therefore, quadratic 
approximation of the potential must not be used in Landau theory for calculations of the OP 
phase when const=ρ . If the OP depend on Х
r
, the reasoning will not change significantly.  
 
5. Magnetic vortex states. 
 
In recent years, inhomogeneous magnetic structures in crystals were studied within the 
theory of magnetic vortex structures - chiral skyrmions [14,15]. In papers [15], the 
nonequilibrium potential takes into account invariant ][ MM
rrv
∇  that generalizes the Lifshitz 
invariant for the case when several coordinates are involved in an antisymmetry invariant 
combination. Such invariants exist for crystals that do not have an inversion centre. When 
constructing the inhomogeneous Landau potential in [15] it is assumed that )(ХM
rv
 represents 
a vector field, therefore, it is transformed in IR with 0=k
r
.It is believed that such invariants 
describe the Dzyaloshinskii-Moriya interaction ][ jiSS
rr
 [16] in the phenomenological Landau 
theory. In calculations in [15] constM =
r
 is fixed out of additional considerations and the 
nonequilibrium potential is minimised by MMXn
rrrr
=)( . This means that in [14,15] the 
problem is being solved with the condition constM =
r
.  
However, the authors of [15,16] limit their calculations to quadratic potential. Let us 
demonstrate that the reasoning given above is also valid for crystals without an inversion centre. 
As is known, approximation of quadratic potential is justified in the small neighbourhood of the 
point of the second-order phase transition when the OP is small and its higher degrees can be 
neglected in the nonequilibrium potential. On the other hand, in the neighbourhood of the 
second-order phase transition point non-linear equation 0=Φ M
r
δδ  must be taken into 
account because when a new phase appears it is characterised by solutions of a non-linear 
equations of state for which 0>
r
M . Therefore, in the small neighbourhood of the second-
order phase transition point [] a full system of equations of state needs to be solved that would 
contain, among others, 0=Φ M
r
δδ .  
If constM =
r
, then equation 0=Φ M
r
δδ  can be solved for M
r
. In this case, as 
was demonstrated above, quadratic approximation of the potential for MMXn
rrrr
=)(  leads 
to solution 0=M
r
 for non-linear equation 0=Φ M
r
δδ .  
Nonetheless, in a number of cases [15] solutions for a variations problem with condition 
constM =
r
 in quadratic approximation provide a quality description for inhomogeneous 
vortex distribution of the magnetic moment [11]. There is also an alternative point of view to 
describe these structures [17]. In our opinion, from the very beginning [5] the problem of the 
long-period structures was associated with equating of the helicoid period q
r
 (4) and IR vector 
k
r
. Now, when we obtained the exact periodic solution (6) that corresponds to the helicoidal 
phase (4), we can consider the IR where vector k
r
 does not initially correspond to the chosen 
point of the Brillouin zone. Such an IR is not equivalent to the vector IR or IR with vector 0k
r
, 
that correspond to the chosen point of the Brillouin zone just for the simple fact that they have 
different number of OP components and they transform differently from the crystal symmetry 
group.   
As an alternative for skyrmions another description of magnetic vortex states can be 
suggested [18] where the OP with 0≠k
r
 is used as the main variable. It is determined by the 
translational symmetry of the potential and, as a consequence, by the minimal interaction 
between the magnetic OP and distortion tensor. In this case the vortex structure of equations of 
state will be related to gradient invariance inherent to equations that contain distortion tensor, 
similar to Maxwell equations.  
Dislocations as functions of state appear in the inhomogeneous Landau theory if 
Lifshitz’s approach formulated in Chapter 2 is generalised for a case when not only the OP 
value changes with X
r
 but also the OP transformational properties with respect to the 
translation subgroup change with the macro-coordinate. Indeed, in translations to lattice spacing 
ar  in the general case the OP transformational properties are characterised by a continuous 
parameter - IR vector k
r
: lll akia ηη )exp(ˆ
rrr
= , that can also change with the macro-coordinate 
)(Xkk ll
rrr
= . Here, one should not confuse IR vector k
r
 with helicoid period q
r
 that 
characterizes the value of OP components (4). In the case when )(Xkk ll
rrr
=  under the effect of 
translation operator aˆ
r
 value jll Xaki ∂∂ )(
rrη  will be added to derivative jl X∂∂η , that 
value needs to be annulled in order to construct the translation-invariant potential. In order to 
annul gradient jl Xaki ∂∂ )(
rr
 let us introduce an additional compensating field to the extended 
derivative of the OP. We will construct the extended derivative by analogy with the field theory 
of electrodynamics, bearing in mind that here the local group parameter will be IR vector 
)(Xk
rr
 as opposed to the scalar group parameter )(X
r
α  in electrodynamics: 
ψαψ )exp(ˆ ig =  [19]. That is why the second-rank tensor ijA  will be the OP compensating 
field with local transformational properties of the translations subgroup: 
l
l
pjpp
j
l
l
j AiX
D ηνη ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Σ−
∂
∂
=  (where pν - is the phenomenological charge of the dislocation, it 
defines the minimal Burgers vector [18]). It is obvious that one second-rank tensor ijA , will be 
enough to compensate all vectors in star }{k
r
.  In [18] it was proven that compensating field 
ijA  of the local OP is the distortion tensor. It sets the density of dislocations 
)/( kpnjknpj XAe ∂∂−=ρ , by definition [20]. Nonequilibrium potential is a functional of the 
distortion tensor, that gives rise to the vortex structure of equations of state 0=Φ ijAδδ . 
Gradient invariance of equations of state in this case is dictated by translational invariance of the 
local Landau potential. 
It is known from the Kadic-Edelen gauge theory of dislocations [21] that there is an 
analogy between Lorentz force kjijki Bjef =  (where j
r
 is vector of current, 
lmklmk XAeB ∂∂=  is magnetic induction, mA  is the electromagnetic potential) and Peach-
Koehler force nknjijki ef ρσ=  (where njσ  is the stress tensor) [22]. In the local Landau 
theory stress tensor njnj Aδδσ Φ=  depends on OP components as well as current depends on 
the wave function in the field theory of electrodynamics mm Aj δδΦ= .  
Thus, the inhomogeneous distribution of magnetic moment will be given by a set of 
functions )(Xm
lk
rr
r , which constitute coefficients preceding basic functions. In this case the 
basic functions are obtained from a direct product of the vector representation that characterises 
three components of magnetic moment and the distribution density of the magnetic moment 
with the star of vector }{k
r
. The interaction of the external magnetic field and the magnetic OP 
deforms the magnetic sublattice. When )(Xkk
rrr
=  inhomogeneous distribution of magnetic 
moment leads to appearance of inner stresses and dislocations. Since the difference between 
Peach-Koehler force and  Lorentz force in structure is only in contraction by the first index of 
the stress tensor and dislocation density, then the interaction between magnetic moment and 
density of dislocations has a structure similar to Abrikosov vortices [12].  
Detailed description of magnetic vortex structures is beyond the scope of this paper. 
However, we can at least note one distinction in the description in connection with the 
symmetry. Term ][ MM
rrv
∇  in [15] does not allow for a flat model of vortex solutions that lie, 
for example, in plane )(xy , as distinct from the model with compensating fields. Indeed, if 
)0),,(),,(( 21 yxMyxMM =
v
 (here we use universally accepted designations 1Xx ≡ , 
2Xy ≡ ), then ),0,0(][ 12 yMxMM ∂∂−∂∂=∇
rr
, which results in 0][ =∇MM
rrv
.  
The interaction between magnetic moment and density of dislocations as well as the 
interaction between current and magnetic induction has a symmetrical flat solution that depends 
on coordinate z . Indeed, if the distortion tensor and stress tensor lie in plane )(xy : njA , njσ , 
where 2,1, =jn , then density of dislocations has the form: xAyA nnn ∂∂−∂∂= 213ρ . 
Therefore, Peach-Koehler force 33 nnjiji ef ρσ=  lies in plane )(xy , because 3≠i .   
Most likely, magnetic vortex structure of thin films [11] constitutes dislocations of the 
magnetic sublattice that interact with the magnetic moment. Such an interaction is defined by 
the distortion tensor in the extended derivative of the magnetic OP in the inhomogeneous 
potential and is analogous to the phenomenological description of the electron-phonon 
interaction in the theory of superconductivity [18].  
 
6. Phase diagram. 
 
In order to show the phenomenological coefficient region of the potential where 
solutions obtained in (6) can be correct let us examine section 03 >a , 03 =b , 04 =b . Let us 
construct a phase diagram of states in the space of parameters 1a , 1b , 2b  assuming that only 
)(11 Taa =  depends on temperature (see Fig.1). Then the domain of existence of the helicoidal 
phase is limited by condition 02 ≥hρ : 02321 ≤++ hh qaqaa .Here 2hq  is defined by the 
second equation in system (6) and it is satisfied by the plane that goes through axis 1a : 
2
2
1 bqb h−= . The surface 0
2
321 =++ hh qaqaa  is tangent to the plane 
3
2
201 4)( aaTa =  in a straight line 2
2
01 bqb −= , where 320 2aaq −= . It should be 
noted that plane 3
2
201 4)( aaTa =  is a plane of the second-order transition into 
inhomogeneous state that is determined by the presence of Lifshitz invariant ( 02 ≠a ) in the 
potential. The domain of existence of  homogeneous low-symmetry states is limited by 
condition 01 ≤a  (for , 01 >b , 01 =η , 02 ≠η , for 01 <b , 021 ≠= ηη ).  
Since a general solution for the system of Euler-Lagrange equations (3) is not found, 
then, in the general case, it is not possible to find out at what values of parameters 1a , 1b , 2b  
homogeneous and helicoidal phases satisfy the absolute minimum of the nonequilibrium 
thermodynamic potential. 
 
Phase diagram in the neighbourhood of the second-order phase transition point. Phases: 
SP - high-symmetry, INP - inhomogeneous, HP – helicoidal, LSP - homogeneous low-
symmetry. 
However, in the small temperature neighbourhood of the second-order phase transition 
point )( 01 Ta  solution zq01 cosρη = , zq02 sinρη =  satisfies the absolute minimum of 
Landau potential. Therefore, it can be stated that in the neighbourhood of line 
3
2
2
1 4a
aa = , 22
3
2
2
1 4
b
a
ab −=                                                                               (11) 
a helicoidal phase occurs. 
Let us examine section 02 =b  that satisfies the Dzyaloshinskii model. In this case the 
domain of existence of the helicoidal phase is satisfied by ray 01 =b ,  3
2
21 4aaa ≤ . This is 
a known solution [5] that is obtained in anisotropy approximation. When 01 ≠b  the 
inhomogeneous phase has a corresponding essentially inhomogeneous solution of the system (3) 
where the OP module and phase depend on the space coordinate and there are no solutions that 
would satisfy helicoidal phase. 
It should be noted that in any transversal two-dimensional section of a general three-
dimensional phase diagram (Fig.1) there is no more than one isolated point in which the 
helicoidal phase borders on the homogeneous phase. This point is a second-order transition 
point.  
Thus, at decreasing temperature 0TT ≤ , in the general case, the high-symmetry phase 
goes into the inhomogeneous phase, different from the helicoidal phase, by means of a second-
order transition above Curie point cT  of the possible phase transition to homogeneous low-
symmetry phase. Then, at decreasing temperature a helicoidal ordering can occur by means of a 
first-order transition, because 0=Φh  at the border of existence of the helicoidal phase. 
Similarly, since at the border of existence of the homogeneous low-symmetry phase 
( 0)(1 =cTa ) helicoidal state is satisfied with a greater minimum of the thermodynamic 
potential as opposed to homogeneous state 00 =ΦΦ <h , then in the general case the 
formation of the homogeneous low-symmetry phase occurs as a first-order transition. A second-
order transition from the high-symmetry phase directly into the helicoidal phase is only possible 
along line (11) that lies in plane 0)( 01 =Ta . On phase diagram Tp −  this line is represented 
by a point; here it is assumed that 1b  and 2b  depend on pressure.  
In order to define the point of the second-order phase transition into inhomogeneous 
state, in [5] the authors expanded the inhomogeneous solution in a Fourier series and found the 
first harmonic at which energy turned negative. For this purpose it will suffice to insert 
expression (4) into quadratic approximation of the potential (2) 
22
3
2
2
2
1 ρρρ qaqaa ++=Φ′ .This expression takes minimal value when 
02 23
2
2 =+=∂Φ′∂ ρρ qaaq , from which follows 320 2aaq −= .We used this 
result when we were defining the plane of the second-order transition 3
2
201 4)( aaTa = . 
Value 320 2aaq −=  is the value of the first harmonic Fourier series expansion of an 
inhomogeneous solution but not a period of the helicoidal phase Such was an assumption 
initially [5]. However, paper [16] began to associate the period of the helicoid with value 
320 2aaq −= ; let us demonstrate that it is not the case. Helicoidal state is satisfied with 
solution (4). In order to find the period of the helicoid (4) needs to be inserted into the equations 
of state. For the quadratic approximation of potential Φ′ , we obtain 02321 =++ qaqaa  
from (6). It is obvious that equation 02321 =++ qaqaa  obtained from the system of 
equations of state and the minimum condition 02 32 =+ qaa  are not compatible for any 
coefficients ia . Thus, value 320 2aaq −=  does not correspond to the period of helicoid 
but corresponds to the value of the first harmonic Fourier series expansion of an inhomogeneous 
solution. As follows from the phase diagram on Fig.1, it is into inhomogeneous state that the 
second-order transition from the high-symmetry phase occurs when the IR allows for Lifshitz 
invariant: 02 ≠a . Papers [14, 15] use invariant ][ MM
rrr
×∇  as a generalised Lifshitz 
invariant for crystals without an inversion centre, but this does not alter the essence of the 
matter. 
   
7. Analogy between inhomogeneous helimagnetics and second-order 
superconductors. 
 
Until now by a helicoidal phase we understood an inhomogeneous long-period structure 
(4). As is known [23], it is also possible to describe helicoidal structures within a homogeneous 
IR model with disproportionate vector k
r
 that does not correspond to the chosen point of the 
Brillouin zone. Such a description, in essence, postulates the existence of the space periodic 
distribution of OP, and the IR with disproportionate vector k
r
 can describe a second-order phase 
transition.  
When describing inhomogeneous deformations in the helimagnetics OP with 
disproportionate vector k
r
 that occupies a general position in the Brillouin zone, a problem 
should be examined when )(Xll
r
ηη = , )(Xkk
rrr
= . This will enable us to describe 
deformation of helimagnetics for the case of inhomogeneous distortions caused by the external 
magnetic field. While describing the deformation of helimagnetics in the magnetic field, 
transition to an inhomogeneous model with )(Xkk
rrr
=  will be also mostly generic for the 
inhomogeneous representation 0kk
rr
=  examined in this paper. Such a transition is determined 
by the analogy between the phase diagram for inhomogeneous helimagnetics in the magnetic 
field [11] and phase diagram of second-order superconductors [12].  
 
 
Figure 2. Phase diagram SiCoFe 5,05,0  [11] in the magnetic field: H – helimagnetic, A-
phase or “skyrmion” phase, FM – ferromagnetic. 
 
Indeed, Fig. 2 demonstrates the analogy between the helicoidal phase H and the 
superconducting phase; the A-phase and the mixed superconducting state; the ferromagnetic 
phase FM and the nonsuperconducting phase [volume 9]. By the A-phase (Fig. 2) we will 
understand inhomogeneous distribution of the magnetic moment with density of dislocations 
(Chapter 5) similar to Abrikosov vortices in the second-order superconductor [12]. The density 
of dislocations is analogous to the magnetic field, it occurs in the OP sublattice due to the 
change in )(Xkk
rrr
= . Vector )(Xk
rr
 sets the period of the magnetic sublattice, therefore, 
incompatibilities will occur at the boundary of two regions with different periods. For example, 
when changes happen in the direction perpendicular to vector )(Xk
rr
, edge dislocations will 
emerge [18].    
As it was demonstrated in [18], states with )(Xkk
rrr
=  are described by a pair of 
variables - OP and compensating field ijA  that interact with each other. This interaction is 
determined by an extended derivative similar to the interaction between the superconducting 
wave function and the electromagnetic potential in [24]. For OP with )(Xkk
rrr
= , the 
compensating field is distortion tensor [18]. Since the compensating field is part of the OP 
extended derivative, then its physical dimensionality (distortion tensor is dimensionless) is not 
related to physical dimensionality of the OP itself. Such an interaction is universal and is related 
to the change of the translational symmetry of the sublattice. The external magnetic field, in the 
general case, leads to inhomogeneous deformations of helicoidal state with )(Xk
rr
. Thus, we 
can assume that there is a direct dependence between the external magnetic field and the 
distortion tensor in the inhomogeneous state of helimagnetics.  
For the helicoidal phase and the superconducting phase it is fair to use approximation 
const=ρ  in the magnetic field away from the second-order phase transition point. Condition 
const=ρ , as is known [12], leads to London equations for superconducting potential. 
Equations of state for the magnetic OP with extended derivative are analogous to Ginzburg-
Landau equations of state [24] (if correspondence is set between density of dislocation and 
magnetic induction, see Chapter 5). Therefore, there is an area on the phase diagram (Fig. 2) 
where the helicoidal phase H remains stable but dislocations are pushed to the edges of the 
sample, similar to the magnetic field in the superconductor.   
With the increasing magnetic field a mixed state - A-phase (Fig.2) occurs where 
)(X
r
ρρ = . In this state a system of vortices from dislocations is formed, similar to Abrikosov 
vortices. Density of dislocations is linked to ruptures of the magnetic sublattice in the 
inhomogeneous state. Due to disproportion of vector )(Xk
rr
, the OP sublattice is not linked to 
the crystal lattice. Therefore, in this case, dislocations are not related to incompatibilities of the 
crystal lattice; they show themselves in the form of vortices in the A-phase (Fig.2). 
With the further increase in the magnetic field, a critical field 2CB ,can be determined 
where the inhomogeneous state of the helimagnetic is destroyed and it moves to a ferromagnetic 
state (Fig. 2). In this case, the critical magnetic field depends on density of dislocations 
)/( kpnjknpj XAe ∂∂−=ρ  that is determined by analogy with the critical magnetic field for the 
superconducting state [12]. 
To provide an additional proof for the validity of the suggested description elastic 
properties of the helimagnetic should be examined in each phase of the diagram on Fig. 2. Due 
to the presence of dislocations in the helimagnetic hardening should be observed. This 
hardening is associated with inhomogeneity - with the appearance of additional elastic modules 
in the potential in the form of coefficients preceding OP extended derivatives where distortion 
tensor is a linear member. Similar hardening is seen in the superconducting state; it manifests 
itself in anomalous behaviour of elastic modules at the phase transition to the superconducting 
state [25]. 
It should be noted that the compensating field is an independent variable. It interacts 
with the OP when the translational symmetry of the sublattice changes (not necessarily crystal 
sublattice). Generally speaking, the crystal lattice does not usually interact minimally with the 
distortion tensor because it would have to be a very fragile lattice subject to weak interaction 
that can be also easily restored. An example of a “fragile elastic lattice” is liquid crystals. In 
1972, De Gennes noticed that the phase diagram of the deformed SmА is equivalent to the phase 
diagram of second-order superconductors []. On the basis of this observation he formulated a 
theory for SmA similar to the Ginzburg-Landau theory. But De Gennes used vector field in the 
extended derivative; this field cannot compensate for the change in vector of director 
)(Xnn
rrr
=  for smectic OP (in [] it was assumed that the distance between SmA layers did not 
change constd = , therefore dXnXk )()(
rrrr
= ). In [27] a model was built with a tensor 
compensating field which is free of faults of the De Gennes model [28].  
Thus, phase diagram [11] is described within a model with extended derivatives by two 
variables: OP and compensating field ijA , by analogy with the superconducting phase diagram 
(Fig.2) [12]. The sublattice made of magnetic spins and determined by the weak Dzyaloshinskii-
Moriya interaction [29] satisfies two requirements of such description: it is fragile (deforms with 
the occurrence of dislocations) and is easily restored once the external magnetic field is removed 
(this demonstrates its elastic properties), similar to liquid crystals. Weak Dzyaloshinskii-Moriya 
interactions result in the formation of the magnetic sublattice with disproportionate vector k
r
. In 
the external field such a lattice is deformed which results in inhomogeneous distortions of not 
only the OP value, but also of vector )(Xkk
rrr
= .   
The phase diagram on Fig. 2 cannot be described only with magnetic OP, even with the 
presence of vortex invariant ][ MM
rrv
∇  [15], because in this case there is no answer to the 
question why a transition happens from one phase into another.   
It is worth noting that for MnSi and FeGe [30] there are phase diagrams TB − , 
analogous to Fig. 2, with the only difference in that in the proximity to zero temperatures with a 
non-zero magnetic field a conic phase occurs with constM =
r
. This is consistent with the 
Dzyaloshinskii’s assumption [6] that away from the phase transition point approximation 
const=ρ  can be used. 
 
8. Conclusion. 
 
Using the IRBI method [9] within an inhomogeneous Lifshitz approach in Landau theory 
[8] we obtained the exact sinusoidal solution for the system of equations of state that describes 
helicoidal ordering in crystals. As follows from the second equation of system (6), the presence 
of the sinusoidal solution is directly linked to anisotropy of the crystal, since the period of the 
helicoid q  is determined only by anisotropic coefficients of the potential. Until now it was 
thought that anisotropic invariants do not allow obtaining the exact periodic solution 
corresponding to the helicoidal phase. In the general case, when OP components depend on X
r
 
and the IRBI contains all the space derivatives of the OP components, a sinusoidal solution does 
exist, in which the phase takes the form Xq
rr
=ϕ . It follows from the equations of state (3,6) 
that the existence of the sinusoidal solution does not depend on the presence of the Lifshitz 
invariant in the nonequilibrium Landau potential. Helicoidal solution for the system of equations 
of state exists if one takes into account anisotropic gradient invariants in the potential that were 
obtained using the IRBI method. It becomes obvious now that if the inhomogeneous potential 
contains anisotropic invariants of the OP components, then anisotropic invariants composed of 
space derivatives of the OP components must be taken into account in it. 
In Chapter 6 we constructed a phase diagram of states in the space of coefficients 
)(1 Ta , 1b , 2b  and obtained the domain of existence for the helicoidal phase . It is important to 
note that the domain of existence of a stable exact periodic solution on Fig.1 is transversal.  
As it is clear from Fig.1, on the phase diagram the domain of existence of 
inhomogeneous state different from helicoidal state does not coincide with possible helicoidal 
ordering. It was previously thought that it was one and the same state [5,16], because the section 
that was examined had all 0=ib , except for 01 ≠b . But in such conditions a sinusoidal 
solution for the system of equations of state (6) corresponding to the helicoidal phase does not 
exist.  
We did not expect that the expression for the period of the helicoid obtained from the 
system of equations of state without approximations: 034 44
3
3
2
21 =−++ qbqbqbb  is in 
no way connected with the expression for the period of the helicoid obtained from quadratic 
approximation for a nonequilibrium potential: 02321 =++ qaqaa . In non-linear Landau 
theory, the linear approximation cancels the OP module 0=hρ  (see the first equation of 
system (6)), therefore, there are no internal contradictions in the theory. It is obvious that linear 
approximation cannot be used in non-linear Landau theory by definition. However, it would 
appear that for small values of the OP the period of the helicoid would be close in value to 
expression 02321 =++ qaqaa obtained through linear approximation, but this is not the 
case. Generally speaking, linear approximation has never coincided with the first harmonic 
02 32 =+ qaa  expansion into Fourier series of an inhomogeneous solution (see Chapter.6). 
Nonetheless, the first harmonic of the inhomogeneous solution is still associated with the period 
of the helicoid, see references to paper [14,16].   
 
Another important result consists in the fact that in the presence of Lifshitz invariant the 
second-order transition goes into essentially-inhomogeneous state with the corresponding 
solution )(zρρ = , )(zfz =∂∂ϕ , and not into helicoid state with the corresponding 
solution qzcos1 ρη = , qzsin2 ρη =  (Fig. 1). The phase transition into the helicoidal 
phase does not occur, in the general case, through the second-order phase transition. It follows 
from (6) that the presence of Lifshitz invariant does not affect in principle the existence of the 
sinusoidal solution. That is why in the general case the transition into the helicoidal phase 
occurs as a first-order phase transition. This transition is possible from the homogeneous phase 
in the absence of Lifshitz invariant as well as from the inhomogeneous phase in the case when 
the IR allows for Lifshitz invariant. This conclusion refers to the formation of long-period 
helicoidal structures. This conclusion refers to the formation of long-period helicoidal structures 
described by the OP with vector 0k
r
 that corresponds to the chosen point of the Brillouin zone. 
It does not apply to the case when helicoidal structures are described by the OP with 
disproportionate vector k
r
 of the general location. 
In the case of inhomogeneous deformations of helimagnetics [11,30,31] induced by the 
magnetic field, one should take account the change in transformation properties of the OP -
)(Xkk
rrr
= . Such description is similar to the description of the superconducting state by 
Ginzburg-Landau; it results in appearance of an additional compensating field - the distortion 
tensor that minimally interacts with the OP. Comparative analysis of Fig. 2 demonstrates that 
the phase diagram of the helimagnetic in the magnetic field is analogous to the phase diagram of 
the second-order superconductor. It follows from the minimal interaction between the magnetic 
OP and distortion tensor that the observed vortex states of helimagnetic [11] constitute states 
with dislocations that are formed due to deformation of the magnetic sublattice and not by the 
states of skyrmions [15]. 
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