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Abstract Results of large-eddy simulations of stably stratified atmospheric flow around an
isolated, complex-shaped tall building are presented. The study focuses on the identifi-
cation of flow structures in the building wake in high and low Froude number regimes. A
qualitative comparison of results with available literature data and existing theories is
presented. In addition to flow structures identified in earlier studies such as the horseshoe
and recirculation eddy vortices, we analyze a stationary disturbance akin to mountain
gravity wave, and a complex vortex structure associated with this wave, consisting of
multiple symmetric pairs of vortices. The Froude number appears to be the principal
parameter controlling the structure of the wake, waves and vortex pattern.
Keywords Urban fluid mechanics  Stably Stratified flows  Building wake 
Building aerodynamics
1 Introduction
Studies of flow around buildings began in the middle of the past century. In an early
review, Hunt [27] listed five areas of practical interest: wind regime change at a pedestrian
level, heating and ventilation of buildings, pollutants’ dispersion from and around build-
ings, wind noise, and the safety of aircraft take-off and landing at cities’ airports.
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Subsequently, these studies expanded into other areas, such as wind loads on structures or
aeroelasticity of tall buildings [8, 14]. At present, circumfluence of buildings is one of the
principal branches of urban fluid mechanics [17].
Since the creation of the world’s first meteorological wind tunnel capable of simulating
flow in a thermally stratified boundary layer [7, 54] and the pioneering wind-tunnel sim-
ulation of flow around a group of buildings [29], wind-tunnel experiments became fre-
quently used to investigate flows within urban fabric. In the 1970s, analytical theories of
wake development were presented, e.g. [26]; soon, these were complemented and even-
tually superseded by advances in computational fluid dynamics (CFD). Notably, many of
the early CFD studies were devoted to validation of CFD methods and models, and a vast
majority of such efforts focused on the comparison of their results to those obtained from
wind-tunnel experiments. Several reviews of these works and findings are available, e.g.
[44, 45, 53, 80]. In spite of the CFD capabilities, experiments were mostly focused on
idealized, simplified problems such as a steady-state adiabatic flow around a cubic building
under statically neutral conditions. Nevertheless, the growing confidence in CFD results
eventually paved the way for CFD application as an independent design tool in engineering
[74, 81]. Further, detailed measurements of the flow structure and pollutant dispersion
within the urban fabric became available (e.g. [3, 4, 24, 58]), and numerical models
encompassing city blocks or quarters were built (e.g. [9, 18, 20, 23, 52])
Wind-tunnel and computational studies identified several salient structures in building
wakes (see e.g. [31, 53] for reviews). Many studies report a horseshoe-shaped vortex with a
slightly inclined symmetry axis that surrounds the building, stretching behind into the wake
(e.g. [5, 86]). This is often accompanied by an arc-shaped vortex developing behind the
obstacle. Usually, a recirculation zone develops behind the building, along the axis of the
wake. Several smaller recirculation cells on the windward side of the building, near the
ground level, can also be present, as well as a cell developing over a flat roof top [5]. These
features are associated with a separation of the flow and a reattachment pattern at the
ground or at the building surface.
The influence of buildings on the structure of the flow within the urban canopy layer is
not unambiguous, particularly with regard to the pedestrian-level wind field. On a city-
scale, drag forces caused by the impingement of the flow on building walls deflect the area-
mean wind and decrease its speed. However, in smaller scales, the airflow may actually
accelerate in gaps between buildings. Murakami et al. [46] studied amplification of
pedestrian-level wind speed by tall buildings caused by momentum transport from upper
part of the canopy, both by means of numerical modelling and by wind-tunnel studies.
They found that an isolated high-rise building may amplify the pedestrian-level wind speed
by as much as 50–100 % and that this effect can be even larger in vicinities occupied by
low buildings.
Although the atmospheric stability is a key factor in atmospheric dispersion, it has
received much less attention in past studies. This apparent lack of interest may be partially
explained by the abundance of mechanically generated turbulence which reduces the
relative role of buoyancy effects, and by the reduction of surface cooling during nighttime
by the urban heat storage [6]. Notwithstanding, numerous studies (e.g. [10, 32, 33, 38])
have thoroughly documented severe wintertime air pollution episodes associated with
temperature inversions. These conditions may deserve special attention, at least from the
city ventillation perspective. Only a decade ago, Britter and Hanna [6] placed the strati-
fication at the first position on their list of ’’the most pressing problems’’ in urban fluid
mechanics; since this time, many questions still remain open.
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By the end of the twentieth century, a few wind tunnels capable of simulating thermal
stratification effects on the boundary-layer flow were already in place (e.g.
[49, 50, 54, 56, 60]), with some of them capable of reproducing flow structures as complex
as sea-breeze circulation [40] or as a convective boundary layer capped with an inversion
[16]. While some of the wind-tunnel studies addressed stratified flows around buildings
(e.g. [31]), it was left for numerical modelling to complement the limited capabilities of
wind tunnels by simulations of more complex environmental conditions. The tremendous
advance in computational fluid dynamics (CFD) in the last few decades has greatly
extended our research capabilities, particularly due to large-eddy simulation technique,
emerging as possibly the most accurate method in urban fluid mechanics [20, 44, 45, 80].
However, among a large number of computational studies reported to date, only a small
fraction avoided a typical scenario of steady-state, neutrally stratified flow around simply-
shaped buildings. Studies of stably stratified urban flows, either numerical or experimental
represent a narrow class, and most of them focus on pollutant dispersion in street canyons
(e.g. [34, 82]). To this date, flow around tall buildings under stable conditions has been
addressed in just a few studies [30, 31, 59, 90].
An important question regarding the atmospheric flow over an isolated obstacle has
been phrased by Sheppard [63]: ‘‘Under what conditions will an airstream rise over a
mountain range?’’ (as opposed to flowing around). Although the scales of mountain
and urban flows are different, the mechanisms may be similar, at least qualitatively. In
view of the scope of this paper, two linear theories should be mentioned: potential-flow
solutions, applicable to high Froude number flows [15, 25, 36] and the solution derived
from linear gravity-wave theory by Smith [64] for low Froude number flows. While
these two theories apparently lack a common overlapping validity region, the numerical
study by Smolarkiewicz and Rotunno [70] provides a solution for the mixed moderate-
to-low Froude number regime that can be useful for a quantitative comparison.
In the following, we shall present results of large-eddy simulations (LES) of stably
stratified flow around an isolated tall building. To identify the thermal stratification
effects alone, no influence on the undisturbed wind profile is assumed and a constant
vertical ambient temperature gradient is set within the entire simulation domain. The
simulations were performed using the EULAG code, a wideband hydrodynamic solver
designed for geophysical flows [55]. This code was successfully used in diverse
applications, ranging from mechanics of brain injuries [13] to various meteorological
studies (e.g. [22]) and to solar convection [19, 65]. It was validated in rotating
stratified flows with scales ranging from laboratory experiments [85] to global circu-
lations [69], including orographic flows in the atmospheric boundary layer [70] and in
the ocean [83]. In the context of urban flows, EULAG was applied to simulations of
stratified flows over complex isolated buildings (e.g. Pentagon [71]) and realistic large
urban environments (e.g. Oklahoma City [88]) and served as a small-scale computation
kernel in the integrated mesoscale/urban modeling system built by Chen et al. [9]. At
present, works on utilizing EULAG techniques in the world’s leading numerical
weather prediction systems—the Integrated Forecast System (IFS) at the European
Center for Medium-Range Weather Forecast [51] and the Consortium’s for Small-scale
Modelling Local Model (COSMO-LM) [57]—are in progress.
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2 Numerical experiments
2.1 Fluid solver description
The EULAG model used in this study allows for several optional formulations of the
predictive equation system [69]. The particular version adopted here solves a perturbation
form of conservation equations in a nonhydrostatic anelastic approximation. Basic ther-
modynamic variables are scaled with a set of reference state (/) variables, and decom-
posed into a hydrostatically-balanced, vertically-dependent ‘‘environmental’’ equilibrium
state (/e) and its perturbances (departures) (/
0) [11].
Following [71], the building impact on the flow is simulated using the immersed




¼ rp0  g h
0
h
 bðv  vbÞ  amv0 þ Dv ð1Þ
dh0
dt
¼ v  rhe  bðh hbÞ  ahh0 þ Dh ð2Þ
de
dt
¼ Se  bðe ebÞ ð3Þ
rðq  vÞ ¼ 0 ð4Þ
where v is the three-dimensional velocity vector; p0 ¼ p0=q is the normalized pressure
perturbation (derived applying the anelastic continuity Eq. 4); h is the potential tempera-







r  ðq v/Þ: ð5Þ
The overbar denotes a dry reference state (i.e. q and h), whereas primes denote deviations
from a hydrostatically balanced ‘‘environmental’’ state (ve, he). b is a relaxation constant
which will be explained later (Sect. 2.2). The ‘‘environmental’’ state is a priori assumed
state satisfying model equations, and in general may represent the time dependent
undisturbed flow as e.g. oceanic tidal motion [83], or geostrophically and thermally bal-
anced large-scale flow ([22, 66, 69]). The particularly chosen set of approximations may
represent either deep (anelastic, pseudo-incompressible) or shallow (Boussinesq limit,
constant reference atmospheric state) motion approximations—further details on these
perturbation equations are given in [35]. The use of ambient state in the perturbation form
of governing equations allows for a simplification of the initial state, for the design of
inflow boundary conditions and for enhancing accuracy of finite-precision arithmetics.
Terms Dv and Dh represent turbulent transport of momentum and heat
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where Km and Kh are eddy viscosity and eddy diffusivity coefficients, respectively which
depend on the subgrid turbulent kinetic energy (TKE), mixing length k ¼ minðD; cLZÞ,
effective grid size D ¼ ðdxþ dyþ dzÞ=3 and the Prandtl number Pr ¼ cm=ch,
Km ¼ cmke1=2 ð8Þ
Kh ¼ Km=Pr ð9Þ
Here, we used cm ¼ 0:0856, ch ¼ 0:204, cL ¼ 0:845. The parametrization of turbulent
transport is based upon the budget (3) of the subgrid-scale TKE, where Se denotes sources
and sinks, such as the TKE production by shear, buoyancy, turbulent transport and dis-
sipation, following [39] and [73]:













with coefficients ce ¼ 0:845, and c ¼ 2:0. Coefficients am ¼ 1=sm½1=s and ah ¼
1=sh½1=s are reciprocals of (long) time scales of the Rayleigh friction and Newtonian
cooling, where sm and sh are the characteristic attenuation time scales with their values
ranging typically from a few to tens of minutes and their damping factor decreasing
linearly from one at the boundary to zero at a certain distance Lm;h away from it, depending
on the time scale of the perturbation approaching the boundary. The role of these coeffi-
cients is to attenuate solution (if required), to the prescribed ambient state in the vicinity of
open model boundaries. In our case the solution is strongly determined by the inner domain
forcing, hence the explicit attenuation to the external state is not feasible as it could affect
the flow structures generated on the lee side of the building. Therefore, the Rayleigh
damping is not applied in our experiments.
All variables are co-located on a regular, logically rectangular mesh. The finite-dif-
ference approximations to the temporal integrals in Eq. (1-3) represent the second-order
accurate nonoscillatory forward in time (NFT) transport operator in the Eulerian flux-form.
The generalized transport scheme used here, the Multidimensional Positive Definite
Advection Transport Algorithm (MPDATA) is widely documented in the literature (see
e.g. the review [67]). Equations (1-4) represent a system which is implicit with respect to
all resolved variables and which results in an elliptic equation for the pressure p0, subject to
the integrability condition imposed on velocity components normal to the external
boundary. The resulting boundary value problem is solved—with an accuracy to a judi-
ciously specified threshold—using a preconditioned nonsymmetric Krylov subspace solver
known as the Generalized Conjugate Residual (GCR) algorithm [68].
2.2 Immersed boundary parametrization
In the IMB approach adopted here (see Appendix C in [71] for more details on the IMB
scheme), building effects are simulated by entering source terms into the predictive
equations, and enforcing relaxation to a prescribed state within the volume occupied by the
building. The corresponding flow variables describing this state are denoted by subscript
b (vb  0, eb  0, hb). The implicit time discretization of the repelling forces (i.e., a variant
of the feedback forcing [43]) admits rapid attenuation of the flow to stagnation (within
solid structures) in OðdtÞ time comparable to the time step dt of the fluid model (see [71]
for an exposition).
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The coefficient b is the inverse time scale of the repelling body force introduced to
mimic no-slip boundary conditions at the building walls. In the simulations we set
b1 ¼ 0:5dt. A shorter time scale of the forcing is still stable, however it may give an
oscillatory solution within the building. This variant of the IMB is effective for simulating
small scale transport and dispersion within intricate urban structures. Such approximate
imposition of internal-boundary conditions offers relative computational simplicity and
massively-parallel efficacy, compared to schemes with explicit specification of the internal
boundaries.
The EULAG-IMB approach outlined above has been applied throughout a range of
scales, including simulation of Darcy flows in microscopic porous media [72], idealized
flows around complex isolated building structures [71] and realistic stratified atmospheric
flows in large city environments [87, 88].
2.3 Model configuration and background meteorological conditions
Two basic approximation sets have been used: an anelastic system as described above, and
a shallow-motion Boussinesq approximation that may be considered as a special case of
Eqs. (1-4). In the latter, the reference-state density is taken as constant (and thereby drops
out of the continuity Eq. 4), and the stratification is imposed by setting the gradient of the
ambient potential temperature. As no discernible differences were found in temporally
averaged results (as explained later), we shall skip the discussion of the choice of
approximated equation system. The anelastic reference state is defined by a stability
parameter S, such that
hðzÞ ¼ h0eSz ð11Þ
where h is a potential temperature, z is the height above the terrain, and h0 is the potential
temperature at the ground surface. The overbars denote the reference state (i.e. q, h). For a










where NBV is the Brunt-Va¨isa¨la¨ frequency. For a convenient comparison with results of




where U is the characteristic undisturbed flow velocity, taken here as 3 m s1, and H is the
obstacle height (here, 190 m).
The building (see Fig. 1)—approximately 230 m tall (height without the spire H = 190 m)
and 270 m wide at its base—is the tallest to date building in Poland, known as Pałac
Kultury i Nauki (PKiN). For more details, see the official building website [77]. The
building representation was built by a ray-tracing voxelization algorithm, using a digital
3-d city model [84], kindly provided by the City Hall of Warsaw. This database contained
building data represented by organized sets of planes defining the exterior shell of a given
building.
The model domain was set in a Cartesian coordinate frame, with its X axis oriented
parallel to the symmetry plane of the building (approximately eastward). The undisturbed
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wind direction was assumed along this axis. The grid comprises either 2563 uniformly
spaced nodes in the series of high Froude number experiments or 512  256  256 in low
Froude number range experiments. For the latter, we found it necessary to extend the
domain, doubling the number of gridpoints along the undisturbed flow direction. In both
series, the horizontal spacing was 4 m and the vertical was 2 m. The model was run in its
Eulerian and anelastic options using a 0.05 s time step while a larger value, 0.2 s was used
later in the shallow-motion configuration.
In overall, we report results of thirteen simulations of idealized meteorological condi-
tions and one case study based upon observed situation (Sect. 6). To facilitate comparison
with other studies, simulation of flow around a cuboidal building was also included (Sect.
5). Idealized flow simulations described in Sects. 3 and 4 were carried out with different
values of stability parameters summarized in Table 1, and with the same undisturbed wind
profile, namely, wind speed increasing linearly from 3 m s1 at the lowest model level
(2 m) with a vertical gradient of 0:002 s1 and no turn in height. These undisturbed profiles
were also used to form both the initial and the lateral boundary conditions as explained in
the next subsection.
Fig. 1 PKiN (top) and grid configuration of base domain 2563 (lower left) and extended domain 512 
256  256 (lower right). The voxelized building model is rendered using the VAPOR visualization tool [12]
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2.4 Boundary conditions
Thanks to the separation of a balanced ‘‘environmental’’ state in the EULAG model,
boundary conditions only apply to the perturbation part of flow variables and do not need
to provide forcing necessary to maintain the domain-scale equilibrium of forces and
homogeneity in the background flow. A broader discussion of this feature is presented in
Sect. 6, where a real meteorological situation is studied; with the highly idealized flow
discussed in the next three sections, we adopted a very simple approach. Laminar flow
½ueðzÞ; 0 conditions were set at the inflow boundary. The outflow boundaries in the lateral
and streamwise directions were open, with absorbing layers switched off. Free-slip type
boundary conditions were imposed at the ground, and an impermeable rigid boundary with
a wave absorber was set at the top of the computational domain. No-slip and partial-slip
type boundary conditions at the ground surface were also tested for comparison. In the case
of no-slip type conditions, the effects on salient flow structures turned out to be barely
discernible, except for the immediate vicinity of the ground surface; with partial-slip type
conditions imposed on the surface stress through assuming a fixed drag coefficient value
(Cd ¼ 0:01), we observed only minor quantitative differences in the peak values of the
wind and temperature, without significant changes in major flow structures. A broader
discussion of these results, possibly in a more general context, is postponed to a separate
publication. As the IMB method relies on introducing reaction to flow impingement as
source terms in momentum budget equations rather than on a formulation of boundary
conditions, we also refrained from using additional stress parametrizations in the vicinity
of walls, entirely relying on the LES and its subgrid turbulence scheme as transport
mechanisms. The temperature of the building walls was subject to relaxation to a pre-
scribed temperature of the building interior. These simplifications deserve subsequent
studies, aiming at parametrization schemes specifically designed for use under various
stability conditions with the IMB approach.
Table 1 Numerical values of
stability parameters used in sim-
ulations, and corresponding
lengths of lee waves as calculated
from Eq. 15. Symbols are
explained in the text
Case # S (m-1) oh
oz (K m
-1) NBV (s
-1) Fr kx (m)
1 1 9 10-6 2.88 9 10-4 0.0031 5 6015
2 1 9 10-5 2.88 9 10-3 0.0099 1.6 1902
3 1.5 9 10-5 4.32 9 10-3 0.0121 1.3 1553
4 2 9 10-5 5.76 9 10-3 0.0140 1.13 1345
5 2.5 9 10-5 7.2 9 10-3 0.0157 1.01 1203
6 3 9 10-5 8.64 9 10-3 0.0172 0.92 1098
7 5 9 10-5 1.44 9 10-2 0.0221 0.71 851
8 7.5 9 10-5 2.16 9 10-2 0.0271 0.58 695
9 1 9 10-4 2.88 9 10-2 0.0313 0.50 602
10 1.25 9 10-4 3.6 9 10-2 0.0350 0.45 538
11 1.5 9 10-4 4.32 9 10-2 0.0383 0.41 491
12 1.75 9 10-4 5.04 9 10-2 0.0414 0.38 455
13 2 9 10-4 5.76 9 10-2 0.0443 0.36 425
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2.5 Averaging procedure
Left-hand side panels of Fig. 2 display vertical velocity contours and streamlines plotted in
two cross-sections at an arbitrarily taken moment (1200 s) in a moderately stable flow. In a
horizontal (XY) cross-section located near the ground (20 m), a narrow band of ascending
motion along the centerline of the wake is present. Interspersed filaments of ascending and
descending air extend outward from the wake centerline in a V-shaped pattern. These
filaments are footprints of vortex structures which travel with the mean flow. Farther from
the wake centerline, at the lateral edges of the wake, vortex structures traveling with the
flow form a pattern resembling the von Ka´rma´n’s vortex path. This feature is even more
evident in the vorticity patterns (not shown). While these transient structures appear to
dominate the flow, their irregular, chaotic nature calls for some statistical approach to be
applied. Postponing the discussion of numerical values of particular statistics to a subse-
quent publication, we shall focus on a qualitative discussion of mean flow structures and
their dependence on stability.
To filter out transient features and to isolate salient forms of the mean flow, a simple
temporal averaging procedure was applied. In our experiments, adaptation of the flow was
apparent after some 7 mins (8400 steps) of the integration time in case of the 2563 domain,
and after roughly 13 mins in the case of extended domain. While the flow still remained
unsteady after this time, the flow structures may be analysed with a proper time averaging
[28]. Specifically, the averaging involved 28,000 time steps after additional 8000 steps
spent on the spin-up in our anelastic configuration, and 7000 ? 4000, correspondingly, in
the case of the shallow-motion setup. These numbers roughly match recommendations
[21], despite the different setup of experiments. In this study, we shall focus on a set of
fields, obtained by averaging the numerical solutions point-by-point, throughout a 23-min
Fig. 2 Patterns of vertical velocity in XZ (top) and XY (bottom) cross-sections: instantaneous values at
1200 s (left) and temporally averaged (right). This, and all the remaining plots were made using the NCL
package [76]
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simulation period after the spin-up. Figure 2 illustrates the effects of such filtering. As can
be seen, transient structures have been effectively eliminated revealing the existence of
organized stationary motions, such as the recirculation vortex at the lee side of the building
in the central vertical cross-section (upper right panel) or a pair of vortices rotating in a
horizontal plane in the wake immediately behind the building (lower right panel). Overall,
averaged solutions obtained by this LES procedure resemble solutions of Steady-state
Reynolds Averaged Numerical Simulation (SRANS) models presented in the literature. In
the following, we shall discuss the formation of salient structures of the mean flow under
various stability conditions.
3 Salient structures of the mean flow at high Froude numbers
We shall begin with an examination of salient flow structures forming under neutral-to-
moderate stability, in flows where the Froude number is larger than or approximately equal
to unity.
The majority of simulations of stably stratified flows around buildings were carried out
using the SRANS technique, and focused on idealized (typically, cuboid) building shapes
(e.g. Zhang et al. [90]). In contrast, we have applied the LES approach to the flow around a
realistic, complex-shape building. Hence, one may anticipate substantial differences in the
near-building flow structures in comparison to those formerly reported. Figure 3 presents
XZ cross-sections of mean fields of: potential temperature departure h0, vertical velocity w,
pressure perturbation p0, and subgrid turbulent kinetic energy e for a moderately
stable case.
The flow impinging on the windward face of the building is decelerated and its
momentum is transformed in the lateral and vertical direction. As can be seen from Fig. 3,
flow structures develop vertically both in the close vicinity of the building and in the far-
field solution. Small recirculation zones appear over the lower rooftops at the windward
base of the main vertical building part with a local maximum of the TKE. Along windward
walls, updrafts arise causing the boundary layer separation. Maximum vertical velocity,
over 1 m s1 is observed near the top edge of the main vertical part of the building, near the
viewing terrace at the 30-th floor (114 m a.g.l.). Interestingly, at the same height on the lee
Fig. 3 XZ cross-section of the mean flow properties for a moderately stable case of S ¼ 3  105 m1. XZ-
plane streamlines are shown at a background of contour plots of: potential temperature departure (upper
left); vertical velocity (upper right); pressure perturbation (lower left) and subgrid turbulent kinetic energy
(lower right)
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side of the building, an area with local minimum of the mean departure of potential
temperature forms, which is associated with an increase of local static stability. Also on the
lee side, a well-developed recirculation zone is present with its center located  0.6H over
the ground and H apart from the building downstream. This recirculation vortex extends
to a stagnation/convergence zone (the reattachment point) present in the center of the
wake,  0.2H thick, located  1.2H downwind. Beyond this convergence zone, the wake
assumes an almost constant height of  0.7H and extends to the outflow model boundary.
A comparison of Figs. 4 and 5 reveals differences in flow structures under neutral
(S ¼ 0) and moderately stable equilibrium (S ¼ 3  105 m1), as seen in vorticity field.
Along vertical building leading edges, a separation of the boundary layer with a reverse
flow occurs at 100 m in the neutral case and at 150 m in the moderately stable one. In the
neutral case, the recirculation zone is also located higher (vortex center at 150 m) than in
the moderately stable case (vortex center at 100 m). Under stable conditions, the down-
stream recirculation zone is tilted downward. Vertical cross-sections in Figs. 4 and 5 show
that the vorticity wake within the 100–150 m height range propagates nearly horizontally
in the neutral case while it becomes undulated when stability effects appear.
In cross-sections perpendicular to the undisturbed flow direction (YZ), differences in
flow structures are even more pronounced (Figs. 6, 7). The neutral flow just behind the
building is dominated by YZ-plane divergence; rotational components are present in the
building wake and inside barely discernible horseshoe vortices that surround the lower and
the main part of the building (Fig. 6, upper right panel). The arms of the horseshoe vortices
converge to the stagnation zone and quickly dissipate in the turbulent wake. Beyond the
convergence zone, the vorticity pattern becomes irregular and the flow exhibits conver-
gence in YZ cross-sections. In contrast, in the moderately stable case the horseshoe vortex
Fig. 4 Vorticity at neutral equilibrium. Upper panels XZ cross-sections, at the symmetry plane (wake
center, left) and at y = -30 m; lower panels XY cross-section at z = 10 m (left) and z = 122 m (right). Contour
plots show averaged vorticity components perpendicular to the section plane, and the streamlines are
calculated using (x, z) and (x, y) components, respectively
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is well developed and shapes the vorticity-dominated flow pattern as observed in YZ cross-
sections. Just behind the building, the YZ cross-section exhibits two well-defined coherent
circulation patterns which constitute arms of the horseshoe vortex, with their centers
located initially at a height of  50 m. These arms extend downwind, slightly slantwise
downward and outward from the wake centerline. Interestingly, a new vortex system
Fig. 5 As Fig. 4 but for the moderately stable case S ¼ 3  105 m1
Fig. 6 Neutral case—lateral cross-section of the vorticity field at four locations behind the building: at
x ¼ 110 m (near the building wall), -30 m (center of the recirculation zone), 360 m (wake center), and
506 m (outflow boundary)
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develops above the stagnation region and extends downwind, forming a V-shaped pattern
in horizontal planes. Further downwind, the two pairs of vortices form a characteristic
pattern in YZ cross-sections, resembling a butterfly’s wings (Fig. 7, lower right panel).
4 Mean flow structures at moderate and low Froude numbers
To examine the influence of atmospheric stability on the development of salient structures
of the mean flow at moderate to low Froude numbers (Fr\1), we found it necessary to
expand the computational domain downwind, doubling the number of grid steps in the
X direction to the total of 512 points (corresponding to 2044 m, roughly ten times the
building height). Figure 8 displays patterns of vertical vorticity component at a fixed height
of 100 m, for different stability conditions. As can be seen, the width of the wake at this
height—roughly 400 m—does not significantly depend on stratification, although some
changes of the shape of the wake and differences in the layout of vorticity filaments may be
noticed. Maps plotted at lower levels display similar wake extents.
Figures 9 and 10 present a comparison of vertical velocity and potential temperature
departure in the vertical center plane of the building wake. Leeward of the building, two
dominating motion structures are evident: a recirculating vortex in the close vicinity, and a
waveform flow extending further downstream. Areas of rising and sinking motions are
interspersed with bands of positive and negative potential temperature departure, signaling
the ongoing conversion between the kinetic and potential energy. This waveform motion is
apparently excited by the forced ascending motion windward of the building and the
compensating sinking at the lee side. Clearly, it can be identified as a stationary gravita-
tional lee wave, extensively discussed in mountain meteorology (e.g. [61, 62]).
While the wave appears to be attached to the obstacle—in other words, stationary in an
Eulerian reference frame—it actually may be considered as propagating upstream with its
phase speed equal to the wind speed ([48, p. 48]). For an internal purely gravitational plane
wave, the linear theory yields the dispersion relation (e.g. [48])
Fig. 7 As Fig. 6, for the moderately stable case (S ¼ 3  105 m1)
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Fig. 8 Vertical vorticity component at 100 m height in different stability conditions (values of Froude
number are shown in upper left corners of each panel)
Fig. 9 Vertical velocity (m s1) and streamlines in a vertical cross-section running along the centerline of
the wake. Values of the Froude number are shown in upper left corners of each panel
Fig. 10 Potential temperature departure (K) and streamlines in a vertical cross-section running along the
centerline of the wake. Values of the Froude number are shown in upper left corners of each panel





k2 þ m2p ð14Þ
in a Cartesian coordinate frame with its horizontal X-axis located in the vertical plane
containing the direction of wave propagation. Here, x is the wave frequency, and k and
m are the horizontal and vertical wavenumbers, correspondingly.





of a horizontally propagating wave. Table 1 displays numerical values of kx calculated
from this equation using the basic undisturbed flow velocity u ¼ 3 m s1. These values
almost perfectly match wave lengths that can be read from Figs. 9 and 10.
Our results can also be compared to previously published works on low Froude number
flows around isolated mountains, in particular to the linear solution presented by Smith
[64] and to the numerical simulation by Smolarkiewicz and Rotunno [70]. To facilitate the
comparison, isentropic surface heights were calculated and plotted (Fig. 11). In our
experiments, the ambient potential temperature was set to decrease linearly with height,
starting from a common fixed value at z ¼ 0. Hence, there is no common value of he that
could be used for plotting isentropic surfaces located at similar heights. Rather than,
heðz ¼ zrefÞ for a specified reference height zref was used for each individual plot.
Fig. 11 Elevation of isentropic surfaces in mean flow where h ¼ heðz ¼ 60 mÞ (left column), 100 m (center
column) and 140 m (right column) for different stability conditions as reflected by the Froude number
(values shown in upper left corners of each panel)
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Apparently, patterns in Fig. 11 are superpositions of (at least) two major components—a
much narrower, elongated wake shaped by the recirculation vortex, and a wider, more
regular V-shaped pattern of gravity waves extending to the wake boundary. This pattern
changes, however, outside the wake where wavefronts tend to assume direction perpen-
dicular to the flow. This is particularly apparent in lower Froude number flows. One might
note that this isentropic surface cuts through the main tall part of the building and also
passes through the recirculation vortex. Above this part of the building, on the isentropic
surface drawn for a larger reference height (zref ¼ 140 m, rhs panels on Fig. 11) wave
patterns become simpler and more regular. Conversely, patterns corresponding to zref ¼
60 m (left panels) appear as more complex.
The linear theory by Smith [64] predicts the presence of an U-shaped depression in the
lee of an isolated obstacle, with its arms running at a larger angle for greater heights ([64],
Fig. 1a–c). Some of the forms presented here resemble these results, although a greater
variability in wavefront shapes can be noticed, dependent on the value of the Froude
number. A similar tendency of the angle between wavefront arms is apparent from com-
parison of zref ¼ 100 m to zref ¼ 60 m results in Fig. 11.
Smolarkiewicz and Rotunno ([70], their Fig. 2) presented patterns of vertical dis-
placement of an isentropic surface at various reference heights, for different values of the
Froude number. Again, while exact comparison is impossible because of the different
approach to selecting reference heights and the scaling adopted for presentation, we should
note similarities in patterns of depressions and crests. Also in agreement with their prin-
cipal results (their Fig. 4), we observe stronger development of the pair of vertical vortices
in the building wake, some 50–100 m behind the building—at lower Froude numbers,
beginning with Fr ¼ 0:58. Finally, vertical cross-section in the wake centerplane (their
Figs. 3c, 4) reveal the same features as presented in our Figs. 9 and 10.
While the Froude number given by Eq. 13 is primarily defined as a ratio of inertial and
buoyancy forces, an interesting interpretation in terms of mechanical energy is also pos-
sible. By letting the disturbance of a potential temperature of a vertically displaced parcel
to be equal to
h0ðzÞ ¼  z ohe
oz
ð16Þ
and recognizing further that the work done by moving the parcel against the buoyancy
force is
dL ¼  g
h
h0 dz ð17Þ
which, upon substituting the ambient temperature profile from (16) with a fixed potential
temperature gradient, and integration over a height range from 0 to H yields












Comparing Eq. 13, we see that the square of the Froude number can be seen as a ratio of
the kinetic energy of a parcel moving with the mean flow, to the potential energy gained by
a forced displacement of the parcel during its rise from the obstacle base to its top.
At the same time, the square of the numerator represents the (doubled) kinetic energy of
the parcels engaged in the mean flow, per unit mass. Hence, Fr ¼ 1 corresponds to a height
of a hypothetical obstacle that can be entirely overflown by air stream owing a given initial
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velocity, in a stably stratified environment characterized by a certain value of the Brunt-
Va¨isa¨la¨ frequency. In other words, Fr ¼ 1 marks the maximal possible vertical displace-
ment of an ascending fluid particle in a steady-state adiabatic flow of ideal gas. For a fixed
obstacle height, there is a qualitative difference between flows at Fr[ 1 and at Fr\1: in
the former situation, a vertical movement of a parcel descending from a top of the obstacle
is limited by the presence of ground surface, whereas in the latter one it becomes limited by
buoyancy forces and cannot reach the ground. For this reason, we observe the vertical
extent of the lee recirculation vortex decreasing with Fr—in contrast to high Froude
number flows discussed in the previous section. Also, we see that the wave height (defined
as a difference in height of crests and troughs of the undulated isentropic surface) decreases
with Fr.
An interesting question regards the possible interactions between vortex structures and
lee waves. For a better insight, vertical velocities were mapped at an isentropic surface
computed for zref ¼ 100 m (Fig. 12). Although the isentropic surface is undulated, the
differences between vertical velocities mapped at this surface and at a fixed height of 100
m (not shown) are barely noticeable, except for the immediate vicinity (a few gridpoints)
of the building. Not surprisingly, vertical velocity patterns are closely related to forms
visible in the isentropic surface elevation map (Fig. 11); as the motion has been modelled
as nearly adiabatic, vertical velocities are nearly proportional to the local inclination of the
height of the isentropic surface. On the other hand, spatial changes in vertical velocity may
signal the presence of eddies rotating in vertical plane. To isolate the rotational motion,
longitudal (X) vorticity component was calculated at a fixed height (100 m) and presented
in Fig. 13. This set of plots is supplemented by a set of cross-flow (YZ) sections (Fig. 14)
drawn at x ¼ 576 m (approx. 1.2 km behind the building).
As can be seen, vorticity patterns in the far-field are symmetric, but highly complex.
Essentially, every crest of the lee wave inside the wake is associated with a V-shaped pair
of vortices with their axes slightly inclined with respect to the terrain. At a moderate
Fig. 12 Vertical velocities (m s1) at the isentropic surface h ¼ heðz ¼ 100 mÞ. Froude number values are
shown in upper left corners of individual panels
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stability, the leading U-shaped horseshoe vortex extends to a few building heights
downwind, but, as the lee waves became shorter with decreasing Fr, multiple vortex pairs
intertwined with waves appear. The cross-flow section drawn at approximately 1.2 km
behind the obstacle shows several pairs of vortices, and the overall complexity increases
with stability.
Fig. 13 Streamwise (X) vorticity component [s1] at 100 m level. Froude number values are shown in
upper left corners of individual panels
Fig. 14 Streamwise (X) vorticity component [s1] at a cross-flow section located at x ¼ 576 m. Froude
number values are shown in upper left corners of individual panels
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5 A comparison with flow around a cuboidal building
A vast majority of studies on flows around buildings focused on simple geometries. A
simulation of strongly stratified flow around a cuboidal building of a size comparable to
PKiN’s has been done to complement the results presented in the former sections and to
facilitate comparisons with the literature data. Dimensions of a cuboid, 40  44  132 m
were chosen to match the central, tall part of the PKiN building—without its broad base,
pavilions, the turret and the spire. In this simulation, external flow conditions were kept
identical to the formerly discussed setups, and the stratification parameter matched case
#13 from Table 1, that is, S ¼ 2  104 m1.
The temporally-averaged elevation of an isentropic surface h ¼ heðz ¼ 100 mÞ is shown
in Fig. 15 (left panel). These results can be compared to the corresponding element in
Fig. 11 (middle column, last row). In the nearest vicinity of the building, some 50 metres
apart, the wake is more elongated in the direction of flow while in the case of a real
building shape the spanwise distortion is remarkably more pronounced. Further down-
stream, a V-shaped wave pattern similar to the one previously described can be seen,
however the spanwise propagation of disturbances is narrower. Except for these details, the
wave patterns and wave lengths in both cases are quite similar.
Averaged vertical velocities mapped on this isentropic surface (Fig. 15, right panel;
compare to Fig. 12, bottom row, right column) show more pronounced differences. In case
of a narrow cuboid building, vertical velocities are generally lower than 0:1 m s1 outside
a roughly 300-m wide wake. The real building with its wide base and pavilions excites
vertical motions with velocities ranging to and over 0:3 m s1, at a distance of 300–400 m
from the wake center. In the nearest vicinity of the building, there are also substantial
differences of vertical velocity along the centerline of the wake, which can be explained by
the impact of the turret.
The vertical cross-section drawn along the wake centerline (Fig. 16; compare to Fig. 9,
bottom row, right column) reveals an area of stronger ascending flow on the windward side
of the cuboidal building near the roof level. Also, the recirculation vortex on the lee side is
more pronounced and has just one, not two bands of maximal descending velocities. The
position of the convergence point discussed in Sect. 3 remains unchanged, and the wave
pattern remains nearly identical. Also, vorticity patterns (Fig. 17) beyond the immediate
Fig. 15 Elevation of isentropic surface h ¼ heðz ¼ 100 mÞ in mean flow around a cuboidal building for
S ¼ 2  104 m1 (left panel); and vertical velocities mapped on the isentropic surface h ¼ heðz ¼ 100 mÞ
(right panel)
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vicinity of the building remain substantially similar. In the simpler cuboid building case,
the vertical vorticity component exhibits a regular pattern, apparently associated with the
wave pattern.
6 A case study: January 1, 2016
To recognize flow structures in a more realistic situation, a case of strong surface-based
inversion that evolved over Warsaw during the night of December 31, 2015 to January 1,
2016 was chosen as the background for numerical simulation. According to the 00 UTC
Fig. 17 Vertical vorticity component at 100 m height (upper panel) and streamwise (X) vorticity
component (s1) at a cross-flow section located at x ¼ 578 m (lower panel), in the flow around a cuboidal
building
Fig. 16 Vertical velocity (m s1) and streamlines in the flow around a cuboidal building, in a vertical cross-
section running along the centerline of the wake
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sounding at the aerological station at Legionowo (WMO code 12374), located approxi-
mately 20 kilometers north of the PKiN building, the inversion extended to 320 m above
the ground, with the temperature increasing from -10.1 	C at the screen level to -3.5 	C
at the inversion top. This corresponds to a 9.8 K increase of the potential temperature
(S ¼ 1:15  104 s1). The wind speed was varying from 2 to 8.5 m s1 between these two
levels, veering by 60	 within the first 160 metres, then backing by 10	 to the inversion top.
Thus, the value of the Froude number that could be assigned to these conditions is close to
one. Above the inversion, the potential temperature profile exhibited a weak growth with
height within the entire range of heights encompassed by the model domain.
A proper representation of ambient meteorological conditions and boundary condi-
tions in a building-scale model is not a straightforward task. While nesting within a
mesoscale meteorological model such as in [9] appears to address most of the issues, its
high demand for resources and data precludes its broader application. Moreover, in
reality we deal with a multiscale problem including inter-scale feedbacks, hence a
simple one-way nesting still retains idealization and limitations. When effects of iso-
lated buildings are investigated, it seems more appropriate to assume homogeneouos
meteorological conditions on the scale of the entire model domain. The effect of
homogeneity of inflow conditions and their consistency with near-wall parametrizations
was recently discussed by Ai and Mak [1] in the simulations of flow around a cuboid,
done using a variable-mesh RANS k–e model. It was found that (i) boundary-layer
inhomogeneities had significant impact on the flow, (ii) the near-wall treatment had a
considerable effect on the reattachment length on the roof, but small on the reattach-
ment length in the wake, and (iii) in general, the RANS model poorly predicted the size
of recirculation regions on both the roof and the wake. With respect to these results, our
approach differs in several aspects, as we are primarily interested in investigating flow
features developing at larger distance from the building, and our focus is on stably
stratified flow where the frictional effects on horizontal surfaces are much smaller than
in neutrally stratified flows. In our LES approach, resolved-scale turbulent motions
excited by shear instability are explicitly calculated, while the subgrid-scale turbulence
parameterization has lesser importance (see e.g. [2]), especially under stable conditions.
Further, the IMB method used in our study accounts for flow impingement effects by
introducing reaction forces into momentum budget equations, not by directly imposing
boundary conditions reflecting wall impermeability and surface friction. In this aspect
our results are dependent (in a quantitative way) on the grid resolution near the building
wall, however the decomposition of flow variables into the environmental/ambient state
and its perturbations provides a convenient way of setting horizontally homogeneous
forcing within the entire model domain.
With the above factors in mind, we have opted for a relatively simple modelling
strategy. First, the potential temperature and wind profiles obtained from sounding are
entered as initial conditions into a single-column, high-resolution turbulence-closure
model. The purpose is twofold—to provide a self-consistent interpolation to the dense
model grid, and to filter out irregularities originating from local flow perturbations or
measurement errors. The single-column model used here solves momentum and heat
transport equations in a vertical by an implicit, Crank-Nicolson type finite-difference
method, using staggered grid with variable spacing that ranges from a few centimeters
close to the ground to ten metres at the top (set at 1 km). A log-linear transformation of
height, originally proposed by Taylor and Delage [75] is applied to minimize truncation
errors arising from nonlinear variability of meteorological elements close to the ground.
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The turbulent transport is modelled using the Level 3 second-order turbulence closure
scheme, as introduced by Mellor and Yamada [41, 42], with realizability limitations and
model constants developed by Nakanishi and Niino [47]. For more details, see [37]. While
integrating this model with constant boundary conditions, we found it sufficient to run the
model for just 5 mins with a one-second time step. Figure 18 displays the assimilated
profiles along with the raw sounding data.
Next, the resulting potential temperature and wind velocity profiles are used as the
‘‘environmental’’ state variables (he, ve) in the EULAG; while doing so, we adjust the
mean flow direction to our domain (along the X-axis). As mentioned above, using ‘‘en-
vironmental’’ profiles provides horizontally homogeneous background flow that remains in
a steady, quasi-equilibrium state; this also ensures the proper forcing for perturbations
resulting either from interactions with an obstacle or from flow instability. Note, that while
there are several methods for generating turbulent perturbations in the inflow and the
simulated flow structure exhibits response to the choice of a particular method, the cur-
rently available intercomparisons [2, 89] are limited and do not provide clear evidence of
general superiority of any of the methods tested. Therefore, the smooth inflow option was
used in all of our present computations. As with no-slip type boundary conditions, we
entirely rely on the internal generation of turbulence due to the strong shear maintained by
the background flow.
Further, an equilibrium state check in an empty computational domain is done, as
recommended in [89] in order to ascertain that homogeneity conditions are actually
maintained during the model integration. The spin-up period is determined by observing
formation of quasi-stationary flow regime, and the model integration period is chosen to
match the domain cross-over time.
Figure 19 shows streamlines and vertical velocities at several model levels. As can be
seen, the flow is dominated by significant wind turning with height, and patterns of flow
and vertical velocity do not match each other. At higher levels, traces of wave motion are
discernible. This weak waveform motion is also visible in the vertical structure of flow and
Fig. 18 Profiles of potential temperature (left panel) and wind components (right) as calculated by a single-
column, turbulence-closure model adopted as the background (environmental) conditions for the LES in this
case study. Profiles are based on aerological sounding at Legionowo (WMO station code 12374), January 1,
2016, 00 UTC
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potential temperature (Fig. 20). Cross-sections perpendicular to the principal flow direction
(YZ, Fig. 21) show that the helical structures of motion forming at both sides of the
building and later on both sides of the wake—are actually driven by the change of wind
direction with height. The building wake is remarkably skewed by the wind shear; at larger
distances from the obstacle it turns into a centerline of a helical vortex extending along the
mean wind direction at 100 m level. Overall, it appears that the vortical flow structures are
formed mainly by the wind shear, and the obstacle triggers the separation of eddies.
Fig. 19 Vertical vorticity component at different levels (as shown in panel insets) and XY-streamlines
Fig. 20 Flow structure and the potential temperature in a XZ cross-section running along the centerline
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7 Conclusions
We have performed a series of idealized numerical experiments designed to explore effects
of static stability of the atmosphere on flow structures arising after passing around an
isolated, tall building. Many of the flow features identified in the results, such as the
horseshoe vortex, the lee recirculation vortex, lee waves and vortex pairs have been pre-
viously known from wind tunnel and laboratory experiments, numerical simulations and
linear theories. The response to stability changes observed in our results qualitatively agrees
with similar theoretical and computational studies on mountain flows. In particular, we
observe weakening of trailing vortices with decreasing stability, in agreement with wind-
tunnel studies by Kothari et al. [30]. We have also found a good quantitative agreement
between computational results and linear gravity wave theory in predicting the wavelength
of internal gravity waves identified as isentropic surface disturbances in the wake.
The effects of stratification on the vertical distribution of drag force and turbulence
around the building and their effect on dispersion of pollutants require further attention.
Apparently, flow structures at low Froude numbers are more complex, while the absolute
values of vorticity do not decrease remarkably. Therefore, turbulence generation associated
with local shear and gravity wave breaking should continue to occur in the wake, even at
relatively large distances from the building.
An interesting aspect of the presence of standing gravity wave in the wake is its
interaction with vortex structures. Our results reveal a close link between V-shaped
waveforms filling the wake and vortices spreading out from the centerline of the wake
intertwined with waves. With the Froude number decreasing, gravity waves become
Fig. 21 YZ cross-sections through the potential temperature field and streamlines at several distances from
the domain center (shown in panel insets)
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shorter and more vortices appear. The resulting vortex pattern becomes highly compli-
cated, yet still regularly organized. Wave motion becomes apparent when the Froude
number turns sufficiently small (say, for Fr\1), a value somewhat smaller than reported in
former studies [90] but qualitatively consistent. For Fr[ 1, there is no pronounced relation
between the extent of the lee recirculation vortex, the distance of the convergence zone
from the building and stability. However, as the Froude number drops below unity, this
situation changes. The vertical extent of the lee recirculation vortex decreases with the
Froude number, as does the height of gravity waves. Further, a pair of symmetric vortices
rotating in a horizontal plane appears and intensifies with increasing stability.
It has been also found that only major elements of the building structure noticeably
affect the flow patterns at distances larger than the building height. Likely, a crude rep-
resentation of the building shape may be sufficient for computations of the basic flow,
except for the nearest vicinity of the building. In contrast, more realistic representation of
ambient meteorological conditions—in particular, wind turning with height—may have
tremendous impact on formation of flow structures behind the obstacle. As our results
regard just a single case, this issue definitely deserves more research before attempting to
generalize such a conclusion. Our research on this issue will be continued.
In this study, smooth/laminar inflow conditions were specified without explicit definition
of the inflow turbulent intensity. The major disturbance and the source of instability is then the
interaction of flow with the building structure. The inflow turbulence is more significant under
neutral and unstable conditions when the amplitude of small disturbances can be preserved or
amplified, respectively. Under stable conditions, buoyancy effects suppress small scale
vertical motion, except for the areas where the turbulence is generated, as e.g., in surface shear
layers. In pollutant dispersion problems, when a proper level of turbulence intensity is
important at the upwind side of the building, the commonly used techniques are based on
setting up simplified forms of inlet TKE (e.g. constant profile, [59]), dynamical recycling [78]
or smooth inflow with generic downwind roughness elements [79]. Such conditions mostly
affect the intensity of vertical mixing and the rate of boundary layer growth—factors
determining concentrations of pollutants emitted within the urban canopy. These effects fall
beyond the scope of this paper and will be investigated in subsequent studies.
While the good agreement between our computations and results of the linear theory
[64] may seem tempting for practical applications of the latter, there are several caveats.
First, the magnitude of the observed oscillations is not relatively small (for example,
vertical velocities that exceed 1 m s1 compared to the base flow velocity), hence the basic
scaling assumptions of the linear theory are not generally fulfilled. Second, the presence of
non-linear phenomena such as the recirculation vortex may affect the far-field solution.
Third, as gravity waves are dispersive, their length should vary with the advective flow
velocity varying gradually in the wake. While these effects may be quantified and justi-
fiably neglected in certain situations, a more general practical applicability remains
questionable. This calls for extending the current numerical analysis to a broader range of
problems in urban fluid dynamics under stable thermal stratification.
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