Abstract-Filtering and smoothing algorithms for linear discrete-time state-space models with skew-t-distributed measurement noise are presented. The presented algorithms use a variational Bayes based posterior approximation with coupled location and skewness variables to reduce the error caused by the variational approximation. Although the variational update is done suboptimally, our simulations show that the proposed method gives a more accurate approximation of the posterior covariance matrix than an earlier proposed variational algorithm. Consequently, the novel filter and smoother outperform the earlier proposed robust filter and smoother and other existing low-complexity alternatives in accuracy and speed. We present both simulations and tests based on real-world navigation data, in particular GPS data in an urban area, to demonstrate the performance of the novel methods. Moreover, the extension of the proposed algorithms to cover the case where the distribution of the measurement noise is multivariate skew-t is outlined. Finally, the paper presents a study of theoretical performance bounds for the proposed algorithms.
I. INTRODUCTION
Asymmetric and heavy-tailed noise processes are present in many inference problems. In radio signal based distance estimation [1] - [3] , for example, obstacles cause large positive errors that dominate over symmetrically distributed errors from other sources [4] . An example of this is the error histogram of time-of-flight in distance measurements collected in an indoor environment given in Fig. 1 . The asymmetric outlier distributions cannot be predicted by the normal distribution that is equivalent in second order moments, because normal distributions are symmetric thin-tailed distributions. The skew t-distribution [5] - [7] is a generalization of the t-distribution that has the modeling flexibility to capture both skewness and heavy-tailedness of such noise processes. To illustrate this, Fig. 2 shows the contours of the likelihood function for three range measurements where some of the measurements are positive outliers. In this example, skew-t, t, and normal measurement noise models are compared. Due to the additional modeling flexibility, the skew-t based likelihood provides a more apposite spread of the probability mass than the normal and t based likelihoods.
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The applications of the skew distributions are not limited to radio signal based localization. In biostatistics skewed distributions are used as a modeling tool for handling heterogeneous data involving asymmetric behaviors across subpopulations [9] . In psychiatric research skew normal distribution is used to model asymmetric data [10] . Further, in economics skew normal and skew t-distributions are used as models for describing claims in property-liability insurance [11] . More examples describing approaches for analysis and modeling using multivariate skew normal and skew t-distributions in econometrics and environmetrics are presented in [12] .
There are various algorithms dedicated to statistical inference of time series when the data exhibit asymmetric distribution. Particle filters [13] can easily be adapted to skew noise distributions, but the computational complexity of these filters increases rapidly as the state dimension increases. A skew Kalman filter is proposed in [14] , and in [15] this filter is extended to a robust scale-mixture filter using Monte Carlo integration. These solutions are based on state-space models where the measurement noise is a dependent process with skewed marginals. The article [16] proposes filtering of independent skew measurement and process noises with the cost of increasing the filter state's dimension over time. In all the skew filters of [14] - [16] , sequential processing requires numerical evaluation of multidimensional integrals. The inference problem with skew likelihood distributions can also be cast into an optimization problem; [3] proposes an approach to model the measurement noise in an ultra-wideband (UWB) based positioning problem using a tailored half-normal-halfCauchy distribution. Skewness can also be modeled by a mixture of normal distributions (Gaussian mixtures, GM) [1] . There are many filtering algorithms for GM distributions such as Gaussian sum filter [17] and interactive multiple model (IMM) filter [18] . However, GMs have exponentially decaying tails and can thus be too sensitive to outlier measurements. Furthermore, in order to keep the computational cost of a Gaussian sum filter practicable, a mixture reduction algorithm (MRA) [19] is required, and these MRAs can be computationally expensive and involve approximations to the posterior density. Filtering and smoothing algorithms for linear discretetime state-space models with skew-t measurement noise using a variational Bayes (VB) method are presented in [20] . In tests with real UWB indoor localization data [8] , this filter was shown to be accurate and computationally inexpensive.
This paper proposes improvements to the robust filter and smoother proposed in [20] . Analogous to [20] , the measurement noise is modeled by the skew t-distribution, and the proposed filter and smoother use a VB approximation of the filtering and smoothing posteriors. However, the main contributions of this paper are (1) a new factorization of the approximate posterior distribution, (2) derivation of Cramér-Rao lower bound (CRLB) for the proposed filter and smoother, (3) the application of an existing method for approximating the statistics of a truncated multivariate normal distribution (TMND), and (4) a proof of optimality for a truncation ordering in approximation of the moments of the TMND. A TMND is a multivariate normal distribution whose support is restricted (truncated) by linear constraints and that is renormalized to integrate to unity. The aforementioned contributions improve the estimation performance of the skew-t filter and smoother by reducing the covariance underestimation common to most VB inference algorithms [21, Chapter 10] . To our knowledge, VB approximations have been applied to the skew t-distribution only in our earlier works [8] , [20] and by Wand et al. [22] .
The rest of this paper is structured as follows. In Section II, the filtering and smoothing problem involving the univariate skew t-distribution is posed. In Section III a solution based on VB for the formulated problem is proposed. The proposed solution is evaluated using simulated data as well as realworld data in Sections IV and V, respectively. The essential expressions to extend the proposed filtering and smoothing algorithms to problems involving multivariate skew-t (MVST) distribution are given in Section VI. A performance bound for time series data with MVST-distributed measurement noise is derived and evaluated in simulation in Section VII. The concluding remarks are given in Section VIII.
II. INFERENCE PROBLEM FORMULATION
Consider the linear and Gaussian state evolution model
where N (·; µ, Σ) denotes the probability density function (PDF) of the (multivariate) normal distribution with mean µ and covariance matrix Σ; A ∈ R nx×nx is the state transition matrix; x k ∈ R nx indexed by 1 ≤ k ≤ K is the state to be estimated with initial prior distribution (1a), where the subscript "a|b" is read "at time a using measurements up to time b"; and w k ∈ R nx is the process noise. Further, the measurements y k ∈ R ny are assumed to be governed by the measurement equation
where C ∈ R ny×nx is the measurement matrix, and the measurement noise e k is independent of the process noise and has the product of independent univariate skew t-distributions as the PDF
The model can also be nonstationary, but for the sake of lighter notation the k subscripts on A, Q, C, R ii , ∆ ii , and ν i are omitted. The univariate skew t-distribution ST(µ, σ 2 , δ, ν) is parametrized by its location parameter µ ∈ R, spread parameter σ > 0, shape parameter δ ∈ R and degrees of freedom ν > 0, and has the PDF
where
is the PDF of Student's t-distribution, Γ(·) is the gamma function, and z =
. Also, T(·; 0, 1, ν) denotes the cumulative distribution function (CDF) of Student's t-distribution with degrees of freedom ν. Expressions for the first two moments of the univariate skew t-distribution can be found in [23] .
The model (3) with independent univariate skew-tdistributed measurement noise components is justified in applications where one-dimensional data from different sensors can be assumed to have statistically independent noise [20] . Extension and comparison to multivariate skew-t-distributed noise will be discussed in Section VI.
The independent univariate skew-t noise model (3) induces the hierarchical representation of the measurement likelihood
where R ∈ R ny×ny is a diagonal matrix whose diagonal elements' square roots √ R ii are the spread parameters of the skew t-distribution in (3); ∆ ∈ R ny×ny is a diagonal matrix whose diagonal elements ∆ ii are the shape parameters; ν ∈ (R + ) ny is a vector whose elements ν i are the degrees of freedom; the operator [·] ij gives the (i, j) entry of its argument; Λ k is a diagonal matrix with a priori independent random diagonal elements [Λ k ] ii . Also, N + (µ, Σ) is the TMND with closed positive orthant as support, location parameter µ, and squared-scale matrix Σ. Furthermore, G(α, β) is the gamma distribution with shape parameter α and rate parameter β.
Bayesian smoothing means finding the smoothing posterior p(x 1:K , u 1:K , Λ 1:K |y 1:K ). In [20] , the smoothing posterior is approximated by a factorized distribution of the form q [20] q
Subsequently, the approximate posterior distributions are computed using the VB approach. The VB approach minimizes the Kullback-Leibler
p(x) dx [24] of the true posterior from the factorized approximation. That is, D KL (q [20] ||p(x 1:K , u 1:K , Λ 1:K |y 1:K )) is minimized in [20] .
The numerical simulations in [20] manifest covariance matrix underestimation, which is a known weakness of the VB approach [21, Chapter 10] . One of the contributions of this paper is to reduce the covariance underestimation of the filter and smoother proposed in [20] by removing independence approximations of the posterior approximation. The proposed filter and smoother are presented in Section III.
III. PROPOSED FILTER AND SMOOTHER Using Bayes' theorem, the state evolution model (1) , and the likelihood (6), the joint smoothing posterior PDF can be derived as in [20] . This posterior is not analytically tractable. We propose to seek an approximation in the form
where the factors in (7) are specified bŷ
and where q N q xu (x 1:K , u 1:K )q Λ (Λ 1:K ). Hence, x 1:K and u 1:K are not approximated as independent as in [20] because they can be highly correlated a posteriori [20] . The analytical solutions forq xu andq Λ are obtained by cyclic iteration of
where the expected values on the right hand sides are taken with respect to the current q xu and q Λ [21, Chapter 10] [25] , [26] . Also, c xu and c Λ are constants with respect to the variables (x 1:K , u 1:K ) and Λ 1:K , respectively. Furthermore, the joint PDF p(x 1:K , u 1:K , Λ 1:K , y 1:K ) can be written as
Computation of the expectation in (9b), which is relegated to Appendix A, requires the first two moments of a TMND because the support of u 1:K is the non-negative orthant. These moments can be computed using the formulas presented in [27] . They require evaluating the CDF of general multivariate normal distributions. The MATLAB function mvncdf implements the numerical quadrature of [28] in 2 and 3 dimensional cases and the quasi-Monte Carlo method of [29] for the dimensionalities 4-25. However, these methods can be prohibitively slow. Therefore, we approximate the TMND's moments using the fast sequential algorithm suggested in [30] , [31] . The method is initialized with the original normal density whose parameters are then updated by applying one linear constraint at a time. For each constraint, the mean and covariance matrix of the once-truncated normal distribution are computed analytically, and the once-truncated distribution is approximated by a non-truncated normal with the updated moments. This method is illustrated in Fig. 3 , where a bivariate normal distribution truncated into the positive quadrant is approximated with a non-truncated normal distribution.
The result of the sequential truncation depends on the order in which the constraints are applied. Finding the optimal order of applying the truncations is a problem that has combinatorial complexity. Hence, we adopt a greedy approach, whereby the constraint to be applied is chosen from among the remaining constraints so that the resulting once-truncated normal is closest to the true TMND. By Lemma 1, the optimal constraint to select is the one that truncates the most probability. The optimality is with respect to a KLD as the measure. For example, in Fig. 3 the vertical constraint truncates more probability, so it is applied first. Lemma 1. Let p(z) be a TMND with the support {z ≥ 0} and q(z) = N (z; µ, Σ). Then,
where µ i is the ith element of µ, Σ ii is the ith diagonal element of Σ, [[·] ] is the Iverson bracket, and
where + = means equality up to an additive constant. Since c i is an increasing function of µi √ Σii the proof follows.
The obtained algorithm with the optimal processing sequence for computing the mean and covariance matrix of a given multivariate normal distribution truncated to the positive orthant is given in Table I . In many programming languages a numerically robust method to implement the line 6 of the algorithm in Table I is using the scaled complementary error function erfcx through
The recursion (9) is convergent to a local optimum [21, Chapter 10] . However, there is no proof of convergence available when the moments of the TMND are approximated. In spite of lack of a convergence proof the iterations did not diverge in the numerical simulations presented in section IV.
In the smoother, the update (9a) includes a forward filtering step of the Rauch-Tung-Striebel smoother (RTSS) [32] to compute an approximate filtering posterior for (x 1:K , u 1:K ). This posterior is a TMND where only the variables u 1:K are restricted to the positive orthant. The TMND is approximated as a multivariate normal distribution whose parameters
95-% contour of normal under truncation 95-% contour of normal approximation linear constraint truncated area Fig. 3 . The sequential truncation method for approximating a truncated normal distribution with a normal distribution: (a) the original normal distribution's contour ellipse that contains 95 % of the probability, and the truncated area in gray, (b) the first applied truncation in gray, and the 95-% contour of the resulting normal approximation, (c) the second applied truncation in gray, and the 95-% contour of the normal approximation, (d) the final normal approximation. 
if Φ(ξ) does not underflow to 0 then 6:
else 10:
end if 13:
T ← T \{k} 14: end while 15:
are obtained using the sequential truncation. This approximation enables recursive forward filtering and the use of RTSS's backward smoothing step that gives normal approximations to the marginal smoothing posteriors
After the iterations converge, the variables u 1:K are integrated out to get the approximate smoothing posteriors N (x k ; x k|K , P k|K ), where the parameters x k|K and P k|K are the output of the skew-t smoother (STS) algorithm in Table II . STS can be restricted to an online recursive algorithm to synthesize a filter which is summarized in Table III . In the filter, the output of a filtering step is also a TMND which in analogy to STS is approximated by a multivariate normal distribution to have a recursive algorithm. Using sequential truncation, the TMND q xu (x k , u k ) is approximated by a normal distribution, and the parameters of the marginals N (x k ; x k|k , P k|k ) are the outputs of the skew-t filter (STF) algorithm in Table III. IV. SIMULATIONS Our numerical simulations use satellite navigation pseudorange measurements of the model
where s i ∈ R 3 is the ith satellite's position, [x k ] 4 ∈ R is bias with prior N (0, (0.75 m)
2 ), and δ ∈ R is a parameter. The model is linearized using the first order Taylor polynomial approximation, and the linearization error is negligible because the satellites are far. The satellite constellation of the Global Positioning System from the first second of the year 2015 provided by the International GNSS Service [33] is used with 8 visible satellites. The root-mean-square error (RMSE) is computed for [x k ] 1:3 . The computations are made with MATLAB. Table II SMOOTHING FOR SKEW-t MEASUREMENT NOISE 1: Inputs: A, C, Q, R, ∆, ν, x 1|0 , P 1|0 , and y 1:
for k = 1 to K do 6:
end for 15:
17:
end for 26: until converged 27: Outputs: x k|K and P k|K for k = 1 · · · K
A. Computation of TMND statistics
In this subsection we study the computation of the moments of the untruncated components of a TMND. One state and one measurement vector per Monte Carlo replication are generated from the model (16) with ν = ∞ degrees of freedom (corresponding to skew-normal likelihood), prior
2 )), and 10 000 replications. The compared methods are sequential truncations with the optimal truncation order (TOPT) and with random order (TRAND), the variational Bayes (VB), and the analytical formulas of [27] using MATLAB function mvncdf (MVNCDF). In TRAND any of the non-optimal constraints is chosen randomly at each truncation. VB is an update of the skew t variational Bayes filter (STVBF) [20] where Λ k = I and the VB iteration is terminated when the position estimate changes less than 0.005 m or at the 1000th iteration. The reference solution for the expectation value is a bootstrap particle filter (PF) update with 50 000 samples. 
until converged 16:
x k+1|k ← Ax k|k 17:
Outputs: x k|k and P k|k for k = 1 · · · K Fig. 4 shows the distributions of the estimates' differences from the PF estimate. The errors are given per cent of the PF's estimation error. The box levels are 5 %, 25 %, 50 %, 75 %, and 95 % quantiles and the asterisks show minimum and maximum values. TOPT outperforms TRAND in the cases with high skewness, which reflects the result of Lemma 1. MVNCDF is more accurate than TOPT in the cases with high skewness, but MVNCDF's computational load is roughly 40 000 times that of the TOPT. This justifies the use of the sequential truncation approximation.
The order of the truncations in the sequential truncation algorithm affects the performance only when there are clear differences in the amounts of probability mass that each truncation truncates. Fig. 5 presents an example, where δ = 20, and each measurement noise realization e has been generated from the skew normal distribution and then modified by
where j is a random index, and c is a parameter. A large c generates one negative outlier to each measurement vector, which results in one truncation with significantly larger truncated probability mass than the rest of the truncations. Fig. 5 shows the difference of TRAND error from TOPT error; i.e. a positive difference means that TOPT is more accurate. The errors here refer to distance from the PF estimate. The figure shows that with large c TOPT is more accurate than TRAND. Thus, the effect of the truncation ordering on the accuracy of the sequential truncation approximation is more pronounced when there is one truncation that truncates much more than the rest. This justifies our greedy approach and the result of Lemma 1 for ordering the truncations. The approximation of the posterior covariance matrix is tested by studying the normalized estimation error squared (NEES) values [34, Ch. 5.4.2]
where x k|k and P k|k are the filter's output mean and covariance matrix, and x k is the true state. The distributions of the filters' 
B. Skew-t inference
In this section, the proposed skew-t filter (STF) is compared with state-of-the-art filters using numerical simulations of a 100-step trajectory. The state model is a random walk with process noise covariance
, where q is a parameter. The compared methods are a bootstraptype PF, STVBF [20] , t variational Bayes filter (TVBF) [35] , and Kalman filter (KF) with measurement validation gating [34, Ch. 5.7.2] that discards the measurement components whose normalized innovation squared is larger than the χ 2 1 -distribution's 99 % quantile. The used KF parameters are the mean and variance of the used skew t-distribution, and the TVBF parameters are obtained by matching the degrees of freedom with that of the skew t-distribution and computing the maximum likelihood location and scale parameters for a set of pseudo-random numbers generated from the skew t-distribution. The results are based on 10 000 Monte Carlo replications. TOPT's NEES is closer to the optimal value 3 than that of VB, so sequential truncation gives a more accurate posterior covariance matrix. δ = 0 corresponds to the symmetric t-distribution hence, the comparison methods become identical. (16) are generated independently from the univariate skew t-distribution. The figure shows that the proposed STF converges within five VB iterations and outperforms the other filters already with two VB iterations, except for PF that is the minimum-RMSE solution. Furthermore, Fig. 7 shows that STF's converged state is close to the PF's converged state in RMSE, and PF can require as many as 10 000 particles to outperform STF. STF also converges faster than STVBF when the process noise variance parameter q is large. Fig. 8 shows the distributions of the RMSE differences from the STF's RMSE as percentages of the STF's RMSE. STF and TVBF use five VB iterations, and STVBF uses 30 VB iterations. STF clearly has the smallest RMSE when δ ≥ 3. Unlike STVBF, the new STF improves accuracy even with small q, which can be explained by the improved covariance matrix approximation.
The proposed smoother is also tested with measurements generated from (16) . The compared smoothers are the proposed skew-t smoother (STS), skew-t variational Bayes smoother (STVBS) [20] , t variational Bayes smoother (TVBS) [35] , and the RTSS with 99 % measurement validation gating [32] . Fig. 9 shows that STS has lower RMSE than the smoothers based on symmetric distributions. Furthermore, STS's VB iteration converges in five iterations or less, so it is faster than STVBS.
V. TESTS WITH REAL DATA A. GNSS-based pseudorange positioning
Two GNSS (global navigation satellite system) positioning data sets were collected in central London (UK) to test the filters' performance in a challenging real-world satellite positioning scenario with numerous non-line-of-sight measurements. The data include time-of-arrival (TOA) based pseudorange measurements from GPS (Global Positioning System) satellites. Each set contains a trajectory that was collected by car using a u-blox M8 GNSS receiver. The lengths of the tracks are about 8 km and 10 km, the durations are about an hour for each, and measurements are received at about onesecond intervals. The first track is used for fitting the filter parameters, while the second track is used for studying the filters' positioning errors. A ground truth was measured using an Applanix POS-LV220 system that improves the GNSS solution with tactical grade inertial measurement units. The GPS satellites' locations were obtained from the broadcast ephemerides provided by the International GNSS Service [33] . The algorithms are computed with MATLAB. The used state evolution model is the almost-constant velocity model for both the user position l k ∈ R 3 and the receiver clock error b k ∈ R used in [36, Section IV]. Thus, the filter state is
T ∈ R 8 , and the state evolution model is
where The measurement model is the same pseudorange model that is used in the simulations of Section IV, i.e. where s i,k is the 3-dimensional position of the ith satellite at the time of transmission. The measurement model is linearized with respect to x k at each prior mean using the first order Taylor series approximation. The compared filters are based on three different models for the measurement noise e k where
The skew-t model (21) is the basis for STF and STVBF, the t model (22) is the basis for TVBF, and the normal model (23) is the basis for the extended KF (EKF) with 99 % measurement validation gating. The pseudoranges are unbiased in the line-of-sight case, so the location parameters are fixed to µ n = µ t = 0. Furthermore, the degrees of freedom are fixed to ν = ν t = 4 to compromise between outlier robustness and performance based on inlier measurements. The deviation parameter σ n of the normal model was then fitted to the data using the expectation-maximization algorithm [37, Ch. 12.3.3] and the parameter σ t of the t model as well as the parameters σ and δ of the skew-t model were fitted with the particleMetropolis algorithm [37, Ch. 12.3.4] . The location parameter µ was obtained by numerically finding the point that sets the mode of the skew-t noise distribution to zero. These three error distributions' parameters are given in Table IV , and the PDFs are plotted in Fig. 10 . Fig. 11 shows the filter RMSEs as a function of the number of VB iterations. Both STF and TVBF converge within five VB iterations. The empirical CDF graphs of the user position errors with five VB iterations are shown in Fig. 12 , and the RMSEs as well as the relative running times are given in Table V . The results show that modelling the skewness improves the positioning accuracy and is important especially for the accuracy in vertical direction. This can be explained by the sensitivity of the vertical direction to large measurement errors; due to bad measurement geometry the accuracy in the vertical direction is low even with line-of-sight measurements, so correct downweighting of erroneous altitude information requires careful modelling of the noise distribution's tails. The computational burden of our STF implementation with five VB iterations is about three times that of TVBF, but Fig. 11 shows that two STF iterations would already be enough to match TVBF's average RMSE. B. Ultra-wide band indoor positioning Another application for STF is indoor localization using the TOA measurements of ultra-wide band (UWB) radios. We collected five test tracks in a laboratory environment with a high-precision optical reference positioning system 1 and three test tracks in a real university campus indoor environment. The measurement equipment is a Spoonphone smartphone [38] with Android 4.2 operating system and UWB channel 2 pulse radio (3993.6 MHz, 500 MHz bandwidth), and six BeSpoon UWB tags. The system uses two-way TOA ranging, thus no clock synchronization is required. The UWB measurement update and localization error computation is done with 2 Hz frequency. The algorithms are computed with MATLAB.
The novelty of this article compared to our previous article [8] is the STF algorithm. Here only TOA measurements are used, and the state evolution model is the random walk
where the state x k ∈ R 3 is the user position in east-north-up coordinates and q = 0.5 ms Scaled by the speed of light, the two-way TOA gives a direct measurement of the distance between the UWB beacon and the user. Thus, the measurement model is
where y k ∈ R ny is the TOA-based distance vector,
is the 3-dimensional position of the ith UWB beacon, and e k is measurement noise. The measurement function is linearized at each prior mean. We test the three alternative models (21)- (23) for the measurement noise. The estimation algorithm for the skewt model (21) is the STF in Table III . The filter for the t-based model (22) is the TVBF [35] and for the normally distributed Fig. 13 . The real UWB ranging's measurement error histogram distribution and the distributions fitted to the data for normal, t, and skew-t error models.
noise (23) the EKF with 99 % measurement validation gating. The degrees of freedom parameters ν and ν t are fixed to 4, and the parameters {µ, σ, δ, µ t , σ t , µ n , σ n } are optimized to maximize the likelihood of the laboratory measurements. The maximum likelihood parameter values are given in Table VI , and the PDFs of the fitted distributions are compared with the error histogram in Fig. 13 . The laboratory data are used for both parameter calibration and positioning tests to obtain a fair comparison of the optimal set-ups of each filtering algorithm. This eliminates the effect of possible differences in calibration and positioning data. To evaluate the performances at an independent data set, we also measured three test tracks in the campus of Tampere University of Technology with a rough reference position based on interpolation between timestamped locations. 
The VB-based filters also have the number of VB iterations N VB as a parameter. Fig. 14 shows the filters' RMSEs averaged over all the data sets with different values of N VB . Five iterations is sufficient for STF in UWB indoor positioning, but STF matches TVBF's accuracy already with two VB iterations. The RMSEs of the filters are given in Table VII . TVBF and STF use five VB iterations, and show significantly lower RMSE that EKF with measurement validation gating. Furthermore, the proposed STF has a lower RMSE than the TVBF. The campus track 3 was measured avoiding non-lineof-sight condition, so the difference between STF and TVBF is small at this track.
VI. EXTENSION TO MVST
The skew t-distribution has several multivariate versions. In [5] - [7] the PDF of the multivariate skew t-distribution (MVST) involves the CDF of a univariate t-distribution, while the definition of skew t-distribution given in [39] involves the CDF of a multivariate t-distribution. These versions of MVST are special cases of more general multivariate skew-t-type distribution families, which include the multivariate canonical fundamental skew t-distribution (CFUST) [40] and the multivariate unified skew t-distribution [41] . A comprehensive review on the different variants of the MVST is given in [23] .
The MVST variant used in this article is based on the CFUST discussed in [23] , and it is the most general variant of the MVST. In this variant the parameter matrix R ∈ R nz×nz is a square positive-definite matrix, and ∆ ∈ R nz×nz is an arbitrary matrix. The PDF is
is the PDF of the n z -variate t-distribution and T(z; µ, Σ, ν) its CDF, and
The inference algorithms proposed in this paper can be extended to cover the case where the elements of the measurement noise vector are not statistically independent but jointly multivariate skew-t-distributed. When the measurement noise follows a MVST, i.e.
the filtering and smoothing algorithms presented in Tables  III and II apply with slight modifications. At the core of this convenient extension is the fact that the MVST can be represented by a similar hierarchical model as in (6) . However, the shape matrices ∆ and R are not required to be diagonal, and the matrix Λ k has the form λ k · I ny , where λ k is a scalar with the prior
Notice that when λ k admits a small value, all the measurement components can potentially be outliers simultaneously unlike with the independent univariate skew-t components model. This difference is illustrated by the PDF contour plots in Fig. 15 . The specific modification required by MVST measurement noise to the STS algorithm in Table II is replacing the line 24 by
Similarly, the specific modification required by MVST measurement noise to the STF algorithm in Table III is replacing the line 14 by
VII. PERFORMANCE BOUND A. Cramér-Rao lower bound
The Bayesian Cramér-Rao lower bound (CRLB) B is a lower bound for the mean-square-error (MSE) matrix of the state estimatorx of the random variable x using the observations y
in the sense that the matrix difference M − B is positive semidefinite for any state estimator [42, Ch. 2.4] . The regularity conditions necessary for the positive-semidefiniteness to hold [42, Ch. 2.4] are the integrability of the first two partial derivatives of the joint distribution p(x 1:K , y 1:K ) for an asymptotically unbiased estimator. These conditions are satisfied by the skew-t likelihood and the normal prior distribution, even though they do not hold for p(x 1:K , u 1:K , Λ 1:K , y 1:K ) of the hierarchical model used in the proposed variational estimator due to restriction of u 1:K to the positive orthant. The filtering CRLB B k|k for the state-space model (1)-(2) follows the recursion [43] B 1|0 = P 1|0 (34a)
where I(e k ) is the Fisher information matrix of the measurement noise distribution. Furthermore, the smoothing CRLB for the state-space model (1)- (2) follows the recursion [43] 
This coincides with the covariance matrix update of RauchTung-Striebel smoother's backward recursion [32] . The Fisher information matrix for the multivariate skew-tdistributed measurement noise of (29) is
with r ∼ MVST(0,
T , and
where ∇ u is the gradient with respect to u. The derivation is given in Appendix B. The evaluation of the expectation in (39) is challenging with high-dimensional measurements due to the requirement to evaluate the CDF of the multivariate tdistribution and its partial derivatives. By the Woodbury matrix identity, the recursion (34) is equivalent to the covariance matrix update of the Kalman filter with the measurement noise covariance (R + ∆∆ T )
T . In the model (3) the measurement noise components are independently univariate skew-t-distributed. In this case the Fisher information is obtained by applying (38) to each conditionally independent measurement component and summing. The resulting formula matches with (38) , the matrix E now being a diagonal matrix with the diagonal entries
ii and τ ν (x) = t(x; 0, 1, ν)/T(x; 0, 1, ν). Substituted into (38) , this formula matches the Fisher information formula obtained for the univariate skew t-distribution in [44] . In this case only integrals with respect to one scalar variable are to be evaluated numerically.
B. Simulation
We study the CRLB in (34) of a linear state-space model with skew-t-distributed measurement noise by generating realizations of the model
where x ∈ R 2 is the state, Q = is the process noise covariance matrix, y k ∈ R is the measurement, and ν and δ c are parameters that determine other parameters by the formulas
Thus, the measurement noise distribution is zero-mean and has the variance ω 2 = 5 2 . We generate 10 000 realizations of a 50-step process, and compute the CRLB and mean-squareerrors (MSE) of the bootstrap PF with 2000 particles and the STF. The CRLB and the MSEs were computed for the first component of the state at the last time instant [x 50 ] 1 . Fig. 16 shows the CRLB of the model (42) . The figure shows that increase in the skewness as well as heavy-tailedness can decrease the CRLB significantly, which suggests that a nonlinear filter can be significantly better than the KF, which gives MSE 11.8 for all δ c and ν. Fig. 17 shows the MSEs of PF and STF. As expected, when ν → ∞ and δ c → 0, the PF's MSE approaches the CRLB. STF is only slightly worse than PF. The figures also show that although the CRLB becomes looser when the distribution becomes more skewed and/or heavy-tailed, it correctly indicates that modeling the skewness still improves the filtering performance. VIII. CONCLUSIONS We have proposed a novel approximate filter and smoother for linear state-space models with heavy-tailed and skewed measurement noise distribution, and derived the Cramér-Rao lower bounds for the filtering and smoothing estimators. The algorithms are based on the variational Bayes approximation, where some posterior independence approximations are removed from the earlier versions of the algorithms to avoid significant underestimation of the posterior covariance matrix. Removal of independence approximations is enabled by the sequential truncation algorithm for approximating the mean and covariance matrix of truncated multivariate normal distribution. An optimal processing sequence is given for the sequential truncation. Simulations and real-data tests with GNSS outdoor positioning and UWB indoor positioning data show that the proposed algorithms outperform the state-of-theart low-complexity methods.
APPENDIX A DERIVATIONS FOR THE SKEW-t SMOOTHER
A. Derivations for q xu Eq. (9a) gives
log N (x l+1 ; Ax l , Q)
where We denote the PDFs related to this state-space model with p.
It would be possible to compute the truncated multivariate normal posterior of the joint smoothing distribution p ([ x 1:K u 1:K ] |y 1:K ), and account for the truncation of u 1:K to the positive orthant using the sequential truncation. However, this would be impractical with large K due to the large dimensionality K × (n x + n y ). A feasible solution is to approximate each filtering distribution in the Rauch-TungStriebel smoother's (RTSS [32] ) forward filtering step with a multivariate normal distribution by 
Thus, q Λ (Λ 1:K ) = K k=1 q Λ (Λ k ). In the model with independent univariate skew-t-distributed measurement noise components (3), the diagonal entries of Λ k are separate random variables, as given in (6c). Therefore,
Therefore,
In the derivations of Section A-A, Λ k|K Eq Λ [Λ k ] is required. Λ k|K is a diagonal matrix with the diagonal elements
In the model (29) with multivariate skew-t-distributed measurement noise Λ k is of the form λ k ·I ny . There, λ k is a scalar random variable, and there is just one degrees-of-freedom parameter ν, as given in (30) . Therefore,
where Ψ k is given in (73). Thus,
so the required expectation is
APPENDIX B DERIVATION FOR THE FISHER INFORMATION OF MVST Consider the multivariate skew-t measurement model y|x ∼ MVST(Cx, R, ∆, ν), where C ∈ R ny×nx , R ∈ R ny×ny , ∆ ∈ R ny×ny , and ν ∈ R + . The logarithm of the PDF of y|x is log p(y|x) = log(2 ny / det(Ω)
