Structure-activity-relationship (SAR) models are used to inform and guide the iterative optimization of chemical leads, and play a fundamental role in modern drug discovery. In this paper we present a new class of methods for building SAR models, referred to as affinity-based, that utilize activity information from different targets. These methods first identify a set of targets that are related to the target under consideration and then they employ various machine-learning techniques that utilize activity information from these targets in order to build the desired SAR model. We developed different methods for identifying the set of related targets, which take into account the primary sequence of the targets or the structure of their ligands, and we also developed different machine learning techniques that were derived by using principles of semi-supervised learning, multi-task learning, and classifier ensembles. The comprehensive evaluation of these methods shows that they lead to considerable improvements over the standard SAR models that are based only on the ligands of the target under consideration. On a set of 117 protein targets obtained from PubChem, these affinity-based methods achieve an ROC score that is on the average 7.0%-7.2% higher than that achieved by the standard SAR models. Moreover, on a set of targets belonging to six protein families, the affinity-based methods outperform chemogenomics-based approaches by 4.33%.
Introduction
The pioneering work of Hansch et al.,
1,2 which demonstrated that the biological activity of a chemical compound can be mathematically expressed as a function of its physicochemical properties, led to the development of quantitative methods for modeling structure-activity relationships (SAR). Since that work, many different approaches have been developed for building such structureactivity-relationship (SAR) models. 3, 4 These in silico models have become an essential tool for predicting the biological activity of a compound from its molecular structure and played a critical role in drug and chemical probe discovery by informing the initial screens, design, and optimization of chemical compounds with the desired biological properties.
Over the years, a number of methods have been developed for improving the accuracy of the SAR models that utilize additional information beyond the known ligands of the targets under consideration. One of the early methods utilizes approaches based on active learning and iteratively expands the set of training compounds used for learning the SAR models. 5 In this approach, the target's experimentally determined ligands are used to build an initial SVM-based SAR model. Compounds that are close to the decision boundary of the SVM model are then selected and treated as additional positive training examples for learning a new SVM model. This process is repeated multiple times until the performance of the learned model cannot be further improved. Probably the most widely used approaches for improving the quality of the SAR models are those based on chemogenomics. [6] [7] [8] The key idea behind these approaches is to
In this paper we present a different approach for improving the quality of SAR models that also utilizes activity information from other protein targets. This approach, referred to as affinity based, identifies a set of targets that are related to the target under consideration and then utilizes only activity information from these targets while learning the desired SAR model. Even though this approach shares some characteristics with those based on chemogenomics, its advantage is that, by using appropriate target-to-target similarity functions to identify the related targets, it can adapt to the characteristics of the protein target under consideration and lead to higher-quality SAR models. In addition, its adaptive nature allows it to select a smaller number of targets than those present in the entire family, or to select targets from different families if their use will lead to better quality models.
We developed and investigated different methods to identify the set of related targets and to incorporate their activity information into the affinity-based SAR model. Specifically, we developed different target-to-target similarity measures for identifying the set of related targets that take into account the primary structure of the targets themselves or the structure of their ligands. In addition, we developed three different machine-learning approaches for building the SAR models that were derived from the principles of semi-supervised learning, 18 multitask learning, [19] [20] [21] [22] and classifier ensembles. [23] [24] [25] The experimental evaluation of these methods on a set of 117 targets extracted from PubChem show that for nearly all of them, the incorporation of activity information from other targets leads to quality improvements in the resulting affinity-based SAR models. The best results are obtained for the ligand-based target-to-target similarity methods and the multi-task learning and classifier ensembles schemes, which achieve an average of 7.0%-7.2% ROC improvement. In addition, on a set of six protein families, the affinity-based methods achieve a 4.3% improvement over chemogenomics-based approaches.
Methods

Definitions and Notations
In this paper the protein targets and the compounds will be denoted by lower-case t and c characters, respectively, and subscripts will be used to denote specific targets and compounds. For each target t i , its set of experimentally determined active compounds will be denoted by C + i , whereas its set of inactive compounds will be denoted by C − i . For reasons discussed later in Section 2.2, the set of compounds in C − i will be obtained by randomly sampling the compounds that do not belong in C + i . The entire set of targets under consideration will be denoted by T and the union of active compounds over all targets by C (i.e., C = C + i ). Each compound will be represented by a topological descriptor-based representation in which each compound is modeled as a frequency vector of certain subgraphs (descriptors) present in its molecular graph. 3 The similarity between two compounds c x and c y will be denoted by sim c (c x , c y ) and will be computed as the Tanimoto coefficient of their descriptor-based representation. 26 The Tanimoto coefficient is given by:
where k goes over all the dimensions of the descriptor space and c x,k is the number of times descriptor k occurs in compound c x .
Given a compound c and a set of compounds C, the k most similar compounds (based on the Tanimoto coefficient) of c in C will be denoted by nbrs k (c, C) and will be referred to as c's k nearest-neighbor in C. For two sets of compounds Cx and Cy, Nbrs k (C x , Cy) will denote the union of the k nearest-neighbors of each compound c ∈ Cx in Cy, that is:
Finally, to aid in the clear description of the different methods, we will use the term specific target to refer to the protein target for which we want to build a SAR model. Depending on the method, this SAR model will be built using either its own activity information (baseline SAR model) or additional information obtained from its set of related targets (affinity-based SAR model).
Baseline SAR Models
For each target t i , we used support vector machines (SVM) 27 to build the baseline SAR model that relies only on t i 's own set of active compounds. Given a set of positive training instances I + and a set of negative training instances I − , SVM learns a classification function f (x) of the form
where λ + i and λ − i are non-negative weights that are computed during training by maximizing a quadratic objective function, and K(., .) is a kernel function that measures the similarity between the compounds. Given a new instance x, the sign of the prediction score f (x) is used to determine the class of x. In addition, a set of compounds can be ranked based on their likelihood of being positive by sorting their prediction scores in non-increasing order.
In the context of our problems, the set of positive instances for t i corresponds to its own set of experimentally determined ligands C + i . However, determining the set of compounds that will form the negative class is problematic for two reasons. First, in many target-ligand activity databases, only information about actual ligands of a particular target is available and information about nonbinding compounds is not provided. Second, even when the activity information is obtained from screening assays, the negative information may not be very reliable as compounds can fail to bind to a particular target due to assayrelated artifacts. Thus, the actual learning problem associated with building a SAR model is that of learning a classifier from only positive and unlabeled instances [28] [29] [30] [31] (an instance is considered to be unlabeled if it is not positively labeled). An approach that has been successfully used in the past to address this problem is to select as negative instances a random subset of the unlabeled compounds. 4 Recent work has shown that under the assumption that the labeled instances are selected completely at random, the model learned from such randomly selected negative instances produces rankings that are equivalent to the real model. 31 In this work, motivated by these empirical and theoretical results, the set of negative instances (C − i ) for the baseline SAR model is obtained by selecting |C + i | random compounds from C \ C + i . This allows for the creation of equal-size positive and negative training sets. Moreover, by using C \ C + i as the pool of compounds from which to select the negative instances, it allows for the definition of a more realistic (and harder) negative class as it contains compounds that are known to bind to other protein targets. Note that the same C − i set is also used for defining the negative instances for all the affinity-based methods that are described in the subsequent sections.
Affinity-based SAR Models
In recent years, chemogenomics-based approaches have illustrated that the quality of the SAR models can be improved by taking into account the activity information of the proteins in the same family. However, the fundamental step in these approaches, which is building a SAR model based on all the proteins in the family, has a number of shortcomings. First, it can only be applied to protein families for which activity information is available for multiple members. Second, for a specific target t i , the chemogenomics-based model may contain activity information from protein targets that may not be helpful for it (e.g., targets with substantially different binding sites). This can easily happen for protein families that contain a large and diverse set of proteins. The inclusion in the model of these less-relevant proteins can negatively impact the quality of the model learned for t i . For example, in the case of the SVM-based approaches, the decision hyperplane may be unnecessarily minimizing the errors that are associated with the targets that are not relevant for t i , whereas at the same time increasing the errors associated with t i itself or other relevant targets. Third, for the cases in which a specific target t i shares key characteristics related to ligand binding and recognition with proteins of other families, the intra-family focus of the chemogenomics-based approaches fails to take advantage of the relevant activity information provided by proteins in other families, leading to lower quality SAR models.
The affinity-based approaches that are developed in this paper are designed to overcome all three of the above shortcomings. For each specific target t i , these approaches identify a set of protein targets that are related to t i and then utilize only the activity information from these targets while learning t i 's SAR model. In addition, by using appropriate target-to-target similarity functions, these approaches can adapt to the characteristics of the individual protein targets and allow them to potentially select a subset of the proteins in t i 's family or proteins across different families. Finally, since these approaches do not rely on protein family membership, they can be used for proteins for which there is no activity information for any other family member.
The subsequent sections describe the different targetto-target similarity measures that we developed for identifying the set of related proteins and the different machinelearning methods that we developed for improving the quality of the target-specific SAR model by utilizing activity information from its related targets.
Identifying Related Targets
We developed two classes of target-to-target similarity functions that capture the similarity between the targets by taking into account two different types of information. The first takes into account the amino acid sequence of the targets whereas the second takes into account the similarity between their ligands.
Sequence-based Methods
Protein targets that have similar ligand binding sites in terms of their amino acid composition and their 3D structure show similar binding affinity towards a similar set of compounds. 32 Thus, a natural way of comparing two targets is to compare the sequences and structures of their binding sites. However, in many case the 3D structure of the proteins under consideration is not known (e.g., GPCRs), making it hard to accurately and reliably compare the ligand binding sites for all proteins. For this reason, we developed a target-to-target similarity function, referred to as K Seq t , that measures the similarity between two protein targets by taking into account their entire amino acid sequences. Specifically, K Seq t (t i , t j ) is computed as the optimal local alignment score 33 between t i 's and t j 's PSI-BLAST derived sequence profiles 34 and the PICASSO 35 profile-based scoring scheme. This profilebased alignment method combined with the PICASSO scoring scheme has been shown to better capture the evolutionary conserved sequence conservation signals between the proteins. 
Ligand-based Methods
The similarity between two targets can also be indirectly determined by considering their ligands. If two targets t i and t j have similar sets of ligands, then most likely their corresponding ligand binding sites share certain common characteristics. As a result, the similarity between their sets of ligands can be an implicit measure of the similarity of their binding sites. Motivated by this, we developed two approaches for determining the target-to-target similarity that take into account the similarity between their ligands. The first, referred to as K
Aligs t
, measures the pairwise similarity of two targets t i and t j as the average pairwise similarity between their ligands. That is,
The second, referred to as K kligs t , measures the pairwise similarity of two targets t i and t j by considering only the average pairwise similarity of the k-nearest neighbors of each ligand to the other target's ligands. Specifically, K kligs t
sim c (c x , c y )
The design of K kligs t was motivated by the fact that targets may contain ligands that come from multiple (and potentially different) scaffolds. As a result, the K Aligs t function, will unnecessarily penalize a pair of protein targets, each containing ligands derived from different scaffolds, even when the sets of scaffolds in each target are similar.
Affinity-based SAR Models using SemiSupervised Learning
The first method that we developed for building an affinity-based SAR model for a specific target utilizes approaches based on semi-supervised learning. 18 The main idea of semi-supervised learning methods is to take advantage of the unlabeled instances during training in order to modify or re-prioritize the hypotheses obtained from the labeled instances. 37 This is usually done using a two-step process. In the first step, labels are assigned to the unlabeled instances. In the second step, a model is learned using both the original and the newly labeled instances.
Within the context of learning an affinity-based SAR model for a specific target t i , the semi-supervised learning approach that we developed considers as unlabeled only those compounds that are ligands to at least one of the related proteins and are neither positive nor negative instances for t i . Specifically, if R i = {t i 1 , t i 2 , . . . , t i m } are the m most similar target of t i in T in non-increasing similarity order (i.e., the m related targets of t i ), then the set of compounds that are considered to be unlabeled is
The motivation behind this definition is that the compounds in U i corresponds to a biologically relevant subset of the chemical space as it contains compounds that have been experimentally determined to bind to a set of protein targets that are similar to the specific target t i . Details on how the labels are assigned to the compounds in U i and how they are used to build better SAR models are provided in the next two sections.
Methods for Labeling Unlabeled Compounds
We developed two methods for labeling the compounds in U i . The first method is based on a simple k-nearest neighbor scheme, whereas the second method employs an approach based on label propagation 38 that is used extensively for labeling unlabeled instances in semi-supervised learning.
In the k-nearest-neighbor-based method, referred to as LS knn , the compounds in U i that belong in the knearest-neighbor list of at least one compound in C + i (i.e., Nbrs k (C + i , U i )) are labeled as positives and the remaining compounds are labeled as negatives. This is motivated by the fact that compounds that are structurally similar tend to share the same biological activity. 39 As a result, those compounds in U i that are similar to t i 's own ligands have a high probability of being active for t i (i.e., be positive), whereas compounds that are dissimilar to t i 's ligands have a high probability of being inactive (i.e., be negative). Note that LS knn , is similar in spirit to the cluster kernel, 40 which assumes that unlabeled data within the neighborhood of the labeled data should be used with the same labels.
In the label propagation-based method, referred to as LS LP , the labels of the compounds in U i are determined by first constructing a weighted k-nearest neighbor compound-to-compound similarity graph involving both labeled and unlabeled compounds and then using an iterative procedure to propagate the labels from the labeled to the unlabeled nodes in this graph. Specifically, the graph contains a positively labeled node for each compound in C + i , a negatively labeled node for each compound in C − i , and an unlabeled node for each compound in U i .
Program 1 LABEL PROPAGATION(C
for each c p ,
w k,q 6:
for each c p ∈ C
L(p, 1) = 0 10:
Row-normalize L 22:
return L
The pseudo-code for the label propagation algorithm is shown in Algorithm 1. With n = |C
T is a n × n transition matrix, L is a n × 2 label matrix, and w p,q is the weight assigned to the edge (p, q) that corresponds to the similarity between compounds p and q. The algorithm initially starts by computing the transition matrix (lines 1-6), initializing the labels of the nodes corresponding to the compounds in C + i and C − i (lines 7-15), and assigning a weight of 0.5 to the labels for the rest of the nodes (lines [16] [17] [18] . Then it proceeds to iteratively propagate the labels (lines 19-22) until convergence. 38 Finally, the labels of the nodes in U i are determined as the maximum weight label (lines 23-31).
Building SAR Models Using the Newly Labeled Compounds
The labeling methods described in the previous section will assign a label (either positive or negative) to all the compounds in U i . However, since the nature of the models that we learn rely only on positively labeled instances (the negative instances are obtained by randomly sampling the unlabeled instances), we use only the positive subset of the newly labeled instances, denoted by H 
As a result, the compounds in C + i will account for α% of the overall weight of the positive instances, whereas the compounds in H , at which point it becomes identical to the first approach. We will denote these two approaches as CWS none and CWS α , respectively.
In addition, we also extended the CWS α weighting scheme to take into account the similarity between t i and its m related targets. The motivation behind this weighting scheme is to increase the importance of the compounds obtained from the most similar targets over the targets that are less similar. We used two methods for providing such weighting. The first, referred to as CWS sim α , assigns a weight to compound c l, j ∈ H + i , which was originally active against target t i j (i.e., c l, j ∈ C
, that is linearly proportional to the similarity between targets t i and t i j . The second, referred to as CWS exp α , assigns a weight to c l, j that decays exponentially with j (i.e., the rank of its target t i j in the list of m most similar targets of t i ). Note that when a compound in H + i is active against more than one of the m most similar targets, it is only considered for its most similar target.
The precise weights assigned to the different compounds in conjunction with the differential weighting scheme of Equation 6 are as follows. For the CWS sim α , the weight w l, j assigned to compound c l, j is given by
where sim t (t i , t i j ) is the target-to-target similarity calculated from K 
2.6 Affinity-based SAR Models using MultiTask Learning
The second class of methods that we developed for building affinity-based SAR models for a specific target is based on multi-task learning. [19] [20] [21] [22] Multi-task learning is a transfer learning mechanism designed to improve the generalization performance of a given model by leveraging the domain-specific information contained in the training signals of related tasks. In multi-task learning the model for a task (i.e., class) is learned in parallel with that of other related tasks using a shared representation so as to exploit dependencies between the tasks during learning. In recent years, various studies have reported promising results with the use of multi-task learning for various problems in cheminformatics. 12, 17, [41] [42] [43] [44] Motivated by the success of these methods, we developed a multi-task learning-based approach that leverages the activity information of the related targets. In this approach, the model for the specific target (t i ) is learned simultaneously with the models of its m related targets (R i = {t i 1 , t i 2 , . . . , t i m }) and the dependencies between the different targets and their ligands are captured via the use of target-and compound-specific kernel functions during SVM learning.
The input to this approach is a set of target-compound tuples (t q , c j ) for each t q ∈ {t i } ∪ R i . For each target in {t i } ∪ R i , tuples corresponding to target-ligand pairs (i.e., c j ∈ C + q ) are considered to be positive instances, whereas tuples corresponding to the non-binding compounds (i.e., c j ∈ C − q ) are considered to be negative instances. These tuples are used to train an SVM model f () that learns how to separate the positive from the negative tuples. A SAR model for target t i is then derived from f () by computing f ((t i , c) ) for each compound c whose activity against target t i needs to be predicted.
Following the approach used by previously developed SVM-based approaches for learning multi-task models, 12, 21, 44 the dependencies between the different targets and compounds are coupled using a fusion-kernel based approach. 45 In this approach, the kernel function Kmt defined on the input target-compound tuples is given by
where Kt and Kc are kernel functions defined on the targets and the compounds, respectively, and β (0 ≤ β ≤ 1) is a parameter that weights the relative importance of the two components during training. The optimal value of β can be determined either during the learning phase [45] [46] [47] or empirically by performing a grid search over a set of values for these two parameters. 48 Note that the above formulation, by using a kernel function that combines both a target-and a compound-based component, allows SVM to capture relations between similar targets and their compounds and as such transfer knowledge across the different tasks during learning.
In order to use the above formulation, suitable targetand compound-based kernel functions need to be defined. For the target-based kernel function, we used the targetto-target similarity function (Section 2.4) that was used to identify the set of related proteins R i . For example, if the set of related targets were identified using the K kligs t similarity function, then the same function was used as the target-based kernel. For the compound-based kernel function, we used the Tanimoto coefficient (Equation 1) as the kernel function for the compounds (K c ) as it has been shown to produce good results for building SVMbased SAR models.
Note that a problem with the definitions of the K Seq t and K kligs t target-to-target similarity functions is that they lead to Gram-matrices that are symmetric but not necessarily positive semi-definite. For this reason they do not represent valid kernels and as such cannot be used directly for learning SVM models. To overcome this problem we use the approach described in Saigo et al 49 that converts a symmetric matrix into positive semi-definite by subtracting from the diagonal of the matrix its smallest negative eigenvalue. For the rest of the discussion, we will assume that this transformation has been applied to the K 
Affinity-based SAR Models using MultiRanking
Finally, motivated by classification approaches that determine the class of an unknown instance by combining predictions of a set of different classifiers, known as classification ensembles, [23] [24] [25] we developed an alternate method to improve the quality of a specific target's SAR model by taking advantage of the activity information of its m related targets R i = {t i 1 , t i 2 , . . . , t i m }. The main idea of this approach, referred to as multi-ranking, is to learn m + 1 different SAR models, one for t i and one for each target in R i , use each of these models to compute a prediction score for an unknown compound c i , and then determine the overall prediction score for c i with respect to target t i , by combining the m + 1 individual predictions. The rationale behind this approach is that the SAR models of t i 's most similar targets should be able to detect the compounds that are active against t i , and as such they can be used to re-enforce the predictions obtained from t i 's own SAR model. In the multi-ranking methods, each of the m + 1 SAR models are learned using the SVM-based framework described in Section 2.2. Specifically, for a target t j ∈ {t i } ∪ R i , its SAR model is learning using its active compounds C + j as the positive instances and C − j as the negative instances. The m+1 individual prediction scores are combined by taking into account two factors. First, the relative importance of t i 's own prediction over that of its m related targets, and second, the relative importance of the m most similar targets among themselves. These two factors are similar to those discussed earlier in the context of semisupervised learning for assigning different weights to the newly labeled compounds (Section 2.5.2).
We developed three different schemes for accounting for these two factors. Let s ′ i be the prediction score for compound c l obtained by t i 's SAR model, and let s ′ i j be the prediction scores obtained from the SAR models of t i 's m most similar targets. Then the overall prediction score s i for the three schemes is given by
where α (0 ≤ α ≤ 1) is a parameter that controls the relative importance of t i 's own prediction over the predictions obtained from the other targets to the overall prediction score. The predictions from the other targets are incorporated by the second term of the above equations. Equation 9 simply uses the average prediction score, whereas Equations 10 and 11 are based on the CWS sim α and CWS exp α schemes (Section 2.5.2), respectively. We refer to these three prediction combination 
Materials
Datasets
We evaluated the performance of the affinity-based SAR models using a set of 146 protein targets and their ligands that were derived from various target-specific doseresponse confirmatory screening assays. These screens were performed by NIH's Molecular Libraries Probe Production Centers Network (MLPCN) and are available in PubChem. 50 For each protein target its set of active compounds was determined using the activity assessment provided by the screening centers. Compounds that showed different activity signals in different assays against the same target were filtered out. For each of the protein targets, a baseline SAR model was learned and its performance was assessed using a five-fold cross validation. Since the goal of this work is to improve the performance of SAR models, we eliminated the set of targets for which their baseline SAR models achieved an ROC score greater of 0.80 (i.e., targets for which good models can be built by existing methods). This filtering resulted in 117 targets, 15,833 ligands, 16,088 target-ligand activity pairs (compounds can show activity against multiple protein targets), and an average of 138 active compounds per target. The distribution of the 117 protein targets in terms of their biological activity is shown in Figure 1 
Chemical Compound Descriptor
The chemical compounds were represented using the topological descriptors based on graph fragments (GF). 51 The GF descriptors correspond to all connected subgraphs up to a user-specified length that exist in a compound library. Comparisons against other popular topological descriptors (extended connectivity fingerprints, Maccs keys (MDL Information Systems Inc.), and frequent subgraph descriptors) have shown that the GF descriptors lead to a chemical compound representation that captures its structural characteristics effectively. As a result, its performance is either better than or comparable to that achieved by currently used descriptors for the tasks of building SVM-based SAR models and similarity searching. The GF descriptors were generated using the AFGEN 52 program and contained all the graph fragments of size four to seven bonds.
Support Vector Machines
We used the publicly available support vector machine tool SVM light 53 that implements an efficient soft margin optimization algorithm. In all of our experiments, we used the default parameters for solving the quadratic programming problem and the default regularization parameter C that controls the margin width.
Evaluation Methodology & Metrics
The performance of the different methods was evaluated using a five-fold cross validation framework. For each target t i , its set of positive C + i and negative C − i compounds were split into five equal-size parts (folds). The compounds in each subset of four folds were used to train a model, which was then used to predict the compounds of the left-out fold.
The quality of the SAR models was measured using the ROC score, 54 which is the normalized area under the curve that plots the true positives against the false positives for different thresholds for classification (receiver operating characteristic curve). Since a five-fold cross validation was used, the computed ROC scores correspond to the average of the five folds. During the experimental evaluation we primarily report the average ROC improvements achieved by a method over the baseline models across the 117 protein targets. We used the geometric mean to compute these average improvements as it is better suited for averaging ratios.
Results
We performed a comprehensive study of the various parameters of the affinity-based methods described in Section 2 in order to assess the extent to which they lead to SAR model improvements. In the rest of this section we present and summarize the key results from this study. All comparisons are done against the performance achieved by the baseline SAR models (Section 2.2). The results being presented correspond to some of the best performing combinations of the various parameters for the different schemes. The complete set of results are available as part of the supplementary material 1 .
Performance of the Methods Based on
Semi-Supervised Learning Table 1 shows the average improvements achieved by the affinity-based semi-supervised learning methods over the baseline methods over the entire set of targets in our dataset. These results show that for certain parameter combinations the affinity-based semi-supervised learning approaches can achieve consistent improvements over the baseline model. The best performance achieved by the affinity-based semi-supervised learning approach is an average improvement of 1.8% (K
Aligs t
with LS LP ). Comparing the performance achieved by the three target-to-target similarity measures we see that K is between these two. These results suggest that the ligand-based similarity measures can better identify the proteins whose binding sites have similar characteristics than those based on sequence alignment scores. This is not surprising as the ligand-based similarity measures allow for the indirect comparison of the proteins binding sites, whereas the alignment-based methods may fail to compare the actual binding sites. One reason for the performance difference between K Aligs t and K kligs t is due to the differences in the number of unlabeled instances that exist in the sets of related targets identified by these two methods. The set of related targets identified by K kligs t results in a larger number of unlabeled instances (second column of occurs because the former selects the related targets by taking into account all the ligands of the selected targets, whereas the latter looks at only the union of the k most similar ligands. As a result, ceteris paribus, targets with more ligands will be selected since they have a higher probability of containing a subset of compounds that are similar to the ligands of the target under consideration. 1 http://www-users.cs.umn.edu/∼xning/supplementary/ Comparing the performance of the two labeling schemes (LS knn and LS LP ) we see that LS knn tends to label as positive a smaller fraction of the unlabeled compound than LS LP . Depending on the target-to-target similarity method being used, this can either lead to better or worse results. In the case of K kligs t , for which the total number of unlabeled instances is large, the performance achieved by LS LP is worse than that of LS knn , as it ends up labeling too many instances as positive. On the other hand, when K Aligs t is used, for which the total number of unlabeled instances is small, LS LP performs better than LS knn . However, when the number of compounds that are being labeled by both schemes is approximately the same (e.g., K Aligs t and m = 1, 3, 5), the LS LP achieves better results, suggesting that it does a better job in labeling the unlabeled compounds.
Comparing the performance of the different compound weighting schemes (CWS none and CWS exp α ) we see that as the number of unlabeled compounds that is labeled as positive increases, CWS exp α does better than CWS none . This is because under these conditions CWS exp α , by decreasing the mis-classification weight of each newly labeled compound, reduces the overall influence that these compounds in the learned model. Also, not surprisingly, CWS exp α 's performance improves when more weight is given to the original set of positive instances (i.e., the known ligands of each target) than the positive instances obtained as a result of the semi-supervised learning method (i.e., putative ligands).
Finally, comparing the performance of the schemes as the number m of related targets changes we see that, in general, their performance tends to initially improve as m increases and then it starts to degrade. Depending on the specific set of parameters, the best performance is usually achieved when 3-5 related targets are used. However, the methods based on K Seq t exhibit different performance characteristics as their performance consistently decreases as m increases.
Performance of the Methods Based on Multi-Task Learning
The average improvements achieved by the affinity-based multi-task learning methods over the baseline models are shown in Table 2 . These results show that the ROC scores achieved by these models are usually higher than those achieved by the baseline model. Both the K
Aligs t
and K kligs t kernel functions achieve substantial improvements that range between 2.9% and 7.2%. Moreover, even the K Seq t kernel function, which in the context of semi-supervised learning (Table 1) always resulted in lower ROC scores In this table, m is the number of related targets, |U i | is the total number of unlabeled compounds, |H + i | is the number of unlabeled compounds that were labeled as positive by the two labeling schemes (LS knn and LS LP ). The columns labeled 0.2, 0.4, 0.8, and 0.9 correspond to the value of the α parameter for CWS exp α . The LS LP was applied on the 5-nearest-neighbor graph of the labeled and unlabeled compounds. The K kligs t target-to-target similarity used k = 5. Bold-faced numbers indicate the best performing scheme under a certain combination of target-to-target similarity function and labeling scheme. Underlined numbers represent schemes with positive improvements. than the baseline model, is able to achieve an improvement of 2.2% for m = 1 and β = 0.1.
Comparing the three kernel functions, we see that out of the 20 cases shown in Table 2 , K kligs t achieves the best performance in 14 cases, K Aligs t in 6, whereas K Seq t never outperforms the other methods. The best overall performance is achieved by K kligs t , which is a 7.2% improvement over the baseline model. The relatively poor performance of K Seq t over the ligand-based kernel functions is consistent with the earlier results involving semisupervised learning and further re-enforces the fact that it is not well-suited for identifying appropriate targets for improving the accuracy of SAR models. However, in light of the results obtained by semi-supervised learning, the relative performance advantage of K kligs t over K Aligs t is somewhat surprising. This is due to the higher diversity among the targets identified by K kligs t and is further discussed later in Section 5. Comparing the performance of the ligand-based kernel functions as the number m of related targets increases, we observe that for K , the best way to combine the targetand compound-based kernels in the fusion kernel formulation is by giving less weight to the target kernel and a higher-weight to the compound component.
Performance of Multi-Ranking
The average improvements achieved by the multiranking-based models over the baseline models are shown in Table 3 . These results show that for a wide-range of parameter combinations, multi-ranking can achieve considerable improvements over the baseline models. The relative advantages of the three target-to-target similarity measures are consistent with the results obtained using the affinity-based multi-task learning method. K kligs t tends to perform the best, with some schemes achiev- ing an average improvement of 7.0%, whereas K Seq t does relatively the worst, with its best performing parameter combination achieving only a 3.1% improvement. However, this 3.1% improvement is still substantially higher than the best performance achieved by any of the previous methods using this target-to-target similarity function or kernel function. Comparing the three prediction combination schemes MWS eql α , MWS sim α and MWS exp α , we see that on average MWS exp α performs the best, followed by MWS sim α , and MWS eql α is the worst. This suggests that models from different targets do show different characteristics and function differently. Also, not surprising, the best performance is usually achieved when the original models contribute more to the overall prediction (i.e., α = 0.8).
Comparing the performance of the multi-ranking approach as the number m of related targets increases, we observe that in general the performance initially improves and then it starts to degrade. The MWS exp α scheme is an exception, as in many cases its performance does not degrade. This is due to the exponential weighting on less similar targets which brings little impact on the combination of predictions. The best performance usually happens when 5-7 related targets are used. The degradation of performance associated with large m is because less similar models make less reliable predictions, and thus combining them will not introduce any benefits.
Discussion
The results presented in the previous section provide strong evidence that the affinity-based approaches can improve the quality of target-specific SAR models by utilizing activity information from related targets. When viewed together, these results point to the following trends. First, among the three affinity-based methods, multi-task learning and multi-ranking perform comparably and achieve the best results (Table 4 summarizes the best results of the three schemes). Second, the target-totarget similarity function that takes into account the entire sequence of the protein targets, does not perform as well as the ligand-based functions. This is due to the fact that the latter approaches indirectly account for the characteristics of the ligand binding sites, whereas the former does not. Third, the three affinity-based methods behave differently for the two ligand-based target-to-target similarity functions. Semi-supervised learning performs best for K Aligs t , whereas the other two perform better for K kligs t . As discussed in Section 4.1, K kligs t tends to select targets that have a large number of ligands. In the context of semi-supervised learning methods, this leads 's five most similar targets was is 0.0138, whereas the corresponding similarity for K kligs t was only 0.0071) and consequently, there is a higher degree of diversity among the set of targets that are being selected by K kligs t . This increase in diversity enables multi-task learning to exploit different areas of the chemical space during learning and enables multiranking to compute more robust predictions by averaging over less homogeneous models. Such increases in prediction heterogeneity are known to lead to performance improvements for ensemble-based methods. [23] [24] [25] As discussed earlier, the quality of target-specific SAR models can be improved by using chemogenomics-based approaches that take into account the activity information from all the proteins in the same family. Within the context of the methods introduced in this paper, these chemogenomics-based approaches can be viewed as a special case of the affinity-based models in which all the proteins of the same family become the set of related proteins. Table 5 shows the performance gains achieved by the chemogenomics-and affinity-based approaches over the baseline models on the six protein families in our dataset that contain at least 4 members (i.e., the proteins in the "other" class of Figure 1 were not included). These results correspond to the parameter combinations that achieved the best performance for the different schemes.
The machine learning methods that were used in the study are based on multi-task learning and multi-ranking, which outperform those based on semi-supervised learning. Results for three different schemes are provided, one using the chemogenomics approach (labeled "ChmGnmics") and two using the affinity-based approach (labeled "ABfamily" and "ABglobal"). The ABglobal method corresponds to the affinity-based schemes that were described in Section 2, whereas the ABfamily method corresponds to their variants in which the set of related targets were identified only from the same family. These results show that even though the chemogenomics-based approaches are able to improve the quality of the targetspecific SAR models, these improvements are smaller than those obtained by the affinity-based approaches. Averaged over the 82 proteins in these six families, the affinity-based approaches achieve a 4.33% improvement over the chemogenomics-based approaches (best affinitybased scheme vs best chemogenomics-based scheme). In addition, comparing the performance achieved by the ABfamily variant of the affinity-based methods we see that they perform 0.9% better than the chemogenomics-based approaches and 3.3% worse than the actual affinity-based approaches (ABglobal). These results show that higher performance gains can be obtained by not utilizing the activity information from all the proteins in the family (ABfamily vs ChmGnmics) and that even further gains can be achieved by utilizing activity information from proteins of different families (ABglobal vs ABfamily).
To illustrate the cross-family nature of the affinitybased methods, Figure 2 shows the set of related proteins for the different proteins within and across the different families (K kligs t and m = 3). This figure shows that for 
Conclusion
In this paper, we developed various machine learning methods to improve the quality of the SAR models for a given target by taking into account activity information from other targets. These methods include approaches based on semi-supervised learning that deliberately incorporate selected unlabeled compounds while training the SAR models, approaches based on multi-task learning that attempt to improve the quality of the SAR model by transferring information learned from different targets, and approaches based on multi-ranking that utilize the SAR models of different targets by relying on classifier ensembles. The comprehensive experimental evaluation of these methods on a large dataset of 117 protein targets have shown that substantial performance gains can be obtained as long as the set of targets from which activity information is utilized is properly selected. Among the methods developed, approaches based on multi-task learning and multi-ranking achieve the best overall performance, resulting in a 7.0%-7.2% average improvement over the performance achieved by the standard approaches for building SAR models that rely only on the activity information of the target under consideration. Moreover, these methods by selecting the targets from which activity information will be utilized from the entire dataset, they outperform approaches based on chemogenomics that utilize activity information of protein targets that belong to the same family as that under consideration. 
