Recent topography measurements of gypsum dissolution have not reported the absolute dissolution rates, but instead focus on the rates of formation and growth of etch pits. In this study, the in situ absolute retreat rates of gypsum (010) cleavage surfaces at etch pits, at cleavage steps, and at apparently defect-free portions of the surface are measured in flowing water by reflection digital holographic microscopy. Observations made on randomly sampled fields of view on seven different cleavage surfaces reveal a range of local dissolution rates, the local rate being determined by the topographical features at which material is removed. Four characteristic types of topographical activity are observed: 1) smooth regions, free of etch pits or other noticeable defects, where dissolution rates are relatively low; 2) shallow, wide etch pits bounded by faceted walls which grow gradually at rates somewhat greater than in smooth regions; 3) narrow, deep etch pits which form and grow throughout the observation period at rates that exceed those at the shallow etch pits; and 4) relatively few, submicrometer cleavage steps which move in a wave-like manner and yield local dissolution fluxes that are about five times greater than at etch pits. Molar dissolution rates at all topographical features except submicrometer steps can be aggregated into a continuous, mildly bimodal distribution with a mean of 3.0 μmol m −2 s −1 and a standard deviation of 0.7 μmol m −2 s −1
Introduction
Mineral dissolution governs many geochemically-and environmentally-relevant processes, both in natural and man-made systems (Lüttge, 2006) . Among the rock forming minerals, gypsum ( CaSO 4 ⋅2H 2 O) and related calcium sulfate minerals, such as bassanite ( CaSO 4 ⋅ ½H 2 O) and anhydrite (CaSO 4 ), are abundant in nature, with extensive deposits underlying an estimated 25% of Earth's surface (Ford and William, 2007) . Therefore, knowledge of water-gypsum interactions is important in many fields of inquiry, including geochemistry, materials science, soil science, and environmental science. A quantitative, mechanistic understanding of gypsum behavior in contact with aqueous solutions is also relevant for predicting the evolution of the wide areas of gypsum karsts, their instability, and their potential for collapse (Jeschke et al., 2001) . In addition, the presence of calcium and sulfate ions in water influences the dissolution of other minerals that contain toxic metals (Kuechler et al., 2004) , thereby potentially affecting the quality of drinking water (Raines and Dewers, 1997) .
Traditional methods for measuring mineral dissolution rates focus on average bulk dissolution behavior, using batch and column experiments on particulate suspensions (Zhang and Nancollas, 1990; Singh and Bajwa, 1990) , as well as techniques with controlled mass transport conditions, such as the rotating disk method and channel flow cells (Maclnnis and Brantley, 1993; Burns et al., 2003; Brown et al., 1993; Compton and Daly, 1987; Svensson and Dreybrodt, 1992; Liu and Nancollas, 1971) . More recent techniques focus on characterizing microscopic kinetic processes at surfaces. Among these are atomic force microscopy (AFM) (e.g., Cama et al., 2010; Chow et al., 2012; Jordan and Rammensee, 1998; Ruiz-Agudo et al., 2011) scanning force microscopy (SFM) (e.g., Bosbach et al., 1995; Bosbach and Rammensee, 1994; Hall and Cullen, 1996) scanning electrochemical microscopy (SECM) (e.g., Macpherson and Unwin, 1995; McGeouch et al., 2012) vertical scanning interferometry (VSI) (e.g., Arvidson et al., 2003; Asta et al., 2008; Kumar et al., 2013; Lasaga and Lüttge, 2001; Lüttge, 2006; Lüttge et al., 1999) and, more recently, digital holographic microscopy (DHM) Abbott et al., 2013) .
All of these more recent techniques are able to resolve nanoscale differences in surface elevation from one image pixel to another, and can provide insights about dissolution mechanisms that would be inaccessible using traditional bulk techniques . Recent investigations with such techniques have revealed how intrinsic heterogeneity within a crystalline solid manifests itself as a distribution or spectrum of dissolution rates (Fischer et al., 2012; 2014 , 2015 Lüttge et al., 2013; Emmanuel, 2014; Brand et al., 2017; Saldi, 2017) , thereby demonstrating that rate kinetics are poorly described by a single or average value.
Although microscopic methods have been used to observe topography changes at gypsum surfaces, absolute dissolution fluxes at gypsum surfaces by in situ topographic measurements have not been reported previously. Instead, the dissolution process has been characterized in terms of the formation of etch pits or the movement of stepwaves. Nearly all topographic studies of gypsum dissolution, including this one, are made on the (010) cleavage plane because it is easy to produce as a flat surface with relatively few visible surface features. Bosbach and Rammensee (1994) and Hall and Cullen (1996) observed by SFM that growth and dissolution on (010) gypsum surfaces is a layer-by-layer process. Later, Bosbach et al. (1995) used SFM observations to conclude that gypsum (010) dissolves primarily by movement of molecular-scale steps parallel to the cleaved surface (Process I) and formation of terrace vacancies (Process II). That study rarely observed deep etch pits (Process III), which the authors attributed to screw dislocations intersecting the surface. Shindo et al. (1996) reported AFM observations of layer-by-layer dissolution of (010) anhydrite by the nucleation, growth, and coalescence of rectangular terraces. Peruffo et al. (2013) used AFM to link direction-specific microscopic fluxes, local mass transport effects and global macroscopic rates from analysis of etch pits formed in gypsum surfaces within the first 100 s of contact with water. Fan and Teng (2007) reported in situ AFM observations, using a fluid cell, of anisotropy in step velocity and an absence of deep etch pits. A complementary in situ AFM study by Burgos-Cara et al. (2016) evaluated the effects of ions in solution on the dissolution of gypsum.
In contrast to VSI and AFM, DHM offers a unique opportunity to measure in situ changes in nanoscale surface topography in real time as a solid dissolves in an aqueous solution . Holographic interferometry has been recognized as a valuable tool in solution chemistry since 1967 (Knox et al., 1967) . In particular, in transmission mode it has been used to monitor the changes in concentration field within a solution near a dissolving solid surface to characterize the dissolution rate (Colombani et al., 1998; Colombani and Bert, 2007; Colombani, 2008; Pachon-Rodriguez and Combani, 2013) . Reflection DHM in the present study is used to monitor the topography of the dissolving surface itself in real time. DHM is an optical interferometric method that splits a monochromatic coherent light source into a reference beam and an object beam, similar to scanning interferometry except that a digital CCD camera records the interference patterns as a full image hologram (Kim, 2010) . The holograms are then numerically reconstructed to produce images of amplitude and phase, the latter of which can be converted to height data with potentially sub-nanometer vertical resolution (Kühn et al., 2008) . The advantage of DHM for rate spectra measurement is that it can collect full-frame in situ measurements with a rapid acquisition rate that is limited only by the shutter speed of the CCD camera that collects the holograms. This paper describes measurements by DHM of absolute dissolution rates at (010) gypsum cleavage surfaces submerged in pure flowing water. The real-time observations enable the spectrum of observed rates to be linked directly to the evolution of different topographical features on the surface, including deep or shallow etch pits, defect-free regions, and migrating steps with heights of about 100 nm.
Materials and methods

Materials
Freshly cleaved (010) surfaces of optically clear, single crystal gypsum (selenite from Washington County, Utah, USA) were used for all the dissolution experiments. The dimensions of the specimens were on the order of several millimeters.
Measurements of absolute dissolution rate requires the availability of a reference plane that does not change in elevation during the experiment. This was accomplished by physical vapor deposition of 50 nm of chromium onto a portion of the surface. Chromium was used because it was observed to provide better adhesion to the gypsum surface than gold, platinum, Al 2 O 3 , SiO 2 , or any of several thin polymer coatings that were tried. The chromium provides an inert, nominally flat (a few nanometers roughness), and reflective reference plane from which the relative phase (height) differences of the uncoated surface can be computed (see Fig. 1 (a) ).
Deionized water with initial resistivity of 0.18 MΩ m was used in all experiments, and the water temperature was kept at a nominal temperature of 23°C, which did not vary by more than 2°C among all the experiments. A flow-through liquid cell was constructed for this study to provide a nearly constant solution flow rate across the gypsum surface. All components of the fluid cell are made of nonreactive polymer materials (e.g., polyether ether ketone and polytetrafluoroethylene). The fluid cell cavity has an approximate volume of 14.5 mL without the specimen and approximately 12.0 mL with a specimen loaded. Most experiments were conducted by flowing the water into the cell at constant rate of (14.5 ± 0.5) mL min −1 . 1 This flow rate is much greater than the flow rates used in previous studies (1.4 mL min −1 in Burgos-Cara et al. (2016) and 0.5 mL min −1 in Fan and Teng (2007) ), and was intended to prevent dissolution from being kinetically controlled by mass transport through the adjacent liquid by keeping the gypsum saturation index near the surface approximately constant and close to zero. Section 3.1 provides evidence that the measured dissolution fluxes are indeed approximately independent of liquid flow rate when the flow rate is at least 14.5 mL min −1 . The (010) cleavage surface of gypsum is terminated by water molecules and is therefore strongly hydrophilic. Consequently, despite the fact that chromium has better adhesion to gypsum than other coating materials, water flowing toward the chromium mask on the inlet side of the cell still tends to intrude along its interface with gypsum and reduces the adhesion there. To prevent this, or at least slow it down significantly, a portion of the crystal and mask near the water inlet was coated with a thin hydrophobic layer. The process for applying the coating is described in detail by Chen et al. (2009) . Briefly, octafluorocyclobutane (C 4 F 8 ) and Ar gases were used as raw materials in a standard inductively coupled plasma (ICP) etcher with a power source up to 2500 W at 2.4 MHz. The C 4 F 8 monomers fragment in the plasma into CF x radicals that combine to form a fluorinated polymer coating on the surface. The coating thickness normally increases with the plasma exposure time. After several tests, an exposure time of 6 min was deemed to provide a sufficient coating to prevent delamination of the chromium mask.
Microscope configuration
The DHM (Model R-2203, Lyncée Tec, Lausanne, Switzerland) 2 operates in reflection mode and can collect full-field holograms at a frame rate up to 12.5 s . It is equipped with three different primary source wavelengths (λ 1 = 665.5651 nm, λ 2 = 793.2365 nm, λ 3 = 681.0068 nm); λ 1 was used exclusively in this study. Additional details on the microscope configuration can be found elsewhere Brand, 2017) .
Numerical reconstruction of each hologram produces an amplitudecontrast image (similar to a conventional optical microscope image in reflection mode) and a phase-contrast image that contains the surface height information (Cuche et al., 1999; Schnars and Jüptner, 2002) . The phase-contrast data are confined to the interval [0,2π), known as "modulo 2π" or "wrapped" phase data, which can be unwrapped numerically and converted to a relative height value, based on the incident beam wavelength and refractive index along the beam path. With a known pixel size, a full 3D reconstruction of the surface can be generated, and with measurements over small time intervals, the 4D space-time history of the surface can be recorded. Additional details about the data collection and processing, as well as measurement variability, are described in detail elsewhere (Brand, 2017; Brand et al., 2017) .
Methods
Gypsum dissolution was monitored using a 20 × immersion objective. The pixel size in the phase map at this magnification is 340 nm, with an image size of 650 pixels by 650 pixels. Gypsum dissolves rapidly, so the time lapse between introducing the water and collecting data needed to be minimized. All objective lenses on the DHM are parfocal, so the gypsum surface was first focused in air with another lens. Having the surface pre-focused and then switching back to the 20 × immersion objective enabled the data collection to begin within only a few seconds after introducing water and refocusing. Throughout this paper, time zero will refer to the time at which hologram collection began.
The transformation of interference data to height requires knowledge of the optical path length of the objective beam, which is influenced by the refractive index of the aqueous medium. The refractive index of pure water at 23°C is 1.33. The influence of solution composition on refractive index was estimated by comparing the value for pure water to that for a saturated solution of calcium sulfate, the latter solution being prepared by equilibrating an excess of gypsum powder in water for two weeks. The saturated calcium sulfate solution had by far the greatest ionic strength, and the greatest anticipated departure in refractive index from that of water, of any solution that could be encountered within the fluid cell, but its refractive index was also 1.33 ± 0.01. Based on that observation, the solution refractive index is assumed to be a constant value of 1.33 in all the experiments reported here.
Shot noise, a type of electronic noise that occurs in electronics and in photon counting devices, as well as noise from other sources, is inherent in interferometric measurement methods such as DHM (Charrière et al., 2006a (Charrière et al., ,b, 2007 Pandey and Hennelly, 2011; Léon-Rodríguez et al., 2012; Pan et al., 2013; Brand, 2017) and can significantly compromise image quality. To reduce noise, temporal averaging of the phase maps (Kühn et al., 2008; Charrière et al., 2007) was used. Once during every time interval of approximately 2 s, a burst of ten holograms was collected at a frame rate of 12.5 s −1
. Phase maps reconstructed from those ten holograms were averaged to generate a representative sample phase map for that time interval. The temporallyaveraged phase data were then unwrapped using a spatiotemporal method described by Brand et al. (2017) . The surface height at each pixel within the region of interest (ROI), relative to the mask reference height, was then determined from these unwrapped data as a function of time.
The ( , within an ROI is defined as the slope of a linear regression of mean height versus time. It is the rate at which the vertical position of the surface retreats as solid is removed. The (010) surface normal molar flux, J (010) , in units of mol m −2 s −1 (Lüttge et al., 1999) , is then computed from the dissolution velocity and the molar volume of gypsum, which is estimated as V m = (7.453 ± 0.006) × 10 −5 m 3 mol −1 , based on the range of densities reported in the literature (Mindat, 2016; Castillo et al., 1982) :
( 1) In the following sections, surface normal dissolution fluxes on a gypsum surface are computed either in localized regions or over the entire ROI. Dissolution rates averaged over the entire ROI at any time are called "grand" dissolution rates. The chromium-masked surface region was disregarded in all dissolution rate calculations.
As already mentioned, the strongly hydrophilic nature of (010) gypsum makes it challenging to obtain a fixed reference plane on the mask's upper surface because water intruding along the film-crystal interface destabilizes the elevation of the upper film surface. Therefore, as a precaution, the stability of the mask surface was continuously monitored by tracking the heights of several regions of that surface to check that they remained at a constant elevation relative to the reference plane during the experiment. Examples of four such mask regions are shown in Fig. 1 (a) , and the area-averaged heights the four regions are plotted as a function of time in Fig. 1 (b) . From the plot in Fig. 1 (b) , the total height change for the two regions on the mask remains within 5 nm, whereas the corresponding height changes in the 1 Unless stated otherwise, uncertainties in measurement are reported as one standard deviation of the mean using at least three replicates. The uncertainties in flux measurements obtained by linear regression (e.g., as in Fig. 5 ) are reported in terms of the standard error of regression.
2 Certain commercial equipment, instruments or materials are identified in this paper to foster understanding. Such identification does not imply recommendation or endorsement by the National Institute of Standards and Technology, nor does it imply that the materials or equipment identified are necessarily the best available for the purpose.
unmasked regions over the same time are about 100 nm. Therefore, although the mask does not necessarily maintain a constant height, its average height changes can be taken into account when computing the dissolution rate.
Results
Liquid flow rate effects
Fig . 2 shows the dependence on liquid flow rate of the average dissolution flux from surfaces which are free of cleavage steps. The plot confirms that, to within the sample-to-sample variability, a flow rate of ( 14.5 ± 0.5) mL min −1 is great enough to obtain measurements that are independent of the flow rate, at least when tall cleavage steps do not participate in the dissolution process. Up to about 14.5 mL min
, the dissolution flux increases with increasing flow rate, indicating that ionic diffusion in the solution exerts some kinetic control on the dissolution flux in that lower flow regime. At higher flow rates, dissolution fluxes should not be controlled by mass transport through the solution. For this reason, the other flux measurements reported in this paper-other than the behavior of cleavage steps-were obtained using the 14.5 mL min −1 flow rate and are unlikely to be influenced by aqueous diffusion. The behavior of and origin of stepwaves does continue to change with increasing flow rate all the way up to 65.0 mL min −1 , which will be described in a later section. The hydrodynamics within a fluid cell are complex (Gasperino et al., 2006; Peruffo et al., 2016) , and in the case of in situ AFM the presence of the physical probe can cause local changes in flow velocity. In at least one in situ AFM study of gypsum, the flow perturbation was severe enough that actively dissolving sites in neighboring regions affected the topography changes and dissolution flux in the field of view (Peruffo et al., 2016) . But in situ DHM uses an optical probe, and any localized velocity effects should not be as prominent at the surface as in in situ AFM because the DHM 20 × immersion objective is several millimeters away from the sample surface. In a recent study, Brand et al. (2017) checked this expectation for DHM by tracking the trajectory of micrometer-size alumina particles suspended in water with the same configuration. The particle motion indicated a laminar flow velocity of (0.47 ± 0.05) mm s −1 across the sample surface when the inlet flow rate was 14.5 mL min −1 . Although Fig. 2 indicates a surface-controlled dissolution reaction at flow rates of 14.5 mL min −1 and greater, the average concentration of dissolved calcium and sulfate ions very near the surface is unlikely to be zero. Finite element simulations of fluid flow near an AFM tip at a dissolving gypsum surface (Peruffo et al., 2016) indicate that the calcium and sulfate concentrations at the surface decrease by about 50%, to about 6 mmol L . This corresponds to a gypsum saturation index (i.e., ratio of the activity product to the gypsum solubility product) of about 0.5. However, the flow velocity of 0.47 mm s −1 measured in the current study is nearly five times greater than that simulated by Peruffo et al. (2016) . In addition, the absence in this study of a physical obstruction near the surface likely makes the flowing fluid more effective at removing dissolved nearsurface components. Based on these considerations and on Fig. 2 , one can conclude that dissolution in this study likely is reaction controlled and is being measured at a near-surface saturation index considerably lower than in previous studies.
Etch pit formation and growth
Qualitatively, the topographical features observed on the crystals can be grouped into one of four general categories. The first three, and their influence on dissolution rates, are discussed in this section. The fourth category, consisting of tall cleavage steps, are discussed in a separate section because they have a significantly different character, frequency, and corresponding local dissolution fluxes than the other three.
Examples of the first three kinds of topographical features can all be seen in Fig. 3 , which shows a time sequence of the topography for one region. The initial topography ( Fig. 3 (a) ) consists of smooth, flat surface regions with some minor, nanoscale undulations and fissures. These flat regions later become confined between etch pits, as shown in Fig. 3 (c) , but do not disappear entirely. They dissolve continuously throughout the experiments, so they almost certainly contain a significant number of monomolecular steps approximately 0.7 nm high with kink sites where detachment can readily occur (Bosbach et al., 1995) . However, the combination of vertical and lateral resolution of the immersion objective is insufficient to observe these individual steps.
The other two categories of surface features comprise different types of etch pits, which typically begin to form within 1 min of contact with water. One type of etch pit, first appearing at the left of Fig. 3 (b) , appears as a deep, narrow "trench" that, for a time, deepens much more rapidly than it widens but then enters a period of slower evolution. These etch pits are highly anisometric, being much longer than they are wide and appearing as narrow slits when viewed from above. Similar morphologies for etch pits in gypsum have been reported by Peruffo et al. (2013) .
A second etch pit type is characterized by shallower, sloping "valleys", evident in the lower portion of Fig. 3 (c) . These valleys have typical dimensions of tens of micrometers in width and length, and tens of nanometers in depth. They grow anisotropically, with the length increasing faster than the width, and both length and width increasing faster than the depth by orders of magnitude. Although both of the latter two categories are etch pits, this paper will occasionally use the terms "valley" and "trench" for convenience to make clear which type of etch pit is being discussed. Fig. 4 shows a series of top views of the same area displayed in Fig. 3 , which enables a more convenient examination of the lateral growth rates of the etch pit openings. Both types of etch pits have welldefined openings in the shape of a parallelogram. Hall and Cullen (1996) previously observed two types of etch pits on (010) gypsum faces. One is bounded by the (001) and (100) planes, and the other is bounded by the (001) and (101) planes. However, (101) steps are less stable (Weijnen et al., 1987) , and etch pits bounded by (001) and (100) are typically observed in the present study, based on the angles between the intersecting walls. Similar etch pit morphologies in gypsum have been reported by Fan and Teng (2007) and Peruffo et al. (2013) .
The appearance of well-defined preferred orientation of steps and etch channels supports the assumption made earlier that dissolution under these experimental conditions is controlled by a surface process and not by diffusion through the adjacent solution (Hall and Cullen, 1996; Burgos-Cara et al., 2016) . By drawing 1D profiles (not shown) the "valley" etch pit is fairly flat and only about 10 nm deep at 196 s. Over the next 26 s, the edge marked [001] is displaced along the [100] Chemical Geology 460 (2017) 25-36 direction at rate of about 1077 nm s
, and a few narrow etch pits are observed to form (Fig. 4 (b) ). Over that same time interval the depth of the flat part of this region increases to approximately (15 ± 2) nm and the narrow etch pits within that region have a depth of about ( 40 ± 2) nm, where the uncertainty expresses the measured temporal standard deviation in the elevation of a single pixel in the image . After another 25 s, more etch pits have formed and begun to coalesce, so that the average depth over the whole region increases to about 40 nm. However, these etch pits are much shallower than the "trench" etch pit observed in Figs. 3 and 4(b) .
The dissolution rate associated with each of these three types of features was investigated in greater detail by defining three smaller ROIs, one in the vicinity of each feature as shown in Fig. 3 (c) , with each ROI being 10 μm on a side. The area-averaged height in each of these smaller ROIs is plotted as a function of time in , respectively. After the linear period, more rapid surface retreat begins rather abruptly and lasts for a minute or less.
This accelerated period happens between the images captured in Fig. 3 . These values are somewhat lower than, yet still basically consistent with, the surface normal rates of (40 ± 5) μmol m −2 s , and (57 ± 14) μmol m −2 s −1 reported by Peruffo et al. (2013) , Colombani (2008) , and Mbogoro et al. (2011) , respectively. Both ROI 1 and ROI 2 return to a lower rate of dissolution after the brief acceleration. The new rates are lower than the rates prior to acceleration, and in ROI 2 the new rate is zero within measurement uncertainty. Fig. 6 (c) is shown in Fig. 7 , which more clearly shows the dimensional information for the pit. Both figures show that the trench depth changes within the first 146 s from (36 ± 4) nm to (56 ± 2) nm, and the width from 2.4 μm to 5.1 μm (width is defined here as the wall-to-wall distance at half the depth). The uncertainties reported for the depth are the standard deviation of three manual point-to-point measurements in Fig. 7 . At 146 s, an even deeper trench begins to form on the left side of the existing pit. This secondary channel temporarily has a higher local dissolution rate and is responsible for the accelerated dissolution period indicated in Fig. 5 (a) . The deeper channel merges with the first etch pit by 308 s, and its dissolution rate decreases significantly thereafter. The deceleration of the dissolution of the existing etch pit is consistent with the argument of Arvidson et al. (2003) that fast dissolution rates at etch pits can persist only until the termination point of the originating surface defect is reached. Additionally, three newly formed etch pits can also be seen to the right of the main trench in Fig. 6 (c) ; they also can be observed toward the right end of the line profile at 308 s in Fig. 7 . Fig. 5 (c) shows that the dissolution behavior of the relatively flat area between the etch channels in Fig. 3 (ROI 3 ) undergoes no significant period of acceleration, and the time dependence of the height remains approximately linear after the first few seconds of contact with water. Linear regression of the height data in Fig. 5 (c) indicates a molar dissolution flux of (2.77 ± 0.07) μmol m −2 s −1 , less than half the rate observed at either type of etch pit. In an earlier study, Peruffo et al. (2013) reported that the height change of ostensibly defect-free areas on gypsum (010) is only about 25% of the value measured in ROI 3 . The discrepancy may have material origins, including possibly different types and concentrations of impurities or vacancies at the surface, but is likely due in part to the fact that the current study uses flowing pure water and maintains the saturation index near zero. In the earlier study, dissolution in still water would cause an increase in the solution's saturation index with respect to gypsum, progressively lowering the driving force and rate of dissolution. Despite the distribution of different surface features at different times in Fig. 3 , each of which dissolves at different rates, the areaaveraged height over the entire image is approximately a linear function of time, as shown in Fig. 8 . As shown in the figure, linear regression of the data give an overall, or "grand", dissolution flux of (3.68 ± 0.05) μ mol m −2 s −1 .
Dissolution rate spectra
The foregoing analysis demonstrates that local dissolution rates depend strongly on the type and number of dissolution sites on the crystal surface. The (010) cleavage surface on different crystal specimens from nominally the same source can therefore exhibit significantly different grand dissolution rates even under the same experimental flow conditions. A more detailed way of characterizing dissolution is to construct a frequency distribution of dissolution rates (Fischer et al., 2012 (Fischer et al., , 2014 (Fischer et al., , 2015 Lüttge et al., 2013; Emmanuel, 2014; observed over multiple crystals specimens over randomly selected regions of interest .
A large number of square area patches were selected at random using a uniformly distributed random number generator. Analyses were performed using different patch sizes with approximate edge lengths 3 of 1 μm, 5 μm, 10 μm, 15 μm, or 20 μm. Regardless of size, the number of patches was sufficient to guarantee complete coverage, with some patch overlap, of the total experimental area tested on each of seven crystal specimens. Fig. 9 (a) shows the dissolution spectra obtained for different patch sizes sampled within one image of one gypsum crystal. The great majority of measured fluxes fall between 2.5 μmol m . No obvious length scale dependency is observed, although smaller sample size tends to extend the range slightly. A wider distribution for small patch size is reasonable because (i) the probability of a small patch not having any etch pits is greater than that of a larger patch, and (ii) an etch pit that does fall within a small patch will occupy a greater proportion of the surface area of that patch and will therefore tend to dominate the dissolution rate measured there.
The inter-specimen variability of the measured rate distribution was studied by choosing seven different crystals, labeled S1 through S7, and observing regions on each that had similar surface appearance, without visible steps or other defects when observed at 20 × magnification. The patch size was arbitrarily selected to be 10 μm. The measured rate spectra are shown in Fig. 9 , with a minority, almost exclusively measured on sample S6, being higher.
The rate spectra of sample S1, S4, S5, and S7 have a single, welldefined peak, but samples S2, S3, and S6 have a wider rate distribution range with poorly defined peaks. Fischer et al. (2012) have suggested that the shapes of the rate distribution can provide information about the distribution of surface energy and the frequency of detachment from different distinct types of surface sites, giving rise to the peaks in the distribution. This problem is further explored in the next section by examining the relationship between the roughness of localized regions and their corresponding dissolution rate.
Aggregating the observed frequencies from all seven crystals, an asymmetric distribution is obtained, shown as the histogram in Fig. 10 . The histogram has a longer tail extending to higher rates and a shorter tail at lower rates. Similar asymmetric distributions have been reported for calcite, dolostone, and micrite (Fischer et al., 2012; Emmanuel, 2014; Brand et al., 2017) . The distribution also appears to be bimodal, with mean and median values of 6.7 μmol m −2 s −1 and 2.8 μmol m −2 s −1 , respectively.
The grand dissolution rate over the total observed (010) surface area, as defined previously, provides an alternative way to assess the inter-specimen variability. Fig. 11 shows the mean height as a function of time over the total observed area of each crystal. The average height of each crystal surface is approximately a linear function of time, although some variation is observed at early times up to about 50 s. Nevertheless, linear regression over the entire experiment gives a timeaveraged grand dissolution flux that is (3.07 ± 0.70
, where in this case the variability is characterized by the standard deviation of the mean slopes of the seven curves in Fig. 11. 
Surface roughness
Surface area normalization of dissolution rates can be problematic because surface area measurements are typically dependent on length scale. At the microscopic length scales accessible to DHM, VSI, and AFM, the projected area used to calculate surface normal dissolution fluxes is less than the "true" surface area that would be measured by, for example, nitrogen adsorption isotherms. The differences between the two are related to the surface roughness. In addition, the development of etch pits during dissolution would also tend to increase the surface roughness. One might therefore expect that, other factors being equal, increases in surface roughness should be correlated with higher values of the surface normal dissolution flux.
Areal roughness (in 2D) is quantified here as the root mean square (RMS) roughness, Sq, which measures the RMS surface height from a Fig. 8 . Grand dissolution rate of the gypsum crystal shown in Fig. 3 . The reported uncertainty in the slope is the standard error of regression. The uncertainty in the individual measurements is characterized as the temporal standard deviation of the measurement on a single pixel, 2 nm. zero reference plane (ISO 25178-2:2012 (ISO 25178-2: , 2012 
where z(i,j) is the height measured at the pixel located at coordinate i j z ( , ), is the height of the best fitting plane through the surface, and M and N are the width and height of the ROI in pixel units. Fischer and Lüttge (2007) emphasized that the distribution of roughness is a strong function of analytical length scale. They reported for calcite that Sq on a small length scale (l < 15 μm) reflects the differences between shallow and deep etch pits, whereas Sq measured over larger areas loses most of that information (Fischer et al., 2012) .
Five hundred square patches, each with 10 μm edges, were randomly placed on the (010) surface to calculate Sq at the beginning and at the end of dissolution for each specimen. The resulting frequency distribution of Sq is plotted in Fig. 12 (a) for crystal S1 at the beginning and end of the ten minute observation period. Crystal S1 had one of the lowest grand dissolution fluxes and a flux spectrum that is narrowly peaked at the lower end of the spectrum, as shown in Fig. 9 (b) . Fig. 12 (a) indicates that Sq does not change significantly over the course of the observation period.
For comparison, Fig. 12 (b) shows the roughness distribution for crystal S7 over the same time period, from which it can be perceived that the spectrum undergoes a significant shift to higher Sq. Greater rates of increase in Sq, at these length scales, is caused primarily by (a) an increase in the area density of etch pits, and (b) a relatively greater rate of deepening of those etch pits. This increase implies that etch pit dissolution, which in these experiments happens with about double the flux of the flat surface regions, exerts a greater influence on the grand dissolution rate. Such an expectation is supported by the fact that crystal S7 had a considerably broader flux distribution than that of crystal S1, with higher local fluxes being observed relatively more frequently. Crystal S7 also had the highest grand dissolution rate of the seven gypsum specimens that were studied.
Stepwaves
A fourth category of topographical features observed on these crystals consists of tall cleavage steps, usually about 100 nm high. They appear intermittently, and the relative number of such steps varies from crystal to crystal. When present, these steps move rapidly across the surface, usually in the [100] direction, and produce much higher local rates of dissolution than those reported in the previous sections. Fig. 13 shows the surface height, averaged over the entire field of view at 20× magnification, as multiple stepwaves crossed through the image during the observation period. The trend is approximately linear, and linear regression indicates a grand surface normal dissolution flux of (21.3 ± 3) μmol m −2 s −1 . Many etch pits observed on the surface are annihilated by stepwaves as well; relatively few observable surface features are left in their wake. (010) cleavage surface of seven gypsum crystals without tall cleavage steps. The maximum uncertainty in the distribution at any point is about 0.45%, characterized as one standard deviation in Monte Carlo propagation of uncertainties in identical measurements made on calcite (104) cleavage surfaces . (For interpretation of the references to color in this figure, the reader is referred to the web version of this article.) Fig. 10 . Histogram of dissolution fluxes collected from all seven crystals when no tall cleavage steps are observed during the experiment. The maximum uncertainty in the distribution at any point is about 0.45%, characterized as one standard deviation in Monte Carlo propagation of uncertainties in identical measurements made on calcite (104) cleavage surfaces . Fig. 14 shows a 3D map of stepwave movement over a period of 20 s, and Fig. 15 shows the depth and lateral displacement of that stepwave in terms of the line profiles in its direction of motion (yellow line in Fig. 15 (a) , based on its displacement measured over two prescribed time intervals marked as Δt 1 and Δt 2 in Fig. 15 (b) . The uncertainty is expressed as the range of the two measured speeds. The localized flux normal to the step, J [100] , can be calculated from the step speed, the step height, and the assumed molar volume (Peruffo et al., 2013) . This yields a value of J [100] = (1.01 ± 0.03) × 10 4 μmol m −2 s −1 , where the flux direction is indicated in Fig. 16 .
The average molar flux from the stepwave wall is four orders of magnitude greater than any measured localized rate by the slower mechanisms described in the previous section. The average stepwave velocity is also much greater than previously reported stepwave velocities of 330 nm s −1 (Peruffo et al., 2013 ) and 23 nm s −1 (Fan and Teng, 2007) ; possible reasons for these apparent discrepancies are offered in the Discussion. Fig. 15 (b) shows that the terraces on either side of the moving stepwave continue to dissolve, although at a much slower rate than the stepwave itself. Two local patches, one on each side of the step, were selected to measure the local terrace dissolution rates, marked by the rectangles in Fig. 15 (a) . Within the 25 s of observation in the plot, the dissolution fluxes in those patches are (7.22 ± 0.40) μmol m −2 s −1 behind the step and (7.90 ± 0.40) μmol m −2 s −1 in front of the step; the directions of these fluxes are shown in Fig. 16 . Both rates are more than double the grand dissolution rate obtained in areas where stepwaves are not observed, and are near the extreme tail of the rate spectrum averaged in such areas over all seven crystals. The origin and behavior of stepwaves, unlike other topographical features on the gypsum cleavage surface, continue to change with increasing liquid flow rate all the way up to 65.0 mL min −1 . In particular, at the higher flow rates, the valley type etch pits can spawn stepwaves, the height of which varies between 50 nm and 100 nm. In addition, the rate of material removal from these steps increases with increasing flow rate, although the dependence has not been systematically quantified in this study. The considerably greater local dissolution fluxes at steps gives these features a prominent role in determining grand dissolution rates of gypsum. The complexities of their formation, motion, interaction with other topological features, and ultimate fate, especially as a function of flow rate, are important subjects for further detailed investigation in the future.
Discussion
Wider distributions in local dissolution rates, and especially longer tails at the higher rates, are correlated with greater surface roughnesses as measured by Sq at the end of the observation period. In the absence of tall stepwaves, this correlation suggests that higher dissolution rates are observed both when more reactive sites (i.e., etch pits) are exposed during dissolution and when existing etch pits grow deeper. The initial surface roughness is not a good predictor of future rate spectra, however. In fact, Fig. 12 indicates that crystal S1, with a dissolution spectrum narrowly peaked at lower fluxes, initially had a roughness distribution higher (i.e., shifted to the right) than that of crystal S7, which had one of the broader rate spectra and the highest grand dissolution flux of all the specimens that were studied. The apparent lack of influence of the initial roughness probably reflects the fact that the great majority of etch pits form only after being in contact with water for a while. Pronounced etch pits and channels are relatively rare on freshly cleaved (010) gypsum surfaces, as shown in Fig. 3 .
The velocities of the tall cleavage steps observed in this study correspond to molar dissolution fluxes that are more than four orders of magnitude greater than those associated with any other topographical feature observed in this study. Furthermore, the stepwave velocities are much greater than those measured for steps in previous studies of gypsum. Peruffo et al. (2013) reported a stepwave velocity of 330 nm s −1 , which is less than half the value measured here, and Fan and Teng (2007) reported a stepwave velocity of only 23 nm s −1 . The differences could be due in part to material differences in the gypsum source, such as surface impurities, thermal history, or slight differences in temperature during the experiment. But the most likely reasons why this behavior has not been previously observed are that (1)the present experiments uses a higher water flow rate that maintains the gypsum saturation index near zero in the solution and thereby keeps the driving force for dissolution as high as possible, and (2)previous studies, even in situ AFM observations, may not have been able to capture such rapid step motion across the field of view due to limitations in the scanning speed.
The much greater molar dissolution fluxes near tall stepwaves could have been included in the dissolution rate spectra shown in Fig. 10 to give a fuller picture of the variations in dissolution rates, but this was not done here for several reasons. First, the tall stepwave rates are so much greater than the etch pit rates that the histogram would need to be plotted on a logarithmic scale and would have obscured the details of the lower part of the histogram. But more importantly, tall steps are less commonly observed than the other features. The area density of such steps on the gypsum (010) surface appears to depend on the quality of the cleaving operation, and some surfaces appear to have no such steps within the largest field of view used in these experiments. Also, when a step or multiple steps appear in the field of view, unwrapping of the phase image often becomes difficult and leads to greater uncertainty in the measurements because of the large and sharp height differences associated with each step. Therefore, although the stepwave velocities reported here are measured accurately, we collected measurements on too few steps to have as much confidence in the statistics as we have for the etch pits and flat regions.
Dissolution rates of small mineral particles measured by batch reaction methods are often much greater than the rates measured on large crystal surfaces using techniques like VSI or AFM (Barton and Wilde, 1971; Bolan et al., 1991; Jeschke et al., 2001; Arvidson et al., 2003; Kumar et al., 2013) . Consistent with that trend, the grand dissolution fluxes normal to the gypsum (010) cleavage plane in this DHM study, even with tall cleavage step motion, are about 30% of the fluxes estimated for individual gypsum particles in water by VSI (Kumar et al., 2013) . This size dependence is unlikely to be due solely to the enhanced solubility of gypsum particles caused by the Freundlich effect. Assuming that the orientation-averaged surface energy of gypsum is no more than 600 mJ m −2 (Dundon and Mack, 1923; Rubbo et al., 2011) , the Freundlich effect is negligible for particle sizes down to about 150 nm, below which the chemical potentials of the solid components increasingly exceed those for a bulk crystal (Defay and Prigogine, 1966; Jackson and McKenna, 1990) . The size dependence of dissolution fluxes likely originates with the differences in the density of sources of stepwaves on small particles compared to large crystal surfaces (Dove and Platt, 1996) . Corners and edges on particles provide continual sources of steps, and these sources , is more than three orders of magnitude greater than the fluxes measured from the (010) plane on either side of the step. P. Feng et al. Chemical Geology 460 (2017) 25-36 are much more closely spaced on small particles than on larger crystal surfaces. Similarly, crystallites and powder particles have a variety of exposed crystallographic planes at which dissolution occurs, and some of these surfaces may intrinsically have high step densities or microfacets, because of their crystallographic orientation (Mullins, 1963) . In contrast, topographical studies are typically made on cleavage planes that tend to be singular or nearly singular surfaces with low surface energy and few or no steps. These and other reasons for the differences among kinetic measurements on powders, polycrystals, and single crystals have been discussed in detail elsewhere (Arvidson et al., 2003) . The present study on gypsum reinforces the evidence that even a few tall steps can increase local rates of dissolution significantly. Nevertheless, the grand (010) flux measured here when stepwave motion is active, J (010) = (21 ± 3) μmol m −2 s −1 , is still less, by a factor of 10 to 30, than the values of 200 μmol m −2 s −1 to 600 μmol m −2 s −1 measured for a gypsum powder using a rotating disk method (Barton and Wilde, 1971; Bolan et al., 1991; Jeschke et al., 2001 ) and is about three times less than the value of (65 ± 20) μmol m −2 s −1
reported for particles dispersed on a substrate and submerged in static water (Kumar et al., 2013) . At the same time, the local molar flux in the [100] direction at a stepwave, J [100] = (1.01 ± 0.03) × 10 4 μmol m −2 s −1 , is greater than any of these previously reported values, possibly because previous in situ topographic techniques did not have a fast enough acquisition time, and may even represent an upper bound on the local molar flux since these experiments were performed under conditions for which material removal is unlikely to be controlled by diffusion.
Summary
In situ nanoscale measurements have been performed in real time by digital holographic microscopy to observe topographic changes and dissolution fluxes from gypsum (010) cleavage surfaces submerged in pure water flowing at 14.5 mL min −1
. Four kinds of topographic features are observed on the (010) surface, namely (1) smooth, flat regions without evident defects, (2) deep, narrow etch pits (trenches), (3) shallow, wide etch pits (valleys), and (4) tall cleavage steps. Flat regions, trenches, and valleys typically appear in close proximity, and the local dissolution fluxes associated with each are generally within a factor of two of each other. The overall, or grand, molar flux normal to (010) within a region of interest having these latter three features is (3.0 ± 0.7) μmol m −2 s −1
. Tall cleavage steps appear less frequently but migrate rapidly across the ROI with a velocity of (755 ± 25) nm s −1 , generally in the [100] direction, when they are observed. The molar flux from the step walls in the [100] direction is (1.01 ± 0.03) × 10 4 μmol m −2 s −1 , and regions with these tall stepwaves have (010) grand dissolution fluxes of (21 ± 3) μmol m −2 s −1 . These grand and local fluxes bracket the range of values reported for gypsum powders by bulk methods. Powder particles necessarily have edges and corners between facets that, like these steps, furnish a continual source of kink sites for material removal, so it is unsurprising that the dissolution rates of small particles are often reported to be greater than the grand (010) dissolution flux but less than the local [100] flux measured at the step walls.
