Abstract k-nearest-neighbour (KNN) has been widely used as an effective classification model. In this paper, we summarize three main shortcomings confronting KNN and then single out three categories of approaches for overcoming its three main shortcomings. After reviewing some algorithms in each category, we presented a hybrid algorithm called dynamic k-nearest-neighbour naive Bayes with attribute weighting (simply DKNAW) by combining three improved approaches. We conduct extensive empirical comparison for the related algorithms in four groups, using the whole 36 UCI data sets selected by Weka. In the first three groups, we compare some algorithms in each category accordingly. In the forth group, we compare our hybrid approach to each single approach. At last, we discuss some directions for our future work on KNN
Introduction
Learning classifiers to address the classification problems is a fundamental issue in data mining. Typically, a set of training instances with corresponding class labels is given, and a classifier is learned and used to predict the class of an unseen instance. An instance is represented by an attribute vector. In this paper, an instance x is described by an attribute vector <a 1 (x), a 2 (x), . . . , a n (x)>, where a i (x) denotes the value of the i th attribute A i of x, and we use C and c to denote the class variable and its value, respectively. The class of the instance x is denoted by c(x).
k-nearest-neighbour (KNN) has been widely used in classification problems. KNN is based on a distance function that measures the difference or similarity between two instances. The standard Euclidean distance d(x, y) defined by (1) between two instances x and y is often used as the distance function.
(a i (x) − a i (y)) 2 (1)
When all attribute values are nominal, the variation of the standard Euclidean distance often be defined as
where δ(a i (x), a i (y)) = 0 if a i (x = a i (y) and δ(a i (x), a i (y)) = 1 otherwise. KNN is a typical example of lazy learning. Lazy learning simply stores training data at training time and delays its learning until classification time. In contrast, eager learning generates an explicit model at training time.
Given an arbitrary instance x, KNN assigns the most common class of x's KNNs to x, as shown in (3) .
where y 1 , y 2 , . . ., y k are the KNNs of x, k is the number of the neighbours, and δ(c, c(y i )) = 1 if c = c(y i ) and δ(c, c(y i )) = 0 otherwise. Although KNN has been widely used for decades due to its simplicity, effectiveness, and robustness, there exist three main shortcomings confronting KNN according to our observation: (1) The distance function for measuring the difference or similarity between two instances is the standard Euclidean distance or its variation; (2) The neighbourhood size is artificially assigned as an input parameter; and (3) The class probability estimation is based on a simple voting.
Responding to these shortcomings, we single out three main approaches for improving KNN's classification accuracy in this paper: (1) Use some more accurate distance functions to replace the standard Euclidean distance or its variation; (2) Search a best k value to replace the artificial input a k value; and (3) Find some more accurate class 36 probability estimation approaches to replace the simple voting approach. Keeping to these approaches, we try our best to survey some improved algorithms.
Based on these work, we presented a hybrid algorithm called dynamic k-nearest-neighbour naive Bayes with attribute weighting (simply DKNAW). In DKNAW, we synchronously use three improved approaches to deal with three main shortcomings confronting KNNs, respectively. We experimentally tested its effectiveness using the whole 36 UCI data sets [1] selected by Weka [2] .
The rest of the paper is organized as follows. In Section 2, we survey some improved algorithms of KNN, keeping to three improved approaches. In Section 3, we presented a hybrid algorithm called DKNAW. In Section 4, we described the experimental conditions, methods, and results in detail. In Section 5, we make conclusions and discuss some directions for our future work on KNN.
2. Improved k -Nearest-Neighbour Classifiers
Improve KNN by Distance Function
KNN is based on a distance function that measures the difference or similarity between two instances. Its inductive bias corresponds to an assumption that the classification of a test instance will be most similar to the classification of other instances that are nearby in Euclidean space. Thus, how to define the distance function is crucial.
In KNN, the standard Euclidean distance or its variation is used. Thus, the distance between instances is calculated based on all attributes of the instance. However, when the problem we research includes some irrelevant attributes, this standard Euclidean distance or its variation will be dominated by the large number of irrelevant attributes and becomes inaccurate. This difficulty, which arises when many irrelevant attributes are present, is sometimes referred to as the curse of dimensionality. KNN is especially sensitive to this problem.
A drastic approach [3] to deal with the curse of dimensionality is to completely eliminate the least relevant attributes from the attribute space when calculating the distance between two instances. This approach is widely known as feature selection. To address this problem, a large amount of algorithms are presented. For example, Kohavi and John [4] proposed an approach called wrapper to search for an optimal feature subset. Besides, the greedy search [5] and genetic search [6] approaches are often alternative.
Another effective approach to overcoming the curse of dimensionality problem is to weight each attribute differently when calculating the distance between two instances. This approach is widely known as attribute weighting. Thus, the distance function should be defined as
where w i (i = 1, . . . , n) is the weight of attribute A i . Some details of these weight adaptation algorithms are described by Aha [7] .
Aiming at building text classifiers using KNN, Han [8] presented a method for attribute weighting. He propose to weight the importance of discriminating words using mutual information between each word and the class variable. We simply denote the KNN with mutual information weighted distance function as MIKNN. Friedman [9] gives the complete definition of mutual information between each pair of variables. Thus, when all the attributes are nominal, the attribute-weighted distance function can be defined as
where I P (A i ; C) is the mutual information between the attribute variable A i and the class variable C, and δ(a i (x), a i (y)) = 0 if a i (x) = a i (y) and δ(a i (x), a i (y)) = 1 otherwise. Besides, Huang [10] also presented a frequency-based distance function, he called it dissimilarity measure, to address the clustering problem in categorical domains. Now, we rewrite its definition as follows:
where F (a i (x)) and F (a i (y)), respectively, is a count of the number of the training instances having attribute value a i (x) and a i (y), and δ(a i (x), a i (y)) = 0 if a i (x) = a i (y) and δ(a i (x), a i (y)) = 1 otherwise. This distance function is similar to the chi-square distance [11] . The value difference metric (VDM) presented by Stanfill and Waltz [12] is another appropriate distance function for nominal attributes. A simplified version of the VDM (without the weighting schemes) can be defined as
where C is the number of output classes; P (c|a i (x)) is the conditional probability that the output class is c, given that the attribute A i of x has the value a i (x); P (c|a i (y)) is the conditional probability that the output class is c, given that the attribute A i of y has the value a i (y). We simply denote the KNN with this distance function as VDMKNN. The VDM was designed to calculate distance between nominal attribute values, but it largely ignores continuous attributes, requiring discretization to map continuous values into nominal values. Thus, three new heterogeneous distance functions (HVDM, IVDM, and WVDM) are designed by Wilson and Martinez [13] to handle applications with nominal attributes, continuous attributes, or both.
Improve KNN by Neighbourhood Size
KNN is a k-related algorithm. Its classification accuracy is sensitive to the value of k. Thus, a natural thought is designing a learning algorithm to automatically searcha best k value for KNN. To achieve this goal, the most direct method is to try various k values and choose the best one. Based on this idea, Xie et al. [14] propose a model called selective neighbourhood naive Bayes (simply SNNB). In SNNB, given a test instance, various k values are tested. For each k value, a local naive Bayes [15] is learned from the KNN and is evaluated. After this, the most accurate naive Bayesian classifier is used to classify the test instance. Although SNNB demonstrates good classification performance, it has very high-time complexity.
Known from the basic idea of SNNB, the process searching for the best k value is very time-consuming. This limits its use in many real-world data mining applications. In fact, a more efficient approach used to learn the best value of k for KNN is described in the file of weka.classifiers.lazy.IBk.java in the Weka-3-4 version. The algorithm implemented by function of crossValidate(). It selects the best value for k by executing a brute-force search based on leave-one-out crossvalidation. Compared to SNNB, it selects the best value of k for the whole training instances instead of the single test instance. Once the best value of k is learned at training time, it can be used by KNN for all test instances at classification time. In this paper, we call the KNN using this method to search the best k value DKNN. In DKNN, the meaning of dynamic is the value of k in KNN varies dynamically with training instances.
In a word, all these algorithms need to determine (artificially assigning or automatically search) the size of neighbourhood for finding KNN for each test instance. Thus, an algorithm without determining the size of neighbourhood is desirable. To achieve this, KDTree [16] and NBTree [17] are presented. In KDTree and NBTree, instances are stored at the leaves of the tree with nearby instances stored at the same or nearby leaf nodes. The internal nodes of the tree sort the test instance to the relevant leaf by testing selected attributes of it. Besides, Zheng and Webb [18] presented another approach to find the neighbourhood of each test instance by producing decision rules.
Improve KNN by Class Probability Estimation
k-nearest-neighbour uses a simple voting to produce the class probability estimation. That is say that the class labels of instances in the neighbourhood are treated equally. So, an obvious improved method is to weight the vote of KNN differently according to their distance to the test instance x. The resulting classifier is called k-nearestneighbour with distance weighting (KNNDW) [3] .
Another most efficient approach is deploying a local probability-based classification model within the neighbourhood of the test instance. Talking of the local probability-based classification models, naive Bayes is absolutely necessary. The idea of combining KNN with naive Bayes is quite straightforward. Like all the other lazy learning approaches, the training data is simply stored and learning is deferred until classification time. Whenever a test instance is classified, a local naive Bayes is trained using the KNNs of the test instance with which the test instance is classified. In fact, the conclusion that naive Bayes performs well when the training data is small drew by Kohavi [17] underlies the success of combining KNN with naive Bayes.
In recent years, researchers have done considerable work on combining KNN with naive Bayes. Besides SNNB [14] discussed before, locally weighted naive Bayes (simply LWNB) presented by Frank et al. [19] is a state-of-the-art example. In LWNB, KNNs of the test instance are first found and each of them is weighted in terms of its distance to the test instance. Then a local naive Bayes is built from the locally weighted training instances. Although it is a k-related algorithm, its classification performance is not particularly sensitive to the size of k as long as it is not too small.
Last year, Jiang et al. [20] observed that keeping the size of the neighbourhood (the values of k) small will reduce the chance of encountering strong dependencies confronting naive Bayes. When k is small, however, the class probability estimation of naive Bayes is not reliable. Thus, the resulting classification would be inaccurate. To deal with this contradiction, another new algorithm called instance cloning local naive Bayes (ICLNB) is presented. In ICLNB, for each neighbour, a number of clones are first generated and added into the local training data in terms of its similarity to the test instance. Then, a naive Bayes is trained from the expanded local training data.
In fact, A more straightforward approach to combining KNN with naive Bayes is that learning a local naive Bayes directly using the KNNs of the test instance to produce class probability estimation and classify this test instance. The resulting classifier is called k-nearest-neighbours naive Bayes (KNNNB).
Dynamic KNN Naive Bayes with Attribute
Weighting: DKNAW Our motivation is to improve KNN's classification accuracy by synchronously using three improved approaches to deal with three main shortcomings confronting KNN: (1) For the shortcoming that KNN's distance function for measuring the difference or similarity between two instances is the standard Euclidean distance or its variation, we present to weight each attribute's contribution to the distance function using mutual information between each attribute and the class attribute. (2) For the shortcoming that KNN's neighbourhood size is artificially assigned as an input parameter, we present to eagerly learn a best value of k for each training data in training time. (3) For the shortcoming that KNN's class probability estimation is based on a simple voting, we present to deploy a local naive Bayes on the KNNs of a test instance. As, the attribute-weighted approach is used, the best value of k varies dynamically with training data sets, and a local naive Bayes is applied, we call our hybrid algorithm DKNAW. DKNAW combines eager and lazy learning. At 38
is lazily built. So, the whole algorithm of DKNAW can be partitioned into an eager algorithm (DKNAW-Training) and a lazy algorithm (DKNAW-Test). They are depicted below in detail.
Algorithm DKNAW-Training (T,
Find the maxK nearest neighbours of e from T 7.
For K = maxK to minK 8.
Train a local naive Bayes using the K nearest neighbours 9.
Classify e using the local naive Bayes 10.
If the classification of e is correct, count[K] + + 11.
Remove the instance with the greatest distance 12. Note that the process of searching for the best k value in DKNAW-Training is completely different from that of SNNB [14] . SNNB learns a best k value for each test instance at classification time, and is a lazy algorithm. In contrast, DKNAW-Training learns a best k value for each training data at training time, and is a eager algorithm. In our experiment, the minimum k value is set to 1, and the maximum k value is set to 50 if the number of training instances is below 100, otherwise to 100. Algorithm DKNAW-Test (T, x, bestK) Input: a set T of training instances, a test instance x, and the value of bestK Output: the class label c of x 1. Find the bestK nearest neighbours of x from T 2. Deploy a local naive Bayes on the bestK nearest neighbours of x 3. Use this local naive Bayes to produce the class label c of x 4. Return the class label c of x DKNAW has relatively higher time complexity compared to the k-related algorithms, because it has an explicit learning process for the best k value at training time. However, once the best k value is eagerly learned, the classification time is identical to all the k-related algorithms.
Experimental Conditions, Methods, and Results
We run our experiments under the framework of Weka to study the effectiveness of three categories of improved approaches and our hybrid approach.
Experimental Conditions
We run our experiments on 36 UCI data sets [1] selected by Weka [2] , which represent a wide range of domains and data characteristics. We downloaded these data sets in format of arff from main website of weka. In our experiments, we adopted the following four preprocessing steps.
1 In these 36 data sets, there are only three such attributes: the attribute "Hospital Number" in the data set "colic.ORIG", the attribute "instance name" in the data set "splice", and the attribute "animal" in the data set "zoo". 4. Sampling large data sets : For saving the time of running experiments, we used the unsupervised filter named Resample with the size of 20% in Weka to randomly sample each large data set having more than 5,000 instances. In these 36 data sets, there are only three such data sets: "letter", "mushroom", and "waveform-5000". Now, we introduce established algorithms and their abbreviations used in our implements and experiments.
1. KNN: the k-nearest-neighbours algorithm based on the distance function defined by (2). 2. MIKNN: the k-nearest-neighbours algorithm based on the distance function defined by (5). 3. VDMKNN: the k-nearest-neighbours algorithm based on the distance function defined by (7). 4. DKNN: the dynamical k-nearest-neighbours algorithm. The best k value is chosen by executing a brute-force search based on leave-one-out cross validation. 5. NBTree: the naive Bayes tree algorithm [17] using decision tree to find nearest neighbours. 6. KNNDW: the k-nearest-neighbours with distance weighting algorithm defined by (8). 7. KNNNB: the k-nearest-neighbours naive Bayes algorithm directly combining k-nearest-neighbours and naive Bayes. 8. DKNAW: our hybrid algorithm presented in Section 3 in which three improved approaches are combined. 
Experimental Methods
We conduct extensive empirical comparison for the related algorithms in four groups. In the first three groups, we compare some algorithms in each category accordingly. In the fourth group, we compare our hybrid approach to each single approach. The value of k in KNN, MIKNN,VDMKNN, KNNDW, and KNNNB is 10. In DKNN and DKNAW, the minimum k value is set to 1, and the maximum k value is set to 50 if the number of training instances is below 100, otherwise to 100. We use the implementation of NBTree in Weka system and implement all the other algorithms in Weka system.
The classification accuracy of each classifier on each data set was obtained via 10 runs of 10-fold cross validation. Run with the various algorithms were carried out on the same training sets and evaluated on the same test sets. Finally, we compare related algorithms via two-tailed t-test with a 95% confidence level. Tables 1 and 2 show the classification accuracy and standard deviation of related algorithms on each data set. The mean and w/t/l values are summarized at the bottom of the tables. Each entry w/t/l in the tables means that other algorithms win in w data sets, tie in t data sets, and lose in l data sets, compared to the first algorithm.
Experimental Results
From the experimental results shown in Tables 1 and  2 , we can draw conclusions briefly as follows:
1. MIKNN and VDMKNN all significantly outperform KNN. The w/t/l values between them and KNN, respectively, are 13/22/1 and 12/24/0. This fact proves that using some more accurate distance functions to replace the variation of the standard Euclidean distance is effective. 2. DKNN and sNBTree all significantly outperform KNN.
The w/t/l values between them and KNNs respectively, are 14/22/0 and 17/18/1. This fact proves that searching a best k value to replace the artificial input a k value, is effective. 3. KNNDW and KNNNB all significantly outperform KNN. The w/t/l values between them and KNNs, respectively, are 16/19/1 and 23/13/0. This fact proves that finding some more accurate class probability estimation approaches to replace the simple voting approach is effective. 4. DKNAW significantly outperforms MIKNN, DKNN, and KNNNB. The w/t/l values between them and DKNAW, respectively, are 0/21/15, 1/26/9, and 0/26/10. This fact proves that our hybrid algorithm using three improved approaches outperforms the improved algorithms only using a single improved approach.
Conclusions and Future Work
In this paper, we make a survey on improving KNN for accurate classification. Our main work includes: (1) According to our observation, we summarize three main shortcomings confronting KNN; (2) Responding to these shortcomings, we single out three main approaches for overcoming its shortcomings and try our best to review some improved algorithms; (3) Based on these work, we presented a hybrid algorithm called DKNAW, which synchronously uses three improved approaches to deal with three main shortcomings confronting KNN, respectively. KNN has been widely used in various data mining applications as an effective classification model. Learning it for accurate classification is one of the main research directions, but not all, because an accurate class probability estimation and ranking are also desirable in many realworld data mining applications [21] . Thus, investigating its performance of class probability estimation and ranking is one of the main directions for future work.
