The parameterized complexity of editing graphs for bounded degeneracy  by Mathieson, Luke
Theoretical Computer Science 411 (2010) 3181–3187
Contents lists available at ScienceDirect
Theoretical Computer Science
journal homepage: www.elsevier.com/locate/tcs
The parameterized complexity of editing graphs for bounded degeneracy
Luke Mathieson ∗
School of Engineering and Computing Sciences, University of Durham, South Road, Durham, DH1 3LE, United Kingdom
a r t i c l e i n f o
Article history:
Received 16 November 2009
Received in revised form 10 May 2010
Accepted 17 May 2010
Communicated by G. Ausiello
Keywords:
Combinatorial problems
Computational complexity
Parameterized complexity
Degenerate graphs
Graph editing
a b s t r a c t
We examine the parameterized complexity of the problem of editing a graph to obtain an
r-degenerate graph.We show that for the editing operations vertex deletion and edge dele-
tion, both separately and combined, the problem is W [P]-complete, and remains W [P]-
complete even if the input graph is already (r + 1)-degenerate, or has maximum degree
2r + 1 for all r ≥ 2.
We also demonstrate fixed-parameter tractability for several Clique based problems
when the input graph has bounded degeneracy.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
A graph G is r-degenerate if every non-empty subgraph of G has a vertex of degree at most r [8]. The degeneracy of
a graph G is the smallest number r such that G is r-degenerate. When we speak of ‘‘degenerate graphs’’ we implicitly
assume a fixed upper bound r on their degeneracy. Degenerate graph classes include planar graphs, regular graphs, graphs of
bounded degree, graphs of bounded treewidth and H-minor-free graphs [14,21]. Bounded degeneracy is also equivalent to
bounded arboricity [8]. Several NP-hard problems become polynomial time solvable for degenerate graphs; for example
any d-degenerate graph is (d + 1)-colourable and such a colouring can be found in polynomial time. Moreover many
problems that areW [1]-hard become fixed-parameter tractable when restricted to degenerate graphs [2,4,13]. For example
Clique and even the parameterized counting problem #Clique are fixed-parameter tractable and Independent Set admits
a linear kernel on graphs of bounded degeneracy (as an r-degenerate graph can be greedily (r+1)-coloured). Unfortunately
there are also numerous problems that remain hard even when the degeneracy of the graph is a fixed constant, such
as the (k, d)-Center problem [13]. Despite this the wealth of problems which are fixed-parameter tractable makes the
question of whether it is possible to obtain a degenerate graph with a limited amount of editing interesting. Similar
editing problems for degree constrained graphs (including regular graphs and general factors) are fixed-parameter tractable
[16–18]. Unfortunately, as wewill show,when parameterized by the number of editing operations, the edge deletion, vertex
deletion and edge and vertex deletion problems are all W [P]-complete, even if the degeneracy is fixed and the graph has
fixed maximum degree.
2. Preliminaries
A parameterized problem is a problemwith an additional input, the parameter. A parameterized problem is fixed-parameter
tractable if there exists an algorithm that solves the problem in time bounded by f (k)p(n) where k is the parameter, n is
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the size of the input, p is a polynomial and f is a computable function. Given two parameterized problems Π1 and Π2,
a parameterized reduction from Π1 to Π2 maps an instance (x1, k1) of Π1 to an instance (x2, k2) of Π2 in time bounded
by f (k1)p(|x1|) such that (x1, k1) is a Yes-instance of Π1 if and only if (x2, k2) is a Yes-instance of Π2 and k2 ≤ g(k1)
where g is a computable function. TheW -hierarchy is defined as the closure of a series of circuit satisfiability problems [10]
under parameterized reductions, and hardness for any level of the hierarchy gives evidence that the problem is not fixed-
parameter tractable in the same manner as NP-hardness for polynomial-time tractability. In particularW [P] is the closure
under parameterized reductions of the circuit satisfiability problem for the class of all circuits, and contains the rest of the
W -hierarchy.
3. Finding cliques in degenerate graphs
Given an r-degenerate graph,we know that there is at least one vertex of degree atmost r . This observation gives a simple
bounded search tree algorithm for Clique restricted to degenerate graphs, however we can go further with no significant
increase in the complexity of the algorithm.
r-DegenerateΠ Clique
Instance: An r-degenerate graph G = (V , E), a positive integer k.
Parameter: k.
Question: Does G contain a k-clique with propertyΠ?
Lemma 3.1. r-DegenerateΠ Clique is fixed-parameter tractable.
Proof. We can apply the following algorithm:
1. Find a vertex v of degree at most r .
2. Try all combinations (at most
( r
k−1
)
) of creating a k-clique with v and k − 1 neighbours. If any of these cliques satisfies
Π , return Yes.
3. Remove v.
4. If there are at least k vertices in the graph, continue from step 1.
5. Return No.
Clearlywe can always find a vertex of degree atmost r , as the graph is r-degenerate. Step 2 considers all cliques containing
this vertex, and no others, so we have not missed any clique, and we can safely remove the vertex from consideration.
If pΠ is the time taken to check whether a clique satisfies property Π , this algorithm runs in time bounded by
f (r + k)(pΠ + n). 
This can then be applied to give a classification for the following problems, all of which areW [1]-complete on general
graphs [12].
r-Degenerate Clique
Instance: An r-degenerate graph G = (V , E), a positive integer k.
Parameter: k.
Question: Does G contain a k-clique?
r-Degenerate Partitioned Clique
Instance: An r-degenerate graph G = (V , E), with V partitioned into k equal size disjoint subsets.
Parameter: k.
Question: Does G contain a k-clique where each vertex of the clique is in a different set in the partition?
r-Degenerate Dominating Clique
Instance: An r-degenerate graph G = (V , E), a positive integer k.
Parameter: k.
Question: Does G contain a k-clique that dominates the entire graph?
Corollary 3.2. r-Degenerate Clique, r-Degenerate Partitioned Clique and r-Degenerate Dominating Clique are fixed-
parameter tractable.
Moreover if we simply count the cliques as they are discovered thenwe can see that#Clique is fixed-parameter tractable
when restricted to degenerate graphs. #Clique is #W [1]-hard (the counting equivalent ofW [1]) on general graphs.
r-Degenerate #Clique
Instance: An r-degenerate graph G = (V , E), a positive integer k.
Parameter: k.
Question: Compute the number of k-cliques in G.
Corollary 3.3. r-Degenerate #Clique is fixed-parameter tractable.
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4. Editing to obtain degenerate graphs
Despite the ease of developing hard problems for degenerate graphs (such as the (k, d)-Center problem [13]), there are
obviously many natural problems, including main problems such as Clique, Independent Set and Dominating Set, that are
fixed-parameter tractable for degenerate graphs. Thus we examine editing problems for degenerate graphs. Unfortunately
these seem to be hard,W [P]-complete in all examined cases, even when the input is restricted to bounded degree graphs.
The general class of problems we will examine is as follows:
r-Degenerate Editing(S) (r-DE(S))
Instance: A graph G = (V , E), a non-negative integer k.
Parameter: k.
Question: Can an r-degenerate graph H be obtained from G by at most k editing steps using the operations of S?
In the case of degenerate graphs, edge addition is never a useful editing operation, so we do not consider any variant
involving it. Therefore S is restricted to vertex deletion (v) and edge deletion (e). We also note that a 0-degenerate graph
is an independent set, so the vertex deletion variant becomes Vertex Cover, and is fixed-parameter tractable [3], the edge
deletion variant is trivially polynomial time solvable. A 1-degenerate graph is a forest, so 1-DE(e) is the Feedback Edge
Set problem and 1-DE(v) is the Feedback Vertex Set problem, both of which are also fixed-parameter tractable [6,9].
Abrahamson et al. [1] showW [P]-completeness for 2-DE(v), under the name Degree Three Subgraph Annihilator.
Lemma 4.1. (G, k) is a Yes-instance of r-DE(v, e) if and only if (G, k) is a Yes-instance of r-DE(v).
Proof. (⇐) Trivial.
(⇒) (G, k) is aYes-instance of r-DE(v, e), then there is a setDof vertex and edgedeletions that rendersG r-degenerate.We
construct the set D′ from D by adding all the vertices in D to D′ and for each edge in Dwe add one of its endpoints, arbitrarily
chosen, to D′. As D′ reduces the degree of at least as many vertices by at least as much as D, D′ renders G r-degenerate.
Therefore (G, k) is a Yes-instance of r-DE(v). 
As we can always preferentially delete a vertex over an edge by Lemma 4.1, if r-DE(v) is fixed-parameter tractable then
r-DE(v, e) is also fixed-parameter tractable.
Proposition 4.2. r-DE(S) is fixed-parameter tractable for r ≤ 1 where ∅ 6= S ⊆ {v, e}.
4.1. A note on degeneracy
We now give an alternative definition of degeneracy. Given a graph G, let v1, . . . , vn be an ordering of V (G), and let
Vi = ⋃j≤i{vj}. G is r-degenerate if and only if an ordering exists such that for every vertex vi we have dVi(vi) ≤ r [15]. This
ordering provides an intuitive way of dealing with degeneracy, as we can think of testing for degeneracy as a sequence of
deletions where we iteratively pick a vertex of degree at most r to remove from the graph. The entire graph can be deleted
this way if and only if it is r-degenerate [15].
When considering the degeneracy of a graph, it is convenient to think in terms of the greedy algorithm described. Thus
when demonstrating the degeneracy of a graph it will frequently be expressed by the ability to remove vertices as they have
sufficiently low degree. Clearly this may create some confusion between the act of deleting vertices to create a degenerate
graph, as defined in the problem, and the descriptive deletion of vertices to demonstrate degeneracy. To the end of clarifying
this possible confusion, we define deletion to refer to the editing operation specified in the problem, and clearing to refer to
the descriptive act of removing vertices to demonstrate degeneracy.
4.2. Cyclic monotone circuit activation and almost degenerate gate gadgets
We draw our definitions and notations for boolean circuits from Vollmer’s monograph [22]. We relax the definition and
no longer require the underlying graph D to be acyclic. A circuit is monotone if it includes no NOT gates. Let A be a set of
gates of a cyclic monotone circuit D. We define a sequence of sets A0, A1, A2, . . .where A0 = A and Ai+1 is obtained from Ai
by adding all all gates that output true if all their predecessors in Ai are set to true. The sequence is extended until Ai = Ai+1,
we then call Ai the closure of A. As D is finite the sequence has at most |V (D)| elements. If the closure of A is Dwe say that A
activates the circuit D. An example of a monotone cyclic circuit is given in Fig. 1.
For the subsequent hardness proofs we use the following problem:
Cyclic Monotone Circuit Activation
Instance: A cyclic monotone circuit D, a positive integer k.
Parameter: k.
Question: Is there a set A of size at most k that activates D?
This was shown to beW [P]-complete by Szeider [20]. Moreover the result holds with the following restriction:
Lemma 4.3 ([20]). Cyclic Monotone Circuit Activation is W [P]-complete, and remains W [P]-complete if there are no input
or output gates and each gate has at most two inputs and two outputs.
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Fig. 1. An example monotone cyclic circuit. The sets {a} and {b} activate the entire circuit, whereas the sets {c} and {d} do not.
Fig. 2. OR gadget for r = 4.
Before introducing the reduction proper, we will present the construction of the gate gadgets used in the reduction. Two
gadgets will be used for representing gates, an AND gadget and an OR gadget, which will be used to represent AND gates
and OR gates respectively. Both gadgets consist of three parts, an input vertex vi, an independent set L, and an r-clique C
which includes a designated output vertex vo. There is an edge between every vertex in L and vi, and between every vertex
in L and every vertex in C . The difference between AND gadgets and OR gadgets occurs in the size of L. An AND gadget has r
vertices in L, an OR gadget has r − 1 vertices in L. Figs. 2 and 3 give examples of the gadgets. Note that the construction of
the gadgets require that r ≥ 2, otherwise L = ∅.
When connected to form the representation of the circuit, each input vertex will have one or two additional edges,
coming from the output vertices of other gate gadgets (the predecessor gadgets), and each output vertex will have one or
two additional edges connecting to the input vertices of other gate gadgets (the successor gadgets). Initially, no vertex in the
graph has degree less than r + 1, thus the graph is not r-degenerate.
Then for an AND gadget A, if all predecessor gadgets are cleared or deleted, the input vertex of Awill have degree r , and
may be cleared, which leaves all vertices in Lwith degree r , thus they may be cleared, and then the vertices of C − vo have
degree r − 1 and may also be cleared. This leaves the output vertex vo with degree at most 2. As we assume that r ≥ 2, vo
may also be cleared. Note that if a predecessor gate of A is not cleared or deleted, the input vertex will have degree at least
r + 1 and will not be able to be cleared.
Similarly for an OR gadget O, if at least one of the predecessor gates of O is cleared or deleted, the input vertex will have
degree at most r , and the gate gadget can be cleared as for the AND gadget.
Note that the vertices in L always have degree r+1. As we do notmodify this in any construction, the graphs constructed
are always (r+1)-degenerate. Furthermore the highest degree vertex in any gadget is the output vertex, which at most can
have degree 2r + 1, therefore all the graphs constructed have maximum degree at most 2r + 1.
4.3. Vertex deletion
Theorem 4.4. r-DE(v) with r ≥ 2 is W [P]-complete, and remains W [P]-complete even when the input graph is (r + 1)-
degenerate and has maximum degree 2r + 1.
Proof. We reduce from Cyclic Monotone Circuit Activation. For this reduction we assume the additional restrictions of
no input or output gates, and fan-in and fan-out of at most 2 hold.
Consider an instance (D, k) of Cyclic Monotone Circuit Activation. Then we construct an instance (G, k) of r-DE(v) as
follows using the AND and OR gadgets described in Section 4.2:
If a gate has only 1 input and 1 output, it may be removed from the circuit, and its input connected to its output, as it will
output true if and only if the input is true, therefore it performs no function. For each gate g in D we have a gadget g ′ in G
according to the following scheme:
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Fig. 3. AND gadget for r = 4.
• If g is an AND gate, g ′ is an AND gadget.
• If g is an OR gate with one input, g ′ is an AND gadget.
• If g is an OR gate with two inputs, g ′ is an OR gadget.
For each gate g in Dwith corresponding gadget g ′ in G let h be a successor of g with corresponding gadget h′ in G. There
is an edge between the output vertex vog ′ of g
′ and the input vertex vih′ of h
′.
Assume (D, k) is a Yes-instance of Cyclic Monotone Circuit Activation, then there is a set of at most k gates D′ =
{g1, . . . , gk′} that activates D. Let G′ = {g ′1, . . . , g ′k′} be the corresponding set of gadgets in D′. Then we argue that deleting
the input vertex of each gadget in G′ makes G r-degenerate. For all gadgets in G′, deleting the input vertex renders them
r-degenerate as described in Section 4.2, and they may be cleared. Let g be a gate in D− D′ with corresponding gadget g ′ in
G. As D is activated, sufficient predecessors of g must be activated. Assume g is an AND gate, then all predecessors of g must
be activated. Therefore all predecessors of g ′ can be deleted or cleared, so d(vig ′) = r , and g ′ can be cleared. Assume g is an
OR gate, then at least one of the predecessors of g is activated. Therefore at least one of the predecessor of g ′ can be deleted
or cleared. If g ′ had one predecessor, g ′ is an AND gadget, where |L| = r , so initially d(vig ′) = r + 1. After the predecessor is
deleted or cleared, d(vig ′) = r , so g ′ can be cleared. If g ′ had two predecessors, then g ′ is an OR gadget, with |L| = r − 1, so
deleting or clearing one predecessor leaves d(vig ′) = r , and g ′ can also be cleared. Applying this argument inductively from
the set D′ shows that (G, k) is a Yes-instance of r-DE(v).
Assume that (G, k) is a Yes-instance of r-DE(v). Then there is a set of at most k vertices V ′ = {v1, . . . , vk′}whose deletion
leaves G r-degenerate. We may assume that each vertex vj comes from a different gadget and furthermore that vj = vig ′j
for some gadget g ′j . Section 4.2 shows that one vertex deletion is sufficient to leave the gadget r-degenerate, therefore if
there were two vertices deleted from one gadget, we may obtain a smaller solution by deleting only the input vertex of the
gadget. Thus the set of deleted vertices V ′ corresponds to a set of at most k gadgets G′ = {g ′1, . . . , g ′k′}. We argue that the
corresponding set of gates D′ = {g1, . . . , gk′} in D activates D. Let g ′ be a gadget in G − G′ with corresponding gate g in
D− V (D′). As G− G′ is r-degenerate, some of the predecessors of g ′ must be cleared before g ′ can be cleared. If g ′ is an AND
gadget, then all predecessors of g ′ are deleted or cleared. Therefore in D all predecessors of g are activated, and g will be
activated. If g ′ is an OR gadget, then at least one predecessor of g ′ is deleted or cleared, therefore in D one predecessor of
the OR gate g is activated, and g will be activated. Therefore applying this argument inductively starting from G′ shows that
(D, k) is a Yes-instance of Cyclic Monotone Circuit Activation.
To show membership inW [P]we use the guess and check approach derived from Chen et al. [5]: non-deterministically
choose k vertices to delete, these vertices can be represented in at most logm bits (where m is the size of the input). Then
apply the polynomial time greedy algorithm to verify that the remaining graph is r-degenerate. 
4.4. Vertex and edge deletion
Corollary 4.5. r-DE(v, e) with r ≥ 2 is W [P]-complete, and remains W [P]-complete even when the input graph is (r + 1)-
degenerate and has maximum degree 2r + 1.
Proof. The result follows immediately from Theorem 4.4 and Lemma 4.1. 
4.5. Edge deletion
When considering the edge deletion operation instead of vertex deletion, we first have to modify the AND gadget as we
need to be able to remove a single edge to represent activating the gate, but still retain the property that both edges from
predecessor gadgets have to be removed before the gadget can otherwise be cleared. Note that the OR gadget requires no
such modification. For clarity we will refer to this new gadget as the AND edge gadget. It is constructed of six components,
an input vertex vi, an independent set S of r − 1 stabilising vertices, a stabilising r-clique B, an internal activation vertex va,
an independent set L of size r and an r-clique C with a designated output vertex vo. Edges exist between the input vertex
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Fig. 4. AND edge gadget for r = 4.
and every vertex in S, and between every vertex in S and every vertex in B. The edge between vi and va will be referred to
as the activation edge ea. Then as before there is an edge between va and every vertex in L, and between every vertex in L
and every vertex in C . For convenience we label vi, S and B collectively as the head and the remainder of the gadget as the
tail. Fig. 4 gives an example for r = 4.
As before when properly connected vi will have at most two additional edges from the output vertices of its predecessor
gadgets, and vo will have at most two additional edges to its successor gadgets. Then each vertex has degree at least r + 1,
and in particular vi has degree r + 2, thus requiring the removal of two edges to clear, va has degree r + 1, requiring the
removal of at least one edge to clear (with ea being the obvious candidate) and vo has degree at least 2r − 1, so clearing of
the successor gadgets will not cause incorrect clearing of this gadget.
For convenience with OR gadgets, we will also arbitrarily designate one of the edges between vi and L as ea.
We are now ready to prove the following:
Theorem 4.6. r-DE(e) with r ≥ 2 is W [P]-complete, and remains W [P]-complete even when the input graph is (r + 1)-
degenerate and has maximum degree 2r + 1.
Proof. The instance (G, k) is constructed as in the proof of Theorem 4.4 , except we now replace AND gadgets with AND
edge gadgets.
Clearly OR gadgets work as before, except now we choose to delete ea to represent activating the corresponding gate.
The correspondence between activation and clearing works as before, we need only argue that AND edge gadgets clear
correctly. Let g be an AND edge gadget with input vertex vi, activation edge ea and internal activation vertex va. If all
predecessors of g are cleared then d(vi) = r so vi may be cleared, which removes ea, and then d(vag) = r , so the rest of
the gadget may be cleared. If g is chosen to have its activation edge ea deleted from it, then d(vag) = r and the tail of the
gadget will clear, however the head may not, as d(vi) may still be r + 1. In this case the head will clear when at least one
if its predecessors clears. If G can be rendered r-degenerate by deleting at most k edges, then we are guaranteed that all
predecessors will eventually be cleared, therefore the head will also clear.
Then the argument proceeds as before, except we replace the set of deleted vertices V ′ with a set of deleted edges E ′.
Again membership inW [P] can be demonstrated by a guess and check algorithm. First non-deterministically choose k
edges to delete, then deterministically check that the resulting graph is r-degenerate. 
5. Conclusion
Although restricting input to degenerate graphs renders many W [1]-hard problems fixed-parameter tractable, editing
problems are clearly not so well behaved. Furthermore as the editing problems considered here areW [P]-complete, a Frick
andGrohe [11] style logic based approach cannot be applied unless there is some collapse in theW -hierarchy. In fact as these
editing problems remainW [P]-complete on graphs of bounded degree, they can be immediately seen to beW [P]-complete
on graphs of effectively bounded local treewidth.
It may be more fruitful to examine classes intermediate between degenerate graphs and regular graphs (or bounded
degree graphs), such as nowhere-dense graphs, introduced by Nešetřil and Ossona de Mendez [19], for which (k, d)-Center
is fixed-parameter tractable [7].
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