Caracterización de matrices normales usando valores propios by Sarria, Humberto et al.
Bolet´ın de Matema´ticas
Nueva Serie, Volumen XIII No. 1 (2006), pp. 57–65
CARACTERIZACIO´N DE MATRICES NORMALES USANDO
VALORES PROPIOS
HUMBERTO SARRIA ZAPATA (∗)
MARI´A ASTRID CUIDA GO´MEZ (∗∗)
YOLIMA A´LVAREZ POLO (∗ ∗ ∗)
Resumen. Una matriz A, se denomina normal si AA∗ = A∗A, donde
A∗ se obtiene trasponiendo y conjugando A. En este trabajo presentamos
nuevas pruebas para algunas caracterizaciones de las matrices normales,
en te´rminos de sus valores propios.
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1. Introduccio´n
Desde que la definicio´n formal de matriz normal fue dada por O. Toeplitz en
[1], se han descubierto cerca de noventa caracterizaciones de este tipo de matri-
ces (ver [3] y [4]). Entre las caracterizaciones ma´s interesantes, esta´n aquellas
que hacen referencia a los valores propios. Por ejemplo, el llamado Teorema
Espectral, afirma que una matriz A es normal, si y so´lo si,
‖A‖F =
[
n∑
i=1
|λi|2
]1/2
,
donde ‖A‖F denota la norma euclidiana o de Fro¨benius de A y {λ1, . . . , λn} es
el conjunto de sus valores propios. Existen otras caracterizaciones interesantes
que permiten relacionar los valores propios de la matriz, con los valores pro-
pios de sus partes hermitiana y antihermitiana, o con los valores propios de
su descomposicio´n polar. E´stas y algunas otras caracterizaciones ma´s, sera´n
planteadas posteriormente en este art´ıculo.
A continuacio´n se presenta la notacio´n que se usara´ a trave´s de este trabajo.
Se denota mediante Mn(C), el conjunto de las matrices cuadradas de taman˜o
n con entradas en el campo de los complejos C. Sea A = [aij ], se define la
conjugada de A como la matriz A := [aij ] y la traspuesta como la matriz
At := [aji]. La adjunta hermitiana de A es la matriz A∗ := A
t
.
Se dice que A es hermitiana si A∗ = A y antihermitiana si A∗ = −A.
Una matriz hermitiana es semidefinida positiva, si todos sus valores pro-
pios son no negativos. Adema´s, se dice que una matriz U es unitaria si
UU∗ = U∗U = I, siendo I la matriz ide´ntica. Una matriz unitaria Q con en-
tradas reales se denomina ortogonal. De las anteriores definiciones se puede
observar que las matrices hermitianas, antihermitianas y unitarias son tipos
especiales de matrices normales.
A es unitariamente diagonalizable, si existe una matriz unitaria U y una
matriz diagonal D en Mn(C), tales que D = UAU∗. Una coleccio´n no vac´ıa
F ⊆ Mn(C) es una familia conmutante de matrices, si para todo par de
matrices A,B ∈ F , AB = BA. La traza de una matriz A = [aij ] es el valor
Tr(A) :=
n∑
i=1
aii.
Para cualquier par de matrices A,B, el producto interior de Fro¨benius,
esta´ definido por la igualdad
〈A,B〉F = Tr(B∗A).
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La norma de Fro¨benius o norma euclidiana de una matriz A, esta´ dada
por
‖A‖F := 〈A,A〉
1
2
F =
 n∑
i,j=1
|aij |2
 12 .
El conjunto de los valores propios de una matriz A, se denota mediante δ(A)
y se denomina el espectro de A. Si T ⊆ C, Re(T ), Im(T ) y |T |, denotan
los conjuntos conformados por las partes real, imaginaria, y los mo´dulos de los
elementos de T , respectivamente. Sn denota el conjunto de las permutaciones
sobre {1, 2, . . . , n}.
El lector debera´ tener en la cuenta, que en adelante todas las matrices refe-
renciadas son tomadas del conjunto Mn(C).
2. Resultados previos
Para mayor comodidad, se enunciara´n algunos de los resultados de la Teor´ıa
de Matrices que se usara´n como referencia en las pruebas que se presentara´n
posteriormente. El lector interesado en informacio´n ma´s amplia puede consultar
[5], [6] y [7].
Teorema 1 (Teorema de Schur). Para toda matriz A con valores propios
λ1, . . . , λn, existe una matriz unitaria U y una matriz triangular superior TA,
tales que
U∗AU = TA = [tij ],
donde tii = λi, i = 1, . . . , n.
Teorema 2 (Teorema de triangularizacio´n unitaria). Si F ⊆ Mn(C) es una
familia conmutante, existe una matriz unitaria U tal que U∗AU es triangular
superior para toda A ∈ F .
Teorema 3 (Teorema de la descomposicio´n polar). Para toda matriz A, existe
una matriz semidefinida positiva P y una matriz unitaria V , tales que A = PV .
Toda matriz A puede descomponerse de manera u´nica, como la suma de una
matriz hermitiana H y una antihermitiana K, en donde
H =
1
2
(A+A∗) y K =
1
2
(A−A∗).
En el siguiente teorema se enuncian algunas caracterizaciones, que muestran la
relacio´n existente entre A,H,K,P y V cuando A es normal.
Teorema 4. Sea A una matriz, entonces las siguientes afirmaciones son equi-
valentes:
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(a) A es normal.
(b) A es unitariamente diagonalizable.
(c) ‖A‖2F =
∑n
i=1 |λi|2, donde δ(A) = {λ1, . . . , λn}.
(d) AV = V A.
(e) AP = PA.
(f) V P = PV .
(g) AH = HA.
(h) AK = KA.
(i) HK = KH.
Existe una relacio´n “pitago´rica” entre una matriz y sus partes hermitiana y
antihermitiana que se presenta a continuacio´n.
Proposicio´n 1. Para toda matriz A,
‖ A ‖2F=‖ H ‖2F + ‖ K ‖2F .
Demostracio´n.
‖A‖2F = 〈H +K,H +K〉F
= 〈H,H〉F + 〈H,K〉F + 〈K,H〉F + 〈K,K〉F
= 〈H,H〉F + Tr(K∗H) + Tr(H∗K) + 〈K,K〉F
= 〈H,H〉F − Tr(KH) + Tr(HK) + 〈K,K〉F
= 〈H,H〉F + 〈K,K〉F .
=‖ H ‖2F + ‖ K ‖2F .

Como una consecuencia directa del Teorema Espectral y la proposicio´n 1, se
tiene la siguiente afirmacio´n:
Corolario 1.
‖A‖2F =
n∑
i=1
|αi|2 +
n∑
i=1
|βi|2 ,
donde δ(H) = {α1, . . . , αn} y δ(K) = {ıˆβi, . . . , ıˆβn} con αi, βi ∈ R e ıˆ2 = −1,
para cada i = 1, . . . , n.
3. Resultados principales
Teorema 5. Las siguientes afirmaciones son equivalentes:
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(a) A es normal.
(b) Re(δ(A)) = δ(H).
(c) Im(δ(A)) = δ(K).
(d) δ(A) = {αi + ıˆβσ(i) | i = 1, . . . , n}, para alguna permutacio´n σ de Sn.
Demostracio´n. Se probara´ inicialmente (a) ⇐⇒ (b). Las equivalencias restan-
tes resultan de e´sta.
(a) ⇒ (b). Como A es normal, por el teorema 4, {A,H,K} es una familia
conmutante y del teorema 2, A,H y K son simulta´neamente triangularizables,
esto es, existe U unitaria tal que
A = U∗TAU, H = U∗THU, K = U∗TKU.
As´ı, TA = TH + TK , con lo cual, λj = αj + iβσ(j) para alguna permutacio´n σ
en Sn.
(b) ⇒ (a). Por el Teorema de Schur, existe una matriz unitaria U tal que
TA = U∗AU = [tij ] es una matriz triangular superior. Entonces,
TA = U∗HU + U∗KU
= Hˆ + Kˆ,
en donde, Hˆ = U∗HU =: [hˆij ] y Kˆ = U∗KU =: [kˆij ].
Dado que
‖TA‖2F = ‖Hˆ‖2F + ‖Kˆ‖2F , (1)
por el Teorema Espectral
n∑
i=1
|λi|2 +
∑
1≤i<j≤n
|tij |2 =
n∑
i=1
|αi|2 + ‖Kˆ‖2F .
Esta igualdad junto con la hipo´tesis conducen a
n∑
i=1
[Re(λi)]2 +
n∑
i=1
[Im(λi)]2 +
∑
1≤i<j≤n
|tij |2 =
n∑
i=1
[Re(λi)]2 + ‖Kˆ‖2F ,
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as´ı
n∑
i=1
[Im(λi)]2 +
∑
1≤i<j≤n
|tij |2 = ‖Kˆ‖2F
=
n∑
i=1
|kˆii|2 +
∑
i 6=j
|kˆij |2. (2)
Por otro lado, hˆii es real y kˆii es imaginario puro, entonces |tii|2 = |hˆii|2+|kˆii|2.
De lo anterior se obtiene∑
1≤i<j≤n
|tij |2 =
∑
i 6=j
|hˆij |2 +
∑
i 6=j
|kˆij |2.
De aqu´ı y (2)
n∑
i=1
[Im(λi)]2 +
∑
i 6=j
|hˆij |2 +
∑
i 6=j
|kˆij |2 =
n∑
i=1
|kˆii|2 +
∑
i 6=j
|kˆij |2.
Con lo cual,
n∑
i=1
[Im(λi)]2 +
∑
i 6=j
|hˆij |2 =
n∑
i=1
|kˆii|2. (3)
Como
ıˆ Im(λi) = kˆii,
de (3) se sigue que ∑
i 6=j
|hˆij |2 = 0,
luego necesariamente hˆij = 0 para cada i 6= j. Por otro lado, TA es triangular
superior, en consecuencia hˆij = −kˆij para todo i > j y de aqu´ı kˆij = 0 para
cada i 6= j. Se concluye que TA es una matriz diagonal y por el teorema 4 parte
(b), A es normal. 
La equivalencia (a) ⇐⇒ (c), resulta de observar que A es normal, si y so´lo
si, A¯ es normal, para luego aplicar la equivalencia (a) ⇐⇒ (b). La equivalencia
(a) ⇐⇒ (d), es inmediata de cualquiera de las equivalencias anteriormente
probadas.
En lo que sigue, δ(P ) = {ρ1, . . . , ρn} y δ(V ) = {u1, . . . , un}.
Teorema 6. Si A es una matriz, las siguientes afirmaciones son equivalentes:
(a) δ(A) = {ujρσ(j)|j = 1, . . . , n}, para alguna permutacio´n σ de Sn.
(b) |δ(A)| = {ρ1, . . . , ρn}.
(c) A es normal.
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Demostracio´n. Dado que los valores propios de una matriz unitaria tienen
mo´dulo 1 y P es semidefinida positiva, se sigue que (a)⇒ (b).
Para probar (b)⇒ (c), inicialmente obse´rvese que
‖A‖2F = ‖V P‖2F
= ‖P‖2F
=
n∑
i=1
ρ2i .
Por la hipo´tesis, ρ2i = |λσ(i)|2 para alguna permutacio´n σ, entonces
‖A‖F =
n∑
i=1
|λi|2
y por el Teorema Espectral, A es normal.
(c)⇒ (a). Si A es normal, por el teorema 4, {A, V, P} es una familia conmutan-
te, y como, A, V y P son matrices normales, entonces {A, V, P} es una familia
simulta´neamente diagonalizable v´ıa una matriz unitaria U , as´ı
U∗AU = U∗V UU∗PU
con U∗AU = diag(λ1, λ2, . . . , λn), U∗V U = diag(u1, u2, . . . , un) y
U∗PU = diag(ρσ(1), ρσ(2), . . . , ρσ(n)) para alguna permutacio´n σ, por tanto
λi = uiρσ(i), i = 1, . . . , n

Teorema 7. Una matriz A es normal, si y so´lo si, existe una permutacio´n σ
de Sn tal que
δ(A∗A) = {λjλσ(j) | j = 1, . . . , n}
Demostracio´n.
⇒ Si A es normal, entonces existe una matriz unitaria U tal que A = U∗DU
donde D = diag{λ1, . . . , λn}, luego A∗A = U∗D∗DU .
Ahora, D∗D = diag{λ1λ1, . . . , λnλn}, se sigue que
δ(A∗A) = {λiλi | i = 1, . . . , n}.
⇐ Por el Teorema de Schur, para alguna matriz unitaria U , A = U∗TU
con T triangular superior, as´ı A∗A = U∗T ∗TU . Haciendo Tˆ = T ∗T =: [tˆji], se
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tiene que tˆji = tˆij , i < j y tˆii = λiλi + αi donde αi =
∑i−1
k=1 t¯kitki.
No´tese que αi, tˆii ≥ 0 para i = 1, . . . , n. Ahora bien,
‖Tˆ‖2F =
n∑
i=1
|λiλi + αi|2 +
∑
i<j
2|tˆij |2.
Por otra parte, como Tˆ es normal y δ(A∗A) = δ(Tˆ ), entonces
‖Tˆ‖2F =
n∑
i=1
|λiλσ(i)|2.
Adema´s,
n∑
i=1
λiλσ(i) =
n∑
i=1
(λiλi + αi), (4)
en consecuencia
n∑
i=1
λiλσ(i) ≥
n∑
i=1
λiλi. (5)
Haciendo λi = ai + ıˆbi, con ai y bi reales, entonces
n∑
i=1
[(ai − aσ(i))2 + (bi − bσ(i))2] ≥ 0,
reescribiendo
n∑
i=1
(a2i + a
2
σ(i) + b
2
i + b
2
σ(i)) ≥
n∑
i=1
2(aiaσ(i) + bibσ(i)). (6)
Como A∗A es hermitiana, λiλσ(i) es un nu´mero real, entonces
λiλσ(i) = aiaσ(i) + bibσ(i).
Sustituyendo en (6)
n∑
i=1
(a2i + a
2
σ(i) + b
2
i + b
2
σ(i)) ≥
n∑
i=1
2λiλσ(i),
n∑
i=1
(λiλi + λσ(i)λσ(i)) ≥
n∑
i=1
2λiλσ(i).
As´ı,
n∑
i=1
λiλi ≥
n∑
i=1
λiλσ(i), (7)
De (4), (5) y (7) tenemos que αi = 0 para todo i = 1, . . . , n. Se concluye que
tki = 0, para todo i y todo k = 1, · · · , i − 1. Por lo tanto, T es una matriz
diagonal y as´ı A es necesariamente normal. 
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