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a b s t r a c t
If X is a geodesic metric space and x1, x2, x3 ∈ X , a geodesic triangle T = {x1, x2, x3} is the
union of the three geodesics [x1x2], [x2x3] and [x3x1] in X . The space X is δ-hyperbolic (in
the Gromov sense) if any geodesic side of T is contained in a δ-neighborhood of the union
of the two other geodesic sides, for every geodesic triangle T in X . We denote by δ(X)
the sharpest hyperbolicity constant of X , i.e. δ(X) := inf{δ ≥ 0 : X is δ-hyperbolic}. In
this paper we prove that in order to compute the hyperbolicity constant in a graph with
edges of the same length, it suffices to consider geodesic triangles such that the three points
determining those triangles are vertices of the graph ormidpoints of edges of the graph. By
using this result we prove that the hyperbolicity constant of a graph with edges of length
k is a multiple of k/4.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The theory of Gromov’s spaces was initially used in the studying of finitely generated groups, where it was demonstrated
to have an enormous practical importance. This theory was applied principally to the study of automatic groups (see [1]),
that play an important role in computer science. Other important applications of these spaces are in the secure transmission
of information on the Internet (see [2–4]), the spread of viruses through a network (see [3,4]), and the study of DNA data
(see [5]).
Since the hyperbolicity of many geodesic metric spaces is equivalent to the hyperbolicity of some graphs related to them
(see e.g. [6]), the study ofmathematical properties of hyperbolic graphs becomes an interesting topic of recent and increasing
interest in graph theory and its applications; see, for instance, [7–9,5,10–12,2,4,13–18].
In our study on the hyperbolicity constant in graphs we use the notation of [19]. Now we give some basic facts
about Gromov’s spaces. We say that a curve in a metric space (X, d)γ : [a, b] −→ X is a geodesic if it is an isometry,
i.e. L(γ |[t,s]) = d(γ (t), γ (s)) = |t − s| for every s, t ∈ [a, b]. We say that X is a geodesic metric space if for every x, y ∈ X
there exists a geodesic joining x and y; we denote by [xy] any such geodesic (sincewe do not require uniqueness of geodesics,
this notation is ambiguous, but it is convenient). It is clear that every geodesicmetric space is path-connected. If X is a graph,
we use the notation [u, v] for the edge of a graph joining the vertices u and v.
In order to consider a graph G as a geodesic metric space, we must identify (by an isometry) any edge [u, v] ∈ E(G)with
the real interval [0, l] (if l := L([u, v])); therefore, any point in the interior of the edge [u, v] is a point of G. A connected
graph G is naturally equipped with a distance defined on its points, induced by taking shortest paths in G. Throughout the
paper we consider graphs which are connected and locally finite (i.e., each ball contains just a finite number of edges); these
conditions guarantee that the graph is a geodesic metric space. In this paper we just consider simple graphs (without loops
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and multiple edges) such that every edge has the same length. Excluding multiple edges and loops is not an important loss
of generality, since [8, Theorems 8 and 10] reduce the problem of computing the hyperbolicity constant of graphs with
multiple edges and/or loops to the study of simple graphs.
If X is a geodesic metric space and J = {J1, J2, . . . , Jn}, with Jj ⊆ X , we say that J is δ-thin if any Ji ∈ J is contained in a
δ-neighborhood of the union of {J1, . . . , Ji−1, Ji+1, . . . , Jn}, that is, if for every x ∈ Ji we have that d(x,∪j≠i Jj) ≤ δ. We denote
by δ(J) the sharpest thin constant of J , i.e. δ(J) := inf{δ ≥ 0 : J is δ-thin}. If x1, x2, x3 ∈ X , a geodesic triangle T = {x1, x2, x3}
is the union of the three geodesics [x1x2], [x2x3] and [x3x1], and x1, x2, x3 will be called the vertices of the triangle T . The space
X is δ-hyperbolic (or it satisfies the Rips conditionwith constant δ) if every geodesic triangle in X is δ-thin.We denote by δ(X)
the sharp hyperbolicity constant of X , i.e. δ(X) := sup{δ(T ) : T is a geodesic triangle in X }. We say that X is hyperbolic if X
is δ-hyperbolic for some δ ≥ 0. If X is hyperbolic, then δ(X) = inf{δ ≥ 0 : X is δ-hyperbolic}.
2. Discretization of the hyperbolicity constant
The following technical lemma, which is easy to check, will be used in the proofs of the following results.
Lemma 2.1. Let m and n be two natural numbers. For every i ∈ 0, 12 , 1, 32, if there exists x0 ∈ i, i+ 12  such that n + x0 ≤
m− x0, then n+ x ≤ m− x for every x ≤ i+ 12 .
Proposition 2.2. Let G be a graph with edges of length 1 and let [ab] be a geodesic in G such that a ∈ [a1, a0] ∈ E(G), a0 ∈
[ab], b ∈ [b0, b1] ∈ E(G), b0 ∈ [ab] with s0 := d(a0, a), t0 := d(b0, b) ∈ (0, 1). We denote by as the point in [a1, a0] satisfying
d(as, a0) = s and by bt the point in [b0, b1] satisfying d(b0, bt) = t. The following facts hold:
(i) If (s0, t0) ∈ A1 =

(s, t) : s, t > 0, s+ t ≤ 12

, then [asa0] ∪ [a0b0] ∪ [b0bt ] is a geodesic for every (s, t) ∈
(s, t) : s, t ≥ 0, s+ t ≤ 12

.
(ii) If (s0, t0) ∈ A2 =

(s, t) : s, t ≤ 12 , s+ t > 12

, then [asa0]∪[a0b0]∪[b0bt ] is a geodesic for every (s, t) ∈

0, 12
×0, 12 .
(iii) If (s0, t0) ∈ A3 =

(s, t) : s > 12 , t > 0, s+ t ≤ 1

, then [asa0] ∪ [a0b0] ∪ [b0bt ] is a geodesic for every (s, t) ∈
0, 12
× 0, 12  ∪ (s, t) : s ≥ 12 , t ≥ 0, s+ t ≤ 1.
(iv) If (s0, t0) ∈ A4 =

(s, t) : s < 1, t ≤ 12 , s+ t > 1

, then [asa0] ∪ [a0b0] ∪ [b0bt ] is a geodesic for every (s, t) ∈
[0, 1]× 0, 12 .
(v) If (s0, t0) ∈ A5 =

(s, t) : s > 0, t > 12 , s+ t ≤ 1

, then [asa0] ∪ [a0b0] ∪ [b0bt ] is a geodesic for every (s, t) ∈
0, 12
× 0, 12  ∪ (s, t) : s ≥ 0, t ≥ 12 , s+ t ≤ 1.
(vi) If (s0, t0) ∈ A6 =

(s, t) : s ≤ 12 , t < 1, s+ t > 1

, then [asa0] ∪ [a0b0] ∪ [b0bt ] is a geodesic for every (s, t) ∈
0, 12
× [0, 1].
(vii) If (s0, t0) ∈ A7 =

(s, t) : s > 12 , t > 12 , s+ t ≤ 32

, then [asa0] ∪ [a0b0] ∪ [b0bt ] is a geodesic for every (s, t) ∈
(s, t) : 0 ≤ s ≤ 1, 0 ≤ t ≤ 1, s+ t ≤ 32

.
(viii) If (s0, t0) ∈ A8 =

(s, t) : s < 1, t < 1, s+ t > 32

, then [asa0] ∪ [a0b0] ∪ [b0bt ] is a geodesic for every (s, t) ∈
[0, 1] × [0, 1].
Proof. Since [ab] is a geodesic, we know that
(1) d(a0, b0)+ s0 + t0 ≤ d(a1, b1)+ 2− s0 − t0,
(2) d(a0, b0)+ t0 ≤ d(a0, b1)+ 1− t0,
(3) d(a0, b0)+ s0 ≤ d(a1, b0)+ 1− s0.
On the other hand, [asa0] ∪ [a0b0] ∪ [b0bt ] is a geodesic if and only if
(4) d(a0, b0)+ s+ t ≤ d(a1, b1)+ 2− s− t ,
(5) d(a0, b0)+ t ≤ d(a0, b1)+ 1− t ,
(6) d(a0, b0)+ s ≤ d(a1, b0)+ 1− s.
Finally, it is clear that, if [asa0] ∪ [a0b0] ∪ [b0bt ] is a geodesic, then [as′a0] ∪ [a0b0] ∪ [b0bt ′ ] is a geodesic for every s′ ≤ s
and t ′ ≤ t . Therefore, by the above lemma we obtain the result. 
As usual, by cyclewe mean a closed curve or closed path. By simple cyclewe mean a simple closed curve, i.e. a path with
different vertices, except the last one, which is equal to the first vertex.
Let G be a graph with edges of the same length k. We denote by J(G) the union of the set V (G) and the midpoints of the
edges of G. Consider the set T1 of geodesic triangles T in Gwhich are simple cycles and such that the vertices of the triangle
T belong to J(G), and we denote by δ1(G) the infimum of the constants λ such that every triangle in T1 is λ-thin.
Now, we will prove the main result in this paper, which states that, in order to check whether a graph is hyperbolic or to
compute the hyperbolic constant of a graph, it suffices to consider geodesic triangles such that the three points determining
those triangles are vertices or midpoints of edges of the graph. Moreover, we show that the hyperbolicity constant is a
multiple of 14 . Our results are important because we considerably reduce the numbers of geodesic triangles T = {x, y, z} to
be checked and we also reduce the number of points p ∈ [xy] for which we need to know the value of d(p, [yz] ∪ [zx]). In
order to prove these theorems we need the following result (see [20, Lemma 2.1]).
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Lemma 2.3. Let us consider a geodesic metric space X. If every geodesic triangle in X which is a simple closed curve is δ-thin, then
X is δ-thin.
This lemma has the following direct consequence.
Corollary 2.4. For any graph G,
δ(G) = supδ(T ) : T is a geodesic triangle which is a simple cycle .
Theorem 2.5. For every graph G with edges of length k, δ1(G) = δ(G).
Proof. Applying a dilation or a compression to each edge, it is clear that it suffices to prove the result when every edge has
length 1. The inequality δ1(G) ≤ δ(G) is obvious. By Corollary 2.4 it suffices to prove that for every simple geodesic triangle
T = {x, y, z} and p ∈ [xy] there exist a simple geodesic triangle T ′ = {x′, y′, z ′}, with x′, y′, z ′ ∈ J(G), and p′ ∈ [x′y′] such
that d(p′, [x′z ′] ∪ [y′z ′]) ≥ d(p, [xz] ∪ [yz]). In order to obtain that, we use the following notation:
• x+ (respectively, x−), the nearest point to x in J(G)∩[xy] if J(G)∩[xy] ≠ ∅ (respectively, in J(G)∩[zx] if J(G)∩[zx] ≠ ∅),
• y+ (respectively, y−), the nearest point to y in J(G)∩[yz] if J(G)∩[yz] ≠ ∅ (respectively, in J(G)∩[xy] if J(G)∩[xy] ≠ ∅),
• z+ (respectively, z−), the nearest point to z in J(G)∩[xz] if J(G)∩[xz] ≠ ∅ (respectively, in J(G)∩[yz] if J(G)∩[yz] ≠ ∅).
Case1. Assume that the points x and ybelong to the sameedge [ux, vx]. If d(ux, x) < d(ux, y), thenwe take x′ = ux and y′ = vx.
Hence, the geodesics [x′z] and [y′z] contain the same vertices as [xz] and [yz]. By taking z ′ = z+ (or z−), T ′ = {x′, y′, z ′} and
p′ the midpoint of the edge [x′, y′], we have d(p′, [x′z ′] ∪ [y′z ′]) ≥ d(p, [xz] ∪ [yz]).
Case 2. The points x and y belong to different edges [ux, vx] and [uy, vy], respectively, and vx, uy ∈ [xy].
Case 2.1. Assume that z belongs, for example, to the same edge as x; then z ∈ [uxx] and
d(p, [xz] ∪ [yz]) = min{d(p, x), d(p, y), d(p, [uxvy])}.
We take z ′ = ux. If vx = uy, then we know that T is either a cycle C3 or a cycle C4; in consequence, we can choose a simple
geodesic triangle T ′ = {x′, y′, z ′} such that x′, y′, z ′ ∈ J(G), the cycle determined by [x′y′] ∪ [y′z ′] ∪ [z ′x′] is the same as the
cycle determined by [xy] ∪ [yz] ∪ [zx] and δ(T ) ≤ δ(T ′).
We deal now with the case vx ≠ uy.
Case 2.1.1. Assume that d(p, [xz] ∪ [yz]) = d(p, [uxvy]); then p ∉ [ux, vx]. We denote by [up, vp] the edge containing pwith
up ∈ [px] (if p ∈ V (G), then we define up := vp := p).
If up belongs to the geodesic which gives the distance d(p, [uxvy]), then we have d(p, up) + d(up, vx) + d(vx, x) ≥
d(p, up) + d(up, [uxvy]). So, we have two cases: If x ∈ V (G), by Proposition 2.2, we can take x′ = x and y′ = y+ to obtain
d(p, [x′z ′] ∪ [y′z ′]) ≥ d(p, [xz] ∪ [yz]). If x ∉ V (G), we have d(up, vx) ≥ d(up, [uxvy]) and, by Proposition 2.2, we can take
x′ = vx and y′ = y+ to conclude that [x′y′] is also a geodesic containing p and satisfying d(p, [xz]∪[yz]) = d(p, [x′z ′]∪[y′z ′]).
If vp belongs to the geodesic which gives the distance d(p, [uxvy]), then we have d(p, vp) + d(vp, uy) + d(uy, y) ≥
d(p, vp) + d(vp, [uxvy]). So, we have two cases: If y ∈ V (G), by Proposition 2.2, we can take x′ = x− and y′ = y
in order to obtain d(p, [x′z ′] ∪ [y′z ′]) ≥ d(p, [xz] ∪ [yz]). If y ∉ V (G), we have d(vp, uy) ≥ d(vp, [uxvy]) and, by
Proposition 2.2, we can take y′ = y− and x′ = x− to conclude that [x′y′] is also a geodesic containing p and satisfying
d(p, [xz] ∪ [yz]) = d(p, [x′z ′] ∪ [y′z ′]).
Case 2.1.2. Assume now that d(p, [xz] ∪ [yz]) = d(p, x). If p ∈ [xvx], we can take x′ = x−, p′ ∈ [x′vx] such that d(p, x) =
d(p′, x′) and, by Proposition 2.2, y′ = y−, so p′ ∈ [x′y′] and d(p, [xz] ∪ [yz]) = d(p′, [x′z ′] ∪ [y′z ′]). In other cases, we
denote by [up, vp] the edge containing p with up ∈ [px] (if p ∈ V (G), then we define up := vp := p). It is clear that
d(p, up)+ d(up, [uxvy]) ≥ d(p, up)+ d(up, vx)+ d(vx, x); in consequence, d(up, [uxvy]) ≥ d(up, vx)+ 1 (if x = vx, it suffices
to take x′ = x and y′ = y+). We are going to check that this allows us to choose x′ ∈ [uxvx] ∩ J(G) such that d(x, x′) ≤ 12 ,
and p′ ∈ [px] such that d(x, x′) = d(p, p′), satisfying d(p′, x′) ≤ d(p′, [uxvy]). We define s0 := d(x, vx), t0 := d(uy, y),
s := d(x−, x) and t := d(y−, y). By Proposition 2.2, if (s0, t0) ∈ Ai with i an even number, we can take x′ = x−, y′ = y+ and
p′ ∈ [px] such that d(x, x′) = d(p, p′), and then d(p, [xz] ∪ [yz]) = d(p, x) = d(p′, x′) = d(p′, [x′z ′] ∪ [y′z ′]). If (s0, t0) ∈ Ai
with i an odd number, we can take x′ = x−, y′ = y− and p′ ∈ [px] such that d(x, x′) = d(p, p′) and, as s ≥ t , we have
d(p, [xz] ∪ [yz]) = d(p, x) = d(p′, x′) = d(p′, [x′z ′] ∪ [y′z ′]).
Case 2.1.3. For the case d(p, [xz] ∪ [yz]) = d(p, y), as the fact that z belongs to the same edge as x is not involved in the
previous case, we can use the same reasoning, interchanging the roles of x and y, that is, x′ = x−, y′ = y+, p′ ∈ [py] such
that d(y, y′) = d(p, p′) if (s0, t0) ∈ Ai with i an even number, and x′ = x+, y′ = y+ if (s0, t0) ∈ Ai with i an odd number.
Case 2.2. Assume now that x, y, z are in different edges [ux, vx], [uy, vy] and [uz, vz], respectively. In such a case,
d(p, [xz] ∪ [yz]) = min{d(p, x), d(p, y), d(p, [uxvz] ∪ [uzvy])}.
Case 2.2.1. Assume that d(p, [xz] ∪ [yz]) = d(p, [uxvz] ∪ [uzvy]). If x ∈ V (G), by Proposition 2.2, we can take x′ = x, y′ = y+,
z = z+ and p′ = p to obtain that p′ ∈ [x′y′] and d(p, [xz] ∪ [yz]) = d(p, [uxvz] ∪ [uzvy]) = d(p′, [x′z ′] ∪ [y′z ′]). Analogously,
if y = vy, taking x′ = x−, y′ = y, z = z− and p′ = p we obtain p′ ∈ [x′y′] and d(p, [xz] ∪ [yz]) = d(p, [uxvz] ∪ [uzvy]) =
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d(p′, [x′z ′] ∪ [y′z ′]). Therefore, we can assume that x, y ∉ V (G); thus, p ∉ [ux, vx] ∪ [uy, vy]. We denote by [up, vp] the edge
which contains p such that up ∈ [xp] (if p ∈ V (G), then we define up := vp := p). Assume that the geodesic which gives the
distance d(p, [uxvz]∪[uzvy]) contains up. In this casewehave d(p, up)+d(up, vx)+d(vx, x) ≥ d(p, up)+d(up, [uxvz]∪[uzvy]);
therefore, d(up, vx) ≥ d(vp, [uxvz] ∪ [uzvy]) and, by Proposition 2.2, we can take x′ = x+, y′ = y+ and z ′ = z+ such that
T ′ = {x′, y′, z ′} is a geodesic triangle, p ∈ [x′y′] and d(p, [xz] ∪ [yz]) = d(p, [x′z ′] ∪ [y′z ′]) = d(p, [uxvz] ∪ [uzvy]). If the
geodesic which gives the distance d(p, [uxvz] ∪ [uzvy]) contains vp, we have d(p, vp) + d(vp, uy) + d(uy, y) ≥ d(p, vp) +
d(vp, [uxvz]∪ [uzvy]), so d(vp, uy) ≥ d(vp, [uxvz]∪ [uzvy]) and, by Proposition 2.2, we can take x′ = x−, y′ = y− and z ′ = z−
such that T ′ = {x′, y′, z ′} is a geodesic triangle, p ∈ [x′y′] and d(p, [xz] ∪ [yz]) = d(p, [x′z ′] ∪ [y′z ′]) = d(p, [uxvz] ∪ [uzvy]).
Case 2.2.2. If we have d(p, [xz] ∪ [yz]) = d(p, x) (or d(p, [xz] ∪ [yz]) = d(p, y)), we can take x′ and y′ as in the case 2.1.2
(or 2.1.3) and z ′ = z− (or z ′ = z+). 
Theorem 2.6. For every hyperbolic graph G with edges of length k, δ(G) is a multiple of k4 .
Proof. Applying a dilation or a compression to each edge, it is clear that it suffices to prove the result when every edge has
length 1. We are going to check that for every geodesic triangle T = {x, y, z}, with x, y, z ∈ J(G), and every p ∈ [xy], there
exist a natural number l and p′ ∈ [xy] such that d(p′, [xz] ∪ [zy]) = l4 ≥ d(p, [xz] ∪ [zy]).
If the points x and y belong to the same edge, the result is trivial because we can take the midpoint in [xy]. Assume that
the points x and y belong to different edges, [ux, vx] and [uy, vy], respectively, and vx, uy ∈ [xy]. Without loss of generality
we can assume that p ∉ V (G), since otherwise the result is trivial. If p ∉ [ux, vx] ∪ [uy, vy], we denote by [up, vp] the edge in
[xy]which contains p such that up ∈ [px], t = d(p, up), and letw be the nearest vertex in [xz] ∪ [zy] to p. It is clear that
d(p, [xz] ∪ [zy]) = min{d(p, x), d(p, y), d(p, w)},
and there exist four natural numbers k, r, i, j such that d(p, x) = t+ k2 , d(p, y) = 1−t+ r2 and d(p, w) = min{t+i, 1−t+j}.
If t+ k2 ≤ min

1− t + r2 ,min{t + i, 1− t + j}

and t ∈ 0, 14 , then t ′+ k2 ≤ min 1− t ′ + r2 ,min{t ′ + i, 1− t ′ + j}
for every t ′ ∈ 0, 14  the same argument also works if t belongs to one of the intervals  14 , 12  ,  12 , 34  or  34 , 1. There-
fore,we can take p′ ∈ [up, vp] such that d(up, p′) = 14 in order to obtain d(p′, [xz]∪[zy]) = d(p′, x) = 1+2k4 ≥ d(p, [xz]∪[zy]).
We can use the same argument if d(p, [xz] ∪ [zy]) = d(p, y) or d(p, [xz] ∪ [zy]) = d(p, w).
Finally, if p belongs to one of the intervals, for example, to [ux, vx], then d(p, [xz] ∪ [zy]) ≤ 1 and, taking p′ ∈ [xy] such
that d(p′, x) = d(p′, y), we obtain d(p′, [xz] ∪ [zy]) = l4 ≥ d(p, [xz] ∪ [zy]). 
The following result is a consequence of the previous results. It states that in any hyperbolic graph with edges of length
k there always exists a geodesic triangle for which the hyperbolicity constant is attained.
Theorem 2.7. For any hyperbolic graph G with edges of length k, there exists a geodesic triangle T = {x, y, z}with x, y, z ∈ J(G)
which is a simple cycle such that δ(T ) = δ(G).
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