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  Περίληψη	  	  	  	   Στην	   παρούσα	   εργασία	   θα	   μελετήσουμε	   τις 	   επιδόσεις 	   δύο	   γνωστών	  αλγορίθμων	   που	   χρησιμοποιούνται 	   για 	   κατηγοριοποίηση	   κειμένου, 	   του	  Naïve	   Bayes	   και 	   των	   κ-­‐εγγύτερων	   γειτόνων. 	   Οι 	   αλγόριθμοι 	   αυτοί 	   θα	  εφαρμοστούν	   πάνω	   σε	   μεγάλο	   όγκο	   δεδομένων	   που	   αντιπροσωπεύουν	  προϊόντα	   ηλεκτρονικών	   καταστημάτων. 	   Η	   κατηγοριοποίηση	   βασίζεται 	   στα	  χαρακτηριστικά	   των	   προϊόντων	   όπως	   αυτά	   προκύπτουν	   από	   τη	   γενικότερη	  περιγραφή. 	   Μέσω	   κάποιων	   πειραμάτων	   προσπαθούμε	   να	   εξηγήσουμε	   τη	  συμπεριφορά	  των	  χρησιμοποιούμενων	  αλγορίθμων	  και 	  τους	  τρόπους	  που	  θα	  μπορούσαν	  να	  βελτιώσουν	  την	  αποτελεσματικότητά	  τους. 	  	  
 
 






































	  	  	  	  Abstract	  	  	  	   The	   purpose	   of 	   the	   present 	   diploma	   thesis 	   is 	   study	   and	   performance	  evaluation	   of 	   two	   well-­‐known	   text 	   c lassif ication	   algorithms, 	   Naïve	   Bayes	  and	   k-­‐Nearest-­‐Neighbors . 	   We	   wil l 	   use	   these	   algorithms	   on	   big 	   data 	   that 	  represent 	   products 	   retrieved	   from	   online	   shops. 	   Classif ication	   is 	   based	   on	  the	   characterist ics 	   of 	   the	   products 	   as 	   result ing	   from	   the	   general 	  description.  Through	   some	   experiments 	   we	   are 	   trying	   to 	   explain 	   the	  behavior 	   of 	   the	   algorithms	   used	   and	   f igure	   out 	   some	   ways	   that 	   they	   could	  improve	  their 	  effect iveness . 	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  ΚΕΦΑΛΑΙΟ	  1	  
 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  Μηχανική	  Μάθηση	  (Machine	  Learning)	  	  	  	  	  1.1 	  Γενικά	  περί	  Μηχανικής	  Μάθησης	  
 H	  Μηχανική	  Mάθηση	  αποτελεί	  έναν	  επιστημονικό	  κλάδο	  που	  διερευνά	  την	  κατασκευή	  και	   τη	   μελέτη	   αλγορίθμων	  που	   μπορούν	   να	  “μάθουν”	   μέσω	   της	   τροφοδότησής	   τους	  από	  δεδομένα.	   Αυτοί	   οι	   αλγόριθμοι	   κατασκευάζουν	   μοντέλα	   που	   χρησιμοποιούν	   τα	   δεδομένα	  εισόδου	   για	   να	   κάνουν	   προβλέψεις	   ή	   να	   πάρουν	   αποφάσεις,	   αντί	   απλώς	   να	   ακολουθούν	  ρητά	   κάποιες	   εντολές	   προγράμματος.	   Η	   Μηχανική	   μάθηση	   μπορεί	   να	   θεωρηθεί	   ένα	  υποπεδίο	  της	  επιστήμης	  των	  υπολογιστών	  και	  της	  στατιστικής	  ανάλυσης.	  Συνδέεται	  στενά	  με	   την	   τεχνητή	   νοημοσύνη	   και	   τα	   προβλήματα	   βελτιστοποίησης	   από	   όπου	   αντλούνται	  μέθοδοι,	   θεωρίες	   και	   εφαρμογές,	   ενώ	   χρησιμοποιείται	   σε	   μια	   σειρά	   υπολογιστικών	  εργασιών	   όπου	   ο	   σχεδιασμός	   και	   ο	   προγραμματισμός	   αλγορίθμων	   που	   στηρίζονται	   σε	  κανόνες	   είναι	   ανέφικτος.	  Παράδειγματα	   εφαρμογών	   είναι	   το	   φιλτράρισμα	   ανεπιθύμητης	  αλληλογραφίας,	  η	   οπτική	   αναγνώριση	   χαρακτήρων	  (OCR),	  οι	   μηχανές	   αναζήτησης	  και	  η	  όραση	   υπολογιστών.	  Συχνά	   η	  Μηχανική	   μάθηση	   συγχέεται	   με	  την	   εξόρυξη	  δεδομένων,	  παρόλο	   που	   εστιάζει	   περισσότερο	   στη	   διερευνητική	   ανάλυση	   των	  δεδομένων.	  Η	  Μηχανική	  Μάθηση	  και	  η	  αναγνώριση	  προτύπων	  μπορούν	  να	  θεωρηθούν	  ως	  δύο	  όψεις	  του	  ίδιου	  τομέα.	  	  	  	  1.2 	  Ορισμοί	  για	  τη	  Μηχανική	  Μάθηση	  






Το	  1959	  ο	  Arthur	  Samuel	  όρισε	  τη	  Μηχανική	  Μάθηση	  ως	  “Ένα	  πεδίο	  μελέτης	  που	  δίνει	  τη	   δυνατότητα	   στους	   υπολογιστές	   να	   μαθαίνουν	   χωρίς	   να	   ακολουθούν	   ρητές	   εντολές	  προγράμματος”.	  Ο	  Samuel,	  κατά	  τη	  διάρκεια	  που	  εργαζόταν	  για	  την	  IBM	  του	  πιστώθηκε	  η	  δημιουργία	   ενός	   προγράμματος	   που	   μαθαίνει	   από	   μόνο	   του.	   Ο	   ίδιος	   επέλεξε	   ένα	   απλό	  παιχνίδι	   ,που	   ονομάζεται	   checkers	   ,	   μέσω	   του	   οποίου	   το	   πρόγραμμα	   μπορεί	   να	   μάθει	  ,επειδή	   είναι	   απλό	  αλλά	   χειάζεται	   και	   στρατηγική.	  Με	   τη	   βοήθεια	   του	  αλγορίθμου	   alpha-­‐beta	   με	   αποτίμηση-­‐κλάδεμα(μείωση	   των	   κόμβων	   που	   χρειάζονται	   να	   αποτιμηθούν	   )	   και	  του	  αλγορίθμου	  minimax(ελαχιστοποίηση	   της	  απώλειας	   για	   τη	   χειρότερη	  περίπτωση)	   το	  πρόγραμμα	   μπορούσε	   να	   μειώσει	   τις	   κινήσεις	   ,συνεπώς	   να	   βελτιώσει	   την	   επίδοση	   λόγω	  κόστους	  σε	  μνήμη	  του	  προγράμματος.	  Ο	  Tom	  M.	  Mitchell,	  επικεφαλής	  στον	  τομέα	  της	  Μηχανικής	  Μάθησης	  στο	  πανεπιστήμιο	  Carnegie	   Mellon	   και	   συγγραφέας	   του	   βιβλίου	   Machine	   Learning	   (McGraw-­‐Hill)	   το	   1997	  έδωσε	   τον	   εξής	   ορισμό:	   “Ένα	   πρόγραμμα	   υποτίθεται	   ότι	   μαθαίνει	   από	   μια	   εμπειρία	   Ε,	  σύμφωνα	  με	  μια	  κλάση	  έργων	  Τ	  και	  ένα	  μέτρο	  της	  επίδοσής	  του	  P,	  εάν	  η	  επίδοσή	  του	  στο	  έργο	  Τ,	  όπως	  έχει	  μετρηθεί	  από	  το	  P,	  βελτιώνει	  την	  εμπειρία	  του	  κατά	  Ε	  ”.	  Το	  σημαντικό	  σε	  αυτή	  την	  προσέγγιση	  είναι	  ότι	  έχουμε	  συγκεκριμένους	  όρους	  για	  να	  προσδιοριστεί	  η	  έννοια	  της	  Μηχανικής	  Μάθησης:	  	  
• Έργο	  (T),	  που	  μπορεί	  να	  είναι	  ένα	  η	  περισσότερα	  στον	  αριθμό	  
• Εμπειρία	  (Ε)	  












μεγιστοποιήσουν	  μια	  έννοια	  συσωρευμένης	  ανταμοιβής.	  Λόγω	  ότι	  το	  πρόβλημα	  είναι	  τόσο	  γενικό	  έχει	  μελετηθεί	  από	  διάφορους	  επιστημονικούς	  κλάδους	  όπως	  η	  θεωρία	  παιγνίων,	  η	  θεωρία	  ελέγχου,	  η	  στατιστική	  ,	  οι	  γενετικοί	  αλγόριθμοι	  και	  η	  βελτιστοποίηση	  που	  βασίζεται	  σε	  προσομοίωση.	  Στον	  τομέα	  του	  αυτόματου	  ελέγχου	  οι	  μέθοδοι	  που	  χρησιμοποιούνται	  και	  μελετώνται	  ονομάζονται	  δυναμικοί-­‐προσεγγιστικοί(approximate	  dynamic	  programming).	  Για	   τη	   Μηχανική	   Μάθηση	   οι	   περισσότεροι	   αλγόριθμοι	   που	   βρίσκουν	   εφαρμογή	   σε	  προβλήματα	   Ενισχυτικής	   μάθησης	   χρησιμοποιούν	   τεχνικές	   δυναμικού	   προγραμματισμού.	  Οι	  κλασσικοί	  αλγόριθμοι	  εδώ	  δε	  μπορούν	  να	  εφαρμοστούν	  διότι	  το	  περιβάλλον	  αποτελείται	  από	   καταστάσεις	   που	   οδηγούν	   σε	   μερικώς	   τυχαία	   αποτελέσματα	   ,τα	   οποία	   εν	   μέρει	  επηρρεάζονται	   από	   	   τη	   διαδικασία	   λήψης	   της	   απόφασης.	   Συνεπώς	   η	   γνώση	   για	   το	  περιβάλλον	  για	  τους	  αλγόριθμους	  που	  χρησιμοποιούνται	  στην	  Ενισχυτική	  μάθηση	  δεν	  είναι	  αναγκαία.	   	   	  	  1.4 	  Τομείς	  που	  χρησιμοποιούν	  Μηχανική	  Μάθηση	  	   Η	   Μηχανική	   Μάθηση	   βρίσκει	   μεγάλη	   εφαρμογή	   σε	   επίλυση	   προβλημάτων	   που	  απασχολούν	  την	  καθημερινή	  μας	  ζωή	  όπως:	  	  
Ø Λογισμικό	  	  Σκοπός	  της	  χρήσης	  είναι	  η	  βελτίωση	  της	  εμπειρίας	  έτσι	  ώστε	  το	  σύστημα	  να	  μαθαίνει	  μέσα	  από	  τη	  συμπεριφορά	  του	  χρήστη	  και	  τις	  προτιμήσεις	  του.	  Έπειτα	  από	  κάποιο	  χρόνο	  που	  το	  σύστημα	  χρησιμοποιείται	  καθίσταται	  ικανό	  να	  μαντέψει	  τις	  επόμενες	  επιλογές	  του	  χρήστη.	  	  Ανεπιθύμητη	  αλληλογραφία	  	  Η	  αναγνώριση	  της	  ανεπιθύμητης	  αλληλογραφίας	  είναι	  ένα	  κλασσικό	  παράδειγμα	  όπου	  με	   το	   πέρασμα	   του	   χρόνου	   οι	   υπολογιστές	   ανταποκρίνονται	   όλο	   και	   καλύτερα.	   Σε	  περίπτωση	  που	  το	  πρόγραμμα	  θεωρήσει	  ανεπιθύμητο	  ένα	  μήνυμα	  αλληλογραφίας	  ρωτά	  το	  χρήστη	  να	   επιβεβαιώσει	  ή	   να	  απορρίψει	  αυτή	  τη	  θεώρηση	  και	  με	  βάση	  την	   ενέργειά	  του	  υπάρχει	  μεγάλη	  πιθανότητα	  τα	  	  επόμενα	  μηνύματα	  να	  τα	  διαχειριστεί	  σωστά	  από	  εδώ	  και	  στο	  εξής.	  	  






	  Κατάταξη	  αποτελεσμάτων	  σε	  μηχανές	  αναζήτησης	  	  Όλοι	   είμαστε	   εξοικειωμένοι	   με	   την	   κατάταξη	   των	   αποτελεσμάτων	   μετά	   από	   μια	  αναζήτηση	   στο	   διαδίκτυο.	   Η	   διαδικασία	   υποβολής	   ενός	   ερωτήματος	   προς	   μια	   μηχανή	  αναζήτησης	   μας	   επιστρέφει	   σελίδες	   σχετικές	   με	   το	   ερώτημα	   με	   μια	   συγκεκριμένη	   σειρά	  σχετικότητας.	   Για	   να	   επιτευχθεί	   αυτή	   η	   ταξινόμηση	   στα	   αποτελέσματα	   η	   μηχανή	  αναζήτησης	   χρειάζεται	   να	   ”ξέρει”	  ποιες	  σελίδες	   είναι	   σχετικές	   και	  ποιες	   ταιριάζουν	  με	   το	  ερώτημα.	   Αυτή	   η	   γνώση	   μπορεί	   να	   αντληθεί	   απο	   διάφορες	   πηγές	   όπως	   η	   δομή	   του	  συνδέσμου	   που	   οδηγεί	   στη	   σελίδα,	   το	   περιεχόμενό	   της,	   τη	   συχνότητα	   που	   οι	   χρήστες	  επιλέγουν	   να	   ακολουθήσουν	   μια	   συγκεκριμένη	   πρόταση	   από	   τα	   αποτελέσματα.	   Ἐτσι	   με	  χρήση	  της	  Μηχανικής	  Μάθησης	  η	  διαδικασία	  αυτοματοποιείται	  και	  τελικά	  κατασκευάζουμε	  πιο	  έξυπνες	  μηχανές	  αναζήτησης	  που	  ανταποκρίνονται	  στις	  ανάγκες	  των	  χρηστών.	  	  






	  	  	   Εικόνα	  1.3.	  Παράδειγμα	  προτάσεων	  αγοράς	  βιβλίων	  σχετικών	  με	  το	  βιβλίο	  “Machine	  Learning”	  του	  Tom	  M.	  Mitchell	  στη	  σελίδα	  του	  Amazon	  	  	   Αυτόματη	  μετάφραση	  και	  αναγνώριση	  λέξεων	  σε	  διάφορες	  γλώσσες	  	  Ένα	  μη	  επαρκώς	  ορισμένο	  πρόβλημα	  που	  καλείται	  να	  λύσει	  η	  Μηχανική	  Μάθηση	  είναι	  η	  αυτόματη	  μετάφραση	  εγγράφων.	  Θα	  στοχεύαμε	  ιδανικά	  στο	  να	  καταλαβαίνουμε	  πλήρως	  ένα	  κείμενο	  πρωτού	  το	  μεταφράσουμε,	   χρησιμοποιώντας	  μια	  ομάδα	  από	  κανόνες	  που	  θα	  είχαν	   εξαχθεί	   από	   γλωσσολογική	   ανάλυση	   των	   δὐο	   γλωσσών	   από	   και	   προς	   τις	   οποίες	  θέλουμε	  να	  μεταφράσουμε.	  Αυτή	  είναι	  μια	  επίπονη	  διαδικασία	  ,πολύ	  περισσότερο	  όταν	  το	  δοσμένο	  κείμενο	  δεν	  είναι	  συντακτικά	  σωστό	  ή	  υπάρχει	  δυσκολία	  στην	  κατανόηση	  μέρους	  αυτού.	   Μια	   τακτική	   που	   έχει	   αποδειχθεί	   επιτυχημένη	   στην	   πράξη	   είναι	   η	   χρήση	  παραδειγμάτων	   μεταφρασμένων	   κειμένων	   που	   υποδεικνύουν	   πως	   πρέπει	   να	   γίνει	   η	  μετάφραση.	  	  	  
	  	  Εικόνα	  1.4.	  Παράδειγμα	  μετάφρασης	  τμήματος	  κειμένου	  από	  αγγλικά	  σε	  ελληνικά	  
 






ή	  ενός	  βίντεο	  του	  προσώπου	  καλούνται	  να	  αναγνωρίσουν	  την	  ταυτότητα	  του	  ατόμου.	  Με	  άλλα	  λόγια	  το	  σύστημα	  θα	  πρέπει	  να	  κατηγοριοποιήσει	  τα	  πρόσωπα	  σε	  μια	  ή	  περισσότερες	  κλάσεις	  ή	  να	  αποφανθεί	  ότι	  το	  συγκεκριμένο	  πρόσωπο	  είναι	  άγνωστο.	  Ένα	  παρόμοιο	  αλλά	  με	  κάποιες	  διαφορές	  είναι	  το	  πρόβλημα	  της	  επαλήθευσης.	  Ο	  σκοπός	  είναι	  να	  επαληθευτεί	  εάν	   ένα	   πρόσωπο	   είναι	   αυτό	   που	   λέει	   ότι	   είναι.	   Να	   σημειωθεί	   ότι	   η	   διαφορά	   με	   πριν	  έγγειται	   στο	   ότι	   η	   απάντηση	   είναι	   ναι	   ή	   όχι.	   Για	   να	   αντιμετωπίσουμε	   τις	   διαφορετικές	  συνθήκες	  φωτισμού,	  τις	  εκφράσεις	  του	  προσώπου,	  εάν	  το	  άτομο	  φοράει	  γυαλιά,	  το	  μήκος	  των	   μαλλιών	   κλπ.	   Είναι	   επιθυμητό	   να	   έχουμε	   ένα	   σύστημα	   που	   μαθαίνει	   ποια	  χαρακτηριστικά	   είναι	   σχετικά	   ώστε	   να	   αναγνωριστεί	   η	   ταυτότητα	   του	   συγκεκριμένου	  ατόμου.	  	  
	  Εικόνα	  1.5.	  Παράδειγμα	  του	  ίδιου	  προσώπου.	  Η	  πρόκληση	  είναι	  να	  αναγνωριστεί	  πως	  πρόκειται	  για	  το	  ίδιο	  άτομο	  και	  στις	  11	  περιπτώσεις.	  	  	  Εκτός	   από	   την	   αναγνώριση	   προσώπων	   η	   Μηχανική	   Μάθηση	   βοηθά	   και	   στην	  αναγνώριση	   οντοτήτων	   (named	   entity	   recognition),	   ένα	   πρόβλημα	   που	   απαιτεί	   την	  αναγνώριση	  κάποιας	  οντότητας	  όπως	  μια	  τοποθεσία,	  έναν	  τίτλο,	  ένα	  όνομα,	  μιας	  ενέργειας	  κλπ	  από	  έγγραφα.	  Τέτοια	  βήματα	  είναι	  καθοριστικά	  για	  την	  αυτόματη	  αναγνώριση	  εικόνας	  από	  κείμενα.	  Κάποια	  προγράμματα	  ηλεκτρονική	  αλληλογραφίας	  στην	  εποχή	  μας	  έχουν	  την	  ικανότητα	  να	  αναγνωρίζουν	  αυτόματα	  κάποιες	  διευθύνσεις	  στα	  μηνύματα	  αλληλογραφίας	  και	  να	  τις	  προσθέτουν	  σε	  ένα	  αρχείο	  διευθύνσεων.	  	  	  
	  Εικόνα	  1.6.	  Παράδειγμα	  οντοτήτων	  σε	  άρθρο.Οι	  σχετικές	  τοποθεσίες,	  οργανισμοί	  και	  πρόσωπα	  έχουν	  ταμπέλα	  για	  εξαγωγή	  περισσότερων	  δεδομένων	  	  	  Άλλες	   εφαρμογές	   περιλαμβάνουν	   την	   αναγνώριση	   φωνής	   και	   λόγου,	   όπως	   για	  παράδειγμα	   το	   Siri	   	   της	   Apple	   όπου	   ο	   χρήστης	   ρωτά	   το	   κινητό	   του	   τηλέφωνο	   κι	   αυτό	  επεξεργάζεται	   τα	   δεδομένα	   από	   το	   λόγο	   του.Το	   αποτέλεσμα	   μπορεί	   να	   είναι	   ένα	   γραπτό	  μήνυμα	   ή	   ένα	   μήνυμα	   στο	   Twitter	   ή	   η	   οργάνωση	   μιας	   συνάντησης.	   Εάν	   η	   εφαρμογή	   δεν	  μπορέσει	  να	  καταλάβει	  πραγματοποιεί	  μια	  αναζήτηση	  βασισμένη	  στα	  όσα	  κατέγραψε	  από	  το	  χρήστη.	  
 
Ø Οικονομία	  –	  Χρηματιστήριο	  






μεγάλη	   ανάλυση	   και	   υπολογισμούς	   για	   να	   είναι	   σε	   θέση	   να	   κάνουν	   προτάσεις	   και	   να	  δώσουν	  συστάσεις.	  Από	  τη	  σκοπιά	  της	  Μηχανικής	  Μάθησης	  οι	  αποφάσεις	  παίρνονται	  για	  λογαριασμό	  του	  χρήστη	  για	  το	  αν	  είναι	  συμφέρον	  να	  αγοράσει	  ή	  να	  πουλήσει	  μετοχές	  στην	  παρούσα	   τιμή.	   Λαμβάνονται	   υπ᾽όψιν	   το	   ιστορικό,	   οι	   τιμές	   που	   άνοιξαν	   και	   έκλεισαν	   οι	  μετοχές	  αλλά	  και	  οι	  ποσότητα	  που	  αγοράζεται	  και	  πωλείται.	  Με	  δεδομένους	  αυτούς	  τους	  4	  παράγοντες	  ένας	  αλγόριθμος	   	  μπορεί	  να	  μάθει	  τις	   “συνήθειες”	  του	  χρηματιστηρίου	  οπότε	  εφαρμόζοντας	  αυτές	  τις	  αρχές	  στο	  σύνολο	  των	  μετοχών	  ενός	  χρήστη	  μπορεί	  να	  αποφανθεί	  εάν	  συμφέρει	  να	  πουλήσει	  ή	  να	  αγοράσει.	  Τα	   Bitcoins	   είναι	   ένα	   καλό	   παράδειγμα	   όπου	   χρησιμοποιούνται	   τέτοιου	   είδους	  αλγόριθμοι	   στην	  πράξη.	   Τα	   εικονικά	   νομίσματα	  αγοράζονται	   και	  πωλούνται	  με	   βάση	   την	  τιμή	  όπου	  η	  αγορά	  είναι	  διαθέσιμη	  να	  πληρώσει	  και	  την	  τιμή	  που	  οι	  ιδιοκτήτες	  επιθυμούν	  να	  πουλήσουν.	  Μεγάλη	  σημασία	   έχει	   ο	   χρόνος	   υπολογισμού	   και	   η	   ικανότητα	   να	   γίνονται	  πολλές	  χιλιάδες	  συναλλαγές	  το	  δευτερόλεπτο	  που	  στηρίζονται	  στην	  πρόβλεψη	  που	  κάνουν	  οι	   αλγόριθμοι.	   Διακινείται	   τεράστιο	   ποσό	   χρημάτων	   και	   καθυστέρηση	   της	   τάξης	   των	  χιλιοστών	   του	   δευτερολέπτου	   μπορεί	   να	   οδηγήσει	   σε	   απώλεια	   εκατομμυρίων	   εάν	   δεν	  πραγματοποιηθούν	   εγκαίρως	   οι	   συναλλαγές.	   Σήμερα	   περίπου	   το	   70%	   των	   συναλλαγών	  πραγματοποιούνται	  από	  μηχανές,	  αντί	  για	  ανθρώπους.	  
	  
Ø Ρομποτική	  
	   Με	   χρήση	   της	   Μηχανική	   Μάθησης	   τα	   ρομπότ	   μπορούν	   να	   αποκτήσουν	   ικανότητες	  προσαρμογής	   στο	   περιβάλλον	   που	   παράγουν	   έργο.	   Για	   παράδειγμα	   μπορούν	   να	  τοποθετούν	  αντικείμενα	  στη	  σωστή	  θέση	  καθώς	  και	  να	  μετακινούνται	  είτε	  από	  μόνα	  τους	  είτε	   με	   ανθρώπινη	   παρέμβαση.	   Με	   την	   εξέλιξη	   της	   τεχνολογία	   των	   αισθητήρων	   πολλοί	  αλγόριθμοι	   χρησιμοποιούνται	   ως	   εξωτερικοί	   μηχανισμοί	   και	   μπορούν	   να	   στέλνουν	   ,να	  λαμβάνουν	  σήματα	  και	  να	  επικοινωνούν	  με	  τα	  ρομπότ.	  
Ø Υγεία	  –	  Ιατρική	  
	   Ένας	   μεγάλος	   αριθμός	   νεοφυών	   επιχειρήσεων	   επικεντρώνεται	   στα	   πλεονεκτήματα	  που	  παρέχουν	  οι	  αλγόριθμοι	  Μηχανικής	  Μάθησης	  σε	  συνεργασία	  με	  τη	  μεγάλη	  ποσότητα	  δεδομένων	   για	   να	   προσφέρουν	   στους	   επαγγελματίες	   υγείας	   να	   είναι	   καλύτερα	  ενημερωμένοι	   έτσι	   ώστε	   να	   παίρνουν	   καλύτερες	   αποφάσεις	   για	   τους	   ασθενείς	   τους.	   Ο	  Watson,ο	   γνωστός	   υπολογιστής	   που	   είχε	   κατασκευάσει	   η	   IBM	   και	   είχε	   νικήσει	   δύο	  διαγωνιζόμενους	   στο	   τελεοπτικό	  παιχνίδι	   ερωτήσεων	   Jeopardy	   βρίσκεται	   στην	   υπηρεσία	  της	  υγείας.	  Χρησιμοποιώντας	  τον	  σαν	  υπηρεσία	  στον	  νέφος	  οι	  γιατροί	  μπορούν	  να	  έχουν	  πρόσβαση	   και	   να	   πληροφορούνται	   από	   εκατομμύρια	   σελίδες	   ερευνητικού	   περιεχομένου	  και	  πολλές	  ακόμη	  χιλιάδες	  πληροφορίες	  από	  ιατρικά	  στοιχεία.	  	  
Με τον αριθµό των καταναλωτών που χρησιµοποιούν έξυπνα τηλέφωνα να έχει 
αυξηθεί και µε τις συσκευές να µπορούν να καταγράψουν και να επεξεργαστούν 
µετρήσεις όπως το βάρος, ο καρδιακός ρυθµός, η πίεση του αίµατος, ακόµη και τα 
επίπεδα γλυκόζης στο αίµα είναι πλέον εύκολο να ελέγχεται η κατάσταση τους υγείας 
κάποιου και να κρατιέται λεπτοµερές ιστορικό. Μάλιστα µπορεί µέσω της συσκευής να 
προταθούν κάποιες εναλλακτικές στην αγωγή µε χρήση φυσικά αλγορίθµων µάθησης.  
Παρά το γεγονός ότι είναι εύκολο να αναλύσουµε τα δεδοµένα που αφορούν την 
υγεία, η προστασία των προσωπικών δεδοµένων είναι ένα άλλο θέµα. Προφανώς κάποιοι 
χρήστες να ενδιαφέρονται παραπάνω για τον τρόπο που τα δεδοµένα τους 
χρησιµοποιούνται και ειδκά όταν αυτά πωλούνται σε τρίτους. Τελικά λοιπόν ενώ τα 
δεδοµένα ολοένα αυξάνονται σε ποσότητα η συζήτηση για την ιδιωτικότητα µπορεί να 








	   Ανέκαθεν	   οι	   εταιρείες	   προσπαθούσαν	   να	   επηρρεάσουν	   το	   καταναλωτικό	   κοινό	   με	  σκοπό	  να	  αγοράσουν	  τα	  προϊόντα	  που	  παρήγαγαν.	  Από	  το	  1995	  και	  μετά	  το	  διαδίκτυο	  έχει	  δώσει	  τη	  δυνατότητα	  σε	  όλες	  τις	  επιχειρήσεις	  να	  διαφημίζουν	  τα	  προϊόντα	  τους	  χωρίς	  να	  χρειάζονται	   την	   τηλεόραση	   ή	   τον	   τύπο.	   Μάλιστα	   είχε	   προκληθεί	   μεγάλη	   συζήτηση	   όταν	  ανακαλύφθηκε	   η	   προοπτική	   ενός	   υπολογιστή	   ο	   οποίος	   μπορεί	   να	   καταγράψει	   μέσω	   των	  cookies	   τις	   καθημερινές	   μας	   συνήθειες	   κι	   έτσι	   ακολούθησε	   μεγάλος	   αγώνας	   ννα	  απενεργοποιηθεί	  από	  τους	  πλοηγούς.	  Τα	  αρχεία	  καταγραφής	  είναι	  μια	  ακόμη	  τακτική	  που	  οι	  διαφημιστές	  μπορούν	  να	  δουν	  τις	  προτιμήσεις	  του	  κοινού.	  Η	  ομαδοποίηση	  των	  χρηστών	  σύμφωνα	  με	  το	  ενδιαφέρον	  τους	  για	   συγκεκριμένο	   τύπο	   προϊόντων	   πραγματοποιείται	   και	   μέσω	   κινητών	   τηλεφώνων	   που	  στέλνουν	   με	   σήμα	   την	   τοποθεσία	   του	   χρήστη	   οπότε	   λαμβάνει	   εξαιρετικά	   στοχευμένες	  διαφημίσεις.Παλιότερα	   αυτού	   του	   είδους	   η	   διαφήμιση	   θεωρούται	   εισβολή	   στη	  ιδιωτικότητα	   του	   ατόμου,	   σταδιακά	   όμως	   η	   ιδέα	   έγινε	   συνήθεια	   και	   το	   ίδιο	   το	   άτομο	  δηλώνει	  από	  μόνο	  του	  την	  τοποθεσία	  του	  στα	  κοινωνικά	  δίκτυα.	  
	  
Ø Ηλεκτρονικό	  Εμπόριο	  
	   Η	  Μηχανική	  Μάθηση	   χρησιμοποιείται	   σε	   μεγάλο	   βαθμό	  στο	   εμπόριο	   και	   κυριώς	   στο	  ηλεκτρονικό.	   Μεγάλης	   κλίμακας	   παράδειγμα	   είναι	   η	   κάρτες	   “αφοσίωσης”	   που	   δίνονται	  στους	  πελάτες	  κάποιων	  καταστημάτων.	  Από	  αυτές	  οι	  εταιρείες	  μπορούν	  να	  λάβουν	  πολλά	  δεδομένα	  τα	  οποία	  μεταφράζονται	  σε	  πληροφορία	  για	  τους	  καταναλωτές	  κι	  έτσι	  μπορούν	  να	   σχεδιάσουν	   τη	   στρατηγική	   τους	   στην	   αγορά.	   Επιπλέον	   από	   την	   καταγραφή	   των	  επισκέψεων	  είτε	  στο	  φυσικό	  κατάστημα	  είτε	  στο	  ηλεκτρονικό	  μπορεί	  να	  γίνει	  στοχευμένη	  διαφήμιση	   με	   αποστολή	   προσφορών	   μέσω	   ηλεκτρονικού	   ταχυδρομείου	   έτσι	   ώστε	   να	  αυξηθούν	   οι	   πωλήσεις.	   Παράδειγμα,	   που	   είναι	   αρκετά	   διαδεδομένο,	   και	   προκύπτει	   από	  ανάλυση	   αγορών	   με	   χρήση	   της	   κάρτας	   είναι	   η	   ταυτόχρονη	   αγορά	   χαρτικών	   ειδών	   και	  μπυρας	   από	   μεγάλο	   πλήθος	   καταναλωτών	   που	   έχει	   οδηγήσει	   τους	   εμπόρους	   να	  τοποθετούν	  αυτά	  τα	  δύο	  προϊόντα	  σχετικά	  κοντά	  το	  ένα	  με	  το	  άλλο.	  
	  
Ø Ηλεκτρονικά	  Παιχνίδια	  
	   Η	   ψυχαγωγία	   και	   συγκεκριμένα	   τα	   ηλεκτρονικά	   παιχνίδια	   είναι	   ιδνικά	   για	   την	  εφαρμογή	  Μηχανικής	  Μάθησης.	  Οι	  εταιρείες	  έχουν	  καταναλώσει	  πολύ	  χρόνο	  και	  χρήμα	  στη	  μελέτη	  των	  κινήσεψν	  ενός	  παίχτη	  κάτω	  από	  δεδομένες	  συνθήκες	  για	  να	  συμπεράνουν	  αν	  ο	  συγκεκριμένους	  παίχτης	  έκλεψε	  στο	  παιχνίδι.	  Σε	  άλλα	  παιχνίδια	  γίνεται	  δειγματολειψία	  για	  κάποιες	  παρτίδες	  έτσι	  ώστε	  ο	  υπολογιστής	  να	  εκπαιδευτεί	  και	  να	  προσαρμόσει	  το	  επίπεδο	  στα	  χαρακτηριστικά	  του	  παίχτη.	  Πλέον	  ηλεκτρονικά	  παιχνίδια	  κατασκευάζονται	  και	  για	  τις	  φορητές	  συσκευές,	   κινητά	  τηλέφωνα	  και	   tablets,	  με	  τρόπο	  ώστε	  να	  προκαλούν	  ένα	  είδος	  εθισμού	  για	  αρκετό	  καιρό	  και	  να	  δημιουργούν	  ευχαρίστηση	  στο	  χρήστη.	  
	  
Ø Διαδίκτυο	  των	  αντικειμένων	  (Internet	  of	  Things)	  



















































	  	  	  	  	   	  	  	  ΚΕΦΑΛΑΙΟ	  2	  
 
Αλγόριθμοι	  Κατηγοριοποίησης	  	  	  	  
(Classification)	  	  	  	  	  2.1	  Μοντέλα	  Μάθησης	  
 Ένα	   πρόβλημα	   Μηχανικής	   Μάθησης	   περιλαμβάνει	   ουσιαστικά	   ένα	   κύκλο	   ενεργειών	  που	  χρειάζεται	  να	  γίνουν	  όπως	  φαινεται	  παρακάτω:	  	  	  






• Μαθητευόμενος	  	  Στην	  περίπτωσή	  μας	  ο	  μαθητευόμενος	  είναι	  ένας	  αλγόριθμος	  ή	  αλλιώς	  ένα	  πρόγραμμα	  υπολογιστή.	   Οι	   αλγόριθμοι	   εκμάθησης	   μπορούν	   να	   ενσωματωθούν	   σε	   πιο	   γενικευμένα	  συστήματα	  λογισμικού	  όπως	  για	  παράδειγμα	  οι	  ευφυείς	  πράκτορες.	  Επιπλέον	  μπορούν	  να	  ενσωματωθούν	   σε	   φυσικά	   αντικείμενα	   ,όπως	   σε	   ένα	   ρομπότ,	   είτε	   σε	   ad-­‐hoc	   δίκτυα	  επεξεργαστών	  σε	  ευφυή	  υπολογιστικά	  περιβάλλοντα.	  	  
• Πεδίο	  ορισμού	  	  Ουσιαστικά	  τι	  ακριβώς	  θα	  περιλαμβάνει	  η	  εκμάθηση.	  Μπορεί	  να	  περιγράφεται	  από	  μια	  συνάρτηση	   ή	   από	   ένα	   γενικότερο	   concept.	   Το	   τι	   περιλαμβάνει	   η	   εκμάθηση	   μπορεί	   να	  είναι,μεταξύ	  άλλων,	  η	  λειτουργία	  μιας	  συσκευής,	  ένα	  παιχνίδι,	  μια	  γλώσσα	  ,μια	  προτίμηση	  κλπ.	  	  	  
• Στόχος	  	  Ο	   στόχος	   περιγράφει	   για	   ποιο	   λόγο	   λαμβάνει	   χώρα	   η	   εκμάθηση.	   Μπορεί	   να	   είναι	   η	  εξαγωγή	   κανόνων	   για	   αναγώριση	   πλαστών	   δεδομένων,	   η	   δημιουργία	   ενός	   προσομοιωτή	  μεγάλης	  ακρίβειας	  για	  φυσικά	  φαινόμενα	  ή	  για	  τον	  έλεγχο	  ενός	  συστήματος.	  	  
• Αναπαράσταση	  	   Ο	   τρόπος	   με	   τον	   οποίο	   τα	   αντικείμενα	   προς	   εκμάθηση	   αναπαριστώνται	   από	   τον	  υπολογιστή.	  Η	  υπόθεση	  που	  αναπτύσσει	  το	  πρόγραμμα	  κατά	  τη	  διάρκεια	  της	  διαδικασίας	  μπορεί	  να	  παρασταθεί	  με	  τον	  ίδιο	  τρόπο	  ή	  με	  πιο	  αυστηρές/χαλαρές	  συνθήκες.	  	  
• Τεχνολογία	  όσον	  αφορά	  τους	  αλγόριθμους	  	   Το	   καθαρά	   τεχνικό	   κομμάτι	   περιλαμβάνει	   το	   framework	   που	   θα	   χρησιμοποιηθεί.	  Μεταξύ	  των	  πολλών	  διαφορετικών	  τεχνολογιών	  μπορεί	  να	  είναι:	  τα	  νευρωνικά	  δίκτυα,	  τα	  δίκτυα	  πεποίθησης,	   τα	  δέντρα	  αποφάσεων,	   οι	   γραμματικές,	   ο	   λογισμός	  που	  βασίζεται	  σε	  περιπτώσεις,	   τα	   πιθανοτικά	   δίκτυα	   ,	   η	   εκμάθηση	   βασισμένη	   σε	   κανόνες,	   οι	   συναρτήσεις	  κατωφλίου,	  οι	  μηχανές	  διανυσμάτων	  στήριξης.	  Κάθε	  μία	  από	  αυτές	  τις	  τεχνολογίες	  διαθέτει	  τη	   δική	   της	   στρατηγική	   μάθησης	   και	   το	   δικό	   της	   εύρος	   εφαρμογών,	   παρόλο	   που	   ένα	  πρόβλημα	  μπορεί	  να	  προσεγγιστεί	  με	  πολλαπλές	  στρατηγικές.	  	  	  
• Πηγή	  πληροφοριών	  	   Η	   πληροφορία	   αποτελείται	   από	   τα	   δεδομένα	   που	   χρησιμοποιούνται	   για	   την	  εκπαίδευση	  των	  αλγορίθμων.	  Μπορεί	  να	  είναι	  διαφόρων	  μορφών	  όπως	  θετικά	  ή	  αρνητικά	  παραδείγματα(ονομάζονται	   παραδείγματα	   με	   ταμπέλα),απαντήσεις	   σε	   ερωτήματα,	  αναπληροφόρηση	   σε	   συγκεκριμένες	   ενέργειες	   κλπ.	   Μια	   πηγή	   πληροφοριών	   μπορεί	   να	  διαθέτει	   “θόρυβο”,	   δηλαδή	   σφάλματα	   ενώ	   τα	   παραδείγματα	   μπορεί	   να	   είναι	  ομαδοποιημένα	  πρωτού	  χρησιμοποιηθούν	  στη	  διαδικασία	  εκπαίδευσης.	  	  	  






από	   παραδείγματα	   και	   θα	   πρέπει	   να	   προβλέψει	   την	   ετικέτα	   καθενός	   από	   τα	   επόμενα	  παραδείγματα	   πρωτού	   ο	   “δάσκαλος”	   αποκαλύψει	   την	   απάντηση.	   Στη	   μη	   επιβλεπόμενη	  μάθηση	   το	   σενάριο	   λέει	   ότι	   το	   πρόγραμμα	   θα	   πρέπει	   να	   εξάγει	   κάποιες	   ιδιότητες,	   του	  στιγμιοτύπου	   που	   λαμβάνει,	   από	   μόνο	   του	   χωρίς	   να	   υπάρχει	   κάποιος	   “δάσκαλος”.	   Τέλος	  στην	  ενισχυτική	  μάθηση	  οι	   είσοδοι	  προέρχονται	  από	  απρόβλεπτο	  περιβάλλον	  και	  δίνεται	  θετική	  ή	  αρνητική	  ανάδραση-­‐πληροφορία	  στο	   τέλος	  κάθε	  μικρής	  ακολουθίας	   εκμάθησης,	  όπως	  για	  παράδειγμα	  κατά	  την	  εκμάθηση	  της	  βέλτιστης	  στρατηγικής	  που	  θα	  ακολουθηθεί.	  	  
• Προηγούμενη	  γνώση	  	   Η	  προηγούμενη	  γνώση	  έχει	  να	  κάνει	  με	  το	  τι	  γνωρίζουμε	  από	  πριν	  για	  το	  πεδίο	  ορισμού	  ,για	  παράδειγμα	  για	  συγκεκριμένες	  ιδιότητες	  του	  κόνσεπτ	  που	  πρόκειται	  να	  διδαχθεί.	  Όλο	  αυτό	   βοηθά	   στον	   περιορισμό	   των	   κλάσεων	   υποθέσεων	   που	   χρειάζονται	   να	   ληφθούν	  υπ᾽όψιν	  από	  το	  πρόγραμμα	  κατά	  τη	  διάρκεια	  της	  εκμάθησης	  και	  συνεπώς	  τον	  περιορισμό	  της	   αβεβαιότητας	   	   για	   τα	   άγνωστα	   αντικείμενα	   που	   προκύπτουν	   και	   την	   ταχύτερη	  σύγκλιση.	  Τέλος	  το	  πρόγραμμα	  μπορεί	  να	  χρησιμοποιήσει	  την	  πρώτερη	  γνώση	  με	  σκοπό	  να	  προδιαθέσει	  την	  επιλογή	  της	  υπόθεσης	  που	  επρόκειτο	  να	  κάνει.	  	  
• Κριτήρια	  επιτυχίας	  	   Τα	   κριτήρια	   για	   να	   θεωρηθεί	   η	   εκμάθηση	   επιτυχημένη	   ,για	   παράδειγμα	   για	   να	  καθορίσουμε	   πότε	   αυτή	   θα	   σταματήσει	   ή	   θα	   μεταβληθεί	   αναλόγως,	   εξαρτώνται	   από	   το	  σκοπό	  που	  έχουμε	  θέσει	  για	  την	  εκμάθηση	  και	  το	  αν	  το	  πρόγραμμα	  ταιριάζει	  στο	  έργο.	  Αν	  για	  παράδειγμα	  το	  πρόγραμμα	  χρησιμοποιείται	  σε	  κρίσιμα	  για	  την	  ασφάλεια	  περιβάλλοντα	  τότε	  η	  ακρίβεια	  θα	  πρέπει	  να	  φτάσει	  σε	  επαρκές	  επίπεδο	  στη	  διαδικασία	  της	  εκπαίδευσης	  έτσι	  ώστε	  να	  μπορεί	  να	  αποφανθεί	  ή	  να	  προβλέψει	  κατά	  τη	  χρήση.	  Ένα	  κριτήριο	  επιτυχίας	  μετριέται	  με	  γνώμονα	  τα	  σύνολα	  δοκιμών	  ή	  με	  θεωρητική	  ανάλυση.	  	  






	  	  Εικόνα	  2.2.	  Δυαδικό	  πρόβλημα	  κατηγοριοποίησης,	  όπου	  μπορούμε	  να	  διαχωρίσουμε	  τα	  διαφορετικά	  σύνολα	  με	  γραμμικό	  ταξινομητή.	  	  	  	  2.3	  Αλγόριθμοι	  Κατηγοριοποίησης	  
 	   Παρακάτω	  θα	  περιγραφούν	   οι	   αλγόριθμοι	   που	   χρησιμοποιούνται	   πιο	   συχνά	   στην	  επίλυση	  προβλημάτων	  κατηγοριοποίησης.	  	  2.3.1	  Κατηγοριοποίηση	  με	  κριτήρια	  Bayes	  
 Ο	   κατηγοριοποιητής	   Bayes	   χρησιμοποιεί	   το	   γνωστό	   θεώρημα	   Bayes	   για	   να	  προβλέψουμε	  την	  κλάση	  αυτή	  που	  μεγιστοποιεί	  την	  μεταγενέστερη	  πιθανότητα.	  Ο	  κύριος	  στόχος	   είναι	   να	   εκτιμηθεί	   η	   συνδυαστική	   συνάρτηση	   πυκνότητας	   πιθανότητας	   για	   κάθε	  κλάση	   που	   μοντελοποιείται	   μέσω	   μιας	   πολυμεταβλητής	   κανονικής	   διανομής.	   Ο	  απλουστευμένος	  κατηγοριοποιητής	  Bayes	  υποθέτει	  ότι	  τα	  γνωρίσματα	  ,προς	  μελέτη,	  είναι	  ανεξάρτητα	  μεταξύ	  τους,	  παρόλα	  αυτά	  χρησιμοποιείται	  πολύ	  συχνά	  σε	  εφαρμογές.	  Υποθέτουμε	  ότι	  έχουμε	  ένα	  σετ	  από	  δεδομένα	  D	  που	  αποτελείται	  από	  n	  σημεία	  xi	  	  σε	  ένα	   d-­‐διάστατο	   χώρο	   και	   έστω	   yi	  	   η	   κλάση	   που	   ανήκει	   κάθε	   σημείο	   ,με	   yi	  ∈	  {c1,	   c2,	  …	  ck}.Ο	  κατηγοριοποιητής	  Bayes	  απευθείας	  χρησιμοποιεί	  το	  θεώρημα	  Bayes	  για	  να	  προβλέψει	  την	  κλάση	  για	  το	  καινούργιο	  στιγμιότυπο	  x.	  Εκτιμά	  την	  μεταγενέστερη	  πιθανότητα	  P(ci	  |	  x)	  για	  κάθε	   κλάση	   ci	   και	   διαλέγει	   την	   κλάση	   με	   τη	   μεγαλύτερη	   πιθανότητα.	   Η	   προβλεπόμενη	  κλάση	  για	  το	  x	  υπολογίζεται	  από	  τον	  τύπο:	  
 𝑦 = argmax   P 𝑐! x } 
 Το	  θεώρημα	  του	  Bayes	  μας	  επιτρέπει	  να	  αντιστρέψουμε	  τη	  μεταγενέστερη	  πιθανότητα	  ως	  εξής:	  	   P(𝑐!|x)   =   P 𝑐! x ∗ P(𝑐!)𝑃(𝑥)  
 Αφού	  ο	  παράγοντας	  P(x)	  είναι	  γνωστός	  για	  δεδομένο	  σημείο	  ο	  τύπος	  του	  Bayes	  μπορεί	  να	  γραφεί	  ξανά	  ως	  εξής:	  
 𝑦 = argmax   P 𝑐! x } = 






 Με	  άλλα	  λόγια	  η	  προβλεπόμενη	  κλάση	  ουσιαστικά	  εξαρτάται	  από	  την	  πιθανότητα	  της	  ίδιας	  της	  κλάσης	  λαμβάνοντας	  υπ’όψιν	  και	  την	  προγενέστερη	  πιθανότητα	  που	  είχε.Για	  να	  κατηγοριοποιήσουμε	   τα	   σημεία	   θα	   πρέπει	   να	   εκτιμηθούν	   οι	   δύο	   όροι	   που	   χρειάζονται	  κατευθείαν	  από	  το	  σετ	  των	  δεδομένων	  D.	  Ας	  πούμε	  ότι	  Di	  είναι	  ένα	  υποσύνολο	  του	  D	  που	  ανήκει	  στην	  κλάση	   ci	  	   δηλαδή	   	  Di	   ={xj	  	  ∈	  D	   |	   xj	  	   ανήκει	   στην	  κλάση	  yj	  =	   ci}.	   Το	  μέγεθος	   των	  δεδομένων	   είναι	   |D|	   =	   n	   και	   το	   μέγεθος	   της	   κάθε	   κλάσης-­‐υποσυνόλου	   είναι	   |Di|	   =	   ni.	   Η	  προηγούμενη	  πιθανότητα	  για	  την	  κλάση	  ci	  	  δίνεται	  από	  τον	  τύπο	    𝑃 𝑐! = !!! 	  .	  Για	  τον	  υπολογισμό	  της	  δεσμευμένης	  πιθανότητας	  P 𝑥 𝑐! 	  θα	  πρέπει	  να	  υπολογίσουμε	  πρώτα	  τη	  συνδιαστική	  πιθανότητα	  των	  x	  κατά	  μήκος	  όλων	  των	  d	  διαστάσεων	  δηλαδή	  των	  P(x	  =	  (x1,x2,...xi)	  |	  ci)	  .	  Για	   ποσοτικά	   χαρακτηριστικά	   για	   να	   εκτιμηθεί	   η	   συνδιαστική	   πιθανότητα	   θα	  χρησιμοποιήσουμε	   μια	   παραμετρική	   προσέγγιση.	   Υποθέτουμε	   ότι	   κάθε	   κλάση	   ci	  κατανεμηθεί	   με	   κανονικό	   τρόπο	   γύρω	   από	   κάποιο	   μέσο	   μi	   με	   τον	   αντίστοιχο	   πίνακα	  διακυμάνσεων	  Σi	  ,όπου	  και	  τα	  δύο	  προκύπτουν	  από	  το	  Di.	  Για	  την	  κλάση	  ci	  η	  κατανομή	  της	  πιθανότητας	  στο	  x	  θα	  δίνεται	  από	  τον	  τύπο:	  	  	  
	  	  Αφού	  το	  ci χαρακτηρίζεται	  από	  συνεχή	  κατανομή	  η	  πιθανότητα	  οποιουδήποτε	  σημείου	  θα	  πρέπει	  να	  ισούται	  με	  μηδέν	  δηλαδή	  P(x	  |	  ci)=0.	  Παρόλα	  αυτά	  μπορούμε	  να	  μετρήσουμε	  τον	  όρο	   αυτό	   θεωρώντας	   ένα	   μικρό	   διάστημα	   ε>0	   που	   έχει	   το	   κέντρο	   του	   στο	   x	   οπότε	   θα	  εχουμε:	  	  P(x	  |	  ci)=2*ε*fi(x).	  H	  μεταγενέστερη	  πιθανότητα	  υπολογίζεται	  από	  τη	  σχέση:	  	  	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	   	  	  κι	   αφού	   το	   άθροισμα	   𝑓!!!!! 𝑥 ∗ P(𝑐𝑖) 	  παραμένει	   σταθερό	   για	   το	   x	   μπορούμε	   να	  προβλέψουμε	  την	  κλάση	  του	  x	  ως	  εξής:	  	   𝑦 = argmax{𝑓!(x) ∗ P(𝑐!)} 






	  	  Με	  είσοδο	  ένα	  σετ	  δεδομένων	  D	  	  ο	  αλγόριθμος	  εκτιμά	  την	  προγενέστερη	  πιθανότητα,	  τον	   μέσο	   όρο	   και	   τον	   πίνακα	   	   διακύμανσης	   για	   την	   κάθε	   κλάση.	   Για	   επαλήθευση	   με	  δεδομένο	   ένα	   σημείο	   x	   απλά	   επιστρέφεται	   η	   κλάση	   με	   τη	   μεγαλύτερη	   μεταγενέστερη	  πιθανότητα.	  Η	  πολυπλοκότητα	   για	   την	   εκπαίδευση	   εξαρτάται	   από	   το	   βήμα	   υπολογισμού	  του	  πίνακα	  διακύμανσης	  το	  οποίο	  γίνεται	  σε	  χρόνο	  O(nd2).	  Το	  πιο	  σημαντικό	  πρόβλημα	  που	  αντιμετωπίζουμε	  με	  τον	  κατηγοριοποιητή	  Bayes	  είναι	  η	   έλλειψη	   αρκετών	   δεδομένων	   ώστε	   να	   υπολογίσουμε	   με	   ακρίβεια	   τη	   συλλογική	  πυκνότητα	   πιθανότητας	   ειδικά	   σε	   μεγάλης	   διάστασης	   δεδομένα.	   Για	   παράδειγμα	   για	  αριθμητικά	  χαρακτηριστικά	  θα	  πρέπει	  να	  υπολογίσουμε	  O(d2)	  τιμές	  διακύμανσης	  και	  όσο	  οι	  διαστάσεις	  αυξάνονται	  απαιτείται	   να	  υπολογίσουμε	  πάρα	  πολλές	  παραμέτρους.	  Για	  μη	  αριθμητικά	   δεδομένα	   ακόμα	   κι	   αν	   οι	   δυνατές	   τιμές	   είναι	   μόνο	   δύο	   χρειάζεται	   να	  υπολογίσουμε	   την	   πιθανότητα	   για	   2d	   τιμές.	   Για	   να	   λύσουμε	   κάποια	   από	   αυτά	   τα	  προβλήματα	   μπορούμε	   να	   μειώσουμε	   τον	   αριθμό	   των	   παραμέτρων	   στην	   πράξη	   και	   να	  χρησιμοποιήσουμε	  τον	  απλοποιημένο	  κατηγοριοποιητή	  Bayes.	  Η	  προσέγγιση	  του	  απλοποιημένου	  κατηγοριοποιητή	  Bayes	  κάνει	  την	  υπόθεση	  ότι	  όλα	  τα	  γνωρίσματα	  είναι	  μεταξύ	  τους	  ανεξάρηττα.	  Αυτό	  οδηγεί	  στην	  πράξη	  σε	  πιο	  απλή	  αλλά	  και	  πιο	  αποτελεσματική	  κατηγοριοποίηση.	  Με	  την	  υπόθεση	  ανεξαρτησίας	   εννοείται	  ότι	  η	  δεσμευμένη	   πιθανότητα	   μπορεί	   να	   αποσυντεθεί	   ως	   εξής:	   P(x	   |	   ci)=P(x1,	   x2,	   …	   ,	   xd	   |	   ci)	   =	  𝑃(𝑥!|𝑐!)!!!! .	  Για	  αριθμητικά	  γνωρίσματα	  μπορούμε	  να	  κάνουμε	  την	  υπόθεση	  ότι	  καθένα	  από	   αυτά	   είναι	   κανονικώς	   κατανεμημένο	   για	   κάθε	   κλάση	   ci.	   Έστω	   ο	   μέσος	   μij	   και	   η	  διασπορά	   σij	   2	   	   για	   ένα	   χαρακτηριστικό	   Xj	   για	   την	   κλάση	   ci.	   Η	   πιθανότητα	   για	   του	   xj	  με	  δεδομένο	  ότι	  ανήκει	  στην	  κλάση	  ci	  δίνεται	  από	  τη	  σχέση:	  
	  Λόγω	  της	  απλοποιημένης	  υπόθεσης	  που	  κάναμε	  ο	  πίνακας	  των	  διακυμάνσεων	  θα	  είναι:	  	  	  






	  	  με	  σij	  2	  ≠	  0	  για	  όλα	  τα	  j.	  Επίσης	  είναι:	  	  	  	  
	  άρα	  τελικά	  έχουμε:	  
 
 












	  Εικόνα	  2.3.	  Αναδρομικός	  διαχωρισμός	  	  	  	  






Κάθε	   διαχωρισμός	   του	  ℛ  σε	  ℛΥ	  	   και	  ℛΝ	  	   συνεπάγεται	   επίσης	   και	   σε	   δυαδική	   διαίρεση	  των	   αντίστοιχων	   σημείων	   εισόδου	   του	   D.	   Έτσι	   από	   ένα	   σημείο	   της	   εξίσωσης	   Χj	    ≤	  	   υ	  συνεπάγεται	  και	  διαχωρισμός	  των	  δεδομένων:	  𝐷Υ	  	  	  =	   𝑥  |  𝑥 ∈ 𝐷, 𝑥! ≤ 𝜐 	  και	  𝐷Ν	  	  	  =	   𝑥  |  𝑥 ∈ 𝐷,𝑥! > 𝜐 	  ,	  όπου	  𝐷Υ	  	  είναι	  το	  υποσύνολο	  των	  σημείων	  που	  βρίσκονται	  στην	  περιοχή	  ℛΥ	  και	  𝐷Ν	  το	  υποσύνολο	  των	  σημείων	  που	  βρίσκονται	  στην	  περιοχή	  ℛΝ	  .Η	  καθαρότητα(purity)	  μιας	  περιοχής	   	  ℛΥ	   καθορίζεται	   από	   το	   μίγμα	   των	   κλάσεων	   για	   τα	   σημεία	   στα	   αντίστοιχα	  δεδομένα	  που	  διαχωρίζονται	  Dj	  .	  Η	   καθαρότητα	  ορίζεται	  ως	   το	   κλάσμα	   του	  πλήθους	   των	  σημείων	  με	  την	  επικρατούσα	  ετικέτα	  στο	  Dj	  	  	  ,δηλαδή	  	  purity(Dj)	  =	  	  𝑚𝑎𝑥! !!"!! 	  	  ,	  όπου	  nj	  =	  |Dj|	  είναι	  ο	  συνολικός	  αριθμός	  των	  σημείων	  στην	  περιοχή	  Rj	  	  και	  nji	  	  ο	  αριθμός	  των	  σημείων	  Dj	  με	  ετικέτα	  κλάσης	  ci	  .	  Εκτός	   από	   τα	   αριθμητικά	   γνωρίσματα	   ένα	   δέντρο	   αποφάσεων	   μπορεί	   ακόμα	   να	  χειριστεί	  και	  κατηγοριακά	  δεδομένα.	  Για	  ένα	  τέτοιο	  γνώρισμα	  Χj	  τα	  σημεία	  διαχωρισμού	  ή	  αλλιώς	  οι	  αποφάσεις	  είναι	  Χj	  ∈ 𝑉,	  όπου	  V	  ⊂	  dom(Xj)	  ,	  όπου	  dom(Xj)	  είναι	  το	  πεδίο	  ορισμού	  για	   το	   Xj	   .Συνεπώς	   αυτός	   ο	   διαχωρισμός	   μπορεί	   να	   θεωρηθεί	   ότι	   είναι	   ανάλογος	   του	  υπερεπιπέδου	  για	  τα	  κατηγοριακά	  όμως	  δεδομένα.	  Ως	  αποτέλεσμα	  έχουμε	  δύο	  ημιχώρους	  ,	  μια	   περιοχή	  ℛΥ	  που	   αποτελείται	   από	   τα	   σημεία	   x	   που	   ικανοποιούν	   τη	   συνθήκη	   xi	  ∈ 𝑉	  και	  στην	  άλλη	  περιοχή	  ℛΝ	  με	  τα	  σημεία	  που	  ικανοποιούν	  τη	  συνθήκη	  xi  ∉ 𝑉.	  Ένα	   από	   τα	   πλεονεκτήματα	   των	   δένδρων	   αποφάσεων	   είναι	   ότι	   παράγουν	   κάποια	  μοντέλα	  που	  είναι	  εύκολο	  να	  ερμηνευτούν.	  Συγκεκριμένα	  ένα	  δέντρο	  μπορεί	  να	  διαβαστεί	  ως	   ένα	  σετ	   κανόνων	   ,με	   κάθε	  προγενέστερο	   κανόνα	   να	  περιλαμβάνει	   τις	   αποφάσεις	   των	  εσωτερικών	  κόμβων	  και	  να	  δημιουργεί	  ένα	  μονοπάτι	  μέχρι	  να	  φτάσουμε	  στα	  φύλλα,	  όπου	  και	   δίνεται	   μια	   ετικέτα.	   Επιπλέον	   από	   τη	   στιγμή	   που	   οι	   περιοχές	   είναι	   τεμαχισμένες	   και	  καλύπτουν	  όλο	  το	  χώρο,	  όλοι	  αυτοί	  οι	  κανόνες	  μπορούν	  να	  ερμηνευτούν	  ως	  εναλλακτικές	  ή	  διαζεύξεις.	  Παρακάτω	  περιγράφεται	  σε	  ψευδοκώδικα	  ο	  αλγόριθμος.	  	  












διαμορφώνουν	   κατάλληλα	   τις	   παραμέτρους	   του	   δικτύου	   ώστε	   να	   προσαρμόζονται	  καλύτερα	   στα	   δεδομένα	   εκπαίδευσης	   και	   να	   προκύπτουν	   τα	   καλύτερα	   δυνατά	   ζεύγη	  εισόδων-­‐εξόδων.	  Η	  μελέτη	   για	   τα	  ΤΝΔ	   ξεκίνησε	  ως	   έμπνευση	  από	   τη	  παρατήρηση	  ότι	   τα	  συστήματα	   βιολογικής	   εκμάθησης	   μπορούν	   και	   κατασκευάζουν	   πολύπλοκους	   ιστούς	  διασυνδεδεμένων	  νευρώνων.	  Έτσι	  κατά	  αυτή	  την	  αναλογία	  τα	  ΤΝΔ	  κατασκευάζονται	  από	  πυκνά	   διασυσνδεδεμένα	   σύνολα	   απλών	   μονάδων	   οι	   οποίες	   παίρνουν	   ένα	   αριθμό	  πραγματικών	   τιμών	   ως	   είσοδο(πιθανώς	   την	   έξοδο	   άλλων	   μονάδων)	   και	   παράγουν	   μια	  μοναδική	   πραγματική	   τιμή	   ως	   έξοδο(πιθανώς	   η	   είσοδος	   πολλών	   άλλων	   μονάδων).	   Οι	  συνδέσεις	  μεταξύ	  των	  μονάδων	  έχουν	  ένα	  βάρος,	  μια	  στάθμη	  δηλαδή	  που	  σχετίζεται	  με	  την	  κάθε	  μονάδα.	  Κατά	  τη	  διάρκεια	  της	  φάσης	  εκπαίδευσης	  το	  δίκτυο	  μαθαίνει	  να	  ρυθμίζει	  τα	  βάρη	  έτσι	  ώστε	   να	   είναι	   δυνατό	   να	   προβλεφθεί	   η	   σωστή	   ετικέτα	   κλάσης	   για	   τις	   πλειάδες(ζεύγη	  εισόδων	   -­‐	   εξόδων).	   Η	   εκμάθηση	   με	   χρήση	   νευρωνικών	   δικτύων	   είναι	   χρονοβόρα	   και	   για	  αυτό	   το	   λόγο	   είναι	   κατάλληλη	   για	   εφαρμογές	   όπου	   αυτό	   είναι	   εφικτό.	   Απαιτείται	   ένας	  αριθμός	   παραμέτρων	   που	   τυπικά	   καθορίζονται	   καλύερα	   εμπειρικά	   ανάλογα	   με	   την	  τοπολογία	   του	  δικτύου	  ή	  αλλιώς	   τη	   δομή	   του.	  Η	  προσέγγιση	  με	   χρήση	   των	  ΤΝΔ	  δέχτηκε	  αρκετή	   κριτική	   λόγω	   του	   ότι	   δεν	   μπορούν	   να	   ερμηνευτούν	   με	   ευκολία.	   Για	   παράδειγμα	  είναι	  δύσκολο	  για	  τους	  ανθρώπους	  να	  ερμηνεύσουν	  το	  συμβολικό	  νόημα	  πίσω	  από	  τις	  τιμές	  των	  βαρών	  και	  των	  κρυφών	  μονάδων	  του	  δικτύου.	  Αυτά	  τα	  μειονεκτήματα	  έκαναν	  τα	  ΤΝΔ	  αρχικά	  λιγότερο	  επιθυμητά	  για	  την	  εξόρυξη	  δεδομένων.	  Από	  την	  άλλη	  πλευρά	  πλεονεκτήματα	  των	  ΤΝΔ	  περιλαμβάνουν	  την	  υψηλή	  αντοχή	  σε	  δεδομένα	   με	   θόρυβο	   όπως	   και	   τη	   δυνατότητα	   να	   κατηγοριοποιούν	   κάποια	   μοτίβα	   στα	  οποία	  δεν	  έχουν	  εκπαιδευτεί.	  Μπορούν	  να	  χρησιμοποιηθούν	  όταν	  έχουν	  πολύ	  μικρή	  γνώση	  των	   σχέσεων	   μεταξύ	   γνωρισμάτων	   και	   κλάσεων.	   Επίσης	   είναι	   κατάλληλα	   για	   συνεχούς	  τιμής	  εισόδους	  και	  εξόδους	  αντιθέτως	  δηλαδή	  με	  τους	  αλγορίθμους	  δένδρων	  αποφάσεων.	  Χρησιμοποιούνται	   με	   μεγάλη	   επιτυχία	   σε	   μεγάλης	   κλίμακας	   πραγματικών	   δεδομένων	  συμπεριλαμβανομένων	   της	   αναγνώρισης	   χειρόγραφων	   χαρακτήρων,	   εργαστηριακής	  ιατρικής	   και	   εκπαίδευσης	   ενός	   υπολογιστή	   στο	   να	   προφέρει	   σωστά	   ένα	   κείμενο	   στην	  αγγλική	  γλώσσα.	  Οι	  αλγόριθμοι	  ΤΝΔ	  είναι	  παραλληλοποιήσιμοι,	  που	  σημαίνει	  ότι	  μπορούν	  να	   χρησιμοποιθούν	   στο	   να	   επιταχυνθεί	   μια	   υπολογιστική	   διαδικασία.	   Πρόσφατα	   έχουν	  βρεθεί	   διάφορες	   τεχνικές	   για	   εξαγωγή	   κανόνων	   από	   εκπαίδευση	   ΤΝΔ.	   Όλοι	   αυτοί	   οι	  παράγοντες	   που	   προαναφέρθηκαν	   συμβάλλουν	   στην	   χρησιμότητα	   των	   ΤΝΔ	   στα	  προβλήματα	  κατηγοριοποιήσης	  και	  στην	  αριθμητική	  πρόβλεψη	  στην	  εξόρυξη	  δεδομένων.	  	  Ο	  αλγόριθμος	  της	  “προς-­‐τα-­‐πισω-­‐διάδοσης”	  εφαρμόζει	  εκμάθηση	  σε	  μια	  πολυεπίπεδη	  έμπροσθεν	   τροφοδότηση	   του	   νευρωνικού	   δικτύου.	   Μαθαίνει	   επαναληπτικά	   ένα	   σύνολο	  από	  βάρη	  για	  την	  πρόβλεψη	  της	  ετικέτας	  των	  πλειάδων.	  	  Μια	  έμπροσθεν	  τροφοδότηση	  των	  ΤΝΔ	   αποτελείται	   από	   ένα	   στρώμα	   εισόδου,	   ένα	   ή	   περισσότερα	   ενδιάμεσα	   κρυμμένα	  στρώματα	  και	  ένα	  στρωμα	  εξόδου.	  	  
























|D|	   και	  w	   των	   βαρών	   κάθε	   εποχή	   απαιτεί	   O(|D|	   x	  w)	   χρόνο.Παρόλα	   αυτά	   στη	   χειρότερη	  περίπτωση	  ο	  αριθμός	  των	  εποχών	  μπορεί	  να	  είναι	  εκθετικός	  του	  αριθμού	  των	  εισόδων	  n.	  Στην	   πράξη	   ο	   απαιτούμενος	   χρόνος	   για	   τη	   σύγκλιση	   των	   δικτύων	   ποικίλλει	   πολύ.	   Ένας	  αριθμός	   τεχνικών	   είναι	   διαθέσιμος	   που	   μπορούν	   να	   επιταχύνουν	   τη	   διαδικασία	  εκπαίδευσης.	  Για	  παράδειγμα	  	  μια	  τεχνική	  γνωστή	  ως	  προσομοιωμένη	  ανόπτηση(simulated	  annealing)	  μπορεί	  να	  χρησιμοποιηθεί	  και	  να	  εγγυηθεί	  τη	  σύγκλιση	  σε	  ολική	  βέλτιστη	  τιμή.	  	  	  2.3.4	  Κατηγοριοποίηση	  με	  Μηχανές	  Διανυσμάτων	  Στήριξης	  (Support	  Vector	  Machines)	  
























Αφού	   λοιπόν	   εφαρμόσουμε	   τα	   παραπάνω	  μπορούμε	   να	   προχωρήσουμε	   στην	   εύρεση	  του	  μέγιστου	  διαχωριστικού	  υπερεπιπέδου.	  Η	  διαδικασία	  είναι	  παρόμοια	  με	  αυτή	  που	  τα	  δεδομένα	  είναι	  γραμμικώς	  διαχωρίσιμα,παρόλο	  που	  εμπεριέχει	  την	  τοποθέτηση	  ενός	  άνω	  ορίου	  C	   ,ορισμένο	  από	  το	  χρήστη,	  στους	  πολλαπλασιαστές	  Lagrange	  αi	   .Αυτό	  το	  άνω	  όριο	  προσδιορίζεται	  πειραματικά.	  Έχουν	  μελετηθεί	   ιδιότητες	  από	  πολλού	  είδους	  συναρτήσεων	  πυρήνα	   που	   θα	   μπορούσαν	   να	   χρησιμοποιηθούν	   για	   να	   αντικαταστήσουν	   το	   εσωτερικό	  γινόμενο,	  3	  από	  τις	  οποίες	  είναι	  πιο	  γνωστές	  και	  φαίνονται	  παρακάτω.	  Καθεμιά	  από	  αυτές	  τις	  	   	  	  
	  Εικόνα	  2.7.	  Συνηθισμένες	  kernel	  functions	  	  συναρτήσεις	  έχει	  ως	  αποτέλεσμα	  διαφορετικό	  μη	  γραμμικό	  κατηγοριοποιητή	  στον	  αρχικό	  χώρο	   εισόδου.	   Σε	   αντιπαραβολή	   με	   τα	   νευρωνικά	   δίκτυα	   σημειώνουμε	   ότι	   η	   τελική	  απόφαση	  των	  υπερεπιπέδων	  που	  βρέθηκαν	  για	  τις	  ΜΔΣ	  είναι	  του	  ίδιου	  τύπου	  με	  αυτές	  που	  βρέθηκαν	   με	   χρήση	   άλλων	   γνωστών	   κατηγοριοποιητών	   νευρωνικών	   δικτύων.	   Για	  παράδειγμα	   μια	   ΜΔΣ	   με	   συνάρτηση	   Gauss	   ακτινικής	   βάσης	   δίνει	   την	   ίδια	   απόφαση	  υπερεπιπέδου	   που	   δίνει	   ο	   τύπος	   νευρωνικού	   δικτύου	   που	   είναι	   γνωστός	   ως	   συνάρτηση	  δικτύου	   ακτινικής	   βάσης.	   Επιπλέον	   μια	   ΜΔΣ	   με	   σιγμοειδή	   συνάρτηση	   πυρήνα	   είναι	  ισοδύναμη	   με	   ένα	   απλό	   νευρωνικό	   δίκτυο	   δύο	   στρωμάτων	   γνωστό	   και	   ως	   multilayer	  perceptron.	  Δεν	  υπάρχουν	  κανόνες	  για	  τον	  προσδιορισμό	  του	  παραδετού	  πυρήνα	  που	  θα	  οδηγήσει	  στην	  πιο	  ακριβή	  ΜΔΣ.	  Στην	  πράξη	  ο	  πυρήνας	  που	  επιλέγεται	  δεν	  κάνει	  και	  μεγάλη	  διαφορά	  στην	  τελική	  ακρίβεια.	  Η	  τεχνική	  εκπαίδευσης	  των	  ΜΔΣ	  πάντα	  βρίσκει	  μια	  ολική	  λύση,	  σε	  αντίθεση	  με	   τα	  νευρωνικά	  δίκτυα	  και	   την	  τεχνική	  της	  οπισθοχώρησης	  όπου	  προκύπτουν	  πολλά	   τοπικά	   ελάχιστα.	   Οι	   κατηγοριοποιητές	   ΜΔΣ	   εκτός	   από	   δυαδική	   κατηγοριοποίηση	  μπορούν	  να	  συνδιαστούν	  και	  στην	  περίπτωση	  που	   έχουμε	  πολλές	  κλάσεις.	  Ένας	  μεγάλος	  στόχος	  σχετικά	  με	  τις	  ΜΔΣ	  έχει	  να	  κάνει	  με	  τη	  βελτίωση	  της	  ταχύτητας	  στην	  εκπαίδευση	  και	   τη	   δοκιμή	   έτσι	   ώστε	   οι	   ΜΔΣ	   να	   γίνουν	   πιο	   εφικτή	   επιλογή	   και	   για	   μεγάλα	   σετ	  δεδομένων.	   Άλλα	   θέματα	   περιλαμβάνουν	   τον	   προσδιορισμό	   του	   καλύτερου	   πυρήνα	   για	  δεδομένο	   σετ	   και	   την	   εύρεση	   πιο	   αποτελεσματικών	   μεθόδων	   για	   την	   περίπτωση	   των	  πολλαπλών	  κλάσεων.	  	  	  2.3.5	  Κατηγοριοποίηση	  με	  βάση	  τους	  k	  εγγύτερους	  γείτονες	  (k-­‐Nearest	  Neighbors)	  






κατηγοριοποιηθεί	   με	   βάση	   την	   ομοιότητά	   της	   με	   τις	   αποθηκευμένες	   εκπαιδευμένες	  πλειάδες.	  Ανόμοια	  λοιπόν	  με	  τις	  πρόθυμες	  μεθόδους	  μάθησης,	  οι	  οκνηροί	  μαθητευόμενοι	  κάνουν	  λιγότερη	   δουλειά	   όταν	   εμφανίζεται	   μια	   πλειάδα	   προς	   εκπαίδευση	   και	   περισσότερη	   όταν	  είναι	   να	   γίνει	   κατηγιριοποίηση	   ή	   αριθμητική	   πρόβλεψη.	   Επειδή	   λοιπόν	   οι	   οκνηροί	  μαθητευόμενοι	   αποθηκεύουν	   τις	   πλειάδες	   ή	   αλλιώς	   στιγμιότυπα	   αναφέρονται	   και	   ως	  μαθητευόμενοι	   βασιμένοι	   σε	   στιγμιότυπα,διότι	   σε	   αυτά	   βασίζεται	   όλη	   η	   διαδικασία	   της	  μάθησης.	  Για	  να	  γίνει	  μια	  κατηγοριοποίηση	  ή	  μια	  αριθμητική	  πρόβλεψη	  η	  χρήση	  οκνηρών	  μαθητευόμενων	   μπορεί	   να	   είναι	   υπολογιστικά	   ακριβή.	   Απαιτούν	   αποδοτικές	   τεχνικές	  αποθήκευσης	  και	  θα	  πρέπει	  να	  προσαρμόζονται	  σε	  εφαρμογές	  με	  υλικό	  που	  λειτουργεί	  με	  παράλληλοποίηση,	   ενώ	   προσφέρουν	   πολύ	   λίγη	   εξήγηση	   για	   την	   εσωτερική	   δομή	   των	  δεδομένων.	   Παρόλα	   αυτά	   όμως	   υποστηρίζουν	   από	   τη	   φύση	   τους	   τη	   στοιχειώδη	  εκπαίδευση.	  Μπορούν	   να	   μοντελοποιήσουν	   πολύπλοκους	   χώρους	   αποφάσεων	  που	   έχουν	  υπερπολυγωνικά	   σχήματα	   ,τα	   οποία	   δεν	   είναι	   εύκολα	   περιγράψιμα	   από	   άλλους	  αλγόριθμους.	  Η	   πιο	   κοινή	   βασισμένη	   σε	   στιγμιότυπα	   μέθοδος	   χρησιμοποιεί	   τον	   αλγόριθμο	   των	   k-­‐εγγύτερων	  γειτόνων.	  Ο	  αλγόριθμος	  αυτός	  υποθέτει	  ότι	  όλα	  τα	  στιγμιότυπα	  απεικονίζονται	  σε	  σημεία	  του	  n-­‐διάστατου	  χώρου	  ℛ!.	  Οι	  εγγύτεροι	  γείτονες	  ενός	  στιγμιοτύπου	  ορίζονται	  με	  την	  έννοια	  της	  Ευκλείδιας	  απόστασης.	  Πιο	  συγκεκριμένα	  ένα	  αυθαίρετο	  σημείο	  x	  μπορεί	  να	  περιγραφεί	  από	  ένα	  διάνυσμα	   𝛼! 𝑥 ,𝛼! 𝑥 ,…   𝛼! 𝑥 	  όπου	  το	  αr(x)	  δείχνει	  την	  τιμή	  του	  r-­‐ιοστού	  χαρακηριστικού	  του	  σημείου	  x.	  Η	  απόσταση	  δύο	  σημείων	  xi	   ,	  xj	  ορίζεται	  ως	  d(xi	   ,	  xj)	   και	   ισούται	   με	   d(xi	   ,	   xj)	   =	   (𝑎! 𝑥! − 𝑎! 𝑥! )!!!!! 	  .	   Τυπικά	   κανονικοποιούμε	   τις	   τιμές	  κάθε	  χαρακτηριστικού	  διότι	  βοηθά	  στην	  αποτροπή	  κάποιων	  χαρακτηριστικών	  με	  μεγάλο	  εύρος	   να	   υπερτερούν	   κάποιων	   άλλων	   με	   μικρότερο	   εύρος.Η	   κανονικοποίηση	   ελαχίστου-­‐μεγίστου	  για	  παράδειγμα	  (min-­‐max)	  μπορεί	  να	  χρησιμοποιηθεί	  για	  να	  μετασχηματίσει	  μια	  τιμή	   ν	   ενός	  αριθμητικού	   χαρακτηριστικού	  Α	  σε	   ν’	   με	   εύρος	   [0,1]	  ως	   εξής:	   ν’	   =	   !!!"#!!"#!!!"#!	  ,	  όπου	   minA	   και	   maxA	   είναι	   η	   ελάχιστη	   και	   μέγιστη	   τιμή	   του	   χαρακτηριστικού	   Α.	   Να	  σημειωθεί	  εδώ	  ότι	  η	  επιλογή	  της	  μετρικής	  απόστασης	  μπορεί	  να	  είναι	  κρίσιμη.	  Η	  απόσταση	  Manhattan	  ή	  και	  άλλες	  μετρικές	  χρησιμοποιούνται	  κι	  αυτές	  αρκετά	  συχνά.	  Στη	   μέθοδο	   των	   εγγύτερων	   γειτόνων	   η	   συνάρτηση	   στόχος	   μπορεί	   να	   είναι	   είτε	  διακριτής	   τιμής	   είτε	   πραγματικής	   τιμής.	   Ας	   υποθέσουμε	   μια	   συνάρτηση	   στόχο	   διακριτής	  τιμής	   της	   μορφής	   f:	  ℛ! → 𝑉 ,	   όπου	   V	   είναι	   το	   πεπερασμένο	   σύνολο	   {v1,	   v2,	   …	   vs}.	   Ο	  αλγόριθμος	  των	  k-­‐εγγύτερων	  γειτόνων	  φαίνεται	  παρακάτω	  σε	  ψευδοκώδικα.	  Η	  τιμή	  f(xq)	  που	  επιστρέφεται	  από	  	  
	  






μεγαλύτερες	   τιμές	   του	   k	   ο	   αλγόριθμος	   αναθέτει	   την	   πιο	   κοινή	   τιμή	   ανάμεσα	   στα	   k	  κοντινότερα	  εκπαιδευόμενα	  παραδείγματα.	  Στην	   εικόνα	   παρακάτω	   φαίνεται	   η	   λειτουργία	   του	   αλγορίθμου	   των	   k-­‐εγγύτερων	  γειτόνων	  για	  την	  περίπτωση	  που	  τα	  στιγμιότυπα	  είναι	  σημεία	  του	  2-­‐διάστατου	  χώρου	  και	  η	   συνάρτηση	   στόχος	   παίρνει	   τιμές	   boolean.	   Τα	   θετικά	   και	   τα	   αρνητικά	   εκπαιδευόμενα	  παραδείγματα	   φαίνονται	   με	   “+”	   και	   “-­‐”.	   Να	   σημειωθεί	   ότι	   ο	   αλγόριθμος	   1-­‐εγγύς	   γείτονα	  	  κατηγοριοποιεί	  το	  xq	  	  ως	  θετικό	  παράδειγμα	  ενώ	  των	  5-­‐εγγύτερων	  γειτόνων	  ως	  αρνητικό.	  	  






























τόσο	  μεγαλύτερη	  η	  ελάττωση	  	  της	  μεταβλητότητας.	  Φυσικά	  προκύπτει	  μια	  δυσκολία	  όταν	  μπαίνει	   στην	   πράξη	   αυτό	   το	   σχήμα	   ψηφοφορίας	   που	   είναι	   ότι	   υπάρχει	   μόνο	   ένα	   σετ	  δεδομένων	  προς	  εκπαίδευση	  και	  η	  απόκτηση	  περισσότερων	  δεδομένων	  είναι	  είτε	  αδύνατη	  είτε	  ακριβή.	  Η	   τεχνική	   του	   bagging	   προσπαθεί	   να	   ουδετεροποιήσει	   την	   αστάθεια	   των	   μεθόδων	  μάθησης	   με	   το	   να	   προσομοιώνει	   τη	   διαδικασία	   που	   περιγράφηκε	   χρησιμοποιώντας	   ένα	  δεδομένο	   εκπαιδευόμενο	   σύνολο.	   Αντί	   να	   δειγματοληπτείται	   ένα	   καινούργιο	   ανεξάρτητο	  εκπαιδευόμενο	   σετ	   κάθε	   φορά,μεταβάλλεταιτο	   αυθεντικό	   με	   τη	   διαγραφή	   κάποιων	  στιγμιοτύπων	   και	   την	   αντιγραφή	   κάποιων	   άλλων.	   Τα	   στιγμιότυπα	   δειγματοληπτούνται	  τυχαία	  με	  αντικατάσταση	  από	  το	  πρωτότυπο	  σετ	  για	  τη	  δημιουργία	  ενός	  καινούργιου	  ίδιου	  μεγέθους.Έτσι	   αυτή	   η	   διαδικασία	   αναγκαστικά	   αντιγράφει	   κάποια	   στιγμιότυπα	   και	  διαγράφει	   άλλα.	   Λόγω	   της	   μεθόδου	   που	   προσπαθεί	   να	   εκτιμήσει	   και	   να	   γενικεύσει	   το	  σφάλμα	  ο	  όρος	  bagging	  είναι	  συντομογραφία	  του	  bootstrap	  aggregating.	  Η	  διαφορά	  μεταξύ	  του	  bagging	  και	  της	  εξιδανικευμένης	  διαδικασίας	  που	  περιγράφηκε	  νωρίτερα	   είναι	   ο	   τρόπος	   με	   τον	   οποίο	   τα	   εκπαιδευόμενα	   σύνολα	   προκύπτουν.	   Αντί	   να	  αποκτηθούν	   ανεξάρτητα	   σετ	   από	   το	   πεδίο	   ορισμού	   η	   τεχνική	   απλά	   δειγματοληπτεί	   τα	  αυθεντικά	   εκπαιδευόμενα	   σύνολα.Τα	   σύνολα	   που	   προκύπτουν	   από	   δειγματοληψία	   είναι	  διαφορετικά	   μεταξύ	   τους	   αλλά	   δεν	   είναι	   ανεξάρτητα	   γιατί	   όλα	   βασίζονται	   σε	   ένα	  σύνολο.Αποδεικνύεται	  ότι	  με	  το	  bagging	  παράγεται	  ένα	  συνδυαστικό	  μοντέλο	  που	  αποδίδει	  καλύτερα	  από	  το	  ένα	  μοντέλο	  που	  κατασκευάστηκε	  από	  τα	  πρωτότυπα	  δεδομένα	  και	  ποτέ	  χειρότερα.	  Η	  τεχνική	  μπορεί	  να	  εφαρμοστεί	  σε	  σχήματα	  μάθησης	  για	  αριθμητική	  πρόβλεψη	  όπως	  για	   παράδειγμα	   δενδρικά	   μοντέλα.Η	   μόνη	   διαφορά	   είναι	   ότι	   αντί	   να	   γίνεται	   ψηφοφορία	  κατά	  το	  τέλος,	  στις	  μεμονομένες	  προβλέψεις,	  που	  είναι	  πραγματικοί	  αριθμοί,	  βρίσκουμε	  το	  μέσο	   όρο.	   Η	   αποσύνθεση	   πόλωσης-­‐μεταβλητότητας	   εφαρμόζεται	   σε	   αριθμητικές	  προβλέψεις	   με	   την	   αποδόμηση	   της	   αναμενόμενης	   τιμής	   του	   μέσου	   τετραγωνικού	  σφάλματος	   των	   προβλέψεων	   των	   νέων	   δεδομένων.Η	   πόλωση	   ορίζεται	   ως	   το	   μέσο	  τετραγωνικό	   αναμενόμενο	   σφάλμα	   βρίσκοντας	   το	   μέσο	   όρο	   όλων	   των	   μοντέλων	   που	  κατασκευάζονται	   από	   όλα	   τα	   δυνατά	   	   εκπαιδευόμενα	   σετ	   του	   ίδιου	   μεγέθους	   ενώ	   η	  μεταβλητότητα	   είναι	   μέρος	   του	   αναμενόμενου	   σφάλματος	   του	   ενός	   μοντέλου	   από	   το	  συγκεκριμένο	  εκπαιδευόμενο	  σύνολο	  από	  το	  οποίο	  κατασκευάστηκε.	  Μπορεί	  να	  αποδειχθεί	  θεωρητικά	   ότι	   ο	   μέσος	   όρος	   απεριόριστα	   πολλών	   μοντέλων	   που	   κατασκευάστηκαν	  αναξάρτητα	   δείγματα	   πάντα	   μειώνει	   την	   αναμενόμενη	   τιμή	   του	   μέσου	   τετραγωνικού	  σφάλματος.Παρακάτω	  φαίνεται	  συνοπτικά	  ο	  αλγόριθμος	  bagging.	  	  










































άλλο	   στοιχείο	   για	   το	   boosting	   είναι	   ότι	   ένας	   ισχυρός	   συνδυαστικός	   κατηγοριοποιητής	  μπορεί	  να	  κατασκευαστεί	  από	  πολύ	  απλούς	  κατηγοριοποιητές	  εφόσον	  αυτοί	  πετυχαίνουν	  λιγότερο	   από	   50%	   σφάλμα	   στα	   ξανασταθμισμένα	   δεδομένα.Αυτά	   τα	   απλά	   σχήματα	  εκμάθησης	   ονομάζονται	   ασθενείς	   μαθητευόμενοι	   και	   με	   το	   boosting	   μπορούν	   να	  μετατραπούν	   σε	   ισχυρούς	   μαθητευόμενους.Για	   παράδειγμα	   καλά	   δεδομένα	   για	  προβλήματα	   δύο	   κλάσεων	   μπορούν	   να	   ληφθούν	   με	   το	   να	   ενισχύσουμε	   εξαιρετικά	   απλά	  δέντρα	  αποφάσεων	  που	  έχουν	  μόνο	  ένα	  επίπεδο	  και	  αποκαλούνται	  κορμοί	  απόφασης.	  Μια	   ακόμη	   καλή	   λύση	   είναι	   να	   εφαρμόσουμε	   το	   boosting	   σε	   έναν	   αλγόριθμο	   που	  μαθαίνει	  απλά	  ένα	  μοναδικό	  συνδετικό	  κανόνα	  όπως	  ένα	  μοναδικό	  μονοπάτι	  σε	  ένα	  δέντρο	  αποφάσεων	  οπότε	  τα	  στιγμιότυπα	  κατηγοριοποιούνται	  με	  βάση	  αν	  ο	  κανόνας	  τα	  καλύπτει	  ή	  όχι.Φυσικά	  τα	  σετ	  δεδομένων	  με	  πολλές	  κλάσεις	  είναι	  πιο	  δύσκολο	  να	  επιτύχουν	  ποσοστά	  σφάλματος	   κάτω	   από	   0.5.Τα	   δέντρα	   αποφάσεων	   μπορούν	   ακόμα	   να	   ενισχυθούν	   αλλά	  συνήθως	   χρειάζεται	   να	   γίνουν	   πιο	   πολύπλοκα	   από	   κορμούς	   αποφάσεων.Πιο	   εξελιγμένοι	  αλγόριθμοι	   έχουν	   αναπτυχθεί	   που	   επιτρέπουν	   πολύ	   απλά	   μοντέλα	   να	   ενισχύονται	  επιτυχώς	  σε	  καταστάσεις	  με	  πολλές	  κλάσεις.Το	  boosting	  συχνά	  παράγει	  κατηγοριοποιητές	  που	   είναι	   εμφανώς	   πιο	   ακριβείς	   σε	   νέα	   δεδομένα	   από	   ότι	   αυτά	   που	   παρήχθησαν	   με	   το	  bagging.Όμως,αντίθετα	   με	   το	   bagging,το	   boosting	   κάποιες	   φορέςαποτυγχάνει	   σε	  πραγματικές	   καταστάσεις	   ,γιατί	   μπορεί	   να	   παράγει	   έναν	   κατηγοριοποιητή	   που	   είναι	  εμφανώς	  πιο	  ανακριβής	  από	  ότι	   ένας	  μοναδικός	   κατηγοριοποιητής	  που	  κατασκευάστηκε	  από	  τα	  ίδια	  δεδομένα.Αυτό	  το	  γεγονός	  υποδεικνύει	  ότι	  ο	  συνδυαστικός	  κατηγοριοποιητής	  υπερπροσαρμόζεται	  στα	  δεδομένα.	  	  	  	  2.5	  Το	  πρόβλημα	  της	  υπεπροσαρμογής	  στα	  δεδομένα(Overfitting) 






αλλά	  από	  την	  ικανότητά	  του	  να	  αποδίδει	  καλά	  σε	  άγνωστα	  δεδομένα.Έτσι	  εάν	  το	  μοντέλο	  αρχίσει	   να	  απομνημονεύει	   τα	  δεδομένα	   εκπαίδευσης	  αντί	   να	  μαθαίνει	   και	   να	  αποκτά	  την	  τάση	  να	  γενικεύει	  προκύπτει	  η	  υπερπροσαρμογή.Παρακάτω	  φαίνεται	  και	  σε	  γράφημα	  ένα	  παράδειγμα	  υπερπροσαρμογής.	  	  
	  Εικόνα	  2.9.	  Υπερπροσαρμογή-­‐υπερεκπαίδευση	  όπου	  το	  πραγματικό	  σφάλμα	  αυξάνεται	  και	  το	  σφάλμα	  εκπαίδευσης	  μειώνεται	  σταθερά	  	  	   Ένα	  ακραίο	  παράδειγμα	  είναι	  η	  περίπτωση	  που	  ο	  αριθμός	  των	  παραμέτρων	  είναι	  ίσος	  ή	  μεγαλύτερος	  από	  τον	  αριθμό	  των	  παρατηρήσεων	  οπότε	  ένα	  απλό	  μοντέλο	  θα	  μπορούσε	  να	  μαντέψει	  τέλεια	  τα	  δεδομένα	  εκπαίδευσης	  με	  απομνημόνευση	  αλλά	  το	  μοντέλο	  αυτό	  θα	  αποτύγχανε	   παταγωδώς	   στο	   να	   κάνει	   προβλέψεις	   για	   καινούργια	   δεδομένα,διότι	   όπως	  πριν	   αναφέρθηκε	   δεν	   έχει	   μάθει	   να	   γενικεύει.Η	   πιθανότητα	   υπερπροσαρμογής	   δεν	  εξαρτάται	  μόνο	  από	  τον	  αριθμό	  των	  παραμέτρων	  και	  των	  δεδομένων	  αλλά	  επίσης	  και	  από	  την	   προσαρμοστικότητα	   του	   μοντέλου,τη	   δομή	   και	   το	   σχήμα	   των	   δεδομένων	   καθώς	   και	  μέγεθος	   του	   σφάλματος	   σε	   σύγκριση	   με	   το	   αναμενόμενο	   επίπεδο	   του	   θορύβου	   ή	   του	  σφάλματος	  στα	  δεδομένα.	  Για	   να	   αποφευχθεί	   η	   υπερπροσαρμογή	   είναι	   απραίτητο	   να	   εφαρμοστούν	   επιπλέον	  τεχνικές	   που	   μπορούν	   να	   υποδείξουν	   ότι	   η	   περιταίρω	   εκπαίδευση	   δεν	   καταλήγει	   σε	  καλύτερη	   γενίξευση.Κάποιες	   από	   αυτές	   είναι	   η	   διασταύρωση-­‐επαλήθευση,η	  κανονικοποίηση,το	   πρόωρο	   σταμάτημα,το	   κλάδεμα,η	   τεχνική	   Bayesian	   priors	   σε	  παραμέτρους	  ή	  η	  συγκριση	  μοντέλων.Κάποιες	  από	  αυτές	  τις	  τεχνικές	  βασίζονται	  είτε	  στην	  επιβολή	   ποινής	   σε	   υπερβολικά	   πολύπλοκα	   μοντέλα	   είτε	   στη	   δοκιμή	   της	   ικανότητας	   του	  μοντέλου	   να	   γενικεύει	   με	   αξιολόγηση	   της	   επίδοσής	   του	   σε	   σετ	   δεδομένων	   που	   δε	  χρησιμοποιούνται	   στην	   εκπαίδευση,τα	   οποία	   υποτίθεται	   ότι	   προσεγγίζουν	   τα	   άγνωστα	  δεδομένα	  που	  προκύπτουν.	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  Big	  Data	  –	  “Πολλά”	  Δεδομένα	  	  	  	  	  3.1	  Κατακλυσμός	  δεδομένων	  	   Πρόσφατα	   άρθρα	   αναφέρουν	   ότι	   μέχρι	   στιγμής	   έχουν	   παραχθεί	   2,5	   πεντάκις	  εκατομμύρια	   δεδομένων,εκ	   των	   οποίων	   το	   90%	   δημιουργήθηκε	   μόνο	   τα	   τελευταία	   2	  χρόνια.Η	   έκρηξη	   που	   έχει	   γίνει	   στην	   πληροφορία	   μας	   αναγκάζει	   να	   χρησιμοποιήσουμε	  καινούργιες	   μονάδες	   μέτρησης	   με	   τις	   οποίες	   θα	   πρέπει	   να	   εξοικειωθούμε	   για	   να	  μπορέσουμε	  να	  μετρήσουμε	  τα	  “Πολλά”	  Δεδομένα.Όλα	  αυτά	  τα	  δεδομένα	  θα	  ήταν	  άχρηστα	  αν	   δε	   μπορούσαμε	   να	   τα	   αποθηκεύσουμε	   κάπου.Σε	   αυτό	   όμως	   το	   σημείο	   επεμβαίνει	   ο	  νόμος	   του	   Moore	   που	   αναφέρεις	   ότι	   ο	   αριθμός	   των	   τρανζίστορ	   στα	   ολοκληρωμένα	  κυκλώματα	  διπλασιάζεται	  κάθε	  2	  χρόνια	  σε	  αντίθεση	  με	  την	  ταχύτητα	  των	  επεξεργαστών	  που	   από	   το	   1980	   ως	   σήμερα	   αυξήθηκε	   από	   10MHz	   σε	   3.6GHz,	   δηλαδή	   μόνο	   360	   φορές	  περισσότερο.	  	  






δεδομένων	  μεγαλώνουν	  αλλά	  η	  φύση	  τους	  αλλάζει,κυρίως	  με	  την	  ευρεία	  χρήση	  των	  μέσων	  κοινωνικής	  δικτύωσης	  και	  των	  υπερεσιών	  που	  παρέχονται	  σε	  κινητά	  τηλέφωνα.	  	  	  	  	  3.2	  Ορισμοί	  για	  τα	  “Πολλά”	  Δεδομένα	  	   Γνωρίζουμε	  ότι	  το	  να	  δώσουμε	  έναν	  ορισμό	  για	  τα	  Big	  Data	  δεν	  είναι	  εύκολο,αφού	  για	  μια	   υπηρεσία	   που	   καλείται	   (Big)Data-­‐as-­‐a-­‐Service	   μπορούν	   να	   προκύψουν	   πάνω	   από	   30	  ορισμοί.Έτσι	   θα	   γίνει	   μια	   προσπάθεια	   καταγραφής	   των	   πιο	   συνηθισμένων	   ορισμών	   που	  έχουν	  δωθεί	  κατά	  καιρούς.Ένας	  από	  αυτούς	  λέει	  ότι	  τα	  Big	  Data	  είναι	  μια	  συλλογή	  από	  σετ	  δεδομένων	   τόσο	   μεγάλα	   σε	   μέγεθος	   και	   τόσο	   πολύπλοκα	   που	   είναι	   αδύνατο	   να	   τα	  επεξεργαστούμε	   χρησιμοποιώντας	   εργαλεία	   διαχείρισης	   βάσεων	   δεδομένων	   ή	  παραδοσιακές	   εφαρμογές	   επεξεργασίας	   δεδομένων.Ένας	   άλλος	   ορισμός	   στον	   οποίο	  εμμένουν	  πολλοί	  συγγραφείς	  είναι	  αυτός	  των	  “4-­‐V”	  που	  δείχνει	  τα	  4	  χαρακτηριστικά	  που	  αφορούν	  τα	  Big	  Data	  και	  είναι	  o	  όγκος(volume),	  η	  ποικιλία(variety),	  η	  ταχύτητα(velocity)	  και	  η	  ακρίβεια(verasity).	  	  	  
• Όγκος	   (η	   ποσότητα	   των	   δεδομένων):	   αναφέρεται	   στη	   μαζική	   ποσότητα	   των	  δεδομένων	  όπου	  οι	   εταιρείες	  και	  οι	  οργανισμοί	  χρησιμοποιούν	  για	  να	  βελτιώσουν	  τη	  διαδιακασία	   λήψης	   αποφάσεων.Η	   ποσότητα	   των	   δεδομένων	   συνεχίζει	   να	   αυξάνεται	  συνεχώς	  και	  με	  πρωτοφανείς	  ρυθμούς.Ωστόσο	  αυτό	  που	  συνιστά	  πραγματικά	  υψηλή	  ποσότητα	  δεδομένων	  διαφέρει	  σε	  κάθε	  βιομηχανία	  και	  σε	  κάθε	  γεωγραφική	  περιοχή	  αλλά	   σχεδόν	   πάντα	   είναι	   μικρότερη	   από	   petabytes	   και	   zettabytes.Πολλές	   εταιρείες	  μάλιστα	   θεωρούν	   σύνολα	   μεταξύ	   ενός	   terabyte	   και	   ενός	   petabyte	   να	   ανήκουν	   στην	  κατηγορία	   των	   Big	   Data.Μπορούμε	   να	   συμφωνήσουμε	   στο	   γεγονός	   ότι	   αυτό	   που	  θεωρείται	  μεγάλη	  ποσότητα	  δεδομένων	  σήμερα	  μπορεί	  να	  είναι	  ακόμη	  μεγαλύτερο	  στο	  άμεσο	  μέλλον.	  
• Ποικιλία	   (διαφορετικοί	   τύποι	   δεδομένων	   και	   πηγών	   που	   προέρχονται):	   η	   ποικιλία	  αναφέρεται	   περισσότερο	   στη	   διαχείριση	   της	   πολυπλοκότητας	   από	   τους	   πολλαπλούς	  τύπους	   δεδομένων	   συμπεριλαμβανομένων	   των	   δομημένων,	   ημι-­‐δομημένων	   και	   μη	  δομημένων	  δεδομένων.Οι	  οργανισμοί	  θα	  πρέπει	  να	  ενσωματώσουν	  και	  να	  αναλύσουν	  δεδομένα	   από	   μια	   σύνθετη	   σειρά	   από	   παραδοσιακές	   και	   μη	   πηγές	   πληροφόρησης	  εντός	  και	  εκτός	  της	  επιχείρησης.Με	  την	  έκρηξη	  της	  τεχνολογίας	  των	  αισθητήρων,των	  έξυπνων	  συσκευών	  και	  των	  μέσων	  κοινωνικής	  δικτύωσης	  τα	  δεδομένα	  παράγονται	  σε	  αμέτρητες	   μορφές	   όπως	   κείμενο,διαδικτυακό	   υλικό,ήχος,εικόνα,tweets,αρχεία	  καταγραφής	  κ.ά.	  
• Ταχύτητα	   (δεδομένα	   σε	   κίνηση):	   η	   ταχύτητα	   με	   την	   οποία	   τα	   δεδομένα	  δημιουργούνται,επεξεργάζονται	   και	   αναλύονται	   αυξάνεται	   συνεχώς.	   Η	   υψηλότερη	  αυτή	   ταχύτητα	   οφείλεται	   τόσο	   στην	   πραματικού	   χρόνου	   φύση	   της	   δημιουργίας	  δεδομένων	   όσο	   και	   στην	   ανάγκη	   ενσωμάτωσης	   των	   δεδομένων	   ροής	   στις	  επιχειρηματικές	   διαδικασίες.Σήμερα	   τα	   δεδομένα	   παράγονται	   με	   τέτοιο	   ρυθμό	   που	  είναι	  αδύνατο	  για	  τα	  παραδοσιακά	  συστήματα	  να	  συλλέξουν	  να	  αποθηκεύσουν	  και	  να	  αναλύσουν.Για	   τις	   διαδικασίες	   που	   είναι	   ευαίσθητες	   ως	   προς	   το	   χρόνο	   όπως	   το	  άμεσο,στιγμιαίο	  και	  πολυκαναλικό	  μάρκετινγκ	  τα	  δεδομένα	  θα	  πρέπει	   να	  αναλυθούν	  σε	  πραγματικό	  χρόνο	  ώστε	  να	  έχουν	  αξία	  για	  τις	  επιχειρήσεις.	  


















3.3.2 Μη	  σχεσιακές	  βάσεις	  δεδομένων	  προσανατολισμένες	  σε	  στήλες	  	  	  Τα	   παραδοσιακά	   Συστήμα	   Διαχείρισης	   Σχεσιακών	   Βάσεων	   Δεδομένων(RDBMS)	  εισήγαγαν	   το	   πρότυπο	   πρόσβασης	   στα	   δεδομένα	   χρησιμοποιώντας	   τη	   γλώσσα	   SQL	   και	  αναπτύχθηκαν	  σε	  εποχές	  που	  στη	  δομημενη	  πληροφορία	  μπορούσε	  να	  δοθεί	  πρόσβαση,να	  κατηγοριοποιηθεί	  και	  να	  κανονικοποιηθεί	  με	  σχετική	  ευκολία.Τα	  RDBMS	  σχεδιάστηκαν	  για	  να	   καλύψουν	   ένα	   ευρύ	   φάσμα	   διαφορετικών	   τύπων	   ερωτημάτων	   κοιτάζοντας	   να	  ενσωματώσουν	   τα	   δεδομένα	   που	   υποβάλλονταν	   σε	   επεξεργασία	   από	   το	   λογισμικό	   με	  εξαιρετικά	  δομημένο	  τρόπο.	  Η	   πρώτη	   προσπάθεια	   για	   να	   ξεπεραστεί	   η	   λογική	   του	   RDBMS	   ήταν	   οι	   βάσεις	  δεδομένων	  προσανατολισμένη	  σε	  στήλες	  με	   την	  οποία	   τα	  δεδομένα	  αποθηκεύονται	   κατά	  στήλες,	  η	  οποία	  μετατράπηκε	  όταν	  αυτό	  ήταν	  δυνατό	  σε	  bitmaps	  ή	  σε	  συμπίεση	  με	  άλλους	  τρόπους	  έτσι	  ώστε	  να	  μειωθεί	  ο	  όγκος	  των	  αποθηκευμένων	  δεδομένων.Ο	  συνδιασμός	  των	  συμπιεσμένων	   δεδομένων	   και	   η	   ανάκτηση	   μόνο	   όσων	   στηλών	   ζητώνται	   επιταχύνει	   την	  ταχύτητα	   με	   την	   οποία	   εκτελείται	   το	   ερώτημα	   με	   το	   να	   μειώνεται	   ο	   αριθμός	   των	  προσβάσεων	   Ι/Ο	   που	   χρειάζονται	   και	   με	   το	   να	   αυξάνεται	   ο	   αριθμός	   των	   ερωτηθέντων	  δεδομένων	  που	  μπορεί	  να	  παραμείνει	  στη	  μνήμη.Τα	  πρώτα	  παραδείγματα	  τέτοιων	  βάσεων	  διατήρησαν	   τη	   χρήση	   της	   SQL	   αλλά	   τελευταία	   καθιερώθηκε	   το	   μοντέλο	   NoSQL	   που	  προχωρά	  το	  σχεσιακό	  μοντέλο.Με	  τη	  χρηση	  αυτού	  χτίζονται	  προϊόντα	  που	  στόχο	  έχουν	  να	  διαχειριστούν	  πολύ	  μεγάλα	  σετ.Σε	  NoSQL	  βάσεις	  το	  σχήμα(schema)δεν	  είναι	  γνωστό	  από	  την	  αρχή	  που	  σημαίνει	  ότι	  υπάρχει	  δυνατότητα	  να	  προσαρμοστεί	  στην	  πραγματική	  μορφή	  των	  δεδομένων.	  Τέτοια	   ευελιξία	   είναι	   το	   κλειδί	   για	   μεγαλύτερη	   επέκταση	   μιας	   και	   η	   φυσική	  αναπαράσταση	   των	   δεδομένων	   απλοποιείται,δεν	   υπάρχουν	   πολλοί	   περιορισμοί	   και	   τα	  δεδομένα	   μπορούν	   να	   διαχωριστούν	   και	   να	   αποθηκευτούν	   τμηματικά	   σε	   διάφορα	  μηχανήματα.Το	   προφανές	   μειονέκτημα	   βρίσκεται	   στην	   έλλειψη	   ισχυρών	   εγγυήσεων	  συνέπειας,όπως	   για	   παράδειγμα	   οι	   περιορισμοί	   του	   εξωτερικού	   κλειδιού	   δεν	   υπάρχουν	  πια,καθώς	   και	   η	   δυσκολία	   εκτέλεσης	   συνενώσεων	   μεταξύ	   διαφορετικών	   πινάκων	   και	  συνόλων.Υπάρχει	   μια	   ποικιλλία	   από	   διαφορετικούς	   τύπυς	   βάσεων	   που	   περιλαμβάνονται	  στην	  κατηγορία	  του	  μοντέλου	  NoSQL	  οι	  πιο	  σημαντικές	  από	  τις	  οποίες	  είναι:	  
• Ζεύγη	  κλειδί-­‐τιμή(key-­‐value),όπου	  χρησιμοποιείται	  ένας	  πίνακας	  κατακερματισμού	  με	  ένα	   μοναδικό	   κλειδί	   και	   ένα	   δείκτη	   στο	   αντίστοιχο	   στοιχείο	   δεδομένων.Οι	   βάσεις	  κλειδί-­‐τιμή	   δεν	   απαιτούν	   σχήμα	   και	   προσφέρουν	   μεγάλη	   ευελιξία	   και	  επεκτασιμότητα,δεν	   προσφέρουν	   τη	   δυνατότητα	   ατομικότητας,	   συνεκτικότητας,	  απομόνωσης,	  διατηρησιμότητα	  (ACID-­‐Atomicity,	  Consistency,	  Isolation,	  Durability)	  και	  απαιτούν	  κάποια	  εργαλεία	  για	  την	  τοποθέτηση	  των	  δεδομένων,την	  αποφυγή	  διπλών	  αντιγράφων	   και	   την	   ανοχή	   σε	   σφάλματα	   καθώς	   όλα	   αυτά	   δεν	   ελέγχονται	   ρητά	   από	  την	   ίδια	   την	   τεχνολογία.Οι	   πιο	   γνωστές	   είναι	   η	   Memcached,η	   Dynamo	   και	   η	  Voldemort.Η	  S3	  της	  Amazon	  χρησιμοποιεί	  Dynamo	  ως	  ,μηχανισμό	  αποθήκευσης	  ενώ	  η	  Riak	   είναι	   αρκετά	   διαδεδομένη	   key-­‐value	   NoSQL	   βάση	   ελεύθερου	   λογισμικού	   και	  ανεκτική	  στα	  σφάλματα.	  






βρήκαν	  απήχηση	  στη	  συνέχεια	  όπως	   το	  Cassandra	  Hadoop	  που	   χρησιμοποιείται	  από	  το	  Facebook	  και	  τα	  HBase	  και	  Hypertable.	  
• Βάσεις	   δεδομένων	   εγγράφων(Document	   Databases),οι	   οποίες	   είναι	   παρόμοιες	   με	   τις	  key-­‐value	  αλλά	  βασίζονται	  σε	  έγγραφα	  που	  αποτελούν	  συλλογές	  από	  άλλες	  key-­‐value	  συλλογές,υπάρχει	  δηλαδή	  εμφώλευση.Η	  δομή	  αυτών	  των	  εγγράφων	  και	  μερών	  αυτών	  ονομάζεται	   JavaScript	   Object	   Notation(JSON)	   ή	   Binary	   JSON(BSON).Τέτοιες	   βάσεις	  είναι	   συνήθως	   χρήσιμες	   όταν	   υπάρχουν	   αρκετές	   αναφορές	   κι	   αυτές	   παράγονται	   και	  συναρμολογούνται	  από	  στοιχεία	  που	  αλλάζουν	  συχνά.Οι	  πιο	  διαδεδομένες	  αυτής	   της	  κατηγορίας	  είναι	  η	  MongoDB	  και	  η	  CouchDB.	  
• Βάσεις	   δεδομένων-­‐Γράφοι	   (Graph	   Database),	   όπου	   η	   βασική	   δομή	   αποκαλείται	   και	  “σχέση	   κόμβων”.	   Η	   δομή	   αυτή	   είναι	   χρήσιμη	   όταν	   έχουμε	   να	   κάνουμε	   με	  διασυνδεδεμένα	   δεδομένα.Οι	   κόμβοι	   και	   οι	   σχέσεις	   υποστηρίζουν	   κάποιες	   ιδιότητες,	  δηλαδή	  ένα	  ζεύγος	  key-­‐value	  όπου	  αποθηκεύονται	  τα	  δεδομένα.Η	  πλοήγηση	  στη	  βάση	  γίνεται	  ακολουθώντας	  τις	  σχέσεις.Αυτού	  του	  είδους	  η	  αποθήκευση	  και	  πλοήγηση	  στα	  συστήματα	  RDBMS	   δεν	   είναι	   δυνατή	   εξαιτίας	   της	   ακαμψίας	   της	   δομής	   των	   πινάκων	  και	   της	  αδυναμίας	   να	  ακολουθηθούν	  οι	   συνδέσεις	   μεταξύ	   των	  στοιχείων,	   όπου	  κι	   αν	  αυτές	   οδηγούν.Παραδείγματα	   τέτοιων	   βάσεων	   είναι	   το	   Neo4J,	   το	   Allegro	   και	   το	  Virtuoso.	  	  Όσον	   αφορά	   την	   επιλογή	   του	   συστήματος	   διαχείρισης	   δεδομένων	   θα	   πρέπει	   να	  λάβουμε	   υπόψην	   μας	   τρεις	   σημαντικούς	   παράγοντες	   ισορροπίας	   που	   συνοψίζονται	   στο	  γνωστό	   θεώρημα	   CAP.Οι	   παράγοντες	   αυτοί	   είναι:	   συνοχή	   (Consistency),	  διαθεσιμότητα(Availability)	   και	   ανοχή	   σε	   διαχωρισμό(Partition	   tolerance).Το	   θεώρημα	  αναφέρει	   ότι	   ένα	   κατενεμημένο	   σύστημα	   μπορεί	   ταυτόχρονα	   να	   προσφέρει	   μόνο	   2	   από	  τους	   3	  παραπάνω	  παράγοντες.Η	  συνοχή	  σημαίνει	   ότι	   κάθε	  πελάτης	   όλες	   τις	   στιγμές	   έχει	  την	  ίδια	  όψη	  για	  τα	  δεδομένα,η	  διαθεσιμότητα	  δίνει	  τη	  δυνατότητα	  σε	  όλους	  τους	  πελάτες	  να	   μπορούν	   να	   διαβάσουν	   και	   να	   γράψουν	   οποιαδήποτε	   στιγμή	   και	   η	   ανοχή	   στο	  διαχωρισμό	  σημαίνει	  ότι	  το	  σύστημα	  λειτουργεί	  καλά	  σε	  όλα	  τα	  διαχωρισμένα	  τμήματα	  του	  δικτύου.	  	  


















λόγους.Πρώτον	   η	   επεξεργασία	   όφειλε	   να	   μπορεί	   να	   διαστέλλεται	   και	   να	   συστέλλεται	   με	  αυτόματο	  τρόπο,θα	  έπρεπε	  να	  μπορεί	  να	  συνεχιστεί	  παρόλες	  τις	  αποτυχίες	  του	  δικτύου	  ή	  κάποιου	  μεμονωμένου	  συστήματος	  και	   τέλος	  οι	  προγραμματιστές	  θα	   έπρεπε	  να	  μπορούν	  να	   αναπτύξουν	   υπηρεσίες	   που	   να	   μπρούν	   να	   χρησιμοποιηθούν	   κι	   από	   άλλους	  προγραμματιστές.Αυτή	   η	   προσέγγιση	   όμως	   θα	   έπρεπε	   να	   είναι	   ανεξάρτητη	   από	   το	   πού	  βρίσκονται	  τα	  δεδομένα	  και	  που	  γίνονται	  οι	  υπολογισμοί.	  Έτσι	   το	   2004	   γεννήθηκε	   το	   MapReduce	   ένα	   προγραμματιστικό	   μοντέλο	   για	   την	  επεξεργασία	   και	   την	   παραγωγή	   μεγάλων	   σετ	   δεδομένων.Ο	   όρος	   κάνει	   λόγο	   για	   2	  ξεχωριστές	  και	  διακριτές	  μεταξύ	  τους	  εργασίες.Η	  πρώτη	  που	  είναι	  το	  Map,η	  χαρτογράφηση	  δηλαδή,που	  παίρνει	  ένα	  σετ	  δεδομένων	  και	  τα	  μετατρέπει	  σε	  ένα	  άλλο	  σετ	  δεδομένων	  όπου	  τα	  επιμέρους	  στοιχεία	  αναλύονται	  σε	  πλειάδες(ζευγάρια	  key-­‐value).Η	  δεύτερη	  εργασία	  που	  είναι	  το	  Reduce	  παίρνει	  την	  έξοδο	  του	  Map	  ως	  είσοδο	  και	  συνδυάζει	  αυτές	  τις	  πλειάδες	  σε	  πιο	  μικρά	  σετ	  από	  πλειάδες.Όπως	  είναι	  προφανές	  το	  Reduce	  λαμβάνει	  χώρα	  ύστερα	  από	  το	  Map.Για	  αν	  λειτουργήσει	  αποδοτικά	  το	  μοντέλο	  απαιτεί	  έναν	  αλγόριθμο	  και	  περιλαμβάνει	  τα	  εξής	  στάνταρ	  βήματα:	  	  1. Ξεκινά	  με	  ένα	  πολύ	  μεγάλο	  σετ	  δεδομένων	  ή	  αρχείων.	  2. Κάνει	  επαναλήψεις	  στα	  δεδομένα.	  3. Χρησιμοποιεί	  τη	  συνάρτηση	  Map	  για	  την	  εξαγωγή	  πλειάδων	  ενδιαφέροντος	  και	  για	  τη	  δημιουργία	  μια	  λίστας	  εξόδου.	  4. Οργανώνει	  τη	  λίστα	  εξόδου	  για	  τη	  βελτιστοποίηση	  επιπλέον	  επεξεργασίας.	  5. Χρησιμοποιεί	   τη	   συνάρτηση	   Reduce	   για	   τον	   υπολογισμό	   ενός	   σετ	  αποτελεσμάτων.	  6. Παράγει	  την	  τελική	  έξοδο.	  	  






συνάρτηση	  Reduce	  προσθέτει	  όλες	  τις	  τιμές	  για	  το	   ίδο	  URL	  και	  προκύπτει	   ένα	   (URL;total	  count)	  ζευγάρι.	  	  	  3.3.4 Big	  Data	  και	  Cloud	  Computing	  	  Το	  σύννεφο(cloud)	  έχει	  αναδειχτεί	  ως	  κύριος	  διαμεσολαβητής	  των	  Big	  Data	  τόσο	  στην	  υποδομή	  όσο	  και	  στα	  επίπεδα	  αναλυσης.Το	  Cloud	  προσφέρει	  ένα	  φάσμα	  επιλογών	  για	  την	  ανάλυση	   των	   Big	   Data.Από	   την	   πλευρά	   της	   υποδομής	   παρέχονται	   επιλογές	   για	   τη	  διαχείριση	   και	   πρόσβαση	   σε	   πολύ	   μεγάλα	   σύνολα	   δεδομένων	   καθώς	   και	   για	   την	  υποστήριξη	   ισχυρών	   στοιχείων	   υποδομών	   με	   σχετικά	   χαμηλό	   κόστος.Το	   περιβάλλον	   του	  Cloud	   λόγω	   της	   εικονικής	   του	   φύσης,της	   προσαρμοστικότητας	   και	   της	   ευελιξίας	   του	  προσφέρεται	   σίγουρα	   για	   το	   τεράστιο	   και	   μεταβαλλόμενο	   περιβάλλον	   των	   Big	   Data.	   Οι	  αρχιτεκτονικές	   συννέφου	   αποτελούνται	   από	   συστοιχίες	   εικονικών	   μηχανών	   και	   είναι	  ιδανικές	   για	   την	   επεξεργασία	   μεγάλων	   συνόλων	   στο	   βαθμό	   που	   αυτή	   μπορεί	   να	  υποδιαιρεθεί	   σε	   πολυάριθμες	   και	   παράλληλες	   διαδικασίες.Η	   συγγένεια	   αυτή	  ανακαλύφθηκε	   στο	   πρώιμο	   στάδιο	   ανάπτυξης	   του	   Cloud	   και	   οδήγησε	   απευθείας	   στην	  ανάπτυξη	   των	   Hadoop	   clusters	   που	   μπορούν	   να	   χρησιμοποιηθούν	   για	   υπολογιστικές	  αναλύσεις	  και	  στατιστικές.	  	  
	  Εικόνα	  3.5.	  Google	  Trends:	  Αναζητήσεις	  στη	  μηχανή	  αναζήτησης	  για	  τους	  όρους	  “Cloud	  Computing”	  και	  “Big	  Data”	  	   Κάποια	  σύγχρονα	  παραδείγματα	  που	  συνδυάζουν	  το	  Cloud	  Computing	  με	  τα	  Big	  Data	  είναι	  τα	  εξής:	  






επεκτείνουν	  το	  περιβάλλον	  τους	  και	  να	  το	  προσαρμόσουν	  στις	  ανάγκες	  τους.Κλασσικό	  παράδειγμα	  IaaS	  είναι	  το	  Amazon	  EC2	  που	  σαν	  υπηρεσία	  τρέχει	  σε	  πραγματικό	  χρόνο	  και	   τα	   δεδομένα	   επεξεργάζονται	   μαζικά	   και	   με	   παραλληλοποίηση.Μπορεί	   να	  χρησιμοποιηθεί	  για	  την	  επεξεργασία	  δεδομένων	  από	  λιανική	  πώληση	  όπου	  οι	  χρήστες	  επιθυμούν	   να	   επεγεργαστούν	   δισεκατομμύρια	   δεδομένων	   που	   απευθύνονται	   σε	  πελάτες	   σε	   πραγματικό	   χρόνο	   και	   θα	   πρέπει	   να	   γίνει	   σωστή	   διαφήμιση	   των	  προϊόντων.	  
• PaaS	   (Platform	   as	   a	   Service)	   σε	   ιδιωτικό	   νέφος:	   το	   PaaS	   αποτελεί	   ολόκληρη	  συσκευασμένη	  υποδομή	  έτσι	  ώστε	  να	  μπορεί	  να	  χρησιμοποιηθεί	  για	  το	  σχεδιασμό	  την	  υλοποίηση	  και	  την	  ανάπτυξη	  εφαρμογών	  και	  υπηρεσιών	  σε	  δημόσιο	  ή	  ιδιωτικό	  cloud	  περιβάλλον.Επιτρέπει	   σε	   έναν	   οργανισμό	   να	   κάνει	   τη	   μόχλευση	   βασικών	   υπηρεσιών	  ενδιάμεσου	   λογισμικού	   χωρίς	   να	   χρειάζεται	   να	   ασχοληθεί	   με	   τη	   διαχείριση	   των	  επιμέρους	   στοιχείων	   υλικού	   και	   λογισμικού.Οι	   πωλητές	   PaaS	   ήδη	   έχουν	  ενσωματώσειτεχνολογίες	   Big	   Data	   όπως	   το	   Hadoop	   και	   το	   MapReduce.Παράδειγμα	  εφαρμογής	   αποτελεί	   ένας	   οργανισμός	   που	   θέλει	   να	   αναπτύξει	   μια	   εξειδικευμένη	  εφαρμογή	   για	   την	   ανάλυση	   μεγάλης	   ποσότητας	   ιατρικών	   δεδομένων.Η	   χρήση	   της	  εφαρμογής	  περιλαμβάνει	  δεδομένα	  πραγματικού	  χρόνου	  και	  μη.Ένα	  τέτοιο	  σενάριο	  θα	  χρειαστεί	  το	  Hadoop	  MapReduce	  για	  αποθήκευση	  και	  επεξεργασία	  ενώ	  αξιοσημείωτο	  είναι	  ότι	  μια	  τέτοια	  εφαρμογή	  με	  χρήση	  PaaS	  μπορεί	  να	  αναπτυχθεί	  πολύ	  γρήγορα	  και	  με	  μεγαλύτερη	  ελευθερία	  σε	  πειραματισμούς	  αφού	  μόλις	  εντοπιστεί	  η	  κατάλληλη	  λύση	  μπορεί	  άνετα	  να	  υποστηριχθεί.	  
• SaaS	  (Software	  as	  a	  Service)	  σε	  υβριδικό	  νέφος:	  χρήσιμο	  για	  την	  ανάλυση	  δεδομένων	  που	  προέρχονται	  από	  καταναλωτές.Πολλές	  εταιρείες	  διαπίστωσαν	  ότι	  ένα	  από	  τις	  πιο	  σημαντικές	  πηγές	  πληροφοριών	   είναι	   οι	   γνώμες	   των	  πελατών	  τους	   για	   τα	  δικά	   τους	  προϊόντα,	   τις	   υπηρεσίες	   και	   την	   εταιρεία	   γενικότερα.Αποκτώντας	   πρόσβαση	   λοιπόν	  στη	  “φωνή	  του	  πελάτη”	  μπορούν	  να	  αντλήσουν	  πολύτιμες	  γνώσεις	  και	  να	  βελτιωθούν	  σημαντικά.Τέλος	  μπορεί	  να	  γίνει	  χρήση	  τόσο	  των	  πλατφορμών	  SaaS	  για	  την	  ανάλυση	  των	   δεδομένων	   από	   κοινωνικά	   δίκτυα	   όσο	   και	   των	   εταιρικών	   CRM	   ώστε	   να	  συμπεριληφθούν	  και	  τα	  ιδιωτικά	  δεδομένα	  στην	  ανάλυση.	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  Ευρετηριοποίηση	  (Indexing)	  	  	  	  	  4.1	  Γιατί	  χρειαζόμαστε	  τα	  ευρετήρια	  	   Όπως	   έχουμε	   ήδη	   αναφέρει	   στο	   προηγούμενο	   κεφάλαιο	   με	   τις	   ταχέως	  αναπτυσσόμενες	   τεχνολογίες	   όπως	   τα	   κοινωνικά	   δίκτυα,	   το	   cloud	   computing,	   τις	  εφαρμογές	   των	   “έξυπνων”	   τηλεφώνων	   και	   του	   μεγάλου	   όγκου	   δεδομένων,	   μία	   από	   τις	  μεγαλύτερες	   προκλήσεις	   που	   αντιμετωπίζουν	   οι	   αρχιτέκτονες	   λογισμικού	   είναι	   η	  διαχείριση	   και	   συνεπώς	   η	   εξαγωγή	   χρήσιμης	   πληροφορίας	   από	   τον	   τεράστιο	   όγκο	  δεδομένων	   που	   παράγεται	   παγκοσμίως.Επιπρόσθετα	   οι	   χρήστες	   απαιτούν	   οι	   εφαρμογές	  διαδικτύου	   που	   χρησιμοποιούν	   να	   ανταποκρίνονται	   στις	   ανάγκες	   τους	   και	   να	   είναι	  συνεχώς	  διαθέσιμες.Για	  να	  ανταποκρινεται	  σε	  αυτές	  τις	  απαιτήσεις	  ένα	  σύστημα	  θα	  πρέπει	  να	  διαθέτει	  τα	  εξής	  χαρακτηριστικά:	  
• Επεκτασιμότητα,η	   οποία	   μπορεί	   να	   επιτευχθεί	   με	   κατανομή	   των	   εργασιών	   στους	  πολλούς	  εξυπηρετητές	  μιας	  συστάδας.	  
• Ευκολία	   στην	   ανάπτυξη	   και	   στη	   ρύθμιση	   παραμέτρων,όπως	   για	   παράδειγμα	   εύκολο	  στην	  εγκατάσταση	  και	  δυνατότητα	  προβολής	  ή	  και	  αλλαγής	  του	  κώδικα(open	  source).	  
• Βέλτιστη	  αναζήτηση,δηλαδή	  ταχύτητα	  στην	  εκτέλεση	  πολύπλοκων	  ερωτημάτων	  εντός	  πολύ	  μικρού	  χρονικού	  διαστήματος,της	  τάξης	  των	  milliseconds.	  
• Διαχείριση	   τεράστιου	   αριθμού	   ευρετηριοποιημένων	   εγγράφων	  που	   τις	   περισσότερες	  φορές	  φτάνουν	  αρκετά	  εκατομμύρια.	  
• Κειμενο-­‐κεντρικότητα,έτσι	   ώστε	   να	   γίνεται	   “κατανόηση”	   και	   επεξεργασία	   φυσικής	  γλώσσας	  σε	  κείμενο	  όπως	  emails,	  ιστοσελίδες,	  εγγράφων	  pdf,	  μηνύματα	  σε	  κοινωνικά	  δίκτυα	  όπως	  στο	  twitter	  αλλά	  και	  σε	  blogs.	  	  
• Κατάταξη	   αποτελεσμάτων	   με	   κριτήριο	   σχετικότητας,ύπαρξη	   δηλαδή	   ενός	   μέτρου	  σχετικότητας	  με	  βάση	  το	  οποίο	  φαίνεται	  που	  ανήκει	  το	  δεδομένο	  έγγραφο	  που	  ψάχνει	  ή	  θέλει	  να	  ταξινομήσει	  ο	  χρήστης.	  	  
Για την εύρεση λοιπόν και τη σωστή ταξινόµηση της πληροφορίας, έτσι ώστε να µπορεί 
να γίνει ανάκτησή της όταν χρειαστεί θα πρέπει να υπάρξει οργάνωση αλλά και 
ιεράρχηση.Για να επιτευχθούν λοιπόν όλα τα παραπάνω χρησιµοποιούµε την 
ευρετηριοποίηση ως µια αποτελεσµατική τεχνική γρήγορης και ακριβούς ανάκτησης 
πληροφορίας.Ένα από τα εργαλεία που χρησιµοποιούνται για την ευρετηριοποίηση είναι 
και χρησιµοποιήσαµε και στην παρούσα εργασία είναι το Lucene.Για την ακρίβεια έγινε 
χρήση του Solr ενός λογισµικού που ενσωµατώνει το Lucene και είναι µια  “serverised” 
έκδοση αυτού.Στην επόµενη ενότητα θα εξηγηθούν πιο αναλυτικά κάποιες λεπτοµέριες 









4.2	  Lucene	  	  






να	   γίνει	   πιο	   πολύπλοκη.Το	   Lucene	   στον	   πυρήνα	   του,ως	   βιβλιοθήκη	   αναζήτησης,	   δεν	  προσφέρει	   καμία	   λειτουργικότητα	   για	   να	   υποστηρίξει	   το	   πως	   θα	   αποκτηθεί	   το	  περιεχόμενο,	   αφού	   αυτό	   επαφίεται	   αποκλειστικά	   στην	   εφαρμογή	   ή	   σε	   ξεχωριστό	  λογισμικό.Διαθέσιμοι	   ανιχνευτές(crawlers)	   ελεύθερου	   λογισμικού	   είναι	   μεταξύ	   άλλων	   τα	  Solr,	   	   Nutch,	   Grub,	   Droids	   κλπ.Στην	   περίπτωση	   που	   για	   το	   περιεχόμενό	   μας	   δεν	   υπάρχει	  διαθέσιμος	   διαμεσολαβητής(connector)	   που	   μπορεί	   να	   βοηθήσει	   τον	   ανιχνευτή	   δεν	   είναι	  δύσκολο	  απλά	  να	  αναπτύξουμε	  τον	  δικό	  μας.	  	  	   	  






παράδειγμα	   μια	   επισύναψη	   σε	   ένα	   μήνυμα	   ηλεκτρονικού	   ταχυδρομείου	   κι	   αν	   αυτή	   θα	  αποτελεί	  ξεχωριστό	  έγγραφο	  ή	  θα	  πρέπει	  κάπως	  να	  γίνει	  η	  διασύνδεση	  με	  το	  μήνυμα	  στο	  οποίο	  ανήκει.	  	  Μόλις	   ξεκαθαρίσει	   και	   το	   σχεδιαστικό	   ζήτημα	   θα	   πρέπει	   να	   γίνει	   η	   εξαγωγή	   του	  κειμένου	  για	  κάθε	  έγγραφο	  από	  το	  αρχικό	  “ακατέργαστο”	  περιεχόμενο.	  Αν	  το	  περιεχόμενο	  αποτελείται	  από	  κείμενο	  με	  τη	  γνωστή	  στάνταρ	  κωδικοποίηση	  τότε	  δεν	  υπάρχει	  ιδιαίτερη	  δυσκολία.	  Πιο	  συχνά	  όμως	  έχουμε	  να	  κάνουμε	  με	  περιεχόμενο	  σε	  binary	  μορφή	  όπως	  για	  παράδειγμα	   PDF,	   αρχεία	   Office	   (Microsoft,	   Open),	   Adobe	   Flash,	   βίντεο	   από	   streaming	  υπηρεσίες,	  πολυμεσικά	  αρχεία	  είτε	  αρχεία	  που	  έχουν	  ουσιαστική	  σήμανση	  που	  θα	  πρέπει	  να	   απομακρυνθεί	   πριν	   τη	   δημιουργία	   ευρετηρίου	   (RDF,	   XML,	   HTML).	   Σε	   αυτές	   τις	  περιπτώσεις	  θα	  πρέπει	  να	  φιλτράρουμε	  τα	  έγγραφα	  πριν	  πάρουν	  την	  τελική	  τους	  μορφή.	  Ακόμη,	   κατά	   τη	   διάρκεια	   αυτού	   του	   βήματος	   μπορεί	   να	   εφαρμοστεί	   και	   ενδιαφέρουσα	  business	   logic	  στη	  δημιουργία	  επιπλέον	  πεδίων	  που	  να	  ενισχύουν	  τη	  σημασιολογία	  ή	  από	  την	  άλλη	  να	  διαχωριστούν	  κάποια	  πεδία	  αν	  κριθεί	  σκόπιμο.	  Ένα	   άλλο	   κοινό	   κομμάτι	   στη	   δημιουργία	   των	   εγγράφων	   είναι	   η	   ενίσχυση	   κάποιων	  μεμονωμένων	  εγγράφων	  και	  πεδίων	  που	  είναι	  πιο	  σημαντικά,	  παρά	  να	  είναι	  όλα	  της	  ίδιας	  σημασίας.	  Για	  παράδειγμα	  τα	  προσφάτως	  τροποποιημένα	  έγγραφα	  να	  είναι	  πιο	  σημαντικά	  από	  τα	  παλαιότερα.Η	  ενίσχυση	  μπορεί	  να	  πραγματοποιηθεί	  τόσο	  στατικά	  (ανά	  έγγραφο	  ή	  ανά	   πεδίο)	   κατά	   την	   ευρετηριοποίηση	   ή	   δυναμικά	   κατά	   την	   αναζήτηση.	   Σχεδόν	   όλες	   οι	  μηχανές	   αναζήτησης,	   συμπεριλαμβανομένου	   και	   του	   Lucene,	   πραγματοποιούν	   στατική	  ενίσχυση	  των	  πιο	  μικρών	  πεδίων	  έναντι	  των	  μεγαλύτερων.	  Αυτό	  είναι	  λογικό	  γιατί	  είναι	  πιο	  σχετικό	  να	  υπάρχει	  αντιστοιχία	  μιας	  ή	  δύο	  λέξεων	  σε	  ένα	  μικρό	  έγγραφο	  τριών,τεσσάρων	  λέξεων	  παρά	  σε	  ένα	  πολύ	  μεγαλύτερο.	  	  Το	   Lucene	   παρέχει	   μια	   διεπαφή	   (API)	   για	   τη	   δημιουργία	   των	   εγγράφων	   και	   των	  πεδίων	  αλλά	  δεν	  παρέχει	  καμία	  λογική	  στο	  χτίσιμο	  των	  εγγράφων,διότι	  όπως	  αναφέρθηκε,	  αυτό	  εξαρτάται	  από	  την	  προοριζόμενη	  εφαρμογή.	  Επίσης	  δεν	  παρέχεται	  κανένα	  φίλτρο	  για	  τα	   έγγραφα,παρόλο	   που	   υπάρχει	   το	   Apache	   Tika,	   ένα	   συμπληρωματικό	   λογισμικό	   που	  κάνει	   εξαιρετικά	   αυτή	   τη	   δουλειά.	   Τα	   πεδία	   ενός	   εγγράφου	   που	   περιλαμβάνουν	   κείμενο	  παρόλα	  αυτά	  δεν	  είναι	  ακόμα	  έτοιμα	  να	  ευρετηριοποιηθούν	  από	  τη	  μηχανή	  αναζήτησης.Για	  να	  γίνει	  αυτό	  θα	  πρέπει	  πρώτα	  να	  γίνει	  ανάλυση	  του	  κειμένου.	  Σε	  αυτό	  το	  βήμα,	  της	  ανάλυσης	  των	  εγγράφων,	  θα	  πρέπει	  το	  κείμενο	  να	  τεμαχιστεί	  σε	  μια	  σειρά	  από	  μικρά	  μεμονωμένα	  ατομικά	  στοιχεία	  που	  ονομάζονται	   tokens.	  Καθένα	  από	  αυτά	   αποτελεί	   μια	   λέξη	   και	   σε	   αυτό	   το	   βήμα	   καθορίζεται	   πώς	   τα	   πεδία	   κειμένου	   του	  εγγράφου	   χωρίζονται	   σε	   σειρές	   από	   tokens.	   Ενδιαφέρουσες	   ερωτήσεις	   μπορούν	   να	  προκύψουν	   όπως	   πώς	   διαχειριζόμαστε	   τις	   σύνθετες	   λέξεις,	   αν	   θα	   πρέπει	   να	   υπάρχει	  ορθογραφικός	   έλεγχος,	   αν	   θα	   προτείνονται	   συνώνυμες	   λέξεις,	   εάν	   ο	   ενικός	   και	   ο	  πληθυντικός	   μιας	   λέξης	   αντιμετωπίζονται	   με	   τον	   ίδιο	   τρόπο	   ή	   τι	   ορίζεται	   ως	   λέξη	   σε	  γλώσσες	  που	  δεν	  είναι	  λατινογενείς.	  Το	  Lucene	  προσφέρει	  μια	  σειρά	  από	  ενσωματωμένους	  αναλυτές	   που	   μπορούν	   και	   ελέγχουν	   όλα	   αυτά	   τα	   θέματα.	   Είναι	   επίσης	   ξεκάθαρο	   ότι	  μπορούμε	  να	  αναπτύξουμε	  το	  δικό	  μας	  αναλυτή	  ή	  να	  δημιουργήσουμε	  αυθαίρετες	  	  αλυσίδες	  αναλυτών	   που	   συνδιάζονται	   με	   αυτούς	   του	   Lucene	   για	   να	   ρυθμίσουμε	   τον	   τρόπο	   που	  δημιουργούνται	   τα	   tokens.	   Το	   τελευταίο	   βήμα,	   αυτό	   της	   ευρετηριοποίησης	   το	   έγγραφο	  προστίθεται	  στο	  ευρετήριο.	  Το	  Lucene	  παρέχει	  ό,τι	  είναι	  απαραίτητο	  για	  το	  βήμα	  αυτό	  και	  κάτω	  από	  ένα	  εξαιρετικά	  απλό	  API	  δουλεύει	  κάπως...μαγικά.	  	   	  
  
 4.3	  Solr	  	  






(ξανα-­‐)αναφερθεί	   ότι	   το	   Solr	   έχει	   χτιστεί	   πάνω	   στο	   Lucene	   που	   περιγράφηκε	   στην	  προηγούμενη	  ενότητα	  και	  δεν	  είναι	  μηχανή	  αναζήτησης	  όπως	  το	  Google	  ή	  το	  Bing,	  αν	  και	  διαθέτει	   κάποια	   κοινά	   με	   αυτά	   χαρακτηριστικά,	   ούτε	   έχει	   να	   κάνει	   με	   βελτιστοποίηση	  μηχανής	  αναζήτησης(search	  engine	  optimization-­‐SEO).Ας	  υποθέσουμε	  μια	  εφαρμογή	   	  που	  διευκολύνει	  την	  αγορά	  σπιτιών	  σε	  υποψήφιους	  αγοραστές	  όπως	  φαίνεται	  παρακάτω:	  






ευρετήριο	   δίνει	   πολλές	   δυνατότητες	   κατά	   τη	   διάρκεια	   που	   τίθεται	   το	   ερώτημα	   που	  μεγιστοποιούν	  την	  ταχύτητα	  και	  την	  ευελιξία	  της	  αναζήτησης	  με	  λέξεις-­‐κλειδιά.	  	  	  
	  	  Εικόνα	  4.3.	  Χαρτογράφηση	  κειμένου	  από	  πολλά	  έγγραφα	  σε	  ανεστραμμένο	  ευρετήριο.Δεξιά	  φαίνεται	  το	  ανεστραμμένο	  ευρετήριο	  με	  τον	  καθένα	  από	  τους	  όρους	  ενώ	  αριστερά	  φαίνονται	  τα	  πρωτότυπα	  έγγραφα.	  	  Μια	   σχεσιακή	   βάση	   θα	   μπορούσε	   εύκολα	   να	   επιστρέψει	   τα	   ίδια	   αποτελέσματα	  χρησιμοποιώντας	   ένα	   SQL	   ερώτημα.	   Ενώ	   αυτό	   αληθεύει	   για	   μια	   απλή	   περίπτωση,	   η	  διαφορά	   μεταξύ	   ενός	   ερωτήματος	   SQL	   κι	   ενός	   ερωτήματος	   στο	   Lucene	   είναι	   ότι	   στη	  δεύτερη	   περίπτωση	   τα	   αποτελέσματα	   αξιολογούνται	   και	   επστρέφονται	   κατά	   σειρά	  σχτικότητας	  με	  το	  ερώτημα,	  σε	  αντίθεση	  με	  το	  SQL	  όπου	  τα	  αποτελέσματα	  ταξινομούνται	  με	  βάση	  ενός	  ή	  περισσότερων	  στηλών.	  Με	  άλλα	  λόγια	  η	  αξιολόγηση	  των	  εγγράφων	  είναι	  αυτή	  που	  διαφοροποιεί	  την	  ανάκτηση	  πληροφορίας	  	  από	  τα	  κλασσικού	  τύπου	  ερωτήματα	  των	  σχεσιακών	  βάσεων	  που	  γνωρίζαμε	  μέχρι	  τώρα.	  	  












Παρακάτω	   φαίνονται	   σχηματικά	   τα	   κομμάτια	   που	   περιγράφηκαν	   για	   την	   έκδοση	   4	   του	  λογισμικού.	  	  
	  Εικόνα	  4.5.	  Διάγραμμα	  των	  κύριων	  κομματιών	  του	  Solr	  4	  	  	  	  4.4	  Εγκατάσταση	  και	  ρύθμιση	  του	  Solr	  για	  την	  εφαρμογή	  μας	  	  	  Για	  τα	  πειράματα	  που	  πραγματοποιήσαμε	  στην	  παρούσα	  εργασία	  χρησιμοποιήθηκε	  η	  έκδοση	  του	  Solr	  4.6.1	  .	  Τα	  δεδομένα	  που	  χρησιμοποιήθκαν	  για	  να	  γίνει	  το	  ευρετήριο	  και	  να	  δημιουργηθούν	  τα	  έγγραφα	  τα	  αντλήσαμε	  από	  μια	  σχεσιακή	  βάση	  δεδομένων	  Postgres	  9.4	  που	   συνολικά	   περιείχε	   πάνω	   από	   2	   εκατομμύρια	   εγγραφές.	   Περισσότερα	   για	   τη	   βάση	  δεδομένων,μαζί	  με	  κάποια	  screenshots,	  θα	  εξεταστούν	  στο	  επόμενο	  κεφάλαιο.	  	  Όπως	   έχει	   προαναφερθεί	   το	   Solr	   μπορεί	   να	   τρέξει	   τοπικά	   στον	   υπολογιστή	   μας	   σε	  standalone	  mode.	   O	   server	   ξεκινά	   πηγαίνοντας	   στο	   φάκελο	   που	   υπάρχει	   το	   start.jar	   και	  δίνοντας	  την	  εντολή	  :	  






	  	   Εικόνα	  4.6.	  Αρχική	  σελίδα	  του	  Solr	  4.6.1	  στον	  browser	  	  Το	   Solr	   από	   τη	   διεπαφή	   του	   διαχειριστή	   (admin	   UI)	   προσφέρει	   έναν	   εύκολο	   και	  γρήγορο	   τρόπο	   να	   δημιουργηθούν	   πυρήνες	   ,	   να	   ανιχνευτούν	   	   προβλήματα,	   να	   τεθούν	  ερωτήματα,	   να	   γίνει	   η	   ευρετηριοποίηση	   και	   γενικά	   να	   γίνει	   οποιαδήποτε	   άλλη	   εργασία	  κρίθεί	   απαραίτητο.	   Για	   την	   εφαρμογή	   μας	   δημιουργήσαμε	   κάποιους	   πηρήνες	   μέσω	   της	  διεπαφής	  τους	  οποίους	  και	  φορτώσαμε	  για	  να	  γίνει	  η	  ευρετηριοποίηση	  στη	  συνέχεια.	  	  Για	   τη	   σύνδεση	   με	   την	   Postgres	   από	   όπου	   και	   θα	   “τραβήξουμε”	   τα	   δεδομένα	   γίνεται	  από	  τον	  ενσωματωμένο	  dataimport	  handler	  που	  τον	  ορίζουμε	  στο	  αρχείο	  solrconfig.xml	  ως	  εξής:	  	  
<requestHandler name="/dataimport" 
class="solr.DataImportHandler"> 
    <lst name="defaults"> 
     <str name="config">db-data-config.xml</str> 
    </lst> 
  </requestHandler> 
 και	  για	  την	  προσθήκη	  του	  οδηγού	  για	  σύνδεση	  με	  την	  Postgres	  προσθέτουμε	  το	  παρακάτω:	  
 
<luceneMatchVersion>4.6</luceneMatchVersion> 
  <lib dir="/Users/L1/Desktop/Solr/solr-
4.6.1/example/solr/dih" regex=".*\.jar" /> 
 Το	  αρχείο	  data-­‐config.xml	  ,που	  ορίζει	  ποια	  πεδία	  aπό	  τη	  βάση	  θα	  αντιστοιχηθούν	  με	  του	  ευρετηρίου	  και	  ουσιαστικά	  πως	  θα	  παρουσιάζονται	  στο	  χρήστη,	  είναι	  ως	  εξής:	  	  	  
<dataConfig> 
    <dataSource driver="org.postgresql.Driver" 
   url="jdbc:postgresql://localhost:5432/nand" 
user="postgres" 
   password="hello" /> 






     <entity name="train_small" query="SELECT 
catalog_product_id, pname, manufacturer_name, 
catalog_vendor_id, descr, category_name FROM train_small"> 
       <field column="catalog_product_id" name="id" /> 
       <field column="pname" name="prodname" /> 
       <field column="manufacturer_name" name="manufname" /> 
       <field column="catalog_vendor_id" name="catvendid" /> 
       <field column="descr" name="description" /> 
       <field column="category_name" name="categname" /> 
       <entity name="catalog_product_infos" query="SELECT 
image_url, vendor_catalog_url FROM catalog_product_infos 
WHERE catalog_product_id=${train_small.catalog_product_id}"> 
         <field column="image_url" name="imgurl" /> 
         <field column="vendor_catalog_url" 
name="vendcatalurl" /> 
       </entity>    
     </entity> 
  </document> 
</dataConfig> 
 Τέλος	  το	  εξίσου	  σημαντικό	  και	  απαραίτητο	  αρχείο	  schema.xml	  ,για	  το	  οποίο	  έγινε	  λόγος	  και	  στις	  προηγούμενες	  ενότητες,	  το	  οποίο	  ορίζει	  όλα	  τα	  πεδία	  του	  ευρετηρίου,	  τον	  τύπο	  τους	  και	  άλλες	  σημαντικές	  ιδιότητες:	  
 
<field name="id" type="string" indexed="true" stored="true" 
required="true" multiValued="false"/> 
   <field name="categname" type="text_general" 
indexed="true" stored="true" /> 
   <field name="text" type="text_general" indexed="true" 
stored="true" multiValued="true" termVectors="true"/>  
 
    <field name="prodname" type="text_general" 
indexed="true" stored="true"/> 
    <field name="manufname" type="text_general" 
indexed="true" stored="true"/> 
    <field name="catvendid" type="string" indexed="true" 
stored="true"/> 
    <field name="description" type="text_general" 
indexed="true" stored="true"/> 
     
    <field name="imgurl" type="string" indexed="true" 
stored="true" /> 
    <field name="vendcatalurl" type="string" indexed="true" 
stored="true"/>   
 











   <copyField source="description" dest="text"/> 
   <copyField source="prodname" dest="text"/> 
   <copyField source="manufname" dest="text"/>	  	  	   Αφού	  λοιπόν	  ολοκληρώσαμε	  με	  τις	  ρυθμίσεις	  και	  ορίσαμε	  τα	  πεδία	  που	  θα	  αντληθούν	  με	   τη	   βοήθεια	   του	   import	   handler	   από	   τη	   βάση	   κάνουμε	   την	   ευρετηριοποίηση	   των	  εγγράφων	  όπως	  φαίνεται	  και	  στην	  επόμενη	  εικόνα:	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  Εφαρμογή	  	  	  	  	  5.1	  Σκοπός	  της	  εφαρμογής	  	  
 Σκοπός	   της	   εφαρμογής	   είναι	   η	   μελέτη	   δύο	   αλγορίθμων	   που	   περιγράφηκαν	   στο	  κεφάλαιο	   2,	   του	   naive	   Bayes	   και	   των	   κ-­‐εγγύτερων	   γειτόνων,	   για	   την	   κατηγοριοποίηση	  δεδομένων	  που	  αποτελούνται	  από	  κείμενο	  έτσι	  ώστε	  να	  εξαχθεί	  η	  ακρίβεια	  και	  το	  ποσοστό	  της	  ορθής	  κατηγοριοποιήσης	  σε	  μια	  σειρά	  δειγμάτων.	  Οι	  κατηγορίες	  που	  μπορεί	  να	  ανήκει	  ένα	   δείγμα	   είναι	   μία	   αλλά	   η	   επιλογή	   γίνεται	   μεταξύ	   600	   και	   άνω	   στο	   σύνολό	   τους.	   Η	  κατηγοριοποίηση	  τόσων	  πολλών	  προϊόντων	  χειροκίνητα	  θα	  ήταν	  πρακτικά	  αδύνατη,	  αφού	  θα	   απαιτούσε	   πάρα	   πολύ	   κόπο	   και	   χρόνο.	   Έτσι	   λοιπόν	   τώρα	   η	   διαδικασία	   μπορεί	   να	  αυτοματοποιηθεί	  και	  με	  βάση	  τα	  αποτελέσματα	  να	  εξαχθούν	  πολύ	  χρήσιμα	  συμπεράσματα.	  Ωστόσο	  για	  για	  να	  είναι	  χρήσιμη	  συνολικά	  η	  εφαρμογή	  θα	  πρέπει	  η	  ακρίβεια	  που	  δίνει	  να	  είναι	   αρκετά	   καλή.	   Σε	   αντίθετη	   περίπτωση	   οδηγεί	   σε	   λάθος	   κατηγοριοποιήσεις	   και	   σε	  λάθος	  συμπεράσματα.	  Είναι	  λογικό	  να	  υπάρχουν	  φυσικά	  και	  λανθασμένες,	  αλλά	  απαιτείται	  αυτές	  να	  είναι	  όσο	  το	  δυνατόν	  λιγότερες.	  	  
 
 






	  	   Εικόνα	  5.1.	  Mavatar	  shopping	  categories	  	  	  
	  Εικόνα	  5.2.	  Πίνακες	  της	  βάσης	  δεδομένων	  που	  χρησιμοποιήθηκαν	  	  
 
 5.3	  Υλικό	  και	  Λογισμικό	  που	  χρησιμοποιήθηκε	  






μηχανικής	  εκμάθησης	  που	  προσφέρει	  είναι	  κατανεμημένοι	  και	  κλιμακώσιμοι,	  γεγονός	  που	  τους	   καθιστά	   κατάλληλους	   για	   μεγάλο	   όγκο	   δεδομένων.	   Για	   να	   γίνει	   αυτό	   εφικτό,	   οι	  αλγόριθμοι	  αυτοί	  έχουν	  υλοποιηθεί	  σύμφωνα	  με	  το	  προγραμματιστικό	  μοντέλο	  MapReduce	  και	  εκτελούνται	  πάνω	  από	  το	  Hadoop.	  Πιο	  κάτω	  γίνεται	  εμβάθυνση	  στη	  χρήση	  του	  Mahout	  στην	   ταξινόμηση	   κειμένων,	   μιας	   και	   μόνο	   αυτό	   το	   κομμάτι	   του	   Mahout	   αφορά	   τη	  συγκεκριμένη	  εργασία.	  	  
Το Mahout µπορεί να χρησιµοποιηθεί σε πολλές διαφορετικές εφαρµογές 
ταξινόµησης κειµένου παρουσιάζοντας συγκριτικό πλεονέκτηµα έναντι των υπόλοιπων 
προσεγγίσεων, όταν απαιτείται να χρησιµοποιηθεί µεγάλος όγκος δεδοµένων. Λόγω των 
κατανεµηµένων και κλιµακώσιµων αλγορίθµων που είναι διαθέσιµοι, η χρήση πολλών 
εγγράφων δεν απαιτεί απαγορευτικά πολύ χρόνο και µνήµη. Η εικόνα 5.3 παρουσιάζει σε 
ποιες περιπτώσεις το Mahout είναι καταλληλότερο από τις υπόλοιπες προσεγγίσεις: 
 
 Εικόνα	  5.3.	  Mahout	  έναντι	  άλλων	  προσεγγίσεων	  
 
Όπως παρουσιάζεται στην εικόνα, η µόνη περίπτωση που δεν προτείνεται χρήση του 
Mahout είναι όταν η εφαρµογή απαιτεί λιγότερα από 100 χιλιάδες έγγραφα. Σε κάθε 
άλλη περίπτωση, η χρήση του Mahout συνιστάται. Ειδικότερα στις περιπτώσεις όπου ο 
αριθµός των εγγράφων που απαιτείται είναι πάνω από 1 εκατοµµύριο, η χρήση του 
Mahout αποτελεί µια από τις λιγοστές λύσεις.  
Το Mahout, προσφέρει µια πληθώρα αλγορίθµων όπως είναι ο Naive Bayes, ο 
Complementary Naive Bayes ,ο Random Forests, ο Support Vector Machines (SVM) και 
ο Stochastic Gradient Descent (SGD), αλλά οι 4 τελευταίοι δε θα µελετηθούν σ’ αυτήν 
την εργασία. Η εικόνα 5.4 παρουσιάζει µέχρι ποιο αριθµό εκπαιδευτικών εγγράφων 
συστήνεται να χρησιµοποιηθεί ο Naive Bayes, ο Complementary Naive Bayes και ο 
Random Forests, έτσι ώστε η εκπαίδευση τους να µη χρειάζεται αρκετό χρόνο.  
 
 Εικόνα	  5.4.	  Μέγιστος	  συνιστώμενος	  αριθμός	  εκπαιδευτικών	  εγγράφων	  για	  τους	  κατανεμημένους	  αλγορίθμους	  που	  προσφέρει	  το	  Mahout	   
 
Όπως παρουσιάζεται, η χρήση του Random Forests δε συνίσταται στην περίπτωση που ο 
αριθµός των εκπαιδευτικών εγγράφων ξεπερνά τα 10 εκατοµµύρια. Αυτό οφείλεται στο 
γεγονός ότι ο αλγόριθµος έχει µεγάλη υπολογιστική πολυπλοκότητα και επίσης 
βρίσκεται ακόµα σε στάδια υλοποίησης στο Mahout. Το γεγονός αυτό όµως, δεν καθιστά 






ακριβής ταξινοµητές και µπορεί να χρησιµοποιηθεί και σε περιπτώσεις όπου οι σειριακοί 
αλγόριθµοι δεν είναι τόσο αποδοτικοί (περισσότερο από 1 εκατοµµύριο έγγραφα). Από 
την άλλη, ο Naive Bayes και ο Complementary Naive Bayes µπορούν να 
χρησιµοποιηθούν ακόµη και στην περίπτωση που τα διαθέσιµα έγγραφα κοντεύουν τα 
100 εκατοµµύρια. Οι δύο αυτοί αλγόριθµοι είναι σχεδόν πανοµοιότυποι, γι’ αυτό σ’ 
αυτήν την εργασία γίνεται ανάλυση και χρήση µόνο του Complementary Naive Bayes. Η 
διαφορά τους ωστόσο επισηµαίνεται στην θεωρητική τους περιγραφή. Όπως	   είδαμε	   κάποιοι	   αλγόριθμοι	   κατηγοριοποίησης	   ονομάζονται	   χωρικοί.	   Αυτοί	  χρησιμοποιούν	   το	   μοντέλο	   διανυσματικού	   χώρου	   (vector	   space	   model)	   για	   να	  αναπαραστήσουν	   το	   περιεχόμενο	   ενός	   εγγράφου.	   Οι	   αλγόριθμοι	   λοιπόν	   καθορίζουν	   την	  κατηγορία	  ενός	  εγγράφου	  μετρώντας	  την	  απόσταση	  ή	  τη	  γωνία	  μεταξύ	  του	  διανύσματος	  	  όρων	  του	  εγγράφυ	  που	  επρόκειτο	  να	  κατηγοριοποιηθεί	  και	  των	  άλλων	  διανυσμάτων	  που	  αντιπροσωπεύουν	   είτε	   έγγραφα	   είτε	   κατηγορίες.Δύο	   τέτοιοι	   αλγόριθμοι	   που	   θα	  μελετηθούν	  αι	  στα	  πειράματα	  είναι	  ο	  k-­‐εγγύτερων	  γειτόνων	  και	  ο	  TF-­‐IDF(term	  frequency-­‐inverse	  document	  frequency).Καθένας	  από	  αυτούς	  τους	  2	  μεταχειρίζεται	  το	  έγγραφο	  προς	  κατηγοριοποίηση	   ως	   ένα	   ερώτημα	   και	   εκτελεί	   αναζητήσεις	   στο	   ευρετήριο	   ώστε	   να	   βρει	  παρόμοια	  έγγραφα.	  Οι	  κατηγορίες	  των	  ανακτώμενων	  εγγράφων	  χρησιμοποιούνται	  για	  να	  καθορίσουν	  την	  κατηγορία	   του	   εγγράφου	   για	   το	   οποίο	   γίνεται	   το	   ερώτημα.	   Για	   τον	   αλγόριθμο	   των	   κ-­‐εγγύτερων	   γειτόνων	   γλινεται	   αναζήτηση	   στο	   ευρετήριο	   των	   κατηγοριοποιημένων	  εγγράφων	   ενώ	   στην	   TF-­‐IDF	   προσέγγιση	   γλινεται	   αναζλητηση	   στο	   ευρετήριο	   όπου	   κάθε	  έγγραφο	   αναπαριστά	   μία	   από	   τις	   κατηγορίες	   που	   θα	   αναθέσουμε.	   Και	   οι	   δύο	   έχουν	  πλεονεκτήματα	  σε	  ευκολία	  και	  επίδοση.	  	  Tο	   μοντέλο	   διανυσματικού	   χώρου	   είναι	   η	   καρδιά	   του	   Lucene,	   το	   οποίο	   έχει	  βελτιστοποιηθεί	   για	   να	   κάνει	   τους	   απαραίτητους	   υπολογισμούς	   απόστασης	   και	   για	   τους	  δύο	   αλγορίθμους	   πολύ	   γρήγορα.	   Με	   δεδομένο	   ένα	   ερώτημα	   παρόμοια	   έγγραφα	  επιστρέφονται	   εντός	   πολύ	   μικρού	   διαστήματος	   ακόμα	   κι	   αν	   το	   ευρετήριο	   περιέχει	  εκατομμύρια	  έγγραφα.	  Το	  σκορ	  που	  επιστρέφεται	  από	  το	  Lucene	  είναι	  το	  αντίστροφο	  της	  απόστασης	  μεταξύ	  δύο	  εγγράφων,συνεπώς	  όσο	  υψηλότερη	  τιμή	  τόσο	  πιο	  κοντινό	  είναι	  το	  έγγραφο	  στο	  διανυσματικό	  χώρο.	  Για	  κάθε	  αλγόριθμο	  τα	  έγγραφα	  που	  είναι	  πιο	  κοντά	  στο	  ερώτημα	  που	  τίθεται	  θα	  χρησιμοποιηθούν	  για	  να	  γίνει	  μια	  ανάθεση	  κατηγορίας	  σε	  αυτό.	  	  	  
	  Εικόνα	  5.5.	  Σύγκριση	  κ-­‐ΝΝ(αριστερά)	  και	  TF-­‐IDF(δεξιά).	   






έγγραφα	  –	  αντιπροσώπους	  χειροκίνητα.	  H	  TF-­‐IDF	  προσέγγιση	  πήρε	  αυτό	  το	  όνομα	  διότι	  η	  βαρύτητα	   που	   έχει	   η	   κάθε	   λέξη	   σε	   μια	   κατηγορία	   χρησιμοποιείται	   ως	   βάση	   για	   να	  παίρνονται	   οι	   αποφάσεις	   κατηγοριοποίησης.	   Η	   σχετική	   σημασία	   που	   έχει	   ένας	   όρος	  βασίζεται	   στον	   αριθμό	   των	   κατηγοριών	   που	   εμφανίζεται.	   Η	   διαφορά	   που	   περιγράφηκε	  μεταξύ	   του	   k-­‐NN	   και	   του	   TF-­‐IDF	   φαίνεται	   στην	   εικόνα	   5.5	   .	   Το	   έγγραφο	   που	   θα	  κατηγοριοποιηθεί	  είναι	  με	  γκρι	  χρώμα	  και	  το	  κ=5.	  Δύο	  γείτονες	  ανήκουν	  στην	  C	  κι	  από	  ένας	  στις	  A,B,D.	  Συνεπώς	  	  το	  έγγραφο	  θα	  κατηγοριοποιηθεί	  στην	  C	  κατηγορία.	  Στη	  δεξιά	  εικόνα	  οι	  μεγάλοι	  κύκλοι	  αντιπροσωπεύουν	  τα	  έγγραφα-­‐κατηγορίες	  που	  χρησιμοποιούνται	  στον	  TF-­‐IDF,	  που	  είναι	  η	  αλληλουχία	  καθενός	  από	  τα	  αρχικά	  έγγραφα	  με	  δεδομένη	  κατηγορία.	  Το	  αποτέλεσμα	  αυτού	  δείχνει	  ότι	  το	  έγγραφο	  προς	  κατηγοριοποίηση	  βρίσκεται	  πιο	  κοντά	  στην	  κατηγορία	  D,	  οπότε	  θα	  λάβει	  την	  ταμπέλα	  D,	  κι	  όχι	  τη	  C,	  όπως	  προηγουμένως.	  Οι	   αλγόριθμοι	   kNN	   και	   	   TF-­‐IDF	   μοιράζονται	   κοινό	   κώδικα,	   αφού	   και	   οι	   δύο	  δημιουργούν	   ένα	   ευρετήριο	   από	   τα	   δεδομένα.	   Συγκεκριμένα	   και	   στον	   κώδικα	   που	  χρησιμοποιήσαμε	   και	   από	   το	   Lucene	   API	   δημιουργείται	   ένας	   IndexWriter,	   όπου	   ρυθμίζει	  πώς	  αναλύεται	  το	  κείμενο	  και	  φτιάχνονται	  τα	  αντικείμενα	  Documents.	  Το	  περιεχόμενο	  των	  Documents	  ποικίλλει	  με	  βάση	  τον	  αλγόριθμο.	  Το	  ελάχιστο	  δυνατό	  που	  μπορεί	  να	  περιέχει	  είναι	   ένα	   πεδίο	   με	   την	   κατηγορία	   που	   ανήκει.	   Ο	   κώδικας	   που	   χρησιμοποιήθηκε	   για	   το	  διάβασμα,	   την	   επεξεργασία,	   την	   προσθήκη	   σε	   ευρετήριο,	   την	   κατηγοριοποιήση	   και	   την	  αξιολόγηση	  των	  αλγορίθμων	  είναι	  κοινός.	  Για	   τον	   καθορισμό	   των	   “καλύτερων”	   λέξεων	   που	   βοξθούν	   στην	   κατηγοριοποίηση	  μπορούν	   να	   χρησιμοποιηθούν	   μετρικές	   όπως	   η	   συχνότητα	   εμφάνισης	   των	   όρων	   και	   η	  συχνότητα	  εγγράφων,	  οι	  οποίες	  υπολογίζονται	  ήδη	  ως	  μέρος	  της	  διαδικασίας	  δημιουργίας	  του	   ευρετηρίου.Το	   αντίστροφο	   της	   συχνότητας	   εγγράφων	   χρησιμοποιείται	   για	   την	  απομάκρυνση	   κάποιων	   λέξεων	   με	   μικρή	   σημασία,	   κι	   έτσι	   καταλήγουμε	   με	   μια	   λίστα	   από	  όρους	   που	   περιέχονται	   στο	   ευρετήριο	   και	   είναι	   σημαντικοί,	   οπότε	   δεν	   αναλώνουμε	   το	  χρόνο	  μας	  εκτελώντας	  queries	  για	  όρους	  που	  έχουν	  μικρή	  σημασία	  στο	  να	  καθορίσουν	  την	  κατηγορία	  ενός	  αντικειμένου.	  Το	  Lucene	  έχει	  ενσωματωμένο	  κώδικα	  για	  την	  επιλογή	  των	  σημαντικών	  όρων	  και	  ορίζει	  για	  αυτό	  ένα	  τύπο	  query	  που	  ονομάζεται	  MoreLikeThisQuery	  .	  Αυτός	   ο	   τύπος	   χρησιμοποιείται	   για	   την	   εύρεση	   παρόμοιων	   αντικειμένων	   με	   αυτό	   που	  πρόκειται	  να	  κατηγοριοποιηθεί.	  
  	  	  5.4	  Πειράματα	  και	  Συμπεράσματα	  






	  Εικόνα	  5.6.	  Confusion	  Matrix	  από	  ένα	  πείραμά	  μας	  	  
 	  
	  Εικόνα	  5.7.	  Πίνακας	  ενδεχομένων	   	  	  






5.4.1	  Πείραμα	  1	  	   Σε	  αυτό	  το	  πείραμα	  χρησιμοποιήθηκαν	  δεδομένα	  για	  εκπαίδευση	  της	  τάξης	  των	  2000	  δειγμάτων	  και	  για	  δοκιμή	  περίπου	  200.	  Ακολουθούν	  τα	  αποτελέσματα	  για	  τον	  knn	  και	  στη	  συνέχεια	  για	  τον	  Bayes:	  	  	  
kNN: 60%   Vs   Complementary NaiveBayes: 70.098% 	  	  





Correctly Classified Instances          :        120         
60% 
Incorrectly Classified Instances        :         80         
40% 
Total Classified Instances              :        200 
 
======================================================= 	  




Correctly Classified Instances          :        143     
70.098% 
Incorrectly Classified Instances        :         61     
29.902% 





Kappa                                       0.4824 
Accuracy                                    70.098% 
Reliability                                52.9372% 
Reliability (standard deviation)            0.4295 
Weighted precision                          0.7431 
Weighted recall                              0.701 






5.4.2	  Πείραμα	  2	  	  Σε	  αυτό	  το	  πείραμα	  χρησιμοποιήθηκαν	  δεδομένα	  για	  εκπαίδευση	  της	  τάξης	  των	  20.000	  δειγμάτων	  και	  για	  δοκιμή	  περίπου	  2.000	  .	  	  	  
kNN: 64.95%   Vs   Complementary NaiveBayes: 70.8788% 	  	  





Correctly Classified Instances          :       1299      
64.95% 
Incorrectly Classified Instances        :        701      
35.05% 
Total Classified Instances              :       2000 
 
=======================================================	  	  	  




Correctly Classified Instances          :       1105    
70.8788% 
Incorrectly Classified Instances        :        454    
29.1212% 





Kappa                                       0.6012 
Accuracy                                   70.8788% 
Reliability                                49.8328% 
Reliability (standard deviation)            0.3838 
Weighted precision                          0.7554 
Weighted recall                             0.7088 






5.4.3	  Πείραμα	  3	  	  Σε	  αυτό	  το	  πείραμα	  χρησιμοποιήθηκαν	  δεδομένα	  για	  εκπαίδευση	  της	  τάξης	  των	  200.000	  δειγμάτων	  και	  για	  δοκιμή	  περίπου	  20.000	  .	  
kNN: 73.4597%   Vs   Complementary NaiveBayes: 78.5592%	  	  	  





Correctly Classified Instances          :      14689    
73.4597% 
Incorrectly Classified Instances        :       5307    
26.5403% 
Total Classified Instances              :      19996 
 
=======================================================	  	  	  




Correctly Classified Instances          :       8266    
78.5592% 
Incorrectly Classified Instances        :       2256    
21.4408% 





Kappa                                       0.7412 
Accuracy                                   78.5592% 
Reliability                                33.8549% 
Reliability (standard deviation)            0.4082 
Weighted precision                          0.8708 
Weighted recall                             0.7856 






5.4.4	  Πείραμα	  4	  	  Σε	  αυτό	  το	  πείραμα	  χρησιμοποιήθηκαν	  δεδομένα	  για	  εκπαίδευση	  της	  τάξης	  των	  1.000.000	  δειγμάτων	  και	  για	  δοκιμή	  περίπου	  100.000.	  	  	  	  	  
kNN: 79.2086%   Vs   Complementary NaiveBayes: 82.3332% 	  	  





Correctly Classified Instances          :      74388    
79.2086% 
Incorrectly Classified Instances        :      19526    
20.7914% 
Total Classified Instances              :      93914 
 
======================================================= 	  	  




Correctly Classified Instances          :      27538    
82.3332% 
Incorrectly Classified Instances        :       5909    
17.6668% 





Kappa                                       0.7916 
Accuracy                                   82.3332% 
Reliability                                28.1717% 
Reliability (standard deviation)            0.4082 
Weighted precision                          0.9136 
Weighted recall                             0.8233 






κατηγορίες,	  αν	  φυσικά	  τα	  είχαμε	  στη	  διάθεσή	  μας.	  Συγκεντρωτικά	  τα	  αποτελέσματα	  των	  πειραμάτων	  φαίνονται	  πιο	  καθαρά	  στο	  διάγραμμα	  που	  ακολουθεί:	  	  
	  	  	  5.4.5	  Μερικά	  πειράματα	  ακόμη	  	   Οι	   επόμενες	   δοκιμές	   που	   ακολουθούν	   έγιναν	   για	   σύγκριση	   με	   τα	   πειράματα	   που	  προηγήθηκαν.	  	  Πραγματοποιήθηκαν	   3	   προσομοιώσεις	   για	   τον	   αλγόριθμο	   knn,	   με	   25	   κατηγορίες	  προϊόντων	   αυτή	   τη	  φορά	   και	   με	   τα	   εξής	   ζεύγη	   δεδομένων	   εκπαίδευσης-­‐δοκιμής:	   6.000	   –	  600	  ,	  60.000	  –	  6.000,	  600.000	  –	  60.000.	  	  
kNN1: 73.3333%  Vs   kNN2: 78.55%  Vs   kNN3: 84.675% 	  	  





Correctly Classified Instances          :        440    
73.3333% 
Incorrectly Classified Instances        :        160    
26.6667% 




















Correctly Classified Instances          :       4713      
78.55% 
Incorrectly Classified Instances        :       1287      
21.45% 
Total Classified Instances              :       6000 
 
======================================================= 	  	  





Correctly Classified Instances          :      50396     
84.675% 
Incorrectly Classified Instances        :       9121     
15.325% 
Total Classified Instances              :      59517 
 







Το	   επόμενο	   πείραμα	   που	   ακολουθεί	   μεταξύ	   των	   δύο	   αλγορίθμων	   που	   εξετάσαμε,	  περιλαμβάνει	   15	  κατηγορίες	  αρκετά	  διαφορετικές	  μεταξύ	   τους	   ,	   με	  ποσότητα	  δεδομένων	  εκπαίδευσης	  20.000	  έγγραφα	  και	  περίπου	  2.000	  έγγραφα	  για	  δοκιμή.	  	  
kNN: 93.0891%   Vs   Complementary NaiveBayes: 97.8543% 	  	  





Correctly Classified Instances          :       1347    
93.0891% 
Incorrectly Classified Instances        :        100     
6.9109% 
Total Classified Instances              :       1447 
 
=======================================================	  	  	  




Correctly Classified Instances          :       1961    
97.8543% 
Incorrectly Classified Instances        :         43     
2.1457% 






Kappa                                       0.9368 
Accuracy                                   97.8543% 
Reliability                                 88.098% 
Reliability (standard deviation)            0.2517 
Weighted precision                          0.9798 
Weighted recall                             0.9785 






	  	  	  Το	   επόμενο	   πείραμα	   που	   ακολουθεί	   εξετάζει	   τη	   συμπεριφορά	   του	   knn	   και	  περιλαμβάνει	   πάρα	   πολλές	   κατηγορίες	   για	   την	   καθεμιά	   από	   τις	   4	   παρτίδες	  δεδομένων.Συγκεκριμένα:	  	  	  
kNN: 55.7789%   [81 categories, training: 2.000 testing:200] 
 
 





Correctly Classified Instances          :        111    
55.7789% 
Incorrectly Classified Instances        :         88    
44.2211% 





kNN: 57.4074%  [234 categories, training: 20.000 testing:2.000] 
 
 





Correctly Classified Instances          :       1147    
57.4074% 
Incorrectly Classified Instances        :        851    
42.5926% 








kNN: 67.1953%  [337 categories, training: 200.000 testing:20.000] 	  	  





Correctly Classified Instances          :      13431    
67.1953% 
Incorrectly Classified Instances        :       6557    
32.8047% 
Total Classified Instances              :      19988 
 
======================================================= 	  
kNN:74.8366% [349 categories,training: 1.000.000 testing:100.000] 	  	  





Correctly Classified Instances          :      74773    
74.8366% 
Incorrectly Classified Instances        :      25142    
25.1634% 
Total Classified Instances              :      99915 
 







	  	  	  	  	   	  	  	  	  ΚΕΦΑΛΑΙΟ	  6	  
 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  Επίλογος	  	  	  	  	  6.1	  Γενικά	  Συμπεράσματα	  	  
 Ολοκληρώνοντας	  την	  παρούσα	  εργασία,	  θα	  θέλαμε	  να	  επικεντρωθούμε	  επιγραμματικά	  σε	  μερικά	  σημεία:	  
• Η	  χρήση	  του	  Mahout	  μας	  βοήθησε	  πάρα	  πολύ,	  αφού	  διαθέτει	  μια	  πλούσια	  βιβλιοθήκη	  αλγορίθμων	  μηχανικής	  εκμάθησης	  κι	  έτσι	  εξοικονομήσαμε	  χρόνο	  και	  κόπο.	  
• O	   Naïve	   Bayes	   που	   είναι	   υλοποιημένος	   στο	   Mahout	   είναι	   κατανεμημένος	   και	  συνίσταται	  για	  την	  κατηγοριοποίηση	  κειμένου	  όταν	  τα	  διαθέσιμα	  έγγραφα	  ξεπερνούν	  τις	  500χιλιάδες.	  
• Τα	  ευρετήρια	  όχι	  μόνο	  διευκολύνουν	  την	  αναζήτηση	  αλλά	  βρίσκουν	  και	  πολύ	  μεγάλη	  εφαρμογή	  σε	  προβλήμα	  μηχανικής	  μάθησης	  ,μεταξύ	  άλλων.	  
• Γενικά	  ισχύει	  ότι	  “Περισσότερα	  δεδομένα	  νικούν	  έναν	  πιο	  έξυπνο	  αλγόριθμο”.Παρόλα	  αυτά	  η	   χρήση	  μεγάλου	  όγκου	  δεδομένων	  δεν	  αποτελεί	  πάντα	   λύση	  στην	  αύξηση	   της	  ακρίβειας	  και	  αυτό	  το	  είδαμε	  στην	  παρούσα	  εργασία.	  	  
• Η	   συλλογή	   και	   ο	   καθαρισμός	   των	   δεδομένων	   έτσι	   ώστε	   αυτά	   να	   μπορούν	   να	  αξιοποιηθούν	  κατάλληλα	  	  αποτελεί	  μια	  επίπονη	  διαδιακασία.	  	  	  6.2	  Επεκτάσεις	  	  














 -­‐-­‐-­‐-­‐-­‐-­‐-­‐-­‐-­‐	  Ακολουθία	  εντολών	  για	  τη	  μεταφορά	  των	  δεδομένων	  από	  Postgres	  στο	  Hadoop	  με	  το	  Sqoop	  -­‐-­‐-­‐-­‐-­‐-­‐-­‐-­‐-­‐	  
 
 
sh ./sqoop2-server start 
sh ./sqoop2-shell 
create link -c 1 
Creating link for connector with id 1 





HDFS URI: hdfs://localhost:9000 
New link was successfully created with validation status OK 
and persistent id 7 
sqoop:000> create link -c 2 
Creating link for connector with id 2 





JDBC Driver Class: org.postgresql.Driver 




JDBC Connection Properties:  
There are currently 0 values in the map: 
entry# protocol=tcp 
There are currently 1 values in the map: 
protocol = tcp 
entry#  
New link was successfully created with validation status OK 
and persistent id 8 
sqoop:000> create job -f 8 -t 7 
Creating job for links with from id 8 and to id 7 
Please fill following values to create new job object 
Name: textF_train 
 
From database configuration 
 
Schema name: public 
Table name: train_small 
Table SQL statement:  
Table column names:  






Null value allowed for the partition column:  




Output format:  
  0 : TEXT_FILE 
  1 : SEQUENCE_FILE 
Choose: 0 
Compression format:  
  0 : NONE 
  1 : DEFAULT 
  2 : DEFLATE 
  3 : GZIP 
  4 : BZIP2 
  5 : LZO 
  6 : LZ4 
  7 : SNAPPY 
  8 : CUSTOM 
Choose: 0 
Custom compression format:  






New job was successfully created with validation status OK  
and persistent id 5 
sqoop:000> start job -j 5 
Submission details 
Job ID: 5 
Server URL: http://localhost:12000/sqoop/ 
Created by: L1 
Creation date: 2015-05-21 23:53:33 EEST 
Lastly updated by: L1 


























** @author Eleni Tsiligianni  (elentsilig@hotmail.com) 
**/ 
public class seqWrite { 
 
      static long sum=1;  
   public static void main(String[] args) throws 
IOException { 
      String uri = args[0]; //from 
      String uri2 = args[1]; 
      Configuration conf = new Configuration();  
      FileSystem fs = 
FileSystem.get(URI.create(uri), conf); 
      Path path = new Path(uri); 
       
      //String uri2 = args[1]; //to 
      Configuration conf2 = new Configuration();  
      FileSystem fs2 = 
FileSystem.get(URI.create(uri2), conf2); 
      Path path2 = new Path(uri2);  
//SequenceFile.createWriter( fs, conf, path, key.getClass(), 
value.getClass()); 
//Ta Writable key kai value ektos try? 
       
      SequenceFile.Reader reader = null; 
      SequenceFile.Writer writer = null; 
      try { 
        reader = new SequenceFile.Reader(fs, path, 
conf); 
        Writable key = (Writable) 
          
ReflectionUtils.newInstance(reader.getKeyClass(), conf); 
        Writable value = (Writable) 
          
ReflectionUtils.newInstance(reader.getValueClass(), conf); 
        writer = SequenceFile.createWriter(fs2, 
conf2, path2, 
                key.getClass(), value.getClass()); 
        Writable value2; 
        Text key2=new Text(); 
 






        while (reader.next(key, value)) { 
          String syncSeen = reader.syncSeen() ? "*" 
: ""; 
          System.out.printf("[%s%s]\t"+"/%s\t%s\n", 
position, syncSeen, key, value);         
          //key2=key; 
          String id = String.valueOf(sum++); 
          String posId = String.valueOf(position); 
          key2.set("/"+key+"/"+posId); 
          value2=value; 
          System.out.printf("%s\t%s\n", key, value); 
         // System.out.printf("End of Write"); 
          writer.append(key2, value); 
          position = reader.getPosition(); // 
beginning of next record           
         } 
       } finally { 
        IOUtils.closeStream(reader); 
        IOUtils.closeStream(writer); 
        System.out.printf("End of Write"); 
         }  
  } 
} 
 	  	  -­‐-­‐-­‐-­‐-­‐-­‐-­‐-­‐-­‐	   Μετατροπή	   ευρετηρίου	   από	   την	   έκδοση	   Lucene	   3.6	   στην	   4.6	   για	   να	   μπορεί	   να	  διαβαστεί	  από	  την	  τρέχουσα	  δική	  μας	  -­‐-­‐-­‐-­‐-­‐-­‐-­‐-­‐-­‐	  	  	  
//Convert LUCENE 3.6 index -> LUCENE 4.6 index 
//Tha prepe i morfi na einai idia 














public class IndexUpgrade { 
 public static void main(String[] args) throws Exception 
{ 






     Directory myIndexDirectory = 
FSDirectory.open(indexDir); 
  IndexUpgrader upgrader = new 
IndexUpgrader(myIndexDirectory, Version.LUCENE_46); 
  upgrader.upgrade(); 






 -­‐-­‐-­‐-­‐-­‐-­‐-­‐-­‐-­‐	  Bash	  script	  για	  τη	  δημιουργία	  της	  κατάλληλης	  μορφής	  των	  δεδομένων	  (καθαρισμός	  	  και	  απαραίτητα	  πεδία)	  που	  πήραμε	  από	  την	  Postgres,	  πριν	  εφαρμόσουμε	  τους	  αλγορίθμους	  k-­‐NN	  και	  TF-­‐IDF	  του	  Lucene	  -­‐-­‐-­‐-­‐-­‐-­‐-­‐-­‐-­‐	  
 
 
while IFS=";" read a b c d e f; do 
     echo "'$f'\t$b,$c,$e" >> "$f" 
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