We present state of the art first-principles calculations of optical spectra and the loss function of bulk cubic boron nitride ͑c-BN͒, starting from a density functional Kohn-Sham band structure. We investigate the influence of many-body effects beyond the random phase approximation (RPA) on the optical spectra through the inclusion of self-energy and excitonic effects by a GW calculation and the solution of the Bethe-Salpeter equation. For the loss function we only perform RPA calculations, since Bethe-Salpeter results are already available in the literature. We show to which extent, and in which kind of spectra, the description of manybody effects is important for a meaningful comparison with experiment, and when they can be neglected due to mutual cancellation. We also present results obtained within time-dependent density functional theory, both in the adiabatic local density approximation (TDLDA) and using a recently proposed long-range approximation for the exchange-correlation kernel. Our results show that the latter corrects a big part of the error with respect to RPA or TDLDA; however, the corrections are not sufficient to qualify the method for further quantitative predictions, in particular for the study of the optical gap. In fact, since experiments often quote a relatively low (around 6.4 eV) band gap, whereas the calculated optical absorption spectrum already in the random-phase approximation appears blueshifted by more than 2 eV with respect to the available experimental curve, we study in particular the question of the optical gap in this material. It turns out that, although there is evidence for a weakly bound exciton in c-BN, the optical gap of pure monocrystalline cubic BN should be around 11 eV, hence significantly bigger than has sometimes been quoted from experiments.
I. INTRODUCTION
Boron nitride (BN) is a compound that has attracted considerable interest. Among other characteristics BN is known for its peculiar electronic and mechanical properties. Its hardness, high melting point and large bulk modulus make it ideal as protective coating material.
1,2 Besides this, other properties such as the high thermal conductivity, wide band gap and low dielectric constant, make BN very attractive for applications in optical and electronic devices. [1] [2] [3] In fact, nitride semiconductors are visible light emitters and detectors, and they have therefore gained importance due to already existing or potential applications. Many advanced technologies rely on boron nitride and on materials based on it, due to the wide spectrum of properties offered by its polymorphic modifications, two graphitelike and two dense ones. Moreover boron nitride shares many of its properties, structures, processings and applications with carbon.
1,2 Its physical properties, such as extreme hardness, wide energy band gap, low dielectric constant and high thermal conductivity, are also very near to those of diamond. Moreover, the possibility to grow BN nanotubes has stimulated a large interest upon the layered hexagonal phase ͑h-BN͒. 4 These properties of boron nitride have motivated detailed theoretical and experimental studies for a long time. [5] [6] [7] Experimentally, bulk cubic BN ͑c-BN͒ is the thermodynamically stable phase at standard conditions, and the less dense h-BN becomes stable at high temperatures. 8 c-BN chemical vapor deposited films have been realized, 9 but the production of pure c-BN thin films remains a difficult task due to the formation, during the growth process, of undesired h-BN domains. 10 The minimum experimental band gap is direct in the case of h-BN, and indirect in the case of c-BN. For h-BN a direct band gap of 5.2± 0.2 eV associated with the transition H 3v -H 2c has been estimated, 11 while a value of 6.4± 0.5 eV for the indirect minimum band gap in c-BN has been inferred from experiment, 12 and associated with the ⌫ 15v -X 1c transition. 13 However, the value of 6.4± 0.5 eV has also often been associated with the optical absorption onset; in fact experimental spectra like transmission 12 or absorption (obtained from reflectance via a Kramers-Kronig transformation) 14 show structure starting roughly at that energy. For example, Miyata et al. 15 presented, on the basis of reflectance and transmission measurements, the complex refractive index for c-BN reporting an onset for absorption of 6.1± 0.5 eV, whereas Chen et al., 16 measuring samples constituted of BN films with up to 88% of cubic phase, could conclude that the onset should be somewhere above 6.0 eV.
The experimental result of Osaka et al., 14 where an optical absorption onset at 6.8 eV was estimated, has been addressed in many theoretical papers. Xu and Ching with an OLCAO method, 17 Christensen and Gorczyca in a LDA-LMTO scheme, 18 Gavrilenko and Wu with a FLAPW code, 19 all found that the DFT-LDA imaginary part of the macroscopic dielectric function, 2 ͑͒, results blueshifted with respect to the curve of Ref. 14. This finding has also been confirmed by two of us in an earlier work: using a DFT-LDA code based on pseudopotentials and plane waves, we have found an onset energy of 8.9 eV for the calculated 2 ͑͒. 20 This value has been found also more recently by Ramos et al., 21 using FLAPW and including relativistic corrections. The comparison between theoretical and experimental results for the absorption spectrum of this material appears singular in view of the fact that usually, due to the so-called band-gap problem for semiconductors and insulators, the DFT-LDA calculated absorption onset results redshifted with respect to the experimental one. [22] [23] [24] In Ref. 20 different possible explanations, ranging from lattice parameter mismatch to the presence of h-BN domains have been considered to explain the inverse band-gap problem for c-BN, without being successful. In fact, it is not possible to draw quantitative conclusions on the basis of RPA calculations alone, since they are well known to yield absorption spectra that can be far from the experimental ones. On top of a more or less rigid blueshift due to self-energy corrections, strong excitonic effects can modify the spectral line shapes and transition energies, in particular for insulators like BN. 22 The question of many-body effects in the spectra of c-BN has already been addressed by other authors. The electron addition and removal (quasiparticle) energies of c-BN have been calculated for the first time by Suhr and co-workers, 13 using the GW approximation for the electron self-energy 25 on top of a DFT ground state calculation. The authors obtained for the direct gap at ⌫ a value of 11.4 eV, which they have compared to the peak near 14.5 eV found by Philipp and Taft 7 in an earlier work. (Those experimental data for c-BN had however been presented as marginal results, only meant to support the evidence for a larger direct band gap in c-BN than in diamond. 7 ) There is also one published calculation that includes the electron-hole interaction: 26 nonresonant inelastic x-ray scattering (IXS) measurements were compared to calculations based on the solution of the Bethe-Salpeter equation, for various values and directions of the momentum transfer, showing good agreement between the experimental and the measured curves. In the same work, also the optical reflectance spectrum was calculated and compared to the measurements of Miyata et al. 15 The theoretical spectrum showed no structure around 6 -7 eV, and the experimentally observed feature at that energy was therefore attributed to phonon-assisted transitions.
The Bethe-Salpeter approach has hence been shown to give a very good description of the excitation properties of cubic boron nitride, over a wide range of energies and momentum transfer. Nevertheless, on the basis of the results available in literature, several interesting questions still remain to be answered, namely: (i) the value of the optical gap has still to be definitely confirmed (it is not directly addressed in Ref. 26); (ii) it would be interesting to discuss the effect of the electron-hole interaction more in detail; in particular, whether a bound exciton shows up in this material; (iii) excitonic effects might have a different influence on the various optical constants (reflectance, transmission, refractive index, extinction coefficient, absorption); no systematic study about this question has been published to our knowledge, neither for BN nor for other semiconductors or insulators; (iv) Bethe-Salpeter calculations are cumbersome, and it would be interesting to see to which extent cancellation effects between the self-energy and the excitonic effects can be used to justify the much simpler RPA calculations; this is in particular reasonable to suppose in the case of the loss functions for small momentum transfer; 27 (v) when electron-hole effects have to be included, their effect may be reproduced also in time-dependent density functional theory, if a suitable independent-particle response function 0 and exchangecorrelation kernel f xc are used. A simple long-range approximation for f xc (LRC), together with a 0 constructed using LDA wave functions but quasiparticle energies, has been shown 28, 29 to yield excellent results for various small-and large-gap semiconductors. It is worthwile to try this approach for BN, because the LRC calculations are not more demanding than those performed in RPA, and this approach might allow one to deal with more complicated phases like mixed cubic/hexagonal ones.
In the present work, we address these questions. Using the above mentioned various state-of-the-art ab initio techniques, we can claim to have determined the intrinsic spectra of pure cubic BN, and to be able to assess to which extent discrepancies between theory and experiment may be attributed to deviations of the real samples from ideal c-BN ones. For the electron energy-loss spectra (EELS) we have limited the calculations to the random-phase approximation (RPA) including crystal local-field effects, since Galambosi et al. 26 have shown a large set of Bethe-Salpeter results, that we can use for comparison. Looking at our results it turns indeed out that RPA calculations (which are not given in Ref. 26 ) essentially yield spectra close to the Bethe-Salpeter ones. On the other hand, for the calculation of the macroscopic dielectric function we included, besides the local-field effects, both self-energy and excitonic effects through the solution of the Dyson and the Bethe-Salpeter (BSE) equations. 30 We found a result close to that of Ref. 26 for the reflectance spectrum, and we can show important excitonic effects also in the other optical constants. In particular, a bound exciton can be seen in the absorption spectrum. This effect could not be reproduced by the LRC approach, although the latter leads to an overall considerable improvement of the optical constants with respect to the RPA ones.
The paper is organized as follows: In Sec. II we present computational details of the ground-state calculation of c-BN and the corresponding results. In Sec. III we describe the theoretical schemes used to evaluate the optical constants and the loss function. In Sec. IV the resulting spectra are discussed and compared to other theoretical and experimental data. Finally, conclusions are drawn in Sec. V.
II. GROUND STATE CALCULATIONS
The ground-state calculation has been carried out within density-functional theory in the local-density approximation (LDA). 31 As exchange-correlation functional we used the Perdew and Zunger parametrization 32 of the Ceperley and Alder results. 33 Kohn-Sham orbitals are expanded in a plane waves basis and pseudopotentials have been used to represent the ion cores. 34, 35 Separable, norm-conserving soft pseudopotentials have been generated within the scheme of Troullier and Martins, 36 details relative to the choice of ionic pseudopotentials have been given in a previous pubblication. 20 The results for the structural properties have been obtained thanks to the use of the ABINIT code 37 that relies on an efficient Fast-Fourier transform library 38 and a conjugate gradients algorithm. 39, 40 Safe values could be chosen for all parameters that govern the numerical precision, since there are only 2 atoms per unit cell; in fact, all the calculations which are presented here, including the spectra below, have been performed on a personal computer platform P4 Intel (1.7 GHz and 1.5 Gbytes RAM).
In Table I we present the study of the convergence of the lattice parameter a with respect to the energy cutoff and the number of k-points used to represent the integrals in the first Brillouin zone (BZ). From the data of Table I the use of an energy cutoff of 55 Rydberg and of a set of 10 k points 41 in the irreducible wedge appear safe and stable. The maximum deviation of the values reported in Table I is 0.16% in modulo.
In Table II we have reported the results for the lattice parameter a and the bulk modulus B obtained by the present work in comparison with previous theoretical and experimental results. 42, 43 The experimental value of the lattice parameter of c-BN has been determined with high accuracy (i.e., with an error bar of only 0.06%) by Knittel and co-workers. 43 In the present work we found a deviation of the theoretical lattice parameter from the experimental one of −1.4%. A detailed analysis of the dependence of the optical spectra upon lattice parameter variations has been given previously. 20 In that work it has been demonstrated that these variations could not explain the difference between theoretical and experimental optical absorption spectra. 19, 20 Of course, excitonic effects might be influenced differently by the lattice parameter than the RPA spectra considered in those works, but the results presented below are such that any surprise can be safely excluded, and we do not pursue this point further.
III. CALCULATION OF OPTICAL AND ENERGY LOSS SPECTRA: THEORY AND COMPUTATIONAL APPROACH
The state-of-the-art approach to the calculation of optical absorption spectra of solids relies on the use of Green's functions methods: self-energy effects and the electron-hole attraction are explicitly included in the calculations. This can be done using the Bethe-Salpeter equation approach. 22, 45, 46 In the BSE approach, the macroscopic dielectric function reads
where v͑q͒ is the bare Coulomb potential, q is a vector in the first Brillouin zone; nk are the Kohn-Sham wave functions; E and A ͑vck͒ are the eigenvalues and eigenvectors of the excitonic Hamiltonian H exc (we limit ourselves to the resonant contribution and to the static approximation for the electron-hole interaction), representing, respectively, the excitation energies of the system and the excitonic wave functions. Spin has been summed over. H exc is given by
͑2͒
where ⑀ nk are the quasiparticle energies (as obtained, e.g., by the GW approximation) and ⌶ ͑vck͒͑v Ј c Ј k Ј ͒ is the representation in transition space of the static Bethe-Salpeter kernel ⌶ ͑r 1 ,r 2 ,r 3 ,r 4 ͒ = − i␦͑r 1 ,r 2 ͒␦͑r 3 ,r 4 ͒v͑r 1 ,r 3 ͒ + i␦͑r 1 ,r 3 ͒␦͑r 2 ,r 4 ͒W͑r 1 ,r 2 ͒, ͑3͒
where v is the Coulomb interaction without its long range term (this contribution reproduces the crystal local field effects), and W is the screened Coulomb interaction in the static RPA approximation.
In practice the Kohn-Sham (KS) eigenvalues and eigenfunctions from a DFT-LDA calculation serve as an input for the evaluation of the RPA screened interaction W and the GW self-energy ⌺. 23, 24, 30 Then quasiparticle (QP) energies in the GW approximation are calculated, and these together with W are used as input for the evaluation of the BetheSalpeter kernel and the excitonic Hamiltonian, again calculated on the basis of (pairs of) KS wave functions. A diagonalization of the excitonic Hamiltonian gives the excitonic eigenvectors and eigenvalues used to evaluate the macroscopic dielectric function.
Alternatively, one can work in the framework of timedependent density-functional theory (TDDFT). In contrast to the BSE approach, TDDFT is only involving 2-point response functions, and no 4-point quantities like e.g. Eq. (3), which means that the computational effort is in principle strongly reduced. The macroscopic dielectric function of a periodic system can be written as the inverse of the G = GЈ = 0 element of the inverse microscopic dielectric matrix (G , GЈ are reciprocal lattice vectors)
In TDDFT the microscopic dielectric matrix can be calculated through the matrix equation
The exchange-correlation kernel f xc is the functional derivative with respect to the density of the (in the general case, dynamical) Kohn-Sham exchange-correlation potential. The independent-particle polarizability ͑0͒ is given by
(here kЈ = k + q, ⑀ nk are the Kohn-Sham energies and f nk are the occupation numbers; spin has been summed over). In principle TDDFT should be able to correctly describe many-body effects in the optical and dielectric properties, provided that a good approximation for the exchangecorrelation potential and its density variation, f xc , is found. One possible choice is to set f xc to 0, i.e., to neglect at all exchange-correlation effects in the response. This leads to the random-phase approximation, which does not at all take into account self-energy and excitonic effects; indeed it is known to be a rather crude approximation for optical spectra, at least when the LDA is used for the exchange-correlation potential, v xc LDA . Another widely used approximation is the so-called adiabatic local-density approximation (ALDA, also called TDLDA), which consists of taking as f xc the functional derivative of the static exchange-correlation potential v xc LDA in the local-density approximation, with respect to density. However, for absorption spectra of solids the use of the TDLDA generally leads to very similar results as the (unsatisfying) RPA. 22 Recently it has been shown 22,28 that a long-range (LRC) tail in f xc is capable of describing excitonic effects in semiconductors and some insulators. According to that scheme, a good approximation for f xc is
where ␣ is a parameter linearly related to the inverse of the dielectric constant 1 / ϱ . According to the law given in Ref. has been shown to yield in different semiconductors and some insulators like SiC and diamond, good agreement both with theoretical results obtained within the BSE approach, and with the experimental ones. Therefore it could be a valid alternative to a full BSE calculation, which, due to computational limitations, cannot be applied to complex systems like e.g. disordered phases.
From the macroscopic dielectric function, one can derive the spectra we are interested in, for example the optical absorption [i.e., the imaginary part of M , 2 ͑͒], or the energyloss function −Im͑1/ M ͑͒͒ for vanishing momentum transfer, as well as for a momentum transfer q + G 0 , when q is taken to be finite and G = GЈ = G 0 in Eq. (4).
Following Eqs. (3)- (5), in all our calculations, both in the BSE approach and in the TDDFT one, we have correctly taken into account local-field effects (LFE). This potentially important contribution 48 had been neglected in previous calculations of the loss function of c-BN, 17, 20 but was of course included in Ref. 26 , although the influence of LFE was not discussed explicitly in that reference.
Due to the slow convergence of optical calculations, 30 the macroscopic dielectric functions given here have been converged with a uniform mesh of 864 (shifted) k-points in the first Brillouin zone (BZ). In the case of the loss function we have used a 256 k-points mesh. The codes used were DP for the TDDFT calculations, and LSI-GW and EXC for the BSE approach. 49 
IV. OPTICAL CONSTANTS AND THE LOSS FUNCTION: RESULTS
We have first constructed the independent-particle response function 0 [Eq. (6)] using the Kohn-Sham band structure resulting from our ground state calculations. Of particular interest is the vertical transition energy across the gap at ⌫, since it determines the onset of optical absorption when many-body effects are neglected and the transition is allowed. We find a value of 8.8 eV, close to Xu and Ching also Table II) . In any case, as pointed out above, the DFT-LDA KS direct gap turns out to be bigger than the often cited measured onset of optical absorption.
As it should be expected from the band structure, this leads to an optical spectrum that is blueshifted by about 2 eV with respect to the experimental one. Figure 1 shows the imaginary part of the macroscopic dielectric function calculated without the inclusion of LFE, i.e., directly from Eq. (6) (dotted-dashed line) which obviously well reproduces the previous result obtained by the two of us. 20 We have then included LFE through Eq. (4) (dotted line): although LFE are not completely negligible, they are by far not able to recover the discrepancy with the experiment of Osaka and co-workers 14 (circles). Indeed, the present RPA with LFE result confirms the previous finding 17, 20 concerning the overestimation of the theoretical optical onset (here 8.9 eV, associated with the ⌫ 15v -⌫ 15c transition) with respect to the experiment [6.8 eV (Ref. 14) ].
It is worthwhile to note two points: first, usually RPA spectra of insulators calculated using LDA Kohn-Sham eigenvalues appear to be redshifted with respect to the experiment. This is due to the well-known underestimation of the LDA Kohn-Sham energy-band gaps. In the present case an anomalous inverse band-gap problem seems to occur, i.e., LDA Kohn-Sham energy band gap overestimates the experiment. The second point is that here the RPA spectrum, apart from the unexplained blueshift, appears to reproduce the experimental main structures and globally the whole shape as presented by the experiment. We are indeed able to distinguish both in the experiment and in the RPA curve, a first modestly intense peak occurring just 2 eV after the onset, then the main peak at 4.5 eV again from the onset, followed by a shoulder at 6.5 eV and the last peak at 9.5 faraway from the onset. This could be taken as an indication of the fact that many-body effects, in particular electron-hole interaction effects, are of little relevance for the line shape. However, the big rigid shift of the spectrum would still have to be explained, and the similarity of the RPA and the measured spectra appears rather to be a coincidence, as it will be obvious later.
We have in fact gone beyond the LDA-RPA, and as a first step included GW corrections to the KS eigenvalues in the construction of 0 [Eq. (6)] in our calculations. The dashed line in Fig. 1 shows the result: since as usual the GW corrections are found to be positive 20, 13 (they open the gap on average by about 2.85 eV), the GW-RPA curve is even further away from experiment than the LDA-RPA one. The GW optical onset is now shifted to 11.75 eV, close to the value of 11.4 found in the GW calculation of Ref. 13 , again associated with the ⌫ 15v -⌫ 15c transition, and the mismatch with the experimental onset raises to about 5 eV. The global shape of the spectrum is however not much changed.
Finally, with the solid line, we have reported the result obtained through a BSE calculation, i.e., including both selfenergy and excitonic (electron-hole interaction) effects according to Eqs. (1)-(3) . With respect to GW we find an important redistribution of oscillator strength towards lower energy. There is a strong intensification of the main peak, and the shoulder that was placed just at the right of it in the RPA results has become a clear peak. Also the distances between the structures are clearly affected. All these effects lead to a worsening of the agreement between theoretical and experimental line shapes. Concerning the value of the optical onset, not much improvement with respect to GW-RPA is obtained either: the BSE optical onset (corresponding to the first excitonic eigenvalue, and with oscillator strength that is visible in the optical spectrum) is placed at about 11.4 eV. We have hence indeed found a bound exciton, of relatively strong oscillator strength, but with a binding energy of only about 0.35 eV, which cannot counterbalance the GW shift of almost 3 eV. This result could seem to be a deception, but it is not suprising: using the calculated static dielectric constant of c-BN ͑ ϱ = 4.4͒ and the effective mass tensor inferred from our bandstructure calculation, one can estimate, within the Wannier model, an exciton binding energy of roughly 0.3 eV. Further details that are included in the full ab initio calculations do not lead to spectacular changes of the exciton binding energy (although they are of course necessary in order to obtain good line shapes and quantitatively reliable spectra).
What we can now safely state is that a state-of-the-art calculated optical spectrum of pure cubic BN is far from the published experimental absorption spectrum. This assessment closes the series of works and discussions that have been dedicated to this point.
This unusual discrepancy should however not lead to hasty conclusions: it should neither be claimed that surprisingly a system has been found where the BSE scheme fails for the first time for this type of material, nor that measurements are simply wrong. Rather, one can first of all note that the optical absorption spectrum has never been measured directly, but always been derived from the reflectance measurements, using the Kramers-Kronig transformation. Since spectra are never measured on the whole frequency range, this procedure usually involves some hypothesis or modelling of the high-energy contributions. 15 Therefore, it is most instructive to go back to the curves that have originally been measured. Figure 2 shows the comparison of calculated (upper panel) and measured (lower panel) reflectance spectra.
LFE turn out to have a minor effect (dotted as compared to dotted-dashed line), whereas GW corrections (dashed line) shift the reflectance spectrum rigidly to higher energies, essentially as it happens for absorption. The BSE result (continuous line) shows a one-to-one correspondence of structures with respect to the GW-RPA; each of these structures is redshifted and enhanced by the electron-hole interaction. In contrast to absorption, it would be difficult to detect the presence of a bound exciton from the reflectance spectrum. More importantly, the agreement with the experimental spectrum of Miyata et al. 15 (solid line, lower panel) is good, except for the small structure that has been measured at about 6 eV and that is not present in the calculations. This finding confirms the comparison of Galambosi et al., 26 who have shown a BSE reflectance spectrum (although calculated with a nonvanishing momentum transfer of 0.1 Å −1 ). The comparison with the reflectance data of Osaka et al.
14
(dashed and dotted-dashed lines) is also fair, concerning the sintered sample maybe even better (note the absence of the 6 eV structure). It should be pointed out that Osaka et al.
14 have also measured reflectance of the hexagonal phase. The most prominent feature in those spectra is a strong peak at about 6 eV. Therefore, the presence of a small fraction of h-BN in the sample might be a possible explanation for the 6 eV feature found by Miyata et al., 15 in contrast to the explanation by phonon-assisted transitions given by Galambosi et al. 26 It would of course on the long term be desirable to be able to study directly more complex phases of BN, in particular mixtures of cubic and hexagonal contributions. Since this is not possible using the BSE approach, we have investigated the possibility of using the computationally much more efficient TDDFT-LRC scheme. This scheme has to be tested carefully, in particular since the presence of a bound exciton and the strong modifications of the line shape place c-BN in the vicinity of a material like MgO, where the TDDFT-LRC method has turned out to work moderately well. 29 It is hence not clear which result one can expect. Figure 3 shows again the GW-RPA (dashed line) and BSE (solid line) results for the optical absorption, together with our TDLDA calculations (dotted line) and the results obtained with the TDDFT-LRC approach (dotted-dashed line). In contrast to TDLDA, indeed the TDDFT-LRC method removes most of the discrepancy between the RPA (or GW-RPA) and the BSE results: there is a strong shift of oscillator strength towards lower energies with respect to GW-RPA, leading to a significant increase of in particular the second, dominant peak (at about 12.7 eV in the TDDFT-LRC approach). Moreover, the first three structures are found within a range of about 2 eV both in BSE and in TDDFT-LRC (whereas the first three prominent structures in the RPA, GW-RPA, and TDLDA results are distributed over almost 5 eV). However, the effect is not quite strong enough, in particular concerning the increase of the first peak (that re- mains still a shoulder in TDDFT-LRC), and we moreover find an overall blueshift of about half an eV in the TDDFT-LRC result with respect to the BSE one. Of course, an increase of the parameter ␣ from 0.83 to a higher value might improve the result. In fact, Fig. 3 also contains the result obtained with ␣ = 1.0 (dotted-double-dashed curve) which is closer to the BSE result. However, if one wants to use this method in order to calculate a different, more complex, phase, ␣ should not be treated as a fit parameter. Therefore, we can conclude that the TDDFT-LRC approach yields significant improvements with respect to the RPA, with a comparable computational effort, but that the results do not allow us to use this approach for exploring more complex phases in a fully quantitative and predictive way. Figure 4 shows reflectance results, with a similar definition of the various curves as above for the absorption. Again we see a qualitative agreement of TDDFT-LRC calculation with BSE one in agreement with our previous conclusions for the dielectric function. However, since as pointed out above reflectance is not the good spectrum to use for the determination of a bound exciton, this is rather a way to hide, than to solve the problem.
The other optical constant that has been directly measured by Miyata et al. 15 is the transmittance. The experimental result is shown in the lower panel of Fig. 5 ; the curve shows a steep decrease starting from about 80% above 2 eV, a plateau at relatively low (about 15%) transmittance above 4 eV, and it falls to zero above 6.2 eV. The theoretical results, instead, are almost constant around 80% in that energy range, independently of the approximation that is used.
An explanation of this disagreement could come from the following conjecture if two hypotheses reveal true: (1) in the Miyata et al. 15 transmittance experiment it was used the same, with nonparallel surfaces, sample as in reflectance; (2) the experimental setup was a regular (that is, not a diffuse) transmittance one; then, since regular transmittance is severely affected by the beam geometry, the measure out of the calibration point could be seriously affected by sample altered beam focusing. In fact, at the calibration point (2.10 eV, as reported in the text of Ref. 15 ) the experiment reports a value which is slight below 80%, that is more or less what is found by the theory.
The difference between the various approaches is essentially a rigid shift, with a slight divergence between the various curves towards higher energies.
Concerning the absolute values, their difference at 6 eV is still contained within 10%. The lowest result is obtained when RPA is used and LFE are neglected. When LFE are included, the result is very close to the BSE one, whereas GW-RPA yields a significantly higher value: this shows the strong cancellation effects between self-energy and electronhole attraction effects on the transmittance. As can be seen in Fig. 6 , this cancellation effect can be reproduced to a large extent by the TDDFT-LRC method (dotted-dashed curve). However, the deviation between TDDFT-LRC and the BSE result increases with increasing energy (up to 5% at 7 eV), whereas the RPA result stays close to the BSE one. TDLDA yields results that are in this case very close to the BSE ones.
Miyata et al. have used their reflectance and transmittance data in order to obtain other optical constants between 2 and 5.5 eV, and they have determined these functions for energies above 5.5 eV by using the measured reflectance together with a Kramers-Kronig transform (based indirectly on the low-energy transmittance data, through the use of a generalized mean-value theorem 50 for integrals). We have displayed their results in Figs. 7 and 9 (lower panels), together with our calculations (upper panels, and Figs. 8 and 10 ).
Let us first compare the full (BSE, continuous curve) result to experiment. The calculated curve for the refractive index n shows three prominent structures, at about 11.5, 13, and 17 eV. These structures can be identified with the double peak between 10.7 and 11.5 eV, the shoulder at about 13 eV, and the peak at about 16.5 eV in the experiment. Starting from a comparable plateau value (slightly above 2) the theoretical curve has much more pronounced structures, which might be due to the fact that calculations are carried out for a temperature equal to 0 K. A similar comparison holds for the extinction coefficient, k. The main difference between theory and experiment lies in both cases at the low-energy side, where in the experiment n has an additional peak at 6.3 eV, and k starts a slow rise at 6 eV; calculations do not yield this peak in n, and show a steep rise above 10 eV. Clearly, this discrepancy must have the same origin as the discrepancy found in the reflectance spectrum (from which the "experimental" optical constants were in fact obtained) and might therefore be due to the presence of hexagonal contributions.
Compared to the BSE and to experiment, the RPA shifts the structures to lower, the GW-RPA approximation to higher energies, and are both far from experiment. This is also true for the TDLDA (dotted line in Fig. 8) . A rather good result is instead obtained by the LRC approach (dotted-dashed line in Fig. 8 ): about half of the error of the GW-RPA concerning peak positions is corrected and the strong enhancement of the first prominent peak due to the electron-hole interaction is correctly reproduced. The remaining error of the peak positions with respect to the BSE is probably due to the fact that, as pointed out above, the LRC approach does not correctly reproduce the bound exciton, although the latter cannot be detected as easily here as in the absorption spectrum.
The lower panel of Fig. 9 shows the experimental absorption coefficient. Like the extinction coefficient, it shows a slow rise above 6 eV followed by a steeper one above 10 eV, with three structures situated at about 11.5, 14, and above 17 eV. In correspondence, theory (BSE, continuous curve, upper panel) yields peaks at 12.2, 14.2, and 17.3 eV. Again, this good agreement is only obtained when the electron-hole interaction is included, fully through the BSE or partially in the LRC approach (dotted-dashed line, Fig.   FIG. 6 10), whereas the agreement obtained with the other approximations is much poorer.
A point that should be stressed for all the results presented above is the fact that the agreement between calculated results (within the BSE) and the data of Miyata et al. 15 is quite fair, much better than the comparison to the experimental absorption spectrum of Osaka et al. 14 However, the spectrum that was directly measured by Osaka and co-workers was the reflectance that, as shown above, was actually in fair agreement with the one measured by Miyata and co-workers. The absorption spectrum follows only indirectly from the measured data. We can therefore conclude that the absorption spectrum of Osaka et al. 14 is not the best choice for a comparison between theory and experiment, and that a detailed comparison of various optical constants shows much less disagreement, and is much less puzzling, than what could be deduced from earlier work. 20 This analysis of the situation can be confirmed by further comparisons to existing independent experimental data. In fact, for finite momentum transfer Galambosi and co-workers 26 have found very good agreement between the loss function from nonresonant IXS experiments and calculations using the BSE. Here we compare our calculated RPA loss function to both these experimental and theoretical data, with the aim to determine to which extent many-body effects have to be explicitly included in the calculation of inelastic x-ray scattering (IXS) spectra.
We have performed RPA calculations for various directions and values of the momentum transfer q, close to the values displayed in Fig. 1 of Ref. 26 The RPA results shown in Fig. 11 turn ideed out to be very good: in the ⌫ -X direction (left panel), we find in agreement with the BSE results and with experiment that with increasing momentum transfer the peak around 30 eV, that is rather compact for low momentum transfer (although 3 structures are resolved in the BSE and the RPA calculation), evolves into a two-peak structure for q around 0.5 ⌫X. The distance between these two peaks increases when q is further increased, and a relatively flatter and extended shape is seen when q approaches 1⌫X. Also the formation of an additional structure around 15 eV is correctly reproduced by the RPA. The main difference between the RPA and the BSE (and experimental) result is the fact that RPA slightly underestimates oscillator strength at lower energy. Positions are only slightly modified, and these discrepancies are clearly not big enough to prevent one to use RPA in order to interpret the experimental results. It should be noted that inclusion of local field effects is more important for increasing momentum transfer. It should also be stressed again that this does not imply that many-body effects are weak: GW corrections significantly shift the plasmon peaks [for example, by about 3 eV for q 0.5⌫X (Ref.
26)], but visibly the peaks are then shifted back by the electron-hole attraction, like in the case of silicon, for example. 51 The situation is very similar in the ⌫K and ⌫L directions: in the first case, RPA correctly reproduces the trend with increasing momentum transfer towards the formation of a three-structures spectrum in the energy range considered. Also the fact that the low-energy and the high-energy structures disperse to decreasing and increasing energy, respectively, is found in RPA. In direction ⌫L, RPA describes in agreement with experiment the increase of the low-energy shoulder, whose position disperses less than the low-energy peak found in the ⌫K direction. RPA also finds the additional weak feature showing up around 20 eV for q above 1⌫L, as well as the formation of the broad shoulder around 50 eV.
This excellent agreement also allows us to discuss more critically the comparison to older experiments that was performed in previous works. In particular, the comparison of the energy-loss function of c-BN for vanishing momentum transfer between RPA results and the experimental data of McKenzie and co-workers 52 has been reported by Xu and Ching. 17 The experimental result showed one broad peak that did not resolve the three-peak structure found, as in the present work, by Xu and Ching, 17 and the overall weight was placed at lower energies than in the calculation. In fact, the experimental loss spectrum exhibits a broad peak centered at about 28.5 eV, which lies in the range of structures found both in the RPA calculation of the present work and of that in the work of Xu and Ching. 17 However, the line shapes differ considerably. In fact, the theoretical spectra consist of several peaks, and it is difficult to identify the plasmon frequency p . One can resort to the definition Re͑ M ͑ p ͒͒ = 0: in that case, as can be seen from Fig. 12 , where we show the real (continuous curve) and imaginary (dashed curve) part of M , as well as the loss function, we find about p = 29 eV, which corresponds to the first structure on the main plasmon peak. This value is not very far from the classical prediction for the plasma frequency in cubic BN (31 eV corresponding to an ab initio calculated r s = 1.32). This indicates again that c-BN in itself does not exhibit any surprising spectacular features that would explain an unusual deviation between theory and experiment. On the other hand, the classical prediction for h-BN as well as inelastic electron scattering results 53 show that the total plasmon for the hexagonal phase is situated at lower energy (around 25 eV, depending on the direction of the momentum transfer). The fact that the experimental plasmon peak measured by McKenzie and co-workers 52 is found at lower energies than in the theoretical predictions and than in the IXS measurements 26 suggests again the possibility that the experimental sample used in Ref. 52 may contain contributions of the two phases.
In fact, at this point we can state that reliable theoretical results indicate that the samples measured in the various optical experiments are most probably not pure, monocrystalline cubic BN, but contain contributions from the hexagonal phase, a possibility that has already been suggested in previous theoretical 20 and experimental work. 54 As has been shown by other authors, for nonvanishing momentum transfer comparison between many-body theory and experiment is very good. 26 Our results presented here shows however that already a RPA calculation is precise enough to analyze energy-loss experiments: the inclusion of further many-body effects can be avoided since, as mentioned above, selfenergy and excitonic effects tend to strongly cancel each other in the overall plasmon spectra (of course, the same statement would not be true if one zoomed on e.g., the interband transitions on the low-energy side of the loss peak).
V. CONCLUSIONS
Electronic and optical spectra of bulk cubic boron nitride have been calculated from first principles. Many-body interactions up to excitonic effects are included in the optical spectra using the GW approximation for the electron selfenergy and the Bethe-Salpeter equation for the description of the electron-hole interaction. With respect to the RPA the self-energy corrections open the gap by about 5 eV, whereas the exciton binding energy is less than 0.4 eV. This increases the blueshift with respect to often cited experimental values for the absorption onset (above 6 eV). However, a careful analysis of several optical constants shows that calculations including the electron-hole interaction agree indeed well with experiment above 10 eV and suggest that below 10 eV contributions from the hexagonal phase show up. This is also suggested by the results for the loss function. Concerning theory, we have shown that already the RPA is sufficient for the description of the loss function even at relatively large momentum transfer, whereas all optical constants are well described only when the electron-hole interaction is taken into account, either through the solution of the BetheSalpeter equation or by using the TDDFT-LRC approach. In the latter case, calculations are as quick as in the case of RPA, and still reproduce the main features of the optical spectra. Only the exciton binding energy, of about 0.4 eV, is not obtained, which prevents this approach from being used for the determination of the optical gap in more complex phases of BN.
