













































Tato  práce   vznikla   jako   školní   dílo   na  Vysokém učení   technickém v Brně,  Fakultě   informačních 




































Jakmile   se   počítačová   technika   začala   rozšiřovat   z   čistě   laboratorního   a   vědeckého   prostředí 
do prostých domácností,  započal i vývoj počítačových her. S postupným zvyšováním výpočetního 
výkonu   osobních   počítačů   se   začala   zlepšovat   i   kvalita   her.   Evoluce   her   probíhala 
od prvopočátečních,  převážně   textových a  logických her přes všemožné  2D arkády až  k dnešním 
moderním 3D akčním a strategickým hrám, jejichž grafika je v některých případech ne nepodobná 
realitě.





pro   snadnou  tvorbu   a   testování   nových  her.  Hlavní  motivací   pro   tento  projekt   je   právě   potřeba 
dostatečně univerzální  platformy pro tvorbu logických problémů – her, na kterých by bylo možné 
testovat různé druhy umělých inteligencí, které by tento problém řešily. 
Druhá  kapitola uvádí  do problematiky herních serverů.  Detailněji  zde definuji  pojem  herní  
server  a  zabývám se existujícími herními servery.  Třetí  kapitola obsahuje  teoretický  návrh mého 
vlastního   herního   serveru,   čtvrtá   kapitola   se   zabývá   vlastní   implementací.   Následuje   kapitola 




Pokud se máme zabývat otázkou herní serverů, je důležité pojem  herní  server  nějakým způsobem 
definovat, byť se jedná o pojem intuitivně srozumitelný a podrobněji jej popsat.
Jak   tedy   nejlépe   definovat   pojem  herní   server?   Herní   server   by   se   dal   zřejmě   nejlépe 
charakterizovat jako sdílený systém pro společnou komunikaci hráčů, stanovující herní pravidla (čas, 
prostor, pravidla vzájemné interakce herních objektů atd.), plnící funkci dozorce nad dodržováním 
těchto   pravidel,   který   se   současně   stará   o   konzistenci   herních   dat   a   jejich   případné   ukládání. 
V neposlední řadě herní server definuje na první pohled neviditelnou, ale naprosto nepostradatelnou 
věc, kterou si hráči při samotném hraní vůbec nemusí uvědomovat, a tou je komunikační protokol. 











které   nekladou   vysoké   nároky   na   výpočetní   výkon   serveru,   na   kterém  jsou   provozovány.   Tato 
technologie je oblíbená převážně v malých nebo domácích sítích LAN. Na bezpečnost v takových 
herních systémech není  kladen tak veliký  důraz,  což   se  odráží  v  absenci   jakéhokoliv kryptování 
přenášených dat  po sdíleném komunikačním médiu (zde by se určitě  našly  i  výjimky,  ale ty pro 
jednodušší vysvětlení pojmu listen server zanedbáme). 






Takové   herní   systémy  jsou   charakteristické   zejména   lepší   technologickou  propracovaností,   která 
zahrnuje   simultánní   obsluhu daleko  většího počtu  hráčů,   případnou  implementaci   zabezpečeného 
přenosu dat mezi klientem a serverem a centralizované transparentní ukládání stavu hry.
V současnosti nejdokonalejšími vyhrazenými servery jsou servery pro MMORPG1  hry. Tyto 
hry   poskytují   hráčům   simulaci   virtuálního   světa,   ať   již   naprosto   fiktivní,   jako   je   tomu   u   her 
World of Warcraft  a  Ultima OnLine,   nebo   motivovaný   nějakou   literární   popřípadě   filmovou 
předlohou. Takovouto motivací mohou být například známé Tolkienovy knihy, které jsou do podoby 
virtuálního   světa   implementovány   ve   hře  Lord of the Rings online: Shadows of Angmar.   U těchto 
typů her, kde vývoj postavy představuje smysl celé hry, jsou na herní servery v oblasti bezpečnosti 








Pokud  se  mám v   této  kapitole  zabývat   teoretickým návrhem vlastního  herního  serveru,   je   třeba 
nejprve stanovit požadavky, které budou na tento herní server kladeny a které by měl splňovat.
Jak  již   bylo  předesláno v úvodu,   jedná   se  o   implementaci  univerzálního herního serveru 
s možností   přidávat   další   uživatelsky  definované   hry   ve   formě   dynamicky  načítaných   knihoven. 
Herní   server   by   se   tedy   měl   starat   o   dynamické   vytváření   instancí   jednotlivých   her 
v závislosti na požadavcích od připojených herních klientů.  Dále by měl  obsahovat  kvalitní  síťové 
jádro schopné obsluhovat velký počet simultánně připojených hráčů, rozhraní pro práci s databází, 
která slouží jako prostředek pro ukládání herních dat. Velice důležitou část pak tvoří objektový návrh 
stěžejních   prvků   herního   prostředí,   který   by  měl   být   natolik   obsáhlý   aby   umožňoval   snadnou 
implementaci jak tahových her, tak her hraných v reálném čase.




Na  úvod   této   kapitoly   zmiňuji   volbu   transportního   protokolu,   kterým bude   server   komunikovat 
s připojenými klienty. Rozhodovat se zde budu mezi protokoly UDP a TCP, přičemž  zde v rychlosti 
zmíním   hlavní   rozdíly   mezi   nimi.   Pro   podrobnější   informace   k   této   tematice   bych   doporučil 
literaturu [3] a [4].







od   klientů   v   konstantním   čase.   Tento   požadavek   však   není   obecně   realizovatelný.   Hlavním 






Vzhledem   k   použitému   operačnímu   systému,   pro   který   jsme   se   rozhodl   herní   server 
implementovat2, jsem zvolil pro zjišťování stavu soketů metodu epoll, která podle uvedeného grafu 
poskytuje z hlediska časové složitosti velice dobré výsledky i pro velký počet soketů.
Dalším krokem v návrhu síťového  jádra  je  ustanovení  obecného komunikačního protokolu, 
kterým   budou   server   a   klient   navzájem   komunikovat.   Jako   hlavní   cíle   jsem   si   klad   snadnou 
implementovatelnost,   jednoduchost   dekódování   zprávy   a   formát,   který   by   žádným   způsobem 













Ukládání   herních   dat   může   být   realizováno   jako   serializace   instancí   herních   objektů 
do specifického   binárního   souboru,   což   je   častý   způsob   u   herních   serverů   implementovaných 










MySQL4,  PostgreSQL5  nebo MSSQL6.  Výhody plynoucí   z  použití  SQL databází   jsou  ve snadné 
manipulaci  s  daty,  odpadá  nutnost   implementovat  vyhledávací  a   indexovací  algoritmy, které   jsou 







Základní  stavební  kameny tedy musejí  být natolik komplexní  aby pokryly požadavky těchto dvou 
typů   her   a   zároveň   se   jejich   komplexnost   nestala   případným   problémem   při   implementaci 
jednoduchých her.
Rozhodl   jsem se  tedy herní  objekty navrhnout  spíše  jako rozhraní  a   implementovat  v nich 
pouze nezbytný  počet  metod,  sloužící  převážně  k rozpoznání   typu herního objektu a metody pro 
generování jednoznačné identifikace objektů v herním světě. Při implementaci konkrétních herních 
objektů   konkrétních  her   se  pak   spoléhám na  využití   dědičnosti   a   polymorfismu  což   dohromady 




musí  nás zákonitě  napadnout otázka, jak efektivně  pracovat s objekty v herním prostředí,  kterých 
může   být   až několik   desítek   tisíc,   abychom   zbytečně   neprováděli   aktualizace   herních   objektů 
v místech, kde se žádní hráči nevyskytují, a zabránili tak plýtvání systémovými prostředky a následné 
degradaci výkonu celého herního serveru.
Pro   řešení   tohoto   problému  můžeme   najít   inspiraci   v celulárních   automatech.   Celé   herní 







tak,   že   buňka   bude   aktivní,   pokud   se   hráč   vyskytuje   přímo   v   ní   nebo   pokud   se   nachází 










platformově   závislé   konstrukce,   a   v   neposlední   řadě   jsem  ho   zvolil   i proto,  že   v   práci   s   tímto 
programovacím jazykem mám již dlouhodobější zkušenosti.
Jako cílovou platformu jsem si zvolil  operační  systém Linux z toho důvodu, že není  vázán 
žádnou   komerční   licenční   smlouvou,   je   pro   něj   dostupná   široká   škála   vývojových   nástrojů   a 
disponuje kvalitní dokumentací.
Vlastní implementace herního serveru je založena na myšlence, že celé herní jádro se všemi 
potřebnými   stavebními  bloky,   pro   konstrukci   vlastních   her,   je   obsaženo   v   jednom   spustitelném 
souboru a vlastní  hry jsou koncipovány jako dynamicky načítané knihovny. Je tedy velmi snadné 
nějakou hru přidat či naopak odebrat, aniž by se musel celý server znovu překládat. Implementaci 
jsem  rozdělil  do  několika   logických  celků7,  které   svojí  kompozicí   tvoří   celý  herní   server.   Jedná 
se o síťové   jádro,   databázové   jádro,  objekty   herní   logiky  (třídy   reprezentující   objekty,   hráče   a 
počítačem řízené protivníky) a sdílené prostředky (jedná se o třídy a jejich metody, které nesouvisí 
přímo   s vlastní   herní   logikou   a   síťovou   komunikací,   ale   poskytují   těmto   prvkům  svoje   služby. 





Základem   implementace   je   knihovna   BSD   sockets8  nad   kterou   jsem   vybudoval   několik   tříd, 




jeho následného dekódování  a  zavolání  patřičné  obsluhy,  které  provede deserializaci  zbylých dat 
v paketu,   provedení   pro   daný   operační   kód   specifických   akcí   a   případné   zkonstruování   paketu 
s odpovědí a jeho zaslání klientovi.
Při   implementování   herního   serveru   jsem narazil  na  potřebu  vytvořit  množinu   speciálních 
žádostí   odesílaných   ne   konkrétní   obsluze   herního   prostředí,   ale   přímo   jádru   herního   serveru, 
který tato  herní   prostředí   spravuje.   Jedná   se   především o  žádosti   o   získání   stavových   informací 





Tato   třída   zajišťuje   serializování   dat   základních   číselných   datových   typů   a   typu  std::string 









Třída  Socket  tvoří   základní   stavební   kámen pro   síťovou komunikaci.  Reprezentuje  vlastní   síťový 
socket identifikovaný unikátním číslem (deskriptorem), který byl vygenerován operačním systémem. 
Zároveň  slouží   jako základní   interface, který  definuje základní  metody pro příjem a odesílaní  dat 
a zjištění stavu ve kterém se soket nachází.  Vzhledem k tomu, že komunikace je realizována jako 
asynchronní přenos, bylo nutné implementovat do třídy Socket interní strukturu, která si udržuje stav 































TcpListenSocket  je   potomkem   třídy  TcpSocket,   který   umožňuje   soketu   naslouchat 
na specifikované adrese a portu a přijímat tak požadavky na nová spojení.
4.1.3 SocketMgr






překladu   vygenerována   specializovaná   třída   pracující   s   konkrétními   typy   soketů   a   nevzniká   tak 
nutnost přetypovávání za běhu programu.




Události  na soketech jsou testovány každých 10ms pomocí  systémového volání  epoll_wait, 
pro které   je   vytvořeno vlastní   vlákno.   Jak   jsem  již   zmiňoval   v   teoretickém návrhu,   tato  metoda 
zajišťuje  vysoký   výkon   i   při   velkém množství   obsluhovaných   soketů.   Pro  dosažení   optimálního 
výkonu   jsou   navíc   obsluhované   sokety   přepnuty   do   neblokujícího   režimu,   což   znamená,  že   při 














návrhu   serveru   a   agreguje   tak   do   sebe   funkčnost   všech   podřazených   tříd.   Pokud   opomineme 
funkčnost všech tříd, které jsou do třídy Server agregovány, zjistíme, že tato třída funguje jako most a 






Pro každou hru,   jejíž  herní   logika  je načtena ze  sdílené  knihovny,   je na straně  serveru vytvořen 




WorldPool  je  podobně   jako  třída  Server  navržen  tak,  že si  udržuje   informace o  tom,   jaké 




Třída  World  představuje základní  interface – kostru, kterou je nutné implementovat v každé nově 
vytvářené  hře.  Jedná  se především o implementaci  reakcí  na události  připojení,  odpojení  herního 
klienta   a   zpracování   události   příchodu  herní   zprávy.  Dalším rozšířením  této   třídy  o   uživatelské 
metody,   popřípadě   agregací   dalších   tříd,   vzniká   vlastní   herní   logika,   která   je   ve   výsledku 
reprezentována   jako   samotná   hra.   Aby   docházelo   k   periodickému   aktualizování   jednotlivých 
klientských  Sessions  implementuje   tato   třída   speciální   vlákno,   které   periodicky   tuto   činnost 
periodicky  zajišťuje  voláním metody  Update  třídy  World.  Metoda   je  definována   jako  virtuální   a 
umožňuje tak její předefinování v poděděných třídách. Toto je velice důležitá vlastnost pomocí níž 







































































Do každé herní  logiky neodmyslitelně patří  i definice prostoru nebo plochy, na které  se daná hra 




bude  mít   buňka  mapy,   což   se   v  pozdější   implementaci   demonstračních  her   ukázalo   jako  velice 
prozíravé řešení.
V souvislosti s implementací  mapy jsem vytvořil taktéž šablonovou reprezentaci buňky této 





identifikací   pomocí  unikátního čísla   tzv.  GUID.  GUID je  64b číslo   jehož   horních  32b obsahuje 
identifikaci typu objektu a dolních 32b jeho pořadové číslo v herním světě.

















Třída  MySQL  tvoří  výchozí  interface pro komunikaci s MySQL databází.  Obsahuje metody 
pro ustanovení spojení a pro provádění vlastních SQL dotazů. 
Výsledky těchto dotazů   jsou zapouzdřeny do třídy  QueryResult,  která  představuje kolekci 
všech přijatých řádků, jejichž jednotlivé sloupce se adresují přetíženým operátorem [].
Jako  výsledek   této  adresace   je  vrácena   instance   třídy  Field  jakožto   reprezentace  daného 
sloupce v aktuálním řádku. Vzhledem k tomu, že data z databáze MySQL jsou reprezentována jako 
řetězec znaků(včetně  číselných hodnot),  disponuje   tato  třída metodami pro převod tohoto řetězce 
na požadovaný typ.
4.4 Sdílené prostředky
Do sdílených prostředků  náleží  všechny třídy, které  se přímo nepodílejí  na tvorbě   logiky herního 
světa, síťové komunikaci nebo přístupu k databázi, ale poskytují  těmto třídám svoji funkčnost bez 
které by nemohly tyto třídy fungovat.
V první  řadě  se jedná  o třídu implementující  vlákna, pojmenovanou  Thread.  Tato třída je 
postavena nad POSIX threads API9, které je implementováno snad ve všech unixových systémech. 
Společně   s   touto   třídou   jsou   zde  definovány   i   třídy  Mutex  a  MutexGuard  pomocí   nichž   se   řídí 
zamykání a přístup do kritických sekcí kódu.
Další   neméně  důležitou   třídou  je   třída  Singleton,   která   slouží  k  vytvoření   sdílené   instance 
libovolné třídy. V implementaci je použito dvojí testování na existenci instance třídy, kterou chceme 




Třída  Log  která   zajišťuje   výstup   chybových   nebo   ladících   zpráv   na   standardní   výstup 
s možností potlačit zobrazování daného typu zpráv.

























































Jak   již   bylo   zmíněno   v   předchozích   kapitolách,   vlastní   hry   jsou   reprezentovány   dynamicky 
načítanými knihovnami, z kterých se volají  celkem tři základní  metody, a které musí  nutně každá 
herní knihovna implementovat. Jedná se o metody:
5.1 Tahová hra
Jako   demonstrační   implementaci   tahové     hry   jsem   zvolil   hru   piškvorky.   Tato   hra  má   jasná   a 
srozumitelná pravidla a je všeobecně známá.
V první řadě bylo potřeba definovat množinu operačních kódů, kterou bude hra i klient znát a 
pomocí  které  bude komunikace probíhat.  Tato množina je definována jako výčtový   typ a vypadá 
následovně:


























Základní třída  World  byla rozšířena o metody  StartGame, Deserter, Winner, Draw  sloužící 
k oznámení   začátku  hry,  opuštění   rozehrané   partie  hráčem před  koncem hry,  oznámení   vítěze  a 











Pravidla   hry   jsou   následující.  Cílem  hry   je   položit   bomby   tak,   aby   jejich   výbuch   zabil 

























v   každém   herním   objektu   implementujeme  metodu  Update,   jejíž   parametr   obsahuje   informaci 
o časovém kvantu, které uplynulo od předchozí aktualizace objektu.
Pro   potřeby   reprezentace   herních   objektů   jsem   vytvořil   následující   třídy   zděděné 
ze základních tříd herního prostředí.
















Z důvodů   testování   jednotlivých tříd nebo jejich soustav jsem souběžně  s vývojem serveru 
vyvíjel   jednoduché   aplikace  zaměřené  na  otestování  dílčích   funkčních celků.  Pomocí  nichž   jsem 



















Podařilo   se   mi   vytvořit   herní   platformu,   která   umožňuje   snadnou   implementaci   síťových   her 
za pomoci   předem   připravených   základních   komponent   a   poskytuje   tak   zázemí   pro   testování 
nejrůznějších algoritmů umělých inteligencí. Jako přínos vidím možnost testovat výpočetně náročné 
algoritmy   operující   v   reálném  čase   na   několika   různých   počítačích   zároveň,   jejichž   simultánní 
spuštění na jediném výpočetním stroji by bylo například časově příliš náročné.
Zajímavou   myšlenkou   do   budoucna   a   možným   rozšířením   je   implementace   malého 
vestavěného  webového   serveru,   který   by  poskytoval   statistické   informace  o  dění   v   jednotlivých 
hrách, popřípadě by implementoval i jednoduchého webového klienta pro vybrané hry.
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8 Grafická příloha
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Obr. 8: Objektový návrh
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Obr. 9: Graf agregací jednotlivých tříd
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