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1 Introduction
Internal parts of Steam Generators (SGs) foul up with
iron oxides which causes Tube Support Plate (TSP) clog-
ging which brings about concerns about safety and per-
formance. Means to estimate TSP clogging are needed
to optimize the costly maintenance operations. Previous
work showed that the dynamic response to a power tran-
sient of the wide range level measurement contains infor-
mations about the clogging state of steam generators. A
diagnosis method based on the comparison of plant WRL
response with simulated responses is being developed by
EDF. In order to achieve better understanding of the ef-
fect of clogging on SGs dynamic behaviour and to assess
the potential of a diagnosis method based on the analysis
of this behaviour through simulations, it is necessary to
determine i) what features of the WRL response curves
are characteristic of clogging and ii) the relative impact of
each half TSP on these features.
2 Materials and methods
The objective of the present study is to analyse the sensi-
tivity of the model output (WRL dynamic response) to its
input parameters (TSP clogging ratios). A method based
on the ANOVA-decomposition and a Monte Carlo compu-
tation scheme has been used to compute order 1 and total
sensitivity indices for each half-TSP. As the model output
is functional, a principal component analysis (PCA) on
the samples used to compute sensitivity indices had to be
carried out to reduce the dimensionality of the model out-
put and compute ‘compact’ order 1 and total sensitivity
indices for each major principal component. Finally, es-
timation variability was assessed by construction of BCa
bootstrap confidence intervals.
3 Results
A sensitivity analysis of the dynamic output of a SG model
provided a better understanding of the effect of TSP clog-
ging and valuable insights for the development of diagnosis
methods: i) sequential Sobol indices revealed different be-
haviours for each SG leg; ii) PCA highlighted two main
features of the responses curves that characterize clogging;
iii) Sobol indices on the PCA reduced output allowed to
quantify the importance of each half TSP; iv) the con-
vergence of the computations was checked with bootstrap
confidence intervals.
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Abstract
Tube support plate clogging of steam generators affects
their operating and requires frequent maintenance opera-
tions. A diagnosis method based on dynamic behaviour
analysis is under development at EDF to provide means
of optimisation of maintenance strategies. Previous work
showed that the dynamic response to a power transient of
the wide range level measurement contains informations
about the clogging state of steam generators. The diag-
nosis method consists of comparisons of the measured dy-
namic response with simulations on a mono-dimensional
dynamic steam generator model for various input clog-
ging configurations. In order to assess the potential of this
method, a sensitivity analysis has been conducted through
a quasi-Monte Carlo scheme to compute sensitivity indices
for each half tube support plate’s clogging ratio. Sensitiv-
ity indices are usually defined for scalar model outputs.
Principal component analysis has been used to determine
a small subset of variables that condense the information
about the shape of the response curves. Finally, estima-
tion variability was assessed by construction of bootstrap
confidence intervals. The results showed that half of the
preselected input variables have negligible influence and
allowed to rank the most important ones. Interactions of
input variables have been estimated to exert only a small
influence on the output. The effects of clogging on the
steam generator dynamics has been characterised qualita-
tively and quantitatively.
1 Introduction
Steam Generators (SG) are affected by fouling of their
internal elements. This causes clogging of the quatrefoil
holes of the Tube Support Plates (TSP) that can induce
safety issues. Means to estimate TSP clogging are needed
to optimize maintenance operations.
Clogging reduces the open cross sectional area of the
TSPs and thus induces higher pressure drop. This al-
ters the operating point of the SG as well as its dynamic
behaviour. Previous studies (Midou et al., 2010) demon-
strated that the shape of the Wide Range Level (WRL –
the pressure difference measured between the steam dome
and the bottom of the downcomer) response curve to a
power transient is determined by the clogging state of the
TSPs. A diagnosis method based on comparison between
measured response curves and simulated ones for vary-
ing clogging states is being developed by EDF. A mono-
dimensional SG model has been created with Modelica and
the Dymola software for that purpose. It is able to simu-
late the SG behaviour during power transient phases. A
60 % power decrease with a 3 %.min−1 rate is performed
on French nuclear reactors every three months which al-
lows for frequent diagnosis. The input variables of the
model are the clogging ratios of each half TSP, one for
the hot and cold legs of the U-tube bundle. Clogging ra-
tios are defined as the ratio of the closed area to the total
area of the holes without any clogging. The output of the
model consists of the 1200 values of WRL (1 per second)
given the clogging ratios of the 16 half TSP.
In order to assess the performance of the method, it
is necessary to determine i) what features of the WRL
response curves are characteristic of clogging and ii) the
relative impact of each half TSP on these features.
If it happens, for instance, that the clogging ratio of a
given half TSP has a negligible influence, it is irrelevant to
keep it as an input variable because little or no informa-
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tion about this ratio is contained into the WRL response
curve. Discarding irrelevant variables reduces the dimen-
sion of the clogging state space that has to be sampled to
produce the diagnosis.
The objective of the present study is to analyse the sen-
sitivity of the model output (WRL dynamic response) to
its input parameters (TSP clogging ratios). A sensitivity
analysis has been conducted through a quasi-Monte Carlo
scheme to compute sensitivity indices for each half TSP
clogging ratio. As the model output is functional, a Prin-
cipal Component Analysis (PCA) on the samples used to
compute sensitivity indices had to be carried out to reduce
the dimensionality of the model output and compute ‘com-
pact’ order 1 and total sensitivity indices for each major
principal component. Sequential WRL temporal indices
have also proved to be meaningful. Finally, estimation
variability was assessed by construction of bootstrap con-
fidence intervals.
2 Materials and methods
2.1 Mono-dimensional steam generator
model
The steam generator (SG) model has been developed with
the Modelica language using the Dymola software. Mod-
elica is an object-oriented language especially designed for
modelling physical systems. It relies on a third party com-
piler and solver for simulation. These roles are being as-
sumed here by the Dymola software. More specifically, we
use a solver named DASSL, provided by Dymola, which is
capable of solving differential algebraic equations.
The SG type studied here is the Westinghouse 51. EDF
currently operates 48 of these; most of them being about
30 years old. A diagram representing the principal ele-
ments of a SG is given on figure 1.
The main elements of the model are :
• primary fluid flowing inside the U-tubes (single-
phase flow) ;
• secondary fluid flowing outside the U-tubes (two-
phase flow) ;
• thermal transfer between the two fluids and through
tube interfaces ;
• two-phase singular pressure drops e.g. at the TSP
quatrefoil holes ;
• steam-liquid separation devices ;
• feed water flow rate control system.
All these elements are mono-dimensional but the ex-
changer part is modelled as two channels: one for the hot
leg (i.e concurrent exchanging side, where primary fluid
enters the SG) and one for the cold leg (i.e countercurrent
exchanging side, where primary fluid exits the SG). The
exchanging channels are composed of 20 meshes evenly
spaced.
The choice of mono-dimensionality and of the number of
meshes is driven by the applications for which the model
has been developed. On the one hand, it must be able to
simulate the dynamic response of a SG precisely enough
so that information about clogging ratios spatial distribu-
tion is not lost by averaging processes. On the other hand,
computation time for simulation must not exceed five min-
utes so that it can be used in Monte Carlo methods.
Variations of the boundary conditions of the model al-
lows to simulate a power transient of the plant. The power
decrease used in the clogging diagnosis method is mod-
elled by a linear variation of primary and secondary inlet
enthalpies and secondary outlet steam flow rate. The feed
water flow rate is being determined by the control system.
Heat transfer coefficients are computed using correla-
tions available in the literature. Pressure drops at the
quatrefoil holes are computed using a specific correlation
derived from experiments conducted at EDF R&D on a
1:4 scale mock-up of TSP and tubes.
Tube Support Plates
(8)
Steam-liquid
separation devices
Feedwater
inlet
Steam
outlet
U-tube bundle
(3330 tubes)
Primary water
inlet
Primary water
outlet
Wide Range Level
(WRL)
hot legcold leg
Clogging sites
Fig. 1: Westinghouse type 51 SG principal elements
The two phase flow (secondary fluid) in the riser
has been modelled using a simple mixture formula-
tion known as the homogeneous-equilibrium model (Yadi-
garoglu, 2010) in which equal phase velocities and thermal
equilibrium between the phases is assumed. This choice
has been driven by the will to limit the number of un-
known parameters to be inferred or calculated by correla-
tions. Correlations available in the literature are usually
designed for flows in tubes which can be quite different
from a flow in a tube that contains a tube bundle and
TSPs. Very little is known about the regime of the two-
phase flow in a SG which makes the modelling of velocity
slip tricky.
Another argument in favour of the homogeneous formu-
lation is the high level of turbulence that the flow exhibits
and the presence of the TSPs. Indeed, going through the
quatrefoil holes tend to deconstruct and mix the flow while
it slows down the steam more than the liquid. Visual ob-
servations made on the experiments mentioned above sug-
gest that we are in presence of a slug-bubbly flow in the
upper part of each interval between TSPs (under the TSP)
while the flow is bubbly with very small steam structures
from the top of the TSP up to approximately the middle
of the interval. Flow regimes are described in the book
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by Collier and Thome (1996, Chap. 1). In the lower part
of the intervals, the ratio of the volume of the bubbles
to their surface is low and so is the ratio of the ‘floating’
force to frictions that is responsible of the higher velocity
of steam. These rough observations were made on a freon-
water mixture without heating for a few mass fractions.
When the results of these experiments are available, it will
be possible to examine this question in much more details.
Implementing velocity slip in the SG model is being con-
sidered for future work. The impact of this amelioration
on the results shown here are expected to be negligible.
2.2 Global sensitivity analysis
Sensitivity analysis in the broad sense studies how pertur-
bations of model input variables generate perturbations
on the output variables. Local sensitivity analysis is con-
cerned by the effect on the output of small perturbations
of the input variables around a given point, whereas global
sensitivity analysis looks at the variability of the output
on the whole variation domain. Here we focus exclusively
on global sensitivity analysis because we want to obtain
general information about how TSP clogging affects the
WRL response without any particular clogging distribu-
tion in mind.
In this study, the components of the input vector are
the 16 half TSP clogging ratios so n = 16 because West-
inghouse 51 SGs have 8 TSP.
Clogging ratios were assumed to range from 0% to 65%
as these values cover most real cases.
Let f be a function that represents the model, x the in-
put variables and u a scalar output variable of the model.
f : In→ R
x 7→ u = f(x) . (1)
For the sake of clarity, in the following general derivation
of sensitivity indices the input variables are assumed to
take their values in [0, 1] so In denotes the n-dimensional
unit hypercube. In (1), the model output consists of a sin-
gle scalar. We will actually consider several of them and
compute a set of sensitivity indices for each one indepen-
dently.
Quite simple sensitivity indices can be defined when
the model is linear or monotonous but this is seldom the
case for complex thermohydraulic models. Variance based
methods require a large number of simulations but they
are model free. Among them is a method introduced by
Sobol’ (1993) based on the ANOVA-representation of the
function f (ANOVA stands for ANalysis Of VAriance) and
a Monte Carlo computation scheme. The next section
relates the principal theoretical aspects of this method.
The following derivation can be found in greater detail in
(Sobol’, 2001).
2.2.1 ANOVA-representation
Assuming f is an integrable function, let us consider the
following decomposition
f(x) = f0 +
n∑
s=1
n∑
i1<···<is
fi1...is(xi1 , . . . , xis) , (2)
where f0 is a constant and the double sum means that
there is a function fi1...is(xi1 , . . . , xis) for every possible
family of input variables: from f1(x1) to fn(xn) then all
the fij(xi, xj) with 1 ≤ · · · < i < j ≤ n and so on up to
f1...n(x1 . . . xn). The number of terms in this decomposi-
tion is 2n.
Sobol’ (1993) has proved that if we impose to the sum-
mands of (2) the following condition∫
fi...j(xi, . . . , xj) dxk = 0 for k = i1, . . . , is , (3)
the decomposition exists and is unique. It is then called
the ANOVA-representation of f . It follows that the sum-
mands in (2) are orthogonal and can be expressed as in-
tegrals of f .
2.2.2 Sensitivity indices
If we assume f to be square integrable, the fi1...is are also
square integrable. Squaring and integrating (2) raises∫
f2(x) dx− f20 =
n∑
s=1
n∑
i1<···<is
∫
f2i1...is dxi1 . . . dxis . (4)
Now if x is a random vector uniformly distributed in
In then f(x) and fi1...is(xi1 , . . . , xis) are random variables
whose variances are respectively
D =
∫
f2 dx− f02 (5)
and
Di1 . . . is =
∫
f2i1...is dxi1 . . . dxis , (6)
and we have the following equality:
D =
n∑
s=1
n∑
i1<···<is
Di1...is . (7)
In other words, D measures the variability caused by vari-
ations of all the input variables while the Di1...is represent
the variability caused by variations of variables in subsets
(xi1 , . . . , xis). Equation (7) states, as expected, that the
overall variability is the sum of the variabilities caused by
all the possible subsets of input variables.
This leads to define the global sensitivity index of a sub-
set of variables (xi1 , . . . , xis) by the following ratio
Si1...is =
Di1...is
D
(8)
where s is called the order of the indice.
Order 1 sensitivity indices, Si = Di/D, measure the
influence of each half TSP clogging ratio alone, that is
without considering interactions. Reliable computation of
sensitivity indices usually requires numerous model eval-
uations so it might be off-putting to try to estimate in-
dices of order higher than 1 or 2. In our study we restrict
ourselves to order 1 indices due to the high number of in-
put variables. However, as our input variables are highly
physically linked, we expect combined effects to play a sig-
nificant role and completely ignoring them could be mis-
guiding.
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As a palliative let us consider the variance of the sub-
set of variables constituted by all the variables but one.
Indeed, its complementary to the overall variance is the
variance of all the subsets that comprise the one left aside
(Homma and Saltelli, 1996). For an input variable xi, we
have the following equality
Dtoti = D −Di¯ (9)
where Dtoti is the variance of all the subsets that com-
prises xi and Di¯ is the variance of the subset constituted
by all variables but xi. Dividing equation (9) by the over-
all variance D leads to define total sensitivity indices for
each input variable as follows
Stoti =
Dtoti
D
. (10)
The difference between total sensitivity indices and or-
der 1 sensitivity indices for a given input variable measures
the influence of all the combinations that involve the vari-
able. Thus we can estimate how much of the overall vari-
ance is not accounted for by order 1 indices and determine
what variables are responsible for it.
2.2.3 Computation scheme
Sobol’ (1993) has demonstrated the following theorem
Theorem 1 (Variance of a subset of variables). Let y be
a subset of variables of the complete family of input vari-
ables x. Let z be its complementary i.e. x = (y, z). The
variance Dy on the output of f induced by variations of
the variables of y is equal to
Dy =
∫
f(x)f(y, z′) dxdz′ − f02 . (11)
The prime symbol indicates here that z′ comes from a
different realisation of x seen as a random variable.
By applying theorem 1 to the case of y being a single
variable xi and z being all the input variables but xi, or-
der 1 and total indices can be computed by estimating
integrals : one for f0, one for D and two for each input
variable.
This can be achieved through a Monte Carlo approach.
Let ξ = (ξj) and ξ′ = (ξ′j) be two independent sam-
ples of size N uniformly distributed in In. The following
approximations hold for high enough N
1
N
N∑
j=1
f(ξj)→ f0 ,
1
N
N∑
j=1
f2(ξj)→ D + f02 , (12)
1
N
N∑
j=1
f(ξj)f(ξj(1), . . . , ξj(i−1), ξ′j
(i)
, ξj
(i+1), . . . , ξj
(n))
→ Di + f20 , (13)
1
N
N∑
j=1
f(ξj)f(ξ′j
(1)
, . . . , ξ′j
(i−1)
, ξj
(i), ξ′j
(i+1)
, . . . , ξ′j
(n))
→ (D −Di)tot + f20 . (14)
In this study, random samples of size 1000 have been
used. First computations made with samples of size 400
only displayed aberrations that indicated poor conver-
gence.
For each TSP, two sets of 1000 clogging configurations
have been built to generate the second members in each
term of the sums in equations (13) and (14). The first set
is obtained from the first sample by replacing the clogging
ratio of the TSP by the corresponding ratio from the sec-
ond sample. The second set is obtained from the first sam-
ple by replacing all the clogging ratios but the one of the
TSP by the corresponding ratio from the second sample.
Simulations have also been run with the untouched first
sample in order to compute f0 and D and the first mem-
bers of the terms of the sums in equations (13) and (14).
Eventually, running additional 1000 simulations with the
second sample allowed a cross-check by switching the role
of the sets of clogging configurations. Thus, a total of
33000 simulations have been run.
LPτ sequences (also known as Sobol sequences) were
used to generate the random samples as they are stated
to make the sum in equations (12), (13) and (14) converge
faster (Archer et al., 1997).
The mean computation time for a simulation with the
SG model is 3 minutes on a regular workstation. Hence
the total computation time is around 2 month and a half.
However, it is possible to launch several parallel threads
without any further development so the computations had
been carried through in about two weeks on a single work-
station.
2.3 Monte Carlo algorithms with Dymola
2.3.1 Initialization of states
A dynamic model is a set of equations that describe the
temporal evolution of states. Before running a simulation
with Dymola, the states need to be initialized. In the case
of this study, the sought after states are those of stable
conditions for a given clogging configuration.
For ordinary differential equation models, imposing all
the derivatives to equal 0 and setting the values of the
boundary conditions and parameters (such as clogging ra-
tios, referred to as input variables in section 2.2) is usually
sufficient. For more complex models, it is needed to supply
values of certain variables called iteration variables. When
differential algebraic equations are involved, the initializa-
tion is likely to fail if the supplied values are too far from
‘real’ ones, that is values for which the system has a so-
lution. There are about 500 iteration variables for the
SG model and most of them need to be estimated with
significant precision.
Once a set of appropriate values of the iteration vari-
ables has been found for a set of parameters, a convenient
means to find values for another set of parameters is to
use dynamic simulations. A first set of values for the zero
clogging case has been found during the development of
the model through a stepwise procedure: going from a
cold state with no thermal exchanges and small flow rates
and slowly increasing toward the nominal operating point
of the SG. This state provides a starting point for the
determination of others by dynamic simulation.
For instance, if the stable state corresponding to a ho-
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mogeneous clogging of 5 % is needed, the procedure would
be:
i) load the zero clogging stable state values of iteration
variables ;
ii) set the clogging ratios to 5 %;
iii) run a dynamic simulation with Dymola ;
iv) monitor the simulation for stability (the WRL and
circulation ratio are convenient indicators). Go back
to step iii) if the states are not stabilized;
v) save the final states values. They can now be used to
initialize the model with all derivatives set to 0.
The new stable state can then be used for dynamic simu-
lation of a power transient.
Changing the clogging configuration amounts to intro-
ducing a perturbation into the system. This results in
a damped transient state until the new sought for stable
state is reached. The more important is the perturbation,
the longer the resulting oscillations will take to dampen.
If the perturbation is too important, even the dynamic
initialization can fail.
2.3.2 Optimization of the stable states research
The computation scheme described in section 2.2.3 im-
plies that numerous stable state researches have to be per-
formed. Therefore this procedure has to be optimized in
order to minimize the computation cost of model evalua-
tions and allow for samples of significant size. Optimizing
the research of stable states consists in using as a depar-
ture point in step i a state that corresponds to a clogging
configuration similar to the one sought for: this minimizes
the perturbation so that the damping to stable state is as
smooth and swift as possible.
Defining the distance between two input configurations
of parameters is simple when there are only a few of them
and when they affect the model linearly. However, the rea-
sons that motivated the choice of the method presented in
section 2.2 precisely make this task non trivial.
The question is to find a function τ that estimates the
computation time needed to go from a clogging configura-
tion θ1 = (θ1h1 , . . . , θ
1
h8
, θ1c1 , . . . , θ
1
c8) to another, θ
2 where
the half-TSPs are numbered from bottom to top, the first
8 being on the hot leg and the last 8 on the cold leg.
A heuristic can be derived from simple physical consid-
erations on how clogging affects the SG. Three empirical
rules have been used here.
i) The perturbation, and thus computation time, will
increase with differences of individual clogging ratios.
ii) As the secondary mixture goes through the SG its
steam mass fraction increases and singular pressure
losses are substantially more important on richer mix-
tures. Thus, differences of clogging ratios will have a
stronger impact on computation time for transition
when they are in the hot leg and the higher parts of
the SG.
iii) The TSPs singular pressure drops follow an approxi-
mately exponential relation with clogging ratios (this
has been observed with the experiments referred at
in section 2.1). Thus, computation time will increase,
probably at an exponential pace, with the mean val-
ues of each couples of clogging ratios (θ1xi , θ
2
xi).
Let us assume that the effects of all clogging ratio dif-
ferences add up linearly (which is a crude hypothesis) and
that effects i) and iii) are multiplicative. The sought for
function has the following form
τ(θ1,θ2) =
8∑
1
whi ϕ
(|θ1hi − θ2hi |) γ
(
θ1hi + θ
2
hi
2
)
+ wci ϕ
(|θ1ci − θ2ci |) γ (θ1ci + θ2ci2
)
, (15)
where the (whi) and (wci) are unknown weights that ac-
count for rule ii) and ϕ and γ are two unknown monoton-
ically increasing functions that account respectively for
rules i) and iii).
Finding valid values for all the 16 weights seems some-
what illusory considering the roughness of the approach.
Using the linear approximation made before, a new set of
weights can be defined by averaging groups of consecutive
terms in equation (15).
The computation time for 50 transitions from a stable
state to another were measured and the weights in (15)
were estimated by multiple linear regression using these
measurements as second members for various trial ϕ and
γ functions. The validity of these functions was assessed
by the maximum error of the computation times for tran-
sition estimated with the resulting τ function.
This way, a set of 6 weights could be found with sat-
isfactory goodness of fit: three for the lower, middle and
upper part of the SG for both the hot and cold legs. The
ϕ and γ functions eventually selected are
ϕ : [0, 1]→ R and γ : [0, 1]→ R
x 7→ e(7.0 x) − 1 x 7→ e(8.4 x) − 1 , (16)
and the weights values are
wh low = 0.09 wh mid = 0.29 wh up = 0.61
wc low = 0.05 wc mid = 0.08 wc up = 0.11 . (17)
The maximum error is 120 s which is sufficient to en-
sure computation time of a few minutes. All the weights
are positive and respect rule ii). The weights can be inter-
preted as some crude sensitivity indices for the 6 groups
of TSPs.
2.3.3 Implementation of the Monte Carlo
computing scheme
The τ function enables to estimate the computation time
needed to go from one state to another. An initial set of
some 100 stable states has been obtained and was used in
the following algorithm:
i) draw a clogging configuration from the samples con-
structed for the sensitivity analysis ;
ii) using the τ function, find the ‘nearest’ stable state
available in the stable states database;
iii) if estimated computation time is above a limit tlim1,
go back to i);
iv) do the transition and dynamic simulation. Store the
simulated WRL response curve;
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v) if estimated computation time is above a limit tlim2,
add the stable state used for simulation to the
database;
vi) go back to i until all the complete sample has been
treated.
Multiple threads can be easily run at the same time.
The two limits tlim1 and tlim2 have to be guessed at first
and can be adapted as the algorithm goes by. For the
algorithm to eventually deal with all the clogging configu-
rations, it has been necessary to add a loosening condition
regarding tlim1.
2.4 Preprocessing model output
The aim of this study is to characterize the influence of
each half TSP clogging ratios on the shape of the WRL re-
sponse curve. It is thus necessary to select a set of output
variables that correctly represent the shape of the curves
and allows to compute sensitivity indices that are inter-
pretable.
2.4.1 Sequential indices
The simplest possible set of output variables is constituted
of the values taken by the WRL at each time step. This
way 16 × 1200 = 19200 order 1 indices and 19200 total
indices are obtained. The families of 1200 indices corre-
sponding to a given half TSP will be then referred as the
16 sequential indices whose temporal variations during the
transient we study.
The starting point of the response curves are quite
far from each other because clogging alters the operating
point of the SG. Sensors uncertainties and model represen-
tativeness issues make it unreliable to use this information
in the model based diagnosis method (Midou et al., 2010).
Differences in the shape of the curves are of small magni-
tude compared to distances between individual variation
domains: the static effect (starting point) hides the dy-
namic effect (shape of the curves). Thus, sequential in-
dices computed without any pre-treatment do not display
any appreciable variation because most of the variance of
the curves samples is actually due to differences of start-
ing points. The alternative used both for the diagnosis
method and the sensitivity analysis presented here is to
subtract from each curve its temporal mean. This can
be seen as ignoring the first term of the Taylor expansion
of the underlying functions and studying the subsequent
ones.
Subtracting also from each variable its mean allows to
reduce the imprecision due to the fact that the value of
f0 is important compared to the summands of equations
(13) and (14). This effect described in (Sobol’, 2001) has
been quantified when computing confidence intervals as
described in section 2.5.
Sequential indices allow to follow the evolution of the
relative importance of each input variable throughout the
transient. However, considering the 1200 points of the re-
sponse curves as independent variables is somehow missing
the functional nature of the output which is precisely what
we are trying to catch.
2.4.2 Principal component analysis
A classical approach to the problem of reducing the dimen-
sion of functional data is to use projection on carefully cho-
sen subspaces. In this study, principal component analysis
(PCA) has been chosen both because it does not require
any inference to be made to construct the subspaces and,
as our aim is to attribute shares of overall variances to
input variables, using a variance based method for dimen-
sion reduction makes good sense. Campbell et al. (2005)
and Lamboni et al. (2009) have made similar uses of PCA
in a context of sensitivity analysis.
Let WRL = (WRL(t)) be the vector of output vari-
ables considered in previous subsection. Principal com-
ponents (PCs) of WRL are ordered linear combinations
of the (WRL(t)) that have maximum variance and are or-
thogonal to all the preceding PCs. For a set of p variables,
up to p PCs can be found, each having less variance than
the preceding. Here the number of variables equals the
number of time steps so p = 1200. Let (pci) be the fam-
ily of principal components of WRL. The pci(t) are the
coefficients in the linear combinations and are named the
loadings of the i-th PC. Thus, WRL can be written
WRL(t) =
p∑
i=1
pci(t) 〈WRL,pci〉 . (18)
By construction, the variance of the PCs are the eigen-
values of the empirical covariance matrix of the sample.
They represent the share of the overall variance that is
accounted for by each PC. In order to achieve significant
dimension reduction, one hopes that the first PCs will ac-
count for most of the variance of the variables. In this
latter case, projection on the subspace generated by the
first few PCs provide a restricted number of variables (the
corresponding loadings) that contain most of the informa-
tion about variance of the whole. The construction of the
PCs ensures that such a projection is optimal in terms of
sum of variances. The book by Jolliffe (2002) provides
PCs derivation, properties and applications in much de-
tails and examples.
The remark about subtraction of temporal means made
in section 2.4.1 still holds for sensitivity indices computed
on PCs loadings: without this preprocessing, the first PC
represents more than 99 % of the overall variance because
the differences of variation domains are of greater magni-
tude than variations in scale and shape of the curves.
Once again, subtraction of the means of each variables
is helpful to achieve better precision.
A common practice when doing a PCA is to use cen-
tred reduced variables. This presents the advantage of
normalizing the variables and avoiding the problem of dis-
crepancies in units or range of variation. For instance, if
a variable is in the range [103, 104] while the others vary
from 0 to 10, it will cause most of the variance of the set
while varying, relatively, as much as the others.
A drawback of working with correlation instead of vari-
ances is that the PCs cannot be interpreted as easily. In-
deed, when using variances, the PCs can be represented
as perturbation of the mean of the sample which allows
for simple interpretation of the loadings.
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In this study, both approaches will be used and com-
pared.
2.5 Bootstrap confidence intervals
It is important to estimate the accuracy of the computed
sensitivity indices. One wants to know for instance, if the
ranking of the indices can be trusted as it is or if groups
of input variables should be considered. Also, the cho-
sen computation scheme often induces aberrations, such
as slightly negative indices or sums of indices that exceed
one, due to slow convergence of the sums in equation (13)
and (14); confidence intervals allow to decide if these irreg-
ularities can be overlooked or if larger sample sizes should
be sought.
For each computed sensitivity index Sˆ, we seek Sˆlo and
Sˆup so that the two events S < Sˆlo and S > Sˆup, where
S is the real value of the sensitivity index, have both a
probability of α. In this study, α is set to 0.05. As lit-
tle is known about the distributions involved, bootstrap
methods are particularly indicated as they are robust and
distribution free.
The general idea behind bootstrap is to draw conclu-
sions about a given estimator by using the empirical dis-
tribution upon which the estimator is based. Consider
Sˆ = φ(ζ) the estimator of S computed using a sample
ζ = (ξ, ξ′) of size 2N . A bootstrap sample ζ∗ is obtained
by drawing uniformly with replacement from ζ. For each
bootstrap sample, a bootstrap replication Sˆ∗ = φ(ζ∗) is
computed in the same way as the estimator was from the
original sample. It is now possible to draw inferences on
the underlying distribution followed by Sˆ by analysing the
empirical distribution of the bootstrap replications.
Bootstrap percentile confidence intervals are con-
structed by taking the α and 1 − α percentiles of the
empirical distribution obtained after re-sampling. The
bias-corrected and accelerated (shortened BCa) intervals
used in this study are derived from the percentiles inter-
vals but include a correction of bias and an acceleration
that compensates for variation of standard error of S with
the value of S. These two corrections occur by shifting
the percentiles chosen from the empirical distribution.
Details about bootstrap confidence intervals and their
derivation can be found in the book by Efron and Tibshi-
rani (1993). A rule of thumb for the number of necessary
bootstrap samples to be used for the construction of confi-
dence intervals is that it should be above 1000. However,
it does not require any additional evaluation of the nu-
merical model. Thus, BCa confidence intervals have been
computed for all sequential order 1 and total indices with
2000 bootstrap samples in less than one hour with a reg-
ular workstation.
3 Results
3.1 Sequential indices
As an example, 7 WRL response curves of sample ξ after
subtraction of their temporal means are displayed in fig-
ure 2. The curves are of various shapes and are crossing
each other. This is characteristic of a non-linear behaviour
and is auspicious for the resolution of a diagnosis method
based on curves comparison.
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Fig. 2: 7 WRL response curves with their temporal means
subtracted
The results obtained for both order 1 and total sensi-
tivity indices are displayed in figures 3 and 4. Red lines
correspond to the hot leg and blue ones to the cold leg
and the colours darken as the TSPs are higher. The error
bars represent the bounds of the BCa confidence intervals.
There are only a few of them for clarity but no discrepan-
cies have been observed on the whole set.
On all presented graphics with a time abscissa, the end
time is 1148 s instead of 1200 s. This reflects the fact that
actual 60 % power transients performed on plants are usu-
ally a little steeper than 3 %.s−1; 1148 s is the mean of
the observed stopping times in (Midou et al., 2010).
Both sequential order 1 and total sets of indices display
two sharp contrasting behaviours for each leg. The hier-
archy of the indices is the same in all cases: the higher
the TSP is positioned in the SG, the higher are the cor-
responding sensitivity indices. This is in agreement with
physical intuition as stated in section 2.3.2.
As stated in section 2.2.2, the difference between total
indices and order 1 indices measures the importance of
combined effects.
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Fig. 3: Sequential order 1 sensitivity indices with BCa
error bars
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Fig. 4: Sequential total sensitivity indices with BCa error
bars
Four phases are discernible during the transient: i) from
0 to 250 s, top hot and cold TSPs prevail with some com-
bined effects for hot leg; ii) from 250 s to 650 s, cold TSP
have negligible impact and hot combined effects decrease;
iii) from 650 s to 900 s, the three highest cold TSPs pre-
dominate while most of the hot impact is on the form of
combined effects; iv) from 900 s until end time, hot leg
order 1 effects catch up with combined effects while cold
leg indices decline again.
There are a few negative order 1 indices but their error
bars are roughly centred on the baseline. The correspond-
ing total indices are estimated much more precisely and
have near zero values so it is legitimate to consider these
indices to be null. On the whole, BCa intervals are shorter
for total indices than for order 1 indices. Their lengths
are approximately proportional to the value of the total
indices while even very small indices are estimated with
substantial uncertainties for order 1 indices.
The different behaviour of the hot and cold legs and the
different phases observed during the transient will allow
for refinement of the curves comparison methodology. An
important result is that only the 4-5 highest TSP of the
hot leg and the 3 highest of the cold leg have substantial ef-
fect during a significant time interval. From the SG safety
analysis point of view, this would imply that lower TSP
clogging has little or no effect on SG dynamic behaviour as
far as the pressure field is concerned. They might however
alter the mass repartition in the SG by modifying the mass
fraction of the mixture. For the dynamic behaviour based
diagnosis method, this means that no accurate clogging
diagnosis can be made about the lower TSP if the WRL
is chosen as informative variable.
3.2 Principal Components
A PCA has been conducted on the curves from the ξ sam-
ple and the two samples constructed by ‘resampling’ with
ξ′ all together after subtracting from each curves its tem-
poral mean and from each variable WRL(t) the mean of
the WRL values at time t. The first ten PCs obtained
with ‘raw’ variables are represented on figure 5 and the
first ten PCs obtained after normalizing the variables are
represented on 8. The first two PCs account for more than
99.9 % of the overall variance: the first (in dark blue) ac-
counts for 95.54 % and the second (in green) for 4.40 %.
Thus the choice of the first two loadings as output vari-
ables is straightforward. A resemblance with the order 1
and 2 Legendre polynomials can be noted. Legendre poly-
nomials is a base of function commonly used for projection
of functional data (Campbell et al., 2005). Subsequent
PCs (in light blue) a rather disorderly and do not look
like any general feature of the curves bundle apart from
the oscillations in the beginning that have been identified
as numerical artefacts. Discarding these PCs is a means to
increase the signal-to-noise ratio in addition to radically
reduce the dimension of the model output.
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Fig. 5: First 10 PCs with raw variables
A convenient way to interpret the physical meaning of
the PCs is to represent them as perturbations of the mean
of the curves used for the PCA. On figure 6 the solid black
line is the mean of the curves bundle while the ‘-’ and ‘+’
lines are respectively the mean minus or plus k times the
first PC ; the value of k is arbitrarily chosen but identical
for the two PCs. Figure 7, represent the effect of the sec-
ond PC on the shape of the response curve with the same
conventions. The first PC increases the global slope of the
curve by swivelling it round a fixed point around time 650
s. The second PC increases the curvature by ‘bending’
the curve with two fixed points at times 250 s and 900 s.
The fixed points of the perturbation of the mean by the
first two PCs roughly corresponds to the time limits of the
four phases described in section 3.1.
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Fig. 6: Effect PC 1 with raw variables represented as per-
turbations of the mean
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Fig. 7: Effect PC 2 with raw variables represented as per-
turbations of the mean
The result of the PCA conducted with centred reduced
variables is presented on figure 8 with the same colour con-
vention as in figure 5. Once again, the first two loadings
are designated output variables as the first PC accounts
for 83.83 % and the second for 16.11 %. Using standard-
ized PCA does not enable for simple interpretation of the
PC but the first two PCs still have distinct shapes (PC 1
and PC 2 are respectively antisymmetric and symmetric
with respect to the axis t = 650s) while the subsequent
ones are chaotic.
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Fig. 8: First 10 PCs with centred reduced variables
For the sensitivity analysis, standardized PCA (figure
8) has been preferred to plain PCA (figure 5 in this study.
The first reason for this choice, is that non-normalized PCs
are subjected to a scale effect referred to in section 2.4.2.
The first PC is the one that tunes the maximum reached
in the terminal part of the curves (figure 6). Thus, its im-
portant eigenvalue (95.54 %) mostly reflects the variations
of amplitude in the response curves which biases the esti-
mation of the relative importance of the PCs. The second
reason is that the relatively small eigenvalue of the sec-
ond variance-PC (4.40 %) means that the corresponding
effects to be estimated through sensitivity analysis would
be also small and thus uncertainties would be more im-
portant: the approximations stated by equations (13) and
(14) are erratic when the seconds members of the terms
in the sums are too small.
3.3 Sensitivity indices of the reduced
dimension model output
The results of the sensitivity analysis conducted on the
first two loadings obtained through standardized PCA are
displayed on figures 9 and 10 respectively. The TSPs are
lined up on the ordinates in ascending order (TSP 1 is
the lowest in the SG) with the hot leg TSP at the bot-
tom and the cold leg ones above. For each TSP, two bars
represent the corresponding order 1 and total indices: the
bar above in lighter hue represents the total index while
the other represents the order 1 index. The difference in
length between the two bars indicates combined effects.
The error bars indicate the bounds of the BCa confidence
intervals.
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Fig. 9: PC 1 total and order 1 indices with BCa error
bars
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Fig. 10: PC 2 total and order 1 indices with BCa error
bars
As for the sequential indices, total indices have short
confidence intervals and their length is proportional to the
value of the indices while order 1 indices have longer con-
fidence intervals of constant size. A few order 1 indices for
PC 1 are negative. The same reasoning as in section 3.1
leads to consider them as null.
All the PC 2 couples of indices of cold leg TSPs and the
first of hot leg TSPs are in wrong order: the order 1 indices
exceed the total indices. However, the values of the total
indices are always comprised in the confidence intervals of
order 1 indices and the confidence intervals of the total in-
dices are small. Thus, it seems legitimate to assume that
interactions can be neglected for these variables and that
order 1 indices actually equals total indices.
Total sensitivity indices for PC 1 are very low for TSPs
1 to 3 of the hot leg and 1 to 5 of the cold leg. Order 1
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indices of the cold leg nearly equals total indices; as con-
fidence intervals are quite large for the order 1 indices,
combined effects are considered negligible. There are sub-
stantial combined effect TSP 6 to 8 of the hot leg and
and probably for TSP 4 and 5 but for these last two the
important uncertainties on order 1 indices prevent from
being positive. As for sequential indices, the higher in the
SG a TSP is, the higher are its sensitivity indices.
The ratio of the two PC’s eigenvalues is 5, so the most
important effects are those related to PC 1 but those re-
lated to PC 2 are not negligible. Sensitivity indices of PC
2 display the same features as those of PC 1: same ‘im-
portant’ TSPs, same ranking of the indices and combined
effects present only on the hot leg.
Eventually, the result of the sensitivity analysis suggests
a reduction of the model input dimension from 16 to 9 be-
cause the lower TSPs total indices are very low. With the
choice of the WRL measurement as informative variable,
clogging ratios of the lower TSPs cannot be estimated by
dynamic behaviour analysis. However, clogging mostly
affects the SG by increasing the pressure losses and the
WRL is an ‘integration’ of all the pressure losses along
the height of the SG. Thus, it can be concluded that the
impact safety of clogging of the lower TSP is very limited.
4 Conclusion
In order to achieve better understanding of the effect of
clogging on SGs dynamic behaviour and to assess the
potential of diagnosis method based on analysis of this
behaviour through simulations, a sensitivity analysis has
been conducted on a mono-dimensional SG model.
A method based on the ANOVA-decomposition and a
Monte Carlo computation scheme was used to compute
order 1 and total sensitivity indices for each half-TSP. Se-
quential indices were first computed and exhibited differ-
ent behaviour for the hot and cold leg as well as four dis-
tinct phases during the transient. More compact indices
could be computed by conducting a PCA beforehand: the
first two PCs contain most of the available information and
represent two modes of alteration of the SG behaviour by
clogging. The model output could then be reduced to the
first two sets of loadings and two sets of sensitivity indices
have been computed.
The sensitivity indices indicated that lower TSPs clog-
ging had little or no influence on the WRL response of the
SG. This means that no diagnosis can be made about it
through the dynamic behaviour analysis method with the
WRL as informative variable. However, this also suggests
that the influence of the lower TSP clogging on the over-
all dynamic behaviour of the SG is of second order as the
WRL is an accurate indicator of it.
BCa confidence intervals were used to check the validity
of the conclusions drawn from the computed sensitivity in-
dices. They allowed to validate the methodology presented
in this study.
There are substantial combined effects for the upper hot
leg TSPs only. Thus, although being not exhaustive, the
present study can be considered as a thorough analysis of
the effect of TSP clogging on SG dynamic.
A new version of the SG model is currently under de-
velopment at EDF. Indeed, an important hypothesis is
being made when modelling the SG exchanging part by
two disconnected channels: this amounts to neglecting all
transport phenomena between the two legs. In the new
version, transport phenomena between these two channels
are taken into account by connections whose pressure drop
coefficients are being tuned so that corresponding flow
rates at nominal power are equal to those computed with
the certified EDF 3D CFD code THYC. These transversal
connections are expected to impact the sensitivity indices,
probably by increasing the amount of combined effects be-
tween the hot and cold legs.
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