The change-making problem is the problem of representing a given value with the fewest coins possible from a given set of coin denominations. To solve this problem for arbitrary coin systems is NP-hard L]. We investigate the problem of determining whether the greedy algorithm always produces the optimal result for a given coin system. Chang and Gill CG] show that this can be solved in time polynomial in the size of the largest coin and in the number of coins. Kozen and Zaks KZ] give a more e cient algorithm, and pose as an open problem whether there is an algorithm to solve this problem which is polynomial in the size of the input.
Introduction
In the change-making problem, we are given a nite set of coin denominations and an unlimited supply of coins in each denomination. We want to represent a given value with the fewest coins possible. The problem of determining the optimal representation in general is NP-hard GJ, KZ] . However, in almost all coin systems in use in the world, the problem can be e ciently solved by the greedy algorithm. This algorithm repeatedly takes the largest coin whose value is no larger than the remaining amount. For general systems, the greedy algorithm is not always optimal. With the coin system 1,3,4, for example, the value 6 will be represented by the greedy algorithm as 4+1+1, but the optimal representation, 3+3, uses one coin fewer.
The English system in use before 1971 (when decimal currency was introduced) was an example of a \natural" coin system for which the greedy algorithm was not optimal. The coin denominations were (in units of a penny) 1 2 , 1, 3, 6, 12 (shilling), 24 ( orin), 30 (halfcrown), 60 (crown), and 240 (pound). 48 pence would be represented as 30+12+6 by the greedy algorithm, while the minimal representation is 24+24 (two orins). The picture was further complicated by an obsolete coin, the Guinea, with a value of 21 shillings.
In this paper, we will investigate the problem of determining, for a given coin system, whether the greedy algorithm always yields the optimal representation.
De nition 1 A coin system is a nite set of positive integers, c 1 > c 2 > > c n . We will assume that the smallest coin, c n , has value 1, since otherwise not all values would be representable. Let C be the n-vector (c 1 ; c 2 ; : : : ; c n?1 ; c n ). A representation in C of a nonnegative integer x is an n-vector V of non-negative integers such that V C = x, where V C denotes the inner product of V with C, P n i=1 v i c i . The size jV j of a representation V is the number of coins in it, i.e. V (1; 1; : : : ; 1).
Note that we write the n-vectors with the higher coin denominations rst. The leading terms of the representation vectors are then the most signi cant terms, as they are in positional number systems, or car odometers. The greedy algorithm has a particularly simple relationship with the lexicographic ordering on the representation vectors.
De nition 2 For n-vectors U = (u 1 ; u 2 ; : : : ; u n ) and V = (v 1 ; v 2 ; : : : ; v n ), write U < V if U lexicographically precedes V , i.e. if for some i: 1 i n, u i < v i and for all j: 1 j < i, u j = v j . The greedy representation of x, denoted by G(x), is the lexicographically greatest of all the representations of x.
Notice that if x < y, then U = G(x)+(0; 0; : : : ; 0; y ?x) is a representation for y. Clearly G(x) < U. By the de nition of G(y), we know that U G(y), so G(x) < G(y). The greedy representation, in other words, has the nice property of preserving order.
For a given value x, there may be several representations with the same size, including the minimum size. We would like to choose a unique representative of all the minimum-size representations.
De nition 3 The minimal representation of x, denoted by M(x), is the lexicographically greatest of all the representations of x of minimum size. We call the coin system C canonical if G(x) = M(x) for all x.
It is not immediately clear whether there is a nite process to show that a coin system is canonical, since there are in nitely many values x to test. However, Chang and Gill CG] show that if no counterexample exists for which G(x) 6 = M(x) in a certain nite set, then no counterexample exists. The size of this set is polynomial in the value of the largest coin c 1 , in the worst case O(c 1 3 ). Kozen and Zaks KZ] show that the smallest counterexample w (if there is one) must lie in the range c n?2 w < c 1 + c 2 . This gives a set of candidates whose size is linear in c 1 , and they give an O(nc 1 ) algorithm for testing whether the system is They give another algorithm which takes time polynomial in log(c 1 ) for any xed number of coins, but exponential in the number of coins. They leave it as an open problem whether an algorithm exists which is polynomial in the size of the input.
It is NP-hard to decide, for an arbitrary coin system, whether the greedy algorithm is optimal for a speci c value x KZ]. Answering the same question for all x seems intuitively harder, but is actually easier. The smallest counterexample is much easier to test than an arbitrary one, and it has a particular structure which will make it easy to nd. In this paper, we obtain a set of possible counterexamples which is polynomial in the number of coins in the system and independent of the sizes of the coins. This will lead to a true polynomial-time algorithm.
2 A Polynomial-time algorithm
In this section, we will characterize the smallest counterexample, if there is one, and derive a small (O(n 2 )) set of candidates that must include the smallest. As a preliminary, we rst need to establish some facts about minimal and greedy representations. Now suppose that C is not canonical. Let w be the smallest counterexample, i.e. the smallest element such that G(w) 6 = M(w). We will characterize w, and show that it must be one of O(n 2 ) candidates. The fact that w is the smallest counterexample makes it easy to compute M(w), giving us a polynomial-time test.
One important fact about w is that the sets of nonzero entries in G(w) and M(w) are disjoint. If this were not true, if both were nonzero in position k, for example, then we could subtract 1 from the kth position in both G(w) and M(w) to get two new vectors, which would be the greedy and minimal representations of w ? c k , by Lemma 1, contradicting the minimality of w.
Let M(w) = (m 1 ; m 2 ; : : : ; m n ), and let i and j denote the rst and last nonzero entries in M(w) respectively, i.e. m i 6 = 0 and m j 6 = 0, and m k = 0 for 1 k < i and j < k n.
Note that M(w) < G(w) by the de nition of G, but since they do not share any nonzero entries, G(w) must have a zero in position i and be nonzero in some earlier position. This means in particular that i > 1.
We can In a xed coin system, if we know i and j, Theorem 1 allows us to determine w exactly. There are only O(n 2 ) possible values of i and j to test, so we have obtained our polynomialsized sample set.
Notice that Theorem 1 gives us both the candidate w and the corresponding M(w) (which need be valid only if w is actually the smallest counterexample). To test each candidate in the set requires generating this potential M(w) and the true G(w), then checking whether jM(w)j < jG(w)j. This test can be performed in O(n) time, giving us an O(n 3 ) algorithm overall.
