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The Intersection Local Time of Fractional 
Brownian Motion in the Plane 
JAY ROSEN* 
We show how to renormalize the intersection local time of fractional Brownian 
motion of index fi in the plane. when + < /j < 4, When p = f, i.e., planar Brownian. 
such a renormalization is due to Varadhan. 1 1987 Acadcm~ Prear. Inc 
I. INTR~OU~TI~N 
Fractional Brownian motion of index [I, 0 </j < 1, is the real valued 
Gaussian process F, indexed by t 3 0, with mean zero and 
ff(F,F,)=~(~~“+t”‘~l.s--11”‘), (1.1) 
so that 
E(F,-F,)‘=/s-tl’“. (1.2) 
Fractional Brownian motion of index /j in the plane is simply 
X, = (FJ”, Fj”), 
where F”’ F”l are independent copies of the above real valued process. 
Note that b =‘i corresponds to planar Brownian motion. Let 
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and set 
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where X(s, Z) = X, - X,,. Since P(F, s) + 6(s) as 6 + 0, formally, as E -+ 0, 
Z(E, B) should converge to 
1s 6(X, - A’,) ds dt, B 
a measure of the amount of “time” the process spends intersecting itself. 
In fact, if a(~, .) is restricted to Bore1 sets B in {(s, t) 1 s < f>, then a(~, .) 
converges to a measure a(.) supported on L = ((s, t) 1 X, = X,, s < t). This 
has been used in Rosen [7] to compute the Hausdorff dimension of L, see 
also Cuzick [2] and Weber [lo]. As B approaches the diagonal {s= f 1, 
z(.) “explodes.” We wish to explore this phenomenon here. 
For the case of planar Brownian motion, p = 4, Varadhan [ 121 has 
shown that, with D,= ((s, t)jOdsdtd T), 
converges in L’, as E + 0. This result has recently received a great deal of 
attention, including new proofs and generalizations to other processes 
which share with Brownian motion such properties as independent 
increments or at least the Markov property, see Rosen [S-lo], Le 
Gall [6], Dynkin [335], and Yor [13, 141. 
In this paper we will show that for the planar fractional Brownian 
motion X,, f<fl<$ 
converges in L’ as E -+ 0, where c(p) = (1/2n) j; ( l/rZ8 + 1) dr. 
As we will see, the fact that X, does not have independent increments is 
compensated to some extent by its property of local nondeterminism, a 
property discovered by Berman [l] and used by him in the study of 
(nonintersection) local times for the one-dimensional fractional Brownian 
motion F,. 
It is, above all, the fact that X, is a Gaussian process which allows US, by 
direct computations, to overcome the lack of a Markovian structure. 
It is hoped that this will be but the beginning of the study of intersection 
local times for Gaussian processes. 
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2. PROOF 
We will prove 
THEOREM 1. Let f < /, < 3, then 
ace, DT) - IE(dE, D,)) 
converges in L’ as E -+ 0. 
Remark. Notice that 
E(cI(E, DT))=jnT ji& je Cd IE(efp."'",")d2pdsdt 
ITT 1 
=- 
ji‘ 2ll 0 \ lt-,s/“‘+c dtds= j07j”,’ ~ jnT j;
T x 
s 
1 
=- t"B dt - jn7. j' L dt ds 27t n T ,t"+E 
= c(B)TE, 
1 
y+W). 
since 
Thus, (1.5) follows from Theorem 1. 
Proof of Theorem 1. 
u4-5 D’-)- UdE, w))* 
- E(e 
rp ,r.s, ‘1) Qe” Aw. 0)) 
(2.1) 
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We will first show how to bound (2.2) uniformly in x. The variance in 
(2.2) depends on the relative positions of .P, t, s’, t’. We can assume that 
.s < s’ and distinguish three cases. 
cusr I. .s<.s’<t<t’. 
We will use the property of local nondeterminism, which says that for 
t,<t,< ‘.‘<f,, 
Var i u,.X(t,, t, 
i 
,) >k i /u,l’lt,--1, ,l”’ 
,-2 i I-? 
for some constant k > 0. See Berman [ 11. Thus 
(2.3) 
6’ v:w ,I .Y, 5. ,I + ‘, \.I 5 ill.2 < (, A-, ,A,V + ( p + y )WJ + ‘,Ylf, (2.4) 
where u = .s’ -.s, h = t - .s’, and c = I’ - I. We integrate out tlu, c/b, and k 
using the simple bound 
to bound our integral by 
if 3/p - 2 > 2, i.e.. [j < 5. 
The other term in (2.2) is even easier: 
since 4/&2<4($)-2= I 
Cusr II. .s < s < t’ < t. 
We try to use local nondeterminism as in Case I: 
(2.6) 
(2.7) 
(2.8) 
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where N = s’ -s, h = t’ -s’, and c = t - t’. We integrate (2.8) first with 
respect to q, then with respect to p, and obtain 
Assume that h 3 6u for some fixed, but arbitrary 6. Since 28 > 1, 
(2.9) 
(2.10) 
and we now can bound 
since as before, 48 - 2 < 1. 
Similarly the double expectation term in (2.2) gives 
1 1 1 1 
(a+h+c)2/~~B(a+,)2a~. 
Integrating out clh as in (2.10) we need only bound 
r7 
!1: a da ! 
dC 
3-1 ” (a+(>)‘P <k J‘ 
r da 
4p<% 
0 a 
We can proceed similarly if h > 6~. However, if both /I < ha and /I < &, 
local nondeterminism is insufficient and we must proceed more carefully, 
making use of the subtraction term in (2.2). 
We first write 
Var(p.X’(.s, t)+q..Y(.f, t’)) 
=p’Ir-.P1~‘~+2p.qlE(~(s, t)X(s’, t’))+q’It’-sy 
= $(a + h + c)“’ + 2p . qr + q2P, (2.11 ) 
where, by (1 .I ), 
for 6 sufficiently small. 
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We now write out the full integrand appearing in (2.2) 
L, -p+(cl+h+‘l~~~+&)I2 (e” 41’- 1) e y’(h’~f+r.l,Z 
and integrate with respect to q to obtain 
i (e 
P W’ ~ 1 ) e ~ c/2( hV + 1: ‘!2d2q 
71 7 
(e p-r-/2(h-/’ + t , -1) 
h2” + & 
(which is positive ) 
e p’,.‘Q$l~ -I 
< p 
BY (2.121, 
(2.13) 
(2.14) 
for 6 small, which allows us to write 
$(<I + h + < p;4 
e /A ,<I + h + c J? 2 G# /J’, ,7 
-e 
~,A,, + h ,  I  )TJ 
p 
1 
<ke /A<, + h + < J%4 ’ ’ 1 p-u-,h4” (2.16) 
using 
le ’ - f’ “1 < 2 Is - )‘I, s, .1’ 3 0. (2.17) 
By (2.12), (2.14) is bounded by 
We integrate with respect to p and need only bound 
dk (1 +k’(b))&db<x., I 
(2.18) 
(2.19) 
Since as before, 48 - 2 < 1 
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Case III. s < t < 3’ < t’. 
Once again we first trye to use local nondeterminism which shows that 
our integrand is bounded by 
where a = t - s, b = s’ - t, and c = t’ - s’. After integrating with respect to p 
and q we need to bound 
In general this will diverge. However, in the region u 3 Mb, c 3 Nb. and N, 
M fixed but arbitrary, we have 
as before. 
For relatively large h we will have to proceed more carefully. Consider 
Var( p. X(s, t) + q. X(S’, t’)) = p’U”” + 2p .qC + cJ2C21’, (2.20) 
where 
1’ = E(~(s, l) x(s), t’)) = (a + b + c)‘” - (0 + b)‘/‘- (c + /,)“” + /,2/j. (2.21) 
Let us first suppose that both a < 6, b, and c < 6,b, where 6, and 6, 
small will be specified later. From our last equation we see that 
As in Case II we integrate with respect to q first. 
(2.22) 
(2.23) 
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By (2.22). 
r,‘/c’/’ < &JO J&1/(2lJ 
I < - ($/I 
4 
if 5,, 6, < 6, small. 
As in Case II this allows us to bound 
Taking into account (2.25 ), we need only bound 
since 2/ 
(2.24) 
(2.25) 
This handles the case (I < 6, h and (’ < dz h. We finally consider c < 6, h 
and u 3 6, h. Return to (2.21) and note 
I’ = (0 + h + c)‘4 ~ (U + h)“‘~ (c + h)V + p/ 
61(u+h+~~)~‘~-(u+h)~‘~l+l(C+h)~‘j-~~~’l 
< A-(u + h)‘” I(.. (recall 28 - 1 > 0 ). 
Thus instead of (2.24) we have 
(2.26) 
< &‘P if 6, < Si and 6, < s0 small. 
This follows from the fact that 28 < 4, while 2 - 2/f > f. 
(2.27) 
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As before we need only integrate 
(2.28 ) 
as before. 
All that remains in order to show uniform boundedness in Case 111 is to 
verify that by an appropriate choice of 6,, 6,, 6,, and 6, we can handle all 
possible cases. Take 6, smaller than 8; A $i < 6, A $(,, where 6,) and (s,, are 
described in (2.24) and (2.27). If u> 6,b then either 
or 
both of which are covered by the above analysis. 
On the other hand, if u < 6,h then either 
or 
Since 6jj3 < zO, these cases are also covered. 
This shows that (2.2) is uniformly bounded in e, and convergence will 
follow from a careful use of the dominated convergence theorem. Actually, 
we can show 
Et [x(6 07.) - E(@(E, DT)] ~ [a(&‘, D,) - E(a(E’, o,))] 1’ 
<klE-E’lCj for some 6 > 0 
by using the bound 
Ik-p’i:/2 
_ r-‘~‘:~:‘I < ,,.?,s lc _ Ell,l 
and following the lines of our proof of boundedness. 
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