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Abstract. Part I of this article is devoted to the leading order approximations of stochastic critical
manifolds associated with a broad class of stochastic partial differential equations (SPDEs) which are
driven by linear multiplicative white noise. Stochastic critical manifolds are built naturally as random
graphs over a fixed number of critical modes which lose their stability as a control parameter varies.
Explicit formulas for the leading-order Taylor approximation of such local manifolds about the basic
state, are derived. It is shown that the corresponding approximating manifolds admit furthermore a
pullback characterization, which provides a novel interpretation of such objects in terms of flows. The
framework set up in this way allows us, furthermore, to unify the previous approximation approaches
from the literature. The existence and attraction properties of one-parameter families of stochastic
invariant manifolds are also revisited in this first part.
In Part II, a point of view more global is adopted. In that respect, a general approach to provide
approximate parameterizations of the “small” scales by the “large” ones, is developed for stochastic
partial differential equations driven by linear multiplicative noise. This is accomplished via the concept
of parameterizing manifolds (PMs) that are stochastic manifolds which improve in mean square error
the partial knowledge of the full SPDE solution u when compared to the projection of u onto the
resolved modes, for a given realization of the noise.
Backward-forward systems are designed to give access to such PMs in practice. The key idea consists
of representing the modes with high wave numbers (as parameterized by the sought PM) as a pullback
limit depending on the time-history of the modes with low wave numbers.
The resulting manifolds obtained by such a procedure are not subject to a spectral gap condition
such as encountered in the classical theory. Instead, certain PMs can be determined under weaker non-
resonance conditions: For any given set of resolved modes for which their self-interactions (through
the nonlinear terms) do not vanish when projected against an unresolved mode en, it is required that
some specific linear combinations of the corresponding eigenvalues dominate the eigenvalue associated
with en.
Non-Markovian stochastic reduced systems are then derived based on such a PM approach. Such
reduced systems take the form of SDEs involving random coefficients that convey memory effects via
the history of the Wiener process, and arise from the nonlinear interactions between the low modes,
embedded in the “noise bath.” These random coefficients follow typically non-Gaussian statistics and
exhibit an exponential decay of correlations whose rate depends explicitly on gaps arising in the non-
resonances conditions.
It is finally shown on a stochastic Burgers-type equation, that such PM-based reduced systems can
achieve very good performance in reproducing statistical features of the SPDE dynamics projected onto
the resolved modes, such as the autocorrelations and probability functions of the corresponding modes
amplitude. In particular, it is illustrated that the modeling of the large excursions present in the latter
can be reproduced with high-accuracy, even when the amount of the noise is significant. Such success
is attributed to the ability of the stochastic PM to capture, for a given realization, the noise-driven
transfer of energy (through the nonlinear terms) to the small scales, as time flows.
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(1)
λ : Numerical estimates 96
10.2. Stochastic reduced equations based on ĥ
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1. General Introduction
The theory of invariant manifolds for deterministic dynamical systems has been an active research
field for a long time, and is now a very well-developed theory; see e.g., [AW96, AVM96, BJ89, Car81,
CFNT89, CH82, CL97, DT96, Far00, FST88, FST89, Hal80, Hal88, Hen81, HPS77, Kel67, MR09,
MW05, NS11, Pli64, SY02, Tem97, TW10, TW11, TZ08, Van89, VI92, VVG87]. Over the past two
decades, several important results on random invariant manifolds for stochastically perturbed ordinary
as well as partial differential equations (PDEs) have been obtained; these results often extend those
found in the deterministic setting; see e.g. [Arn98, AI98, AX95, BF95, BdMCR98, Box91, CCL05,
CFdlL05, CLR01, CG95, DPD96, DLS03, DLS04, LL10, MS99, MZZ08, NL91, Sch05]. Even so, the
stochastic theory is still much less complete than its deterministic counterpart. For instance the
reduction problem of a stochastic partial differential equation (SPDE) to its corresponding stochastic
invariant manifolds has been much less studied and only few works in that direction are available
[BW10, CLR01, CDZ11, KDKR13, SDL10, WD07].
The practical aspects of the reduction problem of a deterministic dynamical system to its corre-
sponding (local) center, center-unstable or unstable manifolds have been well investigated in various
finite- and infinite-dimensional settings; see e.g. [BK98, BOV97, Car81, DS06, EvP04, Far00, Far01,
Hen81, Har08, HI11, JJK97, JR05, KOD+05, Kuz04, MW05, MR09, Po¨t11, PR06]. In the stochas-
tic but finite-dimensional context, extensions of center-manifold reduction techniques have been first
investigated in [Box89, Box91], and completed by procedures which consist of deriving simultane-
ously both normal forms and center manifold reductions of stochastic differential equations (SDEs)
in [AI98, AX95, NL91, XR96]; see [Arn98, Sect. 8.4.5]. We mention also [CET85] for prior works on
stochastic normal forms.
For stochastic systems of interest for applications, and SPDEs in particular, the existence problem
of stochastic invariant manifolds can be reasonably solved only locally in practice. This is due to
conditions inherent to the global theory of stochastic invariant manifolds which can be fulfilled only
locally via a standard cut-off procedure of the nonlinear terms when the latter are not globally Lipschitz;
see Section 5. Such conditions involve typically a gap in the spectrum of the linear part which has to
be large enough in comparison with the variation of the nonlinear terms, expressed under the form of
various spectral gap conditions in the literature; see Theorems 4.1 and 4.3 in Part I.
In situations where the basic state loses its stability as a control parameter λ crosses a critical
value λc, such local stochastic invariant manifolds are typically obtained (for λ sufficiently close to
λc) as random graphs over a neighborhood V of this basic state, contained in the subspace spanned
by the modes which lose their stability, called hereafter the critical modes. As a consequence, any
reduction procedure based on these manifolds can make sense only for λ sufficiently close to λc for
which the amplitudes aλ(t) of the critical modes remain sufficiently small so that aλ(t) ∈ V. Such a
condition can be satisfied for all t, in the case of deterministic autonomous systems [HI11, MW05],
or even in the case of non-autonomous ones with appropriate time-bounded variations of the vector
field [Aul82, DS06, PR10]. However in a stochastic context, due to large excursions of the solutions
caused by the (white) noise, this condition is expected to be unavoidably violated even when the
magnitude of the noise σ is small; and is expected to be violated more frequently (as time t flows)
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when σ gets large. We refer to [CM10, Liu10] for results about large deviation principle for SPDEs
driven by multiplicative noise.
It is the purpose of this article to propose a new type of stochastic manifolds that are pathwise
global objects1 which are able to circumvent this difficulty while allowing us to derive efficient reduced
systems which are able to achieve good modeling performances of the SPDE dynamics projected onto
the resolved (critical) modes, even away from the critical value where the amplitude of these modes gets
large. These manifolds are not invariant in general but provide an approximate parameterization of the
unresolved variables by the resolved ones, which improve in mean square error — over any (sufficiently
large) finite time interval — the partial knowledge of the full SPDE solution u when compared with
the one obtained from uc := Pcu alone
2, for a given realization of the noise; see Definition 8.1. Such
manifolds are naturally named parameterizing manifolds (PMs) hereafter. A computable criterion
coined as the parameterization defect and inherent to Definition 8.1, makes furthermore possible the
checking in practice, that a given stochastic manifold constitutes a stochastic PM; see Section 10.1.
Interestingly, stochastic PMs are not subject to a spectral gap condition such as encountered in
the classical theory revisited in Part I. Instead, certain stochastic PMs can be determined under
weaker non-resonance conditions in the self-adjoint case: For any given set of resolved modes for
which their self-interactions (through the nonlinear terms) do not vanish when projected against
an unresolved mode en, it is required that some specific linear combinations of the corresponding
eigenvalues dominate the eigenvalue associated with en; see e.g. (NR) in Section 8.3 and (NR2) in
Section 11.3. No constraints are thus imposed on the Lipschitz constant, explaining why the PM
theory can overcome the locality issue caused by cut-off arguments.
Stochastic PMs are introduced in Part II of this article where it is shown in particular that a certain
type of stochastic PMs coincides actually with the leading order approximation of, for instance, the
local stochastic center or unstable manifolds when restricted to the appropriate neighborhood V of
the basic state; see Section 8.1. The classical theory can thus be reconnected with the important
difference that stochastic PMs are global objects and allow thus for large amplitudes.
To further clarify the relationships between stochastic PMs and the classical theory, Part I is
devoted to the derivation of leading order Taylor approximation for certain types of local stochastic
invariant manifolds associated with a broad class of SPDEs driven by linear multiplicative white
noise. In particular, approximation formulas — extending those of [MW13, Theorem A.1.1] — for
local stochastic critical manifolds3 are derived in Section 6 (see Theorem 6.2 and Corollary 6.1) and for
local stochastic hyperbolic manifolds, in Section 7. Classical theorems about existence and attraction
properties of stochastic invariant manifolds are also revisited in Section 4 to make the treatment as
much self-contained as possible; see Theorem 4.3 and Corollary 4.3. We invite the interested reader
to consult Section 2 to get a more detailed overview of the main results of Part I.
The notion of (stochastic) PMs such as introduced in this article, raises naturally the question of its
relation with the theory of (stochastic) approximate inertial manifolds (AIMs). The latter has been
thoroughly investigated in the deterministic literature, and numerous candidates to a substitute of
inertial manifolds have been introduced in that purpose; see e.g. [FMT88, FT94, DT94, DT95, DT96,
NTW01, Tit90]. In all the cases, the idea was to relax the requirements of the inertial manifold theory
so that the longterm dynamics can be at least described in some approximate sense, still by some
finite-dimensional manifold. Particular efforts have been devoted to developing efficient methods to
1Defined as graphs of random continuous functions h(ξ, ω) defined for each realization ω over the whole subspace
Hc spanned by the resolved modes, i.e. for all ξ ∈ Hc, where Hc is typically the subspace spanned by the first few
eigenmodes with low wave numbers.
2Here Pcu denotes the projection of u onto the resolved modes.
3defined as graphs over a neighborhood V contained in the subspace spanned by the critical modes, for λ sufficiently
close to λc.
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determine in practice such manifolds. This has led in particular to the so-called nonlinear Galerkin
methods; see e.g. [BJKT90, Chu93, DMT93, FMT88, FST89, JT94, JKT90, JRT01, MT89, NTW01,
Tem97, Tit90]. Approximate inertial manifolds have also been considered in a stochastic context
[Chu95], but contrarily to the deterministic case, only very few algorithms are available to compute
stochastic AIMs in practice; see e.g. [KDKR13].
Such a context motivates the important problem examined in Part II concerning the practical
determination of stochastic PMs. A general approach is introduced in that respect in Section 8.
This approach can be viewed as the cornerstone between the two parts of this article. It consists
of obtaining candidates of such PMs as pullback limits of the unresolved variables z as modeled
by auxiliary backward-forward systems. The key idea consists here of representing the modes with
high wave numbers as a pullback limit depending on the time-history of the modes with low wave
numbers. Such an idea is not new and has been used in the context of 2D-turbulence [EMS01], with
the essential difference that the pullback limits considered in the present article, are associated with
backward-forward systems that are partially coupled in the sense that only the (past values) of the
resolved variables y force the equations of the unresolved variables z, without any feedback in the
dynamics of the former.
Due to this partial coupling, given a realization ω of the noise, the equations for the resolved
variables can be first integrated backward over an interval [−T, 0] (T > 0) from ξ ∈ Hc, and equations
for the unresolved variables are then integrated forward over [0, T ]. From this operation, the state of
the unresolved variables z at time s (s > 0) is thus conditioned on ξ denoted as z[ξ], and depends on
the state of the resolved variables as well as on the noise at time s− T . The unresolved variables z as
modeled by such a system is thus a function of the past history of the resolved variable y, and of the
noise.
The pullback limit of z[ξ] obtained as T → ∞, when it exists, gives generally access to a parame-
terizing manifold function h(ξ, ω); but of course, the design of appropriate backward-forward systems
is essential for such an operation to be successful. Different strategies are introduced in Section 8.3
in that respect. Conditions under which such systems give access to stochastic PMs are identified for
the stochastic context in Section 8.4 (Theorems 8.3 and 8.4), as well as for the deterministic one in
Section 8.5. Interestingly, as for certain AIMs [FMT88], relations with time analyticity properties of
the PDE solutions are involved in order the pullback limit associated with certain backward-forward
systems, provides a PM; see Theorem 8.5. The obtention of PMs via such pullback limits are further
analyzed on a stochastic Burgers-type equation in Sections 10 and 11.
It is worthwhile to mention that such a pullback characterization of stochastic PMs, constitutes
an approach more appealing, from a numerical viewpoint, when compared to methods of approxima-
tion of stochastic inertial manifolds directly rooted in the work of [DPD96] which are also based on
backward-forward systems, but this time, fully coupled; see [KDKR13].4 We mention also that from
a more standard point of view, the complementary pullback characterization of (local) approximating
manifolds presented in Section 8.1 provides a novel interpretation of such objects in terms of flows.
The framework set up in this way allows us, furthermore, to unify the previous approximation ap-
proaches from the literature [BW10, CLR01, CDZ11, WD07]. These features are not limited to the
stochastic setting as pointed out in Section 8, and are actually dealt with in more details in [CLW13].
Finally, two global stochastic reduction procedures based on PMs obtained as pullback limits from
the auxiliary systems of Section 8.3, are respectively presented in Section 9 when analytic expression of
such PMs are available, and in Section 11 in the general case. In the case where analytic expressions are
4Furthermore, we mention that our particular choice of multiplicative noise allows us to consider — via the cohomol-
ogy approach (see Section 3.3) — transformed versions (ω by ω) of our backward-forward systems (such as system (8.3))
so that we do not have to deal with problems which arise in trying to solve more general stochastic equations backward
in time.
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not available, a numerical procedure is described in Section 11.2 (and in Section 11.3) to determine “on
the fly” the reduced random vector field along a trajectory ξ(t, ω) generated by the latter as the time
is advanced. The cornerstone in this case, is (again) the pullback characterization of the appropriate
PMs, which allows us to update the reduced vector field once ξ(t, ω) is known at a particular time
instance t.
In all the cases, a main feature of the resulting PM-based reduced systems, comes from the inter-
actions between the stochastic and nonlinear effects which are shown to contribute to the emergence
of memory effects (see Lemma 9.1 and Section 11.3) conveyed by the stochastic parameterizing man-
ifolds such as built in this article. These memory effects are shown to play an essential role in the
derivation of efficient reduced models able to describe with good accuracy the main dynamical features
of the amplitudes of the resolved modes contained in Hc; see Sections 10 and 11. Interestingly, the
PM-based stochastic reduction procedure can be seen as an alternative to the (stochastic) nonlinear
Galerkin method where the approximate stochastic inertial manifolds (AIMs) used therein [Chu95]
are substituted here by the parameterizing manifolds introduced above.
Among the differences with the AIM approach, the PM approach seeks for manifolds which provide
modeling error of the evolution of uc in mean square sense, over any finite (sufficiently large) time
interval; see Proposition 9.1. This modeling error is controlled by the product of three terms: the
energy of the unresolved modes (i.e. the unknown information), the nonlinear effects (associated with
the size of the global random attractor), and the parameterization defect of the stochastic PM employed
in the reduction. Interestingly there are cases where parameterization defect can be easily assessed
by the theory. For instance, when the trivial steady state is unstable, a stochastic inertial manifold
(when it exists) is shown to always constitute a stochastic PM; see Theorem 8.2. The corresponding
parameterization defect Q decays then to zero, and the parameterization of the small scales by the
large ones becomes asymptotically “exact” in that case; see again Theorem 8.2. Complementarily,
Theorems 8.3, 8.4 and 8.5 deal with situations where a stochastic inertial manifold is not known to
exist, and provide theoretical estimates of the parameterization defect of various PMs.
The resulting reduced equations are low-dimensional SDEs arising typically with random coefficients
which convey extrinsic memory effects [HO07, Hai09] expressed in terms of decay of correlations
(see Lemma 9.1), making the stochastic reduced equations genuinely non-Markovian [Hai09]. These
random coefficients involve the history of the noise path and exponentially decaying terms depending
in the self-adjoint case on the gap between some linear combinations of the eigenvalues associated with
the low modes and the eigenvalues associated with the high modes. These gaps correspond exactly to
those appearing in the non-resonance condition (NR) ensuring the pullback limit — associated with
the first backward-forward system introduced in Section 8.3 — to exist. In that case, the memory
terms emerge from the nonlinear leading-order interactions between the low modes5, embedded in the
“noise bath.”
Extrinsic memory effects of different type have been encountered in reduction strategies of finite-
dimensional SDEs to random center manifolds; see e.g. [Box89]. Extrinsic memory effects also arise in
procedures which consist of deriving simultaneously both normal forms and center manifold reductions
of SDEs; see for instance [AI98, AX95, NL91] and [Arn98, Sect. 8.4.5]. In such a two-in-one strategy,
anticipating terms may arise — as integrals involving the future of the noise path — in both the
corresponding random change of coordinates and the resulting normal form.
In [FS09, LR12, Rob08], pursuing the works of [AI98, AX95], reduced stochastic equations involving
also extrinsic memory terms have been derived mainly in the context of the stochastic slow manifold;
see also [BM13]. By seeking for a random change of variables, which typically involves repeated
stochastic convolutions, reduced equations (different from those derived in Section 9) are obtained
5as projected onto the high modes.
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to model the dynamics of the slow variables. These reduced equations are also non-Markovian but
require a special care in their derivation to push the anticipative terms (arising in such an approach)
to higher order albeit not eliminating them [FS09, Rob08].
As a comparison, our reduction strategy is naturally associated with the theory of (stochastic)
parameterizing manifolds introduced in this article, and in particular it does not require the existence
of a stochastic slow (or inertial) manifold. Our approach prevents furthermore the emergence of
anticipative terms to any order in the corresponding reduced SDEs. Memory terms of more elaborated
structures than described in Lemma 9.1 (see e.g. (11.36) or (11.40) in Section 11.3) can also arise in
our stochastic reduced equations built from stochastic PMs defined as pullback limits associated with
the multilayer backward-forward systems introduced in Section 8.3. As illustrated for the stochastic
Burgers-type equation analyzed in Section 11, such a multilayer backward-forward system conveys
typically a hierarchy of memory terms obtained via repeated compositions of functions involving
integrals depending on the past of the noise path driving the SPDE. Such a hierarchy arises with
a “matriochka” of nonlinear self-interactions between the low modes, as well as with a sequence of
non-resonance conditions, both of increasing complexity.
As application, it is shown in Section 11.5 that such elaborated memory terms, along with the
corresponding nonlinear cross-interactions brought by the stochastic PM into the reduced systems,
can allow the latter to achieve very good performance in reproducing statistical features of the SPDE
dynamics projected onto the resolved modes, such as the autocorrelations and probability functions
of the corresponding modes amplitude. In particular, it is illustrated that the modeling of the large
excursions present in the latter can be reproduced with high-accuracy, and that such a success can be
attributed, for the problem at hand, to the ability of the corresponding (computed) stochastic PM to
capture, for a given realization, the noise-driven transfer of energy (through the nonlinear term) to
the small scales, as time flows.
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Part I. Stochastic Invariant Manifolds: Existence, Attraction, and
Approximation formulas
2. Stochastic Invariant Manifolds: Background and Main Contributions
The focus of the first part of this article is the derivation of leading order approximations of sto-
chastic invariant manifolds such as stochastic center manifolds by extending, to a stochastic context,
the techniques described in [MW05, Chapter 3] and [MW13, Appendix A]; see Section 6. New prop-
erties of approximating manifolds described in terms of pullback characterization are also identified
in Section 8.1.6 The framework set up in this way allows us, furthermore, to unify the previous ap-
proximation approaches from the literature [BW10, CLR01, CDZ11, KDKR13]. These features are
not limited to the stochastic setting as pointed out in Section 8.1.
In that respect and motivated by the study of stochastic bifurcations or more general phase transi-
tions arising in SPDEs7 [CH93, Mun˜04], we first revisit in Sections 4 and 5 the existence and smooth-
ness properties (Theorems 4.1, 4.2, and 5.1) — as well as the attraction properties in terms of almost
sure asymptotic completeness (Theorem 4.3) — of families of global stochastic invariant manifolds
parameterized by the noise amplitude σ, and by some control parameter λ. The latter is assumed
here to vary in some interval Λ over which a uniform decomposition of the spectrum holds; see (3.11)
below. The latter condition implies some uniform (partial)-dichotomy estimates that are satisfied by
the linearized stochastic flow about the basic state; see (3.46).
The questions of existence and smoothness are dealt within a framework rooted in the standard
Lyapunov-Perron method [BM61, KB34, Lia47, Per29]. The techniques follow those used for instance
in [CL88, Hen81, Van89, VI92, VVG87], from which we propose a treatment adapted to the random
setting inspired mainly by the works of [CS01, DLS04]. The related existence and smoothness results
are essentially known, but are revisited here in order to set up the precise framework and to provide
the technical tools on which we rely to establish the main results of the first part of this article in
Sections 6, 7, and 8.1.
Our treatment of the asymptotic completeness problem is inspired by the work of [CL88] that we
adopt in the stochastic framework, and that consists of reformulating this problem as a fixed point
problem under constraints. This problem is then recast as an unconstrained fixed point problem as-
sociated with a random integral operator that is solved by means of the uniform contraction mapping
principle [CH82, Theorems 2.1–2.2]. Various types of attraction properties of random invariant man-
ifolds have been explored in the literature mostly in contexts where the associated SPDEs possess
a stable self-adjoint linear part and a bounded and Lipschitz nonlinearity. For instance, in [BF95,
Thm. 3.1], both forward and pullback exponential attractions8 of the stochastic inertial manifold are
established. Asymptotic completeness in some nth-moment has been established in [CG95, Thm. 2]
and [DPD96, Prop. 3.5] (with n being any integer in [CG95] and n = 2 in [DPD96]) for stochastic
inertial manifolds associated with certain types of SPDEs with respectively additive and multiplicative
noise. Almost sure forward asymptotic completeness for deterministic initial data has been established
in [CS01] for retarded SPDEs with additive noise and a stable self-adjoint linear part, adapting also
6Section 8.1 has been included in part II, but its content concerns the approximating manifolds considered in Part I.
This somewhat unconventional presentation has been adopted here in order to articulate, in a unified way, the pullback
characterization of such manifolds as well as of the parameterizing manifolds considered in Part II.
7which is the main purpose of [CGLW13].
8The exponential attraction used therein extends in a random context the classical one encountered in the theory of
(deterministic) inertial manifold [FST88].
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the work of [CL88] to a stochastic context. Almost sure pullback asymptotic completeness of stochas-
tic invariant manifolds has also been investigated in [WD07, Thm. 2.1] for certain type of SPDEs with
nonlinearities which do not cause a loss of regularity compared to the ambient space H.9
For SPDEs considered in this article, Theorem 4.3 provides conditions under which the stochastic
invariant manifolds ensured by Corollary 4.1 are almost surely forward and pullback asymptotically
complete with respect to random tempered initial data; see Definition 4.3. In particular the existence
of a one-parameter family of global stochastic inertial manifolds is achieved, and it is shown that the
constitutive manifolds of this family attract exponentially the dynamics at a uniform rate as λ varies
in Λ. The results obtained in Theorem 4.3 and Corollary 4.3 are not restricted to the case of self-
adjoint linear operator and include the cases where unstable modes are present. The latter situation
is particularly useful to establish in Part II that stochastic inertial manifold always constitute a
stochastic PM; see Theorem 8.2 whose proof relies furthermore on some elements contained in the
proof of Theorem 4.3.
In Section 5, we present a local theory of stochastic invariant manifolds associated with the global
theory described in Section 4. The ideas are standard but the precise framework is detailed here
again in view of the main results regarding the approximation formulas of stochastic critical manifolds
(Section 6) and the related pullback characterizations (Section 8.1). In particular, the proof of The-
orem 5.1 regarding the existence of one-parameter families of local stochastic invariant manifolds, is
provided since some elements are used in establishing the main results related to the approximating
manifolds considered in Theorem 6.2.
Sections 6, 7, and Section 8.1 are devoted to the main results concerning approximating manifolds of
local stochastic critical manifolds on the one hand (Section 6), and local hyperbolic ones, on the other
(Section 7). They concern the derivation of new approximation formulas of these (local) stochastic
invariant manifolds, and the pullback characterization of the corresponding approximating manifolds
such as described in Section 8.1. More precisely, in Section 6, we consider the important case for
applications where some leading modes lose (once) their stability as λ varies in Λ, which is formulated
as the principle of exchange of stabilities (PES); see condition (6.4). It is shown in Lemma 6.1 that
the latter implies the uniform spectrum decomposition assumed in previous sections. This allows us in
turn to establish in Proposition 6.1, the existence of a family of local stochastic critical manifolds which
are built — by relying on Section 5 — as graphs over some deterministic neighborhood of the origin
in the subspace spanned by the critical modes that lose their stability as λ varies. By construction,
these manifolds carry nonlinear dynamical information associated with the loss of the linear stability
of these critical modes; see [CGLW13].
We then derive in Theorem 6.2 and Corollary 6.1, explicit random approximation formulas to the
leading order of these local stochastic critical manifolds10 about the origin. These stochastic critical
manifolds are built naturally as graphs over a fixed number of critical modes, which lose their stability
as λ varies. More precisely, the corresponding approximating manifolds are obtained as graphs — over
some λ-independent neighborhood N of zero in the subspace Hc spanned by the critical modes — of
the following one-parameter family of random functions:
(AF) Iλ(ξ, ω) =
∫ 0
−∞
eσ(k−1)Wt(ω)Ide−tLλPsFk(etLλξ) dt, ξ ∈ N ,
where Fk denotes the leading-order nonlinear terms of order k, Lλ the corresponding parameterized
linear part, Ps the projector upon the non-critical modes, and Wt(ω) the Wiener path associated with
the realization ω of the noise with amplitude σ.
9i.e., F : H → H in our notations. Note also that the proof of [WD07, Thm. 2.1] provided therein is not complete.
10See Definition 6.1.
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It is worth mentioning at this stage that the random approximation formulas such as given by (AF),
contrast with the deterministic ones proposed in [BW10] and [CDZ11] for certain types of SPDEs. In
particular, the nonlinearity considered in [BW10] consists of a bilinear term, B(u, u), while it consists
of power nonlinearity, uk, with k ≥ 2 in [CDZ11]. The error bounds for the approximation of the local
random invariant manifold function h(u, ω) provided in both [BW10] and [CDZ11] are of the same
order as ‖u‖ and are valid with large probability, and for sufficiently small u; see [BW10, Thm. 7] and
[CDZ11, Lemma 4.10].
The class of SPDEs of type (3.1) considered below contains the SPDEs dealt with in [BW10,
CDZ11] as special cases. In contrast with the deterministic approximation formulas obtained in
[BW10, CDZ11], the approximations derived hereafter are genuine random polynomial functions,
which approximate almost surely the local random critical manifolds and provide (random) Taylor
approximations of these manifolds to the leading order; see Corollary 6.1. More precisely, a priori
error estimates are derived in a general setting which are of order o(‖u‖kα) if the nonlinearity, F (u),
in the family of SPDEs is such that F (u) = O(‖u‖kα) for some integer k ≥ 2; see again Theorem 6.2
and Corollary 6.1 for precise statements of these results.
Approximation formulas such as given by (AF) are then extended to the case of stochastic hyperbolic
manifolds in Section 7, which allows for Hc to contain a combination of critical modes, and modes
that remain stable as λ varies in some interval Λ. In that respect, relaxation of the conditions on the
spectrum under which the Lyapunov-Perron integral Iλ exists, are identified. In particular, when Lλ
is self-adjoint, it is shown that Iλ exists if a non-resonance condition (NR) is satisfied: For any given
set of resolved modes for which their self-interactions (through the nonlinear term Fk) do not vanish
when projected against an unresolved mode en, it is required that some specific linear combinations
of the corresponding eigenvalues dominate the eigenvalue associated with en.
In Section 8.1, it is shown that the approximation formulas as given by (AF) (and derived in
Theorem 6.2, see also Corollary 6.1) admit an interesting pullback characterization as summarized
in Proposition 8.1. More precisely, these formulas can be obtained as the pullback limit of solutions
resulting from backward-forward integration of an auxiliary system (8.1), which — unlike the full
SPDE (3.1) — is only partially coupled in the sense that the critical modes force the non-critical ones
without any feedback into the dynamics of the critical ones. This auxiliary system governs thus the
shape of the approximating manifolds proposed in this article.
Remarkably, the approximating manifolds proposed in [BW10, CDZ11] possess also a flow interpre-
tation which allows us to characterize their shapes as a pullback limit from other auxiliary systems
(8.15) and (8.17). In particular it turns out that the approximation formula of [CDZ11] can be
interpreted as a special case of ours by setting σ = 0 in our auxiliary system (8.1).
We turn now to the organization of the first part of this article. In Section 3, we introduce the class of
SPDEs considered throughout this article (including Part II) and describe the main assumptions among
which a uniform decomposition of the spectrum for the linear constitutes a key ingredient in most of the
proofs produced hereafter. We also recall some basic concepts from RDS theory [Arn98], and cast such
SPDEs into the RDS framework by a classical random change of variables leading to random partial
differential equations (RPDEs). The existence, uniqueness, and measurability properties of classical
solutions to such RPDEs are recalled in Proposition 3.1. For the sake of completeness, the proof and
some related results concerning the mild solutions to these RPDEs are presented in Appendix A.
In Section 4, we revisit the existence and attraction properties of global random/stochastic invari-
ant manifolds within a framework that is suitable for the derivation of certain results regarding the
stochastic parameterizing manifolds introduced in Part II; see e.g. Theorem 8.2. We first derive the
existence and smoothness of such manifolds for the transformed RPDEs in Theorems 4.1–4.2. The
corresponding results for the original SPDEs are presented in Corollaries 4.1–4.2. Finally, the almost
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sure forward-and-pullback asymptotic completeness of these manifolds is examined in Theorem 4.3
and Corollary 4.3.
In Section 5, we relax the global Lipschitz condition on the nonlinear term, and derive accordingly
the existence of local stochastic invariant manifolds for SPDEs; see Theorem 5.1 and Corollary 5.1.
Section 6 is devoted to the main results of the first part of this article regarding the approximation
formulas of local stochastic critical manifolds for SPDEs, as summarized in Theorem 6.2 and Corol-
lary 6.1. Rigorous error estimates to the leading order are in particular derived. These results are
then extended to the case of (local) stochastic hyperbolic manifolds in Section 7.
3. Preliminaries
In this section, we introduce the functional framework and our standing hypotheses concerning the
abstract stochastic evolution equations of type (3.1) below that we will work with. We also recall
some basic concepts from the RDS theory [Arn98, Cra02], and introduce a classical random change
of variables [DLS04] which will be used to cast a given parameterized family of SPDEs with abstract
formulation as given by Eq. (3.1) into the RDS framework.
3.1. Stochastic evolution equations. We consider the following nonlinear stochastic evolution
equation11 driven by linear multiplicative white noise in the sense of Stratonovich:
(3.1) du =
(
Lλu+ F (u)
)
dt+ σu ◦ dWt.
Here, {Lλ} represents a family of linear operators parameterized by a scalar control parameter λ, F (u)
accounts for the nonlinear terms, Wt is a two-sided one-dimensional Wiener process, and σ is a positive
constant which gives a measure of the “amplitude” of the noise. We make precise below the functional
framework that we will adopt throughout this article for the examination and approximation of a
natural class of stochastic invariant manifolds associated with Eq. (3.1). We refer to [CH93, Mun˜04]
for physical contexts in which such equations arise.
Assumptions about the operator Lλ. Let (H, ‖ · ‖) be an infinite-dimensional separable real
Hilbert space. First, let us introduce a sectorial operator A on H [Hen81, Def. 1.3.1] with domain
(3.2) H1 := D(A) ⊂ H,
and which has compact resolvent. In particular H1 is compactly and densely embedded in H. We
assume furthermore that −A is stable in the sense that its spectrum satisfies Reσ(−A) < 0.
We shall also make use of the fractional powers of A and the associated interpolated spaces between
H1 and H; see e.g. [Hen81, Sect. 1.4] and [SY02, Sect. 3.7]. Let Hγ := D(Aγ) be such an interpolated
space for some γ ∈ [0, 1], endowed with the norm ‖ · ‖γ induced by the inner product 〈u, v〉γ :=
〈Aγu,Aγv〉H; in particular H0 = H, H1 corresponds to γ = 1, and H1 ⊂ Hγ ⊂ H0 for γ ∈ (0, 1). Note
that in the sequel, 〈·, ·〉, will be used to denote the inner-product in the ambient Hilbert space H.
Let us introduce now
(3.3) Bλ : Hγ → H
a parameterized family of bounded linear operators depending continuously on λ, with here γ ∈ [0, 1).
In particular, −BλA−γ is bounded on H and according to [Hen81, Cor. 1.4.5] the operator −Lλ is
sectorial on H with domain H1 where
(3.4) Lλ := −A+Bλ.
Note that Lλ has compact resolvent by recalling that H1 is compactly embedded in H [EN00,
Prop. II.4.25]. As a consequence, since Lλ : H1 → H is a closed operator12, we have that for each λ,
11Throughout this article, we will often refer to a stochastic evolution equation of type (3.1) as an SPDE.
12as a consequence of the sectorial property of −Lλ.
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the spectrum of Lλ, σ(Lλ), consists only of isolated eigenvalues with finite algebraic multiplicities; see
[Kat95, Thm. III-6.29] (see also [EN00, Corollary IV.1.19]).
Assumptions about the nonlinearity F . For the nonlinearity, we assume that F : Hα → H is
continuous for some α ∈ [0, 1) which will be fixed throughout this article.
We assume furthermore that
(3.5) F (0) = 0, 13
and in the case where F is at least C1 smooth, the tangent map of F at 0 is assumed to be the null
map, i.e.,
(3.6) DF (0) = 0.
Note that in particular, according to (3.5) the noise term in (3.1) is multiplicative with respect to the
basic state; see [Arn98, p 473] for this terminology.
Moreover, for the results on global random invariant manifolds proved in Section 4, F will be
assumed to be furthermore globally Lipschitz:
(3.7) ‖F (u)− F (v)‖ ≤ Lip(F )‖u− v‖α, ∀u, v ∈ Hα,
where Lip(F ) denotes the smallest positive constant such that (3.7) is true. Other assumptions on F
will be specified when needed; see e.g. Theorem 4.2, and Sections 6 and 9.
The spectrum of Lλ and the uniform spectrum decomposition. Recall that the spectrum
σ(Lλ) consists only of isolated eigenvalues with finite multiplicities. This combined with the sec-
torial property of −Lλ implies that there are at most finitely many eigenvalues with a given real
part. The sectorial property of −Lλ also implies that Reσ(Lλ) is bounded above (see also [EN00,
Thm. II.4.18]). These two properties of Reσ(Lλ) allow us in turn to label elements in σ(Lλ) according
to the lexicographical order which we will adopt throughout this article:
(3.8) σ(Lλ) = {βn(λ) | n ∈ N∗},
such that for any 1 ≤ n < n′ we have either
(3.9) Reβn(λ) > Reβn′(λ),
or
(3.10) Reβn(λ) = Reβn′(λ), and Imβn(λ) ≥ Imβn′(λ).
Note that we will adopt in this article the convention that each eigenvalue, βn(λ), is repeated according
to its algebraic multiplicity.
We assume throughout this article that an open interval Λ can be chosen such that the following
uniform spectrum decomposition of σ(Lλ) holds over Λ:
(3.11) σ(Lλ) = σc(Lλ) ∪ σs(Lλ), λ ∈ Λ, with ηc > ηs,
where
(3.12)
ηc := inf
λ∈Λ
inf{Reβ(λ) | β(λ) ∈ σc(Lλ)},
ηs := sup
λ∈Λ
sup{Reβ(λ) | β(λ) ∈ σs(Lλ)},
and σc(Lλ) consists of the first m eigenvalues (counting multiplicities) in σ(Lλ):
(3.13) card(σc(Lλ)) = m.
13Near a nontrivial steady state u of some deterministic system, one can think u as some deviation from this steady
state (subject to noise fluctuations), and Eq. (3.5) is then satisfied in such situations.
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It is interesting to note that the uniform spectrum decomposition (3.11) prevents eigenvalues in
σs(Lλ) from merging with eigenvalues in σc(Lλ) as λ varies in Λ, while the cardinality of σc(Lλ) remains
fixed to be m over Λ. As a consequence, the spaces Hα and H can be decomposed into Lλ-invariant
subspaces in such a way that the subspace associated with σc(Lλ), Hc(λ) defined below in (3.18), has
fixed dimension m for each λ ∈ Λ. These subspaces will be at the basis of the construction of stochastic
invariant manifolds considered in later sections. Furthermore, the uniform spectrum decomposition
(3.11) will be essential to guarantee the existence of a neighborhood of the origin (in Hc(λ)) whose
diameter is independent of λ ∈ Λ over which a family of stochastic local invariant manifolds — each of
dimension m — is defined; see Theorem 5.1 and Corollary 5.1. The existence of such a neighborhood
will turn out to be particularly useful in the examination of stochastic bifurcations or more general
phase transitions associated with SPDEs of type (3.1); see Remark 6.3 and [CGLW13].
Remark 3.1. Note that ηc and ηs are allowed to share the same sign in the derivation of all the results
of Sections 4 and 5. The results of Section 6 are presented only in the case where ηs < ηc < 0, which
will be sufficient for the applications dealt with in [CGLW13].
Related Lλ-invariant subspaces. We present now decompositions of the spaces H and Hα into
Lλ-invariant subspaces naturally associated with the splitting of the spectrum σ(Lλ) given in (3.11).
These decompositions lead naturally to a partial dichotomy of the deterministic linear semigroup14 as-
sociated with (3.1); see (3.24). This partial dichotomy will turn out to be sufficient in the construction
of stochastic invariant manifolds for the full SPDE, as we will see in the forthcoming sections. The
reason is that only stochastic invariant manifolds associated with the trivial steady state are consid-
ered in this article. For manifolds associated with more general (random) stationary solutions, other
types of dichotomy estimates which involve the Lyapunov spectrum are typically required; see Remark
3.2 below. To simplify the presentation of our main results, such manifolds will not be considered in
this article.
The decompositions of H and Hα are organized as follows. Let us introduce the complexifications,
H˜1 and H˜, of the spaces H1 and H:
(3.14) H˜1 := {u+ iv | u, v ∈ H1}, H˜ := {u+ iv | u, v ∈ H},
where i denotes here the imaginary unit. Denote also the complexification of Lλ by L˜λ, i.e.
(3.15) L˜λ(u+ iv) := Lλu+ iLλv, ∀ u, v ∈ H1.
Note that for each λ ∈ Λ, the set σc(Lλ) in the uniform spectrum decomposition (3.11) is bounded.
Hence, according to [Kat95, Thm. III-6.17] (see also [EN00, Prop. IV.1.16]), there exists a projector
P˜c associated with σc(Lλ), such that the space H˜ can be decomposed as follows:
(3.16) H˜ = H˜c(λ)⊕ H˜s(λ),
where
(3.17) H˜c(λ) := P˜cH˜, H˜s(λ) :=
(
IdH˜ − P˜c
)H˜.
Note that P˜c is given as the Riesz projector defined by
P˜c := − 1
2pii
∫
Γc
(L˜λ − βId)−1dβ,
where Γc is a rectifiable closed curve surrounding the eigenvalues of σc(Lλ) which does not include any
elements of σs(Lλ).
14i.e. the semigroup associated with dv = Lλvdt.
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Moreover, H˜c(λ) and H˜s(λ) are invariant under L˜λ in the following sense [Tay58, Thm. 5.7-A]:
L˜λ(H˜c(λ) ∩ H˜1) ⊂ H˜c(λ), L˜λ(H˜s(λ) ∩ H˜1) ⊂ H˜s(λ);
and the restriction of L˜λ on H˜c(λ), denoted by L˜cλ, is a bounded linear operator on H˜c(λ) according
to [Tay58, Thm. 5.8-A] or [Kat95, Thm. III-6.17].
Now, for λ ∈ Λ, let us define
(3.18) Hc(λ) := {u, v | u, v ∈ H, and u+ iv ∈ H˜c(λ)}.
Note that Hc(λ) thus defined forms naturally a subspace of H; and it can be checked that15
(3.19) dimHc(λ) = dimC H˜c(λ) = m, ∀ λ ∈ Λ,
where m is the cardinality of σc(Lλ) as given in (3.13).
The space Hc(λ) uniquely determines the closed subspaces Hs(λ) and Hsα(λ) as the topological
complements in H and Hα respectively, i.e.,
(3.20) H = Hc(λ)⊕Hs(λ), Hα = Hc(λ)⊕Hsα(λ), ∀ λ ∈ Λ.
Let
(3.21) Pc(λ) : H → Hc(λ), Ps(λ) : H → Hs(λ)
be the associated canonical projectors, and we denote
(3.22) Lcλ := LλPc(λ), L
s
λ := LλPs(λ).
Note that Lλ commutes with Pc(λ) and Ps(λ), which follows from the fact that H˜c(λ) and H˜s(λ)
are invariant under L˜λ. As a consequence, the subspaces Hc(λ) and Hs(λ) are left invariant by the
semigroup etLλ . Note also that similar to L˜cλ, the operator L
c
λ is a bounded linear operator on Hc(λ),
so that etLλPc can be extended to t < 0, namely e
tLλPc defines a flow on Hc(λ). This fact is used in
the partial dichotomy estimate (3.24c) below.
As mentioned above, note that by (3.19), the dimension ofHc(λ) is independent of λ as it varies in Λ,
so that Hc(λ) is unique up to orthogonal transformations. For the sake of concision, this property has
led us to suppress the λ-dependence of the subspaces given in (3.20), and of the projectors Pc(λ) and
Ps(λ) defined in (3.21). The results are derived and presented hereafter according to this convention.
Partial-dichotomy estimates. Thanks to the uniform spectrum decomposition (3.11), for any
given numbers η1 and η2 satisfying
(3.23) ηc > η1 > η2 > ηs,
15Eq. (3.19) can be justified as follows. Since Lλ has real coefficients, for any complex eigenvalue βj(λ) ∈ σc(Lλ), its
conjugate βj(λ) is also an eigenvalue which belongs to σc(Lλ).
After possibly reordering the eigenvalues, the space H˜c(λ) can be further decomposed into ⊕lj=1 (H˜βj(λ) ⊕
H˜βj(λ)
)⊕m
j=2l+1 H˜βj(λ), where H˜βj(λ) is the eigenspace associated with βj(λ), and the first 2l eigenvalues are (gen-
uinely) complex and the remaining are real.
For each H˜βj(λ), a real vector space Hβj(λ) can be defined in the same way as in (3.18). Note that Hβj(λ) = Hβj(λ),
for all j ∈ {1, · · · , l}.
Then, Hc(λ) admits the following decomposition: ⊕lj=1Hβj(λ)⊕mj=2l+1Hβj(λ). Since dimHβj(λ) = dimC H˜βj(λ) +
dimC H˜βj(λ) for all j ∈ {1, · · · , l}, and dimHβj(λ) = dimC H˜βj(λ) for all j ∈ {2l + 1, · · · ,m}, the result follows.
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there exists a constant, K ≥ 1, such that for all λ ∈ Λ the following partial-dichotomy16 estimates
hold for the semigroup generated by Lλ (see e.g. [Hen81, Thms. 1.5.3-1.5.4]
17):
‖etLλPs‖L(Hα,Hα) ≤ Keη2t, t ≥ 0,(3.24a)
‖etLλPs‖L(H,Hα) ≤ Kt−αeη2t, t > 0,(3.24b)
‖etLλPc‖L(H,Hα) ≤ Keη1t, t ≤ 0,(3.24c)
where L(X,Y ) denotes the space of bounded linear operators from the Banach space X to the Banach
space Y . Note that the estimate given in (3.24b) accounts for the instantaneous smoothing effects of
the semigroup etLλ for t > 0 from H to Hα where we recall that Hα has been imposed by the choice
of the nonlinearity.
The conditions ηc > η1 and η2 > ηs allow us to absorb the polynomial growth terms in the estimates
(3.24) that — because of our assumptions (Lλ being not necessarily self-adjoint) — could be present
in front of the exponential terms with ηc (resp. ηs) in place of η1 (resp. η2). As a consequence, K
in (3.24) depends on η∗ := min{ηc − η1, η2 − ηs}, and may get larger as η∗ gets closer to zero in the
non-self-adjoint case. Note that however, K is independent of λ ∈ Λ in all the cases.
Remark 3.2. It is important to note that in the first part of this article, for the sake of simplicity, the
stochastic critical manifold theory along with the corresponding approximation formulas are presented
in Section 6 in the vicinity of the trivial steady state, as λ varies in a neighborhood of the critical
parameter λc. In Part II, we will consider manifolds which are not subject to such a locality.
In all the cases, we will avoid the use of a random frame which moves with the cocycle, as determined
by the Lyapunov spectrum and the multiplicative ergodic theory in Hilbert or Banach spaces [Rue82,
LL10]. The latter are typically employed when the dynamics is analyzed in the vicinity of a nontrivial
random stationary solution; see e.g. [CDLS10, LL10, MZZ08]. Certain results of this article could be
extended to this more general setting, but these extensions are not straightforward. We leave such an
enterprise to the interested reader.
3.2. Random dynamical systems. In this subsection, we recall the definitions of metric dynamical
systems (MDSs) and random dynamical systems (RDSs), and specify — in a measure-theoretic sense
— the canonical MDS associated with the Wiener process in Eq. (3.1) which will be used throughout
this article. The interested readers are referred to [Arn98, Chu02, Cra02] for more details, and to
[CSG11] for an intuitive and “physically-oriented” presentation of these concepts.
Metric dynamical system. A family of mappings {θt}t∈R on a probability space (Ω,F ,P) is
called a metric dynamical system if the following conditions are satisfied:
(i) (t, ω) 7→ θtω is (B(R)⊗F ;F)-measurable, where B(R) denotes the Borel σ-algebra on R, and
B(R)⊗F denotes the σ-algebra generated by the direct product of elements of B(R) and F ;
(ii) {θt} satisfies the one-parameter group property, i.e., θ0 = IdΩ, and θt+s = θt◦θs for all t, s ∈ R;
(iii) P is invariant with respect to θt for all t ∈ R, i.e., (θt)∗P = P for all t ∈ R, where (θt)∗P is the
push-forward measure of P by θt, defined by (θt)∗(F ) := P(θ−t(F )), for all F ∈ F .
Continuous random dynamical system. Given a separable Hilbert space (H, | · |H) with the
associated Borel σ-algebra denoted by B(H), a continuous random dynamical system acting on H over
16The partial aspect of the dichotomy is explained when η1 and η2 share the same sign which is allowed by (3.11);
see also Remark 3.1. In that case, the distinction is made on the magnitude of the rate of contraction (or expansion)
associated with dv = Lλvdt; otherwise the concept matches the classical one of exponential dichotomy found in the
literature; see e.g. [Hen81, SY02].
17The first two inequalities in (3.24) follow from [Hen81, Thm. 1.5.4] by choosing the operator A thereof to be −Lλ
and the operator B to be our operator A; the third inequality follows from [Hen81, Thm. 1.5.3], the Lλ-invariance of
Hc, and the fact that any norms on Hc are equivalent since it is finite dimensional.
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an MDS, (Ω,F ,P, {θt}t∈R), is a (B(R+)⊗F ⊗ B(H);B(H))-measurable mapping
S : R+ × Ω×H → H, (t, ω, ξ) 7→ S(t, ω)ξ,
which satisfies the following properties:
(i)′ S(0, ω) = IdH , for all ω ∈ Ω,
(ii)′ S satisfies the perfect cocycle property, i.e.,
S(t+ s, ω) = S(t, θsω) ◦ S(s, ω), ∀ t, s ∈ R+, and ω ∈ Ω,
(iii)′ S(t, ω) : H → H is continuous for all t ∈ R+ and ω ∈ Ω.
We are in position to introduce the MDS that we will work with throughout this article. Let us
first recall the canonical MDS, (Ω,F ,P, {θt}t∈R), associated with the Wiener process; see e.g. [Arn98,
Appendices A.2-A.3] and [Chu02, Chapter 1]. Here the sample space Ω consists of the sample paths
of a two-sided one-dimensional Wiener process Wt taking zero value at t = 0, that is,
Ω = {ω ∈ C(R, R) | ω(0) = 0};
F is the Borel σ-algebra associated with the Wiener process; P is the classical Wiener measure on
Ω; and for each t ∈ R, the map θt : (Ω,F ,P) → (Ω,F ,P) is the measure preserving transformation
defined by:
(3.25) θtω(·) = ω(·+ t)− ω(t).
In order the solution operator associated with Eq. (3.1) to satisfy the perfect cocycle property given
in (ii)′ above, we will restrict our consideration to some subset in Ω of full measure which is also
θt-invariant for all t ∈ R. In the following, we will identify such a subset, and introduce the restriction
of the canonical MDS to this subset.
In that respect, let us consider the following scalar Langevin equation:
(3.26) dz + z dt = σ dWt.
It is known that this equation possesses a unique stationary solution zσ(θtω) — the stationary
Ornstein-Uhlenbeck (OU) process — whose main properties are in particular recalled in the following
lemma.
Lemma 3.1. There exists a subset Ω∗ of Ω which is of full measure and is θt-invariant for all t ∈ R,
i.e.,
(3.27) P(Ω∗) = 1, and θt(Ω∗) = Ω∗ ∀ t ∈ R;
and the following properties hold on Ω∗:
(i) For each ω ∈ Ω∗, t 7→Wt(ω) is γ-Ho¨lder for any γ ∈ (0, 1/2).
(ii) t 7→Wt(ω) has sublinear growth:
(3.28) lim
t→±∞
Wt(ω)
t
= 0, ∀ ω ∈ Ω∗.
(iii) For each ω ∈ Ω∗, t 7→ zσ(θtω) is γ-Ho¨lder for any γ ∈ (0, 1/2), and can be written as:
(3.29)
zσ(θtω) = −σ
∫ 0
−∞
eτWτ (θtω) dτ
= −σ
∫ 0
−∞
eτWτ+t(ω) dτ + σWt(ω), t ∈ R, ω ∈ Ω∗.
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(iv) The following growth control relations are satisfied:
(3.30) lim
t→±∞
zσ(θtω)
t
= 0, and lim
t→±∞
1
t
∫ t
0
zσ(θτω) dτ = 0, ∀ ω ∈ Ω∗.
Proof. It is known that there exists a subset Ω′ ⊂ Ω of full measure which is θt-invariant for all t ∈ R,
and (ii), (iv) and (3.29) hold on Ω′; see e.g. [CKS04, Chu02, DLS03].18
For the sake of clarity, we explain here how to exhibit a subset Ω′′ ⊂ Ω of full measure which is
θt-invariant and for which t 7→ zσ(θtω) is (locally) γ-Ho¨lder for any γ ∈ (0, 1/2) and any ω ∈ Ω′′. Note
that by simply integrating Eq. (3.26) we get trivially that:
(3.31)
∫ t
0
zσ(θsω) ds+ zσ(θtω) = zσ(ω) + σWt(ω), ∀ t ∈ R.
From this identity, it is thus sufficient to exhibit such an Ω′′ where the γ-Ho¨lder property holds for
t 7→Wt.
It is known that for each m ∈ N∗ the Wiener process is almost surely γ-Ho¨lder for any exponent
γ < 12 − 12m ; see e.g. [Eva, Chap. 3C]. For each m ≥ 1, let Ωm be a corresponding subset of full
measure. By possibly redefining Ωm to be Ωm ∩ Ωm−1 so that Ωm ⊂ Ωm−1, we deduce naturally that
(3.32) Ω′′ :=
∞⋂
m=1
Ωm
is such that P(Ω′′) = limm→∞ P(Ωm) = 1; see e.g. [Fol99, Thm 1.8].
By construction of Ω′′, any sample path ω in Ω′′ is γ-Ho¨lder for any exponent less than 1/2. Trivially,
θtω shares this Ho¨lder property for all ω ∈ Ω′′ since θt is just a shift on Ω; see (3.25). The set Ω′′ is
thus θt-invariant for all t ∈ R, and the proof is complete by taking Ω∗ := Ω′ ∩ Ω′′.

Now, let Ω∗ be the θt-invariant subset of Ω as given in Lemma 3.1, and FΩ∗ be the trace σ-algebra
of F with respect to Ω∗, i.e.,
FΩ∗ := {F ∩ Ω∗ | F ∈ F}.
It can be checked that (t, ω)→ θtω is (B(R)⊗FΩ∗ ;FΩ∗)-measurable; see for instance [CDLS10, Lemma
3.2]. It follows that (Ω∗, FΩ∗ ,PΩ∗ , {θt}t∈R) forms an MDS, where PΩ∗ denotes the restriction of P on
Ω∗.
To simplify the notations and the presentation, we will denote hereafter the new sample space
(Ω∗, FΩ∗ ,PΩ∗) as (Ω, F , P); and we will work with this restricted MDS, (Ω,F ,P, {θt}t∈R), without
confusion with the original MDS. For the sake of concision, we will often omit mentioning such an
underlying MDS, thus identifying an RDS with its cocycle part.
3.3. Cohomologous cocycles and random evolution equations. Our approach to develop our
theory of stochastic critical manifolds for SPDEs of type (3.1) along with the corresponding approx-
imation formulas, will be rooted in the use of a smooth cohomology19, i.e. a stationary coordinate
change, on the phase space Hα. Such a strategy was initially motivated by the study of certain as-
ymptotic problems arising with finite-dimensional SDEs; see [Arn98, IL01, IL02, IS01]. The idea is to
transform the original SDE into a random differential equation (RDE), i.e. a randomly parameterized
ordinary differential equation, which is de facto more amenable for the analysis of random attractors
or random invariant manifolds since these objects require a pathwise framework from their definitions.
The cohomology offers then a sort of transfer principle for these asymptotic problems: if a result is
18Regarding (3.30) see also [CKS04, Lem. 4.1], and the Birkhoff-Khinchin ergodic theorem in e.g. [Arn98, p. 539].
We will make very often use of these growth control relations in the proofs of Theorems 4.3 and 6.2 produced below.
19The theory of parameterizing manifolds presented in Part II of this article will also make use of such a cohomology.
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proved on, say, random invariant manifolds for the transformed RDE, then it holds true for the original
SDE up to a stationary conjugacy. This approach was adopted and extended to the context of SPDEs
driven by multiplicative noise in [FL05] for the study of random attractors, and in [DLS04] for the
study of stochastic invariant manifolds.
We follow here more specifically the approach of [DLS04] to set up the original SPDE (3.1) within
the RDS framework. In that respect, we transform Eq. (3.1) into an evolution equation with random
coefficients which helps simplify the analysis of the dynamics associated with the SPDE.
As mentioned above, such a simplification is rooted into the interpretation — up to a smooth co-
homology — of the solutions of Eq. (3.1) as ω-wise version of classical solutions of the transformed
equation whose existence can be guaranteed from the literature of non-autonomous deterministic evo-
lution equations [Hen81, Rob01, SY02, Tem97] although the measurability properties of such solutions
require a special attention, which is carried out in Appendix A.20
Let us now introduce the following standard change of variables:
(3.33) v(t) = e−zσ(θtω)u(t),
where zσ is the OU process defined in (3.29).
Note that by the Itoˆ formula (cf. [Øks98, Thm. 4.1.2]), the stochastic process e−zσ(θtω) satisfies
(3.34)
de−zσ(θtω) =
(
zσ(θtω)e
−zσ(θtω) +
σ2
2
e−zσ(θtω)
)
dt− σe−zσ(θtω)dWt
= zσ(θtω)e
−zσ(θtω)dt− σe−zσ(θtω) ◦ dWt,
where the second equality above follows from the conversion between the Itoˆ and Stratonovich integrals;
cf. [Kun90, Thm. 2.3.11].
Formally, we also have that
(3.35) dv = d
(
e−zσ(θtω)u
)
= u ◦ de−zσ(θtω) + e−zσ(θtω) ◦ du.
Then, by using Eqns. (3.1) and (3.34) into the above equation, we find after simplification that v
satisfies formally the following random evolution equation (hereafter referred to as an RPDE):
(3.36)
dv
dt
= Lλv + zσ(θtω)v +G(θtω, v),
where G(ω, v) := e−zσ(ω)F (ezσ(ω)v). Note that G(ω, v) is globally Lipschitz in v and has the same
Lipschitz constant as F ; and G(ω, 0) = 0 for all ω ∈ Ω.
As mentioned above, the existence of pathwise solutions to Eq. (3.36) for each fixed ω can be
guaranteed from the literature of non-autonomous deterministic evolution equations since in particular
the OU process zσ is Ho¨lder continuous in time; see Lemma 3.1. Only the measurability properties
of such solutions need a particular attention. We summarize the precise results in the following
proposition. A full proof is provided in Appendix A for the reader’s convenience.
Proposition 3.1. Consider the RPDE (3.36). The assumptions on Lλ and F are those of §3.1 where
F is assumed to be globally Lipschitz here; see (3.7).
20 Note that a direct approach at the level of the SPDE (i.e. without using random transformations) could have been
used to put Eq. (3.1) within the RDS framework [MZZ08]. We adopted here the cohomology approach [IL01, IL02, IS01]
which makes possible the use of standard estimation techniques that do not rely on stochastic analysis [DPZ08]. Of course
the simple nature of our multiplicative noise makes efficient such a strategy here. For more general multiplicative noise,
techniques from [FL05] could be combined with the ones presented hereafter, to extend the main results of Sections 6
and 7.
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Then, for each v0 ∈ Hα, and ω ∈ Ω, Eq. (3.36) has a unique classical solution vλ(t, ω; v0) with
initial datum vλ(0, ω; v0) = v0 such that
(3.37) vλ(·, ω; v0) ∈ C((0, T ];H1) ∩ C([0, T ];Hα) ∩ C1((0, T ];H), ∀ T > 0.
Furthermore, for each λ, vλ is
(B(R+)⊗F⊗B(Hα);B(Hα))-measurable; and for each ω, vλ(·, ω; v0)
depends continuously on λ and v0.
It is worthwhile to remark that the conditions under which the conclusions of Proposition 3.1 hold
are obviously not optimal but sufficient for our purpose. For instance, the Lipschitz condition on the
nonlinearity can be replaced by certain dissipative conditions on the nonlinear terms which hold for a
broad class of physical problems. We refer again to the aforementioned works [CH98, Hen81, Rob01,
SY02, Tem97] for more details; see also [CLR13, DPZ08, Ges12, Fla08].
A direct consequence of this proposition is that, for any λ and any (F ;B(Hα))-measurable random
initial datum v0(ω), there exists a unique classical solution vλ,v0(ω)(t, ω) := vλ(t, ω; v0(ω)) of Eq. (3.36)
which is
(B(R+) ⊗ F ;B(Hα))-measurable, and vλ,v0(ω)(·, ω) has the regularity specified in (3.37) for
each ω.
Based on this proposition, we can define for each λ, an RDS generated by Eq. (3.36), Sλ, as follows:
(3.38) Sλ : R+ × Ω×Hα → Hα, (t, ω, v0) 7→ Sλ(t, ω)v0 := vλ(t, ω; v0),
where vλ(t, ω; v0) is the global classical solution to Eq. (3.36) with initial datum v0, which can be
either deterministic or an Hα-valued random variable.
We now introduce the random (smooth) transformation acting on the space Hα,
(3.39) D(ω)ξ := ξe−zσ(ω),
and its inverse random (smooth) transformation,
(3.40) D−1(ω)ξ := ξezσ(ω),
where ξ ∈ Hα, and ω ∈ Ω.
Let us now define the mapping Ŝλ : R+ × Ω×Hα → Hα via
(3.41) Ŝλ(t, ω)u0 := D
−1(θtω) ◦ Sλ(t, ω) ◦D(ω)u0,
where the symbol, ◦, denotes the basic composition operation between self-mappings on Hα. The
mapping Ŝλ thus defined is clearly measurable, and defines an RDS acting on Hα.
By a solution to the SPDE (3.1) with initial datum u0 ∈ Hα, we always mean a process uλ(t, ω;u0) :=
ezσ(θtω)vλ(t, ω;u0e
−zσ(ω)), where vλ is a classical solution of the RPDE (3.36) with initial datum
u0e
−zσ(ω). In that sense, the RDS, Ŝλ, provides solutions to Eq. (3.1) since uλ(t, ω;u0) = Ŝλ(t, ω)u0.
Remark 3.3. It is important to note in (3.41) that, while the cocycles Sλ(t, ω) and Ŝλ(t, ω) map
the ω-fiber to the θtω-fiber, the bijective random coordinate transformation D maps only each fiber to
itself, explaining the shift of fiber appearing in the inverse transformation D−1.
The two random dynamical systems Sλ and Ŝλ are thus cohomologous [Arn98, IL01] via the random
C∞-diffeomorphism D acting on Hα. As pointed out above, the phase portrait of the dynamics
associated with Eq. (3.1), in Hα, is thus fiber-wise C∞-diffeomorphic to the phase portrait of the
dynamics associated with Eq. (3.36). Any regularity as well as topological properties of an invariant
manifold for Sλ is therefore preserved for Ŝλ. Since the random evolution equation (3.36) is in a
more convenient form for the analysis developed hereafter, we will keep proving our results for this
equation. The corresponding results associated with Eq. (3.1) will be then transferred naturally from
those proved for (3.36) by application of the cohomology relation (3.41); see e.g. Corollaries 4.1–4.3,
and 5.1 below.
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3.4. Linearized stochastic flow and related estimates. The solution operator Tλ,σ associated
with the linearized equation (about the trivial steady state),
(3.42)
dv
dt
= Lλv + zσ(θtω)v,
will play a key role in most of the estimates carried out in the forthcoming sections arising in various
fixed point problems involving nonlinear integral equations associated with Eq. (3.1). We provide here
in that respect some related estimates on Tλ,σ.
First note that since zσ(θtω)Id commutes obviously with zσ(θt′ω)Id when t 6= t′, we obtain thus
that e
∫ t
0 zσ(θτω) dτ Id defines the solution operator of the equation dvdt = zσ(θtω)v. Now, for any given
t ≥ 0, by using the basic random change of variables v˜ := e−
∫ t
0 zσ(θτω) dτ Idv, it can be checked that
v(t, ω; v0) solves Eq. (3.42) if and only if v˜(t; v0) solves
(3.43)
dv˜
dt
= Lλv˜,
where Id: H → H is the identity mapping and v(t, ω; v0) denotes the solution of Eq. (3.42) emanating
from v0 at t = 0 in the fiber ω.
Since Lλ generates an analytic semigroup e
tLλ on H, Eq. (3.43) has a unique solution for each
v0 ∈ H, so does Eq. (3.42) and its corresponding solution is given by:
(3.44) v(t, ω; v0) = e
∫ t
0 zσ(θτω) dτ IdetLλv0, ∀ t ≥ 0, v0 ∈ H.
From this observation, we can associate Eq. (3.42) with a solution operator Tλ,σ(tf , ts;ω) : H → H
given by:
(3.45)
Tλ,σ(tf , ts;ω)v0 := v(tf − ts, θtsω; v0) = e
∫ tf−ts
0 zσ(θτ θtsω) dτ Ide(tf−ts)Lλv0
= e
∫ tf
ts
zσ(θτω) dτ Ide(tf−ts)Lλv0, ∀ ts ≤ tf , v0 ∈ H.
Similar to etLλ , the solution operator Tλ,σ(tf , ts;ω) leaves invariant the subspaces Hc and Hs; and
Tλ,σ(tf , ts;ω)Pc can be defined for tf < ts since L
c
λ is bounded on Hc.
From these simple facts about Tλ,σ(tf , ts;ω), we can easily derive the partial-dichotomy estimates
for Tλ,σ(tf , ts;ω) from those associated with e
tLλ given in (3.24), which are summarized in the following
Lemma 3.2. Let Pc and Ps be the projectors given in (3.21), Tλ,σ be the solution operator introduced
above, and η1 and η2 be two constants satisfying (3.23). Then, for each ω the following estimates hold:
‖Tλ,σ(tf , ts;ω)Ps‖L(Hα,Hα) ≤ Keη2(tf−ts)+
∫ tf
ts
zσ(θτω) dτ , ts ≤ tf ,(3.46a)
‖Tλ,σ(tf , ts;ω)Ps‖L(H,Hα) ≤
K
(tf − ts)α e
η2(tf−ts)+
∫ tf
ts
zσ(θτω) dτ , ts < tf ,(3.46b)
‖Tλ,σ(tf , ts;ω)Pc‖L(H,Hα) ≤ Ke
η1(tf−ts)−
∫ ts
tf
zσ(θτω) dτ
, tf ≤ ts.(3.46c)
Remark 3.4. Obviously, e−
∫ t
0 zσ(θτω) dτ Idv = e−
∫ t
0 zσ(θτω) dτv for any v ∈ H. We kept the operator Id
in the above presentation, to emphasize that the linear multiplicative noise that we consider here acts
“diagonally”. More general linear multiplicative noise such as Mu ◦dWt could be considered where M
would be a bounded linear operator on H; see [MZZ08]. For the sake of simplicity, the main results of
this article are presented in the case where M = Id, regarding the approximation formulas of stochastic
invariant manifolds (Section 6), the pullback characterization of approximating manifolds (Section 8),
and the theory of parameterizing manifolds introduced in Part II. The extension of these results to
more general multiplicative noise cases will not be treated in this article.
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4. Existence and Attraction Properties of Global Stochastic Invariant Manifolds
In this section, we revisit the existence and attraction properties of families of global stochastic
invariant manifolds for the SPDE (3.1) in order to set up the precise framework on which we will
rely to present the main results of the first part of this article regarding approximation formulas of
stochastic critical manifolds (Section 6) along with the related pullback characterizations (Section 8.1).
Let us first recall the transformed RPDE associated with the SPDE (3.1):
(4.1)
du
dt
= Lλu+ zσ(θtω)u+G(θtω, u),
where
(4.2) G(ω, u) = e−zσ(ω)F (ezσ(ω)u).
Following a classical approach [CL88, CS01, DLS04, Van89, VI92, VVG87], we will make use — for
the existence theory of random invariant manifolds — of standard weighted Banach spaces C−η given
by:
(4.3)
C−η (ω) :=
{
φ : (−∞, 0]→ Hα | φ is continuous, and
sup
t≤0
e−ηt+
∫ 0
t zσ(θτω) dτ‖φ(t)‖α <∞
}
, η ∈ R, ω ∈ Ω,
endowed with the norm:
(4.4) ‖φ‖C−η (ω) := sup
t≤0
e−ηt+
∫ 0
t zσ(θτω) dτ‖φ(t)‖α.
Similar spaces will also be used in the study of attraction properties of stochastic invariant manifolds
in § 4.2.
Throughout this article, we suppress the ω-dependence of the space C−η for simplicity, since for
most of the results derived in this article, we work within a fixed fiber ω. Only one exception is made
in the proof of Theorem 4.1 (about existence of random invariant manifolds) where the ω-dependence
is specified explicitly to show the invariance property of the global random invariant manifolds which
involves two fibers per se; see Step 4 of the proof provided in Appendix B.
Recall that a set valued mapping C : Ω→ 2H taking values in the closed (resp. compact) subsets of
a separable Hilbert space (H, | · |H) is called a random closed (resp. compact) set if for each ξ ∈ H,
the map ω → dist(ξ,C(ω)) is measurable; see e.g. [Cra02, Def. 2.1]. Here and throughout the article,
dist(·, ·) denotes the Hausdorff semi-distance associated with the underlying space (H, | · |H), i.e.,
(4.5) dist(D,E) := sup
a∈D
inf
b∈E
|a− b|H , ∀D,E ⊂ H.
We will also make use of the following definition of a forward random invariant set of an RDS; see
[Cra02, Def. 6.9].
Definition 4.1. Let S be a continuous RDS acting on some separable Hilbert space H over some
MDS, (Ω,F ,P, {θt}t∈R). A random closed set B is said to be forward invariant for this RDS if:
(4.6) S(t, ω)B(ω) ⊂ B(θtω), ∀ t > 0, ω ∈ Ω.
If the inclusion in (4.6) is replaced by a set equality, the random set B is said to be forward strictly
invariant.
Let us now introduce the following definition of a random (resp. stochastic) invariant manifold:
Definition 4.2. Let S be a continuous RDS acting on some separable Hilbert space H. A random
closed set M is called a global random invariant Lipschitz (resp. Cr with r ≥ 1) manifold of S if the
following conditions are satisfied:
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(i) M is invariant in the sense of Definition 4.1.
(ii) There exist a closed subspace G ⊂ H and a measurable mapping h : G × Ω → L, with L the
topological complement of G in H, such that M(ω) can be represented as the graph of h(·, ω)
for each ω ∈ Ω, i.e.,
M(ω) = {ξ + h(ξ, ω) | ξ ∈ G}, ω ∈ Ω.
(iii) For each ω, h(·, ω) is Lipschitz and h(0, ω) = 0. In the case where M is Cr then h(·, ω) is
furthermore Cr and M is tangent to G at the origin, i.e., h(0, ω) = 0 and Dξh(0, ω) = 0, where
Dξh denotes the Fre´chet derivative of h with respect to ξ.
The function h is called the global random invariant manifold function associated with M.
In the case where the RDS is associated with a stochastic evolution equation of type (3.1), we will
refer such a manifold as a stochastic invariant Lipschitz (resp. Cr) manifold.
4.1. Existence and smoothness of global stochastic invariant manifolds. In this subsection,
we report on results concerning the existence and smoothness of families of global stochastic (resp. ran-
dom) invariant manifolds for the SPDE (3.1) (resp. the RPDE (4.1)). These results are mainly known,
but are framed here with respect to the uniform spectrum decomposition (3.11) of the linear part. In
particular, the analysis is tailored to make sure the dependence on λ remains explicit.
The approach adopted here is classical but for the sake of completeness, a proof of the existence
theorem below is provided in Appendix B. The inclusion of this proof is also motivated by the fact that
some of its elements are used in the proofs of Theorem 4.3 and of Theorem 6.2; the latter constituting
the main result of the first part of this article, regarding the approximation formulas of stochastic
critical manifolds.
More specifically, the proofs of the aforementioned theorems are rooted in the Lyapunov-Perron
approach [BM61, KB34, Lia47, Per29], and is based on techniques used for instance in [CL88, Hen81,
Van89, VI92, VVG87], from which we propose a treatment adapted to the random setting that follows
mainly the works of [CS01, DLS04].
Theorem 4.1. Consider the RPDE (4.1). The assumptions on Lλ and F are those of § 3.1 where F
is assumed to be globally Lipschitz with Lipschitz constant Lip(F ) as given in (3.7). We assume that
an open interval Λ is chosen such that the uniform spectrum decomposition (3.11) holds over Λ, and
that there exist η1 and η2 as in (3.23) for which the following uniform spectral gap condition holds:
(4.7) ∃ η ∈ (η2, η1) s.t. Υ1(F ) := KLip(F )
(
(η1 − η)−1 + Γ(1− α)(η − η2)α−1
)
< 1,
where K is as given in the partial-dichotomy estimates (3.24), and Γ(s) :=
∫∞
0 t
s−1e−t dt is the
Gamma function. Let the spaces Hc (such that dim(Hc) = m) and Hsα be the corresponding subspaces
associated with the uniform spectrum decomposition as defined in (3.18) and (3.20), respectively.
Then, for each λ ∈ Λ, there exists a global random invariant Lipschitz manifold Mλ of the RDS,
Sλ, associated with Eq. (4.1).
Each of such manifolds is m-dimensional and is given as
Mλ(ω) := {ξ + hλ(ξ, ω) | ξ ∈ Hc}, ω ∈ Ω, λ ∈ Λ,
where, for each λ ∈ Λ, hλ is the solution of the following integral equation:21
(4.8) hλ(ξ, ω) =
∫ 0
−∞
e
∫ 0
s zσ(θτω) dτ Ide−sLλPsG
(
θsω, uλ(s, ω; ξ + hλ(ξ, ω))
)
ds, ξ ∈ Hc, ω ∈ Ω,
21Note that Id denotes here the identity mapping of H.
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with uλ(·, ω; ξ+hλ(ξ, ω)) ∈ C−η being the mild solution22 of Eq. (4.1) on (−∞, 0] verifying uλ(0, ω; ξ+
hλ(ξ, ω)) = ξ + hλ(ξ, ω).
Furthermore, hλ(·, ω) : Hc → Hsα depends continuously on λ, and its Lipschitz constant satisfies
(4.9) Lip(hλ(·, ω)) ≤ K
2Lip(F )(η − η2)α−1Γ(1− α)
1−Υ1(F ) , ω ∈ Ω.
Since the Lipschitz constant of hλ(·, ω) admits a deterministic upper bound for each ω as seen in
(4.9), for the sake of concision, we will denote it by Lip(hλ) hereafter.
Remark 4.1.
1) The random invariant manifolds, Mλ, as provided by the above theorem, allow us to parame-
trize the high modes (in Hsα) of the solutions of Eq. (4.1) — evolving on Mλ — by their low
modes (in Hc). However in the general case, Mλ does not provide such a parameterization for
all the solutions of Eq. (4.1). It turns out indeed that in order those manifolds to be genuine
random (resp. stochastic) inertial manifolds, extra assumptions on the spectral gap condition
(4.7) are (as usual) required; see Theorem 4.3 (resp. Corollary 4.3).
2) An alternative class of useful manifolds to deal with the parameterization problem of the re-
solved modes by the unresolved ones, will be introduced in Part II. These manifolds, called
parameterizing manifolds (PMs) hereafter, provide an approximate parameterization of the
unresolved variables by the resolved ones in a mean square sense. In contrast to the classical
theory, certain PMs (in the self-adjoint case) can be determined under a non-resonance condi-
tions which circumvent the constraints inherent to standard spectral gap conditions (cf. (NR)-
condition in Section 8.3 and (NR2)-condition in Section 11.3); see also Theorems 8.3, 8.4
(with Corollary 8.1), and Theorem 8.5.
We provide in the remark below, useful interpretations from a dynamical perspective of Mλ such
as obtained via Theorem 4.1.
Remark 4.2.
1) When η2 < η1 < 0, the proof of Theorem 4.1 given in Appendix B shows that Mλ(ω) consists
of all elements in Hα such that there exists a complete trajectory of Eq. (4.1) passing through
each such element at t = 0, which has a controlled growth rate as t → −∞. More precisely,
the Hα-norm of such a solution is controlled by eηt−
∫ 0
t zσ(θτω) dτ as t→ −∞, where η ∈ (η2, η1)
is chosen such that the condition (4.7) holds, and zσ(θtω) is the OU process defined in (3.29).
Hyperbolic manifolds can be encountered in this case and are dealt with in details for a
stochastic Burgers-type equation in Section 10; see also Section 7.
2) When η2 < 0 < η1 in (3.24), we are in the case of a classical dichotomy. The dynamical
interpretation of Mλ for this case is more standard. Indeed, if η in (4.7) is positive, then
Mλ can be interpreted as the random closed set consisting of all elements in Hα such that the
corresponding mild solutions decay to 0 as t→ −∞ since in this case, eηt−
∫ 0
t zσ(θτω) dτ → 0 as
t→ −∞. The manifold Mλ is just the random unstable manifold of the trivial steady state.
3) By adapting the proof of Theorem 4.1 accordingly it can be proved that for each λ ∈ Λ the RDS
associated with Eq. (4.1) admits also a random invariant manifold given by:
(4.10) Msλ(ω) = {ζ + hλ(ζ, ω) | ζ ∈ Hsα}, ω ∈ Ω,
where the invariant manifold function hλ(·, ω) is here defined over Hsα with, this time, range
in Hc.
22in the sense of Definition A.1 provided in Appendix A.
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If in addition the classical dichotomy is satisfied, and η in (4.7) is negative, then Msλ given in
(4.10) corresponds to a random stable manifold which can be interpreted as the random closed
set consisting of all initial data through which the mild solutions converges to 0 as t → +∞.
We will not make use of such manifolds in this article.
Concerning the smoothness of the random invariant manifold Mλ given by Theorem 4.1, we have
the following
Theorem 4.2. Consider the RPDE (4.1). Assume that the assumptions of Theorem 4.1 hold with
Λ specified therein. The nonlinearity F : Hα → H is furthermore assumed to be Cp smooth for some
integer p ≥ 1 and to satisfy DF (0) = 0. Assume also that there exist η ∈ R and some integer
r ∈ {1, ..., p}, such that
(4.11) η2 < jη < η1, ∀ j ∈ {1, · · · , r},
and the following uniform spectral gap conditions hold
(4.12) Υj(F ) := KLip(F )
(
(η1 − η)−1 + Γ(1− α)(jη − η2)α−1
)
< 1, ∀ j ∈ {1, · · · , r}.
Then, for each λ ∈ Λ, the random invariant manifold Mλ obtained in Theorem 4.1 is Cr smooth.
In particular, the random invariant manifold function, (ξ, ω) 7→ hλ(ξ, ω), guaranteed therein is Cr
smooth with respect to ξ for each ω; and is tangent to the subspace Hc at the origin, i.e., hλ(0, ω) = 0,
and Dξhλ(0, ω) = 0.
Proof. The proof follows essentially the same lines of the proof of [DLS04, Thm. 4.1] and is omitted
here.

By the cohomology relation (3.41) between the RDSs associated respectively with Eq. (3.1) and
Eq. (4.1), we obtain the following corollaries regarding the existence and smoothness of families of
stochastic invariant manifolds M̂λ for Eq. (3.1).
Corollary 4.1. Consider the SPDE (3.1). Assume that the assumptions of Theorem 4.1 hold with
Λ specified therein. Let also hλ : Hc × Ω→ Hsα be the random invariant manifold function associated
with Eq. (4.1) provided by Theorem 4.1. Then, for each λ ∈ Λ, the RDS, Ŝλ, as defined in (3.41)
possesses an m-dimensional global stochastic invariant Lipschitz manifold M̂λ given by:
(4.13) M̂λ(ω) := {ξ + ezσ(ω)hλ(e−zσ(ω)ξ, ω) | ξ ∈ Hc}, ω ∈ Ω.
Corollary 4.2. Consider the SPDE (3.1). Assume that the assumptions of Theorem 4.2 hold with
r specified therein. Then for each λ ∈ Λ, M̂λ defined in (4.13) is a global stochastic invariant Cr
manifold of Ŝλ.
4.2. Asymptotic completeness of stochastic invariant manifolds. We establish in this sub-
section the attraction properties of random invariant manifolds as stated in Theorem 4.3 below. As
explained in Section 2, the corresponding results may be viewed as complementary to previous re-
sults obtained on the topic [BF95, CG95, CS01, DPD96, Sch05, SZ12, WD07]. Furthermore, some
new insights concerning the asymptotic completeness problem are provided. Our approach is inspired
by [CL88, Thm. 5.1] that we adapt to our framework; see also [CS01]. More precisely, for a given
solution uλ to Eq. (4.1) we look for a solution uλ living on the random invariant manifold Mλ such
that ‖uλ(t, ω) − uλ(t, ω)‖α decays exponentially as t → ∞ for almost all ω. The strategy adopted
here consists of reformulating this problem as a fixed point problem under the constraint that the
sought solution uλ emanates from an initial datum u0 which belongs to Mλ and is well-prepared with
respect to the given initial datum u0. This problem is then recast as an unconstrained fixed point
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problem associated with a random integral operator that is solved by means of the uniform contraction
mapping principle [CH82, Theorems 2.1–2.2]. The price to pay is an additional condition (4.16) to
the existence theory which involves the spectral gap and the Lipschitz constant associated with Mλ.
The results so obtained show that the manifolds obtained in § 4.1 under this additional condition
are, for η < 0, almost surely forward and pullback asymptotically complete at a uniform rate with
respect to the parameter λ. By doing so, we establish naturally the existence of stochastic inertial
manifolds, which are almost surely exponentially attracting at a uniform rate in both a forward and
a pullback sense. Before presenting the results, let us introduce the following definition of forward
(resp. pullback) asymptotic completeness of a stochastic invariant manifold, which is motivated by its
deterministic analogue; see e.g. [CFNT89, Rob96].
Definition 4.3. Let S be a continuous RDS acting on some separable Hilbert space H over some
MDS, (Ω,F ,P, {θt}t∈R), and M be a random invariant manifold of S. The manifold M is said to be
forward asymptotically complete if there exist κ > 0 and a positive random variable Cκ such that for
any H-valued tempered random initial datum23 u0 there exists a tempered random variable v0 on the
manifold M satisfying
(4.14) ‖S(t, ω)u0(ω)− S(t, ω)v0(ω)‖ ≤ Cκ(ω)‖u0(ω)− v0(ω)‖e−κt, t ≥ 0, ω ∈ Ω.
It is said to be pullback asymptotically complete if under the same conditions the following attraction
property holds:
(4.15)
‖S(t, θ−tω)u0(θ−tω)− S(t, θ−tω)v0(θ−tω)‖
≤ Cκ(ω)‖u0(θ−tω)− v0(θ−tω)‖e−κt, t ≥ 0, ω ∈ Ω.
The rate κ is called an attraction rate. The supremum of such attraction rates is called the critical
attraction rate.24
If furthermore M(ω) is finite-dimensional of fixed dimension for all ω, then M is called a pullback
(resp. forward) random inertial manifold in case where (4.15) (resp. (4.14)) holds.
Theorem 4.3. Consider the RPDE (4.1). Assume that the assumptions of Theorem 4.1 hold with
Λ and Υ1(F ) specified therein. Assume also that η in condition (4.7) is negative. If the invariant
manifold function hλ guaranteed by Theorem 4.1 satisfies furthermore
(4.16)
KLip(hλ)
1−Υ1(F ) < 1,
then for each λ ∈ Λ the random invariant manifold Mλ obtained by Theorem 4.1 is both a pullback
and a forward random inertial manifold with critical attraction rate |η|.
Once more, by using the cohomology relation between the two RDSs associated respectively with
Eqns. (3.1) and (4.1), we obtain the following results on the forward and pullback asymptotic com-
pleteness of the stochastic invariant manifolds M̂λ for Eq. (3.1) as provided by Corollary 4.1.
Corollary 4.3. Consider the SPDE (3.1). Assume that the assumptions of Theorem 4.3 hold with
Λ and η specified therein. Then for each λ ∈ Λ the stochastic invariant manifold M̂λ guaranteed by
Corollary 4.1 is both a pullback and a forward stochastic inertial manifold with critical attraction rate
|η|.
Remark 4.3. We warn the reader on the fact that for a local invariant manifold, M, defined as
a random graph over a (deterministic) bounded neighborhood V of this basic state, contained in Hc
(see Corollary 5.1), a pathwise asymptotic completeness property such as (4.14) cannot be expected
23See e.g. [Chu02, Def. 1.3.3] for the definition of a tempered random variable.
24Note that such supremum is not an attraction rate in general.
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to hold in the the stochastic context. The reasons are due to the theory of existence which imply that
M(ω) (over V) is uniformly bounded in ω25, on the one hand, and to the large deviations caused by
the white noise [CM10, Liu10], on the other. The latter imply that for any solution u 6= 0 of (3.1),
dist(u(t, ω),M(ω)) cannot remain bounded as t flows (for all ω), in contradiction with (4.14). In
particular [CRD12, Lemma 9] should be reconsidered in a probabilistic sense.
We first present the main ideas of the proof.
Ideas of the proof of Theorem 4.3. As mentioned above, we describe here what fixed point
problem under constraint is naturally related to the problem of asymptotic completeness and how this
problem can be solved by recasting it as an unconstrained fixed point problem.
In that respect, we first point out in Step 1 a natural integral equation to be satisfied by the
difference, vλ := uλ − uλ, between any solution uλ of Eq. (4.1) and a solution uλ emanating from a
given Hα-valued tempered random initial datum u0
vλ(t, ω) = Tλ,σ(t, t0;ω)vλ(t0, ω) +
∫ t
t0
Tλ,σ(t, s;ω)δG(θsω, vλ(s, ω)) ds, 0 ≤ t0 < t, ω ∈ Ω,
where δG(θsω, vλ(s, ω)) = G(θsω, uλ(s, ω) + vλ(s, ω)) − G(θsω, uλ(s, ω)), and Tλ,σ is the linearized
stochastic flow introduced in § 3.4.
The above integral equation is then rewritten into the following fixed point problem:
(4.17) vλ(t, ω) = Lω,λq [vλ](t), t ≥ 0,
where
(4.18)
Lω,λq [vλ](t) := Tλ,σ(t, 0;ω)q +
∫ t
0
Tλ,σ(t, s;ω)PsδG(θsω, vλ(s, ω)) ds
−
∫ +∞
t
Tλ,σ(t, s;ω)PcδG(θsω, vλ(s, ω)) ds, t ≥ 0,
with q = Psvλ(0, ω). The advantage of doing so is to dispose of an operator Lω,λq which is written
under a form naturally adapted for establishing its contraction property based on the partial-dichotomy
estimates (3.46); see Steps 2 and 3.
Now, given vλ[q] which solves (4.17), since uλ = vλ[q] + uλ, in order to show that uλ lives on Mλ,
it is sufficient to show that there exists q ∈ Hsα such that vλ[q](0, ω) + u0(ω) ∈Mλ(ω) for each ω ∈ Ω,
due to the invariance property of Mλ. In that respect, we introduce a weighted Banach space C
+
η ,
(4.19) C+η := {φ : [0, ∞)→ Hα | φ is continuous and sup
t≥0
e−ηt−
∫ t
0 zσ(θτω) dτ‖φ(t)‖α <∞}, 26
which is endowed with the following norm:
|φ|C+η := sup
t≥0
e−ηt−
∫ t
0 zσ(θτω) dτ‖φ(t)‖α.
If furthermore we show that vλ[q](·, ω) can be obtained for each ω as a fixed point of Lω,λq in
the space C+η for some η < 0 (independent of ω) chosen according to (4.7), then we get naturally
that vλ[q](t, ω) = uλ(t, ω) − uλ(t, ω) approaches 0 exponentially as t → ∞, so that the asymptotic
completeness problem is solved.
The problem of searching for the desired solution uλ which solves the asymptotic completeness
problem is then recast into the problem of searching for a fixed point vλ[q](·, ω) of the integral operator
25This property results from (4.9) in Theorem 4.1 since in that case, ‖hλ(ξ, ω)‖α ≤ γdiam(V) with γ denoting the
RHS of (4.9).
26We suppress the ω-dependence of C+η for the same reasons that were invoked for C
−
η in (4.3).
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Lω,λq given by (4.18) in the weighted Banach space C+η under the constraint that u0(ω) := vλ[q](0, ω)+
u0(ω) ∈Mλ(ω) for each ω ∈ Ω, namely, the following problem
(4.20)
{
Lω,λq [v] = v, v ∈ C+η , η < 0,
v(0, ω) + u0(ω) ∈Mλ(ω), ω ∈ Ω.
The problem (4.20) is solved in two stages.
In the first stage, we deal with the fixed point problem Lω,λq [v] = v (in C+η ) disregarding first the
constraint, which is done in Steps 2 and 3. It is shown in Step 2 that Lω,λq leaves C+η stable, and in
Step 3 that Lω,λq has a unique fixed point vλ[q](·, ω) ∈ C+η parameterized by q = Psvλ[q](0, ω) ∈ Hsα
using the uniform contraction mapping principle [CH82, Theorems 2.1–2.2]. Also derived in Step 3 is
a control of the C+η -norm of vλ[q](·, ω) in terms of ‖q‖α which is uniform with respect to ω; see (4.35).
This will turn out to be important to ensure the temperedness of the initial datum u0 examined in
Step 5.
In the second stage, with the preparation carried out in the first stage we solve the constrained
fixed point problem (4.20) by transforming it into a fixed point problem without constraint. This is
done in Step 4. First note that given a q ∈ Hsα and the corresponding fixed point vλ[q](·, ω) of Lω,λq ,
an initial datum u0(ω) given by vλ[q](0, ω) + u0(ω) belongs to Mλ(ω) if u0(ω) = p+ hλ(p, ω) for some
p ∈ Hc, where hλ is the random invariant manifold function of Eq. (4.1) as provided by Theorem 4.1.
Since q = Psvλ[q](0, ω), it is thus natural to seek for q of the following form:
q = Ps(u0(ω)− u0(ω)) = hλ(p, ω)− Psu0(ω).
The constraint u0(ω) ∈Mλ(ω) is then written as a functional equation in terms of p:
p = Pcu0(ω) = Pcvλ[q](0, ω) + Pcu0(ω)
= Pcvλ[hλ(p, ω)− Psu0(ω)](0, ω) + Pcu0(ω).
As a consequence, the problem (4.20) can be rewritten as
(4.21)
{
Lω,λq(p)[v] = v, v ∈ C+η ,
p = Pcv(0, ω) + Pcu0(ω),
where q(p) = hλ(p, ω)−Psu0(ω). Note also that for the fixed point vλ[q(p)](·, ω) of Lω,λq(p), Pcvλ[q(p)](0, ω)
admits a natural integral representation given by:
(4.22) Pcvλ[q(p)](0, ω) = −
∫ +∞
0
Tλ,σ(0, s;ω)PcδG(θsω, vλ[q(p)](s, ω)) ds, ∀ p ∈ Hc,
which is obtained by applying the projector Pc to Lω,λq(p) given in (4.18) and setting t to 0. In virtue
of the integral representation (4.22), the problem (4.21) can be further transformed into the following
fixed point problem in terms of p but without any constraint:
(4.23) p = −
∫ +∞
0
Tλ,σ(0, s;ω)PcδG(θsω, vλ[q(p)](s, ω)) ds+ Pcu0(ω) =: Jω,λ(p),
where vλ[q(p)](·, ω) is the fixed point of Lω,λq(p) with q(p) = hλ(p, ω)− Psu0(ω).
The unknown p is then found using the contraction mapping principle applied to the operator Jω,λ
defined on Hc.
In Step 5, it is shown that the random initial datum u0 obtained from the previous step is tempered
by using an estimate on vλ[q](0, ω) derived in Step 3 and the assumption that u0 is tempered.
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Proof of Theorem 4.3. We proceed in five steps following the ideas outlined above to prove both
the forward and pullback asymptotic completeness properties of Mλ.
Step 1. Fixed point problem satisfied by vλ. Let us first point out a natural integral equation
to be satisfied by the difference, vλ := uλ − uλ, between any solution uλ of Eq. (4.1) and a given
solution uλ emanating from a given Hα-valued tempered random initial datum u0:
(4.24) vλ(t, ω) = Tλ,σ(t, t0;ω)vλ(t0, ω) +
∫ t
t0
Tλ,σ(t, s;ω)δG(θsω, vλ(s, ω)) ds, 0 ≤ t0 < t,
where
(4.25) δG(θsω, vλ(s, ω)) := G(θsω, uλ(s, ω) + vλ(s, ω))−G(θsω, uλ(s, ω)),
and Tλ,σ is the solution operator defined in § 3.4.
For any given q ∈ Hsα and ω ∈ Ω, let us define then a mapping Lω,λq acting on C+η as follows:
(4.26)
Lω,λq [v](t) := Tλ,σ(t, 0;ω)q +
∫ t
0
Tλ,σ(t, s;ω)PsδG(θsω, v(s, ω)) ds
−
∫ +∞
t
Tλ,σ(t, s;ω)PcδG(θsω, v(s, ω)) ds, t ≥ 0, v(·, ω) ∈ C+η ,
where δG is defined in (4.25), and C+η is the weighted Banach space defined in (4.19).
Similar to Step 1 of the Proof of Theorem 4.1 given in Appendix B, one can show that vλ(·, ω) is a
solution to (4.24) such that vλ(·, ω) ∈ C+η if and only if vλ(·, ω) is a fixed point of the operator Lω,λq
in C+η , with q = Psvλ(0, ω).
The rest of the proof is devoted to solving the following fixed point problem:
(4.27)
{
Lω,λq [v] = v, v ∈ C+η , η < 0,
v(0, ω) + u0(ω) ∈Mλ(ω), ω ∈ Ω,
which as explained above and in Step 5 below is sufficient to solve the asymptotic completeness
problem.
Step 2. Lω,λq leaves C+η stable. For each q ∈ Hsα and ω ∈ Ω, we show in this step that
(4.28) Lω,λq C+η ⊂ C+η .
Since η > η2 according to condition (4.7) and q ∈ Hsα, it follows from the partial-dichotomy estimate
(3.46a) that
(4.29) sup
t≥0
e−ηt−
∫ t
0 zσ(θsω) ds‖Tλ,σ(t, 0;ω)q‖α ≤ sup
t≥0
Ke(η2−η)t‖q‖α = K‖q‖α.
Recalling that G and F have the same Lipschitz constant Lip(F ), we then derive from (4.25) that
‖δG(θsω, v(s, ω))‖ ≤ Lip(F )‖v(s, ω)‖α for any s ≥ 0 and v(·, ω) ∈ C+η . This together with (3.46b)
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implies that
(4.30)
e−ηt−
∫ t
0 zσ(θsω) ds
∥∥∥∫ t
0
Tλ,σ(t, s;ω)PsδG(θsω, v(s, ω)) ds
∥∥∥
α
≤ Ke−ηt−
∫ t
0 zσ(θsω) ds
∫ t
0
eη2(t−s)+
∫ t
s zσ(θτω) dτ
(t− s)α ‖δG(θsω, v(s, ω))‖ ds
≤ KLip(F )e−ηt−
∫ t
0 zσ(θsω) ds
∫ t
0
eη2(t−s)+
∫ t
s zσ(θτω) dτ
(t− s)α ‖v(s, ω)‖α ds
≤ KLip(F )e−ηt−
∫ t
0 zσ(θsω) ds
∫ t
0
eη2(t−s)+ηs+
∫ t
0 zσ(θτω) dτ
(t− s)α ds‖v(·, ω)‖C+η
= KLip(F )
∫ t
0
e(η2−η)(t−s)
(t− s)α ds‖v(·, ω)‖C+η
≤ KLip(F )Γ(1− α)
(η − η2)1−α ‖v(·, ω)‖C+η , ∀ t ≥ 0, v(·, ω) ∈ C
+
η .
Similarly, we have for all t ≥ 0 and v(·, ω) ∈ C+η that
(4.31) e−ηt−
∫ t
0 zσ(θsω) ds
∥∥∥∫ +∞
t
Tλ,σ(t, s;ω)PcδG(θsω, v(s, ω)) ds
∥∥∥
α
≤ KLip(F )
η1 − η ‖v(·, ω)‖C+η .
Now, (4.28) follows from (4.29)–(4.31).
Step 3. Unique fixed point of Lω,λq . In this step, we show that Lω,λq has a unique fixed point
vλ[q](·, ω) ∈ C+η for each q ∈ Hsα and ω ∈ Ω; and that vλ[q] : [0,∞)×Ω→ Hα is (B([0,∞))⊗F ;B(Hα))-
measurable. The Lipschitz continuity of vλ[q](t, ω) with respect to q is also examined.
For any v1(·, ω), v2(·, ω) ∈ C+η , following the same type of estimates as given in (4.30)–(4.31), we
obtain
(4.32)
‖Lω,λq [v1]− Lω,λq [v2]‖C+η
≤ sup
t≥0
e−ηt−
∫ t
0 zσ(θsω) ds
∥∥∥∫ t
0
Tλ,σ(t, s;ω)Ps
[
δG(θsω, v1)− δG(θsω, v2)
]
ds
∥∥∥
α
+ sup
t≥0
e−ηt−
∫ t
0 zσ(θsω) ds
∥∥∥∫ +∞
t
Tλ,σ(t, s;ω)Pc
[
δG(θsω, v1)− δG(θsω, v2)
]
ds
∥∥∥
α
≤ KLip(F )((η1 − η)−1 + Γ(1− α)(η − η2)α−1)‖v1(·, ω)− v2(·, ω)‖C+η
= Υ1(F )‖v1(·, ω)− v2(·, ω)‖C+η ,
where Υ1(F ) ∈ (0, 1) is given in (4.7). This implies that Lω,λq is a uniform contraction in the space C+η
with respect to q. By the uniform contraction mapping principle, see e.g. [CH82, Theorems 2.1–2.2],
the operator Lω,λq has a unique fixed point vλ[q](·, ω) ∈ C+η for any q ∈ Hsα.
The measurability of vλ[q] : [0,∞) × Ω → Hα can be obtained in the same fashion as in Step 2 of
the proof in Appendix B, by relying on the Picard scheme naturally associated with the fixed point
problem Lω,λq [v] = v.
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We turn now to the Lipschitz continuity of vλ[q] with respect to q. According to the definition of
Lω,λq given in (4.26), we get
(4.33)
‖Lω,λq1 [v]− Lω,λq2 [v]‖C+η = ‖Tλ,σ(·, 0;ω)q1 − Tλ,σ(·, 0;ω)q2‖C+η
= sup
t≥0
e−ηt−
∫ t
0 zσ(θτω) dτ‖Tλ,σ(t, 0;ω)(q1 − q2)‖α
≤ ( by (4.29))
≤ K‖q1 − q2‖α, ∀ q1, q2 ∈ Hsα, v(·, ω) ∈ C+η .
Hence,
‖vλ[q1](·, ω)− vλ[q2](·, ω)‖C+η
= ‖Lω,λq1 [vλ[q1]]− Lω,λq2 [vλ[q2]]‖C+η
≤ ‖Lω,λq1 [vλ[q1]]− Lω,λq1 [vλ[q2]]‖C+η + ‖Lω,λq1 [vλ[q2]]− Lω,λq2 [vλ[q2]]‖C+η
≤ ( by (4.32) and (4.33))
≤ Υ1(F )‖vλ[q1](·, ω)− vλ[q2](·, ω)‖C+η +K‖q1 − q2‖α.
We then obtain
(4.34) ‖vλ[q1](·, ω)− vλ[q2](·, ω)‖C+η ≤
K
1−Υ1(F )‖q1 − q2‖α, ∀ q1, q2 ∈ H
s
α.
Note that when q = 0, v ≡ 0 satisfies (4.26). By the uniqueness of the fixed point, we have
vλ[0](t, ω) ≡ 0. This together with (4.34) implies that
(4.35) ‖vλ[q](·, ω)‖C+η ≤
K
1−Υ1(F )‖q‖α, ∀ q ∈ H
s
α.
Step 4. Unconstrained formulation of the problem (4.27). We show in this step that for
each ω ∈ Ω there exists q ∈ Hsα such that the constraint u0(ω) := vλ[q](0, ω) + u0(ω) ∈Mλ(ω) is met
for any given u0.
Since vλ[q](·, ω) is the fixed point of Lω,λq given in (4.26), it holds that
(4.36) q = Psvλ[q](0, ω).
Note also that an initial datum u0(ω) given by vλ[q](0, ω) + u0(ω) belongs to Mλ(ω) if u0(ω) =
p + hλ(p, ω) for some p ∈ Hc, where hλ is the random invariant manifold function of Eq. (4.1) as
provided by Theorem 4.1. Since q = Psvλ[q](0, ω), it is thus natural to seek for q of the following form:
(4.37) q = Psvλ[q](0, ω) = Ps(u0(ω)− u0(ω)) = hλ(p, ω)− Psu0(ω).
The constraint u0(ω) ∈Mλ(ω) is then written as a functional equation in terms of p:
(4.38)
p = Pcu0(ω) = Pcvλ[q](0, ω) + Pcu0(ω)
= Pcvλ[hλ(p, ω)− Psu0(ω)](0, ω) + Pcu0(ω).
Note also that Pcvλ[hλ(p, ω) − Psu0(ω)](0, ω) has a natural integral representation. Indeed, since
vλ[q](·, ω) is the fixed point of Lω,λq for each q ∈ Hsα, we obtain by applying Pc to (4.26) and setting t
to 0 that
(4.39) Pcvλ[q](0, ω) = −
∫ +∞
0
Tλ,σ(0, s;ω)PcδG(θsω, vλ[q](s, ω)) ds, ∀ q ∈ Hsα,
where we used the fact that the solution operator Tλ,σ leaves invariant the subspaces Hc and Hs as
pointed out in § 3.4.
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It follows from (4.38) and (4.39) that the original fixed point problem (4.27), i.e. Lω,λq [v] = v with
the constraint v(0, ω) + u0(ω) ∈ Mλ(ω), can be transformed into the following unconstrained fixed
point problem for p:
(4.40) p = Jω,λ(p),
where the operator Jω,λ is defined by:
(4.41)
Jω,λ(p) := Pcvλ[q(p)](0, ω) + Pcu0(ω)
= −
∫ +∞
0
Tλ,σ(0, s;ω)PcδG(θsω, vλ[q(p)](s, ω)) ds+ Pcu0(ω), p ∈ Hc,
with vλ[q(p)](·, ω) being the fixed point of Lω,λq(p) and q(p) = hλ(p, ω)− Psu0(ω).
It is then sufficient to solve (4.40) in Hc in order to solve the constrained fixed point problem (4.27)
and therefore the asymptotic completeness problem; the temperedness of u0 being checked in Step 5.
We show in the following that Jω,λ is a contraction mapping on Hc, leading then to a unique fixed
point pω,λ(u0) of Jω,λ for each given u0.
For any given p1 and p2 ∈ Hc, we get
(4.42)
‖Jω,λ(p1)− Jω,λ(p2)‖α
= ‖Pcvλ[q(p1)](0, ω)− Pcvλ[q(p2)](0, ω)‖α
=
∥∥∥∫ +∞
0
Tλ,σ(0, s;ω)Pc
(
δG
(
θsω, vλ[q(p1)](s, ω)
)− δG(θsω, vλ[q(p2)](s, ω))) ds∥∥∥
α
≤ KLip(F )
∫ ∞
0
e−η1s−
∫ s
0 zσ(θτω) dτ‖vλ[q(p1)](s, ω)− vλ[q(p2)](s, ω)‖α ds,
where we used the partial-dichotomy estimate (3.46c) and the fact that G and F have the same
Lipschitz constant Lip(F ) to obtain the last inequality above.
Recalling that q(pi) = hλ(pi, ω)− Psu0(ω), we obtain the following estimates by applying (4.34) to
the RHS of the last inequality above:
(4.43)
KLip(F )
∫ ∞
0
e−η1s−
∫ s
0 zσ(θτω) dτ‖vλ[q(p1)](s, ω)− vλ[q(p2)](s, ω)‖α ds
≤ K
2Lip(F )(η1 − η)−1
1−Υ1(F ) ‖hλ(p1, ω)− hλ(p2, ω)‖α
≤ K
2Lip(F )Lip(hλ)(η1 − η)−1
1−Υ1(F ) ‖p1 − p2‖α,
which — by noting that KLip(F )(η1 − η)−1 < 1 from (4.7) — leads to
‖Jω,λ(p1)− Jω,λ(p2)‖α ≤ KLip(hλ)
1−Υ1(F )‖p1 − p2‖α, ∀ p1, p2 ∈ H
c.
Hence, Jω,λ is a contraction mapping on Hc by assumption (4.16).
From what precedes, given u0 and the corresponding fixed point pω,λ(u0) of the operator Jω,λ,
we get therefore the existence of u0(ω) = vλ
[
q(pω,λ(u0))
]
(0, ω) + u0(ω) that belongs to Mλ(ω) so
that uλ = vλ[q(pω,λ(u0))] + uλ is a mild solution — hence also a classical solution according to
Proposition A.1 — of Eq. (4.1) on the manifold, and uλ(·, ω)− uλ(·, ω) ∈ C+η for each ω. We are just
left with the verification that u0 is tempered.
Step 5. Temperedness of u0 and the asymptotic completeness. We saw in the previous
step that given an Hα-valued tempered random initial datum u0, the sought solution uλ, which solves
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the problem (4.27), emanates from u0 given by:
(4.44) u0(ω) = pω,λ(u0) + hλ(pω,λ(u0), ω),
where pω,λ(u0) is the corresponding fixed point of the operator Jω,λ given in (4.41). In what follows
we check that such a u0 is an Hα-valued tempered random variable.
First, we check that u0 is a random variable. Since u0(ω) = pω,λ(u0) + hλ(pω,λ(u0), ω) for each ω
and hλ is measurable, we only need to check that ω 7→ pω,λ(u0) is (F ;B(Hc))-measurable. In that
respect, note that the function vλ[q] involved in the definition of the operator Jω,λ is known to be
(B([0,∞)) ⊗ F ;B(Hα))-measurable according to Step 3. The desired measurability of ω 7→ pω,λ(u0)
can be thus obtained by relying on the Picard scheme mentioned before associated with here the fixed
point problem Jω,λ(p) = p.
We check now that u0 is tempered. This is simply obtained from an appropriate control of ‖u0(ω)‖α
by ‖u0(ω)‖α which is made possible from the construction of u0 given in (4.44).
In that respect, first note that by the construction of Jω,λ given in (4.41), it holds that
‖pω,λ(u0)‖α = ‖Jω,λ(pω,λ(u0))‖α ≤ ‖Pcvλ
[
q(pω,λ(u0))
]
(0, ω)‖α + ‖Pcu0(ω)‖α
≤ ‖Pcvλ
[
q(pω,λ(u0))
]
(·, ω)‖C+η + ‖Pcu0(ω)‖α.
By applying (4.35) we obtain then:
(4.45)
‖pω,λ(u0)‖α ≤ K
1−Υ1(F )‖q(pω,λ(u0))‖α + ‖Pcu0(ω)‖α
=
K
1−Υ1(F )‖hλ(pω,λ(u0), ω)− Psu0(ω)‖α + ‖Pcu0(ω)‖α
≤ K
1−Υ1(F )
(
Lip(hλ)‖pω,λ(u0)‖α + ‖Psu0(ω)‖α
)
+ ‖Pcu0(ω)‖α, ∀ ω ∈ Ω.
Using assumption (4.16) in the last inequality, we obtain after simplification that
(4.46) ‖pω,λ(u0)‖α ≤ 1−Υ1(F )
1−Υ1(F )−KLip(hλ)
( K
1−Υ1(F )‖Psu0(ω)‖α + ‖Pcu0(ω)‖α
)
.
By noting that ‖Pcu0(ω)‖α < K1−Υ1(F )‖Pcu0(ω)‖α (recalling that K ≥ 1 and 0 < Υ1(F ) < 1), we
deduce:
‖pω,λ(u0)‖α ≤ 2K
1−Υ1(F )−KLip(hλ)‖u0(ω)‖α, ∀ ω ∈ Ω.
Hence, from the definition of u0 in (4.44):
(4.47)
‖u0(ω)‖α ≤ ‖pω,λ(u0)‖α + ‖hλ(pω,λ(u0), ω)‖α
≤ (1 + Lip(hλ))‖pω,λ(u0)‖α
≤ 2K(1 + Lip(hλ))
1−Υ1(F )−KLip(hλ)‖u0(ω)‖α, ∀ ω ∈ Ω.
The temperedness property of u0 follows then from the assumption that the initial datum u0 is
tempered.
Finally, we conclude about the asymptotic completeness property. Let uλ be the solution to Eq. (4.1)
which solves the problem (4.27), emanating from the initial datum as given in (4.44).
From the definition of C+η -norm, we obtain for each t ≥ 0 that
‖uλ(t, ω)− uλ(t, ω)‖α = ‖vλ[q(pω,λ(u0))](t, ω)‖α ≤ eηt+
∫ t
0 zσ(θsω) ds‖vλ[q(pω,λ(u0))](·, ω)‖C+η .
STOCHASTIC PARAMETERIZING MANIFOLDS AND NON-MARKOVIAN REDUCED EQUATIONS 33
Using (4.35) and q(pω,λ(u0)) = hλ(pω,λ(u0), ω)− Psu0(ω) in the above inequality, we obtain
(4.48) ‖uλ(t, ω)− uλ(t, ω)‖α ≤ Ke
ηt+
∫ t
0 zσ(θsω) ds
1−Υ1(F ) ‖hλ(pω,λ(u0), ω)− Psu0(ω)‖α,
which leads to
(4.49) ‖uλ(t, ω)− uλ(t, ω)‖α ≤ Ke
ηt+
∫ t
0 zσ(θsω) ds
1−Υ1(F ) ‖Psu0(ω)− Psu0(ω)‖α,
by simply applying Ps to (4.44).
For any  ∈ (0, |η|), let us now introduce the following positive random variables
(4.50) C,σ(ω) := sup
t≥0
Ke−t+
∫ t
0 zσ(θsω) ds
1−Υ1(F ) , C
′
,σ(ω) := sup
t≥0
Ke−t+
∫ 0
−t zσ(θsω) ds
1−Υ1(F ) ,
where Υ1(F ) is defined in (4.7).
Note that C,σ(ω) and C
′
,σ(ω) are finite for all ω because of the growth control relation of zσ(θtω)
given in (3.30). We obtain then from (4.49) that
(4.51) ‖uλ(t, ω)− uλ(t, ω)‖α ≤ C,σ(ω)e(η+)t‖Psu0(ω)− Psu0(ω)‖α, ∀ t ≥ 0, ω ∈ Ω.
By a simple change of fiber, we also obtain from (4.49) that:
(4.52)
‖uλ(t, θ−tω)− uλ(t, θ−tω)‖α
≤ C ′,σ(ω)e(η+)t‖Psu0(θ−tω)− Psu0(θ−tω)‖α, ∀ t ≥ 0, ω ∈ Ω.
Recalling that η < 0, the forward and pullback asymptotic completeness of Mλ follow respectively
from (4.51) and (4.52) with u0(ω) defined in (4.44). In both (4.51) and (4.52), the rate of attraction
is given by |η| −  for any  > 0 so that the critical attraction rate is |η|. The proof is now complete.

Remark 4.4.
1) The proof of Corollary 4.3 follows from the cohomology relation (3.41) and the estimate (4.49).
Indeed, the same estimates as given in (4.51) and (4.52) for the SPDE case can be derived
from (4.49) using the cohomology relation, but with the following random coefficients Ĉ,σ(ω)
and Ĉ ′,σ(ω):
(4.53) Ĉ,σ(ω) := sup
t≥0
Ke−t+σWt(ω)
1−Υ1(F ) , Ĉ
′
,σ(ω) := sup
t≥0
Ke−t−σW−t(ω)
1−Υ1(F ) .
2) Note that the random positive variable Ĉ,σ exhibits fluctuations which get larger as σ gets
bigger. In particular, for any γ > 0, it can be shown that the time t∗σ(ω), after which ‖uλ(t, ω)−
uλ(t, ω)‖α gets smaller than γ, is such that its expected value mσ increases with σ. However,
when σ tends to zero, mσ converges to the corresponding attraction time associated with σ = 0.
Hence, although the critical rate of attraction is independent of σ, the expected attraction time
to the inertial manifold (for a given precision γ) is not.
3) Note that from the proof of Theorem 4.3, we see that in the case where η > 0 the differ-
ence between the given solution uλ of Eq. (4.1) and the constructed solution uλ living on the
random invariant manifold Mλ has a growth controlled by C,σ(ω)e
η+t in the forward case
(resp. C ′,σ(ω)eη+t in the pullback case) for any  > 0.
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5. Local Stochastic Invariant Manifolds: Preparation to Critical Manifolds
In this section we present a local theory of stochastic invariant manifolds associated with the
global theory described in Section 4. The ideas are standard but the precise framework is detailed
here again in view of the main results regarding the approximation formulas of stochastic critical
manifolds (Section 6) and the related pullback characterizations (Section 8.1). In particular, the proof
of Theorem 5.1 is provided below where some elements will be used in establishing Theorem 6.2.
We introduce now the following notion of a local random (resp. stochastic) invariant manifold on
which we will rely to build our theory of stochastic critical manifolds in Section 6.
Definition 5.1. Let S be a continuous RDS acting on some separable Hilbert space H, and r be a
given positive integer. A random closed set Mloc is called a local random invariant Cr manifold of S
if the following conditions hold:
(i) Mloc is locally invariant in the sense that for each ω and each u0 ∈ M˚loc(ω) ( 6= ∅),27 there
exists tu0,ω > 0, such that S(t, ω)u0 ∈ M˚loc(θtω) for all t ∈ [0, tu0,ω).
(ii) There exist a closed subspace G ⊂ H and a measurable function h : G × Ω → L, with L
the topological complement of G in H, such that Mloc(ω) can be represented as the graph of
h(·, ω)|B(ω) for each ω, i.e.,
Mloc(ω) = {ξ + h(ξ, ω) | ξ ∈ B(ω)},
where B : Ω→ 2G is some random closed ball, such that B(ω) is centered at zero for each ω.
(iii) h(·, ω)|B(ω) is Cr for all ω.
(iv) Mloc(ω) is tangent to the subspace G at the origin:
h(0, ω) = 0, Dξh(0, ω) = 0, ∀ ω ∈ Ω.
The function h is called the local random invariant manifold function associated with Mloc.
As in the global version, we will refer the associated local manifold as a local stochastic invariant
Cr manifold when we will deal with Eq. (3.1).
Remark 5.1.
1) The random closed ball B in part (ii) of the above definition can be deterministic; see e.g. Corol-
lary 5.1 for such a situation.
2) Note that this notion of local random invariant manifold is a natural generalization of the
classical one already encountered for non-autonomous dynamical systems; see e.g. [Hen81,
Def. 6.1.1]. Here, “local” has to be understood in terms of both the time variable t and the
phase-space variable ξ as specified in (i) and (ii) in the definition above. As we will see in
Step 3 of the proof of Theorem 5.1, this “local” property arises as a direct consequence of the
cut-off procedure.
3) Note also that Definition 5.1 does not exclude that
S(t, ω)u0 ∈ M˚loc(θtω),
for t ∈ [t1u0,ω, t2u0,ω] with t2u0,ω > t1u0,ω > tu0,ω. Actually, the noise effects can make this to
happen on infinitely-many such time intervals; see [CGLW13] for more details.
Let us introduce now a cut-off version of the nonlinearity F . Let ζ : R+ → [0, 1] be a C∞ decreasing
function, such that
(5.1) ζ(s) =
{
1 if s ≤ 1,
0 if s ≥ 2.
27Here, M˚loc(ω) denotes the interior of Mloc(ω).
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For any given positive constant ρ, let us define a mapping Fρ : Hα → H via
(5.2) Fρ(u) := ζ
(‖u‖α
ρ
)
F (u).
We are now in position to formulate the results regarding the existence and smoothness of families
of local random invariant manifolds for Eq. (4.1), when the latter generates a continuous (global) RDS
acting on Hα.28
Theorem 5.1. Consider the RPDE (4.1). The linear operator Lλ is assumed to satisfy the corre-
sponding assumptions in § 3.1. The nonlinearity F : Hα → H is assumed to be Cp smooth for some
integer p ≥ 2, and to satisfy (3.5)–(3.6).29 Assume also that Eq. (4.1) generates a continuous RDS
acting on the space Hα.
We assume furthermore that an open interval Λ is chosen such that the uniform spectrum decom-
position (3.11) holds over Λ, and such that there exist η1 and η2 satisfying
(5.3) ηc > η1 > η2 > ηs,
for which
(5.4) ∃ η ∈ (η2, η1) s.t. η2 < jη < η1, ∀ j ∈ {1, · · · , r},
for some integer r ∈ {1, ..., p}. As above, ηc and ηs are defined in (3.12), and Hc and Hsα denote
the subspaces associated with the uniform spectrum decomposition, defined in (3.18) and (3.20) with
dim(Hc) = m.
Under these conditions, there exists ρ∗ > 0 such that for each ρ ∈ (0, ρ∗) the following uniform
spectral gap conditions hold:
(5.5) Υ1(Fρ) = KLip(Fρ)
(
(η1 − η)−1 + Γ(1− α)(η − η2)α−1
)
<
1
2
,
and
(5.6) Υj(Fρ) = KLip(Fρ)
(
(η1 − jη)−1 + Γ(1− α)(jη − η2)α−1
)
< 1, ∀ j ∈ {2, · · · , r},
where Fρ is defined by (5.2) and K is as given in the partial-dichotomy estimates (3.24).
Moreover, for each ρ ∈ (0, ρ∗), Eq. (4.1) possesses a family of local random invariant Cr manifolds
{Mlocλ }λ∈Λ, where each of such manifolds is m-dimensional and is given by
(5.7) Mlocλ (ω) := {ξ + hλ(ξ, ω) | ξ ∈ Bρ(ω)}, ω ∈ Ω, λ ∈ Λ,
with hλ : Hc×Ω→ Hsα denoting the corresponding random invariant manifold function. The associated
random closed ball Bρ is given by:
(5.8) Bρ(ω) := Bα(0, δρ(ω)) ∩Hc, ω ∈ Ω, 30
with
(5.9) δρ(ω) :=
e−zσ(ω)ρ
1 +K
, ω ∈ Ω,
where zσ(ω) is the OU process defined in (3.29).
28For applications we have in mind, it is often met that for any given initial datum u0 ∈ Hα there exists a unique
classical solution to Eq. (4.1) for all t ≥ 0 in the sense given in Proposition 3.1, and hence Eq. (4.1) generates an
RDS in the sense given in § 3.2. Such property holds for a broad class of random dissipative evolution equations; see
e.g. [CF94, Ges12, KL07].
29but not necessarily required to be globally Lipschitz here.
30Throughout this article, for any given positive random variable r(ω), Bα(0, r) denotes the random open ball in Hα
centered at the origin with random radius r; see e.g. [Cra02, Def. 2.1].
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Thanks to the cohomology relation between the two RDSs associated with Eqns. (3.1) and (4.1) as
recalled in § 3.3, we deduce the following corollary.
Corollary 5.1. Consider the SPDE (3.1). Assume that the same assumptions as in Theorem 5.1
hold with Λ specified therein. Let also ρ∗ be the positive constant as in Theorem 5.1.
Then for each ρ ∈ (0, ρ∗), Eq. (3.1) possesses a family of local stochastic invariant Cr manifolds
{M̂locλ }λ∈Λ, where each of such manifolds is m-dimensional and is given by
(5.10) M̂locλ (ω) := {ξ + ĥλ(ξ, ω) | ξ ∈ B̂ρ}, ω ∈ Ω, λ ∈ Λ,
with ĥλ : Hc × Ω → Hsα denoting the corresponding stochastic invariant manifold function for each
λ ∈ Λ.
In this case, the associated “random closed ball” is simply a deterministic ball, B̂ρ, which is given
by
(5.11) B̂ρ := Bα(0, δ̂ρ) ∩Hc,
with
(5.12) δ̂ρ :=
ρ
(1 +K)
.
Moreover, the following relation holds:
(5.13) ĥλ(ξ, ω) = e
zσ(ω)hλ(e
−zσ(ω)ξ, ω), ξ ∈ Hc, ω ∈ Ω,
where hλ(ξ, ω) is specified in Theorem 5.1.
Remark 5.2.
1) Note that from the proof of Theorem 5.1 given below (see e.g. (5.39)), for each ρ ∈ (0, ρ∗),
the local random invariant manifold Mlocλ can actually be obtained as the random graph over
a larger random closed ball with random radius given by
(5.14) δ˜ρ(ω) :=
e−zσ(ω)ρ
1 + Lip(hλ,ρ)
,
since indeed δρ(ω) < δ˜ρ(ω) for all ω according to (5.41).
Similarly, the local stochastic invariant manifold M̂locλ given in Corollary 5.1 can also be
defined over a larger deterministic ball with radius given by ρ1+Lip(hλ,ρ) . In all the cases, it
is important to note that such deterministic radii are artificial and result from the techniques
employed in the proofs of Theorem 5.1 and Corollary 5.1, such as e.g. the cohomology approach;
see also Remark 6.4.
2) The radius δρ provided in Theorem 5.1 results from a control of Lip(hλ,ρ) by K made possible
by the choice of ρ∗; see Step 3 below. The interest is that the resulting manifolds Mlocλ live then
above some λ-independent neighborhoods, which help simplify certain algebraic manipulation
in the proof of Theorem 6.2 that relies on Theorem 5.1.
Proof of Theorem 5.1. As mentioned before, the proof is accomplished via a cut-off procedure. We
proceed in three steps.
Step 1. Modification of the nonlinearity F through a cut-off function. We show in this
first step that the modified nonlinearity Fρ defined in (5.2) is globally Lipschitz while still being C
p
smooth.
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We first examine the smoothness of Fρ. Note that the ‖ · ‖α-norm is C∞ smooth at any nonzero
element in Hα as norm induced by the inner product 〈·, ·〉α given in Section 3. Then, a basic compo-
sition argument leads to Cp smoothness of Fρ at any nonzero element. It is also clear that Fρ has this
smoothness at the origin by the construction of ζ; and Fρ is thus C
p smooth on Hα.
Now, we show that Fρ is globally Lipschitz when ρ is sufficiently small. Note that DF is continuous
since F is Cp smooth with p ≥ 2 by our assumption. Note also that DF (0) = 0 by (3.6). Then, there
exists ρ1 > 0 and a positive function C(ρ) defined on [0, ρ1] such that
(5.15) C(ρ)→ 0 as ρ→ 0,
and
(5.16) ‖DF (u)‖α,0 ≤ C(ρ), ∀ ρ ∈ (0, ρ1], u ∈ Bα(0, ρ) ⊂ Hα,
where ‖DF (u)‖α,0 stands for the operator norm of DF (u) as a linear operator from Hα to H.
For any u1, u2 ∈ Hα, by the mean value theorem, there exists s ∈ [0, 1] such that
(5.17) F (u2) = F (u1) +DF (su1 + (1− s)u2)(u2 − u1).
Now, it follows from (5.16) and (5.17) that
(5.18) ‖F (u1)− F (u2)‖ ≤ C(ρ)‖u1 − u2‖α, ∀ ρ ∈ (0, ρ1], u1, u2 ∈ Bα(0, ρ).
Recall that D2F is also continuous. In particular, it is continuous at the origin. There exists then
ρ2 > 0 and a bounded positive function C˜(ρ) defined on [0, ρ2] such that
(5.19) ‖D2F (u)‖op ≤ C˜(ρ), ∀ ρ ∈ (0, ρ2], u ∈ Bα(0, ρ),
where ‖D2F (u)‖op is the operator norm of D2F (u) as a bilinear operator from Hα ×Hα to H.
Again, since F is Cp smooth with p ≥ 2, F (0) = 0, and DF (0) = 0, it follows then from the
Taylor-Lagrange theorem that
(5.20) F (u) = D2F (su)(u, u), ∀ u ∈ Hα,
for some s ∈ [0, 1] which depends on u.
We obtain from (5.19) and (5.20) that
(5.21) ‖F (u)‖ ≤ C˜(ρ)‖u‖2α, ∀ ρ ∈ (0, ρ2], u ∈ Bα(0, ρ).
Now, let
(5.22) ρ3 := min
{ρ1
2
,
ρ2
2
}
.
We show that for each fixed ρ ∈ (0, ρ3) it holds that
(5.23) ‖Fρ(u1)− Fρ(u2)‖ ≤
(
C(2ρ) + 4ρC˜(2ρ)Lip(ζ)
)‖u1 − u2‖α, ∀ u1, u2 ∈ Hα,
where Lip(ζ) denotes the global Lipschitz constant of the cut-off function ζ:
(5.24) |ζ(s1)− ζ(s2)| ≤ Lip(ζ)|s1 − s2|, ∀ s1, s2 ∈ R+.
There are three cases to be considered. If ‖u1‖α, ‖u2‖α ≥ 2ρ, then (5.23) holds trivially by the
definition of Fρ and the construction of ζ.
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If ‖u1‖α < 2ρ and ‖u2‖α ≥ 2ρ, we get
(5.25)
‖Fρ(u1)− Fρ(u2)‖ = ‖Fρ(u1)‖ =
∥∥∥ζ(‖u1‖α
ρ
)
F (u1)
∥∥∥ ≤ C˜(2ρ)‖u1‖2α∥∥∥ζ(‖u1‖αρ )∥∥∥
≤ 4ρ2C˜(2ρ)
∥∥∥ζ(‖u1‖α
ρ
)∥∥∥ = 4ρ2C˜(2ρ)∥∥∥ζ(‖u1‖α
ρ
)
− ζ
(‖u2‖α
ρ
)∥∥∥
≤ 4ρC˜(2ρ)Lip(ζ)(‖u2‖α − ‖u1‖α)
≤ 4ρC˜(2ρ)Lip(ζ)‖u1 − u2‖α,
where we used (5.21) and 2ρ < 2ρ3 ≤ ρ2 to derive the first inequality above. So (5.23) holds in this
case. By exchanging the role of u1 and u2, the result also holds for the case when ‖u2‖α < 2ρ and
‖u1‖α ≥ 2ρ.
Finally, if ‖u1‖α < 2ρ and ‖u2‖α < 2ρ, we get
(5.26)
‖Fρ(u1)− Fρ(u2)‖ =
∥∥∥ζ(‖u1‖α
ρ
)
F (u1)− ζ
(‖u2‖α
ρ
)
F (u2)
∥∥∥
≤
∥∥∥ζ(‖u1‖α
ρ
)
F (u1)− ζ
(‖u1‖α
ρ
)
F (u2)
∥∥∥+ ∥∥∥ζ(‖u1‖α
ρ
)
F (u2)− ζ
(‖u2‖α
ρ
)
F (u2)
∥∥∥
≤ C(2ρ)‖u1 − u2‖α + Lip(ζ)
∣∣∣‖u1‖α
ρ
− ‖u2‖α
ρ
∣∣∣ · ‖F (u2)‖
≤ C(2ρ)‖u1 − u2‖α + 4ρC˜(2ρ)Lip(ζ)‖u1 − u2‖α,
where we used (5.24) and (5.18) to derive the second last inequality above, and used (5.21) and
‖u2‖α < 2ρ to obtain the last inequality above. Again, (5.23) follows. Thus, Fρ is indeed globally
Lipschitz for each fixed ρ ∈ (0, ρ3).
Now, let
(5.27) Lip(Fρ) := C(2ρ) + 4ρC˜(2ρ)Lip(ζ), ρ ∈ (0, ρ3).
Then, it follows from (5.23) that
(5.28) ‖Fρ(u1)− Fρ(u2)‖ ≤ Lip(Fρ)‖u1 − u2‖α, ∀ u1, u2 ∈ Hα and ρ ∈ (0, ρ3).
Step 2. Existence of global random invariant manifolds for the modified equation. Now,
for each fixed ρ > 0, let us consider the following cut-off version of Eq. (4.1):
(5.29)
du
dt
= Lλu+ zσ(θtω)u+Gρ(θtω, u),
where
(5.30) Gρ(ω, u) := e
−zσ(ω)Fρ(ezσ(ω)u) = e−zσ(ω)ζ
(ezσ(ω)‖u‖α
ρ
)
F (ezσ(ω)u).
We first check condition (4.12) for Eq. (5.29) when ρ is sufficiently small. Note that the Lipschitz
constant of Fρ given in (5.27) satisfies that
(5.31) Lip(Fρ)→ 0 as ρ→ 0,
which follows from (5.15) and the boundedness of C˜(ρ) for sufficiently small ρ.
For η given in (5.4), we infer from (5.31) that there exists a positive constant ρ4 such that for all
ρ ∈ (0, ρ4), the following conditions are satisfied:
(5.32) Υj(Fρ) = KLip(Fρ)
(
(η1 − jη)−1 + Γ(1− α)(jη − η2)α−1
)
< 1, ∀ j ∈ {1, · · · , r},
where r ∈ {1, · · · , p} is as given in (5.4). Condition (4.12) is thus verified with Fρ in place of F .
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It is clear that Eq. (5.29) also satisfies other assumptions required in Theorems 4.1–4.2. Hence,
for each ρ ∈ (0, ρ4), there exists a family of global random invariant Cr manifolds {Mλ,ρ}λ∈Λ for
Eq. (5.29), which is given by:
(5.33) Mλ,ρ(ω) = {ξ + hλ,ρ(ξ, ω) | ξ ∈ Hc}, ∀ ω ∈ Ω, λ ∈ Λ, ρ ∈ (0, ρ4),
where the random invariant manifold function hλ,ρ : Hc×Ω→ Hsα is Cr smooth and globally Lipschitz
with respect to ξ for each ω, and it is tangent to Hc at the origin:
(5.34) hλ,ρ(0, ω) = 0, Dξhλ,ρ(0, ω) = 0, ∀ ω ∈ Ω.
Moreover, by the Lipschitz estimate given in (4.9), we also have that
(5.35) Lip(hλ,ρ) ≤ K
2Lip(Fρ)(η − η2)α−1Γ(1− α)
1−Υ1(Fρ) , ρ ∈ (0, ρ4),
where Υ1(Fρ) is given in (5.5).
Step 3. Existence of local random invariant manifolds for Eq. (4.1). Now, we show that
there exists ρ∗ > 0 sufficiently small such that for any given ρ ∈ (0, ρ∗), we can find a random closed
ball centered at the origin in Hc such that for each λ ∈ Λ the random graph of hλ,ρ over this random
closed ball is a local random invariant Cr manifold for Eq. (4.1). The construction of such manifolds
relies on the obvious fact that a solution of the original equation (4.1) coincides with a solution of
the cut-off version Eq. (5.29) over some time interval [0, t] provided that they both emanate from the
same sufficiently small initial datum.
We first remark that for each ρ > 0 by comparing Gρ given in (5.30) with G given in (4.2), we have
that
(5.36) ∀ u ∈ Hα,
(
‖u‖α ≤ e−zσ(ω)ρ
)
=⇒
(
Gρ(ω, u) = G(ω, u)
)
.
Note also that by the continuous dependence of the solutions of Eq. (5.29) with respect to the initial
data and the continuity of the OU process t 7→ zσ(θtω), we have:
(5.37)
∀ u0 ∈ Bα(0, e−zσ(ω)ρ), ∃ t∗u0,ω > 0, s.t.
‖uλ,ρ(t, ω;u0)‖α < e−zσ(θtω)ρ, ∀ t ∈ [0, t∗u0,ω).
For each ω ∈ Ω and u0 ∈ Hα, let us denote the solution to Eq. (4.1) emanating from u0 (in fiber
ω) by uλ(t, ω;u0), which is guaranteed to exist since Eq. (4.1) is assumed to generate an RDS. From
(5.36) and (5.37) we then obtain that
(5.38) ∀ u0 ∈ Bα(0, e−zσ(ω)ρ), ∃ t∗u0,ω > 0, s.t. uλ(t, ω;u0) = uλ,ρ(t, ω;u0), t ∈ [0, t∗u0,ω).
The idea is then to build the sought local random invariant manifold for Eq. (4.1) as a subset Mlocλ
that lives in Bα(0, e−zσ(ω)ρ) of the (global) invariant manifold Mλ,ρ for the modified equation (5.29).
By taking indeed any initial datum u0 in the interior of such a subset, it holds ‖u0‖α < e−zσ(ω)ρ, so
that uλ = uλ,ρ on [0, t
∗
u0,ω) by (5.38). As we will see, this will imply the local invariance property of
Mlocλ from the invariance property of Mλ,ρ under uλ,ρ.
We focus then first on how to ensure ‖u0‖α ≤ e−zσ(ω)ρ when u0 ∈Mλ,ρ. For each such u0, and each
ρ ∈ (0, ρ4), we have that
u0 = Pcu0 + hλ,ρ(Pcu0, ω),
which implies
(5.39) ‖u0‖α ≤ ‖Pcu0‖α + ‖hλ,ρ(Pcu0, ω)‖α ≤ (1 + Lip(hλ,ρ))‖Pcu0‖α.
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Recalling that Lip(Fρ)→ 0 as ρ→ 0, we have
(5.40) ∃ ρ5 > 0, s.t. Υ1(Fρ) ≤ 1
2
, ρ ∈ (0, ρ5].
Therefore, by noting that KLip(Fρ)(η− η2)α−1Γ(1−α) ≤ Υ1(Fρ) from (5.5), we get from (5.35) that
(5.41) Lip(hλ,ρ) ≤ K, ∀ ρ ∈ (0, ρ∗),
where
(5.42) ρ∗ := min{ρ4, ρ5},
leading in turn to
(5.43) ‖u0‖α ≤ (1 +K)‖Pcu0‖α, ∀ ρ ∈ (0, ρ∗).
It is then sufficient that ‖Pcu0‖α < e−zσ(ω)ρ1+K to ensure ‖u0‖α ≤ e−zσ(ω)ρ. Let us now introduce
(5.44) Bρ(ω) := Bα(0, δρ(ω)) ∩Hc, ρ ∈ (0, ρ∗), ω ∈ Ω,
with
(5.45) δρ(ω) :=
e−zσ(ω)ρ
1 +K
, ω ∈ Ω.
We claim that for each ρ ∈ (0, ρ∗), Mlocλ defined by
(5.46) Mlocλ (ω) := {ξ + hλ(ξ, ω) | ξ ∈ Bρ(ω)}, ω ∈ Ω, λ ∈ Λ,
corresponds to a local random invariant Cr manifold associated with Eq. (4.1), where the corresponding
local random invariant manifold function hλ is taken to be hλ,ρ as obtained in Step 2.
The fact that Mlocλ is a random closed set can be obtained by considering the sequence {γn}n∈N of
measurable mappings γn : Ω → Hα defined by γn(ω) := e−zσ(ω)un + hλ(e−zσ(ω)un, ω), where {un} ∈
(Hc)N is a sequence dense in Bα(0, ρ1+K ) ∩ Hc. Then similar to Step 3 of Appendix B, we get that
Mlocλ (ω) = {γn(ω)|n ∈ N}
Hα
, which implies that Mlocλ is a random closed set by application of the
Selection Theorem [CV77, Thm. III.9].
Now, we show that Mlocλ is locally invariant under the RDS associated with Eq. (4.1). Note that
‖Pcu0‖α < δρ(ω) for all u0 in the interior, M˚locλ (ω), of Mlocλ (ω), which implies that ‖u0‖α < e−zσ(ω)ρ
thanks to (5.43) and (5.45). Then, it follows from (5.38) that there exists t∗u0,ω > 0 such that
(5.47) uλ(t, ω;u0) = uλ,ρ(t, ω;u0), t ∈ [0, t∗u0,ω).
Since Mλ,ρ is invariant under uλ,ρ for all t > 0 and hλ = hλ,ρ, we also have for each ω ∈ Ω that
(5.48) uλ,ρ(t, ω;u0) = Pcuλ,ρ(t, ω;u0) + hλ(Pcuλ,ρ(t, ω;u0), θtω), ∀ t ≥ 0, u0 ∈Mlocλ (ω).
Therefore,
(5.49) uλ(t, ω;u0) = Pcuλ(t, ω;u0) + hλ(Pcuλ(t, ω;u0), θtω), ∀ u0 ∈ M˚locλ (ω), t ∈ [0, t∗u0,ω).
Using again ‖Pcu0‖α < δρ(ω) for all u0 ∈ M˚locλ (ω), it follows from the continuous dependence of the
solutions with respect to the initial data and the continuity of the OU process t 7→ zσ(θtω) that there
exists t∗∗u0,ω > 0 such that
(5.50) ‖Pcuλ(t, ω;u0)‖α < δρ(θtω), ∀ t ∈ [0, t∗∗u0,ω).
This together with (5.49) implies that
(5.51) uλ(t, ω;u0) ∈ M˚locλ (θtω), ∀ t ∈ [0, tu0,ω),
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where
tu0,ω := min{t∗u0,ω, t∗∗u0,ω}.
The local invariance property of Mlocλ follows.
Note also that hλ clearly satisfies the required conditions in Definition 5.1 since hλ,ρ does from
Step 2. The proof is now complete.

6. Local Stochastic Critical Manifolds: Existence and Approximation Formulas
In this section, we focus on a typical situation where the control parameter λ varies in an interval
that contains the critical value, λc, at which the trivial steady state of Eq. (3.1) changes its linear
stability stated as a principle of exchange of stabilities (PES) given in (6.4) below. We show in Lemma
6.1 that this PES implies that the uniform spectrum decomposition (3.11) introduced in Section 3 is
naturally satisfied. It allows us in turn to establish in Proposition 6.1 the existence and smoothness
of a family of local stochastic critical manifolds in the sense of Definition 6.1, which are built — by
relying on Section 5 — as random graphs over some deterministic neighborhoods of the origin in the
subspace spanned by the critical modes that lose their stability as λ crosses λc. By construction, these
manifolds carry nonlinear dynamical information associated with this loss of linear stability.
We then derive in Theorem 6.2 and Corollary 6.1 our main results concerning explicit random
approximation formulas to the leading order of these local stochastic critical manifolds about the
origin.
A pullback characterization of the approximation formulas of these stochastic critical manifolds
will be derived in Section 8.1. As we will see such a characterization provides geometric insights
of approximating manifolds associated with these approximation formulas that will be furthermore
useful to build up more general manifolds for the parameterization problem of the “small” scales by
the “large” ones; see Section 8.3.
6.1. Standing hypotheses. Consider the SPDE (3.1). We recall and reformulate some of our as-
sumptions from Section 3. The assumptions about the linear operator Lλ are those of Section 3. The
nonlinearity F : Hα → H is assumed here to be Cp smooth and to take the following form:
(6.1) F (u) = Fk(u, · · · , u︸ ︷︷ ︸
k times
) +O(‖u‖k+1α ),
where Hα is as before the space associated with the fractional power Aα for some α ∈ [0, 1), k and p
are integers such that
(6.2) p > k ≥ 2,
and
(6.3)
Fk : Hα × · · · × Hα︸ ︷︷ ︸
k times
→ H
is a continuous k-linear operator. Without any confusion we will often write Fk(u) instead of Fk(u, · · · , u)
to simplify the presentation. Note that (6.1) encompasses a large class of nonlinearities satisfying (3.5)
and (3.6).
Throughout this section, we also assume that the RPDE (4.1) associated with the SPDE (3.1) has
a unique classical solution for any given initial datum in Hα in the sense specified in Proposition 3.1.
We denote as before the corresponding RDS acting on Hα by Sλ. The resulting RDS associated with
Eq. (3.1) via the cohomology relation (3.41) is denoted by Ŝλ.
42 CHEKROUN, LIU, AND WANG
We assume furthermore that there exists a critical value λc and an integer m > 0 such that the
following principle of exchange of stabilities (PES) holds at λc for the spectrum σ(Lλ):
(6.4)
Reβj(λ)

< 0 if λ < λc,
= 0 if λ = λc,
> 0 if λ > λc,
∀ j ∈ {1, · · · ,m},
Reβj(λc) < 0, ∀ j ≥ m+ 1.
Note that the critical value λc in (6.4) is the value of λ at which the trivial steady state of Eq. (3.1)
(or Eq. (4.1)) changes its linear stability.
In what follows we will make use of the following decomposition of σ(Lλ) associated with the PES
condition (6.4):
(6.5) σc(Lλ) := {βj(λ) | j = 1, 2, · · · ,m}, σs(Lλ) := {βj(λ) | j = m+ 1, m+ 2, · · · },
where m is as given in (6.4).
Recall that according to the convention adopted in this article, eigenvalues are counted with mul-
tiplicity; so repetitions are allowed in (6.5). In particular σc(Lλ) may, for instance, be constituted of
only one eigenvalue of multiplicity m; such situations will be analyzed in details in [CGLW13].
6.2. Existence of local stochastic critical manifolds. Under the assumptions given in the previ-
ous subsection, we establish in Proposition 6.1 below the existence and smoothness of local stochastic
(resp. random) invariant manifolds for the RDSs associated with Eq. (3.1) (resp. Eq. (4.1)) for λ in
some neighborhood of the critical value λc. The resulting manifolds will be called local stochastic
(resp. random) critical manifolds; see Definition 6.1.
First, let us introduce the following lemma.
Lemma 6.1. Assume that the standing hypotheses of § 6.1 about the linear operator Lλ and its
spectrum hold.
Then, for any r ∈ N∗, there exists an open interval Λr containing the critical value λc specified in
(6.4), such that
(6.6) 0 > rηc(r) > ηs(r),
where
(6.7) ηc(r) := infλ∈Λr
inf
j=1,··· ,m
{Reβj(λ)}, ηs(r) := sup
λ∈Λr
sup
j≥m+1
{Reβj(λ)}.
Remark 6.1.
1) It follows from (6.6) that ηs(r) < ηc(r). This shows in particular that the PES condition
implies that Lλ satisfies the uniform spectrum decomposition (3.11) over Λr for each r ∈ N∗.
The spectrum of Lλ is thus separated into two disjoint parts, σc(Lλ) and σs(Lλ) defined in
(6.5), with card(σc(Lλ)) = m, as λ varies in Λr. This allows us to introduce subspaces Hc(λ)
and Hsα(λ) associated with the decomposition (6.5) for each λ ∈ Λr as done in (3.18) and
(3.20) with therefore Hc(λ) of fixed dimension m. For the same reasons as given in Section 3,
we will omit hereafter to point out the λ-dependence of these subspaces.
In the sequel, Hc (resp. Hsα) will be called the critical subspace (resp. non-critical subspace)
of Hα. The corresponding eigenvectors that span Hc (resp. Hsα) will be called the critical modes
(resp. non-critical modes).
2) It is important to note also that condition (6.6) — and thus the PES condition in virtue of
Lemma 6.1 — prevents eigenvalues from σs(Lλ) given in (6.5) to cross the imaginary axis as
λ varies in Λr for any r ∈ N∗. Hence, no eigenvalues other than those of σc(Lλ) change sign
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in each such Λr. The approximation formulas provided in Theorem 6.2 and Corollary 6.1 are
subject to condition (6.6) with r = 2k, where k is the leading order of F ; see (6.1).
3) Note that conditions similar to (6.6) has been often met in the literature when dealing with
regularity properties of (deterministic) invariant manifolds; see for instance [CLL91, Gal93,
Koc97]. Lemma 6.1 shows that such regularity properties may be in fact derived from the PES
condition which is easier to check than (6.6) in practice.
Proof. It follows from the PES condition (6.4) that
(6.8) τ := Reβm+1(λc) < 0.
Since Lλ is a family of closed operators on H which depends continuously on λ, it follows that each
eigenvalue βn(λ) depends continuously on λ; see e.g. [Kat95, Thm. IV 3.16]. This together with (6.8)
implies that there exists an open bounded interval Λ containing λc such that
(6.9) sup
λ∈Λ
Reβm+1(λ) ≤ 3
4
τ.
Then, according to the ordering of the eigenvalues as specified in (3.8)–(3.10), we have
(6.10) sup
λ∈Λ
sup
j≥m+1
Reβj(λ) = sup
λ∈Λ
Reβm+1(λ) ≤ 3
4
τ.
Since Reβj(λc) = 0 for j ∈ {1, · · · ,m} (from the PES condition), by the continuous dependence of
the corresponding eigenvalues on λ again, we have for each given r ∈ N∗ that there exists a bounded
open interval Λ˜r containing λc such that
(6.11) inf
λ∈Λ˜r
inf
j=1,··· ,m
Reβj(λ) ≥ τ
4r
.
Now, by introducing
Λr := Λ ∩ Λ˜r,
it follows from (6.10) and (6.11) that
(6.12)
ηc(r) = inf
λ∈Λr
inf
j=1,··· ,m
{Reβj(λ)} ≥ τ
4r
,
ηs(r) = sup
λ∈Λr
sup
j≥m+1
{Reβj(λ)} ≤ 3τ
4
.
Recalling that τ < 0 from (6.8), we have that ηs(r) ≤ 3τ4 < τ4 ≤ rηc(r). Note also from (6.4) that
Reβj(λ) < 0 for j ∈ {1, · · · ,m} if λ < λc, so that ηc(r) as given in (6.12) is negative. The proof is
complete.

Proposition 6.1. Assume that the standing hypotheses of § 6.1 hold. For each r ∈ N∗, let Λr be
the open interval provided by Lemma 6.1 with ηs(r) and ηc(r) as specified therein which in particular
satisfy
(6.13) 0 > rηc(r) > ηs(r).
For each ρ > 0, let Fρ be the modified nonlinearity associated with F as given by (5.2).
Let us also introduce:
(6.14) r∗ := min{r, p},
where p indicates the regularity of F given in § 6.1 as a Cp-smooth function.
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Then for each
(6.15) η ∈
(ηs(r)
r
, ηc(r)
)
,
there exists ρ∗ > 0 such that for each ρ ∈ (0, ρ∗) the following uniform spectral gap conditions hold:
(6.16) Υ1(Fρ) = KLip(Fρ)
(
(η1 − η)−1 + Γ(1− α)(η − η2)α−1
)
<
1
2
,
and
(6.17) Υj(Fρ) = KLip(Fρ)
(
(η1 − jη)−1 + Γ(1− α)(jη − η2)α−1
)
< 1, ∀ j ∈ {2, · · · , r∗},
where K is as given in the partial-dichotomy estimates (3.24).
Moreover, for each ρ ∈ (0, ρ∗) and each λ ∈ Λr the following assertions hold:
(i) The RDS, Sλ, associated with Eq. (4.1) admits an m-dimensional local random invariant
Cr
∗−manifold, Mlocλ , provided by Theorem 5.1, which is given by:
(6.18) Mlocλ (ω) := {ξ + hλ(ξ, ω) | ξ ∈ Bρ(ω)}, ω ∈ Ω,
where hλ and Bρ are as specified therein.
(ii) The RDS, Ŝλ, associated with Eq. (3.1) via the cohomology relation (3.41) admits an m-
dimensional local stochastic invariant Cr
∗−manifold, M̂locλ , provided by Corollary 5.1, which is
given by:
(6.19) M̂locλ (ω) := {ξ + ĥλ(ξ, ω) | ξ ∈ B̂ρ}, ω ∈ Ω.
Remark 6.2. In case (i), recall from Remark 4.2 (1) and the proof of Theorem 5.1 (Step 3), that the
local random invariant manifold, Mlocλ , is characterized as the random set consisting of all elements
u0 in Hα such that there exists a complete trajectory of the truncated version of Eq. (4.1) given by
Eq. (5.29), passing through u0 at t = 0 and which has a controlled growth as t → −∞. This control
growth is given by eηt−
∫ 0
t zσ(θτω) dτ which bounds the Hα-norm of such a trajectory as t → −∞, for
η ∈ (ηs(r)r , ηc(r)) chosen such that the conditions (6.16) and (6.17) hold. Similar statement holds in
case (ii).
Proof. Lemma 6.1 shows that the standing hypotheses of § 6.1 about the linear operator Lλ imply
that the uniform spectrum decomposition (3.11) holds over Λr for each r ∈ N∗. This proposition is
thus a direct consequence of Theorem 5.1 and Corollary 5.1. The Cr
∗−smoothness of the manifolds is
achieved by noting that for each η as given by (6.15), we can choose η1 and η2 such that
(6.20) 0 > ηc(r) > η1 > η2 > ηs(r), 0 > rη1 > η2,
and
(6.21) η ∈
(η2
r
, η1
)
,
which implies that η2 < rη < η < η1 (since η < 0) leading in turn to
(6.22) η2 < jη < η1, ∀ j ∈ {1, · · · , r∗},
so that condition (5.4) of Theorem 5.1 is satisfied. 
This proposition allows us to introduce the following notion of local stochastic (resp. random)
critical manifold associated with the SPDE (3.1) (resp. the RPDE (4.1)).
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Definition 6.1. For each Λr provided by Lemma 6.1 and each λ ∈ Λr, a local random invariant
Cr
∗−manifold associated with Eq. (4.1) guaranteed by Proposition 6.1 is called a local random critical
Cr
∗−manifold, and is denoted by Mcritλ . The corresponding local invariant manifold function is called
a local critical manifold function.
Similarly, for each λ ∈ Λr, a local stochastic invariant Cr∗−manifold associated with Eq. (3.1)
guaranteed by Proposition 6.1 is called a local stochastic critical Cr
∗−manifold, and is denoted by
M̂critλ .
Hereafter, a local stochastic (resp. random) critical manifold will be simply referred to as a local
critical manifold for the sake of concision.
Remark 6.3. Note that in the deterministic case, the notion of a critical manifold has been used in
[Hen81, Sect. 6.3] to refer to a classical center manifold, i.e., only when λ = λc. Our notion of critical
manifold includes but is not limited to center manifold. For instance, when λ > λc a critical manifold
corresponds to an unstable manifold. When λ < λc, it corresponds to the manifold constituted by
initial data in Hα from which emanate solutions that are pullback attracted by the origin, whose rate
of attraction is entirely determined by the decay rate of ‖Pcu‖α to zero. These manifolds constitute
thus, in a certain sense, the natural objects that reflect locally the PES at the level of the nonlinear
dynamics. In [CGLW13], it will be shown that the parameterizing manifolds introduced in Part II of
this article can serve to provide global analogues of critical manifolds that will turn out to be particularly
useful in the study of stochastic bifurcations arising in SPDEs driven by (linear) multiplicative noise.
6.3. Approximation of local stochastic critical manifolds. We present in this subsection ap-
proximation formulas of the local critical manifolds provided by Proposition 6.1.
First, let us introduce the following Landau notations for random functions.
Landau notations. Let X, Y1, and Y2 be real Banach spaces, and {Ω,F ,P} be a probability
space. Consider two measurable mappings fi : X × Ω→ Yi, i = 1, 2. We write
(6.23) f1(ξ, ω) = O(f2(ξ, ω))
to mean that there exist a constant M > 0 and a random open ball B(0, r(ω)) ⊂ X centered at 0,
such that the following holds
‖f1(ξ, ω)‖Y1 ≤M‖f2(ξ, ω)‖Y2 , ∀ ξ ∈ B(0, r(ω)), ω ∈ Ω.
We denote by
(6.24) f1(ξ, ω) = o(f2(ξ, ω))
to mean that for each constant  > 0, there exists a random open ball B(0, r(ω)) ⊂ X centered at 0,
such that
‖f1(ξ, ω)‖Y1 ≤ ‖f2(ξ, ω)‖Y2 , ∀ ξ ∈ B(0, r(ω)), ω ∈ Ω.
Similar notations apply to the case when f2 is a deterministic mapping and f2 is still random. Note
that when f1 is also deterministic, these notations agree with the classical Landau notations. It should
be clear from the context which one is meant.
We turn now to the main abstract results of this article. For this purpose, let us first introduce the
following Lyapunov-Perron integral:
(6.25) Iλ(ξ, ω) =
∫ 0
−∞
eσ(k−1)Ws(ω)Ide−sLλPsFk(esLλξ) ds, ∀ ξ ∈ Hc, ω ∈ Ω.
Note that this integral is well defined for all λ ∈ Λ if Λ ⊂ R is chosen such that the following
condition holds:
(6.26) ηs < ηc and ηs < kηc,
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where ηc and ηs are as given in (3.12), and k denotes the order of the nonlinear terms Fk.
Indeed, for such a Λ, we can find η1 and η2 such that
(6.27) ηs < η2 < η1 < ηc, and η2 < kη1.
Then, by using the dichotomy estimate (3.24b), we get∥∥∥∫ 0
−∞
eσ(k−1)Ws(ω)Ide−sLλPsFk(esLλξ) ds
∥∥∥
α
≤ K
∫ 0
−∞
eσ(k−1)Ws(ω)−η2s
|s|α
∥∥∥Fk(esLλξ)∥∥∥ds.
Note also that by continuous k-linearity of Fk and the dichotomy estimate (3.24c), there exists C > 0
such that
‖Fk(esLλξ)‖ ≤ C‖esLλξ‖kα ≤ CKkekη1s‖ξ‖kα, ∀ ξ ∈ Hc.
We obtain then∥∥∥∫ 0
−∞
eσ(k−1)Ws(ω)Ide−sLλPsFk(esLλξ) ds
∥∥∥
α
≤ CKk+1
∫ 0
−∞
eσ(k−1)Ws(ω)+(kη1−η2)s
|s|α ds‖ξ‖
k
α,
which is finite thanks to the condition kη1 > η2 and the fact that s 7→Ws(ω) has sublinear growth as
recalled in Lemma 3.1.
The theorem below shows that the Lyapunov-Perron integral, Iλ, provides in fact the leading-order
approximation to the stochastic critical manifold function ĥλ for ‖ξ‖α sufficiently small31, and for Λ
chosen to be Λ2k such as provided by Lemma 6.1.
Theorem 6.2. Assume the standing hypotheses of § 6.1 hold. Let k be the leading order of the
nonlinearity specified in (6.1), and Λ2k be the open interval provided by Lemma 6.1 with r = 2k.
Let us define, for each λ ∈ Λ2k, the mapping happλ : Hc×Ω→ Hsα as the following Lyapunov-Perron
integral:
(6.28) happλ (ξ, ω) := e
(k−1)zσ(ω)
∫ 0
−∞
eσ(k−1)Ws(ω)Ide−sLλPsFk(esLλξ) ds, ∀ ξ ∈ Hc, ω ∈ Ω.
Then the local critical manifold function hλ associated with M
crit
λ provided by Proposition 6.1 (i)
(with r = 2k) can be approximated to the leading order, k, by happλ in the following sense:
• For any  > 0, there exists a random open ball Bα(0, r(ω)) such that
(6.29) ‖hλ(ξ, ω)− happλ (ξ, ω)‖α ≤ ‖ξ‖kα, ξ ∈ Bα(0, r(ω)) ∩Hc, λ ∈ Λ2k, ω ∈ Ω.
Furthermore r(ω) ≤ δρ(ω) for all ω, where δρ is the random variable given by
(6.30) δρ(ω) :=
e−zσ(ω)ρ
1 +K
, ω ∈ Ω,
for ρ sufficiently small32.
Similarly, for each λ ∈ Λ2k, let us define ĥappλ (ξ, ω) := ezσ(ω)happλ (e−zσ(ω)ξ, ω), which leads to
(AF) ĥappλ (ξ, ω) =
∫ 0
−∞
eσ(k−1)Ws(ω)Ide−sLλPsFk(esLλξ) ds, ∀ ξ ∈ Hc, ω ∈ Ω.
Then, the local critical manifold function ĥλ associated with M̂
crit
λ provided by Proposition 6.1 (ii)
(with r = 2k) can be approximated to the leading order, k, by ĥappλ in the following sense:
31Note however that the random radius r̂(ω) where the approximation (6.31) holds such as deduced from the proof
of Theorem 6.2, is not optimal.
32More precisely, for ρ ∈ (0, ρ) where ρ is defined in (6.64) in the proof below.
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• For any  > 0, there exists a random open ball Bα(0, r̂(ω)) such that
(6.31) ‖ĥλ(ξ, ω)− ĥappλ (ξ, ω)‖α ≤ ‖ξ‖kα, ξ ∈ Bα(0, r̂(ω)) ∩Hc, λ ∈ Λ2k, ω ∈ Ω.
Furthermore, r̂(ω) ≤ δ̂ρ for all ω, where δ̂ρ is the deterministic constant given by
(6.32) δ̂ρ :=
ρ
(1 +K)
,
for ρ sufficiently small.33
Remark 6.4. Note that the above theorem provides therefore conditions under which the local critical
manifold function ĥλ associated with M̂
crit
λ is approximated by ĥ
app
λ given by (AF), in the sense that
(6.33) ‖ĥλ(ξ, ω)− ĥappλ (ξ, ω)‖α = o(‖ξ‖kα), ∀ λ ∈ Λ2k,
where o(‖ξ‖kα) is the Landau notation defined in (6.24).
It is important to note that neither these conditions nor the radius over which such an approximation
is valid are optimal here. In particular, the deterministic bound provided by (6.32) is artificial and
results from the techniques adopted in the proof of Theorem 6.2; see also Remark 5.2.
We assume for the rest of this subsection that Lλ is self-adjoint. In this case, as we will see
the approximation formulas happλ and ĥ
app
λ given respectively in (6.28) and (AF) can be written as
random homogeneous polynomials of order k in the critical state variables, and thus constitute genuine
leading-order Taylor approximations of the corresponding families of local critical manifolds.
For that purpose, first note that Lλ being self-adjoint, all its eigenvalues are real. Since H1, the
domain of Lλ, is compactly and densely embedded into H, it follows that the set of normalized
eigenvectors {ei | i ∈ N∗}34 forms a Hilbert basis of H.35 Then, the critical subspace Hc and the
non-critical subspace Hsα are given respectively by:
(6.34)
Hc := span{ei | i = 1, · · · ,m}, and
Hsα := span{ej | j = m+ 1,m+ 2, · · · , }
Hα
.
Let us also introduce the following notion of random homogeneous polynomials adapted to our
framework, which allows us to make precise what we mean by Taylor approximations of critical
manifolds.
Definition 6.2. Let Hc be the m-dimensional critical subspace and Hsα be the non-critical subspace
as given in (6.34). A random homogeneous polynomial function of order p in the critical variable ξ
with range in Hsα is a function of the form
(6.35) g : Hc × Ω→ Hsα, (ξ, ω) 7→
∞∑
n=m+1
gn(ξ, ω)en,
with gn(ξ, ·) := 〈g(ξ, ·), en〉,36 which satisfies furthermore the following conditions:
(i) For each fixed ξ ∈ Hc, gn(ξ, ·) : Ω → R is
(F ;B(R))-measurable, where F is the σ-algebra
associated with the Wiener process;
33Same remark given above applies here.
34As done for the subspaces Hc and Hsα, we suppress the λ-dependence of the eigenvectors ei.
35This is a direct consequence of the spectral properties of symmetric compact operators (see e.g. [Eva10, Appendix
E, Thm. 7]), and the fact that there exists a positive constant a such that (−Lλ + aId)−1 exists and is a symmetric
compact operator on H.
36where 〈·, ·〉 denoting the inner-product in the ambient Hilbert space H.
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(ii) gn(·, ω) : Hc → R is a homogeneous polynomial in ξ1, · · · , ξm of order p for all ω, where ξi =
〈ξ, ei〉 for i = 1, · · · ,m.
The approximation formula ĥappλ (resp. h
app
λ ) given in (AF) (resp. (6.28)) will be called the leading-
order Taylor approximation of the corresponding local critical manifold function ĥλ (resp. hλ) if the
estimate (6.31) (resp. (6.29)) holds and if ĥappλ (resp. h
app
λ ) is furthermore a random homogeneous
polynomial of order k in the critical state variable ξ ∈ Hc.
Corollary 6.1. Assume the standing hypotheses of § 6.1 hold. Assume furthermore that Lλ is self-
adjoint. Then, the approximation happλ given in (6.28) constitutes the leading-order Taylor approxi-
mation of the corresponding hλ. More precisely, this approximation is given by:
(6.36) happλ (ξ, ω) =
∞∑
n=m+1
happ,nλ (ξ, ω)en, ∀ ξ ∈ Hc, ω ∈ Ω,
where m is the dimension of the critical subspace Hc, and happ,nλ (ξ, ω) is given for each n ≥ m+ 1 by
(6.37)
happ,nλ (ξ, ω) := e
(k−1)zσ(ω) ∑
(i1,··· ,ik)∈Ik
ξi1 · · · ξik〈Fk(ei1 , · · · , eik), en〉M i1,··· ,ikn (ω, λ).
Here, I = {1, · · · ,m}, ξi = 〈ξ, ei〉 for each i ∈ I with 〈·, ·〉 denoting the inner-product in the ambient
Hilbert space H, and for each (i1, · · · , ik) ∈ Ik, the M i1,··· ,ikn (ω, λ)-term is given by:
(6.38) M i1,··· ,ikn (ω, λ) :=
∫ 0
−∞
e
(∑k
j=1 βij (λ)−βn(λ)
)
s+σ(k−1)Ws(ω) ds,
where each βij (λ) denotes the eigenvalue associated with the corresponding mode eij in Hc, and βn(λ)
denotes the eigenvalue associated with the high mode en in Hs.
Under the same assumptions, the approximation ĥappλ given in (AF) constitutes the leading-order
Taylor approximation of the corresponding stochastic manifold function, ĥλ. More precisely, this
approximation is given by:
(6.39) ĥ
app
λ (ξ, ω) =
∞∑
n=m+1
ĥapp,nλ (ξ, ω)en, ∀ ξ ∈ Hc, ω ∈ Ω,
where ĥapp,nλ (ξ, ω) is given for each n ≥ m+ 1 by
(6.40)
ĥapp,nλ (ξ, ω) :=
∑
(i1,··· ,ik)∈Ik
ξi1 · · · ξik〈Fk(ei1 , · · · , eik), en〉M i1,··· ,ikn (ω, λ).
Remark 6.5.
1) Note that M i1,··· ,ikn (ω, λ) is finite for each (i1, · · · , ik) ∈ Ik, λ ∈ Λ2k, and ω ∈ Ω. This
follows from the fact that limt→±∞
Wt(ω)
t = 0 for each ω (see Lemma 3.1 again), and that∑k
j=1 βij (λ) > βn(λ). This latter inequality holds since according to (6.6) and (6.7), we have
that
∑k
j=1 βij (λ) ≥ kηc(2k) > 2kηc(2k) > ηs(2k) ≥ βn(λ) for all λ ∈ Λ2k. Besides, it can
be checked that M i1,··· ,ikn (ω, λ) is a tempered random variable. In Section 9, it will be shown
that such random variables convey memory effects that will be expressed in terms of decay of
correlations provided that σ lives in some admissible range; see Lemma 9.1.
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2) It is worthwhile noting that the M i1,··· ,ikn (ω, λ)-terms come with 〈Fk(ei1 , · · · , eik), en〉, i.e. the
nonlinear, leading-order self-interactions of the (corresponding) critical modes, as projected
against the non-critical mode en. Note that by definition, any permutation of a k-tuple
(i1, · · · , ik) corresponds to a same M i1,··· ,ikn (ω, λ)-term but may correspond to different in-
teractions projected against the en-mode.
3) Note that if σc(Lλ) as defined in (6.5) consists of one eigenvalue with multiplicity m, i.e.,
(6.41) β1(λ) = · · · = βm(λ) =: β∗(λ), ∀ λ ∈ Λ2k,
then each M i1,··· ,ikn (ω, λ)-term reduces to the following simplified form:
(6.42) Mn(ω, λ) :=
∫ 0
−∞
e[kβ∗(λ)−βn(λ)]s+σ(k−1)Ws(ω) ds.
4) When σ = 0, in the general case for Lλ, the approximation result stated in Theorem 6.2
recovers those obtained in [Hen81, Lemma 6.2.4], [MW05, Chap. 3], and [MW13, Appendix
A]. The proof presented in §6.4 below works literally for this case by simply setting σ and hence
zσ to zero; see also Lemma 8.1.
In the self-adjoint case for Lλ, the approximation formula (6.39) becomes deterministic when
σ = 0, where the Mn-terms given in (6.38) are then reduced to
(6.43) M i1,··· ,ikn (λ) =
∫ 0
−∞
e
(∑k
j=1 βij (λ)−βn(λ)
)
s ds =
1∑k
j=1 βij (λ)− βn(λ)
,
for each n ≥ m+1 and λ ∈ Λ2k. In this case also, the M i1,··· ,ikn -terms come with the nonlinear,
leading-order self-interactions of the critical modes, as projected against the non-critical mode
en.
6.4. Proofs of Theorem 6.2 and Corollary 6.1. We turn first to the description of the main ideas
of the proof of Theorem 6.2.
Skeleton of the Proof of Theorem 6.2. We focus on the approximation of hλ, the results for
ĥλ following then from the cohomology relation given in (5.13).
The estimate given in (6.29) will be achieved by using an appropriate pivot quantity happλ,ρ in the
basic triangle inequality:
(6.44) ‖hλ(ξ, ω)− happλ (ξ, ω)‖α ≤ ‖hλ(ξ, ω)− happλ,ρ (ξ, ω)‖α + ‖happλ,ρ (ξ, ω)− happλ (ξ, ω)‖α.
To describe this pivot quantity we first recall from Section 5 that hλ = hλ,ρ, where hλ,ρ is obtained
as the fixed point of the following integral equation
(6.45) hλ,ρ(ξ, ω) =
∫ 0
−∞
Tλ,σ(0, s;ω)PsGρ
(
θsω, uλ,ρ(s, ω; ξ + hλ,ρ(ξ, ω))
)
ds
associated with a modified equation of Eq. (4.1) given by
(6.46)
du
dt
= Lλu+ zσ(θtω)u+Gρ(θtω, u),
where Tλ,σ is the solution operator introduced in § 3.4, Gρ is an appropriate cut-off version of G, and
uλ,ρ is a mild solution to (6.46) on (−∞, 0] taking value ξ + hλ,ρ(ξ, ω) at t = 0; see also (5.29)–(5.30)
and (4.8).
The pivot happλ,ρ is then obtained by replacing Gρ in the integral equation (6.45) with Gρ,k (the
leading order term of Gρ as defined in (6.56)) and by replacing the mild solution uλ,ρ of Eq. (6.46)
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involved in (6.45) with the backward solution v(s) := Tλ,σ(s, 0;ω)ξ, s ≤ 0, associated with the random
linear equation:
(6.47)
dv
dt
= Lλv + zσ(θtω)v.
Note that v(s) is well-defined since ξ ∈ Hc; see § 3.4.
In other words, the pivot quantity happλ,ρ reads:
(6.48) happλ,ρ (ξ, ω) :=
∫ 0
−∞
Tλ,σ(0, s;ω)PsGρ,k(θsω,Tλ,σ(s, 0;ω)ξ)ds, ξ ∈ Hc, ω ∈ Ω.
Let us first describe how we control ‖happλ,ρ (ξ, ω) − happλ (ξ, ω)‖α. Actually, happλ,ρ differs from the
approximation formula happλ as rewritten in (6.95) by replacing Gk with Gρ,k, so that h
app
λ,ρ − happλ is
given by:
happλ (ξ, ω)− happλ,ρ (ξ, ω) =
∫ 0
−∞
Tλ,σ(0, s;ω)
(
1− ζ
(ezσ(θsω)‖v(s)‖α
ρ
))
PsGk(θsω, v(s)) ds;
see (6.96).
By noting that ζ
(
ezσ(θsω)‖v(s)‖α
ρ
)
= 1 if ezσ(θsω)‖v(s)‖α ≤ ρ, the last identity above becomes:
happλ (ξ, ω)− happλ,ρ (ξ, ω) =
∫ s0(ξ)
−∞
Tλ,σ(0, s;ω)
(
1− ζ
(ezσ(θsω)‖v(s)‖α
ρ
))
PsGk(θsω, v(s)) ds,
where s0(ξ) < 0 denotes the first time at which the backward solution v(s) of Eq. (6.47) emanating
from some ξ ∈ Hc leaves Bα(0, e−zσ(θsω)ρ). This remark allows us in Step 5 to control ‖happλ (ξ, ω) −
happλ,ρ (ξ, ω)‖α as follows by usage of the partial-dichotomy estimates (3.46) and continuous k-linear
properties of Gk:
‖happλ (ξ, ω)− happλ,ρ (ξ, ω)‖α ≤
∫ s0(ξ)
−∞
κ0(s, ω)ds‖ξ‖k,
where κ0(s, ω) is some exponentially decaying factor; see (6.102).
37
By taking ξ in a sufficiently small random ball Bα(0, r(ω)) ∩Hc, it is then shown that∫ s0(ξ)
−∞
κ0(s, ω)ds ≤ 
2
,
leading to a good control of ‖happλ (ξ, ω) − happλ,ρ (ξ, ω)‖α. The last inequality above follows from the
observation that s0(ξ) gets more negative as ‖ξ‖α gets smaller.
The control of ‖hλ(ξ, ω)− happλ,ρ (ξ, ω)‖α is more challenging and is carried out in Steps 2, 3, and 4.
Note that according to (6.45), (6.48), and the fact hλ = hλ,ρ, it holds that
(6.49) hλ(ξ, ω)− happλ,ρ (ξ, ω) =
∫ 0
−∞
Tλ,σ(0, s;ω)Ps
(
Gρ(θsω, u(s))−Gρ,k(θsω, v(s))
)
ds,
where we have introduced u(s) := uλ,ρ(s, ω; ξ+ hλ,ρ(ξ, ω) to simplify the presentation. The main task
is then to obtain a good control of the quantity ‖Gρ(θsω, u(s))−Gρ,k(θsω, v(s))‖, which can be split
further as follows by introducing another pivot Gρ,k(θsω, u(s)):
(6.50)
‖Gρ(θsω, u(s))−Gρ,k(θsω, v(s))‖ ≤ ‖Gρ(θsω, u(s))−Gρ,k(θsω, u(s))‖
+ ‖Gρ,k(θsω, u(s))−Gρ,k(θsω, v(s))‖.
37The OU process zσ(θsω) is involved in the factor κ0(s, ω), and its control is made possible thanks to the growth
control estimates given in (3.30).
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We then point out in Step 2 at the level of “vector fields” key estimates of ‖Gρ(ω, u)−Gρ,k(ω, u)‖
and ‖Gρ,k(ω, u1) − Gρ,k(ω, u2)‖ that result from continuous k-linear properties of the leading order
term Fk (see again (5.30) and (6.56) for the definitions of the notations):
‖Gρ(ω, u)−Gρ,k(ω, u)‖ ≤ C1(ω)‖u‖k+1α , ∀ u ∈ Hα, ω ∈ Ω,
‖Gρ,k(ω, u1)−Gρ,k(ω, u2)‖ ≤ C2(ω)
(‖u1‖k−1α + ‖u2‖k−1α )‖u1 − u2‖α
+ C3(ω)‖u2‖kα‖u1 − u2‖α, ∀ u1, u2 ∈ Hα, ω ∈ Ω,
where the Ci(ω)’s are some positive random constants; see (6.65)–(6.66). Using these estimates and
the partial-dichotomy estimates (3.46) in (6.49), we then obtain within the same step that
‖hλ(ξ, ω)− happλ,ρ (ξ, ω)‖α ≤ I1(ξ, ω) + I2(ξ, ω) + I3(ξ, ω),
where
(6.51)
I1(ξ, ω) =
∫ 0
−∞
κ1(s, ω)‖u(s)‖k+1α ds,
I2(ξ, ω) =
∫ 0
−∞
κ2(s, ω)(‖u(s)‖k−1α + ‖v(s)‖k−1α )‖u(s)− v(s)‖αds,
I3(ξ, ω) =
∫ 0
−∞
κ3(s, ω)‖v(s)‖kα‖u(s)− v(s)‖αds,
with the κi(s, ω)’s denoting some exponentially decaying factors, and u(s), v(s) the solutions associated
with respectively Eq. (6.46) and Eq. (6.47) as before; see (6.70) for more details. Here, I1(ξ, ω) provides
a control of ∥∥∥∫ 0
−∞
Tλ,σ(0, s;ω)Ps
(
Gρ(θsω, u(s))−Gρ,k(θsω, u(s))
)
ds
∥∥∥
α
,
and I1(ξ, ω) + I3(ξ, ω) provides a control of∥∥∥∫ 0
−∞
Tλ,σ(0, s;ω)Ps
(
Gρ,k(θsω, u(s))−Gρ,k(θsω, v(s))
)
ds
∥∥∥
α
.
In Step 3, the following estimates of ‖u(s)‖α, ‖v(s)‖α, and ‖u(s)− v(s)‖α are then carried out:
‖u(s)‖α ≤ κ4(s, ω)‖ξ‖α, ‖v(s)‖α ≤ κ5(s, ω)‖ξ‖α, ‖u(s)− v(s)‖α ≤ κ6(s, ω)‖ξ‖kα,(6.52)
where the κi(s, ω)’s are positive but not necessarily decaying factors; see (6.71)–(6.73).
The estimate for ‖v(s)‖α follows directly from the partial-dichotomy estimate (3.46c). The controls
of ‖u(s)‖α and ‖u(s) − v(s)‖α are subject to a control of ‖u(·)‖C−η by 2K‖ξ‖α as pointed out at
the beginning of Step 3 resulting from application of the estimate (B.16) derived in the proof of
Theorem 4.1. The rest of Step 3 is devoted to showing that
‖u(s)− v(s)‖α ≤ C4(ω)κ7(s, ω)‖u(·)‖kC−η ,
where κ7(s, ω) is a positive factor and C4(ω) is a positive random constant. This quantity C4(ω)
is obtained by appropriately controlling the integrands arising from application of the dichotomy
estimates to the integral equation (6.54) given below that u(t) satisfies; see (6.76)–(6.77) and (6.84).
A basic algebraic lemma (Lemma 6.2) is then used to achieve this appropriate control.
In Step 4, by using (6.52) in (6.51), we obtain with the help of Lemma 6.2 that
‖hλ(ξ, ω)− happλ,ρ (ξ, ω)‖α ≤ I1(ξ, ω) + I2(ξ, ω) + I3(ξ, ω)
≤ C5(ω)‖ξ‖k+1α + C6(ω)‖ξ‖2k−1α + C7(ω)‖ξ‖2kα , ∀ ξ ∈ Hc,
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where the Ci(ω)’s are some positive random constants; see (6.90). It then follows that ‖hλ(ξ, ω) −
happλ,ρ (ξ, ω)‖α ≤ 2‖ξ‖kα when ξ is in some sufficiently small random ball Bα(0, r(ω)) ∩Hc.
Finally, the estimate (6.29) follows by combining estimates for ‖hλ(ξ, ω)−happλ,ρ (ξ, ω)‖α and ‖happλ,ρ (ξ, ω)−
happλ (ξ, ω)‖α, which is done in Step 6.
Proof of Theorem 6.2. We proceed in six steps following the ideas outlined above.
Step 1. Integral equation for hλ and the pivot h
app
λ,ρ . In this step, we recall an integral
equation that hλ satisfies, and introduce an intermediate approximation formula h
app
λ,ρ . Corresponding
error estimates between hλ and h
app
λ,ρ will be obtained in the next three steps.
First, let us recall that from the proof of Theorem 5.1, we have
hλ = hλ,ρ,
where hλ,ρ is the global random invariant manifold function associated with the modified equation
(5.29). By application of Theorem 4.1 to Eq. (5.29), we know that hλ,ρ satisfies the following integral
equation:
(6.53) hλ,ρ(ξ, ω) =
∫ 0
−∞
Tλ,σ(0, s;ω)PsGρ
(
θsω, uλ,ρ(s, ω; ξ + hλ,ρ(ξ, ω))
)
ds,
where Tλ,σ is as given in § 3.4 and uλ,ρ(·, ω; ξ + hλ,ρ(ξ, ω)) is a mild solution of Eq. (5.29) defined on
(−∞, 0] taking value ξ + hλ,ρ(ξ, ω) at t = 0. Recall from the construction of such an hλ,ρ (see Step 1
in the proof of Theorem 4.1) that the corresponding mild solution uλ,ρ(·, ω; ξ + hλ,ρ(ξ, ω)) is obtained
as the unique fixed point in C−η of the integral operator N ω,λξ,ρ defined by:
(6.54)
N ω,λξ,ρ [u](s) := Tλ,σ(s, 0;ω)ξ −
∫ 0
s
Tλ,σ(s, s
′;ω)PcGρ(θs′ω, u(s′)) ds′
+
∫ s
−∞
Tλ,σ(s, s
′;ω)PsGρ(θs′ω, u(s′)) ds′, s ≤ 0.
This fact will be used in Step 3 below.
Now, for each ρ > 0 and λ ∈ Λ2k, let us introduce a mapping happλ,ρ : Hc × Ω→ Hsα defined by:
(6.55) happλ,ρ (ξ, ω) :=
∫ 0
−∞
Tλ,σ(0, s;ω)PsGρ,k(θsω,Tλ,σ(s, 0;ω)ξ) ds, ξ ∈ Hc, ω ∈ Ω,
where
(6.56) Gρ,k(ω, u) := e
−zσ(ω)Fρ,k(ezσ(ω)u) with Fρ,k(u) := ζ
(‖u‖α
ρ
)
Fk(u),
and ζ is the cut-off function defined in (5.1).
Compared with hλ,ρ(ξ, ω) defined in (6.53), the nonlinearity Gρ is replaced here by Gρ,k, and the
pathwise solution uλ,ρ is replaced by the solution Tλ,σ(s, 0;ω)ξ of the linear problem
dv
dt = Lλv +
zσ(θtω)v with initial datum ξ ∈ Hc.
We aim to show in the next three steps that there exists ρ > 0, such that for each fixed ρ ∈ (0, ρ)
and any  > 0, there exists a random open ball Bα(0, r
∗
 (ω)) ⊂ Hα verifying
(6.57) ‖hλ,ρ(ξ, ω)− happλ,ρ (ξ, ω)‖α ≤

2
‖ξ‖kα, ∀ ξ ∈ Bα(0, r∗ (ω)) ∩Hc, λ ∈ Λ2k, ω ∈ Ω.
Since in what follows all estimates are uniform in λ for all λ ∈ Λ2k, and are produced for each fixed
ω, to simplify the presentation, we introduce for all s ≤ 0 and ξ ∈ Hc the following two notations
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keeping only the time dependence explicit:38
(6.58)
u(s) := uλ,ρ(s, ω; ξ + hλ,ρ(ξ, ω)),
v(s) := Tλ,σ(s, 0;ω)ξ.
Then from (6.53) and (6.55) we obtain
(6.59) hλ,ρ(ξ, ω)− happλ,ρ (ξ, ω) =
∫ 0
−∞
Tλ,σ(0, s;ω)
(
PsGρ(θsω, u(s))− PsGρ,k(θsω, v(s))
)
ds.
The integral representation of hλ,ρ − happλ,ρ involved in (6.59) motivates the estimates presented in
the next three steps, which are organized as follows. In Step 2, we first point out some key estimates
related to Gρ and Gρ,k at the level of “vector fields,” which are then used to control (6.59) via three
integral terms I1(ξ, ω), I2(ξ, ω), and I3(ξ, ω). These integral terms involve the mild solution u(s) and
the linear flow v(s); see (6.70). In Step 3, we derive some related estimates of ‖u(s)‖α, ‖v(s)‖α, and
‖u(s)− v(s)‖α, which will be used in Step 4 to derive the desired error estimate announced in (6.57).
Step 2. Estimates of the nonlinear terms at the level of “vector fields.” In this step, we
first establish some estimates about Gρ and Gρ,k as “vector fields” from (Hα, ‖ · ‖α) to (H, ‖ · ‖), and
then derive a control of ‖hλ,ρ(ξ, ω)− happλ,ρ (ξ, ω)‖α as given in (6.70).
We first note that:
(6.60)
‖PsGρ(θsω, u(s))− PsGρ,k(θsω, v(s))‖ ≤ ‖PsGρ(θsω, u(s))− PsGρ,k(θsω, u(s))‖
+ ‖PsGρ,k(θsω, u(s))− PsGρ,k(θsω, v(s))‖.
To proceed further from (6.60), we establish some estimates about Fρ and Fρ,k, where
(6.61) Fρ(u) := ζ
(‖u‖α
ρ
)
F (u), Fρ,k(u) := ζ
(‖u‖α
ρ
)
Fk(u),
and ζ is still the cut-off function defined in (5.1).
In the sequel, C > 0 will denote a generic positive constant which may or may not depend on ρ.
We claim that there exist ρ˜ > 0 and a positive constant C such that:
‖Fρ(u)‖ ≤ C‖u‖kα, ∀ ρ ∈ (0, ρ˜), u ∈ Hα,(6.62a)
‖Fρ(u)− Fρ,k(u)‖ ≤ C‖u‖k+1α , ∀ ρ ∈ (0, ρ˜), u ∈ Hα.(6.62b)
Let us first check (6.62a). It follows from the assumption (6.1) that F (u) = O(‖u‖kα). Hence, there
exists ρ˜ > 0 and a positive constant C such that
‖F (u)‖ ≤ C‖u‖kα, ∀ u ∈ Bα(0, 2ρ˜).
Then, for each ρ ∈ (0, ρ˜), (6.62a) holds for all u ∈ Bα(0, 2ρ). Note also that (6.62a) holds obviously if
‖u‖α ≥ 2ρ by the definition of the cut-off function ζ in (5.1).
From (6.1), we also have that F (u)−Fk(u) = O(‖u‖k+1α ). Following the same arguments as above,
we obtain (6.62b) by choosing possibly a smaller ρ˜ and a larger constant C.
38It is also safe to suppress the ρ-dependence of the mild solution uλ,ρ because all the estimates on uλ,ρ are done for
a fixed ρ ∈ (0, ρ), with ρ specified later in (6.64). The dependence on σ is also removed for the sake of readability.
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Moreover, since Fk is a continuous k-linear operator and ζ is Lipschitz, we have that for each ρ > 0,
there exists C > 0 such that
(6.63)
‖Fρ,k(u1)− Fρ,k(u2)‖ =
∥∥∥ζ(‖u1‖α
ρ
)
Fk(u1, · · · , u1︸ ︷︷ ︸
k times
)− ζ
(‖u2‖α
ρ
)
Fk(u2, · · · , u2︸ ︷︷ ︸
k times
)
∥∥∥
≤
∥∥∥ζ(‖u1‖α
ρ
)
Fk(u1, · · · , u1)− ζ
(‖u1‖α
ρ
)
Fk(u1, · · · , u1︸ ︷︷ ︸
k−1 times
, u2)
∥∥∥
+
∥∥∥ζ(‖u1‖α
ρ
)
Fk(u1, · · · , u1︸ ︷︷ ︸
k−1 times
, u2)− ζ
(‖u1‖α
ρ
)
Fk(u1, · · · , u1︸ ︷︷ ︸
k−2 times
, u2, u2)
∥∥∥+ · · ·
+
∥∥∥ζ(‖u1‖α
ρ
)
Fk(u1, u2, · · · , u2)− ζ
(‖u1‖α
ρ
)
Fk(u2, · · · , u2)
∥∥∥
+
∥∥∥ζ(‖u1‖α
ρ
)
Fk(u2, · · · , u2)− ζ
(‖u2‖α
ρ
)
Fk(u2, · · · , u2)
∥∥∥
≤ C
k−1∑
i=0
‖u1‖k−1−iα ‖u2‖iα‖u1 − u2‖α + C‖u2‖kα‖u1 − u2‖α
≤ C
k−1∑
i=0
(‖u1‖k−1α + ‖u2‖k−1α )‖u1 − u2‖α + C‖u2‖kα‖u1 − u2‖α
= kC
(‖u1‖k−1α + ‖u2‖k−1α )‖u1 − u2‖α + C‖u2‖kα‖u1 − u2‖α, ∀ u1, u2 ∈ Hα.
Now, let us define ρ by:
(6.64) ρ := min{ρ˜, ρ∗},
where ρ˜ is as specified in (6.62), and ρ∗ is as given in Proposition 6.1 to ensure the existence of a
critical manifold for λ ∈ Λ2k; see also Remark 5.2. From now on, we fix an arbitrary ρ ∈ (0, ρ).
Recalling from (5.30) and (6.56) that
Gρ(ω, u) = e
−zσ(ω)Fρ(ezσ(ω)u), Gρ,k(ω, u) = e−zσ(ω)Fρ,k(ezσ(ω)u),
it follows then from (6.62) that
(6.65)
‖Gρ(ω, u)‖ ≤ Ce(k−1)zσ(ω)‖u‖kα, ∀ u ∈ Hα, ω ∈ Ω,
‖Gρ(ω, u)−Gρ,k(ω, u)‖ ≤ Cekzσ(ω)‖u‖k+1α , ∀ u ∈ Hα, ω ∈ Ω.
Similarly, it follows from (6.63) that
(6.66)
‖Gρ,k(ω, u1)−Gρ,k(ω, u2)‖ ≤ kCe(k−1)zσ(ω)
(‖u1‖k−1α + ‖u2‖k−1α )‖u1 − u2‖α
+ Cekzσ(ω)‖u2‖kα‖u1 − u2‖α, ∀ u1, u2 ∈ Hα, ω ∈ Ω.
It follows directly from (6.65) and (6.66) that
(6.67) ‖PsGρ(θsω, u(s))− PsGρ,k(θsω, u(s))‖ ≤ Cekzσ(θsω)‖u(s)‖k+1α , ∀ s ≤ 0,
and
(6.68)
‖PsGρ,k(θsω, u(s))− PsGρ,k(θsω, v(s))‖
≤ kCe(k−1)zσ(θsω)(‖u(s)‖k−1α + ‖v(s)‖k−1α )‖u(s)− v(s)‖α
+ Cekzσ(ω)‖v(s)‖kα‖u(s)− v(s)‖α, ∀ s ≤ 0.
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Now, we apply (6.60) and (6.67)–(6.68) together with the partial-dichotomy estimates given in
(3.46) to estimate (6.59). For this purpose, let us choose η1 and η2 as in the proof of Proposition 6.1
with 2k in place of r. In particular,
(6.69) 0 > η∗c > η1 > η2 > η
∗
s ,
recalling that η∗c = ηc(2k) and η∗s = ηs(2k).
The bounds in (6.67)–(6.68) allow us to control the terms in (6.60) which in turn allow us to control
(6.59) after application of the partial-dichotomy estimate (3.46b):
(6.70)
‖hλ,ρ(ξ, ω)− happλ,ρ (ξ, ω)‖α ≤ KC
∫ 0
−∞
e−η2s+
∫ 0
s zσ(θτω) dτ+kzσ(θsω)
|s|α ‖u(s)‖
k+1
α ds
+ kKC
∫ 0
−∞
(e−η2s+∫ 0s zσ(θτω) dτ+(k−1)zσ(θsω)
|s|α
× (‖u(s)‖k−1α + ‖v(s)‖k−1α )‖u(s)− v(s)‖α)ds
+KC
∫ 0
−∞
e−η2s+
∫ 0
s zσ(θτω) dτ+kzσ(θsω)
|s|α ‖v(s)‖
k
α‖u(s)− v(s)‖αds
=: I1(ξ, ω) + I2(ξ, ω) + I3(ξ, ω).
To estimate the integral terms above, we first derive in the next step some estimates of ‖u(s)‖α,
‖v(s)‖α, and ‖u(s)− v(s)‖α for all s ≤ 0.
Step 3. Estimates about the stochastic flows u(s) and v(s). We show that for each s ≤ 0,
ξ ∈ Hc, and ω ∈ Ω, the following estimates hold:
‖u(s)‖α ≤ 2Keηs−
∫ 0
s zσ(θτω) dτ‖ξ‖α,(6.71)
‖v(s)‖α ≤ Keη1s−
∫ 0
s zσ(θτω) dτ‖ξ‖α,(6.72)
‖u(s)− v(s)‖α ≤ (2K)kC1(ω)e(kη−(k−1)1)s−
∫ 0
s zσ(θτω) dτ‖ξ‖kα,(6.73)
where C1(ω) and 1 will be defined below in (6.85) and (6.79), respectively.
Recall that u(·) = uλ,ρ(·, ω; ξ+hλ,ρ(ξ, ω)) is the mild solution of Eq. (5.29) defined on (−∞, 0] taking
value ξ + hλ,ρ(ξ, ω) at t = 0, which is furthermore the unique fixed point in C
−
η of the operator N ω,λξ,ρ
defined in (6.54). In particular, Pcu(0) = ξ. It is also clear that u(s) ≡ 0 if ξ = 0. As a consequence,
by using the estimate (B.16) applied to the mild solution u(s) (with ξ1 = ξ and ξ2 = 0), we obtain
(6.74) ‖u(·)‖C−η ≤
K
1−Υ1(Fρ)‖ξ‖α.
Recall from Theorem 5.1 that Υ1(Fρ) can be made less than
1
2 by taking ρ < ρ
∗. Using this in
(6.74), we obtain for ρ < ρ (with ρ given in (6.64)):
(6.75) ‖u(·)‖C−η ≤ 2K‖ξ‖α.
Now, (6.71) follows directly from (6.75) and the definition of the ‖ · ‖C−η -norm given in (4.4).
The estimate about v(s) in (6.72) follows directly from the definition of v in (6.58) and the partial-
dichotomy estimate (3.46c).
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The remaining part of this step is devoted to deriving (6.73). Since u(·) is a fixed point in C−η of
the integral operator N ω,λξ,ρ defined in (6.54) and v(·) = Tλ,σ(·, 0;ω)ξ, we get naturally:
(6.76)
u(s)− v(s) = −
∫ 0
s
Tλ,σ(s, s
′;ω)PcGρ(θs′ω, u(s′)) ds′
+
∫ s
−∞
Tλ,σ(s, s
′;ω)PsGρ(θs′ω, u(s′)) ds′, s ≤ 0, ω ∈ Ω.
Applying the partial-dichotomy estimates (3.46) to (6.76), we obtain that
‖u(s)− v(s)‖α ≤ K
∫ 0
s
eη1(s−s
′)−∫ s′s zσ(θτω) dτ‖PcGρ(θs′ω, u(s′))‖ds′
+K
∫ s
−∞
eη2(s−s
′)+
∫ s
s′ zσ(θτω) dτ
|s− s′|α ‖PsGρ(θs′ω, u(s
′))‖ ds′, s ≤ 0, ω ∈ Ω.
Using then (6.65) in the above estimate, we obtain
(6.77)
‖u(s)− v(s)‖α ≤ KC
∫ 0
s
eη1(s−s
′)−∫ s′s zσ(θτω) dτ+(k−1)zσ(θs′ω)‖u(s′)‖kα ds′
+KC
∫ s
−∞
eη2(s−s
′)+
∫ s
s′ zσ(θτω) dτ+(k−1)zσ(θs′ω)
|s− s′|α ‖u(s
′)‖kα ds′.
Before pursuing the analysis, we summarize in the following lemma some basic algebraic inequalities,
which will be used to ensure mainly the existence of certain integrals arising in various places from
the error estimates; see for instance (6.82), (6.88), and (6.89) below.
In that respect, let us recall that η1 and η2 chosen from the proof of Proposition 6.1 with 2k in
place of r satisfy furthermore
(6.78) 0 > 2kη1 > η2, and η ∈
( η2
2k
, η1
)
.
Lemma 6.2. Let 1 be the positive constant defined by:
(6.79) 1 :=
2kη − η2
2(2k − 1) .
Then, the following set of inequalities hold:
(6.80)
η2 < 2kη − (2k − 1)1 < (2k − 1)η − 2(k − 1)1
≤ (k + 1)η − k1 < kη − (k − 1)1 < η1.
Proof. These inequalities can be checked directly using (6.69), (6.78), (6.79), and the fact that k ≥ 2.
For instance, the first inequality in (6.80) can be established as follows by using (6.79) and 2kη > η2:
2kη − (2k − 1)1 = 2kη − 2kη − η2
2
=
2kη + η2
2
> η2.
To obtain the last inequality in (6.80), we note that
η1 − (kη − (k − 1)1) = (η1 − η) + (k − 1)(1 − η).
The desired result follows since 0 > η1 > η, k − 1 > 0, and 1 > 0.

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For 1 > 0 given in (6.79), let us introduce the following random variable:
(6.81) C1(ω) := sup
s′≤0
e1s
′+| ∫ 0s′ zσ(θτω) dτ |+|zσ(θs′ω)|.
Note that C1(ω) is finite for each ω ∈ Ω thanks to the growth control estimates (3.30) of zσ.
With the help of Lemma 6.2, the first integral on the RHS of (6.77) can be then controlled as
follows:
(6.82)
∫ 0
s
eη1(s−s
′)−∫ s′s zσ(θτω) dτ+(k−1)zσ(θs′ω)‖u(s′)‖kα ds′
≤
∫ 0
s
eη1(s−s
′)+kηs′−∫ 0s zσ(θτω) dτ+(k−1)[zσ(θs′ω)+∫ s′0 zσ(θτω) dτ ] ds′‖u(·)‖k
C−η
≤ Ck−11 (ω)e−
∫ 0
s zσ(θτω) dτ
∫ 0
s
eη1(s−s
′)+(kη−(k−1)1)s′ ds′‖u(·)‖k
C−η
≤ e
(kη−(k−1)1)s−
∫ 0
s zσ(θτω) dτCk−11 (ω)
η1 − kη + (k − 1)1 ‖u(·)‖
k
C−η
, ∀ s ≤ 0,
where the last integral above is well-defined since η1 − kη + (k − 1)1 > 0 thanks to (6.80). Similarly,
(6.83)
∫ s
−∞
eη2(s−s
′)+
∫ s
s′ zσ(θτω) dτ+(k−1)zσ(θs′ω)
|s− s′|α ‖u(s
′)‖kα ds′
≤ e
(kη−(k−1)1)s−
∫ 0
s zσ(θτω) dτCk−11 (ω)Γ(1− α)
(kη − η2 − (k − 1)1)1−α ‖u(·)‖
k
C−η
, ∀ s ≤ 0.
By using the controls obtained in (6.82) and (6.83), we deduce from (6.77) that
(6.84) ‖u(s)− v(s)‖α ≤ C1(ω)e(kη−(k−1)1)s−
∫ 0
s zσ(θτω) dτ‖u(·)‖k
C−η
, ∀ s ≤ 0, ω ∈ Ω,
where
(6.85) C1(ω) := KCC
k−1
1 (ω)
( 1
η1 − kη + (k − 1)1 +
Γ(1− α)
(kη − η2 − (k − 1)1)1−α
)
.
Then, (6.73) follows from (6.84) by controlling ‖u(·)‖C−η using (6.75).
Step 4. Estimates of ‖hλ,ρ(ξ, ω)− happλ,ρ (ξ, ω)‖α. Now we are ready to estimate I1(ξ, ω), I2(ξ, ω),
and I3(ξ, ω) as given in (6.70) in order to derive the estimate (6.57) at the end of this step.
Let us begin by estimating I1(ξ, ω). Using (6.71) in I1(ξ, ω), we obtain
(6.86)
I1(ξ, ω) = KC
∫ 0
−∞
e−η2s+
∫ 0
s zσ(θτω) dτ+kzσ(θsω)
|s|α ‖u(s)‖
k+1
α ds
≤ 2k+1Kk+2C
∫ 0
−∞
e[(k+1)η−η2]s−k
∫ 0
s zσ(θτω)dτ+kzσ(θsω)
|s|α ds‖ξ‖
k+1
α
≤ 2k+1Kk+2CCk1(ω)
∫ 0
−∞
e[(k+1)η−η2−k1]s
|s|α ds‖ξ‖
k+1
α
≤ 2k+1Kk+2CCk1(ω)Γ(1− α)
(
(k + 1)η − η2 − k1
)α−1‖ξ‖k+1α
=: C2(ω)‖ξ‖k+1α , ∀ ξ ∈ Hc, ω ∈ Ω,
where the last integral above is well-defined since (k + 1)η − η2 − k1 > 0 thanks to (6.80).
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For I2(ξ, ω), first note that since η < η1 < 0, by using the controls of ‖u(s)‖α and ‖v(s)‖α given
respectively in (6.71) and (6.72) we obtain
(6.87) ‖u(s)‖k−1α + ‖v(s)‖k−1α ≤ (2k−1 + 1)Kk−1e(k−1)ηs−(k−1)
∫ 0
s zσ(θτω)dτ‖ξ‖k−1α , ∀ s ≤ 0.
Now, I2(ξ, ω) as defined in (6.70) can be controlled as follows by using (6.87) and (6.73):
(6.88)
I2(ξ, ω) ≤ 2k(2k−1 + 1)kK2kCC1(ω)
×
∫ 0
−∞
e[(2k−1)η−η2−(k−1)1]s+(k−1)[zσ(θsω)−
∫ 0
s zσ(θτω) dτ ]
|s|α ds‖ξ‖
2k−1
α
≤ 2k(2k−1 + 1)kK2kCC1(ω)Ck−11 (ω)
∫ 0
−∞
e[(2k−1)η−η2−2(k−1)1]s
|s|α ds‖ξ‖
2k−1
α
=
2k(2k−1 + 1)kK2kCC1(ω)Ck−11 (ω)Γ(1− α)(
(2k − 1)η − η2 − 2(k − 1)1
)1−α ‖ξ‖2k−1α
=: C3(ω)‖ξ‖2k−1α , ∀ ξ ∈ Hc, ω ∈ Ω,
where the last integral above is well-defined since (2k − 1)η − η2 − 2(k − 1)1 > 0 thanks to (6.80).
By the same type of estimates, we obtain
(6.89)
I3(ξ, ω) = KC
∫ 0
−∞
e−η2s+
∫ 0
s zσ(θτω) dτ+kzσ(θsω)
|s|α ‖v(s)‖
k
α‖u(s)− v(s)‖αds
≤ 2
kK2k+1CC1(ω)C
k
1(ω)Γ(1− α)(
kη1 + kη − η2 − (2k − 1)1
)1−α ‖ξ‖2kα
=: C4(ω)‖ξ‖2kα , ∀ ξ ∈ Hc, ω ∈ Ω.
Note that C4(ω) is positive since kη1 + kη − η2 − (2k − 1)1 > 2kη − η2 − (2k − 1)1 > 0 from (6.80).
Now, using the controls of I1(ξ, ω) in (6.86), I2(ξ, ω) in (6.88), and I3(ξ, ω) in (6.89), we obtain
then from (6.70) that
(6.90) ‖hλ,ρ(ξ, ω)− happλ,ρ (ξ, ω)‖α ≤ (C2(ω) + C3(ω)‖ξ‖k−2α + C4(ω)‖ξ‖k−1α )‖ξ‖k+1α ,
for all ξ ∈ Hc, λ ∈ Λ2k, and all ω.
Let r∗ be now the positive random variable defined by
(6.91) r
∗
 (ω) := min
{ 
2
(
C2(ω) + C3(ω) + C4(ω)
) , 1}.
Then, it follows that(
C2(ω) + C3(ω)‖ξ‖k−2α + C4(ω)‖ξ‖k−1α
)
‖ξ‖α ≤ 
2
, ∀ ξ ∈ Bα(0, r∗ (ω)) ∩Hc, ω ∈ Ω.
This together with (6.90) implies that for each ρ ∈ (0, ρ) with ρ given in (6.64), the following error
estimate holds:
(6.92) ‖hλ,ρ(ξ, ω)− happλ,ρ (ξ, ω)‖α ≤

2
‖ξ‖kα, ∀ ξ ∈ Bα(0, r∗ (ω)) ∩Hc, λ ∈ Λ2k, ω ∈ Ω,
and (6.57) is proved.
Step 5. Estimates of ‖happλ (ξ, ω) − happλ,ρ (ξ, ω)‖α. In this step, we get rid of the cut-off function
from the expression of happλ,ρ (ξ, ω) given in (6.55), and provide a corresponding error estimate. The
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purpose here is to show that, for any ρ ∈ (0, ρ) and any  > 0, there exists a random open ball
Bα(0, r
∗∗
 (ω)) ⊂ Hα such that for all λ ∈ Λ2k the following estimate holds:
(6.93) ‖happλ (ξ, ω)− happλ,ρ (ξ, ω)‖α ≤

2
‖ξ‖kα, ∀ ξ ∈ Bα(0, r∗∗ (ω)) ∩Hc, ω ∈ Ω,
where happλ and h
app
λ,ρ are as defined in (6.28) and (6.55), respectively.
To do so, we first evaluate the difference happλ − happλ,ρ . In that respect, let us introduce
(6.94) Gk(ω, u) := e
−zσ(ω)Fk(ezσ(ω)u) = e(k−1)zσ(ω)Fk(u).
Then, by using (3.31), (6.94) and k-linear properties of Fk, the formula (6.28) can be rewritten as
(6.95) happλ (ξ, ω) =
∫ 0
−∞
Tλ,σ(0, s;ω)PsGk(θsω,Tλ,σ(s, 0;ω)ξ) ds.
Note that Gρ,k(ω, u) = ζ
(
ezσ(ω)‖u‖α
ρ
)
Gk(ω, u). Recall also that v(s) = Tλ,σ(s, 0;ω)ξ is well-defined
for s < 0 since ξ ∈ Hc; see § 3.4. It then follows from (6.55) and (6.95) that
(6.96) happλ (ξ, ω)− happλ,ρ (ξ, ω) =
∫ 0
−∞
Tλ,σ(0, s;ω)
(
1− ζ
(ezσ(θsω)‖v(s)‖α
ρ
))
PsGk(θsω, v(s)) ds.
The term 1−ζ
(
ezσ(θsω)‖v(s)‖α
ρ
)
requires a special attention in order to control ‖happλ (ξ, ω)−happλ,ρ (ξ, ω)‖α.
From the definition of the cut-off function ζ given in (5.1), we have that
(6.97)
(
ezσ(θsω)‖v(s)‖α ≤ ρ
)
=⇒
(
ζ
(ezσ(θsω)‖v(s)‖α
ρ
)
= 1
)
.
Note furthermore that
ezσ(θsω)‖v(s)‖α ≤ Keη1s−
∫ 0
s zσ(θτω) dτ+zσ(θsω)‖ξ‖α, ∀ s ≤ 0,
which follows directly from (6.72). Hence,
(6.98) ezσ(θsω)‖v(s)‖α ≤ KC1(ω)e(η1−1)s‖ξ‖α, ∀ s ≤ 0,
where C1(ω) is as defined in (6.81).
Recalling that η1 < 0 thanks to (6.69), we then have η1 − 1 < 0. This together with (6.98) implies
that
(6.99)
(
ezσ(θsω)‖v(s)‖α > ρ
)
=⇒
(
s < min {0, s0(ξ)}
)
,
where
(6.100) s0(ξ) :=
log( ρKC1 (ω)‖ξ‖α )
η1 − 1 .
From now on, we consider ξ such that
‖ξ‖α < ρ
KC1(ω)
.
For such ξ, we have s0(ξ) < 0. Then, it follows from (6.99) that e
zσ(θsω)‖v(s)‖α ≤ ρ for all s ∈ [s0(ξ), 0]
by contraposition. Hence, ζ
(
ezσ(θsω)‖v(s)‖α
ρ
)
= 1 for all s ∈ [s0(ξ), 0] according to (6.97).
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We obtain thus from (6.96) the following control of ‖happλ (ξ, ω)− happλ,ρ (ξ, ω)‖α:
(6.101)
‖happλ (ξ, ω)− happλ,ρ (ξ, ω)‖α ≤
∥∥∥∫ s0(ξ)
−∞
Tλ,σ(0, s;ω)PsGk(θsω, v(s)) ds
∥∥∥
α
≤ K
∫ s0(ξ)
−∞
e−η2s+
∫ 0
s zσ(θτω) dτ
|s|α ‖PsGk(θsω, v(s))‖ds.
The continuous k-linear property of Fk implies trivially the existence of C > 0 such that:
‖Fk(u)‖ ≤ C‖u‖kα, ∀ u ∈ Hα,
leading thus to
‖Gk(θsω, v(s))‖ = e−zσ(θsω)‖Fk(ezσ(θsω)v(s))‖ ≤ Ce(k−1)zσ(θsω)‖v(s)‖kα
≤ CKkekη1s+(k−1)zσ(θsω)−k
∫ 0
s zσ(θτω) dτ‖ξ‖kα, ∀ s ≤ 0,
where the control of ‖v(s)‖α given in (6.72) is used to derive the last inequality above.
We obtain then from (6.101):
(6.102)
‖happλ (ξ, ω)− happλ,ρ (ξ, ω)‖α ≤ CKk+1
∫ s0(ξ)
−∞
e(kη1−η2)s+(k−1)[zσ(θsω)−
∫ 0
s zσ(θτω) dτ ]
|s|α ds‖ξ‖
k
α
=: J(ω)‖ξ‖kα.
We conclude now about the control of ‖happλ (ξ, ω)−happλ,ρ (ξ, ω)‖α by showing that the random constant
J(ω) given in (6.102) can be actually dominated by /2 provided that ‖ξ‖α is sufficiently small. This
control relies on the fact that s0(ξ) as defined in (6.100) becomes more negative as ‖ξ‖α gets smaller.
By noting that
(kη1 − η2)s+ (k − 1)
[
zσ(θsω)−
∫ 0
s
zσ(θτω) dτ
]
≤ (kη1 − η2)s− (k − 1)1s
+ (k − 1)
(
1s+ |zσ(θsω)|+
∣∣∣∫ 0
s
zσ(θτω) dτ
∣∣∣),
the constant C1(ω) given in (6.81) appears in the control of J(ω) as follows:
J(ω) ≤ CK
k+1Ck−11 (ω)
|s0(ξ)|α
∫ s0(ξ)
−∞
e(kη1−η2−(k−1)1)s ds
=
CKk+1Ck−11 (ω)
(kη1 − η2 − (k − 1)1)|s0(ξ)|α e
(kη1−η2−(k−1)1)s0(ξ),
where kη1 − η2 − (k − 1)1 > kη − η2 − (k − 1)1 > 0 thanks to (6.80).
Now by recalling the definition of s0(ξ) in (6.100), we obtain then:
J(ω) ≤ CK
k+1Ck−11 (ω)|η1 − 1|α
(kη1 − η2 − (k − 1)1)
1
| log( ρKC1 (ω)‖ξ‖α )|
α
( ρ
KC1(ω)‖ξ‖α
)η
,
with
η :=
kη1 − η2 − (k − 1)1
η1 − 1 .
Let us introduce furthermore the following positive random variable
r˜(ω) :=
ρ
KC1(ω)
( [kη1 − η2 − (k − 1)1]
2CKk+1Ck−11 (ω)|η1 − 1|α
)− 1
η .
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We obtain then for any ξ ∈ Hc such that ‖ξ‖α < r˜(ω):( ρ
KC1(ω)‖ξ‖α
)η
<
( ρ
KC1(ω)r˜(ω)
)η
=
[kη1 − η2 − (k − 1)1]
2CKk+1Ck−11 (ω)|η1 − 1|α
,
since η < 0 due to the fact that η1 < 0 from (6.69), and kη1− η2− (k− 1)1 > 0 from what precedes.
As a consequence,
CKk+1Ck−11 (ω)|η1 − 1|α
(kη1 − η2 − (k − 1)1)
( ρ
KC1(ω)‖ξ‖α
)η
<

2
, ∀ ξ ∈ Bα(0, r˜(ω)) ∩Hc.
Note also that
log
( ρ
KC1(ω)‖ξ‖α
)
> 1, ∀ ξ ∈ Bα
(
0,
ρ
eKC1(ω)
)
∩Hc,
where e denotes the Euler constant.
Now, by introducing
(6.103) r∗∗ (ω) := min
{
ρ
eKC1(ω)
, r˜(ω)
}
,
we have that
(6.104) J(ω) <

2
, ∀ ξ ∈ B(0, r∗∗ (ω)), ω ∈ Ω.
The desired control (6.93) on ‖happλ (ξ, ω)− happλ,ρ (ξ, ω)‖α is thus achieved from (6.102).
Step 6. Estimates of ‖hλ(ξ, ω)− happλ (ξ, ω)‖α. Let
(6.105) r := min
{
r∗ , r
∗∗

}
,
where r∗ and r∗∗ are given by (6.91) and (6.103), respectively.
It follows then from (6.57) and (6.93) that for each ρ ∈ (0, ρ):
(6.106) ‖hλ,ρ(ξ, ω)− happλ (ξ, ω)‖α ≤ ‖ξ‖kα, ∀ ξ ∈ Bα(0, r(ω)) ∩Hc, λ ∈ Λ2k, ω ∈ Ω.
The estimate in (6.29) follows then from (6.106) by recalling from Step 1 that hλ = hλ,ρ.
By recalling that ĥλ(ξ, ω) = e
zσ(ω)hλ(e
−zσ(ω)ξ, ω) from (5.13), the corresponding error estimate for
ĥappλ given in (6.31) follows then directly from (6.29). The proof is complete.

Proof of Corollary 6.1. Since the eigenvectors of Lλ form a Hilbert basis of H, the approximation
happλ defined in (6.28) can be expanded as given in (6.36) with the random coefficients h
app,n
λ determined
for all n ≥ m+ 1 as follows:
(6.107)
happ,nλ (ξ, ω) = 〈happλ (ξ, ω), en〉
= e(k−1)zσ(ω)
∫ 0
−∞
〈
eσ(k−1)Ws(ω)Ide−sLλPsFk
(
esLλξ
)
, en
〉
ds, ξ ∈ Hc, ω ∈ Ω.
We check now that happ,nλ can be written in the form as given by (6.37).
First note that, for any ξ ∈ Hc, it can be written as ξ = ∑mi=1 ξiei, with ξi = 〈ξ, ei〉, i = 1, · · · ,m.
Then,
(6.108) esLλξ =
m∑
i=1
ξie
sLλei =
m∑
i=1
eβi(λ)sξiei, ∀ ξ ∈ Hc, s ≤ 0.
Note also that for any s ≤ 0, u ∈ H, and n > m, we have
(6.109)
〈
e−sLλPsu, en
〉
=
〈
Psu, e
−sLλen
〉
=
〈
Psu, e
−sβn(λ)en
〉
= e−sβn(λ)
〈
u, en
〉
,
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where in the last equality above we used 〈Pcu, en〉 = 0 since n > m.
Now, using the identities (6.108) and (6.109) in (6.107) we obtain
(6.110)
happ,nλ (ξ, ω) = e
(k−1)zσ(ω)
∫ 0
−∞
〈
eσ(k−1)Ws(ω)Ide−sLλPsFk
( m∑
i=1
eβi(λ)sξiei
)
, en
〉
ds
= e(k−1)zσ(ω)
∫ 0
−∞
〈
eσ(k−1)Ws(ω)−sβn(λ)Fk
( m∑
i=1
eβi(λ)sξiei
)
, en
〉
ds.
Since Fk is k-linear, we have
Fk
( m∑
i=1
eβi(λ)sξiei
)
=
∑
(i1,··· ,ik)∈Ik
ξi1 · · · ξikFk(ei1 , · · · , eik)e
∑k
j=1 βij (λ)s,
where I = {1, · · · ,m}. We get then
(6.111)
happ,nλ (ξ, ω) = e
(k−1)zσ(ω) ∑
(i1,··· ,ik)∈Ik
ξi1 · · · ξik〈Fk(ei1 , · · · , eik), en〉
×
∫ 0
−∞
e
(∑k
j=1 βij (λ)−βn(λ)
)
s+σ(k−1)Ws(ω) ds
= e(k−1)zσ(ω)
∑
(i1,··· ,ik)∈Ik
ξi1 · · · ξik〈Fk(ei1 , · · · , eik), en〉M i1,··· ,ikn (ω, λ),
where
M i1,··· ,ikn (ω, λ) :=
∫ 0
−∞
e
(∑k
j=1 βij (λ)−βn(λ)
)
s+σ(k−1)Ws(ω) ds.
The formula (6.37) is now obtained.
It is clear from (6.111) that happ,nλ (ξ, ·) is
(F ;B(R))-measurable for each fixed ξ ∈ Hc, and happ,nλ (·, ω)
is a homogeneous polynomial in ξ1, · · · , ξm of order k for each ω. Hence, happλ is a random homogeneous
polynomial of order k in the sense given in Definition 6.2. This together with the estimate (6.29) implies
that happλ constitutes the leading-order Taylor approximation of hλ.
The corresponding results for ĥappλ given in (6.39)–(6.40) can be derived using the relation ĥλ(ξ, ω) =
ezσ(ω)hλ(e
−zσ(ω)ξ, ω); see (5.13). The proof is now complete.

7. Approximation of Stochastic Hyperbolic Invariant Manifolds
The approximation formulas provided by Theorem 6.2 and Corollary 6.1 were presented in the case
where the subspace Hc contains only critical modes which lose their stability, formulated in terms of
the PES condition (6.4), as the control parameter λ varies; see also Remark 6.1. In practice, it can be
also of interest to consider other situations where the subspace Hc contain a combination of critical
modes and modes that remain stable as λ varies in some interval Λ. It is then natural to ask whether
the formulas provided by Theorem 6.2 and Corollary 6.1 still provide approximation to the leading
order of the corresponding local stochastic invariant manifolds.39
First, note that by adding stable modes into Hc which remain stable as λ varies, then when λ > λc
the subspace Hc is spanned by a mixture of stable and unstable modes, making thus hyperbolic the
corresponding local stochastic invariant manifold. This property results from the fact that Hc —
which is tangent to the local stochastic manifold at the origin — is then decomposed as the direct sum
of the unstable subspace and the subspace spanned by the stable modes contained in Hc. We are thus
39According to Corollary 5.1, the latter always exist in a sufficiently small neighborhood of the origin.
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concerned here with the approximation of such hyperbolic stochastic invariant manifolds, which is the
content of the following corollary. Here, the PES condition required in Theorem 6.2 and Corollary 6.1
is replaced by the condition (7.1) below.
Corollary 7.1. Consider the SPDE (3.1). Assume that all the assumptions given in §6.1 are fulfilled
except the PES condition (6.4). We assume furthermore that an open interval Λ is chosen such that
the uniform spectrum decomposition as given in (3.11) holds over Λ, and that there exist η1 and η2
such that
(7.1) ηs < η2 < η1 < ηc, η2 < 2kη1 < 0,
where k ≥ 2 denotes the leading order of the nonlinear term F ; see (6.1). Let Hc and Hsα be the
corresponding subspaces associated with the uniform spectrum decomposition as defined in (3.18) and
(3.20) with dim(Hc) = m.
Then, for each η ∈ ( η22k , η1), there exists ρ∗ > 0, such that for each ρ ∈ (0, ρ∗), Eq. (3.1) possesses
a family of local stochastic invariant C1-manifolds {M̂locλ }λ∈Λ, where each of such manifolds is m-
dimensional and takes the abstract form given by (5.10).
Moreover, the corresponding local stochastic manifold function ĥλ is approximated
40 to the leading
order, k, by ĥappλ as defined in (AF), that is
(7.2) ĥappλ (ξ, ω) =
∫ 0
−∞
eσ(k−1)Ws(ω)Ide−sLλPsFk(esLλξ) ds, ∀ ξ ∈ Hc, ω ∈ Ω.
If the linear operator Lλ is furthermore assumed to be self-adjoint, then the approximation ĥ
app
λ
constitutes the leading-order Taylor approximation of ĥλ, which can be rewritten into the form given
by (6.39)–(6.40).
Remark 7.1. Note that the existence of ρ∗ in the above theorem is related to the uniform spectral gap
conditions (5.5) and (5.6), which are subordinated to the choice of η in ( η22k , η1).
Proof. The existence of local stochastic invariant C1-manifolds follows directly from Corollary 5.1.
The proof consists then of noting that in the derivation of Theorem 6.2, the PES condition (6.4) is
only used to ensure — via Proposition 6.1 — that the condition η2 < 2kη1 < 0 holds in order to apply
the technical Lemma 6.2 for the control of certain integrals as pointed out in the description of the
skeleton of the proof of Theorem 6.2; see also (6.78).
The assumption (7.1) allows us to get rid of the PES condition, and the approximation results can
thus be derived by following the same lines of proofs of Theorem 6.2 and Corollary 6.1. 
As just explained in the proof above, the condition η2 < 2kη1 < 0 of Corollary 7.1 is required here
for purely technical reasons in order to guarantee certain integrals emerging from the estimates to
converge; see e.g. Lemma 6.2 and Step 4 of the proof of Theorem 6.2.
When this condition is not satisfied, it is reasonable to conjecture that the Lyapunov-Perron integral
Iλ given in (6.25) still gives, when it exists, the leading order approximation of M
loc
λ . In the general
case we saw in § 6.2 that the condition η2 < kη1 < 0 was sufficient to ensure the existence of Iλ when
λ varies in some interval Λ, so that the conclusions of Corollary 7.1 should still hold under this weaker
condition. In the case where Lλ is self-adjoint, a necessary and sufficient condition for Iλ to exist can
be formulated as a non-resonance condition given in (NR) below.
As an illustration, we will see in Sections 10 and 11 in the case of a stochastic Burgers-type equation,
that when the (NR)-condition is satisfied, the formula (6.39) given in Corollary 6.1 provides still an
40in the sense given by (6.33).
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efficient tool to derive reduced equations for the amplitudes of the modes in Hc, in the case where
stable modes are included in Hc while the condition η2 < 2kη1 < 0 is violated.
The aforementioned non-resonance condition for the self-adjoint case can be described as follows. If
the leading order nonlinear interactions between the low modes in Hc when projected against a given
high mode is not zero, then the corresponding eigenvalues associated with these low modes and the
given high mode should satisfy the following weak form of non-resonance:41
(NR)
∀ (i1, · · · , ik) ∈ Ik, n > m, λ ∈ Λ, it holds that(
〈Fk(ei1 , · · · , eik), en〉 6= 0
)
=⇒
( k∑
j=1
βij (λ)− βn(λ) > 0
)
,
where m is the dimension of Hc spanned by the first m eigenvectors of Lλ, i.e.:
Hc := span{e1, · · · , em},
and where I = {1, · · · ,m}, and 〈·, ·〉 denotes the inner-product in the ambient Hilbert space H. As
for Corollary 6.1, each βij (λ) denotes the eigenvalue associated with the corresponding mode eij in
Hc, and βn(λ) denotes the eigenvalue associated with the mode en in Hs. In fact, the (NR)-condition
is needed for the corresponding M i1,··· ,ikn -terms, given in (6.38) of Corollary 6.1, to be finite so that
each ĥapp,nλ defined by (6.40) exists.
Remark 7.2. We mention that cross-non-resonances similar to (NR) arise in the power series expan-
sion of invariant manifolds and normal forms of deterministic (and finite-dimensional) vector fields
near an equilibrium; see e.g. [Har08].
We will see in the applications that when the (NR)-condition is met the formula (6.39) characterizes
in certain cases a (hyperbolic) manifold which does not necessarily approximate an invariant manifold,
but still conveys very useful dynamical information; see Sections 10 and 11. This is formulated below
via the concept of parameterizing manifold introduced in Section 8.3. As we will see, the construction
of such manifolds can be achieved in terms of pullback characterization of these objects that we describe
in the next part of this article.
41See [Arn83, Sect. 22 A] for a more standard definition of the notion of non-resonance.
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Part II. Stochastic Reduction Based on Parameterizing Manifolds:
Theory and Applications
8. Pullback Characterization of Approximating, and Parameterizing Manifolds
In this section we show that the stochastic approximating manifold42 of a critical manifold as ob-
tained in Theorem 6.2 can be interpreted as the pullback limit associated with an auxiliary backward-
forward system introduced in (8.1) below; see Lemma 8.1. In terms of a Fourier series representation
of the solution to this system, the key idea consists of representing the modes with high wave numbers
(living in the range of ĥappλ ) as a pullback limit depending on the time-history of the modes with low
wave numbers; see also [EMS01]. Such an idea has also been used to construct stochastic inertial (or
simply invariant) manifolds in [DPD96, CLR01], but to the best of the authors knowledge it has not
been explored for the construction of stochastic approximating manifolds.
In § 8.3, this idea is extended to construct more general manifolds: the parameterizing manifolds
such as introduced in §8.2. As shown in Theorems 8.3 and 8.4, and as illustrated in Sections 9, 10 and
11, several auxiliary backward-forward systems can be designed to get efficiently access — still via
functionals of time-history of their low modes — to useful approximate parameterizations hpm of the
unresolved variables us(t, ω) in terms of the resolved ones uc(t, ω), for a given realization ω.
43 Such
parameterizations lead to a mean squared error,
∫ T
0
∥∥us(t, ω) − hpm(uc(t, ω), θtω)∥∥2α dt, smaller than
the variance of us,
∫ T
0 ‖us(t, ω)‖2α dt, whenever T is sufficiently large; see Definition 8.1.
Such parameterizing manifolds will turn out to be useful in the design of efficient reduced models
for the amplitudes of the low (resolved) modes of an SPDE solution, even when these amplitudes are
large; see Sections 9, 10 and 11.
8.1. Pullback characterization of approximating manifolds. For each T > 0, let us introduce
the following backward-forward system:
(8.1a)
(8.1b)
(8.1c)
dû
(1)
c = L
c
λû
(1)
c ds+ σû
(1)
c ◦ dWs, s ∈ [−T, 0],
dû
(1)
s =
(
Lsλû
(1)
s + PsFk(û
(1)
c (s− T, ω))
)
ds+ σû
(1)
s ◦ dWs−T , s ∈ [0, T ],
with û
(1)
c (s, ω)|s=0 = ξ, and û(1)s (s, θ−Tω)|s=0 = 0.
where ξ ∈ Hc, Lcλ and Lsλ are respectively the projections of Lλ to the critical and non-critical subspaces
as defined in (3.22), and Fk is the k-linear operator given in (6.1).
In the system above, the initial value of û
(1)
c is prescribed in fiber ω, and the initial value of û
(1)
s in
fiber θ−Tω. The solution of this system is obtained by using a backward-forward integration procedure
made possible due to the partial coupling present in (8.1) where û
(1)
c forces the evolution equation of
û
(1)
s but not reciprocally.
More precisely, we first integrate (8.1a) from fiber ω backward up to fiber θ−Tω to obtain û
(1)
c (s, ω; ξ)
for s ∈ [−T, 0]. The second equation is then integrated forward for s ≥ 0 as follows. Since the initial
datum for this equation is specified at s = 0 in the fiber θ−Tω, the random forcing û
(1)
c as well as the
42Such a manifold in our terminology is aimed to approximate some targeted stochastic invariant manifold (that can
be local). It should not be confused with the notion of stochastic approximate manifold [Chu95] which makes sense even
when no stochastic invariant manifold is guaranteed to exist.
43See also Corollary 8.1 for more precise rigorous results in the deterministic context.
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noise terms have to start — as s evolves — from the same fiber, explaining the (s−T )-dependence of
û
(1)
c and of dW which appear in Eq. (8.1b) by noting that dWs−T (ω) = dWs(θ−Tω) for s ∈ [0, T ]. It
is then important to remark that the process û
(1)
s thus obtained depends on ξ via û
(1)
c which emanates
(backward) from ξ. For that reason, we will emphasize this dependence as û
(1)
s [ξ] in what follows.
Proposition 8.1. Let ĥappλ given by Theorem 6.2 be the approximation of the stochastic critical man-
ifold M̂critλ . Then ĥ
app
λ can be characterized as the pullback limit of the process û
(1)
s [ξ] associated with
(8.1b), i.e.:
(CL) ĥappλ (ξ, ω) = limT→+∞
û
(1)
s [ξ](T, θ−Tω; 0), ∀ ξ ∈ Hc, ω ∈ Ω,
where the limit above is taken in the topology of Hsα.
Remark 8.1. Note that this proposition can be related to the idea — introduced in the context of the
closure problem associated with some stochastic Navier-Stokes equations in [EMS01] — of representing
the high modes as a pullback limit depending on the whole history of the low modes.
Proof. Let us first introduce two processes u
(1)
c and u
(1)
s [ξ] built from û
(1)
c and û
(1)
s [ξ] as follows:
u
(1)
c (s, ω; ξ) := e
−zσ(θsω)ûc(s, ω; ezσ(ω)ξ), s ∈ [−T, 0], ξ ∈ Hc,(8.2a)
u
(1)
s [ξ](s, θ−Tω; 0) := e−zσ(θs−Tω)ûs[ezσ(ω)ξ](s, θ−Tω; 0), s ∈ [0, T ].(8.2b)
Here, the process u
(1)
c is obtained by application of the cohomology relation (3.41) to ûc solving (8.1a).
The process u
(1)
s [ξ] is obtained from the process ûs[e
zσ(ω)ξ] still by application of the cohomology
relation where the origin of time has been shifted to the fiber θ−Tω.
Then by using the change of variables (8.2) and following similar derivations to §3.3, the system (8.1)
is transformed into the following backward-forward system of abstract random differential equations:
(8.3)
du
(1)
c
ds
= Lcλu
(1)
c + zσ(θsω)u
(1)
c , s ∈ [−T, 0],
du
(1)
s
ds
= Lsλu
(1)
s + zσ(θs−tω)u
(1)
s + e
(k−1)zσ(θs−Tω)PsFk(u
(1)
c (s− T, ω)), s ∈ [0, T ],
supplemented by the initial conditions:
(8.4) u
(1)
c (s, ω)|s=0 = ξ and u(1)s (s, θ−Tω)|s=0 = 0.
This system is integrated according to the same backward-forward integration procedure as for the
system (8.1), i.e. the first equation is integrated backward from fiber ω (corresponding to s = 0) to
fiber θ−Tω (corresponding to s = −T < 0), and the second equation is then integrated forward from
fiber θ−Tω up to fiber ω. Similar to § 3.4, we obtain that
(8.5) u
(1)
c (s, ω; ξ) = e
− ∫ 0s zσ(θτω) dτ IdesLcλξ, ∀ s ∈ [−T, 0] for T > 0;
and by using the variation-of-constants formula we obtain that
(8.6) u
(1)
s [ξ](T, θ−Tω; 0) =
∫ T
0
e(k−1)zσ(θs−Tω)e
∫ T
s zσ(θτ−Tω) dτ Ide(T−s)L
s
λPsFk(u
(1)
c (s− T, ω; ξ)) ds.
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Since Fk is k-linear, we infer from Eq. (8.5) that for s ∈ [0, T ]:
(8.7)
Fk(u
(1)
c (s− T, ω; ξ)) = Fk
(
e−
∫ 0
s−T zσ(θτω) dτ Ide(s−T )L
c
λξ
)
= Fk
(
e−
∫ 0
s−T zσ(θτω) dτe(s−T )L
c
λξ
)
= e−k
∫ 0
s−T zσ(θτω) dτFk
(
e(s−T )L
c
λξ
)
.
Note also that
(8.8) e
∫ T
s zσ(θτ−Tω) dτ Ide(T−s)L
s
λ = e
∫ T
s zσ(θτ−Tω) dτe(T−s)L
s
λ = e
∫ 0
s−T zσ(θτ ′ω) dτ
′
e(T−s)L
s
λ .
Using (8.7) and (8.8) in Eq. (8.6), we obtain after simplifications that
(8.9) u
(1)
s [ξ](T, θ−Tω; 0) =
∫ T
0
e(k−1)[zσ(θs−Tω)−
∫ 0
s−T zσ(θτω) dτ ]e(T−s)L
s
λPsFk(e
(s−T )Lcλξ) ds.
Now, by using the identity (3.31) and introducing the variable s′ := s− T , we can rewrite (8.9) as
(8.10) u
(1)
s [ξ](T, θ−Tω; 0) =
∫ 0
−T
e(k−1)[zσ(ω)+σWs′ (ω)]e−s
′LsλPsFk(e
s′Lcλξ) ds′.
By comparing (8.10) with the expression of happλ (ξ, ω) given in (6.28), we get
(8.11) happλ (ξ, ω) = limT→+∞
u
(1)
s [ξ](T, θ−Tω; 0), ∀ ξ ∈ Hc, ω ∈ Ω.
By recalling the definition of ĥappλ given in (AF), we have ĥ
app
λ (ξ, ω) = e
zσ(ω)happλ (e
−zσ(ω)ξ, ω). This
together with (8.11) implies that
ĥappλ (ξ, ω) = e
zσ(ω)happλ (e
−zσ(ω)ξ, ω) = lim
T→+∞
ezσ(ω)u
(1)
s [e
−zσ(ω)ξ](T, θ−Tω; 0), ∀ ξ ∈ Hc, ω ∈ Ω.
It then follows from (8.2b) that
(8.12) ĥ
app
λ (ξ, ω) = limT→+∞
û
(1)
s [ξ](T, θ−Tω; 0), ∀ ξ ∈ Hc, ω ∈ Ω.
The proof is now complete.

It is worthwhile to note at this stage that the deterministic approximating manifolds proposed in
[BW10] and [CDZ11] also possess a flow interpretation which helps pointing out the similarities and
differences with the random approximating manifolds proposed in this article.
By working within a functional framework slightly different than the one of the present article, it
was derived in [BW10, CDZ11] approximation of stochastic manifolds associated with SPDEs of type
(3.1) with a bilinear term in [BW10] and nonlinearity of power type in [CDZ11]. We recall below first
the corresponding approximation formula of [BW10]. By adapting the framework of [BW10] to fit
our notations, given a linear operator L and the corresponding L-invariant subspaces Hs and Hc, the
approximating manifold of [BW10] is obtained as the graph of the following deterministic function
(8.13) hB(ξ) := (−Ls)−1PsB(ξ, ξ), ξ ∈ Hc,
where Ls and PsB denote respectively the projections associated with Hs of the operator L and the
bilinear operator B; see [BW10, Thm. 3] for more details.
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By reworking the framework of [CDZ11] and following the main steps in the proof of [CDZ11,
Theorem 4.1], it can be shown that the resulting deterministic approximation formula of the stochastic
unstable manifold as considered in [CDZ11] is given by:
(8.14) hN (ξ) :=
∫ 0
−∞
e−τLsPsNp(eτLcξ)dτ, ξ ∈ Hc,
where the nonlinear operator Np is defined as [Np(ξ)](x) := (ξ(x))
p, with x denoting the spatial
variables in the original SPDE. Here Hc denotes the unstable subspace, Ps the projector onto the
(center)-stable modes, and Ls = PsL.
Using either (8.13) or (8.14) it can be shown that the error between the original stochastic manifold
and the corresponding deterministic approximation is controlled in the appropriate norms by O(‖ξ‖)
terms44, and holds typically over a probability set that is never of full measure but can be large.
In comparison, for SPDEs which would fit our functional setting with same nonlinear terms as in
[BW10, CDZ11], the error between the approximating manifold and the stochastic critical manifold45
would be respectively of order o(‖ξ‖2α) and o(‖ξ‖pα), and would hold almost surely46; see Theorem 6.2.
We are now in position to characterize, as mentioned above, the approximating manifolds associated
with (8.13) or (8.14) as pullback limiting objects.
Regarding the approximation hB given in (8.13), let us introduce the following problem that we
integrate forward with initial data taken at −T for some T > 0:
(8.15)
du
ds
= Lsu+ PsB(ξ, ξ), ξ ∈ Hc, u ∈ Hs; u(−T ) = 0.
Then obviously
(8.16) hB(ξ) = lim
T→∞
Sξ(0,−T )0,
where Sξ(t
′, s′) denotes the solution operator47 associated with duds = Lsu+PsB(ξ, ξ), giving the state
of the system at time t′, starting at time s′ < t′.
The system associated with the approximation hN given in (8.14) is reminiscent with the system
(8.1), to the exception that it involves an autonomous backward-forward system which can be written
as follows
(8.17)
duc
ds
= Lcλuc, uc(0) = ξ, s ∈ [−T, 0],
dus
ds
= Lsλus + PsNp(uc(s)), us(−T ) = 0, s ∈ [−T, 0].
Here the first equation is integrated backward from 0 to −T , and the second is then integrated forward
from −T to 0. If we denote by Tξ(t′, s′) the solution operator associated with the second equation using
the same conventions as above, it can then be proved that
(8.18) hN (ξ) = lim
T→∞
Tξ(0,−T )0.
44Using standard Landau notations. Note that there is a typo in the error bound reported in [BW10, Thm. 7].
The correct error bound, when using their notations, should read ‖h(ω, ξ) − ez(0)L−1s Bs(ξ, ξ)‖ ≤ C
[
R2 +
(
σK2(ω) +
R2e2σK(ω) + σK2(ω)e
2σK(ω)
)‖ξ‖ + e2σK(ω)‖ξ‖2]‖ξ‖, after combining the estimates derived by the authors in [BW10,
Thm. 6], Eqns. (39), (42), and (43) thereof.
45not necessarily restricted to the case of stochastic unstable manifold considered in [CDZ11].
46using here the Landau notations considered in § 6.3.
47Since the system is autonomous, the two-time description of the dynamics Sξ(t
′, s′) reduces obviously to that given
by a semigroup S˜ξ(t
′ − s′). We adopt however this way of writing the solution operator for the sake of unifying the
different approximating manifolds discussed in this section.
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It is interesting to note that hN (ξ) corresponds to the pullback limiting object given in Lemma 8.1
for σ = 0 which turns out to provide an approximating manifold of the resulting (deterministic) PDE.
Actually, the approximation formula (8.14) may be found as a particular case of [Hen81, Lemma 6.2.4]
and [MW13, Appendix A] in the context of reduction to the center manifolds for dissipative PDEs
with discrete spectrum. We recall that Theorem 6.2 provides error estimates for this case as well by
simply setting σ = 0; see Remark 6.5.
Remarkably, the approximating manifolds associated respectively with hB given in (8.16) and hN
given in (8.18) can actually be related when N = B. This relationship is in fact a particular case of
the following lemma; see also [MW05, Thm. 3.8].
Lemma 8.1. Under the conditions of Corollary 6.1 and assuming that
(8.19) β1(λ) = · · · = βm(λ) =: β∗(λ), ∀ λ ∈ Λ2k,
the following identity holds for the approximation formula ĥappλ defined in (AF) of the critical manifolds
when σ = 0 and when λ is sufficiently close to λc:
(8.20)
ĥappλ (ξ) :=
∫ 0
−∞
e−sL
s
λPsFk(e
sLcλξ) ds
= (−Lsλ)−1PsFk(ξ) +O(|β∗(λ)| · ‖ξ‖kα), ∀ ξ ∈ Hc.
Proof. As in the proof of Corollary 6.1, we can write for σ = 0 the corresponding approximating
manifold function ĥappλ (ξ) as:
(8.21) ĥappλ (ξ) =
∞∑
n=m+1
ĥapp,nλ (ξ)en, ∀ ξ ∈ Hc,
where
ĥapp,nλ (ξ) = 〈ĥappλ (ξ, ω), en〉, ∀ n ≥ m+ 1, ξ ∈ Hc.
In this deterministic setting, by following the same arguments as in (6.110)–(6.111) and using the
condition (8.19), it can be shown that
(8.22)
ĥapp,nλ (ξ) =
∑
(i1,··· ,ik)∈Ik
ξi1 · · · ξik〈Fk(ei1 , · · · , eik), en〉Mn(λ) = 〈Fk(ξ), en〉Mn(λ),
where I = {1, · · · ,m}, ξi = 〈ξ, ei〉, and
Mn(λ) =
∫ 0
−∞
e[kβ∗(λ)−βn(λ)]s ds =
1
kβ∗(λ)− βn(λ) .
Now, by taking λ sufficiently close to λc, β∗(λ) is close to zero while βn(λ) is bounded away from zero
(see Remark 6.5). As a consequence,
1
kβ∗(λ)− βn(λ) = −
1
βn(λ)
+O(|β∗(λ)|),
which, when used in (8.22), leads to
(8.23)
ĥappλ (ξ) =
∞∑
n=m+1
− 1
βn(λ)
〈Fk(ξ), en〉en +O(|β∗(λ)| · ‖ξ‖kα)
= (−Lsλ)−1PsFk(ξ) +O(|β∗(λ)| · ‖ξ‖kα),
where O(|β∗(λ)| · ‖ξ‖kα) results from the continuous k-linear property of Fk.

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Remark 8.2. It is worth mentioning that manifolds built from (−Lsλ)−1PsF have been first consid-
ered in [FMT88] for the theory of approximate inertial manifolds in the context of two-dimensional
turbulence.48
To summarize we have understood that any of the approximating manifolds derived in [BW10,
CDZ11] or in the present article can be obtained as pullback limiting objects of auxiliary systems
which may involve a backward-forward integration procedure as employed for system (8.1) or system
(8.17).
Remark 8.3. We also mention that in [SDL10], the authors studied the approximation of stochastic
invariant manifold for certain type of SPDEs49 via perturbation techniques, where the noise amplitude
σ serves as the small parameter. Formal expansion in power series of σ in the integral equation (4.8)
satisfied by the stochastic invariant manifold function h, are used to derive integral equations for the
zeroth-order and the first-order terms (in power of σ) arising in the formal expansion of h. In particu-
lar, the zeroth-order term matches the invariant manifold function of the corresponding deterministic
PDE (i.e. for σ = 0). However, no analytic formulas were derived, and the computational efforts to
solve these integral equations can be quite involved; see also [SKD12].
8.2. Stochastic parameterizing manifolds. The need of considering other manifolds than the
invariant (or approximating) ones relies in part on the fact that when the latter are not inertial,
only a very specific class of initial data is concerned by such manifolds so that in particular the
longtime behavior cannot be appropriately captured; see Remark 4.1 (1). This need is supported
by theoretical as well as practical considerations which support the idea that an inertial manifold
may not exist for a broad class of dynamical systems depending on the dimension of Hc; see e.g.
[CNK+13, CLW13, CHK02, DT95, DT96, KCG13, MTVE01].
Numerous candidates to a substitute of inertial manifolds have been introduced in the literature
in that purpose; see e.g. [FMT88, FT94, DT94, DT95, DT96, NTW01, Tit90]. In all the cases, the
idea was to relax the requirements of the inertial manifold theory so that the longterm dynamics can
be at least described in some approximate sense, still by some finite-dimensional manifold. Particular
efforts have been devoted to developping efficient methods to determine in practice such manifolds.
This has led in particular to the theory of approximate inertial manifolds (AIMs) and the so-called
nonlinear Galerkin methods; see e.g. [BJKT90, Chu93, DMT93, FMT88, FST89, JT94, JKT90,
JRT01, MT89, NTW01, Tem97, Tit90]. Approximate inertial manifolds have also been considered in
a stochastic context [Chu95], but contrarily to the deterministic case, very few algorithms are available
to compute stochastic AIMs in practice; see e.g. [KDKR13].
In that general spirit, we introduce here an alternative concept to inertial manifolds formulated
below as the notion of parameterizing manifolds for stochastic dissipative evolution equations such as
Eq. (3.1). The idea underlying this concept is motivated by the following least-square minimization
problem associated with the problem of parameterization of the high modes by the low modes of
solutions evolving on the global random attractor, A.50 When an inertial manifold does not exist it is
indeed natural to consider — for a given ω ∈ Ω, T > 0 and u0 ∈ A(ω) — the following cost functional
(8.24) J(h, u0, T ;ω) :=
1
T
∫ T
0
∥∥u(t, ω;u0)− (uc(t, ω;u0) + h(uc(t, ω;u0), θtω)∥∥2α dt
48where λ = 0 and DF (0) is not necessarily equal to zero in the framework adopted by [FMT88]; see also [TZ08]
for application of such FMT manifolds (formula (1.34) therein) in the context of one-parameter family of hyperbolic
conservation laws.
49with global Lipschitz nonlinearities which do not cause a loss of regularity compared to the ambient space H.
50Here various notions of random attractor could be used [CDS09], for simplicity we can keep in mind the more
standard one [CF94].
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and the corresponding (formal) multi-objective minimization problem
(8.25) Find h ∈ E which realizes min
h∈E
{
J(h, u0, T ;ω) | u0 ∈ A(ω), ω ∈ Ω, T > 0
}
.
where
E := {h : Hc × Ω→ Hsα| h is measurable, h(·, ω) is continuous for all ω ∈ Ω and h(0, ω) = 0},
Here Hc denote as before the subspace spanned by the resolved modes51, Hsα denotes its complement
in Hα, and uc(t, ω;u0) = Pcu(t, ω;u0), where u is the solution of (3.1) emanating — for a given
realization ω — from u0.
The minimization problem (8.25) is clearly challenging to solve in general due to its infinite dimen-
sional nature.52 For this reason, we consider a weaker version of this problem by looking instead for
parameterizations h that improve our partial knowledge of the full solution u when only the resolved
modes uc are known. This idea is formalized below in Definition 8.1. For this purpose, we assume
again that a global RDS acting on an appropriate interpolated space Hα is associated with the SPDE
under consideration. Such an RDS is furthermore assumed to possess a random absorbing ball which
absorbs deterministic bounded sets of Hα. In what follows we denote also by λc the λ-value at which
the trivial steady state starts losing its stability.53
Definition 8.1. A stochastic manifold M of the form
M(ω) := {ξ + hpm(ξ, ω) | ξ ∈ Hc}, ω ∈ Ω,
with hpm : Hc × Ω → Hsα being a measurable mapping, is called a stochastic parameterizing manifold
(PM) associated with the SPDE (3.1) (for some fixed λ and σ) if the following conditions are satisfied:
(i) For each ω, h(·, ω) is continuous and h(0, ω) = 0.
(ii) For any u0 ∈ Hα, there exists a positive random variable ω 7→ T0(ω;u0), such that the following
inequality holds:
(8.26)
∫ T
0
∥∥us(t, ω;u0)− hpm(uc(t, ω;u0), θtω)∥∥2α dt
≤
∫ T
0
‖us(t, ω;u0)‖2α dt, ∀ ω ∈ Ω, T > T0(ω;u0),
where uc(t, ω;u0) and us(t, ω;u0) are the projections to respectively the subspaces Hc and Hsα
of the solution u(t, ω;u0) for the SPDE (3.1) emanating from u0.
In the case where the trivial steady state is unstable a strict inequality in (8.26) is required, and the
parameterization defect of M for a given realization ω and a given initial datum u0 6= 0 is defined as
the following time-dependent ratio:
(8.27) Q(T, ω;u0) :=
∫ T
0
∥∥us(t, ω;u0)− hpm(uc(t, ω;u0), θtω)∥∥2α dt∫ T
0 ‖us(t, ω;u0)‖2α dt
, T > T0(ω;u0).
Remark 8.4. We note that in the case where the trivial steady state is unstable and a PM is found,
1 − Q will refer to its parameterization quality in some forthcoming discussions. In particular, the
more Q will get close to zero, the better the parameterization quality will be.
51Typically, the m first eigenmodes of the linear part.
52Note that when a stochastic inertial manifold Φ exists for a given Hc, then Φ provides obviously an optimal solution
to this problem since for u = us + uc on the global attractor, we have us(t, ω) = Φ(uc(t, ω), θtω) in that case.
53The PES is here no-longer required.
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Remark 8.5. We mention that the notion of stochastic parameterizing manifold introduced in Def-
inition 8.1 should not be confused with the notion of stochastic parameterization as encountered in
stochastic mode reduction techniques and other multiscale modeling of complex nonlinear systems; see
e.g. [CHK02, CH06, GKS04, KCG13, MTVE01, MAG05, MTVE06, MFK08, Sti06] (and Remark
9.6 below). The latter are designed for the parameterization problem of the small scales by the large
ones for (mainly) deterministic systems. Stochastic parameterizing manifolds as introduced above deal
instead with such a problem for (exclusively) stochastic systems such as the SPDE (3.1). When σ = 0,
stochastic PMs reduce to deterministic parameterization (in a mean square sense) of the small scales
by the large ones; see § 8.5 and [CLW13].
We note that condition (8.26) in the above definition means that the parameterizing manifold
function hpm provides an approximate parameterization of the “small” scales by the “large” ones,
which lead, for any given realization ω, to a mean squared error,
∫ T
0
∥∥us(t, ω)−hpm(uc(t, ω), θtω)∥∥2α dt,
smaller than the variance of us,
∫ T
0 ‖us(t, ω)‖2α dt, whenever T is sufficiently large. In statistical terms,
a PM function hpm, is thus such that the fraction of variance of us unexplained by h
pm(uc) is less than
1, or similarly hpm is such that
(8.28)
∫ T
0
∥∥u(t, ω)− uc(t, ω)− hpm(uc(t, ω), θtω)∥∥2α dt ≤ ∫ T
0
∥∥u(t, ω)− uc(t, ω)∥∥2α dt,
for T sufficiently large. The requirement for a manifold to be a PM consists thus of reducing, in a
mean-square sense, the error committed on u when uc is known.
A parameterizing manifold provides thus a relaxation of the concept of stochastic inertial manifold,
which allows for (pathwise) non-exact parameterization of the small scales by the large ones. As
mentioned above, such an idea of relaxing the concept of an inertial manifold has been abundantly
investigated for PDEs (see [FMT88, DT94, DT95, DT96, JRT01, NTW01, Tit90] for references), but
has been much less explored for SPDEs [Chu95, KDKR13]. Parameterizing manifolds can be also
formulated for PDEs, and can be seen as an alternative to the concept of an AIM, where the notion
of order of an AIM [DT94] is replaced by the notion of parameterization defect, and the distance of a
solution to an AIM is considered in a mean-square sense leading to a control of
∫ T
0 dist(u(t;u0),M)
2dt
instead of dist(u(t;u0),M); see [CLW13] for more details.
Note also that the time-dependent ratio Q(T, ω;u0) given in (8.27) is just one convenient way
of quantifying the quality of parameterization achieved by a stochastic PM when compared with
the the error committed (in a mean-square sense) on u when uc is known. For other choices of
“metrics” to measure the parameterization defect we refer to [CLW13]. We will see that theoretical
estimates of Q(T, ω;u0) can be derived for certain PM candidates; see Theorems 8.3 and 8.4 for the
stochastic context, and Theorem 8.5 for the deterministic situation. In all the cases, Q(T, ω;u0) can
be estimated via appropriate numerical simulations; see Sections 10 and 11. Furthermore, such notion
of parameterization defect allows us to get easily access to modeling error estimates associated with
reduced stochastic models based on a given PM; see Proposition 9.1 below.
Remark 8.6. It is worthwhile noting that other definitions of PMs could have been considered by re-
quiring for instance
∫ T
0 E
∥∥us(t, ·;u0)−hpm(uc(t, ·;u0), θt·)∥∥2α dt to be dominated by ∫ T0 E‖us(t, ·;u0)‖2α dt
for T sufficiently large, or by requiring (8.26) to hold in probability. These relaxed notions of PMs
should be investigated elsewhere, exploring in the present article the theory of PMs such as built on
Definition 8.1. The next proposition shows for instance that stochastic inertial manifolds provided by
Corollary 4.3 are (for λ > λc) stochastic PMs in the sense of such a definition.
Theorem 8.2. Assume that the assumptions of Corollary 4.3 hold, leading thus to the existence of
a stochastic inertial manifold M̂λ associated with the SPDE (3.1) for λ in some interval Λ. Let us
denote the corresponding inertial manifold function by hλ : Hc × Ω→ Hsα.
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Then, for any given initial datum u0 ∈ Hα\{0} and λ ∈ Λ, the following inequality holds:
(8.29)
∫ T
0
∥∥us(t, ω;u0)− hλ(uc(t, ω;u0), θtω)∥∥2α dt
≤ R(T, ω, u0)
∫ T
0
‖us(t, ω;u0)‖2α dt, ∀ ω ∈ Ω, T > 0,
where
(8.30) R(T, ω, u0) :=
1− e2(η+)T
2|η + |
(
(1 + Lip(hλ))Ĉ,σ(ω)‖Psu0 − Psu0(ω)‖α
)2
∫ T
0 ‖us(t, ω;u0)‖2α dt
,  ∈ (0, |η|).
Recall that Lip(hλ) is the global Lipschitz constant of hλ(·, ω), which admits a uniform bound indepen-
dent of ω as given by (4.9). The positive random constant Ĉ,σ is defined by:
(8.31) Ĉ,σ(ω) := sup
t≥0
Ke−t+σWt(ω)
1−Υ1(F ) ,
see (4.53); and u0(ω) corresponds to the random initial datum on M̂λ such that:
(8.32) ‖u(t, ω;u0(ω))− u(t, ω;u0)‖α ≤ Ĉ,σ(ω)e(η+)t‖Psu0(ω)− Psu0‖α, ∀ t ≥ 0, ω ∈ Ω.
In the case where Hc contains at least one critical mode, then for λ > λc (and λ ∈ Λ)
lim
T→∞
R(T, ω, u0) = 0.
This implies in particular that a stochastic inertial manifold as provided by Corollary 4.3 is always a
stochastic parameterizing manifold for λ > λc.
Proof. Let u be the solution of Eq. (3.1) emanating from u0 ∈ Hα. The proof of Corollary 4.3 ensures
the existence of a solution u of Eq. (3.1) which evolves on the corresponding stochastic inertial manifold
and such that (8.32) holds. Let us denote by p(t, ω) the projection Pcu(t, ω, u0(ω)).
By applying respectively Pc and Ps to u − u, since u(t, ω, u0(ω)) = p(t, ω) + hλ(p(t, ω), θtω), we
obtain from (8.32)
(8.33) ‖p(t, ω)− uc(t, ω, u0)‖α ≤ Ĉ,σ(ω)e(η+)t‖Psu0(ω)− Psu0‖α, ∀ t ≥ 0, ω ∈ Ω,
and
(8.34) ‖hλ(p(t, ω), θtω)− us(t, ω, u0)‖α ≤ Ĉ,σ(ω)e(η+)t‖Psu0(ω)− Psu0‖α, ∀ t ≥ 0, ω ∈ Ω.
By simply noting that ‖hλ(p(t, ω), θtω) − hλ(uc(t, ω, u0), θtω)‖α ≤ Lip(hλ)‖p(t, ω) − uc(t, ω, u0)‖α,
we deduce from (8.33) and (8.34)
(8.35)
‖us(t, ω, u0)− hλ(uc(t, ω, u0), θtω)‖α ≤ ‖us(t, ω, u0)− hλ(p(t, ω), θtω)‖α
+ ‖hλ(p(t, ω), θtω)− hλ(uc(t, ω, u0), θtω)‖α
≤ (1 + Lip(hλ))Ĉ,σ(ω)e(η+)t‖Psu0(ω)− Psu0‖α.
We have thus proved that
(8.36)
∫ T
0
‖us(t, ω, u0)− hλ(uc(t, ω, u0), θtω)‖2αdt
≤ 1− e
2(η+)T
2|η + |
(
(1 + Lip(hλ))Ĉ,σ(ω)‖Psu0(ω)− Psu0‖α
)2
,
and (8.29) follows.
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In the case where Hc contains at least one critical mode, then for λ > λc the trivial steady state is
unstable and it can be shown that
(8.37)
∫ T
0
‖us(t, ω;u0)‖2α dt −→
T→∞
∞,
holds for all ω. The proof is complete. 
Remark 8.7. In what follows we will often refer a stochastic PM to be simply a PM, the stochastic
attribute of such an object being implicit in the context of this article; only § 8.5 below deals with the
deterministic situation.
8.3. Parameterizing manifolds as pullback limits. We examine now the important problem
of the determination of stochastic PMs in practice. The main message is here that the approach
introduced in §8.1 to provide approximating manifolds of critical manifolds, can be in fact generalized
to get access to a variety of PMs in practice.
In particular, we will illustrate in applications that auxiliary backward-forward systems such as
(8.1) provide an efficient way to determine in practice PM candidates; see Sections 10 and 11. This is
supported by the rigorous results formulated below in Theorem 8.4, in Theorem 8.3 and in Theorem
8.5. For instance, by taking the pullback limit of û
(1)
s [ξ] solving (8.1b), it will be shown that this
limit may give access to a parameterizing manifold useful for applications (Theorems 8.4 and 8.5); see
also Section 10. This pullback limit exists and is always given by the Lyapunov-Perron integral Iλ
provided that the condition
(8.38) ηs < kηc < 0,
is satisfied for λ ∈ Λ. Such a pullback characterization of Iλ follows indeed from the same arguments
given in the proof of Proposition 8.1 since an inspection of the latter shows that only the existence
of the integral Iλ — ensured by (8.38) — is required for the pullback characterization to hold. To
summarize, when condition (8.38) is satisfied,
(8.39)
ĥ
(1)
λ (ξ, ω) := limT→+∞
û
(1)
s [ξ](T, θ−Tω; 0)
=
∫ 0
−∞
eσ(k−1)Ws(ω)Ide−sL
s
λPsFk(e
sLcλξ) ds, ∀ ξ ∈ Hc, ω ∈ Ω,
provides a natural candidate to be a parameterizing manifold function, where û
(1)
s [ξ] solves (8.1b).
Remark 8.8. Note that in the case where Lλ is self-adjoint, the pullback characterization of Iλ holds
under the even weaker condition (NR) as given in Section 7. Indeed the (NR)-condition is necessary
and sufficient for Iλ to be well defined in this case.
Remark 8.9. Note that ĥ
(n)
λ given in (8.46) as the pullback limit of û
(n)
s associated with the system
(8.43) is (B(Hc)⊗F ;B(Hsα))-measurable and is continuous in ξ since û(n)s [ξ](T, θ−Tω; 0) shares these
properties.
In Section 11 it will be illustrated that other auxiliary backward-forward systems than (8.1) can
be designed to get access to parameterizing manifolds with different parameterization qualities than
those associated with (8.1). In particular, we will illustrate that a parameterizing manifold with better
parameterization quality than another leads to a reduced stochastic system which is able to better
capture the dynamics on the resolved low-modes.
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Such an auxiliary backward-forward system turned out to be given by:
(8.40a)
(8.40b)
(8.40c)
(8.40d)
dû
(1)
c = L
c
λû
(1)
c ds+ σû
(1)
c ◦ dWs, s ∈ [−T, 0],
dû
(2)
c =
(
Lcλû
(2)
c + PcF (û
(1)
c )
)
ds+ σû
(2)
c ◦ dWs, s ∈ [−T, 0],
dû
(2)
s =
(
Lsλû
(2)
s + PsF (û
(2)
c (s− T, ω))
)
ds+ σû
(2)
s ◦ dWs−T , s ∈ [0, T ],
with û
(1)
c (s, ω)|s=0 = ξ, û(2)c (s, ω)|s=0 = ξ, and û(2)s (s, θ−Tω)|s=0 = 0.
where as we will see in Section 11, ĥ
(2)
λ given by
(8.41)
ĥ
(2)
λ (ξ, ω) := limT→∞
û
(2)
s [ξ](T, θ−Tω; 0)
=
∫ 0
−∞
e−σWτ (ω)Ide−τL
s
λPsF
(
û
(2)
c (τ, ω; ξ)
)
dτ, ξ ∈ Hc, ω ∈ Ω.
provides a good candidate to be a parameterizing manifold function, when the latter limit exists54.
In Section 11.2, non-resonance conditions under which this limit exists are exhibited for a stochastic
Burgers-type equation, in the case where the resolved modes consist of the first two eigenmodes; see
(NR2) therein.
System (8.40) introduces a new type of nonlinear self-interactions between the resolved modes (in
Hc) which take into account some of nonlinear effects (through PcF ) that were absent in the auxiliary
system (8.1). As it will be described in Section 11.3, these new interactions lead to a new type of
memory terms in the construction of ĥ
(2)
λ via (8.41) which will help improve the parameterization
quality offered by ĥ
(1)
λ ; we refer to Section 9.3 for a description of the memory effects conveyed by
ĥ
(1)
λ ; see Lemma 9.1.
From a practical point of view, backward-forward systems such as (8.1) or (8.40), benefit from
the fact that they come with a partial-coupling between their variables, which in particular simplifies
their numerical treatment when compared with the fully-coupled backward-forward systems considered
in [KDKR13] (based on [DPD96]) for the approximation problem of stochastic inertial manifolds.
Furthermore, we mention that our particular choice of multiplicative noise allows us to consider — via
the cohomology approach — transformed versions (ω by ω) such as (8.3) so that we do not have to
deal with problems which arise in trying to solve more general stochastic equations backward in time.
As we will see in Sections 10 and 11 in the case of a stochastic Burgers-type equation, although
the systems (8.1) and (8.40) are each partially-coupled, they turn out to give access to parameterizing
manifolds with quite remarkable performances when used for the modeling of the dynamics on the low
modes.
Note that ĥ
(2)
λ can be actually written as the sum of ĥ
(1)
λ and some correction terms. To make
it transparent, let us assume that the nonlinearity is bilinear: F (u) = B(u, u). Then, according to
54which is equivalent to the existence of the integral in (8.41).
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(8.41), we have
(8.42)
ĥ
(2)
λ (ξ, ω) =
∫ 0
−∞
e−σWτ (ω)Ide−τL
s
λPsB
(
û
(1)
c (τ, ω; ξ) + CB(τ, ω; ξ), û
(1)
c (τ, ω; ξ) + CB(τ, ω; ξ)
)
dτ
=
∫ 0
−∞
e−σWτ (ω)Ide−τL
s
λPsB
(
û
(1)
c (τ, ω; ξ), û
(1)
c (τ, ω; ξ)
)
dτ
+
∫ 0
−∞
e−σWτ (ω)Ide−τL
s
λPsB
(
û
(1)
c (τ, ω; ξ), CB(τ, ω; ξ)
)
dτ
+
∫ 0
−∞
e−σWτ (ω)Ide−τL
s
λPsB
(
CB(τ, ω; ξ), û
(1)
c (τ, ω; ξ)
)
dτ
+
∫ 0
−∞
e−σWτ (ω)Ide−τL
s
λPsB
(
CB(τ, ω; ξ), CB(τ, ω; ξ)
)
dτ,
where CB is given by
CB(τ, ω; ξ) :=
∫ 0
τ
eσ(Wτ (ω)−Ws′ (ω))Ide(τ−s
′)LcλPcB
(
û
(1)
c (s
′, ω; ξ)
)
ds′.
The first term
∫ 0
−∞ e
−σWτ (ω)Ide−τLsλPsB
(
û
(1)
c (τ, ω; ξ), û
(1)
c (τ, ω; ξ)
)
dτ in (8.42) above corresponds to
ĥ
(1)
λ (ξ, ω), and the remaining three terms are correction terms of ĥ
(2)
λ (ξ, ω) based on ĥ
(1)
λ (ξ, ω) brought
by the nonlinear term PcF (û
(1)
c ) in (8.40b). As we will see in Section 11.3, these three terms bring a
new type of memory terms compared with those conveyed by ĥ
(1)
λ .
The pullback characterization of ĥ
(1)
λ and ĥ
(2)
λ given above leads naturally to consider the following
generalization associated to the n-layer backward-forward system (n ≥ 2):
(8.43a)
(8.43b)
(8.43c)
(8.43d)
(8.43e)
dû
(1)
c = L
c
λû
(1)
c ds+ σû
(1)
c ◦ dWs, s ∈ [−T, 0],
dû
(2)
c =
(
Lcλû
(2)
c + PcF (û
(1)
c )
)
ds+ σû
(2)
c ◦ dWs, s ∈ [−T, 0],
...
...
...
dû
(n)
c =
(
Lcλû
(n)
c + PcF (û
(n−1)
c )
)
ds+ σû
(n)
c ◦ dWs, s ∈ [−T, 0],
dû
(n)
s =
(
Lsλû
(n)
s + PsF (û
(n)
c (s− T, ω))
)
ds+ σû
(n)
s ◦ dWs−T , s ∈ [0, T ],
with û
(1)
c (s, ω)|s=0 = · · · = û(n)c (s, ω)|s=0 = ξ, and û(n)s (s, θ−Tω)|s=0 = 0.
A basic recurrence argument leads to the following representation of the solutions of this system:
û
(1)
c (s, ω; ξ) = e
σWs(ω)IdesL
c
λξ,(8.44a)
û
(n)
c (s, ω; ξ) = û
(1)
c (s, ω; ξ)(8.44b)
−
∫ 0
s
eσ(Ws(ω)−Ws′ (ω))Ide(s−s
′)LcλPcF
(
û
(n−1)
c (s
′, ω; ξ)
)
ds′, n ≥ 2,
û
(n)
s [ξ](s, θ−Tω; 0) =
∫ s
0
eσ(Ws−T (ω)−Ws′−T (ω))Ide(s−s
′)LsλPsF
(
û
(n)
c (s
′ − T, ω; ξ)) ds′(8.44c)
=
∫ s−T
−T
eσ(Ws−T (ω)−Wτ (ω))Ide(s−T−τ)L
s
λPsF
(
û
(n)
c (τ, ω; ξ)
)
dτ.
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The resulting û
(n)
s involves thus the past history of the noise path and of û
(n)
c . The latter conveys a
“matriochka” of self-interactions between the low modes, ei ∈ Hc, through the collection of terms
(8.45)
(〈PcF (û(p)c ), ei〉)1≤p≤n−1;1≤i≤m ;
see also Section 11.3.
The corresponding pullback limit of û
(n)
s , assuming its existence, provides thus a new parameteri-
zation of the unresolved modes as functional of the past history of the resolved modes as modeled by
û
(n)
c :
(8.46) ĥ
(n)
λ (ξ, ω) := limT→∞
û
(n)
s [ξ](T, θ−Tω; 0), ∀ ξ ∈ Hc, ω ∈ Ω,
As it will be illustrated in Section 11.3 for a stochastic Burgers-type equation, this operation leads
to a hierarchy of memory terms generalizing those conveyed by ĥ
(1)
λ . In the self-adjoint case, these
memory terms arise as random coefficients in the analytic expression of ĥ
(n)
λ and come with the
aforementioned matriochka of nonlinear interactions.
For situations where the sequence (û
(n)
s )n∈N∗ is well-defined, the analysis of the convergence problem
when n→∞ is reported for a next study; see however the numerical results of Section 11.4. For the
moment, we give in the next section conditions under which the limiting stochastic manifold (when
it exists) and the one associated with ĥ
(1)
λ , provide both stochastic parameterizing manifolds; see
Theorems 8.3 and 8.4 below.
8.4. Existence of stochastic parameterizing manifolds via backward-forward systems. In
this section we consider the following (formal) limit system of the backward-forward system (8.43) as
the number of layers for the resolved modes tends to infinity:
(8.47a)
(8.47b)
(8.47c)
dûGc =
(
Lcλû
G
c + PcF (û
G
c )
)
ds+ σûGc ◦ dWs, s ∈ [−T, 0],
dûGs =
(
Lsλû
G
s + PsF (û
G
c (s− T, ω))
)
ds+ σûGs ◦ dWs−T , s ∈ [0, T ],
with ûGc (s, ω)|s=0 = ξ, and ûGs (s, θ−Tω)|s=0 = 0.
Such a system can be naturally obtained for σ = 0, by assuming that û
(n)
s possesses a limit (for
instance in the uniform topology of C1((−T, 0);Hc)) and by passing to the limit in (8.43c). In such a
deterministic case the equation (8.47a), obtained by passing to the limit, turns out to be the Galerkin
reduced system55 integrated backward.
In the stochastic case, our particular choice of multiplicative noise allows us (by use of appropriate
cohomology) to give sense of backward (pathwise) solutions of (8.47a) when the latter exist. By
assuming that such solutions exist and obey to an appropriate growth as T → −∞, conditions under
which the pullback limit associated with system (8.47) exists and provides a PM for SPDEs of type
(3.1) (with F (u) reduced to bilinear terms), can be then derived. This is the content of the following
theorem.
Theorem 8.3. Let the SPDE (3.1) be considered within the framework of Section 3.1, where the
nonlinearity is assumed to be bilinear and continuous (i.e. F (u) = B(u, u)), and λ to be in some
interval Λ on which the uniform spectrum decomposition (3.11) holds.
Assume furthermore that for some σ > 0 the solution ûGc (s, ω; ξ) to (8.47a) emanating from ξ in
fiber ω exists on [−T, 0] for all ξ ∈ Hc and all T > 0. Assume also that there exists a positive random
55associated with the SPDE (3.1) and the subspace Hc.
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variable γλ,σ(ω) such that
(8.48) lim
T→+∞
e−γλ,σ(ω)T ‖ûGc (−T, ω; ξ)‖α = 0, ∀ ξ ∈ Hc, ω ∈ Ω, λ ∈ Λ,
and that there exists δ > 0, such that
(8.49) − 2γλ,σ(ω)− η2 > δ, ω ∈ Ω,
where η2 < 0 is chosen so that the partial-dichotomy estimates (3.24a)–(3.24b) hold.
Then, the following pullback limit exists:
(8.50)
ĥGλ (ξ, ω) := lim
T→∞
ûGs [ξ](T, θ−Tω; 0)
=
∫ 0
−∞
e−σWτ (ω))Ide−τL
s
λPsB
(
ûGc (τ, ω; ξ), û
G
c (τ, ω; ξ)
)
dτ,
for all ξ ∈ Hc, ω ∈ Ω, and λ ∈ Λ.
Assume furthermore that a global tempered random attractor Aλ exists for the SPDE (3.1). Then,
there exists a positive random variable Cλ,σ(ω) such that
(8.51)
‖us(t, ω;u0)− ĥGλ (uc(t, ω;u0), θtω)‖α
≤ Cλ,σ(θtω)
(−η2 − 2γλ,σ(θtω)− 3δ4 )1−α
, ∀ u0 ∈ Aλ(ω), t ≥ 0, λ ∈ Λ,
where us(t, ω;u0) := Psuλ(t, ω;u0) and uc(t, ω;u0) := Pcuλ(t, ω;u0) with uλ(t, ω;u0) being the complete
SPDE trajectory on Aλ taking value u0 in fiber ω.
If additionally, for each ω ∈ Ω, λ ∈ Λ, and u0 ∈ Aλ(ω), there exists T0(ω, u0) ≥ 0, such that
(8.52)
∫ T
0
(
Cλ,σ(θtω)
)2
(−η2 − 2γλ,σ(θtω)− 3δ4 )2(1−α)
dt ≤
∫ T
0
‖us(t, ω;u0)‖2αdt, T ≥ T0(ω, u0),
then ĥGλ given by (8.50) is a PM function for the SPDE (3.1), when the initial data in condition (8.26)
of Definition 8.1 are taken on the global attractor Aλ.
Proof. We proceed in two steps.
Step 1. Let us first examine the existence of the pullback limit ĥGλ . Since the backward solution
ûGc to (8.47a) exists according to our assumption, we obtain then for all s ∈ [0, T ] that
ûGs [ξ](s, θ−Tω; 0) =
∫ s
0
eσ(Ws−T (ω)−Ws′−T (ω))Ide(s−s
′)LsλPsB
(
ûGc (s
′ − T, ω; ξ), ûGc (s′ − T, ω; ξ)
)
ds′
=
∫ s−T
−T
eσ(Ws−T (ω)−Wτ (ω))Ide(s−T−τ)L
s
λPsB
(
ûGc (τ, ω; ξ), û
G
c (τ, ω; ξ)
)
dτ.
It follows then by application of (3.24b) and by making s = T
(8.53) ‖ûGs [ξ](T, θ−Tω; 0)‖α ≤ KM
∫ 0
−T
e−σWτ (ω)−τη2
|τ |α ‖û
G
c (τ, ω; ξ)‖2α dτ,
where we have used the existence of M > 0 satisfying
(8.54) ‖B(u, v)‖ ≤M‖u‖α‖v‖α, ∀ u, v ∈ Hα,
given that B is bilinear and continuous.
Due to assumption (8.48), there exists a positive random variable C1(ω, λ) such that
(8.55) ‖ûGc (s, ω; ξ)‖α ≤ C1(ω, λ)eγλ,σ(ω)|s|, ∀ ξ ∈ Hc, s ∈ (−∞, 0], ω ∈ Ω.
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We obtain then from (8.53) that
(8.56) ‖ûGs [ξ](T, θ−Tω; 0)‖α ≤ KM
(
C1(ω, λ)
)2 ∫ 0
−T
e−σWτ (ω)−τη2−2τγλ,σ(ω)
|τ |α dτ.
Note that by the sublinear growth property (8.57) of the Wiener process, there exists a positive random
variable Cσ(ω) such that
(8.57) |σWt(ω)| ≤ δ
4
|t|+ Cσ(ω), t ∈ R, ω ∈ Ω,
where δ is given by (8.49); see Lemma 3.1.
It follows then that
(8.58)
‖ûGs [ξ](T, θ−Tω; 0)‖α ≤ KM
(
C1(ω, λ)
)2
Cσ(ω)
∫ 0
−T
e(−η2−2γλ,σ(ω)−δ/4)τ
|τ |α dτ
≤ KM
(
C1(ω, λ)
)2
Cσ(ω)Γ(1− α)
(−η2 − 2γλ,σ(ω)− δ/4)1−α , ∀ ξ ∈ H
c, T > 0, ω ∈ Ω,
where we have used −η2 − 2γλ,σ(ω) − δ/4 > 0 due to (8.49). Consequently, ‖ûGs [ξ](T, θ−Tω; 0)‖α is
uniformly bounded with respect to T . Following the same type of estimates, it can also be shown that∥∥∥∫ −T
−∞
e−σWτ (ω)Ide−τL
s
λPsB
(
ûGc (τ, ω; ξ), û
G
c (τ, ω; ξ)
)
dτ
∥∥∥
α
≤ KM
(
C1(ω, λ)
)2
Cσ(ω)e
−(−η2−2γλ,σ(ω)−δ/4)T
Tα(−η2 − 2γλ,σ(ω)− δ/4) ,
where the RHS converges to zero as T → +∞. Therefore, the pullback limit of ûGs [ξ](T, θ−Tω; 0)
exists and is given by (8.50).
Step 2. We show now that the estimate (8.71) holds. Let uλ(t, ω;u0) (t ∈ R) be a complete
trajectory on the global attractor Aλ taking value u0 in fiber ω. Note that for any t > t0, it holds that
(8.59)
us(t, ω;u0) = e
σ(Wt(ω)−Wt0 (ω))Ide(t−t0)L
s
λus(t0, ω;u0)
+
∫ t
t0
eσ(Wt(ω)−Ws(ω))Ide(t−s)L
s
λPsB(uλ(s, ω;u0), uλ(s, ω;u0))ds.
Let us first show that for each fixed t ∈ R,
(8.60) lim
t0→−∞
‖eσ(Wt(ω)−Wt0 (ω))Ide(t−t0)Lsλus(t0, ω;u0)‖α = 0.
Since Aλ is tempered, there exists a positive random variable C3(ω, λ) such that
(8.61) ‖uλ(s, ω;u0)‖α < C3(ω, λ)e
δ
4
|s|, ∀ s ∈ R, u0 ∈ Aλ(ω), ω ∈ Ω.
This together with the partial-dichotomy estimate (3.24a) implies that
‖eσ(Wt(ω)−Wt0 (ω))Ide(t−t0)Lsλus(t0, ω;u0)‖α ≤ KC3(ω, λ)eσ(Wt(ω)−Wt0 (ω))+(t−t0)η2+ δ4 |t0|
≤ KC3(ω, λ)eCσ(ω)+σWt(ω)+tη2e δ4 |t0|−t0η2+ δ4 |t0|,
where we applied (8.57) to control σWt0(ω).
Since −η2 − δ2 > 0 thanks to (8.49), it follows that
lim
t0→−∞
e
δ
4
|t0|−t0η2+ δ4 |t0| = lim
t0→−∞
e(−η2−
δ
2
)t0 = 0;
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and (8.60) follows. We obtain then from (8.59) the following representation of us(t, ω;u0):
(8.62) us(t, ω;u0) =
∫ t
−∞
eσ(Wt(ω)−Ws(ω))Ide(t−s)L
s
λPsB(uλ(s, ω;u0), uλ(s, ω;u0))ds.
Let us now derive (8.71) for t = 0. By setting t = 0 in (8.62), we obtain
us(0, ω;u0) =
∫ 0
−∞
e−σWs(ω))Ide−sL
s
λPsB(uλ(s, ω;u0), uλ(s, ω;u0))ds.
Let us denote
(8.63) vλ(s, ω;u0) := uλ(s, ω;u0)− ûGc (s, ω;Pcu0), s ≤ 0.
It follows then from the bilinearity of B and the representation of ĥGλ given in (8.50) that
(8.64)
us(0, ω;u0) = ĥ
G
λ (Pcu0, ω) +
∫ 0
−∞
e−σWs(ω))Ide−sL
s
λPsB(û
G
c (s, ω;Pcu0), vλ(s, ω;u0))ds
+
∫ 0
−∞
e−σWs(ω))Ide−sL
s
λPsB(vλ(s, ω;u0), û
G
c (s, ω;Pcu0))ds
+
∫ 0
−∞
e−σWs(ω))Ide−sL
s
λPsB(vλ(s, ω;u0), vλ(s, ω;u0))ds.
We proceed now with the control of the three integral terms appearing in (8.64). For this purpose, let
us note that according to (8.55) and (8.61) it holds trivially that for all s ≤ 0,
(8.65) ‖vλ(s, ω;u0)‖α ≤ ‖uλ(s, ω;u0)‖α + ‖ûGc (s, ω;Pcu0)‖α ≤ C3(ω, λ)e
δ
4
|s| + C1(ω, λ)eγλ,σ(ω)|s|.
By using again the partial-dichotomy estimate (3.24b), the growth control of Wt(ω), and the control
of B given in (8.54) with the estimates of ‖vλ‖α and ‖ûGc ‖α; the first integral term in (8.64) is estimated
as follows:
(8.66)
∥∥∥∫ 0
−∞
e−σWs(ω))Ide−sL
s
λPsB(û
G
c (s, ω;Pcu0), vλ(s, ω;u0))ds
∥∥∥
α
≤ KM
∫ 0
−∞
e−σWs(ω)−sη2
|s|α ‖û
G
c (s, ω;Pcu0)‖α‖vλ(s, ω;u0)‖αds
≤ KM
∫ 0
−∞
eCσ(ω)−
δ
4
s−sη2
|s|α C1(ω, λ)e
γλ,σ(ω)|s|
(
C3(ω, λ)e
δ
4
|s| + C1(ω, λ)eγλ,σ(ω)|s|
)
ds
=
KMeCσ(ω)C1(ω, λ)C3(ω, λ)Γ(1− α)
(−η2 − γλ,σ(ω)− δ2)1−α
+
KMeCσ(ω)
(
C1(ω, λ)
)2
Γ(1− α)
(−η2 − 2γλ,σ(ω)− δ4)1−α
.
The second and third integrals in (8.64) can be controlled using similar arguments, to lead respectively
to
(8.67)
∥∥∥∫ 0
−∞
e−σWs(ω))Ide−sL
s
λPsB(û
G
c (s, ω;Pcu0), vλ(s, ω;u0))ds
∥∥∥
α
≤ KMe
Cσ(ω)C1(ω, λ)C3(ω, λ)Γ(1− α)
(−η2 − γλ,σ(ω)− δ2)1−α
+
KMeCσ(ω)
(
C1(ω, λ)
)2
Γ(1− α)
(−η2 − 2γλ,σ(ω)− δ4)1−α
,
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and to
(8.68)
∥∥∥∫ 0
−∞
e−σWs(ω))Ide−sL
s
λPsB(vλ(s, ω;u0), vλ(s, ω;u0))ds
∥∥∥
α
≤ 2KMe
Cσ(ω)
(
C1(ω, λ)
)2
Γ(1− α)
(−η2 − 2γλ,σ(ω)− δ4)1−α
+
2KMeCσ(ω)
(
C3(ω, λ)
)2
Γ(1− α)
(−η2 − 3δ4 )1−α
.
Now, by (8.64) and the estimates derived in (8.66)–(8.68), we have
‖us(0, ω;u0)− ĥGλ (uc(0, ω;u0), ω)‖α ≤
Cλ(ω)
(−η2 − 2γλ,σ(ω)− 3δ4 )1−α
, ∀ u0 ∈ Aλ(ω),
where
(8.69) Cλ(ω) := KMe
Cσ(ω)Γ(1− α)
(
4
(
C1(ω, λ)
)2
+ 2C1(ω, λ)C3(ω, λ) + 2
(
C3(ω, λ)
)2)
.
The estimate (8.71) is thus derived when t = 0. The result for t > 0 follows by simply changing the
fiber ω by the fiber θtω.
Finally, if (8.72) is satisfied it is clear that for each λ ∈ Λ, ĥGλ consists of a PM function when the
initial data in condition (8.26) required by Definition 8.1 are taken on the global attractor Aλ.

Remark 8.10. Note that the existence of the backward solution ûGc (·, ω; ξ) for (8.47a) on the negative
real line and the condition (8.48) can be both guaranteed if for instance the bilinear term is furthermore
energy preserving, i.e., 〈B(u, u), u〉 = 0 for all u ∈ Hα; see [FJ05] for such results in the deterministic
context.
The same ideas than used in the proof of Theorem 8.3 can be applied to show that ĥ
(1)
λ associated
with the backward-forward systems (8.1) provides a PM under appropriate assumptions as stated in
the following theorem.
Theorem 8.4. Consider an SPDE (3.1) whose cocycle possesses a global tempered random attractor
Aλ. Let us assume that the nonlinearity F is a continuous bilinear term, and that λ lives in some
interval Λ for which a uniform spectral decomposition (3.11) over Λ holds; and η1 and η2 can be chosen
such that
(8.70) η2 < 2η1, and ηs < η2 < η1 < ηc.
Then, there exists a positive random variable Cλ(ω) such that
(8.71) ‖us(t, ω;u0)− ĥ(1)λ (uc(t, ω;u0), θtω)‖α ≤
Cλ(θtω)
((2η1 − η2)/2)1−α , ∀ u0 ∈ Aλ(ω), t ≥ 0, λ ∈ Λ,
where us(t, ω;u0) := Psuλ(t, ω;u0) and uc(t, ω;u0) := Pcuλ(t, ω;u0) with uλ(t, ω;u0) being the complete
trajectory on Aλ taking value u0 in fiber ω.
If additionally, for each ω ∈ Ω, λ ∈ Λ, and u0 ∈ Aλ(ω), there exists T0(ω, u0) ≥ 0, such that
(8.72)
1
((2η1 − η2)/2)1−α
∫ T
0
(
Cλ(θtω)
)2
dt ≤
∫ T
0
‖us(t, ω;u0)‖2αdt, T ≥ T0(ω, u0),
then ĥ
(1)
λ is a PM function for the SPDE (3.1) for each λ ∈ Λ, when the initial data in condition
(8.26) of Definition 8.1 are taken on the global attractor Aλ.
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Proof. The results can be derived by following the same arguments presented in the proof of Theo-
rem 8.3 since analogues of the additional assumptions (8.48) and (8.49) required therein can be verified
for the case considered here as shown below.
As mentioned in §8.3, ĥ(1)λ is well-defined under the condition ηs < 2ηc. Note also that for any fixed
 > 0, there exists a positive random variable C(ω) such that the backward solution û
(1)
c (s, ω; ξ) for
(8.1a) has the following growth control:
(8.73) ‖û(1)c (s, ω; ξ)‖α ≤ Keη1s+σWs(ω)‖ξ‖α ≤ C(ω)eη1s+|s|‖ξ‖α.
We derive then in analogue to the condition (8.48) required in Theorem 8.3 that:
lim
T→+∞
e−(|η1|+)T ‖û(1)c (−T, ω; ξ)‖α = 0, ∀ ξ ∈ Hc, ω ∈ Ω, λ ∈ Λ,  > 0,
where the rate of the growth control, γ := |η1|+ , is deterministic in contrast with the random rate
γλ,σ(ω) in (8.48). Since η2 < 2η1, in analogue to (8.49), we can choose the positive constants δ and 
properly so that
−η2 − 2γ > δ.
We can then follow the same argument as presented in Step 2 of the proof of Theorem 8.3 to obtain
the desired results, and the proof is complete.

Clearly condition (8.70) is far to be necessary for ĥ
(1)
λ to be a PM. This is for instance supported
by the numerical results of Section 10.1 on the stochastic Burgers-type equation analyzed therein. In
the deterministic context, actually much weaker conditions on the spectrum of the linear part can be
identified to ensure ĥ
(1)
λ to be a PM. This is the purpose of Theorem 8.5 proved in the next section.
Remark 8.11. It is worth mentioning that the n-layer backward-forward system (8.43) can actually
give access to PMs, by considering the random graph associated with û
(n)
s [ξ](T, θ−Tω; 0) (ξ varying in
Hc) for some finite fixed time T . We refer to Section 11 for illustrations on the stochastic Burgers-type
equation analyzed therein.
8.5. Existence of parameterizing manifolds in the deterministic case. In this section we
study, in a deterministic setting (σ = 0), conditions under which the pullback limit associated with the
backward-forward system (8.43) provides a PM.56 For simplicity, we consider ĥ
(1)
λ only; and throughout
this subsection, we assume that the nonlinearity F is k-linear for some k ≥ 2.
The evolution equation under consideration takes the following form
(8.74)
du
dt
= Lλu+ F (u),
which corresponds to Eq. (3.1) by setting σ = 0.
Note that when σ = 0 and F = Fk, we obtain from (8.39) the following expression for ĥ
(1)
λ (ξ):
(8.75) ĥ
(1)
λ (ξ) =
∫ 0
−∞
e−sL
s
λPsF (e
sLcλξ) ds, ∀ ξ ∈ Hc.
Since F is k-linear, it follows from [Hen81, Lem. 6.2.4] that ĥ
(1)
λ satisfies the following equation:
(8.76) Dĥ
(1)
λ (ξ)L
c
λξ − Lsλĥ(1)λ (ξ)− PsF (ξ) = 0.
56 Note that, in the deterministic case, the corresponding backward-forward system (8.43) becomes autonomous and
the equation for the û
(n)
s is solved over the interval [−T, 0] instead of [0, T ], see for instance (8.17). Here, the definition
of a parameterizing manifold for a deterministic PDE follows the same lines as Definition 8.1 with the ω-dependence
removed and the requirements regarding the measurability dropped.
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In particular, the invariance defect of ĥ
(1)
λ (associated with (8.74)) is given by:
57
(8.77)
M [ĥ
(1)
λ ](ξ) := Dĥ
(1)
λ (ξ)
(
Lcλξ + PcF
(
ξ + ĥ
(1)
λ (ξ)
))
−
(
Lsλĥ
(1)
λ (ξ) + PsF
(
ξ + ĥ
(1)
λ (ξ)
))
= R[ĥ
(1)
λ ](ξ),
with
(8.78) R[ĥ
(1)
λ ](ξ) := Dĥ
(1)
λ (ξ)PcF
(
ξ + ĥ
(1)
λ (ξ)
)
− PsF
(
ξ + ĥ
(1)
λ (ξ)
)
+ PsF (ξ).
We will show that this invariance defect (when ĥ
(1)
λ is replaced by us(t)) plays an important role to
ensure ĥ
(1)
λ to be a PM.
To do so, let us introduce v(t;u0) := us(t;u0) − ĥ(1)λ (uc(t;u0)), where uc(t;u0) := Pcuλ(t;u0) and
us(t;u0) := Psuλ(t;u0) with uλ(t;u0) being the solution to Eq. (8.74) emanating from some u0 ∈ Hα.
Note that
(8.79)
dĥ
(1)
λ (uc)
dt
= Dĥ
(1)
λ (uc)
duc
dt
= Dĥ
(1)
λ (uc)
(
Lcλuc + PcF (uc + us)
)
= Lsλĥ
(1)
λ (uc) + PsFk(uc) +Dĥ
(1)
λ (uc)PcF (uc + us),
where we have used (8.76) to derive the last equality. It follows then that
(8.80)
dv
dt
= Lsλv + PsF
(
uc + v + ĥ
(1)
λ (uc)
)− PsFk(uc)−Dĥ(1)λ (uc)PcF (uc + v + ĥ(1)λ (uc)).
The following theorem identifies conditions under which ĥ
(1)
λ provides an AIM for a broad class of
PDEs. These conditions are subject to the theory of time-analyticity properties of the solutions uλ(t)
of the underlying PDE as extended in [Pro91] from the original works [FT79, FT89], that we adapt to
our framework; see also [GK03]. Similar time-analyticity arguments for the theory of AIMs were first
used in [FMT88]. We first recall some assumptions (adapted to our framework) required in [Pro91] in
order to establish this property.
(A1) The linear operator Lλ = −A+Bλ is self-adjoint and satisfies the assumptions of Section 3.
(A2) The nonlinearity F : Hα → H is continuous for some α ∈ [0, 1/2]; and F is analytic on finite
dimensional subspaces of Hα and has analytic extensions to the complexifications of these
subspaces.
(A3) There exist 1 ≤ r < ∞, C > 0, and a continuous function c : (0,∞) → R+ such that for all
r > 0, the following estimate holds
(8.81) |〈F˜ (u) + B˜λu, A˜u+ u〉| ≤ r‖A˜u‖2 + c(r)‖u‖2p + C, ∀ u ∈ H˜1,
where A˜, B˜λ, F˜ are the complexification of A,Bλ, and F respectively; H˜1 is the complexification
of H1 defined by (3.14); 〈·, ·〉 is the inner product on H˜ induced by the corresponding inner
product on H; and λ > λc is fixed.
(A4) Moreover, R := F˜+B˜λ satisfies the following weak continuity property forHα-valued functions
of the complex variables:
If vm : C → Hα converges weakly to v : C → Hα in the sense that l(vm(z)) → l(v(z)) as
m→∞ for every l ∈ (Hα)∗ and uniformly in z on every compact subset K ⊂ C, then∫
C
(
R(vm(z))−R(v(z))
)
φ(z)dz −→
m→∞ 0, ∀ φ ∈ C
∞
c (C).
57 Note that the invariance defect (associated with (8.74)) of a manifold is zero if and only if this manifold is invariant
for the semigroup generated by (8.74).
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Theorem 8.5. Let us assume that (A1)–(A4) hold. Let us assume furthermore that A and Lλ share
the same eigenfunctions (in H1), with the corresponding eigenvalues γn and βn(λ) verifying
(8.82) ∃ Cλ > 0, ∀ n ∈ N, |γn − βn(λ)| < Cλ|βn(λ)|.
The projector Pc is assumed to be chosen so that −Lsλ defined in (3.22) is positive, and so that the
cross non-resonance condition (NR), between the eigenvalues of Lsλ and L
c
λ, holds.
Finally, we assume that a semigroup can be associated with (8.74) in Hα, and that this semigroup
possesses a global attractor Aλ whose -neighborhood is given by
Aλ := {ψ ∈ Hα : dist(ψ,Aλ) ≤ }.
Then for any given solution uλ(t;u0) of (8.74), there exist t0(u0) > 0 and γ(λ, u0) > 0 such that
v(t;u0) := us(t;u0)− ĥ(1)λ (uc(t;u0)), with ĥ(1)λ given by (8.75), satisfies:
(8.83) ‖v(t;u0)‖α ≤ (1 + Cλ)
αγ(λ, u0)
|βm+1(λ)|1−α +
(1 + Cλ)
αLip(F )|Aλ
|βm+1(λ)|1−α ‖us(t;u0)‖α, t ≥ t0(u0),
where Lip(F )|Aλ is the Lipschitz constant of F restricted to Aλ and Cλ is as given in (8.82).
Proof. Let uλ(t;u0) be the solution to Eq. (8.74) emanating from u0 ∈ Hα. First note that under the
assumptions (A1)–(A4) given above, we can apply [Pro91, Thm. 1.1] to the solution uλ to obtain
that there exists a positive constant γ1 := γ1(λ, u0) such that
(8.84)
∥∥∥duλ(t;u0)
dt
∥∥∥
α
≤ γ1(λ, u0), t ≥ t0(u0),
where t0(u0) is chosen so that uλ(t;u0) ∈ Aλ for all t ≥ t0. It follows then that
(8.85)
∥∥∥dv(t;u0)
dt
∥∥∥ ≤ ∥∥∥dus(t;u0)
dt
∥∥∥+ ∥∥∥dĥ(1)λ (uc(t;u0))
dt
∥∥∥
≤ C1
∥∥∥dus(t;u0)
dt
∥∥∥
α
+ C1
∥∥∥Dĥ(1)λ (uc(t;u0))∥∥∥∥∥∥duc(t;u0)dt ∥∥∥α
≤ C1γ1(λ, u0)(1 + sup
ξ∈PcAλ
‖Dĥ(1)λ (ξ)‖), t ≥ t0,
where C1 is the generic constant verifying ‖ψ‖ ≤ C1‖ψ‖α for all ψ ∈ Hα. Note that the supremum
supξ∈PcAλ ‖Dĥ
(1)
λ (ξ)‖ is finite since PcAλ is a bounded closed set in the finite dimensional subspace
Hc, and Dĥ(1)λ is continuous due to the fact that, with Lλ being self-adjoint, ĥ(1)λ is a homogenous
(deterministic) polynomial in the sense of Definition 6.2 (for σ = 0).
Note also that according to (8.80), we have
(8.86) v = (−Lsλ)−1
(dv
dt
− PsF
(
uc + v + ĥ
(1)
λ (uc)
)
+ PsFk(uc) +Dĥ
(1)
λ (uc)PcF
(
uc + v + ĥ
(1)
λ (uc)
))
.
The desired estimate on v can be derived now based on the following two inequalities. Thanks to the
condition (8.82), we get
(8.87)
‖(−Lsλ)−1ψ‖α = ‖Aα(−Lsλ)−1ψ‖ ≤
γαn
|βm+1(λ)|‖ψ‖
≤ (|βm+1(λ)|+ |γn − βm+1(λ)|)
α
|βm+1(λ)| ‖ψ‖
≤ (1 + Cλ)
α
|βm+1(λ)|1−α ‖ψ‖, ψ ∈ H
s
α.
STOCHASTIC PARAMETERIZING MANIFOLDS AND NON-MARKOVIAN REDUCED EQUATIONS 85
Note also that
(8.88)
∥∥∥dv(t;u0)
dt
− PsF
(
uc(t;u0) + v(t;u0) + ĥ
(1)
λ (uc(t;u0))
)
+ PsFk(uc(t;u0))
+Dĥ
(1)
λ (uc(t;u0))PcF
(
uc(t;u0) + v(t;u0) + ĥ
(1)
λ (uc(t;u0))
)∥∥∥
≤
∥∥∥dv(t;u0)
dt
∥∥∥+ Lip(F )|Aλ‖us(t;u0)‖α
+
∥∥∥Dĥ(1)λ (uc(t;u0))PcF (uc(t;u0) + v(t;u0) + ĥ(1)λ (uc(t;u0)))∥∥∥
≤ γ(λ, u0) + Lip(F )|Aλ‖us(t;u0)‖α, t ≥ t0(u0),
where
(8.89)
γ(λ, u0) := C1γ1(λ, u0)
(
1 + sup
ξ∈PcAλ
‖Dĥ(1)λ (ξ)‖
)
+ Lip(F )|Aλ sup
ξ∈PcAλ
‖Dĥ(1)λ (ξ)‖ sup
ψ∈Aλ
‖ψ‖α,
and where the first term in the RHS of the second inequality of (8.88) has been controlled by using
(8.85), and the third term of the same RHS, by using∥∥∥Dĥ(1)λ (uc(t;u0))PcF (uc(t;u0) + v(t;u0) + ĥ(1)λ (uc(t;u0)))∥∥∥
≤ sup
ξ∈PcAλ
‖Dĥ(1)λ (ξ)‖ · Lip(F )|Aλ‖uλ(t;u0)‖α
≤ Lip(F )|Aλ sup
ξ∈PcAλ
‖Dĥ(1)λ (ξ)‖ sup
ψ∈Aλ
‖ψ‖α.
We obtain then from (8.86) that
(8.90) ‖v(t;u0)‖α ≤ (1 + Cλ)
αγ(λ, u0)
|βm+1(λ)|1−α +
(1 + Cλ)
αLip(F )|Aλ
|βm+1(λ)|1−α ‖us(t;u0)‖α, t ≥ t0(u0).
The proof is now complete.

Remark 8.12. The results in the above theorem shows that ĥ
(1)
λ consists of an approximate inertial
manifold for Eq. (8.74) under the given conditions, since for all t ≥ t0(u0) and u0 ∈ Hα, it holds that
dist(u(t;u0),M
(1)
λ ) ≤ ‖v(t;u0)‖α
≤ (1 + Cλ)
αγ(λ, u0)
|βm+1(λ)|1−α +
(1 + Cλ)
αLip(F )|Aλ
|βm+1(λ)|1−α ‖us(t;u0)‖α,
where M
(1)
λ is the manifold associated with ĥ
(1)
λ .
The following corollary provides additional conditions under which ĥ
(1)
λ is a PM.
Corollary 8.1. Let us assume that λ > λc, and that the assumptions of Theorem 8.5 hold, with t0(u0)
such as given in (8.83) for an arbitrary u0 ∈ Hα.
Then ĥ
(1)
λ defined by (8.75) provides a parameterizing manifold for Eq. (8.74), if there exists t1 ≥
t0(u0) such that,
(8.91)
2(T − t0)
(
(1 + Cλ)
αγ(λ, u0)
)2
|βm+1(λ)|2(1−α)
∫ T
0 ‖us(t;u0)‖2αdt
+
2
(
(1 + Cλ)
αLip(F )|Aλ
)2
|βm+1(λ)|2(1−α)
< 1, ∀ T ≥ t1.
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Proof. Let u0 ∈ Hα be fixed and T ≥ t0 := t0(u0). Let us first rewrite the time-dependent ratio
Q(T ;u0) in Definition 8.1 (adapted to the deterministic case) as follows:
(8.92) Q(T ;u0) :=
∫ T
0 ‖v(t;u0)‖2αdt∫ T
0 ‖us(t;u0)‖2αdt
=
∫ t0
0 ‖v(t;u0)‖2αdt∫ T
0 ‖us(t;u0)‖2αdt
+
∫ T
t0
‖v(t;u0)‖2αdt∫ T
0 ‖us(t;u0)‖2αdt
,
where v(t;u0) = us(t;u0)− ĥ(1)λ (uc(t;u0)).
Since λ > λc, we have
∫ T
0 ‖us(t;u0)‖2αdt→∞ as T →∞. The first term on the RHS of (8.92) can
be thus made sufficiently close to zero by choosing T sufficiently large.
The control of the second term in the RHS is based on the estimate (8.83) from Theorem 8.5 and
the assumption (8.91). Indeed, thanks to (8.83), we get for all T ≥ t0 that∫ T
t0
‖v(t;u0)‖2αdt ≤
∫ T
t0
[
(1 + Cλ)
αγ(λ, u0)
|βm+1(λ)|1−α +
(1 + Cλ)
αLip(F )|Aλ
|βm+1(λ)|1−α ‖us(t;u0)‖α
]2
dt
≤ 2
∫ T
t0
[
(1 + Cλ)
αγ(λ, u0)
|βm+1(λ)|1−α
]2
+
[
(1 + Cλ)
αLip(F )|Aλ
|βm+1(λ)|1−α ‖us(t;u0)‖α
]2
dt
=
2(T − t0)[(1 + Cλ)αγ(λ, u0)]2
|βm+1(λ)|2(1−α)
+
2[(1 + Cλ)
αLip(F )|Aλ ]2
|βm+1(λ)|2(1−α)
∫ T
t0
‖us(t;u0)‖2αdt.
This together with (8.91) implies that
∫ T
t0
‖v(t;u0)‖2αdt∫ T
0 ‖us(t;u0)‖2αdt
< 1 for all T ≥ t1. We obtain thus that
Q(T ;u0) < 1 when T is sufficiently large. The proof is complete.

9. Non-Markovian Stochastic Reduced Equations
As mentioned in Introduction, the practical aspects of the reduction problem of a deterministic
dynamical system to its corresponding (local) center or center-unstable manifold has been well investi-
gated in certain finite- and infinite-dimensional settings; see e.g. [BK98, Car81, DS06, EvP04, Far01,
Kuz04, Hen81, HI11, MW05, MR09, Po¨t11, PR06]. In [AI98, AX95, Box89, Box91, NL91, XR96]
certain extensions of such reduction techniques have been considered for finite dimensional RDSs
generated by random differential equations (RDEs) or SDEs. Effective reduction procedures to sto-
chastic critical or other local invariant manifolds, have been nevertheless much less explored for RDSs
associated with SPDEs; see however [CLR01, WD07].
A major drawback of any reduction procedure based on local invariant manifolds relies in their
local nature which, as explained in Introduction, is somewhat incompatible with large excursions of
the SPDE solutions caused by white noise. This is particularly constraining away from the critical
value (λ > λc) where the large excursions are typically further amplified by the nonlinear effects. As
we will see in applications the theory of parameterizing manifolds introduced in Section 8.2 in this
article becomes then an interesting substitutive concept.
In this section, an efficient stochastic reduction procedure is presented based on stochastic param-
eterizing manifolds introduced in Sections 8.3 and 8.4. The goal is here to derive efficient reduced
models to describe the main dynamical features of the amplitudes of the critical modes contained in
Hc. This stochastic reduction procedure developed below can be seen as an alternative to the nonlin-
ear Galerkin method where the approximate inertial manifolds (AIMs) used therein are replaced here
by the parameterizing manifolds introduced in Sections 8.3 and 8.4.
Among the differences with the AIM approach, the PM approach seeks for manifolds which provide
modeling error of the evolution of uc in a mean-square sense; see Proposition 9.1 below. This modeling
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error is controlled by the product of three terms: the energy of the unresolved modes (i.e. the
unresolved information), the nonlinear effects (associated with the size of the global random attractor),
and the quality of the PM. In particular, in the case of a stochastic inertial manifold, the corresponding
parameterization defect Q(T, ω;u0) and the modeling error decays to zero as T →∞, a manifestation
of the fact the parameterization of the small scales by the large ones can be made “exact” up to a
reminder that becomes negligible for large T ; see Theorem 8.2.
We will see in Sections 10 and 11, that parameterizing manifolds which can be built from the
pullback characterizations (8.39) or (8.41) play a key role in the derivation of efficient stochastic
reduced models in the case of large amplitudes. To simplify the presentation, only reduction associated
with parameterizing manifolds based on the pullback characterization (8.39) associated with the one-
layer backward-forward system (8.1), are described below. Reduced equations based on parameterizing
manifolds obtained via the pullback characterization (8.41) associated with the two-layer backward-
forward system (8.40) are dealt with in Section 11 in the case where Hc contains both stable and
unstable modes.
The reduced equations based on PMs associated with the backward-forward system (8.1), are low-
dimensional SDEs arising typically with random coefficients which convey extrinsic memory effects
[HO07, Hai09] expressed in terms of decay of correlations (see Lemma 9.1), making the stochastic
reduced equations genuinely non-Markovian; see Eqns. (9.18) below. These random coefficients involve
the the past of the noise path and exponentially decaying terms depending in the self-adjoint case
on the gap between some linear combinations of the eigenvalues associated with the low modes and
the eigenvalues associated with high modes. These gaps correspond exactly to those arising in the
(NR)-condition; see (9.11) and Remark 9.3 below.
Throughout this section it is assumed that the RDS associated with the SPDE (3.1), possesses a
random global attractor which pullback attracts deterministic bounded sets of Hα so that in particular
the framework of Section 8.3 can be applied.
9.1. Low-order stochastic reduction procedure based on parameterizing manifolds. In this
subsection, we present a stochastic reduction procedure based on parameterizing manifolds associated
with (3.1), which is intended to be used to model the dynamics of a given number of resolved modes.
As before, the m-dimensional subspace Hc is spanned by the m resolved modes, and we assume that
these modes are associated with the first m eigenvalues.
We first note that by projecting Eq. (3.1) onto the subspace Hc spanned by the resolved modes, we
get:
(9.1) duc =
(
Lλuc + PcF (uc + us)
)
dt+ σuc ◦ dWt,
where us = Psuλ. This equation is the exact reduced equation of Eq. (3.1) but is not written in a
closed form since us needs to be known in order to determine uc.
Various parameterization strategies of the unresolved variable us can be imagined to derive a closed
version of (9.1) from which an approximation of the dynamics of uc is sought. For the reduction
procedure considered here, the unresolved variable us is parameterized in terms of the resolved variable
uc through a PM function ĥ
pm
λ : Hc × Ω→ Hsα to be determined.
When such a PM function is given, the PM-based (abstract) reduced equation for the resolved
modes is then given by:58
(9.2) dξ =
(
Lcλξ + PcF
(
ξ + ĥpmλ (ξ, θtω)
))
dt+ σξ ◦ dWt.
58 When ĥpmλ corresponds to a stochastic inertial manifold then the asymptotic behavior of Pcuλ(t, ω;u0) can be
derived from the asymptotic behavior of the solutions of Eq. (9.2). In this case, Eq. (9.2) corresponds to the inertial
form of Eq. (3.1) in the language of inertial manifold theory; see e.g. [CFNT89, Tem97] for σ = 0.
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Before proceeding to the derivation of operational form of the above stochastic reduced system, we
provide a way to assess the modeling error associated with this reduced system. For this purpose, we
rely on the cohomology relation introduced in § 3.3. The modeling error is estimated for the RPDE
(3.36), and its corresponding reduced system.
When a modeling error is small for the RPDE case, it means that the projected RPDE dynamics on
Hc is well modeled by its reduced system. The implications are then that according to the cohomology
transfer principle mentioned in § 3.3, any qualitative features of the resolved modes captured by the
reduced system for the RPDE correspond then also to features captured by the reduced system for
the SPDE.
Recall that Eq. (3.36) is associated with the SPDE (3.1) via the random transformation (3.33). By
projecting Eq. (3.36) onto the subspace Hc, we derive the following exact reduced system associated
with Eq. (3.36):
(9.3)
dvc
dt
= Lcλvc + zσ(θtω)vc + PcG(θtω, vc + vs),
where vc := Pcvλ, vs := Psvλ. Recall also that G(ω, v) := e
−zσ(ω)F (ezσ(ω)v).
For any given PM function ĥpmλ : Hc × Ω → Hsα associated with the SPDE (3.1), let us define
hpmλ : Hc × Ω→ Hsα by:
(9.4) hpmλ (ξ, ω) := e
−zσ(ω)ĥpmλ (e
zσ(ω)ξ, ω), ξ ∈ Hc, ω ∈ Ω.
Similar to the reduced equations (9.2) associated with ĥpmλ , we have the following reduced equation
(for the RPDE) based on the parameterization function hpmλ :
(9.5)
dξ
dt
= Lλξ + zσ(θtω)ξ + PcG
(
θtω, ξ + h
pm
λ (ξ, θtω)
)
.
The following result provides an estimate of the modeling error — in a mean-square sense —
associated with the reduced system (9.5) for the modeling of the RPDE dynamics projected onto the
resolved modes, when λ > λc.
Proposition 9.1. Let vλ(t, ω) be a solution of the RPDE (3.36) on its global random attractor A˜λ
for λ > λc. Then, the following modeling error estimate holds:
(9.6)
1
T
∫ T
0
∥∥∥dvc(t, ω)
dt
−
(
Lcvc(t, ω) + zσ(θtω)vc(t, ω) + PcG
(
θtω, vc(t, ω) + h
pm
λ (vc(t, ω), θtω)
))∥∥∥2dt
≤ 1
T
max
t∈[0,T ]
(
l(G, t, ω)
)
Q˜(T, ω; v0)|vs(·, ω)|2L2(0,T ;Hα),
where vc = Pcvλ, vs = Psvλ, v0 = vλ(0, ω), l(G, t, ω) := Lip
2(G|A˜(θtω)), and
(9.7) Q˜(T, ω; v0) :=
∫ T
0
∥∥vs(t, ω; v0)− hpmλ (vc(t, ω; v0), θtω)∥∥2α dt∫ T
0 ‖vs(t, ω; v0)‖2α dt
, T > 0.
Proof. First note that |vs(·, ω)|L2(0,T ;Hα) 6= 0 when λ > λc and T > 0, since the trivial steady state is
unstable.
The proof is then based on the following basic inequality:
(9.8)
1
T
∫ T
0
∥∥PcG(θtω, vc(t, ω) + vs(t, ω))− PcG(θtω, vc(t, ω) + hpmλ (vc(t, ω), θtω))∥∥2dt
≤ 1
T
max
t∈[0,T ]
(
l(G, t, ω)
)
Q˜(T, ω;u0)|vs(·, ω)|2L2(0,T ;Hα),
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which results from a straightforward application of a Lipschitz estimate of the nonlinearity assessed
on the global attractor A˜λ, and by using the definition of the ratio Q˜(T, ω;u0) given by (9.7).
Note also that from the exact reduced equation (9.3) for the RPDE (3.36), we have
PcG
(
vc(t, ω) + vs(t, ω)
)
=
dvc(t, ω)
dt
− Lcvc(t, ω)− zσ(θtω)vc(t, ω), t ≥ 0, ω ∈ Ω.
This identity used in (9.8) leads then trivially to (9.6). 
Remark 9.1. It is important to note that the upper bound derived in (9.6) splits the modeling error
estimate (over any finite time interval) into the product of three terms whose each of them takes its
source in different aspects of the reduction problem: the L2-average of the ‖ · ‖α-energy contained in
the unresolved modes (i.e. the unknown information59), the nonlinear effects (associated with the size
of the global random attractor), and the quality of the PM.
We explain now how to derive an operational form of Eq. (9.2) in the case when an explicit analytic
formula of ĥpmλ is available. To simplify the presentation, we consider the case where Lλ is self-adjoint,
the (NR)-condition is satisfied and where ĥ
(1)
λ given by (8.39) provides a PM. We will see in Section 10
that ĥ
(1)
λ can indeed provides a PM for a broad class of regimes in the case of a stochastic Burgers-type
equation.
The derivation of an effective reduced equations from Eq. (9.2) based on ĥ
(1)
λ , can be then articu-
lated according to the three steps outlined below for the self-adjoint case when the (NR)-condition is
satisfied.
Step 1. Expansion of ĥ
(1)
λ (ξ, θtω). From the discussion of Section 7, since ĥ
(1)
λ takes the same form as
Iλ given by (6.25), we deduce that ĥ
(1)
λ can be decomposed as in (6.39) given in Corollary 6.1.
Namely, ĥ
(1)
λ can be written as
(9.9) ĥ
(1)
λ (ξ, ω) =
∞∑
n=m+1
ĥ
(1),n
λ (ξ, ω)en, ∀ ξ ∈ Hc, ω ∈ Ω,
where m is the dimension of the subspace Hc spanned by the resolved modes, and ĥ(1),nλ (ξ, ω)
is given for each n ≥ m+ 1 by
(9.10)
ĥ
(1),n
λ (ξ, ω) :=
∑
(i1,··· ,ik)∈Ik
yi1 · · · yik〈Fk(ei1 , · · · , eik), en〉M i1,··· ,ikn (ω, λ).
Here, I = {1, · · · ,m}, yi = 〈ξ, ei〉 for each i ∈ I with 〈·, ·〉 denoting the inner-product in the
ambient Hilbert space H, and for each (i1, · · · , ik) ∈ Ik, the M i1,··· ,ikn (ω, λ)-term is given by:
(9.11) M i1,··· ,ikn (ω, λ) :=
∫ 0
−∞
e
(∑k
j=1 βij (λ)−βn(λ)
)
s+σ(k−1)Ws(ω) ds,
where each βij (λ) denotes the eigenvalue associated with the corresponding mode eij in Hc,
and βn(λ) denotes the eigenvalue associated with the unresolved mode en in Hs. Note that
each such terms is well-defined due to the (NR)-condition and (8.57).
Step 2. Effective form of the reduced equation (9.2). We seek for ξ(t, ω), solution of (9.2), into
its Fourier expansion:
(9.12) ξ(t, ω) =
m∑
i=1
yi(t, ω)ei,
59related to the dimension of Hc.
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where again m is the dimension of the subspace Hc. The effective reduced equation which rules
the evolution of the amplitude variables yi(t, ω) is sought by projecting Eq. (9.2) onto each
of the m resolved modes60. In that respect, the expression of ĥ
(1)
λ (ξ, θtω) given by Eq. (9.9)
plays a key role in the derivation of the resulting m-dimensional reduced system of SDEs.
Its use in the nonlinear terms introduce indeed nonlinear interactions between the unresolved
and resolved modes as well as self-interactions between the unresolved modes which are both
absent when ĥpm = 0 in (9.2).
The nonlinear interactions just mentioned are clearly the crucial point to resolve in order to derive
efficient reduced models. This explains in part why a PM is required to perform better than the “linear
manifold”61 from its definition; see (8.28). We will see in applications that the parameterization defect
(8.27) is a useful indicator to measure how good these nonlinear interactions are resolved by a PM
candidate.
The above reduction procedure is illustrated below in § 9.2 on an abstract example when the
nonlinearity consists of a bilinear term. A stochastic Burgers-type equation will serve as a concrete
example in Section 10.
In the case where no analytic expression for ĥpmλ is available, the vector field in (9.2) is built
simultaneously with ξ(t, ω), as the time t evolves. The parameterizing manifold function is thus
computed “on the fly.” This procedure is described in details in Section 11 on an example, where the
parameterizing manifold is taken to be ĥ
(2)
λ given by (8.41).
Remark 9.2. It is important to note that the low-order reduction procedure described above also
applies when Eq. (3.1) is a deterministic PDE, i.e., σ = 0. In this case, all the expressions become
deterministic. We refer to [CLW13] for the description of the deterministic theory of parameterizing
manifolds.
9.2. An abstract example of PM-based reduced system. To illustrate how to apply the proce-
dure described above, we consider the case where the nonlinearity consists of a bilinear term, i.e. when
F = F2. Here again to fix the ideas, we will use ĥ
(1)
λ associated with the one-layer backward-forward
system (8.1) to be the PM candidate, and we assume the same working assumptions as above.
First, we expand ξ(t, ω) and ĥ
(1)
λ (ξ, θtω) according to (9.12) and (9.9), respectively. Then by taking
the H-inner product on both sides of Eq. (9.2) with the resolved mode ej for 1 ≤ j ≤ m, we obtain
for ξ = ξ(t, ω):
(9.13) dyj = βj(λ)yjdt+
〈
PcF2
( m∑
i=1
yiei +
∞∑
n=m+1
ĥ
(1),n
λ (ξ, θtω)en
)
, ej
〉
dt+ σyj ◦ dWt.
Let us now introduce the following nonlinear interaction coefficients:
(9.14) Blpq := 〈F2(ep, eq), el〉, ∀ p, q, l ∈ N∗.
These coefficients describe three types of nonlinear interactions when projected against a given el-
mode: the self-interactions of the resolved modes (when p, q ∈ {1, ...,m}), the cross-interactions
between the resolved and unresolved modes (when p ∈ {1, ...,m} and q ≥ m + 1, or vice versa), and
the self-interactions of the unresolved modes (when p, q ≥ m+ 1).
60The projection is done by taking the inner product in the ambient Hilbert space H on both sides of Eq. (9.2) with
each of the m resolved modes e1, · · · , em.
61corresponding to hpm = 0, i.e. M = Hc.
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We obtain thus for any j ∈ {1, ...,m}, that:
(9.15)
〈
PcF2
( m∑
i=1
yiei +
∞∑
n=m+1
ĥ
(1),n
λ (ξ, θtω)en
)
, ej
〉
=
m∑
i1,i2=1
yi1yi2〈F2(ei1 , ei2), ej〉
+
m∑
i=1
∞∑
n=m+1
yiĥ
(1),n
λ (ξ, θtω)
(
〈F2(ei, en), ej〉+ 〈F2(en, ei), ej〉
)
+
∞∑
n1,n2=m+1
ĥ
(1),n1
λ (ξ, θtω)ĥ
(1),n2
λ (ξ, θtω)〈F2(en1 , en2), ej〉
=
m∑
i1,i2=1
Bji1i2yi1yi2 +
m∑
i=1
∞∑
n=m+1
(Bjin +B
j
ni)yiĥ
(1),n
λ (ξ, θtω)
+
∞∑
n1,n2=m+1
Bjn1n2 ĥ
(1),n1
λ (ξ, θtω)ĥ
(1),n2
λ (ξ, θtω).
Using the expression of the nonlinear interactions coefficients given in (9.14), we get from (9.10)
that
(9.16) ĥ
(1),n
λ (ξ, θtω) =
m∑
i1,i2=1
Bni1i2M
i1i2
n (θtω, λ)yi1yi2 .
Now, using (9.16) in (9.15), we find by rearranging the terms:
(9.17)
〈
PcF2
( m∑
i=1
yiei +
∞∑
n=m+1
ĥ
(1),n
λ (ξ, θtω)en
)
, ej
〉
=
m∑
i1,i2=1
Bji1i2yi1yi2 +
m∑
i,i1,i2=1
∞∑
n=m+1
(Bjin +B
j
ni)B
n
i1i2M
i1i2
n (θtω, λ)yi1yi2yi
+
∞∑
n1,n2=m+1
m∑
i1,i2=1
m∑
i3,i4=1
Bjn1n2B
n1
i1i2
Bn2i3i4M
i1i2
n1 (θtω, λ)M
i3i4
n2 (θtω, λ)yi1yi2yi3yi4 .
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By reporting (9.17) in (9.13), the following PM-based system of effective reduced equations is now
obtained as:
(9.18)
dyj =
(
βj(λ)yj +
(a)︷ ︸︸ ︷
m∑
i1,i2=1
Bji1i2yi1yi2
+
(b)︷ ︸︸ ︷
m∑
i,i1,i2=1
∞∑
n=m+1
(Bjin +B
j
ni)B
n
i1i2M
i1i2
n (θtω, λ)yi1yi2yi
+
∞∑
n1,n2=m+1
m∑
i1,i2=1
m∑
i3,i4=1
Bjn1n2B
n1
i1i2
Bn2i3i4M
i1i2
n1 (θtω, λ)M
i3i4
n2 (θtω, λ)yi1yi2yi3yi4︸ ︷︷ ︸
(c)
)
dt
+ σyj ◦ dWt, 1 ≤ j ≤ m.
where Blpq are defined in (9.14), and M
ikil
n (θtω, λ) are given in (9.11).
Note that in many situations, only finitely many terms Brpq appearing in (b) and (c) of the above
equations (9.18) are nonzero; see Section 10 and [CLW13, CGLW13]. In the case where infinitely
many of such terms would be nonzero, the summation should be obviously truncated for sufficiently
large n in practice.
9.3. PM-based reduced systems as non-Markovian SDEs. In the effective reduced equations
(9.18) described above, the terms in (a) reflect nonlinear self-interactions between the resolved modes
in Hc via the coefficients Bji1i2 . On the other hand, the terms in (b) (coming from expansion
of F2(ξ(t, ω), ĥ
(1)
λ (ξ(t, ω), θtω)), ξ ∈ Hc) reflect nonlinear cross-interactions between the resolved
modes in Hc and the unresolved ones62 in Hsα; and the terms in (c) (coming from expansion of
F2(ĥ
(1)
λ (ξ(t, ω), θtω), ĥ
(1)
λ (ξ(t, ω), θtω))) reflect self-interactions between the unresolved modes. Both
(b) and (c) involve the random coefficients M ikiln (ω, λ).
These random coefficients involve the history of the random forcing and exponentially decaying
terms, depending in the self-adjoint case, on the gap between some linear combinations of the eigen-
values associated with the low modes and the eigenvalues associated with high modes. These gaps
correspond exactly to those arising in the (NR)-condition; see (9.11) and Remark 9.3 below.
The resulting reduced equations are thus low-dimensional SDEs arising typically with random co-
efficients which convey extrinsic memory effects [HO07, Hai09] expressed in terms of decay of corre-
lations, making the stochastic reduced equations genuinely non-Markovian [Hai09] provided that σ
lives in some admissible range; see Lemma 9.1 below. It is worthwhile noting that in such cases, the
“noise bath” is essential for these coefficients to exhibit decay of correlations, the M ikiln (ω, λ)-terms
being reduced to a constant when σ = 0; see Remark 6.5 (4).
The precise results about the decay of correlations of these terms are presented below in the case
where the resolved modes in Hc correspond to a same eigenvalue with multiplicity m, i.e., when
(9.19) β1(λ) = · · ·βm(λ) =: β∗(λ),
in (9.11). This is just for convenience, to simplify the notations and the proof provided in Appendix C.
The changes corresponding to the general case are indicated in Remark 9.3.
62as parameterized by ĥ
(1)
λ .
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Lemma 9.1. Let g(λ) := kβ∗(λ)− βn(λ), and
(9.20) σ∗(λ) :=
√
2g(λ)
k − 1 , σ#(λ) :=
√
g(λ)
k − 1 .
Then for λ such that g(λ) > 0, the Mn(ω, λ)-term defined by
(9.21) Mn(ω, λ) :=
∫ 0
−∞
eg(λ)s+σ(k−1)Ws(ω) ds,
satisfies the following properties:
(i) The expectation of Mn(·, λ) exists if and only if σ < σ∗, and is given in that case by
(9.22) E(Mn(·, λ)) = 1
g(λ)− (k − 1)2σ2/2 , σ < σ∗.
(ii) The variance of Mn(·, λ) exists if and only if σ < σ#, and is given in that case by
(9.23) Var(Mn(·, λ)) = (k − 1)
2σ2
2(g(λ)− (k − 1)2σ2/2)2(g(λ)− (k − 1)2σ2) , σ < σ#.
(iii) The autocorrelation of Mn(θt·, λ) exists if and only if σ < σ#, and is given in that case by
(9.24)
R(t) :=
Cov(Mn(θs+t·, λ),Mn(θs·, λ))
Var(Mn(·, λ))
= exp
(
−
(
g(λ)− (k − 1)2σ2/2
)
|t|
)
, t ∈ R, 0 < σ < σ#,
where
Cov(Mn(θs+t·, λ),Mn(θs·, λ)) = E(Mn(θs+t·, λ)Mn(θs·, λ))
− E(Mn(θs+t·, λ))E(Mn(θs·, λ)).
This lemma results from direct application of the Fubini Theorem, the independent increment
property of the Wiener process, and the fact that E(eσWt(·)) = eσ2|t|/2 for any t ∈ R, as expectation of
the geometric Brownian motion generated by dSt =
σ2
2 Stdt+ σStdWt; see e.g. [Øks98, Sect. 5.1]. For
the reader’s convenience, a proof is provided in Appendix C.
Remark 9.3. The results presented in Lemma 9.1 also hold for the more general M i1,··· ,ikn -terms given
in (9.11) with the suitable changes g(λ) =
∑k
j=1 βij (λ)−βn(λ) > 0 from (NR). We will see in Section
10.3, that the size of
∑k
j=1 βij (λ)−βn(λ) as (i1, · · · , ik) varies in Ik — called hereafter the NR-gaps —
play a dominant role in the contribution of the M i1,··· ,ikn -terms to achieve good modeling performances
of uc by reduced systems such as (9.18).
As we will see, the memory terms (9.11) can turn out to play an important role in applications
in order to derive efficient closed models for the dynamics of the low modes; see Section 10 and
[CGLW13]. We provide for the moment another representation of such terms, which will be useful
regarding their computations. It is indeed worth noting that, for each n ≥ m + 1, the M i1,··· ,ikn -term
given by (9.11) for a fixed k-tuple (i1, · · · , ik), corresponds in fact to the unique stationary solution of
the following auxiliary scalar SDE:
(9.25) dM =
1− ( k∑
j=1
βij (λ)− βn(λ)
)
M
dt− (k − 1)σM ◦ dWt.
Since
∑k
j=1 βij (λ)−βn(λ) > 0, the stationary solution M i1,··· ,ikn (ω, λ) of Eq. (9.25) is measurable with
respect to the past σ-algebra F− generated by the mappings {ω 7→ ϕ(τ, θ−tω) | 0 ≤ τ ≤ t}, where ϕ
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is the cocycle associated with such an SDE; see [Chu02, Example 2.4.4]. The fact that each memory
term as given by (9.11) can be represented as the stationary solution to its corresponding Eq. (9.25)
simplifies clearly its computation in practice63; cf. Section 10.
Remark 9.4. In the case where M lkn = 0, for n ≥ N > m+ 1 (l, k ∈ {1, ..,m}), by supplementing the
equations (9.18) (satisfied by the yi-variables) with the equations (9.25) given below for the correspond-
ing coefficients M lkn , it can be shown that such an augmented system in the (yi;M
lk
n )-variables, leads
to well-defined pathwise (local) solutions using the standard theory of existence of solutions to SDEs
[Øks98], provided that the initial data for the M lkn -equations are taken to be their corresponding sta-
tionary solutions given in (9.11). Existence of pathwise solutions to the non-Markovian SDE (9.18),
can be then deduced from the existence of such solutions to the corresponding augmented (Markovian)
system.
Remark 9.5. Although the memory terms given by (9.11) have exponential decay of autocorrelation
(Lemma 9.1 (iii)), they exhibit typically non-Gaussian statistics; see Fig. 1. Note that in the reduction
of stochastic systems, other extrinsic memory terms with similar properties have been found in the
literature [BM13, FS09, LR12, Rob08], although we are not aware of an equivalent of Lemma 9.1 for
those terms.
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Figure 1. Numerically estimated probability density functions (PDFs) of the Mn-term, with pa-
rameters β∗(λ) = 10 in (9.19), k = 2, and βn(λ) = 19.7, and for various values of σ. The range of
σ-values used for this plot is [0.5σ+, σ+] where σ+ = σ∗(λ)/2. The PDF corresponding to the smallest
σ used for this plot has the biggest maximum value. The more σ increases, the more this maximum
decreases and the skewness of the PDF becomes pronounced.
As mentioned in the above remark, extrinsic memory terms of different forms have been already en-
countered in reduction strategies of finite-dimensional SDEs to random center manifolds; see e.g. [Box89].
Extrinsic memory effects also arise in procedures which consist of deriving simultaneously both nor-
mal forms and center manifold reductions of SDEs; see for instance [AI98, AX95, NL91] and [Arn98,
63when compared to a direct evaluation using its integral representation (9.11).
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Sect. 8.4.5]. In such a two-in-one strategy, anticipating terms may arise — as integrals involving the
future of the noise path — in both the corresponding random change of coordinates and the resulting
normal form.
In [FS09, LR12, Rob08], pursuing the works of [AI98, AX95], reduced stochastic equations involving
also extrinsic memory terms have been derived mainly in the context of the stochastic slow manifold;
see also [BM13]. By seeking for a random change of variables, which typically involves repeated sto-
chastic convolutions, stochastic reduced equations (different from those derived in (9.18)) are obtained
to model the dynamics of the slow variables. These reduced equations are also non-Markovian but
require a special care in their derivation to push the anticipative terms (arising in such an approach)
to higher order albeit not eliminating them [FS09, Rob08].
As a comparison, our reduction strategy is naturally associated with the theory of (stochastic)
parameterizing manifolds introduced in this article, and in particular it does not require the existence
of a stochastic slow (or inertial) manifold. Our approach prevents furthermore the emergence of
anticipative terms to any order in the corresponding reduced SDEs. Memory terms of more elaborated
structures than described in Lemma 9.1 (see e.g. (11.36) or (11.40) in Section 11.3) can also arise in
our stochastic reduced equations built from stochastic PMs defined as pullback limits associated with
the multilayer backward-forward systems introduced in Section 8.3.
As illustrated for the stochastic Burgers-type equation analyzed in Section 11, stochastic reduced
equations (9.2) built from ĥ
(2)
λ defined by the pullback limit (8.41), convey such memory terms. As
we will see in Section 11.3, these terms arise as repeated compositions of functions involving integrals
depending on the past of the noise path driving the SPDE (see e.g. (11.36) or (11.40) in Section 11.3),
and come with a “matriochka” of nonlinear self-interactions between the low eigenmodes. We will
see in Sections 10 and 11 that the memory terms arising in the PM-based reduced systems — either
from ĥ
(1)
λ or ĥ
(2)
λ — play an important role in the modeling performance achieved by such systems,
regarding the SPDE dynamics projected onto the resolved modes.
Remark 9.6. The extrinsic memory terms that arise in our approach (or the aforementioned ones)
should not be confused with intrinsic memory terms built from the past history of the low modes such
as appearing in other reduction strategies; see e.g. [CHK02, CKG11, CS06, CH06, EMS01, KCG13,
KCRG13, MH13, MTVE01, McW12, Sti06, WL13]. Extrinsic memory terms such as (9.11) take their
sources in the “noise bath” and in the nonlinear, leading-order self-interactions of the low modes, as
projected against the high modes. In contrast, the intrinsic memory terms such as arising in the Mori-
Zwanwig approach [CHK02, CH06] may be present even when σ = 0 and result from a decomposition
of the reduced vector field in an averaged part plus fluctuating components; see [KCG13, CH06].
10. Application to a stochastic Burgers-type equation: Numerical results
We illustrate below, how the PM-based stochastic reduction procedure introduced above performs in
the case of a Burgers-type equation perturbed by a linear multiplicative white noise. The performance
of the reduction procedure will be assessed mainly on a quantitative level hereafter. For a dynamically
oriented study based on this approach we refer to [CGLW13].
The purpose is here to illustrate that the one-layer backward-forward system (8.1) introduced in
Section 8 provides, for a broad class of regimes, candidates of parameterizing manifolds, which lead
to reduced systems that model the SPDE dynamics projected onto the resolved modes with good
performances. The use of the two-layer backward-forward system (8.40) is analyzed in Section 11.
In particular, this system will be shown to give access to PMs of good quality for parameter regimes
where the one-layer backward-forward system (8.1) fails to provide a PM.
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The problem analyzed hereafter consists of the following stochastic initial-boundary value problem
on the interval (0, l):
(10.1)
du =
(
νuxx + λu− γuux
)
dt+ σu ◦ dWt,
u(0, t) = u(l, t) = 0, t ≥ 0,
u(x, 0) = u0(x), x ∈ (0, l),
where ν, λ, γ, and σ are positive parameters, and u0 is some appropriate initial datum. This problem
can be cast into the abstract form (3.1) which fits the framework of Section 3 with H = {u ∈
L2(0, l) : u(0) = u(l) = 0} and H1 = H2(0, l) ∩ H10 (0, l), and we refer to [HW06] for more details
when σ = 0. In particular, using the cohomology approach recalled in § 3.3 (see also [FL05]) it can
be shown that a random version of the estimates performed in [HW06] ensures the existence of a
global dissipative RDS in H10 (0, l) associated with (10.1) so that the reduction techniques introduced
in Section 9 can be applied. From a physical point of view, we mention that (10.1) is a stochastic
version of problems arising in the modeling of flame front propagation; see e.g. [BKS01]. It can also
be seen as inscribed in the long tradition for the study of Burgers turbulence subject to random forces;
see e.g. [BFK00, DPDT94, EKMS00, EVE00, Fri95, MBPF05].
Note that the eigenvalues of the associated deterministic linear problem are given by
(10.2) βn(λ) := λ− νn
2pi2
l2
, n ∈ N∗,
and the corresponding eigenvectors are
(10.3) en(x) :=
√
2
l
sin
(npi
l
x
)
, x ∈ (0, l).
The critical value of the control parameter λ at which the trivial steady state loses its stability is given
by λc =
νpi2
l2
, and the corresponding critical mode is e1.
We consider below the case where the subspace Hc is not only spanned by the critical mode e1, but
also by the stable mode e2, namely:
(10.4) Hc := span{e1, e2}.
In particular, this choice of Hc leads to examples of hyperbolic stochastic parameterizing manifolds
mentioned in Section 7.
10.1. Parameterization defect of ĥ
(1)
λ : Numerical estimates. In this subsection, we first de-
termine analytically the PM candidate ĥ
(1)
λ as given by (9.9)–(9.10) for the SPDE (10.1) when Hc is
given by (10.4) and then analyze numerically its parameterization quality. For the regimes for which
ĥ
(1)
λ is inferred to constitute a PM from this numerical analysis, the corresponding stochastic reduced
equations for the resolved modes e1 and e2 are then derived; see Eqns. (10.12) in §10.2. The modeling
performances of the evolution of uc = Pcu from these reduced equations are assessed in § 10.3.
Since the linear part of the SPDE considered here is self-adjoint, the pullback limit ĥ
(1)
λ associated
with the auxiliary system (8.1) exists if and only if the (NR)-condition is satisfied; see § 8.3. In that
respect, note first that the nonlinear self-interactions of the resolved modes take the following form
when projected against the unresolved modes:
(10.5)
〈e1(e2)x, e3〉 =
√
2pi
l3/2
, 〈e2(e1)x, e3〉 = pi√
2l3/2
, 〈e2(e2)x, e4〉 =
√
2pi
l3/2
,
〈ei(ej)x, en〉 = 0, i, j ∈ {1, 2}, n ≥ 5,
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so that with Hc given in (10.4), the (NR)-condition reduces here to:
(10.6) β1(λ) + β2(λ)− β3(λ) > 0, 2β2(λ)− β4(λ) > 0.
Now, by using the explicit expression of the eigenvalues provided in (10.2), it follows that the (NR)-
condition is satisfied for any λ > −4νpi2
l2
. For each such λ, the pullback limit ĥ
(1)
λ can be obtained by
using the formula (9.9); and thanks to (10.5), ĥ
(1)
λ reduces to the following:
(10.7) ĥ
(1)
λ (y1e1 + y2e2, ω) = −
3γpi√
2l3/2
M123 (ω, λ)y1y2e3 −
√
2γpi
l3/2
M224 (ω, λ)y
2
2e4, y1, y2 ∈ R,
where the extrinsic memory terms M123 (ω, λ) and M
22
4 (ω, λ) are given by
(10.8)
M123 (ω, λ) =
∫ 0
−∞
e[β1(λ)+β2(λ)−β3(λ)]s+σWs(ω) ds,
M224 (ω, λ) =
∫ 0
−∞
e[2β2(λ)−β4(λ)]s+σWs(ω) ds.
These terms come here with the nonlinear, self-interactions between the low modes e1 and e2,
projected against respectively the high modes e3 and e4; see (9.10).
The parameterization defect of ĥ
(1)
λ , Q(T, ω;u0) as defined by (8.27), is numerically investigated
for various values of λ and σ. In that purpose, we describe below the numerical schemes used to
integrate Eq. (10.1) and to compute the memory terms M123 (ω, λ) and M
22
4 (ω, λ) present in the
analytic expression of ĥ
(1)
λ given by (10.7) above.
Eq. (10.1) is solved by a semi-implicit Euler scheme where for each time step the nonlinearity
uux = (u
2)x/2 and the noise term σu ◦ dWt are treated explicitly, and the other terms are treated
implicitly. The Laplacian operator is discretized using the standard second-order central difference
approximation. The resulting semi-implicit scheme now reads as follows:
(10.9) un+1j − unj =
(
ν∆du
n+1
j + λu
n+1
j +
σ2
2
unj −
γ
2
∇d
(
(unj )
2
))
δt+ σζnu
n
j
√
δt,
where unj is the discrete approximation of u(jδx, nδt), δx denotes the mesh size of the spatial dis-
cretization; δt, the time step; the discretized Laplacian ∆d and the discretized spatial derivative ∇d
are given by
∆du
n
j =
unj−1 − 2unj + unj+1
(δx)2
; ∇d
(
(unj )
2
)
=
(unj+1)
2 − (unj )2
δx
, j ∈ {1, · · · , Nx − 2},
supplemented by the boundary conditions
un0 = u
n
Nx = 0,
where Nx is the total number of grid points used for the discretization of the spatial domain [0, l].
The ζn are random variables drawn independently from a normal distribution N (0, 1). Note that
the additional drift term σ2unj /2 in the RHS of (10.9) is due to the conversion of the Stratonovich
noise term σu ◦ dWt into its Itoˆ form. In this section, the simulations are performed for δt = 0.01
and Nx = 132 with l = 2.5pi so that δx ≈ 0.06. The parameters ν and γ will remain fixed to be
respectively 2 and 0.5. The values of the parameters λ and σ will be specified when necessary.
Let us denote the solution to (10.9) at time t = nδt to be Un, then after rearranging the terms,
equation (10.9) can be rewritten into the following algebraic system:
(10.10)
(
(1− λδt)I− νδtA)Un+1 = (1 + σ2
2
δt+ σζn
√
δt)Un − γ
2
δtB[S(Un)],
98 CHEKROUN, LIU, AND WANG
where I is the (Nx − 2) × (Nx − 2) identity matrix, A is the tridiagonal matrix associated with the
discrete Laplacian ∆d, B is the matrix associated with the discrete spatial derivative ∇d, and S(Un)
denotes the vector whose entries are the square of the corresponding entries of Un.
Note that the eigenvalues of A are given by 2
(δx)2
(
cos( jpiδxl ) − 1
)
, j = 1, · · · , Nx − 2, and the
corresponding eigenvectors are the discretized version of the first Nx − 2 sine modes e1, · · · , eNx−2
given in (10.3). Consequently, the eigenvalues of the matrix M := (1 − λδt)I − νδtA on the LHS
of (10.10) can be obtained easily, and the corresponding eigenvectors are still the discretized sine
functions. At each time step and for a fixed realization ω of the ζn’s, this algebraic system (10.10) can
thus be solved using the discrete sine transform. More precisely, we first compute the discrete sine
transform of the RHS; we then divide the elements of the transformed vector by the eigenvalues of M;
the inverse discrete sine transform is then performed to find Un+1; see e.g. [Eyr98, Sect. 3.2] for more
details. All the numerical experiments performed in this article have been carried out by using the
Matlab version 7.13.0.564 (R2011b), where the discrete sine transform has been handled by using
the built-in function dst.m.
Remark 10.1. Cross checking has been carried out regarding the semi-implicit scheme (10.9) used to
solve the SPDE (10.1). Simulations of (10.1) based on this scheme have been compared with those based
on a finite difference discretization of the conservative form, which has been adapted to the stochastic
context. For the parameters used, the relative error under the L2-norm between the numerical solutions
produced by these two schemes has been found to be about 1%. The scheme (10.9) has been chosen
here since it allows for relatively larger time steps than required by an energy-preserving scheme to
achieve the same accuracy. We refer the reader to [AG06, BJ13, BGW07, HLRZ06, LR04] for other
numerical approximation schemes of nonlinear SPDEs.
Given a realization ω and an initial datum u0, to compute Q(T, ω;u0) as defined by (8.27), the
quantity ĥ
(1)
λ (uc(t, ω;u0), θtω) has to be evaluated for t ∈ [0, T ]. For that purpose and based on (10.7),
the memory terms M123 (θtω, λ) and M
22
4 (θtω, λ) need to be simulated. As mentioned in Section 9.3,
this problem is reduced to the approximation problem of stationary solutions of the corresponding
auxiliary SDEs of type (9.25). For instance in the case of M123 (θtω, λ), an approximation of the
stationary solution of
(10.11) dM = (1− (β1(λ) + β2(λ)− β3(λ))M) dt− σM ◦ dWt,
is obtained as follows. A semi-implicit scheme is adopted to simulate (10.11), where the term
(β1(λ)+β2(λ)−β3(λ))Mdt is treated implicitly, and the other terms are treated explicitly; see [KP92,
Sect. 12.2]. The simulation of Eq. (10.11) is then performed on an interval [−s, t] for a sufficiently large
s to ensure that the stationary regime is reached on [0, t] so that a good approximation of M123 (θtω, λ)
is guaranteed. An approximation of M224 is obtained in a similar way.
Having clarified the simulations of u(t, ω;u0), and of ĥ
(1)
λ (uc(t, ω;u0), θtω), the parameterization
defect Qλ,σ(T, ω;u0) defined by (8.27) is first averaged over T ∈ I = [T1, T2] = [400, 1000], for
u0 = 0.1e1 + 0.2e2 + 0.1e5, an arbitrary realization ω of the Wiener process and for various values of
λ and σ as specified in the caption and legends of Fig. 2. The resulting time average Qλ,σ(ω;u0, I)
is intended to give a first idea about the parameterization defect for different regimes as λ and σ are
varied.
The results are reported in Fig. 2 where the λ-dependence (for a fixed value of σ) is observed to be
linear and the σ-dependence (for a fixed value of λ) is observed to be of quadratic type for small values
of σ, while linear for larger values. As one can notice, the (time average) parameterization quality
gets deteriorated as σ increases and λ moves away from (above) its critical value. The time average
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of the parameterization defect remains however below 1 for a broad class of parameter regimes, and
in particular for a relatively large amount of noise.
For the corresponding ranges of σ- and λ-values where Qλ,σ < 1, it has been numerically observed
that the SPDE (10.1) exhibits two stable stationary solutions u±λ which attract — in a pullback sense
— all other solutions except the trivial steady state, where u+λ has positive amplitude and u
−
λ has
negative amplitude. The initial datum u0 used for Fig. 2 is in the basin of attraction of u
+
λ , and other
choice of initial data in this basin lead to similar results. The global shapes of the curves reported in
Fig. 2 have been also observed to be not sensitive to the realization ω used in the simulations64. The
intercept of these curves with the line y = 1 has been also observed to do not vary sensitively as T2
increases.
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Figure 2. Time-average of the parameterization defect over [T1, T2]. Here,
1
T2−T1
∫ T2
T1
Q(T, ω;u0) dT is computed for u0 = 0.1e1 + 0.2e2 + 0.1e5, T1 = 400, T2 = 1000 and a
fixed realization: (a) as λ varies in [1.2λc, 3.5λc] for σ as indicated in the legend; (b) as σ varies in
[0, 0.8] for λ as indicated in the legend. Other parameters in Eq. (10.1) are chosen to be γ = 0.5,
l = 2.5pi and ν = 2, leading to a critical value of λc = 0.32. As explained in the text, these results are
robust w.r.t. the choices of the realization, the initial datum and T2 > 1000.
To complete the parameterization defect analysis we computed — for each T ∈ [0, 104] — an
empirical estimation of the probability density functions (PDFs) of Qλ,σ(T, ω;u0) from ω living in an
empirical set Ωn with card(Ωn)= n = 10
4 and for two distinct initial data, one living in the basin of
attraction of u+λ and one living in the basin of attraction of u
−
λ . The results are reported in Fig. 3
for λ = 1.7λc, and σ = 0.35, parameter values which will be used later on to analyze the modeling
performances achieved by the reduction strategy based on ĥ
(1)
λ ; see Fig. 4 below. As one can observe,
the support of these PDFs remains contained in a narrow subinterval of (0, 1) as T evolves.
These empirical facts strongly indicate that the pullback limit ĥ
(1)
λ (as given by its analytic form
(10.7)) provides a PM for the SPDE (10.1) for a large set of values of the control parameter λ and
the noise amplitude σ. It is worthwhile to note that as λ increases, the amplitude of the resolved
modes (as well as of the full solution) grows, and this growth is further subject to fluctuations driven
by the noise effects as σ increases. We will show later in this section that even for parameter regimes
corresponding to large amplitudes of the solutions, the corresponding reduced equations based on
64Only slight changes of the slopes at the intercept with y = 1 have been observed when ω is changed.
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(a) For u0 = u
+
0 (b) For u0 = u
−
0
Figure 3. Empirical probability density functions (PDFs) of the parameterization de-
fect: Here for each fixed T > 0, the PDFs have been estimated using a standard kernel density
estimator from 104 realizations in (a) and (b). The values of γ, l, and ν are those used for Fig. 2. Here
λ = 1.7λc, and σ = 0.35. The initial datum for the SPDE is taken to be u
+
0 = 0.1e1 + 0.2e2 + 0.1e5 in
(a); and is taken to be u−0 = −0.1e1 + 0.2e2 + 0.1e5 in (b).
ĥ
(1)
λ are still able to achieve good modeling performances of the SPDE dynamics projected onto the
resolved modes.
10.2. Stochastic reduced equations based on ĥ
(1)
λ . The stochastic reduced equations governing
the evolution of the amplitudes y1(t, ω) and y2(t, ω) — associated with respectively the resolved modes
e1 and e2 — are obtained by applying the results of Section 9.2 to the SPDE (10.1). The reduced
equations (9.18) become then in this case:
(10.12)
dy1 =
(
β1(λ)y1 +
γpi√
2l3/2
y1y2 − 3γ
2pi2M123 (θtω, λ)
2l3
y1y
2
2
+
3γ3pi3M123 (θtω, λ)M
22
4 (θtω, λ)√
2l9/2
y1y
3
2
)
dt+ σy1 ◦ dWt,
dy2 =
(
β2(λ)y2 − γpi√
2l3/2
y21 −
3γ2pi2M123 (θtω, λ)
l3
y21y2 −
2γ2pi2M224 (θtω, λ)
l3
y32
)
dt+ σy2 ◦ dWt.
Note that based on the parameterization defect analysis that precedes, this system should be considered
in practice (for instance) for λ ∈ [1.2λc, 2.1λc], and σ ∈ [0, 0.4] for which ĥ(1)λ has been empirically
shown to constitute a good PM candidate.
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In order to assess the role of the memory terms, the modeling performances of the dynamics of uc
achieved by (10.12) will be compared with those achieved by the following averaged version of (10.12):
(10.13)
dv1 =
(
β1(λ)v1 +
γpi√
2l3/2
v1v2 − 3γ
2pi2E(M123 (·, λ))
2l3
v1v
2
2
+
3γ3pi3E(M123 (·, λ))E(M224 (·, λ))√
2l9/2
v1v
3
2
)
dt+ σv1 ◦ dWt,
dv2 =
(
β2(λ)v2 − γpi√
2l3/2
v21 −
3γ2pi2E(M123 (·, λ))
l3
v21v2 −
2γ2pi2E(M224 (·, λ))
l3
v32
)
dt+ σv2 ◦ dWt.
This system consists in replacing the memory terms M123 (·, λ) and M224 (·, λ) by their corresponding
expected values E(M123 (·, λ)) and E(M224 (·, λ)). For practical purposes, we recall that the latter are
given by
E(M123 (·, λ)) =
1
β1(λ) + β2(λ)− β3(λ)− σ2/2 , E(M
22
4 (·, λ)) =
1
2β2(λ)− β4(λ)− σ2/2;
provided that σ < σ#(λ) =
√
min(β1(λ) + β2(λ)− β3(λ), 2β2(λ)− β4(λ)) according to Lemma 9.1
(here k = 2).
Remark 10.2. In practice such systems need to be integrated from an initial datum φ well-chosen. In
applications considered below, it is enough to take φ in either (10.12) or (10.13), to be Pcu0, where u0
is the initial datum used for the SPDE simulations. In a modeling perspective of the SPDE dynamics
as projected onto the resolved modes, this choice is not always appropriate in particular in presence of
multiple local attractors and other choices have to be made for φ.65
10.3. Modeling performance achieved by the stochastic reduced equations based on ĥ
(1)
λ .
We report here on the modeling performances of the SPDE dynamics on the Hc-modes achieved by
numerical simulations of the reduced system (10.12). A particular attention is paid on the contribution
of the memory terms to these modeling performances. In that respect, an appropriate parameter
regime for the SPDE (10.1) is carefully selected.
The numerical integration of the reduced system (10.12) is performed using a standard Euler-
Maruyama scheme; see e.g. [KP92, p. 305]. At each time step, the extrinsic memory terms M123 (θtω, λ)
and M224 (θtω, λ) are simulated using the corresponding auxiliary SDE of type (9.25). Obviously, the
realization ω of the Wiener process employed in this operation has to be the one that forces the
effective reduced equations (10.12) as well as the SPDE given in (10.1).
Choice of the parameter regime. For γ small and λ away from the critical value λc (λ > λc),
the amplitude of the solutions to the SPDE (10.1) get typically large so that for such choices of γ and
λ, an interesting class of regimes is selected in order to assess the modeling performances achieved by
the reduced system (10.12) based on ĥ
(1)
λ .
The size of the domain and the value of λ have also been selected so that the NR-gaps β1(λ) +
β2(λ)− β3(λ) and 2β2(λ)− β4(λ) are small enough in order that the memory terms M123 and M224 do
not exhibit too fast decay of correlations; see Lemma (9.1) (iii). The amount of the noise has been
also calibrated so that its amount has a significant impact on the dynamics when compared with the
deterministic situation where a steady state is typically reached asymptotically. Note that however σ
cannot be chosen to be too large in order to ensure the first two moments of M123 and M
22
4 to exist;
see again Lemma 9.1.
65In that regards techniques from e.g. [CJ12, Rob89] can be adapted to serve our purpose and will be discussed
elsewhere; see also [CGLW13].
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Such regimes — small γ, small NR-gaps, and large enough σ — constitute thus an appropriate
laboratory to assess the role of the memory effects in the stochastic modeling by (10.12), of the SPDE
dynamics projected onto the first two modes. We use hereafter the averaged reduced system (10.13)
as a basis for comparison. This system comes with the same nonlinear terms to model the cross-
interactions between the resolved and unresolved modes where however the random fluctuations of
these terms66 have been averaged out. This averaged reduced system is integrated also by using the
Euler-Maruyama scheme with the same time step.
Large excursions from reduced equations: the role of memory effects. Based on the
previous discussion, we choose the SPDE parameters to be γ = 0.5, σ = 0.35, λ = 1.7λc, l = 2.5pi
and ν = 2; referred hereafter as regime A. For this set of parameters, the values of the two NR-gaps
involved in the memory terms M123 (·, λ) and M224 (·, λ) are respectively β1(λ) + β2(λ) − β3(λ) = 1.8
and 2β2(λ)− β4(λ) = 3.1.
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Figure 4. Upper panel: Second mode amplitude associated with respectively the non-Markovian
reduced system (10.12) (red curve), the averaged reduced system (10.13) (blue curve), and the SPDE
(10.1) (black curve). Lower panel: In red (resp. blue), the absolute value of the difference between
the second mode amplitude y2 (resp. v2) simulated from the non-Markovian reduced system (10.12)
(resp. from the averaged system (10.13)) and uc,2 simulated from the SPDE. The parameters are
chosen to be γ = 0.5, σ = 0.35, λ = 1.7λc, l = 2.5pi, and ν = 2. The initial datum for the SPDE
(10.1) is u0 = 0.1e1 + 0.2e2 + e5 and the initial datum for each the reduced system is taken to be
(y10, y20) = (0.1, 0.2). The values of the two NR-gaps involved in the memory terms M
12
3 (·, λ) and
M224 (·, λ) are respectively β1(λ) + β2(λ)− β3(λ) = 1.8 and 2β2(λ)− β4(λ) = 3.1.
In what follows we focus on the modeling of uc,2 — the SPDE solution projected onto the second
mode — from respectively the non-Markovian system (10.12) and the system (10.13). The results
are reported in Fig. 4 for a typical realization of the noise. We can observe that while the reduced
dynamics as simulated by v2 from the average system (10.13) gives a reasonable average behavior of
66brought by M123 and M
22
4 in the reduced system (10.12).
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uc,2, this system fails to simulate the large deviations exhibited by uc,2. To the contrary the reduced
dynamics as simulated by y2 from the non-Markovian system (10.12) shows much better performances
in modeling these large excursions. The lower panel of Fig. 4 shows an overall better modeling
performance achieved by y2 rather than v2. Regarding the first mode amplitude, uc,1, less striking
modeling improvement has been observed from y1 when compared with v1, although an overall better
modeling performance is still achieved by the former (not shown).
These numerical results demonstrate the importance of the the memory termsM123 (·, λ) andM224 (·, λ)
in the modeling of the large deviations exhibited by uc,2. Nevertheless it can be observed that such a
modeling performance achieved by the non-Markovian system (10.12) (based on ĥ
(1)
λ ), deteriorates as
the noise amplitude σ or the size l of the domain increases.
This deterioration comes with two complementary observations. First, it is not difficult to deduce
analytically from (10.2) that the NR-gaps associated with M123 (·, λ) and M224 (·, λ) are decreasing
functions of l. Second, it can be observed numerically that a deterioration of the parameterization
quality of ĥ
(1)
λ (for fixed values of σ and λ) takes place as l increases; compare for instance Fig. 2 with
Fig. 6 below.
The decrease in the NR-gaps combined with the deterioration of the parameterization quality of
ĥ
(1)
λ underpin the need of designing parameterizing manifolds which exhibit better parameterization
quality while conveying memory effects of more elaborated structure than conveyed by M123 (·, λ) and
M224 (·, λ). As we will see in the next section, this can be reached by parameterizing manifolds based
on the pullback limit ĥ
(2)
λ given by (8.41), when the latter exist. However, explicit expressions of ĥ
(2)
λ
may be out of reach and the determination of the reduced dynamics becomes more involved. The next
section presents how to still achieve efficient reduced systems in such cases.
11. Non-Markovian Stochastic Reduced Equations on the Fly
As pointed out earlier, the pullback limits introduced in Section 8.3 offer various possibilities to
construct manifolds that can be used to improve the parameterization quality offered by ĥ
(1)
λ associated
with the auxiliary system (8.1). In this section, we consider one such manifold obtained by the pullback
limit (8.41) associated with the two-layer backward-forward system (8.40); and we illustrate that the
corresponding reduced system, when applied to the stochastic Burgers-type equation introduced in
Section 10, provides indeed better performances in modeling the dynamics of the resolved modes when
compared with those achieved by the reduced system based on ĥ
(1)
λ . As it will be emphasized later,
this feature is particularly noticeable when the memory effects and the nonlinear cross-interactions,
as well as the self-interactions between the unresolved modes become important for the modeling of
the SPDE dynamics projected onto the resolved modes.
Methodological aspects are presented in § 11.1 and § 11.2 below, where a numerical procedure is
described to determine “on the fly” the reduced random vector field (based on ĥ
(2)
λ ) along a trajectory
ξ(t, ω) generated by the latter as the time is advanced. This method is particularly useful when
no analytic formulas of ĥ
(2)
λ are available. The substitutive cornerstone in this case, is the pullback
characterization of ĥ
(2)
λ given by (8.41), which allows to update the reduced vector field once ξ(t, ω)
is known at a particular time instance t.
The method is illustrated in §11.2 on the stochastic Burgers-type equation introduced in Section 10.
As main numerical results, it is shown in §11.5 that the statistics of the large excursions present in the
SPDE dynamics projected onto the resolved modes are reproduced with a very good accuracy from
simulations of the reduced dynamics based on ĥ
(2)
λ .
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11.1. Reduced system on the fly based on ĥ
(2)
λ . The existence of ĥ
(2)
λ as given by (8.41) as well as
its parameterization defect are examined in §11.3, in the case of the stochastic Burgers-type equation.
By assuming for the moment that ĥ
(2)
λ is well-defined and constitutes a PM, the corresponding reduced
system given by (9.2) reads as follows:
(11.1) dξ =
(
Lcλξ + PcF
(
ξ + ĥ
(2)
λ (ξ, θtω)
))
dt+ σξ ◦ dWt.
As mentioned above, it is in general more involved to derive explicit analytic expressions of ĥ
(2)
λ .
The key idea is to use (8.40) in order to provide an approximation of ĥ
(2)
λ (ξ, θtω) via the pullback
characterization (8.41), but this has to be executed with care.
It is indeed too cumbersome to use (8.41) directly to approximate the vector field PcF
(
ξ+ĥ
(2)
λ (ξ, θtω)
)
as ξ varies in Hc. We adopt instead a “Lagragian approach” which consists of approximating “on the
fly” this vector field along a trajectory ξ(t, ω) of interest, as the time t flows.67
As we will see, this is much more manageable and leads naturally to consider, instead of (11.1), the
following reduced equation
(11.2) dξt =
(
Lcλξt + PcF
(
ξt + û
(2)
s [ξ(t, ω)](t+ T, θ−Tω; 0)
))
dt+ σξt ◦ dWt,
where we have stressed the t-dependence of the variable ξ to better characterize an important feature
of (11.2). This feature hinges on the fact that (11.2) is actually coupled with the backward-forward
system recalled in (11.3c)–(11.3f) below, via the term û
(2)
s [ξ(t, ω)](t + T, θ−Tω; 0). Such a coupling
is however of a particular type since it requires to update, at each time t, the vector field in (11.2)
along the trajectory ξ(t, ω). This is achieved at each time t by first integrating Eqns. (11.3c)–(11.3d)
backward from ξ(t, ω) (in fiber θtω) up to fiber θt−Tω, and then by coming back to fiber θtω by
forward integration Eq. (11.3e). This operation provides û
(2)
s [ξ(t, ω)](t + T, θ−Tω; 0) necessary to
properly determine dξt. A schematic of this procedure is depicted in Figure 5 below.
The resulting coupled system can be then written as below and will be called the reduced system
on the fly associated with û
(2)
s [·] (and T ). This system is aimed to provide an approximation of the
PM-based reduced system (11.1) associated with ĥ
(2)
λ , for T sufficiently large.
(11.3a)
(11.3b)
(11.3c)
(11.3d)
(11.3e)
(11.3f)
dξt =
(
Lcλξt + PcF
(
ξt + û
(2)
s [ξ(t, ω)](t+ T, θ−Tω; 0)
))
dt+ σξt ◦ dWt, t > 0,
ξ(0, ω) = φ,
where û
(2)
s [ξ](t+ T, θ−Tω; 0) is obtained via
dû
(1)
c = L
c
λû
(1)
c ds+ σû
(1)
c ◦ dWs, s ∈ [t− T, t],
dû
(2)
c =
(
Lcλû
(2)
c + PcF (û
(1)
c )
)
ds+ σû
(2)
c ◦ dWs, s ∈ [t− T, t],
dû
(2)
s =
(
Lsλû
(2)
s + PsF (û
(2)
c (s− T, ω))
)
ds+ σû
(2)
s ◦ dWs−T , s ∈ [t, T + t],
with û
(1)
c (s, ω)|s=t = ξ(t, ω), û(2)c (s, ω)|s=t = ξ(t, ω), û(2)s (s, θ−Tω)|s=t = 0.
In applications considered below, it is enough to take φ in (11.3b) to be Pcu0, where u0 is the initial
datum used for the SPDE simulations; see also Remark 10.2.
67This trajectory is determined in practice by the initial datum φ used for the reduced system, which itself depends
on the initial datum u0 used for the SPDE simulation; see also Remark 10.2.
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Figure 5. Schematic of the on-the-fly reduction procedure. For a given path of the noise
Wt(ω) (red curve), the system (11.3c)–(11.3f) is first integrated backward from ξ(t, ω) (blue curves) —
the current state of the reduced equation (11.3a) (also driven by Wt(ω)) — and then forward (black
curve). The resulting û
(2)
s -component in fiber θtω, û
(2)
s [ξ(t, ω)](t+ T, θ−Tω; 0), is then used to update
the vector field in (11.3a) in the same fiber.
Remark 11.1. As we will see in § 11.3, such reduced systems arise typically with random coefficients
that convey memory effects of more elaborated structure than present in reduced systems based on ĥ
(1)
λ
such as (9.18). Such memory terms are exhibited analytically in §11.3, and arise from a “matriochka”
of nonlinear self-interactions between the low modes, which lead to a description of these memory terms
as repeated compositions of functions involving integrals depending on the past of the noise path driving
the SPDE; see e.g. (11.36) and (11.40) below. For such reasons, an on-the-fly reduced system (11.3)
will be qualified to be non-Markovian in what follows.
For the remaining of this section, we show how the above reduced system can be efficiently deter-
mined, by projecting each equation of the system (11.3) onto the appropriate eigenmodes in the spirit
of Section 9.2. Its numerical integration is described in § 11.2.2. We will see also in § 11.5 that good
modeling performance can be still achieved from (11.3), when T is not necessarily large.
11.2. Reduced system on the fly for the stochastic Burgers-type equation. We apply the
above reduction strategy based on ĥ
(2)
λ to the problem (10.1) introduced in Section 10. In particular,
the linear part Lλu in (11.3) is given by ν∂
2
xxu+ λu and the nonlinear term by F (u) = −γu∂xu.
As in Section 10, we take Hc to be the subspace spanned by the first two eigenmodes:
Hc := span{e1, e2}.
11.2.1. Reduced equations on the fly in coordinate form: Derivation. We derive here in the
basis {e1, e2}, the reduced system on the fly (11.3) associated with the problem (10.1).
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Let us first consider the system of SDEs associated with (11.3c) – (11.3e):
dû
(1)
c = L
c
λû
(1)
c ds+ σû
(1)
c ◦ dWs, s ∈ [t− T, t],(11.4a)
dû
(2)
c =
(
Lcλû
(2)
c + PcF (û
(1)
c )
)
ds+ σû
(2)
c ◦ dWs, s ∈ [t− T, t],(11.4b)
dû
(2)
s =
(
Lsλû
(2)
s + PsF (û
(2)
c (s− T, ω))
)
ds+ σû
(2)
s ◦ dWs−T , s ∈ [t, T + t],(11.4c)
with û
(1)
c (s, ω)|s=t = ξ(t, ω), û(2)c (s, ω)|s=t = ξ(t, ω), û(2)s (s, θ−Tω)|s=t = 0.(11.4d)
Since û
(1)
c takes value in Hc, by projecting (11.4a) against e1 and e2, we obtain
(11.5)
dy
(1)
1 = β1(λ)y
(1)
1 ds+ σy
(1)
1 ◦ dWs, s ∈ [t− T, t],
dy
(1)
2 = β2(λ)y
(1)
2 ds+ σy
(1)
2 ◦ dWs, s ∈ [t− T, t],
with
(11.6) y
(1)
1 (s, ω)|s=t = ξ1(t, ω), y(1)2 (s, ω)|s=t = ξ2(t, ω),
where
(11.7) y
(1)
i (s, ω) := 〈û(1)c (s, ω), ei〉, ξi(t, ω) := 〈ξ(t, ω), ei〉, i = 1, 2,
and the initial condition (11.6) results from û
(1)
c (s, ω)|s=t = ξ(t, ω) according to (11.4d). Recall that
ξ(t, ω) is the current state of the solution associated with (11.3a).
For (11.4b), first note that
(11.8)
〈PcF (û(1)c ), e1〉 = −γ
〈
Pc
(
y
(1)
1 e1 + y
(1)
2 e2
)(
y
(1)
1 e1 + y
(1)
2 e2
)
x
, e1
〉
=
γpi√
2l3/2
y
(1)
1 y
(1)
2 ,
〈PcF (û(1)c ), e2〉 = −γ
〈
Pc
(
y
(1)
1 e1 + y
(1)
2 e2
)(
y
(1)
1 e1 + y
(1)
2 e2
)
x
, e2
〉
= − γpi√
2l3/2
(
y
(1)
1
)2
.
It follows then by projecting (11.4b) against e1 and e2 that
(11.9)
dy
(2)
1 =
(
β1(λ)y
(2)
1 +
γpi√
2l3/2
y
(1)
1 y
(1)
2
)
ds+ σy
(2)
1 ◦ dWs, s ∈ [t− T, t],
dy
(2)
2 =
(
β2(λ)y
(2)
2 −
γpi√
2l3/2
(
y
(1)
1
)2)
ds+ σy
(2)
2 ◦ dWs, s ∈ [t− T, t],
with
(11.10) y
(2)
1 (s, ω)|s=t = ξ1(t, ω), y(2)2 (s, ω)|s=t = ξ2(t, ω),
where y
(2)
i (s, ω) := 〈û(2)c (s, ω), ei〉, i = 1, 2; y(1)1 and y(1)2 are solutions to (11.5); and ξ1(t, ω) and ξ2(t, ω)
are given in (11.7).
For (11.4c), note that
〈PsF (û(2)c ), e3〉 = −γ
〈
Ps
(
y
(2)
1 e1 + y
(2)
2 e2
)(
y
(2)
1 e1 + y
(2)
2 e2
)
x
, e3
〉
= − 3γpi√
2l3/2
y
(2)
1 y
(2)
2 ,(11.11a)
〈PsF (û(2)c ), e4〉 = −γ
〈
Ps
(
y
(2)
1 e1 + y
(2)
2 e2
)(
y
(2)
1 e1 + y
(2)
2 e2
)
x
, e4
〉
= −
√
2γpi
l3/2
(
y
(2)
2
)2
,(11.11b)
〈PsF (û(2)c ), en〉 = 0, ∀ n ≥ 5,(11.11c)
where we have used again (10.5).
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We obtain then by projecting (11.4c) against e3 and e4 that
(11.12)
dy
(2)
3 =
(
β3(λ)y
(2)
3 −
3γpi√
2l3/2
y
(2)
1 (s− T, ω)y(2)2 (s− T, ω)
)
ds+ σy
(2)
3 ◦ dWs−T , s ∈ [t, T + t],
dy
(2)
4 =
(
β4(λ)y
(2)
4 −
√
2γpi
l3/2
[y
(2)
2 (s− T, ω)]2
)
ds+ σy
(2)
4 ◦ dWs−T , s ∈ [t, T + t],
with
(11.13) y
(2)
3 (s, θ−Tω)|s=t = 0, y(2)4 (s, θ−Tω)|s=t = 0,
where y
(2)
i (s, θ−Tω) := 〈û(2)s (s, θ−Tω), ei〉, i = 3, 4, and y(2)1 and y(2)2 are solutions to (11.9). Note that
the time shift s− T for y(2)1 , y(2)2 , and dW appeared in (11.12) is due again to the fact that y(2)3 and
y
(2)
4 are initialized in fiber θt−Tω whereas y
(2)
1 and y
(2)
2 are initialized in fiber θtω.
Similarly, by projecting (11.4c) against en for n ≥ 5 and using (11.11c), we obtain that
(11.14) dy(2)n = βn(λ)y
(2)
n ds+ σy
(2)
n ◦ dWs−T , y(2)n (s, θ−Tω)|s=t = 0, s ∈ [t, T + t], n ≥ 5.
It is clear that the solution to (11.14) is identically zero. Thus, for the example considered here, the
solution to (11.4c) takes the following form:
(11.15) û
(2)
s [ξt](s, θ−Tω; 0) = y
(2)
3 [ξt](s, θ−Tω)e3 + y
(2)
4 [ξt](s, θ−Tω)e4, s ∈ [t, T + t],
where (y
(2)
3 [ξt](s, θ−Tω), y
(2)
4 [ξt](s, θ−Tω)) is the solution to (11.12)–(11.13). As before, the dependence
on ξ(t, ω) brought by y
(2)
1 and y
(2)
2 are emphasized here, and we have used ξt to denote this dependence
for brevity. In the following, we will recall this dependence when necessary, and will otherwise suppress
it in most places.
By using the expression of û
(2)
s given in (11.15), we are now in position to derive an operational
version of (11.3a) for the modeling of SPDE dynamics projected onto the resolved modes. In that
respect, let us denote
(11.16) ξ(t, ω) := ξ1(t, ω)e1 + ξ2(t, ω)e2, with ξi(t, ω) := 〈ξ(t, ω), ei〉, i = 1, 2.
Note that by using (11.15), we obtain〈
PcF (ξ + û
(2)
s ), e1
〉
= −γ
〈
Pc
(
ξ1e1 + ξ2e2 + y
(2)
3 e3 + y
(2)
4 e4
)(
ξ1e1 + ξ2e2 + y
(2)
3 e3 + y
(2)
4 e4
)
x
, e1
〉
=
γpi√
2l3/2
(
ξ1ξ2 + ξ2y
(2)
3 + y
(2)
3 y
(2)
4
)
.
Similarly, we have 〈
PcF (ξ + û
(2)
s ), e2
〉
=
√
2γpi
l3/2
(
−1
2
(ξ1)
2 + ξ1y
(2)
3 + ξ2y
(2)
4
)
.
Now, by projecting the system (11.3a)–(11.3b) against e1 and e2 respectively, and by using the
above two equalities, we obtain:
(11.17)
dξ1 =
(
β1(λ)ξ1 +
γpi√
2l3/2
(ξ1ξ2 + ξ2y
(2)
3 + y
(2)
3 y
(2)
4 )
)
dt+ σξ1 ◦ dWt,
dξ2 =
(
β2(λ)ξ2 +
√
2γpi
l3/2
(−1
2
(ξ1)
2 + ξ1y
(2)
3 + ξ2y
(2)
4
))
dt+ σξ2 ◦ dWt,
and
(11.18) ξ1(0, ω) = ξ1,0, ξ2(0, ω) = ξ2,0,
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where ξ1 and ξ2 are the projection of ξ(t, ω) against e1 and e2 respectively as given by (11.16), and
(11.19) ξi,0 := 〈φ, ei〉, i = 1, 2,
with φ being the initial datum for (11.3a).
To summarize, the on-the-fly reduced system (11.3) associated with the SPDE (10.1), leads, in
coordinate form (for Hc given by (10.4)), to the corresponding set of equations:
(11.20a)
(11.20b)
(11.20c)
(11.20d)
(11.20e)
(11.20f)
(11.20g)
(11.20h)
(11.20i)
(11.20j)
dξ1 =
(
β1(λ)ξ1 +
γpi√
2l3/2
(
ξ1ξ2 + ξ2y
(2)
3 + y
(2)
3 y
(2)
4
))
dt+ σξ1 ◦ dWt, t > 0,
dξ2 =
(
β2(λ)ξ2 +
√
2γpi
l3/2
(−1
2
(ξ1)
2 + ξ1y
(2)
3 + ξ2y
(2)
4
))
dt+ σξ2 ◦ dWt, t > 0,
with ξ1(0, ω) = ξ1,0, ξ2(0, ω) = ξ2,0,
where ξt = ξ1(t, ω)e1 + ξ2(t, ω)e2 and y
(2)
3 and y
(2)
4 are obtained via
dy
(1)
1 = β1(λ)y
(1)
1 ds+ σy
(1)
1 ◦ dWs, s ∈ [t− T, t],
dy
(1)
2 = β2(λ)y
(1)
2 ds+ σy
(1)
2 ◦ dWs, s ∈ [t− T, t],
dy
(2)
1 =
(
β1(λ)y
(2)
1 +
γpi√
2l3/2
y
(1)
1 y
(1)
2
)
ds+ σy
(2)
1 ◦ dWs, s ∈ [t− T, t],
dy
(2)
2 =
(
β2(λ)y
(2)
2 −
γpi√
2l3/2
(
y
(1)
1
)2)
ds+ σy
(2)
2 ◦ dWs, s ∈ [t− T, t],
dy
(2)
3 =
[
β3(λ)y
(2)
3 −
3γpi√
2l3/2
y
(2)
1 (s− T, ω)y(2)2 (s− T, ω)
]
ds
+ σy
(2)
3 ◦ dWs−T , s ∈ [t, T + t],
dy
(2)
4 =
(
β4(λ)y
(2)
4 −
√
2γpi
l3/2
[y
(2)
2 (s− T, ω)]2
)
ds+ σy
(2)
4 ◦ dWs−T , s ∈ [t, T + t],
with y
(1)
1 (s, ω)|s=t = ξ1(t, ω), y(1)2 (s, ω)|s=t = ξ2(t, ω),
y
(2)
1 (s, ω)|s=t = ξ1(t, ω), y(2)2 (s, ω)|s=t = ξ2(t, ω).
y
(2)
3 (s, θ−Tω)|s=t = 0, y(2)4 (s, θ−Tω)|s=t = 0.
11.2.2. Reduced equations on the fly in coordinate form: Numerical integration. We de-
scribe now the numerical integration of the reduced system (11.20). For the sake of clarity, we make
explicit the dependence of y
(2)
3 and y
(2)
4 on ξt := ξ(t, ω).
The crucial point is the determination, as the time t flows, of approximations of y
(2)
3 [ξt](T +t, θ−Tω)
and y
(2)
4 [ξt](T + t, θ−Tω).
68 This is accomplished numerically by the use of two discrete times, one for
the numerical integration of (11.20a)–(11.20b), and a second one (conditioned on the first) for the
numerical integration of (11.20d)–(11.20i). The resulting double loop algorithm is described below.
In that respect, we first provide the Euler-Maruyama discretization of (11.20a)–(11.20b):
(11.21)
ξn+11 = ξ
n
1 +
[
β1(λ)ξ
n
1 +
σ2
2
ξn1 +
γpi√
2l3/2
(ξn1 ξ
n
2 + ξ
n
2 y
(2),N
3 [ξ
n] + y
(2),N
3 [ξ
n]y
(2),N
4 [ξ
n])
]
δt+ σζn
√
δtξn1 ,
ξn+12 = ξ
n
2 +
(
β2(λ)ξ
n
2 +
σ2
2
ξn2 +
√
2γpi
l3/2
(−1
2
(ξn1 )
2 + ξn1 y
(2),N
3 [ξ
n] + ξn2 y
(2),N
4 [ξ
n]
))
δt+ σζn
√
δtξn2 ,
68The latter give indeed access to approximations of û
(2)
s [ξt](T + t, θ−Tω; 0), which in turn is aimed to approximate
(when T is sufficiently large) the parameterizing manifold function ĥ
(2)
λ evaluated at (ξ(t, ω), θtω).
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where ξni is the approximation of ξi(nδt, ω), i = 1, 2, associated with the time step δt; and ξ
n denotes
the corresponding approximation of ξ(nδt, ω) = ξ1(nδt, ω)e1 + ξ2(nδt, ω)e2. Similarly, y
(2),N
j [ξ
n] are
the approximation of y
(2)
j [ξnδt]((n+N)δt, θ−Nδtω), for j = 3, 4, where the latter are obtained for each
n by the backward-forward numerical integration of (11.20d)–(11.20j) as described below. The terms
σ2
2 ξ
n
i δt are due again to the conversion of the Stratonovich noise term into its Itoˆ form and the ζn are
random variables drawn independently from a normal distribution N (0, 1). The above system (11.21)
is initialized using the initial data (11.20c):
ξ01 = ξ1,0, ξ
0
2 = ξ2,0,
corresponding to the components of Pcu0, with u0 the initial datum used for the SPDE simulation.
At each iteration n, once ξn1 and ξ
n
2 have been determined, the values y
(2),N
3 [ξ
n] and y
(2),N
4 [ξ
n] are
computed by backward-forward numerical integration of (11.20d)–(11.20j) in order to determine ξn+11
and ξn+12 via (11.21). This is organized in two steps as described below.
First, (11.20d)–(11.20g) are integrated backward from nδt up to (n − N)δt. Second, (11.20h)–
(11.20i) are integrated forward from (n − N)δt to nδt. Both integrations are performed using an
Euler-Maruyama scheme adapted to the “arrow of time.” More precisely, Eqns. (11.20d)–(11.20g) are
first integrated backward using the following scheme:
(11.22)
y
(1),p
1 − y(1),p+11 =
(
β1(λ) +
σ2
2
)
y
(1),p+1
1 δt+ σy
(1),p+1
1
√
δtζn−(p+1),
y
(1),p
2 − y(1),p+12 =
(
β2(λ) +
σ2
2
)
y
(1),p+1
2 δt+ σy
(1),p+1
2
√
δtζn−(p+1),
y
(2),p
1 − y(2),p+11 =
((
β1(λ) +
σ2
2
)
y
(2),p+1
1 +
γpi√
2l3/2
y
(1),p+1
1 y
(1),p+1
2
)
δt+ σy
(2),p+1
1
√
δtζn−(p+1),
y
(2),p
2 − y(2),p+12 =
((
β2(λ) +
σ2
2
)
y
(2),p+1
2 −
γpi√
2l3/2
(
y
(1),p+1
1
)2)
δt+ σy
(2),p+1
2
√
δtζn−(p+1),
where p = 0, · · · , N−1; y(1),pi and y(2),pi are respectively the discrete approximations of y(1)i ((n−p)δt, ω)
and y
(2)
i ((n− p)δt, ω), i = 1, 2 (emanating both backward from ξnδt).
The term
√
δtζn−(p+1) is aimed to provide an approximation of the increment W(n−p)δt(ω) −
W(n−(p+1))δt(ω). The system is initialized at p = 0 with
y
(1),0
1 = y
(2),0
1 = ξ
n
1 , y
(1),0
2 = y
(2),0
2 = ξ
n
2 ,
with ξn = (ξn1 , ξ
n
2 ) representing the state of (11.21) at the n
th iteration.
Once
{(
y
(2),p
1 , y
(2),p
2
)
: p = 1, · · · , N} is obtained for a given nth iteration of (11.21), the forward
solution of (11.20h)–(11.20i) is then approximated according to the following scheme:
(11.23)
y
(2),p+1
3 [ξ
n]− y(2),p3 [ξn] =
((
β3(λ) +
σ2
2
)
y
(2),p
3 [ξ
n]− 3γpi√
2l3/2
y
(2),N−p
1 y
(2),N−p
2
)
δt
+ σy
(2),p
3 [ξ
n]
√
δtζn−(N−p),
y
(2),p+1
4 [ξ
n]− y(2),p4 [ξn] =
((
β4(λ) +
σ2
2
)
y
(2),p
4 [ξ
n]−
√
2γpi
l3/2
(
y
(2),N−p
2
)2)
δt
+ σy
(2),p
4 [ξ
n]
√
δtζn−(N−p),
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where p = 0, · · · , N −1; y(2),pj are the discrete approximations of y(2)j [ξnδt]((p+n)δt, θ−Nδtω), j = 3, 4;
and (11.23) is initialized at p = 0 with
y
(2),0
3 [ξ
n] = y
(2),0
4 [ξ
n] = 0.
Note that in practice, N has to be chosen sufficiently large so that y
(2),N
3 [ξ
n]e3+y
(2),N
4 [ξ
n]e4 provides
a good approximation of ĥ
(2)
λ (ξ(nδt, ω), θnδtω).
The numerical integration of the reduced system (11.20), can be thus summarized in the pseudocode
given below.
Pseudocode for the reduced system on the fly (11.20):
ζj := randn(1, 1), j = −N, · · · , 0, 1, · · · , nmax; % generating the noise path.
(ξ01 , ξ
0
2) = (ξ1,0, ξ2,0); % initialization of the system (11.21) using (11.20c).
For n = 1 : nmax % main loop to solve the difference equations (11.21).
y
(1),0
1 = ξ
n−1
1 ; y
(1),0
2 = ξ
n−1
2 ;
y
(2),0
1 = ξ
n−1
1 ; y
(2),0
2 = ξ
n−1
2 ;
}
% initialization of the difference equations (11.22).
For p = 1 : N % solving the difference equations (11.22).
y
(1),p
1 =
y
(1),p−1
1
1 +
(
β1(λ) +
σ2
2
)
δt+ σ
√
δtζn−p
;
y
(1),p
2 =
y
(1),p−1
2
1 +
(
β2(λ) +
σ2
2
)
δt+ σ
√
δtζn−p
;
y
(2),p
1 =
y
(2),p−1
1 − γpi√2l3/2 y
(1),p
1 y
(1),p
2 δt
1 +
(
β1(λ) +
σ2
2
)
δt+ σ
√
δtζn−p
;
y
(2),p
2 =
y
(2),p−1
2 − γpi√2l3/2 (y
(1),p
1 )
2δt
1 +
(
β2(λ) +
σ2
2
)
δt+ σ
√
δtζn−p
;
End For
y
(2),0
3 = 0; y
(2),0
4 = 0; % initialization of the difference equations (11.23).
For p = 1 : N % solving the difference equations (11.23).
y
(2),p
3 = y
(2),p−1
3 +
((
β3(λ) +
σ2
2
)
y
(2),p−1
3 −
3γpi√
2l3/2
y
(2),N−(p−1)
1 y
(2),N−(p−1)
2
)
δt
+ σy
(2),p−1
3
√
δtζn−(N−(p−1));
y
(2),p
4 = y
(2),p−1
4 +
((
β4(λ) +
σ2
2
)
y
(2),p−1
4 −
√
2γpi
l3/2
(
y
(2),N−(p−1)
2
)2)
δt
+ σy
(2),p−1
4
√
δtζn−(N−(p−1));
End For
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% update (ξn1 , ξ
n
2 ):
ξn1 = ξ
n−1
1 +
((
β1(λ) +
σ2
2
)
ξn−11 +
γpi√
2l3/2
(ξn−11 ξ
n−1
2 + ξ
n−1
2 y
(2),N
3 + y
(2),N
3 y
(2),N
4 )
)
δt
+ σζn
√
δtξn−11 ;
ξn2 = ξ
n−1
2 +
((
β2(λ) +
σ2
2
)
ξn−12 +
√
2γpi
l3/2
(−1
2
(ξn−11 )
2 + ξn−11 y
(2),N
3 + ξ
n−1
2 y
(2),N
4
))
δt
+ σζn
√
δtξn−12 ;
End For
11.3. Existence of ĥ
(2)
λ as pullback limit, new memory terms, and non-resonance condi-
tions. We turn now to identify the condition under which the pullback limit as given in (8.41) exists
for the SPDE (10.1) and Hc as given in (10.4). This is made possible by noting that the auxil-
iary systems given in (11.20d)–(11.20j) can actually be solved analytically. Indeed, the solution of
(11.20d)–(11.20e) together with the corresponding inital datum given in (11.20j) is given as follows:
(11.24)
y
(1)
1 (s, ω) = ξ1(t, ω)e
β1(λ)(s−t)+σ(Ws(ω)−Wt(ω)), s ∈ [t− T, t],
y
(1)
2 (s, ω) = ξ2(t, ω)e
β2(λ)(s−t)+σ(Ws(ω)−Wt(ω)), s ∈ [t− T, t].
For system (11.20f)–(11.20g), we have
(11.25)
y
(2)
1 (s, ω) = y
(1)
1 (s, ω)−
γpi√
2l3/2
∫ t
s
eβ1(λ)(s−τ)+σ(Ws(ω)−Wτ (ω))y(1)1 (τ, ω)y
(1)
2 (τ, ω) dτ,
y
(2)
2 (s, ω) = y
(1)
2 (s, ω) +
γpi√
2l3/2
∫ t
s
eβ2(λ)(s−τ)+σ(Ws(ω)−Wτ (ω))[y(1)1 (τ, ω)]
2 dτ,
where y
(1)
1 and y
(1)
2 are given in (11.24), and s ∈ [t− T, t].
The solution to system (11.20h)–(11.20i) is then given by:
(11.26)
y
(2)
3 (s, θ−Tω) = −
3γpi√
2l3/2
∫ s
t
eβ3(λ)(s−τ)+σ(Ws−T (ω)−Wτ−T (ω))y(2)1 (τ − T, ω)y(2)2 (τ − T, ω) dτ,
y
(2)
4 (s, θ−Tω) = −
√
2γpi
l3/2
∫ s
t
eβ4(λ)(s−τ)+σ(Ws−T (ω)−Wτ−T (ω))[y(2)2 (τ − T, ω)]2 dτ,
where y
(2)
1 and y
(2)
2 are given in (11.25), and s ∈ [t, t+ T ].
By performing the change of variables τ ′ = τ − T setting s to t + T in the integrals involved in
(11.26), we obtain that y
(2)
3 (t+ T, θ−Tω) and y
(2)
4 (t+ T, θ−Tω) are given by
(11.27)
y
(2)
3 (t+ T, θ−Tω) = −
3γpi√
2l3/2
∫ t
t−T
eβ3(λ)(t−τ
′)+σ(Wt(ω)−Wτ ′ (ω))y(2)1 (τ
′, ω)y(2)2 (τ
′, ω) dτ ′,
y
(2)
4 (t+ T, θ−Tω) = −
√
2γpi
l3/2
∫ t
t−T
eβ4(λ)(t−τ
′)−σ(Wt(ω)−Wτ ′ (ω))[y(2)2 (τ
′, ω)]2 dτ ′.
By using the expressions of y
(2)
1 (τ
′, ω) and y(2)2 (τ
′, ω) given by (11.25) (using also (11.24)), the
integrands
(11.28) a(t, τ ′;ω) = eβ3(λ)(t−τ
′)+σ(Wt(ω)−Wτ ′ (ω))y(2)1 (τ
′, ω)y(2)2 (τ
′, ω),
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and
(11.29) b(t, τ ′;ω) = eβ4(λ)(t−τ
′)−σ(Wt(ω)−Wτ ′ (ω))[y(2)2 (τ
′, ω)]2,
can be expanded as the sum of seven terms: four coming by expansion of a, and three by expansion
of b.
For instances, the four terms coming from a are given by
(11.30) a1(t, τ
′;ω) = ξ1(t, ω)ξ2(t, ω)e−(β1(λ)+β2(λ)−β3(λ))(t−τ
′)−σ(Wt(ω)−Wτ ′ (ω)),
(11.31)
a2(t, τ
′;ω) =− γpi√
2l3/2
ξ1(t, ω)[ξ2(t, ω)]
2e−(β1(λ)+2β2(λ)−β3(λ))t−2σWt(ω)
× e(β1(λ)+β2(λ)−β3(λ))τ ′+σWτ ′ (ω)
∫ t
τ ′
eβ2(λ)τ+σWτ (ω) dτ,
(11.32)
a3(t, τ
′;ω) =
γpi√
2l3/2
[ξ1(t, ω)]
3e−(3β1(λ)−β3(λ))t−2σWt(ω)
× e(β1(λ)+β2(λ)−β3(λ))τ ′+σWτ ′ (ω)
∫ t
τ ′
e(2β1(λ)−β2(λ))τ+σWτ (ω) dτ,
and
(11.33)
a4(t, τ
′;ω) =− γ
2pi2
2l3
[ξ1(t, ω)]
3ξ2(t, ω)e
−(3β1(λ)+β2(λ)−β3(λ))t−3σWt(ω)
× e(β1(λ)+β2(λ)−β3(λ))τ ′+σWτ ′ (ω)
∫ t
τ ′
eβ2(λ)τ+σWτ (ω) dτ
∫ t
τ ′
e(2β1(λ)−β2(λ))τ+σWτ (ω) dτ,
with similar expressions for the three terms coming from b, also containing terms of degree 2, 3 and
4 in the variables ξ1 and ξ2.
From (11.27), the existence of the pullback limits limT→+∞ y
(2)
3 (t+T, θ−Tω) and limT→+∞ y
(2)
4 (t+
T, θ−Tω) reduces then to the existence of the integral over (−∞, t] (in the τ ′-variable) of each of the
aforementioned seven terms.
The condition under which this holds can be obtained by using the following growth control of the
Wiener process
(11.34) |Ws(ω)| ≤ C(ω) + |s|, ∀ s ∈ R, ω ∈ Ω,
where  is an arbitrarily fixed positive constant, and C is a positive random variable depending on ;
see Lemma 3.1. Indeed, by controlling Ws in all the terms of the type (11.30)-(11.33) by C(ω) + |s|,
it can be checked that the set of conditions
(NR2)
β1(λ) + β2(λ)− β3(λ) > 0, β1(λ) + 2β2(λ)− β3(λ) > 0,
3β1(λ)− β3(λ) > 0, 3β1(λ) + β2(λ)− β3(λ) > 0,
2β1(λ) + β2(λ)− β4(λ) > 0, 4β1(λ)− β4(λ) > 0,
2β2(λ)− β4(λ) > 0,
are necessary and sufficient for the aforementioned pullback limits to exist.
Now, in virtue of (8.41) and (11.15), and under the above (NR2)-condition, ĥ
(2)
λ (ξ(t, ω), θtω) is
obtained as the following pullback limit:
(11.35) ĥ
(2)
λ (ξ(t, ω), θtω) = limT→+∞
(
y
(2)
3 (T + t, θ−Tω)e3 + y
(2)
4 (T + t, θ−Tω)e4
)
.
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From (11.30)-(11.33), it can be inferred that the resulting manifold function ĥ
(2)
λ is a random
polynomial function of degree 4 in the variables ξ1 and ξ2. The analytic expression of ĥ
(2)
λ (ξ, θtω)
contains actually the degree-two monomials constituting the expression of ĥ
(1)
λ (ξ, θtω) given in (10.7):∫ t
−∞ a1(t, τ
′;ω)dτ ′ from (11.30) corresponding to− 3γpi√
2l3/2
M123 (θtω, λ)ξ1ξ2, and
√
2γpi
l3/2
M224 (θtω, λ)ξ
2
2 from
b, with M123 and M
22
4 as given in (10.8). We recall that the fact that the expression of ĥ
(2)
λ contains the
one of ĥ
(1)
λ is not limited to this stochastic Burgers-type equation, and can be deduced in the general
case from the abstract definition of ĥ
(2)
λ given by (8.41) as it was noted in (8.42).
Non-resonances, matriochka of nonlinear interactions and hierarchy of memory effects.
The five extra terms contained in ĥ
(2)
λ (ξ, θtω) compared with ĥ
(1)
λ (ξ, θtω), come with new type of
nonlinear self-interactions between the low modes e1 and e2. This is visible from the self-interactions
between the low modes such as described by (11.11) used in the construction of the system (11.12)
that provides y
(2)
3 and y
(2)
4 . As can be seen on (11.11), these interactions involve the variables y
(2)
1 and
y
(2)
2 that result from (backward) integration of (11.9), and thus convey themselves self-interactions
between the low modes as described in (11.8).
Interestingly such a “matriochka” of nonlinear self-interactions comes with a new type of memory
terms of more elaborated structures than M123 and M
22
4 conveyed by ĥ
(1)
λ . To understand these
structures, a closer look at the coefficient associated with the monomial − γpi√
2l3/2
ξ1(ξ2)
2 arising in the
analytic expression of ĥ
(2)
λ , is illuminating. The latter is obtained by integration of (11.31) over (−∞, t]
(in the τ ′-variable) as:
(11.36) N2(t, ω) = e
−(β1(λ)+2β2(λ)−β3(λ))t−2σWt(ω)
∫ t
−∞
α2(t, τ
′;ω)dτ ′,
where
(11.37) α2(t, τ
′;ω) := e(β1(λ)+β2(λ)−β3(λ))τ
′+σWτ ′ (ω)
∫ t
τ ′
eβ2(λ)τ+σWτ (ω) dτ, ω ∈ Ω.
Note that N2(t, ω) is well defined thanks to the conditions β1(λ) + β2(λ)− β3(λ) > 0 and β1(λ) +
2β2(λ) − β3(λ) > 0 from the non-resonance condition (NR2), and again the growth control of the
Wiener process given by (11.34).
Interestingly, N2(t, ω) can be obtained as the pullback limit of the N -component of the following
backward-forward system:
(11.38a)
(11.38b)
(11.38c)
dM = (1− β2(λ)M) ds− σM ◦ dWs, s ∈ [t− T, t],
dN =
(−(β1(λ) + 2β2(λ)− β3(λ))N −M(s− T, ω))ds− 2σN ◦ dWs−T , s ∈ [t, t+ T ],
with M(s, ω)|s=t = 0, and N(s, θ−Tω)|s=t = 0,
where Eq. (11.38a) is integrated backward from fiber θtω up to fiber θt−Tω, and Eq. (11.38b) is
integrated forward from fiber θt−Tω up to fiber θtω.
Indeed, by solving (11.38a) backward from fiber θtω up to fiber θt−Tω, with initial datumM(s, ω)|s=t =
0, we obtain that
(11.39) M(s, ω) = −
∫ t
s
e−β2(λ)(s−τ)−σ(Ws(ω)−Wτ (ω))dτ, s ∈ [t− T, t].
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By integrating then (11.38b) forward from fiber θt−Tω up to fiber θtω, we obtain
N(s, θ−Tω) = −
∫ s
t
e−(β1(λ)+2β2(λ)−β3(λ))(s−τ)−2σ(Ws−T (ω)−Wτ−T (ω))M(τ − T, ω)dτ, s ∈ [t, t+ T ],
where the initial datum is taken to be zero in fiber θt−Tω.
A change of variables τ − T = τ ′, leads then to
N(t+ T, θ−Tω) = −
∫ t+T
t
e−(β1(λ)+2β2(λ)−β3(λ))(t+T−τ)−2σ(Wt(ω)−Wτ−T (ω))M(τ − T, ω)dτ
= −
∫ t
t−T
e−(β1(λ)+2β2(λ)−β3(λ))(t−τ
′)−2σ(Wt(ω)−Wτ ′ (ω))M(τ ′, ω)dτ ′.
Now, by reporting the expression of M(·, ω) given by (11.39) in the above equality and using the
definition of α2(t, τ
′;ω) given by (11.37), we obtain after rearranging the terms,
N(t+ T, θ−Tω) = e−(β1(λ)+2β2(λ)−β3(λ))t−2σWt(ω)
∫ t
t−T
α2(t, τ
′;ω)dτ ′,
which leads to the desired result for N2(t, ω) defined in (11.36), i.e.
N2(t, ω) = lim
T→+∞
N(t+ T, θ−Tω).
Similarly, the memory term associated with (11.32) given by,
(11.40)
N3(t, ω) := e
−(3β1(λ)−β3(λ))t−2σWt(ω)
×
∫ t
−∞
(
e(β1(λ)+β2(λ)−β3(λ))τ
′+σWτ ′ (ω)
∫ t
τ ′
e(2β1(λ)−β2(λ))τ+σWτ (ω)dτ
)
dτ ′,
can be obtained as the pullback limit of the N -component of the following backward-forward system:
(11.41a)
(11.41b)
(11.41c)
dM = (1− (2β1(λ)− β2(λ))M) ds− σM ◦ dWs, s ∈ [t− T, t],
dN =
(−(β1(λ) + β2(λ)− β3(λ))N −M(s− T, ω))ds− 2σN ◦ dWs−T , s ∈ [t, t+ T ],
with M(s, ω)|s=t = 0, and N(s, θ−Tω)|s=t = 0,
and the backward-forward system for the memory term associated with (11.33),
N4(t, ω) := e
−(3β1(λ)+β2(λ)−β3(λ))t−3σWt(ω)
×
∫ t
−∞
(
e(β1(λ)+β2(λ)−β3(λ))τ
′+σWτ ′ (ω)
∫ t
τ ′
eβ2(λ)τ+σWτ (ω) dτ
∫ t
τ ′
e(2β1(λ)−β2(λ))τ+σWτ (ω)dτ
)
dτ ′,
is given by
(11.42a)
(11.42b)
(11.42c)
(11.42d)
dM1 = (1− β2(λ)M1) ds− σM1 ◦ dWs, s ∈ [t− T, t],
dM2 = (1− (2β1(λ)− β2(λ))M2) ds− σM2 ◦ dWs, s ∈ [t− T, t],
dN =
(−(β1(λ) + β2(λ)− β3(λ))N +M1(s− T, ω)M2(s− T, ω))ds
− 2σN ◦ dWs−T , s ∈ [t, t+ T ],
with M1(s, ω)|s=t = M2(s, ω)|s=t = 0, and N(s, θ−Tω)|s=t = 0.
Similar statements hold for two of the three extra terms arising from expansion of b given by (11.29).
In the case where ĥ
(3)
λ obtained as pullback limit associated with the three-layer system (8.43) (with
n = 3) is considered, new memory terms (and new non-resonance conditions) also arise. As in the
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case of ĥ
(2)
λ , these terms are defined by means of pullback limits associated with auxiliary backward-
forward systems of type just introduced above. Such auxiliary backward-forward systems are also
associated with their corresponding non-resonances. The resulting memory terms built in this way
arise also from nonlocal information coming from the past of the noise path. As for N2, N3 and N4
described above, these terms are constituted by integrals of compositions of functions, where the latter
are themselves defined by means of integrals involving the past of the noise, except that the length of
such compositions increase by one compared to those involved in N2, N3 and N4.
An increase in the number of layers in (8.43) — as long as the related pullback limits are well-
defined — leads thus to a hierarchy of memory terms hierarchy of memory terms obtained via repeated
compositions of functions involving integrals depending on the past of the noise path driving the SPDE.
Such a hierarchy arise with a matriochka of nonlinear self-interactions between the low modes, as well
as with a sequence of non-resonance conditions, both of increasing complexity.
Such features are actually related to the problem of convergence of the sequence of manifold func-
tions {q̂(n)λ }q∈N∗ . This problem will be rigorously analyzed elsewhere for the general case. In the
case of our stochastic Burgers-type equation, we report below on the numerical results that strongly
indicate that such a convergence takes place here for a broad class of regimes as λ varies.
For the sake of completeness, we conclude this subsection with the pseudocode corresponding to a
reduction on the fly based on ĥ
(q)
λ obtained as the pullback limit (8.46) (for q ≥ 2). As for ĥ(2)λ , we write
actually this pseudocode for the corresponding version in coordinate form (for Hc = span(e1, e2)) of
the reduced system (11.3), with u
(2)
s [ξ(t, ω)](t+ T, θ−Tω; 0) substituted by u
(q)
s [ξ(t, ω)](t+ T, θ−Tω; 0)
therein.
Pseudocode for the reduced system on the fly based on a q-layer system (8.43)
ζj := randn(1, 1), j = −N, · · · , 0, 1, · · · , nmax; % generating the noise path.
(ξ01 , ξ
0
2) = (ξ1,0, ξ2,0); % initialization of the system (11.43) (given below).
For n = 1 : nmax % main loop to solve the difference equations (11.43).
% solving an analogue of the difference equations (11.22) with q layers.
y
(1),0
1 = · · · = y(q),01 = ξn−11 ;
y
(1),0
2 = · · · = y(q),02 = ξn−12 ;
}
% initialization.
For p = 1 : N
y
(1),p
1 =
y
(1),p−1
1
1 +
(
β1(λ) +
σ2
2
)
δt+ σ
√
δtζn−p
; % the first layer
y
(1),p
2 =
y
(1),p−1
2
1 +
(
β2(λ) +
σ2
2
)
δt+ σ
√
δtζn−p
;
For l = 2 : q % the lth layer
y
(l),p
1 =
y
(l),p−1
1 − γpi√2l3/2 y
(l−1),p
1 y
(l−1),p
2 δt
1 +
(
β1(λ) +
σ2
2
)
δt+ σ
√
δtζn−p
;
y
(l),p
2 =
y
(l),p−1
2 − γpi√2l3/2 (y
(l−1),p
1 )
2δt
1 +
(
β2(λ) +
σ2
2
)
δt+ σ
√
δtζn−p
;
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End For
y
(2),0
3 = 0; y
(2),0
4 = 0; % initialization of the difference equations (11.23)
associated with .
For p = 1 : N % solving the forward difference equations (11.23) with
% the following changes
y
(2),p
1 ← y(q),p1 ,
y
(2),p
2 ← y(q),p2 ,
y
(2),p
3 ← y(q),p3 ,
y
(2),p
4 ← y(q),p4
End For
% update (ξn1 , ξ
n
2 ) via the following analogue of the difference equations (11.21):
(11.43)
ξn1 = ξ
n−1
1 +
((
β1(λ) +
σ2
2
)
ξn−11 +
γpi√
2l3/2
(ξn−11 ξ
n−1
2 + ξ
n−1
2 y
(q),N
3 + y
(q),N
3 y
(q),N
4 )
)
δt
+ σζn
√
δtξn−11 ;
ξn2 = ξ
n−1
2 +
((
β2(λ) +
σ2
2
)
ξn−12 +
√
2γpi
l3/2
(−1
2
(ξn−11 )
2 + ξn−11 y
(q),N
3 + ξ
n−1
2 y
(q),N
4
))
δt
+ σζn
√
δtξn−12 ;
End For
End For
11.4. Parameterization defect of ĥ
(q)
λ , for 2 ≤ q ≤ 10: Numerical estimates. As mentioned
in the previous subsection, the pseudocode such as introduced above is built on u
(q)
s [ξ(t, ω)](t +
τ, θ−τω; 0).69 In principle, the latter has to be used for τ sufficiently large in order to approximate
the pullback limit (8.46). Interestingly, in many cases a reasonably small τ is sufficient to provide a
good approximation in terms of time average of the parameterization defect of ĥ
(q)
λ . This is observed
for instance for the case at hand, as reported in Table 1.
To understand the building blocks of this table, let us introduce ĝ
(q)
λ,τ (ξ, ω) := u
(q)
s [ξ](t+ τ, θ−τω; 0),
and let us denote byQ(q)λ,τ (T, ω;u0) the corresponding parameterization defect associated with the man-
ifold function ĝ
(q)
λ,τ . By replacing in the above pseudocode, the current state (ξ
n
1 , ξ
n
2 ) by uc(nδt, ω;u0),
we can numerically estimate Q(q)λ,τ (T1, T2, ω;u0) = 1T2−T1
∫ T2
T1
Q(q)λ,τ (T, ω;u0) dT , for T2 > T1. The SPDE
parameters are those specified in the caption of Fig. 6, except the parameter λ that is fixed to be
8λc, and δt = 0.01. As reported in Table 1, a convergence up to the first four digits is observed to
be reached starting from τ = 6, independently of the number q of layers used in (8.43). These results
have been observed to be robust with respect to the choices of the realization, the initial datum u0
70
and T2(> 1000).
69For the sake of the discussion here, we have changed T in (8.46) by τ here.
70which falls within the same basin of attraction of a stationary solution; see Section 10.1.
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τ
Q(q)λ,τ Q(1)λ,τ Q(2)λ,τ Q(3)λ,τ Q(4)λ,τ Q(5)λ,τ Q(6)λ,τ Q(7)λ,τ Q(8)λ,τ Q(9)λ,τ Q(10)λ,τ
τ = 2 2.0364 0.5583 0.9254 0.6472 0.6371 0.6485 0.6487 0.6482 0.6483 0.6483
τ = 4 2.1333 0.5768 0.9921 0.6610 0.6540 0.6680 0.6679 0.6673 0.6674 0.6674
τ = 6 2.1357 0.5774 0.9934 0.6612 0.6544 0.6685 0.6683 0.6678 0.6678 0.6678
τ = 8 2.1357 0.5774 0.9935 0.6612 0.6544 0.6685 0.6683 0.6678 0.6678 0.6678
τ = 10 2.1357 0.5774 0.9935 0.6612 0.6544 0.6685 0.6683 0.6678 0.6678 0.6678
Table 1. Time average of parameterization defect for ĝ(q)λ,τ , with 1 ≤ τ ≤ 10, and 1 ≤ q ≤ 10.
Here, Q(q)λ,τ (T1, T2, ω;u0) = 1T2−T1
∫ T2
T1
Q(q)λ,τ (T, ω;u0) dT is computed for u0 = 0.1e1 + 0.2e2 + 0.1e5,
T1 = 400, T2 = 1000, a fixed realization ω, for different pullback-time τ and for different number of
layers q used in (8.43). The SPDE parameters are those specified in the caption of Fig. 6, except the
parameter λ that is fixed to be 8λc, and δt = 0.01. A convergence up to the first four digits is observed
to be reached from τ = 6 independently of the number q of layers used in (8.43). These results are
robust w.r.t. the choices of the realization, the initial datum and T2(> 1000), indicating that in all the
cases, the manifold function ĝ
(q)
λ,τ (ξ, ω) provides a PM (in an average sense).
These results indicate strongly that in all the cases (except for q = 1), the manifold function
ĝ
(q)
λ,τ (ξ, ω) (and thus ĥ
(q)
λ ) for λ = 8λc, provides a PM (at least in a time average sense). We can thus
reasonably state that, for τ ≥ 2, ĝ(q)λ,τ (ξ, ω) provides a PM even far away from the critical value λc,
where in particular the amplitude of the solutions of the SPDE (10.1) gets large. Such a property has
been checked to hold for λ ≤ 8λc; see also Table 2.
This analysis of the parameterization defect of PMs as obtained via a q-layer system (8.43), is
completed by a numerical study of the convergence of Q(q)λ,τ for various values of λ, as the number of
layers q increases. The results are reported in Table 2 for τ = 6. As one can observe, for a broad range
of λ, a convergence of Q(q)λ,τ takes place (up to four digit) after few iterations on q, while the dependence
on λ of Q(q)λ,τ is linear. From what has been observed in Table 1, the (time average) parameterization
defect of ĝ
(q)
λ,6 approximating the parameterization defect of ĥ
(q)
λ , we can state that for a broad range
of values of λ and q, the manifold function ĥ
(q)
λ gives access to a PM (in a time average sense).
Reminding that, given a fixed number of resolved modes, the smaller the parameterization defect
is, the smaller the modeling error is expected to be (cf. Proposition 9.1), we have chosen for the
derivation of effective reduced models for the case at hand, the manifold function ĥ
(2)
λ that exhibits
here the smallest parameterization quality.
Second, it can be observed numerically that a deterioration of the parameterization defect of ĥ
(1)
λ
(for fixed values of σ and λ) takes place as l increases; compare for instance Fig. 2 with Fig. 6 below.
The parameterization defect of ĥ
(2)
λ is shown below in Fig. 6. As a comparison, the corresponding
results for ĥ
(1)
λ derived in Section 10 associated with the one-layer auxiliary system (8.1) are also given.
Fig. 6 shows the time average of the parameterization defect Q(t, ω;u0) associated with the PM
function candidates ĥ
(1)
λ and ĥ
(2)
λ for an arbitrarily fixed realization of the Wiener process and for
various values of λ in [1.5λc, 8λc]. Recall that the time-dependent ratio Q(t, ω;u0) is defined by
Definition 8.1.
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Q(q)λ,τ
λ 1.96λc 2.71λc 3.46λc 4.22λc 4.98λc 5.73λc 6.49λc 7.24λc 8.00λc
Q(2)λ,τ 0.3412 0.3734 0.4052 0.4332 0.4587 0.4831 0.5075 0.5325 0.5583
Q(3)λ,τ 0.3690 0.4208 0.4802 0.5444 0.6133 0.6869 0.7642 0.8441 0.9254
Q(4)λ,τ 0.3505 0.3893 0.4299 0.4688 0.5062 0.5425 0.5781 0.6130 0.6472
Q(5)λ,τ 0.3489 0.3869 0.4265 0.4641 0.5002 0.5353 0.5697 0.6037 0.6371
Q(6)λ,τ 0.3494 0.3878 0.4281 0.4667 0.5041 0.5407 0.5770 0.6129 0.6485
Q(7)λ,τ 0.3494 0.3879 0.4282 0.4669 0.5042 0.5409 0.5772 0.6131 0.6487
Q(8)λ,τ 0.3494 0.3878 0.4281 0.4668 0.5041 0.5407 0.5769 0.6128 0.6482
Q(9)λ,τ 0.3494 0.3878 0.4281 0.4668 0.5041 0.5407 0.5769 0.6128 0.6483
Q(10)λ,τ 0.3494 0.3878 0.4281 0.4668 0.5041 0.5407 0.5769 0.6128 0.6483
Table 2. Time average of the parameterization defect of ĝ(q)λ,τ , for τ = 6 and 2 ≤ q ≤ 10.
For each such a q, the parameterization defect is averaged over the same interval than used for Table
1, as λ varies in [1.96λc, 8.00λc]. The resulting Q(q)λ,τ are computed here for τ = 6. The realization ω
used for the simulation is also the same than used for Table 1. Finally, the SPDE parameters are those
used for Fig. 6. As one can see for the values of λ reported here, a convergence of Q(q)λ,τ takes place (up
to four digit) after few iterations on q. This table shows also that PMs are reached via ĝ
(q)
λ,τ (and thus
ĥ
(q)
λ ), even when λ is far from its critical value λc, where in particular the amplitude of the solutions
of the SPDE (10.1) gets large.
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Figure 6. Time average Q1,τ and Q2,τ , associated with the parameterization defect of
ĥ
(1)
λ and ĥ
(2)
λ . Same as Fig. 2(a), the time average is computed for one fixed realization and over
time interval [400, 1000], but in a different parameter regime. The parameters for the SPDE (10.1) are
chosen to be γ = 0.5, l = 3.5pi, ν = 2, σ = 0.4, and various λ in [1.5λc, 8λc] where λc ≈ 0.16. The
initial datum for all the simulations here is fixed to be u0 = 0.1e1 + 0.2e2 + 0.1e5.
As we can see for this parameter regime, the parameterization defect of ĥ
(2)
λ associated with the
two-layer backward-forward system (8.40) has improved by a factor of two, compared with the one
ĥ
(1)
λ associated with the one-layer system (8.1).
11.5. Numerical results: Probability density and autocorrelation functions. As mentioned
at the end of Section 10.3, the parameterization defect of ĥ
(1)
λ deteriorates as σ increases (see Fig. 2(b)),
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and as l increases. Figure 6 shows that the overall improvement (as λ varies) of (time average)
parameterization quality achieved by ĥ
(2)
λ is particularly significant.
It is interesting to emphasize that such an improvement in the parameterization quality come
with the combination of the new memory effects, as well as the matriochka of nonlinear interactions
conveyed by ĥ
(2)
λ discussed in §11.3. Such features are embodied with the new second, third and fourth
order terms appearing in the analytic expression of ĥ
(2)
λ when compared with the expression of ĥ
(1)
λ .
For the parameter regime analyzed in this section (regime B: γ = 0.5, σ = 0.4, λ = 1.7λc, l = 3.5pi
and ν = 2), the manifold function ĥ
(1)
λ provides still a PM (in a time average sense), but of much poorer
quality than ĥ
(2)
λ does. It is interesting to note that for this regime, the values of the two NR-gaps
involved in the memory terms M123 (·, λ) and M224 (·, λ) are respectively β1(λ)+β2(λ)−β3(λ) = 0.9 and
2β2(λ)−β4(λ) = 1.6. These gaps have been reduced essentially by half compared to regime A analyzed
in Section 10.3. This reduction of the NR-gaps results, according to Lemma 9.1, corresponds to slower
decay of autocorrelations for the memory terms M123 and M
22
4 , when compared with regime A. The
importance of memory effects such as conveyed by the terms M123 and M
22
4 has been illustrated in
Section 10.3 (see Fig. 4 again) for the achievement of good modeling performance by reduced systems
based on ĥ
(1)
λ . Since here for regime B, the parameterization quality of the latter is poor
71 while
the need of memory effects is still important, we turned naturally to the reduced systems based on
ĥ
(2)
λ ; the latter conveying more elaborated memory effects recalled above and discussed in 11.3. Here
analytic expressions of ĥ
(2)
λ could have been used based on the results of § 11.3, but we adopted the
on-the-fly reduction procedure described in anterior subsections to show its performance.
As Figure 7 illustrates for the second mode amplitude, these new non-Markovian features conveyed
by ĥ
(2)
λ allows us to achieve remarkable modeling performances. Clearly to achieve such results, the
parameterizing manifold ĥ
(2)
λ gives access to a very good parameterization of the unresolved dynamics,
from the resolved one.
High-resolution numerical simulations were made to analyze in more details these modeling per-
formance achieved by the reduced system (11.20) on the fly (based on ĥ
(2)
λ ). In that respect, the
reproduction of statistical quantities such as probability density functions (PDFs) and the autocorre-
lation functions (ACFs) serves of evaluation criteria of the modeling performances.
The results are reported in Fig. 8 and Fig. 9 for the first and second modes amplitudes. The
corresponding PDFs and ACFs, as simulated from the reduced system (10.12) based on ĥ
(1)
λ and from
the on-the-fly reduced system (11.20) based on ĥ
(2)
λ , are compared with the ones simulated by direct
integration of the SPDE according to the scheme described in Section 10.1. The results obtained via
a basic two-mode Galerkin reduced system (integrated via an Euler-Maruyama scheme), have been
also included for reference.72
Three millions of iterations (with δt = 0.01) have been used, for each system, to estimate the
PDFs and ACFs, after removing the transient. As it can be observed, the two-layer reduced system
(11.1), with the more elaborated memory terms and nonlinear cross-interactions brought by ĥ
(2)
λ ,
achieves very good performance in reproducing the statistical signature (such as PDF and ACF) of the
SPDE dynamics projected onto the resolved modes. One can observe furthermore that the modeling
performance based on ĥ
(2)
λ outperforms those based on ĥ
(1)
λ , or the two-mode Galerkin approximation.
In particular the modeling of the large excursions present in the SPDE dynamics projected onto
the 1st and 2nd modes, are reproduced with high-accuracy from the on-the-fly reduced system (11.20)
71See Fig. 6 for λ = 1.7λc.
72The PDFs as simulated from a two-mode Galerkin reduced system are not shown in Fig. 8, since, for instance, the
estimated PDF of the second mode SPDE dynamics is overestimated by a factor of three, from such a reduced system.
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Figure 7. Upper panel: second mode amplitudes associated with respectively the two-layer re-
duced system (11.1) (cyan curve) and the SPDE (10.1) (black curve). Lower panel: The absolute
value of the difference between the two curves shown in the upper panel. The system parameters are
γ = 0.5, σ = 0.4, λ = 1.7λc, l = 3.5pi and ν = 2.
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Figure 8. Probability density functions of the first two modes modeled by the reduced systems
(10.12) (one-layer approximation) and (11.1) (two-layer approximation) as well as the SPDE, where
the system parameters are the same as used for Fig. 7.
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Figure 9. Autocorrelation of the first two modes modeled by the two-mode Galerkin approximation,
the reduced systems (10.12) (one-layer approximation) and (11.1) (two-layer approximation), and the
SPDE, where the system parameters are the same as used for Fig. 7.
based on ĥ
(2)
λ . These large excursions come with an interesting spatial manifestation that is worthwhile
to mention. Figure 10 shows the SPDE solution profile at a particular time instance corresponding
to a large excursion episode as observed on the 1st and 2nd modes; see Fig. 7. As one can observe,
a concentration of the highest spatial velocity in a small region of the domain goes with such large
excursions. Starting from a smooth initial condition, we have thus a steepening of the gradients
localized in the field which fluctuates as the time flows. This phenomenon is the manifestation of
the excitation of the small scales by the noise through the nonlinear term. The very good modeling
performance achieved by the on-the-fly reduced system (11.20) based on ĥ
(2)
λ , relies thus on the ability
of ĥ
(2)
λ to capture this noise-driven transfer of energy to the small scales as the time flows. The
attribution of this success to the matriochka of self-interactions between the low modes, as well as
the memory effects such as conveyed by ĥ
(2)
λ , is clear for the case at hand. Fascinating problems are
left in front of us for the generalization of such successes regarding the reduction problem of SPDEs
dynamics driven by more general noise.
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Appendix A. Classical and Mild Solutions of the Transformed RPDE
In this appendix, we provide for the sake of completeness, a proof of Proposition 3.1 regarding the
existence and uniqueness of a measurable global classical solution to the transformed Eq. (3.36) for
any given Hα-valued (random) initial datum. We also introduce the definition of a mild solution to
Eq. (3.36), and consider the existence and uniqueness of such mild solutions.
Proof of Proposition 3.1. We proceed in three steps. Since Eq. (3.36) becomes a non-autonomous
PDE for each fixed ω, the existence of a unique solution for each given deterministic initial datum in
Hα with the announced regularity given in (3.37) can be proved by relying on the classical existence
theory of solutions over finite time intervals and the half-line; see e.g. [Hen81, Thm. 3.3.3, Cor. 3.3.5].
The measurability property of such solutions requires more attention and details are provided in
Step 2 for the sake of completeness. The measurability property of solutions with random initial data
as claimed right after Proposition 3.1 follows then from a basic composition argument as explained in
Step 3.
Step 1. For each fixed ω, let us introduce
fω(t, v) := zσ(θtω)v +G(θtω, v) = zσ(θtω)v + e
−zσ(θtω)F (ezσ(θtω)v), ∀ t ≥ 0, v ∈ Hα.
In order to apply the aforementioned non-autonomous theory, we first note that the following condi-
tions hold naturally for fω(t, v):
(A.1) fω is locally Ho¨lder continuous in t and locally Lipschitz in v, ∀ t ∈ R+, v ∈ Hα;
and there exists a positive continuous function Qω : [0,∞)→ R+ depending on ω such that
(A.2) ‖fω(t, v)‖ ≤ Qω(t)(1 + ‖v‖α), ∀ t ≥ 0, v ∈ Hα.
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These are indeed a direct consequence of the fact that the nonlinearity F : Hα → H is assumed to be
globally Lipschitz, and that the function t 7→ zσ(θtω) is locally γ-Ho¨lder continuous for all ω with any
γ ∈ (0, 1/2) according to Lemma 3.1.
The continuous dependence of the solutions with respect to the initial data and the parameter λ
can be derived by using e.g. [Hen81, Thm. 3.4.4].
Step 2. Now, we analyze the measurability of the solution for each fixed λ. First, we show that
vλ(t, ·; v0) is (F ;B(Hα))-measurable for each fixed t > 0 and v0 ∈ Hα. The treatment here is inspired
by [CDLS10]. To this end, let us introduce for such given t and v0 the space
(A.3) X := Cv0([0, t];Hα) := {v : [0, t]→ Hα | v is continuous and v(0) = v0}.
Note that this space is a separable complete metric space when endowed with the metric
(A.4) dγ(v1, v2) := sup
t′∈[0,t]
e−γt
′‖v1(t′)− v2(t′)‖α,
where γ > 0.
Now, for each fixed ω, let us introduce the following mapping T ω,λt,v0 defined on X:
(A.5) T ω,λt,v0 [v](s) := esLλv0 +
∫ s
0
e(s−s
′)Lλfω(s
′, v(s′))ds′, ∀ s ∈ [0, t], v ∈ X.
This mapping is well-defined due to (A.2) and the fact that there exists aλ > 0 and C1 > 0 such that
(A.6) ‖etLλ‖L(H,Hα) ≤
C1
tα
eaλt, ∀ t > 0;
see [SY02, Thm. 44.5] for a derivation of (A.6). The same reasons show that T ω,λt,v0 maps X into itself.
We show now that T ω,λt,v0 is a contraction mapping on the space
(
X, dγ
)
for a sufficiently large γ
depending on ω. First note that there exists C2 > 0 such that the following inequality holds:
(A.7) ‖etLλ‖L(Hα,Hα) ≤ C2eaλt, ∀ t ≥ 0,
where aλ is the same as given in (A.6); see again [SY02, Thm. 44.5].
By using (A.6), (A.7), and the fact that G and F have the same Lipschitz constant Lip(F ), we
obtain
(A.8)
dγ(T ω,λt,v0 [v1], T ω,λt,v0 [v2]) ≤ sup
s∈[0,t]
e−γs
{∫ s
0
‖e(s−s′)Lλzσ(θs′ω)(v1(s′)− v2(s′))‖αds′
+
∫ s
0
‖e(s−s′)Lλ(G(θs′ω, v1(s′))−G(θs′ω, v2(s′)))‖αds′}
≤ sup
s∈[0,t]
e−γs
(
C2
∫ s
0
eaλ(s−s
′)|zσ(θs′ω)|‖v1(s′)− v2(s′)‖αds′
+ C1Lip(F )
∫ s
0
eaλ(s−s′)
(s− s′)α ‖v1(s
′)− v2(s′)‖αds′
)
≤ sup
s∈[0,t]
Cdγ(v1, v2)
∫ s
0
e(aλ−γ)(s−s
′)
(
|zσ(θs′ω)|+ Lip(F )
(s− s′)α
)
ds′,
where C = max{C1, C2}.
We conclude about the contractive property of T ω,λt,v0 when γ is sufficiently large. First note that
from the Lebesgue dominated convergence theorem the following property holds:
∀s ∈ [0, t], gγ(s) :=
∫ s
0
e(aλ−γ)(s−s
′)
(
|zσ(θs′ω)|+ Lip(F )
(s− s′)α
)
ds′ −→
γ→+∞ 0
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Note also that for γ′ > γ > aλ, we have that gγ′(s) < gγ(s) for all s ∈ [0, t]. Since [0, t] is furthermore
compact it follows from the Dini Theorem [Dud02, Thm. 2.4.10] that gγ converges uniformly to zero
on [0, t] as γ tends to +∞. As a consequence, there exists γ(ω) sufficiently large, such that
(A.9) sup
s∈[0,t]
Cgγ(ω)(s) = sup
s∈[0,t]
C
∫ s
0
e(aλ−γ(ω))(s−s
′)
(
|zσ(θs′ω)|+ Lip(F )
(s− s′)α
)
ds′ <
1
2
.
For such a chosen γ(ω), we conclude then from (A.8)–(A.9) and the Banach fixed point theorem that
there exists a unique fixed point vω,λt,v0 ∈ X of the operator T ω,λt,v0 . Note also that the solution vλ(·, ω; v0)
obtained in Step 1, when restricted to the time interval [0, t], is in X and is clearly a fixed point of
T ω,λt,v0 . By uniqueness of the fixed point, we have thus:
(A.10) vλ(s, ω; v0) = v
ω,λ
t,v0
(s), ∀ s ∈ [0, t].
Now we show that vλ(t, ·; v0) is measurable. This results from the fact that vλ(t, ·; v0) is obtained
as the limit of a standard Picard scheme associated with T ·,λt,v0 which maps (B([0, t]) ⊗ F ;B(Hα))-
measurable mappings to (B([0, t])⊗F ;B(Hα))-measurable mappings, where B([0, t]) denotes the trace
σ-algebra of B(R) restricted to [0, t]. For the sake of clarity, we provide the details of such a standard
argument.
Let us define a constant mapping v0t,v0 : [0, t]× Ω→ Hα by:
(A.11) v0t,v0(s, ω) ≡ v0, ∀ s ∈ [0, t], ω ∈ Ω.
Obviously, v0t,v0 is (B([0, t]) ⊗ F ;B(Hα))-measurable and v0t,v0(·, ω) ∈ X for each ω. For each n ≥ 1,
let us define recursively vnt,v0 : [0, t]× Ω→ Hα by the following Picard scheme:
(A.12) vnt,v0(s, ω) := T ω,λt,v0 [vn−1t,v0 (·, ω)](s), ∀ s ∈ [0, t], ω ∈ Ω.
As noted above, vnt,v0 is (B([0, t])⊗ F ;B(Hα))-measurable for each n. It then follows that vnt,v0(t, ·) is
(F ;B(Hα))-measurable for each n ≥ 0.
Let γ(ω) > 0 be chosen such that T ω,λt,v0 is a contraction on (X, dγ(ω)). Then, we get from (A.10)
that
dγ(ω)
(
vλ(·, ω; v0), vnt,v0(·, ω)
)
= dγ(ω)
(
vω,λt,v0(·), vnt,v0(·, ω)
)→ 0 as n→∞, ∀ ω ∈ Ω.
This together with the definition of the metric dγ(ω) implies that the following pointwise limit exists
(A.13) vλ(t, ω; v0) = lim
n→∞ v
n
t,v0(t, ω), ∀ ω ∈ Ω, t > 0,
where the limit is taken in Hα. Since Hα is separable and the sequence vnt,v0(t, ·) is (F ;B(Hα))-
measurable, we conclude from (A.13) that the function vλ(t, ·; v0) : Ω→ Hα is also measurable.
Since vλ(·, ω; v0) is continuous for each ω; and vλ(t, ·; v0) is measurable for each t > 0, then vλ(·, ·; v0)
is
(B(R+)⊗F ;B(Hα))-measurable by using for instance [CV77, Lemma III.14].
Still based on [CV77, Lemma III.14], since vλ(t, ω; ·) is continuous for each ω and t > 0, and
vλ(·, ·; v0) is measurable for each v0, then vλ is
(B(R+)⊗F ⊗ B(Hα);B(Hα))-measurable.
Step 3. For any given measurable random initial datum v0(ω), we can define ω-wisely the solution
vλ,v0(ω)(t, ω) := vλ(t, ω; v0(ω)) as done in Step 1. Clearly, the solution has the regularity given in
(3.37). Let
(A.14) g : R+ × Ω→ R+ × Ω×Hα, (t, ω) 7→ (t, ω, v0(ω)).
Then, we have vλ,v0(ω)(t, ω) = vλ ◦ g(t, ω). Since both g and vλ are measurable, then vλ,v0(ω) is also
measurable. The proof is complete.

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Now, we introduce the following definition of mild solutions to Eq. (3.36).
Definition A.1. Let Hα be the interpolation space associated with the fractional power Aα for some
α ∈ (0, 1), where A is given in (3.4). Let J := [t1, t2] be a closed interval in R, and λ be a fixed value
in R. A mapping vλ : J × Ω → Hα, which is jointly measurable and continuous in t, is said to be a
mild solution of Eq. (3.36) in the space Hα on J with initial datum vλ(t1, ω) = v0, if it satisfies the
following integral equation:
(A.15) vλ(t, ω) = Tλ,σ(t, t1;ω)v0 +
∫ t
t1
Tλ,σ(t, s;ω)G(θsω, vλ(s, ω)) ds, ∀ t ∈ J, ω ∈ Ω,
where Tλ,σ is the solution operator associated with the linearized equation of Eq. (3.36) given in § 3.4.
We call vλ a mild solution of Eq. (3.36) on [t1,∞) if it is a mild solution on [t1, t2] for any t2 > t1.
Similarly, vλ is called a mild solution of Eq. (3.36) on (−∞, t2] if it is a mild solution on [t1, t2] for
any t1 < t2.
In Appendix B, we will make use of the following elementary lemma.
Lemma A.1. For any given t1 < t2, a measurable mapping vλ : [t1, t2] × Ω → Hα is a mild solution
to Eq. (3.36) if and only if it satisfies the following integral equation:
(A.16)
vλ(t, ω) = Tλ,σ(t, t2;ω)Pcvλ(t2, ω)−
∫ t2
t
Tλ,σ(t, s;ω)PcG(θsω, vλ(s, ω)) ds
+ Tλ,σ(t, t1;ω)Psvλ(t1, ω) +
∫ t
t1
Tλ,σ(t, s;ω)PsG(θsω, vλ(s, ω)) ds, t ∈ [t1, t2].
Proof. Assume that vλ is a mild solution of Eq. (3.36) on [t1, t2], we check that it satisfies (A.16).
First note that by the definition of mild solutions, we have
(A.17) vλ(t2, ω) = Tλ,σ(t2, t1;ω)vλ(t1, ω) +
∫ t2
t1
Tλ,σ(t2, s;ω)G(θsω, vλ(s, ω)) ds,
which leads to
(A.18) Pcvλ(t2, ω) = Tλ,σ(t2, t1;ω)Pcvλ(t1, ω) +
∫ t2
t1
Tλ,σ(t2, s;ω)PcG(θsω, vλ(s, ω)) ds,
where we used the fact that the solution operator Tλ,σ leaves invariant the subspaces Hc and Hs as
pointed out in § 3.4.
We then obtain from the identity above that
(A.19)
Tλ,σ(t, t2;ω)Pcvλ(t2, ω)
= Tλ,σ(t, t2;ω)Tλ,σ(t2, t1;ω)Pcvλ(t1, ω)
+ Tλ,σ(t, t2;ω)
∫ t2
t1
Tλ,σ(t2, s;ω)PcG(θsω, vλ(s, ω)) ds
= Tλ,σ(t, t1;ω)Pcvλ(t1, ω) +
∫ t2
t1
Tλ,σ(t, s;ω)PcG(θsω, vλ(s, ω)) ds, t ∈ [t1, t2].
By definition, we also have
vλ(t, ω) = Tλ,σ(t, t1;ω)vλ(t1, ω) +
∫ t
t1
Tλ,σ(t, s;ω)G(θsω, vλ(s, ω)) ds, t ∈ [t1, t2],
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which can be rewritten as follows by simply using the fact that Pc + Ps = Id:
(A.20)
vλ(t, ω) = Tλ,σ(t, t1;ω)Pcvλ(t1, ω) +
∫ t
t1
Tλ,σ(t, s;ω)PcG(θsω, vλ(s, ω)) ds
+ Tλ,σ(t, t1;ω)Psvλ(t1, ω) +
∫ t
t1
Tλ,σ(t, s;ω)PsG(θsω, vλ(s, ω)) ds, t ∈ [t1, t2].
The expression of Tλ,σ(t, t1;ω)Pcvλ(t1, ω) provided implicitly by (A.19) leads then to:
Tλ,σ(t, t1;ω)Pcvλ(t1, ω) +
∫ t
t1
Tλ,σ(t, s;ω)PcG(θsω, vλ(s, ω)) ds
= Tλ,σ(t, t2;ω)Pcvλ(t2, ω)−
∫ t2
t1
Tλ,σ(t, s;ω)PcG(θsω, vλ(s, ω)) ds
+
∫ t
t1
Tλ,σ(t, s;ω)PcG(θsω, vλ(s, ω)) ds
= Tλ,σ(t, t2;ω)Pcvλ(t2, ω)−
∫ t2
t
Tλ,σ(t, s;ω)PcG(θsω, vλ(s, ω)) ds.
Using this last identity in (A.20), we obtain then (A.16). The converse can be obtained in the same
fashion, and we omit the details here.

The existence and uniqueness problem of mild solutions to Eq. (3.36) is easily solved by relying on
Proposition 3.1 and the following elementary result.
Proposition A.1. Consider the RPDE (3.36). The assumptions on Lλ and F are those of § 3.1
where F is assumed to be globally Lipschitz here; see (3.7).
Then, for each λ ∈ R and t1 < t2, a mapping vλ : [t1, t2]×Ω→ Hα is a mild solution of Eq. (3.36)
on the time interval [t1, t2] if and only if vλ is a classical solution of Eq. (3.36) in the sense given in
Proposition 3.1.
Proof. This is a direct generalization of [Hen81, Lemma 3.3.2]. Indeed, by using the basic random
change of variables v˜λ(t, ω) := e
− ∫ tt1 zσ(θτω) dτ Idvλ(t, ω), it can be checked that vλ is a classical solution
of Eq. (3.36) on (t1, t2) if and only if v˜λ is a classical solution of the following equation
(A.21)
dv˜
dt
= Lλv˜ + G˜(θtω, v˜),
where G˜(θtω, v˜) = e
− ∫ tt1 zσ(θτω) dτ IdG(θtω, e∫ tt1 zσ(θτω) dτ Idv˜). Note also that for each ω, the nonlinearity
G˜(θtω, v˜) clearly satisfies the conditions (A.1)–(A.2) with G˜ in place of fω thanks to the Lipschitz
property of G with respect to v and the Ho¨lder continuity of the OU process t 7→ zσ(θtω). In
particular, the conditions required in [Hen81, Lemma 3.3.2] are met for Eq. (A.21), leading to the
conclusion that v˜λ is a classical solution to Eq. (A.21) on [t1, t2] if and only if it is a mild solution,
namely if and only if it satisfies the following integral equation:
(A.22) v˜λ(t, ω) = e
(t−t1)Lλv0 +
∫ t
t1
e(t−s)LλG˜(θsω, v˜λ(s, ω)) ds, ∀ t ∈ [t1, t2], ω ∈ Ω,
where v0 = v˜λ(t1, ω). By the construction of v˜λ, one readily sees that v˜λ satisfies (A.22) if and only if
vλ satisfies (A.15). The proof is complete.

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Appendix B. Proof of Theorem 4.1
The proof is based on the Lyapunov-Perron method, and we adapt mainly the presentation of
[DLS04] to our functional setting. We split the proof into four steps. In Step 1, the sought random
invariant manifold is characterized as the random set consisting of all elements in Hα such that there
exists a complete trajectory of Eq. (4.1) passing through each such element at t = 0, which has
controlled growth as t→ −∞. This characterization is shown to be equivalent to an integral equation
to be satisfied by each such mild solution. The latter characterization via an integral equation is more
suitable for analysis based on a fixed point argument relying on the partial-dichotomy estimates (3.46).
A related fixed point problem associated with this integral equation and parameterized by the critical
variable ξ ∈ Hc is analyzed in Step 2 by usage of the uniform contraction mapping principle [CH82,
Theorems 2.1–2.2]. In Step 3, by taking the projection onto the non-critical space Hsα of the solution
(at t = 0) obtained in Step 2 for each given ξ, we build a random Hsα-valued function defined on
Hc, whose graph gives the sought random invariant manifold; the invariance property of the manifold
being examined in Step 4.
Proof of Theorem 4.1. We proceed in four steps as outlined above.
Step 1. Characterization of Mλ(ω) via an integral equation. For each λ ∈ Λ and ω ∈ Ω, let
Mλ(ω) be the subset of Hα defined by
(B.1)
Mλ(ω) :=
{
u0 ∈ Hα | ∃ uλ(·, ω;u0) ∈ C−η with uλ(0, ω;u0) = u0, which is furthermore
a mild solution of Eq. (4.1) on (−∞, 0] in the sense of Definition A.1.},
where C−η is the space defined in (4.3) with η chosen according to condition (4.7).
Note that Mλ(ω) thus defined is not empty, since the origin is clearly contained in it. We will
show in later steps that Mλ so obtained is the global random invariant manifold that we look for.
In the current step, we provide an equivalent characterization of this set. Given any u0 ∈ Mλ(ω),
let uλ(·, ω;u0) ∈ C−η be a corresponding mild solution of Eq. (4.1) on (−∞, 0] with uλ(0, ω;u0) = u0.
Namely, uλ satisfies the following:
(B.2)
uλ(t, ω;u0) = Tλ,σ(t, τ ;ω)uλ(τ, ω;u0)
+
∫ t
τ
Tλ,σ(t, τ ;ω)G(θsω, uλ(s, ω;u0)) ds, ∀ τ ≤ t ≤ 0,
where Tλ,σ is the solution operator associated with the linearized stochastic flow as described in §3.4.
According to Lemma A.1, Eq. (B.2) can be rewritten as
(B.3)
uλ(t, ω;u0) = Tλ,σ(t, 0;ω)Pcu0 −
∫ 0
t
Tλ,σ(t, s;ω)PcG(θsω, uλ(s, ω;u0)) ds
+ Tλ,σ(t, τ ;ω)Psuλ(τ, ω;u0) +
∫ t
τ
Tλ,σ(t, s;ω)PsG(θsω, uλ(s, ω;u0)) ds, ∀ τ ≤ t ≤ 0.
Projecting Eq. (B.3) onto the subspace Hc, we obtain that
(B.4) Pcuλ(t, ω;u0) = Tλ,σ(t, 0;ω)Pcu0 −
∫ 0
t
Tλ,σ(t, s;ω)PcG(θsω, uλ(s, ω;u0)) ds,
where we used the fact that Pc commutes with Lλ and hence with Tλ,σ.
Projecting Eq. (B.3) onto the subspace Hsα, we obtain that
(B.5) Psuλ(t, ω;u0) = Tλ,σ(t, τ ;ω)Psuλ(τ, ω;u0) +
∫ t
τ
Tλ,σ(t, s;ω)PsG(θsω, uλ(s, ω;u0)) ds.
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Since uλ(·, ω;u0) ∈ C−η , using (3.46a) we obtain for any τ ≤ t ≤ 0 that
(B.6)
‖Tλ,σ(t, τ ;ω)Psuλ(τ, ω;u0)‖α ≤ Keη2(t−τ)+
∫ t
τ zσ(θsω) ds‖uλ(τ, ω;u0)‖α
≤ Keη2t−
∫ 0
t zσ(θsω) dse(η−η2)τ‖uλ(·, ω;u0)‖C−η .
By recalling that η2 < η from condition (4.7), we get that, for each t ≤ 0, the RHS above converges
to zero as τ goes to −∞. Now, by taking the limit τ → −∞ in (B.5), we obtain that
(B.7) Psuλ(t, ω;u0) =
∫ t
−∞
Tλ,σ(t, s;ω)PsG
(
θsω, uλ(s, ω;u0)
)
ds, ∀ t ≤ 0.
For each ξ ∈ Hc, λ ∈ Λ, and ω ∈ Ω, we define an operator N ω,λξ as follows:
(B.8)
N ω,λξ [u](t) := Tλ,σ(t, 0;ω)ξ −
∫ 0
t
Tλ,σ(t, s;ω)PcG(θsω, u(s)) ds
+
∫ t
−∞
Tλ,σ(t, s;ω)PsG(θsω, u(s)) ds, t ≤ 0, u ∈ C−η .
Combining (B.4) and (B.7), we obtain that uλ is a fixed point of N ω,λξ with ξ = Pcu0. Conversely,
if uλ(·, ω) ∈ C−η is a fixed point of (B.8) with uλ(0, ω) = u0, we show in the following that it is also a
mild solution to Eq. (4.1) on (−∞, 0].
According to Lemma A.1, we only need to show that for any τ < 0, uλ(t, ω) can be written into
the form given in (B.3) for any t ∈ [τ, 0].
First note that by applying Ps to both sides of (B.8) and setting t = τ , we obtain that
(B.9) Psuλ(τ, ω) = PsN ω,λξ [uλ](τ) =
∫ τ
−∞
Tλ,σ(τ, s;ω)PsG(θsω, uλ(s, ω)) ds.
Note also that for any t ∈ [τ, 0], we have∫ t
−∞
Tλ,σ(t, s;ω)PsG(θsω, uλ(s, ω)) ds =
∫ t
τ
Tλ,σ(t, s;ω)PsG(θsω, uλ(s, ω)) ds
+
∫ τ
−∞
Tλ,σ(t, s;ω)PsG(θsω, uλ(s, ω)) ds,
and ∫ τ
−∞
Tλ,σ(t, s;ω)PsG(θsω, uλ(s, ω)) ds = Tλ,σ(t, τ ;ω)
∫ τ
−∞
Tλ,σ(τ, s;ω)PsG(θsω, uλ(s, ω)) ds
= Tλ,σ(t, τ ;ω)Psuλ(τ, ω),
where we used (B.9) to derive the last equality above.
By combining the above two identities, we obtain∫ t
−∞
Tλ,σ(t, s;ω)PsG(θsω, uλ(s, ω)) ds = Tλ,σ(t, τ ;ω)Psuλ(τ, ω)
+
∫ t
τ
Tλ,σ(t, s;ω)PsG(θsω, uλ(s, ω)) ds.
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Noting that ξ = Pcu0, (B.3) follows then by using the above identity in the following fixed point
equation satisfied by uλ:
(B.10)
uλ(t, ω) = N ω,λξ [uλ](t) = Tλ,σ(t, s;ω)ξ −
∫ 0
t
Tλ,σ(t, s;ω)PcG(θsω, uλ(s, ω)) ds
+
∫ t
−∞
Tλ,σ(t, s;ω)PsG(θsω, uλ(s, ω)) ds.
Hence, uλ is indeed a mild solution to Eq. (4.1) on (−∞, 0] thanks to Lemma A.1.
Consequently, we obtain the following equivalent characterization of the set Mλ(ω) defined in (B.1),
that is for each ω ∈ Ω and λ ∈ Λ,
(B.11)
(
u0 ∈Mλ(ω)
)⇐⇒ (∃ uλ(·, ω) ∈ C−η s.t. uλ(0, ω) = u0, uλ = N ω,λPcu0 [uλ] ),
where N ω,λPcu0 is defined in (B.8) with ξ = Pcu0.
Step 2. Unique fixed point of N ω,λξ . We show in this step that for each ξ ∈ Hc, λ ∈ Λ, and
ω ∈ Ω the operator N ω,λξ defined in (B.8) has a unique fixed point in the space C−η .
We first check that
(B.12) N ω,λξ C−η ⊂ C−η .
Note that by the partial-dichotomy estimate in (3.46c) and the assumption that η ∈ (η2, η1), we obtain
that
sup
t∈(−∞,0]
e−ηt+
∫ 0
t zσ(θsω)ds
∥∥Tλ,σ(t, 0;ω)ξ∥∥α ≤ K sup
t∈(−∞,0]
e−ηteη1t‖ξ‖α ≤ K‖ξ‖α, ∀ ξ ∈ Hc;
and that
sup
t∈(−∞,0]
e−ηt+
∫ 0
t zσ(θsω)ds
∥∥∥∫ 0
t
Tλ,σ(t, s;ω)PcG(θsω, u(s)) ds
∥∥∥
α
≤ sup
t∈(−∞,0]
KLip(F )‖u‖C−η
∫ 0
t
e(η1−η)(t−s) ds
=
KLip(F )
η1 − η ‖u‖C−η , ∀ u ∈ C
−
η .
Similarly, by (3.46b), we obtain that
sup
t∈(−∞,0]
e−ηt+
∫ 0
t zσ(θsω)ds
∥∥∥∫ t
−∞
Tλ,σ(t, s;ω)PsG(θsω, u(s)) ds
∥∥∥
α
≤ KLip(F )Γ(1− α)(η − η2)α−1‖u‖C−η .
Using the above three estimates and the definition of N ω,λξ , we get
(B.13)
‖N ω,λξ [u]‖C−η = sup
t∈(−∞,0]
e−ηt+
∫ 0
t zσ(θsω)ds‖N ω,λξ [u](t)‖α
≤ K‖ξ‖α + Υ1(F )‖u‖C−η ,
where Υ1(F ) is defined in (4.7). Thus, (B.12) follows.
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Note that for any u1, u2 ∈ C−η we have that
(B.14)
‖N ω,λξ [u1]−N ω,λξ [u2]‖C−η
≤ sup
t∈(−∞,0]
{
e−ηt+
∫ 0
t zσ(θsω) ds
(∥∥∥∫ 0
t
Tλ,σ(t, s;ω)Pc
(
G(θsω, u1)−G(θsω, u2)
)
ds
∥∥∥
α
+
∥∥∥∫ t
−∞
Tλ,σ(t, s;ω)Ps
(
G(θsω, u1)−G(θsω, u2)
)
ds
∥∥∥
α
)}
≤ sup
t∈(−∞,0]
{
KLip(F )‖u1 − u2‖C−η
(∫ 0
t
e(η1−η)(t−s) ds+
∫ t
−∞
e(η2−η)(t−s)
(t− s)α ds
)}
≤ KLip(F )((η1 − η)−1 + Γ(1− α)(η − η2)α−1)‖u1 − u2‖C−η
= Υ1(F )‖u1 − u2‖C−η .
This together with assumption (4.7) implies that N ω,λξ is a contraction mapping on C−η with constant
of contraction that is independent of ω, λ ∈ Λ and ξ ∈ Hc. Note also that by definition, N ω,λξ is clearly
Lipschitz in ξ, and for each fixed u ∈ C−η the following estimate holds:
(B.15) ‖N ω,λξ1 [u]−N
ω,λ
ξ2
[u]‖C−η ≤ K‖ξ1 − ξ2‖α, ∀ ξ1, ξ2 ∈ Hc.
We can apply now the uniform contraction mapping principle (see e.g. [CH82, Theorems 2.1–2.2]),
which ensures that for each ξ ∈ Hc, the mapping N ω,λξ has a unique fixed point uλ,ξ(·, ω) ∈ C−η .
Moreover, it follows from (B.14) and (B.15) that the mapping ξ → uλ,ξ(·, ω) is Lipschitz from Hc to
C−η :
(B.16) ‖uλ,ξ1(·, ω)− uλ,ξ2(·, ω)‖C−η = ‖N
ω,λ
ξ1
[uλ,ξ1 ]−N ω,λξ2 [uλ,ξ2 ]‖C−η ≤
K‖ξ1 − ξ2‖α
1−Υ1(F ) .
Now we show that the mapping (t, ω, ξ) 7→ uλ,ξ(t, ω) is jointly measurable for each fixed λ ∈ Λ.
The argument is similar to the one used in Step 2 of the proof of Proposition 3.1 and relies here on
the Picard scheme associated with u = N ω,λPcu0 [u] where u0 = u(0, ω). Let us denote the zero mapping
from (−∞, 0]× Ω to Hα by Z; and define un : (−∞, 0]× Ω→ Hα for each n ≥ 1 to be:
(B.17) un(t, ω) := (N ω,λξ )n[Z(·, ω)](t), t ≤ 0, ω ∈ Ω.
Since uλ,ξ(·, ω) is obtained as the fixed point of N ω,λξ in C−η for each fixed ω, and Z(·, ω) is obviously
in C−η , we infer that
(B.18) uλ,ξ(·, ω) = lim
n→∞un(·, ω), ∀ ω ∈ Ω,
where the limit is taken in C−η .
Note furthermore that the operator N ·,λξ maps (B((−∞, 0]) ⊗ F ;B(Hα))-measurable mappings
to (B((−∞, 0]) ⊗ F ;B(Hα))-measurable mappings; where B((−∞, 0]) denotes the trace σ-algebra of
B(R) with respect to (−∞, 0]. So, each un has this measurability. As a consequence, uλ,ξ is also
(B((−∞, 0])⊗ F ;B(Hα))-measurable according to (B.18). Moreover, since uλ,ξ(t, ω) is Lipschitz in ξ
(hence continuous in ξ), by using for instance [CV77, Lemma III.14], we conclude that uλ,ξ(t, ω) is
jointly measurable in t, ξ and ω for each fixed λ ∈ Λ.
Step 3. Construction of the random invariant manifold Mλ. Now, we show that the set Mλ
defined in (B.1) is indeed a random invariant manifold as the graph of a random Hsα-valued function.
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Let
(B.19) hλ(ξ, ω) := Psuλ,ξ(0, ω), ∀ ξ ∈ Hc, ω ∈ Ω.
Note that hλ(ξ, ω) lives in Hsα because uλ,ξ(0, ω) ∈ Hα by construction.
By the measurability property of uλ,ξ derived in the previous step, hλ is measurable. Since uλ,ξ(·, ω)
is the fixed point of N ω,λξ , we have in particular that
(B.20) uλ,ξ(0, ω) = N ω,λξ [uλ,ξ(·, ω)](0), ∀ ω ∈ Ω.
Therefore, by applying Ps to (B.8) and setting t to zero, we get from (B.19):
(B.21) hλ(ξ, ω) =
∫ 0
−∞
Tλ,σ(0, s;ω)PsG(θsω, uλ,ξ(s, ω)) ds,
where we used the fact that the solution operator Tλ,σ leaves invariant the subspaces Hc and Hs as
pointed out in § 3.4. By applying Pc to (B.8) we get also:
(B.22) ξ = Pcuλ,ξ(0, ω).
Now, (B.19) and (B.22) lead to
(B.23) uλ,ξ(0, ω) = ξ + hλ(ξ, ω).
Recalling that uλ,ξ(·, ω) ∈ C−η , we conclude from (B.23) and the equivalent characterization of Mλ(ω)
given in (B.11) that
(B.24) Mλ(ω) = {ξ + hλ(ξ, ω) | ξ ∈ Hc}.
Namely, Mλ(ω) is the graph of hλ(·, ω) for all ω.
We derive now the properties that hλ satisfies as stated in the theorem. First note that uλ,ξ(t, ω) ≡ 0
if ξ = 0. This together with (B.21) and the fact that G(ω, 0) = 0 for all ω implies that hλ(0, ω) = 0.
By construction, hλ depends continuously on λ for λ ∈ Λ since uλ,ξ does. From (B.21), we get for any
ξ1, ξ2 ∈ Hc that
hλ(ξ1, ω)− hλ(ξ2, ω) =
∫ 0
−∞
Tλ,σ(0, s;ω)Ps
(
G(θsω, uλ,ξ1(s, ω))−G(θsω, uλ,ξ2(s, ω))
)
ds.
It then follows from (B.16) and (3.46b) that hλ(·, ω) is Lipschitz in ξ for each ω:
(B.25) ‖hλ(ξ1,ω)− hλ(ξ2, ω)‖α ≤ K
2Lip(F )(η − η2)α−1Γ(1− α)
1−Υ1(F ) ‖ξ1 − ξ2‖α, ∀ ξ1, ξ2 ∈ H
c.
The estimate of the Lipschitz constant in (4.9) follows now from (B.25).
By recalling from Step 1 that the fixed point uλ,ξ(·, ω) of N ω,λξ is also the mild solution in C−η to
Eq. (4.1) on (−∞, 0] with uλ,ξ(0, ω) = ξ+hλ(ξ, ω), the integral representation (4.8) follows then from
(B.21) and the definition of Tλ,σ provided in § 3.4.
Now we show that Mλ is a random closed set. Since hλ is continuous in ξ, according to (B.24),
Mλ(ω) is a closed subset of Hα for each ω. Then, by using the Selection Theorem [CV77, Thm. III.9]
or [Cra02, Thm. 2.6], in order to show that Mλ is a random closed set, we only need to show that
there exists a sequence {γn}n∈N of measurable mappings γn : Ω→ Hα, such that
Mλ(ω) = {γn(ω) | n ∈ N}Hα , ∀ ω ∈ Ω.
Since Hα is separable, there exists a sequence {un} ∈ (Hα)N which is dense in Hα. Now, for each un,
let us define γn : Ω→ Hα as follows
ω 7→ γn(ω) := Pcun + hλ(Pcun, ω).
132 CHEKROUN, LIU, AND WANG
Clearly, γn is measurable because hλ(Pcu, ·) is measurable for any fixed u ∈ Hα.
Since Mλ(ω) is closed for each ω ∈ Ω, we have by the construction of γn that
{γn(ω) | n ∈ N}Hα ⊂Mλ(ω), ∀ ω ∈ Ω.
Now, we show that the reverse inclusion holds. Let ω be fixed in Ω. For each u ∈Mλ(ω), it can be
written as u = Pcu+hλ(Pcu, ω). By the definition of {un}, there exists a subsequence, stilled denoted
by {un}, which converges to u, leading to the convergence of {Pcun} to Pcu. Then, by the continuity
of hλ(·, ω) and the definition of γn, we have that {γn(ω)} converges to u. It follows that
Mλ(ω) ⊂ {γnω | n ∈ N∗}Hα , ∀ ω ∈ Ω.
We have thus proved that Mλ is a random closed set.
Step 4. Invariance property of Mλ. We show in this last step that Mλ is invariant, i.e.,
(B.26) Sλ(t, ω)Mλ(ω) ⊂Mλ(θtω), ∀ t > 0, ω ∈ Ω,
where Sλ is the RDS associated with Eq. (4.1).
For each fixed ω, u0 ∈Mλ(ω), and t > 0, let uλ(s, ω;u0), s ∈ [0, t], be the mild solution to Eq. (4.1)
with initial datum u0 (in the fiber ω). By Proposition A.1, we know that this mild solution exists,
and is also a classical solution. Thus, according to the definition of Sλ, we have
(B.27) Sλ(t, ω)u0 = uλ(t, ω;u0).
Our goal is then to show that
(B.28) Sλ(t, ω)u0 ∈Mλ(θtω).
Since u0 ∈Mλ(ω), from the characterization of Mλ(ω) provided in (B.1), we can extend the above
mild solution to the interval (−∞, t] and the following property holds:
(B.29) uλ(s, ω;u0)|s∈(−∞,0] ∈ C−η (ω).
Now, let
(B.30) vλ(s, θtω;uλ(t, ω;u0)) := uλ(s+ t, ω;u0), ∀ s ≤ 0.
Note that vλ(s, θtω;uλ(t, ω;u0)) is a mild solution to Eq. (4.1) on (−∞, 0] which takes value uλ(t, ω;u0)
in the fiber θtω when s = 0. Note also that
(B.31) vλ(0, θtω;uλ(t, ω;u0)) = uλ(t, ω;u0) = Sλ(t, ω)u0.
Then, according to the characterization provided in (B.1) adapted to Mλ(θtω), in order to check
(B.28), we only need to show that
(B.32) vλ(·, θtω;uλ(t, ω;u0)) ∈ C−η (θtω).
Note that
(B.33)
‖vλ(·, θtω;uλ(t, ω;u0))‖C−η (θtω) = sup
s≤0
e−ηs+
∫ 0
s zσ(θτ+tω)dτ‖vλ(s, θtω;uλ(t, ω;u0))‖α
= sup
s≤0
e−ηs+
∫ t
s+t zσ(θτω)dτ‖uλ(s+ t, ω;u0)‖α
= sup
s′≤t
e−η(s
′−t)+∫ ts′ zσ(θτω)dτ‖uλ(s′, ω;u0)‖α
= eηt+
∫ t
0 zσ(θτω)dτ sup
s′≤t
e−ηs
′+
∫ 0
s′ zσ(θτω)dτ‖uλ(s′, ω;u0)‖α.
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Since uλ(s, ω;u0) is continuous on [0, t], it clearly holds that
(B.34) sup
s′∈[0,t]
e−ηs
′+
∫ 0
s′ zσ(θτω)dτ‖uλ(s′, ω;u0)‖α <∞.
The control on (−∞, 0] by some finite constant is achieved thanks to (B.29). From (B.33), we obtain
then that ‖vλ(·, θtω;uλ(t, ω;u0))‖C−η (θtω) < ∞, namely (B.32) is satisfied, which leads in turn to the
invariance property (B.28).
We have thus checked that the set Mλ defined in (B.1) satisfies all the conditions required in
Definition 4.2 in order to be a global random invariant Lipschitz manifold. The proof is now complete.

Appendix C. Proof of Lemma 9.1
Proof of Lemma 9.1. As mentioned before, the main ingredients to derive the results stated in
Lemma 9.1 are Fubini’s Theorem, the independent increment property of the Wiener process, and
the fact that E(eσWt(·)) = eσ2|t|/2 for any t ∈ R as expectation of the geometric Brownian motion
generated by dSt =
σ2
2 St + σStdWt; see e.g. [Øks98, Sect. 5.1].
Let us begin with the derivation of (i). By using the expression of Mn(ω, λ) recalled in (9.21), we
obtain that
(C.1)
E(Mn(·, λ)) = E
(∫ 0
−∞
eg(λ)s+σ(k−1)Ws(·) ds
)
=
∫ 0
−∞
eg(λ)sE(eσ(k−1)Ws(·))ds
=
∫ 0
−∞
eg(λ)seσ
2(k−1)2|s|/2ds.
Since the above integral is finite if and only if g(λ)− σ2(k− 1)2/2 > 0, the result stated in (i) follows.
To prove (ii), we first compute E(Mn(·, λ)Mn(·, λ)). In order to simplify the notations, let use
introduce
(C.2) γ := σ(k − 1).
Using again the expression of Mn(ω, λ) in (9.21) and Fubini’s Theorem, we obtain
(C.3)
E(Mn(·, λ)Mn(·, λ)) = E
(∫ 0
−∞
eg(λ)s+σ(k−1)Ws(·) ds
∫ 0
−∞
eg(λ)s
′+σ(k−1)Ws′ (·) ds′
)
= E
(∫ 0
−∞
∫ 0
−∞
eg(λ)s+g(λ)s
′+γWs(·)+γWs′ (·) dsds′
)
=
∫ 0
−∞
∫ 0
−∞
eg(λ)s+g(λ)s
′
E
(
eγ(Ws(·)+Ws′ (·))
)
dsds′.
Note that Ws′(·)−Ws(·) is independent of 2Ws(·) when s′ < s ≤ 0. Note also that Ws′(ω)−Ws(ω) =
Ws′−s(θs(ω)), which leads to E
(
eγ(Ws′ (·)−Ws(·))
)
= E
(
eγ(Ws′−s(·))
)
= e
γ2
2
|s′−s|. We obtain then
E
(
eγ(Ws(·)+Ws′ (·))
)
= E
(
eγ(Ws′ (·)−Ws(·))e2γWs(·)
)
= E
(
eγ(Ws′ (·)−Ws(·))
)
E
(
e2γWs(·)
)
= e
γ2
2
(s−s′)e−2γ
2s, ∀ s′ < s ≤ 0.
Similarly, we have
E
(
eγ(Ws(·)+Ws′ (·))
)
= e
γ2
2
(s′−s)e−2γ
2s′ , ∀ s < s′ ≤ 0.
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The expression of E(Mn(·, λ)Mn(·, λ)) given in (C.3) can then be rewritten as
(C.4)
E(Mn(·, λ)Mn(·, λ)) =
∫ 0
−∞
∫ 0
s′
eg(λ)s+g(λ)s
′
E
(
eγ(Ws(·)+Ws′ (·))
)
dsds′
+
∫ 0
−∞
∫ s′
−∞
eg(λ)s+g(λ)s
′
E
(
eγ(Ws(·)+Ws′ (·))
)
dsds′
=
∫ 0
−∞
∫ 0
s′
eg(λ)s+g(λ)s
′+ γ
2
2
(s−s′)−2γ2sdsds′
+
∫ 0
−∞
∫ s′
−∞
eg(λ)s+g(λ)s
′+ γ
2
2
(s′−s)−2γ2s′dsds′
=: I1 + I2.
Now, E(Mn(·, λ)Mn(·, λ)) can be evaluated by direct computations. Actually, the condition σ < σ#
serves as the integrability condition for I1 and I2 terms, and we have under this condition that
(C.5) I1 = I2 =
1
2(g(λ)− γ2/2)(g(λ)− γ2) .
In the following, we provide details about the calculation of I1 term. The calculation for I2 term is
simpler and is omitted here.
Since
I1 =
∫ 0
−∞
∫ 0
s′
e(g(λ)−3γ
2/2)s+(g(λ)−γ2/2)s′dsds′,
there are two cases to consider. If g(λ)− 3γ2/2 6= 0, then
(C.6)
I1 =
1
g(λ)− 3γ2/2
∫ 0
−∞
(1− e(g(λ)−3γ2/2)s′)e(g(λ)−γ2/2)s′ds′
=
1
g(λ)− 3γ2/2
∫ 0
−∞
(
e(g(λ)−γ
2/2)s′ − e2(g(λ)−γ2)s′)ds′.
It is clear that the last integral above is finite if and only if g(λ) > γ2, which is the same as σ < σ#
according to our definition of σ# and γ given respectively in (9.20) and (C.2). Under this condition,
we obtain
I1 =
1
g(λ)− 3γ2/2
(
1
g(λ)− γ2/2 −
1
2(g(λ)− γ2)
)
=
1
2(g(λ)− γ2/2)(g(λ)− γ2) ,
which leads to (C.5) in this case.
If g(λ)− 3γ2/2 = 0, we get still under the condition g(λ) > γ2 that
I1 =
∫ 0
−∞
∫ 0
s′
e(g(λ)−3γ
2/2)s+(g(λ)−γ2/2)s′dsds′ = −
∫ 0
−∞
s′e(g(λ)−γ
2/2)s′ds′ =
1
(g(λ)− γ2/2)2 =
1
γ4
,
which agrees with (C.5) since 1
2(g(λ)−γ2/2)(g(λ)−γ2) =
1
γ4
when g(λ)− 3γ2/2 = 0.
It follows from (C.4) and (C.5) that
E(Mn(·, λ)Mn(·, λ)) = 1
(g(λ)− γ2/2)(g(λ)− γ2) , σ < σ#.
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This together with (9.22) leads to
(C.7)
Var(Mn(·, λ)) := E(Mn(·, λ)Mn(·, λ))− E(Mn(·, λ))2
=
1
(g(λ)− γ2/2)(g(λ)− γ2) −
1
(g(λ)− γ2/2)2
=
γ2
2(g(λ)− γ2/2)2(g(λ)− γ2) , σ < σ#,
where we used γ = (k − 1)σ to rewrite E(Mn(·, λ)); and (9.23) follows.
To derive (iii), we only need to compute the covariance Cov(Mn(θs+t·, λ),Mn(θs·, λ)) for any given
s and t. The calculations are essentially the same as those used to compute the variance of Mn(·, λ),
and the main idea is still to use the independent increment property of the Wiener process. We sketch
the main steps below and omit the detailed calculations.
First note that by introducing ω′ = θsω, we only need to compute Cov(Mn(θt·, λ),Mn(·, λ)), and
without loss of generality, we consider the case t < 0. As before, by using Fubini’s Theorem, we obtain
E(Mn(θt·, λ)Mn(·, λ)) = E
(∫ 0
−∞
∫ 0
−∞
eg(λ)s+g(λ)s
′+γWs(·)+γWs′ (θt·) dsds′
)
=
∫ 0
−∞
∫ 0
−∞
eg(λ)s+g(λ)s
′
E
(
eγ(Ws(·)+Ws′ (θt·))
)
dsds′.
Note that
Ws(ω) +Ws′(θtω) = Ws(ω) +Ws′+t(ω)−Wt(ω).
We aim to write this expression as the sum of independent random variables in order to evaluate
E
(
eγ(Ws(·)+Ws′ (θt·))
)
. Since s′ + t < t < 0, there are three cases to be considered depending on the
relative position of s with respect to s′ + t and t.
If s < s′ + t, we choose the independent random variables to be Ws(ω) −Ws′+t(ω), 2(Ws′+t(ω) −
Wt(ω)), and Wt(ω). In this case, we have
E
(
eγ(Ws(·)+Ws′ (θt·))
)
= E
(
eγ(Ws(·)−Ws′+t(·))
)
E
(
e2γ(Ws′+t(·)−Wt(·))
)
E
(
eγWt(·)
)
= e
γ2
2
(s′+t−s)e−2γ
2s′e−
γ2
2
t.
If s′+ t < s < t, then Ws′+t(ω)−Ws(ω), 2(Ws(ω)−Wt(ω)), and Wt(ω) are the desired independent
random variables; and we have
E
(
eγ(Ws(·)+Ws′ (θt·))
)
= E
(
eγ(Ws′+t(·)−Ws(·))
)
E
(
e2γ(Ws(·)−Wt(·))
)
E
(
eγWt(·)
)
= e
γ2
2
(s−s′−t)e2γ
2(t−s)e−
γ2
2
t.
Finally, if t < s ≤ 0, the independent random variables are chosen to be Ws′+t(ω) −Wt(ω) and
Ws(ω); and
E
(
eγ(Ws(·)+Ws′ (θt·))
)
= E
(
eγ(Ws′+t(·)−Wt(·))
)
E
(
eγWs(·)
)
= e−
γ2
2
s′e−
γ2
2
s.
Now, similar to (C.4), we can rewrite E(Mn(θt·, λ)Mn(·, λ)) as the sum of three integrals:
E(Mn(θt·, λ)Mn(·, λ)) = J1 + J2 + J3,
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where
J1 :=
∫ 0
−∞
∫ s′+t
−∞
eg(λ)s+g(λ)s
′
e
γ2
2
(s′+t−s)e−2γ
2s′e−
γ2
2
tdsds′,
J2 :=
∫ 0
−∞
∫ t
s′+t
eg(λ)s+g(λ)s
′
e
γ2
2
(s−s′−t)e2γ
2(t−s)e−
γ2
2
tdsds′,
J3 :=
∫ 0
−∞
∫ 0
t
eg(λ)s+g(λ)s
′
e−
γ2
2
s′e−
γ2
2
sdsds′.
Following the same type of calculations as those for I1 and I2 terms, we obtain that all these three
terms J1, J2, and J3 are finite if and only if σ < σ#; and under this condition, we have
E(Mn(θt·, λ)Mn(·, λ)) = J1 + J2 + J3
=
γ2e(g(λ)−γ2/2)t
2(g(λ)− γ2/2)2(g(λ)− γ2) +
1
(g(λ)− γ2/2)2
= Var(Mn(·, λ))e(g(λ)−γ2/2)t + 1
(g(λ)− γ2/2)2 , ∀ t < 0,
where the last equality follows from the expression of Var(Mn(·, λ)) derived in (C.7).
Now, by using E(Mn(θt·, λ)) = E(Mn(·, λ)) = 1(g(λ)−γ2/2)2 , we obtain that
Cov(Mn(θt·, λ),Mn(·, λ)) = E(Mn(θt·, λ)Mn(·, λ))− E(Mn(θt·, λ))E(Mn(·, λ))
= Var(Mn(·, λ))e(g(λ)−γ2/2)t, ∀ t < 0,
and the expression for the autocorrelation R(t) given by (9.24) follows for the case t < 0 by recalling
that γ = (k − 1)σ.

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