In social media, recommender systems are responsible for directing the users to relevant content. In order to enhance the users' engagement, recommender systems adapt their output to the expected reactions of the users, which are in turn affected by the recommended contents. In this work, we model a single user that interacts with an online news aggregator, with the purpose of making explicit the feedback loop between the evolution of the user's opinion and the personalised recommendation of contents. We assume that the user has a scalar opinion on a certain issue: this opinion is influenced by all received news, which are characterized by a binary position on the issue at hand. The user has a confirmation bias, that is, a preference for news that confirm her current opinion. At the same time, we assume that the recommender has the goal of maximizing the number of user's clicks (as a measure of her engagement): in order to fulfil its goal, the recommender has to compromise between exploring the user's preferences and exploiting them. After defining suitable metrics for the effectiveness of the recommender systems and for its impact on the opinion, we perform both extensive numerical simulations and a mathematical analysis of the model. We find that personalised contents and confirmation bias do affect the evolution of opinions: the extent of these effects is inherently related to the effectiveness of the recommender. We also show that by tuning the amount of randomness in the recommendation algorithm, one can reduce the impact of the recommendation system on the opinions.
Introduction
Opinions are cognitive orientation towards some objects and can be, for instance, displayed attitudes or a subjective certainty of beliefs (Friedkin and Johnsen, 2011) . In mathematical models, opinions are represented by numbers: when individuals are confronted with limited options, the extent of their agreement with one option can be quantified by a positive or negative number (Castellano et al., 2009; Proskurnikov and Tempo, 2017) . Individuals revise their opinions following social interactions (Moussaïd et al., 2013) or after obtaining new information, that might confirm or challenge their views. Nowadays, much of the social interactions, shopping, information seeking and entertainment activities happen online. Indeed, experimental studies have demonstrated that online contents can influence feelings and offline behaviours (Bond et al., 2012; Aral, 2012; Kramer et al., 2014) .
In order to provide rewarding user experiences, major platforms like Facebook, Google, Youtube and Amazon use sophisticated, undisclosed algorithms to recommend the contents that are expected to please users most. These recommender systems estimate the potential users' preferences from previous online activities, distinguish the available contents and rank them according to their estimated interest. Social media platforms need to use content curation algorithms to select, among the abundant user-generated posts, the most engaging for each user. Also news media show a clear trend towards personalised information access. A number of personalised news aggregators like Google News and Yahoo News have emerged: these services collect pieces of news from several media outlets, rank them according to the estimated preferences of the viewing user and propose her the curated collection (Billsus and Pazzani, 2000; Karimi et al., 2018) . Users can explicitly set their interests and the recommender systems also automatically construct profiles using previous reading patterns (Liu et al., 2010; Beam, 2014) . While personalisation enhances user experience, political activists and scholars have raised concerns that excessive personalisation narrows down the positions available to users about specific issues, effectively enclosing users into so-called "filter bubbles" that favour the emergence of opinion polarisation and radicalisation (Pariser, 2011; Lazer, 2015) . Indeed, the user interest in specific news implicitly follows her confirmation bias. By this term we mean the unintentional tendency to acquire and process evidence that confirms one's preconceptions and beliefs, possibly leading to an unconscious one-sided case-building process (Nickerson, 1998; Mullainathan and Shleifer, 2005; Del Vicario et al., 2017) . Since empirical evidence supports the idea that confirmation bias is extensive, strong and multiform, it could reinforce the effects of curation algorithms.
The aim of this paper is to investigate the feedback between opinion formation and personalisation of contents. We want to understand if personalisation can produce more extreme opinions. Our main contribution is a model for the opinion formation process of a single user that reads news from a personalised news aggregator. News are characterized by an attribute that defines their positive or negative "position" on some issue. The opinion of the user evolves as an affine system that integrates the received news (actually, their positions) along time. The feedback loop is closed because news items are clicked upon with a probability that is larger when their position is closer to the user opinion. The recommender system has the purpose of improving the engagement of the users, measured as the number of clicks. In order to achieve this purpose, the recommender follows a randomized strategy that balances "exploration", that is, identifying which position is more appreciated by the user, with "exploitation", that is, provide the user with news that are most likely to be clicked on. We perform extensive simulations of our model and complement them with analytical results. Our results show that the combination of personalisation and confirmation bias can make opinions more extreme. Moreover, more extreme opinions contribute positively to engagement, and, in turn, to the benefit of the recommender system. The effects of the recommender systems, however, can be mitigated by increasing its level of randomness.
Our paper is related to several recent works that have addressed recommendation systems or opinion dynamics by mathematical models. We survey some of them here that have inspired our work, trying to emphasize similarities and differences. The paper Bolzern et al. (2017) analyses a model of opinion evolution on a social media platform, which is able to favour the circulation of certain opinions over others: this effect is obtained by tuning the diffusion probability of the different opinions in the network. Even if no recommender system is explicitly modelled and there is no personalisation, the study exemplifies the potential of altering diffusion probabilities, which has been also experimentally observed Kramer et al. (2014) . The platform could also restrict the interactions of the users to a certain number of most similar individuals: the paper (Rossi and Frasca, 2018) investigates a simple opinion model based on this idea.
Coming to papers with a more defined focus on recommendation systems, Fleder and Hosanagar (2009) and Bressan et al. (2016) look at systems that recommend products for purchase to a population of users. Both works aim at identifying potential distortions due to the recommender systems, by studying the evolution of the popularities of the products, but bear some relevant differences. Firstly, Bressan et al. (2016) includes social ties between the users: these ties are shown to mitigate the effects of the recommender. Secondly, in Bressan et al. (2016) the probability that a product is recommended is proportional to its popularity, whereas in Fleder and Hosanagar (2009) that probability is non-linearly increasing in the popularity. As a consequence, only in the latter model the recommender system is able to distort the market and create hits. This last situation is similar to what we observe in our model, which is also non-linear in nature.
The paper by Dandekar et al. (2013) investigates the polarising effect on user opinions of collaborative recommender systems used to provide personalised suggestions of items. The authors assume that the items (books in their example) have a binary attribute of which the recommender system is completely agnostic. The paper compares three popular recommendation algorithms and analytically computes the probability that the next recommended item holds a specific attribute. The authors interpret the attribute share of the items owned by the user as her opinion and define as polarising an algorithm that suggests items that reinforce the existing opinion of the user, i.e. that make the attribute share more uneven. The paper of Spinelli and Crovella (2017) adopts the same setting of Dandekar et al. (2013) but investigates numerically the co-evolution of attribute shares and recommendations over a sequence of time steps.
We conclude this Introduction by an overview of the contents of the remaining sections of this paper. In Section 2 "The Model", we spell out the detailed description of our mathematical model that includes both the user and the recommender systems. We also discuss the experimental and theoretical backgrounds of our modeling choices. In Section 3 "Simulation Results", we perform extensive numerical simulations of our model, exploring the dependance on the initial condition and on the model parameters. We highlight which position gets recommended most often and how the recommender system increases the number of collected clicks: we first simulate the dynamics with a specific choice of the opinion model parameters and then explore the dependence on these parameters. In Section 4 "Analytical Results", we perform a mathematical analysis on the model: since the recommender system introduces non-linearities that are not easy to address, we make some simplifying assumptions that allow for an analytical treatment that nicely explains the simulation results. In the analysis, we separately address the special case of random recommendations, which is amenable to a simpler analysis and which is used as reference to evaluate the effects of recommendations. Finally, in Section 5 "Discussion and Conclusion" we summarize our main results, discuss their meaning and implications, and describe avenues for future research.
The Model
We consider a user that interacts in closed loop with an online news aggregator, see Figure 1 . The user is endowed with a scalar signed opinion about a specific issue and receives news regarding the issue from an online news aggregator. The news aggregator proposes headlines to the user, distinguishing between two antithetic positions (positive vs negative). The news aggregator adopts a recommender system to choose the headlines to propose in a personalised way: the system tracks the clicks on the different headlines to understand user's preference and maximise her engagement, i.e. the number of clicks. The model that we are going to present is formed by two components: the user model with the opinion dynamics and the subjective interest with confirmation bias, and the news aggregator model with the idealised recommender system. We summarise and anticipate in Table 1 the necessary notation.
User Model: Opinion Dynamics
The user is endowed with a time-dependent scalar opinion
about an issue, where t ∈ N 0 is the discrete time variable, and a prejudice
which coincides with her initial opinion about the issue, i.e o usr (0) = o 0 usr . The prejudice encodes preexisting beliefs, acquired from previous experiences or views of trusted parties. The news aggregator collects pieces of news in the form of articles with a headline that clarifies the article's position about the issue. The headline proposed at time t corresponds to a position p art (t) ∈ {−1, 1} that can take two opposite values: this assumption is consistent with the observation that newspapers can slant the presentation of news to match their audience' preferences (Mullainathan and Shleifer, 2005) . At each time step t the user receives a headline with position p art (t) and updates her opinion o usr (t) to o usr (t + 1) = αo 0 usr + βo usr (t) + γp art (t) ,
where α, β, γ are non-negative real scalars and α + β + γ = 1 (that is, o usr (t + 1) is a convex combination of o 0 usr , o usr (t) and p art (t)). The weights α, β and γ describe the relative importance of the prejudice, of the previous opinion (memory) and of the new information, respectively, in shaping the user's new opinion.
Model (1) is inspired by the model of Friedkin and Johnsen (1990) , originally proposed in the context of opinion formation under social influence. The convex combination is consistent with observations in experimental social psychology (Friedkin, 2015) that post-discussion opinions get closer that pre-discussion opinions: in our case, the stream of news headlines substitutes the social influence. We assume that the article's headlines are sufficient to persuade the user to change opinion, without the need to read the full article: such assumption is consistent with the heuristic model of persuasion by Chaiken (1987) , based on the observation that opinion changes are often the outcome of minimal amounts of information and superficial judgements. The user is subject to a confirmation bias (Nickerson, 1998) and prefers contents consistent with her opinion o usr . To model this fact, we make the following assumptions on the function θ(o usr , p art )
for o usr < 0: the interest of the user is higher for articles that have a position closer to her opinion;
• θ(o usr , 1) is non-decresing in o usr while θ(o usr , −1) is non-increasing in o usr : if the match between the opinion of the user and the position of the article increases, the interest of the user does not decrease;
• θ(o usr , 1) = θ(−o usr , −1): the interest is symmetric in the opinion-position match;
• θ(1, 1) = θ(−1, −1) = 1: complete alignment between opinion and position makes the click certain.
In our numerical simulations and analysis we take the function
which satisfies these assumptions and is depicted in Figure 2 . We observe that the expression (2) corresponds to the definition of biased user by Dandekar et al. (2013, Def. 9) . Over time t, the sequence o usr (t) and p art (t) generate a stochastic sequence clk(t).
News Aggregator Model: Idealised Recommender System
The news aggregator has the purpose of maximising the user engagement, measured by the number of clicks on the suggested contents. At each time step the news aggregator has one article per position available (we assume that the positions are identified by semantic methods) and lets the recommender system choose the best headline p art (t) ∈ {−1, 1} to collect clicks from the user. The online service tracks the user's activities by logging clicks, interpreted as positive votes for the positions of the corresponding articles. The recommender system models the user's interest in a position as the probability that the user clicks on a article about that position and the predicted interests can be used to generate the recommendation (Liu et al., 2010 ). The recommender system faces the exploration-exploitation dilemma of sequential decision problems, that arises between staying with the most successful option so far and exploring the other option, which might turn better in the future (Bubeck and Cesa-Bianchi, 2012; Li et al., 2010) . Moreover, as users' interests change over time, the system needs to incrementally update the user's profile to reflect such changes. Given this situation, we propose the following recommender system and decision rule, which is inspired by Koulouriotis and Xanthopoulos (2008) . This heuristic strategy has the advantages of being relatively simple and flexible to fit in our setting where the click probabilities depend on o usr (t). The sets T + (t) and T − (t) collect the time steps preceding t when an article with position 1 or −1, respectively, has been recommended to the user
The counters a + (t) and a − (t) record how many times before time t the user has accepted a recommendation with positions 1 and −1, respectively,
in other words, the above variables count the number of clicks on the two positions. The integer sequences r + (t), r − (t), a + (t) and a − (t) have null initial value
and subsequent values that, given the position sequence p art (t), take the following recursive form
The choice of p art (t) is based only on r + (t), r − (t), a + (t) and a − (t), i.e. the previous recommendations and clicks, and follows a stochastic strategy with a design parameter ∈ (0, 1) .
At time 0 and 1 the recommender system follows an initialisation procedure where both positions are proposed in a random order, i.e. P(p art (0) = 1, p art (1) = −1) = 0.5 , P(p art (0) = −1, p art (1) = 1) = 0.5 , to make sure that r + (2) = r − (2) = 1. At time t ≥ 2 the recommender system computes the ratios a+(t) r+(t) and a−(t) r−(t) that are the proportions of clicks collected by the positions 1 and −1, respectively. These ratios estimate the future odds of collecting a click upon proposing the positions 1 and −1.
The recommender system compares the two estimates and proposes with probability 1 − the position with better odds and with the complementary probability the other position. Should a tie arise, both positions get equal probabilities. In formulas, the decision rule reads
For example, assume to be at time t = 10 and that the user has been recommended 7 times articles with position 1, so r + (10) = 7, and 3 times articles with position −1, so r − (10) = 3. Assume moreover that the user has clicked 5 times over the headlines of articles with position 1, so a + (10) = 5, and 2 times over the headlines of articles with position 1, so a − (10) = 2. Then, the proportion of clicks over articles with position 1 is a+(10) r+(10) = 5 7 and is larger than the proportion of clicks over articles with position −1, that is a+(10) r+(10) = 2 3 . Hence, the recommender system will recommend an article with position 1 with probability 1 − and an article with position −1 with probability . The parameter controls the trade-off between exploration and exploitation and is typically small; in most numerical simulations we shall take = 0.05.
Simulation Results
From the numerical simulations we directly obtain the user's opinion o usr (t), the position sequence p art (t) and the ratios a + (t)/r + (t) and a − (t)/r − (t). Since the evolution is stochastic, these variables do not converge. Consequently, we shall also consider their time averages, because time averages smooth out random oscillations and can be compared with the expectations that we shall calculate in the Analytical Results section. In particular, we define the time average of the user's opinion
and the time average of the position
This quantity is essential to our qualitative description of the simulations. Indeed, we say that the simulation is up (at time t) if p art (t) ≥ 0; otherwise that it is down. The sign of p art (t) represents the majority of the recommended positions until time t: up simulations receive a majority of 1 positions, which tends to drive the opinion o usr upwards. Moreover, the time average of the number of clicks also called click-through rate, is taken as the performance measure of the algorithm.
Reference Choice of Opinion Model's Parameters
We present in detail a group of simulations with opinion model parameters α = 0.15, β = 0.70 and γ = 0.15, i.e. with equal weight on the prejudice and the novel information. To highlight the effects of the recommender system, we also simulate the dynamics where the sequence of recommended positions is purely random:
Note that this choice corresponds to setting = 1 Figure 4 is up, with p art (t) = 1 most of the times: the opinion o usr (t) gets often close to 0.65, with asymmetric oscillations. The ratio a + (t)/r + (t) is larger and more stable than the ratio a − (t)/r − (t). These facts are consistent with the opinion o usr (t) being always positive and 1 being by far the most recommended position; the click-through rate ctr(t) is just below a + (t)/r + (t). The opposite happens in Figure 5 , where the trajectory is down: p art (t) = −1 most of the times; the opinion o usr (t) is often close to −0.35; the ratio a + (t)/r + (t) is smaller and less stable than the ratio a − (t)/r − (t). Finally, we show in Figure 6 a trajectory that changes character, going from down to up. Figure 7 plots the time averaged opinion o usr (t max ). On the left plot, corresponding to random recommendations p art (t), the values of o usr (t max ) concentrate around a line with equation
This line represents the opinion that is achieved asymptotically from a prejudice o 0 usr if the position p art (t) is deterministically set to 0 for every t ≥ 0. On the right plot, corresponding to the recommended choice of p art (t), we distinguish the values corresponding to up and down trajectories. It is clear how most of the values of o usr (t max ) concentrate around the two lines (magenta and green) that are parallel to the separating line (blue). These lines represent the opinion that is achieved asymptotically from a prejudice o 0 usr if the position p art (t) is deterministically set to 1 − 2 (magenta line) or to −1 + 2 (green line) for every t ≥ 0; the precise expressions are Finally, Figure 8 represents the click-through rate ctr(t max ) at t max = 1000 with respect to o 0 usr . If p art (t) contains random recommendations (left plot), the values of ctr(t max ) distribute around 1 2 , regardless of o 0 usr . If instead p art (t) follows the recommendation rule (right plot), the values of ctr(t max ) are larger and concentrate around two oblique lines that describe the theoretical click-through rates of up and down trajectories (their closed forms are derived in (23) and (25) below). For positive o 0 usr , up trajectories achieve better click-through rates than down trajectories; the difference gets larger with more extreme prejudices. 
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Dependence on Opinion Model's Parameters
We now explore the dependence of the results on the opinion model parameters α, β and γ, while we keep = 0.05. We take two non-negative values of the prejudice, i.e. o 0 usr = 0.00 and 0.33: results of the latter value extend by symmetry to o 0 usr = −0.33 and are suggestive of the trend for more extreme prejudice values. For the simulations we pick 116 points on the 2-simplex {(α, β, γ) : α, β, γ ≥ 0; α + β + γ = 1}: 66 points lie on the grid with spacing 0.10 while 50 points are randomly chosen. For each combination of parameter we run 1000 simulations up to t max = 1000 and compute two variables of interest, namely the empirical probability of obtaining an up trajectory and the sample average of the click-through rates ctr(t max ). In the following, we use triangular colormap plots to represent these two variables of interest with respect to α, β, γ. The triangles represent the 2-simplex and the colours encode the values of the variables of interest. Figure 9 correspond to o 0 usr = 0.00. The empirical probability of up trajectory is about 0.5 for all combinations of α, β and γ, a value compatible with the null prejudice for symmetry reasons. In a similar way, the mean click-through rate increase gradually from 0.5 on the edge γ = 0 to 0.9 on the edge α = 0. We recall that on the edge γ = 0 the new information p art (t) has no role in the opinion model (1), while on the edge α = 0 the prejudice o 0 usr has no influence beside being the initial opinion. Figure 10 correspond to o 0 usr = 0.33. The empirical probability of up trajectory takes on values between 0.5 and 1; it decreases with γ − α and shows a straight boundary with a sharp transition. The trends of the mean click-through rate with respect to the parameters α, β, γ is again increasing from the edge γ = 0 to the edge α = 0. If γ is small and α large, the up probability is one. With such parameters, the opinion o usr (t) remains in any case similar to o 0 usr , which is positive: this favours the position 1, making the up trajectory the unique possibility.
On the cartesian plot in Figure 11 we draw the sample average of the mean click-through rates ctr(t max ) against the discrepancy, that for a specific triple α, β, γ is defined as and represents the difference between the two opinion that would be achieved asymptotically if the position p art (t) was deterministically set to 1 − 2 and to −1 + 2 (see equation (26) and Figure 7 ). The points corresponding to the null prejudice, i.e. o 0 usr = 0.00, are aligned with the blue line, whose expression is derived in (27). The points corresponding to the prejudice o 0 usr = 0.33 are distributed above that blue line. 
Analytical Results
Closed Loop System in State Space
We start rewriting the complete model in a compact form, by introducing the state vector
x(0) = [0, 0, 0, 0, o 0 usr ] .
The variables o usr (t), r + (t), r − (t), a + (t) and a − (t) are the state variables, i.e. are necessary and sufficient to describe the state of the system at time t: the (stochastic) position sequence p art (t) can be reconstructed from o usr (t). Both the recommender rule and the random recommendations start with an initialisation phase, at time t = 0 and t = 1, where the two positions are proposed in a random order. At time t = 2 the system can be in 8 different states, depending on the order (p art (0), p art (1)) ∈ {(1, −1), (−1, 1)} and the success of clicks clk(0) ∈ {0, 1} and clk(1) ∈ {0, 1}. The possible states x(2), with their corresponding probabilities, are
After the initialisation, the dynamics is and the vector f (x(t)) is a discrete random variable that can take on four values, corresponding to the cases "position 1, no click", "position 1, get click", "position −1, no click" and "position −1, get click". In the recommender rule (3) the probability of each case depends non-linearly on the state x(t). To encode these probabilities, we define the quantity
and the modified step function h :
Note that h (−x) = 1 − h (x) and that h 1 2 (x) = 1 2 for every x. The vector f (x) chosen following the (3) is denoted by f R (x) and has probabilistic model 1) [1, 0, 0, 0, αo 0 usr + γ] with probability h (∆(x)) 1 − θ(o usr , 1)
[0, 1, 0, 1, αo 0 usr − γ] with probability 1 − h (∆(x)) θ(o usr , −1)
[0, 1, 0, 0, αo 0 usr − γ] with probability 1 − h (∆(x)) 1 − θ(o usr , −1)
In the case of random recommendations (7) both positions have equal probability and we denote the corresponding vector with f rnd (x):
[1, 0, 1, 0, αo 0 usr + γ] with probability 1 2 θ(o usr , 1) [1, 0, 0, 0, αo 0 usr + γ] with probability 1 2 1 − θ(o usr , 1) [0, 1, 0, 1, αo 0 usr − γ] with probability 1 2 θ(o usr , −1) [0, 1, 0, 0, αo 0 usr − γ] with probability 1 2 1 − θ(o usr , −1)
Analysis of the Expected Dynamics
We start with the case of random recommendations, i.e. f rnd (x(t)). First, using the expressions (9) and (2), we calculate the expected state at the end of the initialisation
15 Then, we calculate the conditional expected state E[x(t + 1)|x(t)] for t ≥ 2,
(13) and, taking again the expectation and using linearity we get
We can easily observe that the rates of change of E[r + (t)] and E[r − (t)] are
for every t ≥ 2. The dynamics of E[o usr (t)] is decoupled and stable, with limit
The expression (14) 
from which we immediately estimate the expected click-through rate as
that does not depend on o 0 usr and is consistent with the simulations in the left plot of Figure 8 .
We now move on to the more complex analysis of the recommended choice f R (x(t)). The initialisation phase is independent of and hence E[x(2)] is in (12). After the initialisation, i.e. for t ≥ 2, the conditional expected state E[x(t + 1)|x(t)] is
we need to take the expectation of both sides a second time. Unfortunately, the function h (∆(x(t))) is non-linear and enumerating the possible states is not practical. At the same time, simulations suggest that trajectories tend to have two quite different kinds of behaviour, that we called up and down, and the expected dynamics would not provide a representative description of those results. Therefore, we make the simplifying assumption that ∆(x(t)) is either positive or negative for every time t ≥ 2 and consider the process conditional on its trajectory being with ∆(x(t)) > 0 or with ∆(x(t)) < 0 for t ≥ 2.We thus introduce the notation
Observe
We proceed by computing the expected dynamics in the scenario where ∆(x(t)) > 0 for every t ≥ 2, which means h (∆(x(t))) = 1 − . Equations (15) and (2) give
(16) We take the expectation a second time and get
where
The dynamics of E + [o usr (t)] is autonomous and converges to
which is the magenta line in Figure 7 . 
For large t we have the approximate trends
Correspondingly, the expected click-through rate can be approximated by the non-trivial expression
(23) This expression provides us the black line in the right plot of Figure 8 , matching the behavior of up trajectories.
The computations corresponding to the scenario where ∆(x(t)) < 0 for every t ≥ 2, meaning h (∆(x(t))) = , are analogous. We have that
which is the expression of the green line in Figure 7 , while the expected click-through rate is approximated by
that is the cyan line in Figure 8 , matching down trajectories.
In general, the limit values of E + [o usr (t)] and E − [o usr (t)] are distinct, see (18) and (24), respectively. However, the limit of their difference
does not depend on o 0 usr . We have called discrepancy the quantity (26), which corresponds to the vertical gap between the green and magenta lines in Figure 7 .
For every prejudice o 0 usr , the click-through rate achieved by the recommender system is larger than the click-through rate with the random choice = 0.5. Given o 0 usr , the difference between the click-through rates E + [ctr(t)] and E − [ctr(t)] is
The quantity above is proportional to o 0 usr (recommending 1 is more rewarding for larger o 0 usr , see Figure 8 ) while it is null for = 1 2 . We can also compute the average
where we used (26) to recognise the discrepancy. The average above is relevant if the prejudice o 0 usr is zero: observations suggest that in such case the trajectories are equally likely to be up and down, a fact compatible with the symmetry of o 0 usr = 0. Indeed, the (approximate) linear relation (27) is the expression of the blue line in Figure 11 .
Prevalence of up or down trajectories
Unfortunately, our analysis cannot quantify the probability that a trajectory is up or down, or that ∆(x(t)) is strictly positive or negative for any t ≥ t 0 , with t 0 ≥ 2. In this subsection we check whether the results found for the recommender dynamics are consistent with the assumptions that either ∆(x(t)) > 0 or ∆(x(t)) < 0 for every t ≥ 2. We find that for some combinations of α, β, γ, and o 0 usr one of the two kind of trajectories is extremely unlikely. In the scenario ∆(x(t)) > 0 for every t ≥ 2 we have
where the approximations follow from substituting the expectations and the approximate trends 
i.e. o 0 usr should not be too negative. Reversing the argument, any o 0 usr that satisfies the condition is compatible with ∆(x(t)) > 0 and up trajectories. In the scenario ∆(x(t)) < 0 for every t ≥ 2 analogous calculations using ∆(
Together, conditions (28) (29) (18) and (24), respectively. Right: the empirical probability of up and down trajectory computed using p art (t max ). In both plots the dashed blue vertical lines have abscissas − γ α (1 − 2 ) and γ α (1 − 2 ). Note, for comparison, that the up/down probabilities are approximately 0.5 for random recommendations.
The reasoning above is compatible with simulations, see Figure 12 , where α = 0.20, β = 0.70 and γ = 0.10. In the simulations we use t max = 5000 to allow the averaged opinion o usr (t max ) more time to settle to one kind limit trajectory. In both plots, the dashed vertical lines divide the interval [−1, 1] in three subintervals A, B and C; the abscissas of these vertical lines are the o 0 usr where the left plot's magenta and green lines with equations (18) and (24) cross zero. In subinterval A and C one kind of trajectory is predominant and has probability (almost) one; in subinterval B both kinds of trajectory are compatible and the probabilities show a slow transition. Our calculations capture well the exclusions zones.
Discussion and Conclusion
The simulations and the analysis show that the recommender system produces two distinct types of trajectories, that we called up and down. In each of these regimes, one position (1 for up trajectories) is largely favoured for recommendation over the other: this fact makes the opinion o usr (t) grow closer to the most recommended position. In order to give a unambiguous rule to classify trajectories in simulations, we have defined the trajectory type using the sign of p art (t max ), i.e. the sign of the majority of the recommended positions up to time t max . However, the most likely recommendation at time t is determined by the sign of ∆(x(t)): if ∆(x(t)) > 0, then p art (t) = 1 with probability 1 − . For this reason, we assumed that the sign of ∆(x(t)) is constant to derive our analytical results in the case < 0.5. The consistency between the rigorous analysis and the simulations is guaranteed by the fact that the assumptions made for the former are probabilistically stronger: if ∆(x(t)) > 0 for all t ≥ 0, then p art (t max ) is positive with very large probability.
Whether a certain trajectory is up or down is a random event, whose probability depends on o 0 usr : we have been able to identify analytically the prejudice intervals where one sign of ∆(x(t))
is unlikely, and these intervals match with those where either the probability that a trajectory is up or down is zero. Where both sign of ∆(x(t)) can coexist, both types of trajectories coexist and nothing excludes the occurrence of multiple switches between types. However, in order to observe a switch, the simulation needs a sequence of positions and clicks able to change the sign of ∆(x(t)). We conjecture that, as time goes by, the length of such sequences and hence their probability gets smaller, because the counters r + (t), r − (t), a + (t) and a − (t) have a larger inertia. We calculated the expected opinion o usr (t) with t large, finding values that match with the simulated time averaged opinion o usr (t max ), for the corresponding up or down trajectory type. Depending on the model parameters, the prejudice o 0 usr and the type of limit dynamics, the time averaged opinion o usr (t max ) gets milder or more extreme than o 0 usr . In the left plot of Figure 13 the shaded areas corresponds to opinions that got milder, i.e. |o usr (t max )| ≤ |o 0 usr |. The right plot of Figure 13 represents the click-through rate ctr(t max ) versus the time averaged opinion o usr (t max ). We observe that the dashed lines in the plot, with expressions (23) and (25), correspond to the two possible weighted averages of (2), i.e.
(1 − )θ(o usr , 1) + θ(o usr , −1) and θ(o usr , 1) + (1 − )θ(o usr , −1) . and that the simulations populate the neighbourhood of the lines in their portions above 0.50. These observations confirm the intuition that the ability of the recommender system to increase the amount of collected clicks is entangled with its impact on the opinion dynamics.
The fact that more extreme opinions produce larger click-through rates depends on the confirmation bias that we modelled by function (2). However, it also depends on the ability of the recommender system to identify the best recommendation that matches the current user opinion. This ability is confirmed by the recommender system achieving click-through rates larger than 0.50. More extreme (positive or negative) prejudices o 0 usr facilitate the identification of the optimal long-term strategy, that is recommending 1 to user with positive prejudices and −1 to user with negative prejudices. However, as visible in the right plot of Figure 8 , the recommender system can also commit to a suboptimal long-term strategy, especially for small prejudices. The difficulty in identifying the optimal long-term strategy is enhanced by the fact that the clicking probability depends on the opinion, which is influenced by the recommendations.
In view of the resulting exploration-exploitation dilemma, our stylised model of recommender system is inspired by the literature on bandit problems. The payoffs are the click probabilities θ(o usr (t), 1) and θ(o usr (t), −1) and depend on the user opinion o usr (t) via (2), so are nonstationary (they would have been stationary if they had been functions of the prejudice o 0 usr only, instead of the current opinion o usr (t)). There are provably optimal ways to solve the dilemma if the payoffs of the different options are stationary processes, i.e. the alternatives have constant expected quality (Bubeck and Cesa-Bianchi, 2012) . Our case is more challenging because the algorithm needs to detect changes in the payoffs, which depend in feedback with the choices by the bandit. While this is an interesting line of research per se and worth exploring in the future, we have chosen for our model a simple recommender rule inspired by the so called -greedy strategy (Koulouriotis and Xanthopoulos, 2008) .
This parameter is the only design parameter of the algorithm. If = 0.5, we have random recommendations that propose 1 and −1 with equal probabilities. For a value of in (0, 1 2 ), the algorithm tends to favour the option that stimulated a larger interests in the user; this bias gets larger for the smaller . The bias produces an average user opinion that differs from the unbiased counterpart ( = 0.5) by (18) and (24), respectively. In the shaded areas the time averaged opinion o usr (t max ) is milder than the prejudice o 0 usr , i.e. |o usr (t max )| ≤ |o 0 usr |; in the non-shaded areas it is more extreme. Right: the click-through rate ctr(t max ) with respect to the time averaged opinion o usr (t max ), with the simulations distinguished by their up and down character. The equations of the shaded black and cyan line are (23) and (25) Both these quantities are increasing in (1 − 2 ). Hence, our analysis indicates that mitigating the impact on the opinion of the recommender system requires to pay a price in terms of the achievable click-through rate. Our model describes the behavior of a single user, but real recommender systems deal with large numbers of users that can have social ties and shared interests. Our focus on a single users has allowed us to highlight the feedback loop between the user's opinion and the recommendations, but has limited the scope of our work in two ways. First, our recommender system was not allowed to exploit neither social ties or shared interests to provide its recommendations. Instead, real recommender systems are collaborative and effectively take advantage of these features (Jannach et al., 2010) : this fact has been included in some mathematical models (Dandekar et al., 2013; Bressan et al., 2016) . Second, recommendations were the only drive to the opinion dynamics in our model. Instead, opinion dynamics are also driven by social interactions (both directly and through the collaborative elements of the recommender system), creating a complex entanglement of effects. On this matter, we note that some experimental studies have reported that on Facebook ideological contents are primarily filtered by user's social connections rather than by the curation algorithms, suggesting that user preferences have stronger impact than algorithmic personalisation (Bakshy et al., 2015) . A future model that includes both social and recommendation effects could shed more light on this issue.
