Introduction
The bivariate normal distribution is one of the most popular distributions used in a variety of fields. Since the bivariate normal PDF has several useful and elegant properties, bivariate normal models are very common in statistics, econometrics, signal processing, feedback control, and many other fields.
Let (X, Y ) be bivariate normal random vectors which represent the responses that result from Treatment 1 and Treatment 2. Historically, most of the studies collect paired data. That is, it is assumed that observations are paired and sample consists of n pairs (x 1 , y 1 ), (x 2 , y 2 ), ..., (x n , y n ). However, in the real world, the available sample data may be incomplete in the sense that measures on one variable X or Y is not available for all individuals in the sample. Such fragmentary data may arise because some of the data are lost (e.g., in an archaeological field), or because certain data were purposely not collected. The decision not to measure both variables X and Y simultaneously may be reached because of the cost of measurement, because of limited time, because the measurement of one variable may alter or destroy the individual measured (e.g., in mental testing), and so forth. Therefore, either by design, carelessness or accident, the data in a study may consist of a combination of paired (correlated) and unpaired (uncorrelated) data. Typically, such data will consist of subsamples of which one has n 1 observations on responses because of Treatment 1 and the other has n 2 observations on responses because of treatment 2 are independent of each other, and another subsample which consists of paired observations taken under both treatments. Statistical inference derived from complete paired data and incomplete unpaired data is one of the important applied problems because of its common occurrence in practice.
Missing values have been discussed in the literature for modeling bivariate data. Much of the work involved establishing and testing hypothesis about the difference of the population means. Several authors have investigated the problem of estimation and testing the difference of the means in the case of incomplete samples from bivariate normal distributions. Mehta and Gurland (1969a) consider the problem of testing the equality of the two means in the special case when the two variances are the same. Morrison (1972 Morrison ( , 1973 , and Lin and Stivers (1975) have also considered this special case and have provided different test statistics. The problem of estimating the difference of two means has been further investigated by Mehta and Gurland (1969b) , Morrison (1971), Lin (1971) , and Mehta and Swamy (1973) . Bhoj (1991a, b) tested for the equality of means for bivariate normal data.
To make use of all the data and takes into account the correlation between the paired observations, Looney and Jones (2003) compared several methods and proposed the correlated z-test method for analyzing combined samples of correlated and uncorrelated data. In their study, it is assumed that there is another random sample of n 1 subjects exposed to Treatment 1 that is independent of a random sample of n 2 subjects exposed to Treatment 2. Let u 1 , u 2 , ..., u n 1 and v 1 , v 2 , ..., v n 2 denote the observed values for the independent subjects exposed to Treatment 1 and Treatment 2, respectively. Suppose also that there are n ≥ 3 paired observations under treatments 1 and 2. Let (x 1 , y 1 ), (x 2 , y 2 ), ..., (x n , y n ) denote the observed pairs. It is assumed that the x-and u-observations come from a common normal parent population and that the y-and v-observations come from another (possibly different) common normal parent population. The proposed method is developed using asymptotic results and is evaluated using simulation. The simulation results indicate that the proposed method can provide substantial improvement in testing power when compared with the corrected z− method of recommended in Looney and Jones (2003) .
In this research, we want to study the bivariate normal model with incomplete data information on both variates. We will derive the maximum likelihood estimators of the distribution parameters, investigate properties such as unbiasedness, and study the asymptotic distribution of these estimators as well. Showing that the asymptotic normality of the estimators, we then will be able to construct confidence intervals of the two population means and their difference, and test hypothesis about these parameters. The performance of our new estimators will be studied after using Monte Carlo simulations, and will be compared with those estimators that existed in the literature.
Maximum Likelihood Estimators of Parameters
Let (x i , y i ), 1 ≤ i ≤ n be a paired sample from bivariate normal population
where −1 < ρ < 1 is known, but ξ, η, and σ 2 are unknown. In addition, suppose an independent sample {u 1 , ..., u n 1 } on the basis of observations on X, and another independent sample {v 1 , ..., v n 2 } derived from observations on Y is also available.
In the present section we should derive the MLEs of ξ, η, and σ 2 derived from data
Hence, the log-likelihood function is
Setting ∂ ln L/∂ξ = 0, we obtain from (2.2) that
Similarly, by setting ∂ ln L/∂η = 0 from (2.3), we obtain
Note that Equation (2.4) further gives
In the same way, Equation (2.5) further gives
Substituting (2.7) into (2.6) yields
The MLE ξ of ξ can be obtained from (2.8) and (2.9) as
Thus, the MLE η of η can be obtained
To obtain the MLE of σ 2 we differentiate ln L(ξ, η, σ) with respect to σ 2 and have
Setting ∂ ln L/∂σ 2 = 0, we obtain
Therefore, the MLE σ 2 of σ 2 is
Summarizing the above, we have the following results.
The MLEs of parameters ξ, η, σ 2 are given by
Moments of the Maximum Likelihood Estimators
We have derived the MLEs of ξ, η, σ 2 in the previous section. Now we will study the properties of these estimators. 
Similarly, we can show that E ( η) = η. That is, both ξ and η are unbiased estimators of ξ and η.
To compute V ar ξ , we observe that
So V ar ξ is exactly the same as claimed in the theorem.
The variance of η can be derived in the same manner.
Corollary 2 ξ, η follows bivariate normal distribution with mean vector (ξ, η) and
Proof. We need only to derive the covariance between ξ and η. According to Theorem 2.1, we have
Because of the assumed independences it follows that
In the following we will derive each E i , 1 ≤ i ≤ 6. We have
= ρn n 2 (1 − ρ 2 ) + n · n 1 σ 2 = ρn 1 n n 2 (1 − ρ 2 ) + n σ 2 ; (3.3)
= −ρn 2 (n 1 + n) · nσ 2 = −ρn 2 n(n 1 + n)σ 2 ; (3.7)
Therefore, from (3.2) -(3.8) it follows that (n 1 + n)(n 2 + n) − ρ 2 n 1 n 2 2 Cov ξ, η =ρn 1 n n 2 (1 − ρ 2 ) + n σ 2 + ρn(n 1 + n)(n 2 + n)σ 2 − ρn 1 n(n 2 + n)σ 2 + ρn 2 n n 1 (1 − ρ 2 ) + n σ 2 − ρn 2 n(n 1 + n)σ 2 + ρ 3 n 1 n 2 nσ 2 =ρnσ 2 (n 1 + n)(n 2 + n) − n 1 n 2 ρ 2 and thus Cov ξ, η = ρnσ 2 (n 1 + n)(n 2 + n) − n 1 n 2 ρ 2 ≡ λ 12 σ 2 (3.9)
Below we will derive the mean of σ 2 . To this end, we need to find the following expectations:
Hence, without loss of generality we can assume ξ = 0 in the following. We thus have
Similarly, it can be shown that
The mean of
can be obtained as follows:
(n 1 + n)(n 2 + n) − n 1 n 2 ρ 2 + nV ar ξ =nσ 2 − 2 · n(n 2 + n)σ 2 − n 2 ρ · nCov(X 1 , Y 1 ) (n 1 + n)(n 2 + n) − n 1 n 2 ρ 2 + nV ar ξ
[n 2 n(1 − ρ 2 ) + n 2 ] σ 2 (n 1 + n)(n 2 + n) − n 1 n 2 ρ 2 + nV ar ξ =nσ 2 − 2n [n 2 (1 − ρ 2 ) + n] σ 2 (n 1 + n)(n 2 + n) − n 1 n 2 ρ 2 + nV ar ξ (3.12)
In the same manner we can obtain
Now, notice that once again we can assume ξ = η = 0 without loss of generality, and
Note that 17) and, E ξ η = Cov ξ, η which is given by (3.9) . Combining (3.14) -(3.17) and (3.9),
we obtain
Finally, we have
Summarizing the above, we obtain
here we denote ξ and η as ξ n and η n to emphasize their dependence on n.
Corollary: Suppose that there exist constants 0 ≤ α, β < ∞ such that lim n→∞ n 1 /n = α and lim n→∞ n 2 /n = β, then the MLE σ 2 is asymptotically unbiased.
Proof. From (3.20) we see that E ( σ 2 ) can be expressed as
According to Theorem 3.1 it holds thatV ar ξ n = o(1) and V ar ( η n ) = o(1). Hence
Limits of Estimators
In Section 2 the MLEs ξ, η and σ 2 are derived. In the present section we will consider the limits of these estimators as sample size goes to infinity. To this end we assume n 1 = n 1 (n) and n 2 = n 2 (n), i.e., both n 1 and n 2 are functions of the number of paired observations. Under this assumption the following result holds. Here, in order to emphasize the dependence of ξ, η and σ 2 on sample size we will denote ξ n = ξ, η n = η, and
Theorem 4.1 Suppose n 1 = n 1 (n) and n 2 = n 2 (n) and there exist constants α and β such that n 1 /n → α < ∞ and n 2 /n → β < ∞ as n → ∞. Then the following is true (a) lim n→∞ ξ n = ξ, with probability one (b) lim n→∞ η n = η, with probability one (c) lim n→∞ σ 2 n = σ 2 , with probability one.
That is, all the three estimators ξ, η and σ 2 are strongly consistent.
Proof. The MLE ξ n can be rewritten as ξ n = n 2 n (1 − ρ 2 ) + 1 · n 1 n · U n 1 + n 2 n + 1 X n + ρ n 2 n V n 2 − n 2 n Y n n 1 n + 1 n 2 n + 1 − n 1 n · n 2 n · ρ 2 , where U n 1 =
with probability one by the Law of Large Numbers.
The result (b) can be shown in the same way.
To prove result (c) we first note that
Similarly it can be shown that lim
As far as
and thus
with probability one, as n → ∞.
Rewriting σ 2 n as
and letting n → ∞, we obtain
with probability one, as n → ∞. This ends the proof.
5. Inferences about ξ, η and ξ − η
We will consider inferences about ξ and ξ − η. The discussion on η is similar and thus is omitted.
Theorem 5.1 Suppose that there exist constants 0 ≤ α, β < ∞ such that n 1 /n → α and n 2 /n → β as n → ∞, then a (1-γ)100% approximate confidence interval of ξ can be obtained as ξ ± z γ/2 · σ ξ , where σ ξ = λ 2 1 σ 2 = λ 1 σ provided n 1 + n 2 + 2n is sufficiently large.
Proof. From Corollary 1 to Theorem 3.1, it is easy to see that ξ follows normal distribution. Also, E ξ = ξ, V ar ξ = λ 2 1 σ 2 , and ξ ∼ N(ξ, λ 2 1 σ 2 ). Hence,
in distribution as n → ∞ due to the Slutsky's Theorem. Therefore, if n → ∞ then
approximately, which yields the desired result immediately.
In practice, one is more often interested in the difference ξ − η. In this regard, we have the following result.
Theorem 5.2 Under the same assumption in Theorem 5.1, a 1 − γ approximate confidence interval is given by
where σ ξ− η is defined by (5.1) and (5.2) below.
Proof. Obviously ξ − η is a normal random variable with mean ξ − η. The variance of
where V ar ξ and V ar ( η) are derived in Theorem 3.1, and Cov ξ, η is given by (3.9).
The estimator of σ 2 ξ− η is obtained from replacing σ 2 by σ 2 in the expression of σ 2 ξ− η , i.e.,
The rest of the proof is then the same as Theorem 5.1.
Numerical Analysis
A MATLAB simulation is carried out in order to analyze the performance of the estima- 
Conclusions
On the basis of the analytical and numerical results obtained above, we can make a conclusion that with more unpaired observations the bivariate model provide better estimation of the parameters, which indicate that the estimators with incomplete data are more efficient. After comparing with the method proposed by Looney and Jones (2003) , the new Methods have higher testing power and better estimation of the distribution parameters. Therefore, it is recommended that we keep the unpaired data in the analysis procedure and use the model established above to obtain better estimation.
