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1. INTRODUCTION 
Recently there has been interest in the existence and nonexistence of 
oscillatory phenomena for various mathematical models of flip-flop circuits. 
Moser [l], Moser and Brayton [2], and Brayton [3] have considered this 
problem for lumped models, i.e. models described by ordinary differential 
equations. Lumped models, however, have not proven completely satisfactory 
in describing dynamical phenomena and distributed models have been 
hypothesized. Brayton [4, 5, 61 and Brayton and Miranker [7] have studied 
the existence and nonexistence of oscillations in such a model. In this paper 
the study of nonexistence of oscillations of the model given in [4, 5, 6, 7] 
is continued. While this model may have both single and multiple equilibria 
we consider here only the case of one equilibrium point. The main technique 
is to reduce the distributed problem described by a system of partial and 
ordinary differential equations to a nonlinear functional differential equation 
of the neutral type. The stability theory of Cruz and Hale [S] is then exploited 
to obtain a sector criterion for the nonlinear element which insures asymptotic 
stability of the equilibrium for the neutral equation. It is then shown that 
this implies nonexistence of oscillations for the distributed system. Further- 
more it is shown that the lower bound for the sector is the same as that 
obtained from the linear theory, thereby validating a type of Aizerman 
conjecture. 
In Section 2 a statement of the network problem is given and the reduction 
of the distributed problem to a nonlinear functional differential equation 
of the neutral type is shown. Section 3 provides a brief outline of the stability 
theory for functional differential equations of the neutral type [8]. The 
application of this theory to the specific neutral equation considered here 
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is given in Section 4. Section 5 shows how the asymptotic stability of the 
equilibrium for the neutral equation yields nonexistence of oscillations for 
the distributed network. Also provided is a comparison with a previously 
obtained result of Brayton and Miranker [7]. Section 6 is an Appendix 
providing an existence, uniqueness theorem for the distributed problem. 
2. THE NETWORK AND NETWORK EQUATIONS 
The network being considered is shown in Figure 1. In this circuit the 
section between 0 and 1 is a lossless transmission line with specific inductance 
L, , specific capacitance C, . The voltage v across this line and the current i 
flowing through it are functions of ( and t and obey the following partial 
differential equations: 
ai av 
&at=-ag’ 
-cE=a; 
s at a( * 
(2.1) 
f(v) 
t 
0 It 
FIGURE 1 
The circuits at the ends of the line give rise to the boundary conditions 
0 = E - v,, - R,,i,, , 
-C% = -il +f(q>, 
(2.2) 
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where the notation q, = ~(0, t), or = V( 1, t), is = i(0, t), i1 = i(1, t) is used. 
Initial data is specified as u(t,O) = 6(t), i(t, 0) = i(t), 6, i E Cl[O, I] where 
C”[u, b] is the sp ace of functions on [a, b] having K continuous derivatives, 
k an integer. 
The nonlinear function f gives the current through the box as shown 
in Figure 1. The general graph of the function f is indicated in Figure 2 
and is usually associated with a tunnel diode. Furthermore we assume the 
function f is continuously differentiable and satisfies a global Lipschitz 
condition. 
- “I 
FIGURE 2 
With the additional assumption of consistency conditions for the initial 
data as given in the Appendix it follows that there exists unique solutions 
i(S, t), ~(4, t) in Cr[O, l] x Cl[O, co) satisfying (2.1), (2.2). Furthermore 
i(&!, t) w([, t) must be of the form 
where 
and + E C1(-co, 11, #E Cr[O, co). 
Letting q%(t) = +(l - 4, 4&) = rb(-4, 9W = W + 4, tW) = VW) 
we see that 
5W = W + %W, 9W> = w&) + 4N 
h(t) = q(t) - 49, VW) = w&) - pi&), 
(2.4) 
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and #r(t) = &,(t - l/u), #r(t) = &,(t + l/u). Substituting into boundary 
conditions (2.2,) yields 
and using (2.4) gives the relationship 
Combining (2.2,) and (2.5) we get a nonlinear functional differential equation 
of the neutral type for s(t) of the form 
c; F,(t) + KM - r)l = * s(t) 
0 
- 7 + $ vl(t - Y) 
where 
-f(W) - Kfh(t - YN (2.6) 
2 y=- and K= R0--z 
u m+ 
Having derived Eq. (2.6) we now show how to derive the initial data 
for this equation from the initial data for the distributed problem. Recalling 
that (2.1) has initial data 6,2^ E Cl[O, 11, we see from (2.3) that 
$(4) = qo + 43, 
16(e) = fq) - 45). 
Hence, #, $ E cl[O, l] and &(e) is determined for 0 < 0 < l/a, #r(e) is 
determined for --l/u < 19 < 0. From (2.2) we see that 
q [4;(e) - hwi = -&w) - h(e)1 +f~-4~) + 9w91i2). (2.7) 
Since &(f9) is given for 0 3 B > -l/u and+,(O) is known, Eq. (2.7) provides 
a backwards in time initial value problem for solving for Cl(e) on [-l/u, 01. 
Similarly since &l(e) is given for 0 < 0 < l/u and #r(O) is known, Eq. (2.7) 
provides a forwards in time initial value problem for solving for &(e) on 
[0, l/u]. Furthermore since we have assumed f E c1(--co, co) and uniformly 
Lipschitzian it follows from the basic theory of ordinary differential equations 
[ 1 l] that both the forward and backward initial value problems have unique 
continuously differentiable solutions. Writing vi(e) = *hw-q + fw)i it 
26 SLEMROD 
then follows that vi(e) is determined by the initial data on the interval 
[-l/u, l/o] and is continuous on that interval. Furthermore it follows from 
consistency condition (iii) in Theorem 6.1 that $(8) is continuous at 0 = 0. 
Finally since the system is autonomous we can consider the data being 
given on [-Y, 01. In fact we have proven the following lemma. 
LEMMA 2.1. Initial data 4(t), z”(E) in P[O, l] completely determines initial 
data vl E C1[---r, 0] for (2.6). 
System (2.1~(2.2) may in general possess one or multiple equilibria. 
Equilibrium states are determined as solutions to (2.1)-(2.2) with the left 
sides of the equations set to zero. Thus 
0 = E - o, - R& , 
0 = -il +f(q). (2.8) 
FIG. 3. One Equilibrium Point 
FIG. 4. Three Equilibrium Points. 
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The solution to these equations can be found graphically as illustrated in 
Figure 3 and Figure 4. Figure 3 illustrates the case of a single equilibrium 
point and Figure 4 illustrates the case of multiple equilibria. 
In this paper we will consider only the case of one equilibrium point. 
Let us denote the equilibrium state as (v*, i*). By changing variables, the 
equilibrium state can be relocated at the origin (0,O) where the network 
equations are now 
L ai=? 3 at a( ’ 
-cc.?=?! 
8 at a[’ 
0 = w. + R,i, , 
-CT% = -i1 +g(q), 
(2.10) 
where g(v) = f(~ + v*) - f(v*) so that g(0) = 0. Since system (2.9)-(2.10) 
has exactly the same form as system (2.1)-(2.2) we see immediately that 
a((, t), ~(5, t) are given by (2.3). Furthermore we see that 
(2.12) 
and 
cg [q(t) + Kw,(t - r)] = - + + f v,(t - r) (2.13) 
We now have obtained a functional differential equation (2.13) in ztr(t) 
with the equilibrium point at zero. Furthermore analysis of the asymptotic 
behavior of vi(t) will allow us to find criteria for the non-existence of oscilla- 
tions in the distributed system (2.9)-(2.10). M ore specifically we shall prove 
the following theorem. 
THEOREM 2.1. Iflim,,, vi(t) = 0, then lim,,, ~(6, t) = 0, lim,,, ~(5, t) = 0 
uniformly in 6 and oscillations will not exist for system (2.9)-(2.10). 
The proof will be given in Section 4. 
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3. STABILITY THEORY FOR FUNCTIONAL DIFFERENTIAL EQUATIONS 
OF THE NEUTRAL TYPE 
A functional differential equation of the neutral type is a differential 
system in which the rate of change of the system depends on both the past 
history of the system and the derivative of the past history of the system. 
Equations (2.6) and (2.13) are of this form. For these equations Cruz and 
Hale [8] have developed a stability theory the appropriate portion of which 
is outlined here. The reader is referred to [S] for proofs and further details. 
3.1. Notation 
Let Rn be a real or complex n-dimensional linear vector space with norm 
1 * I. For Y  > 0, let C = C([-Y, 01, Rn) be the space of continuous functions 
taking [-Y, 0] into Rn with ]I ‘p 11, p E C, defined by II p II = sup-rGeGo 1 v(e)]. 
Suppose 7 is a real number and f is a continuous function taking 
[T, co) x C + Rn. Define the functional difference operator D : C + Rn by 
09, = do) - i 4d--4 
k=l 
(3-l) 
where A, are n x II constant matrices, k = I,2 ,... N, and 7k, 0 < rk < Y  
are real numbers such that rj/rk are rational if N > 1. A system of the form 
$ (Dxt) = f(t, xt) (3.2) 
is a special case of a functional differential equation of the neutral type 
where st E C is defined by a$@) = x(t + 8), -Y < 8 < 0. 
For anyp, E C, u E [T, co), a function x = X(U, 9) defined on [u - Y, u + A) 
is said to be a solution of (3.2) on ( a, u + A) with initial value ‘p at a if x is 
continuous on [u - Y, u + A), x, = v, Dx, is continuously differentiable on 
(a, a + A) and the relation (3.2) is satisfied on (a, u + A). 
For the purposes needed here, it is always assumed that f satisfies enough 
additional properties to ensure existence, uniqueness and continuous de- 
pendence of the solution ~(a, 9)) of (3.2) in the initial data for t 2 u. For 
further discussion of this topic see Cruz and Hale [9]. 
Remark. The reader should use extreme caution in distinguishing 
between the following symbols: (i) x is a function taking [-Y, co) into P; 
(ii) xt E C, t > 0, is a continuous function taking [--I, O] into R”; (iii) x(u, 9) 
the solution to (3.2) is a function taking [U - Y, u + A) into R*; (iv) 
xt(u, ‘p) E C the solution in the space C is a continuous function taking 
[-Y, 0] into R”, A > t > 0, such that xo(u, ~JJ) = v. 
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DEFINITION 3.1. Let D be the difference operator given by (3.1). If all 
the roots of the equation 
det I - 5 AKp-Q = 0 
k=l 1 
have modulii less than 1, then D is said to be a stable difference operator. 
The following lemma on stable difference operators will be needed in the 
later analysis. 
LEMMA 3.1. Suppose D is a stable d@vvnce operator and h E C( [T, 03), R*) 
is such that h(t) + 0 as t -+ co. Then the solution y(a, y, h) of 
@a = h(t), t 3 =, Yo = ($3 F’E c, 
approaches zero as t + 03 uniformly with respect to o in [T, co). 
3.2. Stability for Nonautonomous Systems1 
In this section we consider the equation 
; (W = f (t, 4, t 2 0, 3, = tp. 
Here D is defined by (3.1) with f : [r, co) x C -+ Rn is continuous, 1 f (t, $)I 
is bounded uniformly in t for tj in closed bounded sets of C, and satisfying 
properties guaranteeing existence, uniqueness, and continuous dependence 
of the solution on the initial data in C. If V : [Q-, co) x C -+ R is continuous 
for to E [T, co) and # E C, we define P(t, #) along the solutions of (3.3) as 
where xto(to , I/) = 4. 
DEFINITION 3.2. We say that the solution x = 0 of (3.3) is unijiim~ 
stable if for every E > 0, there exists a S = S(E) > 0 such that for all 
u E [r, CO), T > -co, any solution x(u, v) of (3.3) with initial value 9, at (T, 
11 y 11 < 6 satisfies I/ Xt(u, cp)jl < E for t > u. It is uniformly asymptotically 
stable if it is uniformly stable and for some fixed 6 > 0, for any E > 0, 
there exists a T = T(E) > 0 such that II q II < 6 implies /I ~~(0, v)II < E 
for t > u + T. 
1 This hypothesis onf(t, $) is stronger than as given in [8] but permits the proof of 
Theorem 3.1 which was false in [8] to be true. 
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THEOREM 3.1. Suppose u(s), v(s), w(s) are continuous functions for s in 
[0, oo), u(s), v(s) are positiwe, nondecreasing for s > 0, u(O) = 0, v(0) = 0, 
w(s) is nonnegative, nondecreasing and V : [T, 00) x C + R is a continuous 
function satisfying 
If D is a stable dajjference operator, then the solution x = 0 of (3.6) is uniformly 
stable. If in addition, w(s) > 0 for s > 0, then the solution x = 0 is uniformly 
asymptotically stable. 
4. ASYMPTOTIC STABILITY OF THE FUNCTIONAL DIFFERENTIAL EQUATION 
In this section we will find a criterion for the asymptotic stability of zero 
equilibrium for Eq. (2.11). Since we have assumed that the function f  given 
in Figure 2 is continuously differentiable and globally Lipschitzian the func- 
tion g given in (2.10) is also. It then follows from either Theorem 6.1 in 
the Appendix or the existence theory for neutral equations (see Section 3) 
that (2.11) will have unique solution in C. 
Let us write for convenience q(t) = x(t) and 
h(t) = v, 
a(t) = & + F, 
b(t) = - $ + ; h(t - Y). 
(4-l) 
Then (2.13) may be written in the nonautonomous form 
1 [%I + a(t) x(t) + b(t) x(t - y) = 0, t 2 0, (4.2) 
where a(t), b(t) are continuous for t > 0, and the difference operator 
DP, = do) + &C--r) (4.3) 
is stable since I K I < 1. 
Following Cruz and Hale [8] we let 
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where Dcp is given by (4.3) and 01 3 0 is a constant. Then 
qt> %) = %?)(4 4 (4.4) 
= -(u - a) &q(O) - (b + UK) q(O) xt(-Y) - (bK + a) “q-r). 
Let us also write I’(t, XJ in the form 
v(t, q) = -A[Dx,12 - Bx,2(0) - 2Gx,(O) xt(-r) - J$(-r). (4.5) 
If we can determine a constant A and functions B, G, J so that A > 0, 
B 3 0, BJ > G2 then v(t, XJ < -A[Dx,12 and the conditions of Theorem 
3.1 are satisfied. Therefore the solution x = 0 of (4.2) will be uniformly 
asymptotically stable and hence so will the solution of (2.13). 
Identification of (4.4) and (4.5) yields 
a(t) - 01 = A + B(t), KA + G(t) = b(t) +2u(t)K , 
b(t)K + a = J(t) + AK2. 
Using the notation (p), = inf,>,p(t), (p),,, = sup,>,p(t) we see that a 
sufficient condition for B 3 0 will be 
4th 2 a+ A. (4.6) 
Similarly a sufficient condition for B(t) J(t) 3 G2(t) will be 
((&)K>m + 01 - AK”)(a(t)m - a - A) > $ (-2A + F + u(t))‘. (4.7) 
Since the left side of (4.7) is independent of t we will get the best estimate 
if we choose 01 so that the left side is maximized. Hence choose 
a: = &n - A - (WK>m + AK2 
2 (4.8) 
For this choice of 01 we now have that a sufficient condition for B(t) J(t) 3 
Q(t) will be 
b-d% - A(1 + K2) + (b(t)K),)2 > K2 (-2A + $ + u(t))’ (4.9) 
In order to perform an estimate of (4.9) we wish the quantity on the right 
side of the inequality to be one signed. Since A is required to be positive 
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and h(t), A(t - Y) can be positive or negative, the only possibility seems to 
require 
K(-2A+v+$$ <O if K>(), 
K(--2A+v+F)>O if K<O. 
(4.10) 
Thus if we require 
W)M T<A (4.11) 
the right side of (4.9) will be one signed and we can obtain that a sufficient 
condition for (4.9) to be true is that 
(a(t),n - A(1 + K2) + (b(t)K),) 2 1 K 1 (2A - v - 7). (4.12) 
Since 
a(t), = & + q 
WWm = g + 7 h(t)m , 
(4.13) 
we see (4.12) will be true if 
wwi 
k-+7 - A(1 + K2) -$+gh(t),>iKi(2A-2$+). 
(4.14) 
Thus it follows that if in addition to (4.11) we require 
1 -K2 h(t)m 
A%z(l+21K,+K2)+ C 
inequality (4.9) is satisfied and B(t) J(t) 3 G2(t). 
Since 01 >, 0 (4.8) implies that we need 
@)m - WK)m > A , o 
l-K2 ’ - (4.16) 
Also substituting (4.8) into (4.6) yields that a sufficient condition for 
B>Ois 
a(t>m + UW% > A > o 
l+K2 ’ ’ 
(4.17) 
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Now if we substitute (4.13) into (4.16), (4.17), combine inequalities (4.1 l), 
(4.15), (4.16), (4.17) we obtain the following sufficient condition for 01 >, 0, 
B > 0, B(t) J(t) > G2(t): 
1 
( 
1 -KK2 
?% 1+K2 ) 
(4.18) 
Since 1 K 1 < 1 the third quantity in the brackets in (4.18) is the minimum 
and (4.18) is equivalent to 
h(t >M -<A<( 1-\KI 1 whn 
l+lKl z+c’ 1 
(4.19) 
Finally since we desire that A > 0, a positive number A will exist 
satisfying (4.19) if we also require 
1 (1 - IKI) 
h(t)m. 2 - ; (1 + , K ,) ’ (4.20) 
Hence conditions (4.19), (4.20) imply that there exists A > 0, 01 > 0, 
B(t) > 0, B(t) J(t) > G(t)2 so that (4.5) is valid. Thus applying Theorem 3.1 
we obtain the following result. 
THEOREM 4.1. If g satisJies the sector criterion 
and 
( 1 
go >-‘I-IKI 
P m’ i z l+lKI 1 
then the equilibrium q = 0 of (2.13) is uniformly asymptotically stable. 
5. NONEXISTENCE OF OSCILLATIONS CRITERION 
FOR THE DISTRIBUTED SYSTEM 
In Section 4 we determined an asymptotic stability criterion for the zero 
equilibrium of the neutral Eq. (2.13). However Theorem 2.1 shows that 
asymptotic stability of the zero solution of (2.13) will imply nonexistence 
of oscillations for the distributed system (2.9) (2.10). Thus the criterion 
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given in Theorem 4.1 will imply nonexistence of oscillations for (2.9), (2.10) 
once we have proven Theorem 2.1. This proof is now given. 
Proof of Theorem 2.1. Adding (2.12,) and (2.12,) yields 
274) = VW> - 6h(t - y>. 
Since lim t+oo q(t) = 0 and #r E C([--r, 01, Rl), Lemma 3.1 implies 
lim,, #r(t) = 0. Also from (2.11) we see lim,, &(t) = 0. Thus 
lim,,, $(l - at) = 0, lim,,, #( 1 + ut) = 0 or lim,,, I$(--ut) = 0, 
lim,,, $(ot) = 0. Letting 7 = t - f/o, +(t - ut) = $(-a~), and 
lim,,, +(-UT) = 0 we know that for E > 0, there exists T(E) so that if 
-i- > T(c), I 4(-d < l . Thus if t > l/u + T(E), 1 $(f - at)1 < E and 
lim,,, $(4 - at) = 0 uniformly in 5. A similar argument shows that 
lim,,, #(f + at) = 0 uniformly in [. Substituting these results into (2.3) 
completes the proof. 
Since we may write 
I l--lKl 
( 
1 R,+x-~R,--xl 
.zf 1+11(1 1 i ==z R,+z+lR,--zl ) =~(Ro>z)=~(Ro<z) 0 
we combine Theorems 4.1 and 2.1 to state: 
THEOREM 5.1. For initial data i, 6 E Cl[O, l] satisfying consistency condi- 
tions given in Theorem 6.1 and g such that 
( ) 
A?&) 
g("p, 
m  
+$>max[O,(+)M/ (R,>z), 
( 1 
- +$>max[O,(+)M! (Ro<~) 
P m 
then lim,,, ~(5, t) = 0, lim,,, v([, t) = 0 uniformly in 5 and oscillations will 
not exist for (2.9), (2.10). 
In [7], Brayton and Miranker obtained the criterion that oscillations 
will not occur if 
(5-l) 
Since info g’(f) < ( &)/d, , it follows from Theorem 5.1 that any g such 
that 
- 2RJ > iyfg’(f9 > - R 
0 
22 j) (Ro > 4 
0 
2Ri 2 
(5.2) 
- R x2 > iFf g'(P) > - 
0 
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and which satisfies conditions on (g(p)/~)~ will be a case where oscillations 
will not occur and yet the estimates of Brayton and Miranker are not 
applicable. A sector criterion of the type given here also has the advantage 
of allowing for wide variations in g’ since there are no restrictions put on g’ 
locally. 
Criterion (5.1) does have certain advantages. It places no upper bound 
on (g(p)/p) and is independent of the equilibrium (i*, ZJ*). The results given 
in Theorem 5.1 depend strongly on both (;*, v*) and ( g(p)/p),n ; furthermore, 
the upper bound of the sector reduces to the p-axis if (g(p)/p),, = -l/z. 
Finally to complete our investigation of the case of one equilibrium 
point, let us consider the linear case when g(p) = -‘yp. In this case Eq. (2.13) 
becomes 
C[ti,(t) + Kti,(t - r)] = - (; - y) s(t) + K (; + Y) s,(t - r). (5.3) 
Following Brayton [6] we see that the characteristic equation obtained by 
setting wr(t) = est, s complex, into (5.3) is 
q(s) z C[S + Ksecsr] + (k - y) - K (i + y) er = 0. (5.4) 
If all the roots (of which there are an infinite number) satisfy Re(s,) < p < 0, 
i = 1, 2, 3 )..., then the origin zli = 0 is asymptotically stable. It has been 
shown by Hale and Meyer [lo] that this statement holds locally for the 
nonlinear equation. Furthermore an oscillation appears when a root of the 
characteristic equation crosses the imaginary axis. Letting s = iw and 
substituting into (5.4) we have 
q(L) = C[iw + K&o exp( --iws)] + (i - y) - K (A + ~1 exp(--i&r) = 0. 
(5.5) 
From (5.5) it immediately follows that w must satisfy 
W2 = K2 (; + Y)2 - (j - Y)2 
P(1 - K?) (5.6) 
and 
tanwr = 
2CW 
z (- f + y2 + C”w2) 
(5.7) 
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Examining (5.6), (5.7), we see that since K2 < 1, we will have asymptotic 
stability for the zero equilibrium of (5.3) (and locally for the zero equilibrium 
of (2.13)) if 
K2 (A + y) - (; - y)2 < 0, y < ;. (5 8) 
This is equivalent to 
1 I-IKI 
‘-% l+lKj’ ( 1 
which is precisely the criterion for nonexistence of oscillations given in 
Theorem 4.1. 
In [6] Brayton has shown that for a given y > 0, there exist certain choices 
of K satisfying 
K2 (; + Y)~ > (5 - Y)” (5.9) 
for which oscillations exist. If y < l/z, (5.9) is equivalent to 
1 I-IKI 
--i l+IKI ( 1 
It then follows that for certain choices of K and certain choices of 
-P 
FIG. 5. (i) For g(p) in I, II, III no oscillations for linear problem. (ii) For g(p) in 
II, III no oscillations for nonlinear problem. (iii) For g(p) such that g’(O)p is in IV 
oscillations may exist for certain I K 1 < 1. 
NONEXISTENCE OF OSCILLATIONS 37 
oscillations will exist. Furthermore Brayton has shown with certain restric- 
tions on g nonlinear oscillations of (2.13) wi exist if oscillations exist for 11 
the linearized system (5.3). All the results are illustrated in Figure 5. 
Inspection of Figure 5 shows a type of Aizerman conjecture [12] is valid 
for this problem. That is, the lower bound of the sector criterion for 
asymptotic stability in the linear problem (y < l/s) is precisely the lower 
bound for asymptotic stability for the nonlinear problem. 
6. APPENDIX~ 
THEOREM 6.1. For system (2. I), (2.2) let initial data 2^, 6 be given in Cl[O, l] 
and satisfy consistency relations 
(i) 0 = E - 6(O) - &i(O), 
(ii) 0 = 92”‘(O) + R&‘(O), 
(iii) (C/C,) z”‘(1) = 4(l) + f(6(1)). 
Then there exists a unique sotution 21([, t), i(f, t) of (2.1), (2.2) in 
Cl[O, l] x Cl[O, cc) of the form 
where 
Proof. If there exists a solution ~(6, t), i(f, t) of (2.1), (2.2) in 
Cr[O, I] x Cl[O, CD) it follows from a change to characteristic coordinates 
that the solution must be of the form 
45, t) = 2z [$(t - at) - $(5 + ut)]. 
2 The main idea for the theorem presented here is due to Professor E. F. Infante. 
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Since 
C(4) = W) + 45>, 
VW = W) - 40 O<tt<l, (6.2) 
4, t/ are determined by the initial data for 0 < 6 < 1. 
Furthermore, the solution if it exists must satisfy boundary conditions 
(2.2). Hence 4, $ must satisfy 
and 
(6.3) 
- F [-SW - t-1 + VW + 01 = - ; Ml - I) - VW + 01 
+f( 
d(l - I) + 541 + 5) 
2 1 
, f > 0. 
(6.4) 
Conversely if it follows that if functions d(f), .$ < 0, #(Q, 6 > 1, can be 
uniquely determined which satisfy (6.2), (6.3), (6.4) and are continuously 
differentiable, then (6.1) will determine a unique solution to (2.1), (2.2). 
This will now be our aim. 
First let us determine #), -1 < E < 0. Clearly (6.3) uniquely deter- 
mines 4 on [- 1,O) since I/ is known from the initial data on [0, 11. Further- 
more 4 so defined will be continuously differentiable on [- 1, I] if the 
relations 
(6.5) 
(6.6) 
hold, Using (6.2) it follows that (6.5), (6.6) are equivalent to relations (i), 
(ii) in the hypotheses. 
Having uniquely determine + on [- 1, I] we can now uniquely determine 
+on[O,3].Since as1~1+~\(3,-l~l-~~lsothat+(1-~) 
is known, (6.4) provides an initial value problem for 4 on [l, 31 where 
(G(1) is given by (6.2). Also since f is Lipschitzian the initial value problem 
possesses a unique continuously differentiable solution. To insure that #’ 
is continuous at 1 it follows from (6.4) that we must have 
CU 
- 2 [-+‘(l) + P’(l)1 
= &M(l) -#(l>] +/( #(l) ; P(l)) (6.7) 
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hold. Using (6.2) it follows that (6.7) is equivalent to (iii) in the hypotheses 
and I+G is a uniquely determined continuously differentiable function on [0, 31. 
Furthermore (6.3) uniquely determines 4 continuously differentiable on 
L-3, 11. 
Now let us make the following inductive hypothesis that for some integer n, 
+ is determined as a continuously differentiable function on [-(2n + I), I], 
4 is determined as a continuously differentiable function on [0, (2n + l)] 
and +, 4 satisfy (6.2), (6.3), (6.4). S’ mce as 2n + 1 < 1 + 5 < 2n + 3, 
-(2n + 1) < 1 - 6 < -2n + I so that C(l - [) is known, (6.4) provides 
an initial value problem for # on [2n + 1, 2n + 31. Since f is Lipschitzian 
the initial value problem possesses a unique continuously differentiable 
solution. To insure that 9’ is continuous at 2n + 1 it follows from (6.4) 
that we must have 4’ continuous at -2n + 1, and this was assumed in 
the induction hypothesis. Also $ is obtained on [-(2n + 3), -(2n + I)] 
by (6.3) and 4’ is continuous at -(2n + 1) since z/ is continuous at 2n + I. 
We have then proven the n + 1 case and since the cases n = 0, 1 have 
been proven the induction is complete. Thus we have shown the existence 
of unique 4 E C1(--co, I], #E Cl[O, CD) which satisfy (6.2), (6.3), (6.4) and 
the proof is complete. 
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