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ÚVOD
V současné době se stále častěji buduje či nahrazuje centralizovaný výpočetní systém
za distribuovaný, a to především z hlediska zvýšení spolehlivosti, dostupnosti a prů-
chodnosti vytvořením vícenásobných zdrojů a jejich následnému rozdělení do více
uzlů. Abychom však dosáhli distribuovanosti, je zapotřebí realizace pomocí někte-
rého z distribuovaných algoritmů.
Existuje mnoho kategorií, do kterých lze rozdělit distribuované algoritmy. V mé práci
se zaměřím na „gossip-based aggregation“ algoritmy, jež jsou založeny na náhodné
komunikaci, které poskytují robustnost, škálovatelnost, výpočetní a komunikační
účinnost a vysokou stabilitu při přerušení.
Z gossip-based aggregation algoritmů jsem se zaměřil na Push-sum protokol, což
je symetrický protokol pro výpočet hodnot v uzlech sítě a šíření informací v de-
centralizovaných a asynchronních systémech. Avšak může nastat chyba v některém
z uzlů sítě, což může vést k odklonu finální hodnoty a rychlosti konvergence. Chyb
v distribuovaných sítích, které mohou nastat je více druhů, v mé práci se zaměřím
na mrtvý uzel v síti.
Abychom byli schopni popsat a analyzovat určitou chybu v distribuované síti, je
zapotřebí využít některého z matematických nástrojů a simulačního prostředí. Dis-
tribuovaný systém se sestává z množiny procesů a komunikačních sítí, které lze
reprezentovat jednoduchým neorientovaným grafem, čímž můžeme využít poznatky
z teorie grafů a dále pro výpočet využít lineární algebru, díky níž lze grafy reprezen-
tovat pomocí matice sousednosti. Pro realizaci těchto matematických úloh najdeme
nejlepší využití v simulačním prostředí, kde si můžeme ověřit správnou funkci vytvo-
řeného modelu. Pro naše potřeby bylo vybráno simulační prostředí softwaru Matlab,
kde byly realizovány experimenty na vybraných topologiích sítě, jako jsou plně ko-
nektovaná mřížka, stromová, hvězdicová a kruhová topologie.
Tato práce se zabývá problematikou distribuovaných algoritmů a matematického
aparátu popisujícího tyto algoritmy. Bude provedena analýza vlivu mrtvého uzlu
a stochastických vlastností protokolu Push-sum na rozptyl finální hodnoty a rych-
losti konvergence v prostředí Matlab.
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1 DISTRIBUOVANÉ SYSTÉMY
Distribuované systémy jsou specifickým typem paralelních systémů, ve kterých se
jednotlivé části procesů vykonávají současně na dvou nebo více prvcích, které spolu
komunikují přes síť, zatímco centralizovaný systém spravuje procesy na jediném
prvku.
Distribuovaný systém si lze představit jako soubor navzájem nezávislých prvků,
které se pro koncového uživatele jeví jako jeden celek. Jako reálný příklad použití
distribuovaného systému můžeme uvést ilustraci počítačové sítě, jako je na obr. 1.1.
Na rozdíl od případu, kdy má každý uživatel svůj vlastní počítač, tak se může v ta-
kovéto síti nacházet speciální místnost se souborem počítačů, které nepatří žádnému
konkrétnímu uživateli, ale jsou dynamicky přidělované podle potřeby. Systém jako
celek má jeden souborový systém, ke kterému má přístup každý uživatel z každého
počítače. Pokud chce uživatel vykonat v systému nějakou úlohu, systém si sám zjistí
nejlepší místo, kde danou úlohu vykoná. Může to být počítač, který je právě využí-
vaný uživatelem, ale taktéž to může být počítač, který patří někomu jinému a právě
se nepoužívá [1].
Obr. 1.1: Ukázka distribuovaného systému.




• zvýšení výkonosti paralelizací,
• zvýšení spolehlivosti replikací.
Výhody distribuovaných systémů
Výkonnost:
• distribuovaný systém může dosáhnout lepšího celkového výkonu než systém
centralizovaný,
• více uzlů by mělo zvýšit výkon.
Spolehlivost:
• výpadek jednoho uzlu nesmí způsobit nefunkčnost algoritmu,
• při selhání části systému může zbytek systému pokračovat v činnosti,
• nelze spoléhat na existenci přesných globálních hodin (každou celou hodinu si
všechny uzly zaznamenají poslední).
Přizpůsobivost:
• každý uzel je schopný samostatné funkčnosti,
• každý uzel vykonává rozhodnutí nezávisle na ostatních,
• procesy i prostředky mohou být přemístěny na jiný uzel.
Rozšiřitelnost:
• kapacita a výkon systému může být po částech zvyšován,
• žádný uzel nemá úplnou informaci o celkovém stavu systému,
• uzly se rozhodují pouze na základě lokálně dostupných informací.
Sdílení:
• sdílení společných dat a periferií,
• sdílení a vyvažování výpočtové zátěže při vzdáleném běhu procesů.
Neýhody distribuovaných systémů
Software:
• velké požadavky na hardware.
Propojení do sítě:
• velké požadavky na hardware.
Bezpečnost:
• snadný přístup k datům vyvolává nutnost utajení [2].
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1.0.1 Modely distribuovaných systémů
Procesorové – vytvoří se proces pro zpracování požadavku, umožňuje tak paralelní
zpracování více požadavků.
Podle způsobu uchování stavu rozpracovanosti požadavku se dělí na [3]:
1. Stavové – pamatuje si stav rozpracování požadavku.
2. Bezestavové – stav je předán klientu spolu s odpovědí, zpět je přenesen spolu
s dalším požadavkem klienta.
Podle používaných komunikačních služeb se dělí na servery využívající:
1. Spojované služby – virtuální okruhy.
2. Nespojované služby – spolehlivé a nespolehlivé datagramové služby.
1.0.2 Charakteristika distribuovaných systémů
Neexistuje globální stav distribuovaného systému, jelikož neexistuje společná paměť,
která by dovolila tento stav zachytit. Procesy se řídí vnitřními událostmi a událostmi
spojenými s přijetím nebo vysíláním zprávy. Distribuovanost je dána způsobem re-




– rozložení dat v jednotlivých místech systému.
• Distribuovanost řízení (neexistuje žádný hlavní proces).
1.1 Distribuované algoritmy
Distribuované algoritmy jsou využívány ve více prostorovém prostředí, kde jednot-
livé procesy komunikují prostřednictvím zpráv. Realizace distribuovaných algoritmů
způsobuje z hlediska operačních systému potíže v následujících oblastech:
• při řešení algoritmů vzájemného vyloučení,
• při řešení problémů se zablokováním (uvíznutím) procesů,
• při ukončování procesů,
• při řízení přenosu dat,
• při zajišťování pravidelnosti distribuovaného rozhodování.
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Funkce algoritmu:
1. Kořenový proces pošle zprávu všem svým následníkům podle topologie.
2. Po přijetí pošle každý uzel zprávu všem svým následníkům a čeká na odpověď.
3. Po přijetí odpovědi od všech svých následníků, pošle svou odpověď svému
předchůdci, je-li proces list stromu, odpovídá okamžitě.




• odolnost proti poruchám,
• požadavky kladené na síť [4].
1.1.1 Stochastické algoritmy
Systémy provádějící distribuované algoritmy se skládají z prostorově distribuovaných
entit, jejichž cílem je komunikovat s druhými tak, aby plnili specifické funkce jako
celku. Vzájemná komunikace mezi nimi je realizována prostřednictvím předávání
zpráv. Rozlišujeme dva typy zpráv [5]:
• Synchronní – systém je tvořen synchronizovanými entitami a jsou vždy při-
praveny přijímat zprávy od jiných subjektů v systému.
• Asynchronní – systém se může skládat ze zařízení, které nejsou schopny rea-
govat v reálném čase.
Distribuované systémy mohou být popsány několika specifickými rysy. Mezi nej-
důležitější funkce distribuovaného systému můžeme uvést následující:
• entity v systému nesdílejí navzájem hodiny,
• entity jsou jen částečně vědomi dalších prvků v systému,
• entity nemají informace o systému jako celku,
• entity nemusí být ekvivalentní k sobě navzájem,
• entity nejsou informovány o selhání jiné entity v systému.
Entita je prvek, který je schopný měnit stav systému. V mnoha případech pře-
devším v těch, které zahrnují síťové distribuované systémy. Danými entitami bývají
různé druhy zpráv, kterými jednotlivé uzly sítě komunikují a na základě kterých se
mění stavy těchto uzlů [6].
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1.1.2 Drby založené na agregaci algoritmů
Existuje mnoho kategorií, do kterých lze rozdělit distribuované algoritmy. V této
práci se zaměřím na takzvané „gossip-based aggregation“ algoritmy, což jsou v pře-
kladu drby založené na agregaci algoritmů.
Gossip algoritmy se objevily jako komunikační a výpočetní modely rozsáhlých síťo-
vých systémů. Tyto algoritmy jsou založeny na náhodné komunikaci, která poskytuje
pravděpodobnostní záruky na rychlost konvergence a přesnost. Poskytují také ro-
bustnost, škálovatelnost, výpočetní a komunikační účinnost a vysokou stabilitu při
přerušení [7].
Tato sada algoritmů je druh komunikace na počítači, inspirovaná šířením informací
mezi lidmi přes sociální prostředí. Sadu těchto algoritmů lze charakterizovat třemi
hlavními atributy [7]:
1. Rozšířitelnost – růst velikosti sítě výrazně nesníží výkon systému, při provádění
algoritmu „gossip-based aggregation“. Každá entita distribuovaného systému
odešle pevný počet zpráv bez ohledu na velikost systému, stejně jako to pro-
vádí jednoduchý algoritmus pro výměnu informací s malou rychlostí. Aby se
mohli naplnit konkrétní funkce, tak konkrétní entity musí být informovány
o totožnosti subjektů v sousední oblasti.
2. Adaptabilita – gossip algoritmy umožňují snadno odstranit entity z distribu-
ovaného systému. V některých případech jsou implementovány mechanismy
k provedení této akce v algoritmu.
3. Degradace – gossip algoritmy mají určitou prahovou hodnotu 𝑓 . Pokud není
prahová hodnota překročena, tak je zaručena správná funkce algoritmu. Spo-
lehlivost gossip algoritmu je dána pravděpodobností, že nenastane více než
𝑓 selhání. Tuto pravděpodobnost lze těžko odhadnout, jelikož může být ovliv-
něna parametry, které se těžko hodnotí. Proto se v praktické implementaci
očekává, že tento algoritmus nebude rychle degradován, i za předpokladu pře-
kročení prahové hodnoty 𝑓 .
Z gossip-based aggregation algoritmů jsem se zaměřil na Push-sum protokol.
1.1.3 Push-sum protokol
Push-sum je symetrický protokol pro výpočet hodnot v uzlech sítě a šíření informací
v decentralizovaných a asynchronních systémech. Algoritmus je plně decentralizo-
vaný a je vhodný u rozsáhlých sítí. Navrhovaný přístup kombinuje jednoduchost
přístupu push a účinnost přístupu pull. Systémy Push-pull nemohou být přímo vy-
užité v asynchronních systémech, protože vyžadují synchronní spárované komuni-
kační operace k zajištění jejich přesnosti. Ačkoli Push schémata zaručují přesnost
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i při asynchronní komunikaci, trpí naopak pomalejší a nestabilní konvergencí. Sy-
metrický Push-sum protokol nevyžaduje synchronní komunikaci a dosahuje rychlosti
konvergence podobné jako u režimu Push-pull, při zachování přesnosti stability sys-
tému.
V průběhu celého procesu každý uzel uloží dvě hodnoty:
1. Hodnotu vnitřního stavu.
2. Hodnotu váhy.
Hodnota vnitřního stavu je nastavena na výchozí hodnoty uzlu na začátku celého
procesu. Počáteční váha se rovná jedné pro všechny uzly v distribuovaném systému
[8].
Funkce protokolu Push-sum
Funkce protokolu probíhá následovně, v průběhu každé iterace si každý uzel vybere
náhodně jednoho ze svých sousedů. Tomuto sousedu je odeslána dvojice poloviny
hodnoty vnitřního stavu a váhy. Tato informace je také uložena ve vnitřní paměti
vysílajícího uzlu. Všechny uzly vypočítají odhad průměru výpočtem poměru hodnot
parametrů vnitřního stavu a váhy. Tento postup se opakuje, dokud systém nedosáhne
součinnosti, tedy rozdílu mezi maximální a minimální hodnoty v rámci systému, což
je menší než 0, 00015. Ověření správné funkce Push-sum protokolu lze zkontrolovat
globálním součtem všech odhadů v systému, který by měl být konstantní v každé
iteraci. Podmínka správné funkce také říká, že součet všech hodnot vnitřního stavu
a váhy by měla být stejná během celého procesu [9] [10].
Avšak může nastat chybovost či úplný výpadek uzlu, například v důsledku snižu-
jícího se připojení, čímž se zvyšuje počet iterací. V mé práci se zaměřím na selhání
uzlu v síti.
1.1.4 Chyby v distribuovaných sítích
Mrtvý uzel v síti
Důležitým aspektem v analýze selhání uzlu je topologie sítě. Dopad při selhání uzlu
je velmi odlišný, jak u silně propojené sítě, kde má každý uzel velké množství sou-
sedních uzlů, tak u slabě propojené sítě, kde má uzel omezené množství sousedních
jednotlivých uzlů.
Za předpokladu, že mrtvý uzel již nevysílá, tak se v síti přizpůsobí nové řešení za
předpokladu, že po odstranění mrtvého uzlu síť zůstává připojena, tedy pokud exis-
tuje cesta spojující uzly, mezi nimiž byl konkrétní uzel odstraněn. Pokud náhradní
cesta mezi uzly neexistuje, dojde k odpojení sítě. Stav odpojení, či nalezení nového
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řešení záleží na topologii sítě, tedy na podmínce odolnosti 1.1, ve které by měl být
určen minimální počet uzlů, jejichž odstranění vede k odpojení. Dále by měla být
splněna taková podmínka, kdy při výpadku jednoho uzlu je dočasně nepřístupná jen
malá část informací a ostatní informace z jiných uzlů jsou stále k dispozici.
|𝐷| < 𝐾(𝑁) ∧ 𝑛𝑑 /∈ 𝐶(𝑁);∀𝑛𝑑 ∈ 𝐷. (1.1)
𝐷 je počet odebraných uzlů, 𝐾(𝑁) je minimální počet uzlů, jejichž odstraněním
dojde k odpojení, 𝐶(𝑁) počet uzlů sítě 𝑁 a 𝑛𝑑 mrtvý uzel. Dalším důležitým aspek-
tem v případě selhání uzlu je počet sousedů 𝑑(𝑛𝑖) mrtvého uzlu, čím více sousedů,
tím větší negativní vliv na výkon sítě.
Aktualizace pevných hodnot
Dalším scénářem při selhání uzlu může být aktualizace pevnou hodnotou. V tomto
scénáři má konkrétní uzel 𝑁 pevné hodnoty ve všech iteracích přenosu. Tato chyba
má devastující účinek v celé síti. Značně se zvýší počet iterací. Pokud je v síti
přítomen jeden uzel s pevnou aktualizací hodnot, tak v ostatních přenosech již není
dosaženo součinnosti. Již přijímání pevné hodnoty v první iteraci ovlivňuje konečný
výsledek, zvyšuje se tak chybovost. Chování sítě je mnohem předvídatelnější než
v případě mrtvého uzlu, vliv na výkon sítě závisí na počtu sousedů uzlu s pevnou
aktualizací hodnot.
Aktualizace přijatých hodnot
Poslední scénář selhání uzlu opět souvisí s aktualizací hodnot iterace uzlu. V tomto
případě poškozený uzel není schopen vypočítat hodnotu, představující stav uzlu po
provedení k-té iterace, proto se jeho stav aktualizuje z hodnoty přijaté od svých sou-
sedů předchozí iterace. Uzel sám o sobě není schopen rozpoznat, že neběží správně.
Pouze vytvořením kontrolního mechanismu, lze umožnit uzlu předpovědět, jak se
mění hodnota uzlu v další iterace. Oproti pevné aktualizaci nemusí tato chyba vést
ke katastrofálním výsledkům [11].
1.1.5 Základní prvky distribuovaných algoritmů
V distribuovaném prostředí jsou spolu svázány dva komponenty.
Procesy:
• reagují na určité události.
Komunikační spoje:
• zajišťují informační vazby mezi procesy.
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Vlastnosti spojů distribuovaných algoritmů
Statické vlastnosti spojů (topologie):
• úplné polygonální (úplné vzájemné propojení),
• neúplné polygonální (neúplné vzájemné propojení),
• stromové (mezi dvěma uzly existuje právě jedna cesta),
• Hvězdicové (jeden hlavní centrální uzel),
• Kruhové (jednosměrné, obousměrné).
Dynamické vlastnosti spojů (chování při přenosu dat):
• zabezpečení sekvenčního přenosu,
• zabezpečení proti chybám,
• časové parametry při přenosu zpráv,
• zpoždění,
• ochrana proti zahlcení,
• ochrana proti zablokování [3].
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2 MATEMATICKÉ NÁSTROJE A SIMULAČNÍ
PROSTŘEDÍ PRO ANALÝZU DISTRIBUO-
VANÝCH ALGORITMŮ
Distribuovaný systém se sestává z množiny procesů a komunikačních sítí, které mo-
hou komunikovat s ostatními procesy. Každý proces představuje přechodový systém,
což znamená, že systém je schopný měnit své (vnitřní) stavy v diskrétních časových
okamžicích. Předpokládá se, že procesy jsou navzájem propojené komunikačními
linkami, čímž vytváří komunikační síť. Komunikační síť je nejčastěji reprezentovaná
jednoduchým neorientovaným grafem 𝐺 = (𝑉,𝐸), kde 𝑉 je množina procesů a 𝐸 je
množina komunikačních linek. Ve speciálních případech lze uvažovat i o reprezentaci
komunikační sítě orientovaným grafem.
2.1 Teorie grafů
Grafem obvykle znázorníme určité situace, nebo realizaci rozličných problémů, jako
například počítačovou síť, postup stavby rodinného domu, sociologické vztahy ve sku-
pině apod.
V základní definici grafu popisujeme hrany mezi dvojicemi vrcholů pomocí dvou-
prvkových podmnožin těchto vrcholů. Graf je uspořádaná dvojice 𝐺 = (𝑉,𝐸), kde
𝑉 je množina vrcholů a 𝐸 je množina hran. Hranu mezi vrcholy 𝑢 a 𝑣 píšeme jako
(𝑢, 𝑣). Vrcholy spojené hranou jsou sousední. Grafy si obyčejně představujeme v ta-
kové analogii, že vrcholy jsou body a hrany jsou čáry mezi nimi, jako na obr. 2.1, kde
𝑉 = {1,2,3,4,5,6} a 𝐸 = {(1,3),(1,6),(2,5),(3,4),(3,6)}. Každý vrchol patří do mno-
žiny 𝑉 a každá hrana patří do množiny 𝐸. Některé vrcholy nemusí být spojené
žádnou hranou, takové vrcholy nazýváme izolované. Číselné hodnoty specifikují je-
jich délku. Rozeznáváme grafy orientované a neorientované [12].
Obr. 2.1: Ukázka obecného grafu.
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2.1.1 Neorientované grafy
Takzvaný neorientovaný graf, jako na obr. 2.2, je grafem konečným, má tedy konečný
počet uzlů a hran. Někdy bývá uvažováno vícero hran mezi dvěma uzly, čímž se jedná
o takzvaný multigraf.
Obr. 2.2: Ukázka neorientovaného grafu.
Neorientovaný graf nazýváme spojitým, pokud existuje cesta z každého vrcholu
do každého jiného vrcholu. Pokud graf neobsahuje smyčky, hrana ve tvaru (𝑢, 𝑢),
nebo více hran mezi stejnými vrcholy, tak se graf nazývá jednoduchý, což znamená,
že hrana (𝑢, 𝑢) sousedí s vrcholem 𝑢 a vrcholem 𝑣. U takových grafů jdou hrany
oběma směry. Například hrana (1, 3) sousedí s vrcholem 3. Každý vrchol má určitý
počet stupňů, což je počet hran, které s nimi sousedí, tuto skutečnost můžeme
vyjádřit vztahem 2.1
𝑑(𝑣𝑖) = |𝑁(𝑣𝑖)|, (2.1)
kde písmeno 𝑑 značí stupeň vrcholu. Například vrchol 3 má stupeň 3, zatímco
vrchol 4 má stupeň 2. Vrchol 𝑢 je soused s vrcholem 𝑣, pokud existuje hrana mezi
nimi. Například vrchol 1 sousedí s vrcholem 2, 3 a 4.
Pokud si graf vyjádříme pomocí matice sousednosti, která bude popsána níže, mů-









Orientovaný graf nazýváme silně souvislým, pokud existuje cesta mezi každými
dvěma vrcholy grafu. Někdy je k hranám přiřazen i jejich směr, potom hovoříme
o orientovaných grafech. Hrany v orientovaných grafech se znázorňují šipkami, které
určují jejich směr, jako na obr. 2.3.
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Obr. 2.3: Ukázka orientovaného grafu.
Odcházející stupeň vrcholu, je počet hran, které začínají v daném vrcholu. Při-
cházející stupeň vrcholu, je naopak počet hran, které končí v daném vrcholu. Na-
příklad vrchol 4 má přicházející stupeň 2 a odcházející 1. Pokud bychom chtěli určit
počet stupňů, nebo-li počet sousedů určitého vrcholu, použijeme vztah 2.3
𝑑(𝑣𝑖) = 𝑑𝑜𝑢𝑡(𝑣𝑖) + 𝑑𝑖𝑛(𝑣𝑖), (2.3)









2.1.3 Speciální typy grafů
Neorientovaný graf nazýváme stromem, který může být acyklický, jako na obr. 2.4,
nebo zakořeněný jako je tomu na obr. 2.5.
Obr. 2.4: Neorientovaný acyklický graf.
Strom je zakořeněný, pokud má jasně vyznačen nejvyšší vrchol ⇒ kořen. Každý
vrchol má právě jednoho rodiče a může mít libovolný počet dětí.
Úplný graf obsahuje hranu mezi každou dvojicí vrcholů, jako je tomu znázorněno
na obr. 2.5.
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Obr. 2.5: Neorientovaný zakořeněný graf.
Cesty grafu
Cesta z vrcholu 𝑥 do vrcholu 𝑦 je taková postupnost vrcholů (𝑣0, 𝑣1, . . . , 𝑣𝑘), že 𝑣0=𝑥
a 𝑣𝑘=𝑦 a hrany (𝑣0, 𝑣1), (𝑣2, 𝑣3), . . . patří do množiny hran 𝐸. Celková délka cesty se
označuje jako 𝑘 [13].
Cesta je jednoduchá, pokud neobsahuje více jak dva vrcholy, kromě začátku a konce
cesty. Cestu nazýváme cyklem, pokud je to cesta z určitého vrcholu do toho stejného
vrcholu.
2.2 Lineární algebra
Lineární algebra je jedna z nejvíce známých matematických disciplín, protože má
bohaté teoretické základy a mnoho užitečných aplikací vědy, jako například řešení
soustav lineárních rovnic či výpočetní determinant.
Základní pojmy a metody lineární algebry zasahují do téměř všech oblastí moderní
matematiky, jako například v technice, informatice, statistice a dalších. Lineární
algebra je jazyk, který slouží k vyjádření geometrických ideí, pokud bychom chtěli
zapsat graf, tak nejtypičtější zápis grafu je pomocí matice, respektive matice sou-
sednosti. Abychom mohli vyjádřit matici sousednosti, tak se nejprve musí očíslovat
všechny vrcholy v grafu. Za rozměr matice se zvolí počet vrcholů, kdybychom měli
například graf se čtyřmi vrcholy, ale matici rozměrů jen 3𝑥3, nemohli bychom zapsat
hrany vedoucí z, nebo do čtvrtého vrcholu. Nechť 𝐺 = (𝑉,𝐸) je graf s 𝑛 vrcholy,
označené (𝑣1, . . . , 𝑣𝑛) v libovolném pořadí. Matice sousednosti grafu 𝐺 je čtvercová
matice
𝐴𝐺 = (𝑎𝑖𝑗)𝑛𝑖𝑗−1, (2.6)
definovaná předpisem:
𝑎𝑖𝑗 =
⎧⎨⎩ 1 {𝑣𝑖, 𝑣𝑗} ∈ 𝐸0 (2.7)
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0 1 0 1
1 0 1 0
0 1 0 1
1 0 1 0
⎤⎥⎥⎥⎥⎥⎦ (2.8)
Pro neorientované grafy platí, že jejich matice sousednosti jsou symetrické, tudíž
sousední uzly jsou si navzájem rovnocenné, což můžeme vyjádřit matematickým
vztahem 2.9
𝑁(𝑣𝑖) = 𝑣𝑗 : (𝑣𝑖, 𝑣𝑗) ∈ 𝐸. (2.9)
Pro orientované grafy bude situace zápisu velmi podobná jako u neorientovaných
grafů, s tím rozdílem, že si musíme uvědomit, že první číslo matice znamená odkud
a druhé kam hrana vede, tato situace je vyjádřena vztahem 2.10 celkového počtu
sousedů pro uzly, které jsou v orientovaném grafu nazývány jako rodičovský uzel,
což je počáteční bod hrany.
𝜋(𝑣𝑖) = 𝑣𝑗 : (𝑣𝑖, 𝑣𝑗) ∈ 𝐸. (2.10)
Tento vztah můžeme dále rozšířit o matematický vztah 2.11 celkového počtu
sousedů pro takzvaný dětský uzel, což je koncový bod hrany.
𝜆(𝑣𝑖) = 𝑣𝑗 : (𝑣𝑖, 𝑣𝑗) ∈ 𝐸. (2.11)
Přestává totiž platit, že hodnota prvku na souřadnicích např. (1, 2) je stejná
jako hodnota prvku na pozici (2, 1). Proto matice sousednosti orientovaného grafu
nemusí být nutně symetrická.
Další způsob popisu grafu může být za pomoci Laplaceovy matice, která je de-
finována vztahem 2.12
𝐿𝑖𝑗 =
⎧⎨⎩ 𝑑(𝑣𝑖) 𝑖 = 𝑗−𝐴𝑖𝑗 𝑖 ̸= 𝑗 (2.12)
Abychom však získali tuto matici, tak musíme nejprve vypočíst rozdíl matic 𝐷𝐺
a 𝐴𝐺 podle vzorce 2.13
𝐿𝐺 = 𝐷𝐺 − 𝐴𝐺, (2.13)
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kde 𝐿𝐺 je výsledná Laplaceova matice a 𝐷𝐺 je diagonální matice, která znázor-
ňuje, v jaké pozici jsou stupně jednotlivých vrcholů grafu 𝐺 na diagonále a 𝐴𝐺 je
matice sousednosti grafu 𝐺 [14].
Pro realizaci výše zmíněných matematických úloh najdeme nejlepší využití v si-
mulačním prostředí, kde si můžeme ověřit správnou funkci a následně i experimen-
tovat s vytvořeným modelem.
2.3 Simulace
Simulace je metoda získávání nových znalostí o systému experimentováním s jeho
modelem. V klasické teorii modelování pod pojmem simulace se rozumí poslední
fáze vytvoření modelu, experimentování s modelem, vykonávání různých simulač-
ních experimentů pomocí modelu nejčastěji realizovaného počítačem. Pro získání
potřebných informací obvykle potřebujeme opakovat simulační experimenty více-
krát a s různými parametry.
Proces experimentování v reálném světě je vždy zatížený chybami měření a dal-
šími faktory, které můžou způsobit problémy při interpretaci výsledků. Navíc jsou
experimenty s reálnými systémy často neekonomické, nevhodné, nebo nerealizova-
telné, zejména u nákladných a složitých síťových systémů. Proto používáme metody
počítačové simulace, která výše zmíněné nevýhody nemá [15].
2.3.1 Proces vytvoření modelu
Modelování představuje přechod od zobrazovaného systému k modelu. Tato fáze je
klíčová natolik, jak je model systému nevyhovující, výsledky které získáme prací
s ním budou také nevyhovující, nebo dokonce nesprávné.
Modelování je funkcí cílového projektu. Vhodný model systému není nevyhnu-
telně takovým, který daný systém opisuje s co největší přesností, protože příliš de-
tailní a propracovaný model:
a) vyžaduje enormní množství času na návrh, konstrukci a testování,
b) zabírá příliš mnoho výpočtových zdrojů,
c) vygeneruje příliš mnoho údajů, které budou muset být analyzované dodatečně.







4. Dostupnost (často jediný způsob zkoumání).
5. Flexibilita (možnost modelovat i velmi složité systémy).
Nevýhody simulačních metod
1. Problém validity modelu.
2. Náročnost na výkon počítače.
3. Neflexibilní při změně parametrů, je proto často potřebné simulaci opakovat.
4. Problém nepřesnosti a nestability numerického řešení.
5. Často vysoká náročnost vytváření simulačního modelu [16].
2.3.2 Matlab
Matlab je jediným ze specializovaných softwarů určený na řešení, modelování a si-
mulaci matematických úloh. Široký výběr funkcí a jejich aplikací nabízí několik
možnosti při řešení problému a tvorbě modelu.
Matlab je jazyk pro technické výpočty, zahrnující výpočet, vizualizaci a programo-
vání v jednom snadném použitelném prostředí, kde problémy a jejich řešení jsou
vyjádřeny ve známém matematickém zápisu. K typickým způsobům využití patří:
• matematika a výpočty,
• algoritmizace,
• modelování, simulace a prototypování
• analýza dat, průzkum a vizualizace
• vědecká a technická grafika,
• vývoj aplikací, včetně grafického uživatelského rozhraní budovy [17].
Matlab je interaktivní systém, jehož základní údaj je pole, které nevyžaduje di-
menzování. To vám umožní řešit mnoho technických výpočetních problémů, zejména
těch s maticí a vektorovou formulací. Program můžeme psát ve skalárním neinter-
aktivním jazyku, jako je například jazyk C.
2.4 Topologie sítí
Topologie popisuje uspořádání síťových prvků, jako jsou uzly, přepínače a rozbo-
čovače uvnitř počítačových sítí, kde udává strukturu sítě. Topologii sítí můžeme
rozdělit na logickou a fyzickou topologii.
Logická topologie popisuje, jakým způsobem jednotlivá zařízení získávají přístup
k posílání informací po síti.
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Fyzická topologie udává, jakým způsobem jsou jednotlivá zařízení mezi sebou pro-








Topologií se lokální sítě liší od rozsáhlých počítačových sítí, ve kterých se po-
stupně předávají zprávy mezi uzly po dvoubodových spojích (technika „store and
forward“). Lokální sítě využívají přímého propojení komunikačních stanic sdíleným
kanálem, signál vyslaný jednou ze stanic je přijímán ostatním stanicemi sítě. Sítě
jsou někdy označovány jako „broadcast“ sítě. Volba topologie má vliv na řadu vlast-
ností lokální sítě:
1. Rozšiřitelnost – možnost a jednoduchost doplňování stanic do stávající sítě.
2. Re-konfigurovatelnost – možnost modifikovat strukturu sítě při chybě někte-
rých komponentů.
3. Spolehlivost – odolnost sítě vůči výpadku jednotlivých komponent.
4. Výkonnost – využití přenosové kapacity média.
V síti rozdělujeme základní typy topologií, jako jsou (sběrnicová, kruhová, hvěz-
dicová, stromová a plně konektovaná mřížka), kde kruhovou, hvězdicovou, stromo-
vou a plně konektovanou mřížkovou topologii pro 16 uzlů využiji k simulaci vlivu
mrtvého uzlu.
2.4.1 Kruhová topologie
Kruhová topologie jako na obr. 2.6 je uspořádána tak, že jednotlivé stanice jsou
navzájem propojeny a tvoří uzavřený kruh. Data v této síti obíhají od vysílajícího
zařízení přes všechny ostatní zařízení v síti a mohou si je přečíst jen ty stanice,
kterým jsou určena. Pokud se poruší některé zařízení nebo se přeruší kabel, celá sít
vypadne. Výhodou o proti sběrnicové topologii je, že každé zařízení funguje jako
opakovač, zesilující signál a posílá ho dál. K realizaci sítě se používají koaxiální
kabely a optická vlákna. Tato sít se realizuje pomocí technologie Token-ring.
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Obr. 2.6: Kruhová topologie.
Výhody
1. Nevznikají kolize, jelikož data putují jedním směrem.
2. Realizace sítě vyjde poměrně na malé náklady.
3. Neflexibilní při změně parametrů, je proto často potřebné simulaci opakovat.
4. Odpadá potřeba ukončovat sít pomocí terminátorů, které zabraňují zpětnému
odražení signálu
Nevýhody
1. Data musí projít přes všechny stanice, tudíž zbytečné zdržování přenosu.
2. Zhroucení jednoho uzlu znamená nefunkčnost celé sítě.
3. Je těžké najít a odstranit závadu.
4. Při připojování nového zařízení se musí odstavit celá sít.
2.4.2 Hvězdicová topologie
Topologie se skládá se ze samostatných kabelů, které vedou od jednoho zařízení
k druhému pomocí rozbočovače (HUB) nebo přepínače (SWITCH). V případě pře-
pínače se data nasměrují ke správnému adresátovi, odpadá tu tudíž povinnost, aby
data musela projít přes všechny zařízení jako tomu bylo u kruhové topologie. Nao-
pak v rozbočovači se data posílají k dispozici i ostatním stanicím pro které nejsou
určeny, ale přečíst si je může jen adresát. Dochází zde tedy ke stejnému zdržení jako
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u topologie kruhové. Pokud se poruší některé zařízení, vyjma rozbočovače a přepí-
nače nebo kabel který k němu vede, tak to nemá vliv na funkčnost sítě, pouze to
omezí schopnost posílat a přijímat data nefunkčního zařízení. Připojování nových
zařízení je zde mnohem jednodušší než v kruhové topologii. K realizaci sítě se po-
užívají koaxiální kabely. Tato topologie pracuje nejčastěji s technologií Ethernet.
Příklad topologie můžeme vidět na obr. 2.7.
Obr. 2.7: Hvězdicová topologie.
Výhody
1. Selhání jednoho zařízení neochromí celou sít.
2. Nedochází ke kolizím dat.
3. Snadné rozšíření.
4. Snadné nalezení chyby a oprava.
Nevýhody
1. Vyšší spotřeba kabelů.
2. Při selhání rozbočovače nebo přepínače selhání celé sítě.
2.4.3 Stromová topologie
Stromová topologie jako na obr. 2.8 je složena z několika hvězdicových topologií,
které jsou vzájemně propojeny rozbočovači nebo přepínači. Tato topologie má stejné
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výhody i nevýhody jako má hvězdicová topologie. Využití této topologie najdeme
především ve větších firmách.
Obr. 2.8: Stromová topologie.
2.4.4 Plně konektovaná mřížka
Plně konektovaná mřížka nebo také úplná topologie na obr. 2.9. Jedná se o topologii,
ve které je každé zařízení propojené s každým „úplná“ nebo může být použita alter-
nativa, kdy se některé spoje vynechají „částečná“. Výhodou této topologie je velká
spolehlivost. Když některý spoj vypadne data si k cíli najdou jinou cestu. Tato
topologie se využívá především v bezdrátových sítích [18].
Výhody
1. Selhání jednoho spoje neochromí celou sít.
Nevýhody
1. Vyšší spotřeba kabelů.
2. Obtížná instalace.
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Obr. 2.9: Plně konektovaná mřížka.
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3 VLIV CHYBY MRTVÉHO UZLU PRO VY-
BRANÉ TOPOLOGIE
Pro praktický experiment vlivu mrtvého uzlu, byly vybrány čtyři výše popsané to-
pologie, a to kruhová, hvězdicová, stromová a plně konektovaná mřížka. Topologie se
skládají z 16 uzlů, z nichž je vybrán uzel, na kterém se simuluje výpadek a následně
se vyhodnocuje, jaký má tento výpadek vliv na chod celé topologie, případně jestli
zůstane struktura topologie stejná, nebo se změní.
Z hlediska přehlednosti udávám legendu k obrázkům 3.3, 3.4, 3.5, 3.6, 3.10, 3.11,
3.12, 3.13 před výsledky simulovaných výsledků mrtvého uzlu u plně konektované
mřížky a stromové topologie.
Obr. 3.1: Legenda.
3.1 Mrtvý uzel v plně konektované mřížce
V topologii sítě byly jednotlivě simulovány výpadky uzlu 1, 8 a 16, jako na obr. 3.2.
Na obr. 3.3 můžete vidět bezchybnou síť, která konverguje k aritmetickému průměru
inicializačních hodnot uzlů, což je 8,5.
Pokud vypadne uzel 1, tak odklon finální hodnoty, ke které uzly konvergují,
je o necelých 12% větší (obr. 3.4), v porovnání s očekávaným výsledkem finální
hodnoty, ke které uzly konvergují.
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Obr. 3.2: Plně konektovaná mřížka s výpadkem uzlu 1, 8 a 16.
Obr. 3.3: Plně konektovaná mřížka bez chyby.
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Obr. 3.4: Výpadek uzlu 1.
Stejný scénář se opakuje pro výpadek uzlu 16, s tím rozdílem, že finální hodnota,
ke které uzly konvergují, je o necelých 12% menší (obr. 3.5), v porovnání s očekáva-
ným výsledkem finální hodnoty, ke které uzly konvergují.
Obr. 3.5: Výpadek uzlu 16.
Pokud vypadne uzel 8, tak odklon není tak velký, což je dáno tím, že hodnota
se liší méně od aritmetického průměru inicializačních hodnot uzlů, než uzly 1 a 16.
Hodnota, ke které uzly konvergují po výpadku, činí 8,53 (obr. 3.6).
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Obr. 3.6: Výpadek uzlu 8.
3.1.1 Vliv mrtvého uzlu na finální hodnotu, ke které uzly
konvergují
Na obr. 3.7 můžeme pozorovat srovnání vlivu výpadku uzlu v určité fázi algoritmu
na odklon finální hodnoty.
Obr. 3.7: Vliv mrtvého uzlu na odklon finální hodnoty v plně konektované mřížce.
Pokud nastane vypadnutí uzlu na počátku algoritmu, vznikne tak větší odklon
finální hodnoty, ke které uzly konvergují, než na jeho konci. Při výpadku uzlu 1 a 16
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je vliv odklonu takřka stejný. Pokud vypadne uzel 8, je vliv odklonu celkově menší,
kromě ve 25% algoritmu, kde nepatrně vzroste v důsledku „stochastického“ jevu.
3.1.2 Vliv mrtvého uzlu na počet iterací
Na obr. 3.8 můžeme pozorovat srovnání vlivu výpadku uzlu v určité fázi algoritmu
na celkový počet iterací.
Obr. 3.8: Vliv mrtvého uzlu na počet iterací algoritmu plně konektované mřížky.
U plně konektované mřížky dochází ke snížení počtu iterací algoritmu v důsledku
výpadku uzlu sítě. Čím dříve výpadek uzlu nastane, tím více klesá počet iterací
algoritmu, a tím pádem se zvýší rychlost algoritmu, avšak na úkor většího odklonu
finální hodnoty konvergence. Algoritmus se zrychlí, jelikož místo počátečních 16 uzlů
je jich po výpadku jednoho uzlu pouze 15.
3.2 Mrtvý uzel ve stromové topologii
V topologii sítě byly jednotlivě simulovány výpadky uzlu 2 a 4, jako na obr. 3.9, při
různém počtu splněných iterací. Bezchybná síť konverguje k aritmetickému průměru
inicializačních hodnot uzlů, která činí 8,5. Pokud by nastal výpadek dvou a více
uzlů naráz, síť by tak přestala plnit funkcionalitu pro kterou je určená, rozdělila by
se do více topologií.
Při výpadku uzlu 2 v 50 iteraci algoritmu, můžeme vidět na obr. 3.10, došlo
ke vzniku tří nezávislých větví. Každá část algoritmu konverguje k jiné hodnotě,
aritmetický průměr již není celistvý a síť neplní funkcionalitu, ke které je určena.
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Obr. 3.9: Stromová topologie s výpadkem uzlu 2 a 4.
Jednu větev tvoří mrtvý uzel 2 a v důsledku tohoto výpadku, se stal mrtvým uzlem
i uzel 1. Další dvě větve jsou tvořeny danou půlkou hodnot stromové topologie,
jelikož je již uzel 2 nespojuje, byly tak vytvořeny dvě nezávislé větve, které konvergují
k lokální shodě.
Obr. 3.10: Vadný uzel 2 při 50 iteraci ve stromové topologii.
Pokud nastane výpadek uzlu 2 ve 100 iteraci algoritmu, můžeme vidět na obr. 3.11
je odklon finální hodnoty, ke které uzly konvergují menší, jelikož je informace v al-
goritmu více zahrnuta, než v 50 iteraci algoritmu.
Při výpadku uzlu 4 v 50 iteraci algoritmu vznikly dvě nezávislé větve, každá
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Obr. 3.11: Vadný uzel 2 při 100 iteraci ve stromové topologii.
konverguje k jiné lokální shodě, můžeme pozorovat na obr. 3.12. Při přiblížení, které
můžeme vidět na obr. 3.13, byla zjištěna jedna velká struktura, která konvergovala
k jedné hodnotě, což je zapříčiněno větším rozšířením informace a blízkostí uzlů
(1, 2, 3, 5, 6, 9, 10, 11, 12) v dané půlce algoritmu.
Obr. 3.12: Vadný uzel 4 při 50 iteraci ve stromové topologii.
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Obr. 3.13: Zoom vadného uzlu 4 při 50 iteraci ve stromové topologii.
3.2.1 Vliv mrtvého uzlu na finální hodnotu, ke které uzly
konvergují
Na obr. 3.14 můžeme pozorovat srovnání vlivu výpadku uzlu 1, 9 a 16 v určité fázi
algoritmu na odklon finální hodnoty.
Obr. 3.14: Vliv mrtvého uzlu na odklon finální hodnoty ve stromové topologii.
Pokud nastane vypadnutí uzlu na počátku algoritmu, vznikne tak větší odklon
finální hodnoty, ke které uzly konvergují, než na jeho konci. Při výpadku uzlu 1 a 16 je
vliv odklonu takřka stejný. Výpadek uzlu 9 nemá tak výrazný vliv na odklon finální
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hodnoty, jelikož se uzel nachází v blízkosti aritmetického průměru inicializačních
hodnot uzlů.
3.2.2 Vliv mrtvého uzlu na počet iterací
Na obr. 3.15 můžeme pozorovat srovnání vlivu výpadku uzlu 1, 9 a 16 v určité fázi
algoritmu na celkový počet iterací.
Obr. 3.15: Vliv mrtvého uzlu na počet iterací algoritmu stromové topologie.
Stejně jako u plně konektované mřížky dochází ke snížení počtu iterací algoritmu
v důsledku výpadku uzlu sítě. Pokud uzel vypadne v počáteční fázi algoritmu, tak
se sníží počet iterací, které algoritmus potřebuje ke správné konvergenci, než na jeho
konci. Při výpadku uzlu 16 a 1 je nejnižší změna počtu iterací v 75% algoritmu,
kdy může dojít i k mírnému nárůstu počtu iterací, z důsledku hledání nové cesty
k zaslání informace. Pokud vypadne uzel na počátku algoritmu, tak klesne počet
iterací, z důvodu menšího počtu uzlů a tím pádem kratší cesty.
3.3 Mrtvý uzel ve hvězdicové topologii
V topologii sítě byly jednotlivě simulovány výpadky uzlu 2, 8 a 16, jako na obr. 3.16.
Bezchybná síť konverguje k aritmetickému průměru inicializačních hodnot uzlů, což
je hodnota 8,5. Kdyby nastal výpadek uzlu 1, došlo by k rozsypání struktury sítě.
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Obr. 3.16: Hvězdicová topologie s výpadkem uzlu 2, 8 a 16.
3.3.1 Vliv mrtvého uzlu na finální hodnotu, ke které uzly
konvergují
Na obr. 3.17 můžeme pozorovat srovnání vlivu výpadku uzlu v určité fázi algoritmu
na odklon finální hodnoty.
Obr. 3.17: Vliv mrtvého uzlu na odklon finální hodnoty ve hvězdicové topologii.
Pokud nastane chyba na počátku algoritmu, tak finální odklon je nejvyšší, pře-
devším pak u uzlu 2 a 16, jelikož jsou dále od aritmetického průměru inicializačních
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hodnot všech uzlů, tedy finální hodnoty, ke které uzly konvergují. Pokud chyba
nastala ve více jak 25% fáze algoritmu, tak výsledný odklon byl zanedbatelný.
3.3.2 Vliv mrtvého uzlu na počet iterací
Na obr. 3.18 můžeme pozorovat srovnání vlivu výpadku uzlu 2, 8 a 16 v určité fázi
algoritmu na celkový počet iterací.
Obr. 3.18: Vliv mrtvého uzlu na počet iterací algoritmu hvězdicové topologie.
Čím později chyba nastala, tím více se prodloužila doba trvání algoritmu, tedy
došlo ke zvýšení počtu iterací. Když se chyba projevila na konci fáze algoritmu, tak
počet iterací byl nejvyšší. Pokud nastal výpadek uzlu na počátku fáze algoritmu, tak
se počet iterací snížil, v důsledku menšího počtu uzlů, kterým se zasílá informace.
Za polovinou fáze algoritmu se počet iterací prudce zvýšil, jelikož se do již mrtvého
uzlu zaslalo více informací než na počátku.
3.4 Mrtvý uzel v kruhové topologii
V topologii sítě byly jednotlivě simulovány výpadky uzlu 1, 8 a 16, jako na obr. 3.19.
Bezchybná síť konverguje k aritmetickému průměru inicializačních hodnot uzlů, což
je hodnota 8,5. Kdyby nastal výpadek více jak dvou uzlů, tak síť přestane plnit funk-
cionalitu, pro kterou je určená. V důsledku přeuspořádání, by se kruhová topologie
změnila na topologii linkovou.
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Obr. 3.19: Kruhová topologie s výpadkem uzlu 1, 8 a 16.
3.4.1 Vliv mrtvého uzlu na finální hodnotu, ke které uzly
konvergují
Na obr. 3.20 můžeme pozorovat srovnání vlivu výpadku uzlu v určité fázi algoritmu
na odklon finální hodnoty.
Obr. 3.20: Vliv mrtvého uzlu na odklon finální hodnoty v kruhové topologii.
Čím dříve chyba nastane, tím je odklon finální hodnoty větší, jelikož zasílaná
informace není ve všech uzlech zcela obsažena. Výpadek uzlu 1 nebo 16 na počátku
fáze algoritmu, má za následek větší odklon finální hodnoty než uzel 8, což je dáno
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tím, že hodnota uzlu 8 se méně liší od aritmetického průměru. Avšak výpadek uzlu
za polovinou fáze algoritmu je takřka pro všechny stejný, jelikož zasílaná informace
je již více obsažena ve všech uzlech.
3.4.2 Vliv mrtvého uzlu na počet iterací
Na obr. 3.21 můžeme pozorovat srovnání vlivu výpadku uzlu 1, 8 a 16 v určité fázi
algoritmu na celkový počet iterací.
Obr. 3.21: Vliv mrtvého uzlu na počet iterací algoritmu kruhové topologie.
Pokud nastane chyba uzlu, stane se uzel mrtvým a algoritmus se zpomalí, čímž
dochází k růstu počtu iterací, a to především z důsledku přeuspořádání struktury
topologie sítě. Místo kruhové topologie vznikne topologie line.
3.5 Porovnání výsledků dosažené práce
Porovnáním dosažených výsledků bylo zjištěno, že u kruhové topologie byla hodnota
odklonu nejnižší, z hlediska porovnání s ostatními námi zkoumanými topologiemi
až o 0,5%, z čehož plyne, že v lépe konektovaných strukturách je v důsledku chyby na
některém z uzlů, zaznamenám vyšší procentuální odklon konvergence od očekávané
hodnoty.
U plně konektované mřížky a stromové topologie se počet iterací v důsledku
chyby uzlu zmenšuje, čímž narůstá rychlost algoritmu, avšak odklon finální hodnoty
43
konvergence je vyšší. Nejvyšší hodnota nárůstu počtu iterací dosahuje kruhová topo-
logie, jejíž hodnota narostla až o 150%, oproti ostatním topologiím, což je způsobeno
změnou struktury z kruhové topologie na linkovou.
Dále bylo zjištěno, že u stromové a hvězdicové topologie došlo k inverzi počtu
iterací v určité fázi algoritmu. U stromové topologie se inverzní změna počtu iterací
projevila až ke konci fáze algoritmu, z důsledku více zaslané informace do mrtvého
uzlu a hledání nové (delší) cesty k zaslání informace do ostatních jím sousedících
uzlů. Z hlediska topologie hvězdy se inverze počtu iterací projevila již na počátku
fáze algoritmu, jelikož uzel vypadl, aniž by do něj byl zaslán daný počet informací,
proto bylo zapotřebí méně iterací, nežli ke konci fáze algoritmu.
Experimentálně byl ověřen teoretický poznatek o odolnosti takzvaných „gossip-
based aggregation“ algoritmů proti chybám [19].
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4 ZÁVĚR
Cílem práce byla analýza vlivu přítomnosti mrtvého uzlu v distribuovaném systému.
V úvodu je popsána teorie týkající se distribuovaných systémů, přehledu zaměře-
ného na distribuované algoritmy a potenciálních chyb v distribuovaných systémech.
Ze skupiny „gossip-based aggregation“ algoritmů byl zvolen Push-sum protokol,
který je podle teorie výrazně odolný vůči chybám. Dále byl zkoumán vliv přítom-
nosti mrtvého uzlu v distribuovaném systému.
V následující části byl popsán matematický aparát z teorie grafů a lineární algebry,
sloužící k modelování distribuovaných systémů. Jako simulační prostředí byl zvolen
Matlab.
V poslední části práce je analyzován vliv mrtvého uzlu na funkcionalitu protokolu
Push-sum ve vybraných topologiích (plně konektovaná mřížce, stromové, hvězdicové
a kruhové topologie). Bylo zkoumáno, za jakých podmínek přítomnost mrtvého uzlu
zabrání správné fungování protokolu, vliv na rychlost konvergence a odklon finální
hodnoty od očekávané. Aby byl experiment věrohodnější, tak byl pro každou topo-
logii stokrát opakován.
Z výsledků experimentů lze pozorovat, že u plně konektované mřížky a topologie
stromu se algoritmus zrychluje, čím později chyba nastane. U hvězdicové topologie je
výsledek opačný, čím později chyba nastane, tím je algoritmus pomalejší, z důsledku
většího nárazu iterací. Pokud chyba nastane hned na počátku algoritmu, může se
algoritmus zrychlit. U kruhové topologie dojde ke změně topologie na linku, čím
dříve chyba nastane, tím je algoritmus pomalejší. U této topologie je algoritmus
nejpomalejší, jelikož při výpadku jednoho uzlu dochází ke změně struktury topologie.
Vliv mrtvého uzlu na odklon finální hodnoty, ke které uzly konvergují, je u všech
mnou zkoumaných topologií podobný, čím dříve chyba nastane, tím větší odklon
hodnoty konvergence.
Získané výsledky ukázaly, že pro lépe konektované struktury je odklon finální
hodnoty od očekávané větší, v porovnání se slabě konektovanými strukturami. Pokud
se chceme vyhnout nebo snížit účinky mrtvého uzlu na výsledný chod sítě, lze tak
předejít zvýšeným připojením v síti.
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK
𝐴 matice sousednosti
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A OBSAH PŘILOŽENÉHO DVD
Přiložené DVD obsahuje elektronickou verzi práce ve formátu PDF a soubory pro práci
v prostředí Matlab, testované ve verzi 2015. Kompletní obsah přiloženého média je
uveden níže:
• PŘÍTOMNOST MRTVÉHO UZLU V DISTRIBUOVANÉM SYSTÉMU
• ZDROJOVÉ KÓDY M-FILE
– Plně_konektovaná_mřížka.m
– Stromová_topologie.m
– Hvězdicová_topologie.m
– Kruhová,_topologie.m
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