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In this thesis, the lattice Boltzmann method (LBM) in conjunction with the 
Lagrangian particle tracking (LPT) algorithm are employed to numerically investigate: 
(i) the hydraulic responses to a linear array of finite-length nanoposts attached at the 
bottom wall of square microchannels under viscous flow conditions. Different 
configurations of the array are considered as these changes can directly contribute to 
flow pattern deformation. Simulation results indicate that the flow structure strongly 
depends on nanopost height and space between two adjacent nanoposts in the nanopost 
line, but not on the Reynolds number in the range examined. If nanoposts, however, are 
grown far apart from each other, a fully developed velocity profile can be recovered at 
sufficiently long distance downstream and an empirical correlation for calculating the 
recovery length is proposed; (ii) the applicability of a three-point gamma probability 
density function (PDF) found by Voronov et al. (Voronov R.S., VanGordon S.B., 
Sikavitsas, V.I., Papavassiliou, D.V., Appl. Phys. Let. 2010, 97:024101) for flow-
induced stress distributions inside high porosity and randomly structured scaffolds to 
that in structured porous scaffolds. To do that, PDF of flow-induced stresses in 
different scaffold geometries are calculated via flow dynamics simulations. It is found 
that the direction of flow relative to the internal architecture of the scaffolds is 
important for stress distributions. The stress distributions follow a common distribution 
within statistically acceptable accuracy, when the flow direction does not coincide with 
the direction of internal structural elements of the scaffold; (iii) the bulk stress 
distributions in the pore space of columns packed with spheres. Three different ideally-
packed and one randomly-packed configuration of the columns are considered under 
xii 
 
Darcy flow conditions. The stress distributions change when the packing type changes. 
In the Darcy regime, the normalized stress distribution for a particular packing type is 
independent of the pressure difference that drives the flow and presents a common 
pattern. The three parameter (3P) log-normal distribution is found to describe the stress 
distributions in the randomly packed beds within statistical accuracy. In addition, the 3P 
log-normal distribution is still valid when highly porous scaffold geometries rather than 
sphere beds are examined. It is also shown that the 3P log-normal distribution can 
describe the bulk stress distribution in consolidated reservoir rocks like Berea 
sandstone; (iv) the fate and transport of nanoparticles (NPs) as they propagate in 
porous columns that are packed with spherical particles. In this approach, physical 
phenomena that result in particle retention and remobilization are represented by a 
probability for attachment and detachment, respectively. The method is validated with 
experiments where polymer-stabilized purified multi-walled carbon nanotubes 
(PMWCNTs) propagate in a column packed with inert glass beads. Comparison of 
simulation results to the conventional filtration equation leads to the correlation of the 
simulation input parameters to macroscopically observed parameters, such as 
attachment and detachment rate constants. Together with the particle kinetics explored 
by the LBM/LPT simulations with simplicities, transport and kinetics of PMWCNTs in 
crushed Berea sandstone packed columns are experimentally investigated. The columns 
were saturated with brine solution, in which the salt concentration was varied from 0 to 
10wt%. Experimental results show that the presence of polymer coating effectively 
eliminates the effects of salt on particle deposition when the salt concentration is less 
than or equal to 5wt%. At 10wt% salt, when the intensity of Van der Waals attraction 
xiii 
 
strengthens, a drop in particle recovery compared to that of 5wt% is observed. A new 
filtration equation that accounts for the dynamic change of single collector efficiency as 





CHAPTER I. INTRODUCTION 
 
Fluid transport in channels at microscale sizes has attracted considerable attention due 
to its encounter in microfluidics devices for use in a number of engineering disciplines 
such as chemical, biological, and biomedical engineering. As the field of 
miniaturization rapidly expands, this type of flow is easily found in micro heat sinks, 
micro mixers, micro reactors, micro pumps, etc. On the other hand, fluid flow in micro 
pores of porous media is also common. Typical examples include flow in filtration 
columns, membranes, soils, and settling rocks. In this thesis, we direct attention to 
several cases. Specifically, flow in microchannels with heat sinks and flow in micro 
pores of porous scaffolds and packed bed columns are examined using computational 
techniques.  
I.1 Flow in microchannels and heat sinks 
As is well known, a microchip, while operating, generates a lot of heat, which 
might lead to chip malfunction if not be effectively dissipated. The breakdown of chips 
due to thermal heat originates from the breakdown of semiconductor junction at high 
temperature. It is suggested that the operating temperature of a chip should not exceed 
80
0
C, as most of the chips remain functional below this temperature. However, the 
traditionally adopted air-cooling techniques show limited heat transfer ability, raising 
demand for more efficient alternative cooling solutions. In the early 1980s, ideas of a 
mountable microchannel heat sink using liquid coolant were introduced by Tuckermann 
and Pease
1
. By driving water through 100µm microchannels, they demonstrated that the 
device was able to dissipate a heat flux of 780W/cm
2
 with a temperature increase of 
2 
 
71K. The reported encouraging results are in line with predictions from conventional 
heat transfer theory, stating that the heat transfer coefficient for fully developed laminar 
flow in a channel is inversely proportional to the cross section of the channel, 
highlighting the advantages of adopting microchannels for heat transfer purposes.  
Inspiring by the pioneering work of Tuckermann and Pease, a number of 
investigators have  attempted to study such devices in a further extent such as changing 
channel size, shape, and liquid coolant. Mudawar and Bowers
2
 used circular 
microchannels of 902µm in diameter and 5.8mm in length, and reached an ability of 
removing heat fluxes as high as 3000W/cm
2
. The employed coolant was single-phase 
water. Celata et al.
3
 assessed heat transfer performance of flowing water in microtubes 
of different diameters, ranging from 50 to 528µm. An increase of Nusselt numbers with 
tube diameter was observed due to longer thermal entrance lengths in tubes of bigger 
diameters. Lee and Garimella
4
 investigated the effect of channel aspect ratio on Nusselt 
numbers in rectangular microchannels and found that a high aspect ratio favors local 
Nusselt numbers. At a certain aspect ratio, both local and average Nusselt numbers 
rapidly decay in entrance regions, and attain a plateau when flow is fully developed. 
Correlations for local and average Nusselt numbers as a function of channel aspect ratio 
were given that showed reasonable agreement with published data. Interestingly, the 
hyper-exponential decay tendency of local and average Nusselt numbers along the flow 
direction found in rectangular microchannels also holds for the cases of non-rectangular 
channels such as channels of trapezoidal and triangular shape
5, 6
. In association with 
that, the channel geometry effect was confirmed, as heat transfer intensity in triangular 





Microchannels of trapezoidal shape show promise for on-chip integration, and thereby, 
have received closer scrutiny, i.e., how heat dissipation performance of the channels 
would change if the aspect ratio changed
6
. Beside geometric factors affecting heat 
dissipation efficiency of the micro heat sink, effects of heating position also need to be 
addressed. Noticing the fact that heat fluxes on the channel walls are never uniform, 
Lelea
7
 conducted a numerical study on a partially heated microchannel. Her results 
showed a strong dependence of both hydrodynamic behavior and thermal performance 
on heating positions.              
 Along with attention given to microchannel shape and size, considerable work 
has been done on changing liquid coolant or using nanofluids, i.e., with a nanoparticle 
suspension added, as an alternative species of coolant. Badran et al.
8
 used methanol as 
liquid coolant and reported an improvement of 6% in heat transfer performance in 
micro heat pipes. Water was also tested, and shown the improvement of 11%. Lee and 
Mudawar
9
 adopted a pre-cooled procedure of HEF 7100 prior to injection into 
microchannel heat sinks and reported a great enhancement of cooling performance 
when the working coolant was pre-cooled to 0
0
C or below. At such temperature of the 
liquid coolant, dissipation of a heat flux of up to 700W/cm
2
 can be handled. Uddin and 
Feroz
10
 filled their miniature heat pipe system with acetone and ethanol to cool a 
desktop processor. Compared to conventional finned aluminum heat sink with cooling 
fan, the micro heat sink system with such fluids dissipated heat from the heat source 
more efficiently. Between the two studied cooling fluids, acetone shows better heat 
removal performance.        
4 
 
 As mentioned, nanofluids were also subject to intensive consideration for use in 
microchannel heat sinks due to their anomalous thermal behaviors, i.e. abnormal 
enhancement of thermal conductivity with small concentration. Investigations into 
thermal characteristics of nanofluids have brought a wide species of NPs to lab tests, 
such as Cu, CuO, Al, TiO2, carbon nanotubes (CNTs), grapheme, etc. Prior publications 
have confirmed the enhancement in thermal conductivity of fluids with suspended NPs 
compared to that of base fluids
11-14
. There are a number of reasons for the reported 
enhancement after adding NPs, among which are the following
12
: (i) increased surface 
area and heat capacity of the fluid, (ii) increased apparent thermal conductivity of the 
fluid, (iii) intensified the mixing fluctuations and turbulence of the fluid. Details about 




 At the same time, tremendous consideration has been given to explore the 
hydrodynamic behavior of flows in miniature spaces. As being employed to operate 
under unusual conditions, flow is expected to depart substantially from traditional fluid 
mechanics correlations, developed for macro scale. The Darcy friction factor, for 
example, is not able to be predicted by its well-known relation with Reynolds number, 
since that examined in microchannels appears to be either higher or lower than 
theoretical predictions
18
. Discrepancies in flow transition regime and hydrodynamic 
entrance length are also noticed
19, 20
. However, recent innovative ideas of grafting 
nanopost arrays, i.e., arrays of CNTs, from microchannel walls to further enhance heat 
dissipation for liquid cooling lead to the need for understanding hydrodynamic 
behaviors in such systems.  
5 
 
I.2 Fluid transport in scaffolds 
In tissue engineering, scaffolds are widely used as supporting 3D geometries on 
which stem cells attach and differentiate into tissue appropriate for organ 
transplantation. The process for tissue growth from stem cells involves seeding stem 
cells onto the scaffolds, culturing in vitro the cell-seeded scaffolds in suitable culture 
medium, where the cells will proliferate and differentiate into desirous tissue, and 
transplanting the tissue to patient bodies. Therefore, it is of importance to manufacture 
the scaffolds, which meet specific requirements of mechanical characteristics and 
external shape. As noticed in the relevant literature, there are diverse materials being 
used for scaffold manufacturing, including metals, ceramics, and polymers. Due to their 
disadvantages in biodegradation and processability, scaffolds made by metals and 
ceramics have received limited consideration
21
. On the other hand, attention on 
polymeric scaffolds has been continuously growing. Regardless of the construction 
material, typically employed scaffolds should have high ratio of surface area to volume, 
so that uniform loading of stem cells with high cell density on the scaffold structure is 
possible. For this purpose, manufacturing methods aim at creating highly porous 
scaffolds with either structured or unstructured pore networks (see Figure I.1). 
Depending on fabricating methods, the porosity of the scaffolds can be up to 97% with 






Figure I.1. Left: unstructured pore network of a polylactic acid/polyglycolide (PLGA) scaffold; 
Right: structured pore network of a poly(propylene fumarate) (PPF) scaffold. Images from 
Hollister
23
.    
 
As already described, after successfully seeding the scaffolds with stem cells, 
such scaffolds need to be taken to culturing. Culture has been recognized as one of the 
critical steps for obtaining the desired tissue at the end of the process. Typically, in vitro 
scaffold culture can be performed either statically or dynamically. Static culture 
includes soaking the cell-seeded scaffolds into an optimized culture medium, keeping 
the whole system statically for a certain period of time. The term “static” is referred to 
neither disturbance of the culture medium nor contraction or expansion of the surface 
on which the cells attach. Due to the static state, this strategy of culture has been 
reported to result in inhomogeneous cell distribution, in which a majority of cells is 
found at exterior surface of the scaffold
24, 25
. The inhomogeneity is attributed to the lack 
of nutrient supply for cells in internal surfaces, and the accumulation of cellular waste 
products within the scaffold structure without being removed
26
. The dynamic culture 
approach, on the other hand, is found to be able to overcome such mass transfer 
limitations associated with the static culture by circulating the culture medium through 
the scaffold. This dynamic approach involves placing the scaffold into rotatable 
bioreactors, such as the spinner flask and the rotating wall vessel. In addition, the 
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scaffold can also be directly perfused using a perfusion bioreactor, in which the flow of 
the culture medium is circulated by a pump. The main advantages of such devices occur 
because the flow enhances the nutrient and oxygen transport toward the scaffold via 
convection, and reduces waste products accumulating during the cell growth. Also, 
conducting the culture step dynamically is found to stimulate cell growth by exerting 
shear stress on the cells. It has been reported that an increase of average stresses from 
0.2mPa to 1mPa leads to increasing the cell volume fraction from 0.4 to 0.7
27
. However, 
the applied stresses should not be over critical values, otherwise cell detachment and 
necrosis would be induced. It is, therefore, important to be able to predict the stress field 
associated with the chosen operating conditions of flow.       
I.3 Nanoparticle transport in micro pores of packed bed columns 
In recent years, transport of NPs (particles with at least one critical dimension 
smaller than 100nm
28
) into the groundwater system has drawn concentrated 
consideration of investigators. It is motivated by the widespread use of engineered NPs 
in many sectors of engineering, while controlled disposal of such particles has not been 
well regulated. When leaked into the environment, the NPs are able to migrate into the 
subsurface, reach aquifers, and contaminate the ground water. This fact has motivated a 
lot of research on the toxicity of the NPs and their potential risks to the human health as 
well as to other living creatures. For example, silver NPs have been claimed to be 
responsible for severe toxicological effects on the male reproductive system, adverse 
effects on sperm cells, effects on the central nervous system, respiratory effects, and 
argyrosis
29
. In the same vein, CeO2 NPs have been reported to have negative impacts on 
human lung cells causing membrane damage
30
. Together with silver and CeO2 NPs,  the 
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ecotoxicological effects of other metal-based NPs such as gold, copper, and aluminum 
NPs have been described in a review of Schrand et al.
31
. Gold NPs at the size of 14nm 
are toxic to dermal fibroblasts by causing abnormal proteins, which decrease 
significantly cell proliferation, adhesion, and motility. However, their toxicity is highly 
sensitive to their size and shape. In the case of copper NPs, severe toxicological effects 
on the kidney, liver, and spleen of mice have been noticed, while they have promising 
applications in diverse sectors of engineering. Similar to the gold NPs, the toxicity of 
copper NPs is size-dependent, which is nontoxic if the particles are of micron size. In 
contrast, toxicological induction of aluminum NPs varies, depending on which type of 
aluminum-based NPs between aluminum and aluminum oxide NPs one is exposed to. 
Aluminum oxide NPs induce limited toxicity, whereas aluminum NPs significantly 
reduce cell viability, hinder cell phagocytotic ability, and cause toxicological effects on 
mammalian germline stem cells.  
Along with the metal-based NPs, toxicological assessments of carbon-based NPs 
have been conducted. Magrez et al.
32
 studied cytotoxic damage of cultured cells as 
exposed to CNTs, carbon fibers, and carbon NPs. Generally, they all cause proliferation 
inhibition and cell death in the order of carbon NPs > carbon fibers > CNTs. The CNTs 
with functional groups such as carbonyl, carboxyl, and hydroxyl added on their surfaces 
exhibit higher cytotoxicity than non-functionalized ones. Smith et al.
33
 further 
considered the toxicity of singlewalled carbon nanotubes (SWCNTs) to rainbow trout, 
and concluded that the SWCNTs are a respiratory toxicant in trout. Changing of the fish 
behavior, which might be because of gill irritation caused by the SWCNTs was also 
noticed. Furthermore, their findings have highlighted some new modes of SWCNT 
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toxicity in fish, and raised concerns about possible SWCNT-induced neurotoxicity and 
cell cycle defects. Other works done on toxicity assessment of carbon-based NPs and 
accomplishments can be found in a recent review by Morimoto et al.
34
.   
Beside the investigation into deep penetration of the engineered NPs in porous 
media like soil from an environmental standpoint, their transport and kinetics at pore 
scales also attract interest due to their novel applications in enhanced oil recovery 
strategies. These strategies encompass a number of chemical treatments using NPs , 
including reducing mobility ratio between oil and displacing fluids, changing the 
wettability of rock surfaces at the oil-rock interface, and stabilizing foam for foam 
flooding
35-37
. If injected into wellbores, due to their nano-size, NPs are believed to be 
able to travel hundreds of meters away from the wellbores into reservoirs, reaching 
pockets of trapped oils and carrying out interfacial reactions without impeding the flow 
or clogging at small pore throats. In association with the chemical methods, innovative 
thermal recovery using self-heating magnetic NPs is considered as an alternative for 
traditional steam injection. The magnetic NPs, i.e., ferrite NPs, can absorb external 
electromagnetic waves with either high or low frequency, and generate heat by 
changing dipole alignment
38-40
. The alterations in physical properties of NPs open up 
opportunities to make the reservoirs and fractures visible by imaging contrast agents
41, 
42
. Innovative ideas of using NPs as downhole nanosensors are also promising in 
probing temperature, pressure, and stress of the reservoirs, which will lead to better 
understandings of the physical properties of reservoirs
41
. However, as mentioned above, 
if one were to employ NPs, the solution would have to be fabricated in such a way that 
it is stable under harsh salinity and temperature conditions. Furthermore, it should 
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exhibit insignificant deposition onto reservoir rock surfaces and should not exhibit size 
exclusion due to small pore throats. 
It is apparent from both standpoints that complete understanding of the mobility 
of NPs in pore spaces under various physical chemical conditions is important, no 
matter whether deep penetration of the NPs is desired or undesired. At the lab scale, 
studies of packed columns are common forms of investigation into the mobility of NPs 
in porous media. Packing materials in the columns can vary, including granular 
materials, i.e., quartz sand, or consolidated rock samples, depending on research scope. 
The columns can be either fully saturated or partially saturated with working fluids, or 
completely unsaturated. Under such conditions of flow, the mobility of NPs will be 
explored, coupling with other affecting factors, such as the grain size of packing 
materials, the NP size, the pH and ionic strength of the working fluid, the surface 
charge, etc. At the same time with the experimental assessments, predictive models 
describing the transport and kinetics of NPs have also been developed. These models 
are useful in obtaining macroscopic kinetic parameters of the nanoparticle-pore suface 
interaction, leading to upscaling from the lab scale to real reservoir scale.    
I.4 Goal of this work 
The basic goals of this work are summarized in three bullet points as follows: 
 To explore the hydrodynamic responses of an incompressible Newtonian 
fluid creeping over nanopost arrays, grown from micro channel walls. The 
hydrodynamic responses include how the velocity profile is deformed by the 
nanoposts, how long is the recovery length after the deformation (i.e., the 
distance needed downstream  from the nanoposts for the flow to recover to 
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its fully developed pattern), and how the recovery length would vary with 
the nanopost array structure. The works done on this topic are in Chapter III. 
 To explore the flow-induced stress distributions in structured and highly 
porous scaffolds, and investigate how geometric factors affect the 
distributions. The applicability of a predictive PDF for stress distributions in 
scaffolds with random pore structures, i.e., the three-point gamma 
distribution proposed by Voronov et al.
43
, is considered for use in the 
examined structured scaffolds. The validity of such PDF at various 
porosities of the scaffolds is also addressed. The works done are presented in 
Chapter IV. 
 To explore the flow-induced stress distributions in pore spaces, denoted as 
bulk stresses, of packed-sphere beds, as the bulk stresses provoke aggregate 
formation of suspended particles, leading to decreasing mobility of the 
suspended particles by size exclusion and gravitational settling. To a further 
extent, we want to know if a predictive PDF, which is able to reproduce the 
bulk stress distributions in the packed-sphere beds, the highly structured 
scaffolds in Chapter IV, and consolidated sandstones like Berea sandstone 
exists. This is the content of Chapter V. In Chapter VI, we present a 
numerical approach using LBM/LPT simulations to model transport and 
kinetics of suspended NPs in the packed-sphere beds. Results from the 
modeling approach were validated with column experiments, taking inert 
glass beads and PMWCNTs as the granular packing material and dispersant, 
respectively. However, if the PMWCNTs were employed in natural sand-
12 
 
packed columns, i.e., crushed Berea sandstone, saturated by highly saline 
solutions, experimental data showed that available filtration models fail to 
reproduce the breakthrough behavior of the PMWCNTs. Investigation into a 
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CHAPTER II. NUMERICAL METHODOLOGY 
 
II.1 Lattice Boltzmann method 
The LBM is a numerical method to simulate incompressible or compressible 
fluid flow. Instead of solving the classical Navier-Stokes equation, the discrete 
Boltzmann equation is solved iteratively. In LBM, the choice of the number of 
dimensions in space, m, and number of velocity lattice vectors, n, is commonly denoted 
as (DmQn)
44, 45
. The simulations employed herein are D3Q15, and the lattice 
configuration is shown in Figure II.1.  
 
Figure II.1. The cubic lattice of the D3Q15. The associated nodes are classified as following: 
rest node: 0; class I nodes: 1-6; class II nodes: 7-14. 
 
Because of the inherently parallelizable character of the method in a parallel computer 
and rather easy implementation, LBM has been used to simulate a wide spectrum of 
flows (laminar, turbulent, non-Newtonian flows, and multiphase flows)
46
. In addition, 
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according to Chen and Doolen
44
, LBM has three main features that make it to be more 
effective compared to other approaches: (i) the nonlinear convection terms in other 
approaches can be recovered by the combination of a linear streaming and a relaxation 
process; (ii) LBM utilizes an equation of state to calculate the pressure whereas a 
Navier-Stokes solver solves the Poisson equation that often requires special treatment; 
(iii) calculation of macroscopic properties from the microscopic particle density 
functions is simple, because a minimal set of velocity vectors is used in LBM. Its 
numerical accuracy has also been proven to be of second order compared to other 
numerical methods. Another advantage of LBM is that structured meshes can be used to 
mesh complex geometries rather than unstructured meshes that are usually used in 
conventional numerical approaches, like finite volume or finite element methods. No 
remeshing is needed for each new flow configuration with LBM, and the number of 
mesh points is not prohibitive (consider for example that over 800,000 computational 
cells were used to resolve the flow around only a single nanotube in [67] using finite 
volume techniques).  
In the LBM simulation used herein, the geometry is discretized into lattice 
points (solid walls are described by logical ‘TRUE’ value and mesh nodes within the 
void pores are described as logical ‘FALSE’). While in the void spaces, fluid particles 
undergo three steps: propagation, collision, and forcing, in which the particle 
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where f is the particle distribution function, x

 is position, t is time, Δt is the time step, e

 
is the microscopic lattice velocity,  is the collision operator, ff is the forcing factor, 
and i is a lattice direction index. The collision process must be characterized by another 
mathematical model and the single relaxation time approximation model of Bhatnagar-
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  is the lattice speed, Δx is the lattice constant, w is a lattice specific 
weighing factor, and U is the macroscopic velocity. In the BGK collision operator, the 
relaxation time, , is the time scale for the particle distribution function to return to 
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The final step in LBM simulation is to back-calculate the macroscopic properties 
(density ρ and velocity U), from the entire spectrum of discrete microscopic properties 
(local particle distribution function fi and microscopic lattice velocity ei) by applying the 
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where n is the number of velocity lattice vectors including the zero position (the rest 
node) that a fluid particle can stay when it does not move. The simulation mesh consists 
of nx, ny and nz nodes in the x, y and z directions, respectively. Among these, fluid 
nodes are those within the flow field (i.e., within the empty pore space, given the logical 
value “FALSE”) and wall nodes are those that make up the rigid wall (those given the 
logical value “TRUE”). The velocity field generated by solving the above equations 
(Equations II.5 and II.6) is equivalent to solving the Navier-Stokes equations for single-





boundary conditions were applied in all three directions (x, y, z). The no-slip boundary 
condition was applied at the wall faces using the bounce-back technique. In order to 




 The LBM algorithm has been validated for single phase flows in microflows and 
porous media, and shown excellent agreement
47, 48
. In addition, the precision of the 
LBM algorithm was further validated by simulating the velocity field of a 5x5µm 
square channel with no obstacles placed inside. The simulation resolution was chosen to 
be 0.05µm. The simulation results were compared to exact solutions for flow in ducts 
that were found in the work of Marco and Han
49
. A very good agreement between LBM 
results and analytical results was obtained – the maximum velocity and the average 
velocity obtained from simulations deviated 0.18% and 0.2%, respectively, from the 




Figure II.2. Agreement of LBM simulation with analytical solution by Marco and Han in 
generating the velocity profile of water in a 5x5µm square conduit. Velocity data were taken 
along one of the two shorter axes of the plane, which is perpendicular with flow direction. 
Velocity was normalized with the maximum velocity, and position was normalized with the 
channel side.      
II.2 Lagrangian particle tracking 
This method involves following the trajectory of point particles, released at the 
inlet of a geometry (see Figure II.3 for illustration), in the Lagrangian framework, as 
they travel in a certain flow field. 
 
Figure II.3. Left: randomly-packed sphere array; Right: 10,000 particles initially released at 
















The particles are assumed to be passive, i.e., they do not affect the flow field, and 
massless, because the studied dispersed NP suspensions are quite dilute (on the order of 
100ppm), so the presence of the NPs is not expected to affect the flow. In the current 
LPT simulations, the particle-particle interactions are not taken into account. This 
means that the dispersion of a single particle is not affected by other particles, and that 
particles do not have a chance to agglomerate and get bigger in size. Given that no 
particle-particle interaction is considered, the only factor hindering the particle 
dispersion is deposition. The NP motion, therefore, is a combination of convective 
transport (contributed by the velocity field that is obtained from the LBM flow 
simulation) and diffusive transport (contributed by Brownian motion). As a 
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where tU

is the particle velocity at time t and X

 is the travel distance by diffusive 
transport. As particles propagate in the flow field, Δt does not change, therefore we 
employ a static time-stepping approach. The chosen t is small enough in order to 
ensure that particles do not penetrate into the pore wall within one time step. Typically, 





  , where Umax is the maximum fluid velocity in the open space. 
Equation (II.7) provides the new particle position at time t + Δt from the old position at 
time t. It is very rare that the position of a particle would coincide with a computational 
mesh node, so that it could assume the fluid velocity at that node. In the rest of the 
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cases, a trilinear interpolation scheme is used to calculate the particle velocity, Ut, at the 
particle location from the eight neighboring grid nodes.  
The Brownian motion of each of the particles is considered to be a sequence of 
random jumps that are distributed following a normal distribution with zero mean and a 
standard deviation σ, denoted as N(0,σ). The standard deviation is directly related to the 
molecular diffusivity with Einstein’s theory for Brownian motion that results in the 
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where D0 is the nominal molecular diffusivity, and Sc is the Schmidt number (i.e., the 
ratio of kinematic viscosity divided by molecular diffusivity). Equation (II.8) accounts 
for the dependence of the Brownian motion on D0, which depends on the physical 
properties of the particle and the fluid. The LPT algorithm has been validated against 
Taylor-Aris diffusion theoretical predictions in prior work
48
. Because the Taylor-Aris 
equation is limited within diffusion of particles in a circular conduit, the agreement 
cannot be extended for more complex flows, i.e., flow in porous media. To add 
generality to our LPT implementation, hydrodynamic dispersion coefficients of 
particles dispersing through randomly-packed sphere arrays reported by Maier et al.
53
 
were reproduced by our LPT simulations, and plotted in Figure II.4 against the reported 




Figure II.4. Dimensionless hydrodynamic dispersion coefficients as a function of Peclet 
number. Dh/D0 represents the ratio of dimensional hydrodynamic dispersion coefficient over the 
molecular diffusivity of the particles.  
 
As evidenced in Figure II.4, results from the LPT simulations follow the same trend as 
data from from the reference with no significant discrepancies.    
In order to simulate wall-particle interactions in our LPT implementation, 
particles are assigned a probability to be attached by the solid wall upon collision with 
the wall. Thus, when a particle hits the wall, a random number between 0 and 1 is 
generated based on a uniform distribution and compared to a predefined attachment 
probability, pa (0 ≤ pa ≤ 1). In order to keep the particle propagating, the random 
number must be larger than the attachment probability pa. Otherwise, it will be retained 
by the solid wall and will remain attached onto the wall. During each simulation, pa is 
assumed to be constant, since the injected particle suspensions in the experiments are 


















to cover the wall surface significantly, and the deposited particles do not interfere with 
the deposition of new particles. In this case, the change in the wall capacity to capture 
particles is small and can be negligible. Similarly, the same approach is applied to 
examine whether a deposited particle can escape from the wall and remobilize. Thus, 
detachment will only occur if the predefined detachment probability, pd, is larger than 
or equal to a randomly generated number that follows a uniform distribution between 0 
and 1.  This second random number is different from that generated in the attachment 
process. In reality, the attachment and detachment processes can happen at any instant, 
therefore it is necessary to check the conditions for particle attachment and detachment 
at every time step of the LPT simulation. Utilizing the predefined pa values, we can 
simulate a wide range of solid surface conditions, covering both favorable and 
unfavorable conditions for particle deposition. In other words, the factors that affect the 
particle deposition process (such as surface roughness, surface charge, pH, etc.) are 
reflected by a single parameter, pa. In analogy, the detachment of deposited particles is 
determined by the particle detachment probability, pd, that can be used to predict the tail 




CHAPTER III. FLOW RECOVERY FROM NANOPOSTS GROWN AT THE 
WALL OF A MICROCHANNEL 
 
III.1 Introducion* 
Since first reported by Iijima
54
, CNTs have shown a huge potential for 
applications in several technological fields. Due to their cylindrical carbon molecular 
structure, CNTs exhibit unusual physical properties (e.g., thermal conductivity, electric 
current density, strength, etc.), which are extremely high compared to any other 
materials
55-57
. Because of very high thermal conductivity, CNTs are believed to be 
candidates for solving heat transfer issues in high performance electronic devices. 
Growing vertical CNT arrays on a surface can help to increase the performance of 
thermal interfacial materials (TIM)
58, 59
. Investigations that have explored the thermal 
performance of systems employing CNTs as microfins on channel walls have shown a 
dramatic increase in the amount of heat dissipated compared to bare channel walls. This 
amount strongly depends on the microcylinder array architecture, such as number of 
rows and number of columns
60-66
. All of these investigations, however, need to be 
supplemented with an understanding of the hydrodynamics of the flow around micro-
structures, such as posts and cylinders that have been grown in array formation. 
Low Reynolds number flow around an array of circular cylinders (both in 
macroscopic and microscopic scale) has been studied by mathematical models, 
experiments, and simulations. However, because an array of cylinders or posts can be 
placed in different formations, it is difficult to obtain a universal solution that can 
                                                 
*
Most of the material presented in this chapter has been published in N. H. Pham and D. V. Papavassiliou, 




successfully describe all possible cases. In the present study, laminar, single-phase flow 
around nanopost arrays attached to the bottom wall of microchannels with square cross-
section is explored by numerical simulation. Since the mean free path for gases is 
comparable to the size of the nanoposts examined herein, the results apply to the flow of 
liquids rather than flow of gases.   
The height and diameter of the nanoposts are comparable to multi-walled CNTs 
(MWCNTs). Hydrophobicity effects of the nanopost surface are not simulated, so there 
is no slip of the fluid on the nanopost surface. Nanoposts are packed in such a manner 
that the volume fraction occupied by them is very small, and they act simply as 
momentum sinks, so that none of the other drag coefficient correlations with array 
volume fraction dependence can be applied.  Center to center distance between the 
nanoposts in the streamwise direction is assumed to be very large, but the effects of the 
spanwise distance between nanoposts and the effects of nanopost height will be 
addressed. Nanoposts are further assumed to be rigid and non-deformable under the 
flow conditions. This assumption is justified based on prior related work 
67
, where it 
was calculated that for materials like MWCNTs the deflection is insignificant (about 
3.4% of the nanotube diameter at the top of the nanotube) in nanotube array 
configurations and flow conditions such as those used herein. Furthermore, Battiato et 
al.
68
 showed that the deflection effect is noticeable when the flow velocity is above 
5m/s, which is one order of magnitude higher than our highest studied velocity. 
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III.2 Background and simulation set up 
III.2.1 Background 
Table III.1 is a summary of work done by several authors in the past five 
decades for the calculation of normalized drag force per unit length of one cylinder.  
The literature summarized in this table dealt with macroscopic arrays of infinite circular 
cylinders with equal diameter and equal center-to-center distance between neighboring 
cylinders. There is good agreement among analytical solutions with 0 < Θ< 0.4 and 
poor agreement at Θ larger than 0.4, especially when Θ approaches 1. The term 
Θreflects how close cylinders are packed in the arrays, as it is the ratio of cylinder 






Table III.1. Literature overview of analytical solutions for calculating drag acting on one circular cylinder in the square array of cylinders. F/µVh 
denotes the drag per unit length exerted on one cylinder, Θ is the ratio of cylinder diameter to the center to center distance of two adjacent 
cylinders, R is the cylinder radius, b is the center to center distance of two adjacent cylinders, and Φ is the volume fraction of the cylinders. 
 








































Flow passed through an infinite row of 
circular cylinders with same diameter that 
were placed at equal space from the center 


























Flow passed through an infinite square 
array of circular cylinders with same 
diameter, placed at equal space from the 































Infinite many circular cylinders that were 












Flow passed through an infinite square 
array of circular cylinders with same 
diameter, placed at equal space from the 






Table III.1. (Cont.) 














Flow passed through an infinite square 
array of circular cylinders with same 
diameter, placed at equal space from the 



















Flow passed through an infinite square 
array of circular cylinders with same 
diameter, placed at equal space from the 




However, this parameter is  not appropriate  for our cases, because the center-to-center 
distance in the streamwise direction is different than that in the spanwise direction, as 
stated earlier. The applicability of the above mentioned results to microscale systems 
still needs to be explored further both with continuum and subcontinuum models.  
Both molecular based and continuum based methods have been used in the past 
to examine similar flow systems. Walther et al.
75
, using nonequilibrium molecular 
dynamics simulation, investigated flow behavior around the vicinity of arrays of infinite 
CNTs. In that case, drag coefficients were in very good agreement with those obtained 
with the Stokes-Oseen solution, which is a solution obtained based on the continuum 
assumption for fluid mechanics. The opposite conclusion was reached in the work of 
Tang and Advani
76
 when they used a similar molecular dynamics simulation  approach 
to study uniform liquid argon flow past a finite CNT. Significant differences between 
drag coefficients calculated from their simulations and a macroscopic empirical 
correlation proposed by Huner and Hussey
77
 indicated that the flow behavior is 
fundamentally different at the nanoscale level.  
For the case of arrays with nanocylinders of finite length, numerical work by 
Ford and Papavassiliou
67
 with the use of finite volume methods showed a discrepancy 
of up to 25% between two patterns of rigid CNTs attached on a surface: nanotubes 
attached in a straight line and in a forest formation. Battiato et al.
68
 studied the 
flexibility of CNTs when elastic response to fluid flow was taken into account. 
Analytical solutions for the velocity profile and drag coefficient were obtained after 
solving the Navier-Stokes equation and the Brinkman equation simultaneously. Yeom 
et al.
78




cylindrical microposts that were confined between two walls. Their results indicate that 
the drag force per unit length acting on each micropost can be found from a newly 





 when the effects of aspect ratios were neglected. The nanocylinder 
arrays (or microcylinder arrays) in the above mentioned studies had a significant 
volume fraction compared to the entire volume of the channels and each cylinder was 
placed in equal center to center distance.  Effects of the cylinder length on the flow field 
as well as the contribution of the side walls of the channel to drag forces acting on 
nanocylinder arrays have not yet received enough attention.  
III.2.2 Simulation setup  
A fluid having a viscosity of 0.001Pa.s and density of 998kg/m
3
, which is 
equivalent to that of water, was forced through microchannels with square cross-section 
and infinite length. A line of nanoposts with diameter D = 50nm was packed at the 
center of a periodic unit and nanopost height and distance between each individual 





Figure III.1. A periodic unit of a micro square channel with a line of nanoposts located in the 
middle of the channel. The unit length, δx, was 15µm and remained constant at different 
simulations. The distance between each nanopost, d, was varied from 0.1µm to 0.7µm and the 
nanopost height, h, was varied from 0.5µm to 3.5µm. This implies that the nanopost aspect ratio 
was between 10 and 70. 






        (III.1) 
where US is the superficial velocity and a is the size of the side of the square channels. 
Simulation results were mainly obtained from a square channel with a = 5µm. 
Numerical simulations in two other square channels, one with smaller side (4µm) and 
another one with larger side (7µm), were also performed for validating the results. The 
length of the periodic computational domain was 15µm and the simulation resolution 
was 0.05µm for all the simulations. In other words, the grid size of three different 












and 7x7µm channels, respectively. The resolution was chosen so that the nanoposts 
with D = 50nm were treated in the simulation as line sinks of momentum, since they 
were simulated as lines of one grid point in diameter. The choice of nanopost diameter 
and grid resolution has limited the ability of our simulation to simulate gas flow through 
the microchannels. This is because the nanopost diameter is comparable with the mean 
free path of gases, and the continuum assumption might fail in such cases. Simulations 
at sub-continuum level are required if one wants to simulate the flow of gases in the 
current configurations. Nonetheless, this is out of the scope of our work, since we want 
to concentrate on the physics of liquid flows in micro channels for efficient removal of 
heat in high performance micro devices application. 
Three different Re were considered, having the values of 0.0877, 0.438, and 
2.19. Note that  the reported Re is based on the channel size rather than cylinder 
diameter, as was done in prior work for cylinders in infinite flow domains
69-74
. When 
flow passes through a nanopost line, these “obstacles” (or line sinks of momentum) 
deform the flow field and turn it into a developing flow downstream from the posts. As 
we deal with a very small volume fraction of nanoposts, flow might have enough space 
to reform the fully developed pattern before being deformed again by other nanoposts 
downstream. Therefore, knowing the needed distance for fluid flow to retake its fully 
developed profile after passing through a nanopost line is important. That is the reason 
why we introduce the recovery length, L, and this is the distance at which the velocity 
can recover 99% of its fully developed value. In our simulation, this length is 
mathematically defined as the distance downstream of the posts, where the following 



















      (III.2) 
where I, J, and K are discrete nodes in x, y, and z direction, respectively. It is expected 
to be a function of the nanopost height, h, the center-to-center distance between 
nanoposts, d, of a, and of Re of the free stream. 
No slip boundary condition is applied at fluid-solid interfaces and this condition 
is achieved by applying the half-way bounce back technique, in which a fluid particle 
will return to its original position with opposite direction if it hits the wall
45
. Nanoposts 
are assumed to be hydrophilic in this study, so that fluid layers that are in contact with 
the nanopost surfaces are not repelled. Also, periodic boundary conditions are used at 
inlet and outlet to simulate an infinite channel. 
III.3 Results and discussion 
III.3.1 Recovery length 
In Figure III.2 we plot the velocity pattern at the plane where nanoposts were 
packed. The non-parabolic velocity profile indicates a deformation of the flow field, 
even when only 6 nanoposts were packed at 0.7µm away from each other. Because of 
no slip boundary condition at the nanopost-fluid interfaces, the fluid velocity at the 
nanopost faces is immediately reduced to zero. Therefore, other fluid layers have to 





Figure III.2. Velocity profile at the plane containing the nanopost line and perpendicular to the 
flow direction. The side of the square channel side is 5µm and the nanopost height is 3.5µm. 
Each individual in the nanopost line is packed at 0.7µm away from the others and the flow is in 
the  creeping regime with Re = 0.438. The fluid velocity in the x direction is normalized with 
maximum x-velocity when it reaches the fully developed pattern. 
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Figure III.3. Dependence of recovery length on dimensionless nanopost height at constant Re. 





This acceleration can be noticed from the maximum x-velocity in this plane, which is 
1.033 times higher than the maximum X velocity of the recovered fully developed 
profile. Because the computational domain is periodic, the flow pattern showed in 
Figure III.2 is exactly the same at other planes that contain nanopost lines downstream. 
Figure III.3 is an illustration of the relation between recovery length, L, and 
dimensionless nanopost height, h/D, at Re = 0.0877, and at different dimensionless 
spacing between two nanoposts, d/D. The behavior is clear: the higher the nanoposts, 
the longer the distance it takes to fully recover the fully developed shape, and one can 
predict this trend prior to conducting any simulations. The increase of L seems to be 
exponentially proportional to the increase of h/D. However, when h is larger than half-
height of the duct, L slowly changes over the rest data points. This phenomenon can be 
explained by the contribution of the top of the nanoposts to flow deformation effects 
(this effect will be referred to as “top effects” from now on). It is apparent that the top 
effects, together with trailing edge effects, will grow with nanopost aspect ratio in free 
shear flow around nanoposts attached to the surface. When the flow is confined within 
four channel walls, however, the above mentioned proportional increase still holds at 
some nanopost heights that are significantly less than the channel half height. After that, 
the top effects will not be noticeable. When nanoposts extend to the top half of the 
channel, and reach towards the top wall of the channel, the effects of trailing edge of 
nanoposts and top and bottom walls are most prominent. It turns out from the 
simulation data that a modified exponential function of the form  




can successfully fit the simulation data where B1 and B2 are two constants that depend 
on d and Re. The choice of this function is not arbitrary, but it has physical meaning. 
The length L will depend on B1 only when h tends to infinity. This is similar to the case 
of flow passing through an array of infinite cylinders and L will change with changes in 
either d or D. 
The effects of space between nanoposts on the recovery length at different 
nanopost aspect ratios are presented in Figure III.4.  
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Figure III.4. Changing in recovery length when distance between two nanoposts is varied. This 
is the case for Re = 0.0877 and 5µm-side channel. 
 
Simulations were again conducted in the creeping flow regime with Re = 0.0877. It can 
be inferred from Figure III.4 that the closest packing of nanoposts (d/D = 2) causes the 
longest L, whereas shortest L is caused by the farthest distance between two nanoposts 
(d/D = 14) at a specific nanopost aspect ratio. Another conclusion inferred from Figure 




is to distance between individual nanoposts. Again, we see an exponential relation with 
a negative exponent rather than a linear dependence. Choosing  
L=B3exp(-B4d/D)        (III.4) 
leads to L = 0 when d goes to infinity. This is reasonable because L = 0 means no 
nanoposts will be present in the flow field, so that we have no flow deformation effects. 
At d = 0, the physical meaning is that this is the case of flow past a solid wall of 
nanoposts and the recovery length will be dependent on the height of the nanopost wall.    
The effects of different flow conditions on the recovery length are addressed 
next, since these effects are thought to be partially responsible for the distance that flow 
reforms. To investigate these effects, all other variables (d, h, a) were kept constant to 
fully isolate their contribution to the results. At each nanopost aspect ratio, three 
different simulations were carried out corresponding to three different Re, and the Re 
was varied by changing the driving force (pressure difference) rather than the size of the 
square channel. Interestingly, the results are independent from the variation of Re (see 





















Figure III.5. Recovery length at different Re. This is the case when dimensionless distance, 
d/D, between individual nanoposts is 2 and the channel side is 5µm. 
 
Our definition for recovery length is in analogy with the entrance length and one might 
expect a change in recovery length at different Re as usually seen for the entrance 
length. However, our finding indicates that for confined creeping flow over a nanopost 
array attached to a channel wall, the configuration of the array (such as a, h and d) is the 
unique factor that affects the length of recovery. Although this conclusion contradicts 
intuition, which says that entry length, and by extension recovery length, should be a 
function of configuration variables and Re, it is consistent with one of the most well-
known classical fluid mechanics problem: flow around an infinite circular cylinder. The 








































where Vr is the radial velocity, V is the angular velocity, U∞ is the constant free stream 
velocity, R is the cylinder radius, r is the radial distance, and  is the azimuth. From 
Equations (III.5) and (III.6), the ratio of radial velocity to free stream velocity as well as 
angular velocity to free stream velocity is a function of the three geometric variables, 
namely the cylinder radius, the radial distance, and the azimuth. This implies that 
velocity magnitude of the free stream plays no role in the recovery distance of flow both 
in the case of infinite and finite cylinder. 
Our goal is to obtain an empirical correlation that can predict, in general, the 
recovery length based on key configuration variables. An exponential form has been 
proposed for variation of L with either d/D or h/D (see suggested Equations III.3 and 
III.4). It is apparent that the final form of the correlation will inherit these features also 
presenting an exponential behavior. All the physical meaning discussed above has to be 
maintained. The expression of recovery length and dimensionless nanopost height takes 
the form L=B1exp(-B2D/h) where the dependence of B1 and B2 on dimensionless space 
(d/D) needs to be examined. The data presented in Figure III.3 allow us to perform data 















    (III.7) 
Note that the dependence on the channel size is missing from the above 
equation. Hence using the given expression for other square channels with a channel 
side either bigger or smaller than 5µm is inadequate. In order to include the channel size 
into Equation (III.7), the same amount of work needs to be replicated with many 
different square channel sides, and this, of course, is computationally time consuming. 




by introducing the so-called equivalent side, ae, at the cross section of the square 
channels that contains the nanoposts. This equivalent side is equal to the square root of 
the void area of that cross section and is mathematically stated as follows: 
D2e haa         (III.8) 
where Π is the  number of nanoposts in the line. 
















   (III.9) 
 The accuracy and applicability of Equation (III.9) are tested by comparing L 
calculated from Equation (III.9) (denoted by Lcal) and L obtained from simulations. Two 
other square channels, one with bigger side (7µm) and one with smaller side (4µm), 
were simulated at two distinct values of d (0.1µm and 0.4 µm), and each value of d was 
simulated with  two cases of h/D (20 and 40). Simulation data from three different 
channel sizes were then put on the same plot, along with the data obtained from 
























Figure III.6. Deviation of recovery lengths calculated from Equation (III.9) from the actual 
recovery lengths  obtained from numerical simulations. The solid line which passes through the 
origin and has the slope of 1 represents Lcal = L, while the symbols are the actual data that were 
collected from simulations for three different channel sizes.    
 
Accordingly, Lcal data deviate within ±7% from the simulation results, and these small 
deviations prove that the proposed correlation can successfully predict the recovery 
length of flow passing through an array of nanoposts grown from the bottom wall of 
square channels at different channel sizes. 
III.3.2 Drag coefficient and appropriate Reynolds number 
 It is important to note that energy loss due to friction drag is proportional to the 
number of nanoposts that are packed in the square channels. Thus, it is useful to explore 
how much flow resistance will be generated at different flow conditions and array 
configurations in our study. Resistance to flow around an immersed object (or object 
moving inside a fluid environment) is usually expressed through the drag coefficient, 











D         (III.10) 
where F is the drag force exerted on the object, V is a characteristic velocity, and A is 
the projected area normal to flow. The total drag force exerted on nanoposts can be 
known from our simulation by numerical integration of the flow-induced stresses at the 
nanopost surface. The stress tensor was first estimated as the product of the rate of 
strain tensor and the fluid dynamic viscosity 
 )UU(
T
τ        (III.11) 
where   is the stress tensor,  is the dynamic viscosity of the fluid, and U is the 
velocity vector. Then, the largest eigenvalue of this symmetric matrix was calculated 
and this largest eigenvalue was then considered to be the value of the flow-induced 
stress (see Porter et al.
80
 and Voronov et al.
43
). Drag coefficients known from the 
empirical correlation proposed by Ford and Papavassiliou
67
 for flow around an infinite 
linear array of finite nanotubes attached to a solid surface and drag coefficients 
calculated from the Stokes-Oseen’s equation for the case of flow passing through an 
array of infinite cylinder are two possible cases that can produce results for comparison 
with our simulation data. The Stokes-Oseen equation (Equation III.12)
75
 and the 




























































Re PF  is the Re used by Ford-Papavassiliou 
The comparison is illustrated in Figure III.7 where a big gap is noticeable.  
Drag coefficient (CD)




































Figure III.7. The comparison of drag coefficient calculated from the Stokes-Oseen equation 
and Ford-Papavassiliou’s empirical correlation to presently obtained simulation data (simulation 
data were collected from all simulations that were done in this study). The circles repesent 
simulation data to compare to the  Stokes-Oseen equation, whereas the diamond symbols are 
data to compare with Ford-Papavassiliou’s empirical correlation. Both Stokes-Oseen’s equation 
and Ford-Papavassiliou’s correlation underpredict the actual drag coefficients. 
 
It is apparent from Figure III.7 that both the Stokes-Oseen equation and Ford-
Papavassiliou empirical correlation under-estimate the simulation data. This comes 
from the fact that flow in a closed conduit is being considered here, and this will result 
in a parabolic velocity profile instead of ideally flat velocity profile as in Stokes-
Oseen’s equation. Although Ford and Papavassiliou took this parabolic profile into 




constant height of nanotubes and constant distance between neighboring nanotubes. 
Furthermore, their channel was 2-dimensional, open sides, and was constructed in a 
way that effects of the top wall were neglected. In order to establish a new empirical 
correlation of drag coefficient valid for our case, a new Re that accounts for the channel 
size and nanopost characteristic height was introduced, as follows 
 
νD
ah SUe          (III.14) 
 Drag coefficients obtained from different simulations were collected and plotted 
together with e calculated from Equation (III.14) in Figure III.8. 
 
Figure III.8. Drag coefficients gotten from numerical simulations relative to appropriately 
defined Reynolds number. The relation was found to be CD ~ 1/e. 
 
The relation for the drag coefficient to the newly defined Re is found to be  
CD ~ 1/e
1.055
        (III.15) 
which is approximately identical to the 1/Re dependence that has been well-known for 





















CHAPTER IV. STRESS DISTRIBUTION STRUCTURED SCAFFOLDS 
 
IV.1 Introduction† 
Currently, in the US, almost 10% of deaths are caused from lacking compatible 
organs for transplantation
82
. Driven by tissue and organ shortage, tissue engineering has 
emerged as an alternative to transplantation for the reconstruction of lost or damaged 
organs. For bones, the regeneration process involves seeding of biodegradable scaffolds 
with pre-osteoblastic adult stem cells (e.g., mesenchymal stem cells, adipose derived 
stem cells etc.) obtained from the patient, culturing of the cells in vitro to grow bone 
tissue, and re-implantation to the patient
83
. These scaffolds, which must satisfy the four 
fundamental qualities of form, function, formation, and fixation as described in [23], 
typically have high porosity (over 75%) and high surface to volume ratios, in order to 
allow the seeding and proliferation of cells within their pore space during the culture 
stage.  
These constructs are typically cultured dynamically in flow perfusion 
bioreactors, because cells in their natural environment experience moderate cyclic 
mechanical loading, and their growth is known to be stimulated by flow-induced 
stresses
27, 84-87
. Average stress in the range of 0.1 – 25dyn/cm
2
 is reported to correspond 
to increased cell proliferation
87
. On the other hand higher stresses (in the range of 26 – 
54dyn/cm
2





. Therefore, knowledge of flow-induced stresses 
                                                 
†
The work presented in this chapter appeared in N. H. Pham, R. S. Voronov, S. B. VanGordon, V. I. 




experienced by the seeded cells in scaffolds is important for a successful artificial bone 
tissue culture.   
Stress distributions within scaffolds can be estimated with computational fluid 
dynamics (CFD) simulations, or measured using sophisticated and costly experiments
80, 
86, 90-95
. Interestingly, however, Voronov, VanGordon, Sikavitsas and Papavassiliou
43
 
observed that a single statistical distribution is followed by surface stresses within 
highly porous, randomly structured scaffolds (the work of Voronov et al. will be 
referred to as VVSP from now on).  
Briefly, VVSP used micro-computed tomography in conjunction with LBM 
simulations to calculate flow-induced wall stresses within 36 different highly porous 
bone tissue engineering scaffolds (porosity was varied from 80% to 95%) prepared via 
salt leaching
47, 96, 97
. They found that the flow-induced stresses followed a PDF that was 
very similar for all scaffolds. In fact, VVSP tested 65 different PDF types to find that a 
single three-parameter gamma (gamma-3P) PDF was the best statistical fit for all these 
scaffolds. The three-parameter gamma PDF [usually designated as (α ,, )] is defined 
as  














f     (IV.1)  
where α is the shape parameter,  is the scale parameter, is the location parameter, 
and (α ) is a complete gamma function. In the case of = 0, the distribution becomes 
the standard gamma distribution (α , 0, ), i.e., the two-parameter gamma distribution. 
VVSP found that α = 2.91,  = 0.45, and  = -1.43 provided the best overall fit for the 




solid surface was normalized by subtracting the mean stress, wτ ,  and dividing by the 









        (IV.2) 
They also found that the (2.91,-1.43, 0.45) PDF fit within statistical accuracy (at a 
20% significance level based on a goodness of fit statistical test) PDFs of stresses 
obtained in highly porous scaffolds of different types (such as non-woven fiber mesh 
scaffolds) and PDFs published by other laboratories that were obtained either through 
simulations or by experiments
91, 92, 98
.  
The VVSP finding (applicable for random and highly porous media), if further 
understood, would allow the possibility that flow-induced wall stresses within scaffolds 
can be predicted analytically, within statistical accuracy. The motivation of this study is 
to explore whether a common stress distribution exists for porous media with structured 
architectures, such as those that can be obtained with prototyping techniques. The goal 
is to compute the normalized flow-induced wall stress distribution in scaffolds that have 
an ordered internal architecture (e.g., scaffolds with regular, repeated geometric shapes 
as opposed to those that have a random architecture, like in VVSP), since it is often 
desired to control the architecture of the porous medium
26, 99, 100
. In order to do that we 
also have to answer the following questions: (a) Does the VVSP distribution describe 
the stresses within different types of highly porous media consisting of regular 
geometries? And if it does not, what is the underlying reason for its failure? (b) Are 
there any conditions that need to be satisfied in order for this distribution to work? (c) 




this work can help to anticipate the wall stress distribution when designing scaffolds 
with ordered architecture, and can also help in determining the best operating conditions 
for a perfusion bioreactor. Recent efforts to optimize the scaffold architecture in terms 
of yielding controlled and specified shear stress distributions
101
 are also going to benefit 
from results presented herein. 
IV.2 Methods 
Prior simulations appearing in VVSP were conducted with LBM. In the present 
study, we used commercial software in order to scrutinize the VVSP results with a 
different numerical methodology. Numerical experiments were carried out by the finite 
volume-based CFD software FLUENT, version 12.0.16. Periodic boundary conditions 
were applied at the flow inlet and outlet (the YZ inlet and outlet planes, as seen on 
Figure IV.1) in order to simulate an infinite, periodic medium, while symmetry was 






































Figure IV.1. Internal architecture of the different scaffold types simulated. The panels to the right depict the periodic unit cell simulated in each 
Case, from A to F. 
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A fluid having a viscosity of 0.001Pa.s, which is equivalent to that of water, was driven 
through the media by a pressure gradient of 100,000Pa/m. The use of water properties 
to represent the culture medium is a reasonable choice
90, 92, 102
, and the actual value of 
the pressure gradient is not crucial, since laminar flow through porous media is a linear 
process and the results are normalized with average values. Six different porous media 
geometries were created and meshed with GAMBIT 2.3.16. Tetrahedral elements were 
firstly used for meshing and then converted to polyhedral elements when imported to 
FLUENT in order to minimize computational time
103
. Simulation tests with tetrahedral 
and with polyhedral meshes gave the same results. Grid-independence was verified by 
initially creating a geometry with 223,109 grid cells (configuration such as shown in 
Figure IV.1A) and then increasing the number of grid cells by a factor of 2, 4, 5, and 10. 
The average shear stress, computed from each case, changed less than 1% even when 
the number of grid cell was ten times higher. Hence geometries with about 220,000 grid 
cells were used for the rest of the simulations. 
All of the media in the first part of this study were constructed to have a porosity 
of 85%, in order to control for this parameter. The solid region was assumed to be rigid 
and stationary. Table IV.1 is a summary of the geometric characteristics of the six 
porous media used in this study, described below in more detail: 
 CASE A – the periodic unit cell contains three similar bars with square cross 
section that intercept each other perpendicularly at their respective 
midpoints. Flow is in X direction, which is parallel to the direction of one of 




 CASE B – the unit cell contains the same bars as Case A, but the direction of 
the flow is rotated such that the fluid flow meets the perpendicular bar edge-
first, and has a 45
o
 angle with the other two bars. Flow is in the X direction, 
as shown on Figure IV.1B. 
 CASE C – the unit cell is the same as in Case A, but the cross section of the 
bars is circular. The flow direction is the same as in Case A, as seen on 
Figure IV.1C. 
 CASE D – the unit cell contains four cylinders oriented parallel to the Y axis 
and perpendicular to the direction of flow (X direction). Another two 
cylinders (one on top and one at the bottom) are parallel to the direction of 
flow, as seen on Figure IV.1D.  
 CASE E – the unit cell contains two cylinders oriented parallel to the Z axis, 
and rotated in opposite directions to each other about the X axis. A third 
cylinder is situated on the YZ plane and has a 15
o
 angle with the Y axis. 
Flow is in the X direction (see Figure IV.1E). 
 CASE F – the unit cell is similar to Case E, but has four cylinders. All four 
cylinders are located on the YZ plane, with two of them rotated in opposite 
directions to each other about the X axis, such that they have a 15
o
 angle 
with the Y axis. Similarly, the other two cylinders have a 15
o
 degree angle 











Table IV.1. Geometry configuration of six different constructed porous media 
 




3 202.52x143.2 1273 113.263 141.143 162.973 
Porosity  [%] 85 85 85 85 85 85 
Cylinder diameter 
[m] 
- - 35 35 35 35 
Edge of bar cross 
section[m] 
35 35 - - - - 
Surface area to 
volume       ratio 
As/V [1/m] 
0.015476 0.015477 0.002563 0.01714 0.017143 0.01714 
Superficial velocity 
[m/s] 
















The configurations of the scaffolds described above were inspired by published 
scaffold configurations, even though the goal was to investigate the effects of general 
characteristics of scaffold surfaces and not to simulate specific brands of scaffolds. 
Cases A-C were inspired by poly (propylene fumarate) (PPF) scaffolds with regularly 
designed pore structures
23
, and cases E and F were inspired by poly-L-lactate-epsilon-
caprolactone (PLC) scaffold structures
104
. Case D is a well-constructed fiber web 
structure that was numerically reconstructed in order to explore our hypotheses. In 
experiments, some scaffolds do not have beams in contact to support their internal 
structure, but the fibers supported by an outer “cylindrical shell” structure preventing 
the geometry from collapsing (see, for example Figure 4, in Yang et al.
104
). Thus, in our 
simulations for cases D-F the contribution of the outer “cylindrical shell” structure to 
the overall stress distribution is not calculated, but note that a common scaffold size is 




This leads to the conclusion that findings from a periodic structure are most valuable, 
although we do not take the cylindrical shell into account, since the seeded cells should 
be attached to the interface of the interior of the porous scaffolds.  
The scheme suggested by Porter et al.
80
 was employed to calculate the flow-
induced stress everywhere in the pore space. Specifically, the stress tensor was 




τ        (IV.3) 
The largest eigenvalue of this symmetric matrix was considered to be the value of the 
flow-induced stress. The analysis focused only on the fluid-solid interfaces, so the 
stresses calculated by Equation (IV.3) at surface nodes were included in the calculation 
of the wall stress PDF. The stresses were also normalized by Equation (IV.2) and the 
obtained dimensionless stresses were then distributed into 50 equally-sized bins, 
ranging from the smallest to the largest normalized stress value. The wall stress PDFs 
were calculated by dividing the fractional occurrence of stresses in a particular bin by 
the width of that bin. A Kolmogorov – Smirnov (KS) goodness of fit test was used to 
examine whether the stress PDFs followed the gamma-3P distribution.   
IV.3 Results and discussion  
IV.3.1 Stress distribution at different scaffold geometries 
The PDFs of the dimensionless wall stresses obtained from the six porous media 







Figure IV.2. PDFs followed by the non-dimensional flow-induced stress obtained from the six 
geometries examined in this study, Cases A to F. 
 
The stress distribution in Case A has positive skewness and is bimodal. The two local 
peaks appear, as expected, because the fluid flows around two types of solid surfaces, 























































































section is smaller when it is aligned parallel to the flow direction than when it is aligned 
vertically relative to the flow direction
81
.  As seen on Figure IV.2 for Case A, this leads 
to one peak value for the shear stress corresponding to the fluid flowing around the 
structural elements (the bars) of the scaffold that are parallel to the flow, and a second 
peak, at higher stress values, corresponding to the flow around the bars that are 
perpendicular to the flow direction. It becomes apparent from Figure IV.2 that when 
structure elements of the scaffold are aligned with the flow direction, there is going to 
be a corresponding stress peak. Based on the above observation we generated Case B, 
where the flow direction was at an angle relative to the internal structure of the scaffold. 
In Case B, the scaffold is not aligned with the flow direction, which is a situation that 
can be controlled in a flow perfusion bioreactor by rotating the scaffold. In this case, the 
PDF also displays discrete high frequency modes, but the two peaks are closer together, 
when compared to Case A.  The distribution of the angle of impingement of the fluid on 
the surface of the scaffold is different than Case A. Further consideration of Figure IV.2 
indicates that the range of angles of impingement of the fluid on the internal surface of 
the scaffold affects the stress distribution, and scaffolds that are constructed so that they 
can ensure a wide range of flow impingement angles might be the ones that can be 
described by a common stress distribution.  
If the above observation were true, then cylindrical scaffold elements rather than 
bars would result in an even wider range of angles of impingement than case B due to 
the curvature of the cylindrical surface. That is why scaffolds with cylindrical structural 
elements were tried next. It can be noticed from the results for cases C–F that the stress 




example, in Case C (see Figure IV.2) there seems to be no evidence of a peak at high 
stresses, and the shape of the PDF approaches that of a gamma-3P distribution. 
However, the obtained PDF indicates a high frequency of low stresses. These stresses 
occur close to the intersections of the scaffold branches, where the velocity is low (see 
Figure IV.4). Case D has no branch intersections in its configuration, and the PDF of 
flow-induced wall stresses approximately matches the gamma-3P distribution. A KS 
goodness of fit test shows that the null hypothesis: “the actual PDF follows (2.91, -
1.43, 0.45)” cannot be rejected even at the 20% significance level, indicating that there 
is no statistically significant difference between the obtained PDF and the VVSP 
gamma-3P distribution. Likewise, a very good agreement was found in Cases E and F, 
which exhibit an ordered internal architecture. The internal scaffold architecture in these 




Figure IV.3 is a comparison of PDFs obtained from Cases E and F to the 
gamma-3P distribution. The PDFs obtained from Cases E and F fit the analytical 
distribution, although some difference in the peaks is apparent. Again, no statistically 
significant difference between the actual distribution and the distribution (2.91, -1.43, 
0.45) was found when the KS test was carried out (the null hypothesis cannot be 
rejected at the 20% level).  Table IV.2 is a summary of the KS test results.  
From Table IV.2 it is apparent that reasonable agreement between the observed 
stress PDF and the gamma-3P is obtained for all cases, except for Cases A and B, where 
the beam cross-section is square.  Furthermore, among the different cases it becomes 




the direction of flow (Cases A-D) result in a poorer agreement with the analytical 
distribution.  
 
Figure IV.3. Non-dimensionalized stress distributions computed from Case E and Case F and 
compared to the gamma-3P distribution (2.91, -1.43, 0.45) suggested by VVSP.  
 
Table IV.2. Level of significance from Kolgomorov – Smirnov goodness of fit test at which the 
null hypothesis cannot be rejected.  Dimensional stress was only calculated for Cases E and F. 
 
Cases 
Level of significance 
Normalized stress Dimensional stress 
A < 0.05 - 
B < 0.01 - 
C > 0.2 - 
D > 0.2 - 
E > 0.2 - 
F > 0.2 - 
Prediction of Case E - > 0.2 





















To investigate this behavior, PDFs of the angle, ω, of the flow direction relative 
to the normal vector, n

, pointing away from the surface of the scaffold elements are 
constructed. Cases A and E, which exhibit the worst and the best agreement with the 
VVSP distribution, respectively, are chosen for comparison. Contour plots of wall shear 
stresses for these two cases are also shown in Figure IV.4.  
 
Figure IV.4. Contour plots of the wall shear stress for flow with pressure gradient equal to 
100,000Pa/m in Cases A and E. 
 
In Case A, low stresses are mainly distributed on the horizontal branch (i.e., the one 
parallel to flow direction) while high stresses are seen on the rest of the surface. On the 
other hand, both low and high stresses can be seen on each one of the cylinders that 
comprise the internal architecture of the Case E scaffolds. This result agrees with the 
discussion about drag forces acting on each element of the scaffolds. Its configuration 
and orientation relative to the flow makes Case A to exhibit only five observed values 





uniform over the range 0 to 2. One can construct the PDFs of ω of the rest of the cases, 
which yield discontinuous PDFs for the cases of square cross-section of the scaffold 
architectural elements. When ω takes values over a wider range, the surface stresses 
follow a distribution that can be described with the VVSP distribution. In other words, 
the continuity and uniformity of the PDF of ω can be used to predict whether or not 
flow-induced stresses in a highly porous scaffold will follow a modal distribution or a 
distribution that can be described by Equation (IV.1).  
IV.3.2 Effects of porosity on the stress distribution 
The question of the effects of porosity on the stress distribution is addressed 
next. This is important, since the porosity of cell-seeded scaffolds that are cultured for a 
long time will change as cell layers and tissue are generated due to cell proliferation and 
extracellular matrix deposition, and the space open to fluid flow will decrease. In our 
case, the porosity of constructed scaffolds was varied by assuming that cell layers will 
uniformly cover the scaffold surface: the diameter of each beam in the scaffold was 
decreased (or increased) by the same amount, and the axis of the beam was fixed. Our 
assumption of uniformly covered scaffold surfaces by cell layers is justified in some 
aspects with the SEM images shown in Raimondi et al.’s work
102
 (Figures 5b and 5d) . 
This assumption has also been used by Lesman et al.
86
, when they modeled cell layers 
as layers added to all pore walls of the scaffold. Figure IV.5 is a demonstration of how a 
change in porosity impacts the normalized stress distribution for Cases D and E. Both 
present the same tendency: the extent of agreement with the VVSP distribution 
diminishes when the scaffold porosity decreases. The KS test is again employed with 




goodness of fit results, it is found that a critical porosity for the VVSP distribution 
exists in Case D, and it is between 60% and 70%, because the null hypothesis can be 





























Figure IV.5. PDFs of normalized flow-induced stress obtained from Case D (top panel) and 
Case F (bottom panel) at different scaffold porosity. The solid line denoted as “gamma 3P 
distribution” is the VVSP distribution and the data points correspond to CFD calculations at 
different scaffold porosity values. The insert figure in the top panel is a close-up of the PDF for 




















































Table IV.3. Level of significance from Kolgomorov – Smirnov goodness of fit test at which the 
null hypothesis cannot be rejected at different porosities of Case D and Case E. 
 
Porosity (%) 
Level of significance 
Case D Case E 
28.67 <0.02 - 
50 - >0.2 
50.74 <0.2 - 
60 <0.2 >0.2 
70 >0.2 - 
 
Interestingly, in Case E, in which the PDF of ω is continuous and uniform, the VVSP 
distribution can be acceptable at lower porosity (50%), and obviously the critical 
porosity for this case is below 50%. This finding implies that one could not only 
predict, but also control the stresses during the culture process, by manufacturing 
scaffolds of specific geometric characteristics.  
IV.3.3 Use of normalized stresses to obtain dimensional stresses 
When the normalized flow-induced wall stress distribution follows a known 
gamma-3P analytical form, then the dimensional stresses also follow a gamma 
distribution that can be obtained from the knowledge of only the mean stress (since the 
standard deviation of the distribution was found in VVSP to be a function of the the 
mean stress, τ = 0.7 W .)  In order to illustrate this concept for the geometries examined 
in this study, the methodology reported in VVSP is followed. Namely, the (2.91, 0, 
0.315 W ) distribution, which is the PDF that wfollows when the dimensionless stress 




Cases E and F. The only unknown variable is the average stress W , which can be 
calculated by the Wang – Tarbell
106







         (IV.4) 
where B is a constant that accounts for the geometric characteristics of the medium. The 
value of B for the case of flow around an array of spheres and around a square array of 
cylinders has been found to be 3/π and 4/π, respectively. In VVSP, the correlation of 
W to US resulted in a straight line and the value of B ≈ 1 was suggested. The 
permeability can be calculated with either measurements (as was done in our 
simulations) or by a semi-empirical equation like the Blake-Kozeny-Carman equation 
that can provide permeability for porous media and laminar flows. Figure IV.6 is a 
comparison between the prediction and the actual PDF that the dimensional stress 
follows for Cases E and F.  It is apparent from Figure IV.6 that there is a good 
agreement between the two. The KS test also showed that there is no statistical 


































Figure IV.6. Comparison of PDFs of dimensional stress obtained in Case E (top panel) and 
Case F (bottom panel) to predicted PDF obtained by the methodology suggested in VVSP. The 
permeability of the Wang-Tarbell equation was calculaled from the simulations and the value B 
= 1 was used. The diamond-shaped points are the CFD results. 
Finally, the determination of a preferential geometry for stimulating cell proliferation 
and reducing cell detachment is implicitly addressed by our findings. Having an 
analytical expression, like Equation (IV.1), which can be used to obtain a-priori 
characteristic values of the stress distribution can be helpful in choosing a scaffold 
geometry. For example, the most frequent value of the distribution (i.e., the mode value 



























(2.91, 0, 0.315 W ) 




and in the case of the suggested distribution this is about 0.6 wτ . Our suggestion would 
be to use a scaffold geometry that produces a stress distribution that is predictable, and 
then tune the flow rates to result in the most frequent stresses to be in the range that is 










CHAPTER V. BULK STRESS DISTRIBUTION IN PACKED BEDS 
 
V.1 Introduction‡ 
Motion of colloidal particles, microparticles and NPs through porous media has 
been found to be important in many engineering disciplines such as tissue engineering, 
environmental engineering, and petroleum engineering. In tissue engineering, 
deposition of biocolloids (cells) on the surface of a porous scaffold and cell 
proliferation is a desired process. This process is strongly affected by the flow-induced 
stresses that can either enhance the attachment of the suspended particles to the pore 
surfaces or wash attached particles away from the surfaces
89, 107-109
. In environmental 
applications, NPs released to the subsurface during the disposal of nanomaterials might 
penetrate the soil and contaminate the water table and aquifers. Several types of NPs 
have been reported to be toxic to many animal species and humans
110-116
. In petroleum 
engineering, the evolution of nanomaterials has opened up an opportunity for 
developing nanosensors that can be helpful in enhanced oil recovery (EOR)
117-120
. 
Those NPs should be specifically fabricated so that they can propagate through the 
reservoir rock. By measuring their responses to external signals, detailed information 
about the reservoir can be obtained
117-120
. In addition, surfactant-based EOR depends on 
the stability of colloidal particles propagating through a hydrocarbon reservoir
121
, while 
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Material in this chapter has been published in N. H. Pham, R. S. Voronov, N. R. Tummala, and D. V. 




The stability and mobility of micro and NPs in the above scenarios depend on 
flow-induced stresses. These stresses can cause aggregation of NPs/micelles and, in 
turn, result in sedimentation or size exclusion of large particles, while moving through 
the pores
122, 124-128
. These are unwanted phenomena in applications where suspension 
stability, mobility, and long travel distance of NPs are crucial prerequisites (e.g., EOR). 
It is therefore important to either predict or measure the stress distribution in the flow 
field occurring in a porous material when releasing particles into that field. 
Unfortunately, knowing how stresses distribute from experimental measurements is a 
cumbersome task
129
. On the other hand, simulation results have been recently obtained 
that present the distribution of flow-induced stresses on the fluid-solid interface in the 
pore space of media with different geometric configurations, ranging from fiber-webs to 
packed-beds
43, 82, 86, 130-135
. Based on such results, a common 3P gamma distribution 
describing normalized surface stress distributions has been proposed
43
. While a lot of 
attention has focused on surface stresses, neither simulation models nor mathematic 
models address how bulk stresses distribute in the open pore spaces of the geometry. 
This is critical, because particles in stable suspensions might not settle on the solid 
surfaces, but instead they might be anywhere in the geometry. As stated earlier, this is 
especially important for those processes that require particles of high mobility that do 
not deposit and do not aggregate. 
In this work, normalized stress distributions inside the open spaces (in the bulk 
of the fluid) of ideally packed beds with spherical beads [i.e., face centered cubic (fcc), 
body centered cubic (bcc), simple cubic (sc), and random packing], consolidated Berea 




contributions of this work are to (a) examine whether the stress distributions can be 
described by a common form of a PDF; (b) explore the physical reason behind the 
observation of a common PDF, if it exists; and (c) determine how the stresses within the 
open space of porous media can be theoretically predicted. 
V.2 Simulation setup 
 Stress distributions in the open spaces of ideally packed spheres (sc, bcc, and 
fcc) and randomly packed spheres were mainly investigated. Among these, the random 
sphere packing was created by using event-driven molecular dynamics and a modified 
Lubachevsky-Stillinger algorithm
136
. Packed spheres were rigid, impermeable, and 
1mm in diameter. To simulate an infinite array of spheres, periodic boundary conditions 
were applied in the three space directions X, Y, and Z. In addition, other porous media 
configurations that may be found to describe synthetic scaffold geometries that are 
structured were generated. In biomedical applications, like tissue engineering, porous 
scaffolds serve as three dimensional structures on which seeded stem cells can attach, 
proliferate, and finally form 3D extracellular matrix producing functional tissue for 
transplantation. It has been found that all of these processes are promoted by flow-
induced stresses, so flow perfusion bioreactors are often used for the dynamic culturing 
of the cell-seeded scaffolds
27, 84-87




Furthermore, the stress distribution within the pore space of a consolidated 
reservoir rock, in this case Berea sandstone, was also computed with LBM. The digital 
three dimensional (3D) geometry of the Berea rock sample was reconstruced from 




machine. Over nine hundred grayscale images, each representing a slice of the rock, 
were taken with a resolution of 4.5µm. These images were then converted into binary 
images with only two intensities, 0 and 1, containing information of either empty nodes 
or solid nodes, and reattached to form virtual 3D geometry by a custom-written code in 
Matlab®. A thin slab of the virtual 3D geometry was used as the representative 
elementary volume of the porous medium.  
Details of the geometry characteristics and the flow conditions of all studied 
cases are summarized in Table V.1. An incompressible and Newtonian fluid with a 
viscosity of 0.001Pa.s, which is equivalent to that of water, was employed as the 
working fluid. Three different pressure drop values of 10, 100, and 1000Pa/m were 
applied for all the sphere packing cases.  A pressure drop of 100,000Pa/m was used for 
flow in the six porous scaffolds and a pressure drop of 10,000Pa/m was used for flow in 
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* The structural element is the sphere diameter in sphere packing cases, the cylinder diameter 
in Cases (c)-(f), and the edge of the bar cross section in Cases (a)-(b). 
 
The flow-induced stress tensor 

  was calculated from the rate of strain as stated in 
Equation (IV.3). The largest eigenvalue of this tensor was then considered to be the 
most important flow-induced stress, as previously done in Porter et al.
80
  and in prior 




The calculation of the PDF of the fluid stresses in the open 
spaces excluded the surface stresses on the fluid-solid interfaces. The stresses obtained 
from Equation (IV.3) were then normalized by subtracting the mean stress,  , and 






         (V.1) 
Note that this dimensionless variable is defined similarly to the random variable of the 




deviation equal to one). It is justified to use this normalization here, since we want to 
obtain a general form of the stresses that can be applicable in different porous media 
geometries, rather than a case-specific distribution. The obtained dimensionless stresses 
were then partitioned into 100 bins of equal width, and the stress PDF was calculated by 
dividing the fractional occurrence of normalized stresses in a particular bin by the width 
of that bin. A Kolgomorov – Smirnov (KS) goodness of fit test, conducted using the 
software Easyfit version 5.4 (http://www.mathwave.com), was used to examine whether 
the stress PDF followed a known form of PDF.  
V.3 Results and discussion  
V.3.1 Distributions of dimensional and normalized stresses in columns packed 
with spheres 
 In Figure V.1 we plot four different geometries of sphere packings with contours 





Figure V.1. Contour of stresses in the open spaces of studied sphere packing geometries. 
Stresses at three different positions, marked by 1, 2, and 3 are showed in slices from left to 




. This is the case when a pressure drop of 100Pa/m 
is employed. (a) is fcc packing, (b) is bcc packing, (c) is random packing, and (d) is sc packing 
sphere.  
 
In each case, the contours of the pore stresses in three different planes that are 




Figure V.1 that stresses in the low range are dominant. In fcc and randomly packed 
spheres, it seems like there are large areas with low stresses and small areas of high 
stresses. On the other hand, in bcc and sc sphere packing cases, the low stresses and the 
high stresses cover almost equal areas.  
Figure V.2 is a presentation of the stress distributions in dimensionless form of 
the four sphere packing types at three different pressure drops in the Darcy flow regime.  
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Figure V.2. Normalized stress distributions of four tested sphere packing types at three 
different pressure drop values. (a) is bcc, (b) is fcc, (c) is sc, and (d) is random packing sphere. 





The stress data were normalized by utilizing Equation (V.1). A common feature in all 
the distributions observed in Figure V.2 is the positive skewness, i.e., the tail of the PDF 
to the right is longer. It is also seen that the normalized stress distribution corresponding 
to each particular configuration of packed spheres is characteristic to that specific 
configuration, i.e., the fcc packing and the random packing result in distributions with a 
single mode, whereas those of the bcc packing and the sc packing are bimodal and 
trimodal, respectively. Knowing this distribution is critical to quantitatively predict the 
probability of finding a certain range of stresses in the flow field. When the dimensional 
mean stress and the standard deviation of the stress PDF are known, then obtaining a 
dimensional stress distribution from a normalized one is straightforward.  The 
difference in the number of modes might be attributed to the nonuniformity of the pore 
sizes, in the sense that a continuous pore size distribution without modes leads to a bulk 
stress distribution with a single mode (see Figure A.3 in the Appendix A.3 for the pore 
size distributions of the four sphere packing types). By that logic, the multiple modes of 
the bcc and sc sphere packing are expected, because the pore size distribution in these 
cases is multimodal and can be represented with capillary tubes with distinct but almost 
uniform diameters. Although the shape of these distributions differs from packing to 
packing, there is no change in their shape when a particular type of packing undergoes 
different pressure drops, because of the linear dependence between the pressure drop 
and the stresses in the Darcy flow regime
135
. Voronov et al.
47
, based on a numerical 
investigation of flow of an incompressible Newtonian fluid through salt-leached porous 
scaffolds, have proposed the following empirical correlation for the average stress in the 

















    (V.2) 
where  ΔP/L is the pressure drop. In flow following Darcy’s law, ΔP/L is proportional 
to the superficial fluid velocity, US. Equation (V.2) then leads to a linear relation 
between  and ΔP/L, which is consistent with expectations, for example with the Wang 
& Tarbell equation for flow around spheres and cylinders
106, 138
. Note also that the 
constant involved in the expression is proportional to  .  
Another important consideration is to find a common PDF model that can fit the 
normalized distributions within statistically acceptable accuracy. Such common PDF 
models, describing different physical phenomena ranging from the distribution of rain 
droplet sizes to the distribution of friction coefficients (among others), have been 
obtained in other cases
139-141
. In order to reveal a common PDF, normalized stress data 
presented in Figure V.2 were tested with 65 different common PDF models, available in 
the Easyfit software, version 5.4 (http://www.mathwave.com).  The goodness of fit test 
between the PDF models and our data was conducted using the Kolmogorov-Smirnov 
(KS) test. The null hypothesis was: “the normalized stress PDF follows the tested PDF 
model”. The level of significance, α, was chosen to be 0.2. By choosing a = 0.2, the 
acceptance of the null hypothesis is more rigorous than acceptance at the usual choice 
of a = 0.05. Note that, in the KS test, the critical value of the KS statistic decreases 
when α increases, and that the null hypothesis is rejected when the critical value is 
smaller than that of the test statistic of a data sample. Thus, at a given value of the 
calculated test statistic, testing for the null hypothesis at a higher α increases the 




testing null hypotheses in other published works
43, 142, 143
. Table V.2 is a summary of 
PDF models that best describe the actual dimensional and normalized PDF data along 
with the KS statistic, the corresponding p-values and the level of significance for 
rejecting a true null hypothesis.  
Table V.2. Results from the Kolgomorov – Smirnov goodness of fit test for 8 among 65 PDF 
models. Values obtained from one pressure drop (ΔP/L = 10Pa/m) are presented, as statistics of 
other cases do not change significantly, because of the linearity between stress and pressure 
drop in the examined range. The p-values are also shown in parentheses. Note that the values of 
the critical Kolmogorov-Smirnov statistic for α = 0.05 and α = 0.2 are 0.1340 and 0.1056, 
respectively. We accept the null hypothesis when the KS statistic is smaller than the critical 
value for the respective level of significance.   
 
PDF model 
Kolmogorov-Smirnov statistic value 
(p-value) 
Normalized stress Dimensional stress 


















































































































































The KS test results in Table V.2 indicate that 8 listed PDF models can predict the 




statistical accuracy. Among those listed, the three-parameter gamma (3P-gamma) , the 
three-parameter log-logistic (3P-log-logistic), and the three-parameter lognormal (3P-
lognormal) were found to be also valid for all the dimensional distributions shown in 
which a true null hypothesis cannot be rejected at α = 0.2. The p-value for the case of 
randomly packed spheres is one for these cases. 
V.3.2 Relation between the pore size and space stress distribution, and 
prediction of the common PDF    
 At this point one may inquire which one among the three models is the most 
appropriate to use. One way to answer this question is to explicitly show how the 
stresses distribute in the pore space through the use of analytical results. The governing 
equations for creeping flow over an array of spheres are usually obtained in integral 
form from a transformation of the Navier-Stokes equation
131, 144
. Unfortunately, solving 
these equations is not simple. Instead we draw a connection between the pore size 
distribution and the stress distribution by utilizing a simplified model of the pore 
network as a bundle of capillary tubes
145-147
. In brief, we assume that the pore network 
of an array of spheres can be represented by a bundle of circular straight capillary tubes 
with different diameters. This simplification has been found to be valuable in studies of 
flow behavior in unconsolidated porous media
148, 149
. Since the pore network is regarded 








          (V.3) 
Statistically, if the PDF of r is known, then knowing the PDF of the dependent variable 






. According to published reports
152-154
, the pore size distribution of soil and 
some types of ultra-filtration membranes follows the log-normal law. In other words, 





























      (V.4) 
where f(r) is the PDF of the pore radius, ζ' and χ' are the continuous parameters of the 
distribution (χ' > 0)  [the log-normal is denoted by log-normal(ζ', χ') for convenience]. 
Applying the transformation method for Equation (V.3), the PDF of the dependent 






























      (V.5) 










ln' . It is obvious from Equation (V.5) that the pattern 











Consequently, the average stress, ,  and the standard deviation,   are related to the 
two continuous parameters of the distribution as
155






















       (V.6) 
The connection between the pore size distribution and the stress distribution in a 
porous medium where the pore network is represented as a bundle of capillary tubes is 




 It is also important to note here that if the PDF of the dimensional stresses is 
log-normal(ζ, χ), then the PDF of the normalized stresses, τ*, is 3P log-normal(γ*, ζ*, χ) 































*  is the continuous location parameter,  ln* , and χ remains the 
same as that of f(τ). Proof of this result can be obtained with a procedure analogous to 
the transformation of the normal distribution, ),X(N
2
X , of a random variable X to the 
standard normal distribution, N(0, 1), of the random variable X/)XX(  (see 
Appendix A.2)
156
. The above relation of γ* to  and  implies that one can calculate γ* 
from the minimum normalized stress value, since the physical interpretation of the 
location parameter γ* is that it represents the minimum value of the random variable 
(the starting point of the normalized stress distribution). This relation along with 









       (V.8) 








        (V.9) 
Therefore, when γ* is known, the parameters of the log-normal(γ*, ζ*, χ) can be 
predicted. However, it is somewhat difficult to analytically estimate the value of γ*, 




Our simulation data can be used to obtain the value of γ* from the minimum normalized 
stresses, τ*min, of the normalized stress distributions. It is seen on Figure V.2 that τ*min 
for all the packing morphologies is approximately -2, or γ* = -2. Subsequently, χ and ζ* 
can be calculated from Equations (V.8) and (V.9), leading to the result that the common 
distribution of the normalized stresses is the log-normal(-2, 0.588, 0.47). The predicted 
log-normal(-2, 0.588, 0.47) is depicted in Figure V.3 with the normalized stress 
distributions in the open space of four examined sphere packing geometries. The 
agreement is apparent with the naked eye without the aid of statistical analysis in the 
case of fcc and randomly packed spheres. 
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Figure V.3. Normalized stress data in Figure V.2 along with the 3P log-normal distribution 
(solid line). The goodness of fit was tested using Kolgomorov – Smirnov test at the level of 




V.3.3 Validity of the predicted log-normal PDF in porous scaffold structures 
The above considerations suggest that the 3P log-normal(-2, 0.588, 0.47) might 
be a good approximation for the stress distributions in the open space of packed-sphere 
beds under Darcy flow conditions. In order to examine whether this finding holds for 
other cases of porous media, stress distributions in the pore space of highly porous 
scaffolds were examined next. A finite volume-based numerical method (available in 
the commercial CFD software Fluent, version 12.0.12), was used as an alternative 
approach to the LBM for the simulation of the flow. Six different porous scaffold 
geometries were simulated, such as those that can be fabricated by rapid prototyping or 
3D printing techniques. The porosity was chosen to be 85%, in the range often used in 
scaffolds (see Figure IV.1 in Chapter IV). The physical properties of the fluid were the 
same as those for the packed bed cases simulated with LBM. The flow was periodic in 
the X, Y and Z directions. The details of these simulations, the computational mesh size 
generation, and the stresses on the surface of the solid structure elements of these 
scaffolds have been discussed in Chapter IV. The fluid stresses in the open pore space 
for these geometries were also normalized by applying Equation (V.1). The normalized 
stress distributions of all examined scaffold geometries are illustrated in Figure V.4 






















Figure V.4. Normalized stress distributions in the pore spaces of six different porous scaffolds 
along with the common 3P log-normal distribution. 
 
Despite different geometric morphologies, the normalized stress distributions exhibit 
similar features, such as positive skewness, the same peak position, and single mode. 
Within six scaffold geometries, the agreement of the normalized stress distribution of 
structure A, B, C, D, and E with the 3P log-normal(-2, 0.588, 0.47) law was confirmed 
by the KS test results, when the null hypothesis cannot be rejected at α = 0.2 (p values 
are 0.21, 0.26, 0.32, 0.66, and 0.35 for structure A, B, C, D, and E, respectively). For 
the remaining case, the level of significance to accept the null hypothesis is α = 0.1 (p 




V.3.4 Validity of the predicted log-normal law in Berea sandstone and 
obtainment of log-normal law of dimensional bulk stress distributions 
When the normalized stress distribution of a certain porous medium follows the 
log-normal(-2, 0.588, 0.47), it is straightforward to find the log-normal(ζ, χ) of the 












          (V.10) 
So long as  is unknown, the dimensional stress distribution of the porous medium 
remains unpredicted. To address this issue, Darcy’s law is rearranged to solve for ΔP/L, 
and then substituted into Equation (V.2) to obtain the following expression (note that 




           (V.11) 
It is noted that the form of Equation (V.11) is identical to the Wang & Tarbell equation, 
in which the average shear stress for flow around a periodic square array of cylinders is 
estimated
106
. The B value for the porous media considered in this study was found by 
fitting  , computed from simulation data, to a linear function of SU
k

. The slope of 
the trend line turned out to be 1.41 with a coefficient of determination R
2
 = 0.997 for 
beds packed with spheres, and it was found to be 0.526 with R
2
 = 0.9 for highly porous 
scaffolds. Thus far, since the correlation for predicting the average stress has been 




normalized stress distribution follows the 3P log-normal law suggested above, is 











Finally, the dimensional stress distribution and the corresponding normalized 
stress distribution in the pore spaces of a consolidated Berea sandstone slab were 










, 0.47] and log-normal(-2, 
0.588, 0.47), respectively. In this case, B = 1.41 was employed. The 3D geometry of the 
sandstone was reconstructed from its 2D grayscale images, obtained after scanning the 
rock sample by a micro-CT machine (X-Radia, 4.5 m resolution). A 2D image 
analysis was also applied to the pore size distribution. Afterwards, the 3D rock sample 
was meshed into 16,000,000 grid points using a structured mesh. The low permeability, 
high tortuosity, and randomness of the pore space of the rock are factors that challenge 
the validity of the two proposed log-normal laws (see Table V.1 for physical properties 
of the examined rock). To obtain the stress distributions, the stress field was computed 
using the LBM simulation after forcing water to flow through the rock sample at a 
pressure gradient of 10,000Pa/m. 
In contrast to the case of sphere-packed beds as well as highly porous scaffolds, 
the normalized stress distribution in the pore spaces of the consolidated Berea sandstone 
shows a completely different behavior. The values of the PDF of finding a certain range 
of stresses dramatically decreases over the whole range of normalized stress, from the 
smallest to the largest value, and no peak is recognized. It is more likely that the stress 
distribution computed from the simulation of the Berea rock sample follows the 




The finding that high PDF frequency values correspond to low stresses in 
sandstone can be physically interpreted by the existence and dominance of flow regions 
with velocities that are very slow or even in the negative flow direction. This is 
expected, since common Berea sandstones exhibit highly tortuous pore networks that 
can create pockets of fluid with circulation patterns and flow retardation. However, the 
motion of NPs injected into the empty space of the rock will not be significantly 
affected by those regions, since the particles would tend to follow streamlines that guide 
them to the outlet. Such behavior was affirmed by conducting tracer particle simulations 
in the Lagrangian framework (not presented herein). Briefly, after the velocity field was 
computed by the lattice Boltzmann simulation, a set of conservative tracers was injected 
into the pore space of the examined Berea sandstone sample using the technique 
described in Voronov et al.
48
 and in Section II.2. The results of these simulations 
indicate that the tracer particles follow the streamlines guiding them to the outlet of the 
porous domain rather than entering low velocity regions within the pore network. Such 
low velocity regions include negative and near-zero velocities that can dramatically 
delay the particle effluent time. It is then reasonable to reconstruct the stress distribution 
after filtering out stresses caused by negative velocities. The reconstructed stress 
distribution of the examined Berea sandstone in dimensionless and dimensional form is 
















log-normal(-2, 0.588, 0.47) 
[Pa]












Pore size [ m]




















 Berea sandstone slab in 
dimensional and dimensionless form. (a): Normalized stress distribution in comparison to the 
common 3P log-normal. The insert illustrates the pore size distribution of the Berea slab; (b): 
















Note that the stresses over 0.15Pa are not included in these distributions, since the 
probability of finding stresses above that value is extremely low, and thus are neglected. 
The KS test results with the null hypothesis: “the actual PDF follows the 3P log-
normal(-2, 0.588, 0.47) distribution” indicated that the null hypothesis cannot be 
rejected at α = 0.2 (p value is 0.92).  
It should be noted that this PDF form is found to be similar to the shape of the 
pore size distribution for the Berea sandstone presented as an inset in Figure V.5a. As 
was also found using the model of a bundle of capillary tubes, there is a theoretical 
connection between the pore size distribution and the stress distribution in the pore 
spaces of a porous medium. The prediction for the dimensional stresses is log-normal(-











, 0.47] with B = 1.41, is presented in Figure V.5b. (See 
Table V.1 for the permeability of the Berea slab and other geometries.)  It is apparent 
from Figure V.5b that the acceptance of the null hypothesis: “the dimensional PDF 
follows the predicted log-normal(-3.92, 0.47)” at α = 0.2 (p value is 0.29) implies that 
the predicted stress distribution holds even for structures with low porosity and 
sophisticated pore network like Berea sandstone. While Figure V.5b is a presentation of 
the same data as in Figure V.5a in dimensional form, Figure V.5b provides a visual 
assessment as to how well the predicted 2P log-normal fits to the dimensional stress 
data. It is also apparent from Figure V.5b that further considerations are needed to 









Engineered nano-sized particles, or NPs, have recently attracted much attention 
due to their potential for applications in various sectors of engineering. This class of 
materials possesses unusual and unique physical, chemical, and mechanical properties 
that make them ideal for many significant applications
157-162
. Metal-based NPs, for 
example, have found applications in improving biosensors, in cancer therapy, cell 
labeling, and targeted drug delivery
31, 163
. Likewise, carbon-based NPs have been 
intensively utilized in high-flux membranes, composite fillers, pollution prevention, and 
energy storage
164-168
. At the same time, concerns have been raised that the widespread 
use of NPs would lead to releases of significant amounts of them into the environment. 
Due to their tiny size, NPs released uncontrollably can migrate through soils and 
sentiments and can penetrate deeply in the subsurface, reaching aquifers and 
groundwater resources
169-171
. In other situations, however, the dispersion of NPs in the 
pore space of a porous medium might be desirable, when one wants to track the path of 




To protect the aquifers and mitigate environmental risks, better prediction of NP 
transport in soil, or porous media in general, is highly desirable. Flow-through 
experiments with granular material packed columns are usually conducted to investigate 
                                                 
§
Most of the material presented in this chapter has been published in N. H. Pham, D. P. Swatske, J. H. 
Harwell, B. J. Shiau, and Dimitrios V. Papavassiliou, 2014, International Journal of Heat and Mass 




the effect of various factors on the transport of NPs, as well as their interaction with the 
pore surfaces. It has been shown that propagation of NPs through the pores can be 
hindered by size exclusion (or straining), but most importantly by pore surface 
deposition effects
30, 173-175
. The former effect is simply the physical retention of particles 
by the porous medium due to the larger size of dispersed particles relative to pore 
throats
176
. In the case of NPs, straining might occur due to agglomeration of the NPs. It 
has also been found that breakthrough or retention of a particle in the column depends 
on several parameters, such as the pH of the NP suspension, the ionic strength of the 
aqueous phase, the surface charge of the medium, the surface roughness, the pore fluid 
velocity, and the size of the particle
30, 177-187
. In addition to experiments conducted in 
physical models, particle breakthrough behavior is predicted by utilizing the one-
dimensional convective-diffusion equation
188, 189
. The terms of this mathematical 
equation indicate that the rate of change of particle concentration in the effluent is 
controlled by molecular diffusion (due to Brownian motion), convective diffusion (due 
to an external driving force), and the saturation level of deposited particles onto the pore 
surface area. Among these, the accurate modeling of the physics related to the pore 
surface saturation has attracted significant attention. As a result, the filtration equation 
has evolved to account for surface saturation by introducing a nonlinear term 
representing the so-called blocking effect
190-192
. In addition, particles lost due to size 




In this work, we present a numerical approach to the transport and kinetics of 




incompressible Newtonian fluid creeping through an infinite array of spheres packed in 
a random manner. Sequentially, a set of passive particles, representing the NPs, are 
injected into the flow field and the trajectory of each individual particle is monitored in 
space and time using the LPT algorithm. The instantaneous position and velocity of 
each individual particle is calculated and recorded in each time step. To simulate the 
attachment and detachment kinetics, particles are assigned a probability value related to 
their retention rate when they collide with the wall, and when attached a different 
probability related to their remobilization and detachment rate from the wall (see 
Section II.2). To validate our simulation approach, laboratory experiments were 
conducted in a column packed with inert glass beads, and the simulation results were 
further compared with theoretical predictions. The NPs were purified MWCNTs that 
were stabilized in suspension with the use of polymers.     
VI.2 Simulation setup and experimental methodology              
VI.2.1 Simulation setup 
 Geometries for the simulations consist of typical ideal sphere packing arrays 
(bcc, fcc, and sc) and arrays of spheres packed in a random manner. Figure VI.1 is a 
visualization of these packing styles in the simulation box. Among these, arrays of 
randomly packed spheres were created by using event-driven molecular dynamics and a 
modified Lubachevsky-Stillinger algorithm
136
. The spheres were considered to be rigid 







Figure VI.1. Types of sphere packing employed in this study. From left to right: fcc, bcc, sc, 
and randomly packed spheres. 
 
The choice of this mesh size is a balance between grid independence
26
 and reasonably 
fast convergence. Table VI.1 is a summary of simulation configurations and conditions 
implemented in the simulations presented in this work.  



















 687 Random 0.15 0.35 VI.3 
2 1798
3
 100 Random 1 0.55 VI.4, VI.5  
3 1798
3
 100 - 500 Random 1 0.55 VI.7,  VI.8 
4 1414
3
 100 fcc 1 0.267 VI.8 
5 1143
3
 100 bcc 1 0.325 VI.8 
6 1000
3
 100 sc 1 0.476 VI.8 
7 375
3
 100 Random 0.15 0.35 VI.6, VI.9, VI.10 
 
Note that the reported permeabilities were directly calculated from simulations by 
employing Darcy’s law for flow in low Reynolds number regime. Briefly, a series of 
simulations with various pressure drops were performed for each sphere packing type, 
yielding different values of superficial velocity. A plot of superficial velocity versus 





At the beginning of the LPT implementation, 100,000 particles were randomly 
and uniformly released at the inlet plane, which was perpendicular to the flow direction. 
These particles (with initially assigned pa and pd) often collided with the pore walls and 
underwent the attachment-detachment process, leading to different residence time for 
the particles. At the outlet plane, one simulation box length away from the inlet, exit 
particles were captured and counted within an interval of 0.05 dimensionless particle 
residence time, that is related to the pore volume (PV). This dimensionless time scale is 
the ratio of the particle residence time over the average residence time at which a 
particle travels through the porous medium with a velocity equal to the mean fluid 
velocity (or pore velocity) without deposition. The concentration ratio (C/C0) is then 
interpolated from the number of particles injected and the number of particles found in 








      (VI.1) 
where C is the particle concentration in each PV interval, C0 is the initial particle 
concentration in the solution, N is the number of particles captured in each PV interval 
in LPT simulation, and N0 is the number of particles, initially released in the LPT 
simulation.   
VI.2.2 Experimental set up** 
Nanoparticles: The NPs used in this work are purified MWCNTs, stabilized by a 
mixture of polyvinyl-pyrrolidone (PVP with molecular weight = 40,000, Sigma Aldrich 
Lot#080M0242V) and a stabilizing polymer obtained from DOW Chemical 
                                                 
**
Experiments were conducted by Daniel Swatske (D. P. Swatske, 2013, Development of binary 
dispersant systems for nanoparticle transport in porous media, Master thesis, University of Oklahoma). 




Corporation (Lot#B-1222LABS) subject to a confidentiality clause that does not allow 
us to determine its composition. The purified MWCNTs were obtained after purification 
of MWCNTs-Al2O3 particles with the process described in detail in Baez et al.
194
. The 
obtained purified MWCNTs were stabilized by sequentially adding PVP and the DOW 
proprietary polymer in 10% standard API brine (i.e., 8wt% NaCl and 2wt% CaCl2). 
Briefly, the procedures involved first sonication (sonicator model FB505, Fisher 
Scientific) of a solution of 100ppm purified MWCNTs and 250ppm PVP in API brine at 
25% amplitude for 2 hours. After 750ppm of the DOW proprietary polymer was added 
to the solution, a second run of sonication took place for another 30 minutes.  Finally, 
the dispersion was centrifuged for 1 hour at 2000rpm to remove any excessively large 
particle agglomerates that were not adequately exfoliated during multiple sonications
194
.     
Column packing and propagation experiment: Inert glass beads of 1mm diameter 
were packed into a low pressure glass column (Kimble Chase, Kontes Chromaflex) of 
2.54cm inner diameter. Dry packing was employed until the column height reached two 
targeted heights: either 2.54cm or 7.62 cm (one or three-inch height), yielding a 
porosity of 0.55 (see Figure VI.2 for experimental set up). The packed column was then 
saturated by injecting 10PV of the 10% brine to ensure equal ion concentration in the 
effluent and the injection. A Masterflex L/S peristaltic pump (Cole Parmer) was used to 
inject experimental fluid from a reservoir into the column. Sequentially, either a pulse 
injection (3in-column) or a 2PV of continuous injection (1in-column) of the dispersed 
PMWCNT solution was injected from bottom to top at the volumetric flow rate of 
0.3mL/min, followed by a 5PV post-flush with the particle-free API brine solution. 




prior API brine. Effluent samples were automatically collected at every 0.5PV (for the 
1in-column) or 0.25PV (for the 3in-column) using a timed sample collector. Particle 
concentration in each PV interval was then measured by a UV-vis spectrophotometer 
(Thermoscientific, Genesys10s) using 3.5mL quartz cuvette by comparing the readings 
with a calibration curve prepared daily.      
 
Figure VI.2. Schematic diagram of column experiments with glass bead packing. 
 
VI.3 Results and discussion 
As described earlier in the LPT implementation section, particle breakthrough 
behavior is subject to change upon different values of pa and pd. The numerically-
obtained particle breakthrough curves are presented in Figure VI.3 for different pa and 
pd at two different injection modes: a pulse of 1.76×10
-5




























































































Figure VI.3. Breakthrough and cumulative recovery curves of particles passing through a 
randomly packed array of spheres with 0.35 porosity.  pa = 0, pd = 0;  pa = 0.01, pd = 0;  
pa = 0.01, pd = 0.0001. The panels on the left are for the case of an instantaneous pulse injection, 
and the panels on the right are for a 5 pore volume (PV) injection. 
 
The properties of water at room temperature were used to describe the fluid that was 
passed over the sphere packing by a pressure difference of 687Pa/m. Released NPs were 
assumed to be spherical with 10nm in diameter, resulting in the Sc = 21880 based upon 










         (VI.2) 
where Cn is the Cunningham correction factor, kB is the Boltzmann constant, T is the 
absolute temperature, and rp is the particle radius. In order to simulate a continuous 




injection into the porous medium, data from the instantaneous injection were used 
instead of continually adding NPs in the simulation in each time step. For example, in 
order to determine how many particles migrate through the column from the initial 
injection at time to to time to + t, the number of particles that go through the column for 
pulse injections at time to, to + Δt, to + 2Δt, to + 3 Δt … to + t  are calculated and summed 
up. 
In either pulse or 5PV injection scenario, the most favorable case in which 
particles were free from deposition (pa = 0) is shown. It is obvious that in this case no 
particle retention is recorded (100% recovery of the particles is observed, as can be seen 
in the cumulative recovery curve – filled triangles) irrespective of what the injection 
manner was, and the delay of particle breakthrough is likely due to some particles that 
move through the column in regions with slow velocity. This case corresponds to the 
breakthrough of conservative tracer particles in common column experiments. In 
contrast, more than 74% of particles are lost if pa = 0.01 with no detachment (pd = 0, 
Figure VI.3 – filled circles). This case is equivalent to conducting a column experiment 
without post-flushing the column with particle-free solution. The case in which particles 
are allowed to detach from the wall and remobilize is also presented, utilizing a 
specified detachment probability for attached particles (pa = 0.01 and pd = 0.0001). 
Similar to the case of tracer particles, 100% particles are recovered in this case, and the 
breakthrough curve is skewed to the right with a long tail. It can be anticipated that, for 
non-zero pa and pd, the larger the pa/pd ratio is, the longer the right tail of the 
breakthrough curve. This occurs when the detachment rate is significantly smaller than 




particles are all in constant contact with the pore walls and the attachment rate is of first 


















k0        (VI.3) 
VI.3.1 Validation with experiments 
In Figure VI.4 and Figure VI.5, breakthrough curves of tracer particles 
generated by LBM/LPT simulations (pa = 0) are compared to those of PMWCNTs 
obtained by experimentally injecting the dispersed PMWCNTs through the bead-packed 
columns. Figure VI.4 is a presentation of results for a pulse injection of 0.087PV of 
suspension through the 7.62cm high column (the 3in column), whereas Figure VI.5 is a 
presentation of results for 2PV injection of the same suspension.  
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Figure VI.4. Simulation of conservative tracer versus dispersion of PMWCNTs in the inert 
glass bead packed column. The experimental column is of 3in-height and 0.55 porosity. NPs 
were introduced into the pore matrix as a pulse input. 
 
 It is noticed from Figure VI.4 that PMWCNTs are retained by neither pore surface 
deposition nor size exclusion, and the cumulative recovery curves plateau at 100% in 




experimental breakthrough curve reaches a peak level (C/C0) at about 0.12 against 0.1 
from the simulation prediction. In contrast to this difference, the position of peak 
concentration is almost identical. A deviation of the peak values is expected from the 
pulse injection in the bead-packed column, mainly due to instrumental constrains. In the 
experiment, samples were collected at every quarter of a PV and the particle 
concentration was measured with light absorbance. Due to the pulse injection, the 
highest particle concentration in the effluent sample is fifteen times smaller than the 
injected concentration and collecting samples at smaller PV intervals would lead to 
measurements around the detection limit of the equipment. This average of the results 
over a fourth of a PV in the experiment can lead to differences with the simulation. 
However, in general, the agreement between the simulation data and the experimental 
results is quite reasonable. Later, to overcome the measurement uncertainty, 2PV of 
suspension was injected in a continuous manner into the column, instead of a pulse 
input. The comparison between these experimental results and simulations is depicted in 
Figure VI.5.  
PV










































Figure VI.5. Simulation of conservative tracer (i.e., pa = pd = 0) versus dispersion of 
PMWCNTs in the inert glass bead packed column. The experimental column is of 1in-height 





Note that the column length in this case (1-in column) was one-third of the above-
described experiment (i.e., 3-in column). The results in Figure VI.5 reveal that the 
agreement between experiments and simulations is improved, and both the peak 
position and the concentration value at the peak are identical. 
VI.3.2 Validation with theoretical predictions 
In addition to comparisons to experiments, validation of our simulation results 
can be done by using the conventional one-dimensional convective-diffusion 
equation
188, 189
. The governing equation is based on Fick’s second law of diffusion with 













































     (VI.4) 
where Dh is the hydrodynamic dispersion coefficient of the particles in the porous 
media, u is the pore velocity, ρb is the bulk density of the column, S is the deposited 
particle concentration, ka is the attachment rate constant, and kd is the detachment rate 
constant. Exact solution for this nonlinear unsteady state equation with a pulse input 
boundary condition at the inlet is known for specific cases. For a pulse injection of 
particles and conditions of irreversible deposition, the distribution of the particle 


























n)t,x(C     (VI.5) 
where n0 is the ratio of the total volumetric amount of particle solution injected to the 




useful in order to upscale simulation results by fitting them with this equation and 
obtaining, thus, the two macroscopic parameters, Dh and ka, accounting for the 
irreversible deposition kinetics. For constant fluid velocity and particle diffusivity, the 
particle concentration in the fluid at a certain column location is affected by ka, and the 
higher the attachment rate the smaller the particle concentration. The attachment rate, ka 
and the predefined attachment probability, pa, in our simulation have the same physical 
meaning, and establishing their relation is now straightforward. Additionally, so long as 
ka is known, calculating the single collector efficiency, η, is also straightforward. The 
term single collector efficiency represents the ratio of the number of NPs striking a 
single glass bead (the collector) over the number of particles approaching the collector 
in a unit of time
197













k        (VI.6) 
where η is the single collector efficiency and dc is the collector diameter. Knowing the 
value of η is helpful in determining the travel distance,  , in which a certain fraction (1-






















       (VI.7) 
At this point, it is of importance to emphasize that Equations (VI.6) and (VI.7) allow the 
upscaling of the mesoscopic simulation results to apparent parameters that are 
macroscopically observed in the column experiment. 
Figure VI.6a is an illustration of how well our simulation results fit to Equation 
(VI.5). As seen in Figure VI.6a, simulation predictions agree with Equation (VI.5), and 




and pa is presented in Figure VI.6b for two different Sc number cases: 21880 and 
233545, corresponding to two different sizes of NPs with diameters 10nm and 100nm. 
The pulse experiments and the data-fit to Equation (VI.5) also determine how the 
hydrodynamic dispersion coefficient, Dh, behaves when the deposition rates change. It 
turns out that there is a rather small deviation from the mean value of Dh at various pa in 











/s at Sc = 21880 and 233545, respectively).  
(a) PV













































Figure VI.6. (a) Agreement between simulation data and the predictions from Equation (VI.5) 
for a pulse release. There is irreversible deposition at Sc = 233,545. (b) Variation of ka at 





This finding suggests that the hydrodynamic dispersion coefficient of the NPs is 
affected mostly by their physical properties (e.g., particle size) and flow conditions 
rather than the deposition rate. Thus, one can conduct a tracer experiment (with no 
deposition) for the particle of interest and determine Dh, which would still hold for other 
cases where particle deposition is involved.  
In the conventional filtration theory, particle deposition is formulated with a first 
order kinetics term, as seen in Equation (VI.4). In our simulation, this first order rate 
law is simulated by creating random numbers and comparing them to the predefined pa, 
and this approach is found to be consistent with the theory, as evidenced by a 
monotonic increase of ka versus pa in the small pa region on Figure VI.6b. It is also seen 
in Figure VI.6b that the slope of the ka-pa relation for small pa decreases with increasing 
Sc, which implies that, at a particular pa, the attachment rate is higher at smaller Sc. 
This finding is consistent with the role of the Brownian motion of particles at small Sc. 
The smaller the Sc, the farther the particles can jump off the fluid streamlines due to 
random Brownian movement and the more often they can collide with the pore walls, 
thereby giving particle deposition a higher chance to occur. Note that the Brownian 
motion is explicitly accounted in the LPT algorithm through the standard deviation σ of 
the probability distribution that the random jumps follow. If the mass retention is only 
via particle deposition as assumed in LBM/LPT simulations, it can be concluded from 
Equation (VI.2) that large particles are unfavorable for deposition
193
. A similar 
observation was reported in the work of Ko and Elimelech
179
 when they experimentally 
investigated the surface coverage efficiency under various flow rates, ionic strengths, 




implies that the particle deposition process is reaction limited at large Sc, and that is 
convection limited with small Sc. The role of these two factors can be revealed with the 
Damköhler number, the dimensionless quantity that accounts for the characteristic fluid 





         (VI.8) 
where Da is the Damköhler number. In the expression of Da, k is used as the length 
scale instead of the column length, since the column length is unreasonable for 
considering an infinite medium. Another possibility would be to use the bead diameter, 
dc, as the length scale. However, for the case of a porous column with monodisperse 
beads the use of the medium permeability in Equation (VI.8) is equivalent to the use of 
the representative collector diameter, since  
23
c )(1/d~ k , found by substituting 
Darcy’s law into the Blake – Kozeny equation. In addition, using the medium 
permeability to obtain a length scale helps to differentiate between different 
configurations of the porous medium, including polydisperse bead diameter columns 
and unconsolidated porous media, and provides generality to Equation (VI.8). It should 
be further noted that the Da - type (I) is used instead of the Da - type (II), since no 
significant interphase mass transfer limitation exists in our results. The calculated 
diffusion layer thickness corresponding to each case of simulations is less than 1.5nm 
(data not shown).   
Figure VI.7 is a log-log plot of ka at various Da, when the porous medium is 















Figure VI.7. Relation between the Damköhler number and the attachment rate constant in a 
randomly packed array of spheres. Data obtained from simulations with constant pressure drop 
(ΔP/L = 100Pa/m) and variable Sc  (Sc = 384, 1000, 5000, 10000, and 20000) and simulations 
with constant Sc (Sc = 384) and different pressure drops (ΔP/L = 200, 300, 400, and 500Pa/m). 
 
Notice that four different simulations at constant pressure drop (constant u) but different 
Sc (k0 changed) and another five simulations with changing u but constant Sc were 
carried out to yield a series of Da and ka. In our model, k0 is determined by the 
simulation conditions (see Equation VI.3), so different flow velocities also indicate 
changes in k0.  It is apparent from Figure VI.7 that ka is logarithmically proportional to 
Da and the slope is qualitatively unchanged despite different pa. The fitting equations 
are recorded to be ka = 0.0031Da
1.4
, ka = 0.0017Da
1.39
, and ka = 0.0013Da
1.36
 from the 
smallest to the biggest pa, respectively. The same relation is logarithmically depicted in 
Figure VI.8 with different sphere packing morphologies and constant pa of 0.001. Series 
of Da were obtained by keeping u unchanged and Sc varied in five distinct simulations 
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Figure VI.8. Dependence of attachment rate constant on Damköhler number under different 
geometric morphologies. Simulations were conducted under a constant pressure drop (ΔP/L = 
100Pa/m), a constant attachment probability (pa = 0.001), and a range of Sc (Sc = 384, 1000, 
5000, 10000, and 20000). The fitting equation presented is for randomly packed spheres. 
 
The data in the plot are seen to be correlated with a power correlation. Particularly the 
fitting equation to data points of random packing spheres turns out to be  
ka = 0.0031Da
1.4
.       (VI.9)  
Substitution of Equation (VI.8) in Equation (VI.9) indicates that the non-linear 
correlation between Da and ka can be due to a non-linear relation between the 
attachment rate constant ka and the nominal attachment rate constant k0, and/or due to a 
non-linear relation of ka and the pore velocity u. A non-linear relationship between ka 
and u would be in agreement with the theory of Tufenkji and Elimelech
199
, where it is 
argued that ka ~ USη0 , with η0  being a non-linear function of US and, thus, of u. One 
would expect that the value of ka would depend on the flow, on the pore structure, and 
ka = 0.0031Da
1.4 
























on the diffusivity of the particles. Figure VI.7 is an indication that convection and pore 
structure are more important than diffusion. The effect of the medium configuration on 
particle dispersion and deposition is remarkable, and that might be due to either the 
tortuosity and/or the porosity of the medium.  
   Similarly, the detachment probability in the LBM/LPT simulation can be 
correlated to the detachment rate constant, kd, by matching the solution of Equation 
(VI.4) to the simulation data when particle detachment is activated in the simulation. 
Unfortunately, solving this equation analytically with no sink term is not trivial. We 
instead used the method of lines, a general finite difference technique for the numerical 
solution of partial differential equations, in which the central difference representation 
was employed for the first and second derivatives in space
200
. The accuracy of the 
central differencing scheme has been proven to be second order
201
. Figure VI.9 is a 
depiction of the relation of pd versus kd at identical simulation conditions as in Figure 
VI.6, except pa stays unchanged at 0.001 (ka = 0.00631s
-1
) and pd is varying from 3×10
-6
 
to 1. It is evident from Figure VI.9 that kd monotonically increases with pd at pd < 10
-3
. 
This behavior is expected, as first order kinetics are applied to simulate the detachment 
process. Notice that, in our LPT algorithm, the detachment process is allowed to take 
place after the first particle gets deposited on the sphere, and detachment of a particle is 
















Figure VI.9. Variation of kd at various pd  for two different Sc at reversible deposition 
condition. The value of the pa was fixed at 0.001 and pd was varied from 3×10
-6
 to 1. Other than 
that, the simulation conditions were identical to those depicted in Figure VI.6. 
 
There is no doubt that the delay in the particle breakthrough in the absence of 
size exclusion effects is controlled by the probability of detachment, pd. In other words, 
particle retention in this case is detachment limited. Figure VI.10 is a presentation of the 
dimensionless elapsed time (presented in terms of PV) at which all the particles are 
recovered for various detachment rates (left panel) and equilibrium coefficients (right 
panel) at two different Sc numbers. The equilibrium coefficient is the ratio of 




















































Figure VI.10. Elapsed time for complete particle recovery versus pd (left plot) and equilibrium 
constant, K (right plot). 
 
The plot on the left indicates that the delay in particle breakthrough is pronounced at pd 
< 10
-3
 for the two studied Sc. Recall that kd is almost constant at pd > 10
-3
 as seen in 
Figure VI.9, and thereby the data presented in the left plot of Figure VI.10 are not 
contradictory. It is also seen in this plot that particles with higher Sc cause an earlier 
breakthrough than those with smaller Sc. Longer retention of smaller Sc particles is 
expected due to higher collision frequency with the pore surfaces with the same 
probability of attachment and detachment. Likewise, the plot on the right demonstrates 
the dependence of the elapsed time scale on different K. In contrast to the tendency 
recorded on the left one, particles with smaller Sc demonstrate an earlier breakthrough 
at a certain K, and the difference is more significant when K increases.  
 





CHAPTER VII. NEW FILTRATION EQUATION TO PREDICT TRANSPORT 
AND KINETICS OF PMWCNTs IN PACKED BEDS  
 
VII.1 Introduction 
 The world energy demand is projected to maintain a rapidly growing trend in the 
next few years and might reach 14,500 megatonne of oil equivalent (Mtoe) in 2040
117, 
202
. Despite the increase of energy production from alternative sources, such as nuclear 
and renewable energy, it is expected that traditional hydrocarbon sources will continue 
to dominate global energy markets
117
. As the demand for oil and gas is strong, it is quite 
appealing to recover residual oil, which is estimated to be nearly 2x10
12
 barrels of 
conventional oil and 5x10
12
 barrels of heavy oil in reservoirs worldwide after the use of 
current enhanced oil recovery technologies
203
. On the other hand, ideas for improving 
sweep efficiency by either improving the mobility ratio between oil and displacing 
fluids or changing the wettability of rock surfaces at oil-rock interfaces using nano-
fluids are promising for overcoming current technological and economical difficulties in 
tertiary recovery
41, 204, 205
. Mobility control is feasible by reducing the interfacial tension 
between displaced and displacing phase or increasing the viscosity of the displacing 
phase
41, 206
. Wettability alteration, on the other hand, is targeted at modifying rock 
surfaces from oil-wet to mixed-wet or water-wet
207
. If rock surfaces become more 
hydrophilic, residual oil will be expected to easily roll off from the surfaces in 
secondary flooding. If one were to employ NPs in the aforementioned ways, NPs would 
have to be present in the injected fluid. Nanoparticle mobility in highly tortuous pore 
networks, such as those of reservoir rocks, under harsh salinity and temperature 




In general, it has been well-documented in the literature that various physical 
and chemical factors impact nanoparticle transport through porous media, both in a 
positive and a negative sense. These factors might involve size exclusion, pore surface 
roughness, and electrostatic repulsion/attraction due to the solution chemistry or patch-
wise surface charge heterogeneity. To isolate and investigate each single factor, many 
experimental studies on nanoparticle transport have been conducted
176-178, 180, 182, 185, 197, 
208
.  
Mathematical models have been proposed that capture the main physics of the 
process and can predict the effects of the aforementioned factors. Generally, these 
models can be classified into two categories: one-site models and two-site models. One-
site models assume a uniform deposition rate of particles on the collector surface, while 
two-site models take into account the heterogeneity of the surface represented by a fast 
and a slow deposition rate constant. Among those classified as one-site models, the 
conventional filtration equation is widely used
188, 189, 191, 196, 209, 210
. The main feature of 
this equation is that the attachment and detachment of particles or colloids are modeled 
by first order kinetics
191, 196, 211
. In addition, it is implicitly assumed that the attachment 
capacity of the collectors is infinite, resulting in the absence of any term corresponding 
to the blocking parts of the surface from further deposition. This fact limits the validity 
of the model to cases where the surface coverage is negligible
191
. Reversely, when the 
deposition rate of particles or colloids in the bulk phase is noticeably affected by the 
already attached particles, a Langmuirian blocking function is usually incorporated
30, 186, 
191, 212
. The incorporation of a blocking function changes the assumption about the 




conventional filtration model, no plateau behavior (steady state) is observed in the 
Langmuirian blocking model, unless the collector surfaces are completely saturated
191
.  
It has been shown that the one-site model with Langmuirian blocking 
successfully captures the gradual climb of experimentally obtained particle 
breakthrough curves after the clean bed state, and before the complete saturation state, 
in different ionic strengths of the electrolyte solution
30
. Despite that, it has been argued 
that the model with a Langmuirian blocking is inadequate in the case of big colloidal 
particles, since it was originally targeted to the coverage of point-size molecules on 
crystalline lattice sites
190, 213
. Thereby, using a Langmuir approximation for large 
colloidal particles, which can occupy many surface deposition sites at once, might cause 
some deviations. Instead, the random sequential adsorption (RSA) dynamic blocking 
function has been employed and found to be a significant improvement. The RSA 
blocking model is in fact based on the random placement of hard disks adsorbing on a 
flat surface without overlapping
190, 213, 214
.  
Together with the one-site models, two-site models have also been proposed. 
The term two-site means that surface charge heterogeneity is considered in the models, 
reflected by favorable and unfavorable deposition rate constants
215-217
. Similar to one-
site models, if surface deposition site blocking is significant, the Langmuir 
approximation or RSA blocking might be included. Additionally, a heterogeneity 
parameter can be added as a weighting factor for the presence of favorable regions 
relative to unfavorable regions for deposition
197, 208, 218, 219
. So far, in the mentioned 
models, the retention of colloids and/or particles is attributed to chemical interactions 




factors on colloidal retention, two-site models that employ a dual permeability concept 




Considering the agreement between experimental data and model predictions, it 
is found that two-site models, even without a blocking term, exhibit an improvement 
compared to the conventional one-site model
215, 216
. Furthermore, experimentally 
observed behavior, such as the gradual increase of the normalized particle concentration 
seen in experimentally obtained breakthrough curves after the clean bed state, is also 
well-captured. Note that, in the clean bed state, particles deposit onto collector surfaces 
with a constant rate with no interference of deposited particles
223
. It should be further 
noted that electrostatic repulsion is a factor that can hinder the deposition of colloids in 
regular conditions. Thereby, when electrosteric effects play a role and the suspension 
has rather high ionic strength (on the order of thousands mM), both one-site and two-
site models might deviate notably from experimental measurements.  
In this study, experimental breakthrough data for PMWCNTs that were 
stabilized in suspension by a polymer mixture and then propagated through columns 
packed with crushed Berea sandstone are presented. The columns were saturated with 
brine at different salt concentrations. The electrolyte solutions contained a mixture of 
sodium chloride (NaCl) and calcium chloride (CaCl2) with different weight fractions, 
corresponding to different salinity levels. In addition, the effects of pore velocity on 
particle retention were studied. Finally, a new filtration equation with a modified 




VII.2 Materials and methods†† 
VII.2.1 Nanoparticles 
Purified MWCNTs are employed in this work. To obtain the NPs, MWCNTs-
Al2O3 particles supplied by SouthWest Nanotechnologies, Inc. (SWeNT), Norman, 
Oklahoma, USA, were purified by immersing them in flourhydric acid to dissolve the 
alumina core as described in detail in Baez et al.
194
 and Kadhum et al.
224
 The remaining 
MWCNTs were then dried. After purification, two polymer solutions were sequentially 
added to generate stable, suspended NPs that do not aggregate because of electrosteric 
effects. The envelopment procedure consisted of sonication (sonicator model FB505, 
Fisher Scientific) of a solution of 100ppm purified MWCNTs and 200ppm primary 
polymer in salt or salt-free solutions at 25% amplitude for 2 hours. In the column 
experiments, polyvinyl-pyrrolidone (PVP) of molecular weight 40,000 (Sigma Aldrich) 
was used as the primary polymer. Except for the case of deionized water, a mixture of 
NaCl and CaCl2 was added into the solution at a fixed weight ratio of 4:1
224
. The weight 
percentage of the salt mixture in the solution series was 0% (deionized water), 0.1%, 
5%, and 10%, with respective ionic strengths of 10
-2.5
, 19.1, 1010, and 2140mM. After 
the first sonication process, 1600ppm of hydroxyethyl cellulose (HEC-10, Dow 
Chemicals) was added, and a second sonication was operated for 30 minutes. The 
resulting suspensions then underwent centrifugation for 1 hour at 2000rpm as the final 
step to remove any large particle agglomerates. The reason for using two polymers is 
the following:  the first polymer helps to stabilize and disperse the nanotubes and the 
second allows the suspension to be stable at different salinity levels. The effectiveness 
                                                 
††
Experiments were conducted by Daniel Swatske (D. P. Swatske, 2013, Development of binary 
dispersant systems for nanoparticle transport in porous media, Master thesis, University of Oklahoma). 




of these particular polymers in disrupting the MWCNT – MWCNT hydrophobic 
interactions (using PVP) and resisting NP-pore surface deposition under harsh salinity 
conditions (using HEC-10) has been documented elsewhere
224
. Also, the addition of 
these polymers showed no interference with the UV-vis technique used for the 
measurement of the particle concentration, which is described in the section below. 
VII.2.2 Crushed Berea sandstone column 
Consolidated Berea sandstone was crushed with a ceramic mortar into grains. 
The obtained grains were subsequently sieved to different grain sizes in a mechanical 
shaker (sieve designations: #60/250 µm and #200/75 µm). The packing grains (referred 
to as sand grains from now on) were those that remained on the 250µm down to 75µm 
sieve, resulting into a grain size distribution of the packing material that was between 
75µm and 250µm. The sand grains were dryly packed into a low pressure glass column 
(Kimble Chase, Kontes Chromaflex) of 2.54cm inner diameter until a column height of 
7.62cm was achieved. After each experiment corresponding to one salinity level was 
concluded, the column was emptied and repacked to carry out experiments with 
different salt concentrations in the series of experiments. The average porosity and 
permeability of the packing column was 0.35 and 4.2D, respectively. The permeability 
of the packing column was measured by applying Darcy’s law for low Reynolds 
number flow. Briefly, water was pumped vertically from the bottom of the column at 
different volumetric flow rates. At every particular flow rate, the pressure difference 
between the two ends of the column was measured. According to Darcy’s law, 




two variables should be a straight line, passing through the origin. The permeability was 
then obtained from the slope of the line.     
The transport of NPs in the sand packed column was investigated using a 3-
phase injection procedure (see Figure VII.1 for a schematic drawing of the experimental 
setup). At phase 1, the column was saturated by injecting 10 pore volumes (PV) of a 
NP-free solution to equalize ion concentration in the effluent and the injection. Phase 2 
was the injection of 10PV of the solution of phase 1 containing 100ppm NP into the 
bottom of the column at the rate of 0.3mL/min. Finally, phase 3 consisted of a 5PV 
post-flush with the same solution as that of phase 1. A timed sample collector was 
utilized for automatic collection of effluents at every 1/3PV interval. In each interval, 
NP concentration was examined by a UV-vis spectrophotometer (Thermoscientific, 
Genesys10s) using a 3.5mL quartz cuvette. The detection limit of the method was 
1ppm. Exceptionally, in the case of the 10% salt solution, two single pulse inputs of 
0.067PV each were injected into the column at the end of phase 3. This additional pulse 
injection procedure was aimed to determine the hydraulic dispersion coefficient of the 
NPs from the breakthrough curve resulting from these two pulses. The delay time 






Figure VII.1. Schematic diagram of column experiments with crushed Berea sandstone 
packing. 
VII.3 Results and discussion 
VII.3.1 Effect of salt on polymer-coated NPs 
 The effect of salt on particle deposition of uncoated particles in packed beds has 
been investigated and well-documented in the literature
30, 185, 187, 210
. It is widely known 
that increasing salt in injected solutions provokes particle retention due to the 
compression of the electrical double layer, which results in a reduction of electrostatic 
repulsion
225
. This reduction has been evidenced by the diminishing of the energy barrier 
in the interaction energy profile, predicted by the theory of 
Derjaguin, Landau, Verwey and Overbeek (DLVO theory) when increasing salt 
concentration
226-228
. It is thereby expected that an increase in salt concentration would 
















with different salt levels show no such behavior when the salt concentration is within 
0% and 5% (see Figure VII.2).  
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Figure VII.2. Particle breakthrough of NPs under various weight percent of salt. The particle 
was wrapped by PVP and HEC-10 polymer and was injected as a 10PV slug into 1in-diameter 
and 3in-length sand packed columns.  
 
The NP breakthrough curves overlap with each other, indicating that there is no 
significant effect of salt concentration on NP retention for up to 5% salt. When the salt 
concentration is increased to 10%, however, more NPs are retained in the column. The 
integrated area of the 10% salt breakthrough curve is less than that of the other three salt 
concentrations. It is also seen that the portion of the 10% salt breakthrough curve 
between 2PV and 6PV is clearly below the other curves. The fact that the salt 
concentration for up to 5% shows no impact on NP retention does not negate the role of 
ionic strength in facilitating particle retention, but instead emphasizes the steric effects 
of the polymer wrapping. Because the amount and configuration of polymer coating 




was likely non-homogeneous. Therefore, the NPs that break through the column are 
those with a polymer shell thick enough to keep them away from the pore surfaces, 
where the Van der Waals attractive force is not sufficiently strong to pull them toward 
the pore surface. The overlapping of the curves in Figure VII.2 reveals that there is an 
equal amount of NPs deposited either in the primary or the secondary minimum of the 
DLVO energy profile, regardless of the salt concentration up to 5%. Note that 
attachment in the primary minimum is not difficult at high salinity level, because of the 
absence of the energy barrier. At 10% salt, however, the NPs undergo  a stronger 
attractive force at the same separation distance, since the action of electrostatic 
repulsion is further weakened, caused by increasing salt concentration. Calculations 
based on DLVO theory showed a strong compression of the electrical double layer, as 
its thickness is inversely proportional to the square root of solution ionic strength
229
. 
Therefore, it is hypothesized that the strengthening of the attractive force is sufficient in 
pulling more NP toward the pore surfaces and resulting in more deposition.  Another 
plausible explanation is that higher salt concentration affects the integrity of the 
polymer coating around the MWCNTs.  
VII.3.2 Agreement between the experimental data and commonly used filtration 
equations 
 A further consideration is whether commonly reported filtration equations can 
fit the experimental data presented in Figure VII.2, and yield the kinetic parameters 
(i.e., deposition rate constant, detachment rate constant, and maximum surface 
deposition) through the model fitting process. For this purpose, conventional filtration 
theory one-site (CFT-1S), one-site with Langmuirian blocking (L-1S), one-site with 




blocking (L-2S) models were employed for fitting. The general expression of these 


















































     (VII.1) 
in which 
ψ = 1 and ka,2 = 0 in the CFT-1S model 
maxS
S




























  and ka,2 = 0 in the RSA-




   
ψ = 1 and ka,2 ≠ 0 in the CFT-2S model 
maxS
S
1 and ka,2 ≠ 0 in the L-2S model 
where Smax is the maximum deposited particle concentration, λ∞ = 0.546 is the hard 
sphere jamming limit, ε is the conversion factor from surface coverage (λ) to surface 
concentration, ka,1 is the deposition rate constant in sites of type 1, and ka,2 is the 
deposition rate constant in sites of type 2.  
The hydraulic dispersion coefficient, Dh, is usually obtained by running a tracer 
test through the examined column. In this study, Dh was obtained from the fitting of 




case of 10% salt concentration. In this case, the analytical solution of Equation (VII.1) 




























n),x(C    (VII.2) 
According to the model fit seen in Figure VII.3a, Dh is found to be 0.000765 cm
2
/s 
using the sum of least squares procedure. This value of Dh obtained in this manner was 
fixed and used in all models that are discussed hereafter. It was not fitted again when 
other parameters were obtained using models based on Equation (VII.1) and the rest of 
the experimental data at various salt concentrations. The model results compared to the 
experiments are depicted in Figure VII.3b.  
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Figure VII.3. (a): Pulse responses of 0.067PV of NP injection and fitting with the exact 
solution [Equation (VII.2)]. The salt concentration is 10wt%; (b): Agreement between 
experimental results at various salt concentrations and those predicted by the most common 
filtration models.  
 
It is seen that most of those models fail to match the gentle increase of C/Co 
observed in the experimental data. Except for the RSA-1S model, concentrations 





deposition and surface saturation, noted by the plateau at C/C0 = 1. As a result, the 
CFT-1S and CFT-2S models under-predict the cumulative retention amount of NP. 
Likewise, the RSA-1S model shows a significant disagreement in the amount of NP 
recovery, despite a good match in capturing the gentle portion of the breakthrough 
curves. 
VII.3.3 Proposed filtration model and its agreement with the experimental data at 
different salinity levels and flow rates 
 So far, none of the above-mentioned models completely agrees with the 
experimental data. We present herein a new model that better predicts the transport of 
NP in salt in our experimental system. This new model also appears to fit results 
published by other groups for other salt conditions, and for other types of NPs. The new 
model is in fact a modification of the L-1S model with the single collector efficiency 
























































     
(VII.3) 
The incorporated η in Equation (VII.3) is not an average value averaged across a 
porous medium, but it is instead a function of time and location [η = η(x, t)]. 
Consequently, the spatial dependence of the particle deposition rate is indirectly 
accounted in Equation (VII.3). It is, however, cumbersome to find the form of η(x, t) in 
an analytical way, even though expressions of its average in the absence of an electrical 
double layer are available
199, 230
. To obtain a reasonable form of η(x, t), we empirically 






) and λ from the experimental data published by Ko and Elimelech
179
. In 
their work, they reported the nonlinear decline of η/η0 as a function of λ at different 
pore velocities and particle sizes. We took their data, normalized them, and represented 

























Figure VII.4. (a): Dimensionless single collector efficiency as a function of surface coverage at 
different particle sizes and pore velocities. Data were adopted from reference [179] and fitting 
equation was Equation (VII.4); (b): Dimensionless single collector efficiency along the column 
length at different time with Dh = 0.00009cm
2
/s, u = 0.001273cm/s, ρb = 2.65g/cm
3
,  = 0.4, 
Smax = 8.3×10
-4
mg/g, ka,1 = 4.28×10
-4









It can be seen in Figure VII.4a that an exponential expression can describe the nonlinear 














exp         (VII.4) 
where ξ is a fitting parameter, which is expected to depend on pore velocity, ionic 
strength of electrolyte solution, and on particle size. Since λ/λmax and S/Smax are 
equivalent when the coverage is not thicker than a monolayer coverage, λ/λmax can be 





































































   
(VII.5) 
To solve this system of equations, we assume a-priori that η0 depends on neither time 
nor space, and can be known beforehand by theoretical calculation
199, 230
. In this work, 
η0 was assumed to be 1, and Smax was calculated based on the amount of particle 
retention as obtained by the experiments. Knowing Smax restricts the number of fitting 
parameters, leaving ξ, ka,1, and kd undetermined. Note that ka,1 and kd are not 
interconnected, because the detachment process is intensive mainly at the “washing 
stage”, in which the porous medium is usually flushed with a particle-free solution. This 
elution process washes away particles deposited in the secondary minimum in the 
DLVO energy profile
182, 228
. For this reason, in Equation (VII.5), the term kdS is not 
calculated during the particle injection stage. Instead, it is turned on at the beginning of 




different parts of the breakthrough curve, ka,1 from the increase of effluent concentration 
at the early stage of the experiment that is dominated by deposition, and kd from the part 
of the curve corresponding to the washing stage that is dominated by particle 
detachment kinetics. To solve the system of equations in (VII.5), a method of lines
200
, in 
which the porous medium was discretized into 50 slabs along its length was employed. 
The system of ordinary differential equations obtained after discretization was solved 
by Polymath (http://www.polymath-software.com), version 6.1. The conjunction, initial 















      (VII.6) 
where Tin is the injecting time. Figure VII.4b is an illustration of the variation of η/η0 
along the medium length at different times for an extreme case of solving Equation 
(VII.5) with ξ = 2. It is apparent from the figure that η/η0 nonlinearly increases along 
the flow path, and that η/η0 at a specific medium location decreases against time. This 
behavior is expected, because the particles as they travel in the porous medium tend to 
collide with the surface and deposit first at locations closer to the medium inlet. As 
more and more pore surface at these locations is occupied, it leads to the reduction of 
η/η0 associated with these locations, since available space for deposition becomes more 
limited for the following particles. This fact forces the particles that enter the porous 
medium later to deposit on other locations farther downstream, where η/η0 is still large 
and there is available pore surface for deposition. The saturation process advances like 




  In an attempt to capture the experimental breakthrough curves that appear in 
Figure VII.2, Equation (VII.5) was solved and fit to the experimental data. The 
parameters ξ, ka,1, and kd were obtained from the equation fit, while Dh was assumed to 
be constant and was obtained independently from the tracer tests. Among four different 
salt concentrations, the 5% and 10% salt are chosen to be presented, as the particle 
breakthrough curves for 0% and 0.1% salt concentrations were identical to that of 5% 
salt. The result is shown in Figure VII.5, while the fitting parameters and the coefficient 
of determination (R
2
) are reported in Table VII.1.  
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Fitting to Equation (VII.5)
 
Figure VII.5. NP breakthroughs at two highest salinity levels and their agreement with the new 





Table VII.1. Fitting parameters used to solve Equation (VII.5) for two levels of salinity and two 
flow rates. The salt concentration in the cases of two flow rates was 10wt%. The porosity in the 
column was   = 0.35 in all cases. 
 





















Recovered particle [%] 94 89 89 96 
ρb [g/cm
3
] 1.473 1.473 1.473 1.473 








Smax [mg/g] 0.01542 0.022 0.022 0.0084 
ξ [-] 13 6 6 11 
 
In contrast to the models presented in Figure VII.3b, the gradual increase marked in the 
experimental breakthrough curves is well captured by Equation (VII.5) when ξ is 13 and 
6 for 5% and 10% salt, respectively. The larger value of ξ corresponding to the smaller 
salt concentration is not by chance. Higher values of ξ mean a reduction in η and 
hindering of particle attachment to the pore surfaces. In terms of salinity level, 
decreasing salt concentration also leads to the same result, because η changes 
proportionally with salt concentration. One might also notice in Table VII.1 that the 
reported ka1 in the case of 10% salt is smaller than that for the case of 5% salt. The 
reason for this contradiction with findings in cases of small and moderate ionic strength 
(on the order of hundreds mM) is unclear. However, such behavior was reported in the 
work of Magal et al. when they investigated the transport of Fluorescent Carboxylate-





. The average deposition rate increased with ionic strength of up to 
250mM, approximately. Beyond this point, the deposition rate droped significantly 




 Another interesting observation is the relative importance of particle 
detachment versus particle deposition. It turns out that including the kd term during the 
particle injection stage in the model fit is unnecessary, because the particle deposition 
process dominates during this stage. Particle detachment is in fact more active in the 
washing stage, in which the process is stimulated by either fluid shear or differences in 
the ionic strength of the washing solution versus the injection solution. It has been 
reported that washing the medium with a particle-free solution containing much lower 
salt concentration compared to the initial particle solution, or increasing velocity of 
washing solution, release attached particles from pore surfaces significantly
192, 215, 226, 
233, 234
. In Equation (VII.1), one could neglect the kdS term, if the distal portion of 
breakthrough curves showed a sharp reduction, implying no particle detachment
186, 212
. 
The values of kd reported in Table VII.1 were obtained by keeping kd = 0 during the 
injection stage and then fitting for it between 10.6PV and 10.8PV. Following the work 
of Bergendahl and Grasso
234
, the hydrodynamic shear due to the flow rates in our 
experiments is not expected to result in intensive particle detachment. The short 
duration of detachment (0.2PV) and the small values of kd calculated herein have 
confirmed this expectation.   
     While ξ changes inversely with the ionic strength, its relation with the pore 
velocity is not yet elucidated. Increasing the pore velocity has been reported to be 
unfavorable for particle deposition, and thereby, particle recovery is increased
179, 186, 215, 
235
. Likewise, increasing ξ potentially leads to the same consequence, since η decreases. 
To clarify this issue, the experiment with 10% salt was replicated with a higher flow 




VII.6 together with the case of the same salt concentration but with smaller pore 
velocity.  
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10% salt - fast
10% salt - slow
Fitting to Equation (VII.5)
 
Figure VII.6. NP breakthroughs at the injection rate of 0.3mL/min (slow) and 3mL/min (fast) 
and their agreement with the new model. The parameter ξ increases when pore velocity 
increases.  
 
In Figure VII.6, an earlier breakthrough and higher particle recovery in the case of 
higher pore velocity are observed. These features are all consistent with results reported 
in the literature
25,30,45,48
. Moreover, the relation between the pore velocity and ξ is 
consistent with the behavior described above (see Table VII.1).      
VII.3.4 Agreement of the modified filtration model with prior data available in 
the literature 
 In Figure VII.7 we present the fitting of Equation (VII.5) with other published 
data and comparisons with other forms of the filtration equation used in those works. 
Breakthrough data of E. Coli and latex micro spheres through a silica sand packed 
column in Smith et al.’s work
188
, fullerene (C60) through a fine Ottawa sand packed 
column in Li et al.’s work
186




Liu et al.’s work
184
 were used. Here we did not do a multi-parameter fitting. Instead, we 
used the parameters already calculated by the researchers in these papers. The 
parameters already reported by the authors were reused, such as ka in the work of Smith 
et al. and ka and Smax in the work of Li et al., to avoid simultaneously getting ka, Smax, 
and ξ by fitting. In the case of Liu et al.’s work, Smax was calculated in advance via the 
amount of final retention by numerically integrating the breakthrough curve presented 
in the paper, since the value of this parameter was not provided in the reference.  
In the above-mentioned works, although a fit between the data and the models is 
reported, there exist significant differences – mostly the experimental breakthrough 
lines are over-predicted. Specifically, those differences were due to the failure of 
matching the gradual augmentation in the breakthrough curves caused by competitive 
deposition because of surface saturation. The ka at this stage declines against the level 
of surface coverage rather than remaining constant and equal to that at the clean bed 
stage. It is also inferred from the differences that the surface saturation rate is not as fast 
as that described by the L-1S model. The presence of no significant differences between 
the experimental data and data generated by Equation (VII.5) in Figure VII.7 affirms 


































































Figure VII.7. Agreement of the new model with literature data in comparison with used models 
in those works. (a) and (b) are the breakthrough of E. Coli and micro latex sphere adopted from 
reference [188], respectively. (c) is the breakthrough of fullerene (C60) adopted from reference 
[186], and (d) is the breakthrough of MWCNTs adopted from reference [184].  
 
For the work of Smith et al., the proposed model successfully describes the 
declining rate of ka near the surface coverage limit of the E. Coli breakthrough, and 
accounts for the late breakthrough of latex micro spheres although, in both cases, ka was 
obtained by analyzing snapshots taken at some instants in time. For the work of Li et 
al., the new model predicts a slower deposition rate near the limit than that predicted by 
the L-1S model. While complete saturation is attained at around 3PV as interpolated 
from their fitting curve, complete saturation through the newly proposed model is 2PV 






which show an incomplete saturation. The normalized concentration of effluent remains 
less than unity during the measured time intervals. In the work of Liu et al., the 
improvement of the new model is noticeable at the first 1.5PV, where the L-1S model 
shows an earlier particle breakthrough compared to that from experimental data. The 
early breakthrough in this segment implies less intensive deposition in the clean bed 
stage than that observed in the experiment. In addition, given that the L-1S model 
predicts a steeper slope of the early breakthrough segment than the slope of the next 
segment, bounded within 1.5PV and 2.5PV, the deposition is predicted to be intensive 
after the clean bed stage. This intensive deposition is unlikely, since experimental 
evidence shows a decrease in deposition rate against time. With our proposed model, 





CHAPTER VIII. CONCLUSIONS AND FUTURE PLANS 
 
VIII.1 Conclusions 
From the results of multiple topics presented herein, the following conclusions 
can be drawn: 
For the flow over the nanopost array attached to the bottom wall of the micro 
square channels, it was found that the array deforms the fully developed flow field and 
turns it into a developing flow field.  The flow tends to recover its original shape 
downstream from the array and the recovery length has been found to be a function of 
nanopost height, distance between two nanoposts in the line, and size of the 
microchannels. An empirical correlation for calculating this recovery length was also 
developed with errors bounded within 7%. This correlation was also proven to be 
valuable for microchannels with different sizes and different configurations of nanopost 
arrays. With the appropriate definition of the Reynolds number, drag coefficients of the 
nanopost arrays immersed into the fluid were found to be approximately in linear 
relation to 1/e. This finding can be useful for the design of nanopost configurations 
attached to microchannel walls that can be used to enhance heat transfer, when liquid 
coolants are utilized.  It can also be useful in microfluidic applications other than heat 
transfer, such as bioflows where CNTs bond with DNA or CNTs are used to filter 
molecules or particles out of the flow.  
For the prediction of stress distributions in the structured scaffolds, the fluid 
flow-induced stresses were calculated in different scaffold geometries consisting of 




randomized, highly porous media can also describe the stress PDFs in porous media 
consisting of regular geometric shapes. However, the shape of the distribution changes 
when the angle of the flow direction relative to the internal scaffold surfaces takes only 
a few specific values. Therefore, a common distribution type, such as the suggested 
gamma-3P distribution, can be used to describe flow-induced stresses within porous 
media made of regular geometric shapes (beyond the already established random pore 
architectures), so long as there is a wide distribution of the direction of the flow relative 
to the internal scaffold architecture. Additionally it was found that the VVSP 
distribution applies for porous media that satisfy this criterion for a wider range of 
porosity than previously expected:  agreement with the VVSP PDF was found for 
porosities as low as 50%.  
The findings of this topic imply that it might be possible to control the stresses 
during the culture process by manufacturing scaffolds of specific geometry and by 
orienting them in the bioreactor in specific directions. If one wishes the stresses to 
follow a known distribution (the gamma-3P), then the internal architecture of the 
scaffold should be such that a uniform and continuous PDF of  can be obtained. On the 
other hand, if one, for example, wishes to manufacture scaffolds that are such that most 
of the stresses will be on two peak values, then a scaffold like that of Case A should be 
manufactured (keeping in mind that when extracellular matrix is deposited the pore 
architecture will probably acquire a less ordered structure resulting in a transition to the 
gamma-3P distribution).   
For the stress distributions in the open space of ideally and randomly packed 




randomly packed, whereas it is bimodal and trimodal in the case of bcc and sc spheres, 
respectively. For each particular sphere packing morphology, the distribution pattern 
remains unchanged for different pressure drops but under Darcy flow conditions. 
Additionally, the KS goodness of fit test results indicate that the 3P log-normal 
distribution can be used to describe the normalized stress distribution computed for 
randomly packed spheres and fcc-packed spheres. A common 3P log-normal 
distribution exhibits agreement with the stress data within statistical accuracy. Likewise, 
normalized stress distributions of other cases of highly porous structured scaffolds are 
also found to considerably agree with the predicted 3P log-normal distribution. In 
addition, a similarity between the pore size distribution and the associated normalized 
stress distribution is observed when simulating flow in the pore space of the Berea 
sandstone geometry. Therefore, one can infer that the pore size distribution of a porous 
medium profoundly affects the distribution of the fluid stresses in the void spaces. Such 
findings can be useful in predicting the PDF of stresses that nano and microparticles 
encounter as they travel through different types of porous media, and in predicting the 
stability of these particles. 
For simulations of the transport and kinetics of NPs inside the pore space of 
packed porous media, by applying the probability of attachment and detachment 
concept, three different cases of particle-pore surface interaction, namely no deposition, 
irreversible deposition, and reversible deposition have successfully been simulated. The 
packing is represented by packing solid, impermeable spheres in a periodic 
computational box. Simulation results have been found to be in agreement with those 




allows simulation results to be upscaled and to determine macroscopic parameters by 
fitting simulation data to equations. Additionally, particle breakthrough of PMWCNTs 
in inert glass bead packed column experiments agree with the breakthrough predicted 
by the simulation of a conservative tracer. Therefore, this approach can provide a rapid 
qualitative and quantitative investigation into microfluidics porous systems, and can be 
generalized to other more sophisticated porous media like sandstone. 
For the last topic, we have presented the transport behavior of polymer-coated 
NPs in crushed Berea sand packed columns under high salinity levels. At or below 
5wt% salt concentration, the effect of salt on NP retention is completely eliminated, and 
dispersion of NP remains the same as that in deionized water, because of the use of 
polymer coatings. At 10wt% salt, however, there is a 2.5% difference in NP recovery 
compared to the above mentioned cases at the same flow rate. A new filtration model, 
which successfully captures the effluent behavior of NP in such cases is also proposed. 
In the new model, a new parameter ξ is empirically determined, and is found to be 
proportional to the pore velocity and inversely proportional to the ionic strength. 
VIII.2 Future plans 
VIII.2.1 Unstructured layers of cell growth with time 
To numerically investigate the effect of the dynamic change of the scaffold 
porosity due to cell growth during the culturing state on the stress distributions, it is 
ideal to assume a uniform layer of cells covering the scaffold structures, as being done 
herein and in the work of Lesman et al.
86
. However, experimental evidences have 
shown nonuniform layers of cells being formed on the surfaces of supporting 
scaffolds
95, 236, 237
. Raimondi et al.
95




cells mainly attached at the intersections of the fibers with bridged and flattened 
morphology after two days of static culturing. With a combination of 1 week static 
culturing followed by 2 week dynamic culturing in bioreactor, the cells clumped on the 
fibrous branches. Jungreuthmayer et al.
238
 have developed an algorithm to numerically 
and randomly seed cells on the surface of their virtually unstructured scaffolds with 
both flat and bridge attachment of the cells (see Figure VIII.1). 
It is, thereby, important to take into account the cell growth and proliferation 
versus time, by which dynamically numerical creation of cell layers on the porous 
scaffolds should be adopted, especially at the intersections of the scaffold structures. In 
association with that, stress distributions over time also need to be explored. The growth 
of the cell layers over time is expected to reduce the pore spaces of the cell-seeded 
scaffolds, leading to the increase of pore velocity and the flow-induced stresses. As the 
velocity field should be dynamically changed, a dynamic LBM scheme might be 
needed.    
 
Figure VIII.1. Computationally cell seeded scaffold (right) with flat and bridge attachment of 




VIII.2.2 Slip boundary condition at the nanopost surfaces and heat transfer from 
the nanopost array to the flow 
The nanopost array grown at the channel wall can be extended to the CNT 
arrays to take advantage of their high thermal conductivity. However, the deformation 
of flow as passing through a CNT array is expectedly different from what has been 
reported herein for any arrays with hydrophilic surfaces. CNTs, on the other hand, are 
highly hydrophobic, and tend to bundle up in water, because of hydrophobic 
interactions. With that in mind, lattice Boltzmann simulation of flow over a CNT array 
needs to account for the slip velocity on the CNT surfaces. The bounce back technique 
for no slip approximation, in which a particle will be returned to its original position at 
a previous time step after colliding with the channel wall, will fail to apply on the CNT 
surfaces, whereas a partial or full slip technique is needed for such surfaces. 
For heat transfer from the CNT array to the liquid flow consideration, the LPT 
technique described in Section II.2 can be adopted. A number of heat markers can be 
released from the CNT surfaces, and advanced into the flow field by convection and 
diffusion. Either a uniform release or non-uniform release of heat markers over the CNT 
array surfaces can be employed to represent uniform or non-uniform heating from the 
CNT array. The temperature profile across the flow will be obtained by binning the 
flow and counting the number of markers in each bin.   
VIII.2.3 Particle breakthrough under heterogeneous distribution of attachment 
probability, pa, of the packed-sphere surfaces 
The probability of attachment, pa, associated with the sphere surfaces in Chapter 
VI is assumed to be uniformly distributed across the surfaces. Such assumption is 




oxidation process with acid cleaning or combustion. After the pre-treating process, the 
surface charge of the packing materials is presumably uniform. A number of studies 
have shown that pre-cleaning collector surfaces with aggressively acidic oxidation or 
combustion is able to downplay effects of surface charge heterogeneity on particle 
attachment
239-241
. Inversely, untreated packing materials usually possess heterogeneous 
surface charges with which the surface charges are partially positive and negative. The 
presence of the positive charges among the majority of negative charges and vice versa 
has a pronounced effect on the particle breakthrough, which is unnoticeable by ζ 
potential measurement. Metallic oxides such as iron, aluminum, and manganese oxide 
coating on mineral surfaces are believed to be sources for the heterogeneous surface 
charge at macroscopic scale. Their presence, under certain conditions of the aqueous 
phase, results in particle attachment at favorable deposition sites regardless of the 
significant repulsive energy barrier revealed from DLVO theory. This source of 
discrepancy was early discussed by Elimelech and O’Melia more than two decades 
ago
242, 243
. In order to take into account the surface charge heterogeneity in the 
LBM/LPT simulations, the pa can be patchily distributed over the sphere surfaces. In 
such cases, pa associated with a particular patch will differ from pa of other patches. 







Figure VIII.2. Two possible patchy distributions of pa: stripes (left) and random distribution 
(right). Blue color denotes surfaces with pa ≠ 0. 
VIII.2.4 Saturation of packed-sphere surfaces with time by deposited particles  
Together with the incorporation of surface charge heterogeneity, dynamic 
surface blocking can also be considered for NP transport in packed-sphere beds. It 
should be noticed in Chapter VI that deposited particles are considered not to hinder the 
attachment of following particles. In other words, the deposition of particles on the 
sphere surfaces, assumptively, does not change the capacity of capturing particles of the 
surfaces. Such consideration holds true for small pulse injection of particles or injection 
of dilute particle solution into the packed columns. If it is not the case, surface blocking 
effect of deposited particles cannot be ignored. It is admitted in the literature that a 
deposited particle will block a particular surface area of the collector, which is bigger 
than the projected area of the particle. When that area is blocked, it is unavailable to 
other free particles in the bulk. Excluded area, Ab, which is the ratio of the blocked area 
due to attachment of a particle over the projected area of that particle, is widely used to 
characterize the surface blocking effect in certain experimental conditions. Ab is 









           (VIII.1) 
 
The pore velocity, the ionic strength of the particle solution, and the particle size has a 
pronounced effect on Ab. Thus, pre-estimating Ab corresponding to the designed 
experimental conditions is crucial for implementing the LBM/LPT simulations with 
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A.1. Connection between pore size and dimensional bulk stress distribution in a 
pore network assumed as a bundle of capillary tubes  
 
Consider a porous medium with circular, straight tube-like pores. Let the 
diameter of the pores, D, take values from an arithmetic sequence between 1 and 50µm, 
(i.e., each diameter is larger than the one smaller than itself by ΔD = 1µm) and let us 
assume that the diameters follow a log-normal distribution. Fluid is driven through 
these parallel tubes by a pressure difference of 1Pa/µm. Recall that the stress profile in 
each pore is linearly correlated to the pore diameter as described in Equation (V.3). In 
order to estimate the distribution of stresses in each pore, bins of stresses are created 
with each bin interval chosen to be 0.01Pa (Δτ = 0.01Pa). Given the above, in each pore 
the number of stress bins depends on the pore diameter, so that there are 50 bins in a 
pore with D =1, and 100, 150…, 2500, stress bins in pores of diameter D = 2, 3…, 
50µm, respectively. Because the pore diameter follows the log-normal distribution, the 
probability of finding a stress bin in a particular pore is proportional to the probability 
of finding that pore in the network. As a result, the global frequency of finding a stress 
bin in the pore network is a summation of the local frequency of finding a bin with 
similar stress values in each one of the pores that follow the log-normal distribution. 






iri )D(f)(f)(f       (A.1-1) 
where f(τ) is the global frequency of finding a stress in the network, fi(τ) is the local 
frequency finding a stress in a pore with diameter Di and fr(Di) is the frequency of 




global stress can be calculated, and the shape of the PDF curve can be seen in Figure 
A.1. It is evident from Figure A.1 that the PDF follows the log-normal pattern, 
presented by the black solid line. The fact that the null hypothesis cannot be rejected at 
α = 0.2 after testing by the Kolgomorov – Smirnov test indicates that the stresses in this 
particular bundle of tubes follows the log-normal law. 
[Pa]














From eqn. (A.1-1) 
Log-normal
 
Figure A.1. Space stress distribution of a porous medium modeled by a bundle of circular 
capillary tubes with different diameters. The pressure different across the medium is 1Pa/µm. 
The log-normal(1.6, 0.61) is presented by the black solid line. 
 
A.2. Log-normal(γ*, ζ*, χ) of τ* as a consequence of log-normal(ζ, χ) of τ 
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A.3. Pore size distributions of fcc packing, bcc packing, sc packing, and random 
packing spheres 
 
Pore size [ m]
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Figure A.3. Pore size distributions of the studied sphere packing patterns. (a) is fcc, (b) is bcc, 







A projected area normal to flow 
Ab excluded area 
a size of the side of the square channels 
ae equivalent side 
b  center to center distance of two adjacent cylinders 
B constant accounts for geometric characteristics of the medium 
c lattice speed 
C particle concentration in each pore volume interval 
CD drag coefficient 
C0 initial particle concentration 
Cn Cunningham correction factor 
d distance between each nanopost 
dc collector diameter 
D nanopost diameter 
Dh hydrodynamic dispersion coefficient 
Da Damköhler number, defined in Equation VI.8 
D0 nominal molecular diffusivity 
D3 number of dimensions in space 
e

 microscopic lattice velocity 
F drag force exerted on the object 






 particle equilibrium distribution function 
f probability density function 
ff forcing factor 
h nanopost height 
k permeability of a porous medium 
ka attachment rate constant 
kB Boltzmann constant 
kd detachment rate constant 
k0 nominal attachment rate constant 
K equilibrium coefficient 
L recovery length 
Lcal recovery length calculated from Equation III.9 
  particle travel distance 
m number of dimensions in space 
n number of allowable directions 
n0 ratio of the total amount of particles injected to the volumetric flow rate 
nx number of nodes in x direction 
ny number of nodes in y direction 
nz number of nodes in z direction 
N number of particles captured 
N0 number of particles injected 
N(0,σ) normal distribution with zero mean and standard deviation σ 




pd detachment probability 
Q15 number of velocity lattice vector 
Re Reynolds number 
e newly defined Re (Equation III.14) 
R cylinder radius 
r radial distance 
rp particle radius 
S deposited particle concentration 
Smax maximum deposited particle concentration 
Sc Schmidt number 
t time 
T absolute temperature 
u pore velocity 




US superficial velocity 
tU

 particle velocity at time t 
Umax maximum fluid velocity in the open space 
U∞ constant free stream velocity 
V characteristic velocity 
Vr radial velocity 
V angular velocity 







x location in the flow direction  
Greek symbols 
α level of significance  
α  shape parameter in gamma distribution 
β scale parameter in gamma distribution 
γ location parameter in gamma distribution 
γ
*
 continuous location parameter in f(τ
*
) 
 gamma distribution  
δx unit length of microchannel simulations 
Δt time interval of each time step 
Δx lattice constant 
X

  travel distance by diffusion 
ΔP/L   pressure drop 
ε conversion factor from surface coverage to surface concentration 
ζ' continuous parameter of f(r) 
ζ continuous parameter of f(τ) 
ζ
*
 continuous location parameter of f(τ
*
) 
η single collector efficiency 
η0 single collector efficiency in the absence of the repulsive interaction 






κ relaxation time 
λ fractional surface coverage 
λmax maximum fractional surface coverage 
λ∞ hard sphere jamming limit 
µ fluid dynamic viscosity  
ν fluid kinematic viscosity 
ξ fitting parameter in the new filtration model 
Π number of nanoposts in the line 
ρ fluid density 
ρb bulk density of the column 
σ standard deviation 
 standard deviation of the dimensional stress 
  stress tensor 
τ dimensional bulk stress 
τ
*
 normalized bulk stress 
  mean bulk stress 
wτ  mean wall stress  
τw dimensional wall stress 

Wτ  normalized wall stress 
χ continuous parameter of f(τ) 
χ' continuous parameter of f(r) 
ψ surface blocking function 





ω angle of the flow direction relative to the normal vector 
Ω collision operator 
Subscripts 
1, 2 type of deposition sites  
i lattice direction index 
I discrete node in x direction 
J discrete node in y direction 
K discrete node in z direction 
 
 
 
 
 
