Abstract. In this paper we consider a convection-diffusion equation on a star-shaped tree formed by n incoming edges and m outgoing edges. The nonlinearity we consider is of the form f (u) = |u| q−1 u, q > 1. We prove the global well-posedness of the solutions of the system under the assumption that n ≤ m. Moreover, for q > 2 we prove that the asymptotic behaviour of the solutions is given by some self-similar solutions of the heat equation on the considered structure. Explicit representations of the limit profiles are obtained.
Introduction
In this work, we consider a nonlinear partial differential equation on a network formed by the edges of a tree. Our main goal is to study a convection-diffusion model on a simple network Γ formed by the edges of a star-shaped tree. More precisely, we consider a network composed by a single junction with n incoming roads and m outgoing roads. We describe the junction at x = 0 of a finite set of incoming roads, labeled i ∈ {1, . . . , n} and parameterized by I i = R − := (−∞, 0] and with a finite set of outgoing roads, parametrized by I j = R + := [0, ∞) (see Figure 1 ). For each i ∈ {1, . . . , n} and j ∈ {n + 1, . . . , m + n} we have the car densities described by the functions (1) u i : R + × I i → R and u j : R + × I j → R, which verify the following system (2)
∂ t u i + ∂ x (f (u i )) = ∂ xx u i , t > 0, x < 0, i ∈ {1, . . . , n}, ∂ t u j + ∂ x (f (u j )) = ∂ xx u j , t > 0, x > 0, j ∈ {n + 1, . . . , n + m}, u i (t, 0) = u j (t, 0), i, j ∈ {1, . . . , n + m},
f (u j ) − ∂ x u j (t, 0), u i (0, x) = u i0 , x < 0, i ∈ {1, . . . , n}, u j (0, x) = u j0 , x > 0, j ∈ {n + 1, . . . , n + m}, with the initial data u 0 = (u k0 ) n+m k=1 . Nonlinear partial differential equations on graphs have been studied in the context of existence, stability, propagation of solitary waves, etc. Here, our analysis is devoted to the investigation of two classical issues that arise in the subject. In the first part of the paper we analyze the global well-posedness of system (2) . In the second part we focus on the long time behaviour of the solutions. In order to overcome some difficulties that will become clear in our proofs, we assume that the nonlinearity f satisfies one of the following hypotheses: H0) f ∈ C 1 (R), if n = m or H1) f ∈ C 1 (R), f (s)s ≥ 0 for all s ∈ R if n < m, H1') f ∈ C 1 (R), f (s)s ≤ 0 for all s ∈ R if n > m, or H2) f ∈ C 1 (R), f (s) ≡ 0 for s / ∈ (M , M ) if M ≤ u 0 ≤ M for some constant M ≤ 0 ≤ M .
We have the following global well-posedness result.
Theorem 1.1. Let f ∈ C 1 (R) satisfying one of the hypothesis H0), H1) or H2). For any
which satisfies M ≤ u(t, x) ≤ M , ∀t > 0.
The notion of the weak-solution for system (2) will be introduced in Section 2.2. The above result will be obtained considering initial data in the space L 2 ∩ L ∞ . The conditions above are sufficient in order to guarantee that the model is globally well-posed. However, we do not know if these conditions are necessarily, i.e. whether the possible blow-up may occur. When we assume that the initial data is also integrable, in Theorem 2.8 we obtain the contraction property in L 1 (Γ). The ideas of the proof of Theorem 1.1 resume as follows: we will first obtain a global wellposedness result when u 0 ∈ L 2 (Γ) and the nonlinearity f is Lipschitz. Then, combining this result, a priori estimates and some classical arguments in conservations law (see, for instance, [10, p. 60]) we can extend the global well-posedness to the case of initial data in L 2 (Γ) ∩ L ∞ (Γ) and the nonlinearity with C 1 (R) regularity. In each of the cases described above classical abstract theorems due to J. L. Lions (see [4, Theorem X.9] ) play an important role.
We consider only the case H1) since the other case H1') can be treated in a similar manner. In particular, the sign conditions in H1) and H1') imply that f (0) = 0. Nonlinearities satisfying H2) have been considered in [6] . For example, the case of initial data belonging to [0, 1] and nonlinearity f (u) = u(1 − u) vanishing identically outside the interval (0, 1) was considered in [6] .
In addition, in Section 2.5 we introduce the notion of ultra weak solutions and we discuss the connections between these solutions with the weak solutions defined in Section 2.2 obtained by the classical semigroup approach. The fact that, in our case, the derivative does not necessary commute with the semigroup allows to conclude that we cannot relate weak solutions with ultra weak solutions.
The second part of the paper is devoted to our main result. By assuming that the flux f is given by f (u) = |u| q−1 u, q > 2, and the initial data is also integrable we will prove that, under the assumption that n ≤ m, the solutions of the above system behave as some gaussian profiles when the time is going to infinity. More precisely, the main result of this paper is the following one.
and M denotes the mass of the initial data, i.e.
We note that the condition n ≤ m is imposed in order to guarantee the global existence of the solutions. However, we do not know if this assumption is merely technical or there is a blow-up of the solutions when n > m. This question remains to be investigated.
We will prove Theorem 1.2 by using a scaling method, i.e., we introduce a family of scaled solutions {u λ } λ>1 and reduce the asymptotic property (3) to the strong convergence of the scaled family {u λ } λ>1 by means of compactness results which represent the main difficulty of the proof. In order to overcome the difficulties, we make use of energy-type estimates which provides uniform bounds, with respect to λ, of the scaled solutions and allows us to pass the limit by using the Aubin-Lions compactness criterium.
The paper is organized as follows: Section 2 deals with technical a priori estimates for the solutions and the global well-posedness result. In Section 3 we discuss the existence and uniqueness of the self similar profiles that characterize the long time behavior of the solutions in Theorem 1.2. Finally, Section 4 is devoted to prove our main result.
2. Well-posedness 2.1. Preliminaries. We consider a 1-d network given by the edges of a general star-shaped tree. For our purposes we need to work in a rigorous functional framework in which Sobolev spaces play a crucial role. Therefore, for the intervals I k defined in (1), we consider the Hilbert space
H m (I k ) endowed with its natural norm. We introduce the Laplace operator ∆ Γ on the network Γ as follows:
It is easy to notice that ∆ Γ is a self-adjoint operator. More general self-adjoint operators ∆ Γ (A, B) can be introduced depending on the coupling conditions at x = 0. One possibility is to impose (Au + Bu )(0) = 0 for suitable matrices A, B as in [3, Th. 1.4.4, p .18]. The extension of the present results to such type of couplings remains to be investigated. The particular case considered here corresponds to the case
The quadratic form of the operator ∆ Γ is given by
Its domain D(E) (see [3, section 1.4.4] ) consists on functions which belong to the space
On this space we have the inner product induced by the one on H 1 (Γ):
In fact in [3, Th. 1.4.11, p. 22] it is shown that in the general case of ∆ Γ (A, B) the domain of the form E, D(E), consists of H 1 (Γ) functions u whose projection on the kernel of B vanishes: P KerB u(0) = 0. In our case
) is a closed operator. We introduce V the dual of V and observe that V ⊂ H 1 (Γ). Moreover, the following holds:
The proof of Lemma 2.1 follows as in the classical case of (H 1 (Ω)) , see [4, Prop. 8.14, p.219].
Weak solutions.
We introduce now the notion of weak solution of system (2) . Following the notation introduced in (1), let us assume a priori that the solutions u = (u 1 , . . . , u n+m ) of problem (2) are smooth enough and consider also ψ = (ψ 1 , . . . , ψ n+m ) as a smooth test function. Then, if we multiply the equation in (2) by ψ and integrate, we
If we consider that ψ = (ψ 1 , . . . , ψ n+m ) is continuous at
By density, (5) holds for all ψ ∈ V . This means that a possible regular solution u is in fact a "weak solution" in the following sense:
with u 0 ∈ L 2 (Γ). It it holds for any T > 0 we say that the solution is global.
which follows from the identity
2.3. Apriori estimates. In order to obtain well-posedness of our system we need some apriori estimates. More precisely, we will prove the following lemma:
Proof. Since for a.e.
. Thus, from Definition 2.3 we obtain for a.e. t > 0
Let us denote
which finishes the proof.
For any convex function ρ we have that ρ ≥ 0. Using smooth convex approximations of convex functions we will obtain various properties of the solutions. As a consequence of Lemma 2.4, we obtain the following maximum principles and
Corollary 2.5. Let f satisfying one of the following conditions H0), H1) or H2). Then
Remark 2.6. For nonlinearities f satisfying H2) the same property in iv) remains valid under the assumption that
Proof of Corollary 2.5. i). Let us consider ρ an approximation as in Lemma 2.4 of the function
We refer to [7, p.185 , Proof of Th. 6.3.2] for an example about how to construct the approximation ρ ε . It follows that ρ ε approximate δ 0 and then
Since (8) is also valid if we replace ρ and H with ρ ε and H ε , respectively:
Under each one of the condition H0), H1) and H2) (under H1 or H2 we have f (0) = 0) we obtain that (n − m)H ε (u(t, 0)) → 0, as ε → 0, and this implies that t → Γ u − (t, x)dx is a non-increasing function. Therefore,
ii). For the second part we consider a convex approximation ρ ε of the function
It follows that ρ ε approximate δM and then
Under assumption H1) we have f (M ) ≥ 0. Also under H2) we get f (M ) = 0. This implies that in each of the hypothesis H0), H1) or H2) we obtain that lim ε→0 (n−m)H ε (u(t, 0)) ≤ 0. This implies that the map t → Γ (u(t, x) − M ) + dx is non-increasing, so the maximum principle ii) holds.
iii). For the third part we consider a convex approximation ρ ε of the function
It follows that ρ ε approximate δ M and then
Under assumption H1) we have f (M ) ≤ 0. Under H2) we get f (M ) = 0. This implies that in all the hypothesis H0), H1) or H2) we obtain that lim ε→0 (n − m)H ε (u(t, 0)) ≤ 0. This implies that the map t → Γ (u(t, x) − M ) − dx is non-increasing, so the maximum principle iii) holds.
Considering an approximation θ ε ∈ W 2,∞ loc (R) of |s| such that ρ ε (0) = 0 and taking ρ ε (s) = θ p ε (s) we obtain that ρ ε ∈ W 2,∞ loc (R) which approximates |s| p , p ≥ 1. Under the hypotheses H0) or H1) we get
and the L p -norm does not increase as a consequence of Lemma 2.4.
2.4. Existence of weak solutions. In this Section we prove two results regarding the well-posedness of our system (2) . The first one is Theorem 1.1. The second one Theorem 2.8 concerns integrable solutions. Let us explain the main steps in the proof of Theorem 1.1. We will first treat the case when u 0 ∈ L 2 (Γ) and the nonlinearity f is Lipschitz. Next we consider the initial data in L 2 (Γ) ∩ L ∞ (Γ) but the nonlinearity with C 1 (R) regularity. When we assume that the initial data is also integrable, in Theorem 2.8 we obtain the contraction property in L 1 (Γ). In order to obtain the existence of the solutions in each of the cases described above we remind the following abstract theorem due to J. L. Lions (see [4, Theorem X.9]):
Proof of Theorem 1.1.
Step I. Existence of solutions for Lipschitz nonlinearities and u 0 ∈ L 2 (Γ). We construct a local solution inductively by considering the following problem:
Such construction is always possible since f (u n ) ∈ L 2 (0, T ; V ). Indeed, f is Lipschitz continuous and u n ∈ L 2 (0, T ; V ). Moreover, due to Lemma 2.1 and Remark 2.2 the map F n defined as
belongs to L 2 (0, T ; V ). Then, from Proposition 2.7, we obtain a sequence of solutions
where, for any T > 0,
The next steps are devoted to prove that {u n } n∈N is a Cauchy sequence in W (0, T ) for a time T depending on the Lipschitz constant of the nonlinearity f . Therefore, we define
which belongs to W (0, T ) and, according to (9) , it satisfies (11)
Choosing ψ = β n in (11), we find that
Thus, since f is Lispchitz continuous there exists L > 0 such that
This gives us that for any t > 0 the following holds:
In particular for any T > 0 we get
, the following holds
which allows us to conclude that {u n } n≥0 is a Cauchy sequence in C([0, T ]; L 2 (Γ)). Going back to (12) we obtain
Moreover, from (11) we find
Then from (14) we have
In view of the estimates for β n in (13) we conclude that
Since f is a Lipschitz continuous function, (15)-(16) guarantee that we can pass to the limit in (9) to obtain a weak solution in the time interval (0, T ) as in (6) . Repeating the same arguments on any interval [nT, (n + 1)T ] we construct a global solution.
Step II. The case of
. Following classical arguments in the conservation laws theory (see for example [10, p. 60]) we truncate the nonlinearity. We introduce the smooth function
and set f M (r) = θ M (r)f (r). By the previous case, there exists a global solution u ∈ W (0, T ) for any T > 0 satisfying
Let us prove that u(t) ∈ [M , M ] for all t > 0. Using the results in Lemma 2.4 for a convex approximation of the function ρ(s) = ((s
where sgn
In the case H0) (i.e. n = m) the last term vanishes and then u(t) ≤ M . In the case H2) when f vanishes outside (−M , M ) we have that integral I(t) vanishes. In the case H1) the integral I(t) vanishes unless u(t, 0) > M ≥ 0. In this case I(t) ≥ 0 and then (n − m)I(t) ≤ 0. Thus all the cases the map t →
2 dx does not increase and then the u(t) ≤ M for all t > 0.
In a similar manner, it follows that u(t) ≥ M for all t > 0. Hence, M ≤ u(t) ≤ M for all t > 0, and then u satisfies for any T > 0
, (u lying between M and M ). This proves the existence of a global solution.
Step III. Uniqueness. We consider u 1 and u 2 two solutions of problem (6) and define β = u 1 − u 2 . It follows that β(0) = 0 and the same arguments as in Step I show that β satisfies 1 2
By Gronwall inequality, since β(0) ≡ 0 we obtain that β(t) ≡ 0 for all t > 0, so u 1 ≡ u 2 and the uniqueness is proved.
When the initial data is also integrable as a consequence of Theorem 1.1 we obtain the following.
Theorem 2.8. Let f ∈ C 1 (R) satisfying one of the hypothesis H0), H1) or H2). For any 
, for any T > 0 of problem (6) . We prove that when the initial data is in L 1 (Γ) the solution remains in L 1 (Γ) for all time t > 0. Take a convex approximation ρ ε of the | · | function (see the proof of Corollary 2.5) and consider ψ R (x) = ψ(x/R) with ψ ∈ C ∞ c (R), ψ ≥ 0, satisfying ψ ≡ 1 in (−1, 1) and ψ ≡ 0 in |x| > 2. The same arguments as in the proof of Corolary 2.5 show that
This shows that u(t) ∈ L 1 (Γ) for any t > 0. The mass conservation follows similarly by choosing ρ(s) = s. The L 1 (Γ)-contraction property follows as in [6] .
2.5.
Connexions with other notions of solutions. We now write a "ultra weak" formulation of the problem. Integrating one more time in the space variable we deduce that for any ψ = (ψ 1 , . . . , ψ n+m )) such that
the following holds
where, in the last step, we have used the continuity of the solution u(t, x) at x = 0. It follows that u solution of (6) satisfies for any ψ ∈ D(∆ *
Using the above identity we can define the "ultra weak solution" of system (2):
We comment now on the possible connections between this ultra weak formulation and the classical semi-group approach. Observe that if f (u) ∈ L 2 (Γ) the map F u , defined by
When n = m the term at x = 0 vanishes and u solution of (20) satisfies
The classical semi-group approach [2] shows that u is also solution of the integral equation
where {S(t)} t≥0 is the semigroup generated by the operator A. However, when m = n, we cannot say that the solution of the integral equation (22) is solution of (21).
Since, in general, the derivative does not commute with the semigroup we cannot relate the above solutions with the following formulation. This formulation has been fruitful used to prove the local existence in the case of the real line [8] .
In order to explain the difficulties in using the semi-group approach for this type of problem, in the following we compute explicitly the linear semigroup S(t)ϕ and the commutator [∂ x , S(t)ϕ].
Explicit computations show the linear semigroup can be written as follows.
Lemma 2.9. For any u ∈ L 2 (Γ) the linear semigroup is given by
where J k,l is the matrix having the dimension k × l and all the components equal to one and S ± (t)ϕ, ϕ = (ϕ 1 , . . . , ϕ n+m ), ϕ k : I k → R, being defined as follows:
Proof. When all the segments are parametrised as I k = R + , k = 1, . . . , n + m, the solution for ϕ ∈ D(A) is given by
where G t is the one-dimensional heat kernel. In our case we can use even extensions of the functions defined on R − , apply the above formula and then come back to our initial intervals. The solution of the linear case is then given by
and
R + → R we obtain the desired result. One of the facts that are specific to this type of problems on networks is the fact that the derivative does not commute with the semigroup (see an example in [1] ). In fact one can prove that for any ϕ ∈ H 1 (Γ) the following result.
Lemma 2.10. For any ϕ ∈ H 1 (Γ) the following holds
. Proof. Explicit computations of the derivative of (S ± ϕ) k gives us that
and then the formula.
In particular, when the continuity assumption at x = 0 is assumed the above representation can be simplified.
Lemma 2.11. For any ϕ ∈ V the following holds
Proof. When ϕ ∈ V the extra term that appears in u(0) vanishes
and then the result.
Using the identity in Lemma 2.11, a solution u ∈ V of the problem (23) will satisfy
It is unknown for us if there is any connexion of this mild solution with the initial problem (2).
Self similar profiles
Let us now discuss about the self-similar profile u M (t) = (u M,k (t)) m+n k=1 that characterizes the long time behaviour of our solutions in Theorem 1.2:
4t , x ∈ I k .
We note that the profile u M satisfies (25)
It is straighforward that
Moreover, u M takes the initial data at t = 0 in the sense of measures (27) lim
Another equivalent formulation for the heat equation with Dirac mass at origin on a star shaped tree may be written as in the following theorem. 
) that satisfies (26) and (27) also satisfies (28). In fact for any function ψ ∈ C 1,2 c ([0, ∞) × Γ) we can choose as test function in (26) a function η(t, x) = θ ε (t)ψ(t, x), where θ ε ∈ C ∞ (R) satisfying θ ε (t) = 0 if t ∈ (0, ε) and θ ε (t) = 1 if t ∈ (2ε, ∞). Using that u ∈ L 1 loc ((0, ∞), L 1 (Γ)) and (27) we obtain (28).
The class C 1,2 c ([0, ∞) × I k ) contains the functions which vanish identically for t > T , for some T > 0 and vanish at infinity on any interval I k , k = 1, . . . , m + n.
Proof of Theorem 3.1. For the existence part we use integration by parts and taking into account the considerations from (27)- (29) we can check that u M defined by (24) verifies (28).
We now concentrate on the uniqueness. An approximation argument as in [9, Ch. 4.4, p.165] shows that once (28) is satisfied for functions in C 
Let us denote this class of functions by C 1,2
. We prove the uniqueness in two steps. Let us denoteũ i (t, x) = u i (t, −x), i = 1, . . . , n andũ j (t, x) = u j (t, x), j = n + 1, . . . , n + m. We first prove that allũ k , k = 1, . . . , m + n, are equal. Then we identify them with the solution of the heat equation on the half space.
First it follows that (ũ k )
For arbitrary indexes i, j ∈ {1, . . . , m + n}, we take a test function ϕ such that ϕ i = ψ, ϕ j = −ψ and ϕ l = 0 if l ∈ {i, j}, where ψ ∈ C 
with ψ x (t, 0) = 0. Solving an inhomogeneous heat equation on the half space with Neumann boundary condition at x = 0 we obtain that there is a unique functionũ satisfying the above relation, namelyũ(t, x) = 2M m+n G t (x) where G t is the heat kernel.
The proof is now complete.
). Proof. The first two estimates are a consequence of the results obtained in Proposition 4.1.
Then the definition of u λ gives us the desired estimate. For the last one we remark that for any ψ ∈ V we have
This implies that
and since λ > 1 and q > 2 we get
where C is a uniform constant with respect to λ. This gives us the estimates that will guarantee the compactness of the family (u λ ) λ>1 .
We are going back to the proof of the main result.
Proof of Theorem 1.2. We first remark that when p = 1 property (3) is equivalent with the existence of a time
In the following we will show the convergence of u λ toward a function W that will be identified later.
Step I. Compactness. Let us set in estimate (37) a function ψ = (0, . . . , 0, ∞) ). This gives us that each component u
Using Aubin-Lions compactness criterium we find a limit point W = (w 1 , . . . , w m+n ) such that up to a subsequence
and that u λ (t, x) → W (t, x) for a.e. t and x, imply that W satisfies the same bound in
for any function η ∈ L Step III. Tail control. Using the equation satisfied by u λ we obtain that for any ψ ∈ D(A)
Let us choose a radially symmetric function ρ ∈ C 2 (R) such that 0 ≤ ρ ≤ 1, ρ ≡ 1 for |x| ≥ 2, ρ ≡ 0 for |x| ≤ 1 and ρ R (x) = ρ(x/R). For each k = 1, . . . , m + n we take ψ = (0, . . . , 0, ψ k , 0 . . . , 0) ∈ D(A) with ψ k (x) = ρ R (x) on I k . For any λ > 1 on the interval I k we have
for some constant C = C(ρ, u L ∞ (Γ) , M ). The arguments are similar as in the onedimensional case [11, Lemma 3.3] . We leave the details to the interested reader. The above estimates shows that the convergence of u λ towards W holds not only in L Step IV. Initial data. Using the identity (42) and the L p -estimates of Proposition 4.1 applied to u λ , we obtain for any ψ ∈ D(A) that
Using (35) and the fact that q > 3 we obtain that the last term is going to zero as λ → ∞: 
This implies that lim
Using the tail control of u λ so of W we can obtain that the same limit holds for all function ψ ∈ C b (Γ) continuous at x = 0. The complete details of passing from D(A) to bounded continuous functions follow as in [12] .
Step V. Conclusion. The strong convergence of u λ toward u M in L 1 loc ((0, ∞) × L 1 (Γ)) shows the existence of a time t 0 such that u λ (t 0 ) → u M (t 0 ) in L 1 (Γ). This proves (3) for p = 1. The general case, 1 ≤ p < ∞ follows by using the case p = 1, the interpolation inequality combined with the L 2p decay of both u(t) and u M (t) as t −1/2(1−1/(2p)) :
