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Abstract
Nominal systems are an alternative approach for the treatment of variables
in computational systems, where first-order syntax is generalised to provide
support for the specification of binding operators. In this work, an inter-
section type system is presented for nominal terms. The subject reduction
property is shown to hold for a specialised notion of typed nominal rewriting,
thus ensuring preservation of types under computational execution.
Keywords: nominal syntax, nominal rewriting, binding, essential
intersection types, subject reduction
1. Introduction
Introducing variable binders in a language that works with names requires
a mechanism to deal with α-equivalence, that is, invariance of objects modulo
the renaming of bound variables. In logic, the existential and universal quan-
tifiers are examples of constructors that need the binding engine to work. For
instance, it must be possible to derive the equivalence between the formulas∃x ∶ x > 1 and ∃y ∶ y > 1, despite their syntactical differences. In programming
languages, two programs that differ only on the choice of variable names are
considered equivalent. Nominal theories deal with binders using atoms (or
variable names) and an abstraction construct. Atom-permutations are used
to deal effectively with renamings and freshness constraints. This approach
was introduced by Gabbay and Pitts (1999), where the Fraenkel-Mostowski
permutation model of set theory with atoms (FM-sets) is indicated as “the
semantic basis of meta-logics for specifying and reasoning about formal sys-
tems involving name binding, α-conversion, etc”.
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Nominal syntax generalises first-order syntax by providing support for the
specification of languages with binding operators. In nominal syntax, there
are two kinds of variables: atoms, which are used to represent object-level
variables and can be abstracted but not be substituted, and meta-variables,
called simply variables or unknowns, which can be substituted but cannot be
abstracted. Substitution of a variable by a term is closer to first-order substi-
tution where variables act as holes to be filled by terms, possibly capturing
atoms (unlike higher-order theories, where substitution is non-capturing).
Moreover, β-equivalence is not a primitive notion in nominal syntax, in con-
trast with the higher-order and explicit substitution approaches (cf. Huet
(1975); Dowek et al. (2000); Ayala-Rinco´n and Kamareddine (2001)). Ex-
plicit substitution calculi are associated with higher-order rewriting systems,
where substitutions are manipulated explicitly; some of them use de Bruijn
indices to implement the substitution operation together with α-conversion
in a first-order setting (see Stehr (2000)). Using a nominal rewriting sys-
tem (Ferna´ndez and Gabbay (2007)), capture-avoiding substitutions can be
specified with no need to manage indices as done in some explicit substitu-
tions calculi, since names and α-equivalence are primitive notions in nominal
systems.
Type systems may help programmers to detect and avoid run-time errors
in programming languages but also can be used to classify programs accord-
ing to their semantics. For instance, Church’s Simple Type System for the
λ-calculus (see Hindley (2002)) ensures βη-strong normalisation, i.e. termi-
nation of computations regardless of evaluation strategies, of typable terms.
However, not all strongly normalisable terms are typable in the system. For
example, the term λx.xx representing the self application function is a nor-
mal form, i.e. with no computation/reduction to be performed, and yet has
no type in the type system of Hindley (2002).
Intersection types were originally introduced by Coppo and Dezani-
Ciancaglini (1978) as an extension of the simply typed λ-calculus, intended
to characterise strong normalisation in the λ-calculus (see Barendregt et al.
(2013)). A term t may have two types σ and τ in a system with intersection
types, denoted by t ∶ σ ∩ τ ; thus, the term λx.xx is typeable in an inter-
section system, by assuming x ∶ (τ → σ) ∩ τ . Indeed, Coppo et al. (1981)
showed that any solvable term has a meaningful type, and Barendregt et al.
(1983), provided a (filter) model for the calculus itself. Hence, the fixed
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point combinator λf.(λx.f (xx)) (λx.f (xx)), which is solvable1 although
non-terminating, is also typeable in such systems. Intersection types have
been successfully applied in the characterisation of termination properties
beyond the λ-calculus (Bernadet and Lengrand (2013); Kesner and Ventura
(2014, 2017); Piccolo (2012)). Their finitary polymorphism (as opposed to
the polymorphism in System F, see Girard et al. (1989)), allows one to obtain
typing systems with computationally relevant properties, such as principal
typings (Wells (2002)), also known as principal pairs, and decidable typing
systems (Kfoury and Wells (2004)).
Various notions of typing have been proposed for nominal theories, in
order to classify terms or simply to avoid undesirable syntactic construc-
tions. Adapting a type system proposed for λ-terms to the nominal syntax
is not straightforward, since the notions of substitution are different in each
system (nominal substitutions, like first-order substitutions, may capture
atoms since they simply replace a variable with a term). For instance, in the
simply typed λ-calculus, the well-known substitution lemma ensures that
Γ ⊢ t[x ↦ s] ∶ σ holds whenever Γ, x ∶ γ ⊢ t ∶ σ and Γ ⊢ s ∶ γ hold (see Baren-
dregt et al. (2013), Proposition 1.2.5.). This property holds because the free
variables of s are not captured. In a nominal system, one also must take into
account the types assigned to atoms in the leaves of the corresponding type
derivation.
This paper presents an Essential Intersection Type System for nominal
terms, inspired by Bakel (1995); Bakel and Ferna´ndez (1997), which adresses
the specificities of the nominal framework and provides results of preservation
of typings for α-equivalent terms and subject reduction for a notion of typed
nominal rewriting. Throughout Section 5, examples are given to show the
necessity of the conditions added in typed matching, typed rewriting and,
finally, in the theorem of subject reduction. The restrictions imposed on the
nominal typed rewriting relation are inspired by the polymorphic nominal
type system in Fairweather and Ferna´ndez (2018).
1.1. Related Work
Intersection types have been applied in a variety of systems, with a variety
of (semantic) investigation purposes. They are used in the characterisation
of strong normalisation for explicit substitution calculi in Lengrand et al.
1corresponding to terms with head normal form in the λ-calculus.
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(2004); Bernadet and Lengrand (2013), while intersection type systems are
presented for several explicit calculi with de Bruijn indices in Ventura et al.
(2015), all proved to have the subject reduction property. Characterisation
of termination properties were also obtained through intersection types for
computational interpretations of focused sequent calculi, e.g. Ghilezan et al.
(2011); Esp´ırito Santo et al. (2012); Kesner and Ventura (2017). They are
also applied in investigations of termination properties for the pi-calculus
(Piccolo (2012)) and the semantics of session types (Castagna et al. (2009);
Padovani (2012)), when combined with union types (Dunfield (2014)).
A restriction of the type system from Barendregt et al. (1983) was in-
troduced by Bakel (1995), called Essential Intersection Type System, while
preserving its main properties. Syntax-directed systems such as the one pre-
sented in Bakel (1995) have at most one typing derivation of a given typing,
as opposed to the multiplicity of derivations in the system of Barendregt
et al. (1983). Bakel and Ferna´ndez (1997) presented an Essential Intersec-
tion Type System for Curryfied Term Rewrite Systems, based on the typing
system in Bakel (1995). With a few restrictions on the rewrite rules, the
authors were able to prove subject reduction for such systems. The system
proposed in the present work is based on Bakel (1995); Bakel and Ferna´ndez
(1997) with respect to the intersection type features.
On type systems for nominal syntax, Ferna´ndez and Gabbay (2006) define
a rank 1 polymorphic type system that explores, for the first time, syntax-
directed type inference for nominal terms. A principal type function is pre-
sented that applies to a term with a type environment and a freshness con-
text, and returns the most general type for the given parameters. Subject
reduction holds for a specialised notion of rewrite step involving types.
Fairweather (2014) follows the presentation of Ferna´ndez and Gabbay
(2006) and defines simple type systems a` la Church (where α-equivalence
and freshness are redefined to take into account the typed syntax) and a`
la Curry, which are then extended to include ML-style polymorphism, and
dependent types. In the latter case, an extended syntax is used, where non-
capturing atom-substitution is a primitive notion. Fairweather et al. (2011)
presents a preliminary version of the polymorphic system; the dependent type
system is described in Fairweather et al. (2015). Typed nominal rewriting
and nominal algebra, both in the Church and Curry styles, are presented in
Fairweather and Ferna´ndez (2018), where conditions for subject reduction
with dynamically and statically typed rewrite rules are given. The latter is a
refined version of the system presented in Fairweather (2014). The system in
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this work is based on Fairweather (2014); Fairweather and Ferna´ndez (2018)
regarding nominal restrictions to obtain properties such as subject reduction.
Previous works such as Urban et al. (2004) present a sort system while
defining nominal terms, but with the view to guarantee some level of well-
formedness, instead of exploring the semantics provided by type systems.
There, atoms are allowed to be typed only with atom sorts and only well
sorted permutations are built (swappings must occur between atoms of the
same sort). Pitts (2003) follows a similar approach regarding sorts, but over
elements of nominal sets instead of a fixed grammar of nominal terms.
In Cheney (2009), a simple type system is presented for nominal abstract
syntax, where the nominal semantics is added to the λ-calculus, with βη-
reduction shown as a primitive notion. Using the same approach, Cheney
(2012) and Pitts et al. (2015) presented dependent type systems, where a
dependent name-abstraction type constructor is used in the syntax of types.
1.2. Contributions
We present an Essential Intersection Type System for nominal terms,
such that typings are preserved for α-equivalent terms (see Section 4). Addi-
tionally, we present notions of typed nominal matching and typed rewriting,
based on Fairweather and Ferna´ndez (2018) with appropriate modifications
to deal with intersection types and the type operations introduced here. Our
notion of typeability also differs from Fairweather and Ferna´ndez (2018) in
that there is no restriction over permutations suspended on variables, and
no condition over type derivations such as the “diamond” or “compatibility
property”. To ensure subject reduction the notions of rewriting and match-
ing have to be constrained due to the capturing nature of substitutions. We
show that, with this notion of rewriting, subject reduction holds for uniform
rewrite systems (see Section 5).
In our approach, the Essential System for the λ-calculus introduced in
Bakel (1993), is adapted to nominal terms. The syntax of types is extended
with user-defined and abstraction type-constructors, and the notions of type
ordering as well as the type operations of lifting, substitution and expansion
are extended accordingly.
To the best of our knowledge, our type system is the first one that works
with intersection types in the context of nominal terms.
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1.3. Outline
Section 2 discusses nominal syntax and Section 3 presents types and cor-
responding operations. After that, Section 4 introduces the typing system
and its basic properties and Section 5 the notions of typed matching and
typed rewriting and then proves the corresponding subject reduction prop-
erty. Section 6 concludes and discusses future work.
2. Nominal Syntax
We fix disjoint countably infinite collections of atoms (or names), un-
knowns (or variables), and term-formers (or function symbols). We write
A for the set of atoms and V for the set of variables; a, b, c, . . . will range over
distinct atoms. X,Y,Z, . . . will range over distinct unknowns. f,g, . . . will
range over distinct term-formers. We assume that to each f is associated an
arity n ≥ 0. A signature Σ is a set of term-formers with their arities.
Definition 2.1. A swapping (a b) is a bijection from A into A that ex-
changes a and b and fixes any other atom. Permutations are also bijections
of the form pi ∶ A → A, which change a finite number of atoms and that are
represented as lists of swappings. The notation pi ○ pi′ is used for the func-
tional composition of permutations, so (pi ○ pi′)(a) = pi(pi′(a)). Then, the
action of a permutation over atoms is recursively defined as:
id(c) = c , where id is the null list;
((a b) ○ pi)(c) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
a, if pi(c) = b;
b, if pi(c) = a;
pi(c), otherwise.
The inverse of pi is the reverse list of swappings and it is denoted by pi−1.
Definition 2.2. The set T (Σ,A,V) of (nominal) terms is recursively de-
fined by:
t ∶∶= a ∣ pi ⋅X ∣ [a]t ∣ f(t1, . . . , tn) where n is the arity of f.
Call pi ⋅X a suspension and [a]t an (atom-)abstraction; it represents ‘x.e’
or ‘x.φ’ in expressions like ‘λx.e’ or ‘∀x.φ’.
Actions of permutations can be homomorphically extended over terms.
This means that permutations only change atoms and are accumulated into
suspensions. A precise definition is given below.
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Definition 2.3. Define pi ● t, called a permutation action, by:
pi ● a = pi(a) pi ● (pi′⋅X) = (pi ○ pi′) ⋅X
pi ● [a]t = [pi(a)](pi ● t) pi ● f(t1, . . . , tn) = f(pi ● t1, . . . , pi ● tn)
Example 2.4. Let∏ and + (with infix notation) be ternary and binary sym-
bols of a signature Σ, respectively. Consider ∏Zi=Y X the syntactic sugar of∏([i]X,Y,Z) and the permutation (mk)○(k n) with its inverse (k n)○(mk).
One can observe the action of both permutations over the term ∏ki=m(i+X):
(mk) ○ (k n) ● n∏
k=m(k +X) = m∏n=k(n + (mk) ○ (k n) ⋅X)
(k n) ○ (mk) ● n∏
k=m(k +X) = k∏m=n(m + (k n) ○ (mk) ⋅X).
One important observation is that the variables in suspensions work as
meta-variables, where a substitution that replaces unknowns by terms is a
primitive notion. With this in mind, it is reasonable that nominal variables
are not ‘abstractable’. The denomination ‘suspension’ for pi ⋅ X has to do
with the fact that the permutation pi cannot indeed be applied to X until
the instance of this variable is known; so it is suspended.
Next, the meta-action of a permutation on terms is defined. This kind
of application of permutations is useful when working with rewriting, as in
Section 5, since we can always rename all atoms in a rule before performing
a rewrite step.
Definition 2.5. Define pit the meta-action of pi on t by:
pia = pi(a) pi(pi′ ⋅X) = pipi′ ⋅X
pi([a]t) = [pi(a)]pit pif(t1, . . . , tn) = f(pit1, . . . , pitn),
where piid = id and pi((a b) ○ pi′) = (pi(a) pi(b)) ○ pipi′.
The meta-action of permutations affects only atoms in terms (it does not
suspend on variables, in contrast to the permutation action of Definition 2.3).
Example 2.6. Consider the same signature of Example 2.4. Notice that the
permutations do not suspend on unknowns when applying the meta-action
of them.
(mk)○(k n) n∏
k=m(k +X) = m∏n=k(n +X) (k n)○(mk) n∏k=m(k +X) = k∏m=n(m +X).
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Definition 2.7. A substitution on unknowns, ranged over θ, ϑ, µ, . . ., is
a function from unknowns to terms with finite domain (that is, only a finite
set of unknowns are mapped to terms). Each substitution θ is represented as
a list of nuclear substitutions, which are pairs of the form [X ↦ s], and
their action over terms is defined as:
a[X ↦ s] = a (pi ⋅X)[X ↦ s] = pi ● s([a]t)[X ↦ s] = [a](t[X ↦ s]) (pi ⋅ Y )[X ↦ s] = pi ⋅ Y
f(t1, . . . , tn)[X ↦ s] = f(t1[X ↦ s], . . . , tn[X ↦ s])
We write id for the substitution when the set of changed unknowns is
empty (it will always be clear whether we mean ‘id the identity substitution’
or ‘id the identity permutation’). The juxtaposition of substitutions θθ′
denotes the composition of the respective functions, mapping each X into(Xθ)θ′. So, the action of θ over terms is defined inductively by:
t id = t t (θ[X ↦ s]) = (t θ)[X ↦ s].
Remark 2.8. This notion of substitution is different from the simultaneous
application of nuclear substitutions; instead, we apply the nuclear substitu-
tions one by one and permit non-idempotent substitutions. This approach is
closer to triangular substitutions as explored in Kumar and Norrish (2010).
Definition 2.9. A freshness (constraint) is a pair a#t of an atom a and
a term t. We call a freshness of the form a#X primitive, and a finite
set of primitive freshnesses a freshness context. ∆ and ∇ will range over
freshness contexts.
We denote by ∇θ the set {a#θ(X)∣ a#X ∈ ∇} of freshness constraints.
The meta-action of permutations can also be extended to contexts as pi∇ ={pi(a)#X ∣ a#X ∈ ∇}.
A freshness judgement is a pair ∆ ⊢ a#t of a freshness context and
a freshness constraint. An α-equivalence judgement is a tuple ∆ ⊢ s ≈α
t of a freshness context and two terms. The derivable freshness and α-
equivalence judgements are obtained by the rules in Table 1, where ds(pi,pi′) ={a ∈ A ∣ pi(a) ≠ pi′(a)}. For A a finite set of atoms, A#X denotes the freshness
context {a#X ∣ a ∈ A}. We call ds(pi,pi′) the difference set of permutations
pi and pi′.
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Table 1: Freshness and α-equality
∇ ⊢ a#b (#ab) pi−1(a)#X ∈ ∇∇ ⊢ a#pi ⋅X (#X) ∇ ⊢ a#[a]s (#[a])∇ ⊢ a#s1 . . . ∇ ⊢ a#sn∇ ⊢ a#f(s1, . . . , sn) (#f) ∇ ⊢ a#s∇ ⊢ a#[b]s (#[b])
∇ ⊢ a ≈α a (≈αa) ds(pi,pi
′)#X ⊆ ∇∇ ⊢ pi ⋅X ≈α pi′ ⋅X (≈αX)∇ ⊢ s ≈α t∇ ⊢ [a]s ≈α [a]t (≈α[a]) ∇ ⊢ s ≈α (a b) ● t ∇ ⊢ a#t∇ ⊢ [a]s ≈α [b]t (≈α[b])∇ ⊢ s1 ≈α t1 . . . ∇ ⊢ sn ≈α tn∇ ⊢ f(s1, . . . , sn) ≈α f(t1, . . . , tn) (≈αf)
Definition 2.10. The set Pos(t) of positions of a term t is defined below.
Note that  is the only position in atoms and suspensions.
 ∈ Pos(t) (p) p ∈ Pos(t)1 ⋅ p ∈ Pos([a]t) (p[a])
p ∈ Pos(ti) (1 ≤ i ≤ n)
i ⋅ p ∈ Pos(f(t1, . . . , ti, . . . , tn)) (pf)
The notation t∣p represents the subterm of t at position p, which is defined
by:
t∣ = t [a]t∣1⋅p = t∣p f(t1, . . . , ti, . . . , tn)∣i⋅p = ti∣p (1 ≤ i ≤ n)
If p ∈ Pos(s), then s[p←t] denotes the replacement of s∣p at position p by t
in s.
Definition 2.11. The function atms is used to compute the atoms in per-
mutations and in terms. The set atms(pi) is defined by:
atms(id) = ∅ atms((a b) ○ pi) = {a, b} ∪ atms(pi).
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The notations atms(t) and unkn(t) will be used to represent the set of atoms
and unknowns in a term t, respectively. They are defined by:
atms(a) = {a} atms(pi ⋅X) = atms(pi)
atms([a]t) = atms(t) ∪ {a} atms(f(t1, . . . , tn)) = ⋃i atms(ti)
unkn(a) = ∅ unkn(pi ⋅X) = {X}
unkn([a]t) = unkn(t) unkn(f(t1, . . . , tn)) = ⋃i unkn(ti)
3. Types, ordering and operations
The next definition introduces the set of types considered in this paper.
Definition 3.1. Let C be a set of type constructors, each one with a fixed
arity, and let V be a countably infinite set of type variables, respectively. The
set Ts is defined containing the strict types, which are generated by:
τ ∶∶= ϕ ∣ τ1 ∩ ⋅ ⋅ ⋅ ∩ τk → τ ∣ [τ1 ∩ ⋅ ⋅ ⋅ ∩ τk]τ ∣ C(τ1, . . . , τn),
where ϕ ∈ V , C ∈ C and n is the arity of C and k might be possibly 0. DefineTS as the set of intersection types, which are built using types in Ts as
σ ∶∶= τ1 ∩ ⋅ ⋅ ⋅ ∩ τk, k ≥ 0.
The symbol ω represents the intersection of zero strict types.
Notation. Let ⋂ni=1 τi denote a type in TS whenever τi ∈ Ts thus for n = 1 in
particular ⋂ni=1 τi ∈ Ts. The set V ars(σ) contains each ϕ ∈ V that occurs in σ.
We now extend the signature of terms (given in Definition 2.2) as follows:
each function symbol f ∈ Σ is accompanied by its arity n ≥ 0 and a type
declaration denoted by Σf , which is a type in TS.
Notice that the grammar of types (given in Definition 3.1) mixes abstrac-
tion types from Ferna´ndez and Gabbay (2006) with intersection types in the
style of Bakel and Ferna´ndez (1997). In essence, these abstraction types
behave as arrow types in the sense that contravariance in the “domain” is
supposed when comparing arrow types as well as abstraction types (cf. Ta-
ble 2) and the type in the right-hand side cannot be an intersection.
Example 3.2. Let Π be a ternary symbol of a signature Σ and [nat]ϕ →
nat → nat → ϕ be the type declaration of Π. Consider ∏ki=nX the syntactic
sugar of ∏([i]X,n, k). This type declaration requires the first argument of
Π to be an abstraction type and the second and third ones to be natural
numbers; the type of the resulting term is ϕ.
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Definition 3.3. A type environment Γ is a finite set of type annotations
of the form X ∶ σ or a ∶ σ, where each X/a appears only in one annotation.
The type annotations of X and a in Γ are denoted by ΓX and Γa, respectively.
The connective & represents an updating in an environment Γ. In this
way, if a and X are not annotated in Γ, then Γ & a ∶ σ and Γ &X ∶ σ denote
Γ∪{a ∶ σ} and Γ∪{X ∶ σ}, respectively. Otherwise, they respectively denote
Γ ∖ Γa ∪ {a ∶ σ} and Γ ∖ ΓX ∪ {X ∶ σ}.
The meta-action of permutation (Definition 2.5) can be extended to en-
vironments: piΓ = {pi(a) ∶ Γa ∣ a ∈ Γ} ∪ {X ∶ ΓX ∣X ∈ Γ}.
Pairs ⟨Γ, σ⟩ of an environment Γ and a type σ will be called typings with
respect to a term, whose definition will be introduced formally in Defini-
tion 4.1. In Table 2, a partial order is defined for types, environments and
this kind of pairs.
Table 2: Relation ≤ between types
(≤∩E) τ1 ∩ ⋅ ⋅ ⋅ ∩ τn ≤ τi ,∀1 ≤ i ≤ n
bola
(≤Trans) σ ≤ τ τ ≤ ρ
σ ≤ ρ
(≤abs) σ ≤ γ ρ ≤ τ[γ]ρ ≤ [σ]τ (≤→) σ ≤ γ ρ ≤ τγ → ρ ≤ σ → τ
(≤∩I) σ ≤ τ1 . . . σ ≤ τnσ ≤ τ1 ∩ ⋅ ⋅ ⋅ ∩ τn
(≤Γ) ∀y ∈ Γ ∶ (y ∈ Φ) ∧ (Φy ≤ Γy) y ∈ A ∪V
Φ ≤ Γ
(≤pair) Γ′ ≤ Γ σ ≤ σ′⟨Γ, σ⟩ ≤ ⟨Γ′, σ′⟩
The lemma that follows is taken from Kamareddine and Nour (2007),
where the difference between our types and theirs is the presence of abstrac-
tion types here. Since, the ordering ≤ does not mix abstraction and arrow
types in rules of Table 2 and both are contravariant in the domain, the ver-
ification that the properties for “ → ” hold for “[ ] ” is straightforward.
These properties will be used in the next section.
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Lemma 3.4 (≤-Inversion, Kamareddine and Nour (2007)). The relation ≤
between types satisfies the following properties: espaco
1. γ ≤ σ implies that γ = ⋂ni=1 τi and σ = ⋂mj=1 τ ′j and, for all 1 ≤ j ≤ m,
there exists 1 ≤ i ≤ n such that τi ≤ τ ′j.
2. [γ]τ ≤ σ implies that σ = ⋂ni=1[γi]ρi, where γi ≤ γ and τ ≤ ρi for all
1 ≤ i ≤ n.
Now, the type operations of lifting, (type) substitution and expansion are
introduced. While type substitution and weakening are the operations asso-
ciated with principal pairs in a simple typing system, they are not enough in a
system with intersection types. A type substitution replacing type variables
by intersection types is unsound, since intersection types may appear on the
right of an →. Type substitutions are then defined to replace type variables
by types or ω, the latter in a sensible way. Expansion is the operation intro-
ducing intersections in a typing, compatible with typing derivations. Finally,
the lifting operation is related to ≤. Combining those three operations allows
one to obtain derivable typings for a term t, from a pair corresponding to a
typing derivation for t.
Definition 3.5. An operation of lifting L⟨⟨Γ,σ⟩,⟨Γ′,σ′⟩⟩ ∶ TS → TS is defined by
a pair of pairs ⟨⟨Γ, σ⟩, ⟨Γ′, σ′⟩⟩ such that ⟨Γ, σ⟩ ≤ ⟨Γ′, σ′⟩, following the rules:
• L⟨⟨Γ,σ⟩,⟨Γ′,σ′⟩⟩(σ) = σ′,
• L⟨⟨Γ,σ⟩,⟨Γ′,σ′⟩⟩(γ) = γ, if σ ≠ γ.
Liftings extend naturally to type environments and to typings:
• L⟨⟨Γ,σ⟩,⟨Γ′,σ′⟩⟩(Φ) = Γ′ & (Φ ∖ Γ)
• L⟨⟨Γ,σ⟩,⟨Γ′,σ′⟩⟩(⟨Φ, γ⟩) = ⟨(L⟨⟨Γ,σ⟩,⟨Γ′,σ′⟩⟩(Φ)), (L⟨⟨Γ,σ⟩,⟨Γ′,σ′⟩⟩(γ))⟩.
Observe that, if Φ = Γ, then L⟨⟨Γ,σ⟩,⟨Γ′,σ′⟩⟩(Γ) = Γ′.
Example 3.6. Consider L = L⟨⟨{X ∶ϕ1∩ϕ2},ϕ1∩ϕ2⟩,⟨{X ∶ϕ1∩ϕ2∩ϕ3},ϕ2⟩⟩. So, one can
obtain a lifted pair as follows on the pair below:
L(⟨{X ∶ ϕ1 ∩ ϕ2}, ϕ1 ∩ ϕ2⟩) = ⟨{X ∶ ϕ1 ∩ ϕ2 ∩ ϕ3}, ϕ2⟩
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However, if the lifting is applied to a different environment, then the result
may vary:
L({X ∶ ϕ1 ∩ ϕ2, a ∶ ρ}) = {X ∶ ϕ1 ∩ ϕ2 ∩ ϕ3, a ∶ ρ},
L(∅) = {X ∶ ϕ1 ∩ ϕ2 ∩ ϕ3},
L({X ∶ ϕ1 ∩ ϕ5}) = {X ∶ ϕ1 ∩ ϕ5}.
In any case, we have an environment smaller than the original with respect
to ≤.
Definition 3.7. A type substitution (ϕ↦ α) ∶ TS → TS, where ϕ is a type
variable and α ∈ Ts ∪ {ω}, is defined as follows (note that substitutions also
extend to type environments and typings in the natural way):
1. (ϕ↦ α)(ϕ) = α,
2. (ϕ↦ α)(ϕ′) = ϕ′, if ϕ ≠ ϕ′,
3. (ϕ↦ α)(C(τ1, . . . , τn)) = ω, if (ϕ↦ α)(τi) = ω, for some i = 1, . . . , n,
4. (ϕ ↦ α)(C(τ1, . . . , τn)) = C((ϕ ↦ α)(τ1), . . . , (ϕ ↦ α)(τn)), if (ϕ ↦
α)(τi) ≠ ω, for all i = 1, . . . , n,
5. (ϕ↦ α)(σ → τ) = ω, if (ϕ↦ α)(τ) = ω,
6. (ϕ↦ α)(σ → τ) = (ϕ↦ α)(σ)→ (ϕ↦ α)(τ), if (ϕ↦ α)(τ) ≠ ω,
7. (ϕ↦ α)([σ]τ) = ω, if (ϕ↦ α)(τ) = ω,
8. (ϕ↦ α)([σ]τ) = [(ϕ↦ α)(σ)](ϕ↦ α)(τ), if (ϕ↦ α)(τ) ≠ ω,
9. (ϕ ↦ α)(τ1 ∩ ⋅ ⋅ ⋅ ∩ τn) = (ϕ ↦ α)(ρ1) ∩ ⋅ ⋅ ⋅ ∩ (ϕ ↦ α)(ρm), where{ρ1, . . . , ρm} = {τi ∈ {τ1, . . . , τn} ∣ (ϕ↦ α)(τi) ≠ ω},
10. (ϕ↦ α)(Γ) = {y ∶ (ϕ↦ α)(γ) ∣ y ∶ γ ∈ Γ},
11. (ϕ↦ α)(⟨Γ, γ⟩) = ⟨(ϕ↦ α)(Γ), (ϕ↦ α)(γ)⟩.
We may say substitution instead of type substitution for the sake of sim-
plicity, whenever clear from the context.
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Example 3.8. Take a type substitution S = (ϕ1 ↦ nat). So, we can instan-
tiate the following pair as follows:
S(⟨{X ∶ [ϕ1]ϕ2}, ϕ1⟩) = ⟨{X ∶ [nat]ϕ2},nat⟩.
For S′ = (ϕ2 ↦ ω) ○ S, we must be careful:
S′(ϕ1 ∩ ϕ2) = nat,
S′(ϕ1 → ϕ2) = ω.
The next lemma asserts the compatibility of type substitutions with the
relation ≤.
Lemma 3.9 (Compatibility of substitutions with ≤). Let S be a type substi-
tution.
1. σ ≤ γ implies S(σ) ≤ S(γ).
2. Φ ≤ Γ implies S(Φ) ≤ S(Γ).
Proof. 1. The proof is by induction on the derivation of σ ≤ γ. The
interesting cases are when the rules (≤abs) or (≤→) are the last used
ones. Since those cases are very similar, only the case for (≤→) will be
presented here.
We have σ = σ′ → ρ and γ = γ′ → τ . As premises of the rule, it holds
that γ′ ≤ σ′ and ρ ≤ τ . By IH, S(γ′) ≤ S(σ′) and S(ρ) ≤ S(τ). If
S(ρ) = ω, then S(τ) = ω by Lemma 3.4 part 1. In this case, S(σ′ →
ρ) = ω ≤ ω = S(γ′ → τ). Otherwise, S(σ′ → ρ) = S(σ′) → S(ρ) ≤
S(γ′)→ S(τ) = S(γ′ → τ) using rule (≤→).
2. It follows by part 1 and rule (≤Γ).
The next two definitions are adapted from Bakel (2011), to deal with
abstraction types and types with constructors. In particular, the notion of
last type variable of a type, which is used to ensure that the operation of
expansion produces a valid type, is generalised to a set of type variables since
type constructors may have arity n > 1.
Definition 3.10. The set of last type variables of a type τ in Ts is denoted
by LV (τ) and defined by:
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1. LV (ϕ) is {ϕ},
2. LV (C(τ1, . . . , τn)) is ⋃ni=1LV (τi),
3. LV (σ → τ) and LV ([σ]τ) is LV (τ).
In the operation of type expansion, we must ensure that intersection types
are not introduced where strict types forbid them (i.e., in the right-hand side
of arrow and abstraction types, and in arguments of constructor types; see
Definition 3.1). The notion of last type variable is used to analyse cases in
the definition of expansion below.
Definition 3.11. For all ψ ∈ Ts, k ≥ 2, environment Γ and type σ, the
quadruple ⟨ψ, k,Γ, σ⟩ determines an expansion Exp⟨ψ,k,Γ,σ⟩ ∶ TS → TS, which
proceeds as follows:
1. The set of type variables Vψ(Γ, σ) affected by Exp⟨ψ,k,Γ,σ⟩ is built by:
a) If ϕ occurs in ψ, then ϕ ∈ Vψ(Γ, σ),
b) If τ ∈ Ts is a subtype of Γ or σ and LV (τ)∩Vψ(Γ, σ) ≠ ∅, then all
type variables of τ are in Vψ(Γ, σ).
2. Suppose Vψ(Γ, σ) = {ϕ1, . . . , ϕm}. Take m × k different type variables
ϕ11, . . . , ϕ
k
1, . . . , ϕ
1
m, . . . , ϕ
k
m, disjoint from the variables in Γ and σ. For
each i = 1, . . . , k, consider a type substitution Si such that Si(ϕj) = ϕij,
for all j = 1, . . . ,m.
3. Exp⟨ψ,k,Γ,σ⟩(γ) is computed by traversing γ top-down and replacing
every subtype τ of γ by S1(τ) ∩ ⋅ ⋅ ⋅ ∩ Sk(τ) whenever LV (τ) intersectsVψ(Γ, σ), i.e., for Ex = Exp⟨ψ,k,Γ,σ⟩,
• Ex(τ1 ∩ ⋅ ⋅ ⋅ ∩ τn) = ⋂ni=1Ex(τi)
• Ex(τ) = ⋂ki=1(Si(τ)), if LV (τ) intersects Vψ(Γ, σ)
• Ex(γ′ → ρ) = Ex(γ′) → Ex(ρ), if LV (ρ) does not intersectVψ(Γ, σ)
• Ex([γ′]ρ) = [Ex(γ′)]Ex(ρ), if LV (ρ) does not intersect Vψ(Γ, σ)
• Ex(C(τ1, . . . , τn)) = C(Ex(τ1), . . . ,Ex(τn)), if LV (C(τ1, . . . , τn))
does not intersect Vψ(Γ, σ)
• Ex(ϕ) = ϕ, if ϕ is not in Vψ(Γ, σ).
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Example 3.12. When a polymorphic type is expected in the domain of an
arrow or abstraction type, the intersection can be used without problems
because our grammar allows intersection on the left-hand side of such types.
However, if the polymorphism is expected in the right-hand side, i.e. in the
resulting type, some special treatment is necessary. For example, to expand
ϕ1 in [ϕ1]ϕ2 one could obtain [ϕ3∩ϕ4]ϕ2. On the other hand, to expand ϕ2 in
the same type, it is necessary to expand the entire type since we cannot add
an intersection in the right-hand side. So the result would be [ϕ3]ϕ5∩[ϕ4]ϕ6.
The next lemma is a technical result used to prove the compatibility of
type expansion with the ordering ≤.
Lemma 3.13. For τ, ρ ∈ Ts, τ ≤ ρ implies LV (τ) = LV (ρ).
Proof. By induction on the derivation of τ ≤ ρ. We analyse the cases of
transitivity and abstraction.(≤Trans) In this case, there exists σ such that τ ≤ σ ≤ ρ. By Lemma 3.4(1),
σ = ⋂ki=1 σi such that τ ≤ σi, for all i = 1, . . . , k, and σi ≤ ρ, for some
i. Thus, by IH, it follows that LV (τ) = LV (σi), for all i. In this
way, LV (σi) = LV (ρ) for all i, by IH and because all LV (σi) are
equal. The result follows by transitivity.(≤abs) τ = [σ]τ ′, ρ = [γ]ρ′ and the following assertions are valid: γ ≤ σ
and τ ′ ≤ ρ′. By IH, LV (τ ′) = LV (ρ′). So, by definition of last type
variable set, LV (τ) = LV (ρ).
Lemma 3.14 and its proof are also presented in Bakel and Ferna´ndez
(1997) and it states the compatibility of expansion with the ordering ≤.
Lemma 3.14 (Compatibility of Expansion with ≤). Let E = Exp⟨ψ,k,Γ,σ⟩ be
an expansion.
1. σ ≤ γ implies E(σ) ≤ E(γ).
2. Φ ≤ Γ implies E(Φ) ≤ E(Γ).
Proof. The proof is by induction on the derivation of σ ≤ γ. Only the case(≤abs) will be presented here.
We have σ = [σ′]ρ and γ = [γ′]τ . As premises of the rule, it holds that
γ′ ≤ σ′ and ρ ≤ τ . By Lemma 3.13, we have only two cases:
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• If LV ([σ′]ρ) and LV ([γ′]τ) intersect Vψ(Γ, σ), then E([σ′]ρ) =⋂ki=1 Si([σ′]ρ) and E([γ′]τ) = ⋂ki=1 Si([γ′]τ). Hence, by Lemma 3.9,
Si([σ′]ρ) ≤ Si([γ′]τ) for all i = 1, . . . , k, and the result follows.
• If LV ([σ′]ρ) does not intersect Vψ(Γ, σ) so neither does LV ([γ′]τ) and
vice versa. By IH, E(γ′) ≤ E(σ′) and E(ρ) ≤ E(τ), what implies that
E([σ′]ρ) = [E(σ′)]E(ρ) ≤ [E(γ′)]E(τ) = E([γ′]τ), as it was supposed
to be proven.
4. Type Inference System and Basic Properties
This section presents type assignment rules for nominal terms, and ex-
plores fundamental properties of the type assignment system, such as the
preservation of types for α-equivalent terms.
Definition 4.1. A type judgement is a tuple of a type environment, a
term and a type, denoted by Γ ⊢ t ∶ γ. A type judgement Γ ⊢ t ∶ γ is
derivable if it can be deduced following the rules in Table 3; if so, then⟨Γ, γ⟩ is called a typing of t. In Table 3, all types are strict except for
the σ’s that can be intersection types while C ranges over chains of type
operations, that is a sequence ⟨O1, . . . ,Ok⟩ of type operations of lifting,
substitution and expansion that apply to types as follows:
C(σ) = ⟨O1, . . . ,Ok⟩(σ) = O1(. . . (Ok(σ)) . . . ).
The empty chain is denoted by Id.
Remark 4.2. In Bakel (2011), a survey about intersection types is presented
and different notions of chains are defined. Linear, relevant and essential
chains are expressions used to designate chains where the operations must
be applied in a specific order. For instance, in an essential chain, a lifting may
occur at most once at the end of the chain. However, the current work follows
a more general notion of chain, as presented in Bakel and Ferna´ndez (1997),
where liftings, substitutions and expansions do not have a predetermined
order in the sense that any kind of such operations can occur in any position
of those sequences.
The rule (T∩) is actually an axiom if k = 0. Hence, any term is typable
with type ω.
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Table 3: Type System
(Ta) σ ≤ τ
Γ & a ∶ σ ⊢ a ∶ τ (TX) σ ≤ τΓ &X ∶ σ ⊢ pi ⋅X ∶ τ
(T[a]) Γ & a ∶ σ ⊢ t ∶ τ
Γ ⊢ [a]t ∶ [σ]τ (T∩) Γ ⊢ t ∶ τ1 . . . Γ ⊢ t ∶ τkΓ ⊢ t ∶ τ1 ∩ ⋅ ⋅ ⋅ ∩ τk , k ≠ 1
bola
(Tf) σ1 → ⋅ ⋅ ⋅→ σn → τ = C(Σf) Γ ⊢ t1 ∶ σ1 . . . Γ ⊢ tn ∶ σn
Γ ⊢ f(t1, . . . , tn) ∶ τ
Example 4.3. Consider the term ∏ki=mX with the same signature as in
Example 3.2 and Γ = {m ∶ nat, k ∶ nat,X ∶ ϕ}.
(Tf) (T[a])
(TX)
Γ & i ∶ nat ⊢X ∶ ϕ
Γ ⊢ [i]X ∶ [nat]ϕ (Ta) Γ ⊢m ∶ nat (Ta) Γ ⊢ k ∶ nat
Γ ⊢∏([i]X,m,k) ∶ ϕ
Notice that, if Γ had some type annotation for i, the same derivation would
be still valid, since the judgement before rule (T[a]) is updated with the
proper annotation for this atom.
The next lemma is an inversion lemma on typing ⟨Γ, σ⟩ with respect to
the structure of the corresponding term t.
Lemma 4.4 (Generation Lemma). 1. If Γ ⊢ a ∶ σ, then σ = ω or there
exists a ∶ γ ∈ Γ such that γ ≤ σ.
2. If Γ ⊢ pi ⋅X ∶ σ, then σ = ω or there exists X ∶ γ ∈ Γ such that γ ≤ σ.
3. If Γ ⊢ [a]t ∶ σ, then σ = ⋂ni=1[ρi]τi and Γ & a ∶ ρi ⊢ t ∶ τi.
4. If Γ ⊢ f(t1, . . . , tn) ∶ σ, then σ = ⋂kj=1 ρj and there are chains of opera-
tions Cj, 1 ≤ j ≤ k, such that Cj(Σf) = γj1 → ⋅ ⋅ ⋅→ γjn → ρj,
Γ ⊢ t1 ∶ γj1 , . . . , Γ ⊢ tn ∶ γjn , ∀j = 1, . . . , k.
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Proof. 1. The proof is by induction on the type derivation. The only rules
that can be used in the last step of the derivation are (Ta) or (T∩). If
it is (Ta) so the statement is obtained because there is a ∶ γ in Γ with
γ ≤ σ. If the rule is (T∩), then σ = σ1 ∩ ⋅ ⋅ ⋅ ∩ σn and the deductions
Γ ⊢ a ∶ σi are valid for all 1 ≤ i ≤ n. If n = 0 then σ = ω. If n ≠ 0, the IH
can be used and there is a type annotation a ∶ γ ∈ Γ such that γ ≤ σi,
which implies that γ ≤ σ by rule (≤∩I). Notice that the same Γ is used
in all the n subderivations.
2. The proof is similar to the previous item, but the rules used in the last
step of the derivation can only be (TX) or (T∩).
3. The rules that can be used in the last step are (T[a]) or (T∩). If the
rule is (T[a]), then σ = [ρ]τ . If the rule is (T∩), then σ = δ1∩ ⋅ ⋅ ⋅ ∩ δn and
the deductions Γ ⊢ [a]t ∶ δi hold for every 1 ≤ i ≤ n. Since each δi is a
strict type, the rule (T∩) cannot be applied again. So, each δi = [ρi]τi,
as analysed first.
4. The only possible rules to apply are (Tf) and (T∩). If (T∩) is applied,
then σ = ⋂kj=1 ρj, with k derivations. Since each ρj is a strict type, only
the (Tf) rule could be applied before. So, the conditions for each ρj are
supplied, as in the statement of the lemma.
Definition 4.5. A pair ⟨Π, ρ⟩ of an environment and a type is called a
principal pair for a term t if it is a typing and, for every other typing⟨Γ, σ⟩, there exists a chain of operations C such that C(⟨Π, ρ⟩) = ⟨Γ, σ⟩.
An important feature of this system is that a term may not have a prin-
cipal pair, as the next example demonstrates.
Example 4.6. If the declaration of ∏ is Σ∏ = [nat]real → nat → nat →
real ∩ [nat]rat → nat → nat → rat ∩ [nat]nat → nat → nat → nat, then
the principal pair of ∏Zi=Y X (sugar of ∏([i]X,Y,Z)) does not exist. Notice
that ⟨{X ∶ real, Y ∶ nat, Z ∶ nat},real⟩ is a typing of this term and that
substitutions and expansions do not change the type declaration, because
it has no type variable. Then the least type with respect to ≤ that can be
derived for ∏Zi=Y X is real∩rat∩nat. However, there is no type annotation
of X that could derive such type and be greater than real with respect to≤.
19
On the other hand, if Σ∏ = [nat]ϕ → nat → nat → ϕ, as in Example 3.2,
the principal pair of the term is the typing ⟨{X ∶ ϕ,Y ∶ nat, Z ∶ nat}, ϕ⟩.
Next, the operations of lifting, substitution and expansion are proved to
be sound in the type system.
Lemma 4.7 (Soundness of Lifting). If Φ ⊢ t ∶ τ and L = L⟨⟨Γ,τ⟩,⟨Γ′,τ ′⟩⟩ is a
lifting, then L(Φ) ⊢ t ∶ τ ′.
Proof. The proof is by induction on the derivation of Φ ⊢ t ∶ τ . By definition
of lifting, Γ′ ≤ Γ and τ ≤ τ ′.
• Rule (Ta): If a ∶ Φa ∈ Γ, then a is annotated in Γ′ and so it is in L(Φ).
So, the relations Γ′a ≤ Φa ≤ τ ≤ τ ′ imply L(Φ) ⊢ a ∶ τ ′. If a ∶ Φa ∉ Γ, then
a ∶ Φa is kept unchanged in L(Φ). In this way, the relations Φa ≤ τ ≤ τ ′
likewise give us L(Φ) ⊢ a ∶ τ ′.
• Rule (TX): similar to the previous item.
• Rule (T[a]): We have Φ & a ∶ σ ⊢ t′ ∶ ρ. If [σ]ρ ≤ τ ′, then τ ′ = ⋂mi=1[σ′i]ρ′i
by Lemma 3.4(2) and, for each i, σ′i ≤ σ and ρ ≤ ρ′i. This implies that
Li = L⟨⟨Γ&a∶σ,ρ⟩,⟨Γ′&a∶σ′i,ρ′i⟩⟩ are well defined liftings and that Li(Φ&a ∶ σ) =
L(Φ) & a ∶ σ′i. So, by IH, L(Φ) & a ∶ σ′i ⊢ t′ ∶ ρ′i. Thus, using rules (T[a])
and (T∩), we obtain L(Φ) ⊢ [a]t′ ∶ τ ′.
• Rule (T∩): τ = τ1 ∩ ⋅ ⋅ ⋅ ∩ τn ≤ τ ′, Φ ⊢ t ∶ τj for each j = 1, . . . , n and, by
Lemma 3.4(1), τ ′ = ⋂mi=1 τ ′i such that, for all i = 1, . . . ,m, there exists
ji = 1, . . . , n satisfying τji ≤ τ ′i . Define the liftings Li = L⟨⟨Γ,τji ⟩,⟨Γ′,τ ′i⟩⟩,
for i = 1, . . . ,m; notice that Li(Φ) = L(Φ). By IH, L(Φ) ⊢ t ∶ τ ′i and,
applying (T∩), one obtains L(Φ) ⊢ t ∶ τ ′.
• Rule (Tf): There exists a chain C of operations such that C(Σf) = σ1 →⋅ ⋅ ⋅→ σn → τ and Φ ⊢ ti ∶ σi, for all i = 1, . . . , n. Define Li = L⟨⟨Γ,σi⟩,⟨Γ′,σi⟩⟩
and observe that Li(Φ) = L(Φ). By IH, we obtain L(Φ) ⊢ ti ∶ σi, for
all i = 1, . . . , n. Since σ1 → ⋅ ⋅ ⋅ → σn → τ ≤ σ1 → ⋅ ⋅ ⋅ → σn → τ ′ (because
τ ≤ τ ′), the lifting L′ = L⟨⟨∅,σ1→⋅⋅⋅→σn→τ⟩,⟨∅,σ1→⋅⋅⋅→σn→τ ′⟩⟩ is well defined and
L′ ○ C(Σf) = σ1 → ⋅ ⋅ ⋅→ σn → τ ′, which gives us L(Φ) ⊢ f(t1, . . . , tn) ∶ τ ′.
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Lemma 4.8 (Soundness of type substitution). Let S be a type substitution
and Γ ⊢ t ∶ σ a derivable judgement. Then, S(Γ) ⊢ t ∶ S(σ) has a type
derivation that is exactly as the original with the substitution S applied in
each node.
Proof. Since the case where S(σ) = ω is trivial, we consider S(σ) ≠ ω. The
proof proceeds by induction on the derivation of Γ ⊢ t ∶ σ.
• Rule (Ta): t = a and Γa ≤ σ. Since S(Γa) ≤ S(σ) by Lemma 3.9, we
obtain S(Γ) ⊢ a ∶ S(σ).
• Rule (TX): Similar to the previous item.
• Rule(T[a]): t = [a]t′, σ = [γ]τ and Γ & a ∶ γ ⊢ t′ ∶ τ . By IH, S(Γ) & a ∶
S(γ) ⊢ t′ ∶ S(τ). Since S([γ]τ) ≠ ω, one has S[τ] ≠ ω and S([γ]τ) =[S(γ)]S(τ). In this way, S(Γ) ⊢ [a]t′ ∶ S([γ]τ).
• Rules (T∩) and (Tf): these cases are developed in Bakel and Ferna´ndez
(1997).
Lemma 4.9 (Soundness of expansion). Let E be an expansion and Γ ⊢ t ∶ σ
a derivable judgement. Then, E(Γ) ⊢ t ∶ E(σ) is also derivable.
Proof. Suppose w.l.o.g. that σ ∈ Ts. The proof of Theorem 4.4.3 in Bakel
and Ferna´ndez (1997) covers most of the cases, including the case where
E(σ) ∉ Ts. We only need to add the case of rule (T[a]) where E(σ) ∈ Ts.
In such case, one has σ = [σ′]τ , t = [a]t′ and Γ & a ∶ σ′ ⊢ t′ ∶ τ . By
IH, we obtain E(Γ) & a ∶ E(σ′) ⊢ t′ ∶ E(τ). Applying rule (abs), we obtain
E(Γ) ⊢ [a]t′ ∶ [E(σ′)]E(τ). If the last type variable set of τ intersectedVψ(Γ, σ), E([σ′]τ) would be an intersection, what contradicts E(σ) ∈ Ts.
So, E([σ′]τ) = [E(σ′)]E(τ), which concludes the proof.
The proposition that follows states that atoms that are fresh in a term are
not relevant in a typing (they can be removed or updated in the environment).
Proposition 4.10 (Type weakening and strengthening). The following prop-
erties hold:
1. If Γ ⊢ t ∶ σ and there exists some ∆ such that ∆ ⊢ a#t, then Γ& a ∶ τ ⊢
t ∶ σ. (Type weakening).
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2. If Γ & a ∶ τ ⊢ t ∶ σ and there exists some ∆ such that ∆ ⊢ a#t, then
Γ ⊢ t ∶ σ. (Type strengthening)
Proof. The proof is by induction on derivations.
1. • Rule (Ta): Γ & b ∶ γ ⊢ b ∶ σ with γ ≤ σ, a ∉ atms(b) and ∆ ⊢ a#b.
So, Γ & b ∶ γ & a ∶ τ ⊢ b ∶ σ using rule (Ta).
• Rule (TX): similarly to the previous case, Γ&X ∶ γ &a ∶ τ ⊢ pi ⋅X ∶ σ
with γ ≤ σ.
• Rule (T[a]): t = [b]t′, σ = [σ′]σ′′ and Γ & b ∶ σ′ ⊢ t′ ∶ σ′′. One has
to consider 2 cases. If a = b, then Γ & a ∶ τ & a ∶ σ′ = Γ & b ∶ σ′ and
we have the same valid judgement. If a ≠ b, then ∆ ⊢ a#t′ (or
a ∉ atms(t′)) and, by IH, Γ & b ∶ σ′ & a ∶ τ ⊢ t′ ∶ σ′′.
• Rule (T∩): it can be obtained applying IH in the cases that σ ≠ ω.
If σ = ω, the derivation is trivial.
• Rule (Tf): it holds directly applying the induction hypothesis.
2. The proof for strengthening is similar to the weakening proof.
The following lemma will be used in the context of “typed rewrite steps”
in Section 5, where renamed versions of rules are allowed and meta-level
equivariance is needed. Moreover, the object-level equivariance explains why
we do not check the types of the atoms in permutations in the rule (TX):
permutations do not change types, whenever the same renaming is used in
the type environment.
Lemma 4.11 (Meta-Level and Object-Level Equivariance of Type Deriva-
tions). The following statements are equivalent:
1. Γ ⊢ t ∶ τ is derivable;
2. piΓ ⊢ pit ∶ τ is derivable, where the permutation acts the same way
throughout the derivation, applied to each node;
3. piΓ ⊢ pi ● t ∶ τ is derivable, where the permutation acts the same way
throughout the derivation, applied to each node.
Proof. • Equivalence between 1 and 2: By induction on type deriva-
tions.
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– Rule (Ta): If σ ≤ τ , then Γ & a ∶ σ ⊢ a ∶ τ if and only if piΓ & pi(a) ∶
σ ⊢ pia ∶ τ .
– Rule (TX): the annotation of variables is not changed by permu-
tations.
– Rule (T[a]): By IH, Γ & a ∶ σ ⊢ t′ ∶ ρ if and only if piΓ & pi(a) ∶ σ ⊢
pit′ ∶ ρ and the result follows by rule (T[a]).
– Rule(T∩): By IH, Γ ⊢ t ∶ τi for all i = 1, . . . ,m if and only if
piΓ ⊢ pit ∶ τi and this case is finished by applying rule (T∩).
– Rule (Tf): There is a chain C such that C(Σf) = σ1 → ⋅ ⋅ ⋅→ σn → τ
and, for all i = 1, . . . , n, Γ ⊢ ti ∶ σi. By IH, piΓ ⊢ piti ∶ σi. So,
piΓ ⊢ pif(t1, . . . , tn) ∶ τ . The reverse is analogous.
• Equivalence between 1 and 3: Similar to the previous equivalence.
Example 4.12. Consider Γ = {X ∶ nat, a ∶ nat} and the derivable type
judgement Γ ⊢ +(a,X) ∶ nat, where Σ+ = nat → nat → nat. It is also
possible to derive (a b)Γ ⊢ +(b, (a b) ⋅X) ∶ nat by object level equivariance,
and (a b)Γ ⊢ +(b,X) ∶ nat by meta-level equivariance. We show the derivation
for the first one.
(Tf) (Ta) Γ ⊢ a ∶ nat (TX) Γ ⊢X ∶ nat
Γ ⊢ +(a,X) ∶ nat±
(a b)Γ ⊢ b ∶ nat (Ta) (a b)Γ ⊢ (a b) ⋅X ∶ nat (TX)(a b)Γ ⊢ +(b, (a b) ⋅X) ∶ nat (Tf)
Lemma 4.13 asserts that two α-equivalent terms have the same typings,
which is expected since such terms represent the same class of objects.
Lemma 4.13 (α-equivalence preserves types). If Γ ⊢ t ∶ σ is derivable and
∆ ⊢ t ≈α s for some ∆, then Γ ⊢ s ∶ σ is also derivable.
Proof. By induction on the derivation of α-equivalence.
• Rule (≈αa): t = s = a: it is straightforward.
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• Rule (≈αX): t = pi⋅X and s = pi′⋅X: since Γ ⊢ pi⋅X ∶ σ, by the Generation
Lemma (4.4), there exists γ such that X ∶ σ ∈ Γ and γ ≤ σ.Thus,
Γ ⊢ pi′ ⋅X ∶ σ by applying rule (TX).
• Rule (≈α[a]) or (≈α[b]): t = [a]t′ and s = [b]s′: we know that σ =∩ni=1[σi]γi and that Γ&a ∶ σi ⊢ t′ ∶ γi for all i = 1, . . . , n, by the Generation
Lemma (4.4). If a = b, then ∆ ⊢ t′ ≈α s′ and, by IH, Γ&b ∶ σi ⊢ s′ ∶ γi and
it follows that Γ ⊢ [b]s′ ∶ τ . If a ≠ b, then ∆ ⊢ t′ ≈α (a b)●s′, a#s′, (a b)●
t′ ≈α s′, b#t′. Let’s consider the more complex case when a, b ∈ Γ. Thus,
Γ ∖ {b ∶ Γb} & a ∶ σi ⊢ t′ ∶ γi, by Lemma 4.10(2)−
strengthening,
Γ ∖ {a ∶ Γa, b ∶ Γb} & a ∶ σi ⊢ t′ ∶ γi, i.e., the same judgement,
Γ ∖ {a ∶ Γa, b ∶ Γb} & a ∶ σi & b ∶ σi ⊢ t′ ∶ γi, by Lemma 4.10(1)−
weakening,
Γ ∖ {a ∶ Γa, b ∶ Γb} & a ∶ σi & b ∶ σi ⊢ (a b) ● t′ ∶ γi, by Lemma 4.11
Γ ∖ {a ∶ Γa, b ∶ Γb} & a ∶ σi & b ∶ σi ⊢ s′ ∶ γi, by induction hypothesis,
Γ ∖ {a ∶ Γa, b ∶ Γb} & a ∶ σi ⊢ [b]s′ ∶ [σi]γi, applying rule (T[a]),
Γ ∖ {a ∶ Γa, b ∶ Γb} ⊢ [b]s′ ∶ [σi]γi, by Lemma 4.10(2),
Γ∖ ⊢ [b]s′ ∶ [σi]γi, by Lemma 4.10(1),
Γ∖ ⊢ [b]s′ ∶ σ, applying rule (T∩).
• Rule (≈αf): t = f(t1, . . . , tn): this case follows by item 4 of Generation
Lemma (4.4) and IH, applying rules (Tf) and (T∩) at the end.
Example 4.14. Consider a signature where Σ∀ = ([ϕ]bool)→ bool, Σeven =
nat→ bool and Σ+ = ϕ→ ϕ→ ϕ (+ will be written infixed). By the following
derivation, the term ∀[a]even(a +X) has typing ⟨{X ∶ nat},bool⟩.
(Tf) (T[a])
(Tf) (Tf)
X ∶ nat, a ∶ nat ⊢ a ∶ nat (Ta)
X ∶ nat, a ∶ nat ⊢X ∶ nat (TX)
X ∶ nat, a ∶ nat ⊢ a +X ∶ nat
X ∶ nat, a ∶ nat ⊢ even(a +X) ∶ bool
X ∶ nat ⊢ [a]even(a +X) ∶ [nat]bool
X ∶ nat ⊢ ∀[a]even(a +X) ∶ bool
The same typing is also valid for ∀[b]even(b + (a b) ⋅ X), by Lemma 4.13,
because b#X ⊢ ∀[a]even(a +X) ≈α ∀[b]even(b + (a b) ⋅X).
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The Subterm Lemma presented next shows that a derivation of a judge-
ment whose type is different from ω contains typings for the subterms of the
term in question.
Lemma 4.15 (Subterm Lemma). If Γ ⊢ t ∶ σ is derivable with a derivationD without any subterm typed with ω and s is a proper subterm of t, then
there is a subtree of D that derives Γ′ ⊢ s ∶ γ for some Γ′ and γ such that Γ′
is an extension of Γ.
Proof. By induction on the type derivation of Γ ⊢ t ∶ σ.
• Rules (Ta) and (TX) are trivial because there is no proper subterm of
an atom or a suspended variable.
• Rule (T[a]): We have Γ & a ∶ ρ ⊢ t′ ∶ δ, t = [a]t′ and σ = [ρ]δ. If s = t′, it
is done. If not, then s is a proper subterm of t′ and, by IH, there are Γ′
and γ such that Γ′ ⊢ s ∶ γ is a subtree in the derivation of Γ&a ∶ ρ ⊢ t′ ∶ δ.
• Rule (T∩): σ = τ1 ∩ ⋅ ⋅ ⋅ ∩ τk and, for each i = 1, . . . , k, Γ ⊢ t ∶ τi. By IH,
there are Γi’s and γi’s such that Γi ⊢ s ∶ γi is a subtree of the derivation
of Γ ⊢ t ∶ τi. In this branch, it is important to observe that k ≠ 0;
otherwise, the IH would not be possible.
• Rule (Tf): t = f(t1, . . . , tn), there is a chain C such that C(Σf) = σ1 →⋅ ⋅ ⋅→ σn → σ and Γ ⊢ ti ∶ σi for all i = 1, . . . , n. If s = ti for some ti, then
the result follows. Otherwise, s is a proper subterm of some ti and the
result is obtained by IH.
5. Typed Matching and Typed Rewrite Relation
This section introduces the notion of typed matching, which will be used
to define a rewrite relation that takes types into account. First, we introduce
the notation used in the definition of typed matching, and motivate the
inclusion of freshness contexts in matching problems.
Matching will instantiate type variables as well as unknowns, thus, the
pattern of a matching problem should include a term in context, as in
Ferna´ndez and Gabbay (2007), and a typing of such term. The term and
type substitutions that solve the matching problem should satisfy the con-
ditions expressed in each leaf with unknowns of the type derivation. The
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notion of variable environment introduced next extracts the relevant infor-
mation from a type derivation, eliminating the type annotations of atoms
that are fresh for some unknown.
Definition 5.1. If Γ ⊢ pi ⋅X ∶ σ is a leaf in the type derivation D of Γ′ ⊢ t ∶ γ,
then pi
−1
Γ ∖ {a ∶ ρ ∣ ∆ ⊢ a#X or ρ = ω} is a variable environment of X inD under ∆.
Notice that atoms that cannot occur free in the instance of a variable are
not included in a variable environment and neither are the atoms annotated
with ω, because they do not add information.
Example 5.2. Let [nat]ϕ → [string]ϕ → real be the type declaration of
a binary symbol g. Consider the judgement X ∶ nat ⊢ g([a]X, [a](a b) ⋅X) ∶
real with the following derivation:
D1 = X ∶ nat, a ∶ string ⊢ (a b) ⋅X ∶ nat(TX)
X ∶ nat ⊢ [a](a b) ⋅X ∶ [string]nat (T[a])
D = X ∶ nat, a ∶ nat ⊢X ∶ nat(TX)X ∶ nat ⊢ [a]X ∶ [nat]nat (T[a]) D1
X ∶ nat ⊢ g([a]X, [a](a b) ⋅X) ∶ real (Tf)
If we observe the leaf on the left-hand side of D, then the substitution[X ↦ a] respects the environment {X ∶ nat, a ∶ nat} maintaining the type in
the instance of X. On the right-hand side, in the subderivation D1, the atom
a is annotated with type string in the environment; applying the inverse
of (a b), which is itself, to the environment, we obtain {X ∶ nat, b ∶ string},
that is a variable environment of X in D under ∅. Notice that enlarging this
environment with a ∶ nat allows us to proceed with the instance of the term
keeping the designated type.
In the case that the context is not empty, for instance {a#X}, then the
variable environments of X in D under {a#X} would be {X ∶ nat} and{X ∶ nat, b ∶ string}, respectively.
Definition 5.3 (Typed Matching Problem). Let Φ ⊢ l ∶ τ be a type judge-
ment with derivation D, and let ∇, ∆ be freshness environments, Γ a type
environment, and s a term. A typed matching problem is a pair of the form(Φ ⊩ ∇ ⊢ l ∶ τ)?≈α (Γ ⊩ ∆ ⊢ s), with unkn(Φ,∇, l) and V ars(Φ, τ) disjoint
from unkn(Γ,∆, s) and V ars(Γ).
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The typed matching problem (Φ ⊩ ∇ ⊢ l ∶ τ)? ≈α (Γ ⊩ ∆ ⊢ s) has
solution (C, θ, pi), where C is a chain of operations, θ a substitution and pi a
permutation, whenever:
1. ∆ ⊢ pi∇θ, pilθ ≈α s;
2. C(piΦ)∣A ⊆ Γ, i.e., the atoms of Φ renamed with pi have the annotations
changed only by C in Γ; and
3. pi
′−1
Γ & C(Φ′) ⊢ Xθ ∶ C(Φ)X , for every variable environment Φ′ of X
in pi∆ ⊢ piD, with pi′ the corresponding permutation in each leaf. No-
tice that ΦX = Φ′X because renamings do not change annotations of
unknowns.
Example 5.4. Take the symbol g as in Example 5.2. The following typed
matching problem
(X ∶ nat ⊩ b#X ⊢ g([a]X, [a](a b)⋅X) ∶ real)?≈α (b ∶ nat ⊩ ∅ ⊢ g([b]b, [c]b))
has a solution (Id, [X ↦ a], id), i.e., ∅ ⊢ b#a, g([a]a, [a]b) ≈α g([b]b, [c]b)
and, taking the variables environments in D under {b#X} (Example 5.2),
b ∶ nat,X ∶ nat, a ∶ nat ⊢ a ∶ nat is derivable as well as a ∶ nat,X ∶ nat, b ∶
string ⊢ a ∶ nat.
Example 5.5. Consider ∏ with the type declaration of Example 3.2 and
take the binary symbol / (with Σ/ = nat → nat → rat and infix notation),
the unary symbol s (with Σs = nat → nat) and the nullary symbol 0 (with
Σ0 = nat). The following typed matching problem
(X ∶ real ∩ rat ∩ nat, Y ∶ nat, Z ∶ nat ⊩ i#X ⊢ Z∏
i=Y X ∶ real ∩ rat ∩ nat) ?≈α
(m ∶ nat ⊩ ∅ ⊢ m∏
i=1 ( s(0)s(s(0))))
has solution:
(L⟨⟨∅,real∩rat∩nat⟩,⟨∅,rat⟩⟩, [X ↦ s(0)
s(s(0))] ○ [Y ↦ (s(0)] ○ [Z ↦m], id)
Observe that the instance of the term satisfies the freshness constraint of the
pattern in the empty context.
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The next lemma is inspired by the presentation given in Fairweather
(2014).
Lemma 5.6 (Typed Nominal Pattern Matching). If Φ ⊢ l ∶ σ and (Φ ⊩ ∇ ⊢
l ∶ σ)?≈α (Γ ⊩∆ ⊢ s) = (C, θ, pi), then Γ ⊢ pilθ ∶ C(σ).
Proof. Firstly, by meta-level equivariance (Lemma 4.11), soundness of type
operations in C (Lemmas 4.7, 4.8 and 4.9) and weakening (Lemma 4.10(1)),
Γ ⊢ pil ∶ C(σ) is derivable. To include the term-substitution θ, we proceed by
induction on the derivation of this last judgement. Assume that C(σ) ≠ ω,
otherwise the result follows directly using rule (T∩).
• Rule (Ta): this part is trivial because θ has no effect on pil.
• Rule (TX): pil = pi′ ⋅X. By Condition 3 of Definition 5.3,
pi′−1Γ & C(pi′−1○piΦ ∖ {a ∶ ρ ∣ pi∇ ⊢ a#X}) ⊢Xθ ∶ C(piΦ)X ,
which implies that
Γ & C(piΦ ∖ {a ∶ ρ ∣ pi∇ ⊢ a#X}) ⊢ pi′ ⋅Xθ ∶ C(piΦ)X
using object-level equivariance (Lemma 4.11). Since C(piΦ)∣A ⊆ Γ andC(piΦ)X ≤ C(σ) (by Lemmas 3.9 and 3.14 and the definition of lifting),
the derivation of Γ ⊢ pi′ ⋅Xθ ∶ C(σ) follows easily by Lemma 4.7.
• Rule (T[a]): l = [a]l′ and C(σ) = [σ′]τ . We have Γ & pi(a) ∶ σ′ ⊢ pil′ ∶ τ
and, since (C, θ, pi) is also a solution for the matching problem (Φ & a ∶
σ′ ⊩ ∇ ⊢ l′ ∶ τ)?≈α (Γ & a ∶ σ′ ⊩ ∆ ⊢ (a b) ● s′) for s = [b]s′, so one has
Γ & pi(a) ∶ σ′ ⊢ pil′θ ∶ τ by IH. Applying rule (T[a]), the result holds.
• Rule (T∩): C(σ) = τ1 ∩ ⋅ ⋅ ⋅ ∩ τk. It holds that Γ ⊢ pit ∶ τi. Since C(σ) ≠ ω
and so k ≠ 0, by IH, Γ ⊢ pitθ ∶ τi holds for each i = 1, . . . , k. Applying
rule (T∩), Γ ⊢ pitθ ∶ C(σ) is obtained.
• Rule (Tf): l = f(l1, . . . , ln), there is C′ such that C′(Σf) = σ1 → ⋅ ⋅ ⋅ →
σn → C(σ) and Γ ⊢ pili ∶ σi, for i = 1, . . . , n. Since the environment is
not changed in this step, by IH, we have Γ ⊢ piliθ ∶ σi. The result is
obtained applying rule (Tf).
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The previous lemma is important because it ensures that if a term
matches a pattern, then it can be typed in the same way as the pattern by
applying to the pattern type the chain of operations specified in the matching
solution and with some additional type annotations (of fresh atoms and/or
new unknowns). Notice that, by Definition 5.3, such type checking is not
necessary when verifying if a triplet is a solution of the typed matching
problem.
The next lemma states that if an instance of a term with new unknowns
can be typed, the term can also be typed with the same type if we add in
the environment the annotations for its unknowns.
Lemma 5.7 (Inversion Substitution Lemma). Let Γ ⊢ tθ ∶ γ be a derivable
judgement such that unkn(t)∩ unkn(tθ) = ∅. Then, there is an environment
Γ∗ which is Γ updated with annotations of variables in unkn(t) and such that
Γ∗ ⊢ t ∶ γ is derivable.
Proof. The proof is by induction on the derivation of Γ ⊢ tθ ∶ γ, but first we
consider the case when t = pi ⋅X. In this case, Γ&X ∶ γ ⊢ pi ⋅X ∶ γ is derivable.
Now, assume that t is not a suspended variable.
• Rule (Ta): tθ = a and, since t is not a variable, t = a.
• Rule (TX): the only way this happens is when t is a suspended variable
because the variables are different from the ones of tθ.
• Rule (T[a]): t = [a]t′, tθ = [a]t′θ, γ = [σ]τ and Γ& a ∶ σ ⊢ t′θ ∶ τ . By IH,
there is Γ∗ such that Γ∗ & a ∶ σ ⊢ t′ ∶ τ and, applying rule (T[a]), one
obtains Γ∗ ⊢ [a]t′ ∶ [σ]τ .
• Rule (T∩): for i = 1, . . . , k, Γ ⊢ tθ ∶ τi and γ = τ1 ∩ ⋅ ⋅ ⋅ ∩ τk. By IH,
Γ∗ ⊢ t ∶ τi and, applying rule (T∩), Γ∗ ⊢ t ∶ γ.
• Rule (Tf): t = f(t1, . . . , tn), Γ ⊢ tiθ ∶ σi for i = 1, . . . , n and there existsC such that C(Σf) = σ1 → ⋅ ⋅ ⋅ → σn → γ. By IH, there is Γi with
annotations of variables in unkn(ti) and such that Γ & Γi ⊢ ti ∶ σi.
Build Γ′ as the intersection of annotations of unknowns in Γi, for all
i = 1, . . . , n, and take Γ∗ = Γ&Γ′. This environment satisfies Γ∗ ⊢ ti ∶ σi,
by soundness of lifting (Lemma 4.7), since Γ∗ ≤ Γ&Γi. Using rule ( f),
one has Γ∗ ⊢ f(t1, . . . , tn) ∶ γ.
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Definition 5.8. A typed rewrite rule Φ ⊩ ∇ ⊢ l → r ∶ ρ is a tuple of an
environment, a freshness context, two terms and a type such that ⟨Φ, ρ⟩ is a
principal pair for l and it is a typing for r, in such a way that the variable
environments of each unknown are equal in the derivations of Φ ⊢ l ∶ ρ and
of Φ ⊢ r ∶ ρ. Additionally, unkn(Φ,∇, r) ⊆ unkn(l).
The condition of having equal variable environments throughout deriva-
tions is called the diamond property in Fairweather (2014) and the compati-
bility property in Fairweather and Ferna´ndez (2018). There, only derivations
with this property are valid. Here, it is required only for rewrite rules in order
to obtain the Subject Reduction Lemma, as proved in Subsection 5.1.
Example 5.9. The rules in the system of Table 4 are typed rewrite rules.
Take, for instance, the fifth rule. The type derivation for the left-hand side
is:
X ∶ ϕ,a ∶ ω, b ∶ ω ⊢X ∶ ϕ (TX)
X ∶ ϕ,a ∶ ω ⊢ [b]X ∶ [ω]ϕ (T[a])
X ∶ ϕ,a ∶ ω ⊢ Lam[b]X ∶ ω → ϕ (Tf)
X ∶ ϕ ⊢ [a]Lam[b]X ∶ [ω](ω → ϕ) (T[a]) X ∶ ϕ ⊢ Z ∶ ω (T∩)
X ∶ ϕ ⊢ Sub([a]Lam[b]X,Z) ∶ ω → ϕ (Tf)
Notice that this typing is a principal pair of Sub([a]Lam[b]X,Z) and so
is ⟨{X ∶ ϕ}, ϕ′ → ϕ⟩ because each of them can be obtained by the other
and they generate any other typing for this term. Applying the lifting
L⟨⟨{X ∶ϕ},ω→ϕ⟩,⟨{X ∶ϕ},ϕ′→ϕ⟩⟩ to ⟨{X ∶ ϕ}, ω → ϕ⟩ gives us ⟨{X ∶ ϕ}, ϕ′ → ϕ⟩ and
this second one is obtained applying the type substitution (ϕ′ ↦ ω) to the
former one. The variable environment of X and Z in this derivation with{b#Z} is {X ∶ ϕ}. For the term in the right-hand side, we have the same
variable environment, as we can see in the type derivation below.
X ∶ ϕ, b ∶ ω, a ∶ ω ⊢X ∶ ϕ (TX)
X ∶ ϕ, b ∶ ω ⊢ [a]X ∶ [ω]ϕ (T[a]) X ∶ ϕ, b ∶ ω ⊢ Z ∶ ω (T∩)
X ∶ ϕ, b ∶ ω ⊢ Sub([a]X,Z) ∶ ϕ (Tf)
X ∶ ϕ ⊢ [b]Sub([a]X,Z) ∶ [ω]ϕ (T[a])
X ∶ ϕ ⊢ Lam[b]Sub([a]X,Z) ∶ ω → ϕ (Tf)
Definition 5.10. Let R = Φ ⊩ ∇ ⊢ l → r ∶ ρ be a typed rewrite rule. A
nominal typed rewrite step Γ ⊩ ∆ ⊢ s →Rτ t holds whenever (Φ ⊩ ∇ ⊢ l ∶




App ∶ (ϕ1 → ϕ2)→ ϕ1 → ϕ2 2
Lam ∶ ([ϕ1]ϕ2)→ ϕ1 → ϕ2 1
Sub ∶ ([ϕ1]ϕ2)→ ϕ1 → ϕ2 2
Rules ∶
X ∶ ϕ ⊩ ∅ ⊢ App(Lam [a]X,Y ) Ð→ Sub([a]X,Y ) ∶ ϕ
X ∶ ϕ ⊩a#X⊢ Sub([a]X,Y ) Ð→ X ∶ ϕ
Y ∶ ϕ ⊩ ∅ ⊢ Sub([a]a, Y ) Ð→ Y ∶ ϕ
X ∶ ϕ1 → ϕ2, Y ∶ ϕ1 ⊩ ∅ ⊢ Sub([a]App(X,Y ), Z) Ð→
App(Sub([a]X,Z),Sub([a]Y,Z)) ∶ ϕ2
X ∶ ϕ ⊩b#Z ⊢ Sub([a]Lam [b]X,Z) Ð→
Lam [b]Sub([a]X,Z) ∶ ω → ϕ
Example 5.11. Take the first rule of the system in Table 4, which is typed
and represents the β-reduction in the context of explicit substitutions. The
typed matching problem
(X ∶ϕ ⊩ ∅ ⊢ App(Lam[a]X,Y ))?≈α (∅ ⊩ ∅ ⊢ App(Lam[b]App(b, b),Lam[b]b))
has a solution S = ((ϕ ↦ (ϕ′ → ϕ′)), (a b), [X ↦ App(b, b)] ○ [Y ↦ Lam[b]b]).
Look at the type derivation of the left-hand side of the rule.
(Tf) (Tf)
(T[a]) X ∶ ϕ,a ∶ ω ⊢X ∶ ϕ (TX)
X ∶ ϕ ⊢ [a]X ∶ [ω]ϕ
X ∶ ϕ ⊢ Lam[a]X ∶ ω → ϕ X ∶ ϕ ⊢ Y ∶ ω (T∩)
X ∶ ϕ ⊢ App(Lam[a]X,Y ) ∶ ϕ
To verify the solution S, it is necessary to check that the permutation and the
term substitution satisfy the matching for the terms and freshness contexts,
and to see if typability in the instantiated variable environments continues
working. The variable environment of Y is trivial because the type is ω. For
X, one has that ∅ ⊢ Lam[a]a ∶ ϕ′ → ϕ′.
By Lemma 5.6, ∅ ⊢ App(Lam[b]App(b, b),Lam[b]b) ∶ ϕ′ → ϕ′ is deriv-
able. Indeed, we have the derivations below of the “self-application”, of the
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“identity” and of the term considered above. Consider σ = ϕ′ → ϕ′.
D′ = (Tf) (T[a])
(Tf) b ∶ (σ→σ)∩σ ⊢ b ∶ σ→σ (Ta) b ∶ (σ→σ)∩σ ⊢ b ∶ σ (Ta)
b ∶ (σ → σ) ∩ σ ⊢ App(b, b) ∶ σ∅ ⊢ [b]App(b, b) ∶ [(σ → σ) ∩ σ]σ∅ ⊢ Lam[b]App(b, b) ∶ ((σ → σ) ∩ σ)→ σ
D′′ = (T∩) (Tf)
(T[a]) b ∶ σ ⊢ b ∶ σ (Ta)∅ ⊢ [b]b ∶ [σ]σ∅ ⊢ Lam[b]b ∶ σ → σ
b ∶ ϕ ⊢ b ∶ ϕ (Ta)∅ ⊢ [b]b ∶ [ϕ]ϕ (T[a])∅ ⊢ Lam[b]b ∶ σ (Tf)∅ ⊢ Lam[b]b ∶ (σ → σ) ∩ σ
(Tf)
D′∅ ⊢ Lam[b]App(b, b) ∶ ((σ → σ) ∩ σ)→ σ D′′∅ ⊢ Lam[b]b ∶ (σ → σ) ∩ σ∅ ⊢ App(Lam[b]App(b, b),Lam[b]b) ∶ ϕ′ → ϕ′
5.1. Subject Reduction
Now the Subject Reduction theorem is presented, i.e., the result that
proves that typed rewrite steps using typed rewrite rules preserve types un-
der the condition of uniformity of such rules. Notice that uniformity (Defini-
tion 5.12) is crucial to have preservation of typings as we can see in the fol-
lowing example. This condition was inspired by Fairweather and Ferna´ndez
(2018).
Definition 5.12 (Uniformity). We call a nominal typed rewrite rule R
uniform when, if Γ ⊩ ∆ ⊢ s →Rτ t and ∆,∆′ ⊢ a#s for some ∆′, then
∆,∆′ ⊢ a#t.
Example 5.13. The rule R = (X ∶ ϕ ⊩ ∅ ⊢ X Ð→ (a b) ⋅X ∶ ϕ) is typed
but it is not uniform and does not preserve typings. Observe that the only
variable environment for the left-hand and right-hand side is {X ∶ ϕ} and
that the matching problem
(X ∶ ϕ ⊩ ∅ ⊢X ∶ ϕ)?≈α (a ∶ ϕ ⊩ ∅ ⊢ a ∶ ϕ)
has a solution (Id, [X ↦ a], id), but {a ∶ ϕ} is not enough to type b, the
resulting term of the typed rewrite step. This occurs because non-uniform
rules can introduce atoms that are fresh in the left-hand side into the right-
hand side.
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Theorem 5.14 (Subject Reduction). Given a uniform typed rewrite rule
R = Φ,∇ ⊢ l → r ∶ σ, if Γ ⊢ s ∶ γ and Γ ⊩∆ ⊢ s→Rτ t, then Γ ⊢ t ∶ γ.
Proof. By the Subterm Lemma, there is a judgement Γ′ ⊢ s∣p ∶ γ′ whose
derivation is part of the derivation of Γ ⊢ s ∶ γ and p is the position where
the redex occurs. Indeed, this lemma is considered when s∣p is not inside
some s′ with type ω in such derivation. In this case, we can always assign
the type ω for the corresponding subterm t′ of t.
Since ⟨Φ, σ⟩ is a typing of l, by Lemma 5.6, Γ′ ⊢ pilθ ∶ C(σ), for a solution(C, θ, pi) for the matching problem (Φ ⊩ ∇ ⊢ l ∶ σ)?≈α (Γ′ ⊩ ∆ ⊢ s∣p). Insofar
as ∆ ⊢ pilθ ≈α s∣p, it holds also that Γ′ ⊢ pilθ ∶ γ′. By Lemma 5.7, there exists
Γ∗ that differs from Γ′ only in the unknowns which are in l and such that
Γ∗ ⊢ pil ∶ γ′.
By the principality of ⟨Φ, σ⟩ for l, ⟨piΦ, σ⟩ is principal for pil, by
Lemma 4.11 (meta-level equivariance). So, there exists C′ such that ⟨Γ∗, γ′⟩ =C′(⟨piΦ, σ⟩) and (C′, θ, pi) is also a solution for the typed matching problem(Φ ⊩ ∇ ⊢ l ∶ σ)?≈α (Γ∗ ⊩ ∆ ⊢ s∣p). To conclude the proof, we need to show
that Γ′ ⊢ pirθ ∶ γ′, which can be achieved by using the Matching Lemma
(Lemma 5.6) if we are able to prove that (C′, pi, θ) is a solution of the typed
matching problem
(Φ ⊩ ∇ ⊢ r ∶ σ)?≈α (Γ∗ ⊩∆ ⊢ pirθ)
because the additional unknowns that are annotated in Γ∗ do not occur in
pirθ.
In fact, one must demonstrate that, for all X ∈ unkn(r), pi′−1Γ∗ & C′(Φ′) ⊢
Xθ ∶ C′(Φ)X is derivable, as described in Definition 5.3, for pi′ in pir. The
necessary type annotations in pi
′−1
Γ∗ & C′(Φ′) to type the term Xθ are of the
unknowns and free atoms introduced by θ, unless they are typed with ω. The
different permutations do not change the type annotations of unknowns. So
we will concentrate on the free atoms of Xθ.
Take a a free atom in Xθ. Consider pi1, . . . , pik the permutations that
accompany X in pil. Since pi
−1
i Γ∗ & C′(Φ′) ⊢ Xθ ∶ C′(Φ)X is derivable for all
i = 1, . . . , k, we know that a ∶ ρ ∈ C′(Φ′) or a ∶ ρ ∈ pi−1i Γ∗ for some ρ ≠ ω. In the
first case, it is all right because a ∶ ρ would be also in pi′−1Γ∗ & C′(Φ′). In the
second case, pii(a) ∶ ρ ∈ Γ∗ for all i = 1, . . . , k. If pi′(a) = pii(a) for some i, then
it is done, because a ∶ ρ would be in pi′−1Γ∗. Otherwise, by the uniformity of
the rule, pi′(a) would be abstracted over pi′ ⋅X. However, in this case, a ∶ ρ
should be initially in C′(Φ′), as already considered.
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6. Conclusions and Future Work
In this paper, we extended the study on types for nominal terms de-
veloping an intersection type system with the subject reduction property.
We have chosen to present an adapted Essential System, presented first in
Bakel (1993) in the context of the λ-calculus. Here, the syntax of types is
extended with user defined type constructors and an abstraction type con-
structor. These extra types required modifications on the construction of
the type ordering as well as of the type operations of lifting, substitution and
expansion. A specialised type inference system for nominal terms was also
built. The notion of typability differs from Fairweather (2014) because there
is no restriction over the permutations of a suspension and no condition over
type derivations such as the “diamond property”.
The type system satisfies the expected properties regarding compatibility
of type operations with respect to the type ordering, equivariance of typ-
ings under meta- and object-level action of permutations, and preservation
of typings for α-equivalent terms. With respect to rewriting, the notion of
matching needed to be replaced by a typed matching as well as the notion of
rewriting. The constraints that must be imposed are due to the possibly cap-
turing nature of our substitutions. With the adaptations on the definitions
and the condition of uniformity on the rewrite rules, we were able to prove
preservation of typing under typed rewrite steps, i.e., the subject reduction
property.
Future work:. Intersection type systems are a useful tool to study normal-
isation properties of terms. Unlike the λ-calculus or explicit substitutions
calculi, rewriting rules in our nominal setting are not predetermined, which
means that suitable general conditions have to be devised in order to ensure
normalisation for some user-defined rewriting system. Similar work has been
done for term rewriting systems in Bakel and Ferna´ndez (1997).
The notion of typed rewriting can also be extended to the closed rewriting
relation, as done for the polymorphic system in Fairweather (2014). There,
it is shown that, although the typed rewriting relation is more expressive,
the typed closed rewriting relation is more efficient and most of the systems
of interest can be modelled by the latter approach.
Additionally, criteria to guarantee the principal pair property have to
be investigated. We do believe that such feature can be achieved for some
restricted version of our type system, since the one presented in Bakel et al.
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(1996), which combines term rewriting systems with the λ-calculus, has the
principal pair property for an intersection type system. That system is close
to ours in the sense that it possesses function symbols with type declarations
and λ-abstractions.
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