Abstract. The paper shows how the bounding technique provided by the Multivariate Discrete Problem can be used for bounding the expectations of functions of random variables with known univariate marginals and some of the mixed moments. Four examples are presented. In the first example the function is a Monge or related array, in the second one it is a pseudo Boolean function. In the further examples bounds are presented for the values of multivariate generating functions and for the expectation of special utility functions of random variables. Numerical results are presented.
Introduction
Recently a number of papers have been published about the univariate and multivariate discrete moment problem (DMP, MDMP), where we create bounding formulas as well as algorithmic bounds for function of random variables under moment information (see Prékopa 1990 , Prékopa 1998 , Mádi-Nagy and Prékopa 2004). In the univariate case the moments of order up to m of a random variable are supposed to be known, and, based on this, lower and upper bounds for functions of the random variable have been proposed in Prékopa (1990) . This includes the construction of bounds for probabilities, in terms of the moments of the random variable, since this latter problem is a special case of the former one. Similarly, the paper Prékopa (1998) deals with bounds for functions of random vectors, where the mixed moments of the components of total order up to m are known. The results have been generalized in Mádi-Nagy and Prékopa (2004) , assuming that, in addition to the knowledge of moments of total order up to m, some further moments of the univariate marginals are also known.
Sometimes, when bounds for expectations of function of random vectors are constructed, all univariate marginals are completely known and the stochastic dependencies are characterized by some of the mixed moments, e.g., the covariances. This is the case in the paper by Hou and Prékopa (2006) , where a bounding technique, different from the one in MDMP is used.
The purpose of the present paper is to give a number of examples for the application of the MDMP technique, to bounding expectations of functions of random vectors, where the univariate marginals and some of the mixed moments are known.
Let X = (X 1 , . . . , X s ) be a random vector where the support of X j is a known finite set Z j = {z j0 , . . . , z jn j } with distinct elements, j = 1, . . . , s and introduce the notation: p i 1 ...is = P (X 1 = z 1i 1 , . . . , X s = z sis ), 0 ≤ i j ≤ n j , j = 1, . . . , s.
(1.1)
We assume that the probability distribution of X is not known, but known are the univariate marginals, i.e., the distributions of the components X j 's, j = 1, . . . , s. We use the following notations:
i , i = 0, . . . , n j , j = 1, . . . , s.
Our aim is to give lower and upper bounds for E[f (X 1 , . . . , X s )], where f (z), z ∈ Z is discrete function about which we will introduce some assumptions. For simplicity let f i 1 ...is = f (z 1i 1 , . . . , z sis ).
The (α 1 , . . . , α s )-order moment of the random vector (X 1 , . . . , X s ) is defined as µ α 1 ...αs = E[X The MDMP that we use in this paper is the following:
min(max)
for i = 0, · · · , n j , j = 1, . . . , s; and
where (q
), j = 1, . . . , s are known univariate distributions, µ α 1 ...αs , α 1 +· · · α s ≤ m are known moments and the decision variables are p i 1 ...is , 0 ≤ i j ≤ n j , j = 1, . . . , s. The objective function, the first set of constraints and the nonnegativity restrictions define an s-dimensional transportation problem (see Hou and Prékopa 2006) . Problem (??) will be called extended s-dimensional transportation problem.
Since the cardinality of the support of X j is n j + 1, it follows that the moments
uniquely determine its probability distribution one of the marginal distributions of X, it follows that problem (??) is equivalent to the following: min(max)
The compact matrix form of problem (??) will be written as:
The paper is organized as follows. In Section ?? we specialize our general theorems proved in Mádi-Nagy and Prékopa (2004) 
Consider the set of subscripts
where
Corresponding to the points
we assign the Lagrange polynomial, given by its Newton's form:
where, by definition,
In (??) the function f is not necessarily restricted to the set Z as its domain of definition; it may be defined on any subset of IR s that contains Z. Next, we define the residual function:
and
The following theorem is a consequnece of Theorem 3.1 in Mádi-Nagy and Prékopa (2004).
Theorem 2.1 Consider the Lagrange polynomial (??), corresponding to the points in Z I . For any z = (z 1 , . . . , z s ) for which the function f is defined, we have the equality
(2.9)
Remark 2.1 In the following we shall use the notion of an H-type Lagrange polinomial. It means that the set of orders in the terms, i.e., {(α 1 , . . . , α n )} is the same as the set of subscripts of the moments {µ α 1 ,...,αn } used in the constraints of the MDMP. More precise definition and details about it and its relationship to bases in MDMP can be found in Mádi-Nagy and Prékopa (2004).
Now we prove
Theorem 2.2 Let z j0 < z j1 < · · · < z jn j , j = 1, . . . , s. Suppose that the function f (z), z ∈ Z has nonnegative mixed divided differences of total order m + 1. Under this condition L I (z 1 , . . . , z s ), defined by (??), is a unique H-type Lagrange polynomial on Z I and satisfies the relation 10) i.e., the set of columns B of A in problem (??), with the subscript set I, is a dual feasible basis in the minimization problem (??), and
If B is also a primal feasible basis in problem (??), then the inequality (??) is sharp. If all the above mentioned divided differences are nonpositive, then (??) and (??) hold with reversed inequality signs.
Proof. The proof is similar to that of Theorem 4.1 in Mádi-Nagy and Prékopa (2004) . The only difference is that here we explicit the fact
which is a trivial consequence of the definition of Z j . 2 In the next theorem we prove both lower and upper bounds for the function f (z 1 , . . . , z s ), (z 1 , . . . , z s ) ∈ Z and the expectation E[f (X 1 , . . . , X s )].
Suppose that the function f (z), z ∈ Z has nonnegative mixed divided differences of total order m + 1. Under this condition we have the following assertions:
i.e., the set of columns B in A, corresponding to the subscripts I, is a dual feasible basis in the minimization problem (??). We also have the inequality
If B is also a primal feasible basis in the LP (??), then the lower bound (??) for 
i.e., the basis B is dual feasible in the maximization problem (??). We also have the inequality
If B is also a primal feasible basis in the LP (??), then the upper bound (??) for
If all the above mentioned divided differences are nonpositive, then (??),(??),(??) and (??) hold with reversed inequality signs.
Proof. The proof is similar to that of Theorem 4.2 in Mádi-Nagy and Prékopa (2004).
Here, however, we explicit the equation (??).
2 The dual feasible structures given by the theorems above are illustrated in Figure ? ?. In the two-dimensional case we can create a larger variety of dual feasible bases for problem (??), and produce better bounds than what we can obtain by the use of the dual feasible basis structures presented in the previous theorems.
All coefficients in the expression of R 2I (z 1 , z 2 ) are divided differences of order m+1. These divided differences are mixed. Assume all of them are nonnegative. Our aim is to arrange the elements of Z 1 and Z 2 in orders such that the products in R 2I (z 1 , z 2 ) are nonnegative.
These arrangements can be produced by slight modifications of the Min and Max Algorithms of Mádi-Nagy and Prékopa (2004) . In this way we can get a variety of dual feasible bases that give tight bounds on E[f (X 1 , X 2 )]. Below we summarize them for the bivariate case of problem (??).
Consider first the case, where we construct lower bound by suitable choices of z 10 , . . . , z 1(m−1) ; z 20 , . . . , z 2(m−1) . We present an algorithm to find these sequences. We may assume, without loss of generality, that the ordered sets Z 1 and Z 2 are the following:
Min Algorithm
Algorithm to find z 10 , . . . , z 1(m−1) ; z 20 , . . . , z 2(m−1) .
Step 0.
Step 1. If t = m, then go to Step 3. Otherwise go to Step 2.
Step 2.
t . Set t ← t + 1 and go to Step 1.
Step 3. Stop. Let
Let 0, 1, . . . , q 2 , n 2 , . . . , n 2 −(m−q 2 −2) be the numbers used to construct z 20 , z 21 , . . . , z 2(m−1) . Then let {z jm , z j(m+1) , . . . , z jn j } = {q j + 1, q j + 2, . . . , n j − (m − q j − 1)}, j = 1, 2. They can follow the each other in any order, because they don't play role in the value of R I , and on the other hand their order does not change the dual feasible basis structure that we finally get.
We have completed the construction of the dual feasible basis related to the subscript set I.
If we want to construct an upper bound, then only slight modification is needed in the above algorithm to find z 10 , . . . , z 1(m−1) ; z 20 , . . . , z 2(m−1) . We only have to rewrite Step 0 and keep the other steps unchanged.
Max Algorithm
Step 0 of algorithm to find z 10 , . . . , z 1(m−1) ; z 20 , . . . , z 2(m−1) .
In the general case, where Z 1 is not necessarily {0, 1, . . . , n 1 } and Z 2 is not necessarily {0, 1, . . . , n 2 }, we do the following. First we order the elements in both Z 1 and Z 2 in increasing order. Then, establish one-to-one correspondences between the elements of Z 1 and the elements of the set {0, 1, . . . , n 1 } that we assume to be ordered now. We do the same to Z 2 and {0, 1, . . . , n 2 }. After that, we carry out the Min or Max Algorithm to find a dual feasible basis, using the sets {0, 1, . . . , n 1 }, {0, 1, . . . , n 2 }, as described in this section. Finally, we create the ordered sets Z 1 and Z 2 by the use of the above mentioned one-to-one correspondences.
Examples of dual feasible bases found by the Min and Max Algorithms are illustrated by Figure ? ?. 
Monge Property and Bounding Multivariate Probability Distribution Functions with Given Marginals and Covariances
In this chapter we assume that the function f has the so-called Monge or inverse Monge or some discrete discrete higher order convexity property. First, we need the following
If the inequality (??) holds in reverse order, then it is called the inverse Monge property and f is called an inverse Monge array.
Remark 3.1 If f (z 1 , . . . , z s ), z ∈ Z = Z 1 ×· · ·×Z s is a (inverse) Monge array on Z, then its second order mixed divided differences are nonpositive (nonnegative). In the two-dimensional case, f (z 1 , z 2 ), z ∈ Z = Z 1 × Z 2 is a (inverse) Monge array on Z if and only if its (1, 1) order divided differences are nonpositive (nonnegative).
If we consider problem (??) in case of m = 1, i.e., if only the marginal distributions are known, then it can be considered as an s-dimensional transportation problem. In connection with that we have In case of m = 2, where the second order moments (covariances) are also known, all the dual feasible bases shown in the mentioned paper can be given by our theorems and the Min and Max Algorithms in a relatively simple way. In the two dimensional case our method can give additional dual feasible bases as it is shown in the following example.
Example 3.1 Consider the minimum problem (??), and the equvivalent MDMP (??) in case of s = 2 and m = 2. Suppose that the function f (z), z ∈ Z has nonnegative mixed divided differences of total order 3, i.e., the (1, 2)-order and (2, 1)-order divided differences are nonnegative. Apply the Min Algorithm to the problem. Below the possible dual feasible bases are listed, according to the order of the elements. 
The bases are illustrated in Figure ? ?. Basis (b) is the same as basis B 1 in Figure 4 .1 in Hou and Prékopa (2006) (regarding that the order of z j 's there are decreasing) which was the only dual feasible basis of this problem given there.
Bounding the Expectations of Pseudo Boolean Functions of Binary Random Variables
Let A 1 , . . . , A s be arbitrary events in some probability space, and inroduce the notations
We want to give bounds for P (A 1 ∪ · · · ∪ A s ) assuming, that some of the probabilities of (??) are known. The so called disaggregated problem is formulated as follows. Define
for any I, J ⊂ {1, . . . , s}. Then we have the equation
We formulate the following LP:
Problem (??) can be reformulated as an MDMP. Consider the event sequence A 1 , . . . , A s and define the random vector X = (X 1 , . . . , X s ) such that X j is the characteristic random variable of event A j , j = 1, . . . , s, i.e.
Let us define f (z 1 , . . . , z s ), (z 1 , . . . , z s ) ∈ Z = {0, 1} × · · · × {0, 1} in the following way:
It is easy to check that all divided differences of any order of the function (??) are nonnegative. The equvivalent MDMP is the following: 
RRR
We can see that the objective function is indeed the probability of the union of the events while the constraints are the same as in (??) Now, let us consider problem (??) with an arbitrary function f (z 1 , . . . , z s ), defined on (z 1 , . . . , z s ) ∈ {0, 1} × {0, 1}. Problem (??) can be rewritten in a more compact form:
Let us define the subscript set
Corresponding to the points Z I we assign the Lagrange polynomial, given by its Newton's form
The residual function is defined as: (z 1 , . . . , z s ), (z 1 , . . . , z s ) ∈ Z, (4.10)
i.e., the set of columnsB ofȂ in problem (??), with the subscript set I, is a dual feasible basis in the minimization problem (??), and 
i.e., the set of columnsB inȂ, corresponding to the subscripts I, is a dual feasible basis in the minimization problem (??). We also have the inequality
IfB is also a primal feasible basis in the LP (??), then the lower bound (??) for
(b) If m + 1 is odd, then the Lagrange polynomial, defined by (??), satisfies
14)
i.e., the basisB is dual feasible in the maximization problem (??). We also have the inequality Proof. Similar to the proof of Theorem ??.
2 The dual feasible bases that appear in Theorems ?? and ?? are illustrated in Figure ? ?, for the three-dimensional case.
Function (??) has all nonnegative divided differences. It follows from this, that the bases in Theorems ?? and ?? are dual feasible in problem (??), with that objective function. This also means that we found dual feasible bases to the disaggregated problem (??), which can serve for bounding the probability of the union of events.
If we want to create bounds for the probability of the intersection, i.e., for P (A 1 ∩· · ·∩A n ), then we work with the same constraints in the MDMP (??) but in this case the objective function is defined as: 
We give sharp lower and upper bounds for the probablitity of the union of the events, using the information of probabilities of certain intersections of A i 's. I.e., we solve problem (??) with the function (??). We use the bases of Theorems ?? and ?? as an initial bases of the dual method of CPLEX. The results depending on the parameter m of (?? (2000) gives 0.7222 as a lower bound, using probabilities of the single events and intersections of pairs events. Prékopa and Gao (2005) gives 0.73145 as a lower bound and 0.8038333 as an upper bound. They use intersections up to three events. Bounds given by formulas of these probabilities also can be found in Bukszár and Prékopa (2001) .
The aim of the example is to show that the known dual feasible bases of the connected MDMP can give an initial basis of the dual method of linear programming. That usually means less numerical difficulty and running time.
Bounding Multivariate Moment Generating Functions
Let X be a random variable taking values in a subset of IR. The moment generating function of X is the function M defined by
The moment generating function shares many of the important properties. E.g., if the M (t) is finite for t in an open interval J about 0, then M completely determines the distribution of X. On the other hand, M has derivatives of all orders in J and
The joint moment generating function is defined as
If the joint moment generating function is finite in an open neighborhood of the origin then this function completely determines the distribution of X = (X 1 , . . . , X s ). Other interesting properties are, e.g., M (0, . . . , 0, t i , 0, . . . , 0) = M i (t i ),
More details about (joint) generating function can be found e.g., in S. M. Ross (2002) .
If we assume that the random vector X has a finite support, then we can use MDMP to bounding the value of the joint moment generating function for certain values of (t 1 , . . . , t s ) in terms of the (mixed) power moments of X. Recently, e.g., Ibrahim and Mugdadi (2005) gave bounds of (univariate) moment generating functions by the aid of the moments.
For any fixed (t 1 , . . . , t s ) ≥ 0 all divided differences of the function e t 1 z 1 +···+tszs are nonnegative . It is also true that the m + 1st divided differences are nonnegative (nonpositive) for (t 1 , . . . , t s ) ≤ 0 if m + 1 is even (odd). In these cases the methods of Section ?? can be applied as it shown in the following Example 5.1 We shall give lower and upper bounds for the joint generating function M (t 1 , t 2 ), where t 1 = 0.04 and t 2 = 0.05, by the use of the Min and Max Algorithms of Section ??. We use programs written in Wolfram's Mathematica. Let the random variables X 1 , X 2 has uniform distribution on the supports Z 1 = Z 2 = {0, . . . , 14}. Regarding the mixed moments will be taken into account, we are generating them by the multivariate unique discrete distribution on Z.
We are computing different problems according to the maximum order of the mixed moments taken into account.
Considering the given marginal distributions and mixed moments up to the order m, we obtained the following results: In the example above we were enable to carry out the dual method by the use of CPLEX. In most cases it reported infeasibility of the primal problem, even though the moments that have used in the problem allow for feasibility, by construction. This stresses the importance of the Min and Max Algorithms of Section ??.
Bounding Expected Utilities
The most general definition of a von Neumann-Morgenstern type utility function u(z), z ≥ 0 only requires that it should be an increasing function, i.e., u (z) > 0. It is called risk averse, if we also have u (z) < 0 which means that the function is also concave.
More generally, we may require:
Utility functions satisfying (??) are called mixed by Caballe and Pomansky (1996) . For economic justification see Ingersoll (1987) . Relation (??) means that u(−z) is a completely monotone function. Examples of mixed utility functions are:
where a > 0, b > 0. In multiattribute utility theory (MAU) the well-known multiplicative form of Keeney and Raiffa (1976) is the following:
with K = 0. (The case K = 0 leads to a weighted addititive from.) The risk averse multiattribute utility function may be defined in such a way that u(z 1 , . . . , z s ) is increasing in each variable and concave as an s-variate function.
In addition, we may require
This is a multivariate counterpart of relations (??). These properties are usually not true for functions (??). However, it is easy to see that the following is valid for (??) in case of s = 2: 
where for every (z 1 , . . . , z n ) ∈ D the following conditions hold:
Let X = (X 1 , . . . , X s ) be a random vector where the support of X j is a known finite set Z j = {z j0 , . . . , z jn j }. Assume that the marginal distributions and the collection of mixed moments µ α 1 ...αs , α 1 + · · · α s ≤ m are known, and we would like to bounding the expected utility
This means exactly the problem (??) (and the equivalent MDMP form). If additionaly property (??) or (??) holds, then we are able to apply the methods of Section ?? as we show in the following examples.
Example 6.1 Let the random variables X 1 , X 2 has uniform distribution on the supports
Regarding the mixed moments will be taken into account, we are generating them by the multivariate unique discrete distribution on Z.
Consider the following univariate mixed utility functions:
The multiattribute utility function composed by the multiplicative form is the following:
We are bounding the expected utilitity Note that X 1 , X 2 , X 3 are stochastically dependent.
Considering the bivariate utility function u(z 1 , z 2 ) = log[(e αz 1 +a − 1)(e βz 2 +b − 1) − 1], (6.9)
defined for e αz 1 +a > 2, e βz 2 +b > 2.
The function (??) is a special case of (?? with parameters α 1 = α 2 = α 3 = a 1 = a 2 = a 3 = 1. It is easy to see that the function is a special case of (??). Assume that X 1 , X 2 , X 3 are independent and each one has uniform distribution on {0, 1, 2, 3, 4, 5, 6, 7, 8, 9}. The moments and marginal distributions presented in the following are those of the random variables X 1 , X 2 , X 3 .
We use the dual method of CPLEX with the initial dual feasible bases of Section ??. Carrying out the dual method for the problems below without these initial bases CPLEX reports infeasility. This means that the use of these bases as initial bases in the dual method can give not only shorter running time, but it can reduce the numerical difficulties, as well.
The results are summarized below. 
Conclusions
We have shown how the MDMP technique for bounding functions of random variables can efficiently be used to some special bounding problems. In these problems the univariate marginals and moments of total order up to m are assumed to be known. We have obtained results not mentioned in Hou and Prékopa (2006) , for bounding expectations of Monge arrays (as functions) of random variables. We have presented an efficient method for bounding pseudo Boolean functions of binary random variables, where function has a special monotonicity property and known are the joint distributions of up to m random variables. In two further examples bounds for multivariate generating functions and for the expectation of a special utility function. Sometimes the bounds are given in terms of formulas, sometimes in terms of algorithms. In the latter case the dual algorithm of linear programming is adapted for the problems at hand.
