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Introduction générale
La science-ction est un genre narratif cinématographique structuré par des hy-
pothèses sur ce que pourrait être le futur. En partant des connaissances actuelles,
elle met en scène des univers où se déroulent des faits impossibles ou non avérés en
l'état actuel de la civilisation, des techniques ou de la science, mais qui correspondent
généralement à des découvertes scientiques et techniques à venir. Plusieurs lms de
science-ction ont marqué nos esprits. On peut citer par exemple le lm Wall-E de
Andrew Stanton et le lm I. Robot avec Will Smith. Ces oeuvres, mêlant ction et
réalité, incarnent la vie future où le robot a sa place à part entière dans la vie quo-
tidienne. Les robots sont à l'image de l'humain tant sur le plan physique que sur le
plan des compétences (raisonnement, mémoire, conscience ...) et surtout possédant
des émotions. Ce genre de lm nous fait voyager dans le futur, laissant supposer la
possibilité d'une parfaite coopération homme-machine, où le robot est capable d'ex-
primer ou de prendre en compte les émotions de l'homme. Aujourd'hui cet aspect
de la ction n'est pas aussi loin qu'on ne l'imagine de la réalité. En eet, plusieurs
travaux de recherche se penchent sur l'intégration d'une dimension émotionnelle
dans les personnages virtuels ou les robots, an d'apporter une illusion de vie aux
utilisateurs, mais aussi améliorer l'interaction humain-machine. Plusieurs robots ex-
périmentaux, appelées robots de compagnie, peuvent aujourd'hui communiquer avec
l'utilisateur tout en tenant compte de son état d'humeur et en exprimant des émo-
tions. Nous pouvons citer par exemple le chien robot Aibo [Veloso 2006] de Sony
ou le robot humanoïde Nao [Gouaillier 2008] développé par Aldebaran Robotics ou
encore le visage du robot d'Einstein développé par David Hanson [Hanson 2005].
Ces robots peuvent avoir une personnalité, sont capables de converser et d'établir
un contact visuel avec nous. Ils orent une gamme complète d'expressions faciales.
Ils arrivent à analyser la parole et à modéliser l'état émotionnel de la personne.
Ces exemples témoignent de l'importance du rôle que jouent les émotions dans
la vie de tous les jours. En eet, elles sont au centre de notre vie. Elles exercent
(a) I Robot (b) Wall-E
Figure 1  Robots capables d'exprimer des émotions. À droite le robot domestique
intelligent du lm I-Robot. À gauche les robots Wall-E et Eve du lm Wall-E
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(a) Le robot AIBO de sony (b) Le robot humanoïde NAO
Figure 2  Exemples de robots personnels et sociaux
une inuence majeure sur les relations sociales entre les individus et jouent un rôle
essentiel dans la prédiction (lecture) de l'état mental et des actions d'un humain.
De nombreux domaines comme la philosophie, la psychologie, la sociologie, etc., se
sont intéressés depuis plus d'un siècle aux émotions. Par contre, l'informatique ne
s'est penchée que récemment, dans les années quatre-vingt-dix, sur les émotions,
donnant naissance à l'informatique aective [Picard 1997a].
L'informatique aective cherche à donner aux machines (ordinateurs ou robots)
la capacité de reconnaître, d'exprimer et de modéliser les émotions. Boosté par
des domaines tels que la surveillance de santé de personnes, jeu vidéo interactif,
communication ou sondage, le nombre de recherches scientiques dans ce domaine a
explosé. Ces recherches essaient entre autre de modéliser les états aectifs, de mieux
reconnaître l'état émotionnel des individus et de dénir les relations émotionnelles
homme-machine. Une relation émotionnelle homme-machine se dénit comme un
ensemble d'interactions durant lesquelles l'utilisateur et la machine prêtent attention
aux émotions de chacun, communiquent leurs émotions, expriment de l'empathie et
établissent ainsi un lien. Pour cela, il est nécessaire que la machine soit dotée de
capacités de perception, de compréhension et d'analyse des états émotionnels des
utilisateurs pour rendre l'échange plus réaliste.
Généralement, les études portent sur des émotions primaires telles que la joie,
la tristesse, la peur, etc. Mais en réalité, et dans la vie de tous les jours, les émo-
tions sont souvent complexes et impliquent plusieurs émotions simultanées. Elles
surviennent par exemple comme une succession rapide d'émotions, une superposi-
tion, une émotion masquée, supprimée ou au contraire exagérée. Par exemple, on
peut ressentir un mélange de tristesse et de colère suite à une expérience de trahison
par un ami ou un sentiment mixte de peur et de colère suite à une injustice inigée
par son patron.
A l'heure actuelle, il n'existe pas de modèle générique pour échanger les émotions
entre applications diérentes. Les modèles des émotions développés en informatique
sont très divers en termes de conception et de fonctionnement. L'utilité de ces mo-
dèles est limité par les applications spéciques car ils sont créés pour répondre à un
contexte d'interactions prédéni.
Ainsi, plusieurs questions scientiques se posent et ouvrent sur les problé-
Liste des tableaux 3
matiques suivantes : Comment modéliser les émotions en tenant compte de
leur complexité ? Comment eectuer l'échange émotionnel lors d'une interac-
tion homme-machine ou machine-machine ? Comment modéliser les émotions en
informatique en se basant sur les diérentes approches des émotions en psychologie ?
Notre travail s'inscrit dans le cadre de la modélisation informatique des émo-
tions qui est une thématique reconnue dans le domaine de l'intelligence articielle.
L'objectif principal de cette thèse est d'essayer d'apporter des éléments de réponse
relatifs aux diérentes problématiques citées ci dessus et de contribuer à l'amélio-
ration de l'interaction homme-machine. Notre but est de pouvoir identier, décrire
et échanger les qualités sémantiques des émotions issues des modalités multiples
(parole, expression faciale, geste, etc.) lors d'une interaction homme-machine ou
machine-machine.
Les principaux objectifs que nous nous sommes xés sont les suivants :
 modélisation des émotions en tenant compte de leur richesse et de leur com-
plexité ;
 proposer un système d'échange émotionnel complet permettant le partage
aussi bien des émotions primaires que des émotions mixtes ou mélangés ;
 proposer un algorithme de détection des émotions en se basant sur notre mo-
dèle de représentation des émotions et sur les outils fournis par le domaine du
traitement de signal.
Organisation du manuscrit
Le manuscrit est composé de 4 chapitres organisés de la façon suivante :
Le premier chapitre introduit en premier lieu des notions de base sur les émotions
dans le domaine de la psychologie, il décrit les principales théories sur la représen-
tation des émotions. Puis, il présente le rôle de l'émotion en intelligence articielle
et plus précisément en reconnaissance automatique de l'émotion. Nous présentons
à cet égard, un état de l'art relatif à la reconnaissance automatique des émotions
en se focalisant sur la reconnaissance des émotions à partir des signaux physiolo-
giques. Nous clôturons le chapitre par une revue des travaux de modélisation et
d'annotation des émotions.
Dans le deuxième chapitre, nous présentons notre modèle générique pour la re-
présentation et l'échange des émotions entre applications multimodales. Nous décri-
vons en détail les trois couches qui le composent : la couche psychologique, la couche
formelle de représentation et de traitement des émotions et la couche langage.
Le troisième chapitre présente une nouvelle approche de reconnaissance des émo-
tions basée sur l'analyse des signaux physiologiques. Nous décrivons tout d'abord la
base des signaux physiologiques qu'on a utilisés. Nous présentons ensuite les dié-
rentes étapes du traitement eectuées pour la reconnaissance des émotions. Enn,
nous exposerons les résultats obtenus.
Le quatrième chapitre présente une approche multimodale pour la reconnaissance
des émotions. Nous décrivons, tout d'abord le principe de l'approche. Ensuite nous
4 Liste des tableaux
présentons les résultats expérimentaux obtenus. Puis nous présentons un exemple
d'application de détection de la dépression.
Ce rapport s'achève sur une conclusion générale, qui comporte une synthèse de
notre contribution, dévoile l'originalité de notre travail et précise ses limites et les
perspectives de recherche envisageables.
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1.1 Introduction
L'objectif de notre travail est de proposer de nouvelles approches pour la modé-
lisation et l'annotation des états émotionnels an de pouvoir eectuer des échanges
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émotionnels entre diérents applications. Un tel objectif ne peut être atteint qu'en
se basant sur les travaux eectués précédemment sur les émotions. Pour cela, il est
d'abord nécessaire de bien comprendre le phénomène émotionnel avant d'aborder un
tel sujet. C'est pourquoi nous débutons ce manuscrit par présenter quelques notions
concernant les émotions telles que leurs dénitions, leurs diérentes théories et leurs
composantes. Nous présentons par la suite une vue d'ensemble sur les recherches
menées en intelligence articielle qui se sont intéressées aux émotions. Ensuite, nous
présentons un état de l'art sur la reconnaissance des émotions. Enn nous présentons
des travaux de représentation et d'annotation des émotions.
1.2 Émotions en psychologie
1.2.1 Dénition du terme émotion
L'émotion est une notion oue et elle est dicilement dénissable. De ce fait, il
existe plusieurs dénitions du mot  émotion . Mais le seul point sur lequel tous
les psychologues s'accordent, c'est que le concept est dicile à dénir. En eet, la
complexité de la nature de l'émotion humaine ainsi que la diversité des formes avec
lesquelles elle s'exprime ont, longtemps, empêché l'accès à une dénition univoque
du concept. Le mot  émotion  vient du latin  emovere, emotum  (enlever,
secouer) et de  movere (se mouvoir) signiant mouvement vers l'extérieur.
D'après l'étymologie, les émotions produisent donc des changements, psychiques ou
de comportement, qui provoquent des états subjectifs internes. Ces états internes
peuvent être positifs agréables comme la joie ou négatifs désagréables, comme
la colère. Dans ce sens Ekman et Davidson [Ekman 1994] dénissent l'émotion
comme une réaction aiguë et transitoire, provoquée par un stimulus spécique et
caractérisée par un ensemble cohérent de réponses cognitives, physiologiques et
comportementales [Petropoulou 2006].
Plusieurs dénitions et rôles ont été donnés à l'émotion. Ces dénitions dif-
fèrent en fonction des diérentes approches proposées. En 1879, Charles Darwin
[Darwin 1872], fondateur de la théorie de l'évolution, la dénit comme une qua-
lité innée, universelle et communicative, liée au passé de l'évolution de notre es-
pèce. Ekman [Ekman 1982], Izard[Izard 1977], Plutchik [Plutchik 1980], Tomkins
[Tomkins 1980] et Mac Lean [Maclean 1993] ont développé la théorie des émo-
tions de bases ou fondamentales, mais seules 6 émotions de base sont communes
aux divers auteurs. Ces émotions sont : la Tristesse, la Colère, la Joie, le Dé-
goût, la Peur et la Surprise, connues sous le nom "Big Six" [Ekman 1994]. D'après
James [William 1903] il n'y a pas de limite au nombre des diérentes émotions
de base qui peuvent exister, et c'est pourquoi les émotions des diérentes théories
peuvent varier indéniment à la fois quant à leur constitution et quant aux objets
qui les engendrent, car il n'y a rien de xe de toute éternité dans l'action réexe
[de Bonis 1996]. Ce point de vue se retrouve chez un certain nombre de spécialistes
contemporains de l'émotion [Frijda 1986]. De leur côté, Kleinginna A.M et Klein-
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ginna P.R [Kleinginna 1981] ont recensé plus de 140 dénitions, reétant chacune
diérents aspects du processus émotionnel.
Malgré ces divergences, la majorité des psychologues s'accordent sur une dé-
nition consensuelle des états émotionnels. Selon celle-ci, l'émotion est réductible à
trois composantes, plus ou moins indépendantes entre elles [Watson 1992] :
 une composante physiologique,
 une composante comportementale,
 une composante cognitive.
La composante physiologique de l'émotion se traduit par un changement du
rythme cardiaque, une modication des réponses électrodermales, un changement
de la température du corps, une variation de la fréquence respiratoire, etc. Ekman,
Levenson et Friesen (1983) ont étudié les réactions physiologiques de six émotions
(joie, tristesse, dégoût, colère, peur et surprise) à l'aide de cinq mesures physiolo-
giques. Les résultats ont montré que chaque émotion est associée à des réactions
spéciques. Par exemple la colère est caractérisée par une forte augmentation des
battements du c÷ur et de la température cutanée. Tandis que la peur n'est carac-
térisée que par une augmentation des battements du c÷ur. D'autres travaux ont
montré que le niveau d'activité physiologique est lié à la valence émotionnelle (émo-
tion positive/ négative) puisque les émotions négatives présentent des réponses du
système nerveux autonome plus fortes [Cacioppo 1997].
La composante comportementale fait référence aux réactions comportementales
et expressives. Par exemple, la peur qui est éprouvée lors d'une menace déclenche
une séquence comportementale de défense ou de survie. La composante comporte-
mentale inclut l'expression faciale, les comportements gestuels (les changements de
la posture, les mouvements du corps et des bras, etc.) et vocaux.
La composante cognitive comprend l'ensemble des processus mentaux qui ap-
paraissent et qui se développent suite au déclenchement d'une émotion intervenant
dans la perception de la situation, dans sa mémorisation et dans son traitement cog-
nitif en mémoire. En d'autres termes, cette composante désigne la composante sub-
jective de l'expérience émotionnelle. Dans l'approche cognitive de l'émotion, l'éva-
luation et la tendance à l'action sont deux processus essentiels. L'individu évalue si
la situation est nouvelle ou si elle s'est déjà produite avant. Il évalue dans quelle
mesure cette situation est plaisante ou déplaisante et quel contrôle il peut avoir
sur elle. La composante cognitive-expérientielle évalue la nouveauté, la valence et le
contrôle que peut avoir le sujet sur la situation. L'évaluation cognitive est souvent
considérée comme un processus initial au déclenchement de l'émotion.
1.2.2 Théories des émotions
1.2.2.1 Théorie de James-Lange
Parmi les premières théories de l'émotion gure celle qu'a proposé en 1884 le
fameux psychologue et philosophe américain, William James [William 1903], très
proche de celle du psychologue danois, Cari Lange (1985). C'est pour cette raison,
8 Chapitre 1. État de l'art
	















	


Figure 1.1  Théorie des émotion de James-Lange
que dans la littérature, on parle souvent de la théorie périphérique de James-Lange.
La théorie de James-Lange, énonce que l'émotion traduit la réponse aux modica-
tions physiologiques intervenant dans le corps. Pour James William [William 1903]
 L'émotion est notre perception des modications qui surviennent [dans notre
corps] . Par exemple, on est triste parce que l'on pleure, plutôt que l'on pleure
parce que l'on est triste. La Figure 1.1 montre un exemple de la théorie de James-
Lang : lorsque une personne se retrouve en face d'un danger comme un animal ef-
frayant par exemple, l'amène à courir pour fuir, et le fait de courir entraîne la peur.
C'est-à-dire, un stimulus conduit à des réactions viscérales (battements de coeur,
forte respiration) et comportementales, qui à leur tour, sont interprétées comme une
émotion.
1.2.2.2 Théorie de Cannon-Bard
En 1927, le physiologiste américain Walter Cannon a publié un article critiquant
la théorie de James-Lange et il a proposé une nouvelle théorie. La théorie de Cannon
sera développée par Philip Bard (1934). Cannon et Bard ont noté que les réponses
viscérales sont habituellement lentes et elles surviennent environ une à deux secondes
après l'apparition du stimulus. A l'inverse, les réponses émotionnelles sont immé-
diates et précèdent souvent aussi bien les réactions viscérales que les comportements
[Westen 2000]. Cannon et Bard ont donc proposé une théorie, selon laquelle les sti-
muli gérèrent des émotions produisant simultanément une expérience émotionnelle
et des réponses corporelles (cf. Figure 1.2).
1.2.2.3 Théorie de l'évaluation cognitive
Les théories de James-Lange et de Cannon-Bard mettent en évidence le fait que
le phénomène émotionnel est accompagné de manifestations physiologiques. Cepen-
dant, les aspects sociaux ne sont pas abordés. L'environnement est ici envisagé uni-
quement comme stimulus. Or la particularité de l'environnement est qu'il peut aec-
ter l'ampleur et l'intensité des manifestations physiologiques ressenties. Par exemple
une personne qui rencontre un rat, ne dégage pas forcément un sentiment de dé-
goût et il peut même dégager des émotions positives d'admiration comme en Inde
ou les rats peuvent être vénérés. Il est donc nécessaire de prendre en considération
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Figure 1.2  Théorie des émotion de Cannon-Bard
le facteur environnemental déterminé par l'apprentissage social pour l'évaluation de
l'événement stimulus. C'est de fait, ce que les théories cognitives ont développé dans
leurs modèles.
Les modèles d'évaluation cognitive (appraisal theory of emotion) ont été intro-
duits pour la première fois par Arnold en 1960 [Arnold 1960]. Ces modèles supposent
qu'il est nécessaire de comprendre les évaluations que l'individu fait au sujet des évé-
nements de son environnement pour comprendre les émotions. Donc, une évaluation
cognitive est dénie comme un processus cognitif, rapide, automatique et inconscient
dont la fonction est d'évaluer les stimuli perçus sur la base de critères particuliers.
Selon cette théorie, une émotion est déclenchée par l'évaluation subjective d'un évé-
nement. La perception et l'évaluation cognitive d'un événement déterminent le type
et l'intensité de l'émotion ressentie [Scherer 2000]. Plus précisément, le déclenche-
ment d'une émotion est issu de l'évaluation d'un ensemble de variables (appelés
variables d'évaluation). Les valeurs des variables d'évaluation dépendent autant des
facteurs culturels que de l'état mental de l'individu (buts, croyances, etc.) et de son
prol (personnalité, préférences, etc.) [Lazarus 1991]. Ainsi, une même situation
peut déclencher deux émotions distinctes chez deux individus diérents.
Ainsi les modèles d'évaluation cognitive fournissent un cadre théorique qui per-
met de relier le processus cognitif de génération de l'émotion à la réaction émotion-
nelle produite. Du fait de cette richesse, elles ont été très utilisées dans le domaine de
l'intelligence articielle, principalement dans les travaux sur les modèles computa-
tionnels d'émotions qui essayent de simuler le processus de génération de l'émotion
[Gratch 2004]. La plupart des modèles sont fondés sur les théories de l'évaluation
cognitive de Ortony, Clore et Collins "le modèle OCC" [Ortony 1988] dans lequel
22 émotions types sont dénies suivant leurs conditions de déclenchement.
1.2.3 Description des émotions
Plusieurs approches ont été présentées pour décrire l'ensemble des émotions. Les
approches les plus connues sont :
 l'approche catégorielle,
 l'approche dimensionnelle.
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1.2.3.1 Approche dimensionnelle
L'approche dimensionnelle est basée sur le principe que les émotions résultent
d'un nombre xé de concepts et propose donc de les représenter dans un espace
multi-dimensionnels. Par exemple, les dimensions peuvent être un axe de plaisir et
de déplaisir, d'éveil ou d'ennui, de nervosité, de puissance, de maîtrise de soi et bien
d'autres au besoin du modèle.
Wundt (1896) [Wundt 1896] est le premier à élaborer un modèle dimensionnel des
émotions. Il décrit la sphère de la conscience liée aux émotions et aux sentiments en
fonction de trois dimensions : plaisir-déplaisir, relaxation-tension, calme-excitation.
Par la suite, Schlosberg a proposé un modèle à deux (bonheur-colère, surprise-peur),
puis trois dimensions (il a ajouté la dimension de l'activation  sommeil-tension )
[Schlosberg 1954].
Russel [Russell 1980], en 1980 propose de représenter les émotions dans un es-
pace bi-dimensionnel où se croisent quatre oppositions bipolaires. Malgré le nombre
variable de dimensions proposées par les diérents auteurs, les dimensions valence
et activation (ou arousal) sont les facteurs qui montrent le plus d'importance et
de consistance dans le cadre des théories dimensionnelles. La valence permet de
distinguer les émotions positives, agréables, comme la joie, des émotions négatives,
désagréables, comme la colère. L'activation représente le niveau d'excitation corpo-
relle, qui transparaît par nombre de réactions physiologiques, comme l'accélération
du coeur, la transpiration, etc.
Certains travaux ajoutent toutefois une troisième dimension, trouvant les deux
premières insusantes. Cette troisième dimension est nommée contrôle ou domi-
nance [Russell 1997]. Elle correspond à l'eort du locuteur pour contrôler son émo-
tion et permet de distinguer les émotions provoquées par le sujet lui-même ou par
l'environnement. Elle permet de distinguer les émotions donnant lieu à des réactions
d'approche et de combat comme la colère, de celles engendrant des comportements
de fuite comme la peur.
1.2.3.2 Approche catégorielle
L'approche catégorielle est l'approche la plus répandue. Elle consiste à considérer
les émotions comme des caractéristiques épisodiques et universelles [Darwin 1872].
Elle est basée sur un ensemble d'émotions dites  basiques , universelles, non ré-
ductibles et innées. Cette conception intègre une perspective évolutionniste issue des
travaux de Darwin [Darwin 1872]. Le caractère universel des émotions entraîne la
dénition d'un petit nombre d'émotions basiques (la peur, la colère, etc.), qui ont pu
être observées chez tous les individus, quelque soit leur nationalité ou leur culture.
Dans la continuité des travaux de Darwin, plusieurs théories qui font référence
aux émotions basiques ont été développées. Parmi ces théories, on trouve le modèle
de Tomkins [Tomkins 1962] qui se base sur 9 émotions de base dont 2 sont positives
(la joie et l'intérêt), une qui est neutre la surprise et enn six émotions négatives
qui sont la colère, le dégoût, l'anxiété, la peur, la honte et le mépris. De même,
Izard [Izard 1971] y ajoute la tristesse, la culpabilité et la timidité. Par contre il
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Figure 1.3  Représentation dimensionnelle de quelques émotions [Posner 2005]
ne considère pas le mépris comme une émotion basique. Plutchik [Plutchik 1980]
compare les émotions à une palette de couleurs. De la même façon que les couleurs, il
a tenté d'établir un dictionnaire des émotions qui permettrait, sur la base d'émotions
fondamentales, de dériver les diérentes nuances de l'expérience émotionnelle. Dans
la suite nous allons bien détailler l'approche de Plutchik, car c'est l'approche que
nous allons utiliser pour dénir notre modèle.
Dans ces travaux, Arnold (1960) [Arnold 1960] propose onze émotions primaires :
la colère, l'aversion, le courage, le dégoût, le désir, la peur, la haine, l'espoir, l'amour,
la tristesse et le désespoir. En 1982, Panksepp [Panksepp 1982] a déni quatre émo-
tions fondamentales qui étaient initialement : l'espoir, la peur, la rage et la panique.
En 1989, il a proposé quatre autres émotions fondamentales : la colère, le dégoût, la
tristesse et l'intérêt.
Malgré la diversité des propositions, six émotions semblent apparaître dans la
majorité de classications proposées. Ces émotions sont les "Big Six" d'Ekman
[Ekman 1999] (colère, peur, tristesse, joie, dégoût et surprise).
1.2.3.3 Modèle de Plutchik
 A une science de la colorimétrie, on pourrait faire correspondre une science de
l'émotionométrie  [Plutchik 1980]
Le modèle de Plutchik a abordé le problème d'analogie avec les couleurs en
proposant un dictionnaire d'émotions similaire au dictionnaire de couleurs. En eet,
de la même façon qu'il existe des couleurs primaires et des nuances de ces couleurs
qui varient en intensité et constituent le spectre des couleurs, il y aurait des émotions
primaires, des nuances qui varieraient en intensité, des combinaisons possibles entre
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Table 1.1  Ensemble d'émotions basiques selon diérents auteurs. Tableau extrait
de [Tato 1999]
Auteurs Emotions basiques
Ekman et al. anger, disgust, fear, joy, sadness, surprise
Izard anger, contempt, disgust, distress, fear, guilt,
interest, joy, shame, surprise
Plutchik acceptance, anger, anticipation, disgust, fear, joy,
sadness, surprise
Tomkins anger, interest, contempt, disgust, distress, fear,
joy, shame, surprise
Arnold anger, aversion, courage, dejection, desire, despair,
fear, hate, hope, love, sadness
Fridja desire, happiness, interest, surprise, wonder, sorrow
Gray rage, terror, anxiety, joy
Mower pain, pleasure
James fear, grief, love, rage, anger, disgust,
McDougall elation, fear, subjection, tender-emotion, wonder
Weiner and Happiness, sadness
Graham
Panksepp expectancy, fear, rage, panic
certaines émotion de bases. Le modèle de Plutchik est déni par le circumplex qui
est un modèle multidimensionnel basé sur des émotions primaires de base dont vont
dériver des émotions secondaires. Selon Plutchik, il existe 8 émotions de base faites
de 4 paires opposées :
 joie-tristesse,
 acceptation-dégoût,
 peur-colère,
 surprise et anticipation.
Les huit dimensions des émotions fondamentales sont disposées comme un cône,
avec au sommet les termes qui désignent chaque émotion à son intensité maximale.
La Figure 1.4 montre que l'axe vertical représente l'intensité et que la coupe ho-
rizontale montre les émotions intenses : la rage, la vigilance, l'extase, l'adoration,
la terreur, l'étonnement, le chagrin et l'aversion. Si on regarde le cône de Plutchik
on constate que plus on s'oriente vers le bas plus les diérentes nuances des émo-
tions sont diciles à distinguer. Ainsi, par exemple la distinction entre l'ennui et la
contrariété est plus dicile que son équivalent à l'étage supérieur : le dégoût et la
colère.
Plutchik a déni des règles d'association des émotions fondamentales pour former
des émotions mixtes. En eet, les émotions ne s'associent pas n'importe comment
et leur combinatoire répond à des règles fondées sur la méthode des dyades et des
triades [de Bonis 1996]. Plutchik a déni ainsi :
 les dyades primaires comme étant la combinaison de deux émotions adjacentes,
 les dyades secondaires comme étant la combinaison d'émotions proches à une
émotion près
 et les dyades tertiaires comme étant la combinaison d'émotions voisines à deux
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Figure 1.4  le modèle de Circumplex de Plutchik [Plutchik 1980]. Les mots indi-
qués dans chaque cadran n'ont qu'une valeur indicative. Ce sont des traductions du
dictionnaire.
émotions près.
Ainsi pour prendre quelques exemples, les deux émotions adjacentes joie et admira-
tion, forment un composé primaire : l'amour (Fig. 1.5 ). Un composé secondaire : le
désespoir, sera formé de la peur et de la tristesse, si l'on saute un élément. Enn,
un composé tertiaire sera formé de l'association de la peur au dégoût (si l'on saute
deux éléments adjacents), composé qui aboutira à la honte.
1.2.3.4 Discussion
Nous avons vu dans cette section deux façons de représenter les émotions : l'ap-
proche dimensionnelle et l'approche catégorielle. cette dernière a été remise en ques-
tion à plusieurs reprises [Ortony 1990] [Panksepp 1982]. En eet, la distinction des
états émotionnels varie selon les cultures [Russell 1991]. Aussi, ce type de description
discret s'avère insusant pour la description des états émotionnels les plus subtils
tels que ceux présents dans la vie réelle, où les émotions peuvent s'avérer mélan-
gées entre elles ou avec des manifestations correspondant plutôt à des attitudes
[Devillers 2005]. Aussi l'approche catégorielle se base sur des labels pour représenter
chaque émotion et chaque variation. Donc, le problème majeur de ce type d'approche
vient du nombre de labels utilisés pour couvrir un maximum d'états émotionnels. De
plus, chaque label étant un mot d'un langage particulier, il est dicile d'assurer que
la traduction d'un terme d'une langue à une autre dénit bien la même émotion. Il
peut également être dicile d'inférer des transitions entre les diérentes émotions.
L'approche dimensionnelle a eu beaucoup de succès puisqu'elle est continue et per-
met la représentation d'une innité d'émotions. Par contre, même s'il parait facile
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Figure 1.5  Cône des émotions de Plutchik tiré de [Plutchik 1980]. Les émotions
élémentaires sont placées dans une roue. Les émotions secondaires correspondent à
des mélanges d'émotions primaires. La roue peut être transformée en cône an de
représenter les diérents degrés d'intensité des émotions primaires et secondaires.
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de positionner de manière approximative les émotions catégorielles sur un espace à
plusieurs dimensions, l'inverse l'est beaucoup moins. En eet, deux émotions pro-
duisant des réactions éloignées peuvent se trouver très proches l'une de l'autre, par
exemple la colère  upset  et la tristesse  sad  se caractérisent avec un fort mé-
contentement  unpleasant  mais une activation similaire, proche de 0 (cf. Figure
1.3).
Dans le cadre de nos recherches, nous adoptons l'approche de Plutchik qui permet
de représenter le phénomène de combinaison d'émotions. Il semble en eet impor-
tant d'utiliser une représentation permettant de prendre en compte ce phénomène
très fréquent dans les relations interpersonnelles. Le modèle de Plutchik s'inscrit
plus dans la famille des approches catégorielles que dimensionnelles. En eet, ce
modèle considère que les expressions émotionnelles constituent quelques catégories
émotionnelles de base comme la peur, la colère, la joie, la tristesse... , qui peuvent
se combiner pour produire une grande variété d'expressions. Ce modèle peut être
aussi considéré comme une approche dimensionnelle [Bruyer 2007], car Plutchik a
également utilisé le modèle circumplex en 3 dimensions pour représenter les émo-
tions. Il considère que les expressions sont des combinaisons variables, continues et
très nombreuses de quelques dimensions de base qui sont : l'intensité, la similarité
et la valence positive ou négative [Plutchik 1980].
1.3 Émotions en informatique
1.3.1 Introduction
Tout comme son importance dans le domaine des sciences cognitives et de la
philosophie, l'émotion a aussi vu son intérêt croître dans le champ de l'intelligence
articielle. Plusieurs domaines tels que la surveillance de santé des personnes âgées,
jeu vidéo interactif, communication ou sondage s'intéressent de plus en plus à l'état
émotionnel des utilisateurs. En eet, la reconnaissance de l'état émotionnel des
personnes permet de mieux gérer l'intéractivité entre le système et les diérents
utilisateurs. Ainsi, un courant de recherche en intelligence articielle est apparu :
l'informatique aective, qui intègre de plus en plus la dimension émotionnelle dans
les applications informatiques dont le but d'améliorer l'interaction homme-machine.
Il vise à la modélisation des émotions et à la conception de systèmes capables de
reconnaître, exprimer et synthétiser les émotions [Picard 1997a]. On distingue deux
courants de recherche :
 la conception de systèmes capables de reconnaître les émotions de l'utilisateur,
 la modélisation de processus émotionnels dans des systèmes computationnels.
Le premier de ces deux courants de recherche, se concentre sur la modélisa-
tion des émotions dans des agents virtuels. Il a pour but de générer des émo-
tions chez des agents virtuels pour améliorer l'interaction homme-machine. Ainsi, de
nombreuses recherches ont été menées sur les avatars expressifs (voir par exemple
[Neviarouskaya 2007], [Karpouzis 2003]). Ces avatars sont des personnages en trois
dimensions capables d'exprimer des émotions selon les diérents canaux de com-
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munication aective, an d'améliorer la communication avec un utilisateur humain.
Le second de ces deux courants de recherche, utilise et analyse les indices physio-
logiques et somatiques pour déterminer l'émotion ressentie par l'utilisateur à l'aide
de capteurs externes qui enregistrent des signaux physiologiques visuels et acous-
tiques. Dans le cadre de nos recherches, nous nous intéressons entre autres à ce
deuxième courant de recherche. En eet, notre travail est divisé en deux parties :
la reconnaissance des émotions et la représentation et l'échange des émotions entre
applications. Dans cette section, nous présentons quelques travaux de l'état de l'art
d'utilisation des émotions dans le domaine informatique. En eet, ces dernières an-
nées, les recherches dans le domaine de l'aective Computing ont donné naissance
à des systèmes technologiques de plus en plus sophistiqués. Il existe de nombreux
exemples d'utilisation des émotions en informatique tel que le E-learning, la méde-
cine, la robotique, les jeux vidéo, etc.
1.3.2 E-learning
Plusieurs chercheurs soutiennent que les émotions sont fondamentales dans la
communication et dans les interactions humaines en général. Picard [Picard 1997a],
par exemple, estime que l'introduction d'agents émotionnels dans un système infor-
matique peut permettre l'humanisation de ce dernier et ainsi faciliter les échanges
Homme-Machine. Elle donne l'exemple d'un système d'apprentissage de piano assisté
par ordinateur. Ainsi, le professeur peut analyser non seulement les notes jouées,
la position du pianiste... mais également l'état émotionnel de son élève. Ce profes-
seur serait bien plus ecace en étant capable de déterminer si son élève prend du
plaisir à jouer, ou si au contraire il présente des signes de stress. Il pourrait en eet
modier son enseignement en conséquence en accélérant ou ralentissant le rythme
d'apprentissage ou en fournissant des conseils encourageants et personnalisés. Pour
l'élève, il est également bien plus agréable d'avoir un professeur non seulement par-
fait techniquement, mais également compréhensif et patient [Picard 2000].
On peut citer aussi le système d'apprentissage STEVE (SOAR Training Expert
for Virtual Environments) [Elliott 1999] qui intègre un agent virtuel qui permet
d'aider les étudiants à apprendre à exécuter des tâches physiques basées sur des
procédures. Il peut montrer comment réaliser des tâches et répondre à des questions
et fournir de l'aide pour résoudre certains problèmes. L'agent STEVE est appelé à
contrôler et à agir sur l'état émotionnel de l'apprenant. Pour ce faire, il dispose de
26 types d'émotions et de 70 expressions faciales.
Johnson [Johnson 2004] a développé un systèmes de tuteurs intelligents STI nommé
DARWAR destiné à l'apprentissage d'une langue étrangère. L'apprenant pratique
les concepts linguistiques nouvellement appris dans un environnement virtuel. Tout
au long de son apprentissage, un agent virtuel l'aide, le conseille et le soutient
émotionnellement en le motivant. Tout récemment, Ben Amar [Ben Ammar 2007]
a développé un STI appelé EMASPEL intégrant plusieurs agents conçus pour la
gestion des émotions. Ce système est capable de détecter certains échecs relatifs
à l'approche pédagogique adoptée et, surtout, de mettre en action une approche
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alternative d'apprentissage mieux adaptée aux conditions émotionnelles spéciques
de l'apprenant.
1.3.3 Robotique pour l'assistance
Wada et al. [Wada 2006] ont montré que les robots thérapeutiques ont un fort
potentiel pour améliorer l'état de l'activité cérébrale chez les patients sourant de
démence. Il ont montré aussi que l'interaction avec un robot rend les personnes âgées
plus actives et plus communicatives [Wada 2008]. Actuellement de nouveaux types
de robots sont utilisés pour l'aide psychologique et cognitives. Ces robots sociaux
sont essentiellement dédiés à la médiation ou à l'accompagnement et permettent
une meilleure intégration sociale, un réconfort moral et psychologique ainsi qu'un
développement cognitif de son utilisateur. Le robot Paro 1, par exemple a été conçu
pour apporter un soutien émotionnel aux patients. Il a été développé par Takanori
Shibata et ses collaborateurs du National Institute of Advanced Industrial Sciences
and Techniques. Ce robot bébé phoque réagit aux stimulations externes, comme la
voix et le contact, avec des sons et de petits mouvements du corps. Paro a prouvé
son ecacité puisqu'il réduit le stress des patients et de leurs soignants. Il stimule
l'interaction entre les patients et les soignants, améliore la relaxation des patients,
leur motivation et la socialisation.
Le projet EmotiRob [Saint-Aime 2007] a pour objectif de réaliser un robot com-
pagnon pour des enfants fragilisés (par exemple, des enfants en hospitalisation
longue). Il s'agit d'un robot-peluche qui permet de réagir aux comportements de
l'enfant en simulant des émotions par les mouvements du corps, les traits du visage
et par l'émission de petits sons simples.
1.3.4 Jeux Vidéo
L'évolution des technologies du jeu vidéo ouvre de nouvelles perspectives. En ef-
fet, le jeu vidéo passe progressivement du statut de loisir pour devenir un vrai moyen
d'expression artistique et certains créateurs n'hésitent pas à explorer de nouvelles
façons de nous faire vivre des expériences émotionnelles inédites. Ils intègrent de plus
en plus la notion d'aect au sein de leurs jeux. De ce fait, les jeux vidéo deviennent
plus complexes. Ils emploient des systèmes d'achages immersifs et intègrent des
personnages virtuels intelligents qui tiennent compte de l'état émotionnel du joueur.
Ochs [Ochs 2008], dans ses travaux de recherche a travaillé sur la modélisation de
la dynamique des relations sociales de personnages virtuels dans les jeux vidéo. Ses
travaux de recherche étaient de tenter d'améliorer la crédibilité des personnages non-
joueurs (i.e. des personnages virtuels non contrôlés par le joueur) an d'améliorer le
sentiment d'immersion du joueur dans un jeu.On peut citer également les travaux
de Jones et Sutherland [Jones 2008] qui ont porté sur la détection explicite des émo-
tions du joueur an de modier dynamiquement l'environnement. Par exemple, un
jeu sur ordinateur peut s'adapter et réagir en ajoutant de nouveaux adversaires pour
1. http ://paro.jp/english/index.html
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stimuler le joueur lorsqu'il commence à se lasser (émotion détectée : l'ennui),où au
contraire, diminuer la diculté du jeu si le joueur est trop excité, stressé ou fatigué.
1.3.5 Systèmes de dialogues
Les émotions interviennent également dans les systèmes de dialogues. En eet,
les émotions font partie intégrante de la communication dans le sens où elles ont la
faculté d'agir sur la sémantique du message transmis. Plus particulièrement, elles
font partie de l'environnement de transmission d'un message qu'il soit oral ou écrit,
et inuent sur la compréhension de l'interlocuteur. Parmi les systèmes de dialogues
développés, on peut citer les travaux de Devillers et Vidrascu [Devillers 2006], qui
ont étudié les réactions de frustration ou d'irritation dans des interactions orales
enregistrées dans des centres d'appels (nancier et médical). On peut citer également
les travaux de Chavel [Clavel 2007] qui a développé une application de surveillance.
Ils se sont intéressés à la reconnaissance des émotions dans la parole an d'identier
des situations de menace pour la vie humaine.
1.3.6 Discussion
Nous avons vu dans le paragraphe précèdent que l'informatique aective a pris
de l'importance avec le développement des systèmes technologiques. Cependant, la
représentation des états émotionnels d'un utilisateur ou les états d'émotion à simu-
ler par une interface utilisateur exige un format de modélisation adapté. En eet,
les systèmes émotionnels basés sur les interactions homme-machine ou machine-
machine ont besoin d'un format de représentation bien déni pour pouvoir échanger
les informations émotionnelles. Notre travail s'inscrit dans le cadre de modélisation
et annotation des émotions. Il s'agit de proposer une approche pour la représenta-
tion, la modélisation et l'annotation des émotions qui permet d'eectuer les échanges
émotionnels entre diérents applications et d'améliorer la crédibilité des interactions
homme-machine. Ce travail propose par conséquent un système d'échange émotion-
nel qui va de la reconnaissance des émotions jusqu'à l'échange entre applications.
Notre travail est divisé en trois parties distinctes :
 la modélisation des émotions,
 la reconnaissance des émotions
 l'annotation et l'échange émotionnel entre applications.
Dans le paragraphe suivant, nous allons survoler les travaux sur la reconnaissance
des émotions et nous allons nous focaliser sur la reconnaissance des émotions à partir
des signaux physiologiques.
1.4 Reconnaissance des émotions
La reconnaissance des émotions est un axe de recherche important dans le do-
maine de la neurophysiologie ainsi que dans le domaine de l'intelligence articielle
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pour améliorer les interfaces homme-machine. Généralement, l'expérience émotion-
nelle déclenche des signaux moteurs et physiologiques (variations du pouls, augmen-
tation de la température corporelle, etc). Ces signaux ont pour but de communiquer
l'emotion ressentie. Donc, notre corps permet de transmettre de l'information par
plusieurs canaux :
 les expressions faciales
 les intonations de la voix (la prosodie)
 les réactions du Système Nerveux Autonome (les signaux physiologiques)
 les positions et mouvements du corps
Dans le domaine de l'informatique, les émotions de l'utilisateur peuvent être recon-
nues à partir de capteurs comme les caméras, microphones, capteurs physiologiques.
Dans les paragraphes qui suivent nous présentons la détection des émotions à partir
des diérentes modalités (expressions faciales, la voix, les signaux physiologiques,...).
Dans la littérature, une modalité est simplement assimilée à un média, parfois ap-
pelée canal [Snoek 2003].
1.4.1 Les expressions faciales
Les expressions faciales constituent l'élément le plus important dans le processus
de communication [Smith 1997] et elles présentent une source importante d'infor-
mation concernant l'état émotionnel des personnes durant une interaction sociale.
En eet, lors de l'expérience d'une émotion par un individu, des muscles spéciques
sont activés permettant par exemple de sourire ou de froncer les sourcils. L'expres-
sion faciale peut être mesurée par l'electromyogramme. Cette technique consiste à
mesurer directement l'activité électrique des muscles faciaux par électrodes appli-
quées sur la surface cutanée et donne accès aux modications latentes de l'activité
faciale non visible. Ekman et Friesen à la n des années 1970 ont développé des
méthodes de mesure des comportements du visage [Ekman 1978]. En particulier, ils
ont créé Le Facial Action Coding System (FACS) qui permet le codage de toutes
les unités d'actions (ou Action Unit, AU) visibles sur un visage. Chaque AU peut
correspondre à la contraction ou à la détente d'un ou plusieurs muscles qui se traduit
par le mouvement d'une partie donnée du visage. L'expression d'anxiété correspond
donc à la mise en jeu de plusieurs unités d'actions, par exemple : 1, lever des sourcils
intérieurs (Inner Brow Raiser), 2, lever des sourcils extérieurs, 20, tension des lèvres
et 26, abaissement de la machoire inférieure (cf. Figure 1.6).
De nombreuses études ont été eectuées en informatique sur la reconnaissance
des émotions à partir des expressions faciales. En eet, le visage est le canal commu-
niquant le plus d'informations émotionnelles. En général, on distingue trois étapes
principales dans un système d'analyse d'expression faciale. La première étape permet
de détecter le visage et limiter la zone de recherche. La deuxième étape consiste à
extraire les informations nécessaires pour décrire au mieux l'expression. La dernière
étape permet de classier l'image, c'est à dire l'aecter à une catégorie d'expressions.
Hammal et al. [Hammal 2007] proposent une méthode de classication basée sur
les distances entre points d'intérêt du visage. Abboud et al. [Abboud 2004] proposent
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Figure 1.6  Liste des unités d'action relatives aux 6 expressions faciales
[Zhang 2005]
Figure 1.7  (a) LEM du visage, (b) le modèle de l'expression faciale [Gao 2003]
un modèle automatique pour la classication des expressions faciales en se basant
sur les Modèles d'Apparence Active (MAA). Ils ont représenté chaque image de
visage par un vecteur MAA correspondant. Ensuite, ils mesurent la distance entre
le vecteur MAA et le vecteur moyen dans l'espace de Fisher en utilisant la distance
de Mahalanobis [Lauter 1985]. Pour chaque conguration, le visage testé est assigné
à la classe qui a la moyenne la plus proche.
Gao [Gao 2003] propose une méthode de classication de trois expressions :
neutre, sourire et colère. Son approche utilise la ligne du contour (LEM : Line Edge
Map) [Gao 2002] comme une expression descriptive (cf. Figure 1.7-a). Ensuite il
calcule la distance de Hausdor dans la ligne directe du segment (la mesure de
disparité dénie entre 2 ensembles de lignes) entre le visage courant LEM et le
modèle de la caricature de l'expression (cf. Figure 1.7-b).
1.4.2 Reconnaissance acoustique des émotions
Les émotions sont aussi communiquées à travers la voix. Certaines caractéris-
tiques de la voix comme l'intonation, l'intensité, etc traduisent une émotion. Par
exemple, la tristesse correspond à un débit de parole lent, une tonalité basse, une
intensité faible et une articulation bredouillée [Picard 1997b]. Les premières études
sur la parole émotionnelle se sont basées sur une analyse de la prosodie. La prosodie
est un objet complexe de la parole qui regroupe divers phénomènes tels que le ton,
1.4. Reconnaissance des émotions 21
l'accent, la mélodie, le rythme ou encore le débit. Elle est décrite par trois paramètres
acoustiques : la fréquence fondamentale, l'intensité et la durée [Dellaert 1996].
 La fréquence fondamentale est dénie comme la fréquence de vibration des
plis vocaux à un instant donné.
 L'intensité correspond à l'énergie présente dans le signal, c'est à dire la force
avec laquelle un son est émis.
 La durée représente l'intervalle de temps nécessaire pour émettre un signal
(nombre de syllabes réalisées par seconde).
Depuis des années, plusieurs études abordent le problème de la reconnaissance des
émotions dans la parole. Un système de reconnaissance automatique des émotions
repose classiquement sur quatre phases principales : l'extraction de descripteurs
acoustiques, l'apprentissage, la classication et enn la décision [Clavel 2010].
 L'extraction de descripteurs acoustiques : il s'agit d'analyser le signal de pa-
role pour le transformer en une séquence de vecteurs acoustiques contenant les
valeurs des diérents descripteurs ou paramètres retenus. Cette étape permet
d'obtenir une représentation compacte des principales caractéristiques acous-
tiques du signal de parole. L'intensité du signal de parole ou la fréquence
centrale des formats sont deux exemples de tels descripteurs acoustiques
 L'apprentissage : permet de regrouper les vecteurs acoustiques correspondant
aux sons d'une même classe dans un représentant ou un modèle caractéristique
de cette classe. Ce modèle est traditionnellement obtenu à partir d'une base
de données (dite d'apprentissage).
 La classication : il s'agit de comparer les vecteurs acoustiques du signal vocal
à analyser aux représentants ou modèles de chaque classe.
 La décision : permet d'associer une classe à un segment de parole.
Plusieurs travaux se sont intéressés à la reconnaissance acoustique des émotions.
Nous citons par exemple Istrate [Istrate 2003] qui s'est intéresé à la reconnaissance
des émotions à partir des sons pour l'aide aux personnes âgées ou aux personnes
hospitalisées. Il a proposé un système d'analyse sonore et des solutions aux problé-
matiques spéciques au traitement du son pour la télésurveillance médicale. Claval,
dans sa thèse [Clavel 2007] a développé un système automatique de reconnaissance
d'émotions de type peur en situation anormale en se basant sur les manifestations
vocales de l'émotion. Attabi [Yazid 2008] s'est focalisé sur la détection automatique
des appels problématiques dans un contexte réel de centres d'appels téléphoniques.
Il a utilisé l'information sur l'état émotionnel du locuteur présente dans le signal
acoustique pour détecter les problèmes de compréhension entre un locuteur et un
système de dialogue homme-machine. Nous pouvons citer également les travaux de
Lee [Lee 2003] qui consiste à la reconnaissance de sept émotions (ennui, dégoût,
joie, colère, neutre, panique, tristesse). Il a utilisé les statistiques de la prosodie (la
fréquence fondamentale, l'énergie, la durée). Il a utilisé deux types de classica-
teurs : le classicateur linéaire (LD) et les k-nearest neighbor (KNN). Chacun des
classicateurs est entraîné séparément selon le sexe du locuteur (homme ou femme).
Les meilleurs résultats ont été obtenus avec le classicateur LD pour les données
des hommes (47,04%) et avec le classicateur KNN pour les données des femmes
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(47.14%).
1.4.3 Reconnaissance par les signaux physiologiques
Diérentes activations physiologiques sont associées aux états émotionnels. Elles
concernent des modications au niveau du Système Nerveux Autonome SNA (modi-
cation du rythme cardiaque, de la pression artérielle, de la température corporelle,
etc). Ces modications varient en fonction de l'émotion considérée et des sujets.
Ceci induit un patron de réponse complexe permettant de distinguer les diérentes
émotions. Cependant il est très dicile de trouver un lien univoque et systématique
entre une émotion donnée et une activation physiologique caractéristique. En eet,
on peut observer qu'un grand nombre de ces modications sont communes à plu-
sieurs émotions. Par exemple, l'augmentation du rythme cardiaque semble identique
dans la colère, la peur et la tristesse. Cependant, dans le cas de la colère, elle est asso-
ciée à une forte augmentation de la température cutanée, ce qui n'est pas le cas dans
la peur ou la tristesse (aucune modication dans le premier cas et une diminution
dans le second). En outre, il convient de remarquer que des mesures plus précises
du rythme cardiaque ont permis de mettre en évidence des variations subtiles du
patron de la rythmicité cardiaque entre la peur et la colère [ABDAT 2010]. Sinha
et al. [R. 1996] ont montré que la peur, la tristesse et la colère sont associées à une
augmentation du rythme cardiaque plus que la joie. Le dégoût qui diminue le rythme
cardiaque est associé à une baisse de la température cutanée. Aussi la conductance
de la peau augmente après un état d'amusement et diminue après l'état neutre et
reste la même après une tristesse. Les indices physiologiques qui sont couramment
utilisés pour déterminer l'état émotionnel d'une personne sont :
 la réponse électrodermale RED (galvanic skin response (GSR)) ;
 le volume sanguin impulsionnel (Blood Volume Pulse BVP) ;
 le signal du volume respiratoire (VR) ;
 l'activité électromyographique (EMG) ;
 la température cutanée (Skin Temperature SKT) ;
 la fréquence cardiaque (Fc) ;
 le rythme électroencéphalogramme (EEG).
Dans notre travail, nous nous focalisons sur la détection des émotions en utilisant
les quatre premiers signaux physiologiques, c'est pour cela que nous allons bien les
détailler dans la suite de l'exposé.
1.4.3.1 Activité électrodermale (GSR)
L'activité électrodermale GSR (également appelée conductivité de la peau) est
une donnée physiologique enregistrée à la surface de la peau et reéte le niveau de
conductibilité électrique de la peau. Cette activité électrique de la peau varie très
sensiblement dans les situations mettant en jeu les émotions. Cette mesure peut être
prise sur la paume des mains ou bien sur la plante des pieds [Stemmler 2001]. Plu-
sieurs travaux (Collet et al.[Collet 1997], Picard et al. [Picard 2001]) ont démontré
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Figure 1.8  capteur de respiration [Williams 2004]
qu'il est possible de diérencier les émotions de base (joie, colère, tristesse, surprise,
dégoût et peur) par les mesures physiologiques, notamment de la GSR, qui peut
fournir une mesure indirecte de l'intensité émotionnelle.
1.4.3.2 Pression sanguine volumique (BVP)
La pression sanguine volumique est un indicateur de l'écoulement du sang
à travers le corps humain. Elle permet de mesurer l'activation physique et le
changement du rythme cardiaque. Le BVP diminue sous l'eet du stress et l'ef-
fort. Il est utilisé comme indicateur de la peur [Levenson 1992] et de la colère
[daniel kahneman 1973, Levenson 1992]. La pression sanguine volumique se mesure
grâce à un capteur appelé photoplethysmographe qui s'attache au pouce du sujet. Il
mesure l'impulsion cardio-vasculaire à travers le corps humain. On peut en déduire
la fréquence cardiaque (HR).
1.4.3.3 Volume et rythme respiratoire (RESP)
Le rythme respiratoire est déni par l'alternance régulière des mouvements d'ins-
piration et d'expiration, où le volume de la cage thoracique augmente à chaque pé-
nétration de l'air (ou inspiration) et diminue à chaque rejet (ou expiration). Un état
de repos est caractérisé par une respiration plus lente. Par contre, un état d'exci-
tation émotionnelle provoque une respiration plus profonde. Aussi les émotions à
valence négative causent généralement des respirations irrégulières [ABDAT 2010].
La respiration se mesure à l'aide d'un capteur qui se place au-dessus du sternum
pour la surveillance thoracique. Il est constitué d'une ceinture Velcro entourant le
torse et d'un plétismographe qui s'étend lorsque le sujet expire (cf. Figure 1.10).
1.4.3.4 L'activité électromyographique (EMG)
L'activité électromyographique représente l'enregistrement des courants élec-
triques qui accompagnent l'activité musculaire. Cette mesure permet de déterminer
l'état émotionnel du sujet. L'électromyographie s'eectue en utilisant des électrodes
qui sont positionnées à la surface du corps, constituées de nes aiguilles (le plus sou-
vent) que l'on enfonce dans le muscle que l'on désire étudier. Cette technique permet
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Figure 1.9  capteur EMG appliqué sur le muscle de la mâchoire [Williams 2004]
de détecter l'activité musculaire spontanément, au repos ou au moment de l'activité
du muscle, ou bien lorsque l'on procède à la stimulation électrique (galvanique) mus-
culaire nerveuse dans le cadre d'une épreuve ou d'un examen neurologique. L'EMG
a été utilisé pour étudier les expressions faciales [Ekman 2006], les expressions ges-
tuelles [Marrin 1998] et le concept de valence émotionnelle [Lang 1995].
1.4.4 La reconnaissance des émotions à partir des signaux physio-
logiques
La riche littérature existante dans le domaine de la reconnaissance des émotions
à partir des signaux physiologiques permet de conrmer que ces derniers sont per-
tinents pour déterminer les émotions ressenties. Plusieurs travaux ont été réalisés
dans ce domaine. Cependant, il est dicile de faire une étude comparative entre ces
travaux, dû au fait qu'ils dièrent dans la façon d'induire l'émotion et dans le choix
de celles traitées. Par la suite, nous allons essayer de résumer quelques travaux dans
le domaine.
Wagner et al. [Wagner 2005] se sont intéressés à mesurer les manifestations phy-
siologiques (le rythme cardiaque, la respiration, l'électromyographie (EMG) et la
réponse électromodale de la peau), et ensuite à les corréler avec les deux dimensions
de valence et d'excitation.
Vrana et al. [Vrana 1986] ont opté pour l'image et la répétition d'un texte dans le
silence pour induire la peur et la neutralité. Ils ont traité le rythme cardiaque avec
le test de Newman-Keuls et la méthode d'ANOVA (ANalysis Of VAriance). Les
auteurs ont trouvé que le rythme cardiaque s'accélère et s'élève durant l'induction
de la peur par rapport à l'induction de l'état neutre.
Lisetti et Villon [Villon 2006] ont proposé le modèle Cartes Psycho-
Physiologiques Émotionnelles (Psycho Physiological Emotion Map PPEM) qui
constitue une représentation paramétrique permettant l'interprétation émotionnelle
à partir des signaux physiologiques. Leur technique vise à interpréter psychologique-
ment les paramètres physiologiques (conductance cutanée et battements de c÷ur)
et à produire une extraction continue de l'état aectif de l'utilisateur durant une
interaction homme-machine.
Scheirer et al. [Scheirer 2002] ont utilisé une interface d'un jeu d'ordinateur lent
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Figure 1.10  L'environnement de l'acquisition utilisé dans [Scheirer 2002]
an de provoquer la frustration à 24 personnes. Ils ont utilisé la conductivité de
la peau et la pression du volume sanguin avec les chaînes de Markov cachées. Les
résultats obtenus dépassent 50% pour 21 sujets parmi les 24.
Nasoz et al. [Nasoz 2003] ont développé un système multimodal qui reconnaît
l'état émotionnel de l'utilisateur à partir de ses signaux physiologiques. Ils ont utilisé
des lms pour induire l'émotion d'un participant avant de la mesurer. Ensuite, ils
ont utilisé l'algorithme des k plus proches voisins (KNN) et l'analyse factorielle
discriminante (DFA : Discriminant Function Analysis) pour la reconnaissance des
émotions. Pour les émotions frustration et surprise, le premier algorithme (KNN) a
donné de meilleurs résultats, tandis que pour les autres émotions (peur, tristesse,
colère et amusement) le deuxième algorithme (DFA) a donné de meilleurs résultats.
Deux autres travaux sont souvent cités dans la littérature. Le premier est celui
de Haag et ses collègues [Williams 2004] qui ont utilisé des photos pour provoquer
les émotions des participants. Ils se sont intéressés à mesurer les manifestations phy-
siologiques (la température, la respiration, l'EMG, la conductance cutanée, le BVP,
l'ECG (l'activité musculaire du c÷ur). Pour la reconnaissance, Haag et ses collabo-
rateurs ont utilisé l'algorithme des réseaux de neurones articiels. Le deuxième est
celui de Healey et Picard [Healey 2000] qui se sont intéressés à détecter le niveau de
stress lors de la conduite d'une voiture. Ils ont mesuré quatre signaux physiologiques
(GSR "Galvanic Skin Response", respiration, électromyogramme, et battement de
c÷ur) pour un acteur entrain de voir des images provoquant des émotions. Les émo-
tions induites sont : pas d'émotion (neutre), la colère, la haine, la douleur, l'amour
platonique, l'amour romantique, la joie et le respect. L'acteur n'exprime pas seule-
ment chaque émotion de l'extérieur, mais il doit vivre la situation de chaque émotion
de l'interne. Les expériences incluent des séances de 25 minutes quotidiennes sur une
période de 20 jours qui sont sont issus de 4 capteurs (électrocardiogramme, électro-
myogramme EMG, résistance de la peau et respiration). Les signaux physiologiques
ont été traités à l'aide d'une recherche séquentielle en avant (Sequential Floating
Forward Search :SFFS), la projection de Fisher (Fisher projection : FP) et avec une
méthode hybride combinant les deux méthodes (SFFS-FP). La classication hybride
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a donné le meilleur résultat, 81% pour les huit catégories d'émotions. Prendinger
et al. [Prendinger 2004] ont utilisé les signaux physiologiques pour déterminer l'état
émotionnel d'un utilisateur an de mieux l'orienter. Ils ont implémenté un agent
intelligent qui suggère des actions appropriés à l'utilisateur, en se basant sur ses
réactions émotionnelles. Il peut par exemple encourager l'utilisateur si ce dernier
n'est pas motivé (faible activation "arousal") ou bien le féliciter si l'utilisateur dé-
gage une forte activation positive. Un autre exemple est le travail de Conati et al.
[Conati 2003] dans lequel ils ont utilisé les signaux physiologiques pour détecter
l'état émotionnel d'un étudiant lors d'un jeu éducatif. Ils ont utilisé le réseau dyna-
mique de décision (DDN : Dynamic Decision Network) pour combiner la cause de
l'émotion et son eet sur l'utilisateur pour diminuer l'incertitude de leur modèle.
Chanel et al. [Chanel 2007] ont proposé un système pour la reconnaissance de
trois états émotionnels positif, calme et négatif à partir des signaux physiologiques
(la pression sanguine, la fréquence cardiaque, la respiration, la réponse galvanique
de la peau et les signaux EEG). Ils ont demandé aux participants de vivre deux
situations déjà vécues (une situation joyeuse et une situation douloureuse) pour
induire les émotions positives et négatives. Pour l'état neutre, ils ont demandé aux
participants de se relaxer et de se calmer. Les signaux physiologiques ont été traités
à l'aide d'un ltre moyen en changeant la fenêtre pour chaque signal (512 pour RED,
128 pour la pression sanguine et 256 pour la respiration) an d'enlever le bruit. Leurs
résultats montrent l'ecacité du signal EEG par rapport aux autres signaux. Les
auteurs ont obtenu un taux de 67% pour trois classes (neutre, positive, négative) et
un taux de 79% pour deux classes avec les SVM.
Kim et al. [Kim 2002] ont proposé un système de reconnaissance des émotions
basé sur les signaux physiologiques. Ils ont utilisé les signaux physiologiques pour
la reconnaissance de quatre émotions (tristesse, colère, stress et la surprise). Les
auteurs ont utilisé un protocole d'induction composé de trois aspects : l'audition, la
vision et la cognition. Par exemple, pour induire la tristesse, ils utilisent une lumière
bleue associée à une musique triste en racontant une histoire triste par un acteur
qui joue sur sa voix. Le résultat obtenu est de 61.76% pour 4 émotions.
1.4.5 Classication automatique des émotions
Un système de reconnaissance des émotions comprend une phase de classica-
tion qui consiste à assigner des segments de signaux émotionnels à des catégories ou
classes d'émotions i.e. colère, joie, tristesse, etc. En général, le système de classi-
cation automatique comporte deux étapes :
 La phase d'apprentissage : qui consiste à estimer la description de l'espace des
observations qui traduit le mieux l'association avec les classes correspondantes.
Il s'agit de créer un modèle caractéristique de chaque classe
 La phase de test : qui permet d'évaluer les performances du système de clas-
sication. Elle consiste à associer une classe d'émotion au vecteur de caracté-
ristiques à l'aide d'une fonction de décision.
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Pour pouvoir eectuer une classication et traduire les signaux acquis vers une
émotion spécique, une étape d'extraction des caractéristiques les plus pertinentes
doit être faite. Cette étape permet de choisir les principaux critères ou paramètres
caractéristiques qui doivent être pris en compte dans l'étape de classication. Parmi
ces méthodes de sélection nous pouvons citer la recherche séquentielle en avant
(Sequential Floating Forward Selection SFFS) et la discriminante linéaire de Fisher
qui ont été utilisées par Picard et al. [Healey 2000, Picard 2001] pour réduire la
dimensionalité des données tout en conservant le maximum d'information possible.
Sequential Floating Forward Selection SFFS :
C'est une méthode de sélection de caractéristiques. Elle consiste à utiliser l fois
l'algorithme SFS de manière à ajouter l variables, puis à utiliser r fois l'algorithme
SBS an d'en supprimer r. Ces étapes sont alors réitérées jusqu'à l'obtention du
critère d'arrêt.
Discriminante linéaire de Fisher ADF :
La technique de Fisher permet une réduction du nombre de dimensions avec une
faible augmentation de la probabilité d'erreur. Le principe consiste à trouver la
direction W qui discrimine au mieux les classes en projection. Le critère de Fisher
J permet de maximiser le ratio de séparation des deux classes par rapport à leurs
dispersions.
Une fois l'extraction/sélection des attributs achevée, il reste à eectuer la classi-
cation. Plusieurs systèmes de classication ont été développés : plus proches voisins
(KNN), machines à vecteurs de support (SVM), arbres de décision, réseaux baye-
siens,...
1.4.5.1 K plus proches voisins KNN (K Nearest Neighbor)
La méthode KNN est une méthode d'apprentissage supervisé. Pour classier une
nouvelle observation x, l'idée consiste à faire voter les plus proches voisins de cette
observation. La classe de x est déterminée en fonction de la classe majoritaire parmi
les k plus proches voisins de l'observation x.
Algorithme 1-NN
La méthode du plus proche voisin est une méthode à base de voisinage et non-
paramétrique [Mathieu-Dupas 2010]. Une nouvelle observation est classée dans la
classe d'appartenance de l'observation de l'échantillon d'apprentissage qui lui est la
plus proche. Le calcul de leur similarité est basé sur des mesures de distance.
Formellement, soit L l'ensemble des données d'apprentissage :
L f(yi; xi) ; i = 1; :::; nlg (1.1)
où yi 2 (1; :::; c) dénote la classe de l'individu i et le vecteur xi = (xi1; :::; xip)
représente les variables prédictrices de l'individu i. Pour déterminer le plus proche
voisin il faut se baser sur une fonction distance d (:; :). La distance la plus populaire
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
Figure 1.11  Exemple de classication par la méthode des k plus proches voisins :
3 classes, k = 10
est la distance euclidienne.
Ainsi pour une nouvelle observation (y; x), le plus proche voisin
 
y(1); x(1)

dans les
données d'apprentissage est déterminé par :
d
 
x; x(1))

= mini (d (x; xi)) (1.2)
(avec x(1) représente le plus proche voisin de x et y(1) représente sa classe d'appar-
tenance) nalement y^ = y(1), la classe du proche voisin sera sélectionnée pour la
prédiction de la classe y.
Algorithme KNN
La méthode des K plus proches voisins sélectionne les k plus proches observations.
Ainsi la décision est en faveur de la classe majoritairement représentée par les k
voisins. Le paramètre k doit être déterminé par l'utilisateur : k 2 N. Le meilleur
choix de k dépend du jeu de données. En général, les grandes valeurs de k produisent
un lissage qui réduit l'eet du bruit sur la classication et donc le risque de sur-
apprentissage, mais rendent les frontières entre classes moins distinctes. Donc il faut
faire un choix de compromis entre la variabilité associée à une faible valeur de k
contre un "oversmoothing" ou surlissage pour une forte valeur de k.
1.4.5.2 Support Vector Machines : SVM
La méthode des Support Vector Machines est une méthode de classication bi-
naire par apprentissage supervisé, introduite par Vapnik en 1995. Cette méthode
repose sur l'existence d'un classicateur linéaire dans un espace approprié. Elle
consiste à estimer un hyperplan qui sépare les deux classes, en garantissant que
la marge entre le plus proche des deux classes soit maximale.
La marge est la distance entre la frontière de séparation et les échantillons les
plus proches appelés vecteurs support. Dans un problème linéairement séparable les
SVM trouvent une séparatrice qui maximise cette marge. Dans le cas d'un problème
non linéaire on utilise une fonction noyau pour projeter les données dans un espace
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(a) Problème linéaire avec différentes séparatrices. (b) Problème non linéaire.
Figure 1.12  Exemple de classication binaire linéaire et non-linéaire dans R2
[Mercier 2010]
de plus grande dimension où elles seront linéairement séparables (cf. Figure 1.12).
Dans le cas où les données sont linéairement séparables, étant donné un ensemble
des exemples {(x1; y1); :::; (xn; yn)}, avec xi les vecteurs de caractéristiques de di-
mension D, yi 2 {-1,+1}, les étiquettes dans un problème à deux classes, yi =  1
si l'exemple est négatif et yi = +1 si l'exemple est positif. L'algorithme estime
l'hyperplan optimal permettant de maximiser la marge entre les observations cor-
respondant aux deux classes. L'hyperplan est donné par la solution du problème
d'optimisation :
min
1
2
kwk2  w (1.3)
avec les contraintes suivantes :
8i; yi(w  xi + b) > 1 (1.4)
L'équation 1.3 est résolue en introduisant les multiplicateurs de Lagrange
(i)1<i<l et un lagrangien [Mahdhaoui 2010]. L'équation précédente s'écrit alors
sous la forme suivante :
L(w; b; i) =
1
2
kwk2  
lX
i=1
i [yi (w:xi + b)  1] (1.5)
Finalement la fonction de décision est dénie par
f(x) = w:x+ b =
mX
i=1
iyi(x:xi) + b (1.6)
Cependant, dans le cas où les données ne sont pas linéairement séparables, les
contraintes deviennent alors :
yi(w  xi + b) > 1  i (1.7)
Pour résoudre ce problème, on change la fonction d'optimisation :
1
2
kwk2 + C
lX
i=1
i (1.8)
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1.4.5.3 Discussion
La méthode des k plus proches voisins est une technique d'apprentissage statis-
tique. Donc l'estimation de probabilité à posteriori permet d'intégrer et de combiner
le classieur KNN dans une méthodologie statistique. En eet, un modèle statistique
peut être dérivé du classieur KNN en considérant les classes d'appartenance des
voisins. Les probabilités locales qui sont basées sur les classes des voisins sont dénies
par :
Pknn (Cn n x) = kn
k
(1.9)
où x représente le vecteur de caractéristiques de la base de test et kn le nombre de
voisins de la classe Cn parmi les k voisins les plus proches.
Le SVM standard ne permet pas d'aboutir directement à des probabilités à poste-
riori de classication. Cependant pour garder une approche statistique, la sortie du
SVM doit être représentée sous forme de probabilité. La toolbox LIBSVM [Lib 2001]
propose une méthode de calcul de ces probabilités à partir des paramètres obtenus
par SVM. Ainsi les probabilités à posteriori sont déterminées à l'aide d'une fonction
paramétrique sigmoïde.
1.5 Représentation et échange des émotions
1.5.1 Introduction
Les émotions sont une composante essentielle dans la communication humaine.
Elles représentent de plus en plus un élément crucial pour le bon fonctionnement
des systèmes interactifs homme-machine/ machine-machine. L'étude des émotions
soulève plusieurs questions comme : Comment représenter et annoter de manière
able les émotions ? A quels niveaux d'abstraction ? Comment annoter les émotions
complexes ? Comment échanger les émotions entre applications ? Pour apporter une
réponse à ces questions, de nombreuses recherches sont conduites dans le domaine
des sciences aectives visant à modéliser les émotions pour une utilisation dans des
contextes technologiques. Nous présentons dans ce qui suit quelques langages de
représentation et d'annotation des émotions.
1.5.2 Emotion Markup Language : EmotionML
Emotion Markup Language (ou EmotionML) est un langage de balise pour
décrire les émotions humaines. Il a été mis en place par le World Wide Web
Consortium (W3C) en juillet 2010 [Baggia 2010]. Il permet d'exprimer les émotions
via le langage XML. En eet, EmotionML permet de représenter et traiter les
données émotionnelles en utilisant la technologie XML ce qui permet l'interopé-
rabilité entre les diérentes plateformes envisagées. Ce langage permet de faire
une annotation des diérents états émotionnels. Il est aussi capable de représenter
plusieurs types d'émotions, non seulement les émotions basiques mais aussi les
émotions secondaires. Ce langage est basé sur des balises xml permettant de classer
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les émotions suivant les théories catégorielles, les théories dimensionnelles ou
encore la théorie de l'évaluation. Ainsi, en utilisant la théorie catégorielle l'émotion
 satisfaction  sera annotée avec EmotionML par : (sachant que l'émotion  satis-
faction  doit gurée dans le vocabulaire des catégories des émotions présent dans :
http ://www.example.com/category/everyday-emotions).
<emotion category-set="http ://www.example.com/emotion/category/
everyday-emotions.xml">
<category name="satisfaction"/ >
</emotion>
Le langage EmotionML suppose que l'excitation et la puissance sont des échelles
unipolaires avec des valeurs comprises entre 0 et 1, et la valence est une échelle
bipolaire avec des valeurs typiques comprises entre -1 et 1. Le code ci dessous montre
un exemple d'une émotion présenté à l'aide de l'approche multi-dimensionnelle
(combinaison de la valence, de l'excitation et de la puissance).
<emotion dimension-set="http ://www.example.com/emotion/dimension/PAD.xml">
<dimension name="arousal" value="0.3"/>< ! lower-than-average arousal >
<dimension name="pleasure" value="0.9"/>< ! very high positive valence >
<dimension name="dominance" value="0.8"/>< ! relatively high potency >
</emotion>
L'exemple précèdent présente un état d'excitation assez faible, de plaisir très
élevé et de forte puissance. Autrement dit un état émotionnel positif avec contrôle
de situation.
Le langage EmotionML prend en charge les diérents types de modalités et
permet également la représentation de l'intensité des émotions. En eet, il utilise la
balise <modality> pour l'annotation des modalités et la balise <intensity> pour
exprimer l'intensité à laquelle est attribuée une certaine conance. Ces diérentes
balises orent ainsi un langage générique, permettant d'annoter les émotions
suivant les principales théories et de spécier les modalités d'expression de ces
émotions. Dans l'exemple ci dessous, l'émotion  faible surprise  a été reconnue à
l'aide des expressions faciales.
<emotion category-set="http ://www.example.com/emotion/category/everyday-
emotions.xml"> <modality="face">
<intensity value="0.2"/>
<category name="surprise"/>
</emotion>
EmotionML permet également de couvrir l'aspect temporaire en fournissant des
informations sur le début et la n du déclenchement d'une émotion et sa variation
au cours du temps [Baggia 2010].
Tout document EmotionML doit commencer par l'élément <emotionml>, qui
est l'élément racine du document. L'élément <emotionml> doit utiliser le nom de
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domaine : EmotionML namespace : "http :www.w3.org200910emotionml".
Exemple :
<emotionml version="1.0" xmlns="http ://www.w3.org/2009/10/emotionml">
...
</emotionml>
Annotation d'une seule émotion : l'élément <emotion>
L'élément <emotion> permet d'annoter une seule émotion qui peut être simple ou
complexe. Pour annoter plusieurs émotions dans un contexte donné, il est nécessaire
d'utiliser plusieurs éléments <emotion>. Ci dessous un exemple d'annotation d'un
extrait du livre "Les Aventures d'Alice au pays des merveilles".
< emotionml xmlns="http ://www.w3.org/2009/10/emotionml"
xmlns :meta="http ://www.example.com/metadata"
category-set="http ://www.w3.org/TR/emotion-voc/xml#everyday-categories">
<info>
<meta :doc>Example adapted from (Zhang, Black & Sproat 2003)
http ://www.cs.cmu.edu/ awb/papers/eurospeech2003/esper.pdf
</meta :doc>
</info>
<emotion>
<category name="Disgust" value="0.82"/>
"Come, there's no use in crying like that !"
</emotion>
said Alice to herself rather sharply ;
<emotion>
<category name="Anger" value="0.57"/>
"I advise you to leave o this minute !"
</emotion>
</emotionml>
L'élément <emotion> peut avoir un attribut id qui sert à référencer une annota-
tion de manière unique. Les attributs start, end, duration, etc donnent des informa-
tions sur l'heure à laquelle s'est produite l'émotion et l'attribut expressed-through
permet de préciser la ou les modalités à travers lesquelles l'émotion a été expri-
mée. L'élément <emotion> doit contenir au moins un élément enfant. Les éléments
enfants sont détaillés ci dessous :
L'élément <category> : permet la description d'une émotion dans le modèle
catégoriel. L'attribut "name" qui permet d'annoter le nom de l'émotion doit être
déni dans le vocabulaire déclaré pour la représentation des émotions. Il existe
quatre types de vocabulaire : "category vocabularies" pour une représentation des
1.5. Représentation et échange des émotions 33
émotions basées sur l'approche catégorielle, "dimension vocabularies" pour une re-
présentation dimensionnelle, "appraisal vocabularies" pour une représentation basée
sur les modèles de l'évaluation cognitive et le "action tendency vocabularies".
L'élément <dimension> : permet la description d'une émotion dans le modèle
dimensionnel. L'attribut "name" décrit le nom de la dimension qui doit être déclaré
dans le vocabulaire dimensionnel (dimension vocabularies).
L'élément <appraisal> : permet la description d'une émotion dans les modèles
de l'évaluation cognitive.
L'element <link> : permet de donner des informations sur le contenu annoté
comme l'emplacement, le nom du chier, etc.
1.5.3 Langage EARL (Emotion Annotation and Representation
Language)
Le langage de représentation et d'annotation des émotions EARL
[The HUMAINE Association 2006] a été proposé pour permettre l'échange
des données émotionnelles et la réutilisation des ressources. C'est un langage pour
la représentation des émotions basé sur XML. C'est une première tentative qui a été
eectuée par le réseau d'excellence HUMAINE [The HUMAINE Association 2006]
pour annoter les états émotionnels. Ce langage utilise une variété de représentations
pour décrire les émotions. On trouve la description catégorielle, la description
dimensionnelle et la description évaluation cognitive ce qui permet à l'utilisateur
de choisir la représentation convenable à son approche. La possibilité de relier
une représentation à une autre rend le format utilisable dans des environnements
hétérogènes où il existe une variété de représentations des émotions.
Représentation catégorielle : c'est la représentation la plus simple, elle utilise
un mot pour décrire un état émotionnel.
Exemple :
<emotion category="pleasure">Hello !</emotion>
Description dimensionnelle : permet de représenter les émotions dans l'espace
dimensionnel (valence/arousal)
Exemple :
<emotion xlink :href="face.jpg" arousal="-0.2" valence="0.5" />
Le langage EARL permet également de représenter des émotions complexes.
En eet, simultanément, il permet d'annoter deux ou plusieurs émotions qui se
produisent ensemble. Il permet également d'annoter la variation des émotions dans
le temps et la représentation multimodale des émotions.
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L'exemple ci dessous montre l'annotation de deux émotions détectées par deux
modalités diérentes.
<complex-emotion xlink :href="clip23.avi">
<emotion category="peur" modality="face"/>
<emotion category="tristesse" modality="voice"/>
</complex-emotion>
EARL permet aussi d'annoter la durée de l'émotion en précisant l'heure de début
et de n pour les enregistrements vocaux ou vidéos.
Exemple :
<emotion start="0.4" end="1.3" category="pleasure" />
1.5.4 Langage EMMA (Extensible MultiModal Annotation mar-
kup language)
EMMA (Extensible MultiModal Annotation Markup Language) est un langage
de balises pour l'annotation multimodale. Il fait partie des normes du W3C pour
les interactions multimodales [W3C 2009]. Il est utilisé par les systèmes pour faire
la représentation sémantique des variétés des informations récupérées en entrée (la
parole, les gestes, link...) et pour les intégrer au sein d'une application multimodale.
Voici un exemple d'annotation avec EMMA, les données sont récupérées en
entrée par la voix, le code en rouge représente l'interprétation de l'interaction :
<emma :emma version="1.0" xmlns="http ://www.w3.org/2003/04/emma">
<emma :interpretation id="interp1"
emma :start="1087995961542"
emma :end="1087995963542"
emma :tokens="ights from Nice to Paris"
emma :condence="0.6"
emma :medium="acoustic"
emma :mode="speech"
emma :function="dialog"
emma :source="http ://example.com/microphone/NC-61"
emma :signal="http ://example.com/signals/sg23.wav"
emma :media-type= "audio/dsr-202212 ; rate :8000 ; maxptime :40">
<origin>Nice</origin>
<destination>Paris</destination>
</emma :interpretation>
</emma :emma>
Le langage EMMA est utilisé comme une future norme d'échange de données
entre les composants du système multimodale. Dans une architecture multimodale,
chacune des entrées est reconnue et interprétée par des modalités spéciques (re-
connaissance vocale, gestuelle, de l'écriture, clavier, souris,...). Toutes ces informa-
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Figure 1.13  Framework multimodal proposé par le W3C intégrant le langage
EMMA [Rouillard 2008]
tions récupérées, qui sont propres à chacune des modalités, sont ensuite représentées
dans un langage commun qui est EMMA. Selon le W3C, EMMA pourrait devenir
un langage commun d'interopérabilité entre les diérents composants d'un système
multimodal. Ceci permettrait aux développeurs de créer des plates-formes multimo-
dales plus ables et moins chères pour l'intégration de chaque type de composants,
mais à l'heure actuelle aucune implémentation de ses spécications n'est disponible
[Rouillard 2008].
EMMA a été développé pour permettre l'annotation des informations récupérées
par les entrées de dispositifs hétérogènes. C'est un rassemblement d'informations
multimédia, multimodales, multi plateformes ainsi que de systèmes d'information
hétérogènes. En fait, c'est une approche pour fournir une plateforme commune pour
des protocoles et des représentations diérentes de l'information.
La Figure 1.13 présente l'architecture du framework multimodal proposé par
le W3C qui intègre l'utilisation du langage EMMA. Les étapes principales sont :
 la reconnaissance d'une interaction,
 puis son interprétation,
 et enn son intégration.
An d'illustrer l'utilisation de ce langage, imaginons qu'un utilisateur pointe
son stylet ou son stylo électronique sur une carte achée sur un écran et prononce
la phrase  zoom avant, ici . Le code suivant représente l'interaction vocale :
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<emma :interpretation id="voice1"
emma :medium="acoustic"
emma :mode="voice">
<command>
<action>zoom</action>
<location emma :hook="ink">
</location>
</command>
</emma :interpretation>
Le code ci dessous représente l'interaction gestuelle :ink :
<emma :interpretation id="pen1"
emma :medium="tactile"
emma :mode="ink">
<location>
<points>42, 158 </points>
</location>
</emma :interpretation>
EMMA permet la fusion des données multimodales et les interactions vocales et
gestuelles seront estampillées puis, la notation EMMA suivante sera générée
[Rouillard 2008] :
<emma :interpretation emma :medium="acoustic tactile"
emma :mode="voice ink"
<command>
<action>zoom avant</action>
<location>
<point> 42, 158 </point>
</location>
</command>
</emma :interpretation>
Cette commande EMMA sera ensuite transférée au manager d'interaction chargé
de déterminer la ou les actions à eectuer. Dans notre exemple, il pourrait
s'agir de l'envoi d'une commande appropriée au navigateur web puis la génération
d'une synthèse vocale annonçant la bonne exécution de la commande de l'utilisateur.
1.5.5 Synthèse
L'étude bibliographique des travaux concernant la modélisation et l'annotation
des états émotionnels, nous a permis de montrer que le problème d'échange d'émo-
tions entre applications n'est pas susamment traité et qu'il n'existe pas de modèle
formel de représentation des émotions. En eet, les langages {EMMA, EARL, Emo-
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tionML} proposés dans la littérature présentent des limites pour la représentation,
l'analyse et l'annotation des émotions.
le langage EMMA est utilisé comme une norme d'échange de données entre les
composants du système multimodale. Mais il ne standardise pas la représentation
des données entrantes d'interprétations des utilisateurs. En eet, il permet seulement
l'annotation de diérentes données entrantes des utilisateurs, mais ne permet pas
de dénir les notions annotées. C'est un langage générique pour l'annotation des
données. Ce langage est aussi monodispositif et plus orienté vers les entrées que
vers les sorties [Rouillard 2008]. D'après les travaux de José Rouillard, rien n'est
prévu dans l'architecture proposée par le W3C pour supporter l'interaction dans
des systèmes à la fois multimodaux, multidispositifs et multicanaux.
EARL et EmotionML quant à eux, permettent la représentation et l'échange
des états émotionnels, mais ils ne sont pas encore standardisés et n'expriment pas
les nuances sémantiques et pragmatiques des émotions. En fait, ces deux langages
d'annotation des émotions ne permettent pas d'identier les qualités sémantiques des
données émotionnelles et par conséquent, il ne permettent pas l'échange du concept
émotionnel entre applications. Ils utilisent le dictionnaire de langues naturelles pour
la dénition des émotions. Par exemple, le mot joie avec EARL ou EmotionML va
être interprété comme une chaîne de caractères {j, o, y } et pas comme un concept
qui peut être traduit en plusieurs langages, joie en français, farah en arabe, gioia
en italien, etc. Les langages EmotionML et EARL ne permettent pas de gérer les
émotions. En eet, ils ne proposent pas des règles pour traiter et analyser les états
émotionnels.
1.6 Conclusion
Dans ce chapitre, nous avons présenté dans un premier temps un état de l'art sur
l'émotion humaine avec ses dénitions, ses théories et ses modèles computationnels
existants. Nous avons pu constater qu'il n'existe pas de consensus ni pour la déni-
tion de l'émotion, ni pour la modélisation de celle-ci. Puis, dans un second temps,
nous avons cité quelques travaux intégrant l'émotion dans des applications infor-
matiques pour l'interaction, le contrôle et l'apprentissage des émotions. Nous avons
présenté un état de l'art des travaux en reconnaissance automatique des émotions. en
se focalisant sur la reconnaissance des émotions à partir des signaux physiologiques.
Enn, nous avons étudié les travaux bibliographiques concernant la modélisation et
l'annotation des états émotionnels.
Dans le chapitre suivant, nous présentons une nouvelle vision de la modélisation
des états émotionnels qui se base sur la représentation algébrique des émotions dans
un espace vectoriel.

Chapitre 2
Un modèle de représentation et
d'échange des émotions
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2.1 Introduction
Certes les travaux actuels proposent des mécanismes permettant de capturer les
états émotionnels, mais ils présentent des limitations soit sur le nombre d'émotions
traitées puisqu'ils se limitent aux émotions de base comme la colère, la peur, la tris-
tesse, la joie, etc , soit au niveau des outils de captures utilisés. L'échange émotionnel
entre applications soulève des problèmes dus à l'hétérogénéité de ces applications,
la complexité des états émotionnels, la diversication des outils de capture des émo-
tions et la dépendance du traitement par rapport à ces capteurs physiques. Les
systèmes interactifs actuels permettent la communication de plusieurs façons (chat,
mail, etc.), mais ne prennent que très peu en compte la communication émotion-
nelle. On peut en eet se servir d'émoticones (smileys) animés censés traduire les
émotions des utilisateurs mais cela reste encore très basique et ne permet pas de
traduire tout le panel d'émotions que peut ressentir un humain. Dans ce contexte,
notre objectif est de pouvoir modéliser les émotions les plus complexes y compris
les émotions mélangées, masquées, simulées, etc.
Notre travail s'inscrit dans le cadre du projet Emotica. Il s'agit de dénir un
modèle pour la représentation et l'échange des émotions entres des applications
multimodales hétérogènes. Dans notre cas on s'intéresse aux jeux sérieux (ou  Se-
rious Games  en anglais). Notre but est de pouvoir transférer les informations
émotionnelles entre les diérents joueurs utilisant des plateformes et des modalités
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Figure 2.1  schéma global du modèle à 3 couches pour échanger les émotions
diérentes dans le cadre d'un jeu multi-joueurs. Dans ce genre de jeux, il est intéres-
sant de connaître l'émotion de chaque joueur (frustration, ennui, confusion, plaisir,
intérêt) an d'améliorer l'intéractivité entre eux. Cela permet aux joueurs de se sen-
tir ecace et de maintenir leur intérêt pour le jeu. Il s'agit de capturer les traits
physiologiques du joueur pour déterminer son état émotionnel et de les transférer par
la suite à son ou à ses partenaires de jeu utilisant la même ou d'autres plateformes/
modalités. Dans ce type de scénario, chacune des entrées est reconnue et interprétée
par des modalités spéciques à chaque application (reconnaissance vocale, gestuelle,
expression faciale). Toutes ces informations récupérées qui sont propres à chacune
des modalités/plateformes vont être ensuite représentées par un modèle générique
commun qui doit être interprétable par les diérentes machines an d'eectuer des
traitements appropriés pour l'échange émotionnels entre applications.
Dans ce chapitre, nous présentons un modèle générique pour la représentation
et l'échange des émotions entre applications multimodales. Il s'agit d'un modèle de
représentation hiérarchique composé de trois couches, comme le montre la gure cf.
2.1 : la couche psychologique, la couche formelle de représentation et de traitement
des émotions et la couche langage.
2.2 La couche psychologique
La couche psychologique est la première couche de notre modèle. Elle présente
le modèle psychologique que nous avons adopté pour décrire les émotions. En psy-
chologie, il est généralement admis que les émotions sont l'une des facettes centrales
de la psyché humaine [Gross 2011]. La plupart des théories des émotions admettent
l'existence de plusieurs composantes émotionnelles. Par exemple, les processus cog-
nitifs, les réactions physiologiques périphériques, les changements motivationnels,
l'expression motrice, et le sentiment subjectif associé [Scherer 2001a]. Nous avons
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vu dans le chapitre précédent, les diérentes théories proposées dans la littérature
pour la dénition de l'émotion. Nous avons remarqué que ces théories dièrent sur
leurs hypothèses , et sur comment diérencier les diérents états émotionnels à partir
de leurs schémas expressifs [Scherer 2001b]. Donc, Il n'existe pas de consensus sur la
dénition des émotions, sur leur nature exacte, ou sur les processus responsables de
nos réactions émotionnelles. Pour cela et après une étude sur les diérents théories
et modèles proposées en psychologie, nous avons choisi le modèle émotionnel qui
nous semble le plus pertinent dans la littérature.
Donc, dans notre travail, et pour la couche psychologique nous avons adopté
la théorie de Plutchik [Plutchik 1980], qui est déni par le circumplex qui est un
modèle multidimensionnel basé sur huit émotions primaires de base dont vont déri-
ver des émotions secondaires. Ce choix s'explique par les diérents avantages et les
spécicités de ce modèle. En eet, le modèle de Plutchik vérie plusieurs conditions
importantes pour l'élaboration de notre modèle nal. D'abord, comme nous l'avons
vu auparavant, le modèle de Plutchik est basé sur huit émotions primaires englobant
les six émotions de base autour des quelles la plupart des chercheurs se sont mis d'ac-
cord et qui sont connues sous le nom "Big Six" [Ekman 1994] (la tristesse, la colère,
la joie, le dégoût, la peur et la surprise). Ensuite, le modèle de Plutchik prend en
considération l'intensité des émotions (le niveau d'excitation), ce qui le rend continu
et extensible. La dimension verticale du modèle du circumplex de Plutchik (cf. Fi-
gure1.4) représente l'intensité ou le niveau d'éveil, les émotions s'ordonnent du
sommet à la base suivant un état d'excitation maximale jusqu'à un état de profond
sommeil [Plutchik 1980] . La Figure.1.4 montre que la coupe horizontale présente
les émotions intenses : la rage, la vigilance, l'extase, l'adoration, la terreur, l'éton-
nement, le chagrin et l'aversion [de Bonis 1996]. Sur l'axe vertical, chaque émotion
primaire se subdivise en trois émotions d'intensité croissante. Ainsi, par exemple,
on passe de la terreur (intensité forte) à la peur (intensité moyenne) puis à l'ap-
préhension (intensité faible), ou au chagrin (intensité forte) à la tristesse (intensité
moyenne) et au souci (intensité faible). De plus, le modèle de Plutchik a abordé le
problème d'analogie avec les couleurs en proposant un dictionnaire d'émotion simi-
laire au dictionnaire de couleur." A une science de la colorimétrie, on pourrait faire
correspondre une science de l'émotionométrie". Comme il existe des couleurs pri-
maires et des nuances de ces couleurs qui varient en intensité et en saturation et qui
constituent le spectre des couleurs, il y aurait des émotions primaires, des nuances
qui varient en intensité, des combinaisons possibles entre certaines émotions de base.
Enn, le modèle de Plutchik est un modèle intuitif et riche puisqu'il donne, grâce
à son circumplex, une représentation claire des émotions complexes, résultant de la
combinaison de certaines émotions basiques. Ces combinaisons ne sont pas le fruit
d'un choix arbitraire, elles sont dégagées d'une analyse empirique [de Bonis 1996]
et le combinatoire des émotions répond à des règles assez précises, des procédures
de validation expérimentale fondées sur la méthode des dyades et des triades per-
mettant de conrmer l'existence de ces règles de combinaison. Plutchik distingue
trois cas : les dyades primaires (= mélange de deux émotions adjacentes comme par
exemple la peur et la surprise qui, combinées, produisent l'eroi ou encore la joie
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Figure 2.2  Système colorimétrique RVB
et l'acceptation qui, combinées, donnent l'amour), les dyades secondaires comme
étant la combinaison d'émotions proches à une émotion près, et les dyades tertiaires
comme étant la combinaison d'émotions voisines à deux émotions près comme par
exemple l'anxiété qui est la résultante de la peur et de l'anticipation).
2.3 La couche formelle de représentation et de traite-
ment des émotions
La couche formelle de représentation et de traitement des émotions est la
deuxième couche de notre modèle. Elle représente le modèle multidimensionnel cor-
respondant à l'approche psychologique déni dans la première couche de notre mo-
dèle. Il s'agit d'une nouvelle vision de la modélisation des états émotionnels diérente
des approches traditionnelles qui utilisent une représentation ontologique. Notre ap-
proche propose une représentation algébrique des émotions. Il s'agit d'un modèle
multidimensionnel qui se base sur la représentation algébrique des émotions dans
un espace vectoriel. Dans cette couche, nous représentons chaque émotion par un
vecteur dans un espace à huit dimensions dont chacun représente une émotion de
base déni par Plutchik. Cette représentation nous permet, à la fois, de représenter
une innité d'émotions, et d'autre part de proposer des outils mathématiques très
performants pour l'analyse et le traitement de ces émotions. Le modèle de représen-
tation des émotions que nous proposons est similaire au modèle de représentation des
couleurs qui se base sur trois couleurs de bases (Rouge, Vert, Bleu) pour exprimer
toutes les couleurs du spectre visible (cf. Figure 2.2).
Notre modèle, par analogie, va se baser sur un ensemble d'émotions basiques qui
vont être utilisées pour exprimer toutes les émotions possibles. Après avoir étudié
le modèle de Plutchik, nous proposons de reprendre les mêmes émotions basiques
pour dénir la dimension de notre base. Par conséquent, la dimension de notre base
d'émotion est égale à huit et elle est dénie formellement par (B)= (Joie, Tristesse,
Acceptation, Dégoût, Peur, Colère, Surprise, Anticipation). Ainsi toute émotion
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peut être réalisée à partir d'une combinaison des autres émotions fondamentales
qui dénissent notre Base (B).
Ainsi toute émotion (e) s'écrit sous forme unique comme combinaison linéaire
des ui = (Joie, Tristesse, Acceptation, Dégoût, Peur, Colère, Surprise, Anticipation).
C'est-à-dire que toute émotion (e) représentée par le vecteur E s'écrit sous la forme
suivante :
(e) =
8X
i=1
hE; uiiui (2.1)
Donc (e) = 1Joy + 2sadness+ 3trust+ ::+ 7Surprise+ 8anticipation
Où i sont des scalaires et ui(i = 1::8) sont des vecteurs de la base (B). Les com-
posantes de E peuvent aussi être représentées en colonne sous forme d'une matrice.
La matrice est appelée matrice colonne des composantes (ou des coordonnées) ou
vecteur colonne des composantes de E. Pour i i 2 [1::8], le scalaire i est ap-
pelé la ième composante ou ième coordonnée du vecteur E dans la base B= (Joie,
Tristesse,Acceptation, Dégoût, Peur, Colère, Surprise, Anticipation).
E =
0BBBBB@
1
2
:
:
8
1CCCCCA
B
Les coordonnées (ou les composantes) i sont comprises dans l'intervalle [0,1] et
dénotent la valeur de l'émotion i de la base (B) dans l'émotion composée (e). Plus
la valeur de i se rapproche de 1, plus l'émotion est ressentie. Plus elle est proche
de 0, moins l'émotion est ressentie. Le calcul et la détermination des valeurs de i
seront abordés dans le chapitre suivant.
En algèbre linéaire, une base d'un espace vectoriel est une famille de vecteurs
de cet espace telle que chaque vecteur de l'espace puisse être exprimé de manière
unique comme combinaison linéaire de vecteurs de cette base. Dans le paragraphe
suivant, nous allons montrer que (B) est une base d'un espace vectoriel. Pour cela,
nous devons montrer que (B)= (Joie, Tristesse,Acceptation, Dégoût, Peur, Colère,
Surprise, Anticipation) est une famille de vecteurs à la fois libre et génératrice d'un
espace vectoriel. Nous commençons tout d'abord par démontrer que (B) est une
famille génératrice.
D'après la théorie de Plutchik, toutes les émotions aussi complexes qu'elles soient
sont des combinaisons d'émotions basiques. Donc on peut obtenir toutes les émotions
possibles à partir de ces huit émotions de bases. Donc notre base (B), constituée
par les huit émotions de bases dénies par Plutchik, est génératrice. Pour montrer
que notre base (B) est libre, on va raisonner par l'absurde.
Hypothèse : Supposons que notre base n'est pas libre. Donc on aura forcément
deux décompositions diérentes d'une même émotion (e). Alors :
(e) = 1Joy + 2sadness+ 3trust+ ::+ 7Surprise+ 8anticipation (2.2)
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et
(e) = 1Joy + 2sadness+ 3trust+ ::+ 7Surprise+ 8anticipation (2.3)
Avec 0BBBBB@
1
2
:
:
8
1CCCCCA
B
6=
0BBBBB@
1
2
:
:
8
1CCCCCA
B
(2.2)-(2.3) donne
0 = (1   1)Joy + (2   2)sadness+ (3   3)trust
+::+ (7   7)Surprise+ (8   8)anticipation
(2.4)
Donc
1 = 1;2 = 2;3 = 3; :::;7 = 7et8 = 8 (2.5)
Alors notre hypothèse de début est fausse. Donc notre base est libre.
2.3.1 Les émotions de base
Les émotions de base sont les émotions primaires de base dont vont dériver des
émotions secondaires. Une émotion de base est décrite par un vecteur qui contient
un seul coecient non nul. Ainsi un vecteur représente une émotion basique si et
seulement s'il vérie la propriété suivante :
8i 2 [1::8];9i avec i8P
i=1
j
= 1 (2.6)
Un vecteur représentatif d'une émotion de base doit contenir un seul coecient
non nul. Ci dessous la représentation vectorielle de quelques émotions de base :
Ejoie =
0BBBBBBBBBBB@
1
0
0
0
0
0
0
0
1CCCCCCCCCCCA
B
Etristesse =
0BBBBBBBBBBB@
0
2
0
0
0
0
0
0
1CCCCCCCCCCCA
B
Ecolre =
0BBBBBBBBBBB@
0
0
0
0
0
6
0
0
1CCCCCCCCCCCA
B
Esurprise =
0BBBBBBBBBBB@
0
0
0
0
0
0
7
0
1CCCCCCCCCCCA
B
avec 1 6= 0; 2 6= 0; 6 6= 0 et 7 6= 0
Pour illustrer le vecteur représentatif d'une émotion de base, prenons l'exemple
Ejoie, qui est la représentation vectorielle de l'émotion (joie), une émotion de base.
Donc le vecteur Ejoie doit nécessairement vérier la propriété précédente 2.6, avec
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Figure 2.3  les combinaisons des émotions (Plutchik)
i représente la première composante du vecteur Ejoie  i =1 .
La structure de notre modèle s'appuie sur la prise en considération de la pro-
priété de l'intensité des émotions. En eet la composante i détermine l'intensité
de l'émotion basique appropriée, d'où selon la valeur de la variable i on peut faire
la diérenciation entre appréhension, peur et terreur, ou bien entre rage, colère et
contrariété. Donc on peut dire que la rage est l'émotion basique colère avec une forte
intensité (0:75 < i < 1). Ainsi les diérents valeurs de i permet de distinguer les
émotions d'un état d'excitation maximal à un état de profond sommeil.
Une fois que les émotions seront représentées par des vecteurs dans un espace
vectoriel approprié, on pourra les traiter grâce aux opérations usuelles sur les vec-
teurs. Les opérations de base qu'on va détailler dans notre travail sont l'addition
vectorielle, la multiplication par un scalaire, la projection et le calcul de distance
entre vecteurs.
2.3.2 Opération sur les émotions
2.3.2.1 Addition
Nous avons vu dans ce qui précède que les émotions complexes résultent de la
combinaison de plusieurs émotions simples. Selon le schéma, proposé par Plutchik
(cf. Figure 2.3), l'amour, par exemple, serait un mélange de joie et d'acceptation,
la culpabilité, un mélange de joie et de peur et aussi la soumission est un mélange
de peur et d'acceptation [Plutchik 1980].
Dans cette partie, nous dénissons la combinaison entre les émotions comme
étant l'addition des vecteurs représentant de ces émotions. Cette addition est
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déni par la valeur maximale des composants (terme à terme) de chaque vecteur
(les deux vecteurs ont la même dimension puisqu'ils sont exprimés dans la même
base). Nous avons choisi le maximum au lieu de la somme classique parce que,
d'une part l'intensité i ne doit pas dépasser la valeur 1, et d'autre part en raison
de la spécicité de chaque modalité. Par exemple, lorsque nous eectuons une
reconnaissance bimodale. Chaque modalité va nous donner un vecteur émotionnel
à huit composantes pour la même émotion. Donc, pour le même axe (la même
composante), nous gardons la valeur la plus grande car chaque modalité peut mieux
détecter une émotion donnée qu'une autre. Par exemple la joie est mieux reconnue
en expression faciale qu'en vocale [Sander 2010]. Mais la colère est reconnue aussi
bien en vocal qu'en facial.
Soient E1u et E2u deux vecteurs qui représentent deux émotions exprimées respec-
tivement dans la base (B) par (1; 2; 3; ::; 8) et (
0
1; 
0
2; 
0
3::; 
0
8).
L'addition de ces deux vecteurs est déni par le vecteur E
0
.
E
0
= E1u
M
E2u = max(i; 
0
i)for0  i  8 (2.7)
D'où la représentation vectorielle de l'émotion Amour, qui a été déni par Plutchik,
comme l'association des deux émotions basiques : joie et admiration est déni par
le vecteur Eamour trouvé en faisant l'addition de Ejoie et Eadmiration en appliquant
la formule 2.7 :
Eamour = Ejoie
L
Eadmiration
donc Eamour =
0BBBBBBBBBBB@
1
0
0
0
0
0
0
0
1CCCCCCCCCCCA
B
L
0BBBBBBBBBBB@
0
0
3
0
0
0
0
0
1CCCCCCCCCCCA
B
=
0BBBBBBBBBBB@
1
0
3
0
0
0
0
0
1CCCCCCCCCCCA
B
avec 1 6= 0 et 3 6= 0
De la même façon on obtiendra la représentation vectorielle des autres émotions
secondaires dénies par Plutchik. La Figure 2.3 montre toutes les combinaisons
possibles des émotions dénies par ce psychologue américain.
Cependant, Plutchik dans son modèle, considère les associations entre les émo-
tions opposées comme par exemple l'association entre joie et tristesse, conance et
dégoût, etc comme étant des combinaisons conictuelles interdites (Figure 2.3).
Ce qui va l'amener à ne pas les considérer dans sa théorie. Cependant, dans notre
modèle on va les prendre en considération. On va donc étendre le modèle de Plut-
chik en y ajoutant les combinaisons qu'il appelle de conit car l'association de deux
émotions opposées n'est pas seulement possible mais en plus elle a du sens.
Prenons comme exemple une personne qui est triste mais qui quand même sourit
ou bien quelqu'un qui simule un sentiment alors qu'il ressent le sentiment opposé.
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Dans ces cas de gures, on peut avoir en même temps une association de deux senti-
ments opposés qui donne naissance à un sentiment composé complexe et non pas un
conit. En eet, les expressions faciales et verbales sont des indicateurs peu dignes
de conance [Dave 1997]. Les expressions faciales étant le principal canal de com-
munication émotionnelle, nous apprenons rapidement à les contrôler. L'expression
verbale (ce que nous disons) est tout à fait contrôlable [Clay 2009]. Par contre, les
signaux physiologiques sont très diciles voire impossibles à contrefaire, bien que
nous puissions être conscients de tels signaux. Par exemple, un individu rougissant
de honte aura conscience de son rougissement mais ne pourra l'arrêter volontaire-
ment. De même, le rythme cardiaque est quasiment impossible à contrôler. Certaines
intonations de la voix peuvent se situer dans cette catégorie, la réaction émotionnelle
mettant en jeu les muscles utilisés pour parler ainsi que les cordes vocales. Ainsi, il
peut être très dicile de cacher les eets d'une profonde tristesse dans notre voix.
Donc notre modèle est générique et permet de représenter tous les types d'émo-
tions : émotions primaires, émotions composées, émotions simulées, émotions ca-
chées. En appliquant la formule précédente 2.7, nous obtenons une émotion secon-
daire, qui sera représentée par un vecteur contenant deux composantes i non nulles.
D'autre part, les émotions composées ne sont pas limitées a l'association de seule-
ment deux émotions de base. En eet, le phénomène émotionnel est tellement riche
qu'on peut avoir des états émotionnels combinant plusieurs émotions de base. Ainsi
on peut avoir des vecteurs où tous les i sont non nulles, ce qu'on appelle les émo-
tions plus complexes [Ortony 1990]. Donc, en utilisant notre modèle, ces émotions
complexes seront aussi faciles à manipuler que les émotions basiques.
La Figure 2.4 montre un exemple d'addition de deux émotions dans une appli-
cation de détection des émotions. Dans ce cas, la détection de l'émotion est eectuée
à l'aide de plusieurs modalités. Chaque modalité va donner son propre vecteur repré-
sentant l'émotion détectée. Par exemple on va avoir un premier vecteur E1 comme
émotion captée par les expressions faciales et un autre vecteur E2 représentant
l'émotion trouvée en utilisant la modalité : signaux physiologiques. D'où l'émotion
globale sera l'addition des deux vecteurs trouvés à partir des deux diérentes moda-
lités. Cet exemple montre la facilité avec laquelle on trouve l'émotion globale avec
notre modèle et qui consiste simplement à faire une opération mathématique sans
aucune intervention humaine. Ce qui n'est pas le cas avec d'autres modèles continus
comme le modèle dimensionnel valance/arousal où l'addition des valeurs de deux
points diérents représentant deux émotions diérentes donne un autre point qui
n'a pas de sens émotionnel dans ce modèle.
2.3.2.2 La multiplication par un scalaire
La multiplication par un scalaire consiste a multiplier chacune des composantes
du vecteur représentant l'émotion par un scalaire. Cette multiplication va produire
un nouveau vecteur émotionnel mais avec des nouvelles valeurs i qui seront tou-
jours comprises entre 0 et 1. Cette opération de multiplication des composantes
de notre vecteur correspond à l'amplication ou l'aaiblissement de l'émotion. Ce
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Figure 2.4  Exemple d'addition de deux émotions dans une application bimodale
de détection des émotions
qui correspond physiquement à l'augmentation ou l'aaiblissement de l'intensité de
l'émotion. La multiplication par un scalaire  d'un vecteur E =
0BBBBB@
1
2
:
:
8
1CCCCCA
B
donne
un vecteur
.
0BBBBB@
1
2
:
:
8
1CCCCCA
B
=
0BBBBB@
:1
:2
:
:
:8
1CCCCCA
B
Ainsi nous obtiendrons un nouveau vecteur qui représente l'émotion ampliée
ou bien aaiblie, et ceci dépend du contexte. En eet l'intensité de l'émotion déclen-
chée dépend de l'intensité du stimulus et de l'événement approprié. Cette opération
(multiplication par un scalaire) peut être utilisée par exemple dans une applica-
tion d'agent émotionnel où l'intensité de l'émotion décroît, voire croît au cours du
temps, selon la désirabilité de l'événement et sa probabilité. Aussi elle peut être
utilisée comme une fonction d'aaiblissement des émotions, c'est à dire la manière
dont le personnage va rejoindre son état stable après un stimulus émotionnel.
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2.3.2.3 Décomposition des émotions
Il s'agit de décomposer une émotion complexe en émotions de base, en eet
les émotions complexes sont des émotions mixtes, qui sont composées de plusieurs
expériences émotives de base. Elles contiennent habituellement une ou plusieurs
émotions. Donc pour s'informer correctement sur l'émotion, il faut donc la décom-
poser en émotions élémentaires, an de pouvoir ressentir la ou les émotions et traiter
adéquatement les autres expériences qui la composent. Pour cela nous allons utiliser
la projection pour la décomposition des émotions.
2.3.2.4 Projection
Soit E le vecteur représentant d'une émotion (e) dans la base (B)
E =
0BBBBB@
1
2
:
:
8
1CCCCCA
B
On dénit la projection du vecteur E selon la composante i par
i(E) = i; i 2 [1::8] (2.8)
Exemple :
4
0BBBBBBBBBBB@
0:2
0:1
0
0:8
0:3
0:4
0
0:1
1CCCCCCCCCCCA
B
= 0:8
Donc, la projection nous permet d'isoler une composante donnée du vecteur E,
et nous donner par la suite l'intensité de la composante choisie. Ainsi cette opération
nous permettra de faciliter l'interprétation des vecteurs représentant des émotions.
2.3.2.5 Calcul de distance entre émotions
Le modèle que nous proposons est un modèle continu, c'est à dire que nous pou-
vons représenter une innité d'émotions dans notre base. Pour faciliter l'interpréta-
tion de ces vecteurs, nous proposons une méthode utilisant un outil mathématique
qui est la distance euclidienne, qui permettra de déterminer l'émotion correspon-
dante dans le domaine discret (ensemble ni d'émotions connues).
La première étape de notre méthode consiste en la création d'un dictionnaire
d'émotions. Ce dictionnaire est formé par des vecteurs représentant l'ensemble des
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Figure 2.5  Emotions basiques, similarité, intensité [Plutchik 1980]
émotions proposées par Plutchik.
La Figure 2.5 montre l'ensemble des émotions qui dénissent une première par-
tie du dictionnaire des émotions déni par Plutchik. L'autre partie est composée
des émotions illustrées dans la Figure 2.3 et qui résultent de la combinaison des
diérentes émotions des bases.
Nous avons vu précédemment, que les émotions présentent de multiples nuances,
et que la composante i détermine l'intensité de l'émotion basique appropriée. Donc
selon la valeur de la variable i on peut faire la diérenciation entre extase (extasy),
joie (joy) et sérénité (serenity). Les valeurs de la variable i vont être calculées dans
le chapitre suivant. Mais pour bien illustrer notre modèle nous proposons d'aecter
des valeurs aux émotions .
L'ensemble des nuances des émotions basiques dénies par Plutchik sont :
 Extase (extasy) - joie (joy) - sérénité (serenity) .
 Adoration (admiration) - sympathie (trust) - résignation (acceptance).
 Terreur (terror) - peur (fear) - appréhension (apprehension).
 Etonnement (amazement) - surprise (surprise) - distraction (distraction).
 Chagrin (grief) - tristesse (sadness) - songerie (pensiveness).
 Aversion (loathing) - dégoût (disgust) - ennui (boredom).
 Rage (rage) - colère (anger) - contrariété (annoyance).
 Vigilance (vigilance) - excitation (anticipation) - intérêt (interest).
Donc nous proposons de diviser l'intervalle [0; 1] en trois parties égales et
prendre le centre de chaque intervalle pour représenter les nuances des émotions.
Ainsi les émotions extase, joie et sérénité seront représentées dans notre dictionnaire
respectivement par les vecteurs suivants :
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Eextase =
0BBBBBBBBBBB@
0:83
0
0
0
0
0
0
0
1CCCCCCCCCCCA
B
Ejoie =
0BBBBBBBBBBB@
0:5
0
0
0
0
0
0
0
1CCCCCCCCCCCA
B
Esrnit =
0BBBBBBBBBBB@
0:17
0
0
0
0
0
0
0
1CCCCCCCCCCCA
B
Au nal, notre base sera composée d'environ soixante dix émotions qui peut
être enrichi en y ajoutant d'autres vecteurs représentant d'autres émotions non
présentes dans notre base. Lors de l'interprétation d'un vecteur représentant une
émotion quelconque, nous allons calculer la distance entre son vecteur et tous les
autres vecteurs de notre dictionnaire. L'émotion la plus proche de notre vecteur
(émotion recherchée) sera l'émotion qui va minimiser cette distance. Ainsi, nous
cherchons à mesurer la ressemblance ou la similitude d'un vecteur quelconque à
tous les vecteurs de la base d'émotions, pour déterminer l'émotion qui correspond
le mieux à ce vecteur. En eet lors de la détection des émotions, nous allons obtenir
un vecteur qui représente l'émotion ressentie par le sujet. Pour déterminer la
signication émotionnelle de ce vecteur nous allons calculer la distance euclidienne
pour trouver l'émotion la plus proche à cette émotion.
La distance euclidienne (ou 2-distance) entre un vecteur E =
0BBBBB@
x1
x2
:
:
x8
1CCCCCA
B
et un autre
vecteur Y =
0BBBBB@
y1
y2
:
:
y8
1CCCCCA
B
est déni par :
d(E; Y ) =
vuut nX
i=1
(yi   xi)2 (2.9)
Donc l'interprétation émotionnelle de n'importe quel vecteur exprimé dans notre
base se fait d'une façon automatique sans aucune intervention d'expert et cela à
l'aide des outils mathématiques qui sont faciles à implémenter et qui donnent de
très bons résultats.
2.4 La couche Langage
C'est la dernière couche de notre modèle. Elle a pour rôle de coder les infor-
mations émotionnelles an d'eectuer l'échange des données émotionnelles entre les
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utilisateurs lors des diérentes interactions. Notre stratégie d'annotation se base sur
l'utilisation du modèle multidimensionnel déni dans le paragraphe précédent pour
représenter les émotions permettant ainsi la représentation d' une innité d'émo-
tions. Dans ce contexte, nous proposons d'utiliser le langage de balise XML (eXten-
sible Markup Language) pour décrire les émotions. Le langage XML est un langage
informatique de balisage générique qui permet de décrire, stocker et échanger des
données structurées sous la forme d'une arborescence . La technologie XML a été
choisie dans cette partie car elle possède déjà tous les outils permettant de traiter
les informations qu'elle véhicule, ainsi que pour assurer l'interopérabilité entre les
diérentes plateformes envisagées.
Nous proposons donc de dénir une balise <emotion-vector> pour représen-
ter les émotions dans notre modèle vectoriel multidimensionnel. Entre les éléments
<emotion-vector> et < nemotion-vector> nous décrivons la matrice colonne des
composantes des émotions des utilisateurs.
Par exemple, le code suivant sera généré dans le cas de la reconnaissance de deux
émotions en utilisant des modalités diérentes : le rythme cardiaque (modications
physiologiques) et les expressions faciales. Ainsi, chaque modalité va donner un
vecteur émotionnel avec des coecients diérents.
<emotion-vector>
<modality set= "multi-modality" count="2">
<vector mode="heart-rate">
<intensity axis="joy">0.0</intensity >
<intensity axis="sadness">0.4</intensity >
<intensity axis="trust">0.0</intensity >
<intensity axis="disgust">0.0</intensity >
<intensity axis="fear">0.8</intensity >
<intensity axis="anger">0.2</intensity >
<intensity axis="surprise">0.0</intensity >
<intensity axis="anticipation">0.0</intensity >
</vector>
<vector mode="face">
<intensity axis="joy">0.0</intensity >
<intensity axis="sadness">0.7</intensity >
<intensity axis="trust">0.0</intensity >
<intensity axis="disgust">0.0</intensity >
<intensity axis="fear">0.1</intensity >
<intensity axis="anger">0.0</intensity >
<intensity axis="surprise">0.0</intensity >
<intensity axis="anticipation">0.0</intensity >
</vector>
</emotion-vector>
Dans l'exemple ci dessus, chaque modalité a donné son propre vecteur représen-
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tant l'émotion détectée.
En appliquant l'addition des vecteurs émotionnels trouvés à partir des deux dié-
rentes modalités, nous obtenons le vecteur de l'émotion globale ressentie.
E =
0BBBBBBBBBBB@
0
0:7
0
0
0:8
0:2
0
0
1CCCCCCCCCCCA
B
L'étape suivante consiste à appliquer l'algorithme de distance pour déterminer
l'émotion la plus proche à ce vecteur dans la base de données.
Une autre représentation du résultat de la reconnaissance des émotions peut être
donnée par le code xml suivant en encapsulant directement le vecteur émotionnel
global résultant de la sommation des vecteurs générés par chaque modalité.
<emotion-vector>
<modality set= "multi-modality" >
<vector mode="multi-modality">
<intensity axis="joy">0.0</intensity >
<intensity axis="sadness">0.7</intensity >
<intensity axis="trust">0.0</intensity >
<intensity axis="disgust">0.0</intensity >
<intensity axis="fear">0.8</intensity >
<intensity axis="anger">0.2</intensity >
<intensity axis="surprise">0.0</intensity >
<intensity axis="anticipation">0.0</intensity >
</vector>
</emotion-vector>
L'interprétation et le résultat nal des deux exemples donnent exactement le
même résultat, c'est à dire le même vecteur de l'émotion globale. Nous allons op-
ter pour la première représentation xml parce qu'elle ore plusieurs avantages par
rapport à la deuxième représentation. En eet, elle permet de donner une descrip-
tion détaillée des diérentes modalités utilisées tels que le nombre et le type des
modalités utilisées pour la reconnaissance de l'émotion. Aussi, cette représentation
permet de nous donner plus d'information sur l'émotion en donnant une décompo-
sition détaillée des diérents vecteurs émotionnels qui la constituent. En eet, les
canaux expressifs peuvent être contradictoires ou complémentaires et les émotions
peuvent entraîner des expressions très subtiles ou contrôlées et cette représentation
nous permet de savoir si l'émotion a été simulée ou masquée lors de l'interaction.
La Figure 2.6 montre un exemple d'échange émotionnel entre applications.
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Figure 2.6  Un exemple d'échange émotionnel entre deux utilisateurs
En eet le premier utilisateur utilise une caméra pour la détection des émotions.
L'émotion détectée à l'aide des expressions faciales sera représentée par notre modèle
vectoriel, et transmis par la suite à l'autre utilisateur sous forme de données XML. La
machine du deuxième utilisateur analyse les données XML et détermine l'émotion
correspondante en utilisant l'algorithme de la distance euclidienne pour trouver
l'émotion correspondante. Le deuxième utilisateur va réagir en voyant l'émotion de
l'autre utilisateur achée à l'aide d'un avatar ou d'autre techniques de restitution
d'émotion, et l'émotion ressentie va être captée à l'aide de son micro (la tonalité de
sa voix) et va être envoyé de la même façon sous forme de données XML au premier
utilisateur.
Notre modèle permet d'améliorer l'interaction entre diérents utilisateurs utili-
sant diérents modalités. Grâce à la représentation vectorielle adoptée, l'interpré-
tation émotionnelle devient très simple et l'échange automatisé des émotions entre
diérents utilisateurs devient plus facile.
Utilisation de EmotionML Dans la couche langage, nous pouvons également
utiliser le langage EmotionML pour la description des émotions mais nous devons
tout d'abord ajouter un nouvel élément <plutchik-dimension> pour représenter
les émotions dans notre modèle vectoriel. EmotionML, comme nous l'avons vu
dans le chapitre précédent, est un langage d'annotation et de représentation des
émotions. Ce langage contient des éléments pour représenter les émotions dans
l'approche catégorielle, l'approche dimensionnelle, l'approche d'évaluation cognitive
(appraisal) et l'approche de tendance à l'action [Frijda 1986]. An de pouvoir
représenter les émotions dans notre modèle vectoriel nous devons modier le
vocabulaire de EmotionML et ajouter la balise suivante :
<vocabulary type="plutchik-dimension" id="intensity-dimension">
<item name="joie"/>
<item name="tristesse"/>
<item name="acceptation"/>
<item name="dégoût"/>
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<item name="peur"/>
<item name="colère"/>
<item name="surprise"/>
<item name="anticipation"/>
</vocabulary>
Dans l'exemple suivant, deux émotions ont été détectées lors d'une reconnaissance
multimodale utilisant les expressions faciales et les signaux physiologique. De
la même façon que XML, l'émotion globale peut être annotée de deux façons
diérentes. La première consiste à représenter les deux émotions séparément avec
des coecients diérents comme le montre l'exemple suivant :
<emotionml xmlns="http ://www.w3.org/2009/10/emotionml"
plutchik-dimension-set="http ://www.w3.org/TR/emotion-voc/xml#intensity-
dimension">
<emotion expressed-through="face">
<plutchik-dimension name="joie" value="0.8" />
<plutchik-dimension name="tristesse" value="0" />
<plutchik-dimension name="acceptation" value="0" />
<plutchik-dimension name="dégoût" value="0" />
<plutchik-dimension name="peur" value="0" />
<plutchik-dimension name="colère" value="0" />
<plutchik-dimension name="surprise" value="0" />
<plutchik-dimension name="anticipation" value="0" />
</emotion>
<emotion expressed-through="physiology">
<plutchik-dimension name="joie" value="0" />
<plutchik-dimension name="tristesse" value="0.2" />
<plutchik-dimension name="acceptation" value="0" />
<plutchik-dimension name="dégoût" value="0" />
<plutchik-dimension name="peur" value="0" />
<plutchik-dimension name="colère" value="0.7" />
<plutchik-dimension name="surprise" value="0" />
<plutchik-dimension name="anticipation" value="0" />
</emotion>
</emotionml>
La deuxième représentation consiste à annoter l'émotion globale par le vecteur
résultant de la sommation des deux vecteurs représentant les deux émotions
détectées lors de la reconnaissance multimodale :
<emotionml xmlns ="http ://www.w3.org/2009/10/emotionml"
plutchik-dimension-set ="http ://www.w3.org/TR/emotion-voc/xml#intensity-
dimension">
<emotion expressed-through="face physiology">
<plutchik-dimension name="joie" value="0.8" />
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<plutchik-dimension name="tristesse" value="0.2" />
<plutchik-dimension name="acceptation" value="0" />
<plutchik-dimension name="dégoût" value="0" />
<plutchik-dimension name="peur" value="0" />
<plutchik-dimension name="colère" value="0.7" />
<plutchik-dimension name="surprise" value="0" />
<plutchik-dimension name="anticipation" value="0" />
</emotion>
</emotionml>
2.5 Discussion
Notre modèle formel multidimensionnel correspond à l'approche de Plutchik qui
dénit la couche psychologique. Le modèle de Plutchik est basé sur huit émotions
de base faites de 4 paires opposées : joie-tristesse, acceptation-dégoût, peur-colère,
surprise et anticipation. Dans notre travail, nous avons choisi de représenter les émo-
tions dans un espace à huit dimensions. Une autre alternative est de dénir une base
à quatre dimensions où la valeur de chaque axe varie entre -1 et 1. Cette représenta-
tion est plus proche du modèle de Plutchik, car ce dernier regroupe les huit émotions
de base en 4 paires opposées. La base serait alors ~B= (Joie-Tristesse,Acceptation-
Dégoût, Peur-Colère, Surprise-Anticipation), et chaque émotion serait représenté
par le vecteur
~E =
0BB@
1
2
3
4
1CCA
~B
; i 2 [ 1; 1]
Cette représentation est certes plus proche de l'approche de Plutchik, mais elle est
limitée et ne permet pas la description de toutes les émotions telles que les émotions
masqués. Plutchik ne prend pas en compte ce type d'émotions et il considère la com-
binaison entre opposites comme combinaison conictuelle interdite. Cependant, les
émotions auxquelles on fait face tous les jours sont souvent mélangées ou masquées.
C'est pour cette raison que notre modèle est composé de huit axes. Notre modèle
est plus général que le modèle à quatre axes. En eet chaque vecteur décrit dans la
base ~B a un équivalent dans la base B et l'inverse n'est pas vrai. Par exemple le
vecteur équivalent au vecteur V 1 exprimé dans la base ~B
~V 1 =
0BB@
0:5
 0:7
0:2
 0:4
1CCA
~B
est donné par le vecteur W1 suivant qui est exprimé dans la base B
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~W1 =
0BBBBBBBBBBB@
0:5
0
0
0:7
0:2
0
0
0:4
1CCCCCCCCCCCA
~B
Cependant, le vecteur W2 exprimé dans la base B n'a pas d'équivalent dans la base
~B
~W2 =
0BBBBBBBBBBB@
0:5
0:7
0
0
0
0
0
0
1CCCCCCCCCCCA
~B
Or ce vecteur représente une émotion masquée, qui peut être ou bien de la joie
masquée par des expressions faciales reétant la tristesse ou bien l'inverse.
2.6 Conclusion
Dans ce chapitre, nous avons proposé un modèle émotionnel générique qui per-
met de faciliter la communication et l'échange émotionnel entre utilisateurs et qui
assure la communication entre applications hétérogènes multimodales. Notre modèle
est basé sur des travaux en psychologie et il est composé de trois couches distinctes :
la couche psychologique, la couche formelle de calcul et enn la couche langage. La
première couche (la couche psychologique) représente le modèle psychologique que
nous avons adopté pour décrire les émotions . Il s'agit de la théorie de Plutchik, dé-
nie par le circumplex qui est un modèle multidimensionnel basé sur des émotions
primaires de base dont vont dériver des émotions secondaires. La seconde couche est
un modèle formel multidimensionnel qui correspond à l'approche psychologique de
la première couche : chaque émotion est représentée par un vecteur dans un espace
8-dimensions où chaque axe représente une émotion de base tels que déni par Plut-
chik. Cette approche multidimensionnelle se base sur la représentation algébrique
des émotions dans un espace vectoriel. L'idée de base consiste à représenter une
émotion par un vecteur dans un espace approprié, puis à lui appliquer toute une
gamme de traitements algébriques. Cela nous a permis de représenter une innité
d'émotions et de proposer des outils mathématiques très performants pour l'analyse
et le traitement de ces émotions comme l'addition, la projection la décomposition,
etc. Enn, la dernière couche qui est la couche langage, basée sur les descriptions
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Figure 2.7  Schéma global de notre modèle de représentation des émotions.
XML des données émotionnelle nales ce qui permet de faciliter le transfert entre
les applications. Notre proposition facilite l'échange inter-systèmes. Elle permet le
transfert ecace de l'information émotionnelle entre applications hétérogènes, indé-
pendamment des modalités et des capteurs utilisés pour la détection.
An de valider notre modèle, il est nécessaire d'eectuer une simulation. Nous
proposons donc d'enrichir notre modèle en ajoutant un module de reconnaissance
des émotions. La Figure 2.7 montre le schéma global de notre modèle en ajoutant
le module de reconnaissance des émotions. Le chapitre suivant porte sur ce module.
Nous nous intéressos à la reconnaissance des émotions tout en suivant la modélisation
présentée dans ce chapitre, an d'en tester la réelle utilité et montrer comment
calculer les valeurs des composantes i. Ainsi, le chapitre suivant présente en détail
une approche de reconnaissance automatique des émotions fondée sur le traitement
des signaux physiologiques.
Chapitre 3
Reconnaissance des émotions
basée sur les signaux
physiologiques
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3.1 Introduction
Une modélisation ne trouve tout son intérêt que dans son utilité applicative.
Nous nous intéressons, dans ce chapitre, à la reconnaissance des émotions en utilisant
le modèle formel pour la représentation et l'analyse des émotions que nous avons
proposé dans le chapitre précédent. La reconnaissance des émotions est un domaine
très actif, marqué par un intérêt croissant depuis sa création. Ce domaine a pour but
de doter les machines des capacités de compréhension des comportements humains
an d'améliorer l'interaction Homme-machine. En eet, les émotions ont une grande
inuence aussi bien sur le comportement de l'individu que sur son raisonnement.
Une émotion génère en particulier des réactions motrices et neurophysiologiques qui
peuvent se traduire à travers plusieurs canaux de communication émotionnelle tels
que :
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 les expressions faciales ;
 les intonations de la voix (la prosodie) ;
 les réactions du Système Nerveux Autonome (les signaux physiologiques) ;
 les positions et mouvements du corps.
L'acquisition de données émotionnelles peut se faire à l'aide de plusieurs instruments
de captation des émotions : microphones, caméras, capteur de réponse épidermique,
moniteur de rythme cardiaque, capteur de pression, etc. La reconnaissance des émo-
tions, a pour but de déceler l'émotion exprimée voire ressentie chez un utilisateur
humain an de prendre en compte cet état émotionnel. Picard propose dès 1997 une
série d'étapes à suivre pour eectuer une reconnaissance aective [Picard 1997b] :
Acquisition du signal d'entrée : cette étape consiste tout d'abord à mettre en
place des dispositifs d'acquisition ou de capture des données du monde réel.
Par exemple, des microphones pour capter le signal sonore de la voix, ou une
caméra pour le visage. Ensuite, à enregistrer les changements physiologiques
de l'organisme en réponse à un stimulus externe.
Identier des formes dans le signal : c'est-à-dire détecter et extraire des
formes caractéristiques ou des variations typiques relatives à une émotion ou
un état aectif. Cette forme caractéristique sera utilisée comme référence pour
l'étape suivante.
identier : c'est-à-dire être capable, d'après les caractéristiques et formes recon-
nues, d'inférer l'émotion plus probablement exprimée par l'utilisateur.
Apprentissage : c'est-à-dire entraîner la machine à reconnaître et classer une émo-
tion.
Évaluation : évaluer automatiquement le signal et délivrer l'émotion nalement
identiée.
Dans ce chapitre, nous présentons une nouvelle approche de reconnaissance des émo-
tions fondée sur le traitement des signaux physiologiques. La méthode de détection
d'émotions que nous proposons, suit ces diérentes étapes, tout en se basant sur
l'application des techniques de traitement de signal et en utilisant le modèle multi-
dimensionnel décrit dans le chapitre précédent pour la représentation des émotions.
Le traitement du signal est la discipline qui développe et étudie les techniques
de traitement, d'analyse et d'interprétation des signaux. Bien que cette discipline
trouve son origine dans les Sciences de l'Ingénieur (particulièrement l'électronique et
l'automatique), elle fait aujourd'hui largement appel à de nombreux domaines des
mathématiques, comme la théorie du signal, les processus stochastiques, les espaces
vectoriels et l'algèbre linéaire et des mathématiques appliquées, notamment la théo-
rie de l'information, l'optimisation ou encore l'analyse numérique. Parmi les types
d'opérations possibles sur ces signaux, on peut dénoter le ltrage, le débruitage, la
déconvolution, la prédiction, l'identication, la classication, etc. Mais dénissons
tout d'abord ce qu'est un signal. On appelle signal toute grandeur physique ten-
sorielle qui varie soit continûment (signaux analogiques) soit discrètement (signaux
numériques) au cours du temps. L'évolution dans le temps de la grandeur considé-
rée est régie par la dynamique spécique du signal. Quelque-fois la loi temporelle
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régissant le phénomène est bien connu (signaux déterministes) et d'autre fois il est
dicile, voir impossible de le décrire (signaux aléatoires). Les signaux que nous al-
lons analyser sont des signaux numériques issus de quatre capteurs physiologiques
qui sont :
 La résistance de la peau (GSR) ;
 le volume sanguin impulsionnel (BVP) ;
 L'electromyogramme (EMG) ;
 La respiration
Le processus d'acquisition de ces signaux sera détaillé dans la section suivante.
Dans ce chapitre nous présentons une approche de reconnaissance automatique des
émotions à partir des signaux physiologiques. Nous commençons, tout d'abord, par
décrire les diérents signaux physiologiques qu'on va utiliser dans notre travail.
Ensuite, nous détaillons les diérentes étapes du traitement eectuées pour la re-
connaissance des émotions à partir des signaux physiologiques. Puis, nous discutons
les résultats obtenus. Enn, et pour conclure ce chapitre, nous faisons une brève
synthèse des idées traitées.
3.2 Acquisition des données
Dans notre travail, nous avons utilisé les signaux physiologiques fournis par
MIT (Massachusetts Institute of Technology) utilisés par J.Healey dans sa thèse
[Healey 2000]. Les données de MIT ont été recueillis par 4 capteurs :
 la résistance de la peau (GSR) ;
 la respiration ;
 la pression sanguine (BVP) ;
 et le signal eléctromyographie (EMG), auxquels s'ajoute le rythme cardiaque
déduit des variations de pression sanguine.
Ils ont utilisé la méthode d'un seul participant pendant plusieurs jours pour la
collecte des données. Le participant était un acteur qui a exprimé huit émotions
diérentes à l'aide d'un système développé par Clynes [Clynes 1982]. L'acteur n'ex-
prime pas seulement chaque émotion de l'extérieur, mais il doit vivre la situation de
chaque émotion de l'interne.
Les données collectées représentent 25 minutes d'enregistrement par jour, sur une
période de 20 jours. Chaque jour contient 4 signaux correspondant aux 4 modalités
citées ci-dessus, représentant les 8 émotions basiques à identier (aucune émotion,
colère, haine, peine, amour platonique, amour romantique, joie et vénération). La
numérisation des signaux obtenus a été eectuée avec un échantillonnage de 20
échantillons par seconde. Chaque signal est donc formé par 30.000 échantillons.
La procédure de Clynes consiste à enregistrer les tensions ressenties par le can-
didat au fur et à mesure qu'il écoute une musique ou regarde des photos favorisant
l'émergence d'une expression émotionnelle spécique (Les cycles sensibles). Le par-
ticipant doit appuyer sur un bouton (sentograph) avec une force comparable à la
tension ressentie. Plus il ressent de tension, plus il appuie avec force, et vice-versa.
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Table 3.1  Ensemble des images utilisées pour provoquer les huit émotions ainsi
qu'une description de ces états émotionnels
Émotion Images Description Intensité Valence
aucune papier blanc, Ennui, bas neutre
émotion machine à écrire ore d'emploi
colère des gens désir de Très Très
en colère se battre haut négative
haine Injustice colère Bas négative
cruauté passive
peine perte de mère perte, haut négative
enfant sourant tristesse
amour famille, joie, bas positive
Platonique été paix
amour rencontre excitation, très positive
romantique romantique désir haut
joie de la beaucoup, moyennement positive
musique de joie haut
vénération église calme, très neutre
prière paix bas
La procédure de Clynes incite le sujet à exprimer la même émotion pendant 3 mi-
nutes. Pendant la procédure de génération des émotions, l'acteur doit donner son
interprétation de chaque émotion et choisir des photos en liaison avec chaque émo-
tion. Le tableau suivant montre l'ensemble des images utilisées pour provoquer les
huit émotions ainsi qu'une description de ces états émotionnels.
la Figure 3.1 montre l'exemple d'une session de données pour un utilisateur
recueillies dans une journée en utilisant les 4 modalités citées précédemment. Elle
montre les 4 signaux correspondant aux 4 modalités. Pour chaque modalité, on
a un signal d'environ 25 minutes d'enregistrement, représentant les huit émotions
(aucune émotion, colère, haine, peine, amour platonique, amour romantique, joie et
vénération) exprimées par l'acteur.
3.3 Schéma général de la méthode
La méthode de détection d'émotions que nous proposons est composée, comme
le montre la Figure 3.2, de deux étapes principales. La première étape, appelée
"Apprentissage", est une étape "oine" qui prend en entrée pour chacune des dif-
férentes modalités : le signal physiologique et l'information émotionnelle et donne
en sortie la base émotionnelle relative à cette modalité. Elle permet, à partir d'un
signal physiologique dont les émotions correspondantes sont connues, de trouver
et d'extraire les formes caractéristiques typiques pour chacune des émotions. Nous
utilisons ces formes pour générer des vecteurs caractéristiques que nous regroupons
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Figure 3.1  Exemple d'une session de données recueillies dans une journée par les
4 capteurs : EMG, GSR, BVP et respiration
ensemble pour former une base émotionnelle d'apprentissage.
La deuxième étape, appelée détection, est une étape "online". Elle prend en
entrée la base émotionnelle d'apprentissage créée à l'étape précédente et un signal
physiologique dont les émotions sont inconnues. Elle analyse ensuite en temps réel ces
signaux physiologiques pour détecter d'éventuelles activités émotionnelles. Lorsque
une émotion est détectée, nous isolons la partie du signal correspondante et nous
calculons son vecteur caractéristique. Nous cherchons ensuite dans la base d'appren-
tissage, l'émotion la plus proche en appliquant l'algorithme de calcul de distance
euclidienne (cf. section 2.3.2.5).
Dans notre travail, nous avons utilisé la moitié des signaux, fournis par MIT et
Apprentissage 
Détection 
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Figure 3.2  Schéma général de la méthode de détection monomodale d'émotions
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Figure 3.3  Schéma général de l'étape d'apprentissage
recueillis par les 4 modalités pour la phase d'apprentissage et l'autre moitié pour
eectuer la detection et le test. Chacune des étapes d'apprentissage et de détection
est l'enchaînement de plusieurs sous-étapes faisant appel à des méthodes et des
techniques du domaine du traitement de signal. Nous détaillons par la suite ces
étapes en commençant tout d'abord par l'étape d'apprentissage.
3.4 Apprentissage
La première étape de la méthode de détection proposée, est l'étape d'apprentis-
sage. Le but de cette étape est la génération d'une base émotionnelle formée par les
vecteurs caractéristiques de chaque émotion. Ces vecteurs sont regroupés par mo-
dalité. La génération de ces vecteurs est eectuée en suivant les diérentes étapes
données par la Figure 3.3 qui sont :
Le découpage : Elle permet de découper le signal d'entrée représentant les huit
émotions an d'isoler une émotion donnée.
Le lissage : Cette étape est importante car elle permet de débruiter le signal d'en-
trée. Ceci rend les traitements qui suivent beaucoup plus ecaces.
Détection des pics : Elle permet de détecter les activités émotionnelles dans le
signal et d'isoler les parties correspondantes.
Extraction des caractéristiques : Elle génère un vecteur caractéristique décri-
vant la partie du signal extrait précédemment.
Nous détaillons dans la suite chacune de ces diérentes étapes en commençant tout
d'abord par le découpage.
3.4.1 Découpage
La première étape de l'apprentissage est le découpage du signal représentant les
huit émotions an d'isoler chaque émotion. Il s'agit de découper le signal en se basant
sur la durée de chaque émotion induite. Nous obtenons ainsi, huit portions de signal
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Figure 3.4  Découpage du signal en portions correspondant aux huit émotions
colère
Signal  initial correspondant à la 
modalité EMG représentant les 
huit émotions
Découpage
Portion de signal EMG 
représentant l’émotion colère
Figure 3.5  Découpage du signal EMG : isolation de l'émotion colère
correspondant aux huit émotions (cf. Figure 3.4). Par exemple, pour isoler une
émotion donnée (eg colère), nous prenons la portion de signal qui correspond à la
période pendant laquelle l'utilisateur exprime cette émotion. La Figure 3.5 présente
la courbe que nous avons obtenue lors du découpage du signal qui correspond à la
modalité EMG an d'isoler l'émotion colère .
La Figure 3.6 montre des portions de signaux physiologiques mesurés pour un
utilisateur pendant qu'il exprimait la colère (à gauche) et la peine (à droite). Nous
remarquons que les segments montrés ici sont visiblement diérents pour les deux
émotions.
3.4.2 Lissage
Ce traitement vise, en premier lieu, à supprimer tout ou du moins une partie du
bruit an de récupérer un signal dont l'information et les caractéristiques sont plus
faciles à extraire. En eet, dans l'idéal, on obtiendrait grâce à l'étape d'acquisition
(cf. section 3.2), une mesure correspondant directement aux quantités pertinentes
que l'on cherche à étudier. Mais, dans la réalité, lorsqu'on réalise ces mesures, on
observe l'apparition de signaux parasites, appelés bruit de mesure, qui viennent se
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Figure 3.6  Des portions des signaux physiologiques correspondant aux émotions :
la colère (à gauche) et la peine (à droite). Les signaux de haut en bas : electromyo-
gram, pression de volume de sang , conductivité de peau et respiration.
superposer au signal dit utile (i.e l'information que l'on souhaite récupérer). Ces
signaux sont une gêne pour la compréhension et l'étude de l'information que le
signal transporte. Il permet ensuite de regrouper les variations du signal relatives à
une émotion dans une forme caractéristique comme nous allons le voir plus tard.
Il existe principalement deux manières pour débruiter un signal :
 la première consiste à eectuer tout d'abord un changement de domaine en
passant du domaine spatial au domaine fréquentiel en appliquant une trans-
formée de Fourier dénit par l'équation suivante :
F (k) =
NX
j=1
s(k) e 2ik
j
N 1  k  N (3.1)
s représente le signal d'entrée formé par N échantillons.
Ensuite un ltre passe bas est appliqué pour couper les hautes fréquences
qui correspondent aux bruits. Enn, la transformée de Fourier inverse est
appliquée pour revenir au domaine spatial.
 La deuxième méthode, qui est équivalente, consiste à convoluer le signal dans
le domaine spatial avec les diérents ltres. Ce qui est moins coûteux en termes
de calculs. La convolution du signal s(t) par un ltre h(t) de longueur l + 1,
noté s(t)  h(t), consiste à appliquer la formule suivante :
S(k) =
j=  l
2X
j=  l
2
s(k)h(k   j) (3.2)
Dans notre méthode nous utilisons la deuxième approche c'est-à-dire la convolu-
tion. Il existe plusieurs ltres qui assurent le débruitage comme le ltre moyenneur,
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médian, gaussien, haning... Nous allons comparer dans la suite les trois ltres :
moyenneur, gaussien et haning.
Le ltre moyenneur consiste à calculer pour chaque élément du signal, la moyenne
des l éléments voisins. La Figure 3.7 montre la forme d'un ltre moyenne de lon-
gueur l = 5. Les eets du ltre moyenneur varient avec la taille du ltre : plus les
dimensions du noyau sont importantes, plus le bruit sera éliminé ; mais en contre-
partie, les détails ns seront eux-aussi eacés.
    
Figure 3.7  Forme d'un ltre moyenneur de longueur égale à l = 5
Le ltre gaussien, comme son nom l'indique est un ltre dont la réponse impul-
sionnelle est une fonction gaussienne. Contrairement au ltre moyenneur les dié-
rents coecients n'ont pas le même poids. Le pondérations les plus importants sont
données aux éléments les plus proches de l'élément central. La Figure 3.8 montre
les coecients d'un ltre gaussien de longueur l = 5.
    

Figure 3.8  Coecients d'un ltre gaussien de longueur égale à l = 5
Le ltre ou fenêtre de Hanning est un ltre similaire au ltre de Hamming. Il
apporte des pondérations en forme de cloche mais annule les points des extrémités.
Il permet de détecter les pics tout en améliorant la forme du spectre.
    

Figure 3.9  Coecients d'un ltre de Hanning de longueur égale à 5
Dans la Figure 3.10 nous présentons les résultats de lissage en utilisant ces 3
derniers ltres et un autre ltre moyenneur de longueur l = 100. Un appel récursif
n = 10 fois est eectué pour les ltres moyenneur et gaussien de longueur l = 5 pour
augmenter l'eet de lissage. Le ltre de Hanning utilisé est de longueur l = 100. Nous
remarquons que le meilleur résultat est obtenu pour le ltre de Hanning. En eet,
l'eet de lissage est plus prononcé. Le ltre moyenneur de longueur l = 100 donne
un résultat proche mais en eectuant un zoom sur les courbes, on remarque que le
ltre de Hanning est meilleur comme le montre la Figure 3.11. De plus, le ltre
de Hanning permet de regrouper plusieurs variations du signal en un seul pic ce qui
permet une interprétation émotionnelle plus ecace.
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Figure 3.10  Lissage du signal EMG avec les diérents ltres : ltre moyenneur de
longueur 5, ltre gaussien de longueur 5, ltre moyenneur de longueur 100 et ltre
de Hanning de longueur 100
3.4. Apprentissage 69
1800 2000 2200 2400 2600 2800 3000 3200
5
6
7
8
9
10
11
12
13
14
15
(a) ltre Hanning l = 100
2000 2200 2400 2600 2800 3000
6
8
10
12
14
16
(b) ltre moyenneur l = 100
Figure 3.11  Comparaison de la qualité de lissage avec le ltre de Hanning l = 100
et le ltre moyenneur l = 100. On remarque que la courbe (a) est bien lissée par-
contre la deuxième courbe (b) présente des variations qui reète l'existence du bruit
dans le signal
3.4.3 Détection des pics
Une activité émotionnelle se traduit par des variations plus ou moins importantes
sur les signaux physiologiques. Ces variations sont généralement limitées dans le
temps et se caractérisent par des pics dans le signal. Elles traduisent généralement
le passage d'un état stable à un état non stable. La n de l'émotion est caractérisé
par un retour à l'état d'origine ou un passage à une autre émotion. La détection
d'une activité émotionnelle consiste donc à détecter, dans les signaux physiologiques,
l'apparition des pics. Lorsque un pic est détecté nous isolons la partie du signal
correspondante pour les traitements ultérieurs.
L'approche que nous proposons pour la détection des pics se base sur le calcul
du gradient et ensuite sur la recherche des passages par zero du gradient. Soit F
une fonction numérique dérivable sur un intervalle ouvert contenant au moins un
pic (cf. Figure 3.12(a)). F admet un maximum local (resp. minumum local) en a ,
si grad F (x) = 0. Nous détectons ainsi comme le montre la Figure 3.12(b) 3 points
vériant cette condition : deux minima (colorés en bleu) et un maximum (coloré
en rouge). Pour détecter et isoler un pic il nous faut donc trouver dans l'ordre, un
minima suivi d'un maxima suivi d'un minima. Nous isolons alors la partie du signal
se trouvant entre les deux minima. En pratique et parce que nous manipulons des
signaux discrets, il est rare de trouver des points où le gradient est exactement égal
à 0. Nous cherchons alors des inversions du signe du gradient. Les inversions de signe
passant d'un gradient positif à un gradient négatif nous donnent les maxima. Les
changements passant d'un gradient négatif à un gradient positif nous donnent les
minima. La Figure 3.13 montre le résultat de cette étape sur un signal EMG lissé.
Les parties du signal colorées en rouge représentent les pics détectés et valides.
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Figure 3.12  Détection des maxima et minima locaux dans un signal donné
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Figure 3.13  Détection des pics dans un signal
3.4.4 Extractions des vecteurs caractéristiques
Après l'isolation des pics trouvés dans le signal nous générons pour chacun des
pics un vecteur caractéristique le décrivant. En eet les pics des diérentes émotions
n'ont pas les mêmes formes et les mêmes caractéristiques. La Figure 3.14 montre les
pics, extrait du signal EMG, caractéristiques de trois émotions diérentes qui sont la
colère, la joie et la haine. Nous remarquons par exemple que l'intensité du pic relatif
à la colère est plus important que les deux autres. La forme du pic peut donc être
considérée comme un élément caractéristique qui peut dénir les émotions ressenties.
D'autres éléments caractéristiques peuvent être considérés comme la moyenne du
pic, sa variance, la moyenne du gradient, etc. Pour chaque signal physiologique S,
nous avons calculé 7 paramètres caractéristiques dénis comme suit :
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Figure 3.14  Formes des pics relatives aux trois émotions : haine, colère et joie
La moyenne du signal S :
S =
1
N
NX
n=1
S(t) (3.3)
La moyenne du signal lissé fS :
fS = 1
N
NX
n=1
gS(t) (3.4)
L'écart Type du signal S :
S =
vuut 1
T
TX
t=1
(S(t)  S)2 (3.5)
L'écart Type du signal lissé eS :
eS =
vuut 1
T
TX
t=1
(eS(t)  eS)2 (3.6)
La moyenne du gradient du signal lissé x :
x =
1
T   1
T 1X
t=1
 eS(t+ 1)  eS(t) = 1
T   1(sT   s1) (3.7)
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Figure 3.15  Calcul de la largeur et de la longueur d'un pic
La largeur du pic a :
a = jtmn2   tmn1j (3.8)
La largeur du pic b :
b = jS(tmx) min(S(tmn1); S(tmn2))j (3.9)
avec mn1, mn2 des minima locaux et mx un maximum local (cf. Figure 3.15).
3.4.5 Création de la base d'apprentissage
Après l'extraction des vecteurs caractéristiques, nous créons les bases d'appren-
tissage qui seront utilisées lors de l'étape de détection. Nous créons une base pour
chaque modalité. Nous obtenons donc à la n quatre bases diérentes. Chacune
de ces bases est formée par 240 vecteurs. En eet, nous générons 30 vecteurs pour
chaque émotion ce qui donne 240 vecteurs au total. La création de la base a été
eectuée en utilisant 40% des signaux disponibles pour chaque modalité. Les 60%
restants seront utilisés lors de l'étape de test.
3.5 Détection
La deuxième étape de la méthode proposée, est l'étape de détection. Cette étape
est "online", elle peut se faire directement en temps réel lors de l'acquisition des
données ou bien à la n de l'acquisition. Le module détection est composé de deux
grandes parties qui sont :
 l'extraction des vecteurs caractéristiques
 la classication
An d'extraire les vecteurs caractéristiques, nous eectuons les mêmes étapes qu'on
a appliquées lors de l'apprentissage, à savoir : lissage, détection des pics et extraction
des vecteurs caractéristiques. A contrario, nous ne disposons pas ici de l'information
à priori sur l'émotion.
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La deuxième partie de l'étape de détection est la classication automatique des
émotions. Elle se fait en utilisant un classieur appris sur des données d'appren-
tissage. Le but de cette étape est de prédire la classe ou l'étiquette émotionnelle
du vecteur caractéristique calculé à l'étape précédente en utilisant notre base d'ap-
prentissage, c'est-à-dire l'ensemble des vecteurs caractéristiques regroupés par classe
émotionnelle.
Dans notre travail, nous avons opté pour l'algorithme de classication des k-plus
proches voisins (KNN). Nous avons choisi cette classication en raison de sa sim-
plicité et de son ecacité de calcul [Beyer 1999]. L'algorithme classique de KNN
consiste à faire un calcul de distance entre tous les individus et la nouvelle observa-
tion x à classer. La classe ou l'étiquette de x est déterminée en fonction de la classe
majoritaire parmi ses k plus proches voisins (cf. section 1.4.5.1).
Nous proposons d'utiliser KNN en appliquant une classication statistique.
C'est-à-dire, nous prenons en considération le degré d'appartenance d'une nouvelle
observation de données de test à chaque classe. Pour la classication d'une nouvelle
observation de données de test x , l'algorithme de k-plus proches voisins donne les
k voisins les plus proches dans la base d'apprentissage. Soit Nk(x), l'ensemble des k
plus proches voisins de x, et c(z), l'étiquette de la classe émotionnelle z. La cardi-
nalité de Nk(x) est égale à k. On dénit, alors le sous-ensemble N ek(x), incluant les
plus proches voisins appartenant à une classe donnée (e) avec :
(e) 2 faucune motion; colere; haine; peine; amour platonique;
amour romantique; joie; venerationg
comme étant :
N ek(x) = fz 2 Nk(x); c(z) = eg (3.10)
En divisant chaque valeur de N ek(x) par k, Nous obtenons les probabilités d'apparte-
nance à chaque classe d'émotion. Cette nouvelle valeur sera notée par nek(x) 2 [0; 1],
et le résultat de classication sera déni comme une combinaison linéaire des classes
émotionnelles :
e =
XD
nke(x); e
E
e (3.11)
donc
e = naucune emotionk (x) aucune emotion+ n
colere
k (x) colere
+:::+ njoiek (x) joie+ n
veneration
k (x) veneration:
(3.12)
Ainsi, nous créons un modèle de probabilité pour chaque classe émotionnelle,
où nek(x) représente la probabilité de la classe émotionnelle correspondante. Par
exemple : si k = 10, et parmi les 10 plus proches voisins, nous avons 8 éléments ap-
partenant à la classe émotionnelle colère et 2 éléments appartenant à la classe émo-
tionnelle peine, nous obtenons une probabilité égale à 0; 8 pour la classe émotionnelle
colère (nanger10 (x)=0,8) et 0,2 pour la classe émotionnelle peine (n
peine
10 (x)=0.2). Ainsi
la classication nale est dénie par (e) = 0:8anger + 0:2grief: Ainsi la méthode
proposée pour la reconnaissance des émotions permet de fournir une information
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complète et détaillée sur l'émotion détectée, en donnant la probabilité d'apparte-
nance à chaque classe émotionnelle. Cette représentation peut être transformée par
la suite en un vecteur exprimé dans la base de notre modèle vectoriel multidimentio-
nel déni dans la section 2.3 en utilisant une matrice de passage [Paugam 2007] et les
règles de combinaisons des émotions de Plutchik. Ces données émotionnelles peuvent
être ensuite annotées pour eectuer des échanges entre diérents utilisateurs.
3.6 Expérimentation et résultats
Dans cette partie nous allons évaluer notre méthode de reconnaissance des émo-
tions et la comparer par rapport aux autres méthodes de l'état de l'art. Pour cela
nous allons aecter à une nouvelle observation x la classe majoritaire parmi les k
plus proches voisins de l'observation. Autrement dit, nous allons garder du vec-
teur de probabilité, que nous obtenons en appliquant knn, l'émotion qui possède la
probabilité la plus élevée.
Nous allons commencer cette partie par valider tout d'abord le choix des para-
mètres de la méthode de détection proposée. En eet, nous allons tester la méthode
proposée en modiant les deux principaux paramètres :
 la taille de la fenêtre de lissage
 la valeur de k, qui représente le nombre des voisins à prendre en compte dans
l'algorithme de classication KNN
Le choix des valeurs de ces paramètres se fait à travers plusieurs essais et évaluation
pour atteindre les performances optimales. Nous calculons à chaque fois la précision
(le taux de reconnaissance) et nous retenons à la n les valeurs qui la maximisent.
La précision représente le rapport entre le nombre de données correctement classées
et le nombre total des données testées. L'équation suivante donne la formule utilisée
pour calculer la précision :
P =
1
N
NX
i=1
L(yi; f(xi)) (3.13)
avec :
L =

1 si yi = f(xi)
0 sinon
Généralement, la précision est donnée sous forme de pourcentage ce qui nécessite de
multiplier l'équation précédente par 100.
Les tests ont été eectués en utilisant la base de données fournis par MIT. Cette
base de données a été divisée en deux parties. La première partie, représentant 40%
de la base, a permis la création de notre base d'apprentissage. La deuxième partie,
représentant les 60% restants, est utilisée pour les tests. Toutes les fonctions de
notre méthode ont été programmées en utilisant Matlab.
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(a) Colère
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(b) Haine
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(c) peine












	








      






	



					
(d) Amour platonique
Figure 3.16  Courbes de précision relatives aux émotions : amour platonique,
colère, haine et peine, en utilisant les signaux physiologique EMG en fonction de la
taille de la fenêtre de lissage
3.6.1 Choix de la taille de la fenêtre de lissage
Le choix de la taille de la fenêtre de lissage est très délicat. Il inue fortement,
comme nous allons le voir, sur l'ecacité de la détection. An de choisir au mieux
la taille de cette fenêtre, nous optons pour une méthode empirique, qui consiste à
tester diverses fenêtres de lissage et à examiner le résultat pour trouver la valeur
optimale. Pour nos tests, nous xons la valeur de k à 10 (k représente le nombre des
voisins à prendre en compte dans l'algorithme de classication KNN). Nous varions
ensuite la valeur de la fenêtre de lissage n. Les valeurs que nous allons tester sont :
n = 10, n = 50, n = 100, n = 200, n = 300, n = 400 et n = 500. Nous calculons
à chaque fois les précisions correspondantes aux huit émotions. Enn, nous allons
calculer la précision globale de classication de notre méthode.
La Figure 3.16 montre l'évolution de la précision en fonction de la taille de la
fenêtre de lissage utilisée pour les émotions : amour platonique, colère, haine, peine.
Les signaux physiologiques utilisés sont relatifs à la modalité EMG. Nous remar-
quons que pour ces quatre émotions l'allure des courbes est la même. En eet, la
précision au début s'accroit rapidement en augmentant la taille de la fenêtre de
lissage et elle se stabilise à partir d'une fenêtre de dimension n = 300. A partir de
cette valeur, le gain en précision devient faible. Par exemple, en passant de n = 300
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Table 3.2  Précisions obtenues en faisant varier la taille de la fenêtre de Hanning
n = 10 n = 50 n = 100 n = 200 n = 300 n = 400 n = 500
aucune émotion 19% 60% 70% 79% 82% 83% 83%
colère 48% 73% 82% 88% 91% 92% 92%
haine 22% 48% 56% 63% 65% 67% 69%
peine 26% 43% 49% 52% 56% 55% 56%
amour platonique 33% 42% 49% 52% 53% 54% 54%
amour romantique 26% 39% 47% 51% 54% 53% 53%
joie 29% 41% 48% 52% 55% 53% 54%
vénération 33% 49% 63% 76% 79% 83% 82%
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Figure 3.17  précision globale de classication en fonction de la taille de la fenêtre
de lissage
à n = 500 la précision de la détection de l'émotion colère n'augmente que de 1%.
Le tableau 3.6.1, donne l'évolution de la précision pour les huit émotions détec-
tées. Nous remarquons que l'augmentation de la précision varie d'une émotion à une
autre. En eet elle est égale par exemple à 47% pour la haine en passant de 22% à
69% et de 30% pour la peine en passant de 26% à 56%. Cette diérence n'est pas
liée à la taille de la fenêtre de lissage mais plutôt à la méthode de détection.
La Figure 3.17 montre la précision globale de classication en fonction de la
taille de la fenêtre de lissage. Cette courbe a la même forme que les courbes précé-
dentes, que nous avons tracées pour chacune des émotions, avec une augmentation
rapide de la précision au début et une stabilisation de cette valeur à partir d'une
fenêtre de lissage de taille n = 300. A partir de cette courbe, nous pouvons choisir
facilement la valeur optimale de n pour la modalité EMG. En eet, une valeur entre
400 et 500 donnera une précision maximale pour cette modalité.
Traçons maintenant les mêmes courbes pour la modalité RESPIRATION pour
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(a) Colère
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(b) Haine
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(c) peine
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(d) Amour platonique
Figure 3.18  Courbes de précision relatives aux émotions : amour platonique,
colère, haine et peine, en utilisant les signaux physiologiques EMG en fonction de
la taille de la fenêtre de lissage
vérier si ce choix et aussi valide pour les autres modalités ou non. La Figure 3.18
montre l'évolution de la précision en fonction de la taille de la fenêtre de lissage
utilisée pour les émotions : amour platonique, colère, haine, peine pour cette moda-
lité. Nous remarquons aussi que pour ces quatre émotions l'allure des courbes est la
même.
Nous remarquons aussi la même chose pour la Figure 3.19 qui montre la pré-
cision globale de classication en fonction de la taille de la fenêtre de lissage. A
partir de cette courbe nous pouvons dire que la valeur optimale de n pour la moda-
lité RESPIRATION peut être aussi une valeur comprise entre 400 et 500. Dans la
suite des tests nous xons la valeur de n à 500.
3.6.2 Choix de la valeur k de l'algorithme KNN
Pour le choix de la valeur de la variable k de l'algorithme KNN, nous allons
eectuer le même type de test. Nous allons faire varier k en calculant à chaque
fois la précision de classication. La Figure 3.20 montre, pour la modalité EMG,
l'évolution de la précision en faisant varier k pour les trois émotions : colère, haine
et peine. Nous remarquons que pour ces trois émotions, la précision ne varie sensi-
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Figure 3.19  précision globale de classication en fonction de la taille de la fenêtre
de lissage
Table 3.3  Précisions obtenues en faisant varier la valeur k de l'algorithme KNN
k = 4 k = 8 k = 10 k = 20
aucune émotion 81% 82% 83% 83%
colère 89% 90% 92% 92%
haine 68% 68% 69% 69%
peine 55% 55% 56% 56%
amour platonique 54% 54% 54% 54%
amour romantique 53% 53% 53% 53%
joie 54% 54% 54% 54%
vénération 81% 81% 82% 82%
blement qu'en fonction de k.
Le tableau 3.6.2 montre, pour la modalité EMG, les précisions de classication
obtenues pour les diérentes émotions en choisissant k =4, 8, 10 et 20. Nous re-
marquons que la variation de la précision de classication est très faible pour les
diérentes valeurs de k et ne varie plus à partir de k = 10. Cette faible amélioration
de la précision en augmentant la valeur de k est du à la réduction de l'eet des
 outlier  (Donnée aberrante). En eet, plus la valeur de k est grande plus l'eet
des  outlier  sur le résultat nal est faible.
La Figure 3.21 montre l'évolution de la précision générale de classiction en
fonction de k pour les modalités RESPIRATION, GSR et BVP. Nous remarquons
que, comme pour la modalité EMG, la précision pour ces 3 modalités ne varie
sensiblement qu'en fonction de k. Cette variation est de l'ordre de un pour cent.
Le choix de k n'a pas une grande inuence ici sur la précision globale de classi-
cation car, comme nous l'avons mentionné au début de cette partie de tests, nous
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Figure 3.20  Précision globale de classication pour la modalité EMG en fonction
de la valeur de k
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Figure 3.21  Précision globale de classication pour les modalités RESPIRA-
TION, GSR et BVP en fonction de la valeur de k
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Figure 3.22  Exemple de recherche utilisant KNN avec k = 3, k = 5, k = 10. Les
points rouges représentent la classe colère, les points bleus la classe joie et les points
verts la classe haine.
allons garder du vecteur émotionnel l'émotion avec la probabilité la plus élevée. Mais
si nous gardons la représentation vectorielle, le choix de la bonne valeur de k devient
nécessaire. En eet, la Figure 3.22 montre un exemple de recherche en utilisant
KNN avec k = 3, k = 5, k = 10. Les points rouges représente la classe colère, les
points bleus la classe joie et les points verts la classe haine. On obtient alors les 3
vecteurs suivants notés V3, V5 et V6 :
V3 =
0BBBBBBBBBBB@
0
0:66
0
0
0
0
0
0:33
1CCCCCCCCCCCA
, V5 =
0BBBBBBBBBBB@
0
0:6
0:2
0
0
0
0
0:2
1CCCCCCCCCCCA
,V10 =
0BBBBBBBBBBB@
0
0:6
0:3
0
0
0
0
0:1
1CCCCCCCCCCCA
Si pour l'interprétation des ces 3 vecteurs, on ne gardait que l'émotion avec la
probabilité la plus élevée, le résultat serait le même pour les 3 vecteurs c'est-à-dire
l'émotion colère. Par contre si on adopte une analyse vectorielle le résultat sera
diérent. En eet, pour k = 3, nous allons interpréter le vecteur comme émotion
complexe combinant avec diérents pourcentages la colère et la joie. Ce qui est
faux car le représentant de la joie, ici choisi, est un  outlier . Pour k = 5, nous
allons interpréter le vecteur comme étant l'émotion colère. Enn, pour k = 10, nous
3.6. Expérimentation et résultats 81



   





	








Figure 3.23  Taux de reconnaissance naux de la méthode de détection proposée
pour la modalité EMG.
allons interpréter le vecteur comme émotion complexe combinant avec diérents
pourcentages la colère et la haine ce qui est plus proche de la vérité. Une valeur plus
grande de k par exemple 50 mènera à une fausse interprétation car elle donnera les
3 classes : colère, haine et joie avec le même pourcentage ce qui est faux.
En général, les grandes valeurs de k réduisent l'eet des  outlier  sur la clas-
sication et donc le risque d'erreur, mais rendent les frontières entre classes moins
distinctes. Le meilleur choix de k pour notre méthode de détection serait une valeur
comprise entre 8 et 12.
3.6.3 Résultats généraux et comparaison
Les Figures 3.23, 3.24, 3.25, 3.26 montrent, pour les quatre modalités EMG,
RESPIRATION, GSR et BVP, les résultats naux de la méthode de reconnais-
sance d'émotions que nous proposons. Nous avons xé la taille de la fenêtre de lissage
à n = 500 et le nombre de voisins k de l'algorithme KNN à 10. Nous remarquons
que les taux de reconnaissance varient d'une modalité à une autre. Les meilleurs
résultats ont été obtenus pour la modalité EMG avec un taux de reconnaissance
moyen de 68% contre 56% pour la RESPIRATION, 55% pour BVP et 59% pour
GSR.
Chacune des quatre modalités permet de détecter, avec des taux de reconnais-
sance élevés, des émotions diérentes. En eet, notre méthode avec la modalité EMG
permet par exemple de détecter facilement les deux émotions colère et vénération
avec des taux respectifs de 92% et 83%. Tandis que pour la modalité BVP, elle
permet de détecter l'amour platonique avec un taux de 69%. Nous pouvons remar-
quer aussi qu'en utilisant la modalité GSR, notre méthode permet de reconnaître
avec un taux de 83% l'émotion haine. Cette propriété est très importante car elle
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Figure 3.24  Taux de reconnaissance naux de la méthode de détection proposée
pour la modalité RESPIRATION.
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Figure 3.25  Taux de reconnaissance naux de la méthode de détection proposée
pour la modalité GSR.
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Figure 3.26  Taux de reconnaissance naux de la méthode de détection proposée
pour la modalité BVP.
permettra comme nous allons le voir dans le chapitre suivant d'améliorer les taux
de reconnaissance des diérentes émotions en adoptant une approche multimodale
combinant les résultats de détection de chacune de ces quatre modalités.
Le tableau 3.6.3 compare les taux de classication de la méthode proposée avec
les diérentes méthodes de l'état de l'art pour les quatre modalités EMG, RESPI-
RATION, GSR et BVP.
Nous remarquons que pour la modalité GSR, la méthode que nous proposons
donne le taux de reconnaissance le plus élévé avec 59.25% contre 30% pour la mé-
thode Fusion based HHT features [Zong 2009] . C'est à dire que notre méthode donne
un résultat 2 fois plus précis que la méthode citée précédemment. Pour la modalité
EMG, nous obtenons aussi le taux de reconnaissance le plus élevé avec une préci-
sion de 67.8%. Ce résultat dépasse les autres méthodes qui sont la méthode Baseline
[Muthusamy 2012], la méthode ssion based HHT (HilbertHuang transform) fea-
tures [Zong 2009] et la méthode Fusion based HHT features ) en améliorant le taux
de reconnaissance de plus de 15%. Enn pour la modalité RESPIRATION, nous
obtenons un taux de reconnaissance de 56.12% qui est proche de la valeur de la mé-
thode Fission based HHT features qui donne le meilleur taux de reconnaissance de
60%. Mais nous remarquons que notre méthode dépasse en performance (la moyenne
du taux de reconnaissance) les autres méthodes avec un taux de reconnaissance de
59.44% contre 44.33% pour la méthode Fusion based HHT features, 50.33% pour la
méthode Fission based HHT features et 45% pour la méthode Baseline. La Figure
3.27 montre la moyenne globale de taux de reconnaissance de toutes les modalités.
Nous obtenons une valeur de 75.75% pour la colère, 76.5% pour la haine et 56.25%
pour la vénération.
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Table 3.4  Tableau comparatif du taux de classication des diérents méthodes
Diérentes GSR EMG RESPIRATION BVP La moyenne du taux
méthodes de reconnaissance
Baseline 42% 39% 42% - 45%
Fission based 39% 52% 60% - 50.33%
HHT features
Fusion based 30% 44% 59% - 44.33%
HHT features
Méthode 59.25% 67.8% 56.12% 54.62% 59.44%
proposée
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Figure 3.27  La moyenne globale du taux de reconnaissance des modalités pour
toutes les émotions
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3.7 Conclusion
Dans ce chapitre nous avons présenté une approche de reconnaissance automa-
tique des émotions en utilisant les signaux physiologiques. Notre approche se base
sur l'application des techniques de traitement de signal et utilise le modèle multidi-
mensionnel pour la représentation des émotions décrit dans le chapitre précèdent .
La démarche de notre approche consiste à extraire les informations caractéristiques
des signaux pour chaque classe émotionnelle, suivi par une étape de classication
basée sur la méthode des K plus proches voisins KNN. Les résultats expérimentaux
montrent que nous avons atteint une moyenne du taux de reconnaissance de 59.44%
(tableau 3.6.3) pour les huit émotions. An d'améliorer ce taux de reconnaissance,
nous allons procéder à une reconnaissance multimodale. Le chapitre suivant fait
l'objet d'une approche multimodale pour la reconnaissance des émotions.

Chapitre 4
Reconnaissance multimodale
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4.1 Introduction
Bien que de nombreuses études ont exploré l'utilisation soit des expressions fa-
ciales [Black 1997, Tian 2000], ou de la parole [Clavel 2010] ou des signaux phy-
siologiques [Healey 2000] pour détecter l'état émotionnel de l'homme, relativement
moins d'eorts ont été concentrés sur la reconnaissance des émotions en utilisant
deux ou plusieurs modalités [Sebe 2005].
L'utilisation d'une approche multimodale peut donner non seulement de meilleures
performances mais également plus de robustesse lorsque l'une de ces modalités est ac-
quise dans un environnement bruité [Pantic 2003]. En eet, la fusion d'informations
issues de diérentes modalités permet d'améliorer l'estimation et la reconnaissance
de l'état émotionnel des utilisateurs.
Dans ce chapitre nous essayons de prendre en compte la nature essentiellement mul-
timodale des émotions. Nous proposons, donc une approche multimodale pour la
reconnaissance des émotions capable de fusionner et intégrer des informations mul-
tiples issues de plusieurs modalités dans le but d'améliorer le taux de reconnaissance.
La fusion d'informations multimodales permet de coupler des indices collectés à dif-
férents niveaux an d'avoir une classication plus ne. Elle peut prendre diérentes
formes selon le moment où elle est eectuée. On distingue la fusion de descripteurs et
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Figure 4.1  Organisation générale d'un processus multimodal basé sur la fusion
de descripteurs
la fusion de décisions. Pour mieux appréhender nos travaux nous allons tout d'abord
donner un aperçu rapide sur ces deux approches.
4.2 Fusion de données
On distingue généralement deux types de fusion de données :
 la fusion de descripteurs, autrement dit fusion précoce (early fusion)
 la fusion de décisions, ou fusion tardive (late fusion).
dans la partie suivante nous allons présenter ces deux niveaux de fusion
4.2.1 Fusion de descripteurs
La fusion de descripteurs (cf. Figure 4.1), également appelée fusion précoce, per-
met d'obtenir, à partir de vecteurs de descripteurs extraits de chacune des modalités
impliquées, un vecteur de caractéristiques multimodal. Elle consiste à synchroniser
et à regrouper toutes caractéristiques extraites des diérents dispositifs et selon les
diérents canaux de communication émotionnelle avant de les interpréter.
Plusieurs méthodes ont été proposées dans la littérature pour fusionner les
descripteurs pour obtenir un vecteur multimodal. La Cascia et ses collègues
[Cascia 1998], par exemple, ont utilisé la méthode la plus simple qui consiste à
simplement concaténer les vecteurs unimodaux. Ayache [Ayache 2007], quant à lui,
propose avant la concaténation une normalisation des vecteurs unimodaux en fonc-
tion de leur taille. D'autres méthodes, comme l'analyse en composantes principales
ou l'analyse linéaire discriminante, permettent de sélectionner les caractéristiques
les plus pertinentes.
4.2.2 Fusion de décisions
La fusion au niveau décision (cf. Figure 4.2) est une fusion des émotions et
consiste à interpréter les caractéristiques de chaque canal séparément : on obtient
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	





	
	


	

	


 	

	
	




	
Figure 4.2  Organisation générale d'un processus multimodal basé sur la fusion
de décisions
ainsi autant d'émotions que de canaux étudiés [Clay 2009]. Les émotions ainsi obte-
nues doivent alors être synchronisées et amalgamées pour n'obtenir qu'une émotion
nale. Le premier enjeu de la fusion tardive repose sur le choix de la méthode utili-
sée pour fusionner les résultats de plusieurs systèmes unimodaux. Plusieurs solutions
ont été proposées dans la littérature comme la méthode de vote, les approches pro-
babilistes comme les réseaux bayésiens.
4.2.2.1 Méthode de Vote
La méthode de fusion d'informations la plus simple est le principe du vote
[Kittler 1998]. Notons Sj(x) = i le fait que la modalité Sj attribue la classe Ci
à l'observation x. Nous supposons ici que les classes Ci sont exclusives. A chaque
source nous associons la fonction indicatrice :
M ji =

1 si Sj(x) = i
0 sinon
(4.1)
La combinaison des modalités s'écrit par :
MEk (x) =
mX
j=1
M jk(x) (4.2)
La décision nale consiste à la règle du vote majoritaire, c'est à dire choisir la déci-
sion par le maximum de modalités. Une autre méthode, appelée le vote majoritaire
pondéré, ajoute des hypothèses et utilise une somme pondérée au lieu de combi-
ner les réponses des sources par une somme simple. L'idée est d'ajouter un poids
qui représente la abilité de chaque modalité pour une décision donnée. Ainsi, la
combinaison des modalités s'écrit par :
MEk (x) =
mX
j=1
jkM
j
k(x) (4.3)
où
Pm
j=1
Pn
k=1 jk=1
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Figure 4.3  La topologie d'un réseau Bayésien pour la reconnaissance bimodale
des émotions [Sebe 2005]
4.2.2.2 Méthode probabiliste : les réseaux Bayésiens
Parmi les approches probabilistes, on trouve les réseaux Bayésiens, qui sont
dénis comme un mariage entre la théorie des probabilités et la théorie des graphes.
Les probabilités permettent à ces modèles de prendre en compte l'aspect incertain
présent dans les applications réelles. La partie graphique ore un outil intuitif et
attractif dans de nombreux domaines d'applications où les utilisateurs ont besoin
de "comprendre" le modèle qu'ils utilisent.
Sebe et al [Sebe 2005] ont proposé une topologie du réseau bayésien pour la re-
connaissance des émotions à partir d'expression faciale et des informations auditives.
La topologie du réseau combine les deux modalités d'une manière probabiliste. Le
noeud du haut est la variable de la classe (l'expression émotionnelle reconnue). Elle
dépend des expressions du visage reconnues, des expressions vocales reconnues et
du contexte. La reconnaissance dépend également d'une autre variable qui indique
si la personne parle ou non.
4.3 Approche proposée pour la reconnaissance multimo-
dale des émotions
Dans la vie de tous les jours, l'être humain essaie de camouer ou bien simuler son
émotion. En eet, l'expression d'une émotion ne revèle pas toujours celle ressentie
[Ochs 2006]. La plupart du temps, on feint une émotion particulière pour atteindre
un but particulier, ou pour être conforme à certaines conventions socioculturelles
(dénies par Ekman comme des règles d'expression d'émotions [Friesen 2009]). Ainsi,
nous distinguons les émotions ressenties appelées émotion déclenchées des émotions
exprimées. D'après les théories cognitivistes, une émotion déclenchée est issue de
l'évaluation subjective d'un événement signicatif [Scherer 2000]. Un individu peut
alors essayer de la supprimer, l'intensier, l'atténuer, la masquer ou la remplacer
pour exprimer une émotion consistante avec des règles conventionnelles d'expres-
sion d'émotions [Friesen 2009] . Par exemple, nous pouvons nous forcer à sourire
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alors qu'on est triste. Nous pouvons également faire semblant d'apprécier une per-
sonne alors qu'on la méprise. Pour pouvoir déceler ce type d'émotion (masquée ou
simulée) nous proposons une nouvelle approche multimodale basée sur notre modèle
multidimensionnel déni dans le chapitre précédent 3.7. En eet, l'utilisation d'une
seule modalité pour la reconnaissance des émotions ne donne pas de bons résultats
dans le cas des émotions simulées ou masquées. C'est pour cela qu'avec l'approche
multimodale proposée nous allons essayer de mieux cerner ce problème et proposer
des éléments de solution pour la reconnaissance de ce type d'émotion. Elle per-
met de combiner les informations issues des diérentes modalités an d'améliorer la
reconnaissance automatique des émotions.
L'approche proposée se base sur la combinaison des résultats issus de chaque
modalité. Nous prenons ainsi en compte tous les aspects de l'émotion ressentie tout
en réduisant l'incertitude sur l'information résultante. La combinaison des diérents
résultats se base sur une fusion au niveau décision (cf. Figure 4.2). Cette fusion per-
met d'interpréter les caractéristiques de chaque modalité séparément en utilisant les
outils de la reconnaissance unimodale proposée dans le chapitre 3. Nous appliquons
tout d'abord, comme le montre la Figure 4.4 une étape de détection monomodale
sur chacune des modalités utilisées en se basant sur les diérentes étapes décrites
dans le chapitre précédent. Nous obtenons, ainsi, autant de vecteurs émotionnels
que de modalités. Nous appliquons ensuite l'étape de fusion. La stratégie de fu-
sion consiste à exploiter le modèle multidimensionnel avec tous les outils que nous
avons déjà dénis dans le chapitre 3.7. En eet, nous allons appliquer l'opérateur
 addition  sur les vecteurs émotionnels obtenus à la n de l'étape de détection
monomodale. Nous obtenons alors directement le vecteur émotionnel résultant de la
détection multimodale 2.4. La décision nale est obtenue en appliquant l'algorithme
de distance proposé dans le chapitre 3.7. Nous remarquons que l'algorithme de dé-
tection multimodale a été simplié grâce à l'utilisation du modèle formel pour la
représentation des émotions proposé dans ce manuscrit. En eet, ce modèle, grâce
aux outils mathématiques qu'il propose, permet d'analyser et de manipuler aisément
les émotions. Nous pouvons noter aussi que notre méthode multimodale est indé-
pendante du nombre et des types des modalités utilisées. Il supporte tout type de
canal de communication humain comme les signaux physiologiques, les expressions
faciales, les expressions gestuelles, la voix, etc.
4.3.1 Résultats
Dans cette partie, nous allons évaluer notre méthode de reconnaissance mul-
timodale des émotions et la comparer à l'approche monomodale décrite dans le
chapitre précédent. Puis, nous allons la comparer aux méthodes multimodales
de l'état de l'art. La Figure 4.5 montre les résultats obtenus en eectuant
une reconnaissance multimodale utilisant deux, trois et quatre modalités. Nous
avons utilisé les modalités physiologiques du chapitre précédent qui sont : EMG,
RESPIRATION, GSR et BVP. Nous remarquons que la moyenne du taux de
reconnaissance des émotions s'améliore en augmentant le nombre de modalités. La
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Figure 4.4  Reconnaissance multimodale en utilisant l'addition du modèle multi-
dimensionnel
comparaison des résultats conduit aux observations suivantes :
 La moyenne du taux de reconnaissance utilisant une seule modalité (RESPI-
RATION)est de 56.12%
 La moyenne du taux de reconnaissance utilisant deux modalités (bimodale :
RESPIRATION+GSR) est de 61.125% qui est une amélioration de 8% par
rapport à la méthode monomodale.
 L'ajout d'une nouvelle modalité RESPIRATION+GSR+BVP améliore la
moyenne du taux de reconnaissance qui passe de 61.125% à 65.5%
 Enn, la meilleure valeur de la moyenne du taux de reconnaissance
est obtenue en utilisant quatre modalités (multimodale : RESPIRA-
TION+GSR+BVP+EMG) avec une valeur de 72.125%, ce qui fait une amé-
lioration de 28% par rapport à l'approche monomodale.
La Figure 4.6 montre le taux de reconnaissance monomodale en utilisant la moda-
lité BVP et le taux de reconnaissance multimodale. Nous remarquons une améliora-
tion considérable pour toutes les émotions. Par exemple, le taux de reconnaissance
passe de 62% à 92% pour la colère et de 50% à 84% pour la haine. Le tableau 4.3.1
montre les taux de bonne classication pour diérentes méthodes de l'état de l'art.
Nous remarquons que notre méthode multimodale présente le meilleur résultat avec
72.125% de bonne classication en comparaison avec la méthode de Kim [Kim 2002]
avec un taux de reconnaissance de 61.2% et la méthode Fusion based HHT features
avec un taux de 62%. Par contre, nous pouvons remarquer que la méthode SFFS-FP
de MIT présente le meilleur taux de classication avec un taux de 83%. Cependant,
la méthode de MIT [Healey 2000], ne permet pas une détection instantanée de l'émo-
tion, mais plutôt la détection d'émotion sur un intervalle de temps (scénario). Le
principe de la méthode est de calculer les informations caractéristiques sur toute
4.3. Approche proposée pour la reconnaissance multimodale des
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Figure 4.5  Comparaison entre les résultats de l'approche monomodale et de
l'approche multimodale
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Table 4.1  Tableau comparative des taux de classication des diérents méthodes
Diérentes Taux de bonne classication
méthodes
Methode de Kim 61.2%
Fusion based HHT features 62%
(fusion de 4 signaux physiologiques)
SFFS-FP de MIT 83%
Baseline 71%
(fusion de 4 signaux physiologiques)
Méthode 72.125%
proposée
la durée du scénario d'une émotion donnée. Ils ont utilisé la méthode SFFS-FP
pour réduire le nombre de données caractéristiques. Enn, Healey et ses collègues
[Healey 2000] ont utilisé 11 caractéristiques calculées sur une durée bien déterminée
pour identier les émotions (cf. tableau 4.3.1). En adoptant cette approche globale,
ils peuvent détecter une émotion exprimé sur une longue période et non pas une
reconnaissance de l'émotion en temps réel.
La Figure 4.7 montre un exemple d'un signal physiologique EMG formé par
les huit émotions (aucune émotion, colère, haine, peine, amour platonique, amour
romantique, joie et vénération) de durée égale (3 minutes chacune). L'évaluation se
fait sur la durée totale d'une émotion donnée. Si on essaie d'analyser une partie à
cheval entre l'émotion colère et l'émotion haine, la méthode de MIT, donnera un
résultat erroné. En eet, en calculant les valeurs caractéristique du signal EMG
entre la seconde 300 et 480, nous obtenons une valeur à-peu-près égale à 1.7 qui
correspond à l'émotion joie.
4.4 Exemple d'application : Détection de la dépression
4.4.1 Introduction
Le modèle que nous avons proposé permet la représentation, la détection et
l'analyse des émotions. Il peut être utilisé dans plusieurs domaines comme la ro-
botique, les jeux vidéo interactifs ou même la surveillance des personnes dans les
habitats intelligents. Le concept d'Habitat Intelligent est un domaine récent qui vise
à redonner une vie autonome, dans leur domicile, à des personnes qui devraient
normalement être placées dans des établissements spécialisés : patients sourants de
certaines maladies chroniques, handicapés, mais aussi personnes âgées dépendantes.
Dans ce contexte, et dans le cadre du projet GERHOME [CSTB 2009] du CSTB de
Sophia Antipolis, nous avons proposé un système de prévention de la dépression chez
les personnes âgées. En eet, la dépression des personnes âgées est fréquente mais
non diagnostiquée et donc non traitée dans 60 à 70% des cas . La dépression chez
les personnes âgées passe souvent inaperçue parce que certains signes de dépression
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Table 4.2  les 11 valeurs caractéristiques extraites pour les 8 émotions du travail
de MIT[Healey 2000]. " la moyenne du signal EMG,eg la moyenne du signal GSR
normalisée , eg l'écart type du signal GSR normalisé , B la moyenne de BVP,
B l'écart type de BVP, eR la moyenne du signal RESPIRATION normalisée, e2R
l'écart type de la RESPIRATION , p1, p2 et p3 représentent la densité spectrale de
puissance du signal RESPIRATION
caractéristiques " eg eg B B eR e2R p1 p2 p3 p4
aucune émotion 1.0 .56 -.36 78 .002 .10 .02 .32 .38 .07 .03
colère 3.2 .68 .76 86 .0001 .14 .02 .26 .36 .12 .04
haine 1.5 .60 -.82 80 .0004 .02 .02 .34 .27 .07 .03
peine 1.9 .54 .05 81 .0000 -.12 .08 .33 .18 .07 .03
amour 1.2 .54 -.01 80 -.003 -.01 .02 .43 .23 .04 .02
platonique
amour 1.5 .56 .01 83 .0001 .01 .02 .24 .29 .11 .04
romantique
joie 1.7 .6 .20 80 -.0001 .00 .06 .35 .24 .06 .02
vénération 0.9 .57 -.44 78 -.0007 -0.2 .01 .33 .36 .06 .03
Figure 4.7  Extraction de la caractéristique d'un signal EMG. La moyenne est
calculée par scénario (intervalle de temps de chaque émotion)
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Figure 4.8  Appratement Gerhome
peuvent être confondus avec des signes de vieillissement. Si la dépression n'est pas
traitée à temps, elle peut aggraver la situation. Plus la dépression est diagnostiquée
tôt, plus les chances de guérison sont élevées.
4.4.2 Présentation du projet Gerhome
Gerhome (cf. Figure 4.8) est un laboratoire expérimental qui reconstitue un
appartement type, meublé et instrumenté pour évaluer des solutions facilitant le
maintien à domicile des personnes âgées. Il a été mis en place sur le site du CSTB à
Sophia Antipolis depuis novembre 2005. L'objectif du projet Gerhome (Gerontology
at Home) est de concevoir des solutions techniques et des services d'aide au main-
tien des personnes âgées dans leur domicile, en utilisant des technologies domotiques
pour assurer l'autonomie, le confort de vie et la sécurité. Cet habitat est équipé de
dispositifs technologiques permettant d'assurer à distance le suivi de la personne.
Des capteurs de présence, des capteurs environnementaux et des capteurs physio-
logiques sont destinés à recueillir des données sur les activités de la personne dans
l'appartement. Les données permettent de décrire précisément l'activité quotidienne
de la personne âgée dans son logement et à partir de là, de détecter certains com-
portements inhabituels, alertes d'une pathologie éventuelle telles qu'une infection
urinaire, une dépression ou encore une insusance cardiaque.
La Figure 4.9 montre le système complet permettant le suivi à distance d'une
personne âgée. Ce système s'appuie sur les éléments suivants :
1. Un ensemble de capteurs de diérents types (physiologique, environnemental,
activité) installés dans l'habitat ou portés par la personne, reliés en réseau
pour la collecte en temps réel des données ;
2. Une unité de traitement centrale responsable du stockage et du traitement des
signaux reçus des capteurs, de la gestion d'une base de connaissances relative
à la personne logée et de l'émission de messages et d'alarmes ;
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Figure 4.9  Architecture du système de suivi à distance d'une personne à domicile
3. Un centre d'intervention pour le traitement des messages et alarmes reçus des
diérents habitats
4. Un ensemble d'observateurs (personnel médical, membres de la famille, la per-
sonne logée) qui peuvent accéder à tout moment aux données de l'unité de trai-
tement centrale, après authentication et selon leurs privilèges, pour consulter
l'évolution de l'état de l'occupant.
Notre travail se situe dans la partie  unité de traitement centrale . Dans ce
contexte, nous proposons une méthode de traitement des données provenant des
diérents capteurs installés dans l'habitat, an de prévenir une éventuelle dépres-
sion en générant des messages d'alertes.
4.4.3 La Dépression
La dépression est un trouble d'humeur qui se manifeste sur une longue durée par
des symptômes de tristesse et de perte de goût de vivre. C'est une véritable maladie
qui se caractérise notamment par une grande tristesse, un sentiment de désespoir,
une perte de motivation et l'impression de ne pas avoir de valeur en tant qu'individu.
Les patients qui connaissent un épisode dépressif majeur accordent une attention
particulière aux émotions négatives et les ressentent intensément, tandis qu'ils ne
s'attachent pas ou peu aux émotions positives [Quentin Debray 2011]. Tout le monde
peut éprouver des sentiments de tristesse et d'angoisse à un moment donné suite à
un problème ou un deuil. Mais, si ces émotions négatives s'intensient et persistent
pendant plus de deux semaines et commencent à nuire aux activités quotidiennes,
elles signalent peut-être une dépression [Johnstone 2007].
Dans notre travail, nous proposons une méthode de prévention de la dépression
en analysant les émotions de la personne âgée. Nous nous intéressons à détecter les
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Figure 4.10  Chaussure avec capteur de conductivité de la peau
Figure 4.11  Boucle d'oreille captant la pression sanguine
émotions négatives qui se manifestent de façon permanente pour prédire l'appari-
tion d'une éventuelle dépression. On se place donc, dans le contexte de l'étude de
l'évolution à long terme de l'état aectif de la personne âgée logée.
4.4.4 Méthode de prévention de la dépression
Dans cette partie, nous proposons un système de prévention de la dépression.
Le système consiste à utiliser les signaux physiologiques an d'estimer l'état aectif
de la personne concernée dans le but d'identier une éventuelle dépression. Les
signaux physiologiques sont recueillis à partir de diérents capteurs installés dans
l'habitat. Il existe plusieurs formes de capteurs physiologiques non intrusifs que
nous pouvons utiliser. Parmi eux nous pouvons citer par exemple les vêtements
intelligents comme le gilet Visuresp conçu par l'équipe PRETA [GIARD 004], les
chaussures de MIT pour la détection de la conductivité de la peau [Healey 2000], la
boucle d'oreille pour mesurer la pression sanguine volumique et le bracelet montre
Aphycare, qui permet d'acquérir et de traiter à la fois des paramètres physiologiques
(fréquence respiratoire, fréquence cardiaque, température cutanée) et des paramètres
d'actimétrie.
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Figure 4.12  Boucle d'oreille captant la pression sanguine
Notre système de détection de la dépression est constitué de trois parties (cf.
Figure 4.12). Dans la première partie, nous analysons les données émotionnelles
collectées des diérents capteurs physiologiques. Ensuite nous déterminons l'émo-
tion la plus proche pour chaque modalité (capteur physiologique) en appliquant
l'algorithme monomodal de détection des émotions proposé dans le chapitre 3. Nous
obtenons ainsi autant de vecteurs émotionnels que de capteurs physiologiques dié-
rents. La deuxième étape prend en entrée les vecteurs émotionnels générés à l'étape
précédente. Nous appliquons ensuite l'approche multimodale décrite dans la section
4.3 en combinant les informations issues des diérentes modalités an de déterminer
l'ensemble des états émotionnels éprouvés par la personne dans l'habitat. Grâce à
notre approche multimodale, nous pouvons obtenir par exemple l'émotion  culpa-
bilité  (guilt) en combinant la  peur  et la  joie  et l'émotion  désespoir  en
combinant la  peur  et la  tristesse  qui sont deux émotions importantes pour
la détection de la dépression.
Dans la troisième partie, nous nous intéressons aux émotions négatives. Nous
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détectons toutes les émotions éprouvées par la personne âgée le long d'une journée.
Nous classions donc les émotions en deux grands groupes : les émotions positives
comme la joie et l'amour ; et les émotions négatives comme la tristesse, l'anxiété
et le dégoût. Nous analysons et classions ainsi ces émotions pour pouvoir donner
une évaluation nale de la journée. Finalement la méthode de détection de la dé-
pression consiste à détecter des émotions négatives qui persistent sur une durée de
deux semaines. En eet, selon les recherches de [Johnstone 2007] [Men 1998], une
personne qui présente un trouble d'humeur (une tristesse intense et une anxiété)
qui se manifeste de façon quasi permanente pendant une période supérieure à 2
semaines peut être le sujet d'une dépression majeure. Ainsi, notre algorithme (algo-
rithme 1) calcule le nombre de jours négatifs successifs pour déterminer la présence
d'une éventuelle dépression. Si le nombre de jours négatifs successifs est supérieur à
14 (deux semaines), notre système conclut que la personne présente des symptômes
de dépression et envoie un message d'alerte aux personnels médicaux concernés.
Algorithme 1 Détection de la dépression
1: int negative_day = 0
2: tant que negative_day<14 faire
3: tant que True faire
4: Wait_for_new_day() ;
5: Ed= Emotion_Detection() ; //gives all the emotions felt throughout the
day
6: boolean day_is_negative=positive_or_negative(Ed) ; //gives true if the
new day is a negative day
7: si day_is_negative alors
8: negative_day ++ ;
9: sinon
10: negative_day = 0 ;
11: send_alert() ;.
La Figure 4.13 présente deux exemples de rapport d'évaluation émotionnelle,
sur une période de vingt cinq jours, générés par notre algorithme de détection de
la dépression. Dans le premier scénario, notre algorithme calcule le nombre de jours
négatifs successifs et conclut que la personne peut être sujet à une éventuelle dépres-
sion et envoie un message d'alerte au personnels médicaux. Le deuxième scénario
montre un bilan avec des alternances entre jours positifs et jours négatifs. Dans ce
cas notre algorithme conclut que la personne ne présente pas de symptômes d'une
dépression.
4.5 Conclusion
Dans ce chapitre, nous avons présenté dans un premier temps, une approche mul-
timodale pour la reconnaissance des émotions qui combine des informations issues
de plusieurs sources. Notre approche prend en compte tous les aspects de l'émotion
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Figure 4.13  Prévention de la dépression
ressentie pour améliorer la reconnaissance des émotions. Elle est basée sur le modèle
multidimensionnel déni dans le chapitre 3.7 pour analyser les diérents vecteurs
émotionnels issus des diérentes modalités. Les résultats expérimentaux montrent
une amélioration signicative des taux de reconnaissance des huit émotions par rap-
port aux résultats obtenus avec l'approche monomodale.
Dans un second temps, nous avons décrit un cas applicatif de nos travaux en
reconnaissance d'émotions. Ce cas applicatif est une méthode de détection de la
dépression en utilisant les signaux physiologiques. Cette méthode repose sur toutes
les approches et le modèles que nous avons proposés dans ce document. Cependant,
par manque de temps, nous n'avons pas testé notre méthode de détection de la
dépression sur des cas réels. En eet, Pour évaluer notre méthode, il est nécessaire
de générer notre propre base émotionnelle relative à la personne télésurveillée pour
pouvoir eectuer le test.

Conclusion générale et
perspectives
Conclusion générale
Dans cette thèse nous nous sommes focalisés sur la modélisation, la reconnais-
sance et l'annotation des émotions. L'objectif de notre travail était d'étudier aussi
bien les émotions simples que les émotions les plus complexes comme les émotions
mélangées, masquées, simulées, etc pour contribuer à long terme à la conception des
futurs systèmes aectifs interactifs.
Nous avons commencé ce manuscrit en présentant les plus importants travaux
de l'état de l'art traitant les émotions. Nous avons ensuite déni le phénomène émo-
tionnel et présenté quelques notions en psychologie concernant les émotions. Puis,
nous avons décrit quelques travaux en intelligence articielle qui ont traité les émo-
tions, en mettant l'accent sur les théories et les techniques les plus utilisées dans
la reconnaissance automatique des émotions. Enn nous avons présenté des travaux
de représentation et d'annotation des émotions tout en décrivant les diérents types
de théories utilisées pour les représenter (étiquettes, dimensions, etc.). L'étude bi-
bliographique de ces travaux, nous a permis de montrer que le problème d'échange
d'émotions entre applications n'est pas susamment traité et qu'il est limité à des
langages de modélisation comme EARL et EmotionML qui permettent d'eectuer
l'échange émotionnel entre applications en utilisant le dictionnaire de langues na-
turelles pour la dénition des émotions. Cependant, ces langages ne permettent
pas d'identier les qualités sémantiques de données émotionnelles et par la suite ne
permettent pas l'échange du concept émotionnel entre applications.
Dans le deuxième chapitre nous avons présenté notre première contribution ma-
jeure qui consiste en un modèle à trois couches qui permet de modéliser, annoter
et échanger des informations émotionnelles entre applications indépendamment de
la modalité utilisée. Il s'agit d'un modèle de représentation hiérarchique composé
de trois couches : la couche psychologique, la couche formelle de représentation
et de traitement des émotions et la couche langage. La première couche présente
le modèle psychologique de Plutchik [Plutchik 1980] que nous avons adopté pour
décrire les émotions. Ce modèle (le circumplex de Plutchik) est basé sur huit émo-
tions primaires de base à partir desquelles vont dériver des émotions secondaires. La
deuxième couche représente le modèle multidimensionnel que nous avons proposé.
Ce modèle se base sur la représentation algébrique des émotions dans un espace
vectoriel. Chaque émotion correspond à un vecteur exprimé dans une base à 8 di-
mensions dont chacune représente une émotion de base dénie par Plutchik. Ainsi,
nous pouvons décrire dans cette base une innité d'émotions y compris les émotions
masquées et simulées. Nous avons abordé aussi la notion d'intensité de l'émotion
ainsi que les techniques de composition et décomposition d'états émotionnels com-
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plexes. Nous avons également proposé des opérateurs vectoriels pour analyser les
émotions dans l'espace vectoriel proposé, comme l'addition de deux émotions et la
distance entre deux vecteurs émotionnels. La troisième couche, qui est la couche
langage, permet de coder et annoter les informations émotionnelles an d'eectuer
l'échange de données émotionnelles entre les utilisateurs lors des diérentes interac-
tions. Pour cela nous avons proposé d'enrichir le langage de description emotionML
proposé par le W3C, avec une nouvelle balise  plutchik-dimension  pour pouvoir
représenter les émotions dans notre modèle vectoriel.
La deuxième contribution majeure est une approche monomodale de reconnais-
sance des émotions fondée sur l'analyse des signaux physiologiques. Cette approche
se base sur l'application des techniques de traitement du signal et utilise le mo-
dèle multidimensionnel que nous avons proposé pour la représentation des émo-
tions. Nous avons calculé, tout d'abord, un ensemble de paramètres statistiques
pour extraire les informations caractéristiques de chaque classe émotionnelle. Puis
nous avons utilisé le classieur KNN pour établir une correspondance entre les para-
mètres calculés et les émotions. Les résultats expérimentaux sont très satisfaisants et
permettent d'atteindre 59.44% de classication correcte pour un nombre de classes
d'émotions égal à 8. Nous avons montré que notre méthode dépasse en performance
les autres méthodes de l'état de l'art comme la méthode Fusion based HHT features
dont le taux de classication est égale à 44.33% et la méthode Baseline avec un taux
de 45% de bonne clasication.
Nous avons ensuite exploité les outils mathématiques de notre modèle vecto-
riel multidimensionnel an de dénir une approche multimodale. Nous avons utilisé
une fusion au niveau de la décision qui consiste à interpréter les caractéristiques
de chaque modalité séparément. Les résultats expérimentaux montrent une amélio-
ration signicative des taux de reconnaissance des huit émotions par rapport aux
résultats obtenus avec l'approche monomodale.
Enn nous avons proposé une méthode de détection de la dépression des per-
sonnes âgées dans un habitat intelligent basée sur notre approche multimodale de
reconnaissance des émotions. Nous avons déni cette méthode dans le cadre du pro-
jet GERHOME, qui a pour but de concevoir des solutions techniques et des services
d'aide au maintien des personnes âgées dans leur domicile. Notre méthode permet
d'assurer à distance le suivi à long terme de l'évolution de l'état aectif d'une per-
sonne pour identier l'installation d'une éventuelle dépression et générer un message
d'alerte aux personnels médicaux.
Perspectives
Ce travail présente plusieurs perspectives prometteuses. Une première perspec-
tive vise l'extension de notre modèle de représentation des émotions pour qu'il tienne
compte du contexte d'émergence de l'émotion tels que le contexte culturel (origine,
éthique, religion, etc), le contexte personnel (sexe, âge) ou encore le contexte si-
tuationnel (lieu, situations et événements déclencheurs de l'émotion). Nous pouvons
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ainsi enrichir notre modèle de représentation des émotions en tenant compte du
modèle Big-Five de McCrae[McCrae 2002] et en ajoutant des fonctions d'aaiblisse-
ment des émotions comme dans les travaux de [Sehaba 2007] pour pouvoir prévoir
l'état émotionnel à l'instant suivant.
De façon générale, ce champ de recherche est en plein évolution. Nos travaux de
modélisation ont permis de prendre en compte la nature essentiellement multimodale
des émotions, et nous avons apporté des premières pistes pour les représenter. De
nombreuses recherches sont cependant encore nécessaires pour doter les systèmes de
demain d'émotions complexes, que ce soit en génération ou en détection.
La deuxième perspective de ce travail concerne la partie classication de la mé-
thode de reconnaissance des émotions proposée dans le chapitre 3. Nous envisa-
geons de mener de nouvelles expérimentations avec d'autres méthodes de clas-
sication comme la SVM et les réseaux bayésiens Naïfs et comparer les résultats
de classication en terme de performance. Ainsi, plusieurs améliorations peuvent
encore être apportées à notre approche de reconnaissance des émotions.
Enn, nous proposons de tester notre méthode de détection de dépression sur des
cas réels. Pour cela nous proposons de générer notre propre base émotionnelle rela-
tive à la personne télésurveillée pour pouvoir eectuer l'évaluation. Nous proposons
également d'étendre notre méthode pour qu'elle tienne compte d'autres indicateurs
de la dépression. Nous avons déjà commencé quelques travaux de modélisation de
la dépression en utilisant un modèle logistique (voir annexeB) dont la validation se
fera plus tard.
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Annexe A
Glossaire
Humeur : état aectif qui, contrairement à l'émotion, a des origines diuses (i.e.
elle n'est pas déclenchée par un événement en particulier). L'humeur est de plus
longue durée et de plus faible intensité [Brave 2003].
Aect : Terme regroupant plusieurs phénomènes aectifs incluant les émotions et
l'humeur.
Agent émotionnel : agent virtuel dans lequel est modélisé au minimum un des
trois sous-processus de l'émotion (déclenchement de l'émotion, expression des émo-
tions ou inuence des émotions sur le processus cognitif).
Émotion déclenchée : Émotion générée suite à l'évaluation subjective d'un évé-
nement par un individu. Elle représente la signication émotionnelle d'un événement
pour un individu. Une émotion déclenchée modie les émotions ressenties d'un in-
dividu (i.e. son état émotionnel).
Émotion feinte : une émotion feinte est une émotion exprimée par un individu
mais non ressentie.
L'intelligence émotionnelle : capacité d'un individu à comprendre les émotions,
leurs origines, leurs inuences, leurs conséquences et à savoir les contrôler.
Intensité d'une émotion : valeur numérique ou littérale représentant l'impact
émotionnel d'un événement pour un individu.
Émotion primaire : (appelée aussi émotion réexe) émotion générée suite à un
traitement court et rapide mais imprécis d'un stimulus. Il n'y a pas de traitement
cognitif de l'information. Ce système permet à un individu de répondre rapidement
à un stimulus avant même de savoir de quoi il s'agit exactement [Damasio 1994].
Émotion secondaire : émotion déclenchée par un traitement cognitif d'une in-
formation [Damasio 1994].
Personnalité : la personnalité (ou tempérament) est ce qui détermine l'indivi-
dualité de chacun. Elle est liée à l'émotion dans le sens où elle peut déterminer les
dispositions d'un individu à ressentir certaines émotions [Brave 2003].
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Big Five : Modèle de la personnalité en cinq facteurs. composé de 5 traits de
personnalité qui constituent un repère pour la description et l'étude théorique de la
personnalité.
 Extraversion : extériorisation des sentiments et des réactions
 Névrosisme : sensation des émotions négatives
 Extraversion : recherche de l'harmonie sociale
 Ouverture à l'expérience : curiosité intellectuelle, ouverture à l'expérience.
 Agréabilité : organisation et persistance
Annexe B
Un modèle logistique pour la
modélisation de la dépression
Nous nous sommes basés sur les échelles de dépistage de dépression comme
l'échelle HAD (Hospital Anxiety and Depression Scale) et l'échelle Hamilton) pour
déterminer les indicateurs de la dépression. On a essayé de prendre presque tous les
facte qui expliquent mieux la dépression chez la personne âgée. Ces facteurs qui sont
appelés aussi facteurs pronostiques sont : l'agitation, trouble de sommeil, perte de
poids, solitude, ralentissement (problème de concentration et de mémoire), émotions
négatives.
Donc notre but est de mettre en évidence l'existence d'une liaison fonctionnelle
sous-jacente (underlying concept) de la forme Y = f(X;) entre ces variables. La
fonction f() est le modèle de prédiction, on parle aussi de classieur ; a est le vecteur
des paramètres de la fonction, on doit en estimer les valeurs à partir des données
disponibles.
Comme dans toute démarche de modélisation, plusieurs questions se posent im-
médiatement :
 Choisir la forme de la fonction
 Estimer les paramètres du modèle à partir d'un échantillon 

 Identier les descripteurs pertinents dans la prédiction de Y , évacuer celles
qui ne sont pas signicatives et/ou celles qui sont redondantes.
Donc pour notre démarche de modélisation nous avons choisit la régression lo-
gistique pour calculer le risque de survenue ou la probabilité d'apparition de la
dépression lorsque les valeurs des variables Xi sont connues. Plusieurs raisons mo-
tivent ce choix :
 la régression logistique est relativement simple à comprendre et à appliquer
 elle permet de répondre précisément à chacune des questions posé ci dessus.
 elle permet de modéliser directement une probabilité
 Les coecients estimés par le modèle sont en eet liés mathématiquement
à l'odds- ratio (ou rapport des cotes) qui représente la force de l'association
entre un facteur et la dépression
Nous supposons que la dépression est dichotomique : les valeurs possibles sont 0
(absence de dépression) ou 1 (présence de la dépression). Nous cherchons à prédire
les valeurs de la dépression Y , mais nous pouvons également vouloir quantier la
probabilité d'un individu à être positif.
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B.1 Modélisation avec la régression Logistique- Principe
Nous cherchons à prédire une variable catégorielle Y (la dépression) à partir
d'une collection d'indicateurs (X1; X2; :::; XJ).
 Y caractérise la dépression (Présence/Absence),
 Les Xi caractérisent les i facteurs de risque (ou facteurs pronostiques) de la
dépression
Dans ce cas, on estime que Y suit une loi de Bernoulli de paramètre p et nous
cherchons à prédire correctement les valeurs de Y et quantier la probabilité d'un
individu à être positif (ou négatif).
P [Y (!) = +=X(!)] = (!) représente la probabilité a posteriori qu'un individu
! soit positif sachant les valeurs prises par les descripteurs. Ici également, lorsqu'il
ne peut y avoir de confusions, nous écrirons . Ce dernier terme est très important.
En eet, c'est la probabilité que l'on cherche à modéliser en apprentissage supervisé.
Le LOGIT d'un individu ! s'écrit :
ln

(!)
1 (!)

= a0 + a1X1(!) + :::+ aJXJ(!) (B.1)
a0; a1; ::; aJ sont les paramètres que l'on souhaite estimer à partir des données.
Le quotient
(!)
1 (!) =
P (Y = +=X)
P (Y =  =X) (B.2)
exprime un odds c'est à dire un rapport de chances pour un individu ! d'obtenir
la réponse Y = 1 (présence de la dépression). Par exemple, si un individu présente
un odds de 2, cela veut dire qu'il a 2 fois plus de chances d'être positif que d'être
négatif.
B.1.0.1 Estimation des paramètres par la maximisation de la vraisem-
blance
Pour estimer les paramètres de la régression logistique par la méthode du maxi-
mum de vraisemblance, nous devons tout d'abord déterminer la loi de distribution
de P (Y=X).
D'après ce qui est dit précédemment, Y est une variable binaire dénie dans
{+, -}, (ou {1, 0} pour simplier les écritures). Pour un individu !, on modélise la
probabilité à l'aide de la loi de Bernoulli de paramètre  alors :
P [Y (w)=X(w)] = (w)y(w)(1 (w))(1 y(w)) (B.3)
Cette modélisation est cohérente avec ce qui a été dit précédemment, en eet :
 Si y(w) = 1 alors P [Y (w) = 1=X(w)] = 
 Si y(w) = 0 alors P [Y (w) = 0=X(w)] = 1 
Donc la vraisemblance d'un échantillon 
 s'écrit alorsY
w
(w)y(w)(1 (w))(1 y(w)) (B.4)
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Les paramètres a = (a0; a1; :::; aj) qui maximisent cette quantité sont les estima-
teurs du maximum de vraisemblance de la régression logistique. Contrairement à la
régression linéaire, une solution analytique exacte n'existe pas. Plusieurs techniques
d'optimisation existent. La méthode la plus connue est la méthode Newton-Raphson
qui est une méthode itérative du gradient.
Dans ce qui suit, nous notons a le vecteur des paramètres à estimer. La méthode
de Newton-Raphson démarre avec une initialisation quelconque du vecteur de para-
mètre a , pour passer de l'étape (i) à l'étape (i+1), elle se rapproche de la solution
nale en utilisant la formule suivante :
ai+1 = ai  

@2L
@a@a0

@L
@a
(B.5)
@L
@a est le vecteur des dérivées partielles premières de la vraisemblance.
@2L
@a@a0
la matrice des dérivées partielles secondes de la vraisemblance.
Les itérations sont interrompues lorsque la diérence entre deux vecteurs de
solutions successifs est négligeable. Pour cela, on xe souvent une valeur seuil epsilon,
on arrête le processus si l'écart d'une étape à l'autre est plus petit que le seuil.
Algorithme Newton Raphson l'algorithme newton raphson permet de trouver
la valeur â de a qui maximise la fonction de vraisemblance L.
Algorithme 2 NewtonRaphsonAlgo(a0, ")
1: int i = 0
2: répéter
3: ai+1    ai   (@2L(i)
@a@a
0 ) 1 @L(i)@a
4: i   i+ 1
5: jusqu'à
ai+1   ai < "
6: i   i+ 1
7: a^   ai+1
8: return(a^) ;
B.2 Jeu de données pour la régression logistique
Dans notre travail, On cherche à prédire la probabilité pour qu'un occupant soit
sujet d'une dépression. Donc nous allons eectuer n observations avec les 7 variables
prédictives pour illustrer la régression logistique binaire. L'objectif est de prédire la
présence ou l'absence d'une dépression (dépression Y  ; avec  prsence = + 
et  absence =   ) à partir de l'agitation (binaire - X1), trouble de sommeil
(binaire - X2), perte de poids (binaire - X3), Solitude(binaire - X4), Ralentissement
de mémoire(binaire - X5), émotions négatives (binaire - X6). Le but est d'estimer
les paramètres de la régression logistique pour notre problème de prédiction de la
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dépression. pour cela il faut eectuer les mesures des diérents variables relevées sur
un échantillon de n personnes.
L'intérêt majeur de cette technique est de quantier la force de l'association entre
chaque variable indépendante et la variable dépendante, en tenant compte de l'eet
des autres variables intégrées dans le modèle  mesure ajustée . Cette méthode
est relativement simple à comprendre et à appliquer, ses résultats peuvent être
aisément interprétés car liés directement à l'épidémiologie. Les coecients estimés
par le modèle sont en eet liés mathématiquement à l'odds-ratio (ou rapport des
cotes) qui représente la force de l'association entre un facteur et une maladie, bien
qu'il ne soit qu'une approximation du risque relatif.
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Résumé : Notre travail s'inscrit dans le domaine de l'aective computing et plus
précisément la modélisation, détection et annotation des émotions. L'objectif est
d'étudier, d'identier et de modéliser les émotions an d'assurer l'échanges entre
applications multimodales.
Notre contribution s'axe donc sur trois points. En premier lieu, nous présentons
une nouvelle vision de la modélisation des états émotionnels basée sur un modèle
générique pour la représentation et l'échange des émotions entre applications mul-
timodales. Il s'agit d'un modèle de représentation hiérarchique composé de trois
couches distinctes : la couche psychologique, la couche de calcul formel et la couche
langage. Ce modèle permet la représentation d'une innité d'émotions et la modé-
lisation aussi bien des émotions de base comme la colère, la tristesse et la peur que
les émotions complexes comme les émotions simulées et masquées.
Le second point de notre contribution est axé sur une approche monomodale
de reconnaissance des émotions fondée sur l'analyse des signaux physiologiques.
L'algorithme de reconnaissance des émotions s'appuie à la fois sur l'application des
techniques de traitement du signal, sur une classication par plus proche voisins et
également sur notre modèle multidimensionnel de représentation des émotions.
Notre troisième contribution porte sur une approche multimodale de reconnais-
sance des émotions. Cette approche de traitement des données conduit à une généra-
tion d'information de meilleure qualité et plus able que celle obtenue à partir d'une
seule modalité. Les résultats expérimentaux montrent une amélioration signicative
des taux de reconnaissance des huit émotions par rapport aux résultats obtenus avec
l'approche monomodale.
Enn nous avons intégré notre travail dans une application de détection de la
dépression des personnes âgées dans un habitat intelligent. Nous avons utiliser les
signaux physiologiques recueillis à partir de diérents capteurs installés dans l'ha-
bitat pour estimer l'état aectif de la personne concernée.
Mots clés : modélisation des émotions, annotation des émotions, modèle multi-
dimensionnel, reconnaissance des émotions, approche monomodale, approche mul-
timodale.
Modeling , detection and annotation of emotional states using an
algebraic multidimensional vector space
Abstract : This study focuses on aective computing in both elds of modeling
and detecting emotions. Our contributions concern three points. First, we present
a generic solution of emotional data exchange between heterogeneous multi-modal
applications. This proposal is based on a new algebraic representation of emotions
and is composed of three distinct layers : the psychological layer, the formal com-
putational layer and the language layer. The rst layer represents the psychological
theory adopted in our approach which is the Plutchik's theory. The second layer is
based on a formal multidimensional model. It matches the psychological approach of
the previous layer. The nal layer uses XML to generate the nal emotional data to
be transferred through the network. In this study we demonstrate the eectiveness
of our model to represent an innity of emotions and to model not only the basic
emotions (e.g., anger, sadness, fear) but also complex emotions like simulated and
masked emotions. Moreover, our proposal provides powerful mathematical tools for
the analysis and the processing of these emotions and it enables the exchange of the
emotional states regardless of the modalities and sensors used in the detection step.
The second contribution consists on a new monomodal method of recognizing
emotional states from physiological signals. The proposed method uses signal pro-
cessing techniques to analyze physiological signals. It consists of two main steps :
the training step and the detection step. In the First step, our algorithm extracts
the features of emotion from the data to generate an emotion training data base.
Then in the second step, we apply the k-nearest-neighbor classier to assign the
predened classes to instances in the test set. The nal result is dened as an eight
components vector representing the felt emotion in multidimensional space.
The third contribution is focused on multimodal approach for the emotion re-
cognition that integrates information coming from dierent cues and modalities. It
is based on our proposed formal multidimensional model. Experimental results show
how the proposed approach increases the recognition rates in comparison with the
unimodal approach.
Finally, we integrated our study on an automatic tool for prevention and early
detection of depression using physiological sensors. It consists of two main steps :
the capture of physiological features and analysis of emotional information. The
rst step permits to detect emotions felt throughout the day. The second step
consists on analyzing these emotional information to prevent depression
Keywords : modeling emotional states, emotion annotation, multidimensio-
nal model, emotion recognition, monomodal approach, multimodal approach.
