We describe a technique for measuring the surface profile of a radio telescope with a fast paraboloidal primary. The technique uses a sensor, at the center of curvature of the primary, consisting of a millimeterwave source and an array of receivers to measure the field in the caustic. The sensor is mounted on the telescope enclosure and it moves with the telescope, so the measurements can be used for continuous, slow, closed-loop control of the surface. Sensor decenter and despace errors, due to wind buffeting and thermal deformation of the sensor support, do not compromise the surface measurements because they result in profile errors that are mainly translation, which has no effect on astronomical observations, or tilt and defocus, which can be measured using astronomical sources. If the position of the sensor is known to 20 μm rms, the surface can be measured to ∼1 μm rms at λ 3 mm.
Introduction
This paper describes a technique for measuring the surface profile of a radio telescope. The work was motivated by the Cerro Chajnantor Atacama telescope (CCAT), which will be a 25 m diameter, submillimeter-wave telescope on a mountaintop in the Atacama Desert [1] . CCAT will be a survey machine, equipped with wide-field cameras and multiobject spectrometers operating in the 0.2-2 mm wavelength range [2] . The primary surface will be made of ∼2 × 2 m segments, each with ∼16 reflecting tiles mounted on a rigid subframe. The segments will be supported by a stable, carbon-fiber-reinforced-plastic (CFRP) truss [3] . The primary will be large enough to require active control to compensate gravitational and thermal deformations, so each segment will have three computer-controlled actuators.
Measurements of the surface profile of the primary will be needed to control the surface. Changes in the surface can be measured using edge sensors [4] or ranging instruments [5, 6] , but these must be calibrated based on an absolute measurement of the surface. Such sensors also measure specific points, e.g., the locations of retro reflectors, so local thermal deformations are a problem. A measurement of the average surface error on the scale of a segment or tile is more useful. Low-order surface errors can easily be measured using through focus holography on an astronomical source [7, 8] . High-order errors can be measured using a shearing or point diffraction interferometer [9] [10] [11] [12] , but the observations require a bright source. The only astronomical sources that are bright enough are planets. A measurement of the surface with 0.5 m spatial resolution will take just a few minutes on Mars at λ 350 μm, but hours on the outer planets [13] . Unfortunately, Mars is only available ∼30% of the time and it will often be so close to Earth that it will be resolved.
What is really needed is a bright artificial source that moves with the telescope, so the surface can be measured quickly at any time. A comoving artificial source cannot be mounted far from the telescope and it cannot be closer than the center of curvature (CoC) of the primary. The latter configuration is used in the Hobby Eberly telescope, which has a spherical primary that can image an optical source on a tower at the CoC [14] . CCAT will be a Ritchey-Chretien design for wide field of view and it will have a short primary focal length to minimize the size and cost of the enclosure. Its fast hyperboloidal primary will produce a poor image of a source at the CoC, so it is not obvious that a CoC test is viable. In this paper, we demonstrate that the surface profile of the primary can be recovered from measurements of the field in the caustic. This is an extension of the holography technique that is often used to measure the surface profile of radio telescopes [15, 16] and mirrors [17] . The CCAT primary will be close to a paraboloid, so the analysis presented here is for a paraboloidal mirror. The material is organized as follows. In Section 2 we describe the test technique, mounting of the CoC sensor, and the number and position of receivers. In Section 3 we discuss sensor alignment errors. In Section 4 we describe the effects of obscuration by the secondary.
Center of Curvature Test for a Paraboloid
The basic configuration of the CoC test is shown in Fig. 1 . The sensor has a millimeter-wave source, with a feedhorn designed to illuminate the primary with a spherical wave. The source is surrounded by an array of receivers that sample the field over the caustic. Each receiver has a feedhorn-coupled mixer feeding a phase-sensitive detector referenced to the source. The sensor is mounted just beyond the center of curvature, to minimize the diameter of the caustic at the receiver array. For the CCAT primary, which has a focal length of 10 m, the optimum sensor location is 22.7 m from the vertex of the primary. This gives a 2.4 m diameter caustic, which fits in the shadow of the 3 m diameter secondary mirror. All the sensor components are inexpensive, commerciallyavailable devices, such as those sold for automotive radar applications.
The CoC sensor cannot be mounted directly on the telescope without introducing severe structural deformations, so in this case it is mounted on a lightweight, CFRP, low-obscuration tripod attached to the enclosure. The sensor moves with the telescope, so it is always available for slow, closed-loop control of the surface. Mounting the sensor on the enclosure means we have to deal with alignment errors due to wind buffeting, thermal deformation of the sensor support, and different centers of rotation for the enclosure and telescope. To first order, a decenter or tilt of the sensor is equivalent to a pointing error and decenter of the primary, and a despace of the sensor is equivalent to a despace and defocus of the primary. Translation of the primary has no effect on observations, and pointing and focus can be measured quickly using astronomical sources, so these terms can be ignored in the CoC test, leaving just the higher-order modes which are not easily obtained from astronomical measurements. Removing the translation, pointing, and focus terms allows us to use a light, thin sensor support, but a single measurement of the surface must be made quickly enough to freeze any motion of the sensor. Measurements can then be stacked to improve the signal-to-noise ratio.
First, we demonstrate that the measurements can be made quickly enough. A sensor decenter δ corresponds roughly to a tilt δ across the primary. For CCAT, we need to know the surface to a few micrometers rms, so the sensor must move no more than a few micrometers during a measurement. Wind buffeting on a lightweight structure the size of CCAT might cause sensor motion ∼10 mm s −1 , in which case the measurement time must be ∼100 μs. If we measure n patches on the primary surface, the signal-to-noise ratio at a receiver due to one patch is
where P is the source power, A is the area of a receiver feedhorn, D c is the diameter of the caustic, k B is Boltzmann's constant, T rx is the single sideband receiver noise temperature, and b is the predetection bandwidth. The first term in Eq. (1) is the power incident on a single patch on the surface. The second term is the filling factor of the receiver in the caustic. The third term is the receiver noise. We must measure three patches per segment to obtain the tip, tilt, and piston error, so n ∼ 500 for CCAT. The source and receiver feedhorns must have fairly uniform response over the entire primary. The CCAT primary subtends an angle of ∼1 rad at the CoC, so the feedhorn diameter must be ∼λ and A ∼ λ 2 . The phase noise after phase detection is [18, 19] ϕ SNR × bτ
where τ is the measurement integration time. n receivers are required to measure n patches on the primary, so the phase noise is improved by a factor n p and the error in the surface profile is Equation (3) is independent of n because as more patches are measured, more receivers must be added to the sensor. It is also independent of λ because the receiver collecting area scales with λ 2 . For CCAT, D c ≈ 2.4 m. With T rx 10 4 K (i.e., an inexpensive, λ 3 mm, room-temperature mixer), and τ 100 μs, σ < 1 μm rms requires P > 1∕4 mW, which is quite practical.
We now discuss the details of the CoC measurement. We assume a linearly polarized source with a scalar feedhorn, and we represent the field at the primary as [20] 
where θ and ϕ are the polar and azimuthal angles, the field is polarized along the direction ϕ π∕2, k 2π∕λ, r 1 is the distance from the source to a point on the primary, ω is the angular frequency, and the P∕π 1∕2 scale factor is for a feedhorn that radiates into just one hemisphere. In our simulations, Eq. (4) gives ∇ · E < kE∕10 4 and ∇ × B < −ik∕cE∕10 4 , so our field model satisfies Maxwell's equations to one part in 10 4 . This corresponds to a wavefront error of 10 −4 ∕k, i.e., ∼0.02 μm surface error at λ 3 mm, which is negligible for a submillimeter-wave telescope. The electric field at receiver i due to radiation from patch j on a perfectly reflecting primary is [21] 
where E and B are the reflected field at the primary,n is the unit normal to the primary, dA is an element of area on patch j, and
is the Green's function, where r 2 is the distance from receiver i to a point on patch j. The field at receiver i due to all the patches is then
where
is a phase factor that accounts for piston error x j at point j on the primary and E ij is the ϕ π∕2 component of E ij , selected by the waveguide at the receiver input. Equation (7) can be solved using the least squares method to determine piston errors on the surface.
To simulate a CoC measurement, we divide the 25 m diameter primary into 10 rings, each with 10 sectors, i.e., 100 patches in total. A real CoC sensor for CCAT will measure ∼500 patches, but 100 is convenient for a demonstration. First, we precompute the matrix of field contributions, E ij , corresponding to a given sensor geometry. We assume initially that the sensor is not buffeted by the wind, so its location is known. We then generate a vector of random surface errors x j , and the corresponding phase factors, v j .
To each E i , we add receiver noise
where Z 0 is the impedance of free space, N0; 1 is a random variable in the range 0 to 1, and ψ0; 2π is a random variable in the range 0 to 2π. N i is the rms field corresponding to noise power k B T rx ∕τ at the feedhorn, i.e., rms noise voltage k B T rx ∕τ 1∕2 at the phase-sensitive detector output. The measured surface profile is given by
ij is the pseudoinverse of E ij . The measurement error is
For all the simulations in this paper, λ 3 mm, T rx 10 4 K, P 5 mW, and τ 100 μs. The calculation of E −1 ij takes about five minutes on an Intel Core i5-750 processor for 100 receivers and an integration step size that gives ∼0.02 μm rms surface error. Figure 2 shows the field intensity in the caustic. The field has a complicated structure, so the strategy for placing receivers is not obvious. A receiver in the caustic sees radiation from the whole primary, but rings on the primary tend to reflect radiation to rings on the receiver array. Rings 1, 8, and 9 on the primary focus radiation near the center of the receiver array, while rings 3-6 focus radiation around the edge. We can determine how to optimally place a given number of receivers by systematically comparing the measurement error due to different receiver configurations. With 100 patches on the primary, at least 100 receivers are needed to uniquely determine the v 0 j . Figure 3 shows the optimum placement for 100 receivers, with positions chosen to minimize the average of the rms error from several measurements (each with a different instance of the receiver noise vector N). As expected, the optimum placement gives roughly uniform sampling of the caustic. With 100 optimally placed receivers, the measurement error is 0.7 μm rms (see Fig. 4 ). If the number of receivers is n > 150, the measurement error scales roughly as n − 100 −1∕2 . It is probably impractical to have many more receivers than patches on the primary.
We have found that configurations in which the receivers are allowed to lie anywhere on the sensor (as in Fig. 3 ) generally lead to high sensitivity to sensor position errors. Configurations which match the circular symmetry of the field in the caustic (as in Fig. 5) are better. Figure 6 shows a simulation of a CoC measurement of the CCAT primary with 120 receivers optimally placed in a circularly symmetric configuration. The measurement error is 0.2 μm rms and is uncorrelated with the surface deformations, so it is due to receiver noise rather than systematic errors in the technique.
Alignment Errors
In Section 2, we showed that the surface profile of the primary can be recovered if the position of the CoC sensor is known. In practice, the sensor will move due to thermal deformation of its support, wind buffeting, and different centers of rotation for the telescope and enclosure. In this section, we investigate the effect of sensor position errors.
We first calculate E i with the sensor displaced, then we calculate the surface profile using E leads to large, low-order errors in the measured surface, mostly translation, tilt, and defocus. Translation of the primary has no effect on astronomical observations. In addition, we will not use erroneous pointing and focus corrections from a CoC measurement to correct the primary because we can measure the actual pointing and focus errors using astronomical sources. We include this filtering of low-order terms in the simulation by removing translation, tilt, and defocus from both x j and x 0 j just before calculating the measurement error. Figure 7 shows the measurement error versus sensor decenter, tilt, and despace, and Fig. 8 shows examples of the measured-actual surface profile. The measurement error scales linearly with sensor position error. For a despace, the measurement error has the expected circular symmetry. For a decenter, or a tilt, the pattern of surface errors reflects the motion of the sensor if the receiver configuration is circularly symmetric. For a receiver configuration that is not circularly symmetric, the pattern of surface errors seems to be more dependent on the receiver placement than on the orientation of the sensor position error. <1 μm rms measurement error requires decenter <20 μm, tilt <60 μm across the sensor diameter, and despace <200 μm. These are fairly stringent requirements, but well within the measurement capabilities of a laser tracker. For closed-loop control of the primary, E −1 ij could be precomputed for the range of possible sensor positions, so that real-time calculations would involve just the simple matrix multiplication of Eq. (10).
Receiver position errors within the array cause errors in the measured surface profile. For the receiver configuration of Fig. 3 , 10 μm rms random position errors (e.g., due to manufacturing tolerances) give a surface error of 1 μm rms. A 15 μm change in sensor radius due to thermal expansion also causes 1 μm rms surface error. The change in radius is Δρ ραΔT, where ρ is the sensor radius, α is the coefficient of thermal expansion of the sensor, and ΔT is the temperature change. If the sensor feedhorns are mounted on a CFRP plate with α 10
and ρ 1.5 m, Δρ < 15 μm requires ΔT < 10 K, so an exposed sensor will need coarse, active temperature control. The ∼10 μm tolerance on receiver position errors also applies to receiver phase errors and gravitational deformation of the sensor. Phase errors are a concern because the local oscillators for the mixers will probably be distributed through coaxial cables, which will have to be in a temperature controlled environment. An alternative approach would be to couple the local oscillator optically from a source mounted on the back of the secondary.
Obscuration by the Secondary
The secondary mirror causes two problems. First, it obscures the source, so the inner part of the primary is not illuminated. For CCAT, a ray from the center of the sensor to the edge of the secondary intercepts the primary at a radius of 2.56 m, which is near the outer edge of the first ring of segments (see Fig. 9 ). The obscuration problem can be addressed using additional source and receiver positions around the edge of the sensor in order to see around the secondary. The sensor can be as large as the secondary, which is the same size as the central hole in the primary, so a source at the edge of the sensor can see part of the inner edge of the primary. A few sources are needed around the edge of the sensor to sequentially measure patches around the inner part of the primary. The measurements must then be stitched together to form a complete map of the primary. The reflected field returning to the sensor from the inner panels is also obscured by the secondary. This reduces the power at the receiver array by a factor ∼10, so we need 10× higher source power to measure the inner panels quickly. The second problem is diffraction at the secondary. This affects both the field incident on the primary and the reflected field returning to the sensor. Ignoring diffraction leads to large measurement errors near the boundary between the illuminated and shadow regions. The problem is illustrated in Fig. 10 , which shows the change in phase of the field incident on the primary due to diffraction at the secondary. The peak phase error in Fig. 10 corresponds to a surface profile error of ∼0.5 μm × 12.5∕Rm 2 , where R is the radius on the primary. To avoid this systematic error, we must include diffraction when calculating E ij , or measure the error, e.g., by comparing a CoC measurement with a shearing interferometer measurement, and apply a correction to v 0 j .
Conclusions
We have demonstrated, by calculation, that the surface profile of a fast paraboloid can be measured at the micrometer level using a millimeter-wave source at the CoC and an array of receivers to measure the field in the caustic. The source and receivers could be inexpensive, commercially-available, millimeter-wave parts. The CoC sensor could be mounted on the telescope enclosure, so it would move with the telescope and always be available for slow, closed-loop control of the surface.
The CoC sensor must have at least as many receivers as patches to be measured on the surface. The position of the sensor must be measured to ∼20 μm, which can be done using a laser tracker. A single measurement of the surface must be made quickly enough (<100 μs) to freeze sensor motion due to wind buffeting. This requires a source power of order 1 mW if the receivers are room-temperature mixers. Measurements can be stacked to improve the signalto-noise ratio. The portion of the surface that is obscured by the secondary can be measured by switching the source to a feedhorn at the edge of the array of receivers. Diffraction at the secondary causes errors of a few μm rms in the recovered surface profile, so a correction must be applied for this effect. This work was supported by the John B. and Nelly Kilroy Foundation. . Surface error corresponding to the change in phase of the field at the primary due to diffraction at the secondary. R is the radius on the primary. The source is at the center of the sensor. The inner region with no points is obscured by the secondary.
