Visual question answering (VQA) 
Introduction
Visual Question Answering (VQA) is an emerging problem which requires the algorithm to answer arbitrary natural language questions about a given image. It attracts a large amount of interests in both computer vision and Natural Language Processing (NLP) communities, because of its numerous potential applications in autonomous agents and virtual assistants.
To some extent, VQA is closely related to the task of Textual Question Answering (TQA, also known as machine reading comprehension), which asks the machine to answer questions based on a given paragraph of text. However, * The first two authors equally contributed to this work. C. Shen is the corresponding author. Question1 is observation based, which can be inferred from the image itself. Question2 is knowledge based, which has to refer knowledge beyond the image. Extra knowledge commonly appears in text, which is easier to be combined to the context paragraph in TQA.
VQA seems to be more challenging because of the additional visual supporting information. As compared in Figure 1, the inputs in TQA are both pure text, while VQA has to integrate the visual information from image with the textual content from questions. On one hand, image has a higher dimension than text and lacks the structure and grammatical rules of language, which increase the difficulty in semantic analysis. On the other hand, the algorithm has to jointly embed the visual and textual information that come from two distinct modalities. Most approaches in VQA adopt deep Convolutional Neural Networks (CNNs) to represent images and Recurrent Neural Networks (RNNs) to represent sentences or phrases. The extracted visual and textual feature vectors are then jointly embedded by concatenation, element-wise sum or product to infer the answer. Fukui et al. [8] argued that such simple kinds of merging might not be expressive enough to fully capture the complex associations between the two different modalities and they proposed a Multimodal Compact Bilinear pooling method (MCB) for VQA. It would be even complex if extra knowledge is required to be combined for reasoning. Li et al. [17] proposed to embed knowledge in memory slots and incorporated external knowledge with image, question and answer features by Dynamic Memory Networks (DMN).
In this work, different from exploring the highdimensional and noisy image features to infer the answer, we express the image explicitly by natural language. Compared to image feature, natural language represents a higher level of abstraction and is full of semantic information [26] . Through this transformation, all inputs are transfered into text, which avoids the joint embedding of image and text features into a hidden space. Instead, the multimodal fusion is conducted in text domain, which is better for explicitly preserving semantic information that is the core concern of VQA. In addition, external knowledge that is commonly described by text can be easily integrated into the model. With the attention mechanism used in text domain, the proposed model is able to provide semantic-level (i.e., text) supporting facts, and hence make the reasoning process more interpretable.
The main contributions of this work is three-fold: 1) We propose a new thought of solving VQA problem. Instead of integrating feature vectors from different modalities, we represent image content explicitly by natural language and solve VQA as reading comprehension. Thus we can resort to the abundant research results in NLP community to handle VQA problem. Using text and NLP techniques allows convenient access to higher-level information, and enables transfer learning from TQA to VQA models. Text data is more easier to be collected than images. Our method makes it possible to exploit large volumes of text in understanding images, actions, and commands.
2) Two types of VQA models are proposed to address the open-end VQA and the multiple-choice VQA respectively. Based on the converted text description and the attention mechanism used in the models, semantic level supporting facts can be retrieved from the context, which makes the answer inferring process human-readable. The proposed models show comparable performance with the state-of-the-art on three different types of VQA datasets, which demonstrates their feasibility and effectiveness.
3) Most VQA methods cannot handle knowledge based VQA or have poor performance because of the complicated knowledge embedding. In contrast, our method can be easily extended to address knowledge based VQA.
Related Work

Joint embedding
Current approaches need to integrate features from both image and text, which is a multimodal feature fusion problem. Most existing approaches use simple manners such as vector concatenation [20, 24, 29] , element-wise product or sum [1, 9, 34] to jointly embed the visual feature and textual feature. Fukui et al. [8] argue that these simple manners are not expressive enough and propose MCB which allows a multiplicative interaction between all elements of image and text vectors. Nevertheless, it needs to project the image and text features to a higher dimensional space firstly (e.g., 16000D for good performance), and then convolves both vectors by element-wise product in Fast Fourier Transform space. Multimodal Low-rank Bilinear pooling (MLB) [13] and Multimodal Factorized Bilinear pooling (MFB) [37] are proposed later. MLB uses Hadamard product to integrate the multimodal features, while MFB expands the multimodal features to a high-dimensional space firstly and then integrates them with Hadamard product. Kim et al. [12] present Multimodal Residual Networks (MRN) to learn the multimodality from vision and language information, which inherently adopts shortcuts and joint residual mappings to learn the multimodal interactions, inspired by the outstanding performance of deep residual learning.
It can be observed that how to integrate multimodal features plays a critical role in VQA, which by itself is a challenging problem. In this work, we describe the visual information directly by text which unifies the input information in advance in text domain.
Knowledge-based VQA
There are some researches in NLP community about answering questions incorporating external knowledge using either semantic parsing [3, 33] or information retrieval [4, 5] . They are all based on textual features. It is non-trivial to extend these methods to knowledge based VQA because of the unstructured visual input.
Wu et al. [32] propose to combine image representation with extra information extracted from a general knowledge base according to predicted image attributes for VQA. The method makes it possible to answer questions beyond the image, but the extracted knowledge is discrete pieces of text, without structural representations. Ahab [27] uses explicit reasoning over a resource description framework knowledge base to derive the answer. But the method largely depends on the pre-defined templates, which restricts its application. Wang et al. [28] introduce the "Factbased VQA (FVQA)" problem and propose a semanticparsing based method for supporting facts retrieval. A matching score is computed to obtain the most relevant support fact and the final answer. This method is vulnerable to misconceptions caused by synonyms and homographs. A learning based approach is then developed in [22] for FVQA, which learns a parametric mapping of facts and question-image pairs to an embedding space that permits to assess their compatibility. Features are concatenated over the image-question-answer-facts tuples. The work in [39] and [17] exploit DMN to incorporate external knowledge.
Our method is more straightforward to deal with the knowledge-based VQA. By representing the image visual information as text, we unify the image-question-answer- Figure 2 -The structure of encoder block used in QANet, which is shared by embedding encoder and model encoder. The number of convolutional layers varies according to design. Layer normalization and residual connection are adopted between every layer for better performance.
facts tuples into the natural language space, and tackle it using reading comprehension techniques in NLP.
Textual Question Answering
Textual Question Answering (also known as reading comprehension) aims to answer questions based on given paragraphs. It is a typical cornerstone in the NLP domain, which assesses the ability of algorithms in understanding human language. Significant progress has been made over the past years due to the using of end-to-end neural network models and attention mechanism, such as DMN [16] , r-net [30] , DrQA [6] , QANet [36] , and most recently BERT [7] . Many techniques in QA have been inherited in solving VQA problem, such as the attention mechanism, DMN, etc. In this work, we try to solve the VQA problem built upon QANet.
VQA Models
Our method is build upon the newly proposed QANet [36] for TQA problem. In this section, we firstly outline QANet and its modules that will be used in our VQA models. Then we propose two types of models to tackle the open-ended VQA and the multiple-choice VQA separately.
QANet
QANet is a fast and accurate end-to-end model for TQA. It consists of embedding block, embedding encoder, context-query attention block, model encoder and output layer. Instead of using RNNs to process sequential text, its encoder consists exclusively of convolution and selfattention. A context-question attention layer is followed to learn the interactions between them. The resulting features are encoded again, and finally decoded to the position of answer in the context. The details can refer [36] .
Input Embedding Block: This module is used to embed each word in the context and question into a vector. For each word, the representation is the concatenation of word embedding and character embedding. A two-layer highway network is applied to obtain the embedding features.
Embedding Encoder Block:
It is a stack of convolutional layers, self-attention layers, feed forward layers and normalization layers, as illustrated in Figure 2 . Depth-wise separable convolutions are adopted here for better memory and generalization ability. Multi-head attention mechanism is applied which models global interactions.
Context Output Layer: The output layer predicts the probability of each position in the context being the start or end locations of the answer, based on the outputs of 3 repetitions of model encoder.
Open-ended VQA model
Questions and answers usually appear in the form of text, which are semantic-level information. It is widely accepted that one of the primary attentions of VQA is to evaluate the semantic-level visual understanding ability of AI systems. Considering that a diverse range of semantic visual information can be described in natural language, in this work, we attempt to convert the image wholly into a descriptive paragraph, so as to preserve as much semantic information as possible for semantic questions. Since all inputs are unified in text domain, our method avoids the challenge task of multimodal feature fusion in hidden space, and can extend to deal with the knowledge-based VQA straightforwardly. The architecture of our proposed model is presented in Figure 3 . Besides the basic modules used in QANet, we add another input pre-processing block and modify the output block for the open-ended VQA.
The input pre-processing block may include an image description module or/and external knowledge retrieval module, depending on the task. The image description module aims to represent the image information by a text para- graph. Dense captions [11] provide a finer level of semantic representation for image content, ranging from the states of a single object (color, shape, action, etc.) to the relationships between objects (spatial positions, etc.), so we infer that they include most of the supporting visual information required by VQA. It should be note that there is existing work of using semantic labels or concepts for VQA. In [31] , the authors use a vocabulary of 256 attributes as image representation, and achieve a significant improvement over CNN image features in VQA. Our work is another manner of using semantic information. Furthermore, the dense caption results are even richer than a few discrete attribute labels, which makes them work well. The generated region captions are combined together as the image description for QANet. Because of the use of self-attention, the model works better for encoding long-term dependency than RNNs that are commonly adopted in VQA.
For VQA that requires auxiliary knowledge beyond the image, a supporting-facts retrieval module is needed. It is demanded to extract related supporting facts from a general large-scale knowledge base but ignore the irrelevant ones. Wang et al. [28] proposed to query the knowledge bases according to the estimated query types and visual concepts detected from the image. A keyword matching technique is used to retrieve the ultimate supporting fact as well as the answer. Rather than applying the heuristic matching approach which is vulnerable to homographs and synonyms, here we make use of all the retrieved candidate supporting facts as context. Since both image description and supporting facts are expressed by natural language, they can merge together easily by concatenation. The QANet will then encode the textual information, seek the correlation between context and question, and predict the answer.
The output layer is also task-specific. If the answer is definitely included in the text paragraph, we can continue using the output layer in QANet and predict the start and end positions of answer in the context. However, in some cases, the answer may not explicitly show up in the context. For example, region descriptions generally do not include answers to questions like "When" and "Why". To address this case, we built the output layer as a multi-class classification layer, and predict the probabilities over pre-defined answer classes based on the output features of three model encoders M 0 , M 1 , M 2 , as shown in Figure 3 . It is hoped that the model can learn some clues from region descriptions so as to infer the answer. An average pooling layer is adopted firstly. The resulted feature vectors are then concatenated and projected to an output space with the number of answer classes. The probability of being each class is calculated as
, where W is the parameter to be learned. Cross entropy loss is employed here as the object function to train the model.
Multiple-choice VQA model
Multiple-choice VQA provides several pre-specified answer choices, besides the image and question. The algorithm is asked to pick the most possible answer from these multiple choices. It can be solved directly by the aforementioned open-ended VQA model by predicting the answer and matching with the provided multiple choices. However, this approach does not take full advantage of the provided information. Inspired by [8, 10] , which receive the answer as input as well and show substantial improvement in performance, we propose another model for multiple-choice VQA problem.
As presented in Figure 4 , aside from the question and the converted image description, our model also takes a candidate answer choice as input, and calculates the interaction between the candidate answer and context. If the answer is true, the encoded features of v 0a and v 1a are strong correlated with v 0q and v 1q . Otherwise, the features may be independent. A multilayer perceptrons (MLP) is trained on the concatenated features, i.e., e = W 2 max(0, W 1 [v 0a ; v 1a ; v 0q ; v 1q ]). Dropout with a probability of 0.5 is used after the first layer. The objective is to predict whether the image-question-answer triplet is correct or not. Hence a sigmoid function is followed to transform the feature into probability. A binary logistic loss is employed to train the model.
Compared to the open-ended VQA model which selects the top answers as class labels and excludes the rare answers, multiple-choice VQA model encodes the candidate answers directly. Thus it will cover more answer choices. For similar answer expressions, such as "During the day time", "During daytime", "In the daytime", the model can learn the similarity itself by embedding and encoder, rather than using the heuristic answer normalization. Moreover, it avoids the chance of regarding them as different classes and learning to distinguish them from the training data.
Experiments
In this section, we perform extensive experiments to assess the effectiveness of the proposed approach. All the experiments are conducted on an NVIDIA Titan X GPU with 12 GB memory. The models are implemented in PyTorch.
Datasets
We evaluate the models on three public available datasets. Each dataset has its own particularity.
FVQA [28] (Fact-based VQA) is a dataset that not only provides image-question-answer triplets, but also collects extra knowledge for each visual concept. A large-scale knowledge base (with about 193, 449 fact sentences) is constructed by extracting the top visual concepts from all the images and querying those concepts from three knowledge bases, including DBPedia [2] , ConceptNet [18] and WebChild [25] . FVQA collects 2190 images and 5826 questions. The dataset has 5 train/test splits. Each split has 1100 training images and 1090 test images, providing roughly 2927 and 2899 questions for training and test respectively. The questions are categorized into 32 classes.
Visual Genome [15] is a dataset that has abundant information about image and language. It contains 108, 077 images and 1, 445, 233 Question and Answer (QA) pairs. It also supplies 5.4 Million region descriptions which give a finer level of semantic information about the image and are used as the ground-truth text representation in our experiments. As there is no official training and test split, we random split 54, 039/4038/50, 000 images for training/validation/test as done by [29] 
Implementation Details
FVQA dataset needs to access external knowledge to answer the given question. We follow the question-toquery(QQ) mapping method proposed in FVQA [28] and use the top-3-QQmapping results to extract candidate supporting facts from the whole knowledge base. The extracted supporting facts contain not only the image information, but also demanded knowledge beyond the image. All the facts are combined together into a paragraph. QANet [36] is followed directly to predict the answer position in the paragraph. We use the default parameters in QANet, and finetune the model from the one that well-trained on general reading comprehension dataset SQuAD [23] . The model is finetuned with a learning rate of 0.001 for 10 epochs and 0.0001 for another 10 epochs on each training split separately, and tested on the corresponding test split.
Visual Genome provides ground-truth region descriptions. Based on these annotations, Justin et al. [11] proposed a fully convolutional localization network to jointly generate finer level of regions and captions. Yang et al. [35] proposed a model pipeline based on joint inference and visual context fusion, which achieves much better dense caption results. We re-train these models using our training split, and predict dense captions for test images. The top-5000 frequently appeared answers are selected as class labels to train the open-ended VQA model. Considering both the average paragraph length and training speed, we use a paragraph limit of 500 words and 4 attention heads in encoder blocks for fast training. The model is trained from scratch using ADAM optimizer [14] for 30 epochs. The learning rate is set to 0.001 initially, with a decay rate of 0.8 every 3 epochs until 0.0001.
As to Visual7W dataset which has multiple-choice answers provided for each question, we train the multiplechoice VQA model. we randomly sample two negative answers from the multiple choices for each positive example, and shuffle all the image-question-answer triplets to train the model. 
Results Analysis on FVQA
We use answer accuracy to evaluate the model, following [28] . The predicted answer is determined to be correct if the string matches the corresponding ground-truth answer.
(All the answers have been normalized to eliminate the differences caused by singular-plurals, cases, punctuations, articles, etc.) The top-1 and top-3 accuracies are calculated for each evaluated methods. The averaged answer accuracy across 5 test splits is reported here as the overall accuracy. Table 1 shows the overall accuracy of our method based on supporting facts retrieved by using the top-3-QQmapping results in [28] . Our method with finetuned QANet achieves the highest top-1 accuracy, which is 0.7% higher than the state-of-the-art result. It should be note that [22] has the top-3-QQmapping accuracy of 91.97%, which is 9% higher than what we used. The QQmapping results have a direct influence on retrieving the related supporting facts. With the same top-3-QQmapping results, our approach outperforms the method in [28] about 6% on top-1 and top-3 answer accuracies respectively, and even performs better than the ensemble method in [28] . As this work aims to propose an alternative approach to VQA problem by representing all the input information with natural language and solving VQA as reading comprehension, we leave the improvement of QQmapping as a future work.
In addition, we test the QANet model without finetuning on FVQA training data, i.e., the one trained only on general reading comprehension dataset SQuAD [23] . Experimental results show that the pre-trained QANet model is also feasible on FVQA dataset. The model gives even better results than the one trained from scratch solely on FVQA training data, because of the small amount of available data. This phenomenon illustrates that with our framework, we can draw on the experience of well-trained TQA models and make use of the large volumes of general text to improve the VQA performance.
In Figure 5 , we show some cases of our method on FVQA data. Our method leaves the exact extraction of supporting fact to the context-question attention block in QANet, which is more reliable in comparison to the work of [28, 22] . Our method gives a wrong answer for the last question even if the text representation includes the answer. This may be caused by the similar expressions of "sth. belongs to the category of Food" in the paragraph, which confuse the model.
Results Anslysis on Visual Genome QA (VGQA)
We use the top-1 answer accuracy to measure the performance on VGQA dataset, following [29] for fair comparison. All answers are normalized.
As presented in Table 3 , our method achieves the best performance when using the ground-truth region descriptions. The overall accuracy is about 5% higher than that based on ground-truth facts used in [29] . When the predicted region descriptions are applied, our method still has higher accuracies on "5W" questions except "What", which demonstrates the effectiveness of our method. The superiority is even obvious for "Who" questions, which is almost 10% higher. Nevertheless, since "What" questions account for 60.5% of all questions, its performance has a larger effect on the overall accuracy. Answering "What" questions largely depends on the image description, as they mainly concern the states of objects. Using the dense caption model in [35] results in 1% higher overall accuracy than using the model in [11] , because of the better dense caption results. As stated in [11] , using the ground-truth region boxes produces the mAP (mean Average Precision) of 27.03%, while the model in [11] only generates mAP of 5.39% and the model in [35] obtains mAP of 9.31%. The great gap between the predicted and the ground-truth region descriptions causes the VQA performance degradation. We believe that as better image description methods become available, the results will improve further. Here we leave the improvement of generating more detailed and correct region descriptions as a future work.
An ablation experiment is also conducted to test the performance with different maximum paragraph length, using the ground-truth dense caption results from [15] . As shown in Table 2 , the overall accuracy increases slightly with a longer paragraph, but the computation speed decreases a lot. Trading off between the performance and computational speed, we use the paragraph limits of 500 words. Our method achieves higher accuracies on "5W" question types except "What". The percentage of each question type is shown in parentheses. "GtDescp" means using the human-labeled region descriptions which is refer to the "GtFact" used in [29] . "PredDescp" means applying the predicted dense caption results in our VQA model. Table 4 -Answer accuracies on Visual7W [38] Telling dataset using the multiple-choice VQA model. "GtDescp" means using the human-labeled region descriptions, while "PredDescp" means applying the predicted dense caption results.
Results Analysis on Visual7W
We evaluate the multiple-choice VQA model on Visual7W dataset. The results are presented in Table 4 . Our method achieves the best performance when applying the groundtruth region descriptions. It also performs well when we use the predicted dense captions from [35] , compared with the results by recently proposed dynamic memory network based methods of [21] and [17] without extra information added. To be specific, our model shows better performance on "Who" questions and comparable accuracies on "What" and "How" questions. Because the region descrip- Figure 6 -Qualitative results of our multiple-choice VQA model on Visual7W dataset. Given the image, the predicted dense caption result by [11] is presented in the blue box. We report the probability to each candidate answer choice in brackets. The predicted answer is the one with the largest probability for each question, which is shown in red color. The VQA model will attend the most related words by the context-question and context-answer attentions (as shown in the red words in the text paragraph), which helps the answer inferring.
tions contain abundant semantic information about the image. They are helpful to answer questions such as "What color", "What shape", "What is the man doing", "Who is doing ...". However, it performs poorly on "Why" and "When" questions even if we use the ground-truth region descriptions. We infer that is because the candidate answers for "Why" and "When" questions are generally longer than others, and are usually not included by the converted text description. In that case, it becomes difficult for the model to co-attention between question/answer and context. The encoded features of v a and v q are not strong correlated. In addition, it should be note that the work in [10] reports the accuracies of 64.5% and 54.9% for "Why" and "How" questions even based solely on the inputs of question and answer, without image, which means their model can infer the correct answer without using image information. It seems the model overfits this dataset. It merely learns the biases from the dataset, which is not accepted from the point of solving VQA problem.
We present some qualitative results produced by our multiple-choice VQA method on different kinds of questions in Figure 6 . The results illustrate that the VQA model performs well if the related information is contained by the text description. Even if the answer is not exactly expressed in the paragraph, the model can infer it according to some related words, and shows a kind of multi-hop reasoning ability. As proved by the "How many" and "Who" QA pairs in Figure 6 , the predicted answers are based on two separate sentences from the paragraph. The "When" and "Why" questions are wrongly answered in this example, because they are totally not mentioned in the text description.
Furthermore, after converting to text which is full of semantic information, the reasoning process is readable from the context-question attention. Examples show that when the question asks about "color", all words about color in the context will be higher weighted by the context-question attention. The corrected answer can then be inferred by considering the focused object additionally.
Conclusion
In this work, we attempt to solve VQA from the viewpoint of machine reading comprehension. In contrast to explore the obscure information from image feature vector, we propose to explicitly represent image contents by natural language and convert VQA to textual question answering. With this transformation, we avoid the joint-embedding of multimodal features in a hidden space. Via conducting multimodal fusion in text domain, semantic information is preserved which is more valuable for VQA. With the adopted attention mechanism in text domain, the reasoning process is more interpretable. The framework can be easily extended to combine external knowledge as it appears in text generally. Moreover, we can exploit the large volume of text and NLP techniques to improve VQA performance.
Our experiments also show that if the context is too long, it becomes hard to infer the correct answer. Hence, how to generate correct and valid image description, and how to extract proper external knowledge are next work.
