Abstract -Fuzzy clustering has become a widely used data mining technique and plays an important role in grouping, traversing and selectively using data for user specified applications. The deterministic 
I. INTRODUCTION
Clustering is the process of grouping sets of objects such that objects in one group are more similar to each other than to those in another group. Data clustering is widely used for statistical analyses in machine learning, pattern recognition, image analysis and the information sciences making it a common exploratory data mining technique [1] [2] . The K-Means algorithm is one of the widely used partitioned data clustering techniques, however its solution quality is sensitive to the initial choice of cluster centres and it is susceptible to getting trapped in local optima [1] . K-Means is NP-hard, thus approximation algorithms have been used to obtain close to exact solutions [3] . Fuzzy C-Means (FCM) [4] algorithm is an unsupervised soft clustering approach which uses a membership function to assign an object to multiple clusters but suffers from the same issue of stagnation using iterative gradient descent as in hard KMeans. This has led to several attempts to intelligently traverse the search space and minimize the underlying cost, often at the expense of increased time complexity. In the past two decades, powered by increased computational capabilities and the advent of nature-inspired algorithmic models of collective intelligence and emergence, many studies have led to the application of guided random search algorithms in cost optimization of partitioned and soft clustering. Several metaheuristics mimicking information exchange in social colonies of bird and insect species are well known for their robust performances on ill-structured global optimization problems, irrespective of the continuity or gradient of the cost function. This paper makes a comparative analysis of the performance of one such algorithm: the Quantum-behaved Particle Swarm Optimization (QPSO) [16] , from both a hard, partitioned (QPSO K-Means) as well as a soft, fuzzy clustering (FCM QPSO) point of view. The literature suggests prior work on integrating Particle Swarm Optimization (PSO) [8] into the deterministic K-Means framework has led to improved clustering accuracy across many datasets. This is evidenced by the works of Izakian et al. [5] , Emami et al. [6] and Yang et al. [7] , among others. In [5] the authors integrated FCM with a fuzzy PSO and noted the efficiency and improvement in solution quality whereas the authors of [6] hybridized FCM with PSO on one hand and an Imperialist Competitive Algorithm (ICA) [24] on the other to come to the conclusion that ICAPSO suited the clustering jobs under consideration better than the competitor methods tested. The work of Yang et al. in [7] used as metric the harmonic average of distances between individual data points and cluster centres summed over all points. The proposed PSO KHarmonic Means (PSOKHM) in [7] was found to outperform K-Harmonic Means (KHM) and PSO in that it not only reduced convergence time of PSO but also helped KHM escape local minima. In this work, a detailed report of performance indices for some popular datasets from the UCI Machine Learning Repository [20] using FCM QPSO is made against QPSO KMeans, PSO K-Means and traditional K-Means. Subsequent sections of the paper are structured as follows: Section II elaborates on the FCM algorithm, Section III introduces the variants of PSO used and Section IV describes the FCM QPSO approach. Section V details the experimental setup while Section VI reports and analyzes the results obtained. Finally, Section VII makes concluding remarks.
II. FUZZY C-MEANS ALGORITHM (FCM)
The Fuzzy C-Means (FCM) algorithm aims to partition N objects into C clusters. Essentially, this reduces to grouping the object set D = {D1,D2,D3……..DN} into C clusters (1<C<N) with Ω ={Ω1, Ω2, Ω3,…. ΩC} being the cluster centres. Each data point belongs to a cluster with randomly initialized centroids, according to a membership function μij defined as:
(1) dij = || xi -yj || is the distance between i-th centre and j-th data point, drj = || xr -yj || is that between r-th centre and j-th data point and m ϵ [1, ∞) is a fuzzifier. FCM employs an iterative gradient descent to compute centroids, which are updated as:
The objective function minimized by FCM can be formulated as the sum of membership weighted Euclidean distances:
By recursively calculating eqs. (1) and (2), FCM can be terminated once a preset convergence criteria is met. Like many algorithms which employ gradient descent, FCM can fall prey to local optima in a multidimensional fitness landscape. To avoid this, a stochastic optimization approach can be used.
III. VARIANTS OF PARTICLE SWARM OPTIMIZERS USED

A. Particle Swarm Optimization (PSO)
PSO proposed by Eberhart and Kennedy [8] is a stochastic optimization strategy that makes no assumptions about the gradient of the objective function. It has been able to effectively produce promising results in many engineering problems where deterministic algorithms fail. Although PSO is widely considered a universal optimizer there exist numerous issues with the standard PSO [8] , most notably a poor local search ability (Angeline et. al) [9] . This has led to several subsequent studies on improvements of the same [10] [11] [12] [13] . The particles in PSO update their position through a personal best positionpbest and a global best -gbest. After each iteration their velocity and position are updated as:
1 and 2 are social and cognitive acceleration constants, 1 and 2 are i.i.d. random numbers between 0 and 1, , represent the position and velocity of ℎ particle in ℎ dimension whereas ( ) and ( ) are the pbest and gbest positions. In term 1 in the RHS of eq. (4), represents the inertia of the i-th particle and terms 2 and 3 introduce guided perturbations towards basins of attraction in the direction of movement of the particle. The personal best (pbest) update follows a greedy update scheme considering a cost minimization goal, as discussed in the following equation.
( ( + 1)) < ( ( )) ⇒ ( + 1) = ( + 1)
Here, f is the cost and pi is the personal best of a particle. The global best (pg) is the minimum cost bearing element of the historical set of personal bests pi of a particular particle. A major limitation of the standard PSO is its inability to guarantee convergence to an optimum as was shown by Van den Bergh [14] based on the criterion established in [15] .
B. Quantum-behaved PSO (QPSO)
Sun et al. proposed a delta potential well model for PSO, leading to a variant known as Quantum-behaved Particle Swarm Optimization (QPSO) [16] . A detailed analysis of the derivation of particle trajectories in QPSO may be found in [16] [17] [18] [19] . The state update equations of a particle in a fully connected QPSO topology is described by the following equations:
is mean of pbest of the swarm across all dimensions and is the local attractor of particle i. θ, q and k are i.i.d. uniform random numbers distributed in [0, 1] . β is the contractionexpansion coefficient which is varied over the iterations as:
Eq. (6) updates the pbest set and its minimum is set as gbest.
IV. FUZZY C-MEANS QPSO (FCM QPSO)
In this approach, each particle is a D dimensional candidate solution in one of the C clusters that can be formally represented as the matrix X:
A population of particles is randomly initialized and personal as well as global best positions are determined. Subsequently membership values are computed and a cost is assigned to each particle. The QPSO algorithm minimizes the cost associated with the particles through recursively calculating the mean best position using eq. (7), the membership values and cost function through eqs. (1) and (3) 
V. EXPERIMENTAL SETUP
A. Parameter Settings
Learning parameters C1 and C2 are chosen as 2.05 and inertia weight ω in PSO is decreased linearly from 0.9 to 0.1 over the course of iterations to facilitate global exploration in the early stages and exploitation in the latter stages. The contractionexpansion parameter β is varied according to eq. (10) for QPSO.
B. Datasets
Five well-known real datasets from the UCI Machine Learning Repository were used in analysis. These are: 
C. Performance Indices
The performance indices which provide insight into the clustering effectiveness are outlined below:
(a) Intercluster Distance: The sum of distances between the cluster centroids, larger values of which are desirable and imply a greater degree of non-overlapping cluster formation.
(b) Intracluster Distance: The sum of distances between data points and their respective parent cluster centroids, smaller values of which are desirable and indicate greater compactness of clustering.
(c) Quantization Error: The sum of distances between data points in a particular cluster and that parent cluster centroid, divided by the total data points belonging to that cluster, subsequently summed over all clusters and averaged by the number of data clusters.
Indices such as F-Measure and Accuracy for the datasets under test are calculated. The clustering algorithms are implemented in MATLAB R2016a with an Intel(R) Core(TM) i7-5500U CPU @2.40GHz. Experimental results for 10 trials are tabulated and are thereafter analyzed. Table 1 lists the datasets used in this paper. Tables 2 through 6 Figure 6 shows a three dimensional partially representative classification of Iris Dataset into three distinct clusters along with the optimized cluster centres computed using FCM QPSO.
VI. RESULTS AND ANALYSIS
VII. CONCLUSIONS AND FUTURE SCOPE
This paper makes an effort to compare and contrast the accuracy of hard and soft clustering techniques such as KMeans and Fuzzy C-Means upon hybridization with the standard, fully-connected quantum-behaved versions of the swarm intelligence paradigm of PSO on a number of datasets. FCM QPSO utilizes fuzzy membership rules of FCM and the guaranteed convergence ability of QPSO, thus avoiding stagnation in local optima in the multidimensional fitness landscape. Future work will analyze supervised approaches to mitigate the initial solution quality sensitivity in high dimensional datasets and aim at developing automatic techniques for detection of optimal cluster numbers and cluster centres in search spaces with reduced dimensionality.
