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This user's guide, describing the Non-Intrusive Parameter Analysis 
Software (NAS) ,  is intended as an introductory text. Its organization 
comprises an outline of topics for software qperation by P new user. Some 
features are only partially presented at fiist; their complete explanation 
is postponed to the point where additional information will not be con- 
fusing or out of context. This guide is oriented toward a user who is 
familiar with FORTRAN. Familiarity with FORTRAN will be required to exer- 
cise some of the special features of this software; however, a knowledge 
of FORTRAN is not required for basic program operation. It is assumed 
that the user is familiar with the operating procedures for the computer 
system in which this software resides. 
NAS incorporates many features over which the user has direct control 
and allows the user to adapt the software package to the identification 
problem at hand. The capabilities of this software include the ability to 
identify linear as well as nonlinear relations between input and output 
parameters; the only restriction is that the input/output relation be 
linear with respect to the unknown coefficients of the estimation equa- 
tion. The output of the identlfication algorithm can be specified to be 
in either , *  time domain (i.e., the estimation equation coefficients) or 
in the frequency domain (i.e*, a frequency response of the eatfmation 
equation). The frame length ("window") over which the identification 
procedure is to take place can be specified to be any portion of the input 
time history thereby allowing the freedom to start and stop the identifi- 
cation procedure within a time history. There also is an option which 
allows a "sliding window." Under this option the window is "slid" to 
obtain new data, while the data at the bcqinnin: of the window is 
"dropped" as the new data is added. This option gjvcs e~scntially a mov- 
ing average over the time history. 
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The software package includes a user-defined subroutine which can 
manipulate the input data of the identification algorithm into a conven- 
lent form. Another user-defined subroutine specifies the form of the 
assumed solution. Using this subroutine it is possible to run many as- 
sumed solutions simultaneously, which is advantageous when the exact form 
of the solution is unknown. 
Section I1 describes the fundamental concepts of the Non-Intrusive 
Parameter Identification Procedure (NIPIP) . It outlines what is required 
of the user to understand and implement this technique. Section I T  also 
provides a discussion of the special options of the software that add 
scope and convenience to the user’s ability to manipulate and interact 
with the progran. As the user becomes more familiar with the concepts of 
the NAS software package, this section provides several additional fea- 
tures that are of immediate usefulness. 
Sections 111 and IV comprise the majority of the information for the 
operation of the software package. Section I11 defines the program var- 
iables with which the user must be familiar to understand and operate the 
software. This sectio:: contains a description of the program’s control 
flags and their use in routing the program during execution. It also 
contains a description of the input and output specifications and the 
internal warning messages which alert the user to possible error condi- 
tions and solutions of questionable validity. Section IV provides some 
illustrative examples in which problems are described from setting up the 
estimation equation through describing the output of the algorithm. Al- 
though this sect io? does not examine every concef vable possibility, the 
user should be able to understand the operating procedvrc and run the 
software after completing these sect ions. 
Appendix A describes a small pertuzbation simulation of the F-8 air- 
craft which was used to generate some of the examples used in 
Section IV. Appendix B contains detailed instructions for running the NAS 
program. Appendix C is a summary of the NAS program variables. Program 
TR-I 188-1 2 
l i s t i n g s  of NAS are contained on the microfiche taped to the inside back 
cover of t h i s  report. 
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lhis section describes the basic concepts of the Non-Intrusive Param- 
eter Identification Procedure. Ttie  general procedure presented here was 
demonstrated in Ref. 1 and uas extended to real-time computation in 
Refs. 2 and 3. This method involves the assumption of a general parameter 
identification strategy (a arathematical structural model with undetermined 
coefficients) and determines the coefficients of the strategy by matching 
the model to the generated data using 3 running least-squares estimation 
technique (i.e., a multiple linear regression). 
First, the general concepts of the least-squres approacn are dis- 
cussed. Next the method by which a general form of an assumed pilot 
control strategy is stated. Finally, a description o€ the NIPIP algorithm 
is presented. All of this is in preparation for the presentation of the 
program variables and input/output specifications which follow in the next 
sect ion . 
1. hsfc  (bncepts 
The numerical analysis concept central to the procedure presented here 
consists of applying a running least-squares estimation technique. A 
specific example of least-squares estimation occurs in curve-fitting prob- 
lems where it is desired to obtain a functional form of some chosen order 
that best fits a given set of discrete measurements, Ref. 4. Thus the 
least-squares problem consists of correlating a dependent variable, y, of 
a given system with one or  more elements of an independent variable vec- 
tor, 11. That is, it is assumed that y and X are related by an expression 
of the € o n  
- 
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y = f lC1 + f*C* + 0 . .  + f j C j  0 . .  + fmcm 
Y 
where f l ,  f 2 ,  ... are s e l e c t e d  variables from the state vec tor  X or ex- 
p l i c f t  functfons the reo f ,  and the c ' 8  are cons tan t  c o e f f i c i e n t s  r e l a t i n g  
y and fJ.  and - c is a column-vector 
of the cj. p and - F can be composed of a c o n t r o l  o r  state, pas t  o r  present  
d i s c r e t e  va lues ,  and l i n e a r  o r  nonl inear  func t ions  the reo f ,  e.g., 
*'y = -- F c*' could inc lude  the following forms: 
- 
j 
In  Eq. 2 F is a r o w v e c t o r  of the  f - J'  
'e = eel 
or 9 = Bc, + c2 
or 6 = BC, + Bc2 + ic, + ic4 + c5 
5 /  2 ,112 = qc1 + rl 2 c2 + -rl c 3  + c4  
l+rl or 
If  there e x i s t  sets of d i s c r e t e  measurements for y and F, and the  
d i f f e rence  between the  a c t u a l  system outprrt and the output  of the  assumed 
model glven by Eq. 1 is given by v, then 
- 
I - F c + v  Yn * -  n 
TR-I 188-1 6 
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where 5 is  the  est imated va lue  of - c given by Eq. 1, and t h e  subsc r ip t  n is 
used t o  denote each set of y and 1. It is assumed t h a t  there  e x i s t s  a - c 
which w i l l  relate a l l  values  of yn t o  the 
n 
I 
“ 0  a r r l v e  a t  an estimate f o r  2, a minimum of m sets of measurements 
at-? required (where m is the  number of degrees  of freedom i n  Eq. 1). Ihe 
so,cltion f o r  c is found by ad jo in ing  these  sets of d i s c r e t e  measurements n 
is fo l lovs ,  [;I F -1 F -2 . 
5 
1 V 
v2 
c +  e 
a I: VN - (3 )  
where N is the  number of measurements and N > m. Equation 3 can be w r i t -  
t en  more concise ly  i n  a mat r ix  no ta t ion  as 
n 
y = H c + v  - -  (4) 
where y, H, and - v are def ined by inspec t ion .  Note t h a t  H is an N by m 
matrix.  
- 
A 
The least-squares  estimate f o r  t he  unknown c o e f f i c i e n t s ,  - c ,  is oh- 
ta ined !by minim’ ing the  sua of the  squares  of where 
TR- 1 1 88- 1 7 
The sum of squares  of a vector is glven by t h e  vec tor  inner  product. Thus 
we wish t o  minimize t h e  scalar J, where 
Minimization of a s c a l a r  with respect t o  a vec tor  is obtained when 
and t h e  determinant of the Hessian matrix of the  second p a r t i a l  deriva- 
t i v e s  of J is p o s i t i v e ,  semidef in i te  
d e t  [$] - 3 0 
D i f f e r e n t i a t i n g  J and s e t t i n g  the  r e s u l t  equal  t o  zero y i e l d s :  
It is r e a d i l y  shown t h a t  t h e  determinant of t h e  Hessian matr ix  of J, with 
respec t  t o  5, is p o s i t i v e  semidef in i te ,  and thus  Eq. 9 does,  indeed, de- 
f i n e  a minimum. When HTH possesses an inverse  (i.e.,  when it has a non- 
zero detenntnant)  t h e  least-squares  es t imate  I s  
6 
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Implied in the preceding development I s  that all available measure- 
ments are utilized together at one time (i.e., in a so-called "batch 
processing" scheme). 
Although the estimate of the unknown coefficients can be ohtained 
using Eq. 10, it usually requires vast amounts of storage to save all of 
the accumulated data which is needed to form the H matrix. This storage 
requirement is sometimes prohibitive to the application of this scheme. 
However, it is easily shown that a summing of the measurements as they 
become available will yield the same HTH and HTr matrices as those ob- 
tained by adjoining each set of measurements. Thus, 
N 
n= 1 
H ~ H  = c F~ F -n-n 
and 
T N T  H I  = $Y* 
n= 1 
This gives the recursive least-squares estimate as 
wh re N i 
N T  N e = ( C  FTF)-' C s y n  
n= 1 n= 1 -n-n 
- 
the number of data points up to the given p o i n  
(11)  
( 1 2 )  
( 1 3 )  
in time whe e 
the sum is truncated. 
The following features of this solution can be noted. F i r s t ,  the main 
computational task consists of updating summations of products of the m by 
rn matrix F T F. The only storage requirement is that these summations alone -- 
be saved, not all of the accumulated data as with the batch processing 
scheme. Second, the most complex computational task is the inversion of 
N W  
the C $ 
n= 1 
matrix; however, this is still not a serious complication. 
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One use of t h i s  i d e n t i f i c a t i o n  scheme is t o  ident iFy  the p i l o t ' s  con- 
t r o l  s t r a t e g y  by matching an assumed s t r a t e g y  t o  pi lot-generated da ta .  
Basic and appl ied  research  going back more than two decades (Refs.  5 
through 10) has demonstrated t h a t  the  human opera tor ' s  c o n t r o l  s t r a t e g y  
can be f a i r l y  a c c u r a t e l y  descr ibed by l i n e a r  d i f f e r e n t i a l  equat ions .  When 
the c o n t r o l  t a sk  is time-varying, such as c o n t r o l l i n g  an a i r c r a f t  on f i n a l  
approach, then the c o e f f i c i e n t s  of the  d i f f e r e n t i a l  equat ions  w i l l ,  i n  
gene ra l ,  a l s o  be time varying.  The major i n t e r e s t s  he re ,  however, are the  
states tha t  must be perceived and ac ted  upon i n  o rde r  t o  perform the  con- 
t r o l  task.  
A genera l  c o n t r o l  t a sk  is depicted i n  Fig. 1. 
External 
Disturbances 
w 
P i l o t  Aircraft  ?, s - - 
v 
*P 
To Data 
Collection 
To 9ata 
l7 ollc c t Lon 
Figure 1. An Example of a Pilot-Vehicle System 
This example r ep resen t s  the  use of the c o n t r o l s ,  S, and the a i r c r a f t  
s tates,  5, f o r  the i d e n t i f i c a t i o n  of the  p i l o t ' s  a c t i o n s .  There are sev- 
eral  concerns inherent  i n  t h i s  kind of approach. The main concern is t h a t  
s ince  the raw da ta  used in the  recurs ive  leas t - squares  (i .e., curve f i t -  
t i n g )  procedure c o n s i s t s  of the c o n t r o l s ,  2, and the a i r c r a f t  s tates,  5, 
as shown i n  Fig. 1, there  can be confusion as t o  whether the c o r r e l a t i o n  
TR- 1 188- 1 10 
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between - 6 and - X r e f l e c t s  more a c c u r a t e l y  func t ions  descr ib ing  the p i l o t ,  
Y p r  o r  those desc r ib ing  the  a i r c r a f t  con t ro l l ed  element,  Yc. However, 
s i n c e  Eq. 13 guarantees  a minimum of the  scalar, J (Eq. 6) , and t h i s  mini- 
mum is unique such t h a t  the func t ions  desc r ib ing  the c o n t r o l l i n g  element 
and those descr ib ing  the  inverse  of the con t ro l l ed  element do not y i e ld  
the same minimum f o r  J ,  then Eq. 13 w i l l  y i e l d  the  s o l u t i o n  €or  which J is 
minimized. I f  the assumed model form more appropr i a t e ly  d e s c r i b m  the 
c o n t r o l l i n g  element,  the guarantee of minimizing J a s su res  t h a t  the corre-  
l a t i o n  obtained using Eq. 13 w i l l  i d e n t i f y  the  c o n t r o l l i n g  element. 
However, t h i s  guarantee of minimizing J does not guarantee t h a t  the solu- 
t i o n  w i l l  r e f l e c t  e i t h e r  element i f  the  assumed form of Eq. 1 does - not 
adequately descr ibe  e i t h e r  element which is t o  be i d e n t i f i e d .  It has been 
found t h a t  so long as the func t iona l  form of the  assumed c o n t r o l  l a w ,  
i.e., y = rc, is  appropr i a t e  f o r  the p i l o t i n g  technique being used, t h i s  
procedure does i d e n t i f y  the c o n t r o l  func t lon  of the  p f l o t ,  . This f a c t  
was demonstrated i n  Refs. 2 and 3 and w i l l  be shown be the  case i n  a 
la te r  sec t ion .  
YP 
The advantage of t h i s  procedure is t h a t  i t  is mathematically simple,  
as s t a t e d  ear l ie r ,  but i t s  success  depends .pon the  jud ic ious  choice of an 
assumed p i l o t  c o n t r o l  st ra tegy , Yp. This, i n  t u r n ,  depends upon the ex- 
per ience of the  experimenter ,  knowledge of t he  con t ro l  t a s k ,  and a 
thorough understanding of t he  dynamics of the  con t ro l l ed  element,  Yc. It 
is e s s e n t l a l  t h a t  t he  a n a l y s t  choose a l i k e l y  candida te  c o n t r o l  s t r a t e g y  
in order  f o r  the subsequent ly  es t imated parameters of t he  c o n t r o l  s t r a t e g y  
t o  be v a l i d .  
Some common examples of p i l o t  c o n t r o l  loop s t r u c t u r e s  a r e  shown i n  
Figs.  2 and 3. These examples represent  v a r i a t i o n s  i n  the use of c o n t r o l s  
and v a r i a t i o n s  in a v a i l a b l e  d i sp l ays  or pilot-perceived a i rc raf t  s ta tes .  
The loop s t r u c t u r e s  i n  Fig. 2 are examples of s i n g l e  input  control- loop 
s t r u c t u r e s .  Figure 3 g ives  examples of p a r a l l e l  loop s t r u c t u r e s  
(Fig. 3a) ,  series loop s t r u c t u r e s  (Fig. 3b) ,  and c o n t r o l  c ross feeds  
(Fig. 312). The "Y" symbols within blocks i n  the  loop s t r u c t u r e s  represent 
desc r ib ing  func t ions  ( o r  con t ro l  laws) which c h a r a c t e r i z e  the p i l o t ' s  
c o n t r o l  s t r a t e g y .  It i s  important t o  recognize t h a t  each of these con t ro l  
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loop structures can be handled and identified by the procedure being 
considered. 
The first step in applying the identificaticn procedure is to formu- 
late the pilot control strategy for the defined control task. Thers is an 
element of engineering judgment in the choice of the structure of a mathe- 
matical function which appropriately describes the general input/output 
relation (i.e., the form of Y for the defined control task. Indeed, it 
is the analyst's exercise of a priori knowledge and experience which al- 
lows the judicious choice of the pilot control strategy. For txample, a 
pure gain describing function is the most desirable so long as adequate 
pilot-vehicle performance can be obtained (Ref. 6) . Various combinations 
of lead or lag or other equalization can also be adopted by the pilot 
depending upon the response of the vehicle and the overall level of per- 
formance desired. 
P' 
The input/output characteristics which the pilot is likely to exhibit 
are readily expressed using Laplace transformations (transfer functions) 
of the differential equations describing the pilot control strategy; how- 
ever, this transformation yields a continuous model of the pilot. Since 
the identification procedure involves a digital computer, Lt is necessary 
to formulate the relationship, yP, as a discrete relationship (i.e., a 
finite difference equation with undetermined coefficients). One way this 
is accomplished is by applying the z-transformation to the continuous 
system transfer function to obtain an equivalent discrete transfer func- 
tion. Table 1 presents some common z-transforms of continuous systems, 
along with the number of undetermined coefficients. This table is by no 
means complete and additional z-transforms can be found in Refs. 1 1  
and 12. 
3. #IPIP Algorithm 
Having discussed, in generalities, how to specify the form of the 
pilot control strategy , Yp, one can form the difference equation (estima- 
tion equation) and apply the running least-squares error estimation 
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TABLE 1 
TABLE OF Z-TRANSFORMS 
Entry 
NO - 
No. of 
z-Transf orm Unknowns Physical Sys tern 
1 1 K (pure : R + i i j  
5 ( integrat:  
S 
b ITz-l 
-1  
1 - 2  
2 1 
Ka - s+a (1st-order l a g )  3 2 - 1  l - a z  1 
biz-' + b2z -2 
-1 -2 l - a z  - a z  1 2 
4 4 
biz-' + b z-' 
1 - a z - l -  a z ( z-p 1 
2 
-2 
1 2 
K(s+a) ,-ps 
[r;oJ 5 4 
-2 h z- l  + h2z 
-1  1 - a z  
bop> 1 -
1 
6 3 
biz-' + b2z -2  
1 - a z - l -  a z -2 
1 2 
K( s+a) 
s(s+h) 7 4 
b l z  -1 + b2z-2 + b3z -3 
8 6 - -3  - a z  -1  . -2  - a 2 Z  3 I - a z  1 
- 1  -2  - 3  -4 b l z  + b 2 z  + b 3 z  + h4z 
7 ~ - a z - l - a z - ~ - a z  -3 
1 2 3 
9 
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algori thm i n  order  t o  solve f o r  the unknown c o e f f i c i e n t s  of the e s t ima t ion  
equat ion.  In the following d iscuss ion  of the NIPIP a lgor i thm,  a cou t ru l  
t a sk  with an assumed p i l o t  con t ro l  s t r a t e g y  is used a s  a n  example. 
The con t ro l  task is taken t o  be p i t ch  a t t t t u d e  regula t fon  ( F i g .  2 ) ,  
with a l ead / l ag  p i l o t  con t ro l  s t r a t e g y  (Entry 6 in Table 1). Thus, 
6 ( S )  exp(-T s) = - (: . + 1) L. 
Yp(s) = K P (TIs  + 1 e 9 , w  
( 1 4 )  - - -.- 
P i l o t  S e r i e s  Pure Time 
Gain Equ i l i za t ion  Lklay 
ror t h i s  example, t he re  is assumed to  be no time de lay ,  i . e . ,  T~ = 0. 
Once the  con t ro l  t a sk  and assumed c o n t r o l  s t r a t e g y  have been speci-  
f i e d ,  the genera l  form of the e s t ima t ion  equat ion can be determined. 
Using the z-transform given i n  Table 1 ,  the  d i s c r e t e  r e l a t i o n s h i p  f o r  the 
l ead / l ag  s t r a t e g y  is given by 
The c o e f f i c i e n t s  a l ,  ho, and bl  involve combinations of the parameters in 
the  p i l o t ' s  s t r a t e g y ,  and i t  is no t ,  i n  gene ra l ,  easy to  use them d i r e c t l y  
t o  i n t e r p r e t  the a t t r i b u t e s  of the p i l o t  con t ro l  s t r a t e g y  descr ibed i n  
Eq. 1 4 .  For t h i s  reason i t  is o f t en  necessary t o  use t h e  frequency domain 
t o  interpret  the c o e f f i c i e n t s  of Y ( 2 ) .  That i s ,  P 
where w is frequency and T is the d i s c r e t e  sample per iod.  C f f e c t i v e  val-  
ties of the Laplace transform frequency domain parameter3 Kp, TL, TI, and 
T~ can, i n  t u r n ,  be approximated from the frequency response.  
TR-I 188-1 16 
ORIGINAL PAGE B 
OF POOR QUALrrV 
The qeneral  procedure for iden t i fy ing  the  c o e f f i c i e n t s  of the estlma- 
t ion  equation is s t a r t e d  by expressing the  z-plane t r a n s f e r  func t ion  f o r  
Yp as the  f i n i t e  d i f fe re t ice  equat ion:  
o r  
where the subsc r ip t s  n, n-1, ri-2, etc., denote the values  of 6 and Oe a t  
times t ,  t-T, t-2T, e tc . ,  r e spec t ive ly ,  and T is the  sampling period. 
Expressing Eq. 18 i n  the form of Eq. 2 g ives  
where yn 6, and the & vector  is descr ibed by 
1 
and the c vector is given by - 
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The values of the es t imat ion  equat ion coefficient, 5, are determined using 
Eq. 13, 
Equation 22 can be r ewr i t t en  as 
where 
m N T  N 
and 
N T  N 
HT6 = C F 6  = Z 
n= 1 n= 1 
-n - n n  
n-2 
( 2 5 )  
Tn fu tu re  r e fe rences ,  t h e  no ta t ion  of Eq. 23 will be used. The s o l u t i o n  
for c was she? e a r l i e r  t o  minimize the squared e r r o r  between the esti- 
1 
mated c o n t r o l ,  S = F c,  and the a c t u a l  c o n t r o l ,  6. -- 
.4 measure of the goodness a€  the €it achieved by Eq. 13 can be com- 
puted as the i n t e g r a l  square e r r o r  between the ac tua l  and f i t t e d  da t a  
normalized w i t h  respec t  t o  the i n t e g r a l  square of the a c t u a l  d a t a ,  
TR-I 188-1 18 
O R m W  
OF POOR 
R2 t 1 -  
- 2  N 
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& idn - 9 
N 
n- 1 
h e r e  5 - Hi - is the output of the model, N is the number of data points up 
to the given point in time, and R2 is referred to as the correlation coef- 
ficient. Note that R2 is referred to unity, thus when R2 is 1.0, it means 
that the fitted model exactly matches the data. A low value of R2 does 
not necessarily imply that the fitted model does not closely approximate 
the actual data, as the NIPIP technique vi11 approximate a "best" fit of 
the data. For example, a lou correlation coefficfent will usually result 
when using data in which a Large amount of noise is present. A low corre- 
lation coefficient should be cause for concern, and it should be 
determined whether the cause of this inabflity to fit the data is due to 
an inappropriate model or to problems within the input data. 
The prevfous sections described the basic function of the NIPIP esti- 
mation technique. This section presents some additional refinements or 
Features of the identification procedure. 
The first of these refinements is the use of a "slid€ng idndow." The 
sliding window is effectively a moving average process which allows the 
ideatificatian of the time-varying behavior. Using the running solution 
for the estimation equation coefficients, the HT€? and HTr matrices w i l l  
become "stale" and mask the time-varying behavior of the p i l o t  when the 
curve-[ittfng process is to take place over a long period of time. One 
method of eliminating this "staleness" of the HTH and H T ~  matrices is to 
reinitialize them periodically. However, periodic reinitialization of HTH 
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and HTx was shown t o  be unacceptable  i n  lRcf . 3 because the  soX..tion f o r  - t 
had to reconverge a f t e r  each r e i n i t i a l i t a t i o n ;  thus  making it d A f f i c u l t  to 
i n t e r p r e t  t he  r e s u l t s .  Ihe prob le r s  of s t a l e n e s s  and reconvergence In the  
solut ion-  can both be avoided by using the s l i d i n g  window approach t o  up- 
d a t  Ing t h e  HTH and HTz matrices. 
The s l i d i n g  window saves  N values  of y and F ( t h e  window is thus  W T  
seconds long). Af t e r  N d a t a  po in t s  have been saved and the HTH and h-y 
computed €or t hese  N d a t a  po in t s ,  t he  window is "slfd" t o  inc lude  the  N t l  
d a t a  point and the d a t a  poin t  at the  beginning of t he  window is dropped as 
f o l l o v s  : 
- 
T where the L;, vec to r  is defined i n  Eq. 3. Future RTH and H y matrices are 
computed i n  a s f n i l a r  fash ion  and the process cont inues  u n t i l  the end of 
t h e  time h i s t o r y .  
2. M u  Tkgree of Reeda 
Another f e a t u r e  is the c a p a b i l i t y  of adding a b i a s  degree freedom 
(WF) t o  the es t fmat ion  equation. The b i a s  DOF accounts for any uncer- 
t a i n t i e s  or b iases  i n  the  input  d a t a ,  such a s  trimming about a non-zero 
re ference  ope ra t ing  poin t  or unaccounted f o r  command inpu t s  t o  the over- 
a l l  system. An example of when a b i a s  DOF may be needed i n  the e s t ima t ion  
equation is given below. 
From Fig. 1, the  s i g n a l s  which are a v a i l a b l e  a r e  t h e  c o n t r o l s ,  6, and 
the s t a t e s ,  5. It is assumed 
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Equations 29 and 30 are used t o  d e f i n e  p e r t u r b a t i o n s  with respec t  t o  a 
given operating poin t .  That is, the c o n t r o l s  are trimmed about some oper- 
a t i n g  value,  6tri,,,D and t h e r e  is same t x t e r n a l  command, Sef, which, i n  
gene ra l ,  is not a v a i l a b l e  f o r  measurement. The p i l o t  t r a n s f e r  func tLr1  
reletes the  pe r tu rbed  va lues  of t he  c o n t r o l s  and states, 
6 - 6  
x - x  4 e f  - 
- t r i m  6 - N(z) Yp(z) = - = - = D(z) -e X 
c r o s s  mul t ip ly ing  i n  Eq. 31, 
(a -&J D(z) = (Ser - - X )  N(z)  (32)  
Moving Srim t o  the  right-hand s i d e  and d iv id ing  both s i d e s  by D(z) y i e l d s  
From Eq. 33 i t  is seen t h a t  the b i a s  DOF is required when &rim and/or 
Sef are non-zero, or t h e i r  exact va lues  are unknown. It is  important t o  
note  tha t  a s i n g l e  b i a s  DOF can account €or both of the  effects of the  
unknowns Sef and Srim. If  &rim and Sef are known "exact ly ,"  a b i a s  
DOF is not required as the d i f f e r e n c e s  6+, - srim and Lef - .& can be 
determined p r i o r  t o  applying the i d e n t i f i c a t i o n  procedure. However, for 
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any uncertainty in the knowledge of Sef and &rim it is usually a good 
tdea to include the bias DOF in the estimation equation. 
3. hltiple ODntrol Structures 
The .IS software also has the ability to perform the least-squares 
estimation technique for several estimation equations simultaneously. The 
feature relies upon the user defined subroutine M)DE which contains the 
NAS variable specifications €or each estimation equation. This subroutine 
is located vithin a loop in the main program. Ihe NAS variables for each 
estimation equation are indexed within the subroutine according to the 
loop variable IM. That is, when IM = 1 the control loop specification €or 
the first estimation equation is used, when IM = 2 the control loop speci- 
fication €or the second estimation equation is used, and so on. An 
example of using this feature is presented in Section IV. 
4. Preprocessing of Input Dnta 
This feature relies upon the user-defined subroutine PREPR and is 
useful in manipulating the raw input data into the form required by the 
estimation equation. When multiple control loop structures are to be used 
and the raw input data is to be processed differently for each structure, 
the processing for each structure I s  again indexed using the loop var- 
iable, IM. Thus the same raw input data can be used for multiple control 
loop structures, where each estimation equation is made up of different 
combinations of the same raw input data. An example of using this feature 
is presented In Section IV. 
5. Requeacy Rcsponee 
When using N I P I P  to identify a continuous system (f.e., a system de- 
scribed by differential equations) by means of a discrete system (i.e., a 
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z-transform of the continuous system), the identified coefficients, c, 
taken by themselves offer only limited insight into the continous sys- 
tem. Two reasons for this limited insight are that the coefficients 
change both with the data sample time and the number of degrees of freedom 
allowed for in the discrete representation of the continuous system. Thus 
It is not always possi5le to manipulate the identified discrete coef- 
ficients, c, back into their respective continuous system counterparts. 
In fact it is hardly ever possible to perform this reverse manipulation, 
and it is likely to be an Immerse and time-consuming effort with very 
limited results. 
a 
This problem of interpreting the identified coefficients can be cir- 
cumvented by interpreting the results in the frequency domain. Effective 
values of the corresponding Iaplace transform frequency domain parameters 
can, in turn, be approximated from the frequency response. Besides being 
a convenient way to interpret the results, the frequency domain provides a 
means of comparing the NIPIP results with data collected by other tech- 
niques (i.e., describing function data). It also provides a means of 
computing combined system measurements (i.e., pilot-vehicle measurements). 
Prior research using NIPIP to identify continuous systems has also 
shown that interpreting the results in the frequency domain reduces the 
sensitivity of the identified solution to changes in the sample tine and 
the variations in the number of degrees of freedom allowed for in the 
discrete representation . 
The stability of the frequency response (i.e., the repeatability of 
the frequency response computed at various intervals throughout an identi- 
fication process) has been found to be closely related to the convergence 
of the identified solution (Ref. 13). That is, a frequency response which 
is essentially invariant in amplitude and phase throuyhout ar. identifica- 
tion process generally indicates a convergent and possibly correct 
solution. Frequency responses with large variations i n  amplitude or phase 
can be attributed to one or more causes. For example, the human operator 
may be a novice to the control task and may not be using a consistent 
control strategy. On the other hand, the human operator may be using a 
control strategy that is differcnt from that assumed by the 
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experimenter. In any case, it cannot be overemphasized that it is up to 
the experimenter, through knowledge of the control task and a thorough 
understanding of the dynamics OF the controlled element, to evaluate the 
likelihood of the correctness of the identified solution regardless of the 
variations in the computed frequency responses. 
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NAS VARIABLE AIlD DJ!FIlWITIONS 
To opera te  the  NAS software e f f i c i e n t l y ,  it is necessary f o r  the user 
t o  be f a m i l i a r  with the program parameters which d i r e c t  the  flow of i t s  
opera t ion  ( i . e . ,  the  con t ro l  f l a g s )  and those used t o  de f ine  the problem 
a t  hand ( i .e . ,  program va r i ab le s ) .  lhis s e c t i o n  de f ines  these  parameters 
and desc r ibes  t h e i r  use i n  the  NAS rou t ines .  The c o n t r o l  f l a g s  are de- 
f ined  f i r s t ,  followed by the  v a r i a b l e s  spec i fy ing  the  time h i s t o r y  d a t a ,  
the  d e f i n i t i o n  of the  F-vector, the d e f i n i t i o n  of t he  t r a n s f e r  func t ion  
and frequency response,  and, f i n a l l y ,  t he  e r r o r  c o n s t r a l n t  condi t ions .  
The number next t o  the name r e f e r s  t o  the v a r i a b l e  number i n  the namelis t  
subrout ine.  
The NAS program parameters can be spec i f i ed  i n  t w J  ways. The f i r s t  
method is through d i r e c t  t e rmina l  input  us'r.g a "namelist" subrout ine  
which asks  f o r  the  v a r i a b l e  number and then t h e  value.  This method is 
c a l l e d  "namelist i npu t  ," and the v a r i a b l e  numbers required €or  t h i s  method 
are l i s t e d  below. The second method is t h a t  of spec i fy ing  the  va r i ab le s  
and t h e i r  values  i n  the  user-defined subrout ine ,  MODE. Both means of 
spec i fy ing  the NAS program parameters w i l l  be demonstrated by examples i n  
a l a te r  sec t ion .  
Although the re  are a c o t a l  of f i f ty -seven  v a r i a b l e s  l i s t e d  below, most 
are de fau l t ed  t o  values  tha t  need not be changed €or the major i ty  of the  
app l i ca t ions .  The use r  w i l l ,  i n  f a c t ,  qu ick ly  l e a r n  which v a r i a b l e s  a r e  
re levant  t o  a p a r t i c u l a r  problem. This w i l l  u sua l ly  amount t o  only f i v e  
t o  ten v a r i a b l e s .  
It is advisable  t o  read and understand a l l  of the  NAS parameter de- 
s c r i p t i o n s  presented below. Whenever poss ib l e ,  we refer t o  Example 4 in 
Sect ion IV when spec i fy ing  the numerical value of a p a r t i c u l a r  param- 
eter. After  becoming f a m i l i a r  wi.th the  NAS parameters ,  the user should 
r e f e r  t o  the summary desc r ip t ions  prese ied i n  Appendix C. This w i l l  
speed the process  of s e t t i n g  the va lues  of the various parameters.  
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IN (Var. No. 18) -
Input c o n t r o l  spec i fy ing  the input  device or  l o g i c a l  u n i t  
number from which the time h i s t o r y  d a t a  is t o  be read. In the  
Cyber system, t h i s  corresponds t o  the  tape number i n  the  pro- 
gram statement de f in ing  the filename under which the d a t a  is 
s t o r e d .  (Default:  10) 
Output c o n t r o l  spec i fy ing  the output device or  l o g i c a l  u n i t  
number t o  which the  algori thm's  output is d i r e c t e d .  I n  t he  
Cyber, t h i s  corresponds t o  the  t ape  number i n  the  program 
statement de f in ing  the filename used f o r  output . 
(Defaul t :  6 )  
- WID (Var. No. 20) 
** 
Mode f o r  program v a r i a b l e  input .  
Direct user  input of NAS program v a r i a b l e s  from i n p u t  
device (e.g., t e rmina l ,  e t c . ) .  
NAS program v a r i a b l e s  are input from subrout ine  
"M)DE." 
(Defaul t :  0) 
llps (Var. No. 21) -
Spec i f i e s  the number of con t ro l  loop s t r u c t u r e s  t o  be run 
simultaneously.  (Defaul t :  1, Maximum number - 10 on Cyber, 2 
on Apple) 
**NOTE: In order  t o  run more than one c o n t r o l  loop s t r u c t u r e  simul- 
taneously ( l e e e ,  NPS > l), the program v a r i a b l e s  must be s to red  and 
i n p u t  from subrout ine  "K)DE;" hence MID must be s e t  equal t o  1 f o r  
NPS > 1. However, a s i n g l e  c o n t r o l  loop s t r u c t u r e  can be run e i t h e r  
using ?DD = 0 and NPS = 1, i n  which case the ueer i npu t s  the program 
v a r i a b l e s  d i r e c t l y  or  using MDD = 1 and NPS - 1 and i n p u t t i n g  the 
program v a r i  a b l e s  using eubroutine %DE .I' 
-
TR-1188-1 26 
Direct user  input  is only a v a i l a b l e  when running the  program using 
the  sof tware under i n t e r a c t i v e  processing.  When using batch prcces- 
s ing ,  only subrout ine  K)DE can be used. 
IIU (Var. No. 22) -
NIPIP a n a l y s i s  ve r l f  l c a t i o n  
V e r i f i c a t i o n  of the  F-vector. This is usefu l  t o  check 
t h a t  the  c o r r e c t  F-vector has been spec i f i ed .  
V e r i f i c a t i o n  of the  frequency response t r a n s f e r  func- 
t i o n .  This is u s e f u l  t o  check t h a t  the  proper 
t r a n s f e r  func t ion  has  been spec i f i ed .  
V e r i f i e s  both the  F-vector and the  frequency response 
t r a n s f e r  funct ion.  This value v e r i f i e s  both,  whereas, 
spec i fy ing  INA = I o r  2 v e r i f i e s  on ly  the  one 
s pec i f i ed . 
Does no v e r i f i c a t i o n  of the  F-vector o r  of the traas- 
f e r  func t ion .  This can be use fu l  when the  same 
c o n t r o l  loop s t r u c t u r e  is being used f o r  successive 
time h i s t o r i e s  and the re  is no need t o  v e r i f y  each 
time. 
(Defaul t :  1) 
- ISA (Vat. No. 23) 
System a n a l y s i s  (Frequency Response, Refer t o  Sect ion II.B.5, 
pp* 2 2 - 2 4 )  
Does not compute a frequency. If I S A  - 1, the  use r  
can omit input  of frequency response va r i ab le s  and set  
INA - 1 o r  4 depending upon d e s i r e  f o r  v e r i f i c a t i o n  of 
F-vector. 
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OF POOR QUALln 
Frequency response is ca l cu la t ed  f o r  des i r ed  t r a n s f e r  
func t ion .  Frequencies a t  which response is ca l cu la t ed  
are ou tpu t ,  along with amplitude r a t i o  and phase, 
Frequency response is determined f o r  des i r ed  t r a n s f e r  
func t ion ;  however, a search  is made of the  frequency 
response,  and only  those  f requencies  a t  which r e l a t i v e  
maxima occur I n  amplitude r a t i o  are output .  Subrou- 
t i n e  1 ' ~ ~ ~ ~ 1 1  i s  used f o r  t h i s  search and i t s  outputs  
are *de No., frequency, amplitude r a t i o ,  phase, and 
the  maximum s lope  i n  a r r i v i n g  a t  each r e l a t i v e  maxima 
occurr ing  wi th in  the  s p e c i f i e d  frequency range. 
(Maximum of S r e l a t i v e  maxima are allowed over tt.e 
s p e c i f i e d  frequency range.) 
Frequency response is determined as well as a search 
performed f o r  r e l a t i v e  maxima. 
(Defaul t :  1) 
ISKIP (Var. No. 24) -
Output p r i n t i n g  opt ion  
0 - 
F u l l  p r i n t  out  (usefu l  f o r  debugging only)  
1 -
Minimum p r i n t  ou t  
(Defaul t :  1) 
IUFU (Var. No. 25) -
Time window opt ions  (Refer  t o  Sect ion  II.B.l, pp. 19-22) 
0 - 
Sl id ing  time window 
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1 - ** Sliding time wiitdow inoperable 
2 - 
Finite-length time window 
(Default: 1) 
**NOTE: The same result w i l l  be obtained by specifying INFW = 0 and a 
time window length greater than the length of the time history used in 
the identification as that 3y specifying INFW - 1. This is useful 
when the amount of storage required for the length of the time window 
exceed6 the storage allowed . 
Bm Tim EISTOBI VARIABLES 
These variables specify the times. at which events (inputs, outputs, 
starting, stopping) o r  lengths of events (length of idenf iciation, length 
of sliding time window) occur within the identification process. The 
variables are usually specified in units of time, a8 data is usually sam- 
pled in time (e.g., samples per secor..:, minute, hours, etc.); however, if 
the data is sampled in some other manner (e.g., in terms of distance, 
etc.) it is necessary only to substitate those units where the units of 
time appear in these definitions. In the following definitions it is 
assumed that the time history sample rate is in terms of samples/second. 
Thus when "seconds" appear in the following definitlons we are referring 
to seconds of data on the input data file. 
TST (Var. No. 1) -
The number o f  seconds of data to be ignored before startfng 
the identification procedure. (Default: 0 sec) 
"0 (Var. No. 2) -
The total length in seconds of the identification procedure, 
including the ignored rime. (Default: 100 sec) 
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TDT (Var. No. 3) -
The sampling period i n  s e r m d s  used i n  the i d e n t i f i c a t i o n  
procedure,  and it  may be d i f f e r e n t  from the  time h i s t o r y  saw 
p l e  per iod.  However, i t  is required t o  be i n  even increments 
of the time h i s t o r y  sample per iod.  For example, i f  the t?me 
h i s t o r y  sampling period is x seconds and a sample period equal  
t o  twice t h i s  is t o  be used i n  the  i d e n t i f i c a t i o n  procedure,  
TDT should be set equal  t o  2x seconds. 
The sample rate used i n  the  i d e n t i f i c a t i o n  procedure should be 
based upon the  expected bandwidth, wc, of each con t r a1  loop, 
with high bandwidths r equ i r ing  high sampling rates a n j  low 
bandwidths a l lowing the  use of low sampling rates. As a r u l e  
of thumb the  minimum sampling rnte should be: 
1 TDT - 1 owc ( 3 4 )  
[Defaul t :  0.1 (10 samples/sec)] .  
(Var. No. 4) - 
The time i n  seconds between outputs  of Y-.! ' - ~ t i f i c a t i w  
estimates and system a n a l y s i s  rou t ines .  (DL t i  ; sec )  
TC (Var. No. 5 )  -
The time i n  seconds between computations of the i d e n t i f i c a t i o n  
estimates of the  F-vector c o e f f i c i e n t s .  This is usua l ly  equal  
t o  TOUT, as i t  is not irsually necessary t o  compute the  coef- 
f i c i e n t s  more ( o r  l e s s )  o f t en  than they are output .  It is 
important t o  note  t h a t  t hc  number of times these  est imated 
c o e f f i c i e n t s  are computed w i l l  not  a f f e c t  t h e i r  va lues  a t  
f u t u r e  times o r  a t  the same po in t s  i n  time, i .e . ,  with t h i s  . 
v a r i a b l e  equal  t o  TOUT, i t  merely allows the  user  to monitor 
t he  e s t ima t ion  procedure as of t en  as is des i r ed .  (Defaul t :  5 
sec )  
'1y (Var. No. 6 )  - 
The length  i n  seconds of the s l i d i n g  o r  f i n i t e  time window. 
This needs t o  be epec i f i ed  only i f  INFW is equal  t o  zero (0)  
o r  two ( 2 ) .  The length  of the  time window should be based 
upon the expected bandwidth, oc, of each c o n t r o l  loop s t ruc -  
ture;  with the  h igher  t he  expected bandwidth the  s h o r t e r  the 
required time window and the lower the  expected bandwidth the 
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l a r g e r  the  required time window. As a r u l e  of thumb an in- 
i t i a l  estimate f o r  the  length  of the  time window is 
The approximate maximum length  of the  s l i d i n g  time wiqdow is 
determined by 
*ma* 2 [(amount of s t o r a g e  i n  VAR array)/(NVAR)]*TDT 
However, i f  spec i fy ing  a time window length  g r e a t e r  than t h a t  
allowed, the  program w i l l  reset lW t o  the  maximum length  al- 
lowed. Hence the  maximum s l i d i n g  t i m e  window is e a s i l y  
obtained by spec i fy ing  a time length  g r e a t e r  than t h e  length  
of the  time h i s t o r y .  (Defaul t :  100 s e c )  (Approx. max. f o r  
WAR = 2 and TDT = 0.1 is 12.5 sec) 
c. loIPIP VARIAltLES 
This group of v a r i a b l e s  d e f i n e s  the  es t imat ion  equat ion descr ib ing  the  
cont ro l  loop s t r u c t u r e  t o  be i d e n t i f i e d .  These v a r i a b l e s  a r e  probably the  
most confusing t o  l e a r n  f o r  t h e  novice user .  As a teaching a i d e ,  m w i l l  
r e f e r  t o  Examplc A presented i n  Sect ion 1V.A (pp. 44-61) when spec i fy ing  
values  f o r  t h e  NIPIP v a r i a b l e s  shown below; t h e r e f o r e ,  the  reader should 
review thes t  pages before  proceeding. 
- X (Transparent t o  user ,  Refer t o  Sect ion III .F,  pp. 38-40) 
This is an i n t e r n a l  a r r a y  of length  m, where m t s  the  number 
of v a r i a b l e s  st:red i n  a s i n g l e  record on the da ta  input  
f i l e .  This a r r a y  accomplishes the  d a t a  t r a n s f e r  from t h e  da ta  
input  f i l e  t o  che program. 
For Example A i n  Sect ion IV,A:  X ( 1 )  = time, X(2) - 8 ,  
X(3)  = aie, X ( 4 )  - wg, and X(5) = h .  
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NC (Var. No. 26) -
Spec i f i e s  the number of es t imat ion  c o e f f t c i e n t s  on the  r tgh t -  
hand s i d e  of the es t ima t ion  equat ion  (i.e., the size of the  
F-vector), t h a t  is, NC is the  number of degrees  of freedom. 
For Example A i n  Sect ion l;.-f: NC = S; a l ,  a2, b l ,  bg, 
and B. 
IBIAS (Var. No. 27) 
Spec i f i e s  a bias degree of freedom (DOF) t o  be added t o  the  
F-vector. This DOF is t r e a t e d  as a c o e f f i c i e n t  and, as such, 
must be included when spec i fy ing  NC. (Refer t o  
Sec t ion  II.B.2, pp. 20-22) 
Do not  add b i a s  DOF to F-vector. 
Add b i a s  DOF to  F-vector. 
For Example A i n  Sec t ion  1V.A: IBIAS = 1. 
WAR (Var. No. 28) 
S p e c i f i c i e s  the  t o t a l  number of independent parameters i n  the  
e s t ima t ion  equat ion.  An independent parameter is def ined as n 
element of t he  X a r r a y  which I s  used i n  forming the  e s t ima t ion  
equat ion.  U s i n g  an element of the  X array more than once 
(i.e., using i t s  cu r ren t  and/or pas t  G l u e s )  i t  is considered 
a s i n g l e  independent parameter. 
For Example A i n  Section 1V.A: WAR = 2; de and 0. 
IllDW (Var. Vos. 29 t o  33) 
This is an a r r a y  of length  WAR which s p e c i f i e s  the  elements 
of the X a r r a y  t o  be used i n  forming the  e s t ima t ion  equa- 
Cion. Ke elements of the INDEX a r r a y  are spec i f i ed  using the  
subsc r ip t  of the X a r r a y  element corresponding t o  the param- 
eters used €n the-est€mation equat ion.  The f i r s t  element of 
t h i s  a r r a y  s p e c i f i e s  the  X a r r a y  element corresponding t o  the  
dependent va r i ab le  of the>s t imat ion  equat ion (i .e. ,  left-hand 
s i d e )  as w e l l  as when t h i s  X a r r a y  element is used as an inde- 
pendent v a r i a b l e  i n  the  e z i m a t i o n  equat ion (i.e.,  when the 
F-vector conta ins  Fast values  of the dependent v a r i a b l e ) .  The 
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succeeding elements of t h i s  . -y spec i fy  the  X array elements 
corresponding t o  the indepmdc . .. parameters OF the e s t ima t ion  
equat ion  (i.e., right-hand s i d e )  (past va lues  of the  dependent 
or independent v a r i a b l e s  are not consldered as new v a r i a b l e s  
i n  the  e s t ima t ion  equat ion) .  The indexes or s u b s c r i p t s  of t h e  
INDPX a r r a y  are given va lues  which are used f o r  f u t u r e  r e f e r -  
ence i n  specifyinft  t he  F-vector. The f i r s t  index is given a 
value of tern ( 0 )  and each succeeding index is given a value 1 
g r e a t e r  than the previous index. 
-
For Example A i n  Sec t ion  1V.A: INDEX(1) = 3 ,  X ( 3 )  = 6,: 
INDEX(2) = 2, X(2) = e  
WEC ( V a r .  Nos. 34 t o  43) -
* lhis i n t e g e r  array of l eng th  NC s p e c i f i e s  how the  independent 
parameters, as w e l l  as t h e i r  past va lues ,  are entered  i n t o  t h e  
F-vector. The arrangement of the parameters in t he  F-vector 
is determined by the o rde r  they  are s p e c i f i e d  i n  t h e  NVEC 
a r ray .  The elements of t h e  NVEC a r r a y  r equ i r e  an  input  of t he  
form KI, where I po in t s  t o  the parameters i n  the INDEX a r r a y  
and K s p e c i f i e s  t h e  c u r r e n t  or past va lues  of the parameter. 
The codes f o r  using I and IC are shown be low:  
K 
0 
1 
2 
. . 
Y 
I (Reference value) 
n 
1 
I 
Past Value 
U s e  c u r r e n t  va lue  
Use f i r s t  pas t  value 
Use second pas t  va lue  
Use Kth past value 
Po in t s  t o  
Dependent parameter, i.e., INDEX( 1) 
F i r s t  independent parameter, i . e . ,  fNDEX(2) 
I t h  independent parameter, i.e., INDEX( I+1) 
*NC-1 i f  a b i a s  DOF is used. 
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For example, NVEC(5) = 32 m u l d  he used to spec i fy  t h a t  t he  
Cif th  element of the F-vector is the  t h i r d  ( K = 3 )  past  value of 
the  t h i r d  parameter i n  the  INDEX a r r a y  (i-e.,  the  second (112)  
independent parameter). 
For Faample A i n  Sec t ion  1V.A: NVEC(1) = 10, 6 - 
NVEC(4) = 21, On-* 'nr1' NVEC(2) = 20, 6 ; NVEC(3) = 11, 
en-2 
19 (Var. Nos. 13 t o  17) -
This a r r a y  of length  WAR s p e c i f i e s  the  re ference  value as- 
soc ia ted  with each parameter def ined i n  the INDEX a r ray .  The 
f i r s t  element of BV s p e c i f i c s  t he  re ference  value €or the  
f i r s t  element def ined  i n  the  INDEX a r r a y  and so fo r th .  
When using t h e  u s e r d e f i n e d  subrout ine  n)DE, BV I s  a tuo- 
dimensional a r r a y  where the number of rows equa l s  - WAR and the  
number of columns equa l s  - NPS. For example, BV(3,2) m u l d  be 
used to s p e c i f y  the reference  value f o r  the t h i r d  element of 
t h e  INDEX a r r a y  def ined i n  PODE f o r  c o n t r o l  loop s t r u c t u r e  
number two. 
-
For Example A i n  Sect ion 1V.A: BV(1) = -.10681, Trim 6, 
( r ad ) ;  BV(2) = 0.0889, Trim 0 ( rad) .  
This group of v a r i a b l e s  s p e c i f i e s  the  t r a n s f e r  func t ion  f o r  which a 
frequency response is t o  be determined. The t r a n s f e r  func t ion  is made up 
of terms of the  e s t ima t ion  equat ion  and inc ludes  the  dependent v a r i a b l e ,  
i.e., left-hand s i d e ,  as w e l l  as e s t ima t ion  c o e f f i c i e n t s ,  - c. To o b t a i n  a 
frequency response the  use r  must set the  ISA f l a g  ( see  Subsection A 
above). 
A 
The range of the  frequency response is based upon the  bandwidth of the 
system to be i d e n t i f i e d .  The frequency range should be s p e c i f i e d  such 
t h a t  it covers  approximately a decade on a log p l o t  of w, with uc roughly 
centered within the  frequency range. For our example, wc = 2.5 r a d l s e c ;  
hence a frequency range of w = 0.5  t o  8 r ad l sec  should be s u f f i c i e n t .  
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W I N  (Var. No. 7) -
The minimum frequency i n  t h e  frequeixy response 
0.1 rad/sec)  
For Example A i n  Sect ion W.A: WMXN = 0.5. 
Hyu (Var. No. 8) -
The maximum frequency i n  t h e  frequency response. 
10. rad lsec)  
(Defaul t :  
( Default  : 
For Example A i n  Sect ion 1V.A: WAX = 8.0.  
UINC (Var. No. 9 )  -
The mul t ip ly ing  increment by which t h e  frequency i n c r e a s e s  
from wmin to wmax. Successive frequencies  are determined by 
* wn wn-l wine 
where wmln < wn < wmax (36)  
(Default:  2.) 
For Example A i n  Sect ion 1V.A: WINC = 2. which g ives  fre- 
quencies of 0 . 5 ,  1, 2,  4, and 8 rad/sec.  
NOTE: The frequency response is ca lcu la ted  f o r  a maximum of 25 
f requencies  between wmin and wmax; hence i f  wInc is too small and 
i t  r e q u i r e s  more than 25 f requencies  as defined by Eq. 36 t o  cover 
the frequency range only t h e  f i r s t  25 f requencies  w i l l  be used i n  
c a l c u l a t i n g  t h e  response . 
A f a c t o r  i n  t h e  t r a n s f e r  funct ion numerator which m u l t i p l i e s  
the  high frequency ga in  by the  value s p e c i f i e d .  Usually t h i s  
f a c t o r  is 1 or -1, which changes the  phase such t h a t  it l i es  
between 0 and -180 deg. The frequency response phase angle  as 
output  by the NAS program wi l l  l i e  between 90 and -270 deg. 
Thus, i n  those cases  where t h e  phase l i n e  c rosses  these boun- 
d a r i e s ,  It may be d i f f i c u l t  t o  I n t e r p r e t  t h e  phase with l a r g e  
d i s c o n t i n u i t i e s  (e.g., going from +89 deg t o  -269 deg) ,  and 
changing HFG from 1 t o  -1 or v ice  versa  w i l l  change the  phase 
by *I80 deg, and it  w i l l  then l i e  within the  phase boundaries.  
(Defaul t :  1 .O) 
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For Faample A in Section IV.A: dFG = 1 .  
Specifies the order of the numerator of the transfer function, 
Its yaluc is equal to the number of estimation coefficients of 
the c vector in the numerator. 
For Example A in Section 1V.A: NB = 2; bl and b,. - 
E4 (Var. No. 45) -
Specifies the order of the denominator of the transfer func- 
tion; its value is equal to the number of elements of the 
estimation equation in the denominator. 
For Example A in Sectlon 1V.A: NA = 3; 1 ,  al, a2. 
KTAU (Var. No. 46) -
Specifies a pure time delay in the transfer function. Its 
value is equal to the number of samples of delay. KTAU must 
be greater than or equal to zero, as there is no prediction of 
information prior to the current value. (Default: 0) 
For Example A in Sectlon 1V.A: UTAU = 9. 
HBI f':ar. Nos. 47 to 51) -
This array of length NB specifies which coefficients of the 
F-vector make up the numerator of the transfer function. The 
coefficients are usually specified in increasing powers of z 
(i.e., the lowest power of z In the numerator is the first 
element of NBI) . 
For Example A in Section 1V.A: NBI(1) = 3 ,  b l ;  
NBI(2) 4, bq. 
MI (Var. Nos. 52 to 56) -
This array of length NA specifies which elements of the esti- 
mation equation make up the denominator of the transfer 
function. When specifying a transfer function denominator 
which contains the dependent variable of the estimation equa- 
tion, i.e., the left-hand side, the first element of NAI must 
be equal to zero. 
--
For Example A in Section 1V.A: NAI(1) = 0 ,  1; NAI(2) = 1, 
al; NAI(3) = 2, a2* 
TR-I 188-1 36 
S p e c i f i e s  the form of output f o r  t h e  amplitude r a t i o  of the  
t r a n s f e r  func t ion .  
Gives amplitude r a t i o  squared. 
2 
Gives the l i n e a r  amplitude r a t i o  
Gives the  amplitude r a t i o  i n  dB. 
(Defaul t :  3) 
For Example A i n  Sec t ion  N . A :  IFOPT = 3. 
This group of v a r i a b l e s  s p e c i f i e s  t he  warning c r i t e r i a  which t r i g g e r  
warning messages wi th in  the  NAS software.  These warning messages are 
a c t i v a t e d  when t h e  criteria are not s a t i s f i e d .  The warning c r i t e r i a  are 
spec i f i ed  as the maximum o r  minimm al lowable r a t i o s  of c e r t a i n  v a r i a b l e s  
wi th in  t h e  software.  Some of the reasons why these  warning messages ap- 
pear are a l s o  given i n  o rde r  t o  a l low t h e  use r  t o  determine i f  any 
c o r r e c t i v e  a c t i o n  should be taken. 
- TOL (Var. No. 11) 
S p e c i f i e s  the maximum r a t i o  of t he  l a r g e s t  t o  smallest e l e -  
ments along the diagonal of t he  HTH matr ix .  The purpose of 
t h i s  warning is t o  alert  the user t o  the p o s s i b i l i t y  of an 
I l l -condi t ioned  HTH matrix which may a f f e c t  t he  s o l  t i o n  f o r  
the e s t ima t ion  c o e f f i c i e n t s .  An " i l l -condi t ioned"  H H matri.x 
u s u a l l y  results from l a r g e  d i f f e r e n c e s  i n  the  numerical va lues  
of the v a r i a b l e s  used t o  form t h e  F-vector, e.g., if one var- 
i a b l e  is i n  u n i t s  of degrees and another  is i n  u n i t s  of 
rad ians .  This problem can usua l ly  be avoided by s c a l i n g  the 
v a r i a b l e s  used t o  form the F-vector or using R c o n s i s t e n t  set 
of u n i t s .  (Default:  1000) 
Y 
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L3 
~f p o o ~  QUAL~I"~ RLD (Var. Vo. 12) -
S p e c i f i e s  the  minimum ratio of the  determinant  of the HTH ma- 
t r i x  t o  the  smallest element along the  diagonal  of the  HTH 
matrix. The purpose of t h i s  warning is t o  a ler t  the  use r  t h a t  
the  F-vector may conta in  redundant DOF, which can cause a 
f r a g i l e  s o l u t i o n  f o r  the  e s t ima t ion  c o e f f i c i e n t s .  Redundant 
DOF r e s u l t  i n  l i n e a r  dependence wi th in  the  HTH matrix,  causing 
t h e  determinant  t o  approach zero. lhis warnin 
conjunct ion with the  c o r r e l a t i o n  c o e f f i c i e n t ,  R , t o  assess 
t h e  f r a g i l i t y  of the est imated so lu t ion .  The number of WF 
are assumed appropr i a t e  when R2 does - not i nc rease  with ad- 
d i t i o n a l  DOF, and/or  t h i s  warning does not  appear ,  
(Defaul t :  0.0001) 
B is used in 
This s e c t i o n  de f ines  the two user-defined subrout ines  which may be 
t a i l o r e d  t o  s u i t  any p a r t i c u l a r  es t imat ion  scheme. 
- HIDE (involved by c o n t r o l  f l a g ,  EDD; Refer t o  Sect ion III.A, 
pp. 26-29) 
Spec i f i e s  t he  NAS v a r i a b l e s  when s e v e r a l  c o n t r o l  loop s t ruc -  
t u r e s  are being implemented s imultaneously.  It is necessary  
t o  s p e c i f y  only  those NAS v a r i a b l e s  which are not de fau l t ed  or 
change from one c o n t r o l  loop s t r u c t u r e  t o  another .  To access 
t h i s  subrout ine  the  c o n t r o l  f l a g ,  KID ( v a r i a b l e  No. 201, must 
be greater than zero.  The d e f a u l t  l t s t i n g  of KIDE is given i n  
Table 2. For a d d i t i o n a l  examples of us ing  subrout ine  M)DE see 
Sec t ion  I V .  
Performs any processing of input  d a t a  p r i o r  t o  use i n  the  
NIPIP algori thm. This subrout ine  t r a n s f e r s  the da t a  from the 
d a t a  input  a r r a y ,  DI, t o  t he  i n t e r n a l  a r r a y ,  X,  which is used 
when spec i fy ing  the  NIPIP v a r i a b l e s .  (Refer t o  Sect ion III.C, 
pp. 31-34.) The d e f a u l t  and most common use of subrout ine  
PREPR is t o  simply t r a n s f e r  the  da t a  input  f i l e  i n t o  the X 
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C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
t 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
DEFAULT LISTING OF THE M3DE SUBROUTINE 
5.5 SUBROUTINE RODE 
THIS IS A USER DEFINED SUBROUTINE FOR SPECIFYINL THE 
WAS VARIABLES WHEN SEVERAL CONTROL LOOP STRUCTURES AKE TO BE 
IMPLENEWTED SIRULTMEOUSLY 
T G  BCtESS THIS SUBROUTINE CONTROL FLAG NOD MUST BE GREATER 
THAN ZEECI 
THIS IS THE DEFAULT LISTING 
SVSTEMS TECHNOLOGY. INC. MAY 1982 6DH 
SVPROUTINE MODE ( I n )  
IN...SPECIFIES WHICH CONTROL LOUP STRUCTURE IS BEIN6 USED 
MAS VARIkPLES ARE SPECIFIED USING THE N M E S  I N  THE COMNON BLOCKS 
CONRON /TINE/ TST, TENG, TDT, TOUT, TC. TW. 
YRIN, YIIAI. YINC, HF6, TOL, RLD, B V  
CORRON IBdSl IW, IOUT,ROD,NPS, INA. ISA.  ISKIP. INFY, 
NC, IBIAS, NVAR. INDEX ,NVEC, 
NE, HA. KTAU. NBI , N A I  , IFOPT 
THE DEFAULT CASE IS FOR CONTROL FLAG WOD=O ... 
THERFORE THIS StiBROUTINE IS NOT REPUlRED T O  SPECIFY THE CONTROi 
LOOP STUGCTURES 
RETURN 
ENG 
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array. The default listing of PREPR is given in Table 3. 
Additional uses of subroutine PREPR are for smoothing, 
reconstructing, scaling, etc., of the raw input data prior to 
use in the NIPIP algorithm. 
G. INPUT DATA PILE PORluT 
The input data files used by the NAS software must be given in the 
format shown in the previous examples. This format is required to allow 
the program to verify the F-vector and transfer function, The format of 
the input data is speclfied below. 
-
INPUT DATA FILE FORMAT 
4 Line 1: I+?; the number of input variables per l i ne  
Lines 2 through ( M + l ) :  
fom characters a re  used t o  verify the F-vector and t ransfer  
The variable names and units;  the f i r s t  
NU 
Fi l e  i d e n t i w n g  comnents 
%ne f i r s t  two entr ies  of column one are used t o  
compute the sample ra te  of the data stored on 
the input f i l e  
Formatted input data: 
read using a l i s t -d i rec ted  read 
statement; thus the data f i l e  cannot 
be stored as a binary data. 
specification need only be non-integer 
as the data i s  read in to  a r e a l  
variable array. 
"he data is 
The format 
-1  .o 0.0 0 .o 0 .o End-of-file narker 
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As can be seen,  the  las t  l i n e  conta ins  a negat ive number i n  the f i rs t  
column. This is a s i g n a l  t o  the  program t h a t  i t  has reached the end of 
the  input  da t a  f i l e  and w i l l  keep i t  from a t tempt ing  to  read pas t  the  end 
of the f i l e .  Thus the f i r s t  column of the input  da ta  f i l e  cannot conta in  
any negat lve numbers p r i o r  t o  the  l a s t  l i n e ,  o r  the program w i l l  t e rmina te  
reading da ta  a t  the point  i t  encounters  the negat ive number i n  the  f i rs t  
column. 
Also i t  should be noted t h a t  the  f i r s t  two e n t i r e s  of the  f i r s t  column 
determine the sample rate of the da t a  s to red  on the  input  f i l e ,  and t h i s  
sample r a t e  is u t i l i z e d  when computing the  number of samples t o  he used o r  
ignored when spec i fy ing  the time h i s t o r y  v a r i a b l e s .  For example, the  
sampling rate i n  t h i s  case is 
where a "unit" is gene ra l ly  one second. Since spec i fy ing  TST, TEND, TDT, 
TOUT, TC, and TW i n  the  number of u n i t s  (e.g., seconds) determine the  
number of u n i t s  t o  be used or ignored. I f  an incremental  counter  or clock 
s igna l  is a v a i l a b l e ,  p lac ing  it i n  the  f i r s t  column is recommended, s i n c e  
the  first column cannot conta in  negat ive numbers p r i o r  t o  the  l a s t  l i n e .  
However, i t  is not necessary t h a t  t h i s  f i r s t  column be the  incremental  
counter  or c lock ,  only t h a t  the  use r  recognize t h a t  the  f i r s t  two e n t i r e s  
of column one determine the sample rate, as used by the program, t h a t  the  
time h i s t o r y  v a r i a b l e s  should he spec i f i ed  based upon t h i s  sample rate,  
and t h a t  t h i s  column cannot conta in  negat ive numbers p r i o r  t o  the  l a s t  
l i n e  
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C 
C 
C 
C 
C 
I 
C 
I 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
6 ,  
TABLE 3 
DEFAULT LISTING OF PIE PREPR SUBROUTINE 
5.6 SUPROUT INE PREPR 
THIS 1s A USER DEFINEG SUBROUTINE FOR PREPRCCESSING THE INFUT 
D G T ~  TO Nrw 
Th’IS i s  THE D E F W T  LISTING FOR T R G N S F E R I N G  IikTk f R O N  T H i  I i I  
AfiRAY T@ THE X ARRfiV 
SYSTEMS TECHNOLOG(. IN:. RAY 1932 GDH 
SUBROUTINE PREPR (DI , I .  IN. f l )  
DI...IWPUT DATA GRRAV FROM DGTk F I L E ,  TAFE, OR FLIGHT TEST 
X . . .OUTPUT DATA ARRAY AFTER PROCESSING 
Ifl. ..SPECIFIES YHICH CONTRGi. LOOP IS BEING PROCESSED 
f l  ... NURBER OF VARIABLE S PER RECORD ON THE INPUT DATA F ILE 
DIRENSIOtI D I t l  I .X(l) 
TRANSfEG DATA FROM D I  TO X RRRAV 
DO 1 I=t ,M 
I ( I l = D I  (1) 
I CONTINUE 
RETURN 
END 
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The four examples presented below are designed to illtatrate how to 
use the NAS software package as well as to demonstrate its capabilities. 
Each example is presented as follows: 
1. Statement of the problem and objectives 
2. Consideration of NIPIP parameters 
a. F-vector 
be Time window and frame time 
c . Frequency response 
3. Definition of the NAS variables 
4. Description of the NAS outputs 
5. Discussion of the results 
The first example is a single-input, single-output compensatory track- 
ing task. The second example is an extension of the first, an outer loop 
has been added to the control task, thereby providing e more complex ex- 
ample. The third example identifies the pilot’s control strategy during a 
flare to landing. The fourth example identifies a helicopter pilot’s 
control strategy while performing a deceleration to hover. This last 
example demonstrates how NIPIP can be used for solving nonlinear control 
problems 
TR-1188-1 + 3  
1. Statement of the Problem a d  Objectiveti 
The func t iona l  block diagram shown in Fig. 4 summarizes a s ing le -  
i npu t ,  s ingle-output ,  compensatory t r ack inp  c o n t r o l  task.  The "p i lo t , "  
depicted a s  Yp,  is r egu la t ing  p i t ch  a t t i t u d e ,  8, using the e l e v a t o r ,  6,. 
The a i r c r a f t  is f l y i n g  through atmospheric tu rbulence ,  wg , and the  compen- 
sa to ry  c o n t r o l  t a sk  is t o  maintain the commanded value of p i t ch  a t t i t u d e ,  
e 
The p i l o t ,  a i r c r a f t ,  and v e r t i c a l  g u s t s  were a l l  simulated on a digi- 
t a l  computer. Details of the  a i r c r a f t  and qus t  s imula t ion  are presented 
fn Appendix A. The fonn and numerical  va lues  of the simulated p i l o t  con- 
t r o l  s t r a t e g y ,  Yf, were chosen t o  be r ep resen ta t ive  of human p i l o t  
dynamics measured by o the r  Lechniques (Ref. 6) ,  a,.d a l s o  t o  g ive  good 
closed-loop c h a r a c t e r i s t i c s .  8 The Laplace t ransform of Yp is given below, 
rad 6 
( 3 7 )  
e '; + 3.0 
e s + 2(0 .3 ) (6 .0 )~  + (6.0) 
6 
U i ( s )  = = -4.87 2 2 (d)e 
The Yi(s) shown i n  Eq. 35 y i e l d s  a bandwidth of 2.5 rad!ae. md a phase 
margin of 35 deg. 
Figure 5 con ta ins  time h i s t o r i e s  of the clased-loop (i .e . , airL r a f t  
and p i l o t )  response t o  v e r t i c a l  gus ts .  The ob jec t ive  of NIPIP is t o  iden- 
t i f y  the  parameters of Eq. 35 using the  time h i s t o r i e s  of 6 and 6e. For 
t h i s  example Bc is cons tan t  throughout the  time h i s t o r y  (i.e., 8, is equal  
t o  the  trim values  of e). 
2. Coneideratioa sf WlPIP Parameterr 
a.  Specifying the F-Vector. The f i r s t  th ing  t o  decide is how many 
degrees  of freedom are required to  desc r ibe  the system t o  be i d e n t i f i e d .  
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Pi t ch ,  deg 
Vertical  Velocity, 0 s  
E l e v a t o r ,  deg 
Vertical. Gust, f’ps 
Y 
I 
Figure 5 .  
(Closed-Loop Xesponse t o  V e r t i c a l  Cas t . )  
Time History Used fo r  Exmple  A. 
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For t h i s  example ue know t he re  are four parameters descr ib ing  Ye* two i n  P' 
the numerator and tw, i n  tk denominator, a6 shorn i n  Eq. 37. Since NIPIP 
operates on d i s c r e t e  po in t s  i n  the ,  vt express  t h e  unknown parameters of 
Yp using t-transforma (see Entry 5 i n  Table 1). e Thus, 
b1t-' + b2z -2 
e 
e 
6 0 
-1 -2 Y P ( d  = 8 = - =2= I - a t  1 
where 8, = 8, - 8, as shorn i n  Fig. 4. Using the nota t ion  der ived i n  
Sect ion 11, Eq. 38 can be used to write a d i f f e rence  equat ion of t he  form, 
= a 6  + a 6  + b e  
6en en-1 2 en-2 1 en-1 
+ b e  + B  
2 en-2 
(39) 
The "B" term i n  Gq. 39 r ep resen t s  a b i a s  DOF and is included €or the  tea- 
sons presented i n  Sect ion 11. 
In  genera l  one Will not  know how many degrees  of freedom t o  include i n  
the F-vector. The e f f e c t s  of over and under spec i fy ing  the number of 
degrees of freedom a r e  presented la ter  i n  t h i s  example. This top ic  is  
a l s o  addressed i n  Ref. 3. 
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b. Frame Time and T i m e  Window. Ihe frame time (sample period) and 
time window can be ca lcu la t ed  based upon the bandwidth of the system t o  be 
t d e n t l f l e d ,  oc, as d iscussed  i n  Section 11. Using Eqs. 34 and 3 5 ,  with 
uC = 2.4. 
A TDT = -- = 0.13 sec (use 0.10 sec) 1 ouc 
lorn Tw = - = 12.6 sec (use 11.6 sec*) 
0 
C 
In gene ra l  one w i l l  not know the  exact bandwidth of the system t o  be 
However estimates of uc can be computed based upon a closed-  i d e n t i f i e d .  
loop a n a l y s i s  of t he  task .  
c. Frequency Response. The range of t he  frequency response is a l s o  
based upm the bandwidth of the system t o  be f d e n t f f i e d .  The frequency 
range should be s p e c i f i e d  such t h a t  i t  covers approximately a decade on a 
log p lo t  of w, with wc roughly centered  wi th in  the frequency range. For 
wc = 2.5 r a d l s e c ,  hence a frequency range of w = 0.5 t o  8.0 r a d l s e c  should 
be s u f f i c i e n t .  
3. P c f l n l t l o n  of the Rds Vatlabler 
We are now ready t o  de f ine  the  NAS input  v a r i a b l e s  presented i n  
Section 111. Table 4 con ta ins  a p a r t i a l  l ist of the i n p u t  f i l e  t o  be 
used. The t i m e  h i s t o r f e s  i n  t h i s  f i l e  were used t o  cons t ruc t  the p l o t s  
shown i n  Fig. 4. The following subsec t ions  de f ine  only those v a r i a b l e s  
*Tw = 11.6 sec turned out t o  be a convenient number for  the NAS 
sof tware ,  due t o  the dimension of the VAR s to rage  a r r a y .  
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INPUT FILE mED RIR EXAMPU A 
(File name is EC1) 
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which are not defaul ted .  Ihe " d i r e c t  input  node" was used t o  d e f i n e  these  
v a r l a b l e s  i n  t h e  NAS prograaa. 
a. NIPIP Variables  (Refer t o  Sect ion III.C, pp. 31-34). From Table 4 
ue can f n f e r  the  X-vector, 
From Eq. 39 and 5, (Refer  to Sect ion III.C., pp. 31-34) 
NC 0 5  Nmber of degrees  of freedom 
IBIAS - 1 Bias degrees  of freedom 
WAR = 2 
INDEX = 3,2 
Number of independent parameters i n  t h e  
estimate equat ion;  6, and 8 
Location of Independent parameters i n  - X 
a r r a y ;  X(3) = 6, and X(2) = 8 
NVEC = 10, 20, 11, 21 How independent parameter is entered  i n  
the  F-vector 
BV = -.10681, 0.08890 Reference ( t r i m )  value of the  independent 
v a r i a b l e  
b. Time History Variables  (Refer t o  Sect ion I I I . B ,  pp. 29-31) 
TDT 
l w  
TEND 
TOUT 
TC 
= 0.10 
= 11.6 
= 30.0 
= 5.0 
= 5.0 
Sampling period 
Seconds of s l i d i n g  or f i n i t e  time window 
Total  time 
Seconds between outputs  of i d e n t i f i c a t i o n  
est ima t e 
Seconds between computations of f d e n t i f i c a -  
t i o n  estimate 
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C. Frequency Response Variables (Refer to Section III.D, pp. 34-37) 
WMN 
WMAX 
WINC 
NB 
NA 
N B I  
N A I  
- 0.s 
= 8.0 
f 2.0 
= 2  
- 3  
- {3, 
= Eo, 
+ w =  0.5, 1.0, 2.0, 4.0, 8.0 rad/sec 
Ordgr of numerator, number of coefficients 
of c 
Qrder of denominator, number of elements of 
C 
4) Specifies which coefficient is in the numer- 
ator; bl and bp 
1, 21 Specifies which coefficient is in the denom- 
inator; 1, al, and a2 
d. Control Flags (Refer to Section X I I . A ,  pp. 26-29) 
INA = 3 
ISA = 2 
INFW = 0 
F-vector, transftr function frequency re- 
sponse option 
e. User-Def ined Subroutines 
Frequency response option 
Time window option 
The default subroutines for KIDE and PREPR w i l l  he used for this 
example (see Section III.F, pp. 32-35). The namelist option will 
be used to set all of the necessary NAS variables. 
TR-IIRn-1 51 
ORIGINAL PAGE 13 
OF POOR QUALlW 
4. dcrcrlptioa of the Ms Outputs 
Table 5 conta ins  an annotated output  of the  NAS program. I t e m s  typed 
hv the  user  a r e  underlined. The outputs  f o r  both 5 and 7 DOF are Included 
i n  t h e  t a b l e .  
A 
Note t h a t  the  s o l u t i o n  f o r  c is convergent a f t e r  only 50 d a t a  poin ts  
(see output a t  t = 5.4 sec), and is i n v a r i a n t  throughout the run. For t h e  
7 DOF case, a "warning" message is output  due to  an  "overspecif ied 
F-vector." This message r e s u l t e d  from the  determinant of the HTH matr ix  
being v e r y  small (i.e., which i n d i c a t e s  t h a t  t h e r e  are redundant 
degrees of freedom I n  t h e  F-vector. 
- 
5. Dlscurslon of the Results 
Figure 6 conta ins  frequency responses of t h e  exac t  and est imated p i l o t  
Note t h a t  t h e  est imated and exact  Y p ( j w )  are 0 0 descr ib ing  func t ion ,  Yp(jw). 
i n  perfect agreement f o r  t h e  5 DOF case. 
I n  a d d i t i o n  t o  the 5 DOF c a s e ,  Fig. 6 a l s o  presents  the  ? ' ( jw)  using 
3, 4, and 7 DOF. The c o r r e l a t i o n  c o e f f i c i e n t s ,  R2, and determinants  of 
the HTH matr ix ,  A ,  are a l s o  shown i n  the  f i g u r e .  Note t h a t  the 3 DOF case 
d id  not €it t h e  t r u e  frequency response and t h a t  R2 is 0.88. The 4 DOF 
case c a w  c l o s e r  t o  f i t t i n g  t h e  t r u e  frequency response,  and R2 increased 
t o  0.98. The 7 DOF case produced the  same r e s u l t  a s  the 5 DOF case ,  with 
R2 = 1.00, but note  t h a t  DHTH is 0.1 x This low a value of A ind i -  
c a t e s  a l i n e a r l y  dependent HTH matrix which makes the s o l u t l o n  f o r  te very  
" f rag i le . "  That Is, any noise  i n  the  measurements w i l l  cause v a r i a t i o n s  
in Yp. 
P 
P 
- 0  
The l o g i c a l  choice €or ie (even i f  we did  not know the  t r u e  Ye) would P P 
be the 5 DOF case. This choice is based both on the  f a c t  t h a t  R2 peaks a t  
5 DOF and the dramatic decrease In A in going from 5 t o  7 DOF. 
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l lPUT F I L E  
I TlnE 
2 THET 
3 ELEV 
I Y6 
5 HCJT 
ORIGINAL PAGE is 
I’ABLE 5 OF POOR QUALIW 
NAS OUTWT FOR EXAMPLE A 
- NAS Execute the NAS program 
’ E G I  Filename - 
SEC 
R4D 
fiari 
F F i  
FFS 
FILE iD : EIANFLE I NO. vafi. 5 
DIRECT IkPUT USIN6 NAMELIST 
VAA. NO.? 26 
NC 
NC = s  
’;Ai?. no., ;7 
IdlitS = 6 CHANGE 1 0 1  
IPIAS = 1 
:GR. NO.’ 28 
W A R  = 3 CHANGE TO 2 
Wfi = 5 
‘JAR. NJ.7 29 
INDEX! = G CHAM& TO 3 
INDEX1 = ; 
7 8 .  NO.’ 2 
INDEX; = 0 LHANGE TnL 
INGEXZ = 2 
VAR. EO.? 3 
NVECI = 0 CHANGE TO 10 
NVECl = 10 
VAR. NO.? f: 
WEC: = 6 CHIINGE TO 20 
W E [ ?  = ’20 
- = 0 CHANGE TO 5 - 
- 
- - 
- - 
-
- -
Note: User inputs 
are  underlined 
use namelist t o  
s e t  IUS variables 
for 5 DOF case 
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TABLE 5 (Continued) 
VAA. NO.? 7 
YHlW = .1000E+00 CHANGE 1 0 . 5  
WHIN .SO00 
Y l A X  = 10.000 CHANGE TO 8. 
YHAI = 9.01:10 
YAR. N O . - L  
YINC = 2.343 CHANGE TO 2. 
WINC = 2.530 
NB 
NB = 2  
NA = 0 CHANGE TOJ 
MA = 3  
VAR. NO.? 17 
N B I l  = 0 CHANGE 102 
N b i l  = Z 
VAR. NO.? 2 
M I 2  0 CHANGE TO 4 
NB12 = 4 
'JAR. N O . " S  
NAIl = 0 CHANGE 7 0 2  
# A I 1  = 0 
- 
VAR. 10.7, 
-- 
- 
GI(. 140.7 II 
vfifi. ~ 0 . 7  4s 
-
= 0 CHANGE TO 2 - 
-
- 
- 
ORIGINAL PAGE is 
OF POOR QUAt..ITV 
VIR. N O . 3 5 ;  
MA12 = 0 CHANGE T O 1  
NA12 = 1 
YAR. N O . ' E  
NA13 : 0 CHANGE TO 2 
HA13 - 2   
VBR. NO. 7 2 
I # A  = 1 CHANGE T O 2  
INfi  = 3 
- 
VJR. NO.??: 
I S A  
I SA = 2  
VM. NO.' 25 
IWFU = 1 CHFtNGE TO 0 
INFW = (I A negative subscript 
VAR. ria.' - I  
= I CHANGE TO 2 - 
- - 
signals the end of I the name li s t input * 
V \DEPE)tGENT ' J A R I A b L E ~ ,  FOR CONTROL LOOF' 1 
THE F-'r'ECTOR (INDEPENOENT VARIABLE): 
0 ELEViN-01 Y' 
F =  - I 1 ELE'J(N-I) 2 ELEViN-2) 5 THETIN-I1 4 THETiN-2) 5 P I A S  DOF 
en 6 
* A zero subscript causes all of the namelist variables t c  be output. 
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TABLE 5 (Continued) 
A -1 A -2 
A c3z + c4z - 
- (z )  = -1 A -2 = Yp 
1.0 El.EV(N-1) E L E V I I - 2 )  1 - C I Z  - c2z 
TRANSFER FLiNCTlON FOR CONTROL LOOP I 
NUN : THETtN-1) THET(N-5) 211- 3 
DEN : 
VERIFY vaRIaaxs  TO BE WED 
ELEV UlTH iR1J VALUE OF -.10681 of 11.6 s ~ c . +  
THE1 Y lTH TfilH VALUE OF 
Note tha t  NAS adjusted Tw t o  a maximum 
TU,TOT,TC,T3UT = 
END VERIFICATION.. . If F-vector and t ransfer  f'unctions 
-1 and correct problem 
TlPE '0 TO CONTIRUE; '-1' 70 RETURN TO MARELIST? L- are ohay, type 0, otherwise t y p e  
T X ( 1 )  YZB DHTH R2 N CONTROL LOOP 
5.4 5 . j  .143E-05 .9B2E-18 .IOGE+Ol 50 1 
FREP I AMP i PHASE 
,511 1.50 2.30 4.0d 8.00 ai (rad/sec) 
-7.37 - i . ? O  -5.49 -.20 .33  IF,( jm) I 
4.87 9.18 14.46 5.00 -00.44 6 Y,(jm) 
1 X(1)  V2B DHTH R2 Y CONXOL Loop 
10.4 10.5 ,227E-05 ,913E-15 .10CE'31 100 1 
CHAT. .1434',E+Ol -.69764E+90 . I4B l?E t i lO  -.32905E+OO - I  245'6QE-05 
FREP I amp I PHASE 
.50 1.00 2.00 4.00 8.00 
-7.67 -7.20 -5.49 - .20 . 3 3  
4.a; 9.18 14.16 LOO -a8.44 
+The maximum allowable % is a f'unction of the memory available on the 
computer used by NAS. 
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TQBU 5 (Continued) 
T X i l )  Y2B DHTH R 2  N CONTROL LOOP 
15.4 15.3 .XbE-C'J .79;E-l4 .IOOE+31 116 1 
FREO ,' AHF PHASE 
,511 1.00 Z.QC 4.00 8.00 
- 7 . b i  -7.20 -5.49 -.20 L 33 
0 . 5 ;  9.17 14.46 5.00 -09.45 
T x ( 1 )  V?B CHTH R2 N CONTROL LOOP 
20.4 2G.l .;97E-35 .I%-13 .100E+01 116 1 
.w I . N  ?.do LOO 8-03  
-7.61 -7.20 -5.49 -,20 .33  
4.bb 9.17 14.45 5.00 -00.46 
T X L l )  't2B CHTH RL* N CONTRCL LOOP 
15.4 25.; .544E-i:5 .200E-13 .100E+Ol 116 1 
CHAT: .14044E+01 -. bq775E+OO .448iiOE+O0 -. 3289X+00 -.24976E-05 Last p r in t  out f o r  3 DOF 
} case. Note that 
solution was invariant 
throughout run 
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!WBU 5 (Continued) ORIGINAL BPIfCL Ci OF POOR QUALITY 
Program 1.00ps bacK - 
t o  this Po.;. 1u 
W variaL are INPUT F i L E  ' EG1 -
i TINE SEC 
2 THE1 RAD 
3 ELE'J RAD 
4 Li6 FPS 
5 HGOT FPS 
F I L E  ID : EYLNPLE I NO. vAa. 'J 
DIRECT INPUT USltiG NANELIS1 
VAR. WO.7 2 
TEND = O.OG0 CHAtiGE TO 12. 
TEND : 12.30 
'JAR. NO.' - 26 
- -
= 5 CHANGE TO 7 - NC 
NC = 7  
'JAR. NO.' 18 
NVECS = 0 CHANGE T O  30 
NJEC'J = ;O 
NVECb = 0 CHfiNGE TO ;1 
NVECb = 1 1  
- - 
V I R .  NO.' 31 - - 
P A P .  NO.' 45 
NA 
HA = 4  
VIR. NO.' 49 
ME13 = 0 CHANGE TO 5 
N i l 5  = 5 
V A R .  N L ' Z  
NAI4 : 0 CHANGE TOA 
L'AR, NO.' 2 
-
= 3 CHANGE TO 4 - 
- - 
NAM = 
V (DEPENDENT W I C I B L E i ,  FOR CONTGOL LOOF 1 
THE F-VECTOR i iWGEPENDEH7 '7ARI;tbLE) : 
y = 6  9 ELEVIN-OI - 
1 E L E V ( N - l i  
2 ELEV;W-:i 
2 THETiN- l i  
en I 
unchanged from above 
Use namelist to 
s e t  NAS variablec 
for 7 DOF cas€ 
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TABLE 5 (Continued) OF POOR QUALl?f 
Note incorrect 
spscifiration of 
transfer W.c tion 
TRANSFER FUNCTION FOR CONTROL LOOP I 
NUN : THETIN-1) THET(N-2) ELEVIN-1) I ta-  0 
DEN : 1,0 ELEV(N-I) CLEV(N-2) THET(N-5) 
VERIFY VARIABLES TD BE SAVED 
ElEV YITH TRlR ‘JALUE OF 
THFT Y I T H  TRIN VALUE OF 
-.lob81 
,08890 
END VERifICATION... Return %a r.,meUst 
TYPE m o m  TO CONTINUE: m - 1 ’  TO RETURN JO N a m w  - I   to correct traasfer 
f’unctior, specification 
DlaECT lNPUT USING NANFLIST 
UAR, NO.’ - $9 
NE13 : 5 CHANGE 
NtI3 = 6 
VAR. NO.’% 
NAl4 : b CHBN6E 
HA14 : 5 
VAR. No.? -1 
V (DEPELDENT VARIABLE), 
 
0 ELEV(N-0) 
TC b - 
TO 5 - 
FOR CONTROL LOOP 1 
THE F-VECTOR (INDEPfNDEWT VARIABLE) : 
b THETiN-3) 
7 BIG DOF 
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VERIFY VGRIAPLES '3 BE SIVED 
ELEV YITW TRIM VALUE OF - . lOba l  
THE1 WITH TRIM VclLUE OF . om90 
END VERIFICATION.. . 
TYPE '0' TO COWTIWE: '-1' TO RETURN TO NPHELIST" 0 - 
1 X ( 1 )  Y?B DHTH ii2 N CGNTROL LOOP 
1 c c  J.J 5.4 .148E-F5 ,351E-34 .100E*OI 50 
CHAT= .Pbi;OE+30 -.84101€-01 .44802E*00 -. 13305E+OO - -30475E+00 
-. 14390E+OO -.357iOE-05 
Warning message 
due to small Value 
of I HtH I 
t t t  URNIN6 t t t  POSSIBLY OVERSPECIFIED F-VECTOR 
NIW. DIG. ELEM. OF "TH= .5572E-44 DETERMIWANT OF HTH= .3509E-;4 
TRACE OF HTH= .75; f-22 RATIO L I M I T  FOR DETERIIINANT = .IOOOE-0; 
FREP I NIP ,' PHASE 
A 
Y (jo) is s;~~lle as 
5 b ,  %en with 
redundant DOF 
.50 1.00 2.00 4.00 9.00 
-7.61 -1.20 -5.49 -.20 -35 
4.87 ? . i o  14.46 5.00 -88.44 
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K X X  
?'D, 7 
0 0 0  
f 
t 
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a( 
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v 
3 
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Further d i scuss ion  of t h e  example presented above can be found i n  
Ref. 3. I n  a d d i t i o n  t o  the e f f e c t s  of the number of degrees of freedom, 
Ref. 3 a l s o  examines the  e f f e c t s  of p i l o t  remnant (which is, i n  e f f e c t ,  
measurement no i se ) ,  l ength  of t he  s l i d i n g  time window, and changes In the  
parameters of Y e P. 
1. staterut of the rroblem 8nd Objectiwes 
The next example demonstrates  the use of NIPIP t o  i d e n t i f y  mul t l l oop  
p i l o t  con t ro l  strategies i n  t h e  presence of d i s c r e t e  raaneuvrrs. The mul-  
t i l o o p  c o n t r o l  t a s k  ls depic ted  i n  Fig. 7. The p i l o t ' s  t a s k  is t o  
maintain a comnanded v e r t i c a l  v e l o c i t y ,  4 ,  by feeding back kc t o  the 
coPranded p i t c h  a t t i t u d e ,  Be. This is the  "outer-loop" shown i n  Fig. 7. 
The p i l o t  is a l s o  c l o s i n g  a n  "inner-loop*' by feeding back ec t o  t he  ele- 
The inner- and outer- loop p i l o t  c o n t r o l  s t r a t e g i e s  are repre- v a t o r ,  6,. e 
sented  by Y and Y r e spec t ive ly .  As i n  Example 1 above, the a i r c r a f t  is 
f l y i n g  through atmospheric tu rbulence ,  us. The F f l o t ,  a i r c r a f t ,  and t u r -  
bulence were simulated on a d i g i t a l  computer. De ta i l s  of the s imula t ion  
are contained i n  Appendix A. 
h 
P P' 
The simulated p i l o t  c o n t r o l  s t r a t e g i e s ,  Y 6 and Yp, i were chosen t o  
P 
y ie ld  inner- and outer-loop bandwidths of 3.0 and 0.2 r a d l s e c ,  respec- 
t i v e l y .  Ihe l ap lace  transforms of and Y are 0 
P 
e 
e 
e e 
yp(S) = 6 = Ke = 1.675 ( r a d / r a d )  
( 4 0 )  
( 4 1 )  
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The closed-loop response (i .e. , pilot plus aircraft) to vertical gusts and 
hc is shown in Fig. 8. The magnitude of w8 (not shown in the figure) is 
essentially the same as in Example 1 (see Fig. 5 ) .  From t = 0 to 
t = 15 sec the commanded vertical velocity is zero. At t = 15 sec, h, is 
instantaneously changed to -87 .5 fps. 
i The objective of NIPIP is to identify Y and Yo using the time his- 
This example also shows how the user- 
P P 
torles for h, 8, and 6, of Fig. 8. 
defined subroutines PREPR and M)DE are used in the NAS program. 
2. Cbmsideratian of lcIpIP Ihramters 
a. Specifying the F-Vector. From Fig. 7 the inner and outer pilot 
control strategies are given by 
. 
Y; . 
8 = - (hc - h) 
C S 
(42) 
(43) 
e h 
P P where Y and Y are defined by E q s .  40 and 41 above. Since NIPIP requires 
a time-domain representation of the control strategy equation, it is nec- 
essary to express Eqs. 42 and 43 as finite difference equations. This can 
and a table of z- be done by using the transfer function of the pilot, 
transforms (e.g. , Table 1) For the Y and Y given in Eqs. 40 and 41, 
yP 
8 1; 
P P 
z-t ransf o m  
0 
Ye = K8 + b 
P 
continuous d i scre t e 
. b l T  z-' 
S -1  1 - 2  
z-t  ransform 
+ -- 5 yh 3 -
P 
(44) 
(45) 
cont inous discrete 
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5 .  
0 
o0k 5 O  
0 
-6Os.5' 
-4.5. 
-6 
0 
d 
0-120 fI  
-40 
-80 
-120 
Elevator, deg 
Vertical Velocity, f'ps 
1 1 I 
22.5 30 3 i - 5  
time (sec) 
T = 15 sec 
Figure 8. Time Histories Used for Example 2. 
(Closed-Loop Response to h step Command of -87.5 rps) 
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01: POOR QUALITY 
Substituting Eq. 44 into Eq. 42 and Eg. 45 into Eq. 53 the discrete 
domain representation of the control laws are given by 
6 = K~ (ec - e) e ( 4 6 )  
(47) 
where bo = Ke, bl = K;, and T is the frame time. 
In the case of our simplified simulation, Bc can be obtained; however, 
in the realm of actual flight tests or pilot-in-the-loop simulations, ec 
is a command within the pilot's perception and is not obtainable. For 
this reason we will assume no direct Bc information and relate eC to 8 and 
h. 
Oc can be eliminated by combining equations 46 and 47, 
multiplying both sides of Eq. 48 by (1  - z-') gives 
(49) ( 1  - z - ' )  6 = - Ke8(1 - z" )e  + Ke%Tz -1 (ic - ;I) 
e 
Using the  notation derived in Section 11, Eq. 49 is rewritten: 
6 e - 6  e = - K 8 ( e  n - e n-l ) - KesT(h,_l - h ) + R  C n n-1 
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where the  b i a s  term, "B", has been added f o r  t h e  reasons presented i n  
Sect ion 11. 
From F4. 50, i t  is poss ib le  to d e r i v e  t h e  information necessary to 
d e f i n e  t h e  NIPIP i n p u t s  t o  the  NAS program. 
b. Reference Values. Using Q. 50, t h e  re ference  or bias va lues ,  BV 
( r e f e r  t o  Sect ion IIL.C, pp. 31-34), can be thought of i n  a number of 
ways. The f i r s t  way is to s p e c i f y  Bv as t h e  t r i m  e l e v a t o r ,  de,  and p i t c h  
a t t i t u d e ,  8, values  and v e r t i c a l  v e l o c i t y ,  h, equal  t o  hc. Using t h i s  
approach t h e  re ference  values  would be subt rac ted  i n  t h e  N I P I F  technique 
as follows: 
. . 
Comparing Eq. 50 with Eq. 5 1 ,  the  bias DOF, B, would account €or the  t r i m  
va lues  of 6, and 8 such t h a t  t h e  B term of Eq. 50 would be equal  t o  
A second ray is t o  note  t h a t  any non-zero b-ases i n  6, or 0 would be 
el iminated when using the  d i f f e r e n c e s  shown i n  Eq. 50; thus BV could be 
s p e c i f i e d  as zero f o r  6, and 8 but s t i l l  s e t t i n g  BV equal t o  ic f o r  i. 
"his s p e c i f i c a t i o n  of BV would al low the ?.!as DOF t o  be el iminated as 
Eq. 5 2  would be equal t o  zero.  
A t h i r d  way i s  t o  s p e c i f y  zero b i a s e s  for  a l l  t h r e e  v a r i a b l e s  6,, 0 ,  
and h. I n  t h i s  case the  B term of Eq. 50 would be equal t o  
B = K ~ K , $ ~  (53) 
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In t h i s  example, t he  f i r s t  approach f o r  spec i fy ing  BV wi l l  be used and the  
b i a s  W F  r e t a ined  i n  the  e s t ima t ion  equat ion.  
c. Frame Time and Time Window. The minimum frame time and time win- 
dow are ca l cu la t ed  based upon the  inne r  and ou te r  bandwidths of the  
system. Using Eq. 34 and 35 
1 
= - - 0.104 sec; mTOL = ,& = 1.57 
m I L  lo( 3) 
10n  = - = 157 sec 10n 3 TwoL 0.2 TUIL - - = 10.5 sec; 
where the  s u b s c r i p t s  "IL" and "OL" r e f e r  t o  the  inner  and c u t e r  loops,  
r e spec t ive ly .  To s imultaneously i d e n t i f y  both the  inner- and outer-  
c o n t r o l  ?oop elements ,  a frame time of 0.1 sec was used s ince  i t  w i l l  
i d e n t i f y  both c o n t r o l  loops.  A t i m e  window equal  t o  the length  of the  
time h i s t o r y  was chosen s i n c e  i t  was found t h a t  a time window of 157 sec 
was not required f o r  the  i d e n t i f i e d  s o l u t i n n  t o  converge. 
In  genera l  the frame time and time window lengths  spec i f i ed  by Eqs. 34 
and 35 are use fu l  as s t a r t i n g  po in t s  when making a f i r s t  pass a t  iden- 
t l f y i n g  the  c o n t r o l  loops,  with v a r i a t i o n s  about these  values  permit ted as 
deemed necessary.  
d. Frequency Response. The frequency response of the inner  loop,  
is determined by spec i fy ing  the t r a n s f e r  func t ion  
e 
e 
6 
Ye = = i1 = KO 
P (54) 
For Wc 
f i e d .  
= 3.0 rad /sec  a freqliency range of .w = 0.5 t o  8 rad /sec  is speci-  
The outer-loop t r a n s f e r  func t ion ,  Y:, can be found by tak ing  the  
I L  
r a t i o  
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n e e h 
For uc 
spec i f  led . 
= 0.2 r ad l sec  a frequency range of w - 0.02 t o  0.8 r ad l sec  is 
OL 
e. User-Defined Subroutines.  The subrout ine  PREPR, shown in Table 6 ,  
is used t o  compute the d i f f e r e n c e s ,  8, - and be - 6 . PREPR 
d e f i n e s  these  d i f f e r e n c e s  as Elements 2 and 3, r e s p e c t i v e l y ,  i n  t he  
X a r r a y .  h is defined as Element 5 i n  t he  X a r ray .  (For a d e f i n i t i o n  of 
the  - X a r r a y ,  r e f e r  t o  Sec t ion  I I I . C ,  pp. 31-34.) 
n en-l 
. 
. 
h 
P P The forms of the c o n t r o l  loop elements Yo and Y a r e  spec i f i ed  using 
the  subrout ine  KIDE, shown i n  Table 7. The following s e c t i o n  desc r ibes  
how Subroutine MDDE was  def ined .  
3. Ikfinit ion of the lpAs Variables 
In  spec i fy ing  the KlDE subrout ine ,  only those v a r i a b l e s  which a r e  not 
de fau l t ed  or change from one c o n t r o l  loop s t r u c t u r e  t o  another  need t o  t o  
be defined. In the following subsec t ions ,  t he  inne r  loop con t ro l  element, 
Y i r e fe r r ed  t o  4s "control-loop 1" and the ou te r  loop c o n t r o l  element, 
Yp is r e f e r r e d  t o  a s  "control-loop 2." 
e 
i 
P' 
A partial  l ist  of t he  input  f i l e  t o  be used by NAS is shown in 
Table 8. 
a. NIPIP Variables (Refer t o  Section I I I . C ,  pp. 31-34). From Table 8 
and the d e s c r i p t i o n  of subrout ine  PREPR we can i n f e r  the X-vector, 
x = {t, en-en+ 6 -6 , we, 1;) en en-l - 
TR-1188-1 68 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
i 
C 
C 
C 
C 
c 
C 
C 
C 
C 
C 
C 
C 
c 
C 
C 
C 
C 
C 
C 
C 
L 
LISTING OF SUBROUTINE PREPR 
ORfGIIVAL PAGE IS 
Of POOR QUALITY 
5.7 SUBROUTINE PREPR 
THIS IS AN EXAMPLE SUPROUTINE SHOWING HOY THE INPUT DATA 
n:v BE PREPROCESSED PRIOR TO USE IN THE YIPIP TECHNIQUE 
THIS SU8ROUTlRE CGLCLlLATES THE DIFFEKENCES BETWEEN THE CURKEHT 
AND FIRST PBST VALUES OF THE SECOND AtiD THIRD ELEMENTS OF THE 
D1 GRRAV AND OUTFUTS THEM AS THE SECOND AND THIRD ELEMENTS OF 
TO THE X ARRAY WITH NO ADDITIONAL PROCESSING 
THE I ARRAY, a i l  OTHER ELEMENTS or THE DI ARRAY ARE TRANSFERED 
SYSTEMS TECHNOLOGY. INC. NAY 1962 GDH 
DI...INPUT DATA ARRGY FROH DATA FILE. TGPE, OR FLIGHT TEST 
I R .  ..SPECIFIES WHICH CONTROL LOOP IS BEING PROCESSED 
1 . .  .OUTPUT DATA ARMY AFTER PROCESSING 
H.. .NUMBER OF VARIABLES PER RECORD ON THE INPUT DfiTA F I L E  
SUBROUTINE PREPRlDI.I, 1M.H) 
60 TO 5 ON THE FIRST PASS TO PICK UP THE PAST VALUES OF THE 
SECOND AND THIRD ELEMENTS OF THE D I  ARRAY 
USE IN=W TO GO TO 5 ON T H E  FIRST pass 
99 IS USEB SINCE SI !  WILL NOT BE EOUAL TO 99 DURING FUTURE 
PROGRAH OPERGTION. 
FOR I W = 2  COMPUTE DIFFERENCES 
I F  i I N  .E6. 99)GO TO 5 
TRANSFER DATA FROH D1 T O  X ARRAV 
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Dc 1 I = I , M  
x (Il=Ul!Il 
1 CGNTINUE 
69 
C 
C 
C COHPUTE DIFFERENCES 
C 
X (2)=Y ( 2  1 -THL 
X(S)=X(3)-DEL 
C 
C 
C 
C 
C 
GO TO RETURN I F  IHt2 SINCE THE SAME DIFFERENCES ARE TO BE USED 
IN CONTROL LOOP STRUCTURES I ANG 2 
C PICK UP NEY Pas1 VALUES WHEN IN== 
IF(1M .LT. 2) 60 TO 99 
5 THL=D1(2) 
DEL=DI ( 3 )  
C 
9'7 RETURN 
END 
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L 
C 
C 
C 
c 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
E 
I 
E 
C 
C 
C 
C 
LISTING OF SUBROUTINE MODE 
5.6 SUBROUll lE HODE 
THIS I S  AFi EXAHFLE OF A USEfi DEFINED SUBROUTINE FOR SPECIFYING 
BE IHFLEHENTED SIHULTANEDUSLY. 
THE WAS VAEIAELES YHEN SEVERAL CONTROL LOOP STRUCTURES PRE T O  
TO ACCESS T H I S  ",UPROUTINE TdE CONTROL FLAGS Ha@ AND NPS NUST BE 
SET ERUAL TO " 1 "  HND '2" 
RESPECTIVELY. USING THE NAhiL IST DIRECT INPUT. 
THE CONTROL LOOP STRUCTURES F I R  EXAMPLE 2 ARE SPECIFIED AS 
FOLLOWS: 
THE INNER LOOP I S  CPECIFIFD YHEN I H = l  
THF OUTER LOOP IS SPECIFIED WHEN IM;: 
ONLY THOSE VALUES WHICH ARE NOT DEFAULTED OR YHlCH CHANGE FROM 
CONTRX LOOP STRUCTURE 1 TO CONTROL LOW STRUCTURE 2 ARE SPECIFIED. 
NAS JARIABLES ARE SPECIFIED US1116 THE NARES IN THE COHNON PLOCKS 
SYSTEMS TECHNOLOGY, INC. HAY 1982 GDH 
C 
C 
SUBROUTINE HODE i IN) 
P 
C 
C 
1 
C 
I 
-, 
A 
I 
COMHON /TIME/ IST,  TEND,TDT,TOUT,TC,TU, 
NR 1 N. M A X  , W I NC, HFG, TOL , RLD, bV 
COHNON /BAS I I ti, IOUT, NOD, NPS, INR. 1%. I W P ,  INFW, 
NC, IF IAS,  NVfiR, INEEX, NVEC, 
Hb, NA, ):TAU, NB1, NA1, IFCPT 
C 
N X  VGRIABLES FCR CONTROL LOOP 1 (INNER LUOP) 
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TABLE 7 (Concluded) 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
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TST=l5 .  
TDT:. 1 
TEND40. 
TOUT:3. 
TC.3. 
YHIN=.5 
Y H A X 4 .  
WINC=Z. 
NP- 1 
HA= I 
NBI ( 1) = 1 
MI(I)=O 
60 TO 99 
MAS VARIABLES FOR CONTROL LOOP 2 (OUTER LOOP) 
2 CONTINUE 
BV(1,2!=-. 10681 
BV I2,2 1 :.0889 
BV i;, 2) 4 7 . 5  
W I  IN=. 0: 
Y H A k . 8  
WINC=l.5 
99 RETURN 
C 
END 
LI> 
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INPUT FILE USED FOR EXAMPLE: B 
(File name is STEP) 
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From Eq. SO and - X for con t ro l  loops I an3 2, 
NC 
IBIAS 
WAR 
INDEX 
NVEC 
BV 
3 Number of degrees of freedom 
1 Bias degrees of freedom 
3 
3, 2 ,  5 
01.12 
Number of independent 
parameters i n  es t imat ion  
equat ion 
WAR s p e c i f i c  elements i n  X 
used i n  egt imat ion equat ion,  
AB, Ade, h 
Hou independent parameters are 
entered  i n  the  F-vector 
-.10681, 0.0889, -87.5 Reference ( t r i m )  value of the  
parameters 
b. Time History Variables (Refer t o  Sect ion I I I . B ,  pp. 29-31). 
Fcr cont ro l  loops 1 and 2, 
TST = 15. 
T€ND - 30. 
TOUT = 3.0 
TC = 3.0 
c .  Frequency Response Variables (Refer t o  Section III.D, pp. 34-"7) .  
Control-loop 1 Control-Loop 2 
WMIN = 0.5 
'M = 8.0 
WINC I 2.0 
WMIN * 0.02 
WMAX 0.8 
WINC = 1.5 
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Control-Loop 1 Control-Loop 2 
NB = 1  NB = I  
NA = 1 See Eqs.  48 NA = I  See Eq. 48 
NBI = 11) and 52 NBI = (21 and 53 
NAI = {O) NAI = (1) 
d. Control Flags ( d e f e r  t o  Sec t ion  III.A, pp. 26-29). 
For con t ro l  loops 1 and 2, 
These two are inpu t  
Nps = 2 using d i r e c t  mode 
INA - 3 
ISA = 2 
e. Descr ipt ion of Subrout ines  PREPR and K)DE. Tables 6 and 7 conta in  
annotated l i s t i n g s  of the  user-defined subrout ines  PREPR and MODE. 
4. Description of the RAS (lutputs 
Table 9 con ta ins  an annotated output  of the NAS program. Items typed 
by the user  are underl ined.  
5. Mecussion of the k s u l t r  
For t h i s  case ,  I t  was not necessary t o  compute the frequency response 
They could have jvst as e a s i l y  been de ter -  
That is, From Eq. 48 i t  
should equal Ke and KtlK{T, r e spec t ive ly ;  thus 
to  ob ta in  the gains 
mined d i r e c t l y  from t h e  s ' s  presented i n  Table 9. 
is recognized tha t  c1 and 
md  K;. 
LI I 
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iw5 
Filename IWPilT F I L E  ' STEt -
I 71% SEC 
2 THE1 RID 
5 €LEV RAG 
4 y6 FPS 
5 HGOT FPS 
F I l l  I D  : DISCREIE STEP -87.5 
Note: User inputs 
are underlined 
No. Viiff. 5 
DIRECT IWPUT USING W E L I S T  
XR. No.' 3 
lilt = 0 C H W E  TO - I Use Subroutine MODE 
HOD = 1 
VGR. N O . ? g  
IPS = I CHANGE T O 2  Twlo control loop structures 
ws = 2 
vi%. ffi.:' - 1  
V tDEPEllOENT VfiRIABLE). FUR CMTRDL L W F  1 - Inner loop 
0 ELEV(R-0) Y = 6e, 
THE F-VECTOR (INDEPENDENT va f i ia rw:  
- 
1 THEI(N-0) 
TRIIWSFER FUWCTIOW FOR CONTROL LOOP 1 
nun : TIRT(W-Oi 1::- 0 
DEN : 1.0 
VERIFV VARIABLES TO RE SAVED 
ELEV WITH TRIM VALUE OF 
THET WITH TRIH VGLUE OF 
HDOT WITH TRIN VALUE O f  
-.IO681 
, OB8W 
-83.53600 
TY,TDT.TC.TOUT = .150E+62 .i irO€+uC .3(iUE+01 .300E+Ql 
Y (DEFENDENT VARIABLE). FOR CONTROL LOOP 2 Outer loop 
0 ELEViN-0) 
THE F-VECTOR (INDEPERDENT VARIABLE): S a  as f o r  
Control Loop 1 
TR-1188-1 
TRANSFER FUNCTION FGR CONTROL 
NUH : HDOT(N-I )  it)- 0 
DEN -WET ( N - O i  
76 
TABLE 9 (Continued) 
VERIFY VACIABLES TO BE SAVED 
ELEV Y I T H  TGIH VALUE OF 
THE1 YITW TRIH YkLUE OF 
H W  WITH TRlH VALUE OF 
-. 10681 . PeaPo 
-87.50GOO 
TY,TDT.TC.TOUT .15(iE+O? .l(lOE+00 .3ilOE+;,I . X C l [ + < ~ l  
NOTE: Frogram will not return t o  Namelist when BOD > 0 
C ontroi 
.Loop 1 
(inner 
loop 1 
FREC i AVF PHFSE 
TR-1188-1 7'i' 
.59 1.00 2.9(1 4.M 8.00 
4.49 4.47 4.49 4.49 1.49 
0.90 0.X) 0.00 0.00 0.00 
24.4 21.3 .~NE-OI . S M E + O ~  .100~+01 90 2 
CHRT: .167681+01 .83948E-04 .25579E+00 
FREO I AMP I PHASE 
.02 .03 .04 .07 .IO . I 5  .23 .34 .5i .77 
-86.01 -86.01 -86.01 -86.01 -86.01 -86.01 -86.01 -86.01 -86.01 -86.01 
.O(' 0.00 0.00 0.00 -.w 0.00 0.00 -.oo 0.00 0.00 
T X(I) V26 DHTH fi2 N CONTROL LOOP 
27.4 27.3 .114E-01 .114E+04 .lOOE+3i 120 i 
CHAT= . lb82OE+31 .83567E-04 .15629E+O0 
FREO I AMP I PHASE 
.50 1.06 2.00 4.00 8-00 
4.52 4.52 4.52 4.52 4.52 
0.00 0.00 0.00 0.00 0.00 
27.4 27.3 .114E-01 .114E+O4 .IOoE+01 120 
CMT= .16820E+01 .83587E-04 .25629E+OO 
2 
FREP / A M  / PHASE 
.Oi .03 .04 .07 . I O  .15 .23 .34 .:I .77 
-06.07 -06.07 -06.07 -86.07 -86.07 -86.07 -86.07 -E6.07 -06.07 -86.07 
-00 0.00 0.00 0.00 0.00 0.00 .OO -.GO 0.00 0.00 
NOTES: 1 )  That solutio,? f o r  both control loops was essentially 
i m w i a n t  throughout run 
2 )  Program will loop back t o  the same point ,-.IS in Example A; 
hvever, i n  this case no f'urther camputations were made. -- _- -_--_. . 
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A 
t hese  ga ins  could be determined by d i r e c t  i n spec t ion  of the  c coef- 
f i c i e n t s .  However, u sua l ly  it is - not poss ib l e  t o  d i r e c t l y  relate the  
n 
c o e f f i c i e n t s ,  c ,  t o  t he  p i l o t  con t ro l  parameters. In  thes  cases, a fre- 
quency response f r m  which s p e c i f i c  p i l o t i n g  parameters (e.g., ga in  and 
phaso) can be deduced w i l l  a i d  i n  recognizing t h e  i d e n t i f i e d  p i l o t  c o n t r o l  
elements . 
Table 10 g ives  the exac t  and 3 DOF est imated p i l o t  ga ins  KO and 5. 
These ga ins  were obtained from the  frequency response amplitude r a t i o s  and 
c o e f f i c i e n t s  of c o n t r o l  loops 1 and 2 l i s t e d  i n  Table 9 .  Ihe frequency 
response f o r  Y' ( c o n t r o l  loop 2) can only i d e n t i f y  the ga in  KI;T as the  
knowledge t h a t  yh is an i n t e g r a t o r  was used i n  de r iv ing  the  3 DOF estima- 
t l o n  equat ion.  To account for the  sample frame time, T, which appears  i n  
Eq. 50, 20 dB was added t o  the  amplitude r a t i o  of c o n t r o l  loop 2 t o  ob ta in  
K i .  Note t h a t  the  3 WF est imated and exac t  p i l o t  ga ins  are i n  p e r f e c t  
agreemi . i t .  Also presented i n  Table 10 is the  value of the  c o r r e l a t i o n  
c o e f f i c i e n t ,  R2, which is equal  t o  1. 
P .  
P 
The use of a frequency response t o  deduce the  p i l o t  c o n t r o l  parameters 
0 
I s  f u r t h e r  shown using 5 WF t o  determine the  p i l o t  c o n t r o l  elements Yp 
n 
and Y 5 DOF were obtained by not computing t've d i f f e rences  6 - 6 
en en-l -P *  
and en - p r i o r  t o  input ing  them i n t o  NII-TP, but r a t h e r  6 and 0n-l 
en-l 
are added as a d d i t i o n a l  DOF. The es t ima t ion  equat'on became 
e 4 r :  e + B  
+ '2 n 3 n-1 + '4 hn-l 6 = c 6  e l e  n n- 1 
n 
where c should equal  - 
C 
- C "  - [:;I [!: ]
( 5 6 )  
(57 )  
79 
ORIGINAL PAGE 
OF PO03 QUALiW 
TABLE 10 
E X A n  AND ESTIMATED PILOT GAINS USING THREE DEGREES OF FREEDOM 
KO (rad/rad) 
Exact Estimated* 
1.675 1.675 Frequency Response Amplituda Ratio 
t Coefficients 1.675 1.675 
Ki @ad/ft) 
Exact Estimated* R2 
I c- 
0.0005 0.0005 1 
0.0005 0.0005 1 
*Using estimate at t = 21.4 sec in Table 9. 
Ke (rad/rad) 
Exact Estimated * 
TABLE 1 1  
EXACT AND ESTIMATED PILOT GAINS USING FIVE DEGREES OF FREEDOM 
K; (radlft) 
Exact Estimated* 
0.0005 0.00041 Frequency Response 1 6 7 5  AmpT.tuJe Ratio , 
0,0005 0.00043 I Coefficients 
*Using estimate at t = 21.4 sec, NAA output not shown. 
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Values of - c l i s t e d  i n  Eq. 57 wesele determined by i n spec t ion  of Eq. SO. . 
In t h i s  case the  a p r i o r i  knowledge of Ye and Yh is not used e x p l i c i t l y  
i n  de r iv ing  the  e s t ima t ion  eqyat ion.  The assumed form of Eq. 56 has 
enough DOF t o  i d e n t i f y  Yp and Yp as e n t r i e s  1, 2,  3 ,  and 6 of Table 1. 
P P 
0 h 
Figure 9 presents  the exact  and 5 WF est imated p i l o t  descr ib ing  func- 
t i ons  of Yp. As before the  frequency response i d e n t i f i e d  Yp as a pure 
ga in  of magnitude e s s e n t i a l l y  equal  t o  t h a t  for. 3 WF. The frequency 
response of Yh on the  o the r  hand now gihovs t h a t  Y i  is i n  fact  an in tegra-  
t o r .  Although the phase angle  of Y: a t  t he  lower f requencies  does not 
e x a c t l y  -Latch t h a t  of an i n t e g r a t o r ,  t h i s  is due t o  an i n s u f f i c i e n t  time 
window lehgth.  (Refer  t o  the  Sect ion I1 d i scuss ion  on time window length ,  
pp. 19-20.) The phase angle  a t  the  h igher  f requencies  does indeed match 
t h a t  of a n  i n t e g r a t o r .  Fur ther  i nc reases  i n  . the number of DOF do not 
change the  and Yh, and the  same e f f e c t s  of 
i nc reas ing  the  number of DOF as i n  Example 1 were noted. 
h e 
P 
9 
P P i d e n t i f i e d  s o l u t i o n s  f o r  Y 
A 
The c o e f f i c i e n t s ,  c ,  f o r  5 DOF case aga in  can be d i r e c t l y  r e l a t e d  t o  
Table 11 g ives  the ga ins  KO and the  p i l o t  ga ins  Ye and kh using Eq. 57. 
Kh for  the 5 DOF case as determined from the  - c vec tor .  A 
1. Statement of the Problem and Objectives 
The previous examples were concerned with i d e n t i f y i n g  the p i  l o t  con- 
t r o l  elements and ignored he C h a r a c t e r i s t i c s  of the  a i rc raf t .  This 
example combines the a i r c r a f t  c h a r a c t e r i s t i c s  with those of the  p i l o t ,  and 
the  o v e r a l l  p i l o t - a i r c r a f t  c h a r a c t e r i s t i c s  are i d e n t i f i e d  f o r  the landing 
maneuver ( f l a r e )  of a DC-10 a i r c r a f t .  
The p i l o t - a i r c r a f t  c h a r a c t e r i s t i c s  f o r  t h e  landing f l a r e  a r e  assumed 
t o  be descr ibed by a second-order model with a c h a r a c t e r i s t i c  equat ion of 
the  form 
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0 8 0 f 
I I 
0 
/-. 
F 
0 
'u. 
0 
r- . 
0 
t- 
C 
c: 
;I; 
c 
I 
k 
0 
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where h is altitude and ( ' )  refers to time differentiation. It is further 
assumed that this characteristic equation describing the flare corresponds 
to the response from an initial altitude, h, and sink rate, h, with re- 
spect to the terminal conditionc. Thus the flare is regarded as an 
unforced response from a set of initial conditions to a set of desired 
conditions at touchdown. 
. 
The pilot-aircraft nature- frequency, o, & - A  dampjrrg, 5 ,  of Eq. 58 
were Identified from actual flight data of a DC-10 landing maneuver. A 
detailed discussion of the DC-10 flare and pilot-aircraft model is found 
in Ref. 1 4 .  
2. Cbndderatlon of NIPIP Paraneters 
a. Specifying the F-Vector. - Using Eq. 5 8 ,  the estimated of w and 5 
are determined by shifting the terms containing w and C t o  the right-hand 
side. Thus the estimation equation is given by: 
c h  + c h  + I (  I n  2 n  
F c  
n (59) 
The "B" term in Pq. 59 represents a bias DOF and is  inc l l i de -d  f o r  the  rea- 
sons presented in Section 11. 
From Eq. 59 it i s  seen t h a t  the pilot-aircraft par<inc t t r s  w .and r; can 
1, 
be determined directly from tne estimated coefficients, .- c ,  that is, 
w =  IC- 2 
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-= 1 c = -  2 w  (61) 
b. Frame Time and Time Window. The frame tlme and tlme window wera 
determined by the  sample period and length  of the  landing f l a r e  time his- 
t o r y  g iv ing  a sample period of 0.05 eec and a t?,ne window of 6.55 sec .  
Thici is one case where the  r u l e s  of t5-b are not followed when spec i fy ing  
the frame time and time window but using what Is a v a i l a b l e .  
C. Frequency Response. The p l l o t - - t r c r a f t  c h a r a c t e r i s t i c s  are de ter -  
mined from Eqs .  60 and 61; thus a frequency response is not required and 
t s  t he re fo re  omitted.  
d. User-Defined Subroutines.  The d e f a u l t  for subrout ines  M)DE and 
PREPR are used, and the  NAS v a r i a b l e s  are input  using the  "d i r ec t  input  
mode ." 
.- 
3. Definition of the #As Variables 
Table 12 con ta ins  a p a r t i a l  l i s t i n g  of the  input  f i l e  t o  be used. The 
"d i r ec t  input  mode" was used t o  def ine  those v a r i a b l e s  which are not de- 
f a u l t e d .  
a. NIPIP Variables .  (Refer t o  Sect ion III.C, Dp. 31-34.) From 
Table 12 can be i n f e r r e d  as 
- X - {t ,  h,  i, 
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INPUT FILE: USED FOR EXAMPLE C 
(File name I s  FLARE) 
85 
From Eq. 59 and - X 
NC = 3  
IBIAS = 1 
WAR = 3 
INDEX = 4 , 3 ,  2 
NVEC = 1,2 
b. -- Time History Variables, (Refer t o  Sec t ion  III.B, pp. 29-31; 
TDT I 0.05 
TZND - 6.55 
TObT 1. 
TC = 1. 
C. - Frequency Res~rm~.  This sec t ?on  is omit ted,  t ecause  i t  is un- 
necessary.  
d. Control Flags.  Use defa..,;' s e t t i n - , ; .  
4. Rocription of the HAS Outputs 
Table 13 conta ins  ar annotated output  of the  NAS program. Items typed 
by the  use r  are underl ined.  
5. Diucurrion of the ksu l tr  
A 
From Table 13 it  is seer. t h a t  tLe f i r s t  t..ree estimates of c ( l )  ar.2 
p o s i t i v e  i n  st;:n; thus computing C using Eq. 61 *f -e lds  a n e g a t i w  (un- 
s t a b l e )  damping value.  Howevrr, the  i a s t  th ree  es t lmateb  of c(1) are 
A 
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TAB= 13. NAS Output for  Example C 
!k- execute the NAS program 
iNFiJi F I L E  * FLARE - Filename 
1 T I K E  SEE 
Z H  FT 
; HIiOT FPS 
4 HDLT FFSi 
F I L E  I D  : DC-IO FLARE t;c. Vi&. I 
DIRECT INPUT US1116 WMELIST 
VGR. W . ' L  
TED; = 100.05 CHANGE TO 6.55 
TENB = 6.555 
- 7- 
Use namelist to set 
HAS variables 
VAG. NO.-L 
i t1 
lf i  .500(rE -0 1 
'Jkk. NC.- 
T0i;T = 5.OOG CHANGE TC 1. 
l0Uf = 1.0030 
VAR. NO.' - 5 
IC 
TC = 1.0000 
VM. 10.' 26 
NE 
NC = j  
VIIR. WO.?X 
IlricIS = 0 CHGNGE TO 1 
IBIAS = 1 
VAR. N O . ? Z  
YVAR = 0 CHANGE TO 
N'JAR = Z 
VGF.. NO." 29 
INGEXI = 0 CHANGE TO 4 
INGEXI = 4 
'JAR. N O . ? Z  
INLEI2 = 0 CH5NGE TO 5 
IWCEX = 
INDEX3 = 0 CHA':S 1 0 2  
INGEX; = 2 
V A L  NO.?;) 
N V E C i  = 6 CHANGE 10 01 
NVECI = 1 
VAR. N O . ? E  
N'JECZ = 0 CHANGE TI) 2 
HVEC; = 2 
V#. kC." - i  
= .1360E+OQ CHANGE TG .Of - 
- 
= LOPd CHfiNGE T O  I .  - 
- 
= 0 CHANGE TO 3 - 
- 
- 
- 
- 
- - 
VA. t i O . ? j l  
-
Use negative subscript to 
exit Nmelist 
 
_-. 
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W I F V  VhRlIPLES TO BE W E D  
HDDT WITH TRIM V W E  Of 
HMT Y I T H  TRlN V A L E  W 
O.O@O@O 
0.OOOQQ 
W YIlH TRIM VALUE OF 0.00000 
TY.TDT.TC.TOUT = .65%+01 .SOOE-@I . IOOE+@I .100E+OI 
END VERIFICATION.. . 
TYPE '0' TO CMITIIWK: '-1' TO RETURN TO WIHIELISP - 0 
1 X ( 1 )  Y2R DHlH R2 W COlTROLLW 
1.1 6.2 .46SEt(ll .249E+05 .986E+OO 20 1 
1 t i l )  Y l R  DHTH R2 ti CONTROL LOOP 
2.1 7.2 .3:5Etill .107E+O: .9XJE+Or? 40 I 
T x ( ; j  \xi CHTH Ft2 N CUWTROL LOOF 
3.1 8.2 .229E+01 .15oE+O8 .96QitOO 66 1 
CMT= .je911E+00 -,72305E-Gl . ;0575E+02 
1 XI;) VZR DHTH R2 N CONTROL LOOP 
4.1 0.2 .175E+OI .912E+08 .89i€+QO 80 I 
CH&T= -.48;81E-01 -.527X 91 . 188Z4E+Ol 
7 X i l l  VZR DHTH R Z  N CONTROL LOOP 
5.1 13.2 .162E+(ll .347Et09 .893E+OO 100 I 
1 1(1)  YZR DHTH R2 N CONTROL LOUP 
6.1 11.: .141E+01 .118E+lO ..;!E+OO 120 1 
CHAT= - .2I:CZE+OO -.54116E-01 -. 77537E+O(l - Use this estimate of - G for computing 
u and 5 
IPLT FI I  f ' - Program loops back to this p0il;t. No f'urther 
runs made. 
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negat ive  i n  s i g n  which y i e l d s  a positive (stable) damping value.  The 
estimate of i(2) on the 
frequency f o r  a l l  t i m e .  
Ik ing  ; (I)  and i ( 2 )  
o t h e r  hand g i v e s  a real value f o r  the n a t u r a l  
a t  T - 6.1, the  est imated n a t u r a l  frequency and 
damping are 0.23 r a d l s e c  and 0.46, respec t ive ly .  
The c o r r e l a t i o n  c o e f f i c i e n t ,  R2, a t  T = 6.1 is  equal  t o  0.86 which 
i n i t i a l l y  leads  one t o  t h e  conclusion t h a t  t h e  est imated s o l u t i o n  does not  
match the  a c t u a l  da ta .  To determine t h e  degree to which the  e s t i m a t i o n  
s o l u t i o n  does or does not  match t h e  a c t u a l  data, t h e  i n i t i a l  condi t ion  
response of Eq. 58 with w and C equal  to  t h e i r  es t imated values  was com- 
puted The i n i t i a l  condi t ions  from t h e  actual time h i s t o r y  of 
h = 100.46 f t  and h - -14.53 f p s  were used i n  computing t h e  response. . 
Figure 10 p r e s e n t s  the  h to 1; phase plane trajectories -of t h e  i n i t i a l  
condi t ion  response of Eq. 58 with the est imated w and C a s  well as the  
a c t u a l  da ta .  From Fig. 10 it  appears t h a t  t h e  est imated s o l u t i o n  does f i t  
t h e  a c t u a l  d a t a  with a reasonable degree of accuracy. Thus t h i s  low value 
of R2 does not appear t o  be due t o  an improper modeling approach, but 
r a t h e r  due t o  the  noise  which is present  i n  t h e  input  da ta .  
1. Statement of the Problem .ad Objectivea 
The next example is based on the  research  presented i n  Ref. 15. The 
t h e o r e t i c a l  background and d e r i v a t i o n  of the c o n t r o l  laws a r e  omitted i n  
the  following t e x t .  The purpose here  is t o  demonstrate how the NIPIP 
technique can be used to  i d e n t i f y  t h e  parameters of nonl inear  equat ions . 
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Figure  10. Phase Plane T r a j e c t o r i e s  of Landing F lare  
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The block diagram shown in Fig.  11 summarizes the control task. Ref- 
erence 15 derives the following relationship between deceleration, R, and 
range, R, 
.. 
k2R 
( 1  + R/Al3 
.. 
R -  
The objective of NIPIP is to identify the parameters k and A based on a 
deceleration profile of R and R. 
.. 
.. 
Equatfon 62 shows that k and A are nonlinearly related to R and R. 
Their relationship can be made linear by algebraic manipulation of Eq. 62, 
(R/R)'j3 = c + dR (63) 
It is easily shown that c and d from Eq. 63 are related to k and A in 
Eq. 62 as follows: 
k - (c)-~/* 
A = c/d 
(64) 
( 6 5 )  
The method for using NIPIP is now clear: Identify c and d in Eq. 63 by 
using the pre-processor subroutine to calculate (R/R) then calculate k 
and A using Eqs. 64 and 65. The details of how to set up the NIPIP input 
are presented below. 
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VISUAL PERSPECTIVE 
RP 
PILrOT-VEHICLE 
R -k 
S 
A 
where 
k = !he effective gain for the combined pilot-vehicle system 
R = Truerange 
R = Perceived range 
A 
ii = Range ra te  
P 
= A measure of the effective size of the objec.' being viewed 
= -kR/(l + R/A)3 
R = Range deceleration 
= k2R/(1 + R/A)' 
.. 
Figure 11. Block Diagram for Deceleration t o  Hover Example 
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2. Qnridcrrtiaa of HIPIP Rrmetem 
a.  Specifying the  F-Vector. The F-vector is taken d i r e c t l y  from 
Eq. 63, 
Thus only 2 DOF are required with one being a b i a s  DOF (i.e., the  c term 
is a b i a s  DOF). 
b. Frame Time and T i m e  Window. For t h i s  example the  d a t a  is i n  the 
form of ordered p a i r s  of R and R. Time informatior? was not recorded; thus  
the  "frame time" is i n  terms of the incremental  number shown i n  
Table 14.. A l l  da t a  w i l l  be processed using the  i n f i n i t e  time window 
.. 
o p t  ion . 
c . Frequency Response . No frequency response c a l c u l a t i o n s  are re- 
qui red ,  because k and A w i l l  be ca lcu la t ed  from Eqs. 64 and 65. 
3. Definition of the MS Variables 
a.  NIPIP Variables  (Refer  to Sect ion III.C, pp. 31-34) The X-vector 
can be i n fe r r ed  from the  p a r t i a l  l ist  of the  input  da t a  f i l e  shown i n  
Table 1 4 ,  
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TABLE 14. PARTIAL LIST OF THE INPUT FILE 
USED FOR EXAMPLE D 
4 
N -  n 
R F l  R 
RDD FPSZ k' 
NU - not used 
LMDIWG PROFILE 
~ .1000€~01  +.28ME+04 +.8372E+00 +. 149SEt02 
+.200?E+Ol +.2760E+O4 +.853I+O0 +. 1479Ec02 
+.;OOGE+Ol +.2720€+04 +.8694E+OC; +. 146ZE+O2 
+.4600Et01 +.2690E+04 t. 1191EtOl t .  1312Et02 
+ .5WEMl  +.2650E+04 +. 1ZCEEtOl +.130QEtGZ 
+.6000€+01 +.260M+04 +. 1191EtOl t. 1297€+02 
+.7ooM+01 +.257OE+04 *.9016E+OC +. 141OE+02 
+.8000E+01 +.253M+O4 +.86941+00 +. 1428€+02 
+.~OOOE+O; m e o ~ t 0 4  t. i z e o o o i  +. M ~ E ~ O Z  +. lOOOE+02 t.245Mt04 +.9016Et00 t.1395EtOZ +. I1001+02 +.241OE+04 +.9982E+00 +. 1342E+02 
+. 1200E+O? t.2360Et04 +. 1256E+Q1 +. 1234E+02 
+.1300Et02 +.232OE+04 t. 1127EtG1 +.1272EtO2 
+. I4OOE+02 +.2290E+04 +.1352E+01 +.1192E+02 . . 
End-of-file marker -1.0 0.0 0 .o 0 .o 
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The v a r i a b l e  l'n'' 
poin ts .  It is 2 
t o  number the  da t a  
time, but no te  t h a t  i t  is a mon t o n i c a l l y  inc reas ing  
v a r i a b l e ,  a s  required by the NAS program. Ihe v a r i a b l e  "NU" is not used 
for t h fa  example. 
From Eq. 63 and 2, 
NC * 2  
IBIAS = 1 
WAR = 2 
INDEX = 3, 2 
m c  = 01 
b. Time History Variables. (Refer  to Sect ion III.B, pp. 29-31) 
TDT = 1.0 
With the  time h i s t o r y  v a r i a b l e s  set as shown above, NAS w i l l  process  every 
Li 
da ta  poin t ,  compute, and output  c every f i f t h  da t a  poin t .  
C .  Frequency Response Variables .  (Refer to  Sect ion III.R, pp. 29- 
31) The frequency response opt ion  w i l l  not be used f o r  t h i s  example. 
d .  Control Flags. (Refer  t o  Sect ion 1II.A. pp. 26-29) Defaul t  
values  €or a l l  of the  c o n t r o l  f l a g s  w i l l  be used. 
e. User-Defined Subroutines.  (Refer t o  Sect ion I I I . F ,  pp. 38-40) 
The pre-processing subrout ine ,  PREi'R, w i l l  be used t o  c a l c u l a t e  the 
dependent va r i ab le  i n  Eq. 66 (I .e . ,  the  "y" term). A l i s t i n g  of the 
r e s u l t i n g  PREPR subrout ine  is contained i n  Table 15. 
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TABLE 15 OF POOR QUALm 
LISTING OF THE PREPR SUI3ROUTINE WED FOR FXAMPLE D 
C 
C 
C 
c 
C 
I 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
[: 
E 
C 
C 
C 
5.6 SUBROUTINE PREPR 
THIS JS A USER DEFINED SUDROUTINE FOR PREPROCESSING THE IWPUl 
DETA T O  RIP IF  
THIS IS THE DEFAULT LiSTfM6 FOR TRI INSFERING GGTG FROM THE 01 
amv TO IHE x a R w  
SVSTEllS TECHNOLOGY. IN:. HAY 1982 GDH 
SUBROUl lllE PREPR ( D I  , X , IN. H1 
DI..,INPUT DATA ARRAY FROM DATA FILE, TAPE, Ofi FLIGHT TEST 
I . . .OUTPUT DATA ARRAY AFTER PROCESSING 
IN.. .SPECIFIES WHICH CONTROL LOOP IS BE116 PROCESSED 
i! ... NUHBER OF VARIABLE S PEW RECORD Oh THE INPUT DATA FILE 
DINENSION D I i 1 1 , X ( 1 1 
TRANSFER DIITG FAOR DI TO X ARRAY 
c 
c 
C 
C 
C 
99 RETURN 
END 
r, 
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4. Dercrlptlon of the NAS fhtputs 
Table 16 con ta ins  an  annotated output  of t he  NAS program. Items typed 
by the u ~ e r  are underl ined.  The va lues  of k and A are ca l cu la t ed  €or a 
f e w  values  of the  C.  
v i a  Eqs. 64 and 6 5 .  
A A A 
Recal l  t h a t  k and A are r e l a t e d  t o  c1 = d and c2  L - 
5. Mscussion of the Results 
P l o t s  of the a c t u a l  d a t a  and the  NIPIP curve f i t  are presented i n  
Fig. 12. The curve was cons t ruc ted  by using Eq. 62 and the  ind ica t ed  
va lues  of k and A. Note t h a t  t he  f i t  is best from R = 2800 f t  down t o  
about R = 300 f t .  This is because there are few d a t a  po in t s  €or 
R < 300 f t .  The f i t  i n  t he  h < 300 f t  reg ion  cGuld be improved by not 
inc luding  the  d a t a  po in t s  f o r  R > 300 E t  o r  a s ing  the  sliding time window 
approach (i  .e., use a time window t h a t  would g ive  a AR 4 300 t o  500 f t )  
TR-1188-1 97 
TABLE 16. NM OUTPUT FOR EXAMPLE D 
Execute the customized version of NAS for this example ( i . e . ,  
EGD has the special version of the PRF,pR 
INPUT F I L E  ' e subroutine in it). 
I N  - 
2 R FT 
3 RDD FPS2 
I NU ORIGINAL PAGE 1s 
NO. VAR. 4 OF POOR QUALm F I L E  I D  : L A N D I E  PROFILE 
DIRECT INPUT USING NANELIST 
VPR. NO.?& 
NC = 0 C M M E  T O 1  
MC : z  
VAR. MO."Z 
IBIAS = 0 CHANEE TO I 
I B I A S  = 1 
VM. MC.?X 
NVAR = G CHANGE 102 
WVM = 2 
VAR. NO.? 29 
IMDEXl = 0 CHAMGE T O 3  
INDEX1 = i 
VM. NO.? 2 
INDEX2 = 0 CHANGE 1 0 1  
INDEX2 = 2 
VAR. NL'a 
MVECl = 0 CHANGE TO 01 
NVECl = 1 
VAR. N O . ' i  
Y (DEPENDENT ';kRlAllLEi. FOR CONTROL LOOP 1 
THE F-VECTOR (INDEPENDENT VARIABLE): 
- 
-
- 
1 13 0 RDD (N-01 Y = (R/R), 
VERIFY VARIABLES TO BE SAVED 
RDD WITH TRIN VALUE OF 0.30000 
R WITH TRIM VALUE OF 0.00000 
TJ,TDT,TC,TOUT = .100E*03 , lUOE+OI .SO[rE+CI .500E+01 
END VERlF ICATION.. 
TYPE '0" T O  COWTIMUE: "-1' TO RETURN TO N A R L I S T ?  0 - 
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T X ( 1 )  Y2B DHTH RZ N COIITRO!. LOOP 
d = 0.002432 
c = 7.144 
k = 0.0524 I A = 29Y?. 7.0 7.0 ,185Et03 ,766E405 .998Eto(r 5 1 CHAT: ,243181-02 .71437E+01 1 X(1)  YZB DHTH R2 N COkTROL LOOP 
12.0 12.0 ,181E403 .l;i'E+O: ,997E4OG 10 1 
T X ( 1 t  YZB DHTH R: k CONTROL LOOP 
17.0 17.0 .1:;E403 ,664E407 .79BEtw 15 1 
T l a 1 1  i l b  DHTH R Z  N CONTROL LOOP 
Z;.O 22.6 ,160Et03 ,2101406 .997E4i)0 20 1 
CMT. .?;;34E-G2 ,26491E401 
CHAT: ,5996Ei-92 . ;2;~3~401 
T Xfli YZB tHTH k; H CONTROL LOOP 
32.0 32 .0  .142E+O; . 1 0 S E W  .997E+00 50 1 
T k I 1 )  13 DHTH R2 N CONTROL LOOP 
37.0 ;7,<1 .IJ3E+O; ,195E409 ,997E400 35 1 
1 X(1) vZB DHTH 172 N CONTROL LOOP 
42.0 42.0 . lXE+O;  .5;7E+09 .998E+00 40 1 
1 X(1) 'tZB DhTH R: N CONTROL LDOf 
d = 0 .0040~  
c = 3.107 
k = 0.1826 I A = 767. 47.0 47 .0  , i l7E+( i ;  .541E+09 .998E+00 45 1 CHIT: .4  0 56 2E-ti 2 . 1 0 7 ;E+.$ I 
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I XI11 r2B UHlH R: 
52.0 52.3 .11oE*33 .127€*09 .9?S+04 
1 1(1) V2P DHTW RZ 
57.0 S7.0 .103E43 .122€+10 .998E*OO 
1 X(1) v28 I T H  R2 
62.0 62.8 .962E*G2 .173E*lO .W*GC 
WT= .4OS41€-02 .31024E+01 
IWUl FILE ? 
I COWTROL LOW 
50 1 
N CowTRoLLooP 
55 I 
W CMlTROL LOW 
60 1 
d = 0.004121 
k = 0.1949 
c = 2.975 I A = 722. 
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APPERDTX A 
ClDUlSRIC F8 DIGITAL SIUKATIOII 
ORlGlNAL PA= 
OF POOR QUALm 
In Examples A and B of Section IV, the equations of motion for a 
generic F-8 aircraft with known “pilot” control laws were used to generate 
the time histories. The time histories were then used as the input to the 
NIPIP identification scheae. These equations of motion and known control 
laws were simulated on a digital computer. The equations of motion were 
the same for both of these examples; however, the “pilot” control laws 
were different in the tuo examples. The pilot control laws which were 
used are defined in Section IV. 
The trin (i.e., straight and level) flight condition was specified at 
an altitude of 7000 ft, with an airspeed of 465 fps, giving a trim 
elevator control position of -6.1 deg and a trim pitch attitude of 
5.1 dag. The airspeed was held constant at 465 fps throughout the time 
history by eliminating the axial acceleration in the equations of 
motion. The stability derivatives of this generic F-8 aircraft are listed 
tn Table A-1. The hare airframe short period natural frequency and 
damping f c  - this flight condition are 3.48 rad/sec and 0 . 6 ,  respectively. 
In this digital simulation the aircraft was assumed to be flying 
through atmospheric turbulence which was modeled by passing a uniform 
distribution through a first-order filter. That is, 
W 0 W “LW/UO 
rl s + 2Uo/Lw 
8 - t  
#here w is the vertical turbulence and rl is a random number with a 
ml€orm distribution. The scale length, b, was set at a constant 
i000 ft, and the rms level, ow, was 3.0 fps. 
8 
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TABLE A-1 
LONGITUDINAL STABILITY AND CONTROL 
DERIVATIVES FOR THE F-8 AIRCRAFT 
xu - O  2, = -0.0578 (rad/sec) M, = 0.002 (l/sec-ft) 
xu = O  2, = -0.996 (rad/sec) = -0.0204 (l/sec-ft) 
xq - 0 Zq = 0 \ = -3.187 (Usee) 
-63.325 (fps2/rad) M6 = -7.451 (rad/sec2/rad) 
z6e e 
- 0  
x6e 
TRIM CONDITION: 
Uo = 465 fps 
Yo = 0.0 deg 
8, = 5.1 deg - -6.1 deg 
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This appendix presents  a d e s c r i p t i o n  of the  d i s k  and f i l e  ope ra t ions  
necessary t o  run the  NAS software.  This d e s c r i p t i o n  w i l l  be presented €or 
tw computer systems. The f i r s t  is concerned with opera t ions  on an 
Apple 11-Plus micro-computer and the  second is f o r  opera t ion  on the  Dryden 
Cyber computer. 
A. OPERATIoll a0 M APPLE 11-PLUS 
m(r(tc€b= 
A p r e r e q u i s i t e  f o r  using the  NAS software on an &?le micro-computer 
is t h a t  the  Apple must have 64K of random access memory (RAM) and must 
have the  M c r o s o f t  Softcard C P / M  opera t ing  system and M c r o s o f t  
FORTRAN-80. This last requirement is s o l e l y  due t o  the  f a c t  t h a t  t h i s  is 
t he  opera t ing  system and FORTRAN language used t o  write t h i s  p a r t i c u l a r  
vers ion  of the  NAS software.  However, Microsoft FORTRAN-80 is f a i r l y  
s tandard FORTRAN, hence with minor modi f ica t ions  i t  may be poss ib le  t o  use 
t h i s  sof tware on any computer with a s tandard FORTRAN language c a p a b i l i t y .  
For a d d i t i o n a l  information about the  use of the C P / M  text  e d i t o r ,  
FORTRAN-89 compiler and l i n k e r ,  o r  o the r  opera t ing  system f e a t u r e s ,  r e f e r  
t o  Refs. B-1 through 8-3.  
1. The !US Program Diskette 
The NAS programs r e s ide  on one d i s k e t t e .  The f i l e s  on the NAS 
d i s k e t t e  are: 
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a. FORTRAN sources  f i l e s  (.FOR f i l e s )  
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NSAP.FOR--Main l i n e  program 
NIFIP.FOR--Subroutines 
FUNC.FOR-Functions 
Defaul t  vers ions  of the use r  de f inab le  subrout ines  I MODE FOR PREPR FOR 
b. Relocatable  Object F i l e s  (.REL F i l e s )  
NSAP . REL 
NIPIP .REL 
FUNC. REL 
MDDE REL 
PREPR REL 
C. Executable Object F i l e s  ( .COM Fi les )  
NAS . COM 
d. Submit F i l e s  (.SUB F i l e s )  
FL80 SUB 
The FORTRAN source f i l e s  (.FOR) c o n s i s t  of programs as typed in by the  
user .  ( L i s t i n g s  of these  programs, i n  the form of microfiche,  can be 
found i n  the  envelope i n s i d e  the  back cover  of t h i s  r epor t . )  The 
r e loca tab le  ob jec t  f i l e s  ( .REL) are machine readable  b inary  f i l e s  produced 
by the  FORTRAN-80 compiler from the FORTRAN source programs. Tie 
executable  ob jec t  f i l e  NAS.COM is the  abso lu te  vers ion  of the NAS program 
t h a t  1s properly loaded and ready to  be executed. This f i l e  is  the  only  
f i l e  which is necessary f o r  program opera t ion ;  however, the  .REL and .FOR 
f i l e s  are required t o  a r r i v e  a t  t h i s  executable  vers ion .  
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FL8O.SUB is a program which d e f i n e s  and executes  macro i n s t r u c t i o n s .  
FL6O.SUR compiles and l i n k s  the  NAS software on a multi-drive system, 
i.e., performs t h e  s t e p s  necessary t o  convert  t h e  source f i l es  i n t o  the  
executable  vers ion  of the  software.  
2. lbking a Backup Diskette 
Always work with a backup copy of the  NAS system master and s t o r e  the  
o r i g i n a l  f o r  s a f e  keeping. Thus there  w i l l  always be a d e f a u l t  vers ion  of 
t h e  sof tware a v a i l a b l e .  The procedure f o r  making a backup is out l ined  i n  
Ref. B-3. The following d e s c r i p t i o n  relies on t h e  f a c t  t h a t  the  backup 
copy is being used, as some f i l e s  need t o  be erased when compiling and 
l i n k i n g  e d i t e d  vers ions .  
3. Sample Seamion for a Single-Drive *stem 
a.  Organization of Diske t tes .  me t o  lack  of d i s k  space on a s i n g l e  
d i s k e t t e ,  t h e  NAS programs and the  FORTRAN-80 sof tware w i l l  not f i t  on a 
s i n g l e  d i s k e t t e .  Thus i t  is necessary t o  use two d i s k e t t e s .  One conta ins  
a copy of t h e  NAS programs l i s t e d  above as well as the  C P / M  t ex t  e d i t o r ,  
The o t h e r  conta ins  t h e  FORTRAN-80 software.  For convenience a t h i r d  
d i s k e t t e  conta ins  the  input  d a t a  f i l e  . 
NAS Disk FORTRAN-80 Disk 
,FOR F i l e s  F80 COM 
.REL F i l e s  L80. COM 
.OM Files FORLIBOREL 
.SUR Fi les  
ED e COM 
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b. Edi t ing  t h e  Source Programs. The NAS program conta ins  two user  
d e f 4 - r b l c  subrout ines ,  MODE and PREPR, and a t  some point  i t  may be 
necessary t o  chatde these  programs from t h e i r  d e f a u l t  vers ions .  
It should be noted; although it  is poss ib le  t o  e d i t  any of the  source 
programs, i t  is not reconmended o r  required t o  e d i t  any source programs 
o ther  than MODE or PREPR f o r  program opera t ion .  The source f i l e s  are 
e d i t e d  using t h e  C P / M  e d i t o r ,  ED*, by typing 
ED FN.FOR 
where FN is t h e  f i l e  name of t h e  source f i l e  t o  be e d i t e d ,  i.e., M)DE o r  
PREPR 
After t h e  source f i l e ,  FN, has been e d i t e d ,  exit the  e d i t o r  by typing 
E 
C. Compiling and Linking FAited Source Programs. The next s t e p  is t o  
compile and l i n k  the e d i t e d  program. This procedure is explained and 
out l ined  i n  t h e  FORTRAN-80 user’s  guide,  Ref. B-I. The commands and t h e  
procedure are summarized below: 
Place t h e  FORTRAN40 d i s k  i n t o  t h e  d i s k  d r i v e  and type 
F80 
When the  a s t e r i c k  prompt appears ,  place t h e  copied NAS d i s k  i n t o  the  d r i v e  
and type 
*Refer t o  Ref. B-3 f o r  text  e d i t o r  commands. 
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where FN refers t o  the name of the  source f i l e  t o  be compiled, i.e.,  PREPR 
o r  MODE. This c r e a t e s  the  .REL ob jec t  code with the  same name. Then type 
control-c  and e n t e r  * 
ERA NASoCOM 
Place the FORTRAN-80 d i s k  i n t o  the d r i v e ,  type control-c ,  and e n t e r  
L80 
When the  a s t e r i s k  appears ,  i n s e r t  the  NAS d i s k  and enter 
NSAP,NIPIP,FUNC,MODE,PREPR,FILENAME/N 
where fi lename s p e c i f i e s  t he  name t o  be given t o  the  executab le  ob jec t  
f i l e .  Note i f  f u t u r e  e d i t i n g  is t o  he done on t h i s  d i s k e t t e  and a 
fi lename o the r  than the one previous ly  used is s p e c i f i e d ,  i t  is necessary 
t o  erase the  ear l ier  vers ion  of the executab le  ob jec t  code as was done 
when NAS.COM was erased.  This is due t o  d i s k  space l i m i t a t i o n s .  Thus 
s u h s t i t u t e  
ERA FILENAME COM 
f o r  ERA NAS.COM i n  t h i s  procedure and spec i fy  the new f i l e  name i n  t he  
l i n e  a f t e r  the LRO command. 
When f i n i s h e d ,  the  l i n k e r  w l l l  r e t u r n  an a s t e r i s k ,  Do not worry about 
the list of “undefined globals .”  Put the  FORTRAN-80 d i sk  back in the  
d r i v e  and enter 
* F i r s t  make sure  t h i s  is a back-up copy of the master d i s k e t t e ,  
because t h i s  command w i l l  erase the d e f a u l t  executable  NAS program. If i t  
is not a backup, f i rs t  create a backup copy of the  master d i s k e t t e .  See 
Ref, B-3 f o r  d e t a i l s  on how t o  do t h i s .  
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This command searches the FORTRAN library and links the program with the 
required subroutines. When the asterisk prompt appears, Insert the copied 
NAS disk into the drive and type 
/E 
This will save the machine-executable file Filename .COM on the disk. 
d. Run the Program. After the program has been compiled and linked, 
i t  is executed by typing 
FILENAME 
When the Apple responds 
I:WT FILE? 
and the red light goes out on the disk drive, remove the copied NAS disk 
and place the diskette containing the input data file into the disk 
drive. Then enter the filename of the input data file and the program 
execution continues as shown in the examples of Section IV. 
This ends the sample session for a single-drive system. The next 
section presents a similar discussion for multi-drive systems. 
4 -  b p l c  Sereion on a Ilrltf-Drive erta 
a. Organization of Diskettes. Due to disk space limitations, two 
diskettes are required for the FORTRAN-80 programs and the NAS programe. 
One contains a copy of the NAS programe. The other contains the 
FORTRAN-80 software, the C P / M  text editor, and the file SUBMIT.COM. A 
third diskette contains che inprit data file. 
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NAS Disk 
(Drive A:) 
.FOR F i l e s  
.REL F i l e s  
.COM F i les  
. SUR Fi l e s  
FORTRAN-80 Disk 
(Drive B:) 
F8O. COM 
L80 COM 
FORLIB-REC 
ED. COM 
SUBMIT.COM 
b. Edi t ing  the  Source Programs. The NAS program c o t c c P ~ w  two user  
de f inab le  subrout ines ,  M)DE and PREPR, and a t  some point  it m y  be 
necessary t o  change these  programs from t h e i r  d e f a u l t  vers ions .  It s+ould 
be noted,  a l though it  is poss ib l e  t o  e d i t  any of the  source programs, i t  
is not recommended o r  required t o  e d i t  any source program o the r  than MODE 
o r  PREPR f o r  program opera t ion .  The source programs are ed i t ed  using the  
C P / M  t ex t  e d i t o r ,  ED, by typing 
B:ED FN-FOR 
where FN is the  f i l e  name of the  source f i l e ,  i.e., MODE o r  PREPR. After 
the  source f i l e  FN has been e d i t e d ,  t o  e x i t  t he  e d i t o r  type 
E 
C .  Compiling and Linking Edited Source Programs. The next s t e p  is t o  
compile and l i n k  the ed i t ed  program. This procedure uses the macro 
command f i l e  FLI)O.SUB. The macro commands are v-mmarized below: 
TR-I 188-1 B-7 
ORIGINAL PAGE 13 
OF POOR QUALm 
Place the  copied NAS d i s k  i n t o  Drive A:, the  FORTRAN-80 diek i n t o  * Drive B:, type control-c,  and type 
ERA NASmCOM 
B :SUBMIT FL80 FILENAME 
where FILENAME is t he  name t o  be given t o  the  machine-executable ob jec t  
f i l e .  Note, i f  changing the  NAS programs from t h e i r  d e f a u l t  ve r s ion ,  i t  
is recommended t h a t  some name o the r  than NAS be used f o r  FILENAME i n  the  
ahove command. Thus NAS.COM w i l l  always be the  d e f a u l t  vers ion of the  
software.  
The Apple W i l l  respond 
ERA *.RU -- Erases a l l  .BAK f i l e s  created by the C P / M  t e x t  
e d i t o r .  
B:F8O - MIDE -- Campiles the M)DE.FOR program. 
F:F80 - PREPR - Compiles the PREPR.FOR program 
B: -- go t o  Drive B: 
L80 A:NSAP,A:NIPIP,A:FUNC,A:MIDE,A:PREPR, A:FILENAME/N/E 
Creates the machine-executable ob jec t  f i l e .  This f i l e -ca l led  
FILENAME.COM.-ls saved on Drive A: 
A: - Return t o  Drive A: 
* F i r e t ,  is t h i s  a back-up copy of the master d i s k e t t e ,  as t h i s  command 
w i l l  erase the  executable  NAS program. If  no t ,  f i r s t  c r e a t e  a back-up 
copy of the  master d i s k e t t e ,  see Ref. B-3 folr d e t a i l s .  
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Note t h a t  i f  f u t u r e  e d i t i n g  is t o  be done on t?*is d i s k e t t e  and a f i l e -  
name o t h e r  than the one previously used is spec i f f ed  i n  the submit 
command, It is necessary to erase tha t  vers ion  of the  executab le  ob jec t  
code as was done when NAS.COM was erased.  This is due t o  disk space l i m -  
i t a t i o n s .  ' I t~us,  s u b s t i t u t e  
ERA FILENAME COM 
€or ERA NAS.CnM i n  t h i s  procedure and s p e c i f y  the  new filename i n  the  
submtt comand. 
d. Run the  Program. Turn on p r i n t e r  i f  hard copy is des i red .  After 
the program has been compiled and l inked ,  i t  is executed by placing the  
d i s k e t t e  with the  new executable  ob jec t  code i n t o  Drive B: and the  input  
da t a  d i s k  i n t o  Drive A:, typing control-c ,  and e n t e r i n g  
B: FILENAME 
When the program responds 
INPUT FILE? 
Enter the input  da t a  f i l e  name and program execut ion cont inues  as shown i n  
the examples of Sect ion IV. 
The NAS software r e s i d e s  on the Cyber i n  two forms: one is an i n t e r -  
a c t i v e  vers ion  and the o the r  a batch vers ion .  The only d i f f e rence  between 
these two vers ions  is t h a t ,  i n  the batch ve r s ion ,  a l l  NAS v a r i a b l e s  must 
be def ined p r i o r  t o  execut ion using subrout ine  WDE. The c o n t r o l  f l a g  MID 
is inoperable  i n  the batch ve r s ion ,  and the program always ca l l s  subrou- 
t i n e  M)DE; whereas, i n  the  i n t e r a c t i v e  ve r s ion ,  the user has the opt ion  of 
using the namelist  or . sbrout i r , :  kDDE f o r  de f in ing  the NAS var i ab le s .  
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Both of t h e  Cyber vers ions  ( i n t e r a c t i v e  and ba tch)  are w r i t t e n  i n  
standard FORTRAN hence should run on any ccmputer with FORTRAN c a p a b i l i t y  
with minor modif ica t ions .  FORTRAN-V is t h e  Cybr s tandard  FORTRAN (see 
Ref . B-4); however, the NAS software does not r e l y  on any s p e c i a l  capabi l -  
i ties of FORTRAN-V, hence t h e  NAS software can be run using FORTRAN IV. 
The two ??AS ver s ions  r e s i d e  i n  two s e p a r a t e  f i l e s .  The source f i l e s  
on the  Cyber are: 
NASIAF - I n t e r a c t i v e  FORTRAN ver s ion  
NASSUB - Batch ve r s ion  
These f i l e s  are the FORTRAN source f i l e s ,  and they con ta in  t h e  mainl ine 
program, a l l  func t ion  svibprograms, sub rou t ines ,  and the d e f a u l t  user- 
defined subrou t ines ,  PlODE and PREPR. Thus the  NAS program Is self- 
contained in t he  above f i l e s  f o r  both a p p l i c a t i o n s .  
2. nking a Backup Swrce File 
Always m r k  with a backup copy of t he  NAS system master and s t o r e  the 
o r i g i n a l  f o r  s a f e  keeping. Thus t h e r e  w i l l  always be a d e f a u l t  vers ion  of 
t h e  software a v a i l a b l e .  The procedure far making a backup is ou t l ined  i n  
Ref. B-5. The following d e s c r i p t i o n  relies on the f a c t  t h a t  the backup 
copy Is being used, as some s e c t i o n s  may need t o  be ed i t ed  when adapt ing  
the program t o  the p r o b l m  a t  hand. 
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a. Cal l ing  the I n t e r a c t i v e  Version. The following commands ass- 
I f  no t ,  o b t a i n  a 
The i n t e r a c -  
t h a t  you have a copy of the  NASIAF vers ion  on your d isk .  
s u t t a b l e  copy. Af te r  logging onto  the Cyber (see Ref. B-5). 
t i v e  FORTRAN (IAF) ver s ion  is nm using t h e  FORTRAN compiler. 
Enter t he  FORTRAN compiler by typ ing  
FTNTS . 
IM responds with the fo l lov ing :  
OLD, NEW, OR LIB FILE: 
E n t e r  OLD, NASIAF 
IAF responds : 
READY . 
The ready response i n d i c a t e s  t h a t  IAF is ready t o  accept another  
command . 
b. Edi t ing  the  Source Programs. The NASIAF program con ta ins  two 
user-def inable  sub rou t ines ,  MODE and PREPR, and a t  some point I s  may be 
necessary t o  change these  programs from t h e i r  d e f a u l t  vers ions .  
It should be noted, a l though i t  is poss ib l e  to  e d i t  any of the  source  
programs, It is not reconmended o r  requi red  *n e d i t  any source programs 
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o t h e r  than HDDE or PREPR f o r  program ope ra t ion .  The source f i l e  is ed i t ed  
using XEDIT* by typ ing  
XEDIT, NASIAF 
where NASIAF is t h e  f i l e  name of the i n t e r a c t i v e  source  f i l e  t o  be 
ed i t ed .  The u s e r d e f i n e d  subrout ines  are at the  end (bottom) of t h e  
source f i l e .  They can be found using the locate command. 
Af t e r  the source f i l e  has been e d i t e d ,  ex i t  t h e  e d i t o r  by typing 
Q, FILENAPE, RL 
where FILENAE is t h e  filename t o  be given  t o  t h e  e d i t e d  source f i l e .  RL 
w i l l  r ep l ace  the  f i l e  and make the  f i l e  a l o c a l  f i l e .  
C .  Attaching t h e  Lhta Input F i l e .  Ihe next s t e p  is t o  a t t a c h  the  
d a t a  input f i l e .  The a t t a c h  procedure is explained and ou t l ined  i n  t h e  
NOS Reference b n u a l ,  Ref .  B-5. The comands and t h e  procedure are 
s u m a r i z e d  below: 
The d e f a u l t  input f i l e  is DATA; t hus  input  d a t a  f i l e s  are requi red  
t o  be a t tached  under the  name DATA using 
ATTACH, DATA = INFILE 
Where INFILE is the  f i l e  name of the  input d a t a  f i l e  t o  be 
a t tached  
d. Run t h e  Program. Af te r  t h e  input  d a t a  f i l e  has been a t t ached ,  t he  
program is executed by typing 
RUN 
_ ~ _ ~  ~~ ~ 
* Refer t o  Ref. B-6 f o r  text e d i t o r  commands. 
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When the  Cyber responds 
INPUT FILE? 
Type t he  n a m e  of t he  input  f i l e  (i.e., INFILE) This is used only f o r  
f u t u r e  re ference  when reviewing the  program output ;  t he  program w i l l  use 
t h e  f i l e  a t t ached  as DATA. Program execut ion  cont inues  as shown i n  the  
examples of Sect ion  IV.  
This ends the  sample se s s ion  f o r  t he  interactf .ve version. ‘3.0 next 
s e c t i o n  p resen t s  a similar d i scuss ion  f o r  the batch v r s i o n .  
4. Smmple Scnslcm I b l q  the Batch Version 
a. Cal l ing  the Batch Version. The following commands assume t h a t  you 
have a copy of the NASSUB ve r s ion  on your d i sk .  I f  n o t ,  ob ta in  a s u i t a b l e  
copy. The batch ve r s ion  is run using an i n t e r a c t i v e  a c t i v e  te rmina l  and 
submi t t ing  t h e  program as a batch job. Thus a l l  NAS v a r i a b l e s  must be 
defined p r i o r  t o  program execut ion  using subrout ine  MIDE. After logging 
onto  the  Cyber, the batch vers ion  is obtained by typing 
IAF responds 
OLD, NEW, OR LIB FILE: 
Enter OLD, NASSUB 
IAF responds 
READY 
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l%e ready response i n d i c a t e s  t h a t  IAF is ready to accept  anothei  
cormaand. 
b. Edi t ing  the  Source Programs. Since t h e  batch vers ion r e q u i r e s  the 
NAS v a r i a b l e s  t o  be s t o r e d  i n  subrout ine  MODE, i t  is always necessary t o  
e d i t  t h i s  subrout ine t o  d e f i n e  t h e  a p p r o p r i a t e  NAS v a r i a b l e s .  It may a l s o  
t necessary to change subrout ine PREPR from i ts  d e f a u l t  vers ion.  It 
should be noted, although I t  is poss ib le  t o  e d i t  any of t h e  source pro- 
grams, i t  is not recommended or required to  e d i t  any source programs o t h e r  
than K)DE or PREPR f o r  porgram operat ion.  The source f i l e  is e d i t e d  using 
XEDIT* by typing 
XEDIT,NASSUB 
where NASSUB is the f i l e  name of t h e  i n t e r a c t i v e  source f i l e  t o  be 
ed i ted .  The user-defined subrout ines  are a t  the  end (bottom) of the  
source f i l e .  They can be found using the  locate command. 
Af te r  the  source f i l e  has been e d i t e d ,  e x i t  t h e  e d i t o r  by typing 
Q, FILENAME, RL 
where FILENAME is the  f i l e  name t o  be given t o  the  e d i t e d  source f i l e .  RL 
w i l l  r ep lace  the f i l e  and make the  f i l e  a l o c a l  f i l e .  
~ 
* Refer t o  Ref. B-6 f o r  text  e d i t o r  comands.  
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C. Batch Job Control Qnrds. The batch vers ion ,  NASSUB, conta ins  job 
c o n t r o l  cards .  These cards  are summarlzed below: 
/JOB 
JOB NAME. Name t o  be given t o  Job 
USER, USERNAME, PASSWORD. 
CHARGE, NO1,  NO1,  U T I L I T Y .  Charge numbers 
SETTL, 2000. Sets  t i m e  l i m i t s  
FTNS( ET=F,PL,L=O) Use t h e  FORTRAN V compiler 
ATTACH, DATA = INFILE. Attaches input  d a t a  f i l e  
I N F I L E  under name DATA 
LGO s Load and execute  
/EOR 
NASSUB PROGRAM 
/ EOF 
These c a r d s  must be adapted t o  a v a l i d  user  when running t h e  program. 
d. Running the  Batch Program. Af te r  the proper job c o n t r o l  cards  
have been s p e c i f i e d ,  t h e  i t c h  vers ion  i s  run by typing 
SUBMIT, FILENAME, R 
where FILENAME i s  the name given t o  the program when e x i t i n g  the  e d i t o r ,  
and B s p e c i f i e s  the batch mode. The d e f a u l t  s p e c i f i c a t i o n  f o r  the program 
output  device is the  l i n e  p r i n t e r .  If any o ther  device is t o  be speci-  
f i e d ,  the c o n t r o l  f l a g  ZOUT rieeds to  be changed as well a s  spec i fy ing  t h e  
s u i t a b l e  device i n  the  program card i n  the  mainline program 
This ends the sample sess ion  f o r  the batch vers ion .  
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Table C-I contains summary descriptions of all of the NAS param- 
eters. k r e  complete descriptions of the parameters can be found in 
Sectfon III of the main body of this report. 
The list contained in Table C-1 will be very useful to the experienced 
NAS user €or a number of reasons. First, the table can be used as a check 
list for specifying the NAS parameter values. Second, the "Variable No." 
column in the list can be used when inputting the values using the name- 
list. Finally, the list significantly speeds up the time required to use 
the NAS program. 
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Variable Variable - Name NO . 
I N  
IOUT 
M)D 
NPS 
INA 
I SA 
ISKIP 
INFW 
TST 
TEND 
TDT 
TOUT 
TC 
Tw 
NC 
IBIAS 
WAR 
INDEX 1 
INDEX2 
INDEX3 
I NDEXS 
WECl 
WE C2 
NVEC3 
W E  C4 
W E  c6 
WECR 
YVEClO 
I NDEX4 
NVE Cg 
WEC7 
BV1 
BV2 
B"3 
B"4 
RVS 
18 
19 
20 
21 
22 
23 
24 
25 
1 
2 
3 
4 
5 
6 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
13 
14 
15 
16 
17 
S U W Y  OF NAS PROGRAM VARIABLES 
Frequent 1 y 
Changed? 
No 
No 
No 
No 
Yes 
Yes 
No 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Ye 8 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Brief Descr ip t ion  
Logical u n i t  f o r  input  device 
Logical u n i t  for output device  
"Director" o r  program c o n t r o l  
€or  i npu t s  of NAS v a r i a b l e s  
Number of c o n t r o l  loops 
Verify F-vector 
Compute frequency response 
Debug opt ion  
S l id ing  time window ON (01, 
OFF (1) 
S t a r t  time 
Stop time 
Frame time 
Output time 
Compute t i m e  
Time window 
Number of DOF 
Bias DOF, ON ( I ! ,  OFF (0) 
Number of independent v a r i a b l e s  
I n d i r e c t  address  of var- 
i a b l e s  used i n  the e s t ima t ion  
equat ions .  Length i s  WAR 
Specify format of the 
F-vector. Length is NC 
i f  IBIAS = 0,  NC-I i f  
IRIAS = 1. 
Reference values of the var- 
i a b l e e  i n  the ee t imat ion  
equat ion .  Length is WAR 
Page 
NO . -
26 
26 
26 
26 
27 
27 
28 
28 
29 
29 
30 
30 
30 
30 
32 
32 
32 
32 
32 
32 
32 
32 
33 
33 
33 
33 
33 
73 
33 
73 
33 
33 
34 
34 
34 
34 
34 
TR-1188-1 c-2 
TABLE GI (Concluded) 
Var table  Variable Default Frequently 
Name NO Value Changed? Brief Description 
WMIN 
W M A X  
WINC 
HFG 
NB 
NA 
KTAU 
NBI 1 
NRI2 
m 1 3  
NB14 
NB15 
NAI 1 
NAI2 
NAIq 
N A I ~  
NA15 
IFOPT 
No 
No 
No 
No 
No 
No 
No 
No Parameters used to  compute 
No frequency response 
No 
No 
No 
No 
No 
No 
No 
No 
No 
TOL 1 1  1000 .o No Warning tole -awes  
RLD 2 0.0001 No Warning tolerancet 
35 
3 5  
3 5  
3 5  
35 
3 5  
35 
3 5  
35 
3 5  
3.5 
35 
35 
35 
35 
3 5  
35 
37 
37 
38 
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