Abstract. The graph partitioning problem consists of dividing the vertices of a graph into a set of balanced parts, such that the number of edges connecting vertices in different parts is minimised. Although different algorithms to solve this problem have been proposed in complex graphs, it is unknown how good the partitions are since the problem is, in general, NP-complete. In this paper we present a new parallel evolutionary algorithm for graph partitioning where different heuristics, such Simulated Annealing, Tabu Search, and some Selection Mechanisms are mixed. The efficiency of the new algorithm is compared with other previously proposed algorithms with promising results.
Introduction
The Graph Partitioning Problem (GPP) occurs in many areas, such as VLSI design [1, 2] , test patterns generation [3] , data-mining [4] , efficient storage of great data bases [5] , etc. The problem is to find a partition of the vertices of a graph into K roughly equal parts, verifying that the number of edges connecting vertices in different subgraphs is minimised. As the problem is NP-complete [6] , efficient procedures that provide solutions of high quality in a reasonable amount of time are very useful. Different strategies have been proposed to solve the graph partitioning problem, classified into combinatorial approaches [7, 8] , based on geometric representations [9, 10] , multilevel and clustering algorithms [11, 12] , and genetic algorithms [13] . There are also hybrid schemes [14, 15, 16] that combine different strategies.
In [15] a hybrid heuristic for circuit partitioning including an extension for standard graphs was proposed. In [16] this heuristic was extended to build a multilevel algorithm. In both papers, the mixed heuristic demonstrated a good performance. Nevertheless, still remain important aspects to study. One of them is to analyse the effect of modifying the parameters of Simulated Annealing, and the other is to determine the importance of the initial partition in the optimisation process. In this work we analyse these aspects by taking advantage of parallel processing. Thus, we propose a new parallel algorithm that uses this hybrid heuristic with elitist selection mechanisms that improve the results obtained by the serial version.
Section 2 gives a more precise definition of the graph partitioning problem and describes the cost function used in the optimisation process. Section 3 describes the proposed algorithm, while Sect. 4 provides and analyses the experimental results with several test graphs. Finally, Sect. 5 gives the conclusions of the paper and suggests future work topics.
Graph Partitioning Problem
Given a graph G=(V, E ), where V is the set of vertices, with |V|=n, and E the set of edges that determines the connectivity among the vertices, the GPP consists of dividing V into K balanced parts,
for all i =j ; and
The balance condition is defined as the maximum subdomain weight, S=max(|V k |), for k =1, ..., K, divided by the perfect balance, n/K. If a certain imbalance, x %, is allowed, then the GPP searches a partition such that the number of cuts is minimised subject to the constraint that S≤ n/K *((100+x )/100). Whenever the vertices and edges have weights, |v| denotes the weight of vertex v, and |e| denotes the weight of edge e. All the test graphs used to evaluate the quality of our algorithm have vertices and edges with weight equal to one (|v|=1 and |e|=1). However, our procedure is able to process graphs with any weight values. Figure 1 shows two possible partitions of a given graph. In Fig. 1(a) the graph is divided into two equally balanced parts, although the number of cuts is not minimised. On the other hand, Fig. 1(b) shows a partition with the optimal number of cuts. Nevertheless, this partition does not fulfill the requirement of load balancing. This example clearly shows the opposition of both objectives. In order to choose one or other solution, the following cost function could be considered:
In this function, both objectives are taken into account. The first term is associated with the edges that are cut when the partition is made, while the second term corresponds to the penalty associated to the imbalance.
Parallel Evolutionary Algorithm

The Heuristic: Refined Mixed Simulated Annealing and Tabu Search (rMSATS)
In this section, a description of the hybrid heuristic proposed in [15] is given. Next, we detail the two phases of rMSATS. i)Initial partitioning phase The first step to solve the GPP is to make an initial partitioning of the target graph. In this step rMSATS uses the procedure denominated Graph Growing Algorithm (GGA) [17] . This algorithm starts from a randomly selected vertex, which is assigned to the first subgraph, as their adjacent vertices. This recursive process is repeated until this subgraph reaches n/K vertices. From this point, the following visited vertices are assigned to a new subgraph, and the process is repeated until all the vertices are assigned to a subgraph. As the position of the initial vertex determines the structure of the initial partition, its random selection offers a very useful diversity in the search process. In our experiments we have considered several partitions starting from different vertices in order to explore the search space from different initial positions. The strategy used to choose the initial vertex in GGA is based on random interval selection. If p different processes are executed, the process P i make the first partition starting from a randomly chosen vertex in the interval ii) Refinement phase. The application of an algorithm such as GGA is not enough to obtain a partition with sufficient quality. Therefore, it is necessary to perform a refinement phase that explores efficiently the search space. The problem with local search and hill climbing techniques is that the search may stop at local optima. In order to overcome this drawback, rMSATS mixes Simulated Annealing (SA) [18] , and Tabu Search (TS) [19] . The use of both heuristics results in a hybrid strategy that allows the search process to escape from local minima, while simultaneously prevents the occurrence of cycles. The idea of SA consists of taking a variable called temperature, t, whose value diminishes in the successive iterations based on a factor termed Tfactor. The variable t is included within the Metropolis function and acts simultaneously as a control variable for the number of iterations of the algorithm, and as a probability factor for a certain solution to be accepted. The decrease of t implies a reduction in the probability of accepting movements that worsen the cost function. On the other hand, the use of a limited neighbourhood when the search space is explored can cause the appearance of cycles. In order to avoid this problem, TS complements SA. Thus, when a worsening movement is accepted by the Metropolis rule, the vertex is moved and included in the tabu list. The set of vertices included in the tabu list cannot be moved in the current iteration, although they are removed from this list at the end of the next one. Experimental results [15] indicate that the use of both techniques improves the results obtained when SA or TS are applied separately.
In our experiments the effect of modifying the initial temperature, Ti, and the temperature decrement factor, Tfactor, is analysed (see Fig. 2 ). If Ti and Tfactor are randomly chosen an imbalance problem occurs because different number of iterations are executed in each process. In order to solve this problem we propose to calculate Tfactor in function of Ti and the number of iterations set for each process. Thus, all the processes start with different initial temperatures, and the algorithm calculates the value of Tfactor to assure that all processes execute the same number of iterations. In Fig. 2 several configurations of Ti and Tfactor are shown. In this example, a fixed number of 1000 iterations has been established. If Ti is high (line A) Tfactor is low, so the temperature decreases faster, while with lower values of Ti (line J) Tfactor is higher, and the temperature decreases more slowly.
The Heuristic within a Parallel Scheme: PrMSATS
In the previous section, a description of the parameters of rMSATS has been given. In order to explore the search space using several initial partitions and annealing parameters, parallel processing has been considered. Furthermore, parallel processing is very useful because graph partitioning is a NP-complete problem, and the graphs appearing in real applications are usually large.
In [20] parallel evolutionary algorithms are classified as: (1) global singlepopulation master-slave, where a single population is used, and the evaluation of the fitness is distributed among several processors; (2) single-population finegrained, which consists of a spatially-structured population, where selection and mating are restricted to a small neighbourhood, but neighbourhoods overlapping allows some interaction among all the individuals; and (3) multiple-population coarse-grained, where several subpopulations which exchange (migrate) individuals occasionally.
The evolution of the population in rMSATS is not based on the application of crossover and mutation operators to each individual, but each execution of In what follows, we detail the characteristics of PrMSATS: i) PrMSATS uses one processor for each individual of the population; ii) each processor applies GGA to the target graph starting from a random vertex chosen as we have indicated previously; iii) each processor uses a different initial temperature in according to its identifier, id, as we explain in what follows. An interval of initial temperatures [Ti Min,Ti Max ] is set. Then, the process 1 starts in Ti Min, the process P starts in Ti Max, and the others are evenly distributed along this interval; iv) Several migration policies among processes have been considered. The first policy, Fig. 3(a) , is based on communicating only the processes in the neighbourhood, it is, the process P i only can interchange information alternatively with P i−1 and P i+1 . This policy corresponds to a fine-grained implementation. The second policy, Fig. 3(b) , is based on an incremental migration, it is, the number of processors that interchange information increases according to the number of previous communications. It is based on that at the beginning the value of t is high, reason why the migrations must be reduced to a certain number of individuals, while in the next iterations the value of t decreases, and therefore the probability of accepting bad movements. Thus, the best individuals of the population must be migrated to a higher number of processors. The third migration policy, Fig. 3(c) , is based on broadcasting the best individual of the population to the other processors.
An elitist tournament selection criterion has been used. If p processes are evaluated in a given iteration, the winner of the tournament sends its current solution to the others, that must continue applying rMSATS with this solution, and their own values of t and Tfactor. Using this elitist strategy, the algorithm searches for the best solutions using different SA parameters, instead of wasting the computational resources exploring solutions with worse fitness. An important question to analyse is the migration frequency. Taking into account the characteristics of rMSATS, and in order to avoid the premature convergence of the algorithm, the communications have been established as we detail in what follows. Let C be the number of communications, and R the number of refinement iterations. Then, the communications are performed only at the iterations
In our experiments a value of C =5 has been considered. Next, PrMSATS procedure is detailed.
begin PrMSATS
generate an initial solution s0; s=s0; s*=s0; s'=s0; select an initial temperature t0>0; t=t0; select the temperature reduction factor, tfactor; n failures=0; iteration=0; while ((iteration<max iteration)and (t>0)and(n failures<max failures)) begin 
Experimental Results
The executions of our algorithm were performed by using test graphs with different sizes and topologies. These graphs belong to a public domain set that is frequently used to compare and evaluate graph partitioning algorithms. Table 0 1 These test graphs, together with the best solutions known for them, can be found at [21] . These solutions indicate the number of cuts classified by levels of imbalance (0%, 1%, 3% and 5%). Thus, the reduction in the number of cuts is considered as an objective, while the imbalance degree (less than 5% in our experiments) is considered as a restriction. Under these conditions, the cost function described in (1), has parameters α=1, and β=0; with imbalance(k )≤5 for all k in the interval [1,K] . Table 2 shows the results obtained by rMSATS using 1, 5 and 20 different initial partitions, obtained by GGA from different initial vertices. The same temperature values, Ti =100 and Tfactor =0.995, are used. With these parameters, the number of iterations of the algorithm is 1500. As we can see the use of dif-ferent initial partitions provides a diversity that allows the improvement of the solution in most cases compared with the use of less initial partitions.
In Fig. 4 the results obtained with different ranges of Ti are shown. In these executions 20 different initial partitions have been considered. Results indicate that the use of different values of Ti, and Tfactor (calculated for 1500 iterations) obtain better results than when the same parameters, Ti =100 and Tfactor =0.995, are used. Nevertheless, none of the three selected intervals obtain a clear improvement compared with the others. Table 3 summarises the results obtained by the three migration schemes implemented in PrMSATS, with 20 individuals. Results show that the first migration scheme improves the results in 11% of the cases, the second one in the 31%, and the third in the 35%, while in the rest of cases (23%) the results are equal. If we compare these results with those previously showed in Table 2 , we see that in most cases PrMSATS improves rMSATS. Finally, Table 4 shows the best results of PrMSATS (Table 3 ) compared with the best known solutions obtained by other algorithms [21] , with imbalance less than 5%. In 9 cases, at least one of the three migration schemes implemented in PrMSATS improves the previously best known solutions, while in other 4 cases the results are similar. The runtime of PrMSATS can oscillate between few minutes and several hours, depending of the test graph considered. Nevertheless, the runtimes are comparable with those of the algorithms included in [21] .
Conclusions
In this paper a new parallel evolutionary algorithm for graph partitioning has been presented. This parallel algorithm mixes SA, TS and an elitist selection mechanism in order to improve the quality of the solutions. The first conclusion obtained is that the diversity of the initial partitions is essential in the search process. As the selection of adequate parameters of rMSATS is very difficult due to the characteristics of the problem, different values of Ti and Tfactor have been considered. The implemented elitist selection strategies allow the computational resources to be concentrated in the exploration of the best solutions. In general, the quality of the partitions is better in PrMSATS than in rMSATS.
Our future work in this area is focused to parallelise the multilevel version of rMSATS, in order to improve the solutions. On the other hand, the treatment of the problem using multiobjective optimisation techniques will be considered. 
