Introduction
This paper is in three parts. In the first part, Sections 2-6, we discuss "Banach SN spaces", "L-positive sets" and "r L -density", and the functions Θ A and Ψ A determined by an Lpositive set, A. The second part, Sections 6-17, is about subclasses of the maximally monotone multifunctions from a Banach space into its dual (including a short proof of a strict generalization of the fact that the subdifferential of a proper convex function on a Banach space is maximally monotone), and the final part, Section 18, is about a generalization of an inequality of Zagrodny. In order to give the reader an understanding of the context in which this analysis should be viewed, we now discuss the second part of this paper in greater detail. We start by giving a brief (essentially chronological) history of some of the various subclasses of the maximally monotone multifunctions from a Banach space into its dual (equivalently the maximally monotone subsets of the product to a Banach space and its dual) that have been introduced over the years.
The first subclasses were the maximal monotone multifunctions of "type (D)" and "dense type". These were introduced by Gossez in order to generalize to nonreflexive spaces some of the results previously known for reflexive spaces (see Gossez, [9, Lemme 2.1, p. 375(1971)] and Phelps, [15, Section 3(1997) ] for an exposition).
The next subclasses were the maximally monotone multifunctions of "type (FP)" and "type (FPV)". The first of these were introduced by Fitzpatrick-Phelps in [5, Section 3(1992) ] under the name of "locally maximal monotone" multifunctions, while the second of these were introduced independently by Fitzpatrick-Phelps and Verona-Verona in [6, p. 65(1995) ] and [30, p. 268(1993) ] under the name of "maximal monotone locally" multifunctions. We repeat the definitions of these two subclasses here in Definitions 16.1 and 14.1.
"Strong maximal monotonicity" was introduced in [19, Theorems 6.1-2, pp. 1386-1387(1994)] and "maximal monotonicity of type (ANA)" was introduced in [20, Theorem 4.5, pp. 367-369(1995) ]. We repeat the definitions of these two subclasses here in Definitions 13.1 and 10.1.
Maximally monotone multifunctions of "type (ED)", were introduced in [22(1998) ], (where they were called maximal monotone multifunctions of "type (DS)"). It soon became clear that maximally monotone multifunctions of type (ED) belong to all seven of the subclasses introduced above.
Now let E be a nonzero Banach space and f : E → ]−∞, ∞] be a proper, convex lower semicontinuous function and ∂f : E ⇒ E * be the associated subdifferential mapping. Then ∂f is of type (ED), and so ∂f belongs to all eight of these subclasses. In fact, many of these eight subclasses were originally introduced as properties of subdifferentials.
It is worth pointing out here that all maximally monotone operators on a reflexive space are of type (ED), and so they also belong to all eight of these subclasses.
A useful counterexample for the nonreflexive or non-subdifferential case is the following: Let E = ℓ 1 , and define T : ℓ 1 → ℓ ∞ = E * by (T x) n = k≥n x k (T is the "tail" operator). Then T is maximally monotone but is not of type (ED), type (D), dense type, (FP), or (NI). See [23, Example 11.5, .
On the other hand, we do not know of an example of a maximally monotone multifunction that is not strongly maximally monotone, not of type (ANA), or not of type (FPV). The last question type (FPV) is closely related to the sum problem. See [24, Theorem 44.1, p. 170] .
Maximally monotone multifunctions of "Type (NI)" were first defined in [21, Definition 10, p. 183(1996) ]. We repeat the definition here in Definition 17.1. It was thought at first that this was not a restrictive definition, but it was proved by Marques Alves and Svaiter in [10, Theorem 4.4 What we do discuss in this paper is the concept of "r L -density" see (24) , which does not require E * * for its definition. We prove that a closed monotone r L -dense multifunction is maximally monotone of type (FP), (FPV), (ANA) and strongly maximal see Theorems 16.3, 14.3, 10.2 and 13.5 . All of these results except the first are fairly direct and follow from the bivariate version of the Fenchel duality theorem introduced in Theorem 11.1. The result for type (FP) seems to be harder, and uses the results on the approximation of sesquiconjugates that appear in Section 15. There should be a more direct way of establishing this (FP) result.
It is shown in Theorem 17.2 that a closed monotone multifunction is r L -dense if, and only if, it is maximally monotone of type (NI). Thus the results outlined in the previous paragraph are known, but the proof given here are much shorter, and do not involve the topological complexities of type (ED). The analysis in this paper also leads to a new criterion for type (NI) that does not involve the bidual, this time in terms of "negative alignment pairs" see Theorem 9.6 .
We now give an overview of Sections 7-17 of this paper, in which we consider the Banach SN spacee E × E * . We give the initial definitions in Section 7. In Section 8, we discuss subdifferentials: one of the most fascinating results on maximal monotonicity is Rockafellar's original result [18(1970) ] that the subdifferential of a proper convex lower semicontinuous function is maximally monotone. In Theorem 8.4, we prove the more general result that any such subdifferential is r L -dense. This proof of this is no harder than the proof of the original result.
In Section 9, we discuss negative alignment conditions. In particular, Theorem 9.5(c) contains a version of the Brøndsted-Rockafellar theorem for closed, monotone, r L -dense multifunctions; in Theorem 9.5(d), we prove that the effective domains and ranges of such a multifunction have convex closures; in Theorem 9.6, we give a criterion in terms of negative alignment for a closed monotone multifunction to be r L -dense.
In the short Section 10, we prove that a closed monotone r L -dense multifunction is maximally monotone of type (ANA).
Section 11 contains the technical results on partial episums that are needed for the results in Sections 13, 14 and 16. Also, Theorem 11.3 contains a result that implies that if S and T are closed monotone r L -dense multifunctions and the effective domains D(S) and D(T ) satisfy the Rockafellar constraint condition then S + T is closed, monotone and r L -dense. Theorem 11.5 contains an analogous but more technical result when we have information about the ranges R(S) and R(T ).
In Section 12, we investigate the subdifferentials of support functions and indicator functions.
Sections 13, 14 and 16 are devoted to the proofs that closed monotone r L -dense multifunctions are strongly maximally monotone, and of type (FPV) and (FP). Section 15 contains the results on sesquiconjugates already mentioned.
We now turn our attention to the first part of this paper, Sections 2-6. A glance at the condition for the "r L -density" of subsets of E × E * in (24) should convince the reader that the sheer length of the expression in this condition would make the concept hard to study. In the first part of this paper, we show how to embed the analysis in a more general situation ("Banach SN spaces") for which the notation is much more concise. The definition of r L -density in this more general situation can be found in (10) .
Banach SN spaces are defined in Definition 2.3. Banach SN spaces possess a quadratic form (denoted by q L ), and much of the analysis in Sections 2-6 is devoted to a study of those proper convex functions that dominate this quadratic form (denoted by PC q (B)). If f is such a function, the equality set is denoted by EQ(f, q L ). The nonnegative function r L is defined to be
. "L-positive sets" (which generalize monotone subsets of E ×E * ) are defined in Section 3. In Section 4, we introduce the function s L and the concept of r L -density. The main result here is Theorem 4.6, in which we give three conditions equivalent to the r L -density of a set of the form EQ(f, q L ). The rather arcane definition of s L is obtained by working backwards from Lemma 4.3(a), but it reduces to the simple form exhibited in (25) in the E × E * case. If A is a closed L-positive subset of a Banach SN space, Theorem 6.5 contains three conditions equivalent to the r L -density of A. The bridge between this result and Theorem 4.6 is provided by the analysis of Section 5, in which we show how to define functions Θ A and Ψ A starting from any L-positive set A. The main results on these functions can be found in Lemma 5.2.
In Section 6, we give a number of results that will be used subsequently. We also
It is well known that f ∈ PCLSC(X) =⇒ f * ∈ PCLSC(X * ) (see, for instance, [ 
We write X * * for the bidual of X with the pairing ·, · : X * ×X * * → R . If f ∈ PCLSC(X) and f * ∈ PCLSC(X * ), we define f * * :
, then we write EQ(f, g) for the "equality set" {x ∈ X, f (x) = g(x)}.
If E and F are nonzero Banach spaces then we define the projection maps π 1 and π 2 by π 1 (x, y) := x and π 2 (x, y) := y (x, y) ∈ E × F . We will use the following result in Lemma 4.3: Lemma 2.2. Let X be a nonzero real Banach space, f ∈ PC(X) and g: X → R be convex and continuous. Then:
This gives the first inequality in (b). The second inequality follows from the first since, from the Fenchel-Young inequality,
We now introduce SN maps and Banach SN spaces which were called Banach SNL spaces in [26] . 
A Banach SN space (B, L) is a nonzero real Banach space B together with a SN map L: B → B * . From now on, we suppose that (B, L) is a Banach SN space. We define the even functions q L and r L on B by q L (b) := Clearing of fractions, we obtain
, and the result follows by letting
If B is any Banach space then (B, 0) is obviously a Banach SN space, q 0 = 0 and r 0 = [8] . The significant example which leads to results on monotonicity appeared in [25, Example 6.5, p. 245]. We will return to it in Example 7.1 of this paper. We note that some of the above examples were expressed in term of the bilinear form ⌊·, ·⌋: (b, c) → b, Lc rather than the map L. Lemma 3.2. Let (B, L) be a Banach SN space and f ∈ PC q (B). Then:
and
Proof. (a) This is immediate from Lemma 2.5(a). As for
, and (7) follows by dividing by λ, letting λ → 0 and rearranging the terms. Furthermore, from (7),
which gives (8) . Now let a ∈ EQ(f, q L ). Taking the supremum over b in (7), we see that
, and so a ∈ EQ(f @ , q L ). This completes the proof of (c).
The function s L and r L -dense sets
We now define a function s L on the dual space, B * , of B that plays a similar role to the function q L that we have already defined on B. The definition of s L is anything but intuitive -it was obtained by working backwards from Lemma 4.3(a). In this connection, the formula (25) is very gratifying.
Clearly, s 0 (b
In Example 2.6(a), using the properties of a Hilbert space, for all b * ∈ B * = B and c ∈ B, c, b
We now introduce some general notation that parallels that already introduced in Notation 2.4.
Notation 4.2. We write
Lemma 4.3 will be used in Theorem 4.6.
If B is any Banach space, r 0 -density is clearly identical to norm-density. The same is true for Example 2.6(a) for all λ ∈ ]0, 1 ] and Example 2.
We will also consider the following strengthening of the condition of r L -density: we will say that A is strongly r L -dense in B if, for all c ∈ B, there exists
Proof. For each n ≥ 1, we have an element a n of EQ(f, q L ) such that lim n→∞ r L (a n − b n ) = 0.
However, from (8) , for all n ≥ 1,
In the main result of this section, Theorem 4.6, we give three characterizations of r L -density for sets of the form EQ(f, q L ), including the unexpected result that, for these sets, r L -density implies strong r L -density. Theorem 4.6 will be used in Theorems 6.4, 6.5 and 17.2. 
Proof. Since the equivalence of (b) and (d) is immediate from Lemma 4.3(a), we only have to prove that (a)⇐⇒(b)⇐⇒(c). For all c ∈ B,
It follows easily from this that ( 
[ . If n ≥ 1 and c n−1 is known then, from (b) with c replaced by c n−1 , we choose c n inductively so that
In particular, for n = 1
and so, from (11),
Combining Lemma 2.5 and (14) and noting that (
Adding this to (15) and noting that δ 2n+2 ≤ δ 2n ,
from which c n+1 − c n ≤ 3δ n . Thus {c n } n≥1 is a Cauchy sequence and, for all n ≥ 2,
Of course, this last inequality is also true if n = 1. Now set a = lim n c n . Clearly, a − c 1 ≤ 6δ. Thus, from (13), a − c ≤ 6δ + M c ≤ K c . From (14) and the lower semicontinuity of
Thus (5) with b = a − c and d = c 1 − c and (13) give
Since it is obvious that (c)=⇒(a), this establishes that (a)⇐⇒(b)⇐⇒(c).
The functions Θ A and Ψ A
In Section 4, we gave necessary and sufficient conditions for a set of the form EQ(f, q L ) to be r L -dense in B. In this section, we start with an L-positive subset A of B and work towards Theorem 6.5, in which we give necessary and sufficient conditions for A to be r Ldense in B when A is closed. Our analysis depends on the functions Θ A : B * → ]−∞, ∞] and Ψ A : B → ]−∞, ∞], which we introduce in (16) and (18) Definition 5.1. Let (B, L) be a Banach SN space and A be an L-positive subset of B. We define Θ A :
Θ A is obviously convex and lower semicontinuous on
from which Θ A ∈ PCLSC(B * ). We define Ψ A :
Ψ A is obviously convex and lower semicontinuous on B. Now let a ∈ A. From (16), for all
Let b * ∈ B * . We note from (1), (19) and (16) that,
Let b ∈ B. We note from (18), (17), (3) and (16) that 
Combining this with (19), we see that Ψ A ∈ PCLSC q (B) and . Φ A is a generalization to Banach SN spaces of the "Fiztpatrick function" of a monotone set, which was originally introduced in [4] in 1988, but lay dormant until it was rediscovered in 2001 by Martínez-Legaz and Théra in [12] . In fact, "Ψ A " can be replaced by "Φ A " in Lemma 6.3, Theorem 6.5(c), Theorem 9.5(d) and Lemma 11.2. Φ A clearly has a much more direct definition that Ψ A . The strength of Ψ A is that, as we observed in Lemma 5.2, it is the preconjugate of Θ A .
Maximally L-positive and r L -dense sets
Since EQ(f, q L ) is closed whenever f ∈ PCLSC q (B), Lemma 3.2(a) shows that Theorem 4.6 is in fact giving criteria for certain closed L-positive subsets of B to be r L -dense in B.
The main result in this section is Theorem 6.5, in which we give criteria in terms of the functions introduced in Section 5 for any closed L-positive subset of B to be r L -dense in B. The results given in this section will be used throughout the rest of this paper. Proof. Let c ∈ B and A∪{c} be L-positive. Then inf q L A−c ≥ 0, and so Proof. From Lemma 5.2, Ψ A ∈ PCLSC q (B) and A ⊂ EQ(Ψ A , q L ). Lemma 3.2(a) implies that EQ(Ψ A , q L ) is L-positive and so, from the maximality, A = EQ(Ψ A , q L ).
Proof. Let f be the lower semicontinuous envelope of h, so f is the (convex) function whose epigraph is the closure of the epigraph of h. Since q L is continuous on B, f ∈ PCLSC q (B), and it is also easy to see that f * = h * , so f * ∈ PCLSC s (B * ). From Theorem 4.6 (d)=⇒(a) and Lemma 6.2, EQ(f, q L ) is closed and r L -dense in B, hence maximally L-positive, and Lemma 3.2(c) implies
, and so f @ ∈ PCLSC q (B). Lemma 3.2(a) implies that EQ(f @ , q L ) is L-positive and so, from the maximality mentioned above,
is closed and r L -dense in B, as required. If, further, h ∈ PCLSC q (B) then obviously f = h, and so
Theorem 6.5. Let (B, L) be a Banach SN space and A be a closed L-positive subset of B. Then the following conditions are equivalent: . We then write
It is clear that b
. From Definition 5.1, this is equivalent to the statement that,
We now prove that
, and so c ∈ EQ(Ψ A @ , q L ). From Theorem 6.4, with h := Ψ A ∈ PCLSC q (B) and Lemma 6.3,
This completes the proof of (23). Thus A G is, in some sense, an extension of A to B * . We will describe A G as the Gossez extension of A. (The reason for this terminology will appear in (27) 
A is L-positive exactly when A is a nonempty monotone subset of E × E * in the usual sense, and A is maximally L-positive exactly when A is a maximally monotone subset of E × E * in the usual sense. Any finite dimensional Banach SN space of the form described here must have even dimension, and there are many Banach SN spaces of finite odd dimension. See [25, Remark 6.7, p. 246].
It is worth making a few comments about the function r L is this context. It appears explicitly in the "perfect square criterion for maximality" in the reflexive case in [22, Theorem 10.3, p. 36] . It also appears explicitly (still in the reflexive case) in SimonsZȃlinescu [28] , with the symbol "∆". It was used in the nonreflexive case by Zagrodny in [32] (see Remarks 17.3 and 18.4) .
We now compute the value of s L . We first observe that, for all x * * ∈ E * * and ε > 0, the definition of x * * provides an element z * of E * such that z * ≤ x * * and z * , x * * ≤ − x * * 2 + ε, from which it follows that z * , x * * + 1 2
So we have the chain of inequalities
Combining this with (9) , for all (
It is immediate from this that
Now the dual norm on E * × E * * is given by (y * , y * * ) := y * 2 + y * * 2 . We then define L: E * × EIn order to simplify some notation in the sequel, if S: E ⇒ E * , we will say that S is closed if its graph, G(S), is closed, and we will say that S is r L -dense if G(S) is r L -dense in E × E * . If S is nontrivial and monotone, we shall write θ S for Θ G(S) and ψ S for Ψ G(S) . Now let A be a closed, monotone, r L -dense subset of E × E * and A G be as defined in Definition 6.6. Let (x * , x * * ) ∈ E * × E * * and (s, s
Thus (x * , x * * ) ∈ A G ⇐⇒ (x * * , x * ) ∈ A, where A is the set defined by Gossez in [9, (2.1), p. 375]. If S: E ⇒ E * , we define
Subdifferentials are r L -dense
In Theorem 8.4, we prove that the subdifferential of a proper convex lower semicontinuous function on a Banach space is r L -dense. This section uses the definition of r L -density in Definition 4.4. Apart from this, it does not use any of the analysis of Sections 4-6. Of course, Theorem 6.5 implies that this multifunction is maximally monotone. This is actually not the whole story: we will discuss the further implications of this result in the subsequent sections of this paper.
So let E be a nonzero Banach space, and the notation be as in Example 7.1. We will use two basic results from convex analysis, which we will state as Lemma 8. Lemma 8.1. Let h ∈ PCLSC(E), inf E h > −∞, η > 0, u ∈ E and h(u) ≤ inf E h + η. Then there exist s ∈ E and z * ∈ ∂h(s) such that s − u ≤ 1 and z * ≤ η.
Lemma 8.2. Let k: E → ]−∞, ∞] be proper and convex and g: E → R be convex and continuous. Then, for all x ∈ E, ∂(k + g)(x) = ∂k(x) + ∂g(x) i.e., ∂(k + g) = ∂k + ∂g .
Lemma 8.3. Let k ∈ PCLSC(E) and ε > 0. Then there exist s ∈ E and s * ∈ ∂k(s) such that 1 2
Proof. It is well known (from a separation theorem in E × R) that there exist u * ∈ E * and α ∈ R such that k ≥ u
Let m := inf E (k +j). Then m ≥ µ > −∞. Let M := u * + 2(m − µ + 1). Let η ∈ ]0, 1 ] and 2(M + 2)η < ε. Then there exists u ∈ E such that
, and so u ≤ M . Lemma 8.1 now gives s ∈ E and z * ∈ ∂(k + j)(s) such that s − u ≤ 1 and z * ≤ η, from which
From Lemma 8.2, ∂(k + j)(s) = ∂k(s) + ∂j(s) = ∂k(s) + Js, where J: E ⇒ E * is the duality map. and so there exists s * ∈ ∂k(s) such that z * − s * ∈ Js. Consequently,
From (30) and (29),
Combining this with (29) and (30),
Theorem 8.4. Let f ∈ PCLSC(E). Then ∂f is closed, monotone and r L -dense.
Proof. We apply Lemma 8.3 to the function k := f (· + y) − y * , and the result follows since G(∂k) = G(∂f ) − (y, y * ).
Remark 8.
5. An examination of the proof of Lemma 8.3 show that we can assert that s − y ≤ M + 1 and s * − y * ≤ M + 2, which gives a direct proof that G(∂f ) is strongly r L -dense in E × E * in Theorem 8.4. Of course, we already know this from Theorem 4.6 (a)=⇒(c) .
A negative alignment criterion for r L -density
The material in this section was initially motivated by a result proved for reflexive spaces by Torralba in [29, Proposition 6.17] and extended to maximally monotone multifunctions of type (D) by Revalski-Théra in [16, Corollary 3.8, p. 513]. In Theorem 9.6, we shall give a criterion for a closed monotone multifunction to be r L -dense in terms of negative alignment pairs, which are defined below, though the main result of this section is Theorem 9.5. Theorem 9.5(c) is a version of the Brøndsted-Rockafellar theorem for closed monotone r Ldense multifunctions. See [23, Section 8, pp. 274-280] for a more comprehensive discussion of the history of this kind of result. In this section we shall give complete details of proofs only if they differ in some significant way from those in [23] .
Definition 9.1. Let S: E ⇒ E * and ρ, σ ≥ 0. We say that (ρ, σ) is a negative alignment pair for S with respect to (w, w * ) if there exists a sequence {(s n , s * n )} n≥1 of elements of
Our next result contains a uniqueness theorem for negative alignment pairs for the case when S is monotone. The proof can be found in [23, Theorem 8.4(b) , p. 276].
Lemma 9.2. Let S: E ⇒ E * be monotone, (w, w * ) ∈ E × E * and α, β > 0. Then there exists at most one value of τ ≥ 0 such that (τ α, τ β) is a negative alignment pair for S with respect to (w, w * ).
Lemma 9.3 is a simplified version of our main result, Theorem 9.5.
Lemma 9.
3 Let E be a nonzero Banach space, S 0 : E ⇒ E * be closed, monotone and r L -dense and (u, u * ) ∈ E × E * . Then: (a) There exists a unique value of τ ≥ 0 such that (τ, τ ) is a negative alignment pair for G(S 0 ) with respect to (u, u * ).
Proof. (a) From Theorem 6.5 (a)=⇒(b) , S 0 is strongly r L -dense, and so there exists a bounded sequence {(t n , t * n )} n≥1 of elements of G(S 0 ) such that
Since
is bounded in R, passing to an appropriate subsequence, there exists τ ∈ R such that τ ≥ 0 and lim
is a negative alignment pair for S 0 with respect to (u, u * ), and the "uniqueness" is immediate from Lemma 9.2.
(b) If τ = 0 then lim n→∞ t n − u = 0 and lim n→∞ t * n − u * = 0. Thus, since S 0 is closed, u * ∈ S 0 (u).
(c) The additional hypothesis gives in (a) that inf n≥1 t n −u, t * n −u * > −1. Passing to the limit, −τ 2 > −1, from which τ < 1. Thus there exists a sequence {(t n , t * n )} n≥1 of elements of G(S 0 ) such that lim n→∞ t n − u < 1 and lim n→∞ t * n − u * < 1.
In order to prove Theorem 9.5, we will need Lemma 9.4 below, in which we give a special stability property enjoyed by r L -density in the situation of Section 7:
Lemma 9.4. Let E be a nonzero Banach space, S: E ⇒ E * be closed, monotone and r L -dense, (w, w * ) ∈ E × E * , α, β > 0 and S 0 : E ⇒ E * be defined by S 0 (t) := S(αt)/β. Then S 0 is closed, monotone and r L -dense.
Proof. It is easy to check from (16) that, for all (x * , x * * ) ∈ E * × E * * ,
From Theorem 6.5 (a)=⇒(d) , S is maximally monotone and θ S ∈ PCLSC s (E * × E * * ), and so the formula for s L given in (25) tells us that the right hand side of (32) is nonnegative. Consequently, the left hand side of (32) is nonnegative, from which it follows that θ S 0 ∈ PCLSC s (E * × E * * ). It is obvious that S 0 is maximally monotone, and so Theorem 6.5 (d)=⇒(a) implies that S 0 is r L -dense.
We now bootstrap Lemma 9.3 to obtain our main result on the existence of negative alignment pairs, and give some simple consequences. We refer the reader to Remark 17.3 for more discussion on some of the issues raised by these results. Theorem 9.5. Let E be a nonzero Banach space, S: E ⇒ E * be closed, monotone and r L -dense, (w, w * ) ∈ E × E * and α, β > 0. Then: (a) There exists a unique value of τ ≥ 0 such that (τ α, τ β) is a negative alignment pair for S with respect to (w, w * ). (b) If w * ∈ S(w) then τ > 0, and there exists a sequence {(s n , s * n )} n≥1 of elements of G(S) such that, for all n ≥ 1, s n = w, s * n = w * ,
, where D(S) := {x ∈ E: Sx = ∅} and R(S) := x∈E Sx. Consequently, the sets D(S) and R(S) are convex.
Proof. We define S 0 as in Lemma 9.4 -we know from Lemma 9.4 that S 0 is closed, monotone and r L -dense, so Lemma 9.3(a) implies that there exists a unique value of τ ≥ 0 such that (τ, τ ) is a negative alignment pair for S 0 with respect to (w/α, w * /β). This equivalent to the statement that (τ α, τ β) is a negative alignment pair for S with respect to (w, w * ), which gives (a). If w * ∈ S(w) then w * /β ∈ S 0 (w/α), and so Lemma 9.3(b) gives τ > 0. The rest of (b) follows from Definition 9.1.
(c) is immediate from Lemma 9.3(c). On the other hand, Lemma 6.3 implies that G(S) ⊂ dom ψ S , and so D(S) = π 1 (dom ψ S ). We can prove in an exactly similar way that R(S) = π 2 (dom ψ S ). The convexity of the sets D(S) and R(S) now follows immediately.
Theorem 9.6. Let E be a nonzero Banach space, and S: E ⇒ E * be closed and monotone. Then S is r L -dense if, and only if, for all (w, w * ) ∈ E × E * , there exists τ ≥ 0 such that (τ, τ ) is a negative alignment pair for S with respect to (w, w * ).
Proof. Suppose first that, for all (w, w * ) ∈ E × E * , there exists τ ≥ 0 such that (τ, τ ) is a negative alignment pair for S with respect to (w, w * ). Then, for all (w, w * ) ∈ E × E * , Definition 9.1, provides a sequence {(s n , s * n )} n≥1 of elements of G(S) such that lim
So S is r L -dense in E × E * . The converse is immediate from Lemma 9.3(a).
Type (ANA)
Definition 10.1 Let E be a nonzero Banach space and S: E ⇒ E * be maximally monotone. Then S is of type (ANA) if, whenever (w, w * ) ∈ E × E * \ G(S), there exists (s, s * ) ∈ G(S) such that s = w, s * = w * , and s − w, s * − w * s − w s * − w * is as near as we please to −1.
(ANA) stands for "almost negative alignment". See [23, Section 9, pp. 280-281] for more discussion about this concept.
Theorem 10.2 Let E be a nonzero Banach space, and S: E ⇒ E * be closed, monotone and r L -dense. Then S is of type (ANA).
Proof. This is immediate from Theorem 9.5(a,b).
Partial episums and sums
Let X and Y be Banach spaces and f, g ∈ PCLSC(X × Y ). Then we define the functions (f ⊕ 2 g) and (f ⊕ 1 g) by
We will use the following bivariate version of the Fenchel duality theorem. [24] is defined to be F * × E * .)
Theorem 11.1. Let E and F be Banach spaces, f, g ∈ PCLSC(E × F ) and, for all
and, if λ>0 λ π 2 dom f − π 2 dom g is a closed subspace of F then, for all (x * , y
Lemma 11.2. Let E be a nonzero Banach space, and S: E ⇒ E * be closed, monotone and r L -dense. Then:
Proof. We recall that ψ S = Ψ G(S) and θ S = Θ G(S) . (33) 
Proof. It is immediate using (36) that (a)=⇒(b)=⇒(c). Now suppose that (c) is satisfied. Let h := ψ S ⊕ 2 ψ T . From (33) , for all (x,
Thus h ∈ PC q (E × E * ). Also, we can apply Theorem 11.1 with f = ψ S and g = ψ T . Consequently, using (34) and (25) , for all (z * , z
Thus h * ∈ PCLSC s (E * × E * * ). If we apply the above with z * * = z, and observe that
To this end, suppose first that (z, z
@ (z, u * ) ≥ z, u * and ψ T @ (z, u * ) ≥ z, v * . Since z, u * + z, v * = z, z * , we must have ψ S @ (z, u * ) = z, u * and ψ T @ (z, v * ) = z, v * , so (35) implies that u * ∈ S(z) and v * ∈ T (z), from which z * = u * +v * ∈ (S +T )z. If, conversely, z * ∈ (S +T )z then there exist u * ∈ S(z) and v * ∈ T (z) such that u * + v * = z * . From (35), ψ S @ (z, u * ) = z, u * and ψ T @ (z, u * ) = z, v * . From (37), h @ (z, z * ) ≤ ψ S @ (z, u * ) + ψ T @ (z, v * ) = z, u * + z, v * = z, z * and so, from (37) again, h @ (z, z * ) = z, z * , in other words, (z, z * ) ∈ EQ(h @ , q L ). This completes the proof of (38).
Thus (38) and Theorem 6.4 imply that G(S +T ) is a closed monotone r L -dense subset of E × E * , and so (d) follows. Proof. It is immediate using (36) that (a)=⇒(b)=⇒(c). Now suppose that (c) is satisfied. Let h := ψ S ⊕ 1 ψ T . From (33) , for all (x, x * ) ∈ E × E * , h(x, x * ) ≥ inf u, x * + v, x * : u, v ∈ E, u + v = x = x, x * > −∞.
Thus h ∈ PC q (E × EProof. If tLemma 13.3. Let E be a nonzero Banach space, and S: E ⇒ E * be closed, monotone and r L -dense and K be a nonempty w(E, E * )-compact convex subset of E. Suppose that s * ∈ (S G + ∂I K G ) −1 ( z). Then there exist (s, s * ) ∈ G(S) and t ∈ K such that t, s * = max K, s * and s + t = z. More succinctly:
Proof. By hypothesis, there exist s * * ∈ S G (s * ) and t * * ∈ ∂I K G (s * ) such that s * * +t * * = z. From Lemma 12.2(d), t * * ∈ K and s * , t * * = max K, s * . Choose t ∈ K such that t = t * * : then t, s * = max K, s * . Let s := z − t ∈ E. Then s = s * * , and so (s * , s) ∈ S G , that is to say L(s, s * ) ∈ S G . From (23), (s, s * ) ∈ G(S).
Lemma 13.4. Let E be a nonzero Banach space, and S: E ⇒ E * be closed, monotone and r L -dense. Let K be a nonempty w(E, E * )-compact convex subset of E and (s, s * ) ∈ G(S) =⇒ s, s * + sup K, s * ≥ 0.
Then S −1 (0) + K ∋ 0.
Proof. We first prove that
To this end, let s * ∈ (S G + ∂I K G ) −1 ( z). From Lemma 13.3, there exist (s, s * ) ∈ G(S) and t ∈ K such that t, s * = max K, s * and s + t = z. Theorem 13.5. Let E be a nonzero Banach space, and S: E ⇒ E * be closed, monotone and r L -dense. Then S is strongly maximally monotone.
Proof. This is immediate from Lemmas 13.2 and 13.4 and a simple translation argument so that w and w * become 0 .
14. Type (FPV) Definition 14.1. Let E be a nonzero Banach space, and S: E ⇒ E * be monotone. We say that S is of type (FPV) or maximally monotone locally provided that the following holds: if U is an open convex subset of E, U ∩ D(S) = ∅, (w, w * ) ∈ U × E * and (s, s * ) ∈ G(S) and s ∈ U =⇒ s − w, s * − w * ≥ 0.
then (w, w * ) ∈ G(S). (If we take U = E, we see that every monotone multifunction of type (FPV) is maximally monotone.) Lemma 14.2. Let E be a nonzero Banach space, and S: E ⇒ E * be closed, monotone and r L -dense. Let y ∈ D(S), U be an open convex subset of E such that U ∋ y, U ∋ 0, and (s, s * ) ∈ G(S) and s ∈ U =⇒ s, s * ≥ 0.
Then (0, 0) ∈ G(S).
