An unbalanced mixed linear model with two variance components is considered, one variance component (say 0: 2 0) corresponding to a random effect (treatments) and a second variance component (say u2 > 0) corresponding to the experimental errors. Sufficient conditions are obtained under which there will exist a nonnegative invariant quadratic estimator (IQE) having a uniformly smaller mean squared error (MSE) than every unbiased IQE of u:. In particular, for the one-way unbalanced ANOVA model, necessary and sufficient conditions are also obtained for a multiple of the usual treatment sum of squares to uniformly dominate the ANOVA estimator of 0:. For estimating u2, t tt IS shown that the best multiple of the residual sum of squares can be improved by using nonquadratic estimators. One such estimator is obtained using the idea of a testimator (Stein, 1964, Ann. Inst. Statist. Math. 16 1.55160). A second estimator is obtained following the approach in Strawderman (1974, Ann. Statist. 2 190-198). Numerical results regarding the performance of the proposed estimators of rry are also reported. 
INTRODUCTION AND SUMMARY
The purpose of this paper is to extend the results in Mathew, Sinha, and Sutradhar [6, 7] on the nonnegative estimation of two variance components in balanced models to unbalanced models. Let y be an Nx 1 normally distributed random vector with E(Y)=w Cov( y ) = dz, + 0: v, (1.1)
where X is a known N x rn matrix, B is an m x 1 vector of unknown parameters, IN denotes the N x N identity matrix, V is a known nonnegative definite matrix, and G* and rr: are the unknown variance components (a' > 0, cr: > 0). The problem we shall address is the nonnegative estimation of 0: and c*. We shall consider estimators that are mostly quadratic forms in y, i.e., quadratic estimators. In the sequel some nonquadratic estimators will also be developed. It is well known that there is no nonnegative quadratic unbiased estimator for estimating 0: (see [4] ).
Evidently then the nonnegative quadratic estimators of crf developed in this paper are biased. We will be considering estimators that are invariant under the group of transformations y + y + Xcl, where a E R" is any m x 1 vector. Let r = rank(X), t = N -Y, and let Z be an N x t matrix satisfying Z'X = 0 and Z'Z = I,. Writing u = Z'y and V, = Z'VZ, we have E(u) = 0 and Cov(u) = 21, + CJ; v,.
(1.2)
An invariant estimator of rr: or rJ* is obviously a function of u. Let s = rank( I', ) and let 1, > A, > . . . > 1, > 0 be the g distinct non-zero eigenvalues of V, with respective multiplicities m,, m2, . . . . mg. Clearly C;= i mi = s. Throughout the paper, we assume that t-s > 0. Consider the spectral decomposition V, = i &E;, (1. 3) i= 1
where Ei is an idempotent matrix of rank mi and E,E,=O (i#j; i, j= 1, 2, . . . . g). Write Eg+ , =Z-C;=, Ej and mg+i=rank(E,+,)=t-s. Then it is known that the quadratic forms ef = u'Eiu (i = 1, 2, . . . . g + 1) (1. 4) form a set of minimal sufficient statistics for the normal family of distributions of u in (1.2) (see [S, p. 8801) . Furthermore, the et's are independent (i= 1, 2, . . . . g+ l), et -(a* + A,cJ~) ~2, (i= 1, 2, . . . . g), ei+ 1 -~2x:,-sj.
(1.5)
The balanced case considered by Mathew, Sinha, and Sutradhar [6] corresponds to g= 1, in which case the minimal sufficient statistic (et, e:) is also complete. When g > 1, due to the lack of completeness of the minimal sufficient statistic, unbiased estimators of 0: and 0' are not unique. In particular, the ANOVA estimator 8TA of C: (8: of a') and the minimum norm quadratic unbiased estimator (MINQUE; see [9] ) &,, of 0: ((i', of c2) are distinct. These are given by In Section 2, for the estimation of of, we have obtained sufficient conditions for the existence of a nonnegative invariant quadratic estimator (IQE), uniformly better than every unbiased IQE, in the sense of having a smaller mean squared error (MSE). This is obviously quite a powerful result. The nonnegative IQE we have considered is a scalar multiple of u'V: II, where, for T/, given in (1.3) V: denotes its Moore-Penrose generalized inverse, i.e., VT =Cf= 1 (l/J,) E,. This choice of the nonnegative IQE follows quite naturally in our context when ts2 is small (because u'V: u happens to be a complete sufficient statistic for e: if indeed a2 = 0). Among such multiples, we have also characterized those which are admissible. (For a characterization of all admissible IQEs of a:, we refer to Gnot and Kleffe Cl] and, for a characterization of all admissible IQEs of 0: that are also nonnegative, we refer to Gnot, Kleffe, and Zmyslony [2] .) It turns out that for the unbalanced one-way model, which is discussed as a special example of the mixed model (1.1 ), u' I',+ u is not a scalar multiple of the usual sum of squares due to treatments, although such multiples are quite natural. For this special model, we have obtained conditions on the number of treatments (k) and the treatment replication numbers (n = (n,, . . . . n,)') under which 8:, can be uniformly improved by a multiple of the treatment sum of squares. Some numerical computations in the unbalanced one-way model showing the amount of improvement in MSE over the MINQUE and the ANOVA estimators of 0: are reported in Table I for some choices of k and n. Section 3 deals with the estimation of rr2. It is well known that Si can be improved by the biased estimator 6, = (l/(2 -s + 2)) ei+ 1. We MATHEW, SINHA AND SUTRADHAR demonstrate that, quite generally, 6, can be uniformly improved using nonquadratic nonnegative estimators in two ways. One such estimator is obtained using the idea of a testimator due to Stein [13] . A second class of nonnegative improved estimators is exhibited following an approach due to Strawderman [14] . Some technical details leading to these results are deferred to an appendix in Section 4. We point out that the unbalanced case offers some features that are quite distinct from the balanced case considered in Mathew, Sinha, and Sutradhar [6, 71. To begin with, in the balanced case, b:, and 6: are respectively the UMVUEs of 0: and a2 among the invariant unbiased estimators. Consequently, the problem of improved nonnegative estimation of crf in the balanced case reduces to deriving nonnegative estimators uniformly better than just tifA. This evidently results in a much less complicated situation, providing a simpler and clearer goal compared to the unbalanced case. Since there is no unique unbiased IQE in the unbalanced case, a natural goal is to look for a nonnegative IQE that provides uniform MSE improvement over every unbiased IQE of 0:. This is a much harder problem and is expected to admit a solution only under more restrictive conditions on the underlying design. Another notable point of departure from the balanced case is that, for improving c?fA using a nonnegative IQE, it is enough to consider in the balanced case an estimator of the type ae: (a 2 0). On the other hand, such a simple and well-defined class of nonnegative IQEs may not suffice in the unbalanced case. In Section 2, we have considered estimators of the type au'l/: u (a > 0). With such a choice of the nonnegative IQE, the problem considered in Section 2 becomes more tractable. However, even though we could justify the choice of the nonnegative IQE au' l': u (a 2 0) when e2 is small relative to crf (see the discussion below Eq. (1.9)), it is not clear if there is a more appropriate choice of the nonnegative IQE that will provide MSE improvements over every unbiased IQE of 0:. Such issues certainly do not arise in the balanced case.
In the same vein, for estimating a2, there are several unbiased IQEs in the unbalanced case. However, di is the unique unbiased IQE (as a function of the minimal sufficient statistic) that is also nonnegative (see Section 3 for a proof of this fact). Because of this, we have only considered the problem of improving &:, and its best multiple &,, in Section 3. It should be noted that the improved estimators proposed in Section 3 may or may not be better than unbiased IQEs of 0' other than 8;. Obviously, such a line distinction between the various unbiased IQEs of a2 does not arise in the balanced case. It should also be noted that although the method of proof of the main theorems in the unbalanced case resembles that in the balanced case, technical details are much more involved.
An important aspect of the nonnegative estimation problem that is valid only in the balanced case is that solutions obtained for models that involve only two variance components are immediately applicable to general balanced mixed models involving any number of variance components. This fact is used in Mathew, Sinha, and Sutradhar [IS] As pointed out in the introduction, if g > 1 in (1.3), the minimal sufficient statistic {et, i = 1, 2, . . . . g+ l} in the model (1.2) is not complete and there will exist many unbiased estimators of 0:. Moreover, none of these unbiased estimators of of, which are functions of the minimal sufficient statistic, is nonnegative. Hence, our first attempt is to obtain conditions under which a biased nonnegative IQE will be uniformly better than every unbiased IQE of 0:.
Let U'AU = Cig_fi' a,ef be an IQE of oi, where we write A = Cig_+l1 aiEi. Then, using the distributional property in (1.5), the MSE of u'Au can be computed as If B = C;L='1, biEi, then it is obvious that u'Bu = C;2i' b,eT is an unbiased estimator of UT if and only if C,"=',l mibi = 0 and Xi"= 1 m,b,& = 1. Also, the coefficients of 0', a;l, and 2~7~0: in the variance of u'Bu are respectively 2Cig_+t m,b?, 2 ~fzlrniLfbf, and 2Cig_lmilZibf. It can be verified that the minimum values of these expressions (subject to the unbiasedness conditions) are resepctively 2t/(t tr V: -(tr Vi)*}, 2/s, and 2/tr V,. Suppose a,>O, Vi, so that U'AU is nonnegative. It then follows from the above discussion that (2.2) and (2. We first show that for satisfying the inequality (2.3), it is enough to consider estimators which are scalar multiples of u'V: u. For this, it is enough to exhibit E >O such that the expression on the left-hand side (LHS) of (2.3) (which corresponds to A = zig_+,' a,E,) is equal to the same expression corresponding to A i = E C;= i (l/A,) Ei. In other words, we have to show that there exists E > 0 satisfying
We note that the LHS of (2.3) is a minimum with respect to als when A = (l/(s + 2)) C;= i (l/A,) Ei = (l/(s + 2)) VT and the minimum value is 2/(s + 2). Thus However, this holds in view of (2.6). We therefore restrict our attention to estimators of the form EU'V: u. For such an estimator, (2.3) is equivalent to 2s~~ + (ES -1)2 G 2/s or, equivalently, to max (0, (s -2)/.s(s + 2)) d E < l/s. Moreover, note that when E is in the range (2.7)
the estimator EU'V: u also satisfies (2.4). It only remains to derive the condition on E so that (2.2) holds. For the estimator .&I/: u, noting that tr VT = xi"=, (mi/Ai) and tr( VT )' = C;= i (mJlf), (2.2) simplifies to
Thus if E satisfies (2.7) and (2.8), it also satisfies (2.2), (2.3), and (2.4). Let
We now prove the following theorem.
THEOREM 2.1. Consider the model ( 1 .l ) and let E* be given by (2.9). (i) If s = 1 or 2, the nonnegative IQE EU' VT u has a uniformly smaller MSE than every unbiased ZQE of a: whenever 0 ,< E < min (E*, l/(s f 2)). (ii) For sa 3, the nonnegative IQE EU'V: u has a uniformly smaller MSE than every unbiased ZQE of o: if and only if (s -2)/s(s + 2) GE*. When this condition holds, the estimator EU'V,~ u has the stated property whenever (s-2),/s(s+2)6s~min(~*, l/(s+2)j.
Proof (i) When s= 1 or 2, we note that (2.7) and (2.8) hold simultaneously if and only if 0 Q E < min (E*, l/(s + 2)). The proof of part (i) is complete, since if E satisfies (2.7) and (2.8), then the estimator EU'V: u satisfies (2.2), (2.3), and (2.4).
(ii) Suppose s > 3. Note that there exists E satisfying (2.7) and (2.8) if and only if E = (s-2)/s(s+ 2) satisfies (2.8) or, equivalently, (s-2)/s(s + 2) <<E*. The rest of the proof is similar to the proof of part (0. I Remark 2.1. We have not been able to conclude if, in the context of Theorem 2.1, it is indeed enough to consider IQEs that are scalar multiples of u'V: u. In other words, it is not clear if there will exist a nonnegative IQE different from a scalar multiple of u'V: u uniformly better than every unbiased IQE of G: when a nonnegative scalar multiple of u'Vi+ u fails to satisfy this requirement, although, as noted before, such scalar multiples are natural candidates in this context.
We now prove an admissibility result in a somewhat restricted context. t=1 mj/J-j}(s + 2) + C11e2)C2 Xi"= I millt + (Cf= * milni) 'l' Note that E* < l/(s + 2). Suppose E > l/(s + 2). Since the MSE of EU'V: u is convex in E and since E, < l/(s+2)<~, it follows that (l/($+2)) u'V:u MATHEW, SINHA AND SUTRADHAR has a smaller MSE than EU'V: II, thus proving its inadmissibility. The converse follows by using arguments similar to those in the proof of Theorem 2.2 in Mathew, Sinha, and Sutradhar [6] .
1
The remainder of this section deals with the unbalanced one-way random effects model. It is readily verified that the treatment sum of squares, say SS,,, is given by SSlr=C;=, ef. Thus the estimator EU'V: u in Theorem 2.1 is not a scalar multiple of SS,,. We shall now explore the possibility of improving the ANOVA estimator & of cr: using scalar multiples of SS,,.
Let there be k treatments and let nj denote the replication number for the ith treatment. Write n = (n 1, . . . We shall derive the conditions under which an estimator aSS,, (for ~20) will be uniformly better than the ANOVA estimator of 0:. Straightforward algebra gives
The variance of the ANOVA estimator of r~: is given by (see Searle Cl% P. 4741)
(2.11)
For comparing (2.10) with (2.1 l), consider the following inequalities similar to (2.2), (2.3) and (2.4): (i) If&f < 2c2, the nonnegative ZQE aSS,, has a uniformly smaller MSE than e:, whenever O<a<min{a,, N/E,).
(ii)Zf s:>2s2, there exists a>0 such that the estimator a%,, has a uniformly smaller MSE than 6:, if and only if N(E: -~E~)/E~ (E: + 25) <a,. When this condition holds, aSS,, has the stated property whenever N(E: -~E~)/E, (E: + 2~~) <a < min {a,, N/E, }.
If the conditions specified in Theorem 2.1 (with t = N -1 and s = k -1) are satisfied by the one-way unbalanced model, then clearly we have a scalar multiple of u'VT u better than every unbiased IQE of CT (in particular, better than the ANOVA estimator and the MINQUE of cr:). On the other hand, if the conditions in Theorem 2.3 hold we have a scalar multiple of SS,, uniformly better than the ANOVA estimator of cf. Below we have identified a few unbalanced situations where the above conditions in Theorem 2.1 and/or those in Theorem 2.3 hold and have computed the amount of risk improvement of the proposed estimators compared to the ANOVA estimator and the MINQUE.
These appear in Table I . By evaluating the approporiate expressions the following can be verified:
1. For k= 5, n, = 30, and ni= 2 (i= 2, 3,4, 5), the conditions in Theorem 2.3 (ii) hold. However, the necessary and sufficient condition in Theorem 2.1 (ii) is not satisfied. (By direct computation, we get E, = 0.0830 and (s -2)/s(s + 2) = (k -3)/(k -l)(k + 1) = h = 0.0833). In other words, in this case c?:* can be uniformly improved using a scalar multiple of SStr, although not every quadratic unbiased estimator can be improved by using nonnegative IQEs as indicated in Theorem 2.1.
2. For k = 5, n, = 25, and nj = 2 (i = 2,3,4, 5), it can be verified that the conditions in Theorem 2.1 (ii) and Theorem 2.3 (ii) are satisfied. In other words, in this case c?TA can be improved using a scalar multiple of SS,, and also every quadratic unbiased estimator of 0: can be improved using a nonnegative IQE as mentioned in Theorem 2.1.
3. For k = 5, n, = n, = 20, and n3 = n4 = n5 = 2, it holds that ET < 2~~. Thus in this case, the conclusions in Theorem 2.3 (i) are valid.
4. In Mathew, Sinha and Sutradhar [6] , it is shown that in balanced models, i.e., when g = 1 in (1.3), 8TA can be uniformly improved using a nonnegative IQE only when k< 9. Our numerical computations indicate that the same conclusion is true in the unbalanced situation as well. But we have not been able to prove this fact analytically.
In Table I , we have reported the MSEs and squared biases of several competing estimators of the random effect variance component I$ for the unbalanced one-way model. In Table I , n denotes the vector of treatment replications, &;A and &, respectively denote the ANOVA estimator and The squared biases are given in parentheses.
the MINQUE of a:, and c!Ti (i = 1,2, 3,4) denote four estimators we have proposed in this section, given by In Table I , the squared biases are given (within brackets) only for the four estimators u:; (i = 1,2, 3,4), since CL?:* and 8:, are unbiased. We note that the estimators tif, and c$, are respectively of the form sOu'V:u and ~OSL where Ed is the smallest possible value of E in Theorem 2.1 and a, is the smallest possible value of a in Theorem 2.3. The estimators c?:, and 6f3 were included in the numerical comparisons since the coefficient of 0': in MSE(su'V: u) and MSE(aSS,,) are respectively minimized by E= l/(k+ 1) and a= NE,/(E~ + 2~~). Thus the estimators c?:, and S& are expected to perform well when C: is large relative to 02. The values of k and the vector n in Table I are selected from those considered by Swallow and Monahan [ 151. The results in Table I correspond to 0' = 1. Among the vectors n we have considered, dT2 is obviously zero for the case k = 3. It can be verified that the vector n = (3, 3, 5, 5, 7, 7) ' satisfies the condition in Theorem 2.l(ii) and the remaining choices do not satisfy this condition. The choices (3, 15, 27) ' and (1, 1, 1, 1, 13, 13)' satisfy s:<2e2. The remaining choices of n in Table I satisfy E: > 2e2 along with the condition in Theorem 2.3(ii). For the values of n considered in Table I , the significant reduction in MSE achieved by the proposed estimators over d:, and 6fM is obvious. However, the estimators 8:, and ST, have a substantial amount bias. If CS:/CJ' is not very small, the estimator 8:, has a definite edge over the others, in terms of MSE. Furthermore, its bias is not significantly large. It should be noted that the estimation of 0: is of practical interest only when the ratio ~T/cr' is not too small. When this is the case, the estimator we recommend is c?:, .
NONNEGATIVE INVARIANT ESTIMATION OF 0'
We first show that 6: given in (1.7) is the unique nonnegative unbiased IQE of C* (as a function of the minima1 sufficient statistic). To prove this, let A = Ci"=',' a,E, be such that U'AU is a nonnegative unbiased IQE of u2. It is readily verified that since ai 3 0 for all i, the unbiasedness conditions, namely tr A = 1 and tr AT/, = 0, will force ai = 0 (i= 1,2, . . . . g) and a g+, = l/(t -s). Hence u'Au = 8:. Thus any other unbiased IQE of g2 is bound to take negative values in the unbalanced case. In particular, 6f given in (1.9) can be negative. The nonnegative IQE 6,= Ul(t-s+2))4+, clearly provides a uniform MSE improvement over dfA, but not over other unbiased IQEs. In particular, 6, may not be uniformly better than 8h. To see this, note that if x18_+; b,eF is an unbiased IQE of a:, then in the expression for its variance, the coefficient of c4 is 2 C,"='l1 m,bf. Furthermore, subject to the unbiasedness condition, the minimum value of 2 Cig_fii m,bf is 2/{ t -(tr V1)2/tr (Vi)}. Incidentally, this minimum value is attained only by the MINQUE of 0'. Since the MSE of &, is 2/(t -s + 2), we see that 6, has a uniformly smaller MSE than every unbiased IQE of C? only if
In particular, (3.1) is necessary for 6, to have a uniformly smaller MSE than the MINQUE of c2. Inequality (3.1) obviously holds in the balanced case; (3.1) will also hold when s < 3. This is so because (3.1) is equivalent to t -s + 2 > t -(tr V,)*/tr I':, which holds when s < 3, since in this case t-s+2gt-1 and (tr V,)*/tr V:>,l. If s>4, then (3.1) may or may not hold in the unbalanced case. In other words, in the unbalanced case, there may not exist any nonnegative IQE, uniformly better than every unbiased estimator of CJ*. Below we illustrate this further by specializing to the oneway unbalanced model discussed in the previous section. In view of the earlier discussion, (3.2) will hold if n;s are all equal or if k < 4. For k = 5, the following can be verified by computing the expressions in (3.2):
1. For n, = 3, n2 = n3 = n4 = n5 = 2, (3.2) holds. 2. For n, = 50, n2 = n3 = n4 = n5 = 2, (3.2) holds.
3. For n, = n2 = 50, n3 = n4 = n5 = 2, (3.2) does not hold.
In the rest of this section, we shall consider some nonquadratic estimators that are uniformly better than 6,. Theorem 3.1 below exhibits one such estimator using the idea of a testimator due to Stein [13] . A testimator for a2 for the one-way balanced model has been derived by Klotz, Milton, and Zacks [3] and our result in Theorem 3.1 accomplishes the same in the unbalanced case, thus providing a useful generalization. A different class of nonnegative improved estimators, in the balanced case, has been derived by Mathew, Sinha, and Sutradhar [7] , based on the ideas in Strawderman [ 141. In Theorem 3.2, we obtain similar results in the unbalanced case. The generalization here turns out to be quite nontrivial.
Define 8= is uniformly better than 6, whenever 0 < ~~ < 4mJ( t -s + 4)( t -s + mi + 2).
(ii) The estimator 6, = ei+l i e:+1
t-s+2 ' m-E Cig_+,l ef 1 is tkformly better than 6, whenever 0 -c E < E*, where
The proof of (i) is similar to the proof of the corresponding result for the balanced case proved in Mathew, Sinha, and Sutradhar [7, Theorem 3.21 . For a proof of (ii), see Appendix.
1 APPENDIX Proof of Theorem 3.1. Following Stein [ 131, Sinha [ 121, and Shorrock and Zidek [ll] , consider estimators of c2 of the form and the inner expectation in (4.2) is with respect to W conditional on U, while the outer expectation is with respect to U. Clearly, the inner conditional expectation, given U, is a minimum when & .) is chosen as
We prove below that for 6'2 0, and (4.6) It will then follow from the convexity with respect to 4 of the conditional expectation in (4.2) that, given any 4 and the resultant 6 defined in (4.1), d*=ei+,4* (Ci"=, eflei,, ), with d*(U)=min(d(u), &(u)), has a smaller conditional and, hence, unconditional MSE than 6. In particular, choosing q6 = l/(t -s + 2) proves the claim.
In view of (4.4), (4.5) follows if we can show that for all u > 0, where fe(w, U) is the joint pdf of W and U and fO(w, U) = fezO(w, u). However, (4.7) follows if the ratiof,(w, u),$,(w, U) is monotone increasing in w for almost all u (see [5, p. 851) . This is precisely what we prove below.
To this end, we first derive the distribution of B= Xi"= 1 2; = Xi"= 1 (1 + &) xf, where xf's are independent chi square random variables with mi degrees of freedom. Direct computations show that the density of B, say fe (b), is given by Monotonicity of the ratio fe (w, u)/jO ( w, u) in w easily follows because
To compute &,(u), note from (4.9) that E,(WIU=u)
Jo" exp[ -iw( 1 + u)] w'12 dw E,(W2/U=U)=S~exp [-~w(l+u) ]wr"+'dw= t/2+1 (l +""z=~, (4.10) which proves (4.6) . This completes the proof of Theorem 3.1. nfL2 Fjyd2--1 (t/(1 + ud)'72+') Hi"-2 &Ii
S&Cl +eqq4 1 [l -CFc2 (1 +6Ui))li]m"2-1 l-p=, qy'2-' (l/(1 + Ud)'12) nf=, dY/j (4.13) and (4.14) To prove that the difference in MSEs can be made GO, for a suitably chosen E ( c2), we first find an upper bound of E,( WI U) and a lower bound of Eo( W2 I U). Clearly, since A 2 l/( 1 + en*), we can conclude from (4.13) that
Ed WI u) G t i + u/(1 + en*)' (4.15) For the other part, note that A can be expressed as where ~7 = qi( 1 + f3Ai To further obtain an upper bound of the RHS in (4.17), define G=l/(l+U/(l+M*))andnotethat (say). (4.18) On the other hand, since ;1,>1,Vi, it is also easy to see that It then finally follows from (4.34), (4.35) , and (4.36) that a sufficient condition for 6, to dominate 6, is given by or, equivalently, E<E*, (4.37) where . (4.38)
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