Abstract In this paper, we interpret Massey products in terms of realizations (twitsting cochains) of certain differential graded coalgebras with values in differential graded algebras. In the case where the target algebra is the cobar construction of a differential graded commutative Hopf algebra, we construct the tensor product of realizations and show that the tensor product is strictly associative, and commutative up to homotopy. 1 Realizations on DGA Throughout this paper, F always denotes a given field, ⊗ means ⊗ F . All objects of categories in this paper are connected bigraded vector spaces over F of finite type, that is, if V is a bigraded vector space, then V s,t is a finite dimensional space for every fixed s, t ≥ 0, and V s,t = 0, otherwise. Obviously, the tensor product of two such vector spaces still satisfies these conditions. We always use "| · |" to denote the first degree of vector spaces and " · " to denote the second degree. For single-graded vector space V , we regard it bigraded by letting |v| = 0 for all v ∈ V . We first give some basic definitions.
Δ(v) = v ⊗ v , dT (v) + π 1 (v )T (v ) + (−1) |v |+1 T (v )π 2 (v ) = π 1 (v) − π 2 (v).
Theorem 1.1 The homotopy relation defined above is an equivalence relation.
Proof To prove π ∼ π, we take the homotopy T = 0 (T (v) = 0 for all v ∈ V ). Suppose T 1 is a homotopy from π 1 to π 2 and T 2 is a homotopy from π 2 to π 3 . Then we define the composite homotopy
It is a direct checking that T 2 T 1 is a homotopy from π 1 to π 3 . For T a homotopy from π 1 to π 2 , the equalities (for all v ∈ V )
T (v) − T (v )T −1 (v ) + T −1 (v) = 0 uniquely determine a map T −1 . It is easy to check that this T −1 is a homotopy from π 2 to π 1 and we call it the inverse of T . Therefore, "∼" is an equivalence relation. 
Tensor Product
In this section, we only study realizations on the cobar complex of a Hopf algebra, so throughout this section, H always denotes a given graded commutative and coassociative Hopf algebra. That is, H is both a coalgebra and a commutative algebra such that the product map is a coalgebra homomorphism from H⊗H to H and for all a, b ∈ H, ab = (−1) a b ba. By our convention, H is bigraded by defining |h| = 0 for all h ∈ H.
For H, the cobar complex C(H) is a DGA defined as follows. As an algebra, C(H) is the algebra freely generated by H. That is, C(H) has a basis consisting of 1 and elements of the
It is obvious that C(H) is a DGA. To distinguish the product of H from that of C(H), we always use "|" to denote the product of cobar complex.
Notice that if π is a realization of the coalgebra V on the cobar complex C(H), then for v ∈ V , π(v) may not be of the form [w] with w ∈ H. That is, π(v) may be linear combinations of elements of the form [w 1 | · · · |w n ] with w i ∈ H such that |v|+1 = n. Therefore, V must be bigraded.
To describe linear maps on C(H), we have to recall the definition of relative signs in [1] . For bigraded symbols x 1 , x 2 , . . . , x n , if (i 1 , i 2 , . . . , i n ) is a re-ordering of (1, 2, . . . , n), then the sign of (x i 1 , x i 2 , . . . , x i n ) relative to (x 1 , x 2 , . . . , x n ), or the sign of the permutation
is defined as follows. The sign of (
The relative sign of the composite of two permutations is the product of the relative signs of the two permutations. Then, according to the proof (of μ f ) in Section 1 of [1] , the relative sign is well-defined.
Theorem 2.1 Let V be a coalgebra and π a realization of V on C(H). Then for all
where
, and
where (1) , . . . , h (n) ) (Notice the difference of bidegrees between [u] and u). It is a direct checking that the * -product satisfies
whereΔ(h) = h ⊗h . So, we may inductively define 1 π(v; 1) = 0 and for all h ∈ H, π(v;
Then, the proof is just a direct checking. There may be other linear maps satisfying the properties of π(v; ) in the theorem.
) is as defined in the previous theorem. The tensor product of realizations is associative, that is, (π
Proof It is obvious that π 1 ⊗ π 2 is a realization on such elements
and by Theorem 2.1,
Thus,
To prove the associativity of the tensor product, we need only to prove that for all
Then by Theorem 2.1, we have that
where (−1) μ is the sign of (v
where (−1) μ is as above and (−1) μ is the sign of (v
. So we need only to prove that for all h ∈ H,
where (−1) μ 2 is the sign of (v
where (−1) μ 3 is the sign of (v
The theorem is proved.
Theorem 2.3 For
Proof We need only to prove the following special case. Let π: V → C(H) and π 1 , π 1 :
Then it is easy to check that T ⊗ 1 is a homotopy from
Then it is easy to check that 1 ⊗ T is a homotopy from π ⊗ π 1 to π ⊗ π 1 .
Theorem 2.4 For
where for all
The proof of the theorem is quite complicated and needs a lot of preliminaries. We first define some maps. Since we will often compute elements of H and C(H) in one formula, we useū,v, . . . to denote elements of H and use u, v, . .
. to denote elements of C(H).
We
define bilinear maps S, S : C(H) ⊗ C(H) → C(H) as follows. For any u, v ∈ C(H), S(u; 1) = S(1; v) = S (u; 1) = S (1; v) = 0, and
where the sum is taken throughout all possible u 1 ,ū 2 , u 3 and
We inductively define multi-linear maps S, S as follows. For any u, v, w i ∈ C(H), i = 1, 2, . . . , n, n > 1,
where the sum and symbol x − 1 are just as above.
We define bilinear map S 2 : C(H) ⊗ C(H) → C(H) as follows. For any u, v ∈ C(H), if
where the sum and symbol x − 1 are just as above. We inductively define multi-linear maps S 2 as follows. For any u, v, w i ∈ C(H), i = 1, 2, . . . , n, n > 1,
where the sum and symbol x − 1 are just as above. 1, [ū 1,2 ], u 1,3 , u 2 − 1, . . . , u m−1 − 1, v 2 − 1, . . . , v n−1 − 1, v n,1 , u m − 1) relative to ([ū 1,2 ], u 1,3 , u 2 −  1, . . . , u m−1 − 1, u m − 1, v 1 − 1, v 2 − 1, . . . , v n−1 − 1, v n,1 ) (x − 1 as above).
Lemma 2.1 Let S, S , S 2 be as above. Then we have
where μ s is a bigraded symbol such that
where τ t is a bigraded symbol such that
Proof Notice that the Steenrod cohomology operation can also be generalized to bigraded Hopf algebras. Let W be the free resolution of the group of integers modular 2, and θ: W ⊗ C(H) ⊗ C(H) → C(H) be the group module morphism defined in [2] . Then, we have θ(
. So 1 holds. We only prove 4 of the theorem and omit the proof of 2 and 3, since it is an easier copy of the proof of 4.
To prove 4, we use double induction on m and n. If m = n = 2, it is a direct checking. Now suppose 4 holds for m < k and n < l with at least on of k and l is > 2. Then for m = k and n = l, we compute the left side of 4. To simplify the formula, we omit all the sum symbol " " and all signs (−1)
* and so denote (−1) * x simply by x. The checking of the signs of the proof is an easy but tedious work and we omit it. In the following computation, the (omitted) sum is always taken throughout all possible where (−1) μ and (−1) μ are the corresponding relative signs, then we have that the middle factor of the following sum is just the equality of 4 for m = k − 1 and n = l − 1, 
