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A B S T R A C T
Carbon felt electrodes are commonly used as porous electrodes in Vanadium redox flow batteries for large-scale
energy storage. The transport properties of these electrodes are an important parameter as the transport re-
sistance can form a significant parasitic power loss depending on the configuration of the flow battery.
Therefore, to better predict the overall parasitic power losses and devise strategies for the improvement of
overall battery efficiency, the transport properties need to be properly understood. In this work, four com-
mercially available carbon felt electrodes have been investigated for their transport properties. It has been shown
that the non-activated electrode is hydrophobic in nature, while after activation, the electrodes become hy-
drophilic. The single-phase diffusion and permeability were found to decrease linearly with an increase in
electrode thickness. The imbibition characteristics were similar for the four electrodes, although the change in
wettability had a strong impact on the pressure required for the electrolyte to invade into the electrode.
1. Introduction
With the increased deployment of renewable sources of power
generation, such as from wind and solar, there has been an increasing
interest in large-scale energy storage solutions. It has been suggested
that the electric grid would become unstable if the non-dispatchable
contribution from renewable energy to the grid exceeded 20% of the
overall capacity [1]. Among the different large-scale energy storage
solutions available, redox flow batteries have gained popularity due to
the deconvolution of the energy capacity and the power density avail-
able, and their ease of scalability [2,3]. A comparison of different grid-
scale energy storage solutions is provided by Skyllas – Kazacos et al. [4]
and Darling et al. [5]. The current status of development of redox flow
batteries has been reviewed by several authors [2–7].
One of the chief concerns of redox battery chemistries is the cross-
contamination of the electrolytes through the membrane, which could
lead to irreversible reactions and thus lead to a reduction in energy
capacity over time. This concern is alleviated in the all Vanadium redox
flow (VRFB) coupling where both electrolytes are Vanadium based
electrolytes [2]. Therefore, any cross contamination or crossover of ions
through the membrane only results in power loss without any longer-
term detrimental effects on the energy storage capacity. The half-cell
reactions at the electrodes of the VRFBs are as shown below:
++ +V V eNegative Electrode 2 3 (1)
+ ++ + +VO H O e VO HPositive Electrode 22 2 2 (2)
Zhou et al. [3] outlined the major types of resistances to transport
involved in vanadium redox flow batteries (VRFBs), highlighting the
charge transport overpotential and the mass transport overpotential as
the two major sources of loss in performance, which need to be im-
proved. In this work, the focus has been kept on the mass transport
losses incurred in VRFB electrodes and therefore, an attempt has been
made to characterize the transport processes parameters in the elec-
trodes.
Selecting appropriate electrodes is critical to the optimization of
VRFBs. The electrodes provide the active sites for the reaction to occur.
Their structure defines the electrical conductivity as well as describe the
electrolyte flow, thereby impacting both the activation overpotential
and the concentration overpotential [8] and thus influencing the mass
transport overpotential. According to Minke et al. [8], a good electrode
for VRFB application should have high electrical conductivity, high
specific surface area, and high chemical stability. This makes carbon
felts suitable for the electrodes [9].
In the selection of electrodes, four goals need to be fulfilled:
1 The maximum electrochemically active surface area should be
https://doi.org/10.1016/j.est.2018.11.014
Received 14 September 2018; Received in revised form 12 November 2018; Accepted 13 November 2018
⁎ Corresponding author.
E-mail address: rupak.banerjee@kit.edu (R. Banerjee).
Journal of Energy Storage 21 (2019) 163–171
2352-152X/ © 2018 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/BY-NC-ND/4.0/).
T
available, addressing the need for larger surface area per projected
area.
2 The pressure drop of the fluid passing through the electrode must be
low, in order to minimize the parasitic loss arising from pumping
power.
3 The saturation of the electrode by the electrolyte must be maximized
such that the largest possible electrochemically active area is
maintained providing the largest area for the reaction to occur and
maintaining low reaction rates.
4 The effective rate of diffusion of electroactive ions (Vanadium ions
in this case) should be maximized in order to ensure the reactants
reach the electroactive sites rapidly and the products are removed
efficiently.
Significant work has been done in developing and modifying carbon
felt electrodes to improve the performance of VRFBs [9–12]. Several
authors have investigated the possibility of using electrospun carbon
nanofibers as electrode materials for VRFBs [13–17]. However, more
needs to be done in characterizing the different transport mechanisms
in these electrodes for better comparison of the electrodes. Kim and
Park [18] experimentally measured the effect of temperature on
transport parameters such as activation overpotential and ohmic
overpotential, demonstrating that performance of the VRFBs improves
with temperature up to a temperature of 318 K (44.85 °C). Zhang et al.
[19] also demonstrated an improvement in performance and voltage
efficiency up to a temperature of 55 °C, although a decrease in columbic
efficiency was observed with increasing temperature over the same
range. Wang et al. [20] investigated the impact of compression on the
transport parameters, and showed a decrease of permeability with an
increase in compression of the felt. The compression also increased the
intrusion of the felt into the flow channels, resulting in an increased
pressure drop. This effect of compression on intrusion and pressure
drop has also been shown in earlier investigations for PEM fuel cells
[21]. Kok et al. [22,23] used X-ray computed tomography to investigate
structural parameters of electrodes for VRFBs. They demonstrated that
their electrospun carbon nanofiber electrodes manufactured in-house
had fairly uniform fiber diameters of about 2 μm diameters, while local
porosity showed significant heterogeneity in the through-plane direc-
tion varying between 84% and 96%.
Schweiss et al. [24] used in situ electrochemical measurements to
identify the factors which impact the performance of the flow battery
cell the most. They demonstrated that surface oxygen groups on the
carbon fibers are beneficial to the negative electrode (V2+/V3+), but
has no significant impact on the positive electrode (V4+/V5+). On the
positive electrode, the electronic conductivity of the felts was shown to
be the most important criterion. Eifert et al. [25] also demonstrated
that the high hydrogen gas evolution at the positive electrode could
result in multi-phase flow.
The electrolyte flow in VRFBs can be classified into flow-through
type and flow-by type based on the bipolar plates used in the VRFB cell
[26–28]. Conventionally, most investigations have focussed on the
flow-by type of flow fields for their similarity with fuel cells as well as
small pressure drops [28–30]. One of the main drawbacks of flow-
through type flow fields involve high pressure drops due to the high
resistance of flow through a porous media compared to that through a
channel. However, Houser et al. [26] demonstrated that the parasitic
power loss due to the increase in pressure drop can be countered by
optimizing operating conditions and flow rates. The higher electro-
chemical surface area available for the reaction when operating as a
flow-through electrode, allows for higher current densities to be
achieved even with lower flow rates. The benefits of a flow-through
design is observed most clearly at the low flow rates where they result
in higher performance, while the flow-by design shows a higher per-
formance at higher flow rates [28]. In order to improve these predic-
tions of pressure drop and parasitic losses, it is important to understand
the transport properties of different materials.
Pore network modeling is a powerful modeling approach that sim-
plifies the computation of flow properties through a porous medium by
treating the pore space as a network of pores connected by throats.
Although the technique was first developed for low porosity materials
[31,32], the modeling technique has been shown to work well for high
porosity materials [33,34]. They have been successfully used to model
the transport of reactant gases and product water through the gas dif-
fusion layers of PEM fuel cells [35–39], which are also carbon fiber
based porous medium with a porosity greater than 80%. Several au-
thors have used the modeling approach of pore network modeling to
predict the saturation, permeability and other transport properties
through high porosity materials [34–36,40–42].
In this work, three commercially available carbon felt electrodes
from SGL® Carbon and one carbon felt electrode from TOYOBO® have
been investigated for their different transport properties. These have
been used to demonstrate the utility of our modeling approach in
identifying the transport properties and in comparing materials for their
transport properties. These four materials have been compared for both
diffusive transport as well as pressure driven transport.
2. Methodology
This section describes the samples investigated and their basic
properties, as well as the characterization techniques used in this work.
Pore network modeling is used to investigate the transport properties of
the carbon felt electrodes.
2.1. Description of samples
Three samples of carbon felt electrodes from SIGRACELL battery
electrodes (a division of SGL Carbon, Meitingen, Germany), and one
sample of carbon felt electrode from TOYOBO (Osaka, Japan) were
investigated in this study. Details of the carbon felt electrodes are
provided in Table 1, which are obtained from the manufacturer’s spe-
cification sheets.
SGL KFD 2.5 is the thinnest of the three SGL samples with a thick-
ness of 2.5mm. The thickness of the samples increases progressively to
4.6 mm for GFD 4.6 and 6mm for GFA 6. The samples have their
thickness included in their code name, making it easier to recall. The
XF-30 A electrode from TOYOBO has a thickness of 4.3 mm, which
makes it best comparable to GFD 4.6 in terms of thickness. Each of the
samples was investigated in their pristine form, and after activation.
Activation involved baking the sample at a temperature of 400 °C for a
25-hour period in ambient air. The activation has been recommended in
the literature [11,43] and has been shown to improve the performance
of the electrode during operation of the VRFBs. The impact of activation
on the samples will be discussed in the results.
2.2. Contact angle measurement
The surface wettability of the carbon electrodes was measured
through the analysis of contact angles. The static contact angle was
measured for each of the samples using a goniometer (KRUSS GmbH,
Germany) coupled with a DSA 10 Mk2 (KRUSS GmbH, Germany) drop
Table 1
Summary of properties for the samples studied in this investigation (in non-
activated state).
Properties KFD 2.5 GFD 4.6 GFA 6 XF-30A
Thicknessa (mm) 2.5 4.6 6 4.3
Areal Weighta (g/m2) 250 465 500 330
Open Porositya (%) >90 94 95 –
Contact Angleb (Pristine) 138°± 6° 143°± 4° 137°± 5° 135°± 5°
a from manufacturer specifications.
b measured.
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shape analysis system. The drop shape and the contact angle were ex-
tracted using the sessile drop model. The contact angle for each of the
pristine samples is shown in Table 1.
The measurements were repeated after the samples were activated
as described above. The materials became hydrophilic after activation
and the droplet was wicked into the porous structure as soon as it in-
teracted with the internal pores. As the water droplet was wicked in, no
contact angle could be measured, and a hydrophilic contact angle of 40°
is assumed for all the activated samples. This is in agreement with
Gopalan and Kandlikar [44], who demonstrated that the surface
roughness of porous materials makes it difficult to measure the contact
angle on their surface.
2.3. X-Ray CT
The carbon electrodes were investigated by imaging their structure
using X-ray computed tomography (X-ray CT) conducted with a
Skyscan 1172 desktop device (Bruker Corp., MA, USA). A series of
radiographs were captured at an energy level of 36 kV, with a source
current of 222 μA. The images were captured after rotating the sample
sequentially by 0.2° at each step, and the spatial resolution obtained
was 2.07 μm/pixel. These images were then reconstructed into a grey-
scale three-dimensional image using NRECON® software (Bruker
Corp.). The imaging and the analysis have been used in a manner
consistent with the literature [40,45,46].
The output from the reconstruction software was a greyscale three-
dimensional image. A threshold is applied to this to identify the solid
regions of the porous material and thereby isolate the pore space. The
threshold is applied in the image manipulation software FIJI (ImageJ)
[47]. Additionally, a median filter is used to remove any remaining
noise after the threshold process. The final result is a binary image
where 0 s are used to represent the pore space and 1 s are used to re-
present the solid space.
2.4. Pore space extraction
The binary image obtained from the segmentation of the X-ray CT
image was then used to obtain the pore space information. This image
marks all the solid regions as 1 s while all the pore regions are marked
as 0 s. An algorithm developed by Gostick et al. [48] was utilized to
extract the pore space of the carbon felt electrode in the form of pores
and throats, to be modeled using the pore networking modeling ap-
proach. The pore space is extracted using a watershed segmentation
which isolates the void space based on the distance from the nearest
solid (fiber) region. The algorithm is implemented using a Python code.
Fig. 1 demonstrates the definitions of pore and throat regions as has
been defined for the pore network modeling approach used here
[35,49–52]. The pore network modeling performed in this work is done
using the open source pore network modeling framework, OpenPNM
[49,50]. The basis of pore network modeling has been well described by
Hinebaugh et al. [33].
OpenPNM has previously been used to investigate high porosity
porous media such as gas diffusion layer for PEM fuel cells [35–39].
Gostick et al. [34,37,49] validated the model for such porous materials.
The development of the OpenPNM framework has been done to en-
courage other researchers to use it as a tool to investigate a variety of
materials [49,50]. In this work, OpenPNM has been utilized as it has
been successfully used with similar materials and the model is well
validated.
Fig. 2 presents the illustration of the materials investigated in this
study at the different stages of their processing. Illustrations are pro-
vided for the material KFD 2.5 for representation. The other materials
have been processed in the same manner. Fig. 2(a) shows the structure
of the felt electrode as obtained from the X-ray CT after it has been
segmented into the solid and void regions. Fig. 2(b) shows only the pore
network that is used for the simulation.
2.5. Permeability
The permeability of the porous media is calculated by applying a
pressure boundary condition on the two opposite faces of the network
and calculating the flux of fluid flowing through the network of pores
and throats. A pressure difference of 101,325 Pa (1 atm) is applied
across the opposite faces of the pore network. This is then used to






where Q is the flow rate of fluid passing through the porous media, μ is
the viscosity of the fluid, L is the distance the fluid travels through the
porous medium (thickness of sample in this case), A is the area of cross-
section, and ΔP is the pressure difference driving the fluid flow.
As seen from Eq. (3), the permeability of the porous media is im-
pacted by the pore space (porosity and tortuosity), and the surface in-
teraction between the electrode and the electrolyte. Permeability is a
property of the porous medium in response to pressure driven flow, and
therefore the viscosity of the fluid also has an impact.
2.6. Diffusivity
The diffusivity of the porous medium is calculated using the Fickian
diffusion model. This is applicable as the pores in this material have a
diameter larger than 1 μm, and Knudsen diffusion does not have a
significant contribution to the overall transport process [56,57]. Ad-
ditionally, as the electrode is flooded with electrolyte during operation,
the mean free path for molecules is very small, leading to insignificant
contribution of Knudsen diffusion.
In calculating the Fickian diffusion across the porous medium, a
concentration boundary condition is set at the two opposite faces of the
material and a linear transport assumption is used to calculate the
diffusive flux. The effective diffusion coefficient is calculated using




A C C( )in out (4)
where D is the diffusion coefficient, L is the path length (thickness of
material), N is the flux of diffusive component, A is the cross-sectional
Fig. 1. Representation of pore and throat configuration for calculation of pore
scale properties in the pore space.
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area, and Cin and Cout are the concentrations of the inlet and outlet
faces, respectively. This model of calculating effective diffusion coeffi-
cient has been used in the literature [58] and utilizes the inbuilt
functionality of OpenPNM [50].
From Eq. (4), it is observed that the flow is concentration driven and
is dependent only on the physical pore space. The diffusion mechanism
is not impacted by the fluid properties (such as viscosity) and the ma-
terial surface properties.
In the presence of the electrolyte, the diffusion coefficient is mod-
ified such that saturated pores contribute to the diffusion in accordance
with the effective diffusion coefficient of the saturating fluid, while
unsaturated pores are assigned the effective diffusion coefficient of the
ambient fluid. This is utilized to investigate the changes in diffusivity of
active V2+/ V3+/ V4+/ V5+ ions in the electrolyte with changes in
electrolyte saturation. This diffusivity in the presence of two-phase in-
teraction, is presented as the relative diffusivity. The relative diffusivity







Pressure drop has been shown to be a key concern in the flow-
through type electrode design. In order to better characterize the
pressure drop, the imbibition curve is calculated which demonstrates
the pressures required to invade the porous medium to different levels
of saturation. A fully saturated porous media results in the highest ac-
tive surface area available for the reaction to take place. The pressure is
increased until a fully saturated porous media is obtained. The rate of
change of saturation with respect to the capillary pressure applied to
invade the pore space gives us an insight into the ease of transport in
the pore space. The imbibition plot also provides information about the
pores that may never get filled in a real application due to a large ca-
pillary pressure jump.
2.8. Invasion percolation
To track the invasion of the electrolyte into the porous layers, an
invasion percolation algorithm was utilized. The invasion percolation
algorithm used was presented in detail by Fazeli et al. [44] and has
been built into the OpenPNM framework [50]. The process of invasion
percolation follows the definition outlined by Wilkinson and Willemsen
[50]. The invasion process neglects viscous forces and calculates
transport by capillary forces. In simulating the invasion percolation
through this porous medium, one face of the porous medium was
completely saturated with the electrolyte and the transport was tracked
as the electrolyte percolates through the porous domain to reach the
opposite face of the medium. When the first pore of the opposite face
was invaded by the electrolyte, this point was referred to as the
breakthrough point, and the saturation of the porous medium at the
time of breakthrough, and the pressure required to reach breakthrough
were both calculated. The point of breakthrough represents a state in
which the electrolyte has a continuous path through the electrode and a
flow path can be maintained. It is the lowest pressure for the electrode
to be utilized with the particular electrolyte.
3. Results & discussion
In this section, the results of the evaluation of the pore structure,
contact angle, and the transport properties are presented. Comparisons
are drawn between the four samples studied in this investigation as well
as the impact of activation of the samples on their transport properties.
The impact of the transport property on the VRFB performance is also
highlighted to provide context to the findings.
3.1. Pore size distribution
Fig. 3 shows the distribution of the pore diameters of the four
samples investigated. They all display a similar distribution of pore
diameter distributions. The pore diameters obtained from the pore
network extraction have been binned into groups of 5 μm widths and
the frequency of their occurrence tallied. It is observed that no pores
were found to be smaller than 10 μm for all the samples. The modal
Fig. 2. Pore network extraction of a sample GFA 6. (a) Three-dimensional image of X-ray CT of sample. (b) Spherical representation of the pore network as obtained
for the sample.
Fig. 3. Distribution of pore diameters of the four materials evaluated in this
study.
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pore size for these carbon felt electrodes can be observed to be between
30–40 μm for the three SGL samples, while XF-30 A demonstrated
slightly higher pore sizes with the modal value observed between
35–50 μm. Beyond the modal value, the number of pores decreases with
an increase in pore size with a negligible number of pores being larger
than 150 μm. This trend holds true for all the carbon electrodes being
investigated in this study. However, the number of pores for each of the
electrodes varies significantly, with KFD 2.5 having approximately
36,000 pores, GFD 4.6 having 62,000 pores, GFA 6 having 76,000
pores, and XF-30 A having 64,000 pores, for the same cross-sectional
area of investigation. This is attributed to the different thickness of each
of these samples, as reported in Table 1, which provides details about
each of the electrode materials. GFA 6 is the thickest sample and
therefore has the most volume for the given area of investigation, re-
sulting in the largest number of pores, while KFD 2.5 is the thinnest
sample, resulting in the least volume for the given area, and the
smallest number of pores.
From the distributions of pore diameters, it was observed that the
three carbon felt electrodes from SGL have a similar internal structure,
although their thicknesses are different. For a direct comparison of pore
structure, GFD 4.6 and XF-30 A can be compared as they have similar
thickness and the number of pores obtained (< 5% difference). From
the distribution of pore diameters, it can be observed that the XF-30 A
electrode has more pores larger than 50 μm, while GFD 4.6 has a
greater number of pores below 50 μm. The impact of these differences
in pores sizes will be explored in the future sections on transport
properties. Larger pore sizes are usually indicative of lower resistance to
fluid flow. Therefore, the pore size distribution is of interest to both
single-phase and two-phase flow.
3.2. Transport properties
Mass transport occurs in the flow battery electrodes via both per-
meability as well as by diffusion, as discussed earlier. Table 2 shows the
values of permeability and diffusivity for each of the samples along the
thickness of the electrode. It can be observed that permeability along
the direction of thickness decreases with an increase in the thickness of
the sample. It is important to note that XF-30 A has a 70% higher
permeability compared to GFD 4.6, while both have similar thicknesses.
This difference in permeability is driven by the larger pores in XF-30 A,
as observed in Fig. 3. The importance of the higher permeability derives
from the lower pressure drop expected from the highly permeable
material, thus leading to lower parasitic losses. Therefore, even under
single-phase flow, the lower permeability is a desirable feature for flow-
through type flow batteries, so that the parasitic pumping losses are
minimized.
Single-phase diffusivity was calculated through the porous network
using the Fickian Diffusion model, as described in Section 2.6. The
single-phase diffusion coefficient is calculated for both air as well as for
water, which is representative of the electrolyte phase. The single-phase
diffusion coefficient is also calculated for comparison with other dif-
fusion media (carbon paper) from the same manufacturer. The com-
parison is shown in Fig. 4, and it can be observed that the single-phase
diffusion coefficient is in the same range as that for the carbon paper
materials of much lower thickness. However, it was also observed that
the diffusion coefficient decreases very slightly with an increase in
thickness, as was expected as the diffusion has to happen through a
longer path of diffusive medium. For XF-30 A, the single-phase diffusion
coefficient was found to be slightly higher than GFD 4.6. This is ex-
pected to lead to an improvement in mass transport overpotentials and
therefore an improvement in overall performance. A higher single-
phase diffusion coefficient is desirable in order to maintain a uniform
concentration distribution at high utilization rates, as well as providing
a high rate of removal for the product ions. In both flow-through and
flow-by type configurations for flow batteries, a higher single-phase
diffusion coefficient is desirable.
3.3. Electrolyte invasion into electrode
Fig. 5 shows the imbibition curves for the four materials in the non-
activated state (contact angle of 140°). After activation, the materials
become hydrophilic and therefore water can invade into the pores with
greater ease. It was observed from the figures that the saturation un-
dergoes a logarithmic increase with an increase in pressure. The sa-
turation increases rapidly from a saturation of close to zero to a sa-
turation of 0.1 for a small increase in pressure. For the saturation to
increase beyond 0.9, the pressure increase is much more significant.
Table 3 shows the pressure required to achieve set values of saturation.
From the table, it is observed that the pressure increases are linear
Table 2
Permeability and single-phase effective diffusion coefficient values calculated
for the four materials.
Material Single Phase Diffusion Coefficient (m2/s) Permeability (Darcy)
Air Water
KFD 2.5 9.02E-06 4.36E-10 15.58
GFD 4.6 8.23E-06 3.98E-10 10.69
GFA 6 7.47E-06 3.62E-10 7.32
XF – 30A 8.74E-06 4.23E-10 17.49
Fig. 4. Comparing single phase diffusion coefficient of SGL materials. Values
calculated with OpenPNM are in the same range as experimentally measured by
LaManna and Kandlikar [59].
Fig. 5. Imbibition curves for the four materials. Contact angle of 140° con-
sidered, assuming non-activated samples.
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between the saturation range of 0.1 to 0.9. Above a saturation of 0.95, it
is increasingly difficult for the fluid to access the final pores, as these
are the smallest pores with the highest entry capillary pressures. There
is an increase of 43.87 kPa of pressure for a saturation increase from
0.95 to 1.0 in the case of KFD 2.5, while for GFD 4.6 the pressure in-
crease is 43.86 kPa, for GFA 6 the pressure increase is 42.58 kPa, and
for XF-30 A the pressure increases by 46.62 kPa. This jump in pressure
for the final 5% saturation indicates that the small pores require the
extra pressure to be filled in, and it might be beneficial to operate the
VRFBs with a saturation of 90 to 95%, thus taking advantage of the
lower pressure gradient. This could result in lower parasitic losses and
therefore overall higher efficiency. While the three SGL electrodes share
the same porous structure, XF-30 A has larger pores. This manifests it-
self in the electrolyte invasion behavior and was observed as XF-30 A
consistently reached higher saturation for the same capillary pressure,
as larger pores fill first.
Understanding the invasion pressure is important in the case of flow
batteries, even though the batteries are operated in single-phase con-
ditions as the pressure used to saturate the electrode at start-up can
have a direct impact on the saturation. This allows us to predict the
pressure required to achieve high levels of saturation. A partially sa-
turated electrode at startup will remain partially saturated throughout
the operation, and therefore reduce the surface area available for
electrode – electrolyte interactions. Thus, the saturation is an important
criterion to be achieved if the maximum electrode surface is to be
utilized even in single-phase flow condition.
Fig. 6 shows the imbibition curve for the same materials in the
activated state. A contact angle of 40° is assumed for these materials in
the activated state, as discussed in Section 2.2. In Fig. 6, the y-axis
shows the saturation and the x-axis shows the pressure required for the
electrolyte to be invaded into the electrode. It was observed that the
capillary pressure is negative for the hydrophilic material, as the
material is a wicking material and the electrolyte is wicked into the
electrode, creating a negative pressure. This is consistent with results
reported in the literature with hydrophilic samples [60]. In contrast to
the results for the non-activated state shown in Fig. 6, it can be ob-
served from Fig. 7 that the saturation increase occurs in a step-wise
manner. The step-wise growth in saturation indicates that different sets
of pores become available to the electrolyte at increasing pressure and
once the set of pores become available, they are immediately filled,
resulting in a sudden jump in the saturation. These individual sets of
pores are separated by their entry pressures.
Table 3 shows the values of properties identified as part of the in-
vasion process of the electrolyte into the electrode. The breakthrough
pressure represents the pressure required to get the first connected
pathway from one side of the electrode to the other. This would allow
the fluid to flow through continuously through the electrode. The
breakthrough saturation is the saturation of the electrode at the time of
the breakthrough. It is apparent from the data that the saturation re-
mains quite low at the time of the breakthrough and therefore cannot
be used as the saturated condition of the electrode. Also shown in
Table 3 is the capillary pressure required to get the saturation to certain
important levels.
3.4. Invasion patterns
Fig. 7 shows the invasion pattern of the electrolyte as it invades into
the electrode material. Fig. 7(a) and (b) show the invasion patterns for
the sample of KFD 2.5 in the non-activated and activated states, at the
time of breakthrough. As seen in Table 3, the saturation of the electrode
in the non-activated state is much lower than when the electrode is
activated. This is also evident from the invasion patterns. The gradient
of color shows the order in which the pores are invaded. No clear trend
was observed in the order of pore invasion for this electrode.
Fig. 7(c) and (d) illustrate the invasion patterns for GFD 4.6 in the
non-activated and activated states, respectively. From Table 3, it is
observed that the saturation of the non-activated electrode is higher
than the saturation of the activated electrode. This is not in agreement
with the trends observed in the KFD 2.5 electrode. However, if the order
in which the pores are filled is observed, it can be seen that in the
hydrophilic case, the pores are primarily filled in a single direction
(from left to right), whereas the pores are filled in a less directional
manner in the hydrophobic (non-activated) case. Fig. 7(e) and (f) show
the invasion patterns for GFA 6 electrode in the non-activated and ac-
tivated states respectively. The same trends as GFD 4.6 electrodes are
observed. The saturation of the non-activated GFA 6 electrode is higher
at breakthrough compared to the activated electrode. Additionally, the
directional nature of invasion as seen in GFD 4.6 is also observed in
GFA 6.
Fig. 7(g) and (h) present the invasion patterns for XF-30 A in the
non-activated and activated states, respectively. From Table 3, it was
known that the breakthrough saturation was lower in the non-activated
state. This is reinforced in the invasion patterns. Additionally, there is
again a directional component to the order in which pores were filled,
similar to the observations for GFD 4.6 and GFA 6. This indicates that
Table 3
Breakthrough saturation and capillary pressure at important stages of electrolyte invasion.
KFD 2.5 GFD 4.6 GFA 6 XF 30A
Non Activated Activated Non Activated Activated Non Activated Activated Non Activated Activated
Breakthrough Saturation 0.157 0.276 0.220 0.174 0.311 0.236 0.095 0.105
Capillary Pressure (kPa) At Breakthrough 4.86 −26.99 5.86 −27.00 5.77 −31.43 4.22 −27.06
At 50% saturation 6.79 −24.13 7.28 −24.06 8.35 −26.86 5.67 −24.02
At 80% saturation 9.36 −17.93 9.96 −17.95 10.75 −22.15 7.53 −17.78
At 90% saturation 11.69 −14.80 11.73 −15.44 12.96 −17.96 8.86 −13.40
At 100% saturation 56.93 −1.24 56.91 −1.62 56.91 −1.95 57.21 −0.88
Fig. 6. Drainage curves for the four materials. Contact angle of 40° considered,
assuming activated samples.
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the directional component of invasion occurs only with thicker samples.
The difference in the saturation and invasion trends observed between
KFD 2.5 and the three other electrodes (GFD 4.6, GFA 6, and XF-30 A)
can be estimated to be due to the smaller thickness of the KFD 2.5
electrode which results in fewer pores required to be filled before the
breakthrough state is reached.
3.5. Relative diffusivity
Fig. 8 shows the relative diffusivity of the electrolyte with changes
in saturation of electrolyte in the porous electrode. The relative diffu-
sivity increases with an increase in saturation of the electrolyte, al-
though no significant diffusivity is observed below a saturation of 0.3.
At the low saturation levels, the electrolyte does not have a continuous
path across the whole of the electrode, resulting in the negligible levels
of relative diffusivity. All the SGL samples of felt electrodes in both the
activated and non-activated states showed the same trend for relative
diffusivity. This demonstrates that the relative diffusivity is dependent
on the internal pore structure of the electrode, as the internal structure
is the same for all three of these electrodes, as shown in Section 3.1. The
relative diffusivity of the electrolyte is independent of the thickness of
the electrodes or its activation state. The relative diffusivity of the
electrolyte demonstrates an exponential increase reaching a value of
unity, i.e. equal to the single-phase diffusivity, which is expected as
single-phase diffusion state is reached when the electrode is fully sa-
turated with the electrolyte. The flow battery is unable to function at
saturations below 0.3 where the active charge-carrying ions can neither
maintain a continuous diffusive path to the reaction sites and the pro-
duct ions cannot be effectively removed. This result demonstrates that a
lower threshold exists for the saturation of the electrode, below which
the VRFB is unable to maintain continuous operation.
From the figure, it is also evident that XF-30 A has a small difference
Fig. 7. Invasion patterns observed for the electrolyte invasion into the electrodes for the four materials under both non-activated and activated states: (a) KFD 2.5
Non Activated (b) KFD 2.5 Activated (c) GFD 4.6 Non Activated (d) GFD 4.6 Activated (e) GFA 6 Non Activated (f) GFA 6 Activated (g) XF-30 A Non Activated (h) XF-
30 A Activated.
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in the relative diffusivity resulting from the small difference in pore
structure observed in Section 3.1. In the saturation range of 0.4 to 0.9,
XF-30 A shows a slightly lower relative diffusivity compared to the SGL
felt electrodes which have identical pore size distributions. From Sec-
tion 3.1 we know that XF-30 A has more of the larger pores. As the
pores are filled, if the larger pores are filled, they occupy a larger vo-
lume and therefore the saturation increases, although that might not
result in more connected pathways. The distribution of these connected
pathways provides a good measure fo the relative diffusivity of the
electrolyte through the electrode.
4. Conclusions
In this work, three commercially available carbon felt electrode
materials from SGL Carbon, and one carbon felt electrode from
TOYOBO Carbon have been investigated for their different transport
properties. As part of this work, the single-phase diffusion coefficient,
single-phase permeability, relative diffusivity, and the imbibition trends
are obtained for each of the three materials. From these investigations,
the following conclusions can be drawn:
• All of the studied materials have similar internal pore structures,
although the thickness of the samples is different for the three SGL
materials, and the electrode from TOYOBO has larger pores.
• The single-phase permeability and the diffusion coefficient de-
creases with the increase in thickness of the sample.
• The three materials have similar imbibition curves representing the
pressure required for the invasion of the electrode by the electrolyte.
The entry pressure into the sample increases at the lowest saturation
levels, with an increase in thickness. Changing the wettability has a
strong impact on the imbibition curve.
• Relative diffusivity is not impacted by the thickness of the samples
or the activation state, but rather is a function of the internal pore
structure of the materials.
• Electrode saturation lower than 30% is unable to sustain continuous
operation of a VRFB due to the low relative diffusivity which hinders
the supply and removal of active charge-carrying ions to and from
the reaction sites.
This work also highlights a set of pre-existing tools which can be
utilized to understand the transport properties of VRFB electrodes.
These tools can be used to compare materials of different pore structure
and gain a better understanding of the requirements for an improved
Vanadium redox flow battery.
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