Kitting is the process that gathers all of the components necessary to assemble a batch of circuit boards on production machines. An objective in kitting storage design is to minimize the travel involved in collecting the components in the storage area so as to decrease labor costs. From outward appearances, the kitting process is similar to order picking in a warehouse. Closer observation, however, reveals that its unique characteristics favor a cluster-based allocation over the storage strategies usually adopted in warehouses. We present a clustering and cluster assignment method. In the clustering method we develop a new objective function and incorporate it into a genetic algorithm. In the cluster assignment method we first develop a new index for cluster assignment priorities. We then prove optimum assignments of clusters under restrictive conditions and extend the result to realistic storage configurations using filling curves. We analyze the properties affecting the quality of filling curves and develop a class of filling curves with good performance characteristics. Finally, we perform numerical analyses to show that the cluster and filling-curve-based assignment in the kitting area can reduce travel distances.
Introduction
The components used in circuit board assembly are generally stored in an area that is similar to a small warehouse. When the order to produce a batch of boards is released, the components required to assemble the boards need to be gathered from their storage locations and delivered to the production line. This process is called kitting, and the area where it is performed is called the kitting area. Hundreds of different board types tend to be assembled at individual assembly plants. Each individual board design may contain hundreds of different components. Therefore, a plant usually needs to store thousands of different components, often in reels. Going to various locations to pick these components involves a considerable amount of travel and incurs labor cost. If the batch size is small, the kitting time can be longer than the time spent on the production machines and can be a bottleneck to efficient operation of the expensive assembly line.
1. In kitting, the pick sheet is the Bill of Materials (BOM) as opposed to customer orders in a warehouse. BOMs are based on the product designs, which are relatively stable compared to customer orders.
2. BOMs contain components for certain functional blocks. Therefore, the correlations among BOMs are higher and deterministic compared to customer orders in a warehouse. 3. BOMs usually contain tens to hundreds of line items in the form of a Stock Keeping Unit (SKU). However, the number of line items of customer orders in warehouses varies from a few to many. 4. The cost of many electronic components is high but the size of a component is small. As a result, a reel can hold all the components of one SKU available in a plant. It is not desirable to keep them in both fast pick and reserve locations. 5. A picker can carry many reels in one trip in the kitting area. However, the sizes of items vary a lot in warehouses, and a picker often can pick only one case per trip.
To reduce travel distances, warehouses adopt fast pick, batch picking and zone picking with a common pick area strategies. The use of a fast pick approach requires storage in both the pick and reserve areas, which is often not desirable in kitting because of feature 4 above. In addition, it is not likely that all SKUs in a BOM will be in the fast pick area. A large amount of travel for a few SKUs in the scattered reserve area would negate any savings created by the fast pick approach. Batch picking consists in picking a batch of orders in a single trip. It is often beneficial when the pick list is short. Nonetheless, feature 3 indicates that BOMs often contain a long list of SKUs. Zone picking uses staffed picking zones to share the task of order picking. It reduces the travel distances for pickers in zones and achieves a shorter pick cycle. However, if the volume is low, the utilization of dedicated pickers in the zones can be low. If the volume is high, our proposed clustering approach would further speed up picking in the zones. The use of a common pick area will not significantly reduce the travel distance if natural clusters exist because a picker has to visit the clusters for other SKUs.
These characteristics in the kitting area suggest that a good strategy to reduce the travel distance is to place the SKUs of a BOM into a single or just a few clusters. A picker can travel to the cluster(s) and pick multiple components with little travel inside a cluster. Ideally, we would like to find SKU-BOM clusters such that each cluster of SKUs contains exactly all the components required by one type of circuit boards. Further travel reduction is possible by allocating clusters to more convenient locations based on the pick frequency and space requirements.
Based on the aforementioned rationale, we develop a cluster and cluster allocation method for SLAPs. This paper addresses the theoretical aspects of the method and presents a preliminary numerical study. It is structured as follows. We develop a new objective function able to cluster BOMs and SKUs that is incorporated into an existing genetic algorithm. For cluster allocation, we first develop a new Cubeper-Order Index (COI) for the prioritization of clusters. We first find the optimum allocation in a one-dimensional space. Then we apply the concept of filling curves to expand the results to two-dimensional space to find the optimum solution under certain conditions. We discuss the characteristics of filling curves and their importance to our application and present some effective filling curves. We then study the effect of correlations between the clusters and develop the adjusted COI and objective function. Finally, we perform numerical analyses to show that the cluster and fillingcurve-based storage in the kitting area can reduce travel distances.
We will present the literature related to clustering and optimum location assignment problems in the corresponding sections.
Cluster analysis

BOM/SKU incident matrix
Cluster analysis consists in findings clusters in the BOM/SKU incidence matrix F, defined as follows. Let: j ∈{1, . . . , J} be the index for SKU j , i.e., a component type in the board assembly; i ∈{1, . . . , I} be the index for BOM i , i.e., the list of components of a board design i; F be a BOM/SKU incidence matrix where
Assume that after the clustering process, N clusters are generated along the diagonal of the matrix F, labeled as h 1 , h 2 , . . . , h N . We use S h n and B h n to represent the corresponding sets of SKUs and BOMs of cluster h n . Define a set of cluster matrices H = {H 1 , H 2 , . . . H n , . . . , H n } where H n is the nth diagonal block in the BOM/SKU matrix F. We will use H n (i,j) to represent the corresponding elements in H n . H n (i,j) = 1 if the corresponding BOM i contains SKU j. H n is a matrix of size(B h n )× size(S h n ). We define the correlation matrix between cluster matrices H m and H n by Corr m,n :
where i ∈ B h m , j ∈ S h n . We will use Corr m,n (i, j) to represent elements in Corr m,n . Corr m,n (i, j) = 1 if the BOM i belongs to cluster h m , SKU j belongs to cluster h n , and BOM i contains SKU j. These definitions are shown in Equation (1).
In general, Corr m,n = Corr n,m Analysis of clustering behavior has been reproted in the literature using various methods. Rather than focusing on the clustering process itself, we focus on producing an objective function that is suitable for kitting.
Clustering objective: Weighted grouping efficiency
The ideal clustering result is an incidence matrix in which all entries are in the diagonal blocks with no gaps being present in these blocks. However, the ideal result may not exist, or it may be intractable, meaning that a solution can not be found in a reasonable amount of time for practical problems. When there are entries outside the diagonal blocks, the picker has to travel outside of the clusters. When there are gaps within the diagonal blocks, the picker has to travel more within the clusters. A good objective should penalize both entries outside of the cluster and gaps inside the cluster with an appropriate weight. One may surmise that entries outside of a cluster can lead to more travel than gaps inside the cluster. Chandrasekharan and Rajapopalan (1986) introduced the grouping efficiency η. It is the weighted sum of the fraction of entries in the clusters and the number of voids outside the clusters. Kumar and Chandrasekharan (1990) found that the entries and voids are not balanced when the number of blocks becomes large. They suggested a grouping efficacy that represents an improvement. However, it does not consider the build frequency of a BOM or provide a weight to trade-off between undesirable entries and voids. Adding the build frequency, weight for entries outside of the diagonal and gaps in the cluster, and normalizing the measure, we arrive at a new cluster objective function, the weighted grouping efficiency:
where e = A i × b i is the sum of frequency-weighted entries in the diagonal blocks; This objective incorporates build frequencies and a weight β, where 0 ≤ β ≤ 1. If one wants to weight the entries outside the clusters more, one can increase β and vice versa. Note that 0 < ≤ 1, and = 1 if and only if e v = e 0 = 0 (or perfect clustering).
Cluster formation
We adopt the genetic algorithm proposed by Joines et al. (1996) to form the clusters due to its ability to accommodate different objective functions. In our case, the objective function is the grouping efficiency . We define two sets of variables for chromosome representation:
We define individual to be a vector of I + J integers with values from one to N, where N represents an upper bound on the number of clusters to be formed:
We chose N before starting the execution. The larger the value of N, the larger the search space, but if the chosen N is too large, the algorithm will generate empty clusters, i.e., clusters that contain neither SKU nor BOM.
We randomly generate a set of individuals as the initial population. Each individual will correspond to a different BOM/SKU matrix, and we evaluate each individual's grouping efficiency . The individual with the highest grouping efficiency is assigned a higher probability of being a parent in all successive generations.
Mutation and crossover operations are used to search for a higher grouping efficiency from generation to generation. In mutation, only one individual is picked to be a parent. Starting from this individual, we randomly pick an SKU or BOM and move it to another cluster. This is equivalent to changing the position of the corresponding column or row in the BOM/SKU matrix. In the chromosome representation, this is equivalent to assigning a random element of the individual to another valid value. In the crossover operation we pick two individuals from the population to be parents. We name them parent 1 and parent 2. Then, a splice point will be chosen randomly. Both parents are cut at the splice point. The front portions of each parent are combined with the end portion of the other parent. To keep the candidate pool at a stable size, we replace some parents with their children after each generation if a higher grouping efficiency is discovered. We terminate the genetic algorithm when the maximum generation limit is met.
Allocation of perfect clusters
Results are available for optimum single-command cycle location assignments in the literature, but clustered storage does not fit into single-command cycles. We first assume that the created clusters are perfect-that is there are no gaps in the clusters and no correlations between clusters exist. In reality, the clusters are normally imperfect; we will discuss the effect of gaps and correlations in Section 5. We assume that a picking tour starts from an Input/Output (I/O) location, travels to the near end of the cluster, passes each location in the cluster, reaches the far end of the cluster, and returns to the I/O location. We assume the travels form a path with the shortest distance along the aisles. We first define a suitable COI for clusters and find an optimal location assignment in one-dimensional space. We then extend the result to two-dimensional space with various filling curves, find the optimum solution for this two-dimensional space under certain conditions and develop quantitative metrics to show the degree of deviation from optimum conditions.
Location assignment in one-dimensional space
Consider a simple one-dimensional rack that has one layer and an unlimited length. The I/O point is located at one of its ends. Starting from this end, the rack is divided into equal slots of unit length d, labeled l, shown in Fig. 1 . The travel distance from the I/O point to the lth slot equals l unit lengths.
The problem is to find the optimum sequence among the N! possible sequences that minimize the total travel distance. For single-item storage and a single-command cycle, an O(N log N) algorithm based on the concept of a COI was introduced by Heskett (1964) . The index for an item is defined as the ratio of its space requirement and order frequency. In his solution, SKUs are sorted by the COI in ascending order and allocated to storage locations in nondecreasing order of distance from the I/O point. Francis and White (1974) and Harmatuck (1976) later proved that this method is optimal for single-command cycles. However, when picking is not performed under a single-command cycle, as is the case for cluster storage, the optimality no longer holds. Frazelle (1990) and Lee (1992) applied the COI concept to clusters. They defined the COI for clusters as the ratio of the total space requirement of a cluster and the sum of the build frequencies of all SKUs in the cluster. This definition captures the visit frequencies to the individual locations in a cluster. However, in cluster-based storage, the travel affected by cluster assignment is between the I/O point and the clusters. The frequency of visiting a cluster is that of the BOMs supported by the cluster. This frequency is lower than the sum of frequencies of all individual SKUs in the cluster. Therefore, we define COI n for cluster n as the ratio of the total space requirement of a cluster and the sum of the build frequencies of the BOMs in the cluster:
where C j is the number of locations required to store SKU j. Later, we will prove that the optimum assignment of perfect clusters in the one-dimensional space is in increasing order of COI n values. This provides an efficient algorithm with complexityO(Nlog N).
Mapping two-dimensional spaces using filling curves
In reality, kitting areas are two-dimensional or threedimensional and have different shapes and sizes. Using the concept of a filling curve, we can map a general space into a one-dimensional rack. A filling curve is a continuous mapping from a one-dimensional space into a higherdimensional space. In our application, any curve going through each location of the kitting area is a potential filling curve. For example, a curve connecting non-decreasing Chebychev distance locations (applicable in automatic storage/automatic retrival systems with an I/O point at the lower-left corner) is a filling curve, as shown in Fig. 2 . Following the sequence along this filling curve, locations in a two-dimensional picking face can be mapped into a onedimensional rack. We will label the cells along the curve as l ∈{1, . . . , L}, where L is the last location on the curve. A special type of filling curve is the space-filling curve. Nulty (1993) noted that some space-filling curves have excellent clustering properties. Bartholdi and Goldsman (2001) showed that the use of space-filling curves can lead to the creation of a simple heuristic to solve the Traveling Salesman Problem (TSP). Another feature of a space-filling curve is the interchangeability of blocks along the curve. Bozer et al. (1994) and Meller and Bozer (1996) used this feature and the clustering property of space-filling curves to solve facility layout problems when interdepartmental material flow is of concern.
Location assignment along filling curves
Let = {1, . . . , ω,. . . } be a set of filling curves, ω(1), ω(2), . . . , ω(l). . . , ω(L) be the locations along the filling curve ω, d ω lk be the distance between location l and location k along the filling curve ω, and D l be the shortest distance from the I/O point to location l. The shortest distance can be Euclidean, rectilinear or another metric that is suitable for the problem. In warehouses with perpendicular aisles, a suitable metric is the rectilinear distance.
For convenience, let the space requirements for cluster n be r n = j∈S hn C j , and the cluster build frequency
If we store clusters h 1 , . . . , h n , . . . , h N sequentially along the filling curve ω, then the location of the first SKU for the nth cluster is after location R n = n−1 k=1 r k and the total travel distance is (4) where the first term in the parentheses is the distance from the I/O point to the first item in cluster n, the second term is the travel distance within cluster n along the curve, and the last term is the travel distance from the last SKU in cluster n back to the I/O point as shown in Fig. 3 .
For a one-dimensional rack with a pick face of one unit in width, one can verify that Equation (4) becomes:
In two dimensions, a lower bound of the shortest total travel distance can be obtained as follows. Sort locations in the kitting area in increasing order by their rectilinear distance to the I/O point, represented by D (1) , D (2) , . . . , D (L) . Sort the picking frequency of each cluster in decreasing order, represented by f (1) , f (2) , . . . , f (N) . The number of locations occupied by these clusters are r (1) , r (2) , . . . , r (N) . We can find a lower bound by using the lowest possible distances for all three terms in Equation (4):
where d is the distance between adjacent locations. Adjacent locations share a common edge, as in a one-dimensional rack.
Properties of filling curves and their metric
Racks in higher-dimensional spaces along the filling curves in realistic warehouses differ significantly from the simple one-dimensional rack. There are turns, aisles and obstacles. We now discuss three factors that provide quantitative measures of deviation from the one-dimensional rack.
3.4.1. Curve length factor μ In the simple one-dimensional rack, the distance between adjacent locations is a constant. However, the travel between adjacent locations along a filling curve at turns, across aisles, and around the end can be different. Let the shortest distance between any pair of locations (l, l + 1) be d min (l, l + 1). One desirable factor for a curve to stay close to optimality in two dimensions is to have minimum extra distances. We define the curve length factor as the ratio of the total length of a filling curve to the minimum length:
In practical situations, d min (l, l+ 1) is equal to or greater than the minimum distance in a one-dimensional rack, d. Then, μ ω ≥ 1, and μ ω = 1 if and only if all the distances between nearby locations along curve ω are equal to the minimum linear distance between adjacent locations. The value of μ ω depends not only on the filling curve but also on the physical configuration of the kitting area. Most kitting areas have multiple racks. When a picker goes from backto-back locations, that picker should go around the end (as in being at the end of library shelves). A picker may also need to travel across the aisle between two racks. The width of the aisle is normally greater than the distance between nearby locations within the same rack.
Gap variation factor σ
Unlike a one-dimensional rack, the distances between consecutive locations along the curve in a two-dimensional rack change at turns and at the end of aisles. If large gaps occur in the middle of a cluster, the total travel distance may increase. Large gaps can also be found with hallways or columns. The gap variation can be captured by the coefficient of variation for random variables:
where avg(d ω n,n+1 ) is the average distance between adjacent locations along the curve and avg ((d ω n,n+1 ) 2 ) is the average of the square of the distances. The expression inside the square root of the numerator is the evaluation using variance for random variables although the distances are deterministic with a given design. Here, σ ω ≥ 0, with σ ω = 0 if all distances between nearby locations along the filling curve are the same.
Distance proportionality property λ
In a simple one-dimensional rack, the distance from the I/O point to a location l is proportional to index l. The proportionality is required for optimality using COI-based allocation for multi-command cycles. However, in higherdimensional spaces, the minimum distance from the I/O point to a location l along a curve is most likely not proportional to the index on the filling curve.
Theorem 1. If μ ω = 1 and the shortest distance from the I/O point to each location is proportional to its index in the filling curve, the cluster with the lower COI should be stored closer to the I/O point along this filling curve in the optimal sequence.
Proof. A proof is given in Appendix A.
Since the one-dimensional rack is a special case of Theorem 1, the assignment of clusters in increasing order of COI for a one-dimensional rack is optimum. In many cases, however, a filling curve satisfying the conditions of Theorem 1 cannot be found. However, we can use the departure from proportionality condition to measure a curve. We define the distance proportionality factor as the average difference from the proportional distance:
where g is a constant. In one-dimensional racks, g = 1. In two-dimensional spaces, g is usually less than unity because the shortest distance between two points is a straight line and not a curve. If the distance to the I/O point along a curve is proportional to the index of the locations, the total distance from the I/O point to every location will be
which is equal to
Equation (9) shows that the value of g is a function of the shape of the area but not of the filling curves. We call g the geometric constant. One can verify that the proportional distance factor λ ω ≥ 0 with λ ω = 0 if and only if the distance from the I/O point to each location along the filling curve is proportional to its index in the filling curve.
These three factors, μ ω , σ ω and λ ω , affect the quality of using the COI method along filling curves. If a curve satisfies the conditions μ ω = 1, σ ω = 0 and λ ω = 0, an increasing COI will provide the optimal sequence of cluster assignments along the curve. Any violation of the above conditions will lead to less confidence in the optimality.
Multiple filling curves
One way to improve the filling curve quality with racks is by using multiple filling curves. For example, we can divide Moore's version of the Hilbert space-filling curve (Sagan, 1994 ) from corner to corner, shown in Fig. 4 . Before division, the three properties of the single curve are:
After division into two half curves (the two curves start and end at different locations), the properties are: μ w1 = μ w2 = 1, σ w1 = σ w2 = 0, λ w1 = 1.25, λ w2 = 1.82.
Whereas the length and gap factors remain constant, the average proportionality factors have been reduced by about 60% for both half curves. A special type of multiple filling curve is a set of parallel finite-length one-dimensional racks linked at one end as shown by the dashed lines shown in Fig. 5 . All three factors for this curve will be ideal. This multiple curve is especially suitable to pick along the aisles.
When a group of V infinite-length parallel onedimensional filling curves is used in a zoning process, the structure will be similar to V independent one-dimensional racks as in Fig. 6 . The different racks are independent of one another except that they are connected to the same I/O point with different offsets, which are modeled by the shaded areas. Assume that the clustering process generates N perfect clusters. The problem is how to assign and sequence the N uncorrelated clusters in the V onedimensional racks.
Theorem 2. If all clusters are of the same build frequency, the optimal zoning can be obtained in polynomial time.
Proof. See Appendix A. Proof. See Appendix A.
The condition in Theorem 3 is a practical one. The kitting area manager may want to assign zones of equal size to every cluster to simplify operations. If a zone can hold more SKUs than a cluster requires, some locations in the zone may remain empty. If other clusters are assigned beyond this zone, there is "waste" of closer spaces. However, the extra capacity can be helpful if BOMs change later. If the zones assigned to all clusters are equal, the COI is equivalent to the index of the build frequency.
In the above discussion, we did not consider a finite rack length. This constraint may not be binding if the available locations are more than those required by all the SKUs. If no clusters have to be split at the end of the aisle, the constraint is not binding. Even when the constraint is binding, only the less visited clusters with a higher COI are affected. Normally, aisles connect the ends of racks; therefore, splitting a cluster into adjacent racks at the end of an aisle may not cause excessive travel. In other words, the extra travel due to a finite rack length should not be excessive in practice.
Concept of a dual filling curve
Observe that in the simple one-dimensional rack, after visiting the last SKU at the end of a cluster, a picker will revisit all the SKUs in the same cluster on his or her return to the I/O point. This means that the picker will visit the same location twice in the one-dimensional rack structure. This travel distance can be reduced if SKUs in a cluster are arranged in a "U" shape. Consider a kitting area of two parallel one-dimensional racks. If COI-based allocation is applied, the zoning result is shown in Fig. 7 . The distance from the starting position of cluster n to the I/O point is
If the number of locations occupied by each cluster is uniformly distributed, the expected starting position of cluster n is 1 2 wherer n is the average number of locations occupied by each cluster. The expected total travel distance is
If the two racks are close to one another, we can store half of the SKUs in each cluster on one rack and the other half on the opposite rack. In this case, the picker can pick part of each BOM while traveling along one rack and finish the BOM on the way back, as shown in Fig. 8 .
The expected starting position and ending position of cluster n are (n − 1)r n /2, the expected total travel distance is 
We call two parallel curves with U-shaped cluster storage in two-dimensions a dual filling curve. The dual filling curve is a mapping from two-dimensional space into two parallel continuous curves. A pair of dual filling curves ω 1 and ω 2 in a 2p× 2q rectangular space can be generated from a filling curve ω in a p × q space. Each location in the p × q space can be mapped into a two-by-two square block in the 2p× 2q space. The mapping from the square-in-time filling curve shown in Fig. 2 yields the pair of dual filling curves shown in Fig. 9 . In the p × q space, the filling curve ω passes each location either in a straight line or with a 90
• turn (called the straight-and-turn configuration). In the 2p× 2q space, the dual filling curves ω 1 and ω 2 pass each 2 × 2 block as shown in Fig. 10(a) and Fig. 10(b) . In a straight path, both curves in the dual filling curve pass two locations. In turn, one curve passes three locations while the other curve only passes one. As a result, when we separate a cluster into two groups and assign each group along one curve respectively, the two groups may not occupy the exact same number of locations. However, if μ ω = 1, then μ ω1 = μ ω2 = 1. By adjusting the SKUs into two groups, the total travel distance within each cluster will not be more than (r n + 1) times the direct distance between adjacent locations. The distance between the ending location and the starting location will be less than twice that of the direct distance between the locations.
If the length or width of the kitting area is an odd number, one row or one column of the location cannot be covered by the dual filling curves. In that case, we can map the remaining locations using a single filling curve and store any remaining clusters along this curve. An example can be found in the numerical study.
The effect of correlation and procedures to handle its effects
In reality, perfect clusters may not be found. Correlations can affect both the COI-based cluster allocation and the performance of the resulting storage policies. We develop two methods to handle the correlations: adjustment of the COI definition and use of a common pick area.
The adjustment of the COI based on correlations
The COI method used in the allocation process depends on two factors of each cluster n: the build frequency f n and the required space r n . If correlations exist, f n should equal the sum of the picking frequency of all BOMs encountering SKU cluster h n . The set of these BOMs can be represented by Note that B h n ⊇ B h n since it includes BOMs other than B h n . In other words, a cluster of SKUs will be visited more frequently because of the correlation. Therefore, the COI of cluster h n needs to be adjusted as follows:
This definition is also valid for multiple filling curves and dual filling curves.
Common pick areas
Certain SKUs, such as power components, are so popular that they are included in almost every BOM. As a result, their SKU columns in the BOM/SKU matrix F have a lot of entries. After cluster analysis, these entries remain outside the diagonal blocks. One approach is to store them in the most convenient locations, such as adjacent to the production machines. By doing so, the decrease in correlation between clusters can be significant. However, the available convenient locations have a limited amount of space. We will refer to them as the common pick area.
We can construct the common pick area during the cluster analysis. We need to define a special cluster with limited capacity, for example, cluster 0. An SKU may be assigned to either a regular cluster or cluster 0. We will need one additional constraint: J j=1 C j y j0 ≤ U, where y j0 is a binary variable:
1 if SKU j is assigned to cluster 0, 0 otherwise.
We also need to revise the grouping efficiency by modifying the definition of e 0 to e 0 = A i (s i −1) where s i equals the number of clusters that BOM i encounters other than cluster 0.
We can also construct the common pick area after the cluster analysis. Because the area is limited in size, the problem can be modeled as a knapsack problem. The capacity of the knapsack is U and the weight of SKU j is C j . If SKU j is assigned to cluster n and moved into the knapsack, we shorten the trips of all BOMs that contain SKUj but do not belong to cluster n. The value of this move is
With these knapsack problem parameters, we can find the SKUs for the common pick area after cluster analysis.
Numerical study
We use both computer-generated data and industrial data to evaluate the benefit of the various aspects of clustering and the cluster allocation method. First, we study the effect of the number of clusters that BOMs visit. We derive an approximation method based on a theoretical estimate to compare the random storage of items to the random storage of clusters. Second, we study the COI-based allocation method to allocate perfect clusters to different filling curves. Third, we test the effect of weights in weighted grouping efficiency on an industrial data set. Last, we study the effect of a common pick area on the industrial data set. Daganzo (1984) showed that under rectilinear metrics and random storage, the estimated travel distance along the optimum TSP path is approximately E(TSP) ≈ G √ AL, where G = 1.15 for rectilinear metrics, L is the number of uniformly distributed locations to be visited and A is the area. When correlations exist between clusters, a picker needs to visit other clusters. Daganzo's estimate can be modified to estimate the average total travel distance for the extra randomly located clusters.
Consider the case when the cluster analysis assigns BOM i with B i SKUs to cluster n, and it is allocated along a filling curve ω with μ ω = 1. In addition to SKU cluster n, BOM i also encounters m i other SKUs, which are uniformly distributed in the kitting area. Thus, the total travel distance for this BOM can be estimated as
where d is the distance between two adjacent locations. Here, we assume that the picker visits each SKU in its corresponding cluster, or m i + 1 clusters in addition to the I/O point. For a specific BOM, this does not have to be the optimal route. Thus, Equation (13) is a suboptimal estimation of the travel distance of the cluster-based storage policy. The savings of the cluster-based storage policy over a random storage policy are
If the area of the aisle is neglected and each location is square, the area of the kitting area will be A = Ld 2 . The savings will be
The cluster-based storage policy will outperform the random storage policy if
Equation (16) can be used to estimate the cluster analysis effect without having information on the kitting area's physical configuration. Consider a 15 × 20 storage area. Each slot is a 1 × 1 square block. We create 100 active BOMs. The picking frequencies range from one to 30 and are uniformly distributed. We arbitrarily assign the 100 BOMs to 20 clusters. The number of SKUs in each cluster ranges from ten to 19, respectively, and is uniformly distributed. We generate data sets using different seeds. We pick the data set that contains just under 300 SKUs or the capacity of the storage area. The number of SKUs in the first four sets that satisfy our condition are 289, 295, 285 and 280. The details of the data sets are given in Appendix B. We assume the picker travels in perpendicular aisles; therefore, rectilinear metrics apply. For the first data set, the total travel distance for random storage and the lower bound are
The average number of extra clusters visited, expected travel distances (using Equation (13)), and the relative reduction from random storage are listed in Table 1 .
Effect of filling curves on the application of COI-based allocation
We apply COI-based cluster allocation to five filling curves assuming perfect clusters are achieved. The curve descriptions, length factor, gap variation factor and proportionality factor are listed in Table 2 . The two values of λ ω for ω 3 are for two curves. Every σ ω is zero because we do not consider obstructions or gaps in the area. The geometries, distances and cluster allocations are listed in Appendix C. Multiple dual filling curves 1 0 0 The average distances traveled, the percentage improvements and the averages among all four data sets are summarized in Table 3 .
The average percent improvement among the four data sets over the random storage policy is significant and consistent.
Effect of weight β on the clustering objective
Our contention is that the entries outside of clusters lead to a larger distance increase than that of gaps in the clusters. To get some concrete quantitative evidence, we conduct cluster analysis using a weighted grouping efficiency with different weight values of β and then randomly allocate the clusters on multiple dual filling curves extended from ω 5 . We do not apply the COI-based allocation algorithm to see the isolated effect of β, which leads to conservative benefit estimates. To be more realistic, we use data from a medium-sized circuit board assembly original equipment manufacturer in a mid-volume, mid-mix manufacturing environment. The kitting area has 44 × 44 storage locations. The picker enters and departs the kitting area via a single entry at the corner. In a 3-month period, the 90 BOMs contain 1,759 SKUs. In this case, we conduct cluster analysis on the 90 × 1759 BOM/SKU matrix with different β values. The objective functions, average extra clusters visited and percentage improvement over random storage are listed in Table 4 .
The improvement is about 30% when β is between 0.5 and 0.9, and the β * seems to fall between 0.7 and 0.9. It is consistent with our hypothesis that the correlation between clusters affects the travel distance more significantly than does additional walking within a cluster. 
Effect of a common pick area
Finally, we investigate whether a common pick area can further improve performance using the industrial data. We consider the common pick areas to be at the lower-left corner with an area of U. We choose the cluster result of β = 0.8. The SKUs are assigned to the common pick areas based on the most clusters encountered. We assume that the SKUs are in the common pick area and the clusters are uniformly distributed. The picker will visit the SKUs of the common pick area and then the other SKUs outside the common pick area. Among the SKUs of BOM i, p i of them are selected for the common pick area. BOM i encounters m i additional clusters. The expected travel distance for picking this BOM is 
Compared with the case with no common pick area, the travel distances with the common area at different sizes of U are shown in Fig. 11 . The horizontal line represents the travel distance when there is no common pick area. Each × represents the travel distances at the corresponding size of the common pick area. The total travel reaches its minimum value at U = 10. Compared to the no common pick area situation, the difference in travel is very small. The lack of change is not a surprise, as we argued in the Introduction. 
Numerical study summary
From the numerical study, we see that the cluster and fillingcurve-based storage assignment can significantly reduce travel distances. Without COI-based allocation on filling curves, the savings can be more than 40%. When COI-based clustering is used on multiple dual filling curves, the savings can be more than 50%. The savings with clustering alone, without the cluster allocation method, on a large industrial data set equaled 31%. We believe that β * should be greater than 0.5 because our results indicate that the travel between clusters affects the total travel distance more significantly than that of gaps in the clusters. A common pick area is not effective in kitting applications.
Conclusions
In this research, we developed a cluster and filling-curvebased storage method for the kitting area in circuit board assembly operations. We discovered the unique characteristics of the kitting area, and we developed a more suitable cluster objective and COI for clusters. We identified the various theoretical aspects of the COI-based location assignment on filling curves. Our numerical analysis shows that the filling curve is a simple yet effective method to assign the clusters of SKUs. The method can reduce travel distances significantly in comparison with a random storage policy if natural clusters exist.
