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Prefácio 
 
Neste prefácio serão enunciadas as motivações que levaram à realização deste trabalho e 
quais foram os principais objectivos a atingir, descrevendo o ambiente de aplicação. Por fim 
será apresentada a estrutura da Tese. 
Motivação da Tese 
Nesta última metade do século foi realizada uma quantidade considerável de investigação 
na análise e síntese de agrupamentos de antenas. Não obstante, o assunto está longe de estar 
esgotado, como se pode comprovar pelo número de trabalhos que continuam a ser publicados 
em revistas da especialidade e pelas conferências internacionais. De facto, a resposta à velha 
questão: "Qual deve ser a distribuição de fontes que dá origem a um determinado diagrama de 
radiação, segundo um dado critério de erro e condições?" ainda está longe de ter uma resposta 
imediata. 
Os vários métodos de síntese existentes, com formas diferentes de abordagem, podem ser 
considerados em dois grupos: aqueles cuja solução é obtida de uma forma determinística e 
aqueles que recorrem a técnicas iterativas. Embora os métodos iterativos consigam fornecer as 
soluções desejadas, em muitas situações de projecto, não deixam de ser isso mesmo, 
iterativos. 
Recentemente foi formulado por Casimiro
1
 um método unificador que relaciona, através da 
transformada de Fourier, o factor de agrupamento e a distribuição de fontes radiantes, dentro 
de certas condições. Enquanto aluno e depois docente vi como alguns exemplos da síntese de 
agrupamentos se tornavam coerentes e simples quando resolvidos com esta teoria, 
comparativamente à utilização de outros métodos. Essa teoria, que vai ser aqui designada por 
Relação de Fourier e apresentada posteriormente, abre uma nova forma de efectuar a análise e 
a síntese e demonstra potencialidades a explorar. 
No entanto, ainda permanece a questão: como é que o conhecimento da Relação de 
Fourier, baseada na transformada de Fourier cujo imenso historial de aplicação é bem 
conhecido, pode conduzir a técnicas concretas de análise e síntese de agrupamentos cujas 
soluções sejam obtidas de uma forma determinística? Esta questão faz despertar 
possibilidades que se vislumbram, mas, como se verá, será necessário um longo caminho para 
que a resposta seja completa.  
Objectivos da Tese 
Como foi mencionado, surgiu uma nova abordagem que pode conduzir a resultados 
importantes na análise e síntese de agrupamentos. 
                                                 
1
 Casimiro, A. M., "A Relação Básica da Radiação", tese de Doutoramento, FEUP, 1990. 
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Este trabalho de investigação tem por objectivo ver em que medida concreta a relação entre 
o factor de agrupamento e a distribuição de fontes em campos afastados, ou seja, a Relação de 
Fourier, pode dar uma interpretação mais fundamentada dos vários métodos existentes, 
facilitar o processo de cálculo envolvido na análise e síntese de agrupamentos e permitir 
elaborar técnicas determinísticas para o problema da síntese. 
Dentro destes objectivos, ir-se-á lidar com dois tipos de agrupamentos de antenas: 
agrupamentos contínuos e agrupamentos discretos com elementos equidistantes. Optou-se por 
tratar só de agrupamentos lineares a uma dimensão espacial de modo a não criar uma 
dificuldade acrescida, pelo tratamento bidimensional e tridimensional, na elaboração do 
método e das várias técnicas apresentadas. Os agrupamentos não equidistantes estão fora dos 
objectivos aqui propostos, uma vez que é motivo de um outro trabalho de investigação e que 
está a decorrer neste momento. 
O termo agrupamento será utilizado tanto para definir um conjunto de elementos radiantes 
discretos como uma fonte radiante contínua. Nesta última considera-se que cada elemento que 
constitui a fonte é infinitesimal. Também é de notar que em todo o trabalho se utiliza a 
designação de "distribuição de corrente" para a distribuição de fontes. Isto foi feito apenas 
para melhor compreensão e facilidade na exposição do conteúdo apresentado. Apesar dessa 
designação ser verdadeira quando se lida com elementos condutores, o mesmo não acontece 
se o agrupamento é uma ranhura ou abertura, em que as fontes radiantes podem ser encaradas 
como os campos na abertura. Contudo, quer para um quer para o outro caso, a abordagem é a 
mesma, tendo em consideração este facto. 
Sendo a transformada de Fourier a ferramenta base da Relação de Fourier, ver-se-á como a 
teoria de processamento de sinal, baseada na mesma, pode ser importante para auxílio e 
compreensão dos desenvolvimentos deste trabalho. 
Pretende-se também criar algoritmos que consigam realizar o cálculo computacional, não 
só aplicado aos vários exemplos que serão empregues para validação do método que vai ser 
desenvolvido, mas também para resolver qualquer problema da análise e síntese. A 
ferramenta computacional utilizada será o MATLAB, por causa das suas capacidades em lidar 
com vectores e matrizes de dados. 
Devido ao princípio da reciprocidade, a abordagem realizada neste trabalho será válida 
para agrupamentos de emissão e de recepção. 
Estrutura da Tese 
Esta Tese está dividida em cinco capítulos, sendo o primeiro a apresentação do estado da 
arte e os restantes referentes ao trabalho desenvolvido. 
O primeiro capítulo apresenta um levantamento bibliográfico dos principais métodos de 
análise e síntese de agrupamentos existentes. Será dada ênfase àqueles que estão dentro dos 
objectivos desta Tese, ficando de lado os iterativos. De acordo com a natureza deste trabalho, 
a descrição de cada um dos métodos é em grande parte quantitativa. Neste capítulo, dentro 
dos métodos da Transformada de Fourier, é apresentada a teoria base que deu origem a esta 
Tese. 
Prefácio 
 xxiii 
O segundo capítulo demonstra como a Relação de Fourier pode, efectivamente, ser 
aplicada na análise e síntese de agrupamentos. Em primeiro lugar, e baseado na teoria de 
processamento de sinal, serão deduzidas as principais fórmulas necessárias à prossecução 
deste trabalho. Seguidamente, cada um dos métodos apresentados no estado da arte é revisto à 
luz da nova teoria. Demonstrar-se-á, também, em que casos esses mesmos métodos não são 
mais do que as propriedades da teoria da transformada de Fourier. 
O terceiro capítulo apresenta o cálculo computacional aplicado ao método desenvolvido 
neste trabalho, baseado na Relação de Fourier. Para esse objectivo, utilizar-se-á a FFT (Fast 
Fourier Transform), reportando, mais uma vez, àquilo que é conhecido da teoria do 
processamento de sinal. Como é sabido, uma das dificuldades com que normalmente se tem 
que lidar é o efeito de aliasing, situação inerente à utilização da transformada de Fourier. Isso 
condiciona o cálculo do número de pontos a utilizar para a FFT.  Deste modo, apresentar-se-á 
uma forma de determinar o número de pontos necessários para a FFT, para que o erro obtido 
no cálculo esteja dentro de certos limites. Por fim serão desenvolvidos os principais 
algoritmos de cálculo, por forma a aplicar a cada situação da análise e síntese de 
agrupamentos. 
O quarto capítulo apresenta novos desenvolvimentos na síntese de agrupamentos. Alguns 
deles têm auxílio em técnicas utilizadas em processamento de sinal no projecto de filtros, 
como é o caso da técnica das janelas como técnica efectiva na limitação espacial da 
distribuição de corrente. Outra técnica aqui desenvolvida é a da multiplicação de funções. 
Esta tem por finalidade sintetizar um determinado agrupamento, multiplicando funções que 
dêem origem ao factor de agrupamento desejado. Uma outra é a interpolação polinomial. Ao 
contrário das duas técnicas anteriores, esta é aplicada a agrupamentos discretos, devido à sua 
natureza polinomial. O objectivo é obter uma amostragem não uniforme do factor de 
agrupamento para permitir que este passe por um certo número de pontos que não têm de ser 
equidistantes, como no teorema da amostragem. Embora de forma diferente, também se 
evidenciará como se pode obter uma amostragem não equidistante em agrupamentos 
contínuos. 
O quinto capítulo apresenta um resumo da Tese e as conclusões tiradas com este trabalho. 
Por fim faz-se referência aos trabalhos futuros que podem advir da continuação da 
investigação neste campo. 
Os apêndices apresentam alguns desenvolvimentos deste trabalho. Os apêndices A e B 
contêm os algoritmos, em MATLAB, para análise e síntese de agrupamentos contínuos e 
discretos. O apêndice C, subdividido em vários outros, apresenta os algoritmos, em 
MATLAB, de alguns exemplos de análise e síntese de agrupamentos. Os apêndices D e E 
mostram as rotinas de cálculo de duas funções importantes à realização da síntese de 
Zolotarev, a função zeta de Jacobi e a função integral elíptica de primeira espécie. Finalmente, 
o apêndice F mostra os gráficos para cálculo de dois parâmetros da técnica desenvolvida para 
a síntese de Zolotarev. 
Para finalizar, a bibliografia utilizada, além de referenciada no final da cada capítulo, volta 
a ser apresentada por ordem alfabética de autor e com referência à página ou páginas onde 
aparece. Tem por objectivo uma maior ajuda no manuseamento futuro do manuscrito. 
1 
Estado da Arte 
1.1 - Introdução 
A literatura existente demonstra que a obtenção de novos métodos para análise e síntese de 
agrupamentos de antenas é um assunto longe de estar concluído. 
Verificou-se várias vezes que alguns autores já tinham detectado pontualmente que a 
relação entre uma distribuição de corrente ou campo e o respectivo diagrama de radiação do 
factor de agrupamento é dada pela transformada de Fourier. No entanto, só recentemente é 
que se obteve uma relação coerente e geral, aplicável a qualquer agrupamento. 
Uma vez que o principal objectivo desta Tese é a elaboração da teoria e de novas técnicas 
baseadas na relação de Fourier, existente entre uma fonte radiante e o respectivo diagrama de 
radiação, o presente capítulo apresenta apenas os principais métodos de análise e síntese de 
agrupamentos de antenas, que se encontrem dentro do contexto deste trabalho. 
No âmbito da síntese de agrupamentos, visto que se pretende obter técnicas directas de 
cálculo, os métodos iterativos estão fora dos objectivos deste trabalho, não sendo aqui 
apresentados.  
Deste modo, a pesquisa bibliográfica efectuada, e resumida neste capítulo, centra-se 
exclusivamente nos objectivos referidos. 
1.2 - Método da Transformada de Fourier 
Desde há muito tempo que se considera a transformada de Fourier a relação entre uma 
abertura radiante e o respectivo factor de agrupamento e a série de Fourier a relação entre um 
agrupamento discreto de antenas e o respectivo factor de agrupamento 1], [2. Contudo, essa 
relação, considerada como uma coincidência, não permite explorar todas as potencialidades 
da transformada de Fourier. Foi Casimiro 3 quem sistematizou uma relação unificadora 
entre as fontes radiantes e os respectivos factores de agrupamento, definida por Relação de 
Fourier. 
No sentido de melhor entender a actuação dos vários métodos existentes, fez-se um 
levantamento bibliográfico dos principais trabalhos que identificam a relação de Fourier em 
análise e síntese de antenas. 
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1.2.1 - Métodos Clássicos 
São designados por métodos clássicos de Fourier os que se referem à aplicação da 
transformada de Fourier no contexto deste trabalho e já identificados há bastante tempo. 
Como veremos, têm a particularidade de não criarem uma estrutura coerente para análise e 
síntese de agrupamentos, quer contínuos quer discretos. 
Comecemos por ver o caso contínuo, em que o conceito de transformada de Fourier está 
mais presente, e de seguida apresentamos o caso discreto, em que tradicionalmente se recorre 
à série de Fourier. 
1.2.1.1 - Agrupamentos Contínuos 
Desde longa data que uma relação de Fourier é conhecida para as aberturas. Silver 1 
identifica como um par de transformadas de Fourier a relação entre o campo distante e o 
campo existente numa abertura no plano z=0, 
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com x=sen()cos(), y=sen()sen(), u(x,y)=E(x,y) dentro da abertura A e zero fora, 
sendo E(x,y) o campo ao longo da abertura, e g(x,y) é o factor de agrupamento. Dado 
g(x,y), a distribuição do campo dentro da abertura pode ser obtida através da equação (1.1). 
 É interessante notar que apesar de Silver identificar a relação de Fourier, ele não a utiliza 
no cálculo do factor de agrupamento de aberturas. Collin 4 também apresenta expressões 
semelhantes às anteriores, mas em (1.1) o integral duplo é multiplicado pelo factor 1/(42) em 
vez de 1/(2) e em (1.2) não aparece o factor 1/(2). 
Como nas aberturas, também em distribuições de corrente se identificou uma relação de 
Fourier. Para uma linha de corrente, Walter 5, reconhecendo a relação entre o diagrama de 
radiação e a distribuição de corrente, apresenta alguns pares de transformadas de Fourier 
típicos.  
Stutzman 6 formula o par de transformadas de Fourier para distribuições lineares de 
corrente da seguinte forma:  
 


 dsesiwf wsj 2)()(  (1.3) 
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em que w=cos(), s=z/, i(s) é a distribuição de corrente e f(w) o factor de agrupamento. Para 
um diagrama de radiação desejado fd(w), o processo de síntese consiste, em primeiro lugar, 
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calcular o integral (1.4), obtendo-se id(s), e depois truncar esta distribuição de corrente, 
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De seguida utiliza-se a equação (1.3) para se calcular o factor de agrupamento aproximado, 
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Balanis 7 apresenta uma abordagem análoga à de Stutzman para a obtenção da corrente, 
mas utiliza o par de transformadas 
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com =cos()-, I(z) é a distribuição contínua de corrente e SF() o factor espacial. 
Como se verifica pelos pares de transformadas, os vários autores não definem a relação de 
Fourier nas mesmas variáveis. O método de síntese de Fourier baseia-se no truncamento da 
distribuição de corrente. A dificuldade neste caso reside no facto de que na vizinhança das 
descontinuidades aparecem níveis de lóbulos secundários elevados. O erro obtido na 
aproximação do diagrama de radiação com este processo de síntese é o mínimo erro 
quadrático médio, em todo o domínio da variável. Deste modo, este método não permite obter 
o mínimo erro quadrático médio dentro da janela visível 6. 
1.2.1.2 - Agrupamentos Discretos 
Silver 1 e Jordan 8 apresentam a síntese de agrupamentos discretos no caso do número 
de elementos ser ímpar, N=2M+1, com uma distribuição de corrente definida em relação ao 
elemento central, obtendo a seguinte expressão para o campo eléctrico: 
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com =dcos()+, sendo  a fase progressiva da corrente. Supondo uma distribuição 
simétrica em torno do elemento central, dada por 
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em que o asterisco representa complexo conjugado, a expressão do campo torna-se 
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que são os 2M+1 termos da série de Fourier. Assim, dado um diagrama de radiação f() 
obtém-se f() e desenvolve-se em série de Fourier, considerando-se o período da função de 
2. Obtidos ak e bk retira-se as correntes a partir das relações (1.10). Quando a distância entre 
elementos é inferior a /2, f() só está especificado num intervalo inferior a 2. Neste caso, 
pode-se preencher o resto do intervalo da função com uma função apropriada. Para distâncias 
d>/2 a margem de variação de  é superior a 2, o que, segundo Jordan, faz com que 
normalmente não seja possível utilizar este método para cálculo das correntes. 
Stutzman 6 também apresenta o método de Fourier para agrupamentos discretos, em que 
o diagrama de radiação do factor de agrupamento desejado é decomposto em série de Fourier 
no intervalo -/(2d)<w</(2d), 
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com w=cos(). Como um agrupamento com um número infinito de elementos não é 
praticável, trunca-se a série de Fourier produzindo o diagrama aproximado, 
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Considerando os elementos de corrente iguais aos termos da série de Fourier, ou seja, 
 im = bm         |m|M (1.14) 
então (1.13) é idêntica à expressão do factor de agrupamento para um número ímpar de 
elementos. Seguindo a mesma linha de raciocínio, para um número par de elementos tem-se 
que 
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Este desenvolvimento também aparece em Mailloux 9. 
Balanis 7 considera uma forma de abordagem análoga à de Stutzman mas noutras 
variáveis. Desta forma, para um número ímpar de elementos, N=2M+1, tem-se que 
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=dcos()+, sendo  a fase progressiva da corrente, AF() é o factor de agrupamento e am 
as correntes. Para um número par de elementos, N=2M, tem-se 
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Como acontece no caso contínuo, também aqui os vários autores não definem a relação de 
Fourier nas mesmas variáveis. Mais uma vez, o método de síntese de Fourier baseia-se no 
truncamento da distribuição de corrente, sendo o erro obtido na aproximação do diagrama de 
radiação com este processo de síntese o mínimo erro quadrático médio, num período da 
função do factor de agrupamento. 
1.2.2 - Relação de Fourier 
Como se constatou pela secção anterior, não há coerência entre os vários autores na 
definição da relação de Fourier. Mesmo para o mesmo autor, essa coerência não existe, como 
se pode comprovar comparando as expressões (1.16) com (1.7) e (1.8) apresentadas por 
Balanis. Talvez devido a este facto, embora os vários autores se refiram à relação de Fourier e 
às potencialidades da sua utilização, tirando algumas excepções, normalmente não a utilizam, 
por exemplo, na análise de agrupamentos, recorrendo-se ao cálculo integral para o caso 
contínuo e ao somatório para o discreto, quando nalguns casos seria mais fácil utilizar as 
propriedades da transformada de Fourier. 
Nesta ordem de ideias, vejamos qual a relação de Fourier que será a base deste trabalho. O 
par de transformadas de Fourier utilizado é o definido por 
 dtetuU tj


  )()(  (1.19) 
 dωeUtu tj


 

)(
2
1
)(  (1.20) 
Foi Casimiro 3 quem identificou uma relação de Fourier coerente, aplicável a qualquer 
conjunto de fontes desde que dentro de certas condições, definidas no teorema da pequena 
translação. É essa abordagem que vai ser apresentada já de seguida. 
O campo eléctrico, criado por um elemento de corrente, Irdl, na origem do referencial, num 
ponto (r,,) é dado por 
 
r
e
fEd
rj
r 


4
),(

  (1.21) 
em que ),( f  é o diagrama de radiação do elemento de corrente e que está directamente 
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relacionado com Irdl. Se este elemento sofrer um deslocamento, como mostra a figura 1.1, 
para o campo distante em que r»r´, R  e r   são paralelos entre si, ficando que 
 rurR r  .  (1.22) 
sendo ru  o versor do segmento de recta que liga a origem ao ponto onde se pretende calcular 
o campo e r   o vector que liga a origem ao elemento de corrente, definidos por 
 
zyx
zyxr
uzuyuxr
uuuu

 )(cos)(sen)(sen)cos()(sen 
 (1.23) 
Se o valor de corrente em r   for de dlI , o campo criado é 
 
ru
r
ru
r
r
rurj
r
rr
r
cEd
I
I
Ed
r
e
I
I
fEd


 .j.j
).(
e e
4
),(



  (1.24) 
Para vários elementos paralelos de corrente, o campo distante é determinado pela soma dos 
campos individuais. O diagrama de radiação total será o produto do diagrama de radiação da 
antena elementar com o factor de agrupamento, sendo este último dependente apenas da 
distribuição de corrente que dá origem ao campo criado e da sua posição relativa. 
 
x
y
z


dlI r
dlI
R
r
r
 
Fig. 1.1 - Pequena translação da fonte de referência. 
Tendo em conta o teorema da pequena translação, em que cada elemento de corrente pode 
ser obtido por translação de um elemento de corrente de referência, o factor de agrupamento 
de uma distribuição tridimensional de corrente é a transformada de Fourier inversa 3, a 
menos de uma constante, da respectiva distribuição de corrente c(x,y,z), ou seja, 
 
 ),,()2(
),,(),,(
13
)(
zyxc
dxdydzezyxcF
zyxj
zyx
zyx









   
F


 (1.25) 
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em que F  representa a transformada de Fourier. Por outro lado, a distribuição de corrente é 
obtida pela transformada directa do factor de agrupamento, 
 
 ),,(
)2(
1
),,(
)2(
1
),,(
3
)(
3
zyx
zyx
zyxj
zyx
F
dddeFzyxc zyx





F








  
 (1.26) 
A função F(x,y,z)  é uma representação conveniente da transformada temporal de Fourier 
do factor de agrupamento e c(x,y,z) é a distribuição espacial da transformada temporal de 
Fourier das fontes. As constantes x, y e z são dadas por 
 
)cos()cos(
)cos()()(
)cos()cos()(
zz
yy
xx
sensen
sen






 (1.27) 
sendo x, y e z os co-senos directores. Como os ângulos variam entre 0 e , essas constantes 
irão variar entre - e , sendo  dado por 
 



2
  (1.28) 
Assim, a zona aproveitável da transformada espacial de Fourier, para o diagrama de radiação, 
é uma janela em x, y e z, de largura igual a 2 para cada caso. 
As relações (1.25) e (1.26) são gerais e aplicáveis a qualquer situação, desde que estejam 
nas condições indicadas, isto é, aplicáveis quer para o caso contínuo quer para o caso discreto. 
Embora se tenha falado em campos criados por distribuições de corrente, as equações 
(1.25) e (1.26) também são válidas para aberturas. Nesta situação c(x,y,z) será o campo ao 
longo da abertura. 
Casimiro também demonstra que alguns métodos tradicionais não são nada mais do que 
casos particulares da utilização das propriedades da transformada de Fourier. Um desses casos 
é o método da multiplicação de diagramas que pela transformada de Fourier se tem uma 
convolução na distribuição de corrente. Também facilmente se compreende o efeito da 
alteração da distância entre antenas, ou seja, a propriedade da mudança de escala. 
Devido às suas características generalizadoras e unificadoras, a Relação de Fourier 
equacionada pelas expressões (1.25) e (1.26) será a base desta Tese.  
1.3 - Método de Schelkunoff 
Este processo de síntese foi desenvolvido por Schelkunoff, sendo um dos métodos 
apresentados em vários trabalhos [2], [4], [7], [9]-[14]. Permite sintetizar um agrupamento de 
antenas quando se conhece a posição das raízes do factor de agrupamento. 
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A expressão para o factor de agrupamento de N elementos é 
 



1
0
)(
N
n
jnψ
neIf   (1.29) 
com =dcos()+ e sendo  a fase progressiva da corrente. Fazendo a mudança de variável 
 
jeu   (1.30) 
tem-se f() na forma de um polinómio em u,  
 



1
0
)(
N
n
n
nuIuf  (1.31) 
sendo In as correntes de cada elemento. A variável u está no círculo unitário do plano 
complexo e a porção que o percorre  depende da distância d e da fase . Quando  varia entre 
0 e ,  variará entre -d+ e d+ e u percorre o círculo unitário no sentido contrário ao dos 
ponteiros do relógio desde )(   dje  a )(  dje . 
Levando em consideração um teorema da álgebra, um polinómio de grau N-1 tem N-1 
raízes, podendo ser factorizado, 
 


 
1
1
11211 )())...()(()(
N
n
nNNN uuIuuuuuuIuf  (1.32) 
em que un são as raízes complexas. A amplitude de (1.32) é dada por 
 1211 ...)(   NN uuuuuuIuf  (1.33) 
Geometricamente, o valor absoluto da diferença (u-un) representa o comprimento do 
segmento que liga, no plano complexo, um ponto u no círculo unitário ao ponto un, como 
mostra a figura 1.2. Desta forma, o factor de agrupamento é representado pelo produto dos 
comprimentos dos segmentos de recta que unem um ponto P do círculo unitário às raízes do 
plano complexo, do factor de agrupamento. 
 
Re
Im
P
2u
1u
3u
4u
5u
6u
1
 
Fig. 1.2 - Raízes do factor de agrupamento no plano de Schelkunoff. 
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Se uma raiz estiver no círculo unitário, isso corresponde a um zero do factor de 
agrupamento, como facilmente se verifica pela expressão (1.33). Um método de síntese 
consiste em controlar os zeros do factor de agrupamento através das raízes no círculo unitário. 
Isto permite algum controlo do nível dos lóbulos secundários. 
Tendo as raízes, as correntes são obtidas desenvolvendo a forma factorizada de  f(u), de 
modo a obter um polinómio. Os coeficientes desse polinómio são as correntes desejadas. 
Outra forma de se obter a distribuição de corrente é através da transformada Z [15]. 
1.4 - Método de Woodward 
O método de Woodward é um dos processos mais populares de síntese de agrupamentos e 
dos mais antigos. Foi formulado por Woodward em 1947 16 e é utilizado quando se 
pretende sintetizar um factor de agrupamento através de um conjunto de amostras do mesmo. 
O método encontra-se descrito em vários livros e artigos, [6], [7], [9], [13], [16]-[21]. A 
ideia básica deste método consiste na sobreposição de um conjunto de distribuições de 
corrente uniforme com fases diferentes. Cada distribuição uniforme dá origem a um factor de 
agrupamento da forma sen(x)/x para o caso contínuo e sen(Nx)/Nsen(x) para o caso discreto, 
pesados pela amplitude da distribuição de corrente. Essas amplitudes são escolhidas com o 
objectivo de coincidirem com as amostras do factor de agrupamento desejado. Como os zeros 
de cada uma das funções anteriores coincidem com os picos das restantes, a sua sobreposição 
dá um factor de agrupamento que passa pelas amostras do factor de agrupamento desejado e a 
função do factor de agrupamento entre amostras é a sobreposição de todas as funções. Esta é 
uma das razões que levou Woodward a escolher as distribuições de corrente uniforme como 
funções de base. A outra é que as funções seno cardinal têm o lóbulo principal mais estreito, 
quando comparado com outras distribuições. 
A diferença entre este método e o método de síntese de Fourier é que neste último o 
diagrama de radiação obtido é aquele para o qual o erro quadrático médio é o mínimo, 
enquanto que o método de Woodward produz um diagrama de radiação que passa pelas 
amostras do diagrama desejado. Segundo alguns autores, a desvantagem do método de 
Woodward é não permitir controlar o nível dos lóbulos secundários fora das amostras. 
1.4.1 - Agrupamentos Contínuos 
Seja L o comprimento da distribuição de corrente e suponhamos uma distribuição uniforme 
com uma dada fase, 
 
)cos(
)( m
zjm
m eL
b
zi
  (1.34) 
sendo m o ângulo onde o factor de agrupamento é amostrado. Para N amostras do factor de 
agrupamento desejado tem-se uma sobreposição de correntes que dá 
 


2/)1
2/)1(
)cos(1
)(
-(N
-Nm
zj
m
meb
L
zI

 (1.35) 
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em que m=1/2, 3/2, ..., (N-1)/2 para um número N par de amostras e m=0, 1, 2, 
(N-1)/2 para um número N ímpar de amostras. O factor de agrupamento total é a 
sobreposição das funções correspondentes a cada um dos termos de (1.35), 
 
 
 

 








2/)1
2/)1( )cos()cos(
2
)cos()cos(
2
)(
-(N
-Nm
m
m
m L
L
sen
bF




  (1.36) 
O máximo de cada termo em (1.36) ocorre para =m e é igual a F(=m). Como já foi 
referido, quando um dos termos de (1.36) atinge um máximo, os outros termos associados às 
outras amostras são nulos em =m. Assim, sendo Fd() o factor de agrupamento desejado, 
tem-se 
 )( mdm Fb    (1.37) 
Para o factor de agrupamento satisfazer os requisitos de periodicidade, 2 para , a posição 
de cada amostra é dada por 
 





L
mm

 arccos  (1.38) 
1.4.2 - Agrupamentos Discretos 
Para agrupamentos discretos o método de Woodward é descrito de forma análoga ao do 
caso contínuo. Os coeficientes dos elementos da distribuição de corrente são dados por, 
 


2/)1(
2/)1(
)cos(1
)(
-N
-Nm
zj
mn
mneb
N
za

 (1.39) 
em que n toma os mesmos valores que m, apresentados na secção anterior, sendo zn a posição 
do elemento n. O factor de agrupamento é obtido da mesma forma como em (1.36), com a 
diferença de que agora cada termo desse somatório é o correspondente ao do agrupamento 
discreto uniforme, o que origina 
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
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senN
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



  (1.40) 
Os coeficientes bm são determinados pela equação (1.37) e a posição das amostras pela 
(1.38), com L substituído por Nd. 
1.5 - Síntese de Tschebyscheff 
Na síntese de Tschebyscheff pretende-se obter os coeficientes do agrupamento, ou seja, a 
distribuição de corrente, que dão origem a um factor de agrupamento cujos lóbulos 
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secundários estão à mesma amplitude. 
Existem vários processos para calcular os coeficientes da distribuição de corrente. Um 
deles consiste na utilização dos zeros dos polinómios de Tschebyscheff [8], [22]-[24]. Outra 
forma é desenvolvendo os polinómios de Tschebyscheff após realizar a mudança de variável 
que relaciona o factor de agrupamento com os polinómios [3], [4], [6], [7], [14], [25]. Estas 
duas formas tornam-se bastante morosas com o aumento do número de elementos, o que 
obriga a recorrer a outros processos para o cálculo dos coeficientes. Uma terceira forma de se 
obter os coeficientes é utilizando fórmulas exactas ou aproximadas [7],  [9], [22], [26]-[30]. 
1.5.1 - Utilizando os Zeros do Polinómio de Tschebyscheff 
Este processo de cálculo dos coeficientes do agrupamento de Tschebyscheff baseia-se nas 
características polinomiais do factor de agrupamento [8] e utiliza o método de Schelkunoff 
para obtenção das correntes quando são conhecidas as raízes do polinómio. 
Os polinómios de Tschebyscheff têm a seguinte forma compacta: 
 
 
 





1||)(arccoshcosh
1||)arccos(cos
)(
xxm
xxm
xTm  (1.41) 
sendo m o grau dos mesmos. Outra forma de apresentar os polinómios é 
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 (1.42) 
Estes polinómios e os de ordem mais elevada podem ser obtidos por recorrência, 
 )()(2)( 21 xTxxTxT mmm    (1.43) 
Uma mudança de variável que permite relacionar os polinómios de Tschebyscheff com o 
factor de agrupamento é 
 






2
cos0

xx  (1.44) 
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com =dcos()+. O grau do polinómio a utilizar é igual ao número de elementos do 
agrupamento menos um, ou seja, TN-1(x). x0 é obtido para uma dada relação entre os níveis dos 
lóbulos principal e secundário, SLL (sidelobe level) em dB, sendo obtido pela expressão 
 














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1
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20
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x
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 (1.45) 
Por conseguinte, para se obter os coeficientes comece-se por determinar os zeros [8], 
utilizando (1.41), 
 1 .,.. 2, 1,,
)1(2
)12(
cos 
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





 Nk
N
k
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
 (1.46) 
Com estes valores, de (1.44) retira-se que 
 






0
arccos2
x
xk
k  (1.47) 
Substituindo as raízes uk=e
jk no polinómio de Schelkunoff, dado pela expressão (1.32), 
fica-se com o factor de agrupamento na forma factorizada. Desenvolvendo-o, obtém-se um 
polinómio na variável u, cujos coeficientes são as correntes In. 
Saffai-Jazi [23] propõe uma forma diferente de obtenção dos coeficientes, em que utiliza 
os zeros do factor de agrupamento e um sistema de equações. 
1.5.2 - Desenvolvendo o Polinómio de Tschebyscheff 
Outro modo de se determinar os coeficientes é substituir a equação (1.44) no polinómio de 
Tschebyscheff de grau igual ao número de elementos menos um e fazer 
 
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


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




  2
cos)( 01

 xTf N  (1.48) 
Desenvolve-se o polinómio e compara-se o resultado com as expressões do factor de 
agrupamento para elementos simétricos, dadas por 
 


M
m
m mIIf
1
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para 2M+1 elementos e 
 










 
M
m
m mIf
1
2
1
cos2)(   (1.50) 
para 2M elementos. 
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Além da mudança de variável (1.44) surgem outras que permitem obter certas 
características do factor de agrupamento, incluindo a distância entre elementos inferior a meio 
comprimento de onda. Como o diagrama de radiação do factor de agrupamento é determinado 
pela porção utilizada da curva de Tschebyscheff, o que depende da distância entre as antenas, 
para pequenos valores de d com a equação (1.44) não se faz pleno uso das potencialidades do 
controlo do diagrama 8, 24. Para isso pode-se recorrer à seguinte mudança de variável [2], 
4, [24], [27]: 
 hwx  )cos(  (1.51) 
em que =dcos(), e com w e h apresentados por Collin 4 para duas situações de d em 
função do comprimento de onda. Dado d e sendo d/2, tem-se que 
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com 
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Este caso pode dar origem a agrupamentos superdirectivos. Se d>/2, os parâmetros 
apresentados por Collin são 
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Com a mudança de variável (1.51) só se consegue sintetizar agrupamentos com um número 
ímpar de elementos, N=2M+1, e deve-se utilizar um polinómio de grau M. 
1.5.3 - Fórmulas Directas 
É possível calcular directamente os coeficientes da distribuição de corrente, para a 
mudança de variável (1.44), utilizando as expressões apresentados em 22. Para um 
agrupamento com N=2M+1 elementos tem-se que 
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com m=0, 1, 2, ..., M, e para N=2M elementos, 
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com m=1, 2, ..., M. Barbiere apresenta expressões análogas (ver Balanis 7). Devido à 
dificuldade computacional quando se utiliza as fórmulas anteriores, alguns autores 
propuseram a simplificação do cálculo dos coeficientes recorrendo a soluções aproximadas 
[26]. 
Elliot [28] obtém os coeficientes de um agrupamento com 2M+1 elementos em função de 
um conjunto de pontos equidistantes do factor de agrupamento. Considerando que a 
distribuição de corrente pode ser representada pela série 
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supondo elementos simétricos, por manipulação matemática os coeficientes am são dados pela 
expressão 
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Ainda para a mudança de variável (1.44), a distribuição de corrente foi obtida por Stegen 
[31], para distâncias entre elementos maiores ou iguais a meio comprimento de onda. Essas 
correntes foram determinadas pela expansão em série de Fourier do factor de agrupamento, 
supondo distribuições de corrente reais e simétricas. Para N ímpar tem-se que 
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e para N par, 
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Mailloux [9] e Hansen [12] também propõem estas fórmulas, para distâncias superiores a 
meio comprimento de onda. 
Para a mudança de variável (1.51) Lo e Lee [24] e Hansen [12] sugerem uma expressão 
para as correntes, obtida por Drane [32], para N=2M+1, 
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
 (1.61) 
com 0=1 e n=2 para n0, ym=cos(m/M), M1, M2 são a parte inteira de M/2 e (M+1)/2, 
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respectivamente, )()1()(),,( mM
n
mMm
n
M wyhThwyTyhwS   e se M for um número par, 
)(),,( 2/2/ hwyTyhwS MMM
n
M  . 
Em processamento de sinal, com referência aos filtros digitais, Helms [33] utiliza a janela 
de Tschebyscheff (coeficientes da síntese de Tschebyscheff), para a mudança de variável 
(1.44), com um número ímpar de elementos e obtém os coeficientes da janela aplicando a 
transformada inversa de Fourier discreta via FFT (Fast Fourier Transform). Ainda no 
contexto de processamento de sinal, Diderich [34] e Nuttall [35] pegam na equação (1.60) e 
encaram-na como a parte real da exponencial, chegando a uma expressão que é calculada pela 
FFT.  
1.6 - Síntese de Zolotarev 
Com a síntese de Zolotarev pretende-se obter um factor de agrupamento anti-simétrico 
(difference pattern), caracterizado por ter dois lóbulos principais gémeos com um zero entre 
eles e com lóbulos secundários com a mesma amplitude. Este método de síntese foi 
desenvolvido por McNamara [36] utilizando os polinómios de Zolotarev. 
O polinómio de Zolotarev de ordem 2n+1 é definido por [36] 
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 (1.62) 
em que H(v,k) é a função eta de Jacobi, enquanto que sn(,k), cn(,k) e dn(,k) são as funções 
elípticas de Jacobi e K(k) é o integral elíptico completo de primeira espécie para o modulus k 
[37]. Alguns autores definem as funções com o parâmetro m, em vez de k, sendo a relação 
entre eles dada por m=k2. A figura 1.3 apresenta um exemplo para n=4. Os pontos assinalados 
são dados pelas expressões 
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 (1.63) 
em que z(,k) é a função zeta de Jacobi [37]. 
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Fig. 1.3 - Polinómio de Zolotarev de ordem 9. 
Embora a definição dos polinómios de Zolotarev seja dada pela expressão (1.62), 
McNamara apresenta expressões mais convenientes para o cálculo computacional. Para a 
região 0xx1, tem-se que 
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em que F(a,b) é o integral elíptico incompleto de primeira espécie [37], dado por 
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Para a região x1xx3, tem-se  
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Como não se conseguiu obter resultados correctos com a função f(M,s,k) apresentada no 
artigo de McNamara, foi necessário deduzir outra expressão utilizando o desenvolvimento 
apresentado em [37] e cujo resultado aparece em (1.67). Para a terceira zona, x3<x<1 tem-se 
 
x
x
kM
kM
r
kr
K
r
K
Mr
q
q
r
K
M
K
KK
M
kMg
kMgnxZ
r
r
r
n
2
1
2
2
1
12
1
),(cn
),(sn
),(F
π
sen
π
senh
1
4
2
tanh
2
tan
arctan2),,(
),,(
2
1
cos)(























































 












 (1.68) 
O valor máximo dos polinómios de Zolotarev ocorre em x=x2, ou 
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expressão que relaciona k com o SLL para um dado agrupamento, ou seja, dado o valor da 
relação entre os níveis dos lóbulos principal e secundários, o factor k pode ser obtido através 
de (1.69). Com este valor e com a ordem do polinómio obtém-se o polinómio de Zolotarev, 
utilizando as expressões anteriores. Para a parte negativa dos mesmos basta notar que estes 
têm simetria ímpar. 
Considerando um agrupamento linear com 2M elementos, o factor de agrupamento é dado 
por 
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com =2dcos()/ e em que se considera metade dos elementos devido à simetria. Para 
relacionar os polinómios de Zolotarev com o factor de agrupamento recorre-se à seguinte 
mudança de variável: 
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com x0=1/sen(d/), de modo que quando  varia entre 0 e , x varia entre -1 e 1. A seguir 
assume-se o polinómio de Zolotarev na forma standard, 
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em que os coeficientes bn são obtidos numericamente através de um algoritmo apropriado. 
McNamara alerta para o cuidado do cálculo destes coeficientes, já que podem tomar valores 
elevados  (como nos polinómios de Tschebyscheff). Após isto substitui-se a mudança de 
variável (1.71) em (1.72), obtendo-se 
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De seguida relaciona-se Z2M-1() com F() e, fazendo uma abordagem semelhante à que foi 
feita em [22] para os polinómios de Tschebyscheff, retira-se que 
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A abordagem anterior é válida para qualquer valor da distância d entre elementos. No 
entanto, devido à exigência de cálculo para obtenção dos coeficientes bn, McNamara sugere 
que para d/2 se utilize na expressão (1.71) x0=1 e também o facto de que é possível 
escrever qualquer função, logo os polinómios de Zolotarev, como uma série de polinómios de 
Tschebyscheff. Desta forma, em vez de se obter os coeficientes bn, deve-se calcular os 
coeficientes dos polinómios de Tschebyscheff, utilizando para esse efeito algoritmos 
apropriados. 
1.7 - Síntese de Taylor 
O método de síntese de Taylor lida com agrupamentos contínuos e com ele pretende-se 
obter um diagrama de radiação, em que os picos dos lóbulos secundários mais próximos do 
lóbulo principal têm a mesma amplitude e os mais afastados decaem gradualmente para zero. 
Este método foi proposto por Taylor [38] e tem sido melhorado por vários autores [39]-[43]. 
Já se viu que, para agrupamentos discretos, os polinómios de Tschebyscheff têm lóbulos 
secundários com níveis iguais. Para o contínuo também existe uma função com as mesmas 
características, sendo esta dada por 
  22cos)( AxxF    (1.76) 
sendo A um parâmetro ajustável, de modo que cosh(A) é a relação entre os níveis dos lóbulos 
principal e secundários. A dificuldade em utilizar directamente esta função é que se o factor 
de agrupamento for dado pela equação (1.76), a distribuição de corrente não é realizável 
porque surgem dois Diracs nos seus extremos. Taylor propôs uma forma de resolver o 
problema. Como o agrupamento uniforme dá como factor de agrupamento um seno cardinal, 
cujos lóbulos secundários decaem para zero, Taylor propôs substituir os 1n  zeros, do seno 
cardinal, mais próximos da origem, sendo n  um inteiro, pelos zeros da função (1.76). O 
diagrama de radiação assim obtido tem os lóbulos secundários, junto ao lóbulo principal, 
abaixo de um dado nível e os lóbulos mais afastados decaem segundo os do seno cardinal. 
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O factor de agrupamento é, assim, dado por 
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com u=2acos()/, o comprimento da linha de corrente é L=2a e os zeros un são determinados 
pela expressão 
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O parâmetro A é dado por 
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sendo SLL a relação entre os níveis dos lóbulos principal e secundários, em dB. 
Para calcular a distribuição de corrente, Taylor utiliza o método de Woodward. Sendo 
p=x/a, a distribuição de corrente é obtida em função das componentes de Fourier, 
 







 



22
22
0
)(


p
peD
pg
m
jmp
m
 (1.80) 
Aplicando a transformada de Fourier, 


ppguF pude)()( j , a cada termo obtém-se o 
resultado 
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Como se viu pelo método de Woodward, em que os máximos do seno cardinal para um dado 
m coincidem com os zeros das outras funções, verifica-se que F(m)=2D(m), ou 
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Como o factor de agrupamento é uma função par, fica que 
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sendo fácil de ver que esta soma é finita, pois F(m)=0 para nm  . Os valores das amostras do 
factor de agrupamento podem ser calculados pela expressão [6], [9], [12] 
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para valores de m inferiores a n . 
1.8 - Síntese de Bayliss 
Este método de síntese é análogo ao de Taylor, mas para gerar diagramas de radiação anti-  
-simétricos, isto é, dois lóbulos principais gémeos com um zero entre eles. Foi proposto por 
Bayliss e será aqui descrito segundo a forma apresentada em Elliot [22]. 
Taylor altera a função seno cardinal, que corresponde ao agrupamento uniforme. O 
agrupamento uniforme não é mais do que o primeiro termo de uma distribuição que dá um 
factor de agrupamento par. Bayliss altera a função que dá origem ao factor de agrupamento 
anti-simético, ou seja, o primeiro termo de uma distribuição de corrente que dá um factor de 
agrupamento ímpar, 
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sendo  o eixo da distribuição de corrente,  a fase progressiva e o comprimento da linha de 
corrente é L=2a. Aplicando o integral 
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a distribuição de corrente (1.85) dá origem ao seguinte factor de agrupamento, a menos de 
uma constante [22]: 
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com u=2a[cos()-/]/ e os zeros ocorrem em u=(n+1/2). Modificando esta função como 
fez Taylor, tem-se  
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em que as posições dos zeros, obtidas por um estudo paramétrico com auxílio de computador 
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realizado por Bayliss, são dadas por 
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Os parâmetros A e n podem ser obtidos através da expressão 
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em que os coeficientes Cn são definidos pela tabela 1.1 [24]. 
 
 
polinómio C0 C1 C2 C3 C4 
A 0,30387530 -0,05042922 -0,00027989 -0,00000343 -0,00000002 
1 0,98583020 -0,03338850  0,00014064 0,00000190 0,00000001 
2 2,00337487 -0,01141548  0,00041590 0,00000373 0,00000001 
3 3,00636321 -0,00683394 0,00029281 0,00000161 0,00000000 
4 4,00518423 -0,00501795 0,00021735 0,00000088 0,00000000 
Tabela 1.1 - Coeficientes do polinómio. 
A tabela 1.2 apresenta  A e n para alguns valores de SLL, calculados por Elliot [22]. 
 
 
                      Nível dos lóbulos secundários em dB 
 15 20 25 30 35 40 
A 1,0079 1,2247 1,4355 1,6413 1,8431 2,0415 
1 1,5124 1,6962 1,8826 2,0708 2,2602 2,4504 
2 2,2561 2,3698 2,4943 2,6275 2,7675 2,9123 
3 3,1693 3,2473 3,3351 3,4314 3,5352 3,6452 
4 4,1264 4,1854 4,2527 4,3276 4,4093 4,4973 
Tabela 1.2 - Parâmetros da síntese de Bayliss para alguns valores de SLL. 
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Para determinar a distribuição de corrente, considere-se a decomposição em série de 
Fourier de uma função ímpar, o que dá termos só em seno, 
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Inserindo esta expressão em (1.86) retira-se que 
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Este integral é nulo excepto para u=m+1/2, donde 
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Como F(m+1/2)=0 para nm  , a série é truncada. Substituindo os valores de Bm, 
determinados pela expressão anterior, em (1.91) chega-se à distribuição de corrente para a 
síntese de Bayliss, 
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Os valores das amostras do factor de agrupamento, tal como na síntese de Taylor, podem ser 
obtidos por uma expressão [9], sendo esta dada por 
 
























 





 


















 






 




 
1
0
2
2
1
1
2
2
2
2
2
1
2
1
1
2
1
1
2
1
)1(
2
1
n
mn
n
n
n n
m
n
m
u
m
mmF   (1.95) 
para m=0, 1, 2, …, n -1. 
1.9 - Síntese de Villeneuve 
Um método de síntese análogo ao de Taylor, mas para distribuições discretas de corrente, 
foi desenvolvido por Villeneuve [44]. Este método apresenta melhores resultados do que o 
obtido por amostragem dos agrupamentos contínuos [22]. 
Da mesma forma que Taylor inicia com a função ideal, representada pela expressão (1.76), 
Villeneuve começa com os polinómios de Tschebyscheff. O factor de agrupamento para um 
agrupamento de N=2M+1 elementos é dado por 
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em que =dcos() e m é obtido em função dos zeros do polinómio de Tschebyscheff, 
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sendo x0 determinado pela equação (1.45). 
Para se obter a distribuição de corrente considera-se a forma do factor de agrupamento, 
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O seu valor em =2m/(2M+1) é 
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Multiplicando ambos os lados da expressão anterior por e
-j2pm/(2M+1)
 e resolvendo-a, obtém-se 
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tendo em conta que  F[2m/(2M+1)]=0 excepto para 1)1(  nmn . A fórmula 
apresentada por Villeneuve que permite obter as amostras do factor de agrupamento é 
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Através de uma abordagem semelhante chega-se às expressões para N=2M elementos. 
Assim, o factor de agrupamento é dado por 
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e para a distribuição de corrente tem-se que 
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As amostras do factor de agrupamento são determinadas por 
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Comparando com o método de amostragem dos agrupamentos de Taylor, a síntese de 
Villeneuve deve ser utilizada, pelo menos, para pequenos agrupamentos [21]. 
McNamara [45] generaliza este método de modo a permitir qualquer decaimento dos 
lóbulos secundários. Para um agrupamento com 2M elementos, a posição dos zeros é, agora, 
dada por 
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com 
 
Nn
M
n
M
n
x
n
n
 ..., 2, 1,                                         
)12(2
)12(
cos
1
arccos2
0
0




















 (1.107) 
O parâmetro v permite o controlo do decaimento dos lóbulos secundários. Se v=-1 tem-se a 
distribuição de Tschebyscheff e se v=0 tem-se a distribuição de Villeneuve. Se v>0 os lóbulos 
decaem mais rapidamente do que na distribuição de Villeneuve, com o respectivo 
alargamento do lóbulo principal, e se v<0 os lóbulos decaem menos. 
Para 2M+1 elementos as expressões anteriores mantêm-se excepto a segunda de (1.107), 
que fica 
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Para obter a distribuição de corrente NcNamara utiliza a forma de um agrupamento 
simétrico, que para 2M elementos é dada por 
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Supondo aM=1, os restantes valores de an são obtidos impondo que a expressão anterior 
coincida com os M-1 zeros determinados anteriormente. Resolvendo este sistema de equações 
de M-1 incógnitas obtém-se a distribuição de corrente desejada. 
1.10 - Síntese de McNamara 
No seguimento das secções anteriores e por analogia com o método de síntese de 
Villeneuve, vai-se designar por síntese de McNamara o método de Zolotarev alterado [46], ou 
seja, da mesma forma que Villeneuve altera os polinómios de Tschebyscheff para obter um 
diagrama de radiação análogo ao de Taylor, McNamara altera os polinómios de Zolotarev 
para obter um diagrama de radiação análogo ao de Bayliss. Deste modo, o método de síntese 
de McNamara produz diagramas de radiação tipo Bayliss, mas para distribuições discretas. 
Para um agrupamento de Zolotarev de 2M elementos, os zeros do factor de agrupamento 
são n, n=1, 2, …,(M-1), com =2dcos()/. De forma semelhante ao que foi feito em 
Villeneuve [44], partindo do agrupamento de Zolotarev, mantêm-se os primeiros 1n  zeros,  
n, e os restantes são substituídos pelos zeros de um factor de agrupamento a determinar, 
definidos por 0n, .1 ..., ,1 ,  Mnnn  Os zeros são 
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mais o zero =0. Os zeros 0n são determinados a partir do factor de agrupamento que produz 
a máxima directividade [47] ou do factor de agrupamento que produz a máxima inclinação 
[48] de agrupamentos discretos anti-simétricos. Estas funções são obtidas por métodos 
iterativos. 
Se for pretendido controlar o decaimento dos lóbulos secundários, pode-se utilizar uma 
abordagem semelhante à que foi efectuada no final da secção anterior. Os novos zeros do 
factor de agrupamento são 
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Se =0 obtém-se a distribuição de Zolotarev e se =1 os zeros são os apresentados em 
(1.110). Com >1 tem-se um maior decaimento dos lóbulos secundários. 
1.11 - Métodos dos Filtros 
Há bastante tempo que se viu a possibilidade de se utilizar algumas técnicas dos filtros FIR 
(finite impulse response) com a finalidade de se obter os diagramas de radiação com melhores 
resultados. 
Uma das aplicações de processamento de sinal é o projecto de filtros com determinadas 
características. Como nem sempre é possível obter a sua forma exacta, devido à duração 
ilimitada da sua resposta impulsional, tem-se que recorrer a determinadas técnicas, por forma 
a que o filtro resultante seja o mais aproximado do pretendido. Uma dessas técnicas consiste 
na multiplicação por uma janela, a fim de truncar a resposta impulsional do filtro quando esta 
tem duração infinita [49]-[52]. Outra técnica consiste em amostrar a resposta em frequência 
do filtro com um número de pontos igual ao número de coeficientes do mesmo [49], [50], 
[53]. É interessante notar que o método de Woodward utilizado em antenas, embora realizado 
de forma diferente, tem semelhanças com esta técnica. Uma terceira forma consiste na 
obtenção de filtros óptimos, caracterizados pela aproximação de Tschebyscheff (equiripple). 
Normalmente, este caso obriga a utilizar técnicas iterativas [54], [55]. 
Como já foi mencionado, o método das janelas consiste em truncar os coeficientes do filtro 
desejado, de modo que o resultado final seja um filtro de duração finita. Uma vez que o 
truncamento da série de Fourier com a janela rectangular conduz a lóbulos secundários 
elevados, surgiram várias janelas com melhores características para realizar o processo de 
truncamento. Harris [56] e Nuttall [57] apresentam um conjunto de janelas com boas 
características em termos de lóbulos secundários. 
Em antenas, considerando que a distribuição de corrente uniforme produz diagramas de 
radiação com elevados lóbulos secundários, alguns autores viram que a intensidade desses 
lóbulos pode ser diminuída utilizando distribuições de corrente que tendessem para zero nos 
extremos do agrupamento [58]. Algumas das distribuições utilizadas são: rectangular, 
triangular, co-seno limitado, co-seno num pedestal, co-seno ao quadrado, binomial, gaussiana, 
Taylor, Tschebyscheff, etc [7], [58]. Estas distribuições foram analisadas quanto às suas 
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características. Por exemplo, o co-seno num pedestal é conhecido em processamento de sinal 
como a janela de Hamming. 
A técnica das janelas foi aplicada recentemente em antenas para diagramas de tensão [59], 
mas para antenas de abertura, em que os autores sugerem multiplicar a distribuição de 
corrente ideal por um filtro de comprimento igual ao da antena. Anteriormente esta técnica foi 
apresentada por alguns autores, mas aplicada aos diagramas de potência de agrupamentos 
discretos [2], ]60], [61]. Trabalhar com o diagrama de potência permite ignorar a fase do 
diagrama de tensão. 
Dado um factor de agrupamento (diagrama de tensão), 
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com =cos(), o diagrama de potência é  
 )()()( *  FFP   (1.113) 
em que o asterisco representa complexo conjugado. Esta expressão também tem a forma de 
uma série de Fourier [2]. 
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Para um agrupamento com N elementos, o diagrama de potência terá 2N-1 termos. Um 
método de síntese dos diagramas de potência seria o truncamento da sua decomposição em 
série de Fourier quando a sua duração fosse superior ao número de termos. Isto equivale a 
multiplicar pela janela rectangular, o que pode dar valores negativos para o diagrama dentro 
da janela visível. Outra forma consiste em pesar os coeficientes de Fourier por uma função 
(janela), de modo que os termos da série decresçam para zero nos seus extremos. Isto tem por 
objectivo diminuir o fenómeno Gibbs resultante do critério dos mínimos quadrados. A síntese 
do diagrama potência normalmente conduz a várias distribuições de corrente para o mesmo 
diagrama de potência. Milne [60] realiza este método de síntese, utilizando a janela triangular 
e a baseada nos polinómios de Tschebyscheff. Picazo [61] recorre à janela de Tschebyscheff e 
à de Taylor. 
Outro método de síntese de agrupamentos baseia-se na técnica de projecto de filtros 
óptimos. Para o filtro passa-baixo, a figura 1.4 mostra os parâmetros de interesse da sua 
resposta em frequência. As três zonas importantes são: a banda de passagem, correspondente 
à gama frequências 0p, com erro máximo de 1; a zona de transição, na gama ps; 
e a banda de corte, na gama p, com erro máximo 2. Sabendo o número máximo de 
picos da figura 1.4 para um dado número de coeficientes do filtro, a posição dos mesmos é 
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calculada por métodos iterativos. Com a posição dos picos, a resposta em frequência é obtida 
por interpolação polinomial e os coeficientes do filtro são determinados pela transformada 
inversa [54], [62]-[64]. 
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Fig. 1.4 - Aproximação equiripple. 
Em termos de expressões, um filtro digital é definido pela resposta em frequência [63], 
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em que Q(e
j
)=1, cos(/2), sen() ou sen(/2), dependendo do número N e da simetria da 
resposta impulsional do filtro, e 
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O número de extremos da função é igual a r+1, com r=(N+1)/2, para N ímpar, e r=N/2, para N 
par. O método consiste em obter a função P(e
j
) segundo a aproximação de minimizar o 
máximo valor do erro. Para esse efeito, supõe-se que D(e
j
) é a função desejada para o filtro e 
W(e
j
) a função de pesagem da função de erro utilizada na aproximação. É empregue a 
fórmula de interpolação de Lagrange para interpolar os r pontos, 0, 1, …, r-1, com os 
valores Ck, dada pela seguinte forma: 
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em que 
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Avaliado o erro cometido, se o valor não for o desejado, escolhe-se como novos candidatos às 
r+1 frequências aquelas que correspondem aos picos da função de erro e volta-se a aplicar a 
fórmula da interpolação. O método continua de uma forma iterativa. 
Evans [65] faz uma analogia entre o diagrama de radiação de um agrupamento, 
caracterizado pelo somatório das correntes {Im},  
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 e a resposta em frequência de um filtro FIR, definida pelas suas amostras {hm},  
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sendo T o período de amostragem. Com F=d/ e T=1, os dois sistemas são análogos. 
Supondo um agrupamento com N=2M+1 elementos e d/=0,5 por conveniência numérica, se 
o agrupamento for simétrico, o factor de agrupamento fica 
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A expressão anterior pode ser posta na forma de um polinómio 
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com x=cos(). Esta abordagem, que é utilizada para obtenção de filtros passa-baixo, Evans 
utiliza-a para obter uma aproximação ao diagrama de radiação com a forma do pedestal. O 
factor de agrupamento pretendido tem equiripple quer na zona do pedestal quer na zona dos 
lóbulos secundários e é obtido pelos métodos iterativos utilizados nos filtros. 
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Também White [66] aproveita alguns procedimentos dos filtros digitais para obter 
distribuições de corrente, neste caso contínuas, recorrendo à técnica de geração de polinómios 
contendo uma estrutura de máximos e mínimos. Mais uma vez são utilizados métodos 
iterativos para cálculo da solução. Shpak e Antoniou [67] é outro exemplo que utiliza os 
algoritmos dos filtros para síntese de agrupamentos, recorrendo à forma apresentada na 
expressão (1.118).  
1.12 - Síntese de Factores de Agrupamento com Nulos 
A obtenção de agrupamentos capazes de gerar nulos em determinadas direcções do 
diagrama de radiação é importante para suprimir interferências de fontes indesejadas 
provenientes dessas direcções. Assim, surgem vários trabalhos que apresentam métodos 
determinísticos ou iterativos para realizar tal objectivo. Alguns desses métodos geram os 
nulos, controlando apenas a fase da distribuição de corrente [68]-[72], outros apenas a 
amplitude [73], [74] e, ainda, a posição dos elementos [75]-[77]. Os iterativos conseguem 
controlar vários parâmetros do agrupamento, mas obrigam a utilizar métodos de optimização. 
Alguns deles pretendem criar zonas do diagrama com níveis mais baixos dos lóbulos 
secundários [42], [43], [78]-[82] e outros na geração efectiva de nulos em determinadas 
direcções [67], [83]-[88]. Uma outra forma de gerar nulos no diagrama é através de métodos 
adaptativos. Um agrupamento adaptativo é um sistema que controla o seu próprio diagrama, 
ajustando os coeficientes do agrupamento em tempo real, de modo a adaptar-se às variações 
do meio ambiente [9]. A teoria adaptativa baseia-se na análise matricial e em métodos de  
optimização [89]-[99]. 
Normalmente, os métodos determinísticos com controlo de fase recorrem a um sistema de 
equações com a aproximação dos dois primeiros termos da expansão da série de Taylor. 
Segundo o processo apresentado por Steyskal [68], sendo o diagrama dado pela expressão 
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com u=cos(), d o espaçamento entre elementos e an a excitação de cada um dos 2N+1 
elementos, o método consiste em expandir em série de Taylor os coeficientes an=e
j
n. Retendo 
os dois primeiros termos da série, obtém-se 
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Sendo M o número de direcções onde se pretende inserir um nulo, u=um, m=1, …, M, ao 
impor a expressão (1.125) igual a zero em um obtém-se 2M equações reais para as 2N+1 
incógnitas, n. Como o problema não tem solução quando 2M<2N+1, impõe-se que as 
perturbações sejam pequenas segundo o critério dos mínimos quadrados. Este problema tem 
solução analítica e o diagrama resultante pode ser visto como o diagrama original somado 
com M feixes simétricos com um dos picos orientado na direcção do nulo.  
O método de controlo de amplitude consiste em colocar as raízes do círculo de Schelkunoff 
na posição dos nulos pretendidos e impor pares conjugados dessas raízes, a fim de que as 
correntes se tornem reais. 
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Com controlo de fase e amplitude, Gaushell [15] apresenta um método directo para gerar 
nulos num diagrama de radiação predefinido. Partindo da representação do círculo de 
Schelkunoff, em que o diagrama de radiação do agrupamento é obtido em função dos zeros, 
cada nulo é criado por deslocamento do zero do diagrama original mais próximo para a 
posição pretendida. Essa deslocação é realizada multiplicando o diagrama original pelos zeros 
correspondentes aos nulos a inserir e dividindo pelos zeros a retirar. O processo de cálculo 
baseia-se na transformada Z e na convolução numérica. 
Tseng [100] também apresenta um método directo para gerar um nulo, mas para os 
agrupamentos de Taylor. O método consiste em introduzir um zero na posição desejada do 
factor de agrupamento e alterar a posição dos zeros da síntese de Taylor, de modo a que haja 
uma compressão da distância entre eles na zona onde se pretende o nulo e uma dilatação da 
distância entre zeros nos dois lados imediatos. Desta forma, há uma diminuição do nível dos 
lóbulos secundários à volta do nulo e um aumento dos lóbulos na zona imediata. 
Steyskal [101] apresenta outro método para gerar M nulos no factor de agrupamento. 
Definindo o factor de agrupamento por 
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com u=cos(), a distância entre elementos igual a meio comprimento de onda e sendo xn a 
excitação do elemento n, o problema de síntese consiste em procurar pa(u), de tal modo que 
minimize o erro segundo o critério dos mínimos quadrados, 
  
1
1
2
0 .mim)()(2
1
)( duupupp aa   (1.127) 
sujeito às condições 
 Mmup ma ,...,1              ,0)(   (1.128) 
em que um são as posições das interferências. O autor deste artigo também propõe um outro 
método que em vez de utilizar (1.128) impõe as derivadas pa(um), até uma dada ordem, igual a 
zero. No entanto, este segundo método é menos efectivo [102]. Aplicando o teorema de 
Parseval à equação (1.127) chega-se à expressão 
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Colocando na forma vectorial, definindo o produto interno entre dois vectores por 
 *),( nn yxyx  e a norma por 2/1),( xxx  , tem-se que 
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com ),...,( 1 Nxxx  , ),...,(
)()( uNjuj eey    e =(N+1)/2. Utilizando considerações 
geométricas, a solução do problema, para a distância entre elementos de d=/2, é 
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com os m determinados pelo seguinte sistema de equações: 
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Como se pode verificar pela solução, este método consiste em somar M funções seno cardinal 
sen(Nx)/sen(x) ao factor de agrupamento original. Consegue-se, desta forma, gerar M nulos no 
diagrama. A forma de gerar um nulo de banda larga consiste em impor vários nulos próximos 
uns dos outros. 
O resultado obtido pelo método anterior coincide com o obtido pelo método adaptativo 
para maximização da relação sinal/ruído apresentado em [90]. Assim, no caso de 
interferências infinitamente fortes, o diagrama de radiação que maximiza a relação sinal/ruído 
é a aproximação segundo o erro médio quadrático do diagrama original [101]. 
Supondo um agrupamento com um número ímpar de elementos, centrado, se no problema 
de síntese apresentado atrás juntar mais alguma flexibilidade à expressão de minimização, 
substituindo (1.129) pela equação 
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a solução depende directamente dos coeficientes de pesagem cn [103]. Com cn=1, é somado ao 
diagrama original uma função tipo sen(Nx)/sen(x), como se viu antes. Se cn=1/x0n, então a 
função é uma réplica da função original. 
Outro método permite gerar um nulo no factor de agrupamento variando apenas os valores 
das correntes dos extremos do agrupamento [104]. Este baseia-se no facto de haver uma certa 
semelhança na estrutura dos lóbulos secundários do factor de agrupamento de um 
agrupamento linear uniforme e do factor de agrupamento definido apenas pelos elementos 
extremos, sendo este último dado por 
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com o número de elementos igual a N+1. O algoritmo proposto consiste em cancelar um dado 
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lóbulo secundário em vez de gerar um nulo no factor de agrupamento. Para isso, supondo que 
int é a direcção donde provém uma dada interferência, cancela-se o lóbulo secundário que 
contém essa direcção. Para cancelar todo o lóbulo é necessário obter o ângulo m que define o 
seu centro. Depois é adicionada uma variação de fase, , ao primeiro elemento e o seu 
conjugado ao último, de modo a deslocar a função sinusoidal para a posição do pico, m. Por 
último, multiplica-se por uma constante, C, de módulo igual à do lóbulo a cancelar e fase 
oposta. A função de cancelamento para d=/2 e para um número ímpar de elementos é dada 
por 
 



 













 






)12(
12
cos2)(
)12(
12
)12(
12 m
N
N
CCeCef
m
N
N
jm
N
N
j
m  (1.135) 
em que m é o lóbulo secundário a cancelar, obtido pelos máximos da função co-seno. Por 
conseguinte, tendo o valor de m e o pico do lóbulo secundário, fm, as constantes são 
determinados por 
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A excitação é apenas a sobreposição da inicial com o sinal de cancelamento. 
Ng [105] apresenta um outro método para gerar nulos utilizando uma abordagem de 
optimização através da análise matricial. Começa por definir o diagrama de radiação de N 
elementos da seguinte forma: 
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em que pi é o vector tridimensional da posição do elemento i, u é o versor de referência, 
<pi,u> é o produto escalar de pi com u, c é a velocidade de propagação e 0 é a frequência de 
funcionamento. Os vectores são definidos por 
  TNWWWW 110 ,...,,   (1.138) 
e 
  */,/,/, 010100 ,...,, cupjcupjcupj NeeeS     (1.139) 
em que T significa transposta e * transposta conjugada. Seja Sd o vector para a direcção 
pretendida u=ud e S1, S2, …, Sm, m<N, os vectores para as direcções u1, u2, …, um, 
respectivamente, onde se pretende gerar os nulos. O problema que se coloca é maximizar a 
potência do sinal na direcção ud, dada por 
 AWWQ *  (1.140) 
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com *dd SSA  , sujeito às condições 
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e sendo  mSSSC ,...,, 21 . Utilizando considerações da álgebra matricial, transformando o 
problema de optimização com restrições num problema sem restrições através do método dos 
multiplicadores de Lagrange [106], a solução é 
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em que ymax é o vector próprio correspondente a max(PAP), sendo max o máximo valor próprio 
de PAP. 
O método que vai ser agora apresentado baseia-se no conceito da transformada de Fourier 
discreta não uniforme, NDFT (Nonuniform Discrete Fourier Transform), apresentada por 
Sonali e Mitra [107] para aplicações em processamento de sinal. Utilizando esse 
desenvolvimento, um dos capítulos do livro aborda a questão de gerar nulos no factor de 
agrupamento em antenas. A NDFT é definida por 
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em que z0, z1, …, zN-1 são pontos distintos localizados arbitrariamente no plano z. Na forma 
matricial tem-se que 
 DxX   (1.144) 
onde os vários vectores são definidos da seguinte forma: 
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Se os pontos de amostragem forem distintos, um modo de calcular a NDFT inversa é 
 XDx 1  (1.146) 
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A outra é pela fórmula de interpolação de Lagrange, mais eficiente em termos de cálculo, 
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Os valores de x(n) são identificados pelos coeficientes do polinómio. 
Vejamos a proposta apresentada em [107] para gerar nulos numa antena. A NDFT do 
factor de agrupamento é 
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com uk=cos(k). Supondo M nulos, em u=w1, w2, …, wM, o procedimento é o seguinte: 
1. Representar o diagrama original p(u) por p(uk) em N pontos, w1, w2, …, wM, que contêm os 
extremos da função. 
2. Para impor M nulos no diagrama começa-se por deslocar as M amostras de p(u) mais 
próximas para as posições dos nulos. Depois substitui-se o valor das M amostras por zero. 
As restantes mantêm-se inalteradas. 
3. Aplicar a NDFT inversa às N amostras para obter os coeficientes de excitação. 
4. Caso seja necessário, aplicar uma nova iteração. Primeiramente, calcula-se o factor de 
agrupamento através da FFT dos coeficientes de excitação (utilizando a técnica zero-        
-pading). A seguir, as N-M amostras não nulas são movidas para os extremos mais 
próximos, mantendo o seu valor e volta-se a aplicar a NDFT inversa. Caso seja necessário 
realiza-se uma nova iteração. 
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Aplicação da Relação de Fourier 
2.1 - Introdução 
Muitos dos autores que identificaram uma relação de Fourier entre o factor de 
agrupamento e a distribuição de corrente não utilizaram todas as potencialidades da 
transformada de Fourier. Normalmente fazem-no, como um caso particular, no processo de 
síntese de agrupamentos na designada síntese de Fourier. 
Todavia, embora também de forma restrita, surgem alguns outros casos de aplicação da 
relação de Fourier. Collin 1 identifica uma relação de Fourier nas aberturas, mas não 
aproveita as propriedades da transformada. Jordan 2 emprega algumas dessas propriedades 
para calcular os diagramas de radiação gerados por uma fita de corrente e por uma 
distribuição periódica de corrente. Meyer 3 num trabalho sobre agrupamentos discretos 
arbitrários considera que estes podem ser vistos como a convolução de uma função de Diracs 
com a função envolvente dos mesmos. Outro exemplo é Bracewell 4 que, no seu livro 
dedicado às aplicações da transformada de Fourier, se refere ao uso das propriedades da 
transformada em antenas. Casimiro 5 enuncia alguns exemplos gerais de utilização das 
propriedades de Fourier e aplica a relação de Fourier à análise de agrupamentos de duas 
antenas. Grilo e Casimiro 6 aplicam-na na análise de antenas curtas. Outro trabalho é o de 
Johnson e Dudgeon [7] que apresenta alguma abordagem da transformada de Fourier aplicada 
à análise de aberturas e a agrupamentos discretos. 
Apesar dos exemplos do parágrafo anterior, e como se evidenciou pelo primeiro capítulo, a 
Relação de Fourier, como é novidade, ainda foi pouco explorada quer para análise de 
agrupamentos quer pelos vários métodos de síntese. Neste capítulo pretende-se, em primeiro 
lugar, apresentar a teoria subjacente à análise e síntese de agrupamentos baseada na Relação 
de Fourier. Com esse objectivo, são desenvolvidas as principais expressões que servirão de 
base ao cálculo, aplicadas a agrupamentos de uma dimensão espacial. Um conceito aqui 
importante é o teorema da amostragem. Num levantamento bibliográfico para investigar a sua 
aplicação em antenas verificou-se que no caso geral não se recorria a este teorema, como é 
conhecido em processamento de sinal [8], mas ao método de Woodward [9]-[12] que, como 
veremos, é uma utilização particular do teorema da amostragem. Este teorema foi 
efectivamente empregue em aberturas contínuas [13]-[16], uma vez que aí a Relação de 
Fourier é mais evidente.  
Neste capítulo, o teorema da amostragem será reavaliado para aplicação directa aos 
objectivos do trabalho. 
Após a apresentação da teoria, os vários métodos abordados no capítulo do Estado da Arte 
são revistos à luz da Relação de Fourier. Como se demonstrou, a maior parte desses métodos 
têm formas próprias para o cálculo da distribuição de corrente ou do factor de agrupamento. 
Neste trabalho pretende-se ter uma forma única de o fazer. Esse intento será alcançado tendo 
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em conta as propriedades da transformada de Fourier inerentes à Relação de Fourier, que 
possibilita o uso sistemático da FFT (Fast Fourier Transform). 
Além da característica generalizadora do método que vai ser desenvolvido, comparando 
com os processos tradicionais, este é mais vantajoso em termos de cálculo. 
2.2 - Análise e Síntese de Agrupamentos 
Como já foi referido, o trabalho desenvolvido nesta Tese baseia-se na Relação de Fourier, 
apresentada na secção 1.2.2. As expressões (1.25) e (1.26) são gerais e aplicadas a qualquer 
número de dimensões espaciais, mas, por simplicidade, a partir de agora lidar-se-á apenas 
com uma dimensão. 
A ferramenta principal do método aqui desenvolvido é a transformada de Fourier. Uma vez 
que a série é apenas um caso particular da transformada, em vez de se considerar a série de 
Fourier para o caso discreto, como aconteceu em alguns dos trabalhos publicados, trabalhar-   
-se-á sempre com a transformada de Fourier, como vai ser apresentado de seguida. 
2.2.1 - Análise de Agrupamentos 
No processo de análise de agrupamentos pretende-se obter o factor de agrupamento quando 
é conhecida a distribuição de corrente. 
Começando pelo caso contínuo, dada uma distribuição linear contínua de corrente ao longo 
do eixo dos ZZ, c(z), o factor de agrupamento é determinado pela equação (1.25), 
   


  zdezczcF zjz
z )()(2)( 1F  (2.1) 
com z=cos(z)=cos(). Se o agrupamento for limitado, o que significa que a distribuição 
de corrente só é diferente de zero no intervalo L1zL2, com L2>L1 e sendo L1 e L2 dois valores 
reais, a expressão anterior fica 
 
2
1
)()(
L
L
zj
z zdezcF
z  (2.2) 
e o comprimento do agrupamento é L=L2-L1. Considerando L1=-L2, o agrupamento está 
centrado na origem do referencial. O factor de agrupamento terá valores em toda a variável z 
e a janela visível é dada por -z. 
De forma análoga, tendo um agrupamento discreto de correntes ao longo do eixo dos ZZ, o 
factor de agrupamento também é determinado pela expressão (1.25), mas c(z) só toma valores 
em posições discretas da variável z. Deste modo, cada elemento pode ser representado por 
uma função de Dirac, (z), multiplicada por uma constante. Assim, para um elemento na 
posição z=zi tem-se que 
 )()()( ii zzzczc    (2.3) 
sendo c(zi) o valor da corrente do elemento. 
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Para vários elementos, em qualquer posição no eixo dos ZZ, a distribuição de corrente é 
dada por 
  n
=n
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)()(  (2.4) 
em que zn é a posição do elemento n. O factor de agrupamento resultante fica 
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Uma vez que se irá lidar com agrupamentos equidistantes, supondo d a distância entre eles, se 
zn=(n+)d, a expressão anterior toma a seguinte forma: 
  
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z
zedncF   (2.6) 
em que d, 0<1, é o atraso dos elementos relativamente à origem do referencial. Dentro 
dos agrupamentos equidistantes, normalmente, considera-se duas situações típicas para a 
posição dos mesmos. A primeira é quando estes estão em múltiplos inteiros de d, ou seja, z=0, 
d, 2d, 3d, …. Este caso é obtido considerando em (2.6) =0. A segunda é quando os 
elementos estão em posições intermédias, isto é, z=d/2, 3d/2, 5d/2, …, sendo determinado 
com =1/2. O factor de agrupamento referente a cada caso é, então, 
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De notar que, pelas propriedades da transformada de Fourier, uma translação corresponde na 
transformada inversa a uma rotação da fase de valor igual à translação 8. Por conseguinte, a 
segunda expressão de (2.7) pode ser vista como a multiplicação da primeira por e
jzd/2. 
Para agrupamentos equidistantes o factor de agrupamento é periódico e de período 2/d. A 
janela visível também é dada por -z. Como já é conhecido, dependendo do valor de d, a 
janela visível pode coincidir ou não com o período da função do factor de agrupamento.  
Como normalmente se lida com agrupamentos limitados a N elementos, para elementos de 
corrente em posições z=0, d, 2d, 3d, …, a expressão (2.7) fica 
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em que N=N2-N1+1, N2>N1 e sendo N1 e N2 dois números inteiros. Para elementos em posições 
z=d/2, 3d/2, 5d/2, …, (2.7) fica 
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sendo N=N2-N1. O limites dos somatórios de (2.8) e (2.9) aparecem na forma apresentada 
porque, se fizermos N1=-N2, os dois agrupamentos estão centrados na origem.  
2.2.2 - Síntese de Agrupamentos 
Consideremos a situação inversa da anterior, caracterizado pelo processo de síntese de 
agrupamentos. Dado o factor de agrupamento pretende-se obter a distribuição de corrente. 
Para um agrupamento contínuo, conhecendo o factor de agrupamento, a respectiva 
distribuição de corrente ao longo do eixo dos ZZ é obtida pela equação (1.26), 
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Assim determinada, a distribuição de corrente é exacta, ou seja, aquela que dá origem ao 
factor de agrupamento desejado. Como é do conhecimento, as distribuições de corrente 
obtidas nem sempre são realizáveis, o que obriga à existência dos vários métodos de síntese. 
Vejamos agora a síntese de agrupamentos discretos. Obviamente que mais uma vez se 
pode aplicar a equação (1.26) e que para agrupamentos lineares não é mais do que calcular a 
expressão (2.10). Não obstante, para melhor entender-se o processo de síntese, um 
agrupamento discreto pode ser visto como a multiplicação da transformada de Fourier do 
factor de um agrupamento contínuo, devido apenas a um intervalo -/dz/d do mesmo, 
com um trem de Diracs de espaçamento d. A figura 2.1 esquematiza esse desenvolvimento, 
traduzido como a amostragem genérica da distribuição de corrente. 
Na figura 2.1 aparecem os dois pares da transformada referente à Relação de Fourier. No 
lado esquerdo está o factor de agrupamento e no lado direito a distribuição de corrente. Como 
se pode ver pelo terceiro par apresentado na figura, um agrupamento discreto não é mais do 
que a amostragem de uma distribuição contínua de corrente. Essa amostragem pode estar 
descentrada do sistema de eixos utilizado, de modo a produzir um agrupamento na posição 
desejada. O factor  traduz esse deslocamento e tem o mesmo significado que o apresentado 
anteriormente. Assim, amostrar a distribuição de corrente com um trem de Diracs atrasado de 
d corresponde a multiplicar o trem de Diracs do lado do factor de agrupamento por ejzd. 
Para os vários valores de  tem-se uma repetição da função definida no intervalo -/dz/d, 
alterada pelos valores dos Diracs. Para -/dz/d a função de repetição mantém-se 
inalterável, enquanto que nos restantes há afectação do factor e
jk2
, sendo k um número 
inteiro. 
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Fig. 2.1 - Obtenção de uma distribuição de corrente discreta por amostragem de uma função contínua. 
Em termos de fórmulas, tendo em conta a figura 2.1, a distribuição de corrente devido ao 
intervalo -/dz/d é dada por 
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Amostrando essa distribuição de corrente, o que corresponde a multiplicá-la com o trem de 
Diracs, tem-se que 
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Assim obtida, a distribuição pode ser ilimitada, como acontecia no caso contínuo. 
2.3 - Adaptação do Teorema da Amostragem 
A não ser em casos intermédios, que possam surgir nos métodos de síntese de 
agrupamentos, em geral as distribuições de corrente são limitadas. Desta forma, o processo de 
cálculo pode ser simplificado considerando o teorema da amostragem. Vejamos como se pode 
aplicar esse teorema aos agrupamentos de antenas. 
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2.3.1 - Distribuições Contínuas 
Quando a distribuição de corrente é limitada pode-se aplicar o teorema da amostragem, 
como mostra a figura 2.2. Considerando que o período de amostragem é de 2/S, a condição 
para não haver sobreposição (aliasing) na distribuição de corrente é que S seja maior ou igual 
a L, com L=L2-L1. No caso geral, o trem de Diracs que amostra o factor de agrupamento pode 
estar deslocado de uma fracção , 0<1, do valor do período de amostragem, o que não altera 
o valor da distribuição dentro do intervalo –S/2zS/2, como se pode ver pela figura. Por 
conseguinte, a distribuição de corrente apresentada na figura 2.2b) é igual à da figura 2.2d), 
dentro desse intervalo, e a menos de uma constante.  
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Fig. 2.2 - Amostragem do factor de agrupamento de uma distribuição contínua. 
Na forma analítica, o factor de agrupamento representado na figura 2.2c) é dado por 
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Utilizando (2.10), a respectiva distribuição de corrente fica 
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Como se constatou atrás, a distribuição de corrente )(zc  é igual a )(zca , dentro do intervalo 
-S/2zS/2 e a menos da constante S/(2). Deste modo, a distribuição de corrente desejada é 
dada por 
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Utilizando o teorema da amostragem, como foi apresentado na figura 2.2, pode-se amostrar 
o factor de agrupamento de várias formas, sendo fácil visualizar as implicações na 
distribuição de corrente. 
2.3.2 - Distribuições Discretas 
De forma semelhante, as distribuições discretas limitadas podem ser determinadas através 
do teorema da amostragem. 
Como se verifica pela figura 2.3, sendo o número de elementos limitado, para se aplicar o 
teorema da amostragem a quantidade de amostras empregues, P, tem que ser maior ou igual 
ao número de elementos, N. 
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Fig. 2.3 - Amostragem do factor de agrupamento de uma distribuição discreta. 
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O factor de agrupamento representado na figura 2.3c) é dado por 
 



 



  


)(
2
)(
2
)( 



 k
Pd
k
Pd
FF z
k
za  (2.16) 
A distribuição de corrente referente a esse factor de agrupamento pode ser determinada 
utilizando a expressão (2.12) 
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em que <P> representa as P amostras do factor de agrupamento dentro do intervalo 
-/dz/d, o que dá os seguintes limites para k: 
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A distribuição de corrente )(zc  é igual a )(zca , dentro do intervalo -Pd/2zPd/2, a menos 
da constante Pd/(2). Por conseguinte, a distribuição de corrente desejada é dada por 
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Apresentando de outro modo, para z=(n+)d a expressão anterior toma a seguinte forma: 
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Para as situações típicas de agrupamentos discretos, se =0, os elementos estão em z=0, 
d, 2d, 3d, ... e (2.20) fica 
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Se =1/2, os elementos estão em z=d/2, 3d/2, 5d/2, … e (2.20) fica 
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A abordagem que se acabou de realizar é bastante geral. Por um lado, considera qualquer 
número de amostras, desde que superior ou igual ao número de elementos e, por outro lado, o 
trem de Diracs de amostragem está onde for desejado. A expressão (2.20) não é mais do que a 
transformada discreta de Fourier das amostras do factor de agrupamento, adaptada aos 
objectivos deste trabalho. Esta transformada pode ser obtida facilmente através da FFT (Fast 
Fourier Fransform), como veremos posteriormente. 
2.3.3 - Relações Úteis 
Qualquer factor de agrupamento pode ser determinado pela transformada inversa de 
Fourier da distribuição de corrente, afectada de uma constante. Utilizando as propriedades da 
transformada é possível simplificar o processo de análise e síntese de agrupamentos. A tabela 
2.1 mostra alguns exemplos úteis de agrupamentos obtidos pela transformada de Fourier, 
afectada do factor 2. 
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Tabela 2.1 - Algumas distribuições úteis. 
2.4 - Métodos Revisitados 
Os métodos apresentados no Estado da Arte serão de seguida revistos à luz da abordagem 
efectuada na Relação de Fourier. Por conseguinte, ver-se-á como a teoria desenvolvida 
anteriormente permite simplificar, em muitos casos, o processo de cálculo. 
O método desenvolvido neste trabalho, baseado na Relação de Fourier, será definido a 
partir daqui por método da Relação de Fourier. 
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2.4.1 - Método da Transformada de Fourier 
O método da transformada de Fourier é aquele em que a aplicação do método da Relação 
de Fourier é mais evidente. Como se demonstrou, tradicionalmente consiste em truncar a 
distribuição de corrente, obtida por transformada do factor de agrupamento, para um dado 
comprimento desejado. De seguida veremos como o cálculo pode ser efectuado recorrendo-se 
à teoria desenvolvida na secção anterior. 
2.4.1.1 - Distribuições Contínuas  
Sendo dado o factor de agrupamento, a distribuição de corrente é determinada pela 
equação (2.10). Se o comprimento desejado para o agrupamento for L, em geral, é necessário 
truncar a distribuição obtida, eliminando as correntes na gama de valores |z|>L/2. Isto 
representa nada mais do que aplicar uma janela rectangular à distribuição de corrente. O erro 
cometido na aproximação é o mínimo erro quadrático médio 5, [17. 
Após truncar a distribuição de corrente aplica-se a equação (2.2), com L2=-L1=L/2, para se 
obter o factor de agrupamento aproximado. Como o processo de truncamento representa a 
multiplicação por um pedestal (janela rectangular), e como a transformada inversa do pedestal 
dá o seno cardinal, o factor de agrupamento aproximado será a convolução entre o factor de 
agrupamento desejado com o seno cardinal. Daí que, geralmente, o resultado seja uma função 
com lóbulos secundários. Sendo a janela rectangular aquela que dá origem a maiores lóbulos 
secundários, uma forma de diminuir esses lóbulos pode ser aplicando outro tipo de janela. 
Esta situação será abordada posteriormente. 
A janela que multiplica a distribuição de corrente foi considerada como centrada na origem 
do referencial. No entanto, caso seja pretendido, pode-se descentrar o agrupamento utilizando 
outros valores para L1 e L2.  
2.4.1.2 - Distribuições Discretas 
O processo de síntese é realizado de forma análoga à do caso contínuo, com a 
particularidade de que a distribuição de corrente ter que ser discreta. A figura 2.4 apresenta 
um exemplo simples para melhor visualização da sequência de operações referentes à 
obtenção de um factor de agrupamento aproximado por este método. 
O primeiro gráfico refere-se à definição do factor de agrupamento dentro do intervalo 
-/dz/d, que deve conter as especificações da função dentro da janela visível. O 
agrupamento discreto é obtido através da abordagem da figura 2.1. A distribuição é calculada 
através de (2.12) e está representada na figura 2.4d). O passo seguinte consiste no 
truncamento da distribuição de corrente por uma janela rectangular, ficando-se com N 
elementos, o que dá no lado do factor de agrupamento a convolução com o seno cardinal. A 
distribuição de corrente é, assim, dada por 
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e o factor de agrupamento aproximado é obtido por (2.6),  
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em que <N> representa os N elementos da distribuição de corrente e sendo n dado pelos 
seguintes limites: 
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O último par de gráficos representado na figura 2.4 mostra o resultado. 
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Fig. 2.4 - Método da transformada de Fourier aplicado a agrupamentos discretos. 
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Comparando esta forma de sintetizar o agrupamento com o apresentado na secção 1.2.1.2, 
vê-se que, como os seus autores normalmente trabalham com a série de Fourier, perdem a 
maleabilidade do processo de discretização e truncamento. Por exemplo, pode haver 
vantagens em primeiro truncar a distribuição de corrente e só após amostrar. Olhando para a 
figura 2.4 nota-se que é indiferente amostrar primeiro a distribuição de corrente ou truncá-la. 
2.4.2 - Método de Woodward 
O método de Woodward baseia-se no teorema da amostragem, aplicado a um conjunto de 
amostras do factor de agrupamento desejado. Embora alguns autores se refiram a este teorema 
18, [19], continuam a apresentar o método como foi descrito por Woodward 20, baseado 
nas características da distribuição uniforme de corrente. 
Como veremos de seguida, tendo presente o método da Relação de Fourier é fácil sintetizar 
um dado agrupamento, utilizando as propriedades da transformada de Fourier, e justificar 
todo o processo de aproximação do método de Woodward. Por exemplo, torna-se simples a 
comparação entre este método e o de síntese de Fourier, de modo a perceber melhor as 
diferenças obtidas entre eles. 
2.4.2.1 - Distribuições Contínuas 
Vejamos como o método de Woodward pode ser melhor entendido pelos conceitos da 
transformada de Fourier. Nesse sentido, a figura 2.5 apresenta um exemplo simples para 
melhor visualizar-se todo o processo de cálculo. 
Suponhamos que se pretende sintetizar o factor de agrupamento representado na figura 
2.5a). Se calcularmos a sua transformada de Fourier, o resultado é o apresentado na figura 
2.5b), logo a distribuição de corrente é infinita. Utilizar apenas um conjunto de amostras, 
como faz o método de Woodward, significa multiplicar o factor de agrupamento desejado por 
um trem de Diracs. No outro lado, tem-se a convolução com outro trem de Diracs. A 
periodicidade do trem de Diracs é tal que na distribuição de corrente o período é igual ao 
comprimento desejado do agrupamento, L. Seguidamente aplica-se uma janela rectangular de 
comprimento L, obtendo-se o resultado apresentado em e), no factor de agrupamento, e em f), 
na distribuição de corrente. 
Analisando a forma de cálculo descrita, verifica-se que o que o método de Woodward faz é 
tornar a distribuição de corrente periódica e truncá-la com a janela rectangular. Aplicando o 
teorema da amostragem, como foi desenvolvido na secção 2.3.1, a distribuição de corrente 
aproximada é dada pela expressão (2.14), com S=L,  
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Multiplicando-a pela janela rectangular, representada na figura 2.5, fica 
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onde <P> representa as P amostras dentro da janela visível. Os limites do somatório são 
obtidos como em (2.18). Comparar (2.27) com a expressão (1.35), considerando que se P é 
ímpar a amostragem é feita com =0 e se P é par faz-se =1/2. 
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Fig 2.5 - Método de Woodward aplicado a agrupamentos contínuos. 
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O factor de agrupamento aproximado é obtido pela transformada inversa, 
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Como se verifica chega-se às mesmas expressões que as obtidas pela forma tradicional de 
síntese de Woodward, apresentadas em (1.35) e (1.36). 
Resumindo, para se aplicar o método de Woodward segundo o método da Relação de 
Fourier, começa-se por amostrar o factor de agrupamento com um intervalo igual a 2/L. 
Calcula-se a transformada de Fourier desse resultado, dividindo pelo factor 2, obtendo-se a 
distribuição de corrente. Trunca-se com a janela rectangular de amplitude 2/L e pela 
transformada de Fourier inversa, multiplicada por 2, obtém-se o factor de agrupamento 
aproximado. 
Já foi referido que o método tradicional de síntese de Fourier, apresentado na secção 2.4, e 
o método de Woodward dão resultados diferentes. Apesar de ambos serem aplicações directas 
da Relação de Fourier, enquanto que na síntese tradicional de Fourier o que se faz é truncar a 
distribuição de corrente exacta, no método de Woodward trunca-se a distribuição de corrente 
obtida pelo teorema da amostragem. Os dois resultados podem, entretanto, ser iguais. Isto 
acontece quando o espectro espacial do factor de agrupamento for limitado e igual ao 
comprimento da abertura. Para o comprovar, se na figura 2.5b) a distribuição de corrente for 
limitada ao comprimento L, a convolução com o trem de Diracs não altera a função dentro da 
janela, uma vez que não ocorre sobreposição (aliasing) da mesma. Neste caso, também o 
facto de se amostrar o factor de agrupamento com um trem de Diracs centrado na origem ou 
descentrado da mesma não altera o valor da distribuição de corrente. 
Reparando de novo na figura 2.5, comprova-se que a utilização, por parte de Woodward, 
das distribuições de corrente constante com fases diferentes é apenas uma coincidência da 
aplicação da janela rectangular. Desta forma, pode-se utilizar outro tipo de janela, o que 
permite obter outros resultados. 
2.4.2.2 - Distribuições Discretas 
A abordagem do método de Woodward para os agrupamentos discretos é semelhante à dos 
contínuos. A figura 2.6 mostra a aplicação do método da Relação de Fourier a um exemplo 
demonstrativo. Em primeiro lugar, como foi feito para o agrupamento contínuo, amostra-se o 
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factor de agrupamento desejado. Os gráficos a) e b) da figura 2.6 correspondem aos gráficos 
c) e d), respectivamente, da figura 2.5, mas lidando com o intervalo -/dz/d, que deve 
conter as especificações da janela visível, e com L=Nd. Como se pretende um agrupamento 
discreto, amostra-se a distribuição de corrente nas posições pretendidas, em z=nd ou 
z=(2n+1)d/2, com n um inteiro. Após isso, aplica-se a janela rectangular de largura Nd. O 
factor de agrupamento resultante é o gráfico da figura 2.6e) e a respectiva distribuição é 
apresentada na figura 2.6f). 
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Fig. 2.6 - Método de Woodward aplicado a agrupamentos discretos. 
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O método de Woodward utiliza a distribuição de corrente uniforme discreta como função 
de base. De facto, se multiplicarmos o trem de Diracs que aparece no lado da distribuição de 
corrente pelo pedestal apresentado na figura 2.6, o que se obtém é uma janela rectangular 
discreta. No factor de agrupamento tem-se a convolução de um trem de Diracs com o seno 
cardinal, o que dá o seno cardinal periódico, função de base do método de Woodward. 
Em termos de fórmulas, a distribuição de corrente, representada na figura 2.6d), é obtida 
pelo teorema da amostragem com N amostras e cujo resultado já foi determinado, sendo a 
expressão (2.17) com P=N, 
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Multiplicando pela janela rectangular, de amplitude 2/(Nd), esta expressão fica 
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ou de outra forma 
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Se para N ímpar fizer-se ==0 e para N par ==1/2, o resultado é o mesmo que o da 
expressão (1.39). Quanto ao factor de agrupamento aproximado, este é obtido pelo método da 
Relação de Fourier. Assim, tendo em conta (2.30), tem-se que 
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Para o agrupamento ímpar o somatório em m varia entre -(N-1)/2 e (N-1)/2, com ==0, e 
para um agrupamento par m varia entre -N/2 e N/2-1, com ==1/2. Assim sendo, a expressão 
anterior fica 
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que é o resultado apresentado em (1.40). 
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Resumindo, para se aplicar o método de Woodward segundo o método da Relação de 
Fourier efectua-se, em primeiro lugar, a amostragem do factor de agrupamento em intervalos 
iguais a 2/(Nd) e calcula-se a transformada de Fourier. Amostra-se a distribuição de corrente 
e trunca-se com uma janela rectangular de largura igual a Nd. Por transformada inversa 
obtém-se o factor de agrupamento aproximado. 
Mais uma vez, o método de Woodward dará o mesmo factor de agrupamento que a síntese 
tradicional de Fourier quando a distribuição de corrente, determinada por transformação do 
factor de agrupamento desejado, for limitada e igual ou inferior ao comprimento do 
agrupamento. 
2.4.3 - Método de Schelkunoff 
Como foi apresentado no primeiro capítulo, o método de Schelkunoff consiste em 
determinar a distribuição de corrente conhecendo-se as raízes do factor de agrupamento. O 
processo de síntese começa por desenvolver a forma factorizada do factor de agrupamento, 
dada pela expressão (1.32), de modo que os coeficientes são as correntes pretendidas. Esta 
forma de cálculo das correntes foi utilizada, por exemplo, na secção 1.5.1 na síntese de 
Tschebyscheff e por Elliot e Stern [21] no seu método de síntese. No entanto, esta abordagem 
pode ser extremamente morosa, principalmente quando o número de elementos é elevado. A 
título de exemplo, para a evitar, McNamara [22] emprega um sistema de equações para o 
cálculo das correntes, tendo por base as raízes do factor de agrupamento. Partindo da forma 
geral do factor de agrupamento impõe N-1 equações, já que são conhecidos N-1 pontos da 
função. Impondo uma corrente como tendo o valor unitário e resolvendo o sistema de 
equações obtém as correntes pretendidas. 
Todavia, torna-se mais simples calcular as correntes directamente da forma factorizada do 
factor de agrupamento. Para tal basta utilizar o método da Relação de Fourier, como vai ser 
apresentado. 
Suponhamos que se conhecem as raízes do factor de agrupamento, n=dcos(n). A 
expressão (1.32) terá a seguinte forma na variável z: 
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A fase progressiva está contida na corrente. A equação anterior é a expressão do factor de 
agrupamento na variável de interesse. Reparando na forma de (1.29), depara-se que o factor 
de agrupamento foi definido para um agrupamento cujo primeiro elemento encontra-se na 
origem. Como normalmente se lida com agrupamentos centrados, estes podem ser obtidos 
avançando-os de (N-1)d/2. Devido à Relação de Fourier, isto corresponde a rodar a fase do 
factor de agrupamento do mesmo valor e a expressão (2.34) fica 
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A distribuição de corrente é determinada pelo teorema da amostragem, com a expressão 
(2.21) para N ímpar e a (2.22) para N par. 
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2.4.4 - Síntese de Tschebyscheff 
As três formas de abordagem para determinação da distribuição de corrente, apresentadas 
na secção 1.5, são as que normalmente se utilizam na síntese de Tschebyscheff. Através do 
método da Relação de Fourier a análise e síntese podem ser realizadas de uma forma mais 
simples e, tendo em conta as propriedades da transformada, facilmente se compreende o 
processo de cálculo deste tipo de agrupamento. 
2.4.4.1 - Transformada dos Polinómios de Tschebyscheff 
 Na teoria apresentada viu-se como a distribuição de corrente pode ser obtida em função do 
factor de agrupamento, para um agrupamento orientado segundo o eixo dos ZZ. Sendo a 
relação definida pela transformada de Fourier, é de supor que os polinómios de Tschebysheff, 
alterados pela mudança de variável (1.44), tenham uma dada expressão para a transformada. 
Comecemos por expressar a equação (1.44) na variável z, o que dá 
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A fase progressiva, , que aparece na equação (1.44) através da variável , é mais uma vez 
incluída na fase da corrente. Após a substituição da equação (2.36) nos polinómios (1.42) 
estes tomam a seguinte forma: 
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 (2.37) 
Aplicando directamente a Relação de Fourier a estas funções, vejamos o que acontece a 
cada termo. 
Aplicação da Relação de Fourier 
 59   
Como é do conhecimento da teoria de sinal, a transformada de uma constante dá um Dirac. 
Assim, tendo-se como factor de agrupamento uma constante, a distribuição de corrente será 
constituída apenas por um elemento, 
 )(1 z  (2.38) 
ou seja, a transformada de 1 é 2(z) mas como a distribuição de corrente é a transformada a 
dividir por 2 o resultado é o apresentado em (2.38). Também é sabido que a transformada do 
co-seno dá dois Diracs. Desta forma, para o factor de agrupamento obtido pelo co-seno ter-se- 
-á como resultado 
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ou seja, dois elementos em torno da origem, nas posições z=-d/2 e z=d/2. O co-seno ao 
quadrado pode ser considerado como a multiplicação de dois co-senos. Como a transformada 
do produto dá a convolução no outro domínio, tem-se neste caso a convolução de Diracs, 
donde facilmente se retira que 
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Para as várias potências do co-seno, como o aumento no expoente consiste em multiplicar por 
mais um co-seno, na distribuição de corrente tem-se sempre o resultado obtido para o 
expoente anterior a convoluir com dois Diracs, o que dá 
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 (2.41) 
Se analisarmos os resultados obtidos, facilmente se conclui que a transformada do co-seno 
elevado a uma factor M tem a seguinte relação: 
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A relação (2.42) é a obtida na análise do agrupamento binomial, ou melhor dizendo, um 
agrupamento de N elementos que segue a distribuição binomial tem um factor de 
agrupamento igual a 2
N-1
cos
N-1
(zd/2) 1, 23. 
Com os resultados anteriores, e devido à linearidade da transformada de Fourier, é fácil 
calcular a transformada de cada uma das funções apresentadas em (2.37), 
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  (2.44) 
Obtém-se as distribuições de corrente que dão origem aos factores de agrupamento de 
Tschebyscheff. Como se comprova, o número de elementos é igual ao grau do polinómio 
mais um. Também como se pode verificar pelos resultados, sendo N o número de elementos, 
as funções de grau par (com N ímpar) têm elementos posicionados em z=0, d, 2d, ..., 
(N-1)d/2, enquanto que os de grau ímpar (N par) estão em z=d/2, 3d/2, 5d/2, ..., (N-
1)d/2. Pode-se confirmar que os valores dos coeficientes, obtidos por esta forma de cálculo, 
são os mesmos que os das equações (1.55) e (1.56). Tendo em conta essa representação, as 
fórmulas para as distribuições de corrente dos agrupamentos de Tschebyscheff são as 
seguintes: para N=2M+1 elementos obtém-se 
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com n=1/2 para n=0 e n=1 para n1, e para N=2M elementos fica 
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  (2.46) 
Como já foi mencionado anteriormente, a variável z não inclui a fase progressiva das 
correntes, factor este que permite deslocar o feixe para uma posição desejada. Quando 
z=cos()=0, o feixe está orientado segundo =/2. Se for pretendido segundo um dado 
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ângulo d deve-se atrasar a função, fazendo 
 0)cos(  zdd   (2.47) 
o que dá 
 )cos(
2
)cos( ddzd 

   (2.48) 
e calcular a transformada de TN-1(z-zd). Como pela propriedade da translação da transformada 
de Fourier atrasar num lado significa rodar no outro, para um atraso na função do factor de 
agrupamento chega-se ao seguinte resultado:  
 
zj
zdzN
zdezcT
   )()(1  (2.49) 
Quando o número de elementos do agrupamento é pequeno, as expressões (2.37) sugerem 
uma forma de se obter a distribuição de corrente sem ter que se utilizar as equações (2.45) ou 
(2.46). Vejamos o procedimento através de um exemplo. Para esse efeito, considere-se que se 
pretende um agrupamento que produza um diagrama de radiação, cuja direcção do feixe 
principal está desviada de 60º em relação à linha do agrupamento. Também se pretende que a 
intensidade de potência do lóbulo principal se reduza pelo menos a metade dentro de 13º, em 
relação à direcção de máxima radiação, e que tenha o nível máximo de lóbulos secundários 
(sidelobe level) SLL=30dB abaixo do nível do lóbulo principal. 
Segundo as tabelas apresentadas em Elliot 24, que nos dão o comprimento do 
agrupamento em função da largura do feixe, da posição do feixe principal e da relação entre 
os níveis do lóbulo principal e secundário, ou então utilizando o procedimento descrito em 
5, o número de antenas exigido é de N=9 e a distância entre elementos é de d=0,561. Pela 
equação (1.45) retira-se x0. Uma forma sistemática de se obter os coeficientes é apresentando 
os resultados de (2.37) sob a forma de uma tabela, como mostra a figura 2.7. Na primeira 
linha dessa tabela aparecem as posições dos elementos no agrupamento. A primeira coluna 
indica o número de elementos, N. A segunda coluna são as várias potências do co-seno. O 
corpo central não é mais do que o triângulo de Pascal, equação (2.43). Na penúltima coluna 
aparece o factor 1/2
N-1
. Finalmente, na última coluna encontram-se os factores que 
multiplicam cada um dos co-senos e que fazem parte do polinómio de Tschebyscheff, neste 
caso de grau 8. Para calcular as correntes basta multiplicar cada um dos elementos dentro do 
tracejado pelas duas últimas colunas e somar o resultado ao longo de cada coluna, donde se 
retira 
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Após substituir x0 obtém-se os seguintes valores: I0=5,5400678; Id=5,1130806; 
I2d=3,9854129; I3d=2,5426134; I4d=1,4002473. Como o feixe principal está desviado tem-se 
apenas que utilizar a equação (2.49), sendo a corrente normalizada nos extremos dada por 
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 (2.51) 
A figura 2.8 apresenta o diagrama de radiação do factor de agrupamento nas variáveis z e 
. 
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Fig. 2.7 -  Tabela para determinação dos coeficientes da síntese de Tschebyscheff. 
Para a síntese de outro agrupamento, a tabela da figura 2.7 mantém-se excepto os termos 
da última coluna, entre parênteses, que serão os do polinómio pretendido. O tracejado que 
aparece na tabela, servindo apenas para melhor visualização dos termos utilizados, será o 
correspondente ao polinómio desse problema. 
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Fig. 2.8 - Factores de agrupamento: a) em função de z; b) em função de . 
Na abordagem anterior considerou-se a mudança de variável (2.36). No entanto, poder-se-á 
fazer uma análise semelhante utilizando a outra mudança de variável, apresentada na 
secção1.5.2. Neste caso, a equação (1.51) na variável z é definida por 
 hdwx z  )cos(  (2.52) 
que tem por transformada de Fourier, dividida pelo factor 2, a seguinte expressão: 
 )(
2
)()(
2
)cos( dz
w
zhdz
w
hdw z    (2.53) 
ou seja, três Diracs na distribuição de corrente. A equação (2.52) ao quadrado terá como 
transformada cinco Diracs, e assim sucessivamente. Esse factor elevado a uma potência M 
dará origem a 2M+1 Diracs na distribuição de corrente, em posições x=0, d, 2d, 3d, ..., 
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Md. Como cada polinómio de Tschebyscheff, apresentado em (1.42), é a soma pesada do 
factor (2.52) elevado a uma potência, o número de Diracs, correspondentes aos elementos da 
distribuição de corrente, é dado pelo grau do polinómio da seguinte forma: para grau M tem-   
-se 2M+1 elementos. Comprova-se que só se pode sintetizar agrupamentos de Tschebyscheff 
com N=2M+1 elementos. 
Pelos conceitos da Relação de Fourier, facilmente se percebe que no trabalho de Safaai-     
-Jazi [25] quando ele eleva o factor de agrupamento de Tschebyscheff a m isso corresponde a 
uma convolução da distribuição de Tschebyscheff de m vezes. 
Embora o processo anterior para o cálculo dos coeficientes seja interessante para pequenos 
agrupamentos, torna-se bastante moroso para elevados valores de N. De seguida iremos ver 
uma outra forma de os determinar. 
2.4.4.2 - Cálculo dos Coeficientes Utilizando o Teorema da Amostragem 
A forma mais óbvia de se obter a distribuição de corrente do agrupamento é através do 
teorema da amostragem, como foi definido anteriormente. 
Como já foi referido, a transformada directa ou inversa de N impulsos de Dirac pesados e 
equiespaçados dá uma função periódica. Deste modo, o factor de agrupamento referente ao 
agrupamento de Tschebyscheff é uma função periódica, pesada por uma dada fase, como foi 
definido pela figura 2.1. 
O factor de agrupamento, F(z, é o polinómio de Tschebyscheff de grau N-1 com N par ou 
ímpar, para a mudança de variável (2.36) e é o polinómio de grau (N-1)/2 com N ímpar para a 
mudança de variável (2.52). A orientação do feixe principal para uma determinada direcção 
consiste em atrasar a função do factor de agrupamento, utilizando (2.49). A distribuição de 
corrente, para N=2M+1 elementos, é dada pela equação (2.21) com P=N, ficando 
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Para N=2M elementos, de (2.22) obtém-se que 
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A equação para o polinómio de Tschebyscheff é obtida por (1.41), 
  )arccos(cos)( xMxTM   (2.57) 
levando em consideração que cos(jy)=cosh(y). 
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A expressão (2.54) comprova a (1.59), supondo o agrupamento centrado na origem. As 
expressões anteriores têm a vantagem, já reconhecida por Mailloux [26] para as equações 
(1.59) e (1.60), de serem mais estáveis do que as apresentadas em (2.45) e (2.46). Saliente-se 
que para a mudança de variável (2.52) não foi necessário recorrer a outro procedimento, ao 
contrário do que acontece em (1.61). 
Por definição do teorema da amostragem as fórmulas anteriores podem ter P em vez de N, 
desde que PN. Isto vai permitir aplicar a FFT com o número de pontos pretendido. O trem de 
Diracs que amostra o factor de agrupamento também pode estar onde mais convier. 
2.4.4.3 - Outros Polinómios 
O que foi dito para os polinómios de Tschebyscheff pode ser aplicado a quaisquer outros. 
Goto [27] utiliza os polinómios de Gegenbauer para determinar diagramas de radiação com 
maior directividade do que com os polinómios de Tschebyscheff. Estes polinómios são 
obtidos pela seguinte expressão [28]: 
 
 
 
mM
M
m
m
M
mM
M
m
mt
M
x
mMm
mM
xG
tx
mMm
mtM
t
xG
2
2/
0
0
2
2/
0
)2(
)!2(!
)!1(
)1()(
0)2(
)!2(!
)(
)1(
)(
1
)(















 (2.58) 
em que M é a ordem do polinómio e [M/2] significa M/2 para M par e (M-1)/2 para M ímpar. 
(t) é a função Gamma1. Estes polinómios incluem os de Tschebyscheff fazendo t=0 e os de 
Legendre quando t=1/2. Este último foi também empregue para síntese de antenas no trabalho 
apresentado em [29]. 
Desenvolvendo o somatório, e tendo em conta que (t+1)=t(t), chega-se às funções 
polinomiais para t>0, 
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A figura 2.9 apresenta os polinómios de grau 8 para vários valores de t. 
                                                 
1
   A função Gamma é dada pela seguinte expressão: 


0
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Fig. 2.9 - Polinómios de Gegenbauer de grau 8. 
O processo de síntese utilizando os polinómios de Gegenbauer é análogo ao de 
Tschebyscheff. Da mesma forma, o grau do polinómio é igual ao número de elementos menos 
1, quando se emprega a mudança de variável dada pela equação (2.36). Substituindo essa 
mudança de variável, ou a (2.52), em (2.58) ou em (2.59) obtém-se o factor de agrupamento.  
Em vez de se utilizar as fórmulas directas propostas por Goto, a distribuição de corrente é 
facilmente obtida pelo método da Relação de Fourier, como foi feito para Tschebyscheff. 
Como refere Goto, há a necessidade de se determinar expressões para x0, w e h, visto que as 
equações (1.45), (1.52), (1.53) e (1.54) deixam de ser válidas para outros polinómios que não 
sejam os de Tschebyscheff. 
2.4.5 - Síntese de Zolotarev 
Quando foi apresentada a síntese de Zolotarev, no capítulo do Estado da Arte, constatou-se 
que a determinação da distribuição de corrente passava por calcular os coeficientes do 
polinómio de Zolotarev. Contudo, utilizando o método da Relação de Fourier essa operação é 
desnecessária e o cálculo é efectuado directamente através do teorema da amostragem. 
A mudança de variável (1.71) na variável z é dada por 
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A seguir faz-se a substituição de (2.60) no polinómio de Zolotarev de grau 2M-1, 
determinado pela abordagem efectuada na secção 1.6 para se obter o factor de agrupamento 
Z2M-1(z), do agrupamento com 2M elementos. A distribuição de corrente é determinada por 
aplicação da expressão (2.22). 
2.4.6 - Síntese de Taylor 
O método de Taylor baseia-se na alteração dos zeros de uma função base, de modo a que o 
factor de agrupamento tenha níveis dos lóbulos secundários abaixo de um determinado valor. 
Embora a forma de obtenção desse factor de agrupamento seja específica desse método, é 
interessante analisar o processo de cálculo da distribuição de corrente. Normalmente, esta é 
obtida ou pelo método de Woodward ou por cálculo directo das integrações. No entanto, 
como veremos, a aplicação do método da Relação de Fourier elucidará e facilitará o cálculo 
dessa distribuição. 
Como a transformada dos agrupamentos de Taylor dão espectros espaciais limitados, uma 
forma exacta de se obter a distribuição de corrente é, de facto, recorrendo ao método de 
Woodward. Contudo, ao aplicar o método de Woodward está-se a utilizar apenas um caso 
particular do teorema da amostragem. Sendo o teorema da amostragem mais geral, pode-se 
retirar algumas das suas características para melhor aplicação ao problema em causa. 
Sendo o factor de agrupamento da síntese de Taylor dado pela equação (1.77), comecemos 
por expressá-lo em função de z. Considerando uma distribuição de corrente linear de 
comprimento L e centrada na origem, tem-se que  
 






































1
1
2
2
1
1
2
2
2
1
1
2
2
sen
)(
n
m
z
n
m zm
z
z
z
z
m
L
L
L
F






  (2.62) 
com 
 mzm u
L


2
  (2.63) 
e os valores de um são obtidos pela equação (1.78). Se for pretendido orientar o lóbulo 
principal para uma determinada direcção, isso pode ser feito da mesma forma como foi 
apresentado na síntese de Tschebyscheff, ou seja, desviando a função para que a posição do 
máximo coincida com a desejada. 
De seguida, através do teorema da amostragem obtém-se a distribuição de corrente. Para se 
chegar ao resultado de (1.83) basta aplicar a equação (2.15) com =0 e S=L, ficando 
 
22
21
)(
1
)1(
2
L
z
L
ek
L
F
L
zc
n
nk
kz
L
j





 




 (2.64) 
Aplicação da Relação de Fourier 
 68   
Este resultado refere-se a um agrupamento em que o feixe está centrado na origem e a 
amostragem do factor de agrupamento é feita em cima dos zeros do seno cardinal. A 
expressão (2.15), na sua forma mais geral, pode ser utilizada em qualquer situação de 
amostragem. 
Há um ponto a salientar, que é o problema do cálculo computacional das amostras 
utilizadas em (2.64). Pode não haver interesse em amostrar o factor de agrupamento 
exactamente em cima dos zeros da função seno cardinal. Isto porque, ao fazê-lo, surgem 
indeterminações no cálculo da equação (2.62). Por outro lado, utilizando esses pontos de 
amostragem, o somatório (2.64) é truncado para um valor finito. Para resolver a 
indeterminação 0/0 alguns autores recorrem à expressão (1.84), o que também pode ser feito 
para obter F(2k/L) de (2.64), após a devida alteração para as variáveis aqui utilizadas. No 
entanto, permitindo uma solução aproximada, com um erro muito baixo, torna-se 
desnecessário empregar essa fórmula, desde que se atribua outro valor a  ou S. 
Nesse sentido, consideremos que a amostragem é efectuada não em 2k/L, mas em 
2(k+)/L, com 0<<1. Isto significa descentrar o trem de Diracs que amostra o factor de 
agrupamento, e como se viu pela figura 2.2, não altera o resultado da distribuição de corrente 
na gama -L/2zL/2. Assim, as amostras do factor de agrupamento podem ser obtidas 
directamente a partir de (2.62), ficando 
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e, como se pode observar, desapareceram as indeterminações 0/0, não sendo necessário 
recorrer a outra fórmula para obtenção das amostras. O problema é que agora as amostras 
caem em pontos fora dos zeros do seno cardinal, deixando de se ter uma série truncada e a 
equação (2.64) passa a ter a seguinte forma:  
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Com esta expressão a distribuição de corrente é exacta, mas obriga a utilizar um número 
infinito de amostras. Todavia, em termos de cálculo, se «1,  é desprezável para valores 
elevados de k e as amostras são praticamente nulas para k acima de n , truncando-se o 
somatório para um valor finito. 
Outro modo de se lidar com as indeterminações é considerar S=L+l, sendo l também um 
valor muito pequeno. A amostragem seria feita agora em pontos 2k/(L+l), caindo 
ligeiramente fora dos zeros do seno cardinal. Mais uma vez, o problema é que o somatório do 
cálculo da distribuição de corrente deixava de estar truncado, mas para efeitos de cálculo 
ocorre uma situação análoga à do parágrafo anterior. 
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2.4.7 - Síntese de Bayliss 
Também para a síntese de Bayliss comecemos por expressar o factor de agrupamento, dado 
pela equação (1.88), na variável Bz, 
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com os valores de zm calculados por (2.63), mas utilizando a equação (1.89) para os valores 
de um. Para uma orientação do feixe principal diferente da origem faz-se como foi indicado na 
secção anterior. 
A distribuição de corrente é determinada por (2.15), como foi referido para a síntese de 
Taylor. Para comprovar os resultados obtidos no capítulo do Estado da Arte, faz-se em (2.15) 
=1/2 e S=L. Com estes valores consegue-se que a amostragem seja realizada nos zeros da 
função de base do método de Bayliss e o somatório da equação (2.15) é truncado para um 
valor finito, dependente de n . A distribuição fica, 
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Em termos computacionais, como podem surgir indeterminações 0/0 no cálculo de 
F[2(k+1/2)/L], também é possível adoptar uma abordagem semelhante à que foi feita para a 
síntese de Taylor. Assim, em vez de (2.68) utiliza-se a expressão 
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sendo as amostras obtidas por (2.67). Se 1«1, o somatório pode ser truncado e o erro 
cometido no cálculo da distribuição de corrente é desprezável. 
2.4.8 - Síntese de Villeneuve 
Para a síntese de Villeneuve, comecemos, como tem sido feito, por expressar o factor de 
agrupamento na variável z, para os dois tipos de agrupamentos. As equações (1.96) e (1.102) 
tomam a seguinte forma: 
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em que os valores de m   são obtidos por (1.97) para N=2M+1 e por (1.103) para N=2M. 
A distribuição de corrente também pode ser determinada através do método da Relação de 
Fourier. Para N=2M+1 utiliza-se (2.21), com P=N, 
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e para N=2M utiliza-se (2.22) 
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Com =0 a amostragem é feita em cima dos zeros do seno cardinal periódico e a série é 
truncada, de modo que o resultado de (2.72) e (2.73) é o mesmo que em (1.100) e (1.104), 
respectivamente. Apesar disso, nessa situação surgem indeterminações 0/0 ao amostrar a 
equação (2.70), o que obriga a utilizar as expressões (1.101) e (1.105) para o cálculo dessas 
amostras. Uma forma simples de se ultrapassar esta dificuldade é amostrar fora das 
descontinuidades de (2.70). Como, ao contrário do caso contínuo, o somatório que aparece em 
(2.72) e (2.73) é sempre finito, com qualquer valor do atraso 0<<1 obtém-se a distribuição de 
corrente exacta. 
Se em (2.71) utilizar-se os valores de m   determinados em (1.106) tem-se a forma geral 
do método de Villeneuve. A distribuição de corrente é, outra vez, determinada por (2.72) ou 
(2.73). 
2.4.9 - Técnica das Janelas 
O método tradicional de Fourier consiste em truncar a distribuição de corrente resultante 
de um factor de agrupamento desejado. Devido às características da transformada de Fourier, 
em vez de se truncar a distribuição de corrente com a janela rectangular pode-se utilizar outra 
janela com melhores características, como é efectuado nos filtros. 
Seguidamente serão propostas algumas janelas. A janela empregue depende do critério de 
erro do factor de agrupamento. Embora exista um número razoável de janelas com boas 
características, irá dar-se maior ênfase àquelas que tenham parâmetros de controlo. 
As janelas serão apresentadas nas variáveis de interesse para este trabalho. Estas também 
serão obtidas em função da transformada de Fourier e caso seja pretendido considerar uma 
janela como distribuição de corrente deve-se ter em conta o factor 2, como aparece em (2.1) 
e (2.10). 
A utilização concreta desta técnica será efectuada posteriormente, após terem sido 
desenvolvidos métodos numéricos para análise e síntese de agrupamentos. 
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2.4.9.1 - Distribuições Contínuas 
Vejamos algumas janelas a aplicar na limitação das distribuições contínuas, começando 
pela janela rectangular. 
A janela rectangular é aquela que trunca a distribuição de corrente no método tradicional 
de síntese de Fourier. Como é sabido, é a transformada de Fourier da função seno cardinal, 
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Os gráficos das funções são apresentados na figura 2.10. O erro obtido na aproximação do 
factor de agrupamento é o erro quadrático médio. 
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Fig. 2.10 - Janela rectangular contínua. 
Esta janela tem sido empregue em agrupamentos como a distribuição de corrente uniforme. O 
respectivo factor de agrupamento tem o feixe mais estreito, mas apresenta níveis dos lóbulos 
secundários elevados. Daí que ao multiplicar uma distribuição de corrente por esta janela, 
correspondendo à convolução do factor de agrupamento desejado com a transformada inversa 
da mesma, o factor de agrupamento resultante conterá níveis dos lóbulos secundários 
elevados. 
Outra janela é a de Taylor de 1 parâmetro, que se baseia na distribuição com o mesmo 
nome. Levando em consideração as expressões apresentadas em Balanis [18], para a 
distribuição de corrente e para o respectivo factor de agrupamento, com a afectação do factor 
2 como foi referido anteriormente, a janela de Taylor de 1 parâmetro e a respectiva 
transformada inversa são dadas por 
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em que J0(x) é a função de Bessel de primeira espécie e ordem zero e A é determinado pela 
relação entre os níveis dos lóbulos principal e secundário [30], em dB, 
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Os gráficos das funções são apresentados na figura 2.11. 
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Fig. 2.11 - Janela de Taylor de 1 parâmetro para A=3. 
Esta janela é similar à que dá o seno cardinal na transformada inversa, mas com a vantagem 
de se poder controlar o nível dos lóbulos secundários. O parâmetro de controlo é A. Quanto 
mais baixos forem os níveis dos lóbulos secundários mais largo será o lóbulo principal. Isto 
irá reflectir-se nos níveis dos lóbulos e na largura da zona de transição do factor de 
agrupamento resultante de uma distribuição truncada por esta janela. 
Dentro deste grupo de janelas, consideremos ainda a janela de Taylor, que é obtida a partir 
da distribuição de Taylor. Desta forma, a janela é a transformada de Fourier do factor de 
agrupamento de Taylor, dado pela equação (2.62) com a afectação de 2, cujo resultado é 
(2.64), 
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em que K é uma constante que normaliza a janela para a unidade, na origem. A figura 2.12 
mostra os gráficos para um exemplo da janela de Taylor. Como nos casos anteriores, a 
expressão que aparece na figura é a posição do primeiro zero. 
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Fig. 2.12 - Janela de Taylor para SLL=20 e n =5. 
Ao truncar uma distribuição de corrente com esta janela pretende-se que o respectivo factor 
de agrupamento tenha níveis dos lóbulos secundários aproximadamente iguais. O parâmetro 
A, que controla o nível dos lóbulos secundários da transformada inversa da janela, vai permitir 
aumentar ou diminuir o nível dos lóbulos secundários do factor de agrupamento. 
2.4.9.2 - Distribuições Discretas 
Vejamos algumas janelas que se podem aplicar para limitar distribuições discretas.  
Embora sejam apresentadas expressões próprias para as janelas discretas, também se pode 
utilizar uma janela contínua para truncar um agrupamento discreto. O resultado será o mesmo, 
já que fora dos Diracs, que representam os elementos, multiplica-se o valor janela por zero, 
dando o mesmo resultado que a janela discreta. 
A janela rectangular discreta, aplicada quer a agrupamentos pares quer a ímpares, é dada 
por 
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em que zn=nd, com n=-(N-1)/2, …, -2, -1, 0, 1, 2, ..., (N-1)/2 para N ímpar e zn=(2n+1)d/2,  
com n=-N/2, …, -2, -1, 0, 1, 2, …, N/2-1 para N par. A figura 2.13 mostra os gráficos para N 
ímpar e par. A distribuição de corrente truncada por esta janela aproxima o factor de 
agrupamento com o mínimo erro quadrático médio. 
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Figura 2.13 - Janela rectangular discreta: a) N=2M+1; b) N=2M. 
Uma outra janela de interesse é a de Kaiser. Ao contrário das anteriores, que foram 
adaptadas de distribuições de corrente conhecidas, esta é efectivamente uma janela que vai ser 
tomada do processamento de sinal. Foi investigada por Kaiser (ver [31], [32] e [33]), sendo 
quase óptima no sentido em que concentra o máximo da energia à volta da origem da sua 
transformada de Fourier. Não sendo apresentada na literatura uma expressão para a 
transformada desta janela, é aqui calculada aplicando a transformada inversa de Fourier 
directamente aos coeficientes da mesma. A janela de Kaiser é dada, para N=2M+1, por 
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em que J0(x) é a função de Bessel de primeira espécie e ordem zero e  é um parâmetro que 
especifica a relação entre os níveis dos lóbulos principal e secundário, SLL. Para N=2M 
tem-se 
 1
)(
12
12
1
)()(
2
1
0
2
0
1
2
)12(






















MnM
jJ
M
n
jJ
nwenw
M
Mn
d
n
j z




  (2.81) 
Dado SLL, Kaiser obteve uma fórmula empírica para o parâmetro , sendo este determinado 
por 
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A figura 2.14 mostra os gráficos correspondentes aos dois tipos de janelas. 
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Fig. 2.14 - Janela de Kaiser para SLL=30 dB: a) N=2M+1; b) N=2M. 
A janela de Kaiser é semelhante à de Taylor de um parâmetro, no que diz respeito quanto à 
forma da janela e quanto ao modo de aproximação do factor de agrupamento. 
Uma última janela a considerar é a de Tschebyscheff, sendo dada pela distribuição de 
Tschebyscheff. Para N=2M+1, de (2.54) retira-se que 
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  (2.83) 
 
com x0 determinado pela equação (1.45) e K é uma constante que normaliza a janela para a 
unidade. Para N=2M, tem-se 
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  (2.84)     (68) 
A figura 2.15 mostra os gráficos das janelas de Tschebyscheff. A expressão apresentada é a 
posição do primeiro zero, que é a mesma quer N seja ímpar quer seja par. 
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Fig. 2.15 - Janela de Tschebyscheff para SLL=30 dB: a) N=2M+1; b) N=2M. 
Ao truncar uma dada distribuição de corrente com esta janela de Tschebyscheff pretende-se 
que o respectivo factor de agrupamento tenha lóbulos secundários aproximadamente iguais. 
2.5 - Sumário 
Neste capítulo foi apresentada a teoria, baseada na Relação de Fourier, para análise e 
síntese de agrupamentos, bem como as bases dos desenvolvimentos dos próximos capítulos. 
O método desenvolvido foi definido por método da Relação de Fourier. 
Com os conceitos apresentados fez-se uma nova leitura dos principais métodos de síntese 
de agrupamentos, com o objectivo de retirar as características que possam ser consideradas 
inerentes à Relação de Fourier. Demonstra-se, assim, o papel importante e unificador 
desempenhado pela transformada de Fourier, e das suas propriedades, para um processo de 
cálculo mais simples e eficiente. 
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Utilização da FFT 
3.1 - Introdução 
O cálculo da transformada de Fourier pode ser realizado através da FFT (Fast Fourier 
Transform), mesmo quando se lida com funções contínuas [1]. Visto que a base do método da 
Relação de Fourier é a transformada de Fourier, uma forma de se obter numericamente o 
factor de agrupamento ou a distribuição de fontes é com a FFT. Esta abordagem ainda foi 
pouco utilizada na análise e síntese de agrupamentos, como elucida um comentário de Balanis 
quando compara o método de Fourier com o de Woodward [2]. Ele propõe para o método de 
Fourier realizar numericamente o integral de Fourier e para um conjunto de amostras do 
factor de agrupamento utilizar o método de Woodward. Esta reflexão está patente em muitos 
outros trabalhos. 
A FFT é às vezes aplicada a problemas electromagnéticos para cálculo das convoluções no 
domínio espacial, já que estas se transformam em multiplicações por aplicação da 
transformada de Fourier, e em estruturas periódicas 3], [4], [5], [6. Einarsson 7 e Autrey 
8 usam-na no cálculo de factores de agrupamento de agrupamentos planares discretos. 
Brigham [9], no seu livro referente às aplicações da FFT, reconhece que a utilização da 
transformada de Fourier em antenas tem-se praticamente limitado ao caso em que os integrais 
são obtidos pelos métodos clássicos. Depois calcula, através da FFT, o diagrama de radiação 
de uma distribuição contínua. Finalmente, devido ao trabalho desenvolvido em 10, onde se 
demonstra a possibilidade de utilização desta técnica, o trabalho de mestrado de Ramos 11 
aplica a FFT nalguns agrupamentos simples. 
Como se comprova, são poucos os casos de utilização da FFT para análise e síntese de 
agrupamentos. Neste capítulo será analisada a teoria para a sua aplicação sistemática como 
ferramenta de base em qualquer tipo de agrupamento, dentro do contexto dos objectivos deste 
trabalho. 
Uma dificuldade que pode surgir quando se lida com funções de espectro não limitado é  o 
efeito de aliasing. Em processamento de sinal este tipo de erro é controlado pela diminuição 
do período de amostragem utilizado na função a transformar, a técnica tentativa e erro. Neste 
capítulo, esta situação de aliasing será resolvida de uma forma diferente. Baseado no 
conhecimento de certos limites da transformada de Fourier, tentar-se-á relacionar esses limites 
com o erro produzido na aproximação. Por este meio conseguir-se-á uma técnica mais directa 
para determinação do período de amostragem. 
Após apresentar a teoria, serão desenvolvidos algoritmos de cálculo baseados na Relação 
de Fourier e na FFT. Como exemplos concretos, esses algoritmos serão aplicados aos usuais 
métodos de análise e síntese, apresentados nos capítulo do Estado da Arte e cuja abordagem 
através do método da Relação de Fourier foi realizada no capítulo anterior. 
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3.2 - Número de Pontos da Função a Utilizar para o Cálculo 
Quando se fala em aplicar a FFT para o cálculo da transformada de Fourier de uma dada 
função isso implica utilizar-se um número limitado de amostras dessa função. No caso de 
funções com espectro limitado pode-se obter os valores exactos do espectro recorrendo ao 
teorema da amostragem. Para espectros ilimitados, a utilização da FFT implica sempre um 
dado erro no cálculo da transformada, que será tanto maior quanto maior for o período de 
amostragem. 
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Fig. 3.1 - Obtenção da transformada de Fourier discreta de uma função contínua. 
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A figura 3.1 mostra como se pode obter uma aproximação da transformada de Fourier de 
uma função, recorrendo às propriedades da transformada discreta de Fourier [9]. As variáveis 
utilizadas são as de interesse para este trabalho e será empregue o termo "espectro espacial" 
por analogia ao "espectro frequencial". 
Em primeiro lugar, a função a transformar deve ser amostrada através de um trem de 
Diracs de período T. Isto produz um erro de sobreposição (aliasing) na transformada. A seguir 
é necessário limitar a função para P amostras, multiplicando-a por uma janela rectangular. 
Esta situação conduz a um segundo erro na transformada. Por outro lado, também a 
transformada da função deve ser amostrada, o que é feito multiplicando-a por um trem de 
Diracs de período 2/(PT). Assim, fica-se com a função original e a transformada da função 
periódicas e amostradas, apresentando-se numa forma propícia à utilização de técnicas 
computacionais. 
Uma questão que se coloca é qual o número de pontos, P, a utilizar para o cálculo da FFT, 
a fim de que o erro esteja abaixo de um certo valor. Viu-se no parágrafo anterior que havia 
duas causas de erro: o intervalo entre amostras e as amostras desprezadas da função. 
Quanto às amostras desprezadas, estas dependem da largura da janela que limita a função. 
Como, para um dada janela, se conhece a máxima amplitude das amostras desprezadas, 
pode-se obter uma ideia do erro.  
Por outro lado, para a distância entre amostras, T, já se torna mais difícil determinar o erro 
produzido, uma vez que não se conhece a transformada da função, não sendo, por isso, 
possível ter uma ideia do aliasing provocado pela escolha de um certo valor. Uma forma de 
controlar o erro é ir diminuindo o período T para que a diferença entre as transformadas da 
função seja inferior a um dado valor. Contudo, se o cálculo for automático, o algoritmo tem 
que saber à priori o número de amostras a utilizar. Neste caso será importante obter uma ideia 
do valor da envolvente da transformada da função, de modo a calcular o período de 
amostragem e, com a largura da janela de truncamento, determinar P. De seguida ver-se-á 
como este cálculo pode ser realizado. 
3.2.1 - Limites do Espectro 
O período de amostragem empregue no cálculo da transformada de uma dada função é 
determinado pela porção de sobreposição (aliasing) permitida para o espectro espacial dessa 
função. Uma forma de se ter uma ideia do erro máximo cometido pelo aliasing é utilizando os 
limites do espectro, apresentados por Grilo, Casimiro e Lopes [12]. 
Os limites do espectro dão os limites máximos do espectro da função sem ter que o 
determinar. Trabalhando nas variáveis de interesse, sabendo que a transformada de Fourier de 
uma função u(z) é 
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Definindo a grandeza C0 por 
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o espectro do sinal está sempre abaixo deste valor, isto é, 
 0)( CzU   (3.4) 
Tendo em conta a propriedade da transformada da derivada de uma função, pode-se fazer 
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e definir as constantes 
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Das expressões anteriores resulta que 
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As relações (3.4) e (3.7) definem um conjunto de curvas, abaixo das quais se encontra a 
amplitude da transformada de Fourier da função. 
3.2.2 - Valores do Erro 
Viu-se que para se calcular a transformada de Fourier de uma função esta tem de ser 
amostrada, como mostra a figura 3.2. 
Seja u(z) a função a transformar e U(z) a transformada da função. Amostrando u(z), com 
período Ta=2/za, existe sobreposição da transformada da função, representada pela zona 
sombreada da figura 3.2, caso o comprimento de U(z) ultrapasse za. Isto faz com que só se 
tenha informação no intervalo -za/2zza/2. Fora desse intervalo a transformada repete-se em 
intervalos iguais, tornando-se periódica. A transformada da função obtida por amostragem é, 
então, o resultado da soma da transformada exacta com as sobreposições da mesma 
deslocadas de um valor kza, k=1, 2, . 
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Fig. 3.2 - Amostragem de uma função contínua. 
Utilização da FFT 
 83  
Claro que a escolha do valor de za vai depender do ponto da função U(z) a partir do qual 
esta pode ser desprezada. Uma forma de o realizar é considerar que |U(z)| está abaixo de um 
determinado valor em relação ao seu valor máximo. 
Consideremos que se pretende desprezar o espectro quando este desce de um valor e 
abaixo do seu valor máximo. Pelos limites do espectro, definidos anteriormente, vê-se que a 
transformada da função está sempre abaixo desses limites, como mostra a figura 3.3. A linha a 
cheio é obtida pelo cruzamento das linhas dos limites do espectro. A linha a ponteado 
representa |U(z)|. Por conseguinte, ao truncar o limite do espectro num valor e abaixo do valor 
C0, a função U(z) é desprezada num valor igual ou inferior. 
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Fig. 3.3 - Limites do espectro espacial da função u(z). 
Analiticamente tem-se que 
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em que i é o grau da derivada mais elevada da transformada. Resolvendo, retira-se que 
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Notar que não se pode dizer que o erro máximo entre a transformada exacta e a aproximada é 
de e. De facto, como já foi referido, a transformada aproximada é a soma da transformada 
exacta com réplicas deslocadas da mesma. 
Uma dificuldade que pode surgir é quando o limite C0 não coincide com o máximo da 
função espectral. Isto pode acontecer quando a função a transformar toma valores negativos. 
Neste caso não há garantia de que se está a desprezar o espectro num dado valor e abaixo do 
seu valor máximo. Para lidar com esta situação pode-se recorrer à relação entre módulos das 
funções, dada pelo teorema de Parseval, 
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Como dispomos da função a transformar, calculando o primeiro integral de (3.10) 
obtém-se a energia total da função, ET. Com o segundo integral calcula-se a energia do 
espectro que se despreza, Ed. Como não se dispõe da transformada da função, não se pode 
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calcular a energia do espectro espacial pela fórmula, mas dispondo-se dos seus limites é 
possível determinar um limite máximo. Para isso, basta calcular a energia que está dentro do 
limite do espectro no intervalo -<z<-za/2 e za/2<z<, uma vez que de certeza que a energia 
desprezada estará abaixo desse valor. Considerando que a energia desprezada está num valor 
E abaixo da total, tem-se que 
 E
du
dz
z
C
zz
z i
i
a














2
2/
2
|)(|
2
1
2
 (3.11) 
sendo i o grau da derivada mais elevada da transformada. Resolvendo, retira-se que 
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Obteve-se uma forma de se aplicar a FFT tendo-se, à priori, uma ideia do erro que se está a 
cometer. Para um problema concreto pode-se adoptar qualquer um dos processos indicados. 
Com o valor de za calcula-se Ta e, tendo em conta a largura da janela que trunca a função a 
transformar, obtém-se P. 
3.2.3 - Exemplos 
Para aplicação da FFT foram apresentados dois processos de obtenção do período de 
amostragem. Para ter uma ideia do erro cometido com cada um deles analisemos dois 
exemplos. 
3.2.3.1 - C0 Coincide com o Máximo da Transformada 
Consideremos a função pedestal, definida por 
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A transformada desta função é 
  )(senc2)( 100   zzU  (3.14) 
Os limites dos espectro espacial da função são  
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A figura 3.4 mostra os gráficos das funções, em módulo, e os limites do espectro. 
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Fig. 3.4 - Limites do espectro do pedestal. 
Apliquemos o primeiro processo indicado anteriormente, recorrendo-se à equação (3.9). 
Fazendo 0=3, 1=0,1 e e=5%, por (3.9), obtém-se za=17,333. A figura 3.5a) apresenta os 
módulos da transformada aproximada (a traço contínuo) e da transformada exacta (a 
ponteado). A figura 3.5b) apresenta o módulo do erro relativo, dado pela diferença entre as 
transformadas exacta e aproximada, dividido pelo máximo da transformada. 
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Fig. 3.5 - Utilização da FFT truncando o espectro com e=0,05: a) função exacta (ponteado) e função aproximada 
(traço contínuo); b) módulo do erro relativo. 
Para se determinar o erro quadrático médio utilizou-se a expressão: 
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sendo Ua(z) a função obtida pela FFT. Para o exemplo anterior, o erro quadrático médio foi de 
0,0178. 
O erro quadrático médio foi calculado para vários valores de e e determinou-se a relação 
  
22
2
2
))(max( ezU
er

  (3.17) 
A figura 3.6 mostra os valores de (3.17) para e entre 0,001 e 0,1. Pela figura comprova-se que 
os valores estão sempre abaixo da unidade. Se assim for, o valor de e pode ser uma boa 
medida do erro cometido na aproximação. Para isso vejamos um pouco mais. 
Por (3.15) retira-se que os limites do espectro são afectados pelas constantes 0 e 1. 
Alterando estes valores verificou-se que quanto mais o limite do espectro coincidia com a 
envolvente do mesmo mais a equação (3.17) conduzia a resultados que podiam ser superiores 
à unidade. A situação mais desfavorável é obtida com 0=0, na qual o limite do espectro 
coincide com a envolvente do mesmo. Neste caso, o máximo de (3.17) foi de cerca 1,4. 
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Fig. 3.6 - Erro quadrático médio relativo.  
Consideremos agora o segundo processo, que recorre à equação (3.12). Foi calculada a 
energia total, o que deu ET=20. Fazendo 0=3, 1=0,1 e E=5% obtém-se que za=14,345. A 
figura 3.7a) mostra os módulos da transformada aproximada (a traço contínuo) e da 
transformada exacta (a ponteado). A figura 3.7b) apresenta o módulo do erro relativo. O erro 
quadrático médio, também obtido por (3.16), foi de 0,05437. 
Neste caso, já se torna mais difícil obter uma relação entre o erro e a energia desprezada do 
espectro. Utilizando a expressão (3.17) com e substituído por E verificou-se que ela 
ultrapassava em muito a unidade. Desta forma, não se consegue, através do parâmetro E, tirar 
conclusões quanto ao erro cometido na aproximação. No entanto, a energia desprezada é 
inferior a E. 
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Fig. 3.7 - Utilização da FFT truncando o espectro com E=0,05: a) função exacta (ponteado) e função aproximada 
(traço contínuo); b) módulo do erro relativo. 
Para comprovar que a energia desprezada está efectivamente abaixo de E, calculemos o seu 
valor. Sabendo que a transformada é dada por (3.14), tem-se que 
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 (3.18) 
A função Si(x) encontra-se tabelada em [13]. Para o exemplo, a percentagem de energia 
desprezada é Ed/ET=1,456%, valor inferior a E. 
Utilização da FFT 
 88  
Recorrendo a outros exemplos constatou-se que, com o primeiro processo, o parâmetro "e" 
é uma boa medida do erro máximo cometido na aproximação da transformada de Fourier e 
que, com o segundo processo, E é uma boa medida da energia desprezada. 
3.2.3.2 - C0 Não Coincide com o Máximo da Transformada 
Seja um outro tipo de exemplo, em que o parâmetro C0 não coincide com o máximo da 
transformada da função, 
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A transformada é dada por 
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Os limites do espectro espacial são  
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A figura 3.8 mostra os gráficos das funções de interesse e dos limites do espectro. 
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Fig. 3.8 - Exemplo em que o limite C0 não coincide com o máximo da função espectral. 
Utilizando o primeiro processo, equação (3.9), para e=5%, tem-se que za=34,4144. A figura 
3.9a) apresenta os módulos da transformada aproximada (a traço contínuo) e da transformada 
exacta (a ponteado). A figura 3.9b) apresenta o módulo do erro relativo. O erro quadrático 
médio, obtido pela equação (3.16), dá 
2
 =8,34x10-5. 
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Fig. 3.9 - Utilização da FFT truncando o espectro com e=0,05: a) função exacta (ponteado) e função aproximada 
(traço contínuo); b) módulo do erro relativo. 
O erro quadrático médio foi calculado para vários valores de e através da equação (3.17). A 
figura 3.10 mostra o resultado para e entre 0,001 e 0,1. Verifica-se que, mesmo neste caso, os 
valores estão sempre abaixo da unidade. 
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Fig. 3.10 - Erro quadrático médio relativo.  
Consideremos agora o segundo processo, que recorre à equação (3.12). A energia total é 
ET=1. Para E=5% obtém-se que za=18,2033. A figura 3.11a) apresenta os módulos da 
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transformada aproximada (a traço contínuo) e da transformada exacta (a ponteado). A figura 
3.11b) apresenta o módulo do erro relativo. O valor do erro quadrático médio é 
2
 =1,04x10-3. 
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Fig. 3.11 - Utilização da FFT truncando o espectro com E=0,05: a) função exacta (tracejado) e função 
aproximada (traço contínuo); b) módulo do erro relativo. 
Verificou-se, outra vez, que é difícil obter uma relação entre o erro cometido na 
aproximação e E. Todavia, a energia desprezada é inferior a E, como se pode comprovar pela 
figura 3.12 que nos dá a percentagem de energia desprezada para valores de E entre 0,001 e 
0,1. 
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Fig. 3.12 - Percentagem de energia desprezada. 
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Através de outros exemplos continua-se a comprovar com o primeiro processo que o 
parâmetro "e" é uma boa medida do erro máximo cometido na aproximação da transformada 
de Fourier, mesmo quando o valor de C0 não coincide com o máximo da transformada. 
3.3 - Síntese de Agrupamentos através da FFT 
No capítulo 2 desenvolveu-se o método da Relação de Fourier, determinando expressões 
para análise e síntese de agrupamentos. A não ser que seja fácil a obtenção analítica da 
transformada de Fourier, no caso geral é necessário recorrer à FFT para o cálculo da mesma. 
Começando pelo problema de síntese, ver-se-á a forma de aplicar esta teoria a 
agrupamentos de antenas, desenvolvendo-se os algoritmos necessários para o efeito. 
É sabido que na síntese de agrupamentos a distribuição das fontes deve ser limitada. Como 
se viu, nesta situação pode-se aplicar o teorema da amostragem. No entanto, em situações 
intermédias dos métodos de síntese pode ser necessário determinar a transformada de Fourier 
de funções de espectro não limitado ao valor desejado. 
Para distribuições contínuas a utilização da FFT pode obrigar a truncar quer o factor de 
agrupamento quer a distribuição de fontes. Isto implica utilizar a abordagem introduzida na 
secção anterior. 
Para distribuições discretas, com elementos equidistantes, não há necessidade de 
truncamento do factor de agrupamento, visto que este é periódico. Neste caso é possível obter 
valores exactos se a distribuição for limitada. Para distribuições não equidistantes, como a 
utilização da FFT obriga a ter pontos equiespaçados, é necessário realizar algum tipo de 
aproximação. 
O  algoritmo da FFT utilizado neste trabalho foi o do MATLAB [14], cujas expressões da 
série discreta são: 
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em que (3.22) dá a transformada de Fourier directa e a (3.23) a transformada inversa. 
3.3.1 - Distribuições Contínuas 
Para se obter uma expressão apropriada à aplicação da FFT utilizar-se-á a figura 3.1 e as 
propriedades da transformada discreta de Fourier. 
A forma de abordagem, apresentada na figura 3.1, pode ser um pouco mais generalizada. 
Como se verificou na aplicação do teorema da amostragem, figura 2.2, o trem de Diracs que 
amostra a função a transformar pode estar descentrado da origem. Definindo o período de 
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amostragem por TF, consideremos que TF, 0<1, é o valor desse deslocamento. Sendo 
assim,  a transformada de )(~ zu  , que aparece no último par da figura 3.1, é dada por 
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em que k=<P> significa utilizar P amostras no intervalo apropriado da função. A 
transformada U(z) pode ser aproximada por um período de )(
~
zU . Supondo que não existe 
sobreposição de U(z) nem truncamento de u(z), a transformada )(
~
zU  aparece multiplicada 
por (1/TF). Assim, para aproximação à função contínua deve-se multiplicar a transformada 
discreta pelo valor do período de amostragem. Desta forma, tem-se que 
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O intervalo de variação de k é o mesmo que o de n. Comparando este resultado com a equação 
(3.22), vê-se que ele está numa forma apropriada para aplicar directamente a FFT. Os  
intervalos de variação de k e n, aqui escolhidos, fazem com que se trabalhe no intervalo da 
transformada da função dado por -/TFz/TF, enquanto que em (3.22) trabalha-se no 
intervalo 0z2/TF. Para lidar com esta situação o MATLAB dispõe da função fftshift(.), que 
permite comutar as amostras referentes a um intervalo para o outro, tendo em conta a 
periodicidade da função. 
A distribuição de corrente é obtida pela expressão (3.25) dividida pelo factor 2, que 
aparece na Relação de Fourier, isto é, 
   )(FFT
2
2
2


 





 
kTFe
T
n
PT
c F
n
P
j
F
F
 (3.26) 
Esta expressão é a aproximação da equação (2.10), sendo utilizada quando se pretende 
realizar o cálculo computacional. Como a janela visível está centrada na origem da variável 
z, optou-se por centrar os gráficos. Daí a escolha dos intervalos de variação das variáveis k e 
n, apresentados atrás. Não significa, porém, que as funções estejam centradas na origem. 
O fluxograma para o cálculo da transformada é apresentado na figura 3.13. O algoritmo é 
apresentado no apêndice A, função fftcont(.). Para se ter em conta a expressão (3.26) deve-se 
dividir o resultado obtido por essa função por 2. A função fftcont(.) também contém uma 
constante, . A utilização desse parâmetro, que permite obter amostras da distribuição de 
corrente descentradas da origem, será abordada nas distribuições discretas, cujo resultado é 
análogo. 
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Fig. 3.13 - Algoritmo para aplicação da FFT na síntese de agrupamentos contínuos. 
De seguida serão apresentados alguns exemplos com o objectivo de melhor elucidar a 
utilização da técnica da FFT aqui desenvolvida. 
3.3.2 - Exemplos de Distribuições Contínuas 
Consideremos que se pretende sintetizar um agrupamento cujo factor de agrupamento é 
dado por 
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O factor de agrupamento, na variável z, e a distribuição de corrente, na forma analítica, são 
dados por 
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A figura 3.14a) mostra o factor de agrupamento desejado e a figura 3.14b) o módulo da 
distribuição de corrente, em dB e em escala linear. O factor de agrupamento está representado 
no intervalo da janela visível. A distribuição de corrente a ponteado é obtida pela fórmula 
directa e a traço contínuo é a distribuição obtida pela técnica da FFT, com TF=0,1 e P=1024. 
No apêndice C1 é apresentado o algoritmo MATLAB. Pode-se comprovar que o erro é maior 
nos extremos do agrupamento devido ao efeito aliasing. Para o período de amostragem 
utilizado, o erro máximo relativo cometido na aproximação, em módulo, foi de 0,0023. 
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Fig. 3.14 - Distribuição de corrente para um factor de agrupamento definido pelo co-seno limitado. a) factor de 
agrupamento desejado; b) a distribuição de corrente a traço contínuo é obtida pela técnica da FFT, com período 
de amostragem TF=0,1, e a ponteado pela fórmula directa. 
Quando se tem que trabalhar com o factor  vê-se que, pela equação (1.28), ele depende de 
. Como normalmente este não é especificado, torna-se mais simples trabalhar com os 
cálculos apenas na constante 2. Isto representa lidar com   2 . Após realizar os 
cálculos com ', para incluir o factor  basta recorrer à propriedade da transformada de 
Fourier da mudança de escala  zz  , 
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Por conseguinte, como se observa pela figura 3.14, dividir z por  é o mesmo que multiplicar 
z por esse factor e afectar a distribuição de corrente do mesmo factor. Elimina-se a 
necessidade de lidar com  nos cálculos, desde que no final se tenha em conta a equação 
(3.29). 
Para uma distribuição de corrente ilimitada, o resultado da aplicação da técnica da FFT 
será um conjunto de amostras que são aproximações das exactas. O número de amostras a 
obter para a distribuição depende de P e a gama do espectro espacial depende de TF. Se ela for 
limitada, a escolha correcta da frequência de amostragem permite não produzir aliasing na 
distribuição espacial, mas, se o factor de agrupamento for ilimitado, pode haver um erro 
devido ao truncamento do mesmo. 
Para distribuições de corrente limitadas torna-se evidente a aplicação do teorema da 
amostragem, o que é efectuado através da equação (2.15). Se nessa expressão fizer-se as 
substituições S=2/TF e z=2n/(PTF), obtém-se a equação (3.26).  Desta forma, facilmente se 
calcula a distribuição de corrente para a síntese deste tipo de agrupamentos, como o de 
Taylor, Bayliss, etc, com amostras exactas. 
Consideremos que se pretende realizar a síntese de Taylor, com n =8, SLL=25 e L=2. A 
figura 3.15a) mostra o módulo do factor de agrupamento desejado. A figura 3.15b) apresenta 
os módulos e as fases das respectivas distribuições de corrente, exacta e calculada pela técnica 
da FFT, com P=1024. Verificou-se que com =10-8, o erro máximo da distribuição anda à 
volta de 10
-7
. Não se deve utilizar valores de  muito mais pequenos, porque ultrapassando o 
erro cometido pelo computador os resultados degradam-se. Da figura verifica-se que os 
módulos das funções exacta e aproximada coincidem. No gráfico das fases da distribuição de 
corrente salienta-se a fase aproximada obtida pela técnica da FFT. O módulo do erro relativo 
é inferior 1,710-8. O algoritmo é apresentado na apêndice C2.  
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Fig. 3.15 - Síntese de Taylor para n =8, SLL=25 e L=2: a) módulo do factor de agrupamento; b) módulos e fases 
das distribuições de corrente. 
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Para a síntese de Bayliss, consideremos que é pretendido realizá-la com n =10, SLL=30 e 
L=2. A figura 3.16a) mostra o módulo do factor de agrupamento e a figura 3.16b) apresenta a 
distribuição de corrente utilizando a equação (3.26), mas com =1/2+10-8, como foi definido 
em (2.69). O gráfico da distribuição exacta confunde-se com o da figura 3.16b). O erro 
máximo relativo cometido na aproximação é de 1,110-8 para P=1024. O algoritmo é 
apresentado no apêndice C3.  
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
0
0.5
1
1.5
2
z
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
-2
-1
0
1
2
z
-30 -20 -10 0 10 20 30
-50
-45
-40
-35
-30
-25
-20
-15
-10
-5
0
z

b)
|c
(z
)|
ar
g
[c
(z
)]
dBz
F )(
a)
 
Fig. 3.16 - Síntese de Bayliss para n =10, SLL=30 e L=2: a) módulo do factor de agrupamento; b) módulo e fase 
da distribuição de corrente. 
Qualquer cálculo de outra distribuição contínua segue o mesmo procedimento: amostragem 
da função com o número de pontos desejado e aplicação da FFT, como foi desenvolvido neste 
trabalho. Facilmente se depreende a generalidade da técnica. 
3.3.3 - Distribuições Discretas 
A síntese de distribuições discretas, utilizando a FFT, é similar à das contínuas, mas agora 
não há amostragem da distribuição de corrente para o cálculo computacional, uma vez que 
esta, por natureza, já é discreta. 
A expressão de interesse também pode ser obtida pela aplicação do teorema da 
amostragem a uma distribuição discreta. Assim, sendo a amostragem do factor de 
agrupamento realizada no intervalo -/dz/d, com um período TF=2/(Pd), reescrevendo 
(2.20) tem-se 
 













 




par 1
22
ímpar 
2
1
2
1
 ,)(
21
)(
22
)(
2
P
P
n
P
P
P
n
P
eek
Pd
Fe
P
dnc
kn
P
jk
P
j
Pk
n
P
j






 (3.30) 
Reparemos que esta expressão é igual à (3.22) a menos dos factores 1/P, e
-j2k/P
 e 
e
-j2(n+)/P
. Se agruparmos o termo e
-j2k/P
 à função do factor de agrupamento, (3.30) fica 
numa forma apropriada para aplicar a expressão da FFT. De notar que como e
-jzd|z=2k/(Pd)= 
e
-j2k/P
, isto sugere que, em termos de cálculo, se possa multiplicar o factor de agrupamento 
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por e
-jzd em vez de multiplicar o trem de Diracs por e
jzd, como foi apresentado na figura 
2.1. Comparando com o que foi realizado na secção 2.2.2, pelas propriedades da transformada 
de Fourier, verifica-se que utilizando um período do factor de agrupamento, se o 
multiplicarmos pelo termo e
-jzd, fizermos a convolução com o trem de Diracs centrado na 
origem e, finalmente, atrasarmos a distribuição de corrente de um valor igual a d, o resultado 
será o mesmo. 
O cálculo da distribuição de corrente discreta pela FFT é realizado, então, por 
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Comparando esta expressão com a (3.26), elas são equivalentes a menos do factor 
multiplicativo d. Deste modo, a distribuição de corrente contínua pode ser obtida pela mesma 
expressão a menos de uma constante. No entanto, será mantida a distinção entre os dois 
algoritmos de cálculo apenas por facilidade de utilização dos parâmetros em cada caso. A 
figura 3.17 mostra o fluxograma para o cálculo da transformada, sendo igual à expressão 
anterior multiplicada por 2, e o algoritmo é apresentado no apêndice A, função fftdisc(.). 
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Fig. 3.17 - Algoritmo para aplicação da FFT na síntese de agrupamentos discretos. 
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3.3.4 - Exemplos de Distribuições Discretas 
Como no caso contínuo, serão apresentados alguns exemplos para melhor compreensão da 
aplicação da técnica da FFT. Também têm por objectivo o cálculo computacional aplicado a  
alguns dos métodos apresentados no primeiro capítulo.  
Consideremos que se pretende obter um agrupamento discreto, cujo factor de agrupamento 
é dado por 
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 (3.32) 
em que a distância entre elementos é de d=0,6 e estão deslocados da origem de metade da 
distância , ou seja, =1/2. O factor de agrupamento, na variável z, vale 1 na gama de valores 
cos(4/9)zcos(/3) e a fórmula para a distribuição de corrente é obtida por (2.12), o que 
dá 
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A figura 3.18a) mostra o factor de agrupamento desejado e a figura 3.18b) a parte central da 
distribuição de corrente, em módulo e fase. As correntes foram obtidas pela técnica da FFT, 
com P=1024 e a amostragem realizada com =0. Para este número de pontos, o erro máximo 
relativo cometido na aproximação, em módulo, foi de 0,0035. No apêndice C4 é apresentado 
o algoritmo. 
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Fig. 3.18 - Síntese de um agrupamento tipo pedestal: a) factor de agrupamento; b) módulo e fase da distribuição 
de corrente. 
Utilização da FFT 
 99  
Para distribuições de corrente limitadas a aplicação da técnica desenvolvida, com o número 
de pontos apropriado, conduz a uma distribuição exacta, a menos do erro introduzido pelo 
computador. 
Vejamos a síntese de Tschebyscheff com um número ímpar de elementos, N=2M+1. Para 
que os elementos apareçam nas posições z=0, d, 2d, ..., Md deve-se ter =0. Como 
exemplo prático consideremos o apresentado na secção 2.4.4.1. Pelas condições do problema 
tem-se x0=1,1374, d=0,561 e, como se pretende o feixe desviado de 60º, utilizando (2.48) 
obtém-se um atraso da função de zd=cos(/3). A figura 3.19a) mostra o módulo do factor de 
agrupamento, dentro da janela visível, e a distribuição de corrente aparece na figura 3.19b). O 
valor utilizado para P foi o de uma potência de dois mais próxima de N. Esta escolha faz-se 
caso seja pretendido como facilidade da maior parte das rotinas da FFT. Contudo, podemos 
utilizar qualquer número de pontos, desde que igual ou superior ao número de elementos, que 
os resultados serão os mesmos a menos dos zeros extras. Isto só significa que se aumentou a 
frequência de amostragem, o que em nada altera o valor das correntes. O valor de  é 
qualquer. O algoritmo é apresentado no apêndice C5. 
 
-5 -4 -3 -2 - 0  2 3 4 5
0
1
2
3
4
5
z
|c
(z
)|
-5 -4 -3 -2 - 0  2 3 4 5
-2
0
2
z
ar
g
[c
(z
)]
b)
a)
dBz
F )(
z
-4d
-3d
-2d
-d
0
d
2d
3d
4d
z
   0.7665486074
  -0.9958848711
  -2.7583183498
   1.7624334786
                  0
  -1.7624334786
   2.7583183498
   0.9958848711
  -0.7665486074
-4d
-3d
-2d
-d
0
d
2d
3d
4d
0
-40
-30
-20
-10
0
10
20
30
40
λ
6

λ
4

λ
2

λ
2
λ
4
λ
6
d

1.4002473257
2.5426134849
3.9854129138
5.1130806654
5.5400678215
5.1130806654
3.9854129138
2.5426134849
1.4002473257
 
Fig. 3.19 - Síntese de Tschebyscheff para 9 elementos obtidos pela técnica da FFT, com P=16 pontos: a) factor 
de agrupamento; b) módulo e fase da distribuição de corrente. 
Para elucidar o processo de amostragem da distribuição de corrente, representado na figura 
2.1, a figura 3.20 mostra a distribuição de corrente obtida pela transformada de Fourier de um 
período do factor de agrupamento de Tschebyscheff, e zero fora do mesmo, e os pontos onde 
foi amostrado para dar a distribuição da figura 3.19. Como era de esperar, já que a 
distribuição de corrente é limitada, as amostras para além do número de elementos caem em 
cima dos zeros da distribuição contínua.  
Para um agrupamento com um número par de elementos, estes aparecerão em posições 
z=d/2, 3d/2, ..., (2M-1)d/2, o que é realizado com =1/2. Como exemplo, consideremos o 
anterior mas utilizando N=10 e d=0,572. O algoritmo é o mesmo, mas com os novos valores 
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de N, d e . A figura 3.21a) apresenta o módulo do factor de agrupamento dentro da janela 
visível e a figura 3.21b) a distribuição de corrente. 
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Fig. 3.20 - Transformada de um período do factor de agrupamento (a traço contínuo) e os pontos da distribuição 
de corrente do exemplo em causa  (asterisco). 
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Fig. 3.21 - Síntese de Tschebyscheff para 10 elementos obtidos pela técnica da FFT, com P=16 pontos: a) 
módulo do factor de agrupamento; b) módulo e fase da distribuição de corrente.  
Utilização da FFT 
 101  
Para os dois exemplos anteriores foi empregue a mudança de variável (2.36). 
Consideremos um outro em que utiliza a expressão (2.52), referente a um agrupamento 
superdirectivo apresentado por Collin 15: agrupamento com 7 elementos, com d=/24 e 
cujos lóbulos secundários estão 20 dB abaixo do principal. Os parâmetros de interesse são 
determinados por (1.52) e (1.53). A figura 3.22 mostra os resultados, que comprovam os 
obtidos por Collin. O algoritmo é apresentado no apêndice C6. 
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Fig. 3.22 - Síntese de Tschebyscheff para 7 elementos espaçados de um valor inferior a meio comprimento de 
onda: a) módulo do factor de agrupamento; b) distribuição de corrente. 
Terminou-se de aplicar a técnica da FFT a alguns exemplos da síntese de Tschebyscheff. 
Com a mesma facilidade se pode sintetizar qualquer outro tipo de polinómio trigonométrico, 
como é o caso dos polinómios de Gegenbauer referidos na secção 2.4.4.3. 
Pretende-se comparar a distribuição de corrente obtida pela síntese de Tschebyscheff com 
a de Gegenbauer, de um agrupamento de 11 elementos com SLL=25 dB e d=0,6. Utilizando 
a substituição (2.36), pela fórmula (1.45) tem-se para a síntese de Tschebyscheff que 
x0=1,0644. Para a síntese de Gegenbauer utiliza-se a expressão (2.58). Com a mesma mudança 
de variável que para Tschebyscheff, escolhe-se o valor de x0 correspondente a um nível 
máximo dos lóbulos secundários igual ao de Tschebyscheff. Fazendo t=1/2 (polinómio de 
Legendre) obteve-se x0=1,056 e para t=1 tem-se x0=1,045. A figura 3.23 mostra os resultados 
e o algoritmo é apresentado no apêndice C7. 
Pela figura 3.23a) comprova-se que o agrupamento de Tschebyscheff é o que produz um 
factor de agrupamento com a largura do feixe principal mais estreita. A figura 3.23b) mostra 
as respectivas distribuições de corrente. 
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Fig. 3.23 - Síntese de agrupamentos utilizando os polinómios de Gegenbauer para 11 elementos espaçados de 
d=0,6: a) a cheio é o factor de agrupamento de Tschebyscheff (ou Gegenbauer com t=0), a ponteado o de 
Gegenbauer com t=1/2 (ou Legendre) e a tracejado o de Gegenbauer com t=1 ; b) distribuições de corrente de 
Tschebyscheff (o),  de Gegenbauer para t=1/2 (*) e para t=1 (). 
Na síntese de Zolotarev a parte mais complicada diz respeito à implementação da função 
polinomial. A aplicação da técnica da FFT é análoga aos exemplos anteriores. Como 
exemplo, consideremos o apresentado em [16], para um agrupamento com 2M=20 elementos, 
d=0,5 e SLL=30dB. O valor de k é obtido através da equação (1.69). Para gerar o polinómio 
de Zolotarev são necessárias as funções K(k), sn(,k), cn(,k), dn(,k), z(,k) e F(,k). O 
MATLAB já dispõe das rotinas para determinar as quatro primeiras funções: K=ellipke(m) e 
[sn,cn,dn]=ellipj(u,m). As duas últimas vão ter que ser implementadas. Tendo em conta [13], 
estas funções são definidas por, 
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 (3.34) 
Como o MATLAB lida com o parâmetro m em vez de k deve-se fazer m=k
2
. Para calcular 
z(,k) e F(,k) implementou-se as rotinas jacobizeta(,m) e elliticf(,m), respectivamente, 
utilizando o método da média aritmética-geométrica apresentado em [13]. Estas duas rotinas 
são apresentadas nos apêndice D e E, respectivamente. A figura 3.24b) mostra a distribuição 
de corrente obtida pela técnica da FFT e o factor de agrupamento respectivo aparece na figura 
3.24a). O algoritmo encontra-se no apêndice C8.  
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Fig. 3.24 - Síntese de Zolotarev para 20 elementos: a) módulo do factor de agrupamento; b) módulo e fase da 
distribuição de corrente.  
Para finalizar, vejamos a aplicação da técnica da FFT à síntese de Villeneuve. Até agora 
não houve a necessidade de amostrar o factor de agrupamento de uma forma descentrada da 
origem, isto é, sempre se considerou =0. Para o cálculo computacional da síntese de 
Villeneuve já se deve fazer 0 para evitar as descontinuidades, como foi referido na secção 
2.4.8. Como exemplo de aplicação consideremos o indicado por Villeneuve, caracterizado por 
um agrupamento com 41 elementos, n =6, SLL=25 e d=0,5. A figura 3.25a) mostra o factor 
de agrupamento normalizado e a figura 3.25b) a distribuição de corrente. O resultado obtido 
pela técnica da FFT coincide com o da fórmula desenvolvida por Villeneuve. O valor de  é 
qualquer um desde que diferente de zero. O algoritmo é apresentado no apêndice C9. 
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Fig. 3.25 - Síntese de Villeneuve para 41 elementos com d=0,5, SLL=25, e n =6 : a) módulo do factor de 
agrupamento; b) módulo e fase da distribuição de corrente. 
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3.4 - Análise de Agrupamentos através da FFT 
Na secção 2.2.1 foram desenvolvidas as expressões referentes à análise de agrupamentos. 
Como para a síntese, a não ser que seja fácil o cálculo analítico da transformada de Fourier 
inversa, no caso geral é necessário recorrer à FFT para se obter o factor de agrupamento. 
Para distribuições contínuas a utilização da FFT obriga a truncar o factor de agrupamento 
num dado valor. Isto implica utilizar a abordagem introduzida na secção 3.2. Embora esta 
tenha sido aplicada para a transformada directa, devido à dualidade da transformada, também 
pode-se aplicar à transformada inversa. Pela expressão (1.20), no cálculo dos limites deve-se 
ter em consideração o factor 2. 
Para distribuições discretas, com elementos equidistantes, não há necessidade de 
truncamento do factor de agrupamento, uma vez que este é periódico. 
3.4.1 - Distribuições Contínuas 
Como para a síntese de agrupamentos, as propriedades da transformada discreta de Fourier 
desempenharão um papel importante para aplicação da FFT à análise de agrupamentos. 
A figura 3.1 apresentou o desenvolvimento para obtenção da transformada discreta de 
Fourier. A forma de o realizar consistiu em amostrar a função contínua, truncá-la e finalmente 
convoluir com o trem de Diracs. Se for feita uma abordagem semelhante, mas partindo da 
transformada inversa, tem-se a forma de calcular a transformada inversa de uma função 
contínua utilizando a transformada discreta. Para isso, a amostragem e truncamento são 
realizados no domínio oposto ao da figura 3.1, chegando-se a expressões análogas devido à 
dualidade da transformada de Fourier.  
Dada a função U(z) a transformada inversa aproximada de )( zu   é obtida amostrando 
U(z), com o período de amostragem Tc, truncada para P pontos e convoluida com um trem de 
Diracs, de modo a amostrar também a inversa. Como resultado, obtém-se 
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em que o trem de Diracs, que amostra a distribuição de corrente, está descentrado da origem 
do eixo z do valor , como foi apresentado anteriormente. 
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Também como na transformada directa, ao amostrar U(z) a transformada inversa aparece 
multiplicada por (1/Tc). Assim, para aproximação à função contínua deve-se multiplicar a 
transformada discreta pelo valor do período de amostragem, 
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Comparando este resultado com o da FFT inversa, apresentado em (3.23), vê-se que o factor 
de agrupamento, tendo em conta o factor 2 que relaciona o factor de agrupamento com a 
transformada inversa, é obtido por 
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em que IFFT significa FFT inversa. Esta expressão é a aproximação da equação (2.1), sendo 
utilizada quando se pretende realizar o cálculo computacional. 
O fluxograma para o cálculo da transformada inversa é apresentado na figura 3.26 e o 
algoritmo no apêndice B, função ifftcont(.). A expressão (3.37) é determinada multiplicando 
essa função por 2. 
P par?
S N
cc T
2
2)Tc(P
:Tc:T
2
PTc
z
PTc
2)π(P
:
PTc
2π
:
Tc
π
Bz
 




Tc
2
1)Tc(P
:Tc:T
2
1)Tc(P
z
PTc
1)π(P
:
PTc
2π
:
PTc
1)π(P
Bz
 






c
)Uz(iffte 
2
PTc
uBz
)z(Uz
zTcβj


 c
P - Número de pontos da IFFT.
cz - Função a aplicar a IFFT.
uBz - Transformada inversa da função.
Tc - Período de amostragem de Uz.
 - Fracção do período Tc de deslocamento da posição das amostras relativamente à origem.
Bz, uBz
P, Tc, 
 
Fig. 3.26 - Algoritmo para aplicação da FFT inversa na análise de agrupamentos contínuos. 
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Como exemplo, seja a seguinte distribuição de corrente: 
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O factor de agrupamento referente a esta distribuição é 
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A figura 3.27 mostra os gráficos dos factores de agrupamento e da distribuição de corrente 
desejada. O factor de agrupamento aproximado, indicado a cheio na figura 3.27a), foi 
calculado pela técnica da FFT inversa, com 1024 pontos, com o período de amostragem da 
distribuição de Tc=0,1 e com =1/2. O factor de agrupamento obtido pela fórmula directa 
aparece a ponteado. O erro máximo relativo cometido na aproximação foi de 0,018. O 
algoritmo,  para este exemplo, encontra-se no apêndice C10. 
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Fig. 3.27 - Análise de um agrupamento contínuo: a) o factor de agrupamento a traço contínuo é obtido pela 
técnica da FFT inversa e a ponteado pela fórmula directa; b) distribuição de corrente desejada. 
3.4.2 - Distribuições Discretas 
A aplicação da FFT a distribuições discretas torna-se mais simples devido à sua natureza. 
De facto, para agrupamentos equidistantes é fácil obter o factor de agrupamento, uma vez que 
não há necessidade de amostrar uma função contínua. 
Utilização da FFT 
 107  
No capítulo anterior o factor de agrupamento desta distribuição é calculado pela expressão 
(2.6). Para se determinar P pontos do factor de agrupamento utiliza-se a expressão 
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Comparando este resultado com a FFT inversa, dado por (3.23), retira-se que 
   dncePk
Pd
F
k
P
j
)(IFFT 
2
2

 




  (3.41) 
A FFT inversa fornece o factor de agrupamento no intervalo -/dz/d. No entanto, 
não é esse intervalo que nos interessa, mas o da janela visível. A não ser quando d=/2, no 
caso geral ele não coincide com a janela visível. Para valores de d inferiores a meio 
comprimento de onda, esse intervalo contém o da janela visível, sendo fácil extrair a 
informação referente ao factor de agrupamento. Contudo, para d>/2 os limites da janela 
visível estão fora do mesmo. 
Uma forma de se aumentar o intervalo da FFT inversa é intercalando zeros entre os 
elementos, no que se traduz no aumento da frequência de amostragem. O número de zeros 
entre dois elementos indica o aumento do número de períodos que aparece na função do factor 
de agrupamento. Este processo é relativamente simples, tendo o incómodo de se ter que 
introduzir amostras nulas entre elementos nos vectores de dados de entrada.  
Outra forma de o realizar, e que será empregue no processo de cálculo, é considerando a 
figura 2.1. Como se pode ver pelo terceiro par apresentado na figura, a função no intervalo 
-/d+2i/dz/d+2i/d, i=0, 1, 2, 3, …, pode ser obtida pela porção no intervalo 
-/dz/d multiplicada por e
j2i
. Na realidade, pela expressão (2.6), qualquer valor da 
função F(z) em z=z0+2i/d, com -/dz0/d, é dado por 
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A figura 3.28 mostra o fluxograma para cálculo da transformada inversa, utilizado para 
obtenção do factor de agrupamento de agrupamentos discretos equidistantes, tendo em conta o 
valor da distância entre elementos de modo a incluir toda a janela visível. A junção de 
períodos em cada lado da função de base permite aumentar o intervalo de visualização do 
factor de agrupamento e, desta forma, incluir a janela visível. Neste caso, o algoritmo é mais 
complicado que o anterior, mas tem a vantagem de não necessitar-se de incluir zeros entre 
elementos. 
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Fig. 3.28 - Algoritmo para aplicação da FFT inversa na análise de agrupamentos discretos, com junção de 
períodos para permitir aumentar a zona visualizável do factor de agrupamento. 
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O algoritmo MATLAB é apresentado no apêndice B, função ifftdisc(.). Como pode haver 
situações em que não se pretende expandir o intervalo de visualização, essa opção é 
controlada pela constante flag. 
Como exemplo consideremos o indicado em [17], para um agrupamento com 19 elementos 
e supondo d=0,6. Como os elementos estão centrados na origem deve-se fazer =0 em 
(3.42). Utilizando a técnica da FFT inversa, com P=1024 pontos e seguindo o algoritmo da 
figura 3.28, obtém-se o resultado da figura 3.29a) para o factor de agrupamento na variável z, 
expandido de modo a incluir a janela visível. Na figura 3.29b) aparece o factor de 
agrupamento na variável . O algoritmo é apresentado no apêndice C11. 
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Fig. 3.29 - Factor de agrupamento de um agrupamento com 19 elementos e d=0,6: a) factor de agrupamento na 
variável z; b) factor de agrupamento na variável ; c) distribuição de corrente que lhe deu origem. 
Analisemos um exemplo de agrupamento com um número par de elementos, onde o centro 
do referencial é o centro do agrupamento. Neste caso  deve ter o valor de 1/2 para que os 
elementos aparecem nas posições desejadas. Para o efeito, consideremos o de [18] com N=16, 
d=0,5 e as correntes são as da figura 3.30c). O algoritmo é o do apêndice C11, mas com os 
novos dados de entrada. 
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Fig. 3.30 - Factor de agrupamento de um agrupamento com 16 elementos e d=0,5: a) factor de agrupamento na 
variável z b) factor de agrupamento na variável ; c) distribuição de corrente que lhe deu origem. 
Até aqui tem-se lidado apenas com agrupamentos cuja distância entre elementos é a 
mesma. Contudo, para completar a análise de agrupamentos convém apresentar uma forma de 
cálculo dos agrupamentos não equidistantes, embora não se explore esta abordagem, já que 
este assunto está fora do âmbito deste trabalho, como foi referido anteriormente. 
Uma forma de se aplicar a técnica da FFT inversa a agrupamentos não equidistantes 
consiste em fazer uma amostragem da distribuição de corrente como se tratasse de uma 
distribuição contínua. Obviamente que a função resultante só conterá valores diferentes de 
zero nas amostras referentes à posição dos elementos no agrupamento. Como a FFT inversa 
trabalha com pontos equidistantes vai surgir um erro que pode ser controlado pelo período de 
amostragem. A diferença relativamente à distribuição contínua é que enquanto nessa o erro 
cometido deve-se à utilização de apenas alguns pontos da função, nos agrupamentos não 
equidistantes o erro cometido deve-se à alteração da posição do elemento para a amostra mais 
próxima. 
O algoritmo utilizado é o da distribuição contínua, mas sem multiplicar (3.37) por Tc. O 
valor de  é nulo devido à forma de construção do vector da distribuição de corrente. 
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O exemplo utilizado é o referido em [19] para 15 elementos, com distâncias entre eles e 
com amplitudes os valores da figura 3.31b) e sendo o agrupamento simétrico relativamente à 
origem da distribuição de corrente. O factor de agrupamento que aparece na figura 3.31a) foi 
obtido pela técnica da FFT inversa, com P=65536 pontos e Tc=0,001. O algoritmo é 
apresentado no apêndice C12. O factor de agrupamento aproximado e o obtido por soma 
directa são praticamente iguais dentro da janela visível. O máximo do módulo do erro relativo 
dentro da mesma é de 2,4610-4. Obviamente que para Tc=0,0001 ter-se-ia valores exactos do 
factor de agrupamento, uma vez que não haveria aproximação da posição do elemento com 
quatro algarismos decimais. 
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Fig. 3.31 - Factor de agrupamento de um agrupamento não equidistante com 15 elementos: a) factor de 
agrupamento na variável ; b) distribuição de corrente que lhe deu origem. 
3.5 - Sumário 
Neste capítulo foram desenvolvidas as técnicas baseadas na FFT, para servir de ferramenta 
computacional base para o cálculo numérico no método da Relação de Fourier. Visto que, 
nesta situação, podem surgir erros devido ao efeito de aliasing, a técnica dos limites do 
espectro permitiu determinar o número de pontos a utilizar de modo a controlar o erro 
máximo cometido. 
Foram desenvolvidos os principais algoritmos de cálculo empregues quer na análise quer 
na síntese de agrupamentos contínuos ou discretos. Os exemplos apresentados têm como 
objectivo não só demonstrar a aplicabilidade do método, mas também servir de base a outros 
exemplos, já que a estrutura do algoritmo é mesma.  
Por conseguinte, dispõe-se de uma ferramenta computacional capaz de resolver qualquer 
problema de cálculo que envolva a passagem da distribuição de fontes para o respectivo factor 
de agrupamento ou vice-versa. Ganha-se uma nova perspectiva de abordagem que, como se 
constatou, só foi pontualmente aproveitada por alguns autores. 
O método da Relação de Fourier fica completo com a teoria desenvolvida, neste capítulo, 
na FFT. Posteriormente ver-se-á as possibilidades de aplicação deste método em novos 
procedimentos da síntese de agrupamentos. 
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Novos Procedimentos na Síntese de 
Agrupamentos 
4.1 - Introdução 
Tendo sido exposta a teoria deste trabalho, baseada na Relação de Fourier conforme o 
desenvolvido nos segundo e terceiro capítulos, para análise e síntese de agrupamentos, neste 
capítulo pretende-se tirar vantagem do método apresentado para sintetizar agrupamentos com 
algumas características desejadas. 
Na secção 2.4.9 apresentou-se uma técnica, baseada na técnica das janelas aplicada no 
projecto de filtros digitais. Uma vez que já dispomos das facilidades da FFT, seguidamente 
vai-se aplicar efectivamente essa técnica a alguns exemplos de síntese. 
Outra técnica que vai aproveitar as vantagens da transformada de Fourier é a da 
multiplicação de funções sendo, neste caso, referente ao factor de agrupamento. Baseia-se na 
utilização de funções com determinadas características que possam servir de base à 
elaboração do factor de agrupamento aproximado. Além de produzir, nalguns casos, 
resultados semelhantes aos conseguidos por alguns dos métodos tradicionais, de uma forma 
mais simples, dá uma perspectiva de abordagem diferente do problema da síntese. 
Desenvolver-se-ão, também, duas técnicas de aproximação de funções aplicadas a 
agrupamentos discretos. A primeira será definida por interpolação polinomial, sendo o 
objectivo da mesma que o factor de agrupamento passe por um certo conjunto de pontos que, 
ao contrário dos utilizados na interpolação referente ao teorema da amostragem, podem estar 
localizados em qualquer posição dentro de um período do factor de agrupamento. A segunda 
técnica a desenvolver consiste num misto entre a interpolação polinomial e a aproximação dos 
pontos desejados segundo os mínimos quadrados. Ver-se-á algumas aplicações para estas 
técnicas, dentro das quais surgem a obtenção de diagramas de radiação com equiripple, em 
determinadas zonas do mesmo, e a geração de nulos em determinadas direcções. 
A técnica de interpolação será estendida aos agrupamentos contínuos, por forma a obter 
factores de agrupamento com características semelhantes às dos agrupamentos discretos. 
4.2 - Limitação Espacial da Distribuição de Fontes 
Um agrupamento é sempre fisicamente limitado. Quando se sintetiza um determinado 
agrupamento, aplicando directamente a Relação de Fourier, pode ocorrer a possibilidade de 
surgirem coeficientes da função da distribuição de corrente fora do comprimento físico 
definido para esse agrupamento. Uma forma de resolver o problema consiste em utilizar a 
técnica desenvolvida em 2.4.9. 
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Um caso particular de interesse é a existência de descontinuidades no factor de 
agrupamento desejado, o que produz o aparecimento do designado fenómeno Gibbs [1] 
quando a distribuição de corrente é truncada.  
A ideia básica da técnica que vai ser desenvolvida consiste em calcular a distribuição de 
corrente referente ao factor de agrupamento desejado e, no caso desta distribuição ter 
dimensão superior à pretendida, truncá-la com uma dada janela. O processo de síntese da 
figura 2.4 não é mais do que a aplicação desta técnica, empregando como janela de pesagem a 
rectangular. Utilizando uma outra janela pode-se obter outros factores de agrupamento com 
algumas características desejadas. Na secção 2.4.9 foram apresentadas algumas janelas de 
interesse. 
Sendo c(z) a distribuição de corrente que produz um determinado factor de agrupamento 
desejado, definindo por W(z) a janela que a multiplica, a distribuição de corrente aproximada 
é dada por 
 )()()( zWzczca   (4.1) 
Por sua vez, o factor de agrupamento aproximado é dado pela convolução do desejado com 
a transformada de Fourier inversa da janela, w(z), 
 )()()( zzza wFF    (4.2) 
De seguida serão analisados alguns exemplos de aplicação desta técnica. 
4.2.1 - Distribuição Contínua 
Pretendendo sintetizar um agrupamento contínuo, a distribuição de corrente é obtida pela 
expressão (2.10). Como nem sempre se dispõe de expressões analíticas, os cálculos podem ser 
realizados por meio da FFT, como foi exposto no capítulo anterior. 
Como primeiro exemplo consideremos o seguinte factor de agrupamento: 
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Na variável z tem-se que 
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A distribuição de corrente, determinada por (2.10), fica 
 
zj
ezzc 4
4
senc
4
)(


 






  (4.5) 
A seguir aplica-se uma janela, como foi referido anteriormente. Considerando as apresentadas 
em 2.4.9.1, enquanto que a janela de Taylor de 1 parâmetro tem uma expressão analítica em z, 
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o mesmo não acontece com a de Taylor. Desta forma, é necessário obtê-la por transformada 
directa, utilizando o método da Relação de Fourier. Começando pela janela de Taylor, 
supondo que SLL=30 dB e n =16, pela equação (1.79) obtém-se o parâmetro A. Para poder 
comparar, escolhe-se para a janela de Taylor de 1 parâmetro, definida em (2.75), A=3,27, de 
modo que o nível máximo dos lóbulos secundários do factor de agrupamento aproximado 
coincidisse com o determinado com a janela de Taylor. A figura 4.1 mostra o gráfico das 
várias janelas em que se considerou o comprimento desejado para o agrupamento de L=10. 
Para os cálculos, a técnica da FFT foi aplicada com P=16384 pontos. Se a janela de Taylor for 
obtida pelo método da Relação de Fourier, com recurso à FFT, apenas no comprimento 
definido pela mesma, no processo de acrescentar zeros de cada lado da função para 
multiplicação com a distribuição de corrente deve-se ter o cuidado de que a mesma seja par, 
uma vez que o factor de agrupamento é uma função real. 
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Fig. 4.1 - Janelas para um agrupamento contínuo de comprimento L=10. 
A figura 4.2 mostra o módulo e a fase das distribuições de corrente após a aplicação de 
cada uma das janelas à equação 4.5. A tracejado grosso está a distribuição ideal, a tracejado 
fino a distribuição resultante da aplicação da janela rectangular, a ponteado a referente à 
janela de Taylor de 1 parâmetro e a de traço contínuo à janela de Taylor. 
A figura 4.3 mostra o factor de agrupamento desejado, que é o pedestal, e os factores de 
agrupamento aproximados referentes a cada uma das distribuições da figura 4.2. De notar o 
elevado nível dos lóbulos secundários obtido pela janela rectangular. Esta é a situação que 
ocorre no método de síntese de Fourier tradicional e já bastante conhecida. Com as duas 
janelas de Taylor o nível máximo dos lóbulos secundários pode ser diminuído até um dado 
valor pretendido, com o respectivo agravamento da largura da zona de transição entre o topo 
do pedestal e a parte referente aos lóbulos secundários. Para um dado comprimento do 
agrupamento, o nível máximo dos lóbulos secundários é controlado com o parâmetro A das 
janelas de Taylor, embora de uma forma não directamente definida. 
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Fig. 4.2 - Módulo e fase das distribuições de corrente após aplicar as janelas rectangular (tracejado), de Taylor de 
1 parâmetro (ponteado) e de Taylor (traço contínuo) a uma distribuição de corrente dada pelo pedestal no factor 
de agrupamento. A distribuição de corrente ideal aparece a tracejado grosso. 
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Fig. 4.3 - Factores de agrupamento obtidos por pesagem da distribuição de corrente ideal com as seguintes 
janelas: a tracejado com a janela rectangular; a traço contínuo com a janela de Taylor e a ponteado com a janela 
de Taylor de 1 parâmetro. O factor de agrupamento desejado aparece a tracejado grosso. 
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A escolha da janela depende, obviamente, do critério de erro que se está a utilizar. 
Comparando os resultados das duas janelas de Taylor do exemplo anterior, ambas têm 
praticamente a mesma largura da zona de transição. No entanto, como a transformada inversa 
da janela de Taylor de 1 parâmetro tem a forma apresentada na figura 2.11, com o nível dos 
lóbulos secundários a diminuir para zero, e como o factor de agrupamento aproximado é dado 
pela convolução do desejado com a transformada inversa da janela, os lóbulos secundários do 
factor de agrupamento resultante tenderão a decair para zero. Por outro lado, como a janela de 
Taylor dá origem a um diagrama com lóbulos secundários mais ou menos constantes junto do 
feixe principal, o factor de agrupamento obtido pela pesagem desta janela tenderá a nivelar os 
respectivos lóbulos nessa zona do diagrama 
Analisemos outro exemplo de síntese, para continuar a ver o efeito produzido pela 
pesagem com janelas. Para tal vai-se utilizar como factor de agrupamento o tipo co-secante, 
empregue em radares de avião [2], ou seja, o diagrama de amplitude é proporcional a cosec() 
e o de potência proporcional a cosec2(). 
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Na variável z obtém-se 
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Para este exemplo, devido à dificuldade de se obter a expressão analítica da distribuição de 
corrente, a técnica da FFT desenvolvida neste trabalho simplifica extraordinariamente o 
processo de cálculo. O resto da abordagem é semelhante à do exemplo anterior. Para a janela 
de Taylor, supondo que SLL=30 dB e n =16, pela equação (1.79) obtém-se o parâmetro A. 
Para a janela de Taylor de 1 parâmetro A=3,56, de modo que o nível máximo dos lóbulos 
secundários do factor de agrupamento aproximado coincidisse com o obtido com a janela de 
Taylor. O comprimento do agrupamento é L=10. 
A figura 4.4 apresenta as distribuições de corrente resultantes da pesagem de cada uma das 
janelas em causa. A figura 4.5 mostra o factor de agrupamento desejado e os factores de 
agrupamento de cada uma das distribuições da figura 4.4. Notar o efeito produzido por cada 
uma das janelas. 
Por modificação dos parâmetros mais uma vez pode-se alterar o nível dos lóbulos 
secundários. Os principais parâmetros de controlo são o comprimento da distribuição de 
corrente e os parâmetros A das janelas de Taylor. Enquanto que o parâmetro A permite baixar 
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o nível dos lóbulos secundários, o comprimento da janela permite controlar a aproximação ao 
factor de agrupamento inicial. O aumento do comprimento L traduz-se na diminuição da zona 
de transição e do nível dos lóbulos secundários. 
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Fig. 4.4 - Módulo e fase das distribuições de corrente após aplicar as janelas rectangular (tracejado), de Taylor de 
1 parâmetro (ponteado) e de Taylor (traço contínuo) a uma distribuição de corrente dada pela cosec() no factor 
de agrupamento. A distribuição de corrente ideal aparece a tracejado grosso. 
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Fig. 4.5 - Factores de agrupamento obtidos por pesagem da distribuição de corrente ideal com as seguintes 
janelas: a tracejado com a janela rectangular; a traço contínuo com a janela de Taylor e a ponteado com a janela 
de Taylor de 1 parâmetro. O factor de agrupamento desejado aparece a tracejado grosso. 
Uma desvantagem da técnica da limitação espacial da distribuição de fontes é que, quando 
se modifica os parâmetros de controlo das janelas para alterar o nível máximo dos lóbulos 
secundários, afecta-se todo o gráfico do factor de agrupamento, não sendo possível baixar 
lóbulos apenas em determinadas zonas do diagrama. Assim, aumentando os níveis dos lóbulos 
secundários na zona de corte, também haverá um aumento do ripple na zona de passagem. 
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Segundo alguns autores, um dos métodos que é preferido para síntese de agrupamentos é o 
de Woodward. Como foi visto na secção 2.4.2, este não é mais do que uma aplicação 
particular do teorema da amostragem, em que limita a distribuição de corrente por recurso a 
um determinado conjunto de amostras do factor de agrupamento. Será interessante comparar a 
técnica desenvolvida com o método de Woodward, recomendando-se para isso a janela de 
Taylor. Para o efeito, considere-se o exemplo anterior com L=15. A figura 4.6a) mostra as 
várias distribuições de corrente: ideal a tracejado grosso, calculada pelo método de Woodward 
a tracejado fino e truncada pela janela de Taylor a traço contínuo. A janela de Taylor foi 
definida para SLL=25 dB e n =20. A figura 4.6b) compara o factor de agrupamento obtido 
pelo método de Woodward com o da técnica apresentada. Repare-se na melhoria significativa, 
em termos de nível dos lóbulos secundários, com a aplicação desta última. 
a)
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z
-20 -15 -10 -5 0 5 10 15 20
0
0.1
0.2
0.3
z

|c
(z
)|
-20 -15 -10 -5 0 5 10 15 20
-2
0
2
z
ar
g
[c
(z
)]
-50
-40
-30
-20
-10
0
dB
)(F
0 20 40 60 80 100 120 140 160 180
-60

 
Fig. 4.6 - Factor de agrupamento tipo cosec() gerado por dois métodos: a) módulo e fase das distribuições de 
corrente ideal (tracejado grosso), segundo o método de Woodward (tracejado fino) e pesado pela janela de 
Taylor (traço contínuo); b) factores de agrupamento desejado (tracejado grosso) e obtidos pelo método de 
Woodward (tracejado fino) e pela técnica da limitação de fontes com a janela de Taylor (traço contínuo).  
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4.2.2 - Distribuição Discreta 
Para uma distribuição discreta a aplicação da técnica desenvolvida é análoga à da 
distribuição contínua, devido à Relação de Fourier. Mais uma vez, através de alguns exemplos 
típicos serão retiradas algumas características inerentes à utilização dessa técnica. 
Seja o factor de agrupamento desejado dado pela equação (4.3), que na variável z fica 
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Como se vai trabalhar com distribuições de corrente discretas, aplicando (2.12) tem-se que 
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Seguidamente aplica-se a técnica da limitação espacial da distribuição de fontes. As janelas 
utilizadas são as da secção 2.4.9.2. Aplicando as janelas rectangular, a de Kaiser e a de 
Tschebyscheff a um agrupamento de 21 elementos espaçados de d=0,45, as formas das 
mesmas são as apresentadas na figura 4.7. Para a de Tschebyscheff considerou-se que SLL=30 
dB e para a de Kaiser que =3,18, de modo que o nível máximo dos lóbulos secundários dos 
factores de agrupamento aproximados referentes às duas janelas coincidissem. A figura 4.8 
mostra o módulo e a fase das distribuições de corrente após a aplicação de cada uma das 
janelas e a figura 4.9 os respectivos factores de agrupamento. 
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Fig. 4.7 - Janelas para um agrupamento discreto com N=21: com o símbolo ( ) aparece a janela rectangular, com 
(*) a de Kaiser e com ( ) a de Tschebyscheff. 
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Fig. 4.8 - Módulo e fase das distribuições de corrente após aplicar as janelas rectangular ( ), de Kaiser (*) e de 
Tschebyscheff ( ) a uma distribuição de corrente dada pelo pedestal no factor de agrupamento. A distribuição de 
corrente ideal aparece com o símbolo (.). 
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Fig. 4.9 - Factores de agrupamento obtidos por pesagem da distribuição de corrente ideal com as seguintes 
janelas: a tracejado com a janela rectangular; a traço contínuo com a janela de Tschebyscheff e a ponteado com a 
janela de Kaiser. O factor de agrupamento desejado aparece a tracejado grosso. 
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Como foi mencionado no capítulo do Estado da Arte, para distribuições discretas a técnica 
das janelas foi aplicada à síntese de agrupamentos, mas para diagramas de potência. Já vimos 
neste trabalho que o mesmo pode ser feito nos de tensão, e mais logicamente, devido à 
Relação de Fourier. Para tirar mais algumas conclusões vejamos um exemplo, considerado no 
trabalho apresentado por Milne [3], com 
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para um agrupamento com 50 elementos e d=0,5. Na variável z tem-se que 
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É de salientar novamente a dificuldade de obtenção da distribuição de corrente na forma 
analítica, pelo que esta é determinada pela técnica da FFT desenvolvida neste trabalho e 
indicada na figura 3.17. A figura 4.10 mostra a forma das janelas a aplicar, em que para a de 
Tschebyscheff se considerou SLL=40 dB e para a de Kaiser =5,08, por forma a produzir 
factores de agrupamentos com níveis máximos dos lóbulos secundários coincidentes. 
A figura 4.11 mostra o módulo e fase das distribuições de corrente após a aplicação de 
cada uma das janelas e a figura 4.12 os factores de agrupamento desejado e aproximados. A 
forma do factor de agrupamento obtida pela janela de Tschebyscheff é semelhante à 
apresentada por Milne, mas sem necessidade do recurso ao diagrama de potência, embora o 
método de síntese de diagramas de potência permita obter mais do que uma distribuição de 
corrente para o mesmo módulo. 
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Fig. 4.10 - Janelas para um agrupamento discreto com N=50: com o símbolo ( ) aparece a janela rectangular, 
com (*) a de Kaiser e com ( ) a de Tschebyscheff. 
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Fig. 4.11 - Módulo e fase das distribuições de corrente após aplicar as janelas rectangular ( ), de Kaiser (*) e de 
Tschebyscheff ( ) a uma distribuição de corrente dada pela cosec() no factor de agrupamento. A distribuição 
de corrente ideal aparece com o símbolo (.). 
 
Novos Procedimentos na Síntese de Agrupamentos 
 124  
-70
-60
-50
-40
-30
-20
-10
0
dB
)(F
0 20 40 60 80 100 120 140 160 180
-80

 
Fig. 4.12 - Factores de agrupamento obtidos por pesagem da distribuição de corrente ideal com as seguintes 
janelas: a tracejado com a janela rectangular; a traço contínuo com a janela de Tschebyscheff e a ponteado com a 
janela de Kaiser. O factor de agrupamento desejado aparece a tracejado grosso. 
A janela de Tschebyscheff mostrou ser atraente para se obter lóbulos secundários com 
níveis aproximadamente iguais. Por este motivo, consegue-se ter uma zona de transição mais 
estreita do que com a janela de Kaiser. 
Por outro lado, ao contrário da janela de Tschebyscheff, com a janela de Kaiser verificou-  
-se que o nível máximo dos lóbulos secundários do factor de agrupamento resultante era 
próximo do nível máximo dos lóbulos secundários da própria janela. Para os exemplos 
anteriores, com =3,18 por (2.82) tem-se que SLL=38,21 dB, valor próximo do nível obtido 
na figura 4.9, e com =5,08 por (2.82) tem-se que SLL=54,8 dB, valor também próximo do da 
figura 4.12. Desta forma, com a janela de Kaiser consegue-se ter um maior controlo do nível 
dos lóbulos secundários do factor de agrupamento. 
Tentou-se com esta técnica atingir níveis iguais de lóbulos secundários numa dada zona do 
factor de agrupamento e diferentes entre zonas. Apesar de se ter conseguido algo, tornou-se 
um pouco difícil a imposição de níveis diferentes em diferentes zonas e ao mesmo tempo 
melhorar as características do factor de agrupamento. Contudo, esta técnica demostrou ser 
interessante para diminuir o nível dos lóbulos secundários resultantes do truncamento das 
distribuições de corrente ideais, como se evidencia pelos vários exemplos apresentados. 
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4.3 - Técnica da Multiplicação de Funções 
A técnica que vai ser agora desenvolvida será usada para sintetizar agrupamentos partindo 
de uma função de base apropriada. É definida por técnica de multiplicação de funções, porque 
envolve a multiplicação de duas ou mais funções, aproveitando a forma de cada uma delas 
para produzir o factor de agrupamento desejado. 
Como é fácil verificar pela Relação de Fourier, a respectiva distribuição de corrente 
consiste na convolução das transformadas dessas funções e, por isso, o comprimento desta 
pode eventualmente ultrapassar o valor desejado. Neste caso, o truncamento da distribuição 
pode ser realizado quer aplicando o teorema da amostragem, adaptado no segundo capítulo, 
quer aplicando uma janela apropriada, conforme o desenvolvido anteriormente. 
4.3.1 - Técnicas Alternativas ao Método de Taylor 
Uma das técnicas mais usadas para síntese de agrupamentos contínuos é o método de 
Taylor. Como será referido posteriormente, vários trabalhos tentam completar o método 
original, a fim de obter diagramas de radiação com certas características. Nesta secção serão 
apresentados alguns exemplos em que se pode recorrer às propriedades inerentes da Relação 
de Fourier para realizar agrupamentos semelhantes aos obtidos quer pela síntese de Taylor 
quer pela síntese de Taylor modificada. 
4.3.1.1 - Multiplicação da Função de van der Maas com a Gaussiana 
O tradicional método de Taylor baseia-se na obtenção de um factor de agrupamento que 
tenha a largura do lóbulo principal mais estreita para uma dada relação de níveis entre lóbulos 
principal e secundário e, ao mesmo tempo, que seja fisicamente realizável. Para tal Taylor [4] 
utilizou uma função que tinha sido obtida por van der Maas [5], dada, na variável z, por 
 




  22
2
cos)( A
L
f zz   (4.12) 
sendo A calculado em função da relação entre os níveis dos lóbulos principal e secundários 
através da seguinte relação 
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O gráfico da função (4.12) é caracterizado por conter um lóbulo principal e lóbulos 
secundários até ao infinito com o mesmo nível. O problema em utilizar directamente esta 
função como factor de agrupamento é que a respectiva distribuição de corrente não é 
fisicamente realizável, devido aos Diracs que surgem nos extremos da mesma. Para obter uma 
distribuição de corrente realizável, o que Taylor fez foi substituir os primeiros zeros da função 
seno cardinal pelos zeros de (4.12), até um determinado número, e manter os seguintes nas 
posições dos zeros do seno cardinal. Com isto consegue fazer com que o factor de 
agrupamento decresça para zero segundo o inverso da variável independente. 
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A expressão para a transformada de Fourier da função de van der Maas é apresentada em 
[6]. Tendo em conta a propriedade da mudança de escala, em que (x/a-1)=a(x-a) [7], a 
transformada de (4.12) é dada por 
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em que I1(x) é a função de Bessel modificada de primeira ordem.  
Para que a distribuição de corrente seja fisicamente realizável, o factor de agrupamento 
tem que tender para zero. Se assim não acontecer, a energia da função é infinita e, pelo 
teorema de Parseval, a da distribuição de corrente também o é. O que se propõe aqui é mais 
uma vez utilizar a função (4.12), devido às suas características interessantes em termos do 
nível dos lóbulos secundários, e multiplicá-la por uma função que a faça tender para zero. 
Para esse efeito considerar-se-á dois exemplos, um em que o decaimento do factor de 
agrupamento é segundo o inverso da variável independente e o outro em que o factor de 
agrupamento decai segundo uma função gaussiana. 
A primeira função a estudar é aquela que produz um decaimento do factor de agrupamento 
semelhante ao de Taylor, sendo 
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Como se pode constatar, esta função decai segundo 1/z, para valores elevados da variável z. 
Multiplicando (4.15) por (4.12) os lóbulos secundários da função resultante decrescem para 
zero, segundo a envolvente da função anterior. 
Na variável z tem-se a convolução de (4.14) com a transformada de (4.15), sendo esta 
última dada por 
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O resultado deste integral é apresentado em [8], donde se retira que 
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em que K0(x) é a função de Bessel modificada de segunda espécie. Esta função de Bessel 
tende para infinito quando z aproxima-se da origem. Como na convolução com um Dirac 
repete-se a função, com o centro na posição do Dirac, a transformada de Fourier resultante da 
convolução de (4.14) com (4.17) tende para infinito em z=L/2. Daqui que (4.15) não é 
recomendável para o problema de síntese. 
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A segunda função de interesse é a gaussiana, 
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Multiplicando (4.18) por (4.12) os lóbulos secundários da função resultante decrescem para 
zero segundo a envolvente da função anterior. A transformada de Fourier desta função é dada 
por [9] 
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Na convolução desta função com (4.14) já não surgem os picos como no caso anterior. O 
interessante da função gaussiana é que a sua transformada não contém lóbulos secundários. 
A figura 4.13a) mostra a função de van der Maas alterada por (4.18), com SLL=30 dB, 
B=60 e L=2, e a 4.13b) apresenta a respectiva transformada de Fourier, obtida pela FFT. 
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Fig. 4.13 - a) Função de van der Maas multiplicada por g(z); b) respectiva transformada de Fourier. 
Reparemos como a função gaussiana pode ser empregue para sintetizar um agrupamento 
semelhante ao de Taylor. Olhando para o gráfico da figura 4.13b) verifica-se que este tende 
rapidamente para zero para valores de z um pouco acima de L/2. Desta forma, truncando a 
função com uma janela rectangular de largura L, seria uma forma directa de se obter uma 
distribuição de corrente cujo factor de agrupamento pretende-se que seja aproximado ao de 
Taylor. Porém, como se pode comprovar pela figura, a função é truncada nos dois picos dos 
extremos, o que faz com que os lóbulos secundários do respectivo factor de agrupamento, 
mais próximos do feixe principal, tenham níveis mais elevados do que o pretendido. 
Para manter a forma da função apresentada na figura 4.13a) pode-se escalar a função da figura 
4.13b), de modo que em z=L/2 esta seja praticamente nula. Para esse objectivo utiliza-se a 
propriedade da transformada de Fourier da mudança de escala, ou seja, alarga-se ligeiramente 
a função da figura 4.13a), o que produz um estreitamento da função da figura 4.13b). 
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Para se aplicar a propriedade referida no parágrafo anterior substitui-se na função (4.12)z 
por z, com  um valor inferior à unidade, ficando 
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A técnica consiste, então, em formar o seguinte factor de agrupamento: 
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e calcula-se a distribuição de corrente respectiva, podendo-se utilizar a técnica da FFT como 
foi exposto no segundo capítulo. Depois aplica-se a janela rectangular de comprimento L, 
sendo o factor de agrupamento desejado obtido pela transformada inversa. Devido a este 
truncamento da distribuição com a janela rectangular, o que dá a convolução da equação 
(4.21) com o seno cardinal, os lóbulos secundários mais afastados do centro do factor de 
agrupamento aproximado decaem segundo a envolvente do seno cardinal. 
O parâmetro B controla o decaimento da função de van der Maas na região à volta do 
lóbulo principal e é independente de L. Quanto maior ele for, mais o factor de agrupamento se 
aproxima do ideal, mas a distribuição de corrente tende a ter picos muito elevados. Se ele for 
muito pequeno, o decaimento dos lóbulos secundários é mais rápido, mas o lóbulo principal 
tende a alargar-se. Escolhido o valor do parâmetro B, imposto pela amplitude do pico de 
corrente dos extremos da distribuição, como se faz para o parâmetro n  de Taylor, o valor de 
 é aquele que permite obter a relação SLL pretendida. Para o exemplo em causa, fazendo 
=0,95, o nível  dos lóbulos secundários é de -29,96 dB, enquanto que com =1 é de -27,39. 
O parâmetro  é independente de L e praticamente independente de SLL. A relação com o 
parâmetro B é dada pela seguinte fórmula empírica desenvolvida para o efeito: 
  576,0)356,0arctan(  B   (4.22) 
Vejamos alguns exemplos. A figura 4.14 apresenta a síntese de um agrupamento 
semelhante ao de Taylor, para B=50 e para três valores de SLL: 15 dB, 30 dB e 45 dB. O 
cálculo foi realizado pelo método da Relação de Fourier com P=32768 para a FFT, de modo a 
obter uma boa representação gráfica e a minimizar o erro cometido através deste processo. 
Como se comprova pelas figuras 4.14a), os factores de agrupamento obtidos pela técnica 
desenvolvida (traço contínuo) são semelhantes aos de Taylor (tracejado), para o parâmetro de 
Taylor dado por n =12. Também se pode ver que as distribuições de corrente têm um 
comportamento diferente nos dois casos. No de Taylor termina numa descontinuidade, 
enquanto que no novo processo tende para zero ou para uma descontinuidade próxima de 
zero. Esta diferença entre as distribuições de corrente deve-se fundamentalmente à diferença 
de comportamento dos factores de agrupamento fora da região central. Isto pode ser preferível 
nalguns casos, como demonstra Rhodes [10]. Também se verifica que o lóbulo principal é 
ligeiramente mais largo na técnica desenvolvida. Comparando com o método de Rhodes, 
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ambos os casos apresentam praticamente a mesma largura do feixe para distribuições com a 
mesma amplitude dos picos laterais. De facto, o comportamento da distribuição de corrente e 
do factor de agrupamento obtidos por esta técnica são muito parecidos aos obtidos pelo 
agrupamento de Taylor alterado por Rhodes, com a vantagem de ser mais simples de realizar. 
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Fig. 4.14 - Agrupamentos semelhantes aos de Taylor: a) factores de agrupamento obtidos pela técnica 
desenvolvida, a traço contínuo, e por Taylor, a tracejado; b) respectivas distribuições de corrente. 
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Para fazer a comparação com os outros métodos vejamos algumas figuras de mérito. A 
primeira é a largura do lóbulo principal entre nulos, FNBW (first null beamwidth). Outro 
parâmetro importante é o da largura do lóbulo principal a metade da potência (-3 dB), HPBW 
(half power beamwidth). Uma última é a directividade máxima, definida por [11] e [12] 
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em que o factor de agrupamento é o definido na Relação de Fourier. Como este não depende 
de , a equação fica 
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 e sendo z=cos(), dz=-sen()d, tem-se finalmente que 
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Para um comprimento concreto da distribuição de corrente e valor de SLL, comprovou-se 
que a largura do lóbulo principal do factor de agrupamento obtido pela técnica apresentada 
era semelhante à obtida por Rhodes [10] e que as directividades, determinadas pela equação 
(4.25), também eram semelhantes. O método tradicional de Taylor apresentou menor largura 
do lóbulo principal e maior directividade máxima, como já Rhodes tinha demonstrado. 
A vantagem da técnica aqui desenvolvida face à de Taylor é a facilidade do processo de 
síntese. A função do factor de agrupamento decai para zero mais depressa do que em Taylor, 
devido à função gaussiana que multiplica a função de van der Maas, o que pode ter o seu 
interesse. Como o método de Taylor, também permite o controlo da amplitude do pico dos 
extremos da distribuição de corrente. 
A abordagem apresentada demonstra a maleabilidade, no problema de síntese, da Relação 
de Fourier associada às propriedades da transformada. De seguida veremos mais algumas 
dessas potencialidades para o exemplo em causa, abrindo uma nova perspectiva para outro 
tipo de problemas. 
4.3.1.2 - Amostragem da Função de van der Maas 
Uma vez que o comprimento do agrupamento de Taylor é limitado e igual a L, outra forma 
de obtê-lo é através do teorema da amostragem aplicado à equação (4.12), truncando a função, 
de modo a manter um determinado número de lóbulos. Collin e Zuker [13] analisaram este 
caso quando aplicaram o método de Woodward à função de van der Maas. O factor de 
agrupamento resultante consistia em lóbulos secundários que aumentavam de nível, a partir 
do principal até ao lóbulo correspondente à da última amostra considerada e, a partir daí, 
decaíam segundo a envolvente do seno cardinal. Claro que desta forma deixa-se de verificar a 
relação desejada entre os níveis dos lóbulos principal e secundários. 
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Como se evidenciou, a aplicação directa do teorema da amostragem à equação (4.12) não é 
suficiente para sintetizar um agrupamento análogo ao de Taylor, porque ocorre uma grande 
distorção no factor de agrupamento desejado. Isto facilmente se entende pelas propriedades da 
Transformada de Fourier. Na verdade, já se viu que a transformada de (4.12) é uma função 
limitada com Diracs em L/2. Ao truncar (4.12) tem-se, na transformada, a convolução de 
(4.14) com o seno cardinal e ao truncar esse resultado em L/2 o erro é elevado. Para o minorar 
faz-se como na secção anterior, ou seja, utiliza-se a mudança de escala para que a posição dos 
Diracs ocorra num valor inferior a L/2. 
Nesta ordem de ideias, a técnica consiste em amostrar a função de van der Maas até um 
certo número de lóbulos secundários, alargando a função de um valor a determinar, e impor 
como nulas as restantes amostras. 
Para o processo de síntese forma-se o seguinte factor de agrupamento: 
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em que  permite o alargamento necessário da função de base. A distribuição de corrente é 
obtida pelo método da Relação de Fourier, recorrendo-se às amostras zk=k2/L, k=0, 1, 2, 
…, K. O valor de 1 nK  é o número de lóbulos pretendido com o mesmo nível. O valor 
de  é calculado com a imposição da função (4.26) ser nula em z=(K+1)2/L, uma vez que, a 
partir daí, as amostras do factor de agrupamento são nulas nos pontos de amostragem. Assim, 
de (4.26) retira-se que 
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e resolvendo fica 
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A figura 4.15 mostra os gráficos para a síntese de um agrupamento com L=2, K=11 e três 
situações para a relação entre os níveis dos lóbulos principal e secundários: SLL=15 dB, 30 
dB e 45 dB. As distribuições de corrente foram calculadas através do método da Relação de 
Fourier com 1024 pontos para a FFT, o que dá a distribuição em pontos espaçados de L/1024. 
Os factores de agrupamento foram determinados com 32768 pontos, ficando definidos em 
pontos distanciados de 2/(32L). 
Como se comprova, há uma grande concordância entre os resultados obtidos pela técnica 
apresentada e a síntese de Taylor. Para um comprimento concreto da distribuição de corrente 
foram determinadas as figuras de mérito definidas anteriormente e verificou-se que, quer a 
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largura do lóbulo principal quer a directividade máxima, os seus valores são muito próximos 
dos obtidos pela síntese de Taylor. No entanto, embora os resultados sejam semelhantes não 
são iguais. Isto deve-se ao facto de que, enquanto que na presente técnica se impõe os valores 
de amostragem do factor de agrupamento, no método de Taylor estão-se a impor os zeros. 
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Fig. 4.15 - Agrupamentos semelhantes aos de Taylor, obtidos por amostragem da função de van der Maas: a) 
factores de agrupamento obtidos pela técnica desenvolvida, a traço contínuo, e por Taylor, a tracejado; b) 
respectivas distribuições de corrente. 
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Hyneman [14] alterou ligeiramente a posição dos primeiros n  zeros de Taylor para obter 
uma envolvente mais plana. Mesmo esta situação também pode ser conseguida com a técnica 
desenvolvida neste trabalho. Para esse fim basta aumentar ligeiramente o valor do parâmetro 
. Um exemplo é o apresentado na figura 4.16, para SLL=30 dB e K=11, em que a situação de 
"equiripple" é obtida considerando  cerca de 0,6 % acima do valor necessário para se 
determinar a distribuição tradicional de Taylor. Isto produz uma ligeira diminuição da largura 
do lóbulo principal. Por outro lado, o tornar mais plana a envolvente dos lóbulos secundários 
centrais aumenta a ondulação na distribuição de corrente e aumenta o valor nos extremos, 
como também verificou Hyneman. 
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Fig. 4.16 - Agrupamento referente a um factor de agrupamento semelhante ao de Taylor com uma envolvente 
mais plana dos lóbulos secundários centrais: a) factores de agrupamento obtidos pela técnica desenvolvida, a 
traço contínuo, e por Taylor, a tracejado; b) respectivas distribuições de corrente. 
4.3.1.3 - Distribuição de Corrente Nula nos Extremos 
Outra situação interessante que se pode explorar é a obtenção de uma distribuição de 
corrente cujos extremos terminem em zero, em vez de ser numa descontinuidade como 
acontece na distribuição de Taylor. Isto tem algum interesse, como foi demonstrado por 
Rhodes [10]. 
A técnica anterior amostrava a função (4.26) em zk=k2/L, k=0, 1, 2, …, K, ou seja, ao 
aplicar o teorema da amostragem estava-se a calcular a transformada de Fourier de um 
conjunto ímpar de Diracs centrados na origem. 
Consideremos agora que se utilizava as amostras da função (4.26), mas em zk=(2k+1)/L, 
k= -K, …, -2 , -1, 0, 1, 2, …, K-1. Como a função é par, tem-se um conjunto par de Diracs 
centrados na origem à qual se pretende aplicar a transformada de Fourier. Como é sabido da 
teoria de processamento de sinal, para que a transformada de Fourier, directa ou inversa, de 
uma função tenha um valor nulo na origem é necessário que o valor médio dessa função seja 
nulo. Desta forma, a distribuição de corrente referente à situação em causa terá simetria de 
meia onda, tornando-se nula nos extremos. 
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Respeitante ao que foi dito, amostrou-se a função (4.26) nas posições indicadas no parágrafo 
anterior, sendo nulo o valor das restantes amostras. O valor de  é determinado da mesma 
maneira que na secção anterior, mas agora impondo que (4.26) deve ser nula em 
z=(K+1+1/2)2/L. Resolvendo retira-se que 
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A figura 4.17 apresenta um exemplo para SLL=30 dB, K=11 e L=2. Como se pode ver pela 
figura 4.17b), a função a traço contínuo, a distribuição de corrente termina em zero. A função 
a ponteado é a distribuição de corrente obtida por Rhodes. Comparando os resultados verifica- 
-se uma grande semelhança, quer no factor de agrupamento quer na distribuição de corrente. 
No entanto, a distribuição de corrente proposta tem picos mais elevados que a de Rhodes, mas 
a directividade máxima é ligeiramente superior. 
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Fig. 4.17 - Agrupamento semelhante ao obtido por Rodes: a) factores de agrupamento obtidos pela técnica 
desenvolvida, a traço contínuo e por Rhodes, a ponteado; b) respectivas distribuições de corrente. 
4.3.1.4 - Factor de Agrupamento de Taylor Assimétrico 
Aproveitando o ensejo de neste trabalho se ter obtido a distribuição de Taylor de uma 
forma mais simples que a tradicional, por amostragem da função de van der Maas, surge a 
ideia de se utilizar essa abordagem para obter factores de agrupamento de Taylor 
assimétricos. Um método que o realiza, por outro processo, é o de Elliot [15]. Este propôs que 
no método de Taylor em vez de se utilizar o parâmetro n , igual para ambos os lados do 
lóbulo principal, se considerasse um número diferente de lóbulos secundários iguais para cada 
um dos lados do principal, isto é, Ln  para o lado esquerdo e um Rn  para o lado direito. Para 
que os níveis dos lóbulos de cada lado do principal fossem diferentes também considerou para 
a expressão (1.78) que o factor A tivesse o valor LA  para o lado esquerdo e RA  para o lado 
direito. Para mais, para obter o nível desejado dos lóbulos secundários, os valores de SLLL e 
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SLLR devem ser alterados de uma forma tentativa e erro. Como existe um desvio do lóbulo 
principal este também deve ser compensado. A distribuição de corrente é igualmente 
determinada como a de Taylor. 
O que se propõe neste trabalho é também considerar a técnica da secção 4.3.1.2, supondo 
uma relação diferente de lóbulos secundários para ambos os lados do lóbulo principal. Assim, 
tem-se uma função definida pela expressão (4.26), com parâmetros =L e A=AL para valores 
negativos de z e zero para valores positivos e tem-se outra função, mais uma vez definida 
pela expressão (4.26), com parâmetros =R e A=AR para valores positivos de z e zero os 
restantes. De seguida amostra-se a função resultante da soma destas duas nos pontos 
zk=k2/L, k=- KL, …-2, -1, 0, 1, 2, …, KR. 
Os parâmetros AL e AR são determinados pela equação (4.13), com SLLL e SLLR, 
respectivamente. Quanto aos parâmetros L e R, estes já não podem ser obtidos apenas pela 
função (4.28), já que ao fazê-lo não se obtêm resultados satisfatórios. Contudo, consegue-se 
resultados razoáveis multiplicando (4.28) por um factor que depende da diferença SLLL-SLLR, 
Deste modo, se SLLL<SLLR utilizou-se as relações 
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e se SLLL>SLLR tem-se que 
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Para comparar resultados, consideremos que se pretende sintetizar um agrupamento em 
que SLLL=20 dB, SLLR=40 dB, KL=8 e KR=20. Para o método de Elliot foi necessário utilizar 
SLLL=13 dB, SLLR=49 dB para verificar as relações desejadas. O desvio do feixe por este 
método é de z0=2,44/L. Para a técnica apresentada o desvio é de z0=0,26/L. Para compensar 
esse desvio basta deslocar o factor de agrupamento, cujo efeito é provocar uma rotação de 
fase, dada por 
zj ze 0

, resultante das propriedades da transformada de Fourier. A figura 4.18 
mostra os resultados obtidos pelo método de Elliot e pela presente técnica, para L=2. 
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Vejamos algumas figuras de mérito, já definidas anteriormente, supondo L=20. Para o 
método de Elliot tem-se HPBW=3,17, FNBW=8,7 e D0=34,3. Para a técnica apresentada 
tem-se que HPBW=3,25, FNBW=8,9 e D0=32,9. 
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Fig. 4.18 - Agrupamento assimétrico obtido por amostragem de uma função apropriada: a) factores de 
agrupamento obtidos pela técnica desenvolvida, a traço contínuo, e por Elliot, a tracejado; b) respectivas 
distribuições de corrente. 
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A técnica apresentada produz uma distribuição de corrente com um comportamento mais 
ondulatório do que na de Elliot e os lóbulos secundários do factor de agrupamento tomam 
valores mais baixos na zona de decaimento. Com a finalidade de obter uma distribuição mais 
semelhante à de Elliot analisemos outra possibilidade de gerar factores de agrupamento 
assimétricos, considerando a multiplicação por uma função de decaimento como já foi feito 
anteriormente. 
O factor de agrupamento é gerado pela soma de uma função, definida por (4.21) com 
parâmetros =L, A=AL e B=BL para valores negativos de z e zero para valores positivos, com 
outra função, outra vez definida por (4.21), com parâmetros =R, A=AR e B=BR para valores 
positivos de z e zero os restantes. A distribuição de corrente é determinada através do método 
da Relação de Fourier, sendo truncada no comprimento L. O factor de agrupamento final é 
calculado pela transformada inversa. 
As constantes AL e AR são determinadas como no caso anterior. Os valores BL e BR são 
aqueles que permitem o decaimento desejado para os lóbulos secundários. Os únicos 
parâmetros a determinar são L e R, que foram obtidos empiricamente de modo a manter uma 
forma simples para as expressões. Tendo em conta (4.22), para SLLL<SLLR  tem-se que 
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e para SLLL>SLLR  que 
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Consideremos de novo o exemplo anterior, em que L=2, SLLL=20 dB, SLLR=40 dB. Para 
um comportamento similar ao agrupamento de Elliot escolheu-se BL=40 e BR=100. A figura 
4.19 mostra o resultado. A figura 4.19a) compara o factor de agrupamento obtido pela técnica 
desenvolvida, a traço contínuo, com a de Elliot, a tracejado. A figura 4.19b) compara as 
respectivas distribuições de corrente. Como se pode constatar, agora a distribuição de corrente 
não apresenta a ondulação que se viu na figura 4.18b), mas apenas um comportamento 
diferente nos extremos. 
Vejamos as figuras de mérito, supondo L=20. Agora para a técnica presente tem-se que 
HPBW=3,21, FNBW=8,8 e D0=33,4. Estes resultados são melhores do que os obtidos na 
técnica anterior e muito semelhantes aos de Elliot. O desvio do lóbulo principal foi de 
z0=0,2/L. Os picos dos extremos da distribuição de corrente podem ser minorados 
diminuindo o valor de B correspondente ao menor valor de SLL. No entanto, esta situação 
conduz a um aumento da largura do lóbulo principal. 
A grande vantagem da técnica desenvolvida é a sua simplicidade. Tem ainda a vantagem 
de ser directa, enquanto que no método de Elliot é necessário, por tentativa e erro, determinar 
os valores de SLL para obter os desejados. Mais ainda, o desvio do lóbulo principal é muito 
menor na técnica desenvolvida, podendo ser desprezável, ao contrário do método de Elliot. 
Uma desvantagem consistirá nos picos que podem surgir nos extremos da distribuição de 
corrente. Outra ainda é que os valores de SLL nem sempre são verificados, principalmente 
para diferenças SLLL-SLLR muito elevadas, embora se possa alterar as expressões (4.32) e 
(4.33) para permitir a obtenção de melhores resultados. 
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Fig. 4.19 - Agrupamento assimétrico obtido por multiplicação de funções apropriadas: a) factores de 
agrupamento obtidos pela técnica desenvolvida, a traço contínuo, e por Elliot, a tracejado; b) respectivas 
distribuições de corrente. 
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4.3.1.5 - Diferentes Níveis de Lóbulos Secundários. 
A título de exemplo vejamos uma situação diferente, mas que se encontra no seguimento 
da linha das anteriores. 
Alguns autores [14], [16], [17], [18] têm elaborado métodos que permitem obter diagramas 
de radiação com diferentes níveis de lóbulos secundários. A ideia consiste em utilizar uma 
pesagem diferente para os lóbulos secundários, de modo que o lóbulo principal seja o mais 
estreito. Os métodos apresentados por esses autores são, todavia, iterativos. 
O que aqui se propõe é determinar, através da abordagem apresentada anteriormente, um 
factor de agrupamento com os primeiros K1 lóbulos secundários mais próximos do principal 
com um dado nível e os K2 lóbulos seguintes com um nível diferente. Para esse objectivo, 
utilizar-se-á mais uma vez a equação (4.26) definida para as várias partes do factor de 
agrupamento. Define-se uma função dada por (4.26), com parâmetros SLL1, A1 e 1, e retira-se 
apenas a parte da função que vai desde a origem até ao zero K1+1. Depois define-se uma outra 
dada por (4.26), com parâmetros SLL2, A2 e 2, e que vai desde o primeiro zero até ao zero 
K2+1. De seguida junta-se a segunda função à primeira, afectando o sinal para que se forme 
uma função com diferentes níveis de lóbulos secundários. Gera-se, também, o simétrico da 
função e amostra-se em zk=k2/L. A seguir calcula-se a distribuição de corrente e trunca-se a 
mesma no comprimento L. Através do método da Relação de Fourier obtém-se o factor de 
agrupamento aproximado. 
Os parâmetros  são obtidos por tentativa erro, por forma a verificar as relações de níveis 
dos lóbulos secundários e tendo em conta, por exemplo, a directividade máxima do 
agrupamento. Como a largura do lóbulo principal está directamente ligada ao valor de 1, este 
deve ser o maior possível. 
Como aplicação, tomemos o da figura 2 de Stutzman [16] para um agrupamento de 
comprimento L=10. De modo a obter um factor de agrupamento análogo aplica-se a técnica 
desenvolvida com SLL1=30 dB, SLL2=20 dB, K1=4, K2=1. Por tentativa e erro determinou-se 
que 1=0,985 e 2=0,6. A figura 4.20 mostra o resultado. A directividade máxima e a potência 
a -3 dB valem D0=17,7 e HPBW=6,1, respectivamente. O agrupamento de Taylor com 
SLL=30 dB e n =5 tem D0=17,1 e HPBW=6,4. Para o agrupamento de Stutzman, obtido 
através de um método iterativo, este apresenta os seguintes valores: D0=17,9 e HPBW=6,1. 
Viu-se que a técnica aqui desenvolvida é capaz de produzir agrupamentos com os lóbulos 
centrais mais baixos. Consideremos agora outro caso, apresentado por Elliot [17], cujo factor 
de agrupamento deve conter os três primeiros lóbulos secundários a 40 dB e os quatro 
seguintes a 20 dB. Para aplicar a técnica desenvolvida os dados são: L=10, SLL1=40 dB, 
SLL2=20 dB, K1=3, K2=4, 1=1,08 e 2=0,99. A figura 4.21 mostra o factor de agrupamento e 
a respectiva distribuição de corrente. A largura do lóbulo principal e a forma da distribuição 
de corrente são idênticas às de Elliot. A directividade máxima e a potência a -3 dB valem 
D0=16,7 e HPBW=6,4, respectivamente. O agrupamento de Taylor com SLL=40 dB e n =7 
tem D0=15,4 e HPBW=7,1.  
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Fig. 4.20 - Agrupamento de Taylor com diferentes pesagens dos lóbulos secundários, em que os quatro mais 
próximos da origem estão 10 dB abaixo dos restantes: a) factor de agrupamento; b) distribuição de corrente.  
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Fig. 4.21 - Agrupamento de Taylor com diferentes pesagens dos lóbulos secundários, em que os três mais 
próximos da origem estão 20 dB abaixo dos restantes: a) factor de agrupamento; b) distribuição de corrente. 
Uma situação mais geral, em que os lóbulos são diferentemente pesados, tornou-se difícil 
realizar através deste processo. Um estudo mais detalhado pode, no entanto, permitir obter 
algumas conclusões. 
4.3.2 - Técnica Alternativa ao Método de Bayliss 
Foi desenvolvida anteriormente uma técnica alternativa para a síntese da distribuição de 
Taylor, baseada na função de van der Maas. Do mesmo modo se pensou em aplicar uma 
abordagem semelhante à síntese de Bayliss. A dificuldade neste caso é não se dispor de uma 
função de base que seja apropriada ao processo de síntese. 
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Contudo, voltando à função de van der Maas, dada pela equação (4.12), notou-se que se a 
multiplicarmos pela função arco tangente consegue-se obter lóbulos secundários praticamente 
iguais e o factor de agrupamento tem dois lóbulos principais como em Bayliss. Isto porque a 
função arco tangente tende para /2 com o aumento do argumento, com sinal negativo para 
argumentos negativos e positivo para argumentos positivos, e passa na origem com um dado 
declive. Na variável de interesse tem-se que 
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sendo C2 uma constante que permite controlar o declive da função na origem. Fazendo C2=1 a 
forma de (4.34) é a apresentada na figura 4.22a). Multiplicando (4.34) por (4.12) obtém-se a 
forma da figura 4.22b), em que L=2 e A=3,5. Devido à parte praticamente constante de (4.34), 
os lóbulos secundários fora da região central estão praticamente ao mesmo nível. A amplitude 
dos lóbulos secundários mais próximos dos lóbulos principais diminuem ligeiramente, face 
aos restantes, sendo a alteração de níveis dependente de C2. 
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Fig. 4.22 - a) Função (4.34) para C2=1; b) multiplicação de (4.34) com (4.12) para C2=1 e A=3,5. 
A transformada de Fourier da multiplicação das duas funções é a convolução das 
respectivas transformadas. Já se viu que a função de van der Maas é limitada no comprimento 
L e com dois Diracs nos extremos. A transformada da função arco tangente tende para infinito 
próximo da origem e decai rapidamente para zero. Como resultado, a convolução das duas 
transformadas dá origem a uma função com valores a tender para infinito nos extremos, 
embora decresça rapidamente para zero. 
 Comparando a multiplicação definida atrás com o factor de agrupamento de Bayliss, 
verificou-se que os lóbulos principais eram mais largos em Bayliss. Para uma maior 
correspondência ter-se-á que alargar os lóbulos da função proposta. Uma forma de o fazer é 
através da seguinte alteração na equação (4.12): 
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em que sgn(x) representa a função sinal. O efeito da constante C1 foi separar o lóbulo 
principal da função de van der Maas em dois, sendo a distância entre eles dependente dessa 
constante. Quanto aos restantes parâmetros, A1 é o que controla a amplitude dos lóbulos 
principais e  permite realizar uma mudança de escala, como foi feito anteriormente. A 
multiplicação de (4.35) por (4.34) torna a função ímpar. 
Uma técnica para sintetizar uma distribuição análoga à de Bayliss começa por gerar o 
seguinte factor de agrupamento: 
   










  zzzz
LC
AC
L
F 


2
arctan)(sgn
2
cos
2
)( 221
2
1  (4.36) 
Porém, como sucedeu na secção 4.3.1, o facto desta equação ter lóbulos secundários 
praticamente iguais até ao infinito faz com que a distribuição de corrente contenha picos 
muito elevados, o que a torna fisicamente irrealizável. 
Para tornar a distribuição de corrente realizável pode-se utilizar as técnicas desenvolvidas 
anteriormente. A primeira a considerar consiste em recorrer ao teorema da amostragem para 
produzir uma distribuição limitada no comprimento L. 
Assim, a equação (4.36) é amostrada em valores dados por zk=(2k+1)/L, k=-K, …, -2 , -1, 
0, 1, 2, …, K-1. Também aqui se tem que 1 nK . Existem seis parâmetros a determinar: 
SLL, K, A1, C1, C2 e . SLL é a relação entre os níveis dos lóbulos principal e secundários, 
dado em dB. K é o número de lóbulos secundários que se pretende estarem ao mesmo nível. 
A1, C1, C2 foram obtidos empiricamente em função de SLL, 
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Estas curvas são utilizadas para valores de SLL até cerca de 60 dB, uma vez que acima deste 
montante o factor de agrupamento determinado por esta técnica é muito sensível a pequenas 
variações dos parâmetros. 
O valor de  é calculado com a imposição de (4.36) ser nula em z=(K+1+1/2)2/L, pois a 
função passa a tomar valores nulos nos pontos de amostragem, 
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Resolvendo, retira-se que 
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Tomemos em consideração alguns exemplos. A figura 4.23 mostra os gráficos para 
SLL=15 dB, 30 dB e 45 dB. O número de lóbulos secundários centrais é de K=11 e L=2. É de 
salientar a grande concordância de resultados entre a técnica desenvolvida e os obtidos pela 
síntese de Bayliss. 
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Fig. 4.23 - Agrupamentos semelhantes aos de Bayliss: a) factores de agrupamento obtidos pela técnica 
desenvolvida, a traço contínuo, e por Bayliss, a tracejado; b) respectivas distribuições de corrente. 
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A presente técnica lida com vários parâmetros. Será interessante poder utilizá-los para 
controlar, de alguma forma, o factor de agrupamento. SLL e K são dados de entrada e já 
sabemos qual é o seu efeito. Quanto a A1, o seu aumento permite diminuir o nível dos lóbulos 
secundários, o que conduz a um aumento da largura dos lóbulos principais. O parâmetro C2 
permite controlar o nível dos lóbulos secundários mais próximos dos principais. De facto, 
reparando no terceiro exemplo da figura 4.23a) verifica-se que esse lóbulo é mais baixo do 
que os restantes. Diminuindo ligeiramente C2 consegue-se aumentar o nível desse lóbulo, 
tendo também como resultado o abaixamento dos restantes. 
Finalmente, e como aconteceu na técnica alternativa para a síntese de Taylor, um ligeiro 
aumento do parâmetro  possibilita tornar mais plana a envolvente dos K lóbulos secundários. 
Isto provoca uma ligeira diminuição da largura dos lóbulos principais. A figura 4.24 mostra 
esta situação para SLL=30 dB e K=11, com  cerca de 0,5% mais elevado do que o utilizado 
para obter a figura 4.23. 
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Fig. 4.24 - Agrupamento referente a um factor de agrupamento semelhante ao de Bayliss com uma envolvente 
mais plana dos lóbulos secundários centrais: a) factor de agrupamento obtido pela técnica desenvolvida, a traço 
contínuo, e por Bayliss, a tracejado; b) respectivas distribuições de corrente. 
Uma outra técnica que conduz a resultados análogos aos da síntese de Bayliss consiste em 
multiplicar a equação (4.36) pela função gaussiana, dada por (4.18). As conclusões retiradas 
com este processo são semelhantes às da aplicação na síntese de Taylor. O factor de 
agrupamento decai mais rapidamente do que em Bayliss e a distribuição de corrente, assim 
determinada, pode terminar em valores mais próximos de zero. 
4.3.3 - Técnica alternativa  ao Método de Villeneuve 
As técnicas apresentadas permitiram encarar de uma forma diferente a síntese de alguns 
agrupamentos contínuos conhecidos. É motivador tentar também aplicar os processos 
propostos a distribuições discretas. Para esse objectivo, comecemos por revisitar o 
correspondente ao método de Taylor, ou seja, a síntese Villeneuve. 
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4.3.3.1 - Factor de Agrupamento Simétrico 
Villeneuve altera a função seno cardinal periódica por substituição dos primeiros zeros 
dessa função pelos do polinómio de Tschebyscheff. Para tal são necessárias as expressões 
apresentadas na secção 1.9. Com a introdução da Relação de Fourier já foi possível 
simplificar o processo de síntese no que diz respeito ao cálculo da distribuição de corrente, 
apesar de se continuar a utilizar o mesmo processo de Villeneuve para se obter o factor de 
agrupamento. O que se propõe é usar uma forma mais simples de se gerar o factor de 
agrupamento. Para sintetizar o agrupamento de Taylor, o método de amostragem da função de 
van der Maas abre a perspectiva de também ser possível aplicar o mesmo processo, com os 
polinómios de Tschebyscheff, ao agrupamento de Villeneuve. 
Paralelamente ao que foi efectuado na secção 4.3.1.2, consideremos a função 
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com x0 dado por (1.45). 
A equação (4.40) é amostrada em zk=k2/(Nd), k=0, 1, 2, …, K, considerando mais 
uma vez que 1 nK  é o número de lóbulos secundários que se pretende estarem à mesma 
amplitude. Se fizermos =1, os lóbulos secundários do factor de agrupamento resultante 
aumentam de nível a partir do centro até ao lóbulo K e depois têm um decaimento sob a forma 
do seno cardinal periódico. Este parâmetro vai permitir o controlo da largura dos lóbulos 
principal e secundários, através de uma mudança de escala, e pode ser determinado impondo 
que o factor de agrupamento, definido por (4.40), seja nulo em zk=(K+1)2/(Nd), 
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Resolvendo, obtém-se que 
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A figura 4.25 apresenta três exemplos de síntese de agrupamentos de Villeneuve para 
d=0,5 e K=6. O primeiro para SLL=15 dB e N=21, o segundo com SLL=30 dB e N=30 e o 
terceiro com SLL=45 dB e N=31. As distribuições de corrente e respectivos factores de 
agrupamento são obtidos pelo método da Relação de Fourier. O número de pontos utilizados 
para calcular a distribuição de corrente é igual ao número de elementos do agrupamento. O 
número de pontos para obter o factor de agrupamento foi de 1024, o que dá a distância entre 
eles de 2/(1024d). 
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Fig. 4.25 - Agrupamentos semelhantes aos de Villeneuve: a) factores de agrupamento obtidos pela técnica 
desenvolvida, a traço contínuo, e por Villeneuve, a tracejado; b) respectivas distribuições de corrente: (*) para a 
técnica desenvolvida e (.) para o de Villeneuve. 
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Calculando as figuras de mérito, constatou-se que a largura do lóbulo principal e a 
directividade máxima tinham praticamente o mesmo valor que na síntese de Villeneuve. A 
expressão para a directividade máxima de um agrupamento discreto é dada por [12], [19] 
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Como no caso contínuo, também aqui é possível obter uma envolvente mais plana dos K 
lóbulos secundários, o que faz diminuir ligeiramente a largura do lóbulo principal. Nesse 
sentido basta aumentar ligeiramente o valor de . A figura 4.26 mostra o exemplo para 
SLL=25 dB, N=40, d=0,5  e K=10. Neste caso  é 0,6 % mais elevado do que o obtido pela 
equação (4.42). 
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Fig. 4.26 - Obtenção de uma envolvente mais plana dos lóbulos secundários centrais: a) factor de agrupamento 
obtido pela técnica desenvolvida, a traço contínuo, e de Villeneuve, a tracejado; b) respectivas distribuições de 
corrente: (*) para a técnica desenvolvida e (.) para o de Villeneuve. 
4.3.3.2 - Factor de Agrupamento Assimétrico 
Também em agrupamentos discretos é útil poder-se gerar factores de agrupamento 
assimétricos. Chuang e Couch [20] apresentam um método com essa finalidade utilizando 
conceitos dos sinais analíticos. Partindo de um factor de agrupamento simétrico, com uma 
dada relação entre os níveis dos lóbulos principal e secundários, geram um factor de 
agrupamento assimétrico, recorrendo à transformada de Hilbert. Uma dificuldade do método 
consiste em controlar o nível dos lóbulos secundários de cada lado do lóbulo principal. 
Vejamos como se pode obter factores de agrupamento assimétricos com controlo dos dois 
níveis de lóbulos secundários. 
A primeira forma de realizar o objectivo proposto consiste em, partindo da expressão 
(4.40), definir uma função com duas zonas distintas. A primeira, para valores negativos de z, 
dada por (4.40) com =L e SLL=SLLL e a segunda, definida para valores positivos de z, dada 
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outra vez por (4.40) com =R e SLL=SLLR. De seguida amostra-se a função resultante nos 
pontos zk=k2/(Nd), k=-KL, …-2, -1, 0, 1, 2, …, KR e aplica-se o método da Relação de 
Fourier. Procurando os valores de  que conduzem às relações desejadas para os níveis dos 
lóbulos, verificou-se que o agrupamento assim gerado apresenta uma maior ondulação da 
envolvente da distribuição de corrente quando comparada com a síntese de Villeneuve. 
 A técnica, assim elaborada, produz factores de agrupamento assimétricos com 
possibilidade de controlo dos níveis dos lóbulos secundários dos dois lados do lóbulo 
principal. A dificuldade da sua aplicação consiste na obtenção dos parâmetros  que 
conduzam aos resultados satisfatórios. Também devido às características da corrente 
analisemos outra forma de gerar este tipo de agrupamento. 
Como é do conhecimento, um agrupamento discreto dá origem a um factor de 
agrupamento periódico, de modo que a função em z=/d tem que ter o mesmo valor que em 
z=-/d. Desta forma, ao tentar impor dois níveis distintos dos lóbulos secundários dos dois 
lados do lóbulo principal tem que haver uma transição entre o nível mais elevado para o mais 
baixo, a não ser que o factor de agrupamento seja nulo em z=/d, situação que nem sempre 
acontece. 
De acordo com o que foi descrito, uma segunda técnica consiste em determinar, mais uma 
vez, uma função com duas zonas distintas, definindo a função da mesma forma que no caso 
anterior. Para se obter uma transição suave entre os dois níveis de lóbulos secundários 
multiplica-se a parte da função referente aos níveis de lóbulos mais elevados por uma função 
de decaimento, que pode ser dada por 
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em que SLLm refere-se ao nível mais baixo (maior valor em módulo) e SLLM ao nível mais 
elevado (menor valor em módulo). Para a função assim gerada, os parâmetros  foram 
obtidos empiricamente para uma gama razoável de valores da diferença SLLL-SLLR e até cerca 
de uma centena de elementos. Para SLLL<SLLR  tem-se que 
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e para SLLL>SLLR  que 
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Seguidamente, a distribuição de corrente é obtida pelo método da Relação de Fourier, com um 
número de pontos para a FFT suficientemente elevado de modo a minorar os efeitos do 
aliasing, após o qual é truncada para o comprimento N. O factor de agrupamento desejado é 
determinado por transformada inversa desta distribuição. 
Para verificação da técnica desenvolvida comecemos por comparar com o exemplo 
apresentado em [20], para N=21 elementos e d=0,5. Chuang e Couch obtêm um factor de 
agrupamento com SLLL=35,045 dB e SLLR=23,629 dB. A presente técnica foi aplicada com 
SLLL=35 dB e SLLR=23,6 dB. A figura 4.27 mostra o factor de agrupamento gerado e a 
respectiva distribuição de corrente. O desvio do feixe foi de -0,015/. 
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Fig. 4.27 - Agrupamento assimétrico com 21 elementos: a) factor de agrupamento; b) respectiva distribuição de 
corrente. 
A tabela 4.1 apresenta as figuras de mérito, definidas anteriormente, comparando os 
resultados obtidos para o exemplo em causa com a técnica desenvolvida por Chuang e Couch. 
Além dos resultados similares, a técnica desenvolvida permite um maior controlo dos níveis 
dos lóbulos. 
 
Técnica HPBW
*
 FNBW
*
 D0 SLLL (dB) SLLR (dB) 
Chuang e Couch 0,668/ 1,768/ 18,114 35,045 23,629 
Desenvolvida 0,661/ 1,767/ 18,154 35,12 23,67 
     * - na variável z 
 
Tabela 4.1 - Valores das características de um agrupamento com 21 elementos para obtenção de um factor de 
agrupamento assimétrico, para o método desenvolvido e para um exemplo apresentado na literatura. 
Consideremos outro exemplo, para N=30 elementos, d=0,5, SLLL=20 dB e SLLR=40 dB. 
A figura 4.28 mostra os resultados. A largura do feixe principal foi de FNBW=1,27/ e a 
directividade máxima de D0=25,31. O agrupamento de Tschebyscheff com SLL=40 dB tem 
uma largura do lóbulo principal de FNBW=1,52/ e directividade máxima de D0=23,28. 
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Fig. 4.28 - Agrupamento assimétrico com 30 elementos: a) factor de agrupamento; b) respectiva distribuição de 
corrente. 
Na figura anterior nota-se que o último lóbulo do nível mais baixo não verifica a relação 
desejada. Isso deve-se ao emprego de fórmulas aproximadas para se obter os parâmetros . 
No entanto, caso seja pretendido, pode-se melhorar o diagrama alterando ligeiramente o valor 
de  correspondente ao nível mais elevado. 
Foi desenvolvida uma técnica simples para gerar factores de agrupamento tipo Villeneuve, 
mas assimétricos, com controlo dos níveis dos lóbulos secundários dos dois lados do lóbulo 
principal. Embora se tenha fixado no caso em que se recorre à função (4.44) para provocar um 
decaimento da zona dos níveis mais elevados para a zona dos níveis mais baixos pode-se, 
porém,  utilizar duas funções, uma para cada zona com o decaimento desejado. A pesquisa 
dos dois parâmetros  conduzem aos resultados pretendidos. Assim, consegue-se obter 
diferentes agrupamentos de Villeneuve assimétricos.  
4.3.4 - Técnica alternativa ao Método de Zolotarev 
A técnica alternativa, desenvolvida anteriormente, para sintetizar o agrupamento de 
Bayliss, partindo da multiplicação da função de van der Maas pela função arco tangente, abre 
a perspectiva de também se desenvolver um processo análogo, com recurso aos polinómios de 
Tschebyscheff, para realizar as sínteses de Zolotarev e de McNamara. 
De forma semelhante ao caso contínuo, comecemos por gerar a função 
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em que x01, , C1 e C2 são parâmetros a determinar. Para se calcular a distribuição de corrente, 
de N elementos distanciados de d, aplica-se o método da Relação de Fourier, com amostragem 
da função (4.48) em zk=(2k+1)/(Nd), k=M1, …, -2 , -1, 0, 1, 2, …, M2, sendo M1=-K-2 e 
M2=K+1 para N par e sendo M1=-K-1 e M2=K+1 para N ímpar. K tem o mesmo significado 
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que o apresentado anteriormente. Pelo teorema da amostragem, para se obter N elementos 
discretos tem-se que utilizar N amostras de um período do factor de agrupamento. Desta 
forma, com K=N/2-2 para N par e K=(N-1)/2-1 para N ímpar, os lóbulos secundários estão ao 
mesmo nível. Para um valor de K inferior, o número de lóbulos secundários com o mesmo 
nível será igual a essa quantidade e os restantes decaem como na síntese de Villeneuve. 
Alguns dos parâmetros necessários para a equação (4.48) foram calculados empiricamente. 
Para C1 obteve-se a expressão que o relaciona com SLL e N, 
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Considerando que x01=x0C3, com x0 dado por (1.45), a figura 4.29 mostra os gráficos para se 
obter os valores de C2 e C3 em função de SLL e N. As curvas apresentadas foram determinadas 
para valores de N com 20, 25, 30, 35, 40, 50, 60 e 80 elementos. Para uma melhor 
interpolação dos valores desses parâmetros, C2 encontra-se de outra forma no apêndice F1 e 
C3 no apêndice F2 em escala logarítmica. 
Enquanto que o parâmetro x01 controla a amplitude dos lóbulos secundários, C2 controla os 
níveis dos lóbulos secundários mais próximos do principal. 
Quanto a , este pode ser obtido através do conhecimento dos outros parâmetros e 
impondo que a função (4.48) seja nula em z=(K+1+1/2)2/(Nd), 
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Resolvendo, retira-se que 
 
N
K
N
K
x
C








 
















2
3
)1(2
)12(
cos
1
arccos
01
1
 (4.51) 
A técnica desenvolvida permite sintetizar agrupamentos semelhantes aos apresentados por 
McNamara [21]. Porém, ao contrário deste último, que só permite sintetizar agrupamentos 
com um número par de elementos, esta técnica também permite obter agrupamentos ímpares, 
não havendo qualquer distinção entre as duas situações.  
A figura 4.30 mostra três exemplos de agrupamentos determinados pela técnica 
desenvolvida. Para o primeiro tem-se que N=25, d=0,5, SLL=15 e K=N/2-2. Das curvas da 
figura 4.29 ou apêndices F1 e F2 obtém-se C2 e C3. É de notar que não se faz a comparação 
com a síntese de Zolotarev, uma vez que o método de McNamara não permite obter este 
agrupamento. Para o segundo exemplo tem-se N=30, d=0,5, SLL=30 e K=(N-1)/2-1. Como 
se pode comprovar, os resultados obtidos pela técnica desenvolvida são muito coincidentes 
com a síntese de Zolotarev elaborada por McNamara. Também as directividades máximas têm 
valores semelhantes. Finalmente, o terceiro exemplo é igual ao segundo, mas com SLL=45 
dB. 
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Fig. 4.29 - Curvas dos parâmetros para alguns valores de SLL e N: a) C2; b) C3. 
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Fig. 4.30 - Agrupamentos semelhantes aos de McNamara: a) factor de agrupamento obtido pela técnica 
desenvolvida, a traço contínuo, e da síntese de Zolotarev, a tracejado; b) respectivas distribuições de corrente: (*) 
para a técnica desenvolvida e (.) para Zolotarev. 
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Nos exemplos apresentados na figura 4.30, K foi escolhido de modo a que todos os lóbulos 
secundários tivessem a mesma amplitude. Como já foi referido, para valores de K inferiores 
os lóbulos secundários mais afastados decaem segundo a envolvente do seno cardinal 
periódico. 
Consideremos o exemplo para K=6, N=55, d=0,5 e SLL=20. Aplicando a técnica, a figura 
4.31 mostra o resultado. Para lóbulos iguais, ou seja, com K=26 a directividade máxima é de 
D0=29,96, enquanto que para K=6 tem-se D0=32,5. Um valor de K inferior ao necessário para 
impor todos os lóbulos com o mesmo nível também é efectivo na diminuição do pico do 
extremo da distribuição de corrente. 
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Fig. 4.31 - Técnica desenvolvida com decaimento dos lóbulos secundários a partir da ordem K: a) factor de 
agrupamento; b) respectiva distribuição de corrente. 
São algumas as vantagens da técnica desenvolvida neste trabalho relativamente ao método 
de McNamara. A primeira é a sua simplicidade, não necessitando de utilizar funções elípticas 
como acontece com os polinómios de Zolotarev, mas requer apenas a multiplicação de 
funções simples. A segunda é que, enquanto a síntese de Zolotarev só permite sintetizar 
agrupamentos com um número par de elementos, a técnica apresentada permite obter qualquer 
número de elementos. A terceira vantagem é conseguir um decaimento dos lóbulos 
secundários de uma forma directa, ao contrário do método de McNamara [22] que necessita 
de recorrer a técnicas iterativas. A principal desvantagem é a obtenção de alguns dos 
parâmetros, sendo preciso recorrer a curvas de interpolação. Contudo, utilizando a forma de 
gerar o factor de agrupamento, por multiplicação de funções, posteriormente ver-se-á a 
possibilidade de realizar o processo de síntese sem recurso a essas curvas. Uma outra 
desvantagem da técnica relativamente à de McNamara é a de não permitir qualquer 
decaimento para os lóbulos secundários.  
O tipo de abordagem descrito nesta secção, bem como nas secções anteriores, mostra uma 
outra forma de gerar factores de agrupamento, onde o recurso às características da 
transformada de Fourier continua a mostrar potencialidades a serem exploradas. 
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4.4 - Interpolação Polinomial 
O processo de síntese de antenas consiste em obter o factor de agrupamento que melhor 
aproxima o factor de agrupamento desejado, segundo um determinado critério de erro. Uma 
forma de o realizar é escolhendo um polinómio com certas características num determinado 
intervalo, como é o caso da síntese de Tschebyscheff, Zolotarev, Gegenbauer, etc. As 
mudanças de variável, como a (2.36), (2.52) e (2.60), que permitem fazer a correspondência 
de um intervalo da função polinomial ao factor de agrupamento, pelo facto de utilizarem uma 
função sinusoidal truncam automaticamente a distribuição de corrente. Isto porque após a 
mudança de variável ficamos com um polinómio trigonométrico que, como se comprovou na 
secção 2.4.4, corresponde a uma sequência de Diracs pesados pelos coeficientes das correntes. 
Outro processo de síntese consiste na aproximação do factor de agrupamento desejado por 
um polinómio que passe por um dado conjunto de pontos. É evidente que ao fazê-lo obtém-se 
um polinómio na variável independente, z, e embora a função polinomial obtida seja uma 
aproximação do factor de agrupamento, a distribuição de corrente não é realizável. Na 
realidade, a transformada de Fourier da variável independente elevada a um factor n tem 
como resultado um Dirac derivado n vezes. No entanto, se tivermos um polinómio 
trigonométrico a distribuição de corrente já é limitada. A forma de obter o polinómio pode ser 
efectuada através dos métodos de interpolação, como é  exemplo a interpolação de Lagrange. 
Com a interpolação polinomial, desenvolvida seguidamente, pretende-se controlar os 
valores e as posições das amostras do factor de agrupamento. Esta situação é semelhante à 
aplicação do teorema da amostragem para um agrupamento limitado, mas com a técnica de 
interpolação a amostragem é realizada de uma forma não uniforme. Na verdade, enquanto que 
o teorema da amostragem obriga a utilizar pontos equidistantes de um período do factor de 
agrupamento, no processo de interpolação pode-se impor qualquer posição e valor para uma 
determinada amostra. 
4.4.1 - Interpolação para Funções com Simetrias 
Neste procedimento parte-se da ideia de aproximar um dado factor de agrupamento por um 
polinómio trigonométrico. Como veremos, para que o número de elementos seja da mesma 
ordem de grandeza que o número de pontos de amostragem é necessário que a função a gerar 
seja simétrica em relação à origem. 
Para se obter o polinómio deve-se escolher um certo conjunto de pontos do factor de 
agrupamento desejado e aplicar a fórmula de interpolação de Lagrange [23], dada por 
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O polinómio trigonométrico é obtido mapeando o intervalo de interesse do factor de 
agrupamento, dado por -/dz/d, num que tenha uma variação aproximada. Uma mudança 
de variável que o realiza é a seguinte: 
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  (4.53) 
Quando z varia entre -/d até 0 e depois até /d, x varia entre -/d e /d passando por 0. 
Entre esses valores a variação segue a função sinusoidal. Como após substituir a variável x na 
equação (4.52) a constante /d do denominador corta com a do numerador esse termo pode 
ser retirado de (4.53). 
A mudança de variável anterior é análoga à utilizada nos polinómios típicos, apresentados 
no segundo capítulo. O factor de agrupamento, aproximado a um polinómio trigonométrico, é, 
então, obtido por 
 )()( xPF z    (4.54) 
com 
 
)(
2
sen
2
sen
znn
zn
n
z
Fy
d
x
d
x


















  (4.55) 
em que zn são os pontos de interpolação desejados. Tendo o factor de agrupamento, a 
distribuição de corrente é determinada pelo método da Relação de Fourier, aplicando o 
teorema da amostragem adaptado e a FFT. 
A ideia do polinómio interpolador trigonométrico tem sido utilizada em processamento de 
sinal no projecto de filtros com equiripple, embora esses trabalhos recorram a outra expressão 
para a fórmula da interpolação de Lagrange e a mudança de variável seja um co-seno (cf. 
secção 1.11). Em antenas foi abordada por Ma [24] com a mudança de variável em co-seno, 
mas para diagramas de potência, e, no seguimento dos trabalhos nos filtros, Shpak e Antoniou 
[25] aplicam a mesma técnica em antenas. 
Sabendo que o polinómio trigonométrico conduz a uma distribuição de corrente limitada, 
falta ver quantos elementos são produzidos com M pontos de interpolação. Para isso 
analisemos a expressão (4.52) para funções par e ímpar e com M sendo um número par ou 
ímpar de pontos. 
 
 
 
 
Novos Procedimentos na Síntese de Agrupamentos 
 157  
Comecemos por analisar M ímpar. Neste caso, a equação (4.52) fica 
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 (4.56) 
 
Para uma função par, tem-se que x-n=-xn, x0=0 e y-n=yn, e a expressão anterior transforma-se 
em 
 
 
 

 










2
1
0
22
2
1
0
22
2
1
0
)(
M
ni
i
in
M
ni
i
iM
n
n
xx
xx
yxP  (4.57) 
ou seja, o polinómio só contém termos em x de expoente par. 
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Para uma função ímpar, tem-se que x-n=-xn, x0=0,  y-n=-yn e y0=0, e a expressão (4.56) fica 
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e o polinómio só contém termos de expoente ímpar. 
Se M for par, a expressão resultante é análoga à (4.56) sem a amostra na origem, o que 
conduz a expressões semelhantes às anteriores, mas com n, i=1, 2, …, M/2. 
Quanto ao grau do polinómio, para uma função par tem-se um polinómio de grau M-1 se M 
ímpar e grau M-2 se M par. Para uma função ímpar tem-se um polinómio de grau M-2 se M 
ímpar e grau M-1 se M par. Uma função genérica terá termos quer de grau par quer de grau 
ímpar. O grau do polinómio é M-1, quer M seja par ou ímpar. 
Um polinómio só com termos de expoente par, após a substituição da expressão (4.55), só 
conterá termos em co-seno, já que sen2(zd/2)=[1-cos(zd)]/2. A sua transformada de Fourier 
consistirá em Diracs nas posições z=0, d, 2d, …, (N-1)d/2, o que dá N coeficientes de 
Diracs, sendo N=M para M ímpar e N=M-1 para M par, ou seja, mais um que o grau do 
polinómio. O agrupamento de antenas tem um número ímpar de elementos, sendo a 
distribuição de corrente uma função par.  
Para um polinómio só com termos de expoente ímpar, após a mudança de variável, a 
transformada terá Diracs nas posições z=d/2, 3d/2, …, (N-1)d/2, o que também dá N 
coeficientes, sendo N=M-1 para M ímpar e N=M para M par. Neste caso, não existe qualquer 
vantagem em utilizar um número ímpar de pontos para interpolar o polinómio, uma vez que o 
que se faz é acrescentar o ponto na origem, cujo valor é nulo. O agrupamento de antenas tem 
um número par de elementos, sendo a distribuição de corrente uma função ímpar. 
Como qualquer função é a soma de uma par com uma ímpar, para uma função genérica a 
transformada do polinómio terá Diracs nas posições z=0, d/2, d, 3d/2, 2d, …, (M-1)d/2, 
dando N=2M-1 coeficientes de Dirac na transformada de Fourier
1
. A distribuição de corrente 
é obtida pela FFT, mas considerando agora que o intervalo entre elementos é de d/2. Desta 
forma, impondo o valor de N, este processo só permite controlar (N+1)/2 pontos do factor de 
agrupamento. 
Com o intuito do processo de síntese ser eficiente, o número de elementos do agrupamento 
tem que ser da mesma ordem de grandeza do número de pontos de interpolação, de modo que 
esta técnica, com a mudança de variável apresentada em (4.55), só pode ser usada para 
sintetizar agrupamentos cujo respectivo factor de agrupamento tenha simetrias par, ímpar ou 
de meia onda. 
                                                 
1
 O grau do polinómio é igual a N-1. Por seu lado, o valor de N é duas vezes o grau do polinómio mais 1, o que 
dá 2M-1. 
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Na técnica apresentada, no sentido de gerar um dado factor de agrupamento simétrico, 
começa-se por escolher os pontos de interpolação dentro do intervalo -/dz/d e a seguir 
aplica-se o processo de interpolação desenvolvido anteriormente. Existe, porém, uma situação 
ainda não contemplada que é pretender-se uma distribuição de corrente par, mas determinada 
com um número par de elementos (elementos em z=d/2, 3d/2, …). Este agrupamento é 
resultado de um factor de agrupamento com simetria de meia onda, como mostra a figura 
4.32a). A aplicação do processo de interpolação envolve, neste caso, alguns cuidados a ter. 
Como a função é par, utilizando um número par ou ímpar de pontos simétricos dentro do 
intervalo -/dz/d, como se visualiza na figura 4.32b), o que se consegue gerar é o 
polinómio que dá origem a um agrupamento com um número ímpar de elementos de corrente, 
como indica a figura 4.32c).  
Para resolver o problema tem-se duas formas de realizar a interpolação. A primeira 
consiste em considerar que o período da função é de -2/dz2/d, como de facto comprova 
a figura 4.32a), o que faz com que a mudança de variável dada por (4.55) deva ser agora 
x=sen(zd/4). Com os pontos pretendidos dentro do intervalo -/dz/d gera-se o intervalo 
de -2/dz-/d e de /dz2/d, por forma a obter um conjunto de pontos com simetria de 
meia onda. Interpolando através desses pontos chega-se a uma função com as características 
desejadas. 
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Fig. 4.32 - a) Função com simetria de meia onda; b) pontos de interpolação; c) polinómio gerado com esses 
pontos de interpolação; d) polinómio gerado utilizando a transformação apresentada na tabela 4.2. 
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Outro processo de gerar este agrupamento que, ao contrário da situação anterior, não 
necessita de duplicar o número de pontos a interpolar nem de alterar a forma da mudança de 
variável baseia-se no facto de que este tipo de função tem simetria ímpar em torno de /d. A 
obtenção da função passa por utilizar o intervalo 0z2/d (ou -2/dz0) e construir um 
vector de pontos que tenha simetria ímpar. Consoante a escolha do número de pontos e da sua 
posição tem-se diferentes agrupamentos. A tabela 4.2 mostra como formar os vectores de 
dados para gerar o polinómio com as características desejadas. Entre parênteses apresenta-se o 
valor de N (número par) indicando, assim, o número de elementos de corrente que se obtém 
para cada caso. O factor de agrupamento é obtido por interpolação através de (4.55). A figura 
4.32d) apresenta o polinómio gerado após a transformação considerada. Como se pode 
comprovar pela figura, este factor de agrupamento vem descentrado de /d, como era de 
esperar pela forma de realizar a interpolação, sendo o pretendido obtido atrasando de /d. A 
respectiva distribuição de corrente é determinada pelo método da Relação de Fourier, tendo 
em conta o teorema da amostragem adaptado a este trabalho e a FFT. Como o polinómio 
trigonométrico está avançado de /d, as correntes devem ser multiplicadas pelo factor e-jz/d 
para dar origem ao factor de agrupamento desejado. 
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Tabela 4.2 - Forma de aplicar o processo de interpolação, de modo a obter um factor de agrupamento par com 
um número par de elementos. 
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4.4.2 - Síntese de Factores de Agrupamento Tipo Pedestal 
A técnica de interpolação apresentada pode ser utilizada para se gerar factores de 
agrupamento do tipo pedestal, isto é, constante numa dada zona angular do factor de 
agrupamento e nulo fora da mesma. Aplicando directamente o método da Relação de Fourier 
e truncando com a janela rectangular obtém-se uma aproximação cujos lóbulos secundários 
podem ter valores elevados. 
Na secção 4.2.2 foi empregue a técnica da limitação espacial de fontes para diminuir essa 
amplitude dos lóbulos. Com a técnica de interpolação pretende-se gerar factores de 
agrupamento com equiripple, quer na zona de lóbulos secundários quer na zona do pedestal. 
Este problema é análogo ao de projecto de filtros passa-baixo, passa banda ou passa-alto, num 
circuito electrónico. 
4.4.2.1 - Utilização dos Zeros do Polinómio de Tschebyscheff 
Verificando-se que no projecto de filtros digitais a largura dos lóbulos secundários 
aumentava gradualmente a partir do pedestal, surge a ideia de se obter este tipo de factor de 
agrupamento utilizando como pontos de interpolação os zeros do polinómio de 
Tschebyscheff. Sendo assim, vai-se apresentar uma técnica que permite gerar o factor de 
agrupamento com aproximadamente equiripple. Dado um pedestal normalizado centrado em 
0, comecemos por definir a constante 
 )cos( 00  z  (4.59) 
De seguida, como a técnica de interpolação exige uma função par para que o número de 
elementos seja da ordem do número de pontos de interpolação, desloca-se o pedestal de modo 
a centrá-lo em =90 e passa-se para a variável Bz. Como o gráfico é simétrico, considere-se 
apenas metade, sendo o extremo do pedestal dado por Bz1. Quanto ao valor de N, que pode ser 
calculado pelas condições da largura da zona de transição e pelo nível do ripple, como iremos 
ver mais adiante, distingamos os dois casos. 
Para N ímpar, determina-se o número de pontos equidistantes que cabem dentro da metade 
do pedestal, sendo 
 
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2
trunc 1
Nd
N zp    (4.60) 
em que trunc(x) trunca o valor de x. O restantes pontos para completar o número total 
necessário à interpolação são: 
 ps N
N
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

2
1
   (4.61) 
O valores das amostras de interpolação são, então, dados pelo vector 
  NsNpNpNpNpNsNpz FFFFFFFFF  ,...,,...,,,,...,,,...,)( 11011  (4.62)  
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em que F1=1, …, FNp=1, FNp+1=0,…, FNp+Ns=0 e F0=1, sendo  a amplitude do ripple. Os 
pontos de interpolação são obtidos em função dos zeros do polinómio de Tschebyscheff, 
sendo este dado pela forma 
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com x0 calculado em função da amplitude do ripple, definido por SLL em dB, pela expressão 
(1.45). Os pontos de interpolação correspondentes aos 1s de (4.62) são dados por 
 ppzp NkD
N
k
xd
,...,2,1             
)1(2
)12(
cos
1
arccos
2
0

















  (4.64) 
em que Dp é determinado de modo a que o máximo do polinómio de Tschebyscheff coincida 
com a origem, sendo definido pela expressão 
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Os pontos de interpolação correspondentes aos 0s de (4.62) são dados por 
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em que Ds é determinado por forma a que o máximo do polinómio de Tschebyscheff coincida 
com /d, sendo 
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De seguida calcula-se o factor de agrupamento através da técnica de interpolação e as 
correntes são obtidas pelo método da Relação de Fourier. 
Para N par, o processo é idêntico, ficando agora que 
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O valores das amostras de interpolação são 
  NsNpNpNpNpNsNpzn FFFFFFFF  ,...,,...,,,...,,,...,)( 1111  (4.70)  
em que F1=1, …, FNp=1, FNp+1=0,…, FNp+Ns=0. Os pontos de  interpolação  correspondentes  aos  
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1s de (4.70) são calculados pela expressão (4.64), mas com Dp dado por 
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Os pontos de interpolação correspondentes aos 0s de (4.70) são determinados pela expressão 
(4.66), mas com Ds determinado de modo a que o zero Ns+1 do polinómio de Tschebyscheff 
coincida com /d, 
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O factor de agrupamento e as correntes são determinados como no caso anterior. 
Para que o factor de agrupamento apareça centrado em z0, basta deslocá-lo desse valor e, 
pelas propriedades da transformada de Fourier, a distribuição de corrente deve ser 
multiplicada pelo factor 
zj ze 0

. 
Como exemplo, consideremos que se pretende sintetizar um agrupamento com 26 
elementos distanciados de d=0,5 e cujo factor de agrupamento seja o pedestal definido no 
intervalo 90130, com um valor de SLL igual a 40 dB. A figura 4.33 mostra o resultado. 
Repare-se que os lóbulos secundários estão praticamente ao mesmo nível e também se tem 
praticamente equiripple na zona do pedestal. Notar que 0,01=-40 dB e que 1+0,010,086 dB.  
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Fig. 4.33 - Síntese de um factor de agrupamento tipo pedestal: a) factor de agrupamento; b) distribuição e 
corrente. 
Na técnica desenvolvida, o número de pontos de interpolação é igual ao número de 
elementos. No entanto, não é obrigatório que assim seja. Considerando um número ímpar de 
elementos, viu-se na secção anterior que se pode utilizar M=N+1 pontos. Para melhor 
entender a forma de amostragem vejamos onde aparecem os pontos no factor de agrupamento. 
A figura 4.34a) apresenta o processo de interpolação segundo a técnica desenvolvida, com M 
ímpar. A amostra central é colocada na origem. Se for utilizado um número par de pontos, em 
vez dessa amostra, são colocados dois pontos nas duas amostras que interceptam o ponto 
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F(z)=1, como se pode observar na figura 4.34b), obtidos com auxílio dos zeros da função 
(4.63). O resultado é praticamente o mesmo. 
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Fig. 4.34 - Número ímpar de elementos: a) interpolação com M ímpar; b) interpolação com M par. 
A técnica desenvolvida para gerar este tipo de factor de agrupamento é simples de ser 
implementada, mas tem a desvantagem de ter o mesmo ripple nas duas zonas do pedestal. A 
técnica que vai ser apresentada de seguida elimina esta dificuldade. Também pode acontecer 
que o nível dos lóbulos secundários seja mais baixo que o pretendido, situação que pode ser 
corrigida calculando a diferença entre o nível desejado e o obtido e aplicando a técnica tendo 
em conta essa diferença. 
4.4.2.2 - Utilizando uma Técnica Aplicada nos Filtros 
Na implementação de filtros digitais existem várias técnicas que permitem gerar filtros 
passa-baixo ou passa-alto com equiripple, quer na zona de passagem quer na zona de corte. A 
maior parte dessas técnicas são iterativas, estando fora do âmbito deste trabalho. Contudo, 
Bagchi e Mitra [26] expõem uma técnica determinística para implementar filtros quase 
óptimos. Devido à possibilidade de efectuar a analogia entre a implementação de filtros 
digitais e a síntese de agrupamentos, essa técnica será utilizada para se gerar factores de 
agrupamento com equiripple, com amplitudes de ripple diferentes nas duas zonas de 
interesse. 
Nos filtros a variável independente é a frequência , enquanto que neste trabalho é z. 
Comparando com a expressão apresentada em [26], a relação entre elas é dada por =zd. Os 
parâmetros de controlo são o limite da banda de passagem, zp, o limite da banda de corte 
(zona dos lóbulos secundários), zs, o pico do ripple da zona de passagem, p, e o pico do 
ripple da zona de corte, s. Com estes valores, o número de elementos pode ser determinado 
pela expressão apresentada em [27], dada na variável independente de interesse por 
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A técnica começa por obter uma função analítica, definida em apenas metade devido à 
simetria [26]. Também se baseia nos polinómios de Tschebyscheff, mas de forma diferente da 
que foi desenvolvida na secção anterior. 
Para N ímpar, a função analítica é dada por 
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em que TM(.) é o polinómio de Tschebyscheff de ordem M, com 
 
s
p
NS
NP


 (4.75) 
sendo Np o número de extremos na zona 0z<zp e Ns o número de extremos na zona 
zs<z/d. Eles são determinados pesando-se de forma proporcional as duas zonas do factor 
de agrupamento, com Np+Ns=(N-1)/2. Os valores dos oito parâmetros de (4.74) são definidos 
por 
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Os pontos de interpolação são as amostras colocadas nos extremos da função (4.74). Para a 
zona de passagem, tem-se que 
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De forma semelhante, para a zona de corte 
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Para completar o número de pontos necessários recorre-se ao ponto em zp ou zs. O factor de 
agrupamento é determinado pela técnica de interpolação desenvolvida anteriormente. Como 
se dispõe de metade dos pontos, os restantes são obtidos por simetria. Não duplicando a 
origem, o número de pontos é de 2(Np+Ns+1)-1=N. 
Para N par, a função analítica é mais uma vez dada por (4.74), mas com diferentes valores 
dos parâmetros: 
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 (4.79) 
em que Np+Ns=N/2-1. Os pontos de interpolação são calculados por (4.77), (4.78), mais um 
em zp ou zs e os restantes por simetria. Seguidamente é aplicada a técnica de interpolação 
utilizando a penúltima linha da tabela 4.2. Não duplicando a origem, o número de pontos 
antes de aplicar a transformação da tabela 4.2 é de 2(Np+Ns+1)-1=N-1 e após N pontos. 
Como exemplo, consideremos um agrupamento de 31 elementos, d=0,5, de modo que 
s=0,01 (-40 dB), p=0,03 (10,030,26 dB), zs=2,38 e zp=1,74. A figura 4.35 mostra o 
resultado. Comparar a zona de lóbulos secundários da figura obtida por esta técnica com a da 
figura 4.33. 
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Fig. 4.35 - Síntese de um factor de agrupamento tipo pedestal: a) factor de agrupamento; b) distribuição e 
corrente. 
Uma das desvantagens desta técnica é que ao impor um dado zs e zp os valores dos níveis 
dos lóbulos ou do ripple do pedestal podem estar longe dos desejados, a não ser que se 
aumente o valor de N. 
4.4.3 - Interpolação Não uniforme 
A técnica apresentada na secção 4.4.1 pode ser empregue para gerar factores de 
agrupamento simétricos, que passem por M pontos. Todavia, para funções sem qualquer tipo 
de simetria, com esse tipo de interpolação, tem-se 2M-1 elementos, o que se traduz num 
subaproveitamento das potencialidades do processo de interpolação. Se for pretendido que, no 
caso geral, o número de elementos seja da mesma ordem de grandeza do número de pontos, 
deve-se procurar outro tipo de mapeamento para a variável x do polinómio interpolador. 
Olhando às propriedades da transformada de Fourier, a melhor mudança de variável seria 
dada por 
 
dj zex
  (4.80) 
uma vez que a sua transformada de Fourier consistirá num Dirac, ou seja, num elemento. Com 
esta mudança de variável, um polinómio que contenha todos os termos já só terá como 
transformada um conjunto de elementos igual ao número de pontos de interpolação. 
Vejamos, então, qual a forma de mapeamento que permite obter um factor de agrupamento 
que passe por um determinado conjunto de pontos. Considerando (2.8) e (2.9), essas duas 
expressões podem tomar a seguinte forma: 
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Para que o factor de agrupamento passe pelo ponto zi com o valor F(zi) impõe-se que 
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Para M pontos distintos, com M=N, tem-se um sistema de equações linearmente 
independentes com M incógnitas. A resolução desse sistema permite determinar as N 
correntes desejadas. Para evitar ter que se resolver um sistema de equações, que, no entanto, 
pode ser resolvido por inversão de uma matriz, façamo-lo através da interpolação de 
Lagrange. Para isso consideremos a expressão (4.52) na forma polinomial, 
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Como a interpolação de Lagrange dá o mesmo resultado que a resolução de um sistema de 
equações, comparando a equação (4.83) com a (4.81), o processo de interpolação é aplicado 
da seguinte forma: 
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A técnica de interpolação apresentada permite sintetizar um factor de agrupamento com 
qualquer forma. Sendo mais geral, obviamente que também permite sintetizar factores de 
agrupamento com simetrias, resultado que coincide com a técnica utilizada na secção 4.4.1. 
A distribuição de corrente é obtida pelo método da Relação de Fourier, com recurso ao 
teorema da amostragem. Para isso, aplica-se a fórmula de interpolação de Lagrange com as 
substituições indicadas em (4.84), a fim de calcular os valores da função nos pontos de 
interesse para o referido teorema. O factor de agrupamento pode ser determinado pela 
primeira expressão de (4.84) ou pela transformada inversa da distribuição de corrente. No 
segundo caso o cálculo é muito mais rápido. 
 Em processamento de sinal, no contexto da generalização da transformada de Fourier 
discreta também é apresentada uma técnica de interpolação [28], embora não lhe seja dada 
essa atribuição. No entanto, os seus autores lidam com o plano complexo, de modo que a 
generalização é mais do âmbito da transformada Z do que da transformada de Fourier. Por 
isso, a técnica de interpolação desenvolvida é mais apropriada para aplicação na síntese de 
agrupamentos. Para mais, o cálculo dos coeficientes da transformada de Fourier é diferente. 
A vantagem da presente técnica é realizar a amostragem não uniforme do factor de 
agrupamento. Enquanto que por aplicação do teorema da amostragem só se consegue 
controlar os pontos equiespaçados do factor de agrupamento, esta técnica permite controlar 
qualquer ponto do mesmo. Assim, ela pode ser empregue sempre que se pretenda um dado 
factor de agrupamento que passe por determinado conjunto de pontos, sendo estes 
equidistantes ou não. Tem aplicações na geração de factores de agrupamentos tipo pedestal, 
como foi exposto na secção anterior, de factores de agrupamentos com qualquer forma, como 
o caso da cosec(), na geração de nulos, etc. 
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4.4.4 - Síntese de Factores de Agrupamento Tipo cosec() 
Tendo-se desenvolvido a técnica geral de interpolação, vejamos a sua utilização para gerar 
outro tipo de factor de agrupamento. Trata-se do diagrama cosec(), que já foi referido 
anteriormente. 
Consideremos que se pretende obter o seguinte factor de agrupamento: 
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em que A permite colocar a função na referência desejada, normalmente nos zero dB. Na 
variável z, tem-se que 
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 (4.86) 
Suponhamos um agrupamento com N=26 elementos, com distância entre eles de d=0,5, 
1=95 e 2=120. Por aplicação directa do teorema da amostragem, o factor de agrupamento 
aproximado é o indicado na figura 4.36, em que A=1. Esse resultado é o mesmo que aplicar a 
técnica de interpolação com os pontos definidos pelos do teorema da amostragem, ou seja, 
com os pontos em zk=(2k+1)/(Nd), k=-N/2,…,N/2-1. 
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Fig. 4.36 - Factor de agrupamento tipo cosec(): a) factor de agrupamento; b) respectiva distribuição de corrente. 
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Foi demonstrado que os zeros do polinómio de Tschebyscheff são eficazes na geração de 
factores de agrupamento tipo pedestal com níveis de lóbulos secundários aproximadamente 
iguais. Vejamos uma técnica análoga para síntese da co-secante. 
Suponhamos, então, que se pretende impor os lóbulos secundários do factor de 
agrupamento abaixo de um dado nível. Os pontos de interpolação são calculados em função 
dos zeros ou dos máximos do polinómio de Tschebyscheff, sendo este definido por 
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O número de pontos empregues em cada zona da função é igual ao número de amostras 
obtidas para aplicação do teorema da amostragem. 
Começando pela zona do feixe, define-se por Nc o número de pontos a utilizar. Para obter a 
posição desses pontos começa-se por calcular os zeros da função (4.87), ou seja, 
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sendo x0c calculado pela expressão (1.45) com SLL igual ao nível máximo desejado para o 
ripple, SLLc, c permite contrair ou dilatar a distância entre os pontos e Dc é obtido de modo a 
que o último ponto coincida com a última amostra da co-secante, Bz0, determinada pelo 
teorema da amostragem. Assim, tem-se que 
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Para não surgir um pico elevado no extremo mais baixo da co-secante, a última amostra deve 
ter uma posição menos espaçada da anterior do que a dada por (4.88). Obtém-se bons 
resultados se a distância entre as duas últimas amostras for igual à distância entre as duas 
primeiras, 
 )1()2()1()( zczcczcczc NN    (4.90) 
Apesar de se recorrer a esta abordagem para posicionamento dos pontos, nesta zona é difícil 
obter uma técnica directa capaz de produzir equiripple. Com c=1,05 consegue-se resultados 
satisfatórios. O valor das amostras é dado pela função (4.86). 
Para o lado esquerdo da figura 4.36a) considera-se a equação (4.87), em que x0=x0e é 
calculado pela expressão (1.45) com SLL igual ao nível desejado para os lóbulos secundários, 
SLLe. Para o lado direito, tem-se x0=x0d também obtido por (1.45), mas com SLL=SLLd sendo 
igual a SLLe menos o valor do extremo mais baixo da co-secante. A constante  tem que ser 
calculada. Os pontos de interpolação correspondentes ao lado esquerdo do gráfico da figura 
4.36a) são determinados pelos zeros do polinómio de Tschebyscheff, 
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ou pelos máximos, 
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sendo Ne o número de amostras empregues e De é determinado de modo a que o máximo do 
polinómio de Tschebyscheff coincida com /d, 
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Os pontos de interpolação correspondentes aos lóbulos do lado direito do gráfico da figura 
4.36a) são dados por 
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ou pelos máximos 
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sendo Nd o número de amostras utilizadas e Dd é determinado de modo a que o máximo do 
polinómio de Tschebyscheff coincida com -/d, 
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Deve-se ter o cuidado de que a última amostra do lado esquerdo e a última amostra do lado 
direito tenham sinais iguais para N par e opostos para N ímpar, para um correcto 
comportamento dos lóbulos secundários. Para isso lida-se com a amostra central. 
Existem duas constantes a determinar, A e . Pode-se pensar que, se a constante A for igual 
a 1, o factor de agrupamento fica normalizado. Contudo, essa situação nem sempre acontece, 
pois o máximo vai depender fortemente do pico próximo do centro do gráfico. Quanto ao 
parâmetro , este permite controlar a zona dos lóbulos secundários. Com a escolha apropriada 
deste parâmetro consegue-se níveis dos lóbulos secundários praticamente iguais. 
Como a técnica é pouco sensível ao parâmetro A, um meio de determinar o seu valor 
aproximado é considerando que  toma um valor típico. Assim, para obter A fez-se =0,97 e 
utiliza-se como pontos de interpolação os zeros do polinómio de Tschebyscheff – equações 
(4.88), (4.91) e (4.94). Depois, aplicando a fórmula da interpolação desenvolvida neste 
trabalho, obtém-se o factor de agrupamento próximo da origem, visto que é nessa zona que 
surge o seu valor máximo. A é o inverso do máximo desta função.  
Como agora o parâmetro  é a única incógnita, empregando mais uma vez os zeros do 
polinómio de Tschebyscheff, impõe-se que o factor de agrupamento tenha o valor de SLLe em 
Bz=/d. Através de um algoritmo de pesquisa de zero, ou outro método, calcula-se . 
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Dispondo-se de todos os parâmetros, o factor de agrupamento é obtido através do processo 
de interpolação, mas utilizando os máximos do polinómio de Tschebyscheff para a zona dos 
lóbulos secundários, como é apresentado em (4.92) e (4.95), já que com estes consegue-se 
melhores resultados do que com os zeros do polinómio. A distribuição de corrente é 
determinada pelo método da Relação de Fourier. 
Para o exemplo anterior, com SLLe=30 dB e SLLc=40 dB, o valor de  foi de 0,9776. A 
figura 4.37 mostra o resultado. A figura 4.37c) apresenta a diferença entre a função co-secante 
e o factor de agrupamento gerado. 
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Fig. 4.37 - Síntese da cosec() utilizando a técnica de interpolação desenvolvida: a) factor de agrupamento; b) 
respectiva distribuição de corrente; c) diferença entre a função co-secante e o factor de agrupamento gerado. 
4.4.5 - Síntese de Zolotarev Revisitada 
Na secção 4.3.4 foi desenvolvida uma técnica que permite gerar agrupamentos muito 
semelhantes aos obtidos pela síntese Zolotarev, através de multiplicação de funções simples 
parametrizadas. Foram referidas as várias vantagens dessa abordagem face ao processo de 
síntese realizado por McNamara e apresentado no primeiro capítulo deste trabalho. O 
inconveniente era a necessidade de interpolar curvas para obtenção de dois parâmetros 
necessários ao processo de síntese. 
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Vejamos como a técnica de interpolação permite realizar, de uma forma mais simples e 
directa, a síntese de agrupamentos tipo Zolotarev. Para esse objectivo serão utilizados os zeros 
da função (4.48) e um extremo da mesma. 
Voltando, então, à equação (4.48), os dois parâmetros a determinar pelas curvas da figura 
4.29 são C2 e C3, respectivamente. Quanto a C2, este deixa de ser necessário. De facto, o novo 
processo utiliza apenas os zeros e o último extremo de (4.48). Deste modo, a função arco 
tangente que aparece nessa equação pode ser descartada, visto que ela foi empregue para dar 
forma aos dois lóbulos principais e não serão utilizados quaisquer pontos de interpolação 
sobre os mesmos a não ser o da origem que está bem determinado. Quanto ao parâmetro C3, 
como esta nova técnica é menos sensível aos desvios dos parâmetros em comparação com a 
da secção 4.3.4, pode-se determinar uma fórmula aproximada para as curvas da figura 4.29. 
Assim, retira-se que 
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A posição dos pontos de interpolação são obtidos da função 
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com o parâmetro C1 dado por (4.49),  por (4.51) e x01=x0C3, mais o zero na origem devido à 
função arco tangente. Para N par tem-se as seguintes posições dos pontos de interpolação: 
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sendo zn os zeros de (4.98), dados por 
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Nesses pontos os valores de interpolação são 
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Para N ímpar tem-se as seguintes posições dos pontos de interpolação: 
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sendo zM o último extremo do factor de agrupamento desejado. Os valores de interpolação 
são  
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2010 ,0 ..., ,0)(
SLL
zF   (4.104) 
Dispondo-se dos pontos e dos respectivos valores, aplicando a técnica de interpolação 
polinomial, obtém-se factores de agrupamento muito semelhantes aos da síntese de Zolotarev. 
A vantagem deste processo face ao desenvolvido anteriormente, além do facto de não 
necessitar de curvas para obtenção dos parâmetros, é ser mais estável face aos mesmos. Uma 
das dificuldades que se encontrou com a técnica da secção 4.3.4 foi que não se conseguia 
obter os objectivos desejados para valores de SLL superiores a 50 dB. Na presente técnica, 
não só isso é possível como as expressões apresentadas para os diferentes parâmetros 
continuam a fornecer bons resultados. 
Para o comprovar observemos o exemplo em que N=45, d=0,5 e SLL=70 dB. A figura 
4.38 mostra o resultado. Notar que a síntese de Zolotarev não permite realizar este 
agrupamento por conter um número ímpar de elementos [21]. 
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Fig. 4.38 - Agrupamento de Zolotarev obtido pela técnica de interpolação: a) factor de agrupamento; b) 
distribuição de corrente.  
A abordagem efectuada pode ser aplicada a outros tipos de agrupamentos com 
características semelhantes ao apresentado. 
4.4.6 - Geração de Nulos no Factor de Agrupamento 
A interpolação polinomial, pela sua característica de passar por um dado conjunto de 
pontos do factor de agrupamento, é atraente para gerar nulos nesse factor de agrupamento. 
Segundo o conceito usado na literatura, ao gerar um nulo através da inserção de um zero 
no factor de agrupamento, este será de banda estreita. Os de banda larga são obtidos por uma 
concentração de nulos muito próximos uns dos outros ou por diminuição efectiva do nível dos 
lóbulos secundários na zona do nulo. 
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Suponhamos que se pretende gerar um nulo na direcção =0 num dado factor de 
agrupamento. Isto corresponde ao valor z=z0=cos(0). Uma forma de impor este nulo é 
aplicando o teorema da amostragem, mas com o trem de Diracs deslocado, de modo a que 
uma amostra coincida com z0. Depois, basta fazer 
 0)( 0 zF   (4.105) 
Aplicando a FFT ao conjunto de amostras, como foi desenvolvido neste trabalho, obtém-se a 
distribuição de corrente. O factor de agrupamento pode ser determinado por transformada 
inversa. O factor de agrupamento assim obtido tem efectivamente um nulo na posição 
pretendida. Isto deve-se às propriedades da transformada de Fourier referente à aplicação do 
teorema da amostragem, em que o factor de agrupamento tem que passar pelos pontos de 
amostragem. 
Não obstante, em geral, o factor de agrupamento original terá a sua estrutura de lóbulos 
secundários alterada. Normalmente, os lóbulos mais afectados são os mais próximos do nulo 
imposto. Uma forma de corrigir o nível dos mesmos é recorrendo à técnica de interpolação 
polinomial, considerando que os pontos de interpolação são as amostras calculadas 
anteriormente. Para corrigir um dado lóbulo secundário, desloca-se a amostra mais próxima 
para a posição do pico do factor de agrupamento gerado e atribui-se o valor desejado para 
esse pico. O factor de agrupamento final e a distribuição de corrente são obtidos como foi 
exposto na técnica de interpolação. 
Comecemos por aplicar esta técnica a um exemplo apresentado por Steyskal [29] que 
corresponde a colocar um nulo em 0=102.71 (u0=sen(90-0)=0,22 segundo Steyskal) num 
agrupamento linear uniforme com 21 elementos e com d=/2. Comparando o resultado 
obtido, sem correcção do nível dos lóbulos secundários, com o do artigo verifica-se que eles 
são semelhantes. Na verdade, como se constatou na secção 1.12, o método desenvolvido por 
Steyskal consiste em subtrair à função original uma função seno cardinal pesada para 
provocar um nulo na posição desejada. Como é do conhecimento da teoria de processamento 
de sinal, quando se aplica o teorema da amostragem, a recuperação da função consiste em 
convoluir o conjunto das amostras com a função seno cardinal. Desta forma, quando se impôs 
a expressão (4.105) foi o mesmo que subtrair uma amostra com o mesmo valor que o da 
função original. Por sua vez, a convolução de uma amostra com o seno cardinal dá o seno 
cardinal na posição da amostra. Daqui retira-se que o que efectivamente acontece na aplicação 
desta técnica é que se subtrai, ao factor de agrupamento original, um seno cardinal 
posicionado no nulo pretendido e de valor tal que o origine. Com a técnica de interpolação 
pode-se corrigir o gráfico a fim de obter os resultados desejados. De facto, o nível máximo do 
factor de agrupamento original é de -13,19 dB, enquanto que após a inserção do nulo passou a 
ser -12,29 dB. Aplicando a técnica desenvolvida, alterando apenas as duas amostras mais 
próximas do nulo, o resultado é o indicado na figura 4.39, onde o nível máximo é agora de 
-13,17 dB. 
Reparemos noutro exemplo, caracterizado por um agrupamento de Tschebyscheff de 30 
elementos, d=/2 e SLL=25 dB. A figura 4.40a) mostra o factor de agrupamento após inserir 
um nulo em =110. Depois da rectificação dos oito picos mais próximos do nulo obtém-se o 
resultado da figura 4.40b), o que permitiu passar do valor máximo do nível dos lóbulos 
secundários de -23,2 dB (figura 4.40a) para -24,9 dB (figura 4.40b). 
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Fig. 4.39 - Geração de um nulo em 0=102.71 num factor de agrupamento seno cardinal: a) factor de 
agrupamento com nulo (a traço contínuo) e factor de agrupamento da função sen(Nu/2)/[Nsen(u/2)]; b) 
distribuição de corrente obtida pela técnica desenvolvida (*) e referente ao seno cardinal (.). 
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Fig. 4.40 - Geração de um nulo em 0=110 num agrupamento de Tschebyscheff: a) só utilizando a expressão 
(4.105); b) alterando o valor das amostras laterais. 
Consideremos agora o problema da geração de vários nulos. A inserção de vários nulos 
usando o mesmo processo já se torna mais difícil, porque normalmente estes não estão em 
posições equiespaçadas de um valor igual ao do obtido pelo teorema da amostragem. Só neste 
caso poder-se-ia impor amostras nulas na direcção das várias interferências. No entanto, viu-  
-se anteriormente que inserir uma amostra nula pela técnica apresentada consiste em somar 
uma função tipo seno cardinal periódica ao factor de agrupamento original, posicionada na 
direcção da interferência e de sinal oposto ao valor deste nessa direcção. Sendo assim, a 
técnica utilizando a amostragem equiespaçada pode ser empregue desde que se altere o factor 
de agrupamento original, somando-o com as amostras dos senos cardinais resultantes da cada 
nulo a inserir. 
As direcções dos nulos a inserir estão nas posições z=z1, z2, …, zK, com zk=cos(k). 
Como em geral não se consegue ter, pela aplicação do teorema da amostragem, amostras nas 
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direcções dos vários nulos, não se pode utilizar a relação (4.105) para cada nulo. Em 
substituição amostra-se a função referente a cada nulo, dada por 
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em que os valores de k são calculados de modo a impor nulos nas direcções pretendidas, 
determinados pelo seguinte sistema de equações: 
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sendo F(zk) o valor do factor de agrupamento original na direcção do nulo. Após somar as 
amostras de cada uma das funções (4.106) ao factor de agrupamento original, a distribuição 
de corrente e o respectivo factor de agrupamento são obtidos pelo método da Relação de 
Fourier. 
A menos do processo de cálculo, esta técnica é semelhante à de Steyskal [29]. Contudo, 
como aqui se lida com amostras, pode-se corrigir o factor de agrupamento gerado, da mesma 
forma como foi feito para a inserção de um nulo, tendo o cuidado de impor uma em cada 
nulo. Contudo, nem sempre os resultados foram satisfatórios. 
Uma forma mais eficiente mostrou ser a utilização dos extremos dos lóbulos secundários 
como pontos de interpolação, como é sugerido em [28] ou [30]. Perde-se, porém, alguma da 
facilidade do processo anterior, porque neste caso há que determinar todos os extremos dos 
lóbulos. Esta técnica consiste, assim, em utilizar a técnica da interpolação, sendo o 
procedimento de inserção de nulos o apresentado na secção 1.12 e com uma só correcção dos 
lóbulos secundários. 
Vejamos a aplicação da técnica desenvolvida a um agrupamento de Tschebyscheff de 41 
elementos, d=0,5, SLL=30 dB, para gerar um nulo de banda larga impondo nulos em 
=102, 103,5, 105 e 106,5. A figura 4.41 mostra o resultado em que apenas se corrigiu os 
lóbulos secundários no lado direito do gráfico. Como se pode constatar, consegue-se 
praticamente recuperar o nível original dos lóbulos secundários. 
Embora os exemplos apresentados tenham incidido em factores agrupamentos tipo lóbulo, 
a técnica desenvolvida pode ser aplicada a qualquer caso. Nesse sentido, consideremos a 
geração de nulos no factor de agrupamento da figura 4.33, inserindo-os em =40, 84, 85, 
86 e 150. Corrigindo os três lóbulos secundários mais elevados, o novo factor de 
agrupamento e a respectiva distribuição de corrente são os da figura 4.42. 
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Fig. 4.41 - Geração de um nulo de banda larga num agrupamento de Tschebyscheff: a) factor de agrupamento 
com nulos em =102, 103,5, 105 e 106,5; b) distribuição de corrente. 
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Fig. 4.42 - Geração de nulos num factor de agrupamento tipo pedestal: a) factor de agrupamento com nulos em 
=40, 84, 85, 86 e 150; b) distribuição de corrente. 
No contexto da geração de nulos de banda larga, Orchard, Elliot e Sten [31] apresentam 
um método que permite gerar factores de agrupamento do tipo cosec() com duas zonas de 
níveis de lóbulos secundários, tendo a mais próxima da zona do feixe principal níveis mais 
baixos. O método é iterativo e apesar de terem surgido outros com o mesmo objectivo, como 
[32], [33], [34], [35] para melhorar as características da corrente e [36] que só utiliza a fase da 
mesma, todos eles continuam a ser iterativos. 
A técnica da interpolação polinomial permite realizar um agrupamento análogo. Nessa 
ordem de ideias, em primeiro lugar obtém-se um factor de agrupamento do tipo cosec(), 
segundo o desenvolvimento da secção 4.4.4, com os níveis dos lóbulos secundários iguais ao 
nível mais elevado dos valores especificados para os mesmos e com o ripple pretendido para a 
zona da co-secante. Como a técnica desenvolvida para sintetizar este tipo de agrupamento lida 
com os extremos da função na zona dos lóbulos secundários, esta encontra-se numa forma 
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apropriada para uma pesagem diferente dos lóbulos. Assim, começa-se por manter a mesma 
posição das amostras desses lóbulos e diminuiu-se o seu valor para o nível pretendido. Caso 
seja necessário, faz-se uma correcção dos lóbulos secundários cujo nível tenha sido alterado 
ou que ainda não tenham o valor desejado, deslocando a amostra para a posição do extremo 
do lóbulo a corrigir e impondo o valor desejado. 
Esta forma de se gerar um nulo de banda larga é diferente da anterior, pois não se impõe, 
no factor de agrupamento, vários zeros próximos para baixar o nível dos lóbulos secundários 
na zona do nulo. O que se faz agora é baixar efectivamente o nível dos lóbulos alterando o 
valor do seu extremo. Por outro lado, consegue-se níveis praticamente iguais nessa zona. 
Como exemplo, consideremos o apresentado em [31] para um agrupamento de 16 
elementos e d=/2. O diagrama de potência é dado por cosec2(-/2)cos(-/2) para 
100140, com os quatro lóbulos mais próximos do feixe principal com um nível de -30 
dB e os restantes com -20 dB. Visto que aqui se lida com o diagrama de tensão, e não o de 
potência, o factor de agrupamento é dado por π/2)cos(π/2)cosec(  θθ ou, na variável z, 
por -(/z)[1-(/z)
2]1/4 para cos(7/9)zcos(5/9). Aplicando a técnica desenvolvida, a 
figura 4.43 mostra o resultado para uma amplitude de ripple de 0,1 dB. Embora o factor de 
agrupamento seja muito semelhante ao determinado em [31], o método aí apresentado tem 
mais algumas potencialidades no controlo do diagrama, principalmente por permitir um maior 
número de extremos na zona da co-secante, o que faz com que, nalguns casos, o diagrama 
esteja mais dentro das especificações do que o sintetizado pela técnica da secção 4.4.4. De 
qualquer forma, chega à mesma solução que em [37] sem ter que recorrer a métodos 
iterativos, ou seja, quando o factor de agrupamento é uma função real. 
Este modo de se gerar nulos de banda larga pode ser aplicado a qualquer tipo de factor de 
agrupamento, isto é, gera-se o nulo de banda larga por diminuição dos lóbulos secundários 
correspondentes à zona do mesmo. 
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Fig. 4.43 - Geração de um nulo de banda larga no factor de agrupamento tipo cosec(): a) factor de 
agrupamento; b) distribuição de corrente. 
Para finalizar este assunto, falta abordar o problema da distância entre elementos. A 
técnica desenvolvida pode ser empregue, sem qualquer alteração, a qualquer agrupamento 
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cuja distância entre elementos seja de d/2. Para distâncias superiores a aplicação da técnica 
depende, uma vez que a janela visível cai fora do intervalo -/dz/d. Se os nulos estiverem 
dentro desse intervalo, a abordagem anterior continua a ser válida. Se algum cair fora desse 
intervalo, poderia parecer que utilizar o dobro desse intervalo para o factor de agrupamento e 
impor os nulos desejados resolveria o problema. No entanto, aplicando a transformada de 
Fourier, a distribuição de corrente passaria a ter o dobro do número de elementos, o que não é 
pretendido. Uma forma de continuar a aplicar a abordagem apresentada é considerar a 
periodicidade do factor de agrupamento e impor os nulos dentro do intervalo indicado acima, 
mas que coincida com os nulos a impor fora do mesmo. Sendo assim, o valor de z0 que 
controla a posição de um nulo, para valores entre elementos de /2<d<, é dado por 
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Para outros valores de d o procedimento é similar, tendo sido empregue o intervalo indicado 
apenas para não inserir na análise lóbulos secundários de amplitude igual ao principal [38]. 
Com a posição do nulo, dada por (4.108), aplica-se a técnica anterior de inserção de nulos. 
Repare-se que agora surgirão dois nulos, um dentro do período do factor de agrupamento e 
outro no segundo período ainda dentro da janela visível. 
Como exemplo, consideremos que se pretende inserir um nulo em 0=150 num 
agrupamento de Tschebyscheff com SLL=30 dB, d=0,8 e N=21 elementos. Este nulo 
corresponde a um em z=-5,44/, estando fora do intervalo de um período do factor de 
agrupamento, que é de -3,93/z3,93/. Utilizando a primeira expressão de (4.108) tem-se 
que z0=2,413/ (=67,42). Aplica-se o que foi exposto e utilizando a distribuição de 
corrente esboça-se o factor de agrupamento num intervalo que englobe a janela visível. A 
figura 4.44 mostra o resultado. 
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Fig. 4.44 - Geração de um nulo em =150 num agrupamento de Tschebyscheff com elementos distanciados de 
4/5 do comprimento de onda: a) factor de agrupamento; b) distribuição de corrente. 
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4.5 - Aproximação Polinomial 
Com a técnica de interpolação polinomial desenvolvida neste trabalho é bastante atraente 
gerar factores de agrupamento que passem por um determinado conjunto de pontos. O número 
de pontos empregues é igual ao número de elementos da fonte, sendo mais geral do que a 
amostragem realizada pelo teorema da amostragem. No entanto, como normalmente o que 
interessa no processo de síntese são certas características do factor de agrupamento, como a 
largura do feixe principal, o nível dos lóbulos secundários, nulos em certas direcções, e como 
nem sempre é possível obter, à partida, as posições dos pontos de amostragem que conduzem 
aos melhores resultados, outra forma de aproximação por um polinómio é através dos 
mínimos quadrados. Esta situação pode ocorrer, por exemplo, quando se define um número de 
amostras superior ao grau do polinómio, não sendo, em geral, provável que este passe por 
todos os pontos. 
Uma situação interessante é quando o polinómio continua a passar por um determinado 
conjunto de pontos, mas a aproximação aos restantes é segundo o mínimo erro quadrático 
médio. Esta abordagem lida com um problema de optimização com solução analítica. 
4.5.1 - Técnica de Aproximação 
A técnica de aproximação polinomial consiste em definir a aproximação de um conjunto 
de pontos por um polinómio, como foi referido anteriormente, e na substituição da devida 
mudança de variável para aplicação em antenas. Para utilizar as facilidades da análise 
matricial, definamos as grandezas de interesse na forma vectorial. 
O polinómio de grau N-1 pode ser definido por 
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em que X=[1, x, x2, …, xN-1] e C=[c0, c1, c2, …,cN-1]
T, com T a representar a transposta. O 
problema consiste em minimizar a diferença, segundo os mínimos quadráticos, entre o 
polinómio P(x) em M pontos, MN, e o valor da função nesses pontos, que se pretende 
aproximar, f(x), ou seja,  
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sendo Xm=  12 ,...,,,1 Nmmm xxx  e ym=f(xm). Por outro lado, o polinómio deve passar por K pontos 
da função f(x), K<N, o que dá 
 YSC   (4.111) 
com S=  TTKTT XXX 00201 ,...,, , Y=[y01, y02, …, y0K]T e y0m=f(x0m). O problema consiste, então, em 
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com * a representar complexo conjugado. A forma de resolver este problema é transformá-lo 
num sem restrições através do método dos multiplicadores de Lagrange. Como as variáveis 
podem ser complexas, a aplicação do método consiste em maximizar a expressão 
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em que =[1, 2, …, K] são os multiplicadores de Lagrange. Depois calcula-se a derivada 
parcial desta expressão em relação a C
*
 (ou C) e iguala-se a zero, dando 
 0 SBAC  (4.114) 
com 
+
 a representar a transposta conjugada e a matriz A e o vector B são definidos por 
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Resolvendo (4.114) em ordem a C retira-se que 
 )(1   SBAC  (4.116) 
Substituindo este resultado em (4.111) e resolvendo em ordem a  obtém-se 
 ))(( 11 YBSASSA    (4.117) 
Finalmente, a solução do problema é 
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Para aplicar a antenas, da mesma forma que se obteve as relações (4.84), tem-se que 
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Com estas mudanças de variável e sendo a solução (4.118) o vector que corresponde aos 
coeficientes do polinómio é também a distribuição de corrente. O factor de agrupamento pode 
ser obtido quer pela primeira expressão de (4.119) quer pelo método da Relação de Fourier. O 
segundo processo é bastante mais rápido devido ao recurso à FFT. 
4.5.2 - Geração de Nulos 
A técnica anterior tem uma aplicação evidente que é a geração de nulos no factor de 
agrupamento. A sua utilização neste contexto tem a vantagem de que para impor os nulos não 
é necessário procurar as amostras mais próximas das posições desses nulos, como acontece 
com a técnica da interpolação polinomial. 
A forma de gerar nulos consiste, em primeiro lugar, em amostrar o factor de agrupamento 
original com um número de pontos igual ou superior ao número de elementos da antena. Por 
facilidade pode-se impor M=N e espaçamento equidistante. É de notar que o polinómio 
gerado não passa por esses pontos, mas estes serão aproximados segundo os mínimos 
quadrados. Define-se, assim, os pontos zn, n=0,1,…,M-1, e o valor da função nesses pontos é 
F(zn). Sendo a posição dos nulos dada por =1, 2, …, K, define-se os valores de z01, z02, 
…, z0K, respectivamente, em que z0n=cos(n).  Nesses pontos tem-se que F(z0n)=0. Após 
aplicar as relações (4.119) a distribuição de corrente é dada pela equação (4.118). O factor de 
agrupamento é obtido como foi referido anteriormente. 
Comprovou-se que a técnica da interpolação polinomial tinha a facilidade de permitir 
rectificar o nível dos lóbulos secundários. Para isso, bastava alterar o valor dos N-K extremos 
do factor de agrupamento, contendo os nulos, para os valores desejados mantendo a mesma 
posição dos pontos. O mesmo acontece com a técnica da aproximação polinomial. Como esta 
técnica contém uma relação de restrições, dado por (4.111), em que o polinómio tem que 
passar por esses pontos, além dos nulos pode-se incluir no vector S todos os pontos por onde 
se pretende que passe o polinómio e cujo seu valor é incluído em Y. Se esses pontos forem os 
N-K extremos do factor de agrupamento que pretendemos que sejam alterados, consegue-se 
bons resultados na síntese do agrupamento. 
Pelo que foi dito, se for pretendido, pode-se realizar um segundo passo no sentido de 
melhorar algumas características do factor de agrupamento sintetizado, como o nível dos 
lóbulos. Este passo é igual ao da técnica da interpolação polinomial. Por conseguinte, define- 
-se os valores de z0(K+1), z0(K+2), …, z1(N-K), como sendo as posições dos pontos por onde se 
pretende que também passe o factor de agrupamento, que são os extremos do mesmo. Nesses 
pontos os valores de F(z0n) são os do factor de agrupamento original. 
Como exemplo consideremos o apresentado na figura 4.40, em que N=41, d=/2, SLL=30 
dB e nulos em =102, 103,5, 105 e 106,5. Para se obter resultados análogos aos 
conseguidos com a técnica de interpolação polinomial, com a técnica de aproximação 
polinomial foi necessário corrigir um maior número de lóbulos secundários. Contudo, com 
um algoritmo de pesquisa de extremos, o trabalho será praticamente o mesmo. A figura 4.45 
mostra o resultado obtido por esta técnica, com correcção dos níveis dos lóbulos secundários. 
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Fig. 4.45 - Geração de um nulo de banda larga num agrupamento de Tschebyscheff utilizando a técnica da  
aproximação polinomial: a) factor de agrupamento; b) distribuição de corrente. 
Viu-se que a geração de nulos pela técnica da aproximação polinomial pode conduzir a 
resultados semelhantes aos da técnica da interpolação polinomial. Não tendo em conta a 
rectificação dos níveis dos lóbulos secundários esta técnica conduz a resultados ligeiramente 
inferiores, mas tem a vantagem de ser mais simples. 
4.6 - Interpolação do Factor de Agrupamento com Agrupamentos  
Contínuos 
Toda a abordagem de interpolação efectuada até aqui tem incidido nos agrupamentos 
discretos. De facto, como o processo de interpolação lida com polinómios, a sua aplicação a 
distribuições discretas de corrente é linear. A amostragem do factor de agrupamento deixa de 
ser realizada apenas em pontos equidistantes, como sucede no teorema da amostragem. 
Para distribuições contínuas de corrente também pode ser interessante fazer com que o 
factor de agrupamento passe por determinados pontos. Mais uma vez pretende-se realizar a 
amostragem não uniforme do factor de agrupamento. 
Para distribuições discretas escolheu-se N pontos do factor de agrupamento dentro de um 
período da função. Para distribuições contínuas é necessário arranjar um processo directo que 
permita fazer passar o factor de agrupamento por um conjunto de pontos, equidistantes ou 
não. Na literatura, esta ideia foi tida por White [39] lidando com os métodos polinomiais 
utilizados em filtros digitais. O método consiste em gerar o factor de agrupamento como o 
produto de um polinómio, P(u), com uma função analítica fixa, G(u), ou seja, F(u)=P(u)G(u). 
P(u) é de ordem N e é obtido por interpolação de Lagrange, de modo a que o factor de 
agrupamento passe por um conjunto de pontos dentro de um dado intervalo. A função G(u) 
deve ser tal que ao multiplicá-la pelo polinómio produz-se uma função realizável como 
diagrama de radiação de uma distribuição de corrente contínua. A função escolhida foi aquela 
cuja distribuição de corrente é um co-seno elevado a um expoente. 
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Seguidamente será desenvolvida uma técnica que permite efectivamente realizar a 
amostragem não uniforme do factor de agrupamento. Com alguns exemplos ver-se-á a 
possibilidade da aplicação da técnica de interpolação na síntese de agrupamentos.  
4.6.1 - Interpolação Não Uniforme 
Para pensarmos numa técnica de interpolação aplicada a agrupamentos contínuos vejamos 
o que acontece com o processo de interpolação referente ao teorema da amostragem, visto que 
o agrupamento deve ser limitado. Tendo em conta esse teorema, a expressão da distribuição 
de corrente é a apresentada em (2.15), sendo 
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Substituindo essa expressão em (2.1) obtém-se o respectivo factor de agrupamento, 
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ou seja, não é mais do que a soma de cada uma das amostras multiplicada por uma função 
seno cardinal deslocada. Reportando-nos à figura 2.5, e como é do conhecimento do 
processamento de sinal, cada amostra está nos zeros de todas as outras funções seno que não a 
própria, ou melhor dizendo, as funções seno cardinal são ortogonais entre si.  
Se as amostras não estiverem em pontos equidistantes, não se pode aplicar a expressão 
(4.121). No entanto, observemos outra interpretação do teorema da amostragem, elucidada 
pela figura 2.5c). O processo de interpolação do teorema da amostragem e apresentado nessa 
figura pode ser visto como cada função de Dirac a convoluir com a função seno cardinal. No 
outro lado da transformada isso corresponde a multiplicar a transformada de cada Dirac 
deslocado, que é uma cissóide, com a transformada do seno cardinal, que é a função pedestal. 
Sendo assim, a distribuição de corrente determinada por (4.120) não é mais do que a soma de 
pedestais, cuja amplitude de cada um deles é a da amostra do factor de agrupamento, 
multiplicados pelas cissóides. 
A ideia do parágrafo anterior pode ser empregue para obter-se a interpolação não uniforme 
do factor de agrupamento com distribuições discretas. A distribuição contínua é uma soma de 
M cissóides, referentes a cada amostra F(zk) posicionada em zk, 
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O factor de agrupamento correspondente a esta distribuição é dado por 
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Geralmente, como no teorema da amostragem, M pode ser infinito. Ao contrário do 
apresentado em (4.120), ak em geral é diferente de F(zk), uma vez que o factor de 
agrupamento em cada posição da amostra deve-se à contribuição de todas as funções seno 
cardinal. 
Comparando as duas expressões definidas, (4.122) e (4.123), com as obtidas pelo teorema 
da amostragem vê-se que elas são respectivamente iguais quando os pontos estão 
equiespaçados. 
Comparando a técnica de interpolação com a interpolação referente ao teorema da 
amostragem, se no caso equidistante as amostras forem nulas nos pontos de amostragem, o 
somatório (4.120) é truncado para a última amostra não nula e o número de termos é igual ao 
número de amostras não nulas. Entretanto, todo o intervalo da variável z fica especificado 
com um número finito de termos do somatório. O mesmo não acontece para a amostragem 
não uniforme. Para este caso, o número de termos não fica limitado ao número de amostras 
não nulas e o intervalo da variável só fica completamente especificado com um número 
infinito de pontos. 
Existe, então, o problema da obtenção das incógnitas ak. Vejamos uma forma de as obter, 
baseada na expressão do factor de agrupamento. 
Para que o factor de agrupamento passe pelo ponto zi com o valor F(zi) impõe-se que 
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de modo que considerando M pontos distintos chega-se a um sistema de M equações. Para o 
determinar, na prática o valor de M deve ser finito. Considerando a seguinte representação: 
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a solução é obtida pela equação 
 FBA 1  (4.126) 
Substituindo os valores de ak em (4.123) calcula-se o factor de agrupamento. A distribuição 
respectiva pode ser determinada por (4.122) ou através do método da Relação de Fourier. 
Como era de esperar, escolhendo pontos equidistantes, o vector A é igual ao das amostras 
multiplicado por L e os resultados são iguais aos obtidos pelo teorema da amostragem. 
4.6.2 - Exemplos de Aplicação da Técnica de Interpolação 
Nos agrupamentos discretos, devido à periodicidade do factor de agrupamento, era fácil 
impor um número finito de amostras não equidistantes para síntese de um dado agrupamento. 
Para um agrupamento contínuo, mesmo o teorema da amostragem tem, teoricamente, um 
número infinito de amostras. No entanto, como se viu na secção anterior, se elas forem nulas 
nos pontos de amostragem tem-se uma série truncada, cujo cálculo pode ser facilmente 
realizado. 
Na amostragem não uniforme constatou-se que, mesmo com amostras nulas nos pontos de 
amostragem, a série que dá a distribuição de corrente ou o factor de agrupamento pode não ser 
truncada para um valor finito. Isto traduz-se, nalguns casos, numa dificuldade da sua 
aplicação na síntese de agrupamentos. Como em termos de cálculo a série deve ser finita, o 
factor de agrupamento será especificado dentro de um certo intervalo, não havendo controlo 
do mesmo fora desse intervalo. No entanto, como o factor de agrupamento tem maior 
importância dentro da janela visível, a especificação das amostras será realizada em torno da 
origem. 
Consideremos que se pretende obter o agrupamento de Taylor através da técnica de 
interpolação, supondo o exemplo apresentado na figura 4.15, com L=2, K=11 e SLL=30 dB. 
Como pontos de interpolação utiliza-se a amostra na origem com amplitude unitária e os 
restantes são os zeros do factor de agrupamento, com os K primeiros zeros determinados pela 
expressão (4.26) e os restantes pontos equidistantes, como no teorema da amostragem. A 
figura 4.46 indica o resultado para M=101. Como se pode comprovar pela figura, a diferença 
de resultados é inferior à conseguida pela técnica da secção 4.3.1.2. Quanto maior for M 
menor é essa diferença. 
Como se constatou pelo exemplo anterior, nalguns casos é suficiente especificar um 
pequeno número de amostras por onde se pretenda que passe o factor de agrupamento e o 
processo de interpolação constrói o resto da função. 
No contexto dos agrupamentos de Taylor, Elliot [40] apresenta um factor de agrupamento 
com lóbulos assimétricos, gerado através de um método iterativo. Consideremos a técnica da 
interpolação para obter esse exemplo, em que n =8, SLL=20 dB, excepto três dos lóbulos mais 
próximos do centro de um lado da função que têm -30 dB. Para o realizar recorre-se, mais 
uma vez, à função definida em (4.26), com SLL=20 dB e K=9 e aplica-se a técnica de 
interpolação com M=32 pontos, definidos pelo teorema da amostragem com este número de 
pontos. Depois determina-se a posição dos extremos dos lóbulos secundários que se pretende 
estarem a -30 dB e desloca-se as três amostras mais próximas para as posições desejadas. A 
figura 4.47 mostra o factor de agrupamento assim calculado. 
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Fig. 4.46 - Aplicação da técnica de interpolação para obter o agrupamento de Taylor: a) factor de agrupamento; 
b) distribuição de corrente. 
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Fig. 4.47 - Obtenção do agrupamento de Taylor com níveis de lóbulos diferentes. 
Como se pode ver pela figura 4.47, os lóbulos secundários não têm os níveis pretendidos, 
incluindo os mais baixos. Uma forma de melhorar os resultados obtidos é fazendo uma 
correcção desses três lóbulos a -30 dB, como foi efectuado nos agrupamentos discretos, 
através do deslocamento da posição das amostras para os seus extremos. Todavia, continua-se 
a verificar que o primeiro lóbulo secundário a -20 dB, do lado direito, é demasiado elevado e 
os restantes decaem bruscamente. Isto pode ser resolvido deslocando todas as amostras do 
lado direito desse lóbulo para a esquerda e as do lado esquerdo, até à origem, para a direita. 
Neste caso o deslocamento foi de 15% da distância entre amostras. A figura 4.48 mostra o 
resultado. Esta forma de gerar um factor de agrupamento assimétrico é mais simples e conduz 
a melhores resultados do que a técnica da secção 4.3.1.5. 
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Fig. 4.48 - Obtenção do agrupamento de Taylor com níveis de lóbulos diferentes após correcção da posição das 
amostras: a) factor de agrupamento; b) respectiva distribuição de corrente. 
Uma situação já analisada nos agrupamentos discretos, e onde a aplicação da técnica de 
interpolação se torna atraente, é a geração de nulos no factor de agrupamento. Quer para nulos 
de banda larga quer para de banda estreita, a aplicação desta técnica, com uma escolha 
conveniente da posição das amostras, pode conduzir a bons resultados. 
Consideremos um outro exemplo, em que se pretende gerar nulos em =30, 112,5 e 130  
no factor de agrupamento da figura 4.3, ou seja, para um factor de agrupamento tipo pedestal 
com L=10. 
A técnica de interpolação pode ser empregue supondo um número elevado de pontos. 
Contudo, como quanto maior for M mais tempo de processamento é necessário, convém que o 
número de pontos utilizados não seja muito elevado. Também se notou que para valores de M 
de algumas centenas, a distribuição de corrente após inserção dos nulos diferia pouco da 
original, mas continha uma pequena oscilação, mais concentrada nos extremos da 
distribuição, dependente do comportamento do factor de agrupamento nas zonas mais 
afastadas da origem. A informação dos nulos estava muito nesta ondulação em torno de um 
valor médio, o que tornava um agrupamento fisicamente mais difícil de ser realizado. Por 
outro lado, para valores de M pequenos o factor de agrupamento decai mais rapidamente. 
Como o que nos interessa é o factor de agrupamento dentro da janela visível, pode-se 
especificar um valor de M que evite a ondulação na distribuição de corrente. 
Para o exemplo em causa, escolhendo M=25 pontos, a figura 4.49 mostra o resultado. 
Tendo a função original um nível máximo de lóbulos secundários de 28,2 dB, bastou corrigir 
um lóbulo para manter esse nível. 
A técnica de interpolação apresentada permite corrigir, caso seja pretendido, os níveis dos 
lóbulos secundários, de modo a terem valores praticamente iguais dentro da janela visível. 
Nesse sentido, determina-se os extremos dos mesmos e impõe-se a posição desejada para as 
amostras. 
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Fig. 4.49 - Geração de nulos num factor de agrupamento tipo pedestal: a) factor de agrupamento original (a 
tracejado) e final (a traço contínuo); b) distribuição de corrente original (a tracejado) e final ( traço contínuo). 
A técnica de interpolação desenvolvida mostrou ter potencialidades acrescidas sobre o 
teorema da amostragem na síntese de agrupamentos. Estas advêm da amostragem não 
uniforme do factor de agrupamento que permite outro tipo de controlo do mesmo. 
Comparando com as distribuições discretas, agora a escolha de todos os pontos pode ser 
mais complicada, uma vez que não é possível especificar todo o domínio da variável, já que é 
infinito. No entanto, com alguns exemplos comprovou-se como a técnica pode ser empregue 
para gerar um factor de agrupamento que apresente algumas características desejadas. 
4.7 - Sumário 
Foram desenvolvidas várias técnicas que utilizam, com vantagem, as potencialidades do 
método da Relação de Fourier. Essas técnicas são gerais, tendo sido apresentados exemplos 
com o objectivo de demonstrar a aplicabilidade das mesmas nalguns casos mais conhecidos 
da síntese de agrupamentos. 
Verificou-se que a aplicação dessas técnicas permitia não só obter alguns agrupamentos 
tradicionais de uma forma mais simples e rápida, mas também chegar a soluções normalmente 
conseguidas apenas pelos processos iterativos. 
A possibilidade de combinação das várias técnicas permite realizar agrupamentos que 
aproximem a solução desejada segundo um dado critério de erro e com algumas 
características. Um exemplo é a geração de factores de agrupamento com equiripple impondo, 
ao mesmo tempo, nulos na função. 
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Conclusões  
5.1 - Introdução 
Pretende-se neste capítulo delinear as contribuições deste trabalho para o avanço da análise 
e síntese de agrupamentos, destacando-se os aspectos de originalidade e relevância dos 
resultados alcançados. 
No final, mostrar-se-ão possibilidades de continuidade da investigação em futuros 
desenvolvimentos, mostrando, nalguns casos, que formas de abordagem podem ser utilizadas. 
5.2 - Resumo 
Numa situação de campo distante, quando cada elemento de uma dada distribuição de 
fontes pode ser obtido por uma translação de uma fonte de referência, o factor de 
agrupamento e a distribuição de fontes relacionam-se pela transformada de Fourier 
tridimensional, afectada de uma constante. Designada por Relação de Fourier, esta teoria abre 
novas possibilidades na análise e síntese de agrupamentos. 
Neste trabalho, a Relação de Fourier foi aplicada a agrupamentos contínuos e discretos 
com elementos equidistantes a uma dimensão espacial. Nesse sentido, foram determinadas 
expressões para análise e síntese desses agrupamentos. Como a ferramenta base é a 
transformada de Fourier, uma parte da teoria do processamento de sinal teve um papel 
importante na compreensão e demonstração de aplicações e resultados, sendo de salientar o 
teorema da amostragem e as propriedades da transformada de Fourier. O método assim 
desenvolvido foi designado por método da Relação de Fourier. 
Após a apresentação do método, que serviu de base a todo a elaboração deste trabalho, 
demonstrou-se como alguns métodos determinísticos tradicionais podem ser considerados 
como casos particulares da Relação de Fourier. Para mais, mesmo com as especificidades 
próprias de cada um deles, comprovou-se que o método da Relação de Fourier, ainda nesses e 
noutros casos, permite simplificar a análise e síntese, tornando mais rápido e eficiente o 
próprio método. 
Foram, também, criados algoritmos, de modo a permitir o uso sistemático da FFT no 
contexto deste trabalho. Com esse intuito, houve a necessidade de resolver o problema da 
determinação do número de pontos a utilizar para a FFT. Baseado nalguns conceitos da teoria 
do processamento de sinal, nomeadamente nos limites do espectro, foi desenvolvida uma 
técnica com esse objectivo, sendo o erro cometido na aproximação o parâmetro de interesse. 
Os exemplos apresentados serviram para validar a unificação e simplificação que existe 
quando se utiliza o método da Relação de Fourier. 
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Algumas técnicas aplicadas no projecto de filtros podem também ser empregues na síntese 
de agrupamentos. Uma delas é a técnica das janelas que foi aqui utilizada para limitação da 
distribuição de fontes. Embora seja vasto o rol de janelas que podem realizar esse objectivo, 
optou-se apenas por aquelas que continham parâmetros de controlo, como foram as janelas de 
Taylor, para distribuições contínuas, e de Tschebyscheff e Kaiser, para distribuições discretas 
de fontes. Com estas conseguiu-se algum controlo do factor de agrupamento final.  
A técnica da multiplicação de funções, apresentada no capítulo dos novos procedimentos 
na síntese de agrupamentos, recorre a algumas características da Relação de Fourier para 
simplificar, ainda mais, a obtenção de alguns dos agrupamentos tradicionais mais usados ou 
só realizados por métodos iterativos. A técnica baseia-se no facto de que qualquer 
multiplicação no factor de agrupamento corresponde a uma convolução na distribuição de 
fontes. Foram enunciadas as vantagens e desvantagens das técnicas aí desenvolvidas face a 
outras com o mesmo objectivo. 
Com a técnica da interpolação polinomial, para distribuições discretas, foi generalizada a 
amostragem do factor de agrupamento, ou seja, ela permite realizar uma amostragem não 
uniforme do mesmo. Com esta técnica, o factor de agrupamento pode passar por qualquer 
conjunto de pontos distintos, quer sejam ou não equidistantes. A forma de determinar o 
conjunto de pontos de interpolação, de modo a realizar os objectivos desejados, foi 
exemplificada através de algumas aplicações no processo de síntese de agrupamentos. 
Quando apenas se pretende que o factor de agrupamento passe por um conjunto limitado 
de pontos e os restantes sejam aproximados pelos mínimos quadrados, a técnica de 
aproximação polinomial mostra-se mais atraente. A utilização de alguns exemplos de síntese 
demonstraram as potencialidades desta técnica. 
Para agrupamentos contínuos, também foi obtida uma técnica que realiza a amostragem 
não uniforme do factor de agrupamento. A geração de nulos no factor de agrupamento é um 
exemplo de aplicação da mesma, podendo ser, no entanto, empregue quando se pretende 
impor valores determinados em pontos concretos do factor de agrupamento. 
5.3 - Conclusões 
Muito do trabalho recentemente desenvolvido na síntese de agrupamentos passa por 
utilizar métodos iterativos para obtenção da solução. Esses métodos, embora consigam dar as 
respostas desejadas dentro de certas condições, podem padecer de uma teoria que desenvolva 
o conhecimento e apresente uma visão mais alargada e simples da realidade. 
O método e técnicas aqui desenvolvidos pretendem ir mais longe porque vão aos 
fundamentos e retiram dos mesmos as suas potencialidades inerentes. 
Para entender melhor as possibilidades do método da Relação de Fourier, vejamos o 
exemplo da síntese de Tschebyscheff. O cálculo das correntes do agrupamento foi motivo de 
vários artigos em revistas da especialidade. Um dos últimos trabalhos publicados, a que o 
autor teve acesso, foi em 1994 [1], que, como se observa, foi há relativamente pouco tempo. 
Através do método da Relação de Fourier não só essa distribuição foi determinada de uma 
forma muito mais simples e rápida do que nos processos anteriores, devido ao recurso da FFT 
e do teorema da amostragem adaptados a este trabalho, como também ela é obtida de uma 
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forma coerente. De facto, se a relação entre o factor de agrupamento e a distribuição de 
corrente é uma transformada de Fourier, afectada de uma constante, será natural aplicar essa 
transformada para realizar o cálculo das correntes. Em qualquer situação do feixe principal, 
dos parâmetros do agrupamento e de mudança de variável, não é necessário outro método de 
cálculo senão este. 
Nos agrupamentos de Taylor não é preciso recorrer ao método de Woodward, ou outro, 
para se determinar a distribuição de corrente. Mais uma vez, basta aplicar o método da 
Relação de Fourier, onde as propriedades da transformada desempenham um papel essencial. 
O que foi dito aplica-se a qualquer agrupamento contínuo ou discreto, dentro das condições 
do teorema da pequena translação referente à Relação de Fourier. Sempre que se dispõe do 
factor de agrupamento, em qualquer das suas formas, a distribuição de fontes é determinada 
pelo método da Relação de Fourier. O mesmo sucede com a análise, em que se dispondo da 
distribuição de fontes a aplicação da transformada inversa fornece o factor de agrupamento. 
Com isto deixa de ser necessário qualquer outro método para realizar a análise e síntese, 
desde que as condições do problema sejam as da Relação de Fourier. 
Dois métodos que continuam a serem referidos por muitos autores para o problema da 
síntese de agrupamentos são o método de Fourier e o método de Woodward. Ficou 
demonstrado que eles são apenas casos particulares da Relação de Fourier. O primeiro 
consiste na síntese de um agrupamento de modo a que a aproximação seja a dos mínimos 
quadrados. Obviamente trata-se da aplicação directa da Relação de Fourier ao factor de 
agrupamento, sendo a distribuição de fontes truncada pela janela rectangular. O segundo 
emprega o teorema da amostragem para truncar a distribuição de fontes. Os resultados são 
diferentes devido ao fenómeno de aliasing inerente no segundo caso. Além destas duas 
formas a serem utilizadas no problema de síntese, a limitação da distribuição de fontes através 
de uma janela, além da rectangular, permitiu fornecer bons resultados com as janelas 
apresentadas neste trabalho.  
Nem sempre é possível o recurso a fórmulas exactas para definir o factor de agrupamento 
ou a distribuição de corrente. Mesmo que se disponha de uma função bem conhecida, o 
cálculo exacto da transformada de Fourier pode não ser fácil. O recurso à FFT para realizar o 
cálculo computacional demonstrou ser eficiente em qualquer problema onde se pode aplicar a 
Relação de Fourier. Neste caso, é importante o controlo do erro produzido para que os 
resultados sejam efectivamente uma aproximação aos valores exactos. O erro de truncamento 
de uma função é controlado considerando o ponto a partir do qual se pretende desprezar a 
função. O erro devido ao efeito de aliasing é controlado pela técnica desenvolvida baseada 
nos limites do espectro. A determinação do erro quadrático médio para uma série de 
problemas concretos provou que o parâmetro de controlo, utilizado nesta técnica, é um bom 
indicador do erro cometido. O número de pontos da FFT pode, assim, ser calculado com base 
no erro permitido para a aproximação. 
Agrupamentos como o de Taylor simétrico e assimétrico, Villeneuve simétrico e 
assimétrico, de Bayliss e de Zolotarev, podem ser obtidos de uma forma bem mais simples 
quando se recorre às características da Relação de Fourier. A aplicação da técnica da 
multiplicação de funções não pretendeu ser exaustiva, tendo apenas como objectivo ver em 
que medida o recurso ao método da Relação de Fourier pode abrir novas perspectivas no 
problema da síntese de agrupamentos. 
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Pela técnica da interpolação polinomial concluiu-se que as mudanças de variável utilizadas 
em agrupamentos como o de Tschebyscheff e Zolotarev são casos particulares aplicáveis a 
funções simétricas em relação à origem. Uma mudança de variável mais geral permitiu lidar 
com qualquer tipo de função. 
A generalização do processo de amostragem é um passo indispensável para o problema da 
síntese. Com efeito, com ele pode-se fazer com que o factor de agrupamento passe em 
qualquer ponto desejado. Anteriormente, com o teorema da amostragem só se podia impor 
pontos equidistantes, embora com qualquer valor da função. Pelo método da colocação das 
raízes no círculo unitário de Schelkunoff pode-se ter qualquer posição, mas só se pode impor 
valores nulos para a função. A técnica da interpolação polinomial desenvolvida neste trabalho 
veio colmatar esta lacuna, permitindo colocar um ponto do factor de agrupamento em 
qualquer posição e com qualquer valor. Com esta técnica, o número de pontos que se pode 
controlar é igual ao número de elementos da distribuição de fontes. 
Uma das aplicações onde a técnica de interpolação pode ser eficaz é na obtenção de 
factores de agrupamento com equiripple. Para isso foi determinada uma forma de colocação 
dos pontos, baseada nos zeros e máximos dos polinómios de Tschebyscheff, para controlo do 
nível dos lóbulos secundários e do ripple da zona do feixe. Outra aplicação da técnica de 
interpolação é na geração de nulos no factor de agrupamento. A vantagem desta técnica face a 
outras consiste na sua simplicidade e no facto de se poder corrigir níveis ou valores da função 
que tenham sido alterados após a inserção dos nulos. 
5.4 - Trabalhos Futuros 
Em todo o decorrer deste trabalho, lidou-se com um dimensão espacial, optando-se por 
escolher o eixo dos ZZ por simplicidade e coerência com o ângulo . Pela Relação de Fourier 
retira-se que apenas com uma distribuição tridimensional de fontes se pode controlar o factor 
de agrupamento em cada direcção do espaço [2]. Um dos futuros trabalhos de continuação 
deste é a generalização do método desenvolvido às três dimensões espaciais. A teoria de base 
é a mesma, mas a elaboração de algumas das técnicas apresentadas exige um cuidado 
acrescido. Por exemplo, os agrupamentos circulares requerem uma definição da transformada 
de Fourier a duas dimensões, podendo-se, porém, trabalhar a uma dimensão com auxílio da 
transformada de Hankel. 
Os métodos de síntese de diagramas de potência, utilizados por alguns autores, têm alguma 
vantagem face aos métodos de síntese de tensão, pelo facto destes últimos, normalmente, não 
utilizarem a fase do factor de agrupamento. Apesar de não ser uma limitação dos diagramas 
de tensão, existe uma dificuldade em encontrar uma técnica capaz de usar a informação de 
fase, de forma eficiente e fundamentada, o que ainda não se conseguiu a não ser por métodos 
iterativos [3]. O método da Relação de Fourier pode mostrar-se importante para esse estudo. 
Na realidade, alguns autores verificaram que a utilização de factores de agrupamento sem a 
informação de fase origina, para o mesmo módulo da função, zeros no plano complexo que 
podem ser iguais [4]. Daqui a limitação do uso apenas do módulo do factor de agrupamento. 
Uma sugestão de abordagem do problema poderá ser a obtenção da relação que existe entre o 
processo de interpolação, desenvolvido neste trabalho, e a representação das raízes do factor 
de agrupamento no plano complexo. Já é do conhecimento que as posições dos zeros do factor 
de agrupamento correspondem a raízes no círculo de Schelkunoff, ou seja, pontos bem 
determinados para aplicação da interpolação polinomial. Também foi demonstrado em [5] que 
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supondo n=arccos{ln[rn/(jd)]}, sendo rn a raiz n do factor de agrupamento, a parte real de n 
indica a posição de um nulo no diagrama de potência e a parte imaginária representa se esse 
nulo é efectivamente um zero ou se é um extremo inferior do ripple na zona do feixe do 
diagrama. Passando para a variável de interesse deste trabalho, tem-se que zn=ln[rn/(jd)]. 
Deste modo, a posição dos extremos inferiores do ripple na zona do feixe do factor de 
agrupamento é dada pela parte real de zn e o valor da função nesse ponto depende da parte 
imaginária de zn. No entanto, falta arranjar uma forma eficiente de se obter os valores de zn 
que permitam sintetizar um agrupamento com as características desejadas, sem que se tenha 
de enveredar por técnicas iterativas. Esta abordagem ficará, igualmente, para futuros 
desenvolvimentos. 
O método desenvolvido não pode ser aplicado directamente em situações fora das 
condições da Relação de Fourier. Por exemplo, para aplicar esta teoria a um agrupamento 
discreto as fontes devem ser paralelas, pois só assim cada elemento é obtido por translação de 
uma fonte de referência. Contudo, este problema pode ser transformado num outro, em que 
cada fonte é decomposta nas três direcções espaciais [6]. A Relação de Fourier é, nesse caso, 
utilizada para cada um das direcções e o resultado será a soma vectorial dos três campos 
obtidos. Esta ideia pode ser a base do estudo de agrupamentos não paralelos, como são as 
antenas curvas. 
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Apêndices 
Apêndice A - Algoritmos das funções fftcont e fftdisc 
 
function [Uz,z]=fftcont(uBz,TF,tau,sigma) 
% Calcula a FFT de uma função contínua. 
 
P=length(uBz); 
 
if round(P/2)==P/2 
   Bz=-P*TF/2:TF:(P-2)*TF/2; 
   z=-pi/TF+sigma*2*pi/(P*TF):2*pi/(P*TF):(P-2)*pi/(P*TF)+sigma*2*pi/(P*TF); 
   uBz=uBz.*exp(-j*Bz*sigma*2*pi/(P*TF)); 
   uBz=fftshift(uBz); 
else 
   Bz=-(P-1)*TF/2:TF:(P-1)*TF/2; 
   z=-(P-1)*pi/(P*TF)+sigma*2*pi/(P*TF):2*pi/(P*TF):(P-1)*pi/(P*TF)+sigma*2*pi/(P*TF); 
   uBz=uBz.*exp(-j*Bz*sigma*2*pi/(P*TF)); 
   uBz=[uBz((P-1)/2+1:P) uBz(1:(P-1)/2)]; 
end 
 
Uz=fftshift(fft(uBz)).*exp(-j*tau*TF*z)*TF; 
--------------------//---------------------- 
 
function [Uz,z]=fftdisc(uBz,d,tau,sigma) 
% Calcula a FFT de uma função discreta. 
 
P=length(uBz); 
 
if round(P/2)==P/2 
   Bz=-pi/d:2*pi/(P*d):(P-2)*pi/(P*d); 
   z=-P*d/2+sigma*d:d:(P-2)*d/2+sigma*d; 
   uBz=uBz.*exp(-j*Bz*sigma*d); 
   uBz=fftshift(uBz); 
else 
   Bz=-(P-1)*pi/(P*d):2*pi/(P*d):(P-1)*pi/(P*d); 
   z=-(P-1)*d/2+sigma*d:d:(P-1)*d/2+sigma*d; 
   uBz=uBz.*exp(-j*Bz*sigma*d); 
   uBz=[uBz((P-1)/2+1:P) uBz(1:(P-1)/2)]; 
end 
 
Uz=fftshift(fft(uBz)).*exp(-j*tau*z*2*pi/(P*d))*2*pi/P; 
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Apêndice B - Algoritmos das funções ifftcont e ifftdisc 
function [uBz,Bz]=ifftcont(Uz,Tc,sigma) 
% Calcula a FFT inversa de uma função contínua. 
 
P=length(Uz); 
 
if round(P/2)==P/2 
   Bz=-pi/Tc:2*pi/(P*Tc):(P-2)*pi/(P*Tc);  
   Uz=fftshift(Uz); 
else 
   Bz=-(P-1)*pi/(P*Tc):2*pi/(P*Tc):(P-1)*pi/(P*Tc);  
   Uz=[Uz((P-1)/2+1:P) Uz(1:(P-1)/2)]; 
end 
 
uBz=fftshift(ifft(Uz)).*exp(j*Bz*sigma*Tc)*Tc*P/(2*pi); 
--------------------//---------------------- 
function [uBz,Bz]=ifftdisc(Uz,d,sigma,flag) 
% Calcula a FFT inversa de uma função discreta. 
 
P=length(Uz); 
 
if round(P/2)==P/2 
   Bz=-pi/d:2*pi/(P*d):(P-2)*pi/(P*d);  
   Uz=fftshift(Uz); 
else 
   Bz=-(P-1)*pi/(P*d):2*pi/(P*d):(P-1)*pi/(P*d);  
   Uz=[Uz((P-1)/2+1:P) Uz(1:(P-1)/2)]; 
end 
uBz=fftshift(ifft(Uz)).*exp(j*Bz*sigma*d)*P/(2*pi); 
 
f=strcmp(flag,'s')|strcmp(flag,'S'); 
if f==1 
   I=round(d); 
   if (2*I-1)*.5==d 
      I=I-1; 
   end 
   uBz0=uBz; 
   if round(P/2)==P/2 
      Bz=-pi*(2*I+1)/d:2*pi/(P*d):pi*(2*I+1)/d-2*pi/(P*d); 
   else 
      Bz=-(pi*(2*I+1)/d-pi/(P*d)):2*pi/(P*d):(pi*(2*I+1)/d-pi/(P*d)); 
   end 
   for i=1:I 
      uBz=[uBz0*exp(-j*2*pi*i*sigma) uBz uBz0*exp(j*2*pi*i*sigma)]; 
   end 
end 
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Apêndice C1 - Algoritmo para Síntese de um Agrupamento 
Contínuo 
 
% entrado de dados 
P=1024; 
TF=.1; 
tau=0; 
 
% amostras do factor de agrupamento e FFT 
if round(P/2)==P/2 
   Bz=-P*TF/2:TF:(P-2)*TF/2; 
else 
   Bz=-(P-1)*TF/2:TF:(P-1)*TF/2; 
end 
 
beta=2*pi; 
B0=beta*cos(4*pi/9); 
Nel=fix(B0/TF); 
Bz1=-Nel*TF:TF:-TF; 
Bz2=0:TF:Nel*TF; 
FBz=[cos(Bz2*pi/(2*B0)) zeros(1,P-(2*Nel+1)) cos(Bz1*pi/(2*B0))]; 
FBz=fftshift(FBz); 
 
[Uz,z]=fftcont(FBz,TF,tau,0); 
cz=Uz/(2*pi); 
 
% fórmula directa 
czd=(1/(2*pi))*(B0*pi*cos(B0*z)./(pi^2/4-B0^2*z.^2));  
 
% factor de agrupamento 
subplot(1,1,1), plot(Bz,FBz) 
axis([-beta beta 0 1]) 
pause 
 
% distribuição de corrente 
subplot(2,1,1), plot(z,20*log10(abs(cz)),z,20*log10(abs(czd)),':') 
axis([-40 40 -80 0]) 
grid 
subplot(2,1,2), plot(z,abs(cz),z,abs(czd),':') 
axis([-40 40 0 max(abs(cz))*1.1]) 
grid 
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Apêndice C2 - Algoritmo para a Síntese de Taylor 
 
 
% entrada de dados 
L=2; 
nb=8; 
SLL=25; 
P=1024; 
tau=1e-8; 
 
S=L; 
TF=2*pi/S; 
 
% amostras do factor de agrupamento e FFT 
if round(P/2)==P/2 
   Bz=-P*TF/2:TF:(P-2)*TF/2; 
else 
   Bz=-(P-1)*TF/2:TF:(P-1)*TF/2; 
end  
 
A=(1/pi)*acosh(10^(SLL/20)); 
m=1:nb-1; 
um=nb*sqrt(A^2+(m-.5).^2)/sqrt(A^2+(nb-.5)^2); 
Bzm=(2*pi/L)*um; 
 
FBzA=sin(L*(Bz+tau*TF)/2)./(L*(Bz+tau*TF)/2); 
FBzB=ones(1,length(Bz)); 
FBzC=ones(1,length(Bz)); 
for m=1:nb-1 
   FBzB=FBzB.*(1-((Bz+tau*TF).^2)/(Bzm(m))^2); 
   FBzC=FBzC.*(1-((Bz+tau*TF).^2)/(m*2*pi/L)^2); 
end 
FBz=FBzA.*FBzB./FBzC; 
 
[Uz,z]=fftcont(FBz,TF,tau,0); 
cz=Uz/(2*pi); 
 
% cálculo pela fórmula 
for m=1:nb-1 
   FBzT(m)=1; 
   for n=1:nb-1 
      FBzT(m)=FBzT(m)*(1-m^2/um(n)^2); 
   end 
   FBzT(m)=FBzT(m)*(gamma(nb)^2/(gamma(nb+m)*gamma(nb-m))); 
end 
czT=1; 
for m=1:nb-1 
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   czT=czT+2*FBzT(m)*cos(2*pi*m*z/L); 
end 
czT=czT/L; 
 
% factor de agrupamento 
Bz=-10*2*pi/L:1/100:10*2*pi/L; 
FBzA=sin(L*Bz/2)./(L*Bz/2); 
FBzB=ones(1,length(Bz)); 
FBzC=ones(1,length(Bz)); 
for m=1:nb-1 
   FBzB=FBzB.*(1-(Bz.^2)/(Bzm(m))^2); 
   FBzC=FBzC.*(1-(Bz.^2)/(m*2*pi/L)^2); 
end 
FBz=FBzA.*FBzB./FBzC; 
subplot(1,1,1), plot(Bz,20*log10(abs(FBz))) 
axis([-10*2*pi/L 10*2*pi/L -50 0]) 
grid 
pause 
 
%distribuição de corrente 
subplot(2,1,1), plot(z,abs(cz),z,abs(czT),':') 
xlabel('z') 
ylabel('|c(z)|') 
grid on 
subplot(2,1,2), plot(z,angle(cz),z,angle(czT),':') 
xlabel('z') 
ylabel('arg[c(z)]') 
grid on 
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Apêndice C3 - Algoritmo para a Síntese de Bayliss 
 
 
% entrada de dados 
L=2; 
nb=10; 
A=1.6413; %SLL=30; 
aux=zeros(1,nb-1); 
aux(1)=2.0708^2; 
aux(2)=2.6275^2; 
aux(3)=3.4314^2; 
aux(4)=4.3276^2; 
aux(5)=A^2+5^2; 
aux(6)=A^2+6^2; 
aux(7)=A^2+7^2; 
aux(8)=A^2+8^2; 
aux(9)=A^2+9^2; 
P=1024; 
tau=1/2+1e-8; 
 
S=L; 
TF=2*pi/S; 
 
% amostras do factor de agrupamento e FFT 
if round(P/2)==P/2 
   Bz=-P*TF/2:TF:(P-2)*TF/2; 
else 
   Bz=-(P-1)*TF/2:TF:(P-1)*TF/2; 
end  
 
um=zeros(1,nb-1); 
for m=1:nb-1 
   um(m)=(nb+.5)*sqrt(aux(m))/sqrt(A^2+nb^2); 
end 
Bzm=(2*pi/L)*um; 
 
FBzA=(L/2)*(Bz+tau*TF).*cos(L*(Bz+tau*TF)/2); 
FBzB=ones(1,length(Bz)); 
FBzC=ones(1,length(Bz)); 
for m=1:nb-1 
   FBzB=FBzB.*(1-((Bz+tau*TF).^2)/(Bzm(m))^2); 
end 
for m=0:nb-1; 
   FBzC=FBzC.*(1-((Bz+tau*TF).^2)/(2*pi*(m+1/2)/L)^2); 
end 
FBz=FBzA.*FBzB./FBzC; 
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[Uz,z]=fftcont(FBz,TF,tau,0); 
cz=Uz/(2*pi); 
 
% cálculo pela fórmula 
FBzT=ones(1,nb); 
FBzTA=ones(1,nb); 
FBzTB=ones(1,nb); 
for m=0:nb-1 
   for n=1:nb-1 
      FBzTA(m+1)=FBzTA(m+1)*(1-(m+.5)^2/um(n)^2); 
   end 
   for n=0:nb-1 
      if n~=m 
         FBzTB(m+1)=FBzTB(m+1)*(1-(m+.5).^2/(n+.5)^2); 
      end 
   end 
   FBzT(m+1)=(pi^2*(-1)^m*(m+.5)^2/2)*FBzTA(m+1)/FBzTB(m+1); 
end 
czB=0; 
for m=0:nb-1 
   czB=czB+(2/(j*L))*FBzT(m+1)*sin(2*pi*(m+.5)*z/L); 
end 
 
% factor de agrupamento 
Bz=-10*2*pi/L:1/100:10*2*pi/L; 
FBzA=(L/2)*Bz.*cos(L*Bz/2); 
FBzB=ones(1,length(Bz)); 
FBzC=ones(1,length(Bz)); 
for m=1:nb-1 
   FBzB=FBzB.*(1-(Bz.^2)/(Bzm(m))^2); 
end 
for m=0:nb-1; 
   FBzC=FBzC.*(1-(Bz.^2)/(2*pi*(m+1/2)/L)^2); 
end 
FBz=FBzA.*FBzB./FBzC; 
subplot(1,1,1), plot(Bz,20*log10(abs(FBz)/max(abs(FBz)))) 
axis([-10*2*pi/L 10*2*pi/L -50 0]) 
grid on 
pause 
 
% distribuição de corrente 
subplot(2,1,1), plot(z,abs(cz),z,abs(czB),':') 
xlabel('z') 
ylabel('|c(z)|') 
axis([-L/2 L/2 0 2]) 
subplot(2,1,2), plot(z,angle(cz),z,angle(czB),':') 
xlabel('z') 
ylabel('arg[c(z)]') 
axis([-L/2 L/2 -pi pi]) 
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Apêndice C4 - Algoritmo para Síntese de um Agrupamento 
Discreto 
 
% entrada de dados 
P=1024; 
d=.6; 
tau=0; 
sigma=.5; 
 
% amostras do factor de agrupamento e FFT 
beta=2*pi; 
Nel1=ceil(P*d*cos(4*pi/9)); 
Nel2=fix(P*d*cos(pi/3)); 
if round(P/2)==P/2 
   Bz=-pi/d:2*pi/(P*d):(P-2)*pi/(P*d); 
   FBz=[zeros(1,P/2+Nel1) ones(1,Nel2-Nel1+1) zeros(1,(P-2)/2-Nel2)]; 
else 
   Bz=-(P-1)*pi/(P*d):2*pi/(P*d):(P-1)*pi/(P*d); 
   FBz=[zeros(1,(P-1)/2+Nel1) ones(1,Nel2-Nel1+1) zeros(1,(P-1)/2-Nel2)]; 
end 
 
[Uz,z]=fftdisc(FBz,d,tau,sigma); 
cz=Uz/(2*pi); 
 
%fórmula directa 
czd=0; 
if round(P/2)==P/2 
   n=-P/2:(P-2)/2; 
else 
   n=-(P-1)/2:(P-1)/2; 
end 
czd(n+P/2+1)=(1/pi)*exp(-j*(n+sigma)*d*(beta*cos(pi/3)+beta*cos(4*pi/9))/2).* 
(sin((beta*cos(pi/3)-beta*cos(4*pi/9))*(n+sigma)*d/2)./(n+sigma)); 
 
% distribuição de corrente 
subplot(2,1,1), stem(z,abs(cz),'.') 
axis([-10 10 0 .2]) 
xlabel('z') 
ylabel('|c(z)|') 
grid on 
subplot(2,1,2), stem(z,angle(cz),'.') 
axis([-10 10 -pi pi]) 
xlabel('z') 
ylabel('arg[c(z)]') 
grid on 
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Apêndice C5 - Algoritmo para a Síntese de Tschebyscheff com 
x=x0cos(Bz*d/2) 
 
% entrada de dados 
N=9; 
SLL=30; 
P=16; 
d=.561; 
tau=0; 
if round(N/2)==N/2 
   sigma=1/2; 
else 
   sigma=0; 
end 
 
% amostras do factor de agrupamento e FFT 
if round(P/2)==P/2 
   Bz=-pi/d:2*pi/(P*d):(P-2)*pi/(P*d); 
else 
   Bz=-(P-1)*pi/(P*d):2*pi/(P*d):(P-1)*pi/(P*d); 
end 
 
beta=2*pi; 
Bzd=beta*cos(pi/3); 
x0=cosh(acosh(10^(SLL/20))/(N-1)); 
FBz=cos((N-1)*acos(x0*cos((Bz+tau*2*pi/(P*d)-Bzd)*d/2))); 
 
[Uz,z]=fftdisc(FBz,d,tau,sigma); 
cz=Uz/(2*pi); 
 
% factor de agrupamento 
Bz=-beta:pi/200:beta; 
FBz=cos((N-1)*acos(x0*cos((Bz-Bzd)*d/2))); 
subplot(1,1,1), plot(Bz,20*log10(abs(FBz))) 
axis([-beta beta -40 40]) 
pause 
 
% distribuição de corrente 
subplot(2,1,1), stem(z,abs(cz),'.') 
xlabel('z') 
ylabel('|c(z)|') 
axis([-P*d/2 P*d/2 0 max(abs(cz))]) 
subplot(2,1,2), stem(z,angle(cz),'.') 
xlabel('z') 
ylabel('arg[c(z)]') 
axis([-P*d/2 P*d/2 -pi pi]) 
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Apêndice C6 - Algoritmo para a Síntese de Tschebyscheff com 
x=wcos(Bz*d)+h 
 
% entrada de dados 
N=7; 
SLL=20; 
P=16; 
d=1/24; 
tau=0; 
sigma=0; 
 
% aplicação da FFT 
if round(P/2)==P/2 
   Bz=-pi/d:2*pi/(P*d):(P-2)*pi/(P*d); 
else 
   Bz=-(P-1)*pi/(P*d):2*pi/(P*d):(P-1)*pi/(P*d); 
end 
 
beta=2*pi; 
x0=cosh(2*acosh(10^(SLL/20))/(N-1)); 
w=(1+x0)/(1-cos(beta*d)); 
h=-(1+x0*cos(beta*d))/(1-cos(beta*d)); 
FBz=cos(((N-1)/2)*acos(w*cos((Bz+tau*2*pi/(P*d))*d)+h)); 
 
[Uz,z]=fftdisc(FBz,d,tau,sigma); 
cz=Uz/(2*pi); 
 
% factor de agrupamento 
Bz=-pi/d:pi/200:pi/d; 
fBz=cos(((N-1)/2)*acos(w*cos(Bz*d)+h)); 
subplot(1,1,1), plot(Bz,20*log10(abs(fBz))) 
axis([-beta beta -40 40]) 
grid on 
pause 
 
% distribuição de corrente 
subplot(2,1,1), stem(z,abs(cz),'.') 
xlabel('z') 
ylabel('|c(z)|') 
axis([-P*d/2 P*d/2 0 max(abs(cz))]) 
grid on 
subplot(2,1,2), stem(z,angle(cz),'.') 
xlabel('z') 
ylabel('arg[c(z)]') 
axis([-P*d/2 P*d/2 -pi pi]) 
grid on 
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Apêndice C7 - Algoritmo para a Síntese de Gegenbauer  
 
 
% entrada de dados 
N=11; 
SLL=25; 
P=11; 
d=.6; 
tau=0; 
if round(N/2)==N/2 
   sigma=1/2; 
else 
   sigma=0; 
end 
 
% amostras dos factores de agrupamento e FFT 
if round(P/2)==P/2 
   Bz=-pi/d:2*pi/(P*d):(P-2)*pi/(P*d); 
else 
   Bz=-(P-1)*pi/(P*d):2*pi/(P*d):(P-1)*pi/(P*d); 
end 
 
x01=cosh(acosh(10^(SLL/20))/(N-1)); 
t1=.5; 
x02=1.056; 
t2=1; 
x03=1.045; 
beta=2*pi; 
x=x01*cos((Bz+tau*2*pi/(P*d))*d/2); 
FBz1=cos((N-1)*acos(x)); 
FBz1=FBz1/cos((N-1)*acos(x01)); 
 
x=x02*cos((Bz+tau*2*pi/(P*d))*d/2); 
FBz2=0; 
FBz2max=0; 
for m=0:fix((N-1)/2) 
   FBz2=FBz2+((-1)^m)*gamma(N-1+t1-m)*((2*x).^(N-1-2*m))/  
(gamma(t1)*gamma(m+1)*gamma(N-1-2*m+1)); 
   FBz2max=FBz2max+((-1)^m)*gamma(N-1+t1-m)*((2*x02).^(N-1-2*m))/  
(gamma(t1)*gamma(m+1)*gamma(N-1-2*m+1)); 
end 
FBz2=FBz2/FBz2max; 
 
x=x03*cos((Bz+tau*2*pi/(P*d))*d/2); 
FBz3=0; 
FBz3max=0; 
for m=0:fix((N-1)/2) 
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   FBz3=FBz3+((-1)^m)*gamma(N-1+t2-m)*((2*x).^(N-1-2*m))/ 
(gamma(t2)*gamma(m+1)*gamma(N-1-2*m+1)); 
   FBz3max=FBz3max+((-1)^m)*gamma(N-1+t2-m)*((2*x03).^(N-1-2*m))/ 
(gamma(t2)*gamma(m+1)*gamma(N-1-2*m+1)); 
end 
FBz3=FBz3/FBz3max; 
 
[Uz,z]=fftdisc(FBz1,d,tau,sigma); 
cz1=Uz/(2*pi); 
[Uz,z]=fftdisc(FBz2,d,tau,sigma); 
cz2=Uz/(2*pi); 
[Uz,z]=fftdisc(FBz3,d,tau,sigma); 
cz3=Uz/(2*pi); 
 
% factor de agrupamento 
Bz=-beta:pi/200:beta; 
 
x=x01*cos(Bz*d/2); 
FBz1=cos((N-1)*acos(x01*cos(Bz*d/2))); 
FBz1=FBz1/cos((N-1)*acos(x01)); 
 
x=x02*cos(Bz*d/2); 
FBz2=0; 
FBz2max=0; 
for m=0:fix((N-1)/2) 
   FBz2=FBz2+((-1)^m)*gamma(N-1+t1-m)*((2*x).^(N-1-2*m))/ 
(gamma(t1)*gamma(m+1)*gamma(N-1-2*m+1)); 
   FBz2max=FBz2max+((-1)^m)*gamma(N-1+t1-m)*((2*x02).^(N-1-2*m))/ 
(gamma(t1)*gamma(m+1)*gamma(N-1-2*m+1)); 
end 
FBz2=FBz2/FBz2max; 
 
x=x03*cos(Bz*d/2); 
FBz3=0; 
FBz3max=0; 
for m=0:fix((N-1)/2) 
   FBz3=FBz3+((-1)^m)*gamma(N-1+t2-m)*((2*x).^(N-1-2*m))/ 
(gamma(t2)*gamma(m+1)*gamma(N-1-2*m+1)); 
   FBz3max=FBz3max+((-1)^m)*gamma(N-1+t2-m)*((2*x03).^(N-1-2*m))/ 
(gamma(t2)*gamma(m+1)*gamma(N-1-2*m+1)); 
end 
FBz3=FBz3/FBz3max; 
 
% factor de agrupamento 
subplot(1,1,1), 
plot(Bz,20*log10(abs(FBz1)),Bz,20*log10(abs(FBz2)),':',Bz,20*log10(abs(FBz3)),'--') 
axis([-beta beta -40 0]) 
grid on 
pause 
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% distribuição de corrente 
subplot(2,1,1), stem(z,abs(cz1)) 
xlabel('z') 
ylabel('|c(z)|') 
axis([-4 4 0 max(abs(cz1))*1.1]) 
grid on 
hold on 
subplot(2,1,1), stem(z,abs(cz2),'*') 
hold on 
subplot(2,1,1), stem(z,abs(cz3),'s') 
hold off 
 
subplot(2,1,2), stem(z,abs(cz1)) 
xlabel('z') 
ylabel('arg[c(z)]') 
axis([-4 4 -pi pi]) 
grid on 
hold on 
subplot(2,1,2), stem(z,abs(cz2),'*') 
hold on 
subplot(2,1,2), stem(z,abs(cz3),'s') 
hold off 
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Apêndice C8 - Algoritmo para a Síntese de Zolotarev  
 
global SLL 
global n 
 
% entrada de dados 
N=20; 
SLL=30; 
P=N; 
d=.5; 
sigma=1/2; 
 
% amsotras do factor de agrupamento e FFT 
if round(P/2)==P/2 
   Bz=-pi/d:2*pi/(P*d):(P-2)*pi/(P*d); 
else 
   Bz=-(P-1)*pi/(P*d):2*pi/(P*d):(P-1)*pi/(P*d); 
end 
 
beta=2*pi; 
x0=1; %ou 
%x0=1/sin(beta*d/2); 
n=N/2-1; 
 
k=fzero('x2zolot',.99999); 
x=x0*sin(Bz*d/2); 
x(fix(P/2)+1)=0; 
 
K=ellipke(k^2); 
kl=sqrt(1-k^2); 
Kl=ellipke(kl^2); 
q=exp(-pi*Kl/K); 
ql=exp(-pi*K/Kl); 
M=-K/(2*n+1); 
x3=ellipj(-M,k^2); 
[sn,cn,dn]=ellipj(M,k^2); 
x1=kl*x3/dn; 
 
I=find((x(:)>=0)&(x(:)<=x1)); 
xI=x(I); 
t=xI*cn./(sqrt(1-xI.^2)*kl*sn); 
phi=ellipticf(t,(kl*ones(1,length(xI))).^2); 
aux=zeros(1,length(xI)); 
r=1; 
term=1; 
while max(abs(term))>1e-10 
   term=((-1)^r*q^(2*r)/(r*(1-q^(2*r))))*sin(r*pi*M/K)*sinh(r*pi*phi/K); 
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   aux=aux+term; 
   r=r+1; 
end 
hMphik=pi/2-atan(tan(pi*M/(2*K))*tanh(pi*phi/(2*K)))+2*aux; 
FBzA=cos((2*n+1)*hMphik); 
 
I=find((x(:)>x1)&(x(:)<=x3)); 
xII=x(I); 
p=(1/k)*sqrt((sn^2-xII.^2)./(sn^2*(1-xII.^2))); 
s=ellipticf(p,(k*ones(1,length(xII))).^2); 
aux=zeros(1,length(xII)); 
r=1; 
term=1; 
while max(abs(term))>1e-10 
   term=(q^r/(r*(1-q^(2*r))))*sin(r*pi*M/K)*sin(r*pi*s/K); 
   aux=aux+term; 
   r=r+1; 
end 
fMsk=4*aux; 
FBzB=cos(n*pi)*cosh((n+1/2)*fMsk); 
 
I=find(x(:)>x3); 
if round(P/2)==P/2 
   xIII=[x(I) x0]; 
else 
   xIII=x(I); 
end 
r1=(sn/cn)*(sqrt(1-xIII.^2)./xIII); 
phi=ellipticf(r1,(kl*ones(1,length(xIII))).^2); 
aux=zeros(1,length(xIII)); 
r=1; 
term=1; 
while max(abs(term))>1e-10 
   term=(ql^(2*r)/(r*(1-ql^(2*r))))*sinh(r*pi*M/Kl)*sin(r*pi*phi/Kl); 
   aux=aux+term; 
   r=r+1; 
end 
gMphik=-pi*M*phi/(K*Kl)+2*atan(tan(pi*phi/(2*Kl))/tanh(pi*M/(2*Kl)))-4*aux; 
FBzC=cos((n+1/2)*gMphik); 
 
FBzAn=-fliplr(FBzA(2:length(FBzA))); 
FBzBn=-fliplr(FBzB); 
FBzCn=-fliplr(FBzC); 
if round(P/2)==P/2 
   FBz=[FBzCn FBzBn FBzAn FBzA FBzB FBzC(1:length(FBzC)-1)]; 
else 
   FBz=[FBzCn FBzBn FBzAn FBzA FBzB FBzC]; 
end 
[Uz,z]=fftdisc(FBz,d,0,sigma); 
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cz=Uz/(2*pi); 
 
% factor de agrupamento 
Bz=-pi/d:pi/100:pi/d; 
FBz=0; 
for i=-P/2:P/2-1 
   FBz=FBz+cz(i+P/2+1)*exp(j*Bz*d*(2*i+1)/2); 
end 
 
subplot(1,1,1), plot(Bz,20*log10(abs(FBz))) 
axis([-pi/d pi/d -20 40]) 
grid on 
pause 
 
% distribuuição de corrente 
subplot(2,1,1), stem(z,abs(cz),'.') 
xlabel('z') 
ylabel('|c(z)|') 
grid on 
subplot(2,1,2), stem(z,angle(cz),'.') 
xlabel('z') 
ylabel('arg[c(z)]') 
grid on 
--------------------//---------------------- 
function y=x2zolot(k); 
global SLL 
global n 
 
b=10^(SLL/20); 
K=ellipke(k^2); 
kl=sqrt(1-k^2); 
Kl=ellipke(kl^2); 
q=exp(-pi*Kl/K); 
M=-K/(2*n+1); 
x3=ellipj(-M,k^2); 
[sn,cn,dn]=ellipj(M,k^2); 
x2=x3*sqrt(1-cn*jacobizeta(M,k^2)/(sn*dn)); 
p=(1/k)*sqrt((sn^2-x2.^2)./(sn^2*(1-x2.^2))); 
s=ellipticf(p,k.^2); 
aux2=0; 
for r=1:100 
   aux2=aux2+(q^r/(r*(1-q^(2*r))))*sin(r*pi*M/K)*sin(r*pi*s/K); 
end 
fMsk=4*aux2; 
y=abs(cos(n*pi)*cosh((n+1/2)*fMsk))-b; 
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Apêndice C9 - Algoritmo para a Síntese de Villeneuve  
 
 
N=41; 
SLL=25; 
nb=6; 
P=64; 
d=.5; 
tau=.1; 
if round(N/2)==N/2 
   sigma=1/2; 
else 
   sigma=0; 
end 
 
% amostras do factor de agrupamento e FFT 
if round(P/2)==P/2 
   Bz=-pi/d:2*pi/(P*d):(P-2)*pi/(P*d); 
else 
   Bz=-(P-1)*pi/(P*d):2*pi/(P*d):(P-1)*pi/(P*d); 
end  
 
beta=2*pi; 
x0=cosh(acosh(10^(SLL/20))/(N-1)); 
m=1:nb-1; 
Bzm=nb*2*pi*acos((1/x0)*cos((2*m-1)*pi/(2*(N-1))))/ 
(d*N*acos((1/x0)*cos((2*nb-1)*pi/(2*(N-1))))); 
 
FBzA=sin(N*d*(Bz+tau*2*pi/(P*d))/2)./sin(d*(Bz+tau*2*pi/(P*d))/2); 
FBzB=ones(1,length(Bz)); 
FBzC=ones(1,length(Bz)); 
for m=1:nb-1 
   FBzB=FBzB.*sin(d*(Bz+tau*2*pi/(P*d)-Bzm(m))/2).* 
sin(d*(Bz+tau*2*pi/(P*d)+Bzm(m))/2); 
   FBzC=FBzC.*sin(d*(Bz+tau*2*pi/(P*d)-2*pi*m/(N*d))/2).* 
sin(d*(Bz+tau*2*pi/(P*d)+2*pi*m/(N*d))/2); 
end 
FBz=FBzA.*FBzB./FBzC; 
 
[Uz,z]=fftdisc(FBz,d,tau,sigma); 
cz=Uz/(2*pi); 
 
% cálculo pela fórmula 
FBz1=zeros(1,nb); 
FBz1A=1; 
FBz1B=1; 
for q=1:nb-1 
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   FBz1A=FBz1A*(sin(Bzm(q)*d/2))^2; 
   FBz1B=FBz1B*(sin(q*pi/N))^2; 
end 
FBz1(1)=N*FBz1A/FBz1B; 
for m=1:nb-1 
   FBz1A=1; 
   FBz1B=1; 
   for q=1:nb-1 
      FBz1A=FBz1A*sin(m*pi/N-Bzm(q)*d/2)*sin(m*pi/N+Bzm(q)*d/2); 
      if q~=m 
         FBz1B=FBz1B*sin((m-q)*pi/N)*sin((m+q)*pi/N); 
      end 
   end 
   FBz1(m+1)=N*((-1)^m)*FBz1A/(sin(m*pi/N)*sin(2*m*pi/N)*FBz1B); 
end 
if round(N/2)==N/2 
   M=N/2; 
   cz1=zeros(1,2*M); 
   for p=-M+1:M 
      for m=1:nb-1 
        cz1(p+M)=cz1(p+M)+FBz1(m+1)*cos(2*pi*(p-1/2)*m/N); 
      end 
      cz1(p+M)=(FBz1(1)+2*cz1(p+M))/N; 
   end 
   z1=-M*d+d/2:d:(M-1)*d+d/2; 
else 
   M=(N-1)/2; 
   cz1=zeros(1,2*M+1); 
   for p=-M:M 
      for m=1:nb-1 
        cz1(p+M+1)=cz1(p+M+1)+FBz1(m+1)*cos(2*pi*p*m/N); 
      end 
      cz1(p+M+1)=(FBz1(1)+2*cz1(p+M+1))/N; 
   end 
   z1=-M*d:d:M*d; 
end 
 
% factor de agrupamento 
Bz=-beta:.01:beta; 
FBzA=sin(N*d*Bz/2)./sin(d*Bz/2); 
FBzB=ones(1,length(Bz)); 
FBzC=ones(1,length(Bz)); 
for m=1:nb-1 
   FBzB=FBzB.*sin(d*(Bz-Bzm(m))/2).*sin(d*(Bz+Bzm(m))/2); 
   FBzC=FBzC.*sin(d*(Bz-2*pi*m/(N*d))/2).*sin(d*(Bz+2*pi*m/(N*d))/2); 
end 
FBz=FBzA.*FBzB./FBzC; 
subplot(1,1,1), plot(Bz,20*log10(abs(FBz)/max(abs(FBz)))) 
axis([-beta beta -50 0]) 
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grid 
pause 
 
% distribuição de corrente 
subplot(2,1,1), stem(z,abs(cz),'.') 
xlabel('z') 
ylabel('|c(z)|') 
axis([-10 10 0 2.5]) 
grid on 
subplot(2,1,2), stem(z,angle(cz),'.') 
xlabel('z') 
ylabel('arg[c(z)]') 
axis([-10 10 -pi pi]) 
grid on 
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Apêndice C10  - Algoritmo para Análise de um Agrupamento 
Contínuo 
 
 
% entrada de dados 
L=1; 
P=1024; 
Tc=.1; 
sigma=.5; 
 
% amostras da distribuição de corrente e FFT inversa 
if round(P/2)==P/2 
   z=-P*Tc/2+sigma*Tc:Tc:(P-2)*Tc/2+sigma*Tc; 
else 
   z=-(P-1)*Tc/2+sigma*Tc:Tc:(P-1)*Tc/2+sigma*Tc; 
end  
 
Nel1=fix((L-sigma*Tc)/Tc); 
x1=Tc*sigma:Tc:(Nel1+sigma)*Tc; 
Nel2=fix((L+sigma*Tc)/Tc); 
x2=(-Nel2+sigma)*Tc:Tc:(-1+sigma)*Tc; 
cz=[(-(1/L)*x1+2).*exp(-j*10*(x1-pi/20)) zeros(1,P-(Nel1+Nel2+1)) ((1/L)*x2+2).* 
exp(-j*10*(x2-pi/20))]; 
cz=fftshift(cz); 
 
[uBz,Bz]=ifftcont(cz,Tc,sigma); 
FBz=uBz*2*pi; 
 
% fórmula directa 
FBzd=j*L*(sin((Bz-10)*L/2)./((Bz-10)*L/2)).^2+2*j*sin((Bz-10)*L)./(Bz-10); 
 
% factor de agrupamento 
subplot(2,1,1), plot(Bz,20*log10(abs(FBz)),Bz,20*log10(abs(FBzd)),':') 
axis([-30 30 -50 10]) 
grid 
subplot(2,1,2), plot(Bz,angle(FBz),Bz,angle(FBzd),':') 
axis([-30 30 -pi pi]) 
grid 
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Apêndice C11 - Algoritmo para Análise de um Agrupamento 
Discreto 
 
% entrada de dados 
P=1024; 
d=.6; 
sigma=0; 
 
% correntes e FFT inversa 
if round(P/2)==P/2 
   z=-P*d/2+sigma*d:d:(P-2)*d/2+sigma*d; 
else 
   z=-(P-1)*d/2+sigma*d:d:(P-1)*d/2+sigma*d; 
end 
 
c0=8.6964e-2; 
c1=8.7556e-2-j*7.0271e-5; 
c2=8.0915e-2+j*7.6383e-4; 
c3=7.3089e-2+j*3.5872e-4; 
c4=6.2324e-2+j*5.9001e-4; 
c5=5.2538e-2+j*7.2686e-4; 
c6=3.7824e-2+j*1.1156e-3; 
c7=2.8887e-2-j*4.9986e-4; 
c8=2.0709e-2+j*1.6623e-3; 
c9=1.2677e-2+j*4.8930e-4; 
 
cz=[c0 c1 c2 c3 c4 c5 c6 c7 c8 c9 zeros(1,P-19) conj(c9) conj(c8) conj(c7) conj(c6) conj(c5) 
conj(c4) conj(c3) conj(c2) conj(c1)]; 
cz=fftshift(cz); 
 
[uBz,Bz]=ifftdisc(cz,d,sigma,'s'); 
FBz=uBz*2*pi; 
 
% distribuição de corrente 
subplot(2,1,1), stem(z,abs(cz),'.') 
xlabel('z') 
ylabel('|c(z)|') 
axis([-10*d 10*d 0 max(abs(cz))*1.1]) 
grid on 
subplot(2,1,2), stem(z,angle(cz),'.') 
xlabel('z') 
ylabel('arg[c(z)]') 
axis([-10*d 10*d -pi pi]) 
grid on 
pause 
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% factor de agrupamento 
subplot(2,1,1), plot(Bz,20*log10(abs(FBz))) 
axis([Bz(1) Bz(length(Bz)) -60 0]) 
grid on 
subplot(2,1,2), plot(Bz,angle(FBz)) 
axis([Bz(1) Bz(length(Bz)) -pi pi]) 
grid on 
 
pause 
subplot(2,1,1), plot(180*acos(Bz/(2*pi))/pi,20*log10(abs(FBz))) 
axis([0 180 -60 0]) 
grid on 
subplot(2,1,2), plot(180*acos(Bz/(2*pi))/pi,angle(FBz)) 
axis([0 180 -pi pi]) 
grid on 
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Apêndice C12 - Algoritmo para Análise de um Agrupamento Não 
Equidistante 
 
% entrada de dados 
P=65536; 
Tc=.001; 
 
% corrente e FFT inversa 
if round(P/2)==P/2 
   z=-P*Tc/2:Tc:(P-2)*Tc/2; 
else 
   z=-(P-1)*Tc/2:Tc:(P-1)*Tc/2; 
end  
 
cz=zeros(1,P); 
cz(1)=1; 
cz(.382/Tc+1)=1; 
cz(.8363/Tc+1)=1; 
cz(1.302/Tc+1)=1; 
cz(1.722/Tc+1)=1; 
cz(2.355/Tc+1)=1; 
cz(3.093/Tc+1)=1; 
cz(3.843/Tc+1)=.515; 
cz(P-.382/Tc+1)=1; 
cz(P-.8363/Tc+1)=1; 
cz(P-1.302/Tc+1)=1; 
cz(P-1.722/Tc+1)=1; 
cz(P-2.355/Tc+1)=1; 
cz(P-3.093/Tc+1)=1; 
cz(P-3.843/Tc+1)=.515; 
 
cz=fftshift(cz); 
 
[uBz,Bz]=ifftcont(cz,Tc,0); 
FBz=uBz*2*pi/Tc; 
 
% cálculo pela soma directa 
FBzd=.515*exp(j*3.843*Bz)+exp(j*3.093*Bz)+exp(j*2.355*Bz)+exp(j*1.722*Bz)+ 
exp(j*1.302*Bz)+exp(j*.8363*Bz)+exp(j*.382*Bz)+1+exp(-j*.382*Bz)+exp(-j*.8363*Bz)+ 
exp(-j*1.302*Bz)+exp(-j*1.722*Bz)+exp(-j*2.355*Bz)+exp(-j*3.093*Bz)+ 
.515*exp(-j*3.843*Bz); 
 
% gráfico da distribuição de corrente 
subplot(1,1,1), stem(z,abs(cz),'.') 
xlabel('z') 
ylabel('c(z)') 
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axis([-4 4 0 1.1]) 
grid on 
 
pause 
% gráfico do factor de agrupamento 
subplot(2,1,1), 
plot(Bz,20*log10(abs(FBz)/max(abs(FBz))),Bz,20*log10(abs(FBzd)/max(abs(FBzd))),'--') 
axis([-2*pi 2*pi -40 0]) 
grid on 
subplot(2,1,2), plot(Bz,angle(FBz),Bz,angle(FBzd),'--') 
axis([-2*pi 2*pi -pi-.5 pi+.5]) 
grid on 
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Apêndice D - Algoritmo da função jacobizeta 
 
function z=jacobizeta(u,m) 
 
% jacobizeta(phi,m) calcula o "Jacobi zeta function " 
% segundo o processo apresentado em "Handbook of Mathematical Functions, Abramowitz e 
Stegun" (pág. 578) 
 
if length(u)~=length(m) 
   error('Os vectores não têm o mesmo comprimento') 
end 
 
phi=asin(u); 
for p=1:length(m) 
   a(1)=1; 
   b(1)=sqrt(1-m(p)); 
   c(1)=sqrt(m(p)); 
   i=0; 
   erro=c(1); 
   while erro>1e-10 
      i=i+1; 
      a(i+1)=(a(i)+b(i))/2; 
      b(i+1)=sqrt(a(i)*b(i)); 
      c(i+1)=(a(i)-b(i))/2; 
      erro=c(i+1); 
   end 
   N=i; 
   Fi(N+1)=2^N*a(N+1)*ellipticf(u(p),m(p)); 
   z(p)=0; 
   for i=N:-1:1 
      z(p)=z(p)+c(i+1)*sin(Fi(i+1)); 
      Fi(i)=(asin(c(i+1)*sin(Fi(i+1))/a(i+1))+Fi(i+1))/2; 
   end 
 end 
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Apêndice E - Algoritmo da função ellipticf 
 
function u=ellipticf(x,m) 
 
% ellipticf(phi,m) calcula o "elliptic integral of the first kind" 
% F(phi,m)=integral de 0 a phi de (1-msen(theta)^2)^(-1/2)dtheta  
% segundo o processo apresentado em "Handbook of Mathematical Functions, Abramowitz e 
Stegun" 
 
if length(x)~=length(m) 
   error('Os vectores não têm o mesmo comprimento') 
end 
 
phi=asin(x); 
senAlfa(1,:)=sqrt(m); 
Fi(1,:)=phi; 
for p=1:length(m) 
   i=0; 
   erro=1-senAlfa(1,p); 
   if senAlfa(1,p)>1e-10; 
      while erro>1e-10 
         i=i+1; 
         cosAlfa(i+1,p)=2/(1+senAlfa(i,p))-1; 
         senAlfa(i+1,p)=sqrt(1-cosAlfa(i+1,p)^2); 
         erro=1-senAlfa(i+1,p); 
         Fi(i+1,p)=(asin(senAlfa(i,p)*sin(Fi(i,p)))+Fi(i,p))/2; 
      end 
      aux=1; 
      for k=2:i+1 
         aux=aux*senAlfa(k,p); 
      end 
      u(p)=sqrt((1/senAlfa(1,p))*aux)*log(tan(pi/4+Fi(i+1,p)/2)); 
   else 
      u(p)=phi(p); 
   end 
end 
 
Apêndices 
 225  
Apêndice F1 - Curvas para o Parâmetro C2 da Técnica 
Alternativa ao Método de Zolotarev 
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Apêndice F2 - Curvas para o Parâmetro C3 da Técnica 
Alternativa ao Método de Zolotarev 
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