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In this paper, we propose a BFGS trust-region method for solving symmetric nonlinear
equations. The global convergence and the superlinear convergence of the presented
method will be established under favorable conditions. Numerical results show that the
new algorithm is effective.
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1. Introduction
Consider the following system of nonlinear equations:
g(x) = 0, x ∈ Rn, (1.1)
where g : Rn → Rn is continuously differentiable, and the Jacobian ∇g(x) of g is symmetric. This problem (1.1) can
come from unconstrained optimization problems and equality constrained optimization problems [12]. There are some
other practical problems, such as the saddle point problem, the discredited two-point boundary value problem, and the
discredited elliptic boundary value problem, which take the form of (1.1) with symmetric Jacobian [17]. For nonlinear
equations, Griewank [11] first established a global convergence theorem for quasi-Newton method with a suitable line
search. One nonmonotone backtracking inexact quasi-Newton algorithm [44] and the trust region algorithms [7,27,39]were
presented. A Gauss-Newton-based BFGS method is proposed in [12] for solving symmetric nonlinear equations. Inspired by
their ideas, Wei [25] and Yuan [30,31,40] made a further study. Recently, Yuan and Lu [34] presented a new backtracking
inexact BFGS method for symmetric nonlinear equations.
It is well known that there are many methods for the unconstrained optimization problemminx∈Rn f (x) (see [32,36–38]
etc.), where the trust-region methods are very successful, e.g., Moré and Sorensen [15]. Other classical references on this
topic are [9,10,18,21]. Trust-region methods have been applied to constrained optimization problems [1,3,13,23,41], and to
general nonlinear programming problems [2,5]. Many authors have studied this method [8,16,19,20,22,28,29,33,42,43].
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Let ϕ be the norm function defined by ϕ(x) = 12‖g(x)‖2. Then the nonlinear equations problem (1.1) is equivalent to the
following global optimization problem
minϕ(x), x ∈ Rn. (1.2)
For (1.2), the quadratic trust-region model is defined by
mk(d) = 12‖gk +Mkd‖
2 = ϕ(xk)+ dTMTk gk +
1
2
dTMTkMkd,
where gk = g(xk), Mk is the Jacobian matrix Jk = ∇g(xk) of g(x) at the current iteration xk or its approximation. Therefore,
the normal trust-region method [24] is to obtain the trial step dk by solving the following problem
min qk(d) = dTMkg(xk)+ 12d
TMTkMkd
s.t. ‖d‖ ≤ 1k, (1.3)
where1k is a scalar called the trust region radium. If thematrixMk is generated by the quasi-Newton type, the abovemethod
is called quasi-Newton type trust region method. It is not difficult to see that the matrixMTkMk must be computed whether
Mk is the quasi-Newton matrix or not at every iteration, which obviously increases the workload and time, especially for
large-scale problems. Similar to the normal quasi-Newton method, one interesting method is to use a new quasi-Newton
matrix B′k instead ofM
T
kMk at each iteration to avoid it.
Li and Fukushima [12] proposed a new BFGS update formula defined by:
B′k+1 = B′k −
B′ksks
T
kB
′
k
sTkB
′
ksk
+ δkδk
T
δk
Tsk
, (1.4)
where sk = xk+1 − xk, yk = gk+1 − gk, δk = g(xk + yk) − gk, xk+1 is the next iteration, gk = g(xk), gk+1 = g(xk+1),
and B′0 is an initial symmetric positive definite matrix. By the secant equation B
′
k+1sk = δk and ∇gk is symmetric, they had
approximately
B′k+1sk ≈ ∇gk+1yk ≈ ∇gTk+1∇gk+1sk,
which implies that B′k+1 approximates ∇gTk+1∇gk+1 along direction sk. Therefore, using the new definition of the BFGS
formula (1.4), they obtained matrix B′k replacing ∇gTk∇gk and got some better results (the details see [12]).
Motivated by the above observations, we define our trust-region subproblem by
min q∗k(d) = dTBkg(xk)+
1
2
dTB′kd
s.t. ‖d‖ ≤ 1k (1.5)
and get the trial step dk, where Bk is generated by the well-known BFGS update formula
Bk+1 = Bk − Bksks
T
kBk
sTkBksk
+ ykyk
T
ykTsk
, (1.6)
where B0 is an initial symmetric positive definite matrix. By yk = gk+1 − gk, we have the approximate relations
yk = gk+1 − gk ≈ ∇gk+1sk.
Since Bk+1 satisfies the secant equation Bk+1sk = yk and ∇gk is symmetric, we get approximately
Bk+1sk ≈ ∇gk+1sk = ∇gTk+1sk.
This means that Bk+1 approximates ∇gk+1 along direction sk. Here and throughout this paper, ‖.‖ denotes the Euclidian
norm of vectors or its induced matrix norm. {xk} is a sequence of points generated by an algorithm.
This paper is organized as follows. In the next section, algorithms are stated. In Section 3, we prove some convergent
results. Numerical results are reported in Section 4.
2. Algorithms
In this section, we represent our algorithm for solving (1.1) and call it Algorithm 1.
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Algorithm 1 (BFGS Trust-Region Algorithm).
Initial: Given a starting point x0 ∈ Rn,10 > 0 is the initial trust region radium, an upper bound of trust region radius
1′, 0 < 10 ≤ 1′,  > 0, initial symmetric positive definite matrices B0 and B′0. Set 0 < µ < η < 1, ρ1 < 1 < ρ2, k := 0.
Step 1: If ‖gk‖ < , stop. Otherwise, go to Step 2.
Step 2: Solve the following trust-region subproblem (1.5) to obtain dk.
Step 3: Let
rk = ϕ(xk)− ϕ(xk + dk)q∗k(0)− q∗k(dk)
, (2.1)
if rk > µ, set xk+1 = xk + dk(successful iteration), otherwise, set xk+1 = xk (unsuccessful iteration).
Step 4: Update1k :
If rk ≤ µ, set1k+1 ∈ (0, ρ11k], go to Step 6.
If rk ∈ (µ, η), set1k+1 ∈ (ρ11k,1k], go to Step 5.
If rk ≥ µ, set1k+1 ∈ [1k,min{ρ21k,1′}], go to Step 5.
Step 5: If sTkyk > 0, update Bk by (1.6), otherwise let Bk+1 = Bk; If sTkδk > 0, update B′k by (1.4), otherwise let B′k+1 = B′k.
Step 6: Set k := k+ 1. Go to step 1.
Here we also give a normal trust-region method for (1.1) and call it Algorithm 2.
Algorithm 2 (The Normal Trust-Region Algorithm [24]).
Initial: Given a starting point x0 ∈ Rn,10 > 0 is the initial trust region radium, an upper bound of trust region radius
1′, 0 < 10 ≤ 1′,  > 0. Set 0 < µ < 1, 0 < η1 < η2 < 1 < η3, k := 0.
Step 1: If ‖gk‖ < , stop. Otherwise, go to Step 2.
Step 2: Solve the trust-region subproblem (1.3) to obtain dk.
Step 3: Let
rk = ϕ(xk)− ϕ(xk + dk)qk(0)− qk(dk) ,
if rk < η1, set1k+1 = η11k; If rk > η2 and ‖dk‖ = 1k, let1k+1 = min{η31k,1′}; Otherwise, let1k+1 = 1k.
Step 4: If rk > µ, let xk+1 = xk + dk and go to Step 5; otherwise, let xk+1 = xk, go to Step 2.
Step 5: Set k := k+ 1. Go to step 1.
Remark. By the Step 5 of Algorithm 1, we can deduce that the update matrices Bk and B′k are all symmetric and positive
definite. In this paper, we only discuss the convergence of Algorithm 1.
Since the quasi-Newton matrix B′k is positive definite, problem (1.5) has a unique solution dk, which together with some
multiplier λk ≥ 0 satisfies the following equations:{
B′kdk + λkdk = −Bkgk
λk(‖dk‖ − 4k) = 0. (2.2)
From (2.2), we get
dTkB
′
kdk + dTkBkgk = −λk‖dk‖2 ≤ 0
and
λk = −d
T
kBkgk − dTkB′kdk
‖dk‖2 .
Thus
q∗k(dk) = dTkBkgk +
1
2
dTkB
′
kdk ≤
1
2
dTkBkgk ≤ −
1
2
dTkB
′
kdk < 0.
Similar to Moré [14] or Yuan and Sun [35], we have the following result.
Lemma 2.1. If dk is the solution of (1.5), we get
− q∗k(dk) ≥
1
2
‖Bkgk‖min
{
1k,
‖Bkgk‖
‖B′k‖
}
. (2.3)
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Proof. Since dk is the solution of (1.5), for any α ∈ [0, 1], we have
−q∗k(dk) ≥ −q∗k
(
−α 1k‖Bkgk‖Bkgk
)
= α1k‖Bkgk‖ − 12α
212k(Bkgk)
TB′k(Bkgk)/‖Bkgk‖2
≥ α1k‖Bkgk‖ − 12α
212k‖B′k‖.
Therefore, we obtain
−q∗k(dk) ≥ max0≤α≤1
[
α1k‖Bkgk‖ − 12α
212k‖B′k‖
]
≥ 1
2
‖Bkgk‖min
{
1k,
‖Bkgk‖
‖B′k‖
}
.
The proof is complete. 
By (2.3) and (2.1), for successful iteration, we get
ϕ(xk + dk) ≤ ϕ(xk)− c1‖Bkgk‖1k, (2.4)
where c1 = 12µ.
3. Convergence analysis
In this section, we will give some convergence results under the following assumptions.
Assumption (i)
(A) Let the level set
Ω = {x | ϕ(x) ≤ ϕ(x0)} (3.1)
be bounded and closed.
(B) g is continuously differentiable on an open convex setΩ1 containingΩ .
(C) The Jacobian of g is bounded and uniformly nonsingular onΩ1, i.e., there exist constantsM ≥ m > 0 such that
‖∇g(x)‖ ≤ M ∀x ∈ Ω1 (3.2)
and
m‖d‖ ≤ ‖∇g(x)d‖ ∀x ∈ Ω1, d ∈ Rn. (3.3)
Since Bk+1 and B′k+1 approximate ∇gk+1 and ∇gTk+1∇gk+1 along direction sk, respectively, similar to [44], we give the
following assumption.
Assumption (ii) Assume that Bk and B′k are good approximation to ∇g(xk) and ∇g(xk)T∇g(xk), respectively, i.e.,
‖[∇g(xk)− Bk]dk‖ ≤ k‖gk‖ (3.4)
and
‖[∇g(xk)T∇g(xk)− B′k]dk‖ ≤ εk‖gk‖, (3.5)
where k, εk ∈ (0, 1) are suitable quantities.
Assumption (i) implies that
m‖x− y‖ ≤ ‖g(x)− g(y)‖ ≤ M‖x− y‖, x, y ∈ Ω1. (3.6)
In particular, we have
m‖x− x∗‖ ≤ ‖g(x)− g(x∗)‖ = ‖g(x)‖ ≤ M‖x− x∗‖, x ∈ Ω1, (3.7)
where x∗ is the unique solution of (1.1).
Since Bk is a good approximation to ∇g(xk), i.e., ‖∇g(xk)− Bk‖ ≤ k (see [44]) for a small quantity k ∈ (0, 1), we have
if ∇gk is nonsingular and bounded, by the von Neumann Lemma, Bk and B−1k are also uniformly bounded. Similarly, we can
deduce that B′k and B
′
k
−1 are uniformly bounded too.
By (2.4) and Lemma 3.3 in [4], it is not difficult to get the following lemma.
Lemma 3.1. Let Assumption (i) hold and {xk} be generated by Algorithm 1. If there is infinite number of successful iterations in
BFGS Trust-Region Algorithm. Then {xk} ⊂ Ω . Moreover, {ϕ(xk)} converges.
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In this section, one of our goal is to establish the sequence {xk} generated by Algorithm 1 such that
lim
k→∞ ‖gk‖ = 0.
For this end, using Bk is uniformly bounded, we only need to prove that the following limit
lim
k→∞ ‖Bkgk‖ = 0 (3.8)
holds.
Theorem 3.1. Let Assumption (i) and (ii) hold, {xk} be generated by the Algorithm 1, and k → 0 and εk → 0 in (3.4) and (3.5),
respectively. Then we have
lim
k→∞ ‖gk‖ = 0. (3.9)
Proof. In order to get this lemma, we only need to obtain (3.8). On the contrary, for all sufficiently large k, assume that there
exists a constant σ > 0 satisfying
‖Bkgk‖ > σ. (3.10)
We want to get
∞∑
k=0
1k < +∞. (3.11)
If there is an infinite number of unsuccessful iterations, then, for all k large enough, we get
1k+1 ≤ ρ11k.
Thus,
lim
k→∞1k = 0. (3.12)
If there is an infinite number of successful iterations, then, for these iterations, (2.4) holds. It follows from Lemma 3.1 that
the sequence {ϕk} admits a limit and Bk is bounded. Therefore, we have
lim
k→∞ ‖Bkgk‖1k = 0. (3.13)
From (3.10), which implies that
lim
k→∞1k = 0 (3.14)
holds. Furthermore, we obtain
lim
k→∞ ‖dk‖ = 0. (3.15)
By the definition of rk, we have
| 1− rk | = | d
T
kBkgk + 12dTkB′kdk + ϕ(xk)− ϕ(xk + dk) |
| dTkBkgk + 12dTkB′kdk |
= |
1
2 [(gk +∇g(ξ0)dk)T(gk +∇g(ξ0)dk)− ‖gk‖2] − dTkBkgk − 12dTkB′kdk |
| dTkBkgk + 12dTkB′kdk |
= | d
T
k∇g(ξ0)gk − dTkBkgk + 12dTk∇g(ξ0)T∇g(ξ0)dk − 12dTkB′kdk |
| dTkBkgk + 12dTkB′kdk |
≤ ‖dk‖‖∇g(ξ0)− Bk‖‖gk‖ +
1
2‖dk‖2‖∇g(ξ0)T∇g(ξ0)− B′k‖
| dTkBkgk + 12dTkB′kdk |
, (3.16)
where ξ0 = xk + τ0(xk+1 − xk), τ0 ∈ (0, 1). By (2.3), Assumption (ii), Bk and B′k are bounded, (3.10), (3.14) and (3.15), and
k → 0 and εk → 0, we obtain
rk → 1.
Which means that
1k+1 ≥ 1k (3.17)
holds. Therefore, {1k} cannot converge to zero. This fact contradicts (3.11) and establishes our result. The proof is
complete. 
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In the following, we will establish the superlinear convergence of Algorithm 1.
Theorem 3.2. Let {xk} be generated by the Algorithm 1 and the conditions of Theorem 3.1 hold. Then the sequence {xk} generated
by Algorithm 1 converges superlinearly.
Proof. By B′k and Bk are positive definite, similar to [24], we can deduce that dk = −(B′k)−1Bkgk is the optimization solution
of the problem min{q∗k(d) | d ∈ Rn}. Then
‖dk‖ = ‖ − (B′k)−1Bkgk‖ ≤ ‖(B′k)−1‖‖Bk‖‖gk‖ =
‖Bk‖
‖B′k‖
‖gk‖ (3.18)
holds. Using ‖B′k‖ and ‖Bk‖ are bounded, and (3.9), for all k large enough, we have
‖dk‖ ≤ ‖Bk‖‖B′k‖
‖gk‖ → 0.
Considering (3.16), (3.9), and the conditions of Theorem 3.1, for all k sufficiently large, we can obtain
rk → 1.
Which means that the trust radium does not lessen, i.e., for all k large enough, there exists a1∗ > 0 such that
1k ≥ 1∗.
Therefore, for all k sufficiently large, dk = −(B′k)−1Bkgk is accepted by Algorithm 1. Then, for all k large enough, by (3.7),
Assumption (i) and (ii), we get
m‖xk + dk − x∗‖ ≤ ‖gk+1‖ = ‖gk +∇gkdk + O(‖dk ‖2)‖
= ‖∇gkdk − B−1k B′kdk + O(‖dk ‖2)‖
= ‖B−1k Bk∇gkdk − B−1k ∇gk∇gkdk + B−1k ∇gk∇gkdk − B−1k B′kdk + O(‖dk ‖2)‖
≤ Mk‖B−1k ‖‖dk‖ + εk‖B−1k ‖‖gk‖ + O(‖dk‖2)
≤ Mk‖(B′k)−1‖‖gk‖ + εk‖B−1k ‖‖gk‖ + O(‖gk‖2)
≤ M2k‖(B′k)−1‖‖xk − x∗‖ + εkM‖B−1k ‖‖xk − x∗‖ + O(‖xk − x∗‖2), (3.19)
since ‖B′k−1‖ and ‖B−1k ‖ are bounded, k → 0, and εk → 0, we have
‖xk + dk − x∗‖ = o(‖xk − x∗‖).
Therefore, we get the result of the superlinear convergence. 
4. Numerical results
In this section, results of some numerical experiments are reported to test Algorithms 1 and 2, where Algorithm 1 is our
presented method and Algorithm 2 is the normal trust region method [24]. Now we state the problems as follows.
Benchmark Problems. 1. Sphere function.
fSph(x) =
n∑
i=1
x2i , xi ∈ [−5.12, 5.12]
x∗ = (0, 0, . . . , 0), fSph(x∗) = 0.
2. Schwefel’s function.
fSchDS(x) =
n∑
i=1
(
i∑
j=1
xj
)2
, xi ∈ [−65.536, 65.536]
x∗ = (0, 0, . . . , 0), fSchDS(x∗) = 0.
3. Rastrigin function.
fRas(x) = 10n+
n∑
i=1
(x2i − 10 cos(2pixi)), xi ∈ [−5.12, 5.12]
x∗ = (0, 0, . . . , 0), fRas(x∗) = 0.
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4. Schwefel function.
fSch(x) = 418.9829n+
n∑
i=1
xi sin
√| xi |, xi ∈ [−512.03, 511.97]
x∗ = (−420.9678,−420.9678, . . . ,−420.9678), fSch(x∗) = 0.
5. Griewank function.
fGri(x) = 1+
n∑
i=1
x2i
4000
−
n∏
i=1
cos
xi
i
, xi ∈ [−600, 600]
x∗ = (0, 0, . . . , 0), fGri(x∗) = 0.
The above Benchmark problems can be found at:
http://www.cs.cmu.edu/afs/cs/project/jair/pub/volume24/ortizboyer05a-html/node6.html.
We also solve the following two problems with various sizes.
Problem 1. The discretized two-point boundary value problem similar to the problem [17]
g(x) = Ax+ 1
(n+ 1)2 F(x) = 0,
where A is the n× n tridiagonal matrix given by
A =

d(1) tr(1, 2)
tr(2, 1) d(2) tr(2, 3)
tr(3, 2) d(3) tr(3, 4)
. . .
. . .
. . .
. . .
. . . tr(n− 1, n)
tr(n, n− 1) d(n)

,
where, for i, j = 1, 2, . . . , n, F(x) = (F1(x), F2(x), . . . , Fn(x))T with Fi(x) = sin xi − 1, and d(i) and tr(i, j) = tr(j, i) are real
numbers.
It is well known that the normal trust-region method will be very useful with the situation when the exact Jacobian or
Hessian computation is inexpensive or possible. However this case is very infrequent in many practices. Then we give two
problems whose Jacobian matrix is singular, which means that the determent of Jacobian matrix is zero, and one problem
whose exact Jacobian matrix is inexpensive to test Algorithms 1 and 2 for comparison, respectively. In Problem 1, we give
three cases:
Case i. In Problem 1, the Jacobian matrix is singular where the element d(n) = 1 and other elements are zero in matrix A.
Case ii. In Problem 1, the Jacobian matrix is singular where A is the n× n symmetric matrix given by
A =

a(1, 1) a(1, 2) · · · a(1, n)
a(2, 1) a(2, 2) · · · a(2, n)
· · · · · · · · · · · ·
· · · · · · · · · · · ·
a(n, 1) a(n, 2) · · · a(n, n)
 ,
where a(i, j) = a(j, i) = 1 for i, j = 1, 2, . . . , n.
Case iii. In Problem 1, the exact Jacobian matrix is inexpensive where the elements d(i) = 3 and tr(i, j) = tr(j, i) = −1 for
i, j = 1, 2, . . . , n, and other elements are zero in matrix A.
Problem 2. Unconstrained optimization problem
min f (x), x ∈ Rn,
with Engval function [26] f : Rn → R defined by
f (x) =
n∑
i=2
[(x2i−1 + x2i )2 − 4xi−1 + 3].
The related symmetric nonlinear equation is
g(x) = 1
4
∇f (x) = 0,
where g(x) = (g1(x), g2(x), . . . , gn(x))T with
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Table 1
Test results for benchmark problems. Test results for Algorithm 1.
Problems x0 (0.0001, . . . , 0.0001) (5, . . . , 5) (−0.0001, . . . ,−0.0001)
Sphere Dim NI/NG/‖x∗‖/f (x∗) NI/NG/‖x∗‖/f (x∗) NI/NG/‖x∗‖/f (x∗)
n = 10 1/1/3.162278e−004/1.000000e−007 4/6/7.869281e−015/6.192558e−029 1/1/3.162278e−004/1.000000e−007
n = 100 1/1/1.000000e−003/1.000000e−006 4/6/3.681982e−013/1.355699e−025 1/1/1.000000e−003/1.000000e−006
n = 300 1/1/1.732051e−003/3.000000e−006 4/6/1.189558e−012/1.415049e−024 1/1/1.732051e−003/3.000000e−006
Sphere x0 (0.0001, 0, 0.0001, 0, . . .) (5, 0, 5, 0, . . .) (−0.0001, 0,−0.0001, 0, . . .)
n = 10 1/1/2.236068e−004/5.000000e−008 4/6/1.256074e−015/1.577722e−030 1/1/2.236068e−004/5.000000e−008
n = 100 1/1/7.071068e−004/5.000000e−007 4/6/2.807613e−014/7.882693e−028 1/1/7.071068e−004/5.000000e−007
n = 300 1/1/1.224745e−003/1.500000e−006 4/6/1.568767e−013/2.461029e−026 1/1/1.224745e−003/1.500000e−006
Schwefel’s x0 (−0.001, . . . ,−0.001) (10, . . . , 10) (0.001, . . . , 0.001)
n = 5 8/11/6.254944e−004/5.681546e−007 12/19/5.503317e−003/1.032808e−005 8/11/6.254944e−004/5.681546e−007
n = 10 11/17/1.742604e−003/1.671408e−006 19/33/2.284336e−003/1.525790e−006 11/17/1.742604e−003/1.671408e−006
Schwefel’s x0 (−0.001, 0,−0.001, 0, . . .) (10, 0, 10, 0, . . .) (0.001, 0, 0.001, 0, . . .)
n = 5 5/7/6.736046e−004/5.828179e−007 11/17/2.061879e−003/2.382083e−006 5/7/6.736046e−004/5.828179e−007
n = 10 12/17/9.657283e−004/1.660430e−006 19/31/1.373065e−003/8.056288e−007 12/17/9.657283e−004/1.660430e−006
Rastrigin x0 (−0.001, . . . ,−0.001) (2, . . . , 2) (0.001, . . . , 0.001)
n = 10 18/24/1.010993e−005/2.027778e−008 21/29/6.292655e+000/3.979831e+001 18/24/1.010993e−005/2.027778e−008
n = 50 22/31/1.022836e−005/2.075552e−008 29/41/1.407080e+001/1.989916e+002 22/31/1.022836e−005/2.075552e−008
Rastrigin x0 (−0.001, 0,−0.001, 0, . . .) (2, 0, 2, 0, . . .) (0.001, 0, 0.001, 0, . . .)
n = 10 18/24/6.562682e−006/8.544518e−009 22/30/4.449574e+000/1.989916e+001 18/24/6.562682e−006/8.544518e−009
n = 50 23/32/9.717807e−006/1.873519e−008 27/38/9.949558e+000/9.949578e+001 23/32/9.717807e−006/1.873519e−008
Schwefel x0 (−5, . . . ,−5) (−50, . . . ,−50) (50, . . . , 50)
n = 50 4/7/3.704667e+001/2.055461e+004 7/13/4.634893e+002/1.458565e+004 7/13/4.080537e+002/2.652973e+004
n = 100 4/7/5.239191e+001/4.110923e+004 7/13/6.554729e+002/2.917129e+004 7/13/5.770751e+002/5.305945e+004
n = 300 4/7/9.074545e+001/1.233277e+005 7/13/1.135312e+003/8.751388e+004 7/13/9.995233e+002/1.591784e+005
Schwefel x0 (−5, 0,−5, 0, . . .) (−50, 0,−50, 0, . . .) (50, 0, 50, 0, . . .)
n = 50 1/1/2.500000e+001/2.075246e+004 1/1/2.500000e+002/1.917699e+004 1/1/2.500000e+002/2.272130e+004
n = 100 1/1/3.535534e+001/4.150492e+004 1/1/3.535534e+002/3.835398e+004 1/1/3.535534e+002/4.544260e+004
n = 300 1/1/6.123724e+001/1.245147e+005 1/1/6.123724e+002/1.150620e+005 1/1/6.123724e+002/1.363278e+005
Griewank x0 (−0.01, . . . ,−0.01) (−0.5, . . . ,−0.5) (0.01, . . . , 0.01)
n = 50 3/5/6.130212e−002/9.427630e−005 1/1/3.535534e+000/4.383417e−001 3/5/6.130212e−002/9.427630e−005
n = 100 3/5/9.207432e−002/1.279955e−004 1/1/5.000000e+000/4.880459e−001 3/5/9.207432e−002/1.279955e−004
n = 300 3/5/1.674630e−001/1.870121e−004 1/1/8.660254e+000/5.668667e−001 3/5/1.674630e−001/1.870121e−004
Griewank x0 (−0.01, 0,−0.01, 0, . . .) (−0.5, 0,−0.5, 0, . . .) (0.01, 0, 0.01, 0, . . .)
n = 50 2/3/4.586028e−002/6.029962e−005 1/1/2.500000e+000/2.831210e−001 2/3/4.586028e−002/6.029962e−005
n = 100 2/3/6.733590e−002/7.779659e−005 1/1/3.535534e+000/3.151588e−001 2/3/6.733590e−002/7.779659e−005
n = 300 2/3/1.201115e−001/1.076831e−004 1/1/6.123724e+000/3.670721e−001 2/3/1.201115e−001/1.076831e−004
g1(x) = x1(x21 + x22)− 1,
gi(x) = xi(x2i−1 + 2x2i + x2i+1)− 1, i = 2, 3, . . . , n− 1,
gn(x) = xn(x2n−1 + x2n).
In the experiment of Algorithm 1, the parameters were chosen as ρ1 = 0.5, ρ2 = 2, µ = 0.01, η = 0.7, and
1′ = 10 = ‖g0‖. B0 and B′0 are the unit matrices. Since the update matrices B′k are positive definite, we obtain dk by
(1.5) from Dogleg method.
In the experiment of Algorithm 2,Mk = ∇gk, the parameters were chosen as η1 = 0.25, η2 = 0.75, µ = 0.01, η3 = 2,
and 1′ = 10 = ‖g0‖. Since the matrices ∇g(xk)T∇g(xk) will be singular, we solve (1.3) by Extreme Minimization with
2-Dimension Subspace Method to obtain dk.
The program was coded in MATLAB 6.5.1. We stopped the iteration when the condition ϕ(x) ≤ 10−5 was satisfied. We
also stop the program if the iteration number is larger than ten thousand. For Benchmark problems, the columns of Tables 1
and 2 have the following meaning:
x0 : the initial point. Dim: the dimension of the problem.
NI: the total number of iterations. NG: the number of the gradient evaluations.
x∗: the terminated point. f (x∗) : the terminated function evaluations.
From the numerical results of the above Tables 1 and 2, we can see that Algorithm 1 performs better than Algorithm 2.
Moreover, the starting points influence the results of Algorithm 2 more obviously than those of Algorithm 1.
For Problems 1 and 2, the columns of Tables 3–10 have the following meaning:
52 G. Yuan et al. / Journal of Computational and Applied Mathematics 230 (2009) 44–58
Ta
bl
e
2
Te
st
re
su
lts
fo
rA
lg
or
ith
m
2.
Pr
ob
le
m
s
x 0
(0
.0
00
1,
..
.
,0
.0
00
1)
(5
,.
..
,5
)
(−
0.
00
01
,.
..
,−
0.
00
01
)
Sp
he
re
D
im
N
I/N
G
/‖x
∗‖
/f
(x
∗)
N
I/N
G
/‖x
∗‖
/f
(x
∗)
N
I/N
G
/‖x
∗‖
/f
(x
∗)
n
=
10
1/
1/
3.
16
22
78
e−
00
4/
1.
00
00
00
e−
00
7
N
I
>
10
00
0
1/
1/
3.
16
22
78
e−
00
4/
1.
00
00
00
e−
00
7
n
=
10
0
1/
1/
1.
00
00
00
e−
00
3/
1.
00
00
00
e−
00
6
N
I
>
10
00
0
1/
1/
1.
00
00
00
e−
00
3/
1.
00
00
00
e−
00
6
n
=
30
0
1/
1/
1.
73
20
51
e−
00
3/
3.
00
00
00
e−
00
6
N
I
>
10
00
0
1/
1/
1.
73
20
51
e−
00
3/
3.
00
00
00
e−
00
6
Sp
he
re
x 0
(0
.0
00
1,
0,
0.
00
01
,0
,.
..
)
(5
,0
,5
,0
,.
..
)
(−
0.
00
01
,0
,−
0.
00
01
,0
,.
..
)
n
=
10
1/
1/
2.
23
60
68
e−
00
4/
5.
00
00
00
e−
00
8
N
I
>
10
00
0
1/
1/
2.
23
60
68
e−
00
4/
5.
00
00
00
e−
00
8
n
=
10
0
1/
1/
7.
07
10
68
e−
00
4/
5.
00
00
00
e−
00
7
N
I
>
10
00
0
1/
1/
7.
07
10
68
e−
00
4/
5.
00
00
00
e−
00
7
n
=
30
0
1/
1/
1.
22
47
45
e−
00
3/
1.
50
00
00
e−
00
6
N
I
>
10
00
0
1/
1/
1.
22
47
45
e−
00
3/
1.
50
00
00
e−
00
6
Sc
hw
ef
el
’s
x 0
(−
0.
00
1,
..
.
,−
0.
00
1)
(1
0,
..
.
,1
0)
(0
.0
01
,.
..
,0
.0
01
)
n
=
5
20
/2
0/
6.
64
61
96
e−
00
4/
4.
01
98
32
e−
00
7
N
I
>
10
00
0
20
/2
0/
6.
64
61
96
e−
00
4/
4.
01
98
32
e−
00
7
n
=
10
15
1/
15
1/
7.
79
07
62
e−
00
4/
7.
65
62
91
e−
00
7
N
I
>
10
00
0
15
1/
15
1/
7.
79
07
62
e−
00
4/
7.
65
62
91
e−
00
7
Sc
hw
ef
el
’s
x 0
(−
0.
00
1,
0,
−0
.0
01
,0
,.
..
)
(1
0,
0,
10
,0
,.
..
)
(0
.0
01
,0
,0
.0
01
,0
,.
..
)
n
=
5
15
/1
5/
1.
27
85
95
e−
00
3/
6.
15
69
65
e−
00
7
N
I
>
10
00
0
15
/1
5/
1.
27
85
95
e−
00
3/
6.
15
69
65
e−
00
7
n
=
10
23
4/
23
4/
1.
52
59
44
e−
00
3/
6.
98
25
40
e−
00
7
N
I
>
10
00
0
23
4/
23
4/
1.
52
59
44
e−
00
3/
6.
98
25
40
e−
00
7
Ra
st
ri
gi
n
x 0
(−
0.
00
1,
..
.
,−
0.
00
1)
(2
,.
..
,2
)
(0
.0
01
,.
..
,0
.0
01
)
n
=
10
N
I
>
10
00
0
N
I
>
10
00
0
N
I
>
10
00
0
n
=
10
0
N
I
>
10
00
0
N
I
>
10
00
0
N
I
>
10
00
0
Ra
st
ri
gi
n
x 0
(−
0.
00
1,
0,
−0
.0
01
,0
,.
..
)
(2
,0
,2
,0
,.
..
)
(0
.0
01
,0
,0
.0
01
,0
,.
..
)
n
=
5
N
I
>
10
00
0
N
I
>
10
00
0
N
I
>
10
00
0
n
=
10
N
I
>
10
00
0
N
I
>
10
00
0
N
I
>
10
00
0
Sc
hw
ef
el
x 0
(−
5,
..
.
,−
5)
(−
50
,.
..
,−
50
)
(5
0,
..
.
,5
0)
n
=
50
22
6/
22
6/
3.
70
35
74
e+
00
1/
2.
05
54
61
e+
00
4
29
9/
29
9/
4.
63
47
69
e+
00
2/
1.
45
85
65
e+
00
4
31
4/
31
4/
4.
08
03
63
e+
00
2/
2.
65
29
25
e+
00
4
n
=
10
0
24
2/
24
2/
5.
23
81
02
e+
00
1/
4.
11
09
23
e+
00
4
31
0/
31
0/
6.
55
46
20
e+
00
2/
2.
91
71
29
e+
00
4
32
6/
32
6/
5.
77
05
76
e+
00
2/
5.
30
58
78
e+
00
4
n
=
30
0
26
7/
26
7/
9.
07
34
58
e+
00
1/
1.
23
32
77
e+
00
5
32
8/
32
8/
1.
13
53
06
e+
00
3/
8.
75
13
88
e+
00
4
34
5/
34
5/
9.
99
50
59
e+
00
2/
1.
59
17
72
e+
00
5
Sc
hw
ef
el
x 0
(−
5,
0,
−5
,0
,.
..
)
(−
50
,0
,−
50
,0
,.
..
)
(5
0,
0,
50
,0
,.
..
)
n
=
50
1/
1/
2.
50
00
00
e+
00
1/
2.
07
52
46
e+
00
4
1/
1/
2.
50
00
00
e+
00
2/
1.
91
76
99
e+
00
4
1/
1/
2.
50
00
00
e+
00
2/
2.
27
21
30
e+
00
4
n
=
10
0
1/
1/
3.
53
55
34
e+
00
1/
4.
15
04
92
e+
00
4
1/
1/
3.
53
55
34
e+
00
2/
3.
83
53
98
e+
00
4
1/
1/
3.
53
55
34
e+
00
2/
4.
54
42
60
e+
00
4
n
=
30
0
1/
1/
6.
12
37
24
e+
00
1/
1.
24
51
47
e+
00
5
1/
1/
6.
12
37
24
e+
00
2/
1.
15
06
20
e+
00
5
1/
1/
6.
12
37
24
e+
00
2/
1.
36
32
78
e+
00
5
G
ri
ew
an
k
x 0
(−
0.
01
,.
..
,−
0.
01
)
(−
0.
5,
..
.
,−
0.
5)
(0
.0
1,
..
.
,0
.0
1)
n
=
50
14
9/
14
9/
6.
73
87
36
e−
00
2/
1.
18
77
70
e−
00
4
1/
1/
3.
53
55
34
e+
00
0/
4.
38
34
17
e−
00
1
14
9/
14
9/
6.
73
87
36
e−
00
2/
1.
18
77
70
e−
00
4
n
=
10
0
17
9/
17
9/
9.
75
59
79
e−
00
2/
1.
52
18
08
e−
00
4
1/
1/
5.
00
00
00
e+
00
0/
4.
88
04
59
e−
00
1
17
9/
17
9/
9.
75
59
79
e−
00
2/
1.
52
18
08
e−
00
4
n
=
30
0
19
5/
19
5/
1.
71
78
39
e−
00
1/
2.
11
07
16
e−
00
4
1/
1/
8.
66
02
54
e+
00
0/
5.
66
86
67
e−
00
1
19
5/
19
5/
1.
71
78
39
e−
00
1/
2.
11
07
16
e−
00
4
G
ri
ew
an
k
x 0
(−
0.
01
,0
,−
0.
01
,0
,.
..
)
(−
0.
5,
0,
−0
.5
,0
,.
..
)
(0
.0
1,
0,
0.
01
,0
,.
..
)
n
=
50
11
/1
1/
4.
87
18
02
e−
00
2/
7.
60
79
23
e−
00
5
1/
1/
2.
50
00
00
e+
00
0/
2.
83
12
10
e−
00
1
11
/1
1/
4.
87
18
02
e−
00
2/
7.
60
79
23
e−
00
5
n
=
10
0
13
/1
3/
6.
97
77
62
e−
00
2/
9.
33
34
36
e−
00
5
1/
1/
3.
53
55
34
e+
00
0/
3.
15
15
88
e−
00
1
13
/1
3/
6.
97
77
62
e−
00
2/
9.
33
34
36
e−
00
5
n
=
30
0
14
/1
4/
1.
21
93
14
e−
00
1/
1.
23
02
15
e−
00
4
1/
1/
6.
12
37
24
e+
00
0/
3.
67
07
21
e−
00
1
14
/1
4/
1.
21
93
14
e−
00
1/
1.
23
02
15
e−
00
4
G. Yuan et al. / Journal of Computational and Applied Mathematics 230 (2009) 44–58 53
Table 3
Test results for Problem 1(Case i). Test results for Algorithm 1.
x0 (1, . . . , 1) (2, . . . , 2) (25, . . . , 25) (−5, . . . ,−5) (−50, . . . ,−50)
Dim NI/NG/GG NI/NG/GG NI/NG/GG NI/NG/GG NI/NG/GG
n = 10 3/5/7.587575e−006 3/5/2.564194e−006 8/15/2.150261e−006 3/5/5.167989e−007 8/15/3.253440e−006
n = 40 2/3/2.985764e−007 2/3/2.030840e−007 2/3/8.841041e−006 2/3/1.743368e−007 2/3/3.762491e−006
n = 90 2/3/2.146883e−008 2/3/1.136767e−008 2/3/8.319936e−007 2/3/7.799334e−009 2/3/3.534934e−007
n = 200 2/3/1.748851e−009 2/3/7.547954e−010 2/3/7.816459e−008 2/3/3.845281e−010 2/3/3.318681e−008
n = 500 2/3/1.051452e−010 2/3/3.914261e−011 2/3/5.077978e−009 2/3/1.397946e−011 2/3/2.155251e−009
x0 (1, 0, 1, 0, . . .) (2, 0, 2, 0, . . .) (25, 0, 25, 0, . . .) (−5, 0,−5, 0, . . .) (−50, 0,−50, 0, . . .)
Dim NI/NG/GG NI/NG/GG NI/NG/GG NI/NG/GG NI/NG/GG
n = 10 19/37/3.300318e−006 53/105/8.791490e−006 22/43/8.052705e−007 18/35/3.927136e−006 22/43/6.539735e−006
n = 40 1/1/3.627807e−006 1/1/3.567984e−006 1/1/8.076481e−006 1/1/3.544841e−006 1/1/5.464336e−006
n = 90 1/1/3.363539e−007 1/1/3.308074e−007 1/1/7.488150e−007 1/1/3.286617e−007 1/1/5.066287e−007
n = 200 1/1/3.140258e−008 1/1/3.088475e−008 1/1/6.991066e−008 1/1/3.068442e−008 1/1/4.729973e−008
n = 500 1/1/2.033942e−009 1/1/2.000403e−009 1/1/4.528107e−009 1/1/1.987427e−009 1/1/3.063599e−009
Table 4
Test results for Problem 1(Case i). Test results for Algorithm 2.
x0 (1, . . . , 1) (2, . . . , 2) (25, . . . , 25) (−5, . . . ,−5) (−50, . . . ,−50)
Dim NI/NG/GG NI/NG/GG NI/NG/GG NI/NG/GG NI/NG/GG
n = 10 3/3/4.491022e−007 3/3/1.498303e−007 3/3/7.409078e−006 3/3/3.184828e−008 3/3/3.807610e−007
n = 40 2/2/2.808861e−007 2/2/5.937958e−007 3/3/1.622782e−007 2/2/4.823742e−006 3/3/1.406387e−007
n = 90 2/2/2.073772e−008 2/2/2.745633e−008 3/3/1.526002e−008 2/2/1.993204e−007 3/3/1.322514e−008
n = 200 9/9/7.630772e−006 10/10/7.629601e−006 14/14/4.735253e−006 12/12/2.980338e−006 15/15/4.690495e−006
n = 500 9/9/7.629469e−006 10/10/7.629380e−006 14/14/4.661768e−006 12/12/2.980239e−006 15/15/4.658883e−006
x0 (1, 0, 1, 0, . . .) (2, 0, 2, 0, . . .) (25, 0, 25, 0, . . .) (−5, 0,−5, 0, . . .) (−50, 0,−50, 0, . . .)
Dim NI/NG/GG NI/NG/GG NI/NG/GG NI/NG/GG NI/NG/GG
n = 10 NI > 10000 NI > 10000 NI > 10000 NI > 10000 NI > 10000
n = 40 1/1/3.627807e−006 1/1/3.567984e−006 1/1/8.076481e−006 1/1/3.544841e−006 1/1/5.464336e−006
n = 90 1/1/3.363539e−007 1/1/3.308074e−007 1/1/7.488150e−007 1/1/3.286617e−007 1/1/5.066287e−007
n = 200 1/1/3.140258e−008 1/1/3.088475e−008 1/1/6.991066e−008 1/1/3.068442e−008 1/1/4.729973e−008
n = 500 1/1/2.033942e−009 1/1/2.000403e−009 1/1/4.528107e−009 1/1/1.987427e−009 1/1/3.063599e−009
Table 5
Test results for Problem 1(Case ii). Test results for Algorithm 1.
x0 (10, . . . , 10) (50, . . . , 50) (100, . . . , 100) (-10, . . . , -10) (−50, . . . ,−50)
Dim NI/NG/GG NI/NG/GG NI/NG/GG NI/NG/GG NI/NG/GG
n = 10 4/7/2.213784e−010 4/7/7.473584e−011 4/7/2.839908e−010 4/7/2.235737e−010 4/7/7.995886e−011
n = 40 3/5/1.479058e−006 3/5/4.507646e−006 3/5/6.100301e−006 3/5/1.480508e−006 3/5/4.509162e−006
n = 90 3/5/3.998234e−007 3/5/7.484659e−007 3/5/8.819683e−008 3/5/4.019532e−007 3/5/7.728017e−007
n = 200 3/5/2.958150e−007 4/7/4.129049e−019 4/7/6.332191e−019 3/5/1.382265e−007 3/5/4.236476e−006
n = 500 4/7/1.496892e−019 4/7/2.042148e−017 4/7/4.874574e−017 4/7/9.359382e−019 4/7/1.854204e−017
x0 (10, 0, 10, 0, . . .) (50, 0, 50, 0, . . .) (100, 0, 100, 0, . . .) (−10, 0,−10, 0, . . .) (−50, 0,−50, 0, . . .)
Dim NI/NG/GG NI/NG/GG NI/NG/GG NI/NG/GG NI/NG/GG
n = 10 11/21/4.532763e−006 4/7/5.519214e−006 6/11/1.764609e−006 11/21/4.620211e−006 4/7/5.512714e−006
n = 40 3/5/6.447755e−006 3/5/5.424348e−006 3/5/4.695763e−006 3/5/6.448333e−006 3/5/5.427425e−006
n = 90 3/5/6.428671e−007 3/5/3.011051e−007 3/5/6.956856e−007 3/5/6.426488e−007 3/5/3.072477e−007
n = 200 3/5/5.660545e−008 3/5/3.780533e−006 3/5/2.344346e−007 3/5/6.132395e−008 3/5/1.377976e−006
n = 500 4/7/3.645370e−009 4/7/6.980078e−011 4/7/2.721912e−010 4/7/3.645369e−009 4/7/6.977125e−011
x0: the initial point.
Dim: the dimension of the problem.
NI: the total number of iterations.
NG: the number of the function evaluations.
GG: the value of the norm function.
From the numerical results of the above Tables 3–6, 9 and 10, we can see that Algorithm 1 performs better than
Algorithm 2. Moreover, for the proposed method, the starting points do not influence the results obviously and the results
do not change largely with the dimension increasing, which shows that the new method is more stable than the normal
trust-region method for the test problems.
From the numerical results of the above Tables 7 and 8, we can see that Algorithm 2 performs better than Algorithm 1,
which shows that the normal method is more competitive than the proposed method in the situation when the exact
Jacobian computation is inexpensive or possible.
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Table 7
Test results for Problem 1(Case iii). Test results for Algorithm 1.
x0 (10, . . . , 10) (100, . . . , 100) (−10, . . . ,−10) (200, . . . , 200) (−60, . . . ,−60)
Dim NI/NG/GG NI/NG/GG NI/NG/GG NI/NG/GG NI/NG/GG
n = 10 16/28/4.059719e−007 17/30/1.641272e−006 16/28/4.085737e−007 17/30/5.773177e−006 17/30/7.034758e−007
n = 50 40/62/7.706782e−006 46/72/6.383169e−006 39/60/6.575930e−006 50/78/3.718841e−006 46/72/7.936515e−006
n = 100 35/52/6.710782e−006 45/67/9.331923e−006 35/52/7.063916e−006 49/74/3.870716e−006 44/66/7.499716e−006
n = 200 39/59/5.341215e−006 48/73/2.183720e−006 39/59/5.321987e−006 48/73/8.862886e−006 52/81/2.780654e−006
n = 500 33/50/7.841810e−006 42/64/4.471195e−006 33/50/7.841668e−006 44/67/8.055851e−006 40/61/9.817700e−006
x0 (10, 0, 10, 0, . . .) (100, 0, 100, 0, . . .) (−10, 0,−10, 0, . . .) (200, 0, 200, 0, . . .) (−60, 0,−60, 0, . . .)
Dim NI/NG/GG NI/NG/GG NI/NG/GG NI/NG/GG NI/NG/GG
n = 10 30/44/5.012821e−006 31/47/5.032184e−006 30/44/5.134436e−006 32/49/1.268562e−006 31/46/8.865116e−006
n = 50 34/51/7.928335e−006 45/68/1.940895e−006 35/53/4.831887e−006 45/67/2.487252e−006 45/70/8.381397e−006
n = 100 31/47/6.373723e−006 44/69/5.304217e−006 31/47/6.374423e−006 47/74/7.647961e−007 42/66/8.519177e−006
n = 200 33/48/2.939269e−006 38/55/7.490473e−006 33/48/2.939483e−006 42/61/4.785592e−006 34/50/4.075116e−006
n = 500 31/44/7.959021e−006 35/51/9.436687e−006 31/44/7.959013e−006 40/58/3.656900e−006 35/51/3.397068e−006
Table 8
Test results for Problem 1(Case iii). Test results for Algorithm 2.
x0 (10, . . . , 10) (100, . . . , 100) (−10, . . . ,−10) (200, . . . , 200) (−60, . . . ,−60)
Dim NI/NG/GG NI/NG/GG NI/NG/GG NI/NG/GG NI/NG/GG
n = 10 3/3/1.129136e−012 3/3/2.763845e−006 3/3/2.474015e−012 3/3/5.782121e−006 3/3/2.551360e−007
n = 50 3/3/1.862344e−022 3/3/5.354205e−016 3/3/4.041191e−022 3/3/1.131478e−015 3/3/4.334712e−017
n = 100 3/3/6.941846e−027 3/3/2.001570e−020 3/3/1.505625e−026 3/3/4.227356e−020 3/3/1.615219e−021
n = 200 2/2/3.772450e−006 3/3/6.756887e−025 2/2/3.772537e−006 3/3/1.426887e−024 3/3/5.447941e−026
n = 500 2/2/2.443251e−007 3/3/7.719095e−031 2/2/2.443260e−007 3/3/1.638998e−030 3/3/5.862713e−032
x0 (10, 0, 10, 0, . . .) (100, 0, 100, 0, . . .) (−10, 0,−10, 0, . . .) (200, 0, 200, 0, . . .) (−60, 0,−60, 0, . . .)
Dim NI/NG/GG NI/NG/GG NI/NG/GG NI/NG/GG NI/NG/GG
n = 10 3/3/2.072706e−014 3/3/8.127999e−008 3/3/8.050035e−014 3/3/1.713944e−007 3/3/7.108925e−009
n = 50 3/3/3.272168e−024 3/3/1.404441e−017 3/3/1.289815e−023 3/3/2.958608e−017 3/3/1.149364e−018
n = 100 3/3/1.215348e−028 3/3/5.227126e−022 3/3/4.792565e−028 3/3/1.100738e−021 3/3/4.269721e−023
n = 200 2/2/1.886157e−006 3/3/1.760731e−026 2/2/1.886200e−006 3/3/3.707379e−026 3/3/1.438185e−027
n = 500 2/2/1.221618e−007 3/3/1.992877e−032 2/2/1.221623e−007 3/3/4.211073e−032 2/2/6.410190e−006
Table 9
Test results for Problem 2. Test results for Algorithm 1.
x0 (0.0001, . . . , 0.0001) (0.0005, . . . , 0.0005) (0.0008, . . . , 0.0008) (−0.0001, . . . ,−0.0001) (−0.0005, . . . ,−0.0005)
Dim NI/NG/GG NI/NG/GG NI/NG/GG NI/NG/GG NI/NG/GG
n = 10 25/40/2.768032e−006 25/41/1.248456e−006 23/34/9.574300e−006 27/42/4.385076e−006 24/36/7.673121e−006
n = 40 38/60/3.981522e−006 34/53/9.453857e−006 31/47/8.209993e−006 28/42/6.753770e−006 26/38/6.448171e−006
n = 90 29/43/5.639249e−006 34/52/3.542314e−006 30/45/8.329880e−006 27/40/1.071562e−006 33/52/6.396457e−006
n = 200 28/42/7.618529e−006 32/51/8.073426e−006 29/43/8.315076e−006 27/40/7.115172e−006 33/50/8.328520e−006
n = 500 33/51/6.742985e−006 36/56/7.250706e−006 32/48/9.986441e−006 35/55/7.565989e−006 37/58/8.449456e−006
x0 (0.0001, 0, 0.0001,
0, . . .)
(0.0005, 0, 0.0005,
0, . . .)
(0.0008, 0, 0.0008,
0, . . .)
(−0.0001, 0,−0.0001,
0, . . .)
(−0.0005, 0,−0.0005,
0, . . .)
Dim NI/NG/GG NI/NG/GG NI/NG/GG NI/NG/GG NI/NG/GG
n = 10 24/37/9.850833e−006 26/41/8.350445e−006 26/42/2.930954e−006 26/42/1.272015e−006 25/40/5.764531e−006
n = 40 41/65/5.932255e−006 34/56/6.487042e−006 27/41/2.003994e−006 31/48/4.844605e−006 30/46/7.675760e−006
n = 90 19/28/5.497722e−006 33/50/3.051790e−006 25/39/6.602492e−006 29/44/6.685142e−006 28/42/5.995207e−006
n = 200 23/34/5.043368e−006 29/44/7.105165e−006 29/44/7.279464e−006 24/37/4.949044e−006 27/40/7.949805e−006
n = 500 32/49/6.644823e−006 42/67/6.421285e−006 27/40/6.232926e−006 31/48/9.942142e−006 31/47/9.189988e−006
However, if the started points become large for Problem 2, we find that it cause too large number of iterations before the
condition ϕ(x) ≤ 10−5 is satisfied in the experiment.
Dolan andMoré [6] gave a new tool to analyze the efficiency of Algorithms. They introduced the notion of a performance
profile as a means to evaluate and compare the performance of the set of solvers S on a test set P . Assuming that there exist
ns solvers and np problems, for each problem p and solver s, they defined
tp,s = computing time (the number of function evaluations or others) required to solve problem p by solver s.
Requiring a baseline for comparisons, they compared the performance onproblem pby solver swith the best performance
by any solver on this problem; that is, using the performance ratio
rp,s = tp,smin{tp,s : s ∈ S} .
Suppose that a parameter rM ≥ rp,s for all p, s is chosen, and rp,s = rM if and only if solver s does not solve problem p.
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Fig. 1. Performance profiles (NI) of Algorithms 1 and 2.
Fig. 2. Performance profiles (NG) of Algorithms 1 and 2.
The performance of solver s on any given problemmight be of interest, but wewould like to obtain an overall assessment
of the performance of the solver, then they defined
ρs(t) = 1np size{p ∈ P : rp,s ≤ t},
thus ρs(t) was the probability for solver s ∈ S where a performance ratio rp,s was within a factor t ∈ R of the best
possible ratio. Then function ρs was the (cumulative) distribution function for the performance ratio. The performance
profile ρs : R 7→ [0, 1] for a solver was a nondecreasing, piecewise constant function, continuous from the right at each
breakpoint. The value of ρs(1)was the probability that the solver would win over the rest of the solvers.
According to the above rules, we know that one solver whose performance profile plot is on top right will win over the
rest of the solvers.
Figs. 1 and 2 show that the performance of these methods is relative to NI, NG of Tables 1–10, respectively. From these
three figures it is clear that the given method has wins (has the higher probability of being the optimal solver).
Figs. 1 and 2 show that the proposed method outperforms the normal method about 18% test problems. Moreover, the
presentedmethod solves completely and thenormalmethod solves about 82%of the test problems successfully, respectively.
Overall, the numerical results are interesting. We hope this method can be further investigated.
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