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Abstract
We propose a necessary and sufficient test to determine whether a
solution for a general quadratic program with two quadratic constraints
(QC2QP) can be computed from that of a specific convex semidefinite re-
laxation, in which case we say that there is no optimality gap. Originally
intended to solve a nonconvex optimal control problem, we consider the
case in which the cost and both constraints of the QC2QP may be non-
convex. We obtained our test, which also ascertains when strong duality
holds, by generalizing a closely-related method by Ai and Zhang. An ex-
tension was necessary because, while the method proposed by Ai and Zhang
also allows for two quadratic constraints, it requires that at least one is
strictly convex. In order to illustrate the usefulness of our test, we applied
it to two examples that do not satisfy the assumptions required by prior
methods. Our test guarantees that there is no optimality gap for the first
example—a solution is also computed from the relaxation—and we used
it to establish that an optimality gap exists in the second.
Keywords. quadratically constrained quadratic program, semidefinite relax-
ation, strong duality, nonconvex optimization
AMS subject classifications. 90C26, 90C46
1 Introduction
We consider the following real-valued quadratic program with two quadratic con-
straints (QC2QP):
minimize
z∈Rn
q0(z) = z
TQ0z + 2b
T
0 z
subject to q1(z) = z
TQ1z + 2b
T
1 z + c1 ≤ 0,
q2(z) = z
TQ2z + 2b
T
2 z + c2 ≤ 0,
(QP0)
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where Q0, Q1, and Q2 are n × n-dimensional real symmetric matrices; b0, b1 and b2
are n-dimensional real vectors; and c1 and c2 are real constants.
Main problem: We seek to solve (QP0) without positive semidefiniteness restrictions
on Q0, Q1, and Q2, which, generally, makes the problem nonconvex.
1.1 Brief overview of existing related work
Existing work explored two distinct approaches to obtain a globally optimal so-
lution to (QP0). The first approach, which we adopt to develop our method, uses
a semidefinite relaxation of (QP0) whose (Lagrange) dual is convex and identical to
that of (QP0). The second approach seeks to exploit the structure of the QC2QP,
possibly subject to additional restrictions, to characterize globally optimal solutions
in a way that numerically tractable methods can be used. Subsequently, we proceed
to describe previous work on both approaches.
Following the first approach, Ai and Zhang [1] introduce a necessary and sufficient
condition for strong duality for the Celis-Dennis-Tapia (CDT) subproblem of minimiz-
ing a nonconvex quadratic cost over the intersection of an ellipsoid and an elliptical
cylinder [4] (corresponding to Q1 being positive definite and Q2 being positive semidef-
inite, respectively, in (QP0)), which is a special case of QC2QP used in the extended
trust region method [20]. Their result shows that strong duality holds, and a primal
optimal solution can be obtained from a semidefinite relaxation, if and only if optimal
solutions of the dual and the relaxation violate the so-called Property I comprising
three algebraic conditions. Subsequent work by Yuan et al. in [21] shows that adding
second-order cone (SOC) constraints to a CDT subproblem for which Property I holds
may narrow or even eliminate the duality gap. In the latter case, a globally optimal
solution to the original problem can be computed from a solution of the semidefinite
relaxation with an SOC reformulation.
Another relaxation technique is to solve the QC2QP in the complex domain.
In [2], Beck and Eldar use such a methodology to introduce a necessary and suffi-
cient condition for strong duality, using the classical extended S-Lemma of Fradkov
and Yakubovich [7]. If strong duality holds, a globally optimal solution to the orig-
inal problem can be obtained by solving a quadratic feasibility problem. Using the
necessary and sufficient condition and the convexity of a quadratic mapping, they sub-
sequently prove a sufficient condition for strong duality for the real-valued QC2QP.
Huang and Zhang [12] propose a sufficient condition for strong duality in the complex-
valued problem in which a globally optimal solution to the original problem can be
obtained from a semidefinite relaxation if strong duality holds. Their result is derived
using a matrix rank-one decomposition for complex Hermitian matrices.
Following the second approach, Peng and Yuan [14] prove a necessary condition
for global optimality in QC2QP. Specifically, the number of negative eigenvalues of
the Hessian of the Lagrangian is characterized at a globally optimal solution. For the
CDT subproblem, Bomze and Overton [3] prove necessary and sufficient conditions
for global and local optimality using copositivity.
1.2 Our main contribution
We seek to use a specific semidefinite relaxation to find a solution for (QP0) for
the case in which there are no positive semidefiniteness restrictions on Q0, Q1, and Q2.
When a solution for (QP0) can be determined from that of the relaxation we say that
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there is no optimality gap. The relaxation is cast as a convex semidefinite program
(SDP) for which an optimal solution can be determined efficiently using existing soft-
ware. The dual of the semidefinite relaxation is convex and is also the dual of (QP0).
This motivates the analysis in section 3, where we propose the so-called Property I+
defined by four algebraic conditions that determine, based on solutions of the relax-
ation and its dual, when an optimality gap exists. Our main result is Theorem 3.2,
which states precisely a necessary and sufficient condition for the existence of an op-
timality gap based on Property I+. As we discuss in detail in section 5, Theorem 3.2
extends the closely-related result of [1] in the following ways:
• The assumption in [1] that either Q1 or Q2 must be positive definite is replaced
in our work by the weaker requirement that the dual of (QP0) satisfies Slater’s
condition.
• In the particular case when Q1, or Q2, is positive definite the above-mentioned
Property I+ is equivalent to Property I used in [1] to determine when there is
an optimality gap. Hence, our work presents no advantage relative to [1] when
Q1, or Q2, is positive definite.
A nonconvex optimal control problem studied by Cheng and Martins in [6] moti-
vated the unexampled QC2QP considered here, in which neither Q1 nor Q2 is assumed
positive definite.
1.3 Structure of the article
We start with reviewing in section 2 the key results of [1]. In doing so, we also
present the essential concepts used in [1], which include the semidefinite relaxation used
here. We define Property I+ and subsequently state our main result (Theorem 3.2) in
section 3. In section 4, we describe an algorithm to implement the test of Theorem 3.2,
and we also discuss relevant numerical considerations. In addition, in section 4, we
apply our algorithm to two QC2QP examples that do not satisfy the assumptions
required by previous methods. More specifically, we compute the optimal solution for
the first example after we establish that it has no optimality gap. In contrast, we
establish that there is an optimality gap for the second. In section 5, we explain why
Theorem 3.2 extends the closely-related result of [1]. In section 6, we summarize the
paper and discuss future research directions that could leverage our results, in concert
with related recent work, to obtain methods that would not only be numerically more
robust, but also more general. In section 7, we present a detailed proof of Theorem 3.2.
The necessity portion of the proof embeds the description of a method to construct
a solution to (QP0) from that of its convex relaxation, for the case in which the test
in Theorem 3.2 guarantees that there is no optimality gap.
1.4 Notation and conventions
Throughout the paper, we adopt the following notation, which is mostly borrowed
from [1]: We denote the set of real numbers with R. We use Sn to denote the set
of symmetric matrices in Rn×n. We use the dot notation to denote the matrix inner
product, that is, A • B := Tr(ABT ) for A,B ∈ Rn×n, where Tr(ABT ) denotes the
trace of ABT . We use det(C) to denote the determinant of a square matrix C. We
use rank(D) and rank(D, ǫ) to denote the rank and the numerical rank with tolerance
ǫ, respectively, of a matrix D. A positive (semi)definite matrix M is denoted by
M ≻ ()0. We use 0n×m to denote a matrix in R
n×m with all entries being 0 and
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In to denote an n× n-dimensional identity matrix. A diagonal matrix is denoted by
diag(a1, a2, . . . , an), where a1, a2, . . . , an ∈ R are the diagonal entries. The null space
of a linear mapping L : V → W between two vector spaces V and W is denoted by
N (L). We use |a| to denote the absolute value of a real-valued constant or variable
a. We use the term polynomial time, which is defined in [20], to indicate that the
total number of basic operations (for example, addition, subtraction, multiplication,
division, and comparison) of a procedure is bounded by a polynomial of the problem
data. We use boldface font, such as in x, to represent the optimization variables
with respect to which we seek to minimize a cost subject to constraints. We adopt
the following format to represent an optimization problem over a subset X of a real
coordinate space, in which we seek to minimize a cost f : X → R subject to an
additional constraint set C:
minimize
x∈X
f(x)
subject to x ∈ C.
(P)
We use V∗(P) to denote the optimal value of (P). As a convention, a matrix X is
rank-one decomposable [1] at x1 if there exist other r− 1 vectors x2, . . . , xr such that
X = x1x
T
1 + x2x
T
2 + · · ·+ xrx
T
r , where r := rank(X).
2 Preliminary results and concepts
We start with introducing assumptions and reviewing the key results in [1]. For the
reader’s convenience, we follow the notation in [1] and rewrite (QP0) in a homogeneous
quadratic form:
minimize
z∈Rn,t∈R
M(q0) •
[
t
z
] [
t
z
]T
= zTQ0z + 2tb
T
0 z
subject to M(qi) •
[
t
z
] [
t
z
]T
= zTQiz + 2tb
T
i z + t
2ci ≤ 0, i ∈ {1, 2},
t
2 = 1,
(QP)
where
M(q0) =
[
0 bT0
b0 Q0
]
, M(qi) =
[
ci b
T
i
bi Qi
]
, i ∈ {1, 2}. (2.1)
In the rest of the paper, we use x to represent an (n+ 1)-dimensional vector concate-
nating a scalar t and an n-dimensional vector z as follows
x =
[
t
z
]
. (2.2)
The semidefinite relaxation of (QP) is the following:
minimize
X∈Sn+1
M(q0) • X
subject to M(qi) • X ≤ 0, i ∈ {1, 2},
I00 • X = 1,
X  0,
(SP)
where I00 =
[ 1 01×n
0
n×1 0n×n
]
.
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The dual problem of (SP) is the following:
maximize
Z∈Sn+1,y0,y1,y2∈R
y0
subject to y0I00 − y1M(q1)− y2M(q2) +Z =M(q0),
yi ≥ 0, i ∈ {1, 2},
Z  0.
(SD)
Note that (SD) is also the dual of (QP).
Assumption 2.1. Problem (SP) satisfies Slater’s condition, that is, there exists a
symmetric positive definite (n+ 1)× (n+ 1)-dimensional real matrix X such that
M(qi) • X < 0, i ∈ {1, 2}, (2.3a)
I00 • X = 1. (2.3b)
Remark 2.2. Assumption 2.1 holds when Slater’s condition holds for (QP0) [1] (and,
hence, for (QP)), that is, there exists an n-dimensional vector z such that
zTQiz + 2b
T
i z + ci < 0, i ∈ {1, 2}. (2.4)
Assumption 2.3. Slater’s condition holds for (SD), that is, there exist a scalar y0
and positive scalars y1 and y2 such that
M(q0)− y0I00 + y1M(q1) + y2M(q2) ≻ 0. (2.5)
Remark 2.4. For problem data M(q0),M(q1), and M(q2), one can numerically check
whether Assumption 2.1 and assumption 2.3 are met by solving the feasibility problem
of (SP) and (SD), respectively, using an SDP solver.
Remark 2.5. The inequality (2.5) holds, by Schur complement, if and only if there
exist a scalar y0 and positive scalars y1 and y2 such that
Q0 + y1Q1 + y2Q2 ≻ 0, (2.6a)
ξ(y1, y2)
T (Q0 + y1Q1 + y2Q2)
−1ξ(y1, y2) < −y0 + y1c1 + y2c2, (2.6b)
where ξ(y1, y2) := b0 + y1b1 + y2b2.
Remark 2.6. By [20, Proposition 2.1], Assumption 2.3 holds if the objective function
of (QP0) is strictly convex (that is, Q0 is positive definite), or at least one of the
constraints of (QP0) is elliptical (that is, Qi ≻ 0 and b
T
i Q
−1
i bi − ci > 0 for i being 1
or 2, or both). The latter condition, which implies (2.5) by Remark 2.5, is required by
Ai and Zhang in [1] which ensures that Slater’s condition holds for (SD).
Remark 2.7. Assumption 2.1 and Assumption 2.3 together imply that both (SP) and
(SD) have attainable optimal solutions that yield an identical optimal value. This, in
turn, implies that (SP) is a tight relaxation of (QP) (that is, the optimal value of
(SP) is identical to that of (QP)) if and only if strong duality holds for (QP). This
observation will be relevant later on when we establish our optimality gap test.
We denote optimal solutions of (QP), (SP), and (SD), respectively, by x∗, Xˆ, and
(Zˆ, yˆ0, yˆ1, yˆ2), and their optimal values, respectively, by V
∗
(QP), V
∗
(SP), and V
∗
(SD). Note
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that a primal-dual feasible pair, X and (Z, y0, y1, y2), is optimal if and only if it satisfies
the complementary conditions:
XZ = 0(n+1)×(n+1), (2.7a)
y1M(q1) •X = 0, (2.7b)
y2M(q2) •X = 0. (2.7c)
Property I, which is defined below (Definition 2.8), is the key to the necessary and
sufficient conditions for an optimality gap (or, equivalently, for a duality gap between
(QP) and (SD)) stated in Theorem 2.9 for when Q1 is positive definite.
Definition 2.8 ([1, Definition 4.1]). For Xˆ and (Zˆ, yˆ0, yˆ1, yˆ2), a given pair of optimal
solutions for (SP) and (SD), respectively, we say that this pair has Property I if:
1. yˆ1yˆ2 6= 0;
2. rank(Zˆ) = n− 1;
3. rank(Xˆ) = 2 and there is a rank-one decomposition of Xˆ, Xˆ = xˆ1xˆ
T
1 + xˆ2xˆ
T
2
such that
M(q1) • xˆixˆ
T
i = 0, i ∈ {1, 2}, (2.8)
(M(q2) • xˆ1xˆ
T
1 )(M(q2) • xˆ2xˆ
T
2 ) < 0. (2.9)
Theorem 2.9 ([1, Theorem 4.2]). Consider (QP) where Slater’s condition is satisfied
and Q1 is positive definite. Suppose that Xˆ and (Zˆ, yˆ0, yˆ1, yˆ2) is a pair of optimal solu-
tions for the semidefinite relaxation (SP) and dual problem (SD), respectively. Then,
V∗(SP) < V
∗
(QP) holds if and only if the pair Xˆ and (Zˆ, yˆ0, yˆ1, yˆ2) satisfies Property I.
Remark 2.10. Using [20, Lemma 2.2], we conclude that when Xˆ is a solution of (SP)
with rank(Xˆ) = 2 satisfying M(q1) • Xˆ = 0, it is always possible to obtain a rank-one
decomposition Xˆ = xˆ1xˆ
T
1 + xˆ2xˆ
T
2 that complies with (2.8).
3 Main results
We start with modifying Property I by adding an extra condition and naming the
combined conditions Property I+ as follows:
Definition 3.1. For Xˆ and (Zˆ, yˆ0, yˆ1, yˆ2), a given pair of optimal solutions for (SP)
and (SD), respectively, we say that this pair has Property I+ if:
1. Property I holds;
2. M(q1) • xˆ1xˆ
T
2 6= 0.
As we shall see in the following theorem, Property I+ is the key to the necessary
and sufficient condition for the optimality gap (or, equivalently, for the duality gap
between (QP) and (SD)), when the positive definiteness of Q1 is not assumed.
Theorem 3.2. Consider (QP) and let Assumption 2.1 and Assumption 2.3 hold.
Suppose that Xˆ and (Zˆ, yˆ0, yˆ1, yˆ2) is a pair of optimal solutions for the semidefinite
relaxation (SP) and dual problem (SD), respectively. Then, V∗(SP) < V
∗
(QP) holds if and
only if the pair Xˆ and (Zˆ, yˆ0, yˆ1, yˆ2) satisfies Property I
+.
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Proof. See section 7.
Theorem 3.2 is a significant result because it determines whether (QP) has an op-
timality gap by examining whether optimal solutions of (SP) and (SD) violate Prop-
erty I+. This test is tractable because it involves the solution of an SDP, and its dual,
followed by a rank-one decomposition, both of which run in polynomial time [20].
Furthermore, the necessity part of the proof (section 7) of Theorem 3.2 is construc-
tive and useful in its own right because it embeds the description of a method to
construct a solution for (QP) from that of (SP) when Property I+ is violated.
Besides the numerical results that are going to be presented in the next section,
Theorem 3.2 was used in [6, Theorem 2] to propose conditions under which there is
no optimality gap for a control-oriented QC2QP problem.
The following remark is relevant due to the intriguing fact that, although M(q1)
and M(q2) play identical “roles” in (QP) and (SP), they enter Definitions 2.8 and 3.1
in different ways.
Remark 3.3. One can readily verify by inspection that interchanging M(q1) and
M(q2) in (QP) and (SP) would not modify the underlying problem and, in particular,
would not alter whether V∗(SP) < V
∗
(QP) holds. Similarly, Theorem 3.2 would remain
valid had we chosen to interchange M(q1) and M(q2) in Definitions 2.8 and 3.1.
We now proceed to remark on the differences between the proofs given in section 7
and [1] for Theorems 3.2 and 2.9, respectively.
Remark 3.4. We start by observing that, in section 7, we prove the sufficient con-
dition of Theorem 3.2 by exploring the fact that Xˆ is the unique solution of (SP)
when Property I+ holds, whereas the proof of the sufficient condition of Theorem 2.9
is ascertained in [1] using contraposition. The proofs of the necessary condition in [1]
and section 7 construct a rank-one solution to (SP) for the possible cases in which Prop-
erty I and Property I+ fail, respectively. Although the four cases enumerated in the
former are also present in the latter, there are differences in the analysis. Specifically,
in section 7 we need to invoke Assumption 2.3 in cases 1, 2, and 4 to show the exis-
tence of a nonzero solution, while the argument in [1] uses the positive definiteness1
of Q1. In addition, we need to consider a fifth case in section 7 to account for when
Property I+ fails and Property I holds.
4 Testing Property I+ numerically
Theorem 3.2 enables a simply verifiable optimality gap test for a semidefinite
relaxation of a QC2QP. This test only requires to solve one SDP with its dual and
conducting a rank-one decomposition, both of which run in polynomial time. However,
in general, SDP solvers (for example, SDPT3 [18] and SeDuMi [17]) give approximate,
rather than exact, solutions within certain tolerance. Hence, it is useful to establish
an optimality gap test utilizing Property I+ in an approximation sense. The following
procedures refer to the purified (ǫ1, ǫ2)-approximation in [1]:
Let Xˆ and (Zˆ, yˆ0, yˆ1, yˆ2) denote a pair of numerical solutions of (SP) and its dual
(SD), respectively, solved by an SDP solver whose tolerance is ǫ1 > 0. Let ǫ2 > 0 be
1Recall that in our article Q0, Q1, and Q2 are only required to satisfy Assumption 2.1 and
Assumption 2.3. It may be the case that none is positive definite.
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the tolerance for purification. First, conduct an eigendecomposition of Xˆ and Zˆ, that
is,
Xˆ = P T1 Λ1P1, (4.1)
Zˆ = P T2 Λ2P2, (4.2)
where P1 and P2 are (n+1)× (n+1)-dimensional orthogonal matrices, and Λ1 and Λ2
are (n+ 1) × (n+ 1)-dimensional diagonal matrices. Let Λi := diag(λi1, . . . , λi(n+1)),
and let
λ∗ij :=
{
λij , λij ≥ ǫ2
0, λij < ǫ2
, i ∈ {1, 2}, j ∈ {1, 2, . . . , n+ 1}. (4.3)
Define the purified solutions by
X∗ := P T1 diag(λ
∗
11, . . . , λ
∗
1(n+1))P1, (4.4)
Z∗ := P T2 diag(λ
∗
21, . . . , λ
∗
2(n+1))P2, (4.5)
y∗i := yˆi, i ∈ {0, 1, 2}. (4.6)
The above step essentially purifies the rank of Xˆ and Zˆ so that
rank(Xˆ, ǫ2) = rank(X
∗, ǫ2), (4.7)
rank(Zˆ, ǫ2) = rank(Z
∗, ǫ2). (4.8)
Remark 4.1. We use numerical ǫ-rank, as defined in [11], to determine the numerical
rank of a matrix with tolerance ǫ. Namely, the numerical rank of a matrix A in Rm×n
with tolerance ǫ, denoted by rank(A, ǫ), is r, if the singular values, σ1 ≥ σ2 ≥ · · · ≥
σmin(m,n) ≥ 0, of A satisfy σ1 ≥ σ2 ≥ · · · ≥ σr > ǫ > σr+1 ≥ · · · ≥ σmin(m,n). For
more discussion, see [8] and [11].
Henceforth, we use X∗ and (Z∗, y∗0 , y
∗
1 , y
∗
2) to denote a pair of purified (ǫ1, ǫ2)-
approximate optimal solutions of (SP) and (SD), respectively.
Definition 4.2. For X∗ and (Z∗, y∗0 , y
∗
1 , y
∗
2), a given pair of purified (ǫ1, ǫ2)-approximate
optimal solutions of (SP) and (SD), respectively, we say that this pair has Prop-
erty I+(ǫ2) if:
1. y∗1 > ǫ2 and y
∗
2 > ǫ2;
2. rank(Z∗, ǫ2) = n− 1;
3. rank(X∗, ǫ2) = 2 and there is a rank-one decomposition X
∗ = x∗1(x
∗
1)
T+x∗2(x
∗
2)
T
such that
|M(q1) • x
∗
i (x
∗
i )
T | < ǫ2, i ∈ {1, 2}, (4.9)
M(q2) • x
∗
1(x
∗
1)
T > ǫ2, (4.10)
M(q2) • x
∗
2(x
∗
2)
T < −ǫ2; (4.11)
4. |M(q1) • x
∗
1(x
∗
2)
T | > ǫ2.
Now, we introduce a polynomial-time algorithm to test the optimality gap for
the relaxation (SP), with ǫ1-precision SDP solutions Xˆ and (Zˆ, yˆ0, yˆ1, yˆ2) as well as
Property I+(ǫ2).
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Algorithm 4.1 Optimality gap test
Input: ǫ1, ǫ2, Q0, Q1, Q2, q0, q1, q2, c1, c2
1: Solve (SP) and (SD) for Xˆ and (Zˆ, yˆ0, yˆ1, yˆ2), respectively, using an SDP
solver with ǫ1-precision
2: Compute the purified (ǫ1, ǫ2)-approximate optimal pair of solutions X
∗ and
(Z∗, y∗0 , y
∗
1 , y
∗
2)
3: Conduct a rank-one decomposition on X∗ and check if Property I+(ǫ2) is
satisfied
4: if Property I+(ǫ2) is satisfied then
5: an optimality gap exists
6: else
7: there is no optimality gap
8: end if
By Remark 2.7, the test described by Algorithm 4.1 can also be applied to check
whether a duality gap exists for (QP). Note that it could be difficult to check the
existence of the duality gap using other methods, for example, solving for the global
minimum of the primal problem. The primal problem is nonconvex, though smooth.
Hence, to find the global minimum, a good initial point is necessary for the convergence
of a gradient-based algorithm. However, to the best of the authors’ knowledge, there
is no efficient method to pick an initial point for convergence to the global minimum.
We have implemented Algorithm 4.1 in a MATLAB script which is available on-
line [5]2. We invite the interested readers to use this script with their own QC2QP
problem data.
We provide numerical examples which contain two nonconvex QC2QPs, in order
to illustrate the test described in Algorithm 4.1. The optimality gap does not exist in
the first example but does in the second one. Note that Theorem 2.9 cannot be applied
to the optimality gap test because the constraints in both examples are nonconvex,
which violates the assumption in [1] that requires at least one of the constraints to be
strictly convex.
To solve SDPs, we use CVX [9][10] with solver SDPT3 [18] and the default tolerance
ǫ1 = 1.49× 10
−8. We set the purification tolerance ǫ2 to 1× 10
−5.
4.1 Example: (there is no optimality gap)
Consider the following data in (QP0):
Q0 =
[
2 −4
−4 −2
]
, Q1 =
[
4 −5
−5 2
]
, Q2 =
[
0 2
2 2
]
, (4.12)
b0 =
[
0
0
]
, b1 =
[
2
0
]
, b2 =
[
0
5
]
, c1 = −1, c2 = −4. (4.13)
Both the objective function and constraints are hyperbolic and nonconvex. Assump-
tion 2.1 and Assumption 2.3 are verified to hold in this example. Solving (SP) and
2The description and data of a numerical experiment that tests the proportion of the
randomly generated feasible nonconvex QC2QP instances of which there is no optimality gap
are also available online [5].
9
(SD), we obtain the purified (ǫ1, ǫ2)-approximate optimal solutions:
X∗ ≈

 1.0000000 −0.7547192 −3.9916123−0.7547192 0.5696011 3.0125464
−3.9916123 3.0125464 15.9329684

 , (4.14)
Z∗ ≈

45.5612496 0.3855596 11.34134600.3855596 2.7711193 −0.4273607
11.3413460 −0.4273607 2.9220980

 , (4.15)
y∗0 ≈ −54.8271062, y
∗
1 ≈ 0.1927798, y
∗
2 ≈ 2.2682692, (4.16)
where rank(X∗, ǫ2) = 1, rank(Z
∗, ǫ2) = 2, and a rank-one decomposition yields
X∗ = x∗(x∗)T such that
x∗ ≈
[
−1.0000000 0.7547192 3.9916123
]T
. (4.17)
It can be easily verified that
|M(q1) • x
∗(x∗)T | < ǫ2, (4.18)
|M(q2) • x
∗(x∗)T | < ǫ2. (4.19)
Denote the normalized solutions by zˆ, where zˆ = z∗/t∗ follows the partition of x∗
in the form of (2.2). Thus,
zˆ ≈
[
−0.7547192 −3.9916123
]T
(4.20)
is marked in Figure 1.
Since Property I+(ǫ2) is violated, we claim that there is no optimality gap. This
can be verified since the primal optimal solution
z+ ≈
[
−0.7547192 −3.9916123
]T
(4.21)
coincides with zˆ. The globally optimal value is −54.8271061, which is identical to that
of (SP).
4.2 Example: (there is an optimality gap)
Consider the following data in (QP0):
Q0 =
[
−1 −2
−2 1
]
, Q1 =
[
3 1
1 −2
]
, Q2 =
[
4 5
5 1
]
, (4.22)
b0 =
[
−2
0
]
, b1 =
[
3
2
]
, b2 =
[
−1
5
]
, c1 = −2, c2 = 4. (4.23)
Both the objective function and constraints are hyperbolic and nonconvex. Assump-
tion 2.1 and Assumption 2.3 are verified to hold in this example. Solving (SP) and
(SD), we obtain the purified (ǫ1, ǫ2)-approximate optimal solutions:
X∗ ≈

 1.0000000 0.9982700 −1.28145530.9982700 2.2688396 −0.0999477
−1.2814553 −0.0999477 2.7352111

 , (4.24)
Z∗ ≈

 3.4958344 −1.4683240 1.5841752−1.4683240 0.6167270 −0.6653869
1.5841752 −0.6653869 0.7178861

 , (4.25)
y∗0 ≈ −3.1269177, y
∗
1 ≈ 0.2495621, y
∗
2 ≈ 0.2170102, (4.26)
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Figure 1: Illustration of the numerical example in which there is no optimality
gap. The contour plot represents the objective function, whereas the filled
region represents the feasible set. The primal optimum z+ coincides with the
normalized solution zˆ from (SP).
where rank(X∗, ǫ2) = 2, rank(Z
∗, ǫ2) = 1, and a rank-one decomposition yields X
∗ =
x∗1(x
∗
1)
T + x∗2(x
∗
2)
T such that
x∗1 ≈
[
0.1712233 −0.9403767 −1.2494816
]T
, (4.27)
x∗2 ≈
[
0.9852322 1.1766611 −1.0835160
]T
. (4.28)
It can be easily verified that
|M(q1) • x
∗
i (x
∗
i )
T | < ǫ2, i ∈ {1, 2}, (4.29)
M(q2) • x
∗
1(x
∗
1)
T > ǫ2, (4.30)
M(q2) • x
∗
2(x
∗
2)
T < −ǫ2, (4.31)
|M(q1) • x
∗
1(x
∗
2)
T | > ǫ2. (4.32)
Denote the normalized solutions by zˆ1 and zˆ2, where zˆ1 = z
∗
1/t
∗
1 and zˆ2 = z
∗
2/t
∗
2
follow the partition of x∗1 and x
∗
2, respectively, in the form of (2.2). Thus,
zˆ1 ≈
[
−5.4921056 −7.2973787
]T
, (4.33)
zˆ2 ≈
[
1.1942982 −1.0997569
]T
, (4.34)
are marked in Figure 2.
Since Property I+(ǫ2) is met, we claim that there is an optimality gap. This can
be verified since the primal optimal solution
z+ ≈
[
0.5251114 −0.3446140
]T
, (4.35)
which is marked in Figure 2, yields the globally optimal value −1.5335857, whereas
the optimal value of (SP) is −3.1269177.
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Figure 2: Illustration of the numerical example in which there is an optimality
gap. The contour plot represents the objective function, whereas the filled region
represents the feasible set.
5 On why Theorem 3.2 is an extension of The-
orem 2.9
The following facts support the claim that Theorem 3.2 is an extension of Theo-
rem 2.9:
• The assumptions required for the validity of Theorem 3.2 are weaker than those
needed in Theorem 2.9 (see Remark 2.6 for more details).
• Property I+, which determines the test in the necessary and sufficient condition
of Theorem 3.2, involves an extra condition when compared with Property I
used in Theorem 2.9. Furthermore, as the following proposition establishes,
Property I+ and Property I are equivalent when Q1 ≻ 0, as assumed in Theo-
rem 2.9.
In short, if the assumptions of Theorem 2.9 are satisfied then those of Theorem 3.2
are also valid and the necessary and sufficient test is equivalent. However, the opposite
does not hold, as the parameters defining the examples in section 4.1 and section 4.2
illustrate.
Proposition 5.1. Consider (QP) where Slater’s condition holds and Q1 ≻ 0. Let Xˆ
and (Zˆ, yˆ0, yˆ1, yˆ2) denote a pair of optimal solutions for (SP) and (SD), respectively.
If rank(Xˆ) = 2, yˆ1yˆ2 6= 0, and there exists a rank-one decomposition Xˆ = xˆ1xˆ
T
1 + xˆ2xˆ
T
2
such that M(q1) • xˆ1xˆ
T
1 =M(q1) • xˆ2xˆ
T
2 = 0, then M(q1) • xˆ1xˆ
T
2 6= 0.
Proof. We can conduct a change of coordinates x˜ = Rx to make
M(q1) =
[
−1 01×n
0n×1 In
]
(5.1)
12
because
q˜1(x˜) := x˜
TM(q1)x˜
=
[
t˜
z˜
]T [
−1 01×n
0n×1 In
] [
t˜
z˜
]
=
[
t
z
]T
RT
[
−1 01×n
0n×1 In
]
R
[
t
z
]
= zTQ1z + 2tb
T
1 Q1z + t
2c1 = q1(x), (5.2)
where
R :=
[
(bT1 Q
−1
1 b1 − c1)
1/2 01×n
Q
−1/2
1 b1 Q
1/2
1
]
, (5.3)
and
[
t
z
]
and
[
t˜
z˜
]
are partitions of x and x˜, respectively, in the form of (2.2).
By contraposition, assume M(q1) • xˆ1xˆ
T
2 = 0. Hence, adopting the partition of xˆ1
and xˆ2 in the form of (2.2) and using the M(q1) in (5.1), we have

M(q1) • xˆ1xˆ
T
1 = 0,
M(q1) • xˆ2xˆ
T
2 = 0,
M(q1) • xˆ1xˆ
T
2 = 0,
⇒


zˆT1 zˆ1 = tˆ
2
1,
zˆT2 zˆ2 = tˆ
2
2,
zˆT1 zˆ2 = tˆ1tˆ2,
⇒ (zˆT1 zˆ1)(zˆ
T
2 zˆ2) = (zˆ
T
1 zˆ2)
2. (5.4)
By Cauchy–Schwarz inequality, the last equality implies zˆ1 and zˆ2 are linearly de-
pendent, and so are xˆ1 and xˆ2, which contradicts the fact that rank(Xˆ) = 2 and
Xˆ = xˆ1xˆ
T
1 + xˆ2xˆ
T
2 .
6 Conclusions and future directions
In this article, we establish in Theorem 3.2 that a general QC2QP has an optimal-
ity gap if and only if it satisfies a condition we denote as Property I+, on account of
the earlier test based on the so-called Property I [1]. According to our result, there
is no optimality gap in the desirable case in which Property I+ is violated, and a so-
lution of the QC2QP can be obtained from a rank-one decomposition of a solution of
a semidefinite relaxation. Our result generalizes the state of the art stated in The-
orem 2.9 (reproduced from [1, Theorem 4.2]), which uses Property I to establish a
similar test subject to the additional requirement that at least one of the constraints
is strictly convex. In contrast to Theorem 2.9, Theorem 3.2 remains valid when none
of the inequalities of the QC2QP is strictly convex, but they are equivalent otherwise.
Future directions include tightening and eliminating the optimality gap of a QC2QP
that is tested affirmative of Property I+. Here, one could possibly leverage existing
methods that tighten or eliminate the gap for special cases of QC2QP such as, for
example, those based on lifting [19], adding SOC constraints [21], or Lagrange multi-
pliers [15]. Another interesting possibility is to establish an ǫ-version of Theorem 3.2
which would bound the optimality gap by a function of ǫ, when Property I+ is violated
by ǫ.
7 Appendix: Proof of Theorem 3.2
In order to prove Theorem 3.2, we shall use the following lemma whose proof
follows from that of the sufficient condition of [13, Theorem 2.4]. As is evident from
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the analysis in [13, p. 19], this result does not rely on the assumption [13, (2.1)]
required in other portions of [13, Chapter 2].
Lemma 7.1. Let X = V V T be a solution of (SP), where V is a matrix in Rn×r and
r = rank(X). Define a linear mapping AV : S
r → R3 as
AV (∆) =

(V TM(q1)V ) •∆(V TM(q2)V ) •∆
(V T I00V ) •∆

 , (7.1)
and consider the following conditions:
(Lemma 7.1-C1) All solutions X˜ of (SP) have rank r˜ ≤ r.
(Lemma 7.1-C2) N (AV ) = {0r×r}
If conditions (Lemma 7.1-C1) and (Lemma 7.1-C2) hold then X is the unique solution
of (SP).
Proof of Theorem 3.2. We will start by proving sufficiency, and later prove necessity.
(Proof of the sufficiency portion of Theorem 3.2):
In proving sufficiency, we start by assuming that Xˆ and (Zˆ, yˆ0, yˆ1, yˆ2) is a pair of opti-
mal solutions for the semidefinite relaxation (SP) and dual problem (SD), respectively,
and that they satisfy Property I+.
Main idea: The main tenet of our proof of sufficiency is to establish the fact that Xˆ
is a unique solution of (SP). Notice that since Xˆ satisfies Property I+, and hence has
rank 2, the aforementioned fact implies that (SP) has no rank-one optimal solution,
in which case an optimality gap exists. Indeed, if there was no optimality gap then
one could construct a rank-one optimal solution for (SP) from that of (QP).
Proving uniqueness of Xˆ : We prove uniqueness by establishing that the conditions of
Lemma 7.1 hold for r = 2.
Establishing (Lemma 7.1-C1): Let X˜ denote any optimal solution of (SP). Using
Sylvester’s inequality and the complementary condition (2.7) we conclude that the
following holds:
rank(X˜) + rank(Zˆ)− (n+ 1) ≤ rank(X˜Zˆ) = 0⇒ rank(X˜) ≤ 2, (7.2)
that is, the maximum rank of an optimal solution of (SP) is 2.
Establishing (Lemma 7.1-C2): Next, we show that N (AV ) = {02×2} holds, where V
is in R(n+1)×2 and satisfies Xˆ = V V T . Equivalently, we need to show that the only
solution ∆ in S2 for the following system of equations is ∆ = 02×2:
(V TM(q1)V ) •∆(V TM(q2)V ) •∆
(V T I00V ) •∆

 = 03×1. (7.3)
Consider the following partitions:
V =
[
xˆ1 xˆ2
]
, xˆ1 =
[
tˆ1
zˆ1
]
, xˆ2 =
[
tˆ2
zˆ2
]
, ∆ =
[
∆1 ∆2
∆2 ∆3
]
, (7.4)
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where zˆ1 and zˆ2 are n-dimensional real vectors and tˆ1, tˆ2,∆1,∆2, and ∆3 are real
numbers. Since yˆ1yˆ2 6= 0, the inequality constraints in (SP) are all active at Xˆ, which
leads to:
M(q2) • Xˆ =M(q2) • xˆ1xˆ
T
1 +M(q2) • xˆ2xˆ
T
2 = 0. (7.5)
Let α 6= 0 be such that
α =M(q2) • xˆ1xˆ
T
1 = −M(q2) • xˆ2xˆ
T
2 (7.6)
and
Γ :=

 0 2M(q1) • xˆ1xˆT2 0α 2M(q2) • xˆ1xˆT2 −α
tˆ21 2tˆ1 tˆ2 tˆ
2
2

 . (7.7)
Therefore, (7.3) is a linear equation of ∆1,∆2 and ∆3 as
V TM(q1)V •∆V TM(q2)V •∆
V T I00V •∆

 = 03×1 ⇒ Γ

∆1∆2
∆3

 = 03×1. (7.8)
Notice that I00 • Xˆ = 1 implies tˆ
2
1 + tˆ
2
2 = 1. Now, the matrix Γ is full rank because
det(Γ) = −(2M(q1) • xˆ1xˆ
T
2 )(α(tˆ
2
1 + tˆ
2
2)) 6= 0. (7.9)
So ∆1,∆2, and ∆3 are all zero and the only solution of (7.3) is ∆ = 02×2.
This concludes our proof of the sufficient condition.
(Proof of the necessity portion of Theorem 3.2):
In proving necessity, we start by assuming that Xˆ and (Zˆ, yˆ0, yˆ1, yˆ2) is a pair of optimal
solutions for (SP) and (SD), respectively, and that they violate Property I+.
We proceed to prove in a constructive way that there is no optimality gap. Specif-
ically, we will examine five exhaustive and mutually exclusive cases for which Prop-
erty I+ is violated. We will outline in each of these cases, denoted by Case 1 through
Case 5, how to construct a rank-one solution for (SP) (and hence also (QP)), thus
showing that there is no optimality gap.
(Case 1 : yˆ1yˆ2 = 0)
We proceed by assuming, without loss of generality, that yˆ2 = 0, as the analysis for
yˆ1 = 0 would be analogous. Since yˆ2 = 0, the complementary slackness equality (2.7c)
indicates that Xˆ is only required to satisfy the following feasibility constraint of (SP):
M(q2) • Xˆ ≤ 0. (7.10)
Similarly, if yˆ1 > 0 holds then the complementary slackness condition (2.7b) indicates
that Xˆ satisfies the corresponding feasibility constraint in (SP) with equality, and the
case in which yˆ1 = 0 causes (2.7b) to be satisfied for any feasible solution:{
M(q1) • Xˆ ≤ 0, if yˆ1 = 0
M(q1) • Xˆ = 0, if yˆ1 > 0
. (7.11)
Subsequently, we follow the procedure in the proof of [20, Lemma 2.2] to compute a
rank-one decomposition Xˆ = xˆ1xˆ
T
1 + xˆ2xˆ
T
2 + · · ·+ xˆrxˆ
T
r , with r := rank(Xˆ), such that
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the following holds:{
M(q1) • xˆixˆ
T
i ≤ 0, if yˆ1 = 0
M(q1) • xˆixˆ
T
i = 0, if yˆ1 > 0
, i ∈ {1, 2, . . . , r}. (7.12)
Now, notice that (7.10) implies that there exists i in {1, 2, . . . , r} for which M(q2) •
xˆixˆ
T
i ≤ 0 holds. Hence, we can order the indices of {xˆ1, . . . , xˆr} so that xˆ1 satisfies
M(q2) • xˆ1xˆ
T
1 ≤ 0. (7.13)
We proceed to argue that xˆ1xˆ
T
1 /tˆ
2
1 is an optimal solution of (SP), or, equivalently,
that xˆ1/tˆ1 is an optimal solution to (QP), where tˆ1 comes from the partition of xˆ1
in (2.2). In order to do so, we notice that xˆ1 is in the range space of Xˆ, and, hence,
must be in the null space of Zˆ, which implies xˆ1xˆ
T
1 Zˆ = 0(n+1)×(n+1). This fact,
together with (7.12) and (7.13), establishes that xˆ1xˆ
T
1 /tˆ
2
1 satisfies (2.7). Hence, we
can invoke the complementary slackness principle to argue that xˆ1xˆ
T
1 /tˆ
2
1 is an optimal
solution of (SP). Finally, it remains to show that tˆ1 6= 0. We do so by showing that
tˆ1 = 0 would contradict Assumption 2.3, which is Slater’s condition for (SD). A key
observation is that if tˆ1 = 0 then Xˆ + αxˆ1xˆ
T
1 is a solution to (SP) satisfying (2.7) for
every α ≥ 0. Hence, we can use Zˆ • xˆ1xˆ
T
1 = 0 to invoke the complementary slackness
principle to argue that X := {Xˆ+αxˆ1xˆ
T
1 | α ≥ 0} is a set of optimal solutions for (SP)
when tˆ1 = 0. Given that xˆ1 6= 0, we conclude that X is unbounded.
However, according to [16, Theorem 2.5], the unboundedness of X would contradict
Assumption 2.3.
(Case 2 : yˆ1yˆ2 6= 0 and rank(Xˆ) 6= 2)
First, notice that r := rank(Xˆ) is positive because, from (SP), we know that
I00 • Xˆ = 1 holds. If r = 1 then Xˆ = xˆxˆ
T is already a rank-one optimal solution
to (SP), or equivalently, xˆ is an optimal solution to (QP). Hence, subsequently, we
proceed to analyze the case in which r ≥ 3.
We start by invoking the complementary condition (2.7) to conclude that yˆ1yˆ2 6= 0
implies:
M(q1) • Xˆ =M(q2) • Xˆ = 0. (7.14)
Hence, given that r ≥ 3, by [1, Theorem 3.4], one can find a rank-one decomposition
Xˆ = xˆ1xˆ
T
1 + xˆ2xˆ
T
2 + · · ·+ xˆrxˆ
T
r such that the following holds:
M(q1) • xˆixˆ
T
i = 0, i ∈ {1, 2, . . . , r}, (7.15a)
M(q2) • xˆj xˆ
T
j = 0, j ∈ {1, 2, . . . , r − 2}. (7.15b)
We proceed to argue that xˆ1xˆ
T
1 /tˆ
2
1 is an optimal solution of (SP), or, equivalently,
that xˆ1/tˆ1 is an optimal solution to (QP), where tˆ1 comes from the partition of xˆ1
in (2.2). In order to do so, we notice that xˆ1 is in the range space of Xˆ, and, hence,
must be in the null space of Zˆ, which implies xˆ1xˆ
T
1 Zˆ = 0(n+1)×(n+1). This fact,
together with (7.15), establishes that xˆ1xˆ
T
1 /tˆ
2
1 satisfies (2.7). Hence, we can invoke
the complementary slackness principle to argue that xˆ1xˆ
T
1 /tˆ
2
1 is an optimal solution
of (SP).
Finally, we proceed to prove by contradiction that tˆ1 6= 0. Our strategy is to show
that assuming tˆ1 = 0 would contradict Slater’s condition (2.6a).
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Hence, assuming that tˆ1 = 0 and recalling that xˆ
T
1 Zˆxˆ1 = Tr(xˆ1xˆ
T
1 Zˆ) = 0, we can
use the first constraint in (SD) to write:
xˆT1
(
− yˆ0I00 +M(q0) + yˆ1M(q1) + yˆ2M(q2)
)
xˆ1 =
zˆT1 (Q0 + yˆ1Q1 + yˆ2Q2)zˆ1 = 0, (7.16)
where zˆ1 comes from the partition of xˆ1 in (2.2). On the other hand, when we substi-
tute tˆ1 = 0 in (7.15), we get:
zˆT1 Q1zˆ1 = zˆ
T
1 Q2zˆ1 = 0. (7.17)
Combining (7.16) and (7.17), we conclude that:
zˆT1 Q0zˆ1 = 0. (7.18)
However, (7.16)–(7.18) would imply that the following would hold for all y¯1, y¯2 > 0:
zT1 (Q0 + y¯1Q1 + y¯2Q2)z1 = 0, (7.19)
which would contradict Assumption 2.3, unless zˆ1 = 0n×1 or, equivalently, xˆ1 =
0(n+1)×1 because we are assuming tˆ1 = 0. However, the definition of rank-one decom-
posability [1], guarantees that xˆ1 6= 0(n+1)×1. Hence, we reached a contradition, from
which we conclude tˆ1 6= 0.
(Case 3 : yˆ1yˆ2 6= 0, rank(Xˆ) = 2, and M(q1) • xˆixˆ
T
i =M(q2) • xˆixˆ
T
i = 0, i ∈ {1, 2})
We adopt the partition of xˆ1 and xˆ2 in (7.4). Consequently, I00 • Xˆ = 1 implies
that tˆ21+ tˆ
2
2 = 1, that is, at least one of tˆ1 and tˆ2 is nonzero. Without loss of generality,
assume tˆ1 6= 0. Since xˆ1 is in the range space of Xˆ , it must be in the null space of Zˆ,
which implies xˆ1xˆ
T
1 Zˆ = 0(n+1)×(n+1). Therefore, by the complementary condition
(2.7), xˆ1xˆ
T
1 Zˆ = 0(n+1)×(n+1) andM(q1) • xˆ1xˆ
T
1 =M(q2) • xˆ2xˆ
T
2 = 0 imply that xˆ1xˆ
T
1 /tˆ
2
1
is an optimal solution of (SP). Therefore, xˆ1/tˆ1 is an optimal solution of (QP).
(Case 4 : yˆ1yˆ2 6= 0, rank(Xˆ) = 2, M(q1) • xˆixˆ
T
i = 0, i ∈ {1, 2}, (M(q2) • xˆ1xˆ
T
1 )
(M(q2) • xˆ2xˆ
T
2 ) < 0, and rank(Zˆ) 6= n− 1)
We start by noticing that the following holds:
rank(Zˆ) + rank(Xˆ) ≤ n+ 1, (7.20)
rank(Xˆ) = 2, (7.21)
rank(Zˆ) 6= n− 1, (7.22)
which implies that the rank condition below is statisfied
rank(Zˆ) < n− 1, (7.23)
indicating that the following inequality holds:
rank(Zˆ) + rank(Xˆ) < n+ 1. (7.24)
Now Xˆ + Zˆ is singular because rank(Xˆ + Zˆ) ≤ rank(Xˆ) + rank(Zˆ). Also, both Xˆ and
Zˆ are positive semidefinite. So there must be a nontrivial (n + 1)-dimensional real
vector y in the intersection of the null space of Xˆ and the null space of Zˆ. Let
X := Xˆ + yyT = xˆ1xˆ
T
1 + xˆ2xˆ
T
2 + yy
T . (7.25)
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Obviously, rank(X) = 3 and XZˆ = 0(n+1)×(n+1) because XˆZˆ = 0(n+1)×(n+1) and y is
in the null space of Zˆ. By [1, Lemma 3.3], we know there exists an (n+1)-dimensional
real vector x such that X is rank-one decomposable at x and that
M(q1) • xx
T =M(q2) • xx
T = 0. (7.26)
Since x is in the range space of X, it must be in the null space of Zˆ which implies
xxT Zˆ = 0(n+1)×(n+1). Therefore, by the complementary condition (2.7), xx
T Zˆ =
0(n+1)×(n+1) and (7.26) imply that xx
T /t2 is an optimal solution of (SP), where t
comes from the partition of x in (2.2). Hence, x/t is an optimal solution of (QP).
Note that t 6= 0 follows the same argument of tˆ1 6= 0 in Case 2.
(Case 5 : yˆ1yˆ2 6= 0, rank(Zˆ) = n − 1, rank(Xˆ) = 2, M(q1) • xˆixˆ
T
i = 0, i ∈ {1, 2},
(M(q2) • xˆ1xˆ
T
1 )(M(q2) • xˆ2xˆ
T
2 ) < 0, and M(q1) • xˆ1xˆ
T
2 = 0)
This is the case in which Xˆ and (Zˆ, yˆ0, yˆ1, yˆ2) violate Property I
+, while satisfying
Property I. Hence, this is the new case that is not present in [1] and must be analyzed
in this article.
Our strategy is to construct another rank-one decomposition Xˆ = xˇ1xˇ
T
1 + xˇ2xˇ
T
2
satisfying the following equalities, after which we are back to Case 3:
M(q1) • xˇixˇ
T
i =M(q2) • xˇixˇ
T
i = 0, i ∈ {1, 2}. (7.27)
We start by noticing thatM(q1)•xˆ1xˆ
T
2 = 0 together withM(q1)•xˆ1xˆ
T
1 =M(q1)•xˆ2xˆ
T
2 =
0 imply that the following holds:
M(q1) • (α1xˆ1 + α2xˆ2)(α1xˆ1 + α2xˆ2)
T = 0, α1, α2 ∈ R. (7.28)
Hence, it remains to construct xˇ1 and xˇ2 as linear combinations of xˆ1 and xˆ2
satisfying the following equality:
M(q2) • xˇixˇ
T
i = 0, i ∈ {1, 2}. (7.29)
Since from (2.7) we know thatM(q2) •Xˆ = 0, we proceed to determine such xˇ1 and
xˇ2 by following the procedure in the proof of [20, Lemma 2.2]. To do so, we substitute
G, ui and u¯i present in [20, p. 249] with M(q2), xˆi and xˇi, respectively, for i in {1, 2}.
The rank-one decomposition Xˆ = xˇ1xˇ
T
1 + xˇ2xˇ
T
2 obtained in this way will satisfy (7.27).
This concludes our proof of the necessary condition.
Remark 7.2. The proof of [21, Theorem 2.6] also shows the uniqueness of the solution
of (SP) in the CDT subproblem when Property I holds. The proof uses a property of the
boundary points of an SOC whereas we use a result on the uniqueness of the solution
of a semidefinite program.
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