We state some pointwise estimates for the rate of weighted approximation of a continuous function on the semiaxis by polynomials. Similarly to a previous result in C [−1, 1] 
Introduction
We examine the polynomial approximation in the space C u of continuous functions on the semiaxis equipped with the uniform norm weighted by u(x) := Later on, for all γ ≥ 0, main part and complete weighted ϕ moduli of smoothness, Ω r ϕ (f, t) u and ω r ϕ (f, t) u respectively, were introduced in [1] , where it was proved there exist sequences of polynomials P n , of degree at most n, satisfying for n sufficiently large the Jackson estimate
and the weaker version of Jackson estimate
2 n ≤ x ≤ n, r < n, (1.4) where, in both the cases, C is a constant independent of f, x and n. The goal of the present paper is to generalize (1.3) and (1.4) in order to state a pointwise estimate involving the variable x also on the right hand side, similarly to (1.2). More precisely we aim to find concrete polynomial sequences satisfying 5) and 6) where 0 ≤ λ ≤ 1 is arbitrarily fixed, ϕ(x) = √ x and C denotes a positive constant independent of n, f and x. Actually, in the case λ = 1 equations (1.5) and (1.6) coincide with (1.3) and (1.4) respectively. For λ = 0 and r = 1 in (1.5), we get a weighted version of (1.2), but with a slightly different modulus of continuity. Taking 0 < λ < 1 we bridge the gap between the limiting cases λ = 0 and λ = 1 already proved. Note that with respect to (1.3) and (1.4), (1.5) and (1.6) state the error of best polynomial approximation converges to zero with a better rate when x is "close" to zero. This could be also deduced from (1.2), which is extended here by introducing an algebraic part x γ , γ > 0, in the weight, and by taking, under suitable conditions, a higher order modulus of smoothness. With regard to the order r of the moduli in (1.5) and (1.6) we point out that we must require
This condition comes out in requiring uϕ 1−r(1−λ) ∈ C 0 (see the proof of Theorem 2.3). Then, for instance, if γ = 0 and 0 ≤ λ ≤ 1 we have (1.5) and (1.6) hold only for r = 1. Nevertheless this is the worst case and (1.7) does not necessarily give such a serious restriction for r. In fact, for an arbitrary 0 ≤ λ ≤ 1 we can take r as large as we want provided that γ ≥ (r − 1)/2. Or on the other hand, in the case the functional space C u is given (i.e. γ ≥ 0 fixed), then (1.5) and (1.6) are satisfied for all integers r < n on condition that λ ∈ [1 − (2γ + 1)/r, 1]. Finally, we underline we give concrete expressions for the polynomials P n satisfying (1.5), (1.6). A crucial role to obtain such polynomials is played by the de la Vallée Poussin operator with respect to the Laguerre weight w α (x) = x α e −x , for suitable values of the parameter α > −1. The paper is organized as follows. In section 2 we introduce all the necessary notations and definitions, and also we state some preliminary results which are used in section 3, where (1.5) and (1.6) are proved. Finally, in section 4 some technical lemmas are proved.
Notations and preliminary results
Throughout the paper we denote by C a positive constant which may take different values in different formulas and write C = C(a, b, ..) to underline that C is independent of the parameters a, b, ... Moreover, if A, B are two positive quantities depending on some parameters, then A ∼ B means that there exists a constant C > 0 independent of these parameters, such that we have C −1 B ≤ A ≤ CB. As usual we denote by P n the set of all algebraic polynomials of degree at most n, by w α (x) := x α e −x , α > −1, a Laguerre weight, and by {p n (w α )} n the corresponding system of orthonormal polynomials having positive leading coefficients. Moreover we denote by ϕ and u the following weight functions
AC loc denotes the set of all locally absolutely continuous functions on [0, ∞[, and by C(A) we denote the space of all continuous functions in the set A, equipped with the norm f C(A) = sup x∈A |f (x)|. For the sake of brevity, we set
, then C u is the space of all functions f ∈ C 0 satisfying the condition
We consider the Banach space C u equipped with the following norm
Finally, in the case of smoother functions we consider the following Sobolev-type subspace of C u
In the case λ = 1, we set for brevity W 
Moduli of smoothness and K-functionals
In [1] the following main part of the weighted ϕ-modulus of smoothness
was introduced, where
Here we replace ϕ by ϕ λ with 0 ≤ λ ≤ 1 arbitrarily fixed. Consequently (following [3, pag. 28]) we modify the previous definition by considering instead of I r,h the following different domain
As regards the complete ϕ-modulus of smoothness, in [1] we find the following definition 4) and, along this line, here we define
, (2.6)
the following equivalence theorem holds.
For the sake of brevity, we omit the proof of this theorem, since it can be achieved exactly as [1, Theorem 2.1], by replacing ϕ with ϕ λ .
De la Vallée Poussin operator
Now consider the so-called de la Vallée Poussin means
of the Fourier partial sums
is a polynomial of degree at most 2n − 1, and in the case f ∈ P n the following invariance property holds 
Then for all f ∈ C u and any n ∈ N we have
Under the conditions of Theorem 2.2, by (2.10), we also have for all
where, as usual, E n (f ) u,p denotes the error of best polynomial approximation in L p u , i.e.
In particular, if f is a smoother functions, i.e. if f ∈ W r u for some integer r ≥ 1, from the well-known Jackson-Favard inequality [7] 
we deduce, under the hypothesis (2.11), that
holds for all f ∈ W r u and each n ∈ N. Here we are going to state a pointwise version of (2.14), given by the following
15)
and
u , any n ∈ N and each x ≥ 0, there exists a constant C = C(n, f, x) such that we have
in the case γ > 0, and
Proof. Both (2.17) and (2.18) are trivially satisfied when x = 0. Then let us arbitrarily fix x > 0 and prove firstly (2.17). Note that
Then set
for all P ∈ P n , we have
, and applying (2.14) to f ∈ W r−1 uϕ 1−r+rλ , we obtain for all P ∈ P n u(x)
i.e. taking the infimum w.r.t. P ∈ P n , we get
where C = C(n, f, x). But in the Appendix (see Lemma 4.2) we will prove that
which, together with (2.19), gives (2.17). The proof of (2.18) is very similar. Set
as above, from (2.14) we deduce there exists C = C(n, f, x) such that 20) and (2.18) follows by taking into account that (see Lemma 4.3 in the Appendix) there exists a polynomial P n ∈ P n such that
Proof. It is sufficient to set
where α satisfies (2.15) and (2.16) (e.g. α := 2γ − r(1 − λ) + 1) and
Then (2.22) follows directly from Theorem 2.3. ♦
Main results
any sufficiently large n ∈ N there exists a polynomial P * n ∈ P n such that for each positive integer r satisfying r(1 − λ) ≤ 2γ + 1, we have
where C = C(n, f, x).
Proof. Let x > 0 arbitrarily fixed. From Theorem 2.1 we have
i.e., in particular, we have a constant C = C(n, f, x) such that inf
Then, by the infimum's properties, there exists a function g ∈ W r,λ u satisfying both the following inequalities
3)
4)
C being the constant in (3.2).
On the other hand, by virtue of Corollary 2.4, corresponding to g, there exists a polynomial P n ∈ P n such that we have
Hence, using (3.3), (3.5) and (3.4), we conclude 6) where C = C(n, f, x).
Proof. For any x ∈ [Cn −1 , n] arbitrarily fixed, we use Theorem 2.1 which gives a constant C = C(n, f, x) such that for all positive h ≤
Consequently, corresponding to h =
there exists a function g satisfying
where C = C(n, f, x) in both cases.
Note that from h ≤
and cn −1 ≤ x ≤ n we deduce x ∈ I r,h,λ and then by (3.7) we get
Moreover,(see [1] ) we can construct g vanishing outside I r,h,λ , i.e. g(t) = 0 for all t / ∈ I r,h,λ , so that in (3.8) we have uϕ
∞ . Having stated this, let us take the following polynomial
where m := [n/2] (so that Q * n ∈ P n ) and α satisfies the hypotheses of Theorem 2.3 (so that (2.17) holds). Then, by (3.9), (2.17) and (3.8), we have 
where C = C(n, F ) and ϕ(t) = √ t.
Proof. Using the Nikolski's duality principle, we can write
where the set A n is defined by g ∈ A n ⇐⇒ g ∞ ≤ 1 and ∞ 0 g(t)P n (t)v(t)dt = 0, ∀P n ∈ P n .
On the other hand, for all g ∈ A n and any t ≥ 0, we recall [ Then in the case 0 < x < 1, for all β >
