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In the setting of Cameron and Storvick’s recent theory, our main result 
establishes the existence of the analytic Feynman integral for functions on V- 
dimensional Wiener space of the form 
F(X) = exp 1 -- c (A(s) X(s), X(s)) dsl . 
0 
Here X is a EV-valued continuous function on [a, b] such that X(a) = 0 and 
{,4(s): a < s < b} is a commutative family of real, symmetric, positive definite 
matrices such that the square roots of the eigenvalues are functions of bounded 
variation on (a. bl. We obtain the existence theorem just referred to without having 
to construct special spaces, quadratic forms, etc., to lit the particular problem of 
interest. 
I. INTRODUCTION 
Let L;‘[a, b ] = L; denote the space of R’-valued, Lebesgue measurable, 
square integrable functions on [a, b]. In a recent paper 151, Cameron and 
Storvick treat a Banach algebra S of functions on Wiener space which are a 
kind of stochastic Fourier transform of Bore1 measures on L;. (Precise 
definitions will be given in Section 2.) For such functions they show that the 
analytic Feynman integral, defined by analytic continuation of the Wiener 
integral, exists, and they give a formula for this Feynman integral. The work 
in [ 51 is intimately related to Albeverio and Hoegh-Krohn’s beautiful theory 
11, 21 of infinite dimensional oscillatory integrals or “Fresnel integrals.” In 
I12 J we extended somewhat and simplified substantially parts of [5]. 
Given (s, U) in [a, b] x R”, let 
O,(s, U) = -44 (s) u, U), 
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and let 
F,(X) = exp 
I 
I” Oz(s, X(s)> ds 1, 
a 
where X, A are as described inthe abstract and where z is a complex 
number. In this paper we will show that F(X) = F,(X) as well as some 
related more complicated functions discussed in Corollary 4 below belong to 
the Banach algebra S and hence possess analytic Feynman integrals. Note 
that he associated potential function 8,as well as the more complicated 
potentials treated inCorollary 4 are allowed to depend on the “time” 
variable s.When these potentials rerestricted to be time independent, the
class of potentials dealt with is closely related to, but not the same as, the 
class of potentials treated by Albeverio and Hsegh-Krohn [ 11. Our 8, 
corresponds to considering a pure imaginary potential n their setting. Such 
pure imaginary potentials reof interest physically having first arisen in 
connection with the theory of the nucleus. See [ 8; Sects. 21-24, 35, 60, 66 ] 
for a brief discussion, some related mathematics and some references. 
0JU), in our notation a d setting, corresponds to the real-valued potentials 
in ]l]. 
Both B,(U) and the harmonic oscillator potentials in ]1 J are quadratic in 
the components ofU. In order to handle these harmonic oscillator potentials 
in [ 11, a good deal of machinery (special spaces, quadratic forms, etc.) was 
introduced. It seems of interest that he results ofthis paper do not depend 
on such machinery. The authors hope in later work to use some combination 
of the present work, an analytic continuation argument from 8, to oPi, and 
the linear t ansformation heory of Cameron and Martin (3, 41 to deal with 
harmonic oscillator and anharmonic oscillator potentials. 
We finish t is introduction with some brief remarks about related results 
which have just recently been obtained bythe first author. Ithas been clear 
from the start hat the Banach algebra S introduced by Cameron and 
Storvick [5] is formally related tothe Banach algebra of Fresnel integrable 
functions of Albeverio and Hoegh-Krohn. But it was believed byus and by 
others that he space S contained functions which were not in the Albeverio 
and Hsegh-Krohn space x(H). However, it has been shown [ 141 that S
and Y(H) are isometrically isomorphic as Banach algebras with the 
appropriate map being the restriction of the functions in S to the Hilbert 
space H. (H is taken as the space which is appropriate forthe problems of 
ordinary quantum mechanics.) These facts along with the results ofthis 
paper combine to identify a new large class of functions in the space x(H). 
These ideas and others will be discussed in the forthcoming paper [14]. 
There is some related recent work of Truman [ 171 which the reader may 
wish to consult as it becomes available; this work is discussed with some 
details given in [ 181. 
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2. DEFINITIONS AND PRELIMINARIES 
Let v be a positive nteger. C”[u, b] will denote v-dimensional Wiener 
space, that is, the set of iR”-valued continuous f nctions X on [a, b] such 
that X(a) = 0. Let m denote Wiener measure on C’[a, b]= C[a, 61. The 
measure m”-mx .a* xm (V times) on C”[a, b] is called v-dimensional 
Wiener measure. A subset A of C”[u, b] is said to be scale-invariant 
measurable provided pA is Wiener measurable forvery p > 0. It is easy to 
see that he class 9 of scale-invariant measurable sets forms au-algebra 
1 lo]. A set N in 9 is said to be scale-invariant null provided m”@N) = 0 for 
every p > 0. A property which olds except ona scale-invariant null seis 
said to hold scale-invariant lmoseverywhere (s-a.e.). For a rather detailed 
discussion of scale-invariant measurability and its relation with other topics 
see [lo]. In[ 161 Segal gives an interesting discussion of the relation between 
scale change in Wiener space and certain questions i  quantum field theory. 
Let F be a complex-valued function on C”[a, b] which is s-a.e. d fined and 
scale-invariant measurable andsuch that he Wiener integral 
J(l) = / F(K”‘X) dm”(X) 
C”[a,bl 
exists a a finite number for all 1> 0. If there exists a function J*(A) analytic 
in Gf = (1: ,4 is complex and Re 1> 0) such that J*(A) =J(A) for all 1> 0, 
then J*(A) is defined tobe the analytic Wiener integral ofF over C”[a, b] 
with parameter A, and, for Ain C’, we write 
.i 
anwA F(X) dm”(X) z s*(A). 
C”[a,b] 
Let q be a real parameter (q # 0) and let F be a function whose analytic 
Wiener integral exists for 1in C +. If the following limit exists, we call it he 
analytic Feynman integral ofF over C”[a, b]with parameter q and we write 
F(X) dm”(X) = lim F(X) dm”(X), 
where ;1 approaches -iqthrough C ‘. 
Remark. Equality s-a.e. isan equivalence relation for functions  
C”[a, b]. It is the appropriate relation f rthis setting as was discussed briefly 
in [12]. 
The definition of the Banach algebra S with which we will be concerned 
involves the Paley-Wiener-Zygmund (P.W.Z.) integral [ 151, a relatively 
simple type of stochastic integral which we now define. 
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Let {#j} be a complete orthonormal setof functions f bounded variation 
on [a, b]. For v in &[a, b], let 
The P.W.Z. integral is defined by 
I 
b 
I 
b 
u (8) A(s) = lim u,,(s) dx(s) 
ll n- (I 
for all x in C[a, b] for which the limit exists. Thefollowing facts about he 
P.W.Z. integral wi l be useful tous. 
(i) For each uin &[a, b], the P.W.Z. integral exists for m-a.e. x
(ii) Ji u(s) 65(s) is essentially independent of the complete 
orthonormal set. 
(iii) If u is of bounded variation, the P.W.Z. integral is m-a.e. qual to 
the Riemann-Stieltjes in egral ji U(S) dx(s). In fact the integrals are qual s- 
a.e. 
(iv) the P.W.Z. integral h sthe expected linearity properties when 
they are interpreted properly: 
(a) J”: u(s) &x(s) = Ii CD(S) ax(s) = c 1: U(S) 2x(s) in the sense that 
if any of the three integrals exist, then they all exist and equality holds. 
(b) Let ul, u2 be in ~!,,[a, b]. For m-a-e. x the integrals lf: ur(s) dx(s) 
and Ii u*(s) dx(s) both exist; and, whenever both of these integrals exist, 
If: [u,(s) + u,(s)] ax(s) also exists and we have 
1” [u,(s) + u,(s)] dx(s) = i” u,(s) 2x(s) +i” u2(s) 2x(s). 
a (1 a 
(c) For m2-a.e, (x,, x2) the integrals J”: u(s) ax,(s) and If: u(s) 2x,(s) 
both exist; and, whenever both of these integrals exist, 
jf: u(s) d[x,(s) + x2(s)] also exists and we have 
jb u(s) d[x1(s> + x2(s)] = jb u(s) 2x,(s) + j* u(s) dx,(s>. 
(1 a (2 
(v) If u is in &[a, b] with 11 u](, = 1 and iff is a Lebesgue m asurable 
function on IR, then 
1 f (,fb u(s) c&(s)) dm(x) = (2n)- I” l’“f(r) exp ($) dr (2.1) 
Cla,bl a --to 
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in the sense that if either side of (2.1) exists, hen the other side xists and 
equality holds. 
Now let M= M(L!J be the collection of complex-valued countably 
additive measures on9 = 9(&), the Bore1 class of L;. M is a Banach 
algebra under the total variation n rm where convolution is taken as the 
multiplication. 
The Banach algebra S consists of functions F on C”[u, b] expressible n 
the form 
for s-a.e. X in C”[u, b], where uis an element ofM. Cameron and Storvick 
show that he correspondence u -+ F is one-to-one [5;Theorem 2.11 and 
carries convolution into pointwise multiplication. Letting ]] F]] = ]] u ]] we have 
that S is a Banach algebra offunctions  Wiener space. The analytic 
Feynman integral exists for every F in S [5, Theorem 5.11. 
3. THE THEOREM AND ITS COROLLARIES 
THEOREM. Let 
F(X) = exp 
I J 
- b(.4(s)x(s),x(s))d~ 
a I 
(3.1) 
for s-a.e. X in C”[a, b], where {A(s) = (aij(s)): a < s< b} is a commutative 
family of v by v real, symmetric, positive d finite matrices such that the 
(necessarily positive) eigenvalues { p,(s),...,p,(s)} have square roots which 
are of bounded variation [a, b]. Then F is in S and so possesses an
analytic Feynman integral forall values of the parameter q.
We state some corollaries before proving the theorem. Inthe first 
corollary we put the hypotheses on the functions uij(s) rather than on the 
eigenvalues. 
COROLLARY 1. If the functions uij(s) from the theorem are continuous 
and of bounded variation [a, b], then [p,(~)]“~,..., [p,(s)]“’ are of 
bounded variation on [a, b] and so the conclusions f the Theorem hold. 
Proof Because {A(s)} is a commutative family of real, symmetric, 
positive definite matrices, there is an orthogonal m trix B such that he 
diagonal matrix P(s) with pl(s),...,p,(s) alongthe diagonal isgiven by 
P(s) = BA(s) B-l. Thus each pi is a linear combination of functions uii(s) 
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and so is continuous and of bounded variation. Since pj(S) is continuous and 
positive, it is bounded away from 0; say 0 < Sj <pj(s). But the square root 
function has bounded erivative on [Sj, +co] and so is a Lipschitz function 
on that interval. It follows that [pi(s)] l” is of bounded variation on [a, b]. 
As mentioned inthe Introduction, the next corollary deals with the case 
related tothe work in [ 11. 
COROLLARY 2. Let A(s) = A be a constant, real, symmetric, positive 
definite matrix. Then {p,(s) ,..., p,(s)} are positive constants and so the 
conclusions f the Theorem hold. 
COROLLARY 3. If the matrices A(s) from the Theorem have the form 
A(s) = g(s) A where A is as in Corollary 2 and g is positive with [g(s)]“* of
bounded variation, then the conclusions f the Theorem hold. 
Proof. Under the hypotheses {A(s)} will be a commutative family of real, 
symmetric, positive definite matrices and pj(s) = g(s) pj, j= l,..., v  Hence the 
hypotheses of the Theorem will be satisfied. 
COROLLARY 4. Let {A(s)} satisfy the hypotheses ofthe Theorem. Let 
9: [a, b] x R”+ C be a function which for each t in [a, b] is the 
Fourier-Stieltjes transform ofa C-valued countably additive Bore1 measure 
u, on R”; that is, 
O(t, U) = I,,., exp i i ujvj da,(V). 
I I J=l 
We assume that ]]u,I] is in L, [a, b] and that, for each Bore1 set E in R”, a,(E) 
is a Bore1 measurable function ft. Then the function 
G(X) s exp (A(s) X(s), X(s)) ds + jb O(s, X(s)) ds 
a I 
belongs to S. 
Proof F(X) is in S by the Theorem. Let H(X) % exp{ji 0(s, X(s)) ds }. H
is in S essentially because of the result in[5] as extended in[ 121. (Actually 
the conditions on )] ot]] and on u,(E) as a function ft are formally weaker 
than, but equivalent to, the conditions in [ 121. This equivalence is asily 
established an will be discussed briefly in[ 131 along with some related 
matters.) Since S is closed under multiplication, G(X) = F(X) H(X) is in S. 
Now we begin the proof of the Theorem. In [5] Cameron and Storvick 
treat he case where A(s) = P is a constant diagonal matrix with positive 
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numbers down the diagonal. The proof of our Theorem is considerably more 
involved than their proof but is inspired bytheir proof at some key points. 
For (x, w) in C’[a, b], If: x(t) &v(t) = Km,,_, Cr=i (1: x(t) $j(t) dt) 
1: #j(t) dw(t), and so, it is not hard to see that j: x(t) &v(t) is a Bore1 
measurable function f(x, w). Since ,I”: v(t) &v(t) is defined for m-a.e. w for 
each L, function v,it follows that ii x(t) dw(t) is defined for m-a.e. w for 
each x in C[a, b]. Hence st x(t) dw(t) is defined for m2-a.e. (x, w). 
Similarly, Ji w(t) 2x(t) is a Bore1 measurable function f(x, w) which is 
defined for m*-a.e. (x, w). A result from [7, Lemma 6, p. 2681 says that he 
stochastic integrals If:x(t) dw(t) and 14: w(t) ax(t) are related inthe usual 
way by a parts formula. We state this formally asLemma 1. 
LEMMA 1. Ji x(t) dw(t) = x(b) w(b) - x(a) w(u) - 1‘4: w(f) dx(t) for m*- 
a.e. (x, w) in C*[a, b]. 
Remark. The formula in Lemma 1 works on subintervals of [a, b] as 
well as on the entire interval. 
LEMMA 2. Let g(t) be of bounded variation [a, b]. Given w in 
C[u, b], let (Tw)(s) 3 J”Bg(t) dw(t). Then Tw is in L,[u, b] and T is a 
continuous linear operator f om C[u, b] to L, [a, b]. 
Prooj The linearity of T is clear. Since if g(t) dw(t) =
g(b) w(b) - g(s) w(s) - st w(t) dg(t), itsuffices to how that SF., w(t) dg(t) is 
in L,[u, b] and depends continuously on w. But both of these facts follow 
readily from the inequality 
= II wllf, II slltar (b - >, 
where )( gll,,, denotes the total variation of g on [a, b]. 
The next Lemma may possibly beof some independent interest. If g is 
constant, it reduces to Lemma 1. 
LEMMA 3. Let g(t) be of bounded variation on [a, b]. Then 
g(f) dw(t) %) = 1” x(s) g(s) aw(s) (3.2) 
a 
for m*-a.e. (x, w). 
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Proof: Using Lemma 2, one can argue much as in the discussion 
preceding Lemma 1 that both sides of (3.2) are Bore1 measurable functions 
of (x, w) which are defined for m2-a.e. (x, w). Also since every function of 
bounded variation ca be written asthe difference of two nondecreasing 
functions, it uffices to establish (3.2) under the assumption that g is non- 
decreasing. 
We begin by considering the case when g is a step function: 
wherea=s,<s,<... < s, = b. (It is irrelevant how or if gis defined on the 
sj’s.) By the additivity of the P.W.Z. integral andby Lemma 1 we can write 
C,[W(Sk> - WCS,-,)I Jxw 
= (- $i 
I j-51 sj-j 
CjX(S) JW(S) - ” Cj[w(sj> - w(sj-l>l x(sj-l) 
1% 
+ T7 + 
jr1 k=X 1 
CJ,[W(S,) - W(Sk-I)] [X(Sj) - x(Sj- I)] 
= 
I 
b x(s) g(s) dw(s) - ” Cj[W(Sj) - W(Sj- I)] X(Sj- 1) 
(I J% 
+ 2 ‘2’ ck[w(sk>- w(sk-~>l~x(sj)~x(sj-~)l 
k=2 j=1 
= 
s 
b x(s) g(s) dw(s) - ‘- Cj[ W(Sj) - W(Sj- I)] X(sj& 1) 
a ,Y2 
+ \‘ C,[w(s,> - W(Sk- I>1 Xbk- I> 
k=2 
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Now let g be a nondecreasing fu ction on [a, b]. Choose asequence of
step functions {g,} on [a, b] such that (1 g,,j(, < 1) gll, and I( g, -gIla, + 0 as 
n -+ 00. We will finish t e proof by showing that I= 0, where 
b b 
Cla,blxC[a,bl Ii (.i (I s 
- 
.I 
-b x(s) g(s) Jw(s) dd(x, w). 
cl 
Because ofthe case treated above we can write 
(3.3) 
But by the Fubini theorem and (2.1) 
i x(s>[ g(s) - g,(s)] MS  dm2(x, w> 
” CIa,bl xC[a,bl 
= 1’ j 1 j” x(s)[g(s) - g, i dw /we) wx) 
‘C[a,bl C[a,bl a 
= WV2 I,,, bl Ilx(*>[g(*) -&(*>I112Mx) 
6 w71)1’2 II g -g, II02 j C,a b,]i,” bwl* dt 1“2 h(x) 
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= (2/71.>“‘11 g -gg,ll,lJb [(2n(r - a))-“’ ia. 
a oc 
rz exp ( 2(;I’o)) dr] dt/ I’* 
= (2/?r)“* (Ig-gJ, I( [(t - a)(2n)-‘I’ \yrn cf2 exp ($]&I dr/ ‘I2 
=7t~“*(b-u)/Ig-gg,/l,. 
Again using the Fubini Theorem and (2.1) 
[g(f) - s,(Ol’ dt 
Now returning to (3.3) and making use of our calculations we ee that 
I< [2@ - 4w2 llg-&II* + +‘2vJ -a> II g-g”llm (3.4) 
for all n. But Z is independent of II, whereas the right-hand si e of (3.4) goes 
to 0 as n -+ co. Thus Z = 0 as we wished to show. 
Proof of Theorem. Let F be given by (3.1) for s-a.e. X in C”[u, b]. We 
must find u in M(L;[a, b]) such that for every p > 0 
F@X)=J exp i 2 
1 J 
-b uk(s) &MS>> WV) 
I 
(3.5) 
L’i &=I a
for m”-a.e. X Let B = (bjk) be an orthogonal matrix such that P(s) =
&I(s) B-’ is a diagonal matrix with entries p,(s),...,p,(s). Now 
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But using the Fourier t ansform formula 
(2n)-“‘jm 
--cc 
exp /il;u-G[ du=exp($), 
(2. I), Lemma 3 and linearity, we see that 
= I’I ) 
.i- 1 -Cla.bl 
exp !ipZ”’ f (!,f” (p,i(t))L/2 dwj(r)) 
-a s 
X a ;‘~ bjkXk(S) 
i k:l Ii dm(Wj). 
Now define ri: C[a, b] --) L,[a, 61 by 
(Tj wi)(s)  2”’ lb (pj(t))“’ dw,(t). 
s 
By Lemma 2 each Tj is continuous andhence Bore1 measurable. Then,u~ = 
m o TJ: ’ is an element ofM(L,). By the Change of Variables Theorem 19; 
p. 163 1we see that 
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Now let J(v ,,..., vu)= ( JJ, ,..., y,), where y,&) = cJzI bjkUj(S)* J carries L; to 
L; continuously and hence measurably. Finally, etting (T = (,u, x +.. ,u~) 0 J-’ 
and applying the Change of Variables Theorem again, wehave 
as desired. 
When A is a constant matrix as in Corollary 2 it is easy to calculate the 
analytic Feynman integral of I;(X). We finish t is paper by sketching the
calculation. For A >0, 
P(A -“2X) dm”(X) 
\“’ bjkxk(s) * ds dm”(X). 
kyl 1 i 
But by the rotation nvariance of Wiener measure, a result due to Lky but 
stated ina form convenient forour purposes in [6, Theorem 3, p. 271, this 
last expression equals 
i 
‘Cu[a,bl 
(3.6) 
Finally applying an integration heorem ofCameron and Martin [4, p. 741 to 
(3.6) weobtain 
s C’s[a.bl 
F(l-“*X) dm”(X) = ,:r (sech[(b - a)(2pjlA)“]}“‘. 
It is not hard to argue by analytic continuation hat
F(X) d&(X) = fi {sech[(b - a)(2pji/q)“*] I’/*. 
j=l 
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