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Resumo
Neste trabalho, estudamos a estabilidade assintótica e exponencial do





µ(s)∆u(t− s)ds = 0,
a qual descreve comportamento transversal de um sólido linearmente
viscoelástico. Para o núcleo da memória µ, assumimos que existe uma
sequência estritamente crescente, (sn), possivelmente finita, até mesmo
reduzida a apenas s0 = 0, ou convergindo para um valor s∞ ∈ (0,∞],
onde µ tem descontinuidades em cada sn, e é absolutamente cont́ınua em
cada intervalo (sn−1, sn) e no intervalo (s∞,∞), se definido.
Palavras-chave: Viscoelasticidade Linear, Equações com Memória, Es-
tabilidade, Estabilidade Exponencial.
Abstract
In this work, we study the asymptotic and exponential stability of the





µ(s)∆u(t− s)ds = 0,
which describes transverse behavior of a linearly viscoelastic solid. For
the memory kernel µ, we assume that there exists a strictly increasing
sequence, (sn), possibly finite, even reduced to just s0 = 0, or converging
to a value s∞ ∈ (0,∞], where µ has discontinuities in every sn, and it
is absolutely continuous in each interval (sn−1, sn) and in the interval
(s∞,∞), if defined.
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Consideremos Ω ⊂ RN um conjunto limitado com fronteira suave e a equação integro-
diferencial com memória
utt(x, t)−∆u(x, t) +
∫ ∞
0
µ(s)∆u(x, t− s)ds = 0, (x, t) ∈ Ω× R+, (1.1)
com condições iniciais e de fronteira
u(x, 0) = u0(x),
ut(x, 0) = v0(x),
u(x,−s)|s>0 = φ0(x, s),
u(x, t)|x∈∂Ω = 0, t > 0
onde u0, v0, φ0 são dados prescritos. A função µ : R+ → R+ é naturalmente chamada
núcleo da memória.
A equação acima modela o deslocamento transversal de um sólido linearmente vis-
coelástico ocupando um volume em repouso Ω, onde a massa total do núcleo não supera
o coeficiente de elasticidade, isto é∫ ∞
0
µ(s)ds =: κ < 1.
Para exemplificar melhor, consideremos Ω ⊂ R2 representando uma membrana com
propriedades linearmente viscoelásticas. A equação (1.1) modela as vibrações transversais
dessa membrana ao longo do tempo, o termo integral, o qual usualmente é chamado
termo de memória, é responsável pelo envelhecimento das vibrações, isto é, sobre certas
considerações adicionais no núcleo da memória, as vibrações tenderão a se estabilizar ao
longo do tempo. Uma das perguntas feitas por muitos pesquisadores que estudam esta
equação é, quais são estas considerações, isto é, quais hipóteses devo tomar sobre o núcleo
para que a solução da equação (1.1) se estabilize, isto é quando
lim
t→∞
‖u(x, t)‖ = 0,
para um conjunto de dados iniciais admisśıveis? E com qual taxa ocorre a estabilização?
Nesta dissertação, seguindo Pata [18], estudaremos a estabilidade assintótica e a esta-
bilidade exponencial da equação (1.1) assumindo que existe uma sequência estritamente
crescente, (sn), possivelmente finita, até mesmo reduzida a apenas s0 = 0, ou convergindo
para um valor s∞ ∈ (0,∞], onde µ tem descontinuidades em cada sn, e é absolutamente
9
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cont́ınua em cada intervalo (sn−1, sn) e no intervalo (s∞,∞), se definido. Os resultados
descritos ao longo da dissertação podem ser encontrados em [15, 18, 19, 20, 23, 24, 25].
Ao longo da dissertação, trabalharemos com a forma abstrata da equação (1.1). Con-
sideremos A um operador definido num domı́nio denso de um espaço de Hilbert separável
H, tal que A é auto-adjunto, estritamente positivo e tem inversa compacta. Com estas
considerações, existe uma sequência 0 < λ1 < · · · < λn < . . . , de autovalores e uma
sequência de autovetores unitários, (vn), tal que, o conjunto {vn}n∈N é um conjunto or-
tonormal completo de H, ver [1]. Note que A = −∆, com D(A) = H10 (Ω) ∩H2(Ω), tem





µ(s)Au(t− s)ds = 0, u(x, t) = u(t), (1.2)
com condições iniciais análogas (exceto a condição de fronteira). Usando a teoria básica
de semigrupos (ver por exemplo [10]), no Caṕıtulo 2, provamos a existência e unicidade de
solução do problema (1.2). Para isso, devido ao termo de memória, temos um problema
para colocar a equação na forma abstrata com a variável s, portanto usamos a técnica
introduzida por Dafermos em seu trabalho pioneiro em viscoelasticidade linear [11], a qual




onde ξ(t) = (u(t), v(t), η(t, s)) ∈ D(A1/2)×H×L2µ(R+, D(A1/2)), ξ0 = (u(0), v(0), η(0, s)),




(u, v, η) ∈ H; v ∈ D(A1/2), (1− κ)u+
∫ ∞
0
µ(s)η(s)ds ∈ D(A), η ∈ D(T )
}
e









, T η + v
)
,
com T o gerador infinitesimal do semigrupo de translações a direita definido em
L2µ(R+, D(A1/2)). A existência e unicidade de soluções é provada pelo bem conhecido
Teorema de Lumer-Phillips, que afirma que o operador A é gerador de um semigrupo de
contrações, {S(t)}t>0, de classe C0.
A estabilidade assintótica é estudada no Caṕıtulo 3, e um fato bastante curioso acon-
tece, o semigrupo gerado (portanto a solução de (1.3)) não é assintoticamente estável





onde (kn) é uma sequência estritamente crescente de números naturais, (γn) uma sequência





onde λm é o m-ésimo autovalor de A.
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A estabilidade exponencial do semigrupo é estudada no caṕıtulo 4. Relacionando os
semigrupos de translações a direita e {S(t)}t>0, obtém-se uma condição necessária imposta
ao núcleo, isto é, se o semigrupo é exponencialmente estável então existem constantes
C > 1 e δ > 0 tais que
µ(t+ s) 6 Ce−δtµ(s), (1.4)
para todo t > 0 e quase todo s > 0. Se C = 1 então a condição (1.4) é equivalente a
µ′(s) + δµ(s) 6 0, (1.5)
e esta condição é imposta em quase todos os resultados obtidos sobre a estabilidade
exponencial até agora. Se C > 1 então a lacuna entre a condição necessária (1.4) e a
condição suficiente (1.5) é enorme. Por exemplo, qualquer núcleo com suporte compacto
satisfaz (1.4), mas não necessariamente satisfaz (1.5).
Um dos principais resultados do Caṕıtulo 4 é que, usando estimativas de energia











Fµ = {s ∈ R+ : µ(s) > 0, µ′(s) = 0}.
Isto é, se µ satisfaz a condição (1.4), que é também necessária, e (a grosso modo) se o
conjunto onde µ é plano é pequeno então o semigrupo é exponencialmente estável. É
importante notar que, se µ′ < 0 em quase todo ponto, então Rµ = 0. Quando Rµ = 1 é
dado um contraexemplo, em um caso particular do operador A, de que o núcleo não decáı
exponencialmente, o caso Rµ ∈ [1/2, 1) (ver [23]) é provado ser exponencialmente estável
usando um resultado abstrato de semigrupos, uma prova usando estimativas de energia
para este caso ainda é um problema em aberto.
O Apêndice A (ver [25]) contêm uma introdução do semigrupo de translações à direita
e a identificação do seu gerador infinitesimal.





sobre certas considerações nos autovalores do operador A não se tem a estabilidade expo-
nencial do semigrupo. Alguns exemplos são o caso unidimensional, quando
A = − d
2
dx2
, Ω = (0, π),
e o caso multi-dimensional quando A = −∆ e Ω é uma bola aberta ou um retângulo.




O objetivo desta seção é obter alguns resultados com respeito a funções periódicas.
Tais resultados terão grande importância no Caṕıtulo 3. Aqui X denotará um espaço
vetorial e u : R→ X uma função.
Definição 2.1.1. Dizemos que u é periódica (de peŕıodo P ) se existe P ∈ R\{0} tal que
u(s+ P ) = u(s), ∀s ∈ R.
O menor peŕıodo positivo de u, caso exista, é chamado de peŕıodo fundamental.
Observação 2.1.2. Se P é um peŕıodo de uma função u então nP , com n ∈ Z\{0}, é
um peŕıodo de u. De fato, para n ∈ Z
u(s+ nP ) = u(s+ (n− 1)P + P ) = u(s+ (n− 1)P ), ∀s ∈ R,
então por um processo indutivo prova-se o pretendido.
Teorema 2.1.3. Se u é periódica, cont́ınua e não constante então
i) P0 := inf{P > 0 : P é peŕıodo de u} > 0;
ii) P0 é o peŕıodo fundamental de u;
iii) Todos os peŕıodos de u são da forma nP0, com n ∈ Z.
Demonstração. Provemos i) pelo absurdo, isto é, suponhamos que P0 = 0. Portanto
existe uma sequência de peŕıodos positivos decrescentes de u, (Pn), tal que Pn → 0
quando n → ∞. Como u não é constante, existe s0 tal que u(s0) 6= u(0). Note que
u(s0) pertence a imagem por u do intervalo (0, Pn), ∀n ∈ N. Para cada n ∈ N escolhamos





o que é um absurdo.
ii) Consideremos (Pn) uma sequência de peŕıodos positivos de u convergindo para P0.
Da continuidade de u segue que
u(s) = lim
n→∞
u(s+ Pn) = u(s+ P0) ∀s ∈ R,
12
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ou seja, P0 é um peŕıodo de u e como é o ı́nfimo dos peŕıodos positivos tem-se que P0 é o
peŕıodo fundamental.
iii) Suponhamos que existe um peŕıodo P 6= 0 que não é da forma P = nP0, para
todo n ∈ Z\{0}. Sendo assim, existe m ∈ Z tal que mP0 < P < (m + 1)P0, ou seja,
0 < P −mP0 < P0. Como P0 é um peŕıodo de u segue da observação anterior que
u(s+ P −mP0) = u(s+ P ) = u(s) ∀s ∈ R.
Portanto P −mP0 é um peŕıodo positivo de u menor que P0, o que é um absurdo, pois
P0 é o peŕıodo fundamental de u. 
Definição 2.1.4. Dizemos que dois peŕıodos, P e Q, de u são racionalmente indepen-
dentes se P/Q é irracional.
Corolário 2.1.5. Se u é periódica, cont́ınua e tem dois peŕıodos racionalmente indepen-
dentes então u é constante.
Demonstração. Basta notar que, se u não é constante, com peŕıodos P e Q, então do
teorema anterior segue que existem m,n ∈ Z tais que P = mP0 e Q = nP0, onde P0 é o







o que contradiz a hipótese dos peŕıodos serem racionalmente independentes. 
Corolário 2.1.6. Se u : R→ X é periódica, cont́ınua tal que
inf{P > 0 : P é peŕıodo de u} = 0
então u é constante.
Demonstração. Procedamos por contradição. Se u não é constante então do teorema 2.1.3
o ı́nfimo deve ser positivo, o que contraria a nossa hipótese. 
Teorema 2.1.7. Seja u : R → X uma função periódica e cont́ınua. Se (`kn), kn ∈ N,
` > 0, é uma sequência de peŕıodos com mdc{kn} = 1 então ` é um peŕıodo de u.
Demonstração. Definamos v(s) = u(`s), ∀s ∈ R, logo kn é um peŕıodo de v para todo
n ∈ N. Provemos primeiramente que 1 é um peŕıodo de v. É claro que se v é constante
então 1 é um peŕıodo de v. Suponhamos então que v não é constante e consideremos P0
seu peŕıodo fundamental. Do Teorema 2.1.3 temos que, para cada n ∈ N existe rn ∈ Z tal
que kn = rnP0, logo P0 ∈ Q. Sejam então a, b inteiros primos entre si, tal que b/a = P0.
Dáı
kna = rnb ∀n ∈ N.
Como b não divide a então b divide kn para todo n ∈ N, como mdc{kn} = 1, segue que
b = 1. Assim P0 = 1/a e portanto 1 = aP0, e novamente do Teorema 2.1.3 segue que 1 é
um peŕıodo de v. Finalmente temos que














= u(s) ∀s ∈ R,
ou seja, ` é um peŕıodo de u. 
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2.2 Funções Absolutamente Cont́ınuas
Denotemos com X um espaço de Banach com norma ‖ · ‖X .
Definição 2.2.1. Dizemos que uma função f : [a, b] → X é absolutamente cont́ınua se,
dado ε > 0 existe δ > 0 tal que para qualquer coleção (finita ou não) de subintervalos
disjuntos [ai, bi], temos∑
i
(bi − ai) < δ ⇒
∑
i
‖f(bi)− f(ai)‖X < ε.
Denotemos com AC([a, b], X) o conjunto das funções absolutamente cont́ınuas definidas
no intervalo [a, b] com valores em X.





temos que F ∈ AC([a, b], X).
Teorema 2.2.2. Seja f : [a, b] → X uma função absolutamente cont́ınua tal que f ′ = 0
em quase todo ponto, então f é constante.
Demonstração. Ver [13]. 
Um importante resultado sobre as função absolutamente cont́ınuas é que elas são quase
sempre diferenciáveis.
Teorema 2.2.3. Uma função f : [a, b] → X é absolutamente cont́ınua em [a, b] se, e





para a 6 x 6 b.
Demonstração. Ver [13]. 
2.3 Alguns Resultados de Análise Funcional
Nesta seção, H denotará um espaço de Hilbert, com norma ‖·‖H , induzida pelo produto
interno 〈·, ·〉H . O śımbolo 〈·, ·〉 denotará o produto de dualidade entre espaços impĺıcitos
no contexto. Notemos com X um espaço de Banach com norma ‖ · ‖X . Muitos teoremas
e definições serão omitidas, e será apresentado apenas conceitos que serão mencionados
ao longo da dissertação.
2.3.1 O Teorema da Limitação Uniforme
Teorema 2.3.1. Seja (Tn) uma sequência de operadores lineares limitados Tn : X → Y ,
com X um espaço de Banach e Y um espaço normado, tal que (‖Tnx‖Y ) é limitado para
cada x ∈ X, digamos,
‖Tnx‖Y 6 Cx, ∀n ∈ N,
onde Cx é um número real. Então existe C > 0 tal que
‖Tn‖ = sup
‖x‖X=1
‖Tnx‖Y 6 C, ∀n ∈ N.
Demonstração. Ver [3], página 249. 
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2.3.2 O Teorema de Lax-Milgram
Definição 2.3.2. Dizemos que uma aplicação b : X ×X → C é uma forma sesquilinear
se para cada v ∈ X a aplicação u 7−→ b(u, v) é linear, e se para cada u ∈ X a aplicação
v 7−→ b(u, v) é linear conjugado. Dizemos que esta forma é cont́ınua, ou limitada, se
existe C > 0 tal que |b(u, v)| 6 C‖u‖X‖v‖X para todos u, v ∈ X. Se existe δ > 0 tal que
b(u, u) > δ‖u‖2X , ∀u ∈ X,
então dizemos que b é coerciva.
Teorema 2.3.3 (Lax-Milgram). Assuma que b(u, v) é uma forma sesquilinear cont́ınua
e coerciva em X. Então, dado qualquer ϕ ∈ X∗, existe um único elemento u ∈ X tal que
b(u, v) = 〈ϕ, v〉, ∀v ∈ X.
Demonstração. Ver [5] página 140. 
2.3.3 Resultados Importantes Sobre Espaços de Hilbert
Teorema 2.3.4 (Representação de Riesz). Todo funcional linear limitado f , em um
espaço de Hilbert H pode ser representado por meio de um produto interno, isto é,
f(x) = 〈x, z〉H
onde z depende apenas de f e é o único com tal propriedade. Além disso,
‖f‖ = ‖z‖H .
Demonstração. Ver [3], página 188. 




Demonstração. Basta usar o Corolário 4.3-4 de [3] e o Teorema de representação de Riesz.

Teorema 2.3.6 (Desigualdade de Cauchy-Schwarz). Seja H um espaço com produto in-
terno, então
|〈x, y〉H | 6 ‖x‖H‖y‖H , ∀x, y ∈ H.
A igualdade ocorre se, e somente se, x = λy, para algum α ∈ R.
Demonstração. Para y = 0 a desigualdade é evidente. Para y 6= 0, consideremos λ ∈ C,
então
0 6 ‖x− λy‖2H = 〈x− λy, x− λy〉H = ‖x‖2H − λ〈y, x〉 − λ̄〈x, y〉H + λ2‖y‖2H .
Escolhendo λ = 〈x, y〉H/‖y‖2H , temos que




o que prova a desigualdade pretendida. Das estimativas acima, temos que a igualdade
ocorre se, e somente se, ‖x− λy‖H = 0, isto é, x = λy. 
Preliminares 16
Definição 2.3.7. Dizemos que uma sequência (vn) num espaço de Hilbert H é uma
sequência ortonormal completa se
〈vn, vm〉H =
{
1 se m = n,
0 se m 6= n,
e o conjunto span{vn}n∈N, o conjunto de todas combinações lineares de {vn}n∈N, é denso
em H.
Teorema 2.3.8 (Identidade de Parseval). Sejam H um espaço de Hilbert separável, e






Demonstração. Ver [5], página 143. 
Definição 2.3.9. Seja A : D(A) ⊂ H → H um operador linear densamente definido.
Dizemos que A é um operador simétrico se
〈Au, v〉H = 〈u,Av〉H , ∀u, v ∈ D(A).
Definição 2.3.10. Seja A : D(A) ⊂ H → H um operador linear densamente definido. O
adjunto (ou adjunto de Hilbert) de A é o operador A∗ : D(A∗) ⊂ H → H definido por
D(A∗) = {v ∈ H : ∃v∗ ∈ H tal que para todo u ∈ D(A), 〈Au, v〉H = 〈u, v∗〉H} ,
e A∗v = v∗. Dizemos que A é auto adjunto se A∗ = A.
Observação 2.3.11. É claro que se A é autoadjunto então A é simétrico. A rećıproca
não é sempre verdadeira.
Definição 2.3.12. Dizemos que um operador A : D(A) ⊂ H → H é estritamente positivo
se
〈Au, u〉H > 0, ∀u ∈ D(A) \ {0}.
2.3.4 Medida e Integração em Espaços Abstratos
Aqui, Ω ⊂ Rn será um conjunto qualquer e µ será uma medida em Ω, sempre consi-
deraremos a σ-álgebra de Borel em Rn.
Definição 2.3.13. Seja 1 6 p <∞. Definimos o espaço Lpµ(Ω, X) como o conjunto das
(classes de equivalências de) funções u : Ω→ X, mensuráveis p-integráveis, isto é,
Lpµ(Ω, X) =
{




















Quado µ é a medida de Lebesgue em Ω, escreveremos apenas Lp(Ω, X). E se X = R
escrevemos apenas Lpµ(Ω).
Para p =∞, definamos
L∞(Ω, X) = {u : Ω→ X : u é mensurável e ∃K > 0 tal que ‖u(x)‖ 6 K em q.t.p de Ω} ,
com a norma
‖u‖∞ = inf{K > 0 : ‖u(x)‖ 6 K em q.t.p de Ω}.
Observação 2.3.14. A integral anteriormente considerada é denominada Integral de
Bochner, e a definição de mensurabilidade e mais detalhes sobre o assunto podem ser
encontrados em [2, 8].
Teorema 2.3.15. C∞0 (Ω, X), o espaço das funções infinitamente diferenciáveis com su-
porte compacto em Ω, é denso em Lpµ(Ω, X), onde Ω ⊂ Rn. Além disso, se Y é um espaço
denso em X, então C∞0 (Ω, Y ) é denso em L
p
µ(Ω, X).
Demonstração. Ver [9] página 121. 
Teorema 2.3.16 (Desigualdade de Young com ε). Sejam a, b números reais não negativos
e 1 < p, q <∞ tais que 1/p+ 1/q = 1, então se ε > 0 temos
ab 6 εap + C(ε)bq,
onde C(ε) = (εp)−p/qq−1
Demonstração. Provemos primeiramente a desigualdade de Young (onde ε = 1/p). Con-

















Escolhendo s = A/Bq/p segue a desigualdade de Young. Considerando agora A = (εp)1/pa,
e B = b/(εp)1/p na desigualdade que acabamos de obter segue o pretendido. 
Observação 2.3.17. A desigualdade de Young com ε será muitas vezes usada com p =
q = 2, e neste caso temos




Teorema 2.3.18 (Desigualdade de Hölder). Consideremos X = R. Sejam 1 6 p, q <∞




Demonstração. Da homogeneidade da desigualdade, é suficiente mostrar apenas quando










|v(x)|qdx = 1 = ‖u‖p‖v‖q.

Teorema 2.3.19 (Desigualdade de Hölder em espaços abstratos). Sejam u, v ∈ L2(Ω, H).
Então ∫
Ω
〈u(x), v(x)〉Hdx 6 ‖u‖2‖v‖2.







Teorema 2.3.20 (Teorema da convergência dominada). Sejam (Ω, µ) um espaço de me-
dida, (fn), fn : Ω ⊂ Rn → R, uma sequência de funções integráveis que convergem em
quase todo ponto para uma função f : Ω ⊂ Rn → R. Se existe uma função integrável





Demonstração. Ver [9], página 32. 
Teorema 2.3.21. Seja µ a medida de Lebesgue em R. Se (Pn) é uma sequência decres-










Demonstração. Ver [7] Lema 3.4, página 21. 
Definição 2.3.22. Sejam f, g : Rn → X funções mensuráveis. A convolução de f e g é
a função f ∗ g definida por




Definimos para f, g : R+ → R
















Se f ∈ Lp(Rn) e g ∈ Lq(Rn), então
‖f ∗ g‖Lr(Rn) 6 ‖f‖Lp(Rn)‖g‖Lq(Rn).
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Demonstração. Ver [9], página 235. 
Observação 2.3.24. Sejam f, g : R+ → R, e assumamos que f ∈ L1(R+) e g ∈ L2(R+).
Dáı se denotarmos com f̃ , g̃ as extensões de f, g a todo R, respectivamente, colocando o
valor zero na semi-reta não positiva, então temos que f̃ ∈ L1(R), g̃ ∈ L2(R), e do teorema
anterior temos que
‖f̃ ∗ g̃‖L2(R) 6 ‖f̃‖L1(R)‖g̃‖L2(R).
Por outro lado






f(s− y)g(y)dy = f ~ g(s).
Portanto
‖f ~ g‖L2(R+) 6 ‖f‖L1(R+)‖g‖L2(R+). (2.1)






Demonstração. Ver [22], página 56. 
2.3.5 Compacidade
Definição 2.3.26. Sejam X e Y espaços de Banach. Dizemos que X está injetado
continuamente em Y , e escrevemos X ↪→ Y , se X ⊂ Y e existe uma constante C > 0 tal
que
‖x‖Y 6 C‖x‖X , ∀x ∈ X.
Definição 2.3.27 (Compacidade).
1. Dizemos que um conjunto K de um espaço de Banach X é compacto se toda
sequência limitada em K admite uma subsequência convergente para um elemento
em K.
2. Dizemos que um subconjunto K ⊂ X é pré-compacto se seu fecho em X é um
conjunto compacto.
3. Sejam X e Y espaços de Banach e T : X → Y um operador linear. Dizemos que T
é um operador compacto se T (M) é pré-compacto em Y para todo M ⊂ X limitado.
4. Dizemos que um subconjunto X de Y está injetado compactamente em Y , e escre-
vemos X b Y , se X ⊂ Y e o operador identidade, I : X → Y , dado por I(x) = x,
é um operador compacto.
Teorema 2.3.28. Sejam X e Y espaços de Banach e T : X → Y um operador linear.
Então T é compacto se, e somente se, T aplica toda sequência limitada (xn) em X em
uma sequência (Txn) em Y que possui uma subsequência convergente.
Demonstração. Ver [3], página 407. 
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Teorema 2.3.29. Sejam X e Y espaços vetoriais normados e T : X −→ Y um operador
linear. Então se T é limitado e T (X) é um espaço vetorial de dimensão finita então T é
um operador compacto.
Demonstração. Ver [3], página 407. 
Teorema 2.3.30. Seja (Tn) uma sequência de operadores lineares compactos de um
espaço normado X em um espaço de Banach Y . Se existe um operador linear T tal
que ‖Tn − T‖ −→ 0, quando n −→∞, então T é compacto.
Demonstração. Ver [3], página 408. 
Teorema 2.3.31. Sejam p, q tais que 1/p+ 1/q = 1, consideremos
W = {v : v ∈ Lp(0, T ;B0), Dv ∈ Lq(0, T ;B1)} ,
onde T > 0 é finito e B0 ⊂ B ⊂ B1, com B0, B1 reflexivos e B0 b B. Então
W b Lp(0, T ;B).
Demonstração. Ver [6] página 58. 
2.3.6 Convergência Fraca
Consideremos aqui X um espaço vetorial normado. Denotemos com X∗ o espaço dual
de X, isto é





Denotemos com X∗∗ o espaço dual de X∗.
Definamos agora a injeção canônica J : X → X∗∗: Dado x ∈ X, a função f 7−→ 〈f, x〉
é um funcional linear em X∗, o qual é um elemento de X∗∗, que denotamos por Jx. Temos
assim
〈Jx, f〉X∗∗,X∗ = 〈f, x〉X∗,X , ∀x ∈ X, ∀f ∈ X∗.
Portanto J é linear e é uma isometria, isto é
‖Jx‖X∗∗ = sup
‖f‖=1
|〈Jx, f〉| = sup
‖f‖=1
|〈f, x〉| = ‖x‖,
o que segue de uma generalização do Teorema 2.3.5. Temos assim que J é injetiva, porém
pode acontecer que J não é sobrejetiva.
Definição 2.3.32. Dizemos que X é um espaço reflexivo se a aplicação J : X → X∗∗ é
sobrejetiva.
Várias propriedades dos espaços duais podem ser encontradas em [3, 5]. Em particular,
o seguinte teorema será útil em nossa futura análise.
Teorema 2.3.33. Seja X um espaço de Banach reflexivo, e (xn) uma sequência limitada
em X. Então existe uma subsequência (xnk) que converge fracamente para um elemento
x ∈ X, isto é
〈f, xnk〉 → 〈f, x〉, ∀f ∈ X∗.
Demonstração. Ver Teorema 3.18, página 69 de [5]. 
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2.4 Potência Fracionária de Operadores
Consideremos H um espaço de Hilbert real e separável de dimensão infinita, e A um
operador linear autoadjunto, estritamente positivo, com inversa compacta, definido num
conjunto denso D(A) ⊂ H. O objetivo desta seção é definir a raiz quadrada do operador
A, e obter propriedades tais como
〈Au, v〉 = 〈A1/2u,A1/2v〉, para u, v ∈ D(A),






onde u, v ∈ H10 (Ω) ∩H2(Ω), com Ω um subconjunto de RN, com fronteira de classe C2.
Antes de definir a raiz quadrada de A, enunciemos o seguinte teorema:
Teorema 2.4.1. Seja B um operador linear compacto, simétrico e não nulo em H. Então
podemos construir uma sequência (µn) de autovalores não nulos de A e uma sequência
(vn) de autovetores correspondentes tais que:
i) |µn| > |µn+1|, ∀n ∈ N e µn −→ 0, quando n −→∞;







µn〈u, vn〉vn, ∀u ∈ D(A). (2.2)
Aplicando o teorema acima ao operador B = A−1, segue que existe uma sequência
(µn) de autovalores positivos de B, e uma coleção (vn) de autovetores que satisfazem
as propriedades do teorema. Logo, definindo λj = 1/µj, j = 1, 2, . . . , temos que λj é
autovalor de A associado ao autovetor vj. Da primeira propriedade do teorema segue que
λn+1 > λn,∀n ∈ N e λj −→∞, quando j −→∞.







λn〈u, vn〉vn, ∀u ∈ D(A).
Sendo assim, definamos o operador A1/2, como segue
D(A1/2) =
{









Note que D(A) ⊂ D(A1/2). De fato, seja u ∈ D(A) então Au ∈ H, e da Identidade de
Parseval ∑
n>1
λ2n|〈u, vn〉|2 = ‖Au‖2 <∞.












e portanto u ∈ D(A1/2).





























Para simplificar a notação escrevamos V = D(A1/2). Em V definamos a norma
〈u, v〉V = 〈A1/2u,A1/2v〉, ∀u, v ∈ V.




λn|〈u, vn〉|2 > λ1
∑
n>1
|〈u, vn〉|2 = λ1‖u‖2,
temos que a injeção V ↪→ H é cont́ınua. A desigualdade acima é uma versão abstrata da




‖v‖2V , ∀v ∈ V. (2.3)
Se considerarmos W = D(A) com a norma ‖u‖W = ‖Au‖H , então







portanto W ↪→ V .






















〈Au, v〉 = 〈A1/2u,A1/2v〉 = 〈u, v〉V , ∀u, v ∈ D(A),
e esta igualdade será frequentemente usada.
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Teorema 2.4.2. W e V são espaços de Hilbert.
Demonstração. Seja (um) uma sequência de Cauchy em W , logo, dado ε > 0 existe N ∈ N
tal que se m,n > N então
‖um − un‖W < ε,
ou ainda ‖Aum − Aun‖H < ε, e como H é completo existe w ∈ H tal que Aun −→ w, e
como A é sobrejetivo existe v ∈ W tal que w = Av, e assim
‖un − v‖W = ‖Aun − w‖ −→ 0, quando n −→∞,
e portanto W é completo.
Para V , basta aplicar o mesmo raćıocinio. Neste caso, precisamos apenas verificar que









e como 〈u, vk〉 = λ−1/2k 〈w, vk〉 segue que u ∈ V e é fácil verificar que
A1/2u = w,
donde segue a sobrejetividade de A1/2 e portanto V é um espaço de Hilbert.

Teorema 2.4.3. Temos que W b V e V b H.










Como a dimensão de Ik(V ) é finita e Ik é claramente linear e limitada então do Teorema
2.3.29 segue que, para todo k ∈ N, Ik é um operador compacto. Além disso, dado ε > 0,
existe K ∈ N tal que se k > K então
‖Iku− u‖H < ε,
ou seja
‖Ik − I‖ −→ 0, quando k −→∞.
Assim, do Teorema 2.3.30 segue que o operador identidade I : V −→ H é compacto, isto
é V b H.
Com um racioćınio totalmente análogo, prova-se que W b V . 
Teorema 2.4.4. Temos que V ∗ = D(A1/2)∗ ≈ D(A−1/2), onde
D(A−1/2) =
{
u ∈ H :
∑
n>1

































6 C2‖f‖2, ∀n ∈ N.
Fazendo n tender a infinito e usando o Teorema de representação de Riesz, segue que





e portanto w = A1/2v ∈ D(A−1/2). Consideremos agora a aplicação injetiva T : V ∗ →
D(A−1/2), dada por Tf = w, para f ∈ V ∗. Para finalizar a prova, basta mostrar que T é




〈w, vk〉〈u, vk〉, u ∈ V.
Dáı g(vk) = 〈w, vk〉H , para todo k ∈ N, logo Tg = w.

2.5 Semigrupos de Operadores Limitados
Nesta seção, primeiramente serão apresentados conceitos fundamentais da teoria de
semigrupos de operadores lineares limitados, alguns teoremas de estabilidade, e em seguida
apresentamos o problema de Cauchy e um teorema de boa colocação do mesmo.
No que se segue X denotará um espaço de Banach real ou complexo, e L(X) denotará
o espaço dos operadores lineares cont́ınuos definidos em X e ‖ · ‖X denotará a norma em
X. Em L(X) consideremos a norma
‖T‖ = sup
‖x‖X=1
‖Tx‖X , T ∈ L(X).
2.5.1 Conceitos Básicos
Definição 2.5.1. Um semigrupo de operadores lineares limitados em X é uma função
S : [0,∞)→ L(X), denotada por {S(t)}t>0, tal que
i. S(0) = I (operador identidade);
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‖S(t)x− x‖X = 0, para cada x ∈ X,
então dizemos que o semigrupo é fortemente cont́ınuo, ou de classe C0.
Definição 2.5.2. Dizemos que o semigrupo {S(t)}t>0 é uniformemente limitado se existe
M > 1 tal que ‖S(t)‖ 6 M , para todo t > 0. Se M = 1 dizemos que {S(t)}t>0 é um
semigrupo de contrações.





O gerador infinitesimal de {S(t)}t>0, é o operador A : D(A) ⊂ X → X, definido por
D(A) = {x ∈ X : ∃ lim
h→0+
Ahx} e Ax = lim
h→0+
Ahx.
Teorema 2.5.4. Se A é gerador infinitesimal de dois semigrupos fortemente cont́ınuos
{S1(t)}t>0, {S2(t)}t>0, então S1(t) = S2(t), ∀t > 0.
Demonstração. Ver [10], teorema 2.6, página 6. 




‖S(t)x‖2 = 2〈AS(t)x, S(t)x〉X .
Demonstração. Ver [4]. 
Definição 2.5.6. Um operador linear A : D(A) ⊂ X → X é dito dissipativo se para cada
x ∈ D(A) existe x∗ ∈ J(x) := {x∗ ∈ X∗ : 〈x∗, x〉 = ‖x‖2 = ‖x∗‖2}, tal que
〈x∗, Ax〉 6 0,
onde 〈·, ·〉 denota a dualidade entre X∗ e X. Se adicionalmente, o operador (λ − A) :
D(A) ⊂ X → X for sobrejetivo para algum λ > 0, dizemos que A é m-dissipativo.
Observação 2.5.7. Pelo teorema de Hahn-Banach, J(x) 6= ∅ e se X é um espaço de
Hilbert, usando o teorema da representação de Riesz, podemos identificar X∗ com X.
Neste caso J(x) = {x}, e consequentemente, A é dissipativo se, e somente se,
〈Ax, x〉X 6 0, ∀x ∈ D(A).
Teorema 2.5.8 (Lumer-Phillips). O operador linear A : D(A) ⊂ X → X é o gerador
de um semigrupo de contrações se, e somente se, A é m-dissipativo e densamente definido.
Demonstração. Ver [2], página 83. 
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2.5.2 O Problema de Cauchy
Introduzimos o problema de Cauchy{
u̇(t) = Au(t), t > 0
u(0) = x, x ∈ X (2.4)
onde u : R+ → X, e A : D(A) ⊂ X → X é um operador linear.
Definição 2.5.9. Uma função u : R+ → X é dita uma solução forte do problema de
Cauchy (2.4) se u ∈ C(R+,D(A)) ∩ C1((0,+∞), X), u(t) ∈ D(A), para todo t > 0 e u
satisfaz (2.4).
O seguinte teorema exprime, de certo modo, a importância da teoria de semigrupos
aplicado a equações diferenciais de evolução.
Teorema 2.5.10. Seja A : D(A) ⊂ X → X um gerador de um semigrupo de classe C0,
{S(t)}t>0. Então, para todo x ∈ D(A), a função
u : t 7−→ u(t) := S(t)x
é a única solução forte de (2.4).
Demonstração. Ver [2], página 145. 
2.5.3 Teoremas de Estabilidade
Vamos apresentar dois important́ıssimos teoremas para o estudo da estabilidade de
semigrupos.
Definição 2.5.11. Dizemos que o semigrupo {S(t)}t>0 é assintoticamente estável se
lim
t→∞
‖S(t)x‖X = 0, ∀x ∈ X.
Da mesma forma, dizemos que {S(t)}t>0 é exponencialmente estável, se existem M > 1
e ε > 0 tais que
‖S(t)‖ 6Me−εt, ∀t > 0.
Teorema 2.5.12. Seja {S(t)}t>0 um semigrupo C0. Então {S(t)}t>0 é exponencialmente
estável se, e somente se
‖S(t∗)‖ < 1,
para algum t∗ > 0.
Demonstração. Se {S(t)}t>0 é exponencialmente estável então existe ε > 0 e M > 1 tal
que ‖S(t)‖ 6Me−εt, então basta tomar t∗ tal que e−εt∗ < 1/M .
Assumamos agora que existe t∗ tal que ‖S(t∗)‖ < 1. Sabe-se da teoria básica de
semigrupos que ‖S(t)‖ é limitado em intervalos limitados, logo existe C > 0 tal que
‖S(t)‖ < C, para todo t ∈ [0, t∗]. Consideremos t > 0, logo existe n ∈ N e r ∈ [0, t∗] tal









assim, sendo N = ‖S(t∗)‖ < 1,
‖S(t)‖ = ‖S(nt∗ + r)‖ = ‖S(nt∗)S(r)‖ = ‖S(t∗)nS(r)‖ 6 ‖S(t∗)‖n‖S(r)‖ 6 N t/t∗C1+r/t
∗
.
E como r ∈ [0, t∗] segue que existe M > 0 tal que
C1+r/t
∗
6M, ∀r ∈ [0, t∗].
Note que N t/t∗ = eωt, onde ω = ln(N)/t∗ < 0. Denotando ε = −ω, temos que
‖S(t)‖ 6Me−εt, ∀t > 0.

Teorema 2.5.13. Seja A o gerador de um semigrupo de contrações de classe C0, {T (t)}t>0
em um espaço de Banach X. Então {T (t)}t>0 é exponencialmente estável se, e somente
se, existe δ > 0 tal que
inf
λ∈R
‖(iλ− A)x‖X > δ‖x‖X .
Demonstração. Ver [16]. 
Caṕıtulo 3
Existência e Unicidade de Solução
Neste caṕıtulo vamos introduzir a equação, fazer a formulação abstrata para aplicar
a teoria de semigrupos, verificar a existência e unicidade de solução e fazer algumas
observações que serão úteis para o estudo da estabilidade.
3.1 Apresentação da Equação
Seja H um espaço de Hilbert real e separável, e seja A um operador linear auto adjunto
estritamente positivo em H com inversa compacta, definido num domı́nio D(A) ⊂ H
denso. Da análise feita na Seção 1.4 sabemos que existe uma sequência crescente, (λn),
de autovalores de A, com λ1 > 0 e λj →∞ quando j →∞, e uma sequência ortonormal





µ(s)Au(t− s)ds = 0, (3.1)
onde o núcleo de memória, µ : R+ −→ [0,∞) é uma função quase sempre diferenciável,




µ(s)ds ∈ (0, 1).





onde u0, v0 ∈ H e φ0 : R+ −→ H são dadas. Note φ0 descreve o comportamento da
solução no passado. Em equações viscoelásticas, o comportamento da solução em um
tempo t > 0 leva em consideração todo o passado, o que é descrito pelo termo integral na
equação (3.1).
Observação 3.1.1. Se considerarmos em particular H = L2(Ω), onde Ω ⊂ RN é aberto e





µ(s)∆u(t− s)ds = 0
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com a condição de compatibilidade u(t)|∂Ω = 0. A equação acima modela a evolução de
um sólido linearmente viscoelástico ocupando uma região Ω cujo deslocamento transversal
é u.
Denotemos com V o espaço D(A1/2), com o produto interno 〈u, v〉V = 〈A1/2u,A1/2v〉H ,
para todos u, v ∈ V , o mesmo introduzido nas preliminares. Denotemos também M =
L2µ(R+, V ). A seguir, damos uma definição de solução fraca para a equação (3.1)-(3.2).
Definição 3.1.2 (Solução fraca). Seja (u0, v0, φ0) ∈ V ×H×M. Uma função u : R→ V
é dita uma solução fraca do problema de Cauchy (3.1) se
u ∈ C([0, t0], V ) ∩ C1([0, t0], H), ∀t0 > 0,
u satisfaz as condições (3.2) em t = 0, e a igualdade
〈∂ttu(t), w〉+ 〈u(t), w〉V −
∫ ∞
0
µ(s)〈u(t− s), w〉V ds = 0
é válida para todo w ∈ V e para quase todo t > 0, onde 〈·, ·〉 denota o produto de dualidade
entre V ∗ = D(A−1/2) e V .
3.2 Formulação Abstrata
Ainda seguindo as notações já introduzidas, vamos transformar a equação (3.1)-(3.2),
em uma equação equivalente do tipo (2.4). Para isso, como Dafermos fez em [11, 12],
vamos introduzir uma nova função auxiliar
ηt(s) = u(t)− u(t− s), t > 0, s > 0.
A fim de acoplar esta função auxiliar a equação (3.1) observe que
∂tη
t(s) = ∂tu(t)− ∂tu(t− s),
∂sη
t(s) = ∂tu(t− s),
e ηt(0) = 0, η0(s) = u(0)− u(−s) = u0 − φ0(s). Portanto ηt(s), para t > 0 e s > 0, deve
satisfazer o problema 
∂tη
t(s) = −∂sηt(s) + ∂tu(t),
ηt(0) = 0,
η0(s) = u0 − φ0(s).
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Para formalizar o problema no contexto de semigrupos, vamos introduzir na equação
o semigrupo de translações a direita em M, dado por
(R(t)η)(s) =
{
η(s− t) s > t,
0 0 < s < t.
(3.3)
No Apêndice A provamos que o gerador deste semigrupo é o operador linear T dado por
Tη(s) = −Dη(s), D(T ) = {η ∈M : Dη ∈M, η(0) = 0},
onde D é o operador derivada fraca, e η(0) = lim
s→0+















t = Tηt + ∂tu(t),
(3.4)





onde η0 = u0 − φ0(s).
Mais adiante mostraremos que o problema (3.1)-(3.2) é equivalente ao problema (3.4)-
(3.5), isto é, as soluções de ambos os problemas são exatamente as mesmas. Vamos agora
formalizar o problema de Cauchy abstrato. Consideremos o espaço de Hilbert
H = V ×H ×M,
com a norma induzida pelo produto interno
〈(u, v, η), (u′, v′, η′)〉H = κω〈u, u′〉V + 〈v, v′〉H + 〈η, η′〉M,
para todo (u, v, η), (u′, v′, η′) ∈ H. Neste espaço consideremos o operador linear dado por
D(A) =
{
(u, v, η) ∈ H : v ∈ V, κωu+
∫ ∞
0

















ξ(t) = (u(t), v(t), ηt) e ξ0 = (u0, v0, η0) ∈ H,




onde ξ̇(t) = (∂tu(t), ∂tv(t), ∂tη
t).
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3.3 O Semigrupo de Soluções do Sistema (3.6)
Provaremos aqui que o operador A é gerador de um semigrupo de contrações em H,
junto com uma identidade de energia do semigrupo. No final, identificaremos explicita-
mente a terceira componente do vetor solução e provaremos a equivalência dos problemas
(3.1)-(3.2) e (3.4)-(3.5).
Já mencionamos que o núcleo de memória é uma função decrescente de massa total
κ, com 0 < κ < 1. Além disso, supomos que existe uma sequência estritamente crescente
(sn), com s0 = 0, possivelmente finita, ou convergindo para s∞ ∈ (0,∞], tal que µ é
descont́ınua em cada sn, n > 0, e é absolutamente cont́ınua em cada intervalo (sn−1, sn),
e no intervalo (s∞,∞) se definido.
Observação 3.3.1. Note que do Teorema 2.2.3, temos que µ é quase sempre diferenciável,
e também conclúı-se que µ′(s) 6 0 para quase todo s ∈ R+. Note também que µ pode ser
ilimitada numa vizinhança da origem.
Denotemos
S∞ = sup{s ∈ R+ : µ(s) > 0} ∈ (0,∞],




[µ(s+n )− µ(s−n )]‖η(sn)‖2V .
Antes de enunciar e provar o principal teorema deste caṕıtulo, provemos o seguinte
lema.





Demonstração. Se µ tem um número finito de descontinuidades então a prova é simples.
Assumamos que µ tem um número infinito de descontinuidades, então
2〈Tη, η〉M = −2
∫ s∞
0
µ(s)〈Dη(s), η(s)〉V ds− 2
∫ S∞
s∞
µ(s)〈Dη(s), η(s)〉V ds (3.7)
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Calculemos o último limite. Se s∞ < ∞ então como µ(s)‖η(s)‖2V é cont́ınua numa vizi-
nhança a esquerda de sN temos que o limite é zero. Se s∞ = S∞ = ∞, então como µ é









µ(s) = 0. (3.8)





























































, ∀N > N0.
Portanto da estimativa acima segue que
µ(s−N)‖η(sN)‖
2
V < ε, ∀N > N0.
Assim, lim
N→∞







µ(s−∞)‖η(s∞)‖2V se s∞ <∞,
0 se s∞ = S∞ =∞.
Note também que, se s∞ = S∞ <∞, então µ(s+∞)‖η(s∞)‖2V = 0.








µ′(s)‖η(s)‖2V ds+ µ(s+∞)‖η(s∞)‖2V − lim
s→S∞
µ(s)‖η(s)‖2V .
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De (3.8) temos que µ(s) → 0 quando s → S∞, logo o primeiro termo do lado direito
converge a zero, e o segundo, através do teorema da convergência dominada, escolhendo√
µ(y)‖Dη(y)‖V como função dominante, também converge para zero.

Teorema 3.3.3. O problema de Cauchy (3.6) gera um semigrupo C0, denotado por






µ′(s)‖ηt(s)‖2V ds+ J[ηt], (3.9)
para todo z ∈ D(A).
Demonstração. Para provar que A é gerador de um semigrupo C0 de contrações usaremos
o teorema de Lumer-Phillips (Teorema 2.5.8). Para isso, devemos mostrar que
i) A é densamente definido;
ii) A é dissipativo;
iii) Im(I − A) = H.
De fato, como
D(A)× V × C∞0 (R+,D(A)) ⊂ D(A) ⊂ H,
segue que D(A) é denso em H, logo verifica-se (i). Mostremos (ii). Note que para todo
z = (u, v, η) ∈ H, temos












+ 〈Tη + v, η〉M




+〈Tη, η〉M + 〈v, η〉M
= 〈Tη, η〉M.
Logo do lema anterior temos que
〈Az, z〉H = 〈Tη, η〉M 6 0 ∀z ∈ D(A), (3.10)
e assim temos (ii). Provemos agora (iii). Seja z̄ = (ū, v̄, η̄) ∈ H e encontremos
z = (u, v, η) ∈ D(A) tal que (I − A)z = z̄, ou seja,









η +Dη − v = η̄.
(3.11)
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Quanto a terceira equação, com η(0) = 0, temos





η(s) = (1− e−s)v + (E ~ η̄)(s), (3.12)
onde E(s) = e−s e a convolução (~) é definida na Definição 2.3.22. Substituindo esta
expressão na segunda equação de (3.11), com a primeira, temos
v + γAv = w, (3.13)
onde
γ = κω +
∫ ∞
0
µ(s)(1− e−s)ds > 0,
e








Verifiquemos que a equação (3.13) tem uma única solução v. Para isso consideremos o
problema variacional associado a (3.13),
b(v, ϕ) = 〈w,ϕ〉, ∀ϕ ∈ V,
onde b : V × V → R é dado por
b(v, ϕ) = 〈v, ϕ〉H + γ〈A1/2v, A1/2ϕ〉H , ∀(v, ϕ) ∈ V × V.
Note que w ∈ V ∗, pois




= ‖v̄‖V ∗ + κω‖ū‖V +
∫ ∞
0
µ(s)(E ~ ‖η̄‖V )(s)ds,
e como µ é decrescente e da desigualdade (2.1) temos as estimativas∫ ∞
0














Assim a aplicação 〈w, ·〉 define um funcional sesquilinear cont́ınuo. Seja (v, ϕ) ∈ V × V ,
temos da desigualdade de Cauchy-Schwarz e Poincaré que
|b(v, ϕ)| 6 |〈v, ϕ〉H |+ γ|〈A1/2v, A1/2ϕ〉H |
= (λ1 + γ)‖v‖V ‖ϕ‖V ,
ou seja, b é limitada e da desigualdade de Poincaré (2.3)
b(v, v) = ‖v‖2H + γ‖A1/2v‖2H > (1 + λ1γ)‖v‖2H ,
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temos que b é coerciva. Do teorema de Lax-Milgram (Teorema 2.3.3) segue que existe um
único v ∈ V tal que b(v, ϕ) = 〈w,ϕ〉. Portanto v é solução de (3.13).





µ(s)η(s)ds = A−1(v̄ − v) ∈ D(A).
Para completar a prova de (iii) falta apenas mostrar que o η dado em (3.12) pertence
a D(T ). Primeiramente note que η(0) = 0, e da terceira equação de (3.11), temos que
η ∈ M se, e somente se, Dη ∈ M, logo basta mostrar que η ∈ M. De fato, usando a













2(1− e−s)‖v‖2V + 2‖E ∗s η̄(s)‖2V
)
µ(s)ds
6 2κ‖v‖2V + 2‖E ∗s ‖η̄‖V
√
µ‖2L2(R+)
6 2κ‖v‖2V + 2‖E‖2L1(R+)‖‖η̄‖V
√
µ‖2L2(R+)
= 2κ‖v‖2V + 2‖η̄‖2M <∞.
Finalmente, temos da proposição 2.5.5 e da igualdade em (3.10) que
d
dt
‖S(t)z‖2H = 2〈AS(t)z, S(t)z〉H = 2〈Tηt, ηt〉M,
e a igualdade de (3.9) segue do Lema 3.3.2. 
Observação 3.3.4. Da terceira componente da solução temos
∂tη
t(s) = Tηt(s) + ∂tu(t).
Assim, usando o semigrupo (3.3), temos que para y 6 t
∂y (R(t− y)ηy(s)) = −R(t− y)Tηy(s) +R(t− y)∂yηy(s)
= −R(t− y)Tηy(s) +R(t− y)(Tηy(s) + ∂yu(y))
= R(t− y)∂yu(y).
Integrando de 0 a t segue que




e dáı obtemos a caracterização de η:
ηt(s) =
{
u(t)− u(t− s) 0 < s 6 t,
η0(s− t) + u(t)− u0 s > t.
(3.14)
E finalmente estamos prontos para provar a equivalência de soluções.
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Proposição 3.3.5. Uma função u é uma solução para o problema (3.1)-(3.2) se e somente
se
(u(t), ∂tu(t), η
t) = S(t)(u0, v0, η0),
com ηt como em (3.14) e η0 = u0 − φ0.
Demonstração. Devido a construção do problema a condição necessária é imediata. Ve-
jamos agora a condição suficiente. Note que
(u(0), ∂tu(0), η
0) = S(0)(u0, v0, η0) = (u0, v0, η0),
logo as condições em t = 0 são satisfeitas e do Teorema 2.5.10 tem-se que
u ∈ C([0, t0],D(A)) ∩ C1([0, t0], H), ∀t0 > 0.
Como D(A) é denso em V , então podemos estender continuamente u em V , isto é
u ∈ C([0, t0], V ) ∩ C1([0, t0], H), ∀t0 > 0.
Além disso, de (3.14) e lembrando que η0(s) = u0 − u(−s), temos que, para todo
w ∈ V , ∫ ∞
0
µ(s)〈ηt(s), w〉V ds =
∫ t
0




µ(s)〈η0(s− t) + u(t)− u0, w〉V ds
= κ〈u(t), w〉V −
∫ ∞
0










〈∂ttu(t), w〉+ 〈u(t),w〉V −
∫ ∞
0
µ(s)〈u(t− s), w〉V ds




= 〈∂ttu(t), w〉+ 〈κωu(t) +
∫ ∞
0
µ(s)〈ηt(s), w〉V ds, w〉V
= 〈∂ttu(t), w〉+ 〈−A−1∂ttu(t), w〉V = 0.
Logo, da Definição 3.1.2, u é solução de (3.1)-(3.2). 
Caṕıtulo 4
Estabilidade Assintótica
Neste caṕıtulo, vamos estudar a estabilidade assintótica do semigrupo {S(t)}t>0. Antes
de começar o estudo da estabilidade, vamos dar nomes a alguns tipos especiais de núcleos.





onde (γn) é uma sequência estritamente decrescente (possivelmente finita) de números
positivos. Desta forma temos que∑
n>1
γn(sn − sn−1) = κ.
Núcleos `-espaçado: São núcleos do tipo degrau, para o qual existe θ > 0 e uma
sequência (kn) de números naturais, com k0 = 0, tal que
sn = θkn, ∀n ∈ N.
Note que podemos redefinir a sequência (kn), e assim teŕıamos um valor θ diferente. Por
exemplo, se p ∈ N a sequência (pkn), nos daria o mesmo núcleo acima com θ/p. A fim de
unificar este tipo de núcleo, escolhemos o maior valor de θ para o qual existe a sequência
de números naturais, a este valor denotemos com `. Isto é
` = sup{θ : existe (kn) tal que sn = θkn,∀n ∈ N}.
Note que existe (k′n) ⊂ N tal que sn = `k′n, ∀n ∈ N. De fato, das propriedades do




∈ N, ∀m ∈ N,
donde segue que, para cada n ∈ N




Logo sn = `k
′
n.
Além disso, para a sequência (`kn), temos que mdc{kn}k∈N = 1. pois se mdc{kn}k∈N =
p > 1 então kn = pk
′
n, e dáı p` é um valor que supera ` e existe uma sequência de números
naturais tal que sn = p`k
′
n, o que é um absurdo.
37
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para algum m ∈ N. Lembrando que λm é o m-ésimo autovalor de A.
A importância dos núcleos ressonantes pode ser verificada na seguinte proposição.
Proposição 4.0.1. Se µ é ressonante então {S(t)}t>0 tem órbitas periódicas. Assim, em
particular, {S(t)}t>0 não é estável.
















onde vm é o autovetor associado a λm, então a solução do problema de Cauchy (3.6) com








t(s) = u(t)− u(t− s),
a qual não é estável. De fato, temos diretamente que, ∂tu(t) = v(t), ∂tη
t(s) = −Dηt(s) +
v(t) e













λm(t − s)) é ` periódica de média zero, e µ é constante em cada intervalo da
forma [`kn−1, `kn). Portanto S(t)z = S(t + `)z para todo t > 0, logo {S(t)}t>0 possúı
órbitas periódicas.

O objetivo deste caṕıtulo é demonstrar o seguinte teorema.
Teorema 4.0.2. O semigrupo {S(t)}t>0 é estável se, e somente se, o núcleo µ não é
ressonante.
Uma das implicações do teorema segue diretamente da proposição anterior. A ou-
tra implicação será provada de maneira construtiva, e seguirá diretamente dos próximos
lemas. Antes de começar a demonstração, vamos fazer uma rápida análise do caso unidi-
mensional.
Exemplo 4.0.3. Vamos considerar a equação viscoelástica linear em uma dimensão, onde
H = L2(0, π) e
A = − d
2
dx2
, D(A) = H2(0, π) ∩H10 (0, π).
Não é dif́ıcil verificar que os autovalores de A são da forma λm = m
2, λ ∈ N, assim
tem-se que µ é ressonante se, e somente se, `/π ∈ Q.
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Consideremos W = D(A), com a norma ‖w‖W = ‖Aw‖H , e L = L2µ(R+;W ). Dado




µ(s)‖η(s)‖2V ds, x > 1.
Lema 4.0.4. Seja C ⊂ L ∩ D(T ) satisfazendo as seguintes hipóteses:
sup
η∈C
‖η‖L 6 Q, sup
η∈C








para algum Q > 0. Então, C é pré-compacto em M.





Note que, como µ é decrescente, f é bijetiva. Denotemos com g a inversa de f e conside-
remos
Cg = {η ◦ g : η ∈ C}.
Seja η ◦ g ∈ Cg, então para 0 < S0 < S1 < S∞,








e, como W ↪→ V então existe K > 0 tal que




Sendo G = max
s∈[S0,S1]
(µ(s))−2 , tem-se







µ(s)‖Tη(s)‖2V ds 6 GQ.
Das três estimativas acima podemos concluir que Cg é limitado em
L2(f(S0), f(S1);W ) ∩H1(f(S0), f(S1);V ) b L2(f(S0), f(S1);V ),
onde a injeção é compacta devido ao Teorema 2.3.31. Assim, existe ξ e uma sequência
ηk ◦ g ∈ Cg tal que
ηk ◦ g → ξ em L2(f(S0), f(S1);V ).
Por outro lado, η = ξ ◦ f ∈ L2µ(S0, S1;V ), e a convergência acima implica que
ηk → η em L2µ(S0, S1;V ).
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Seja agora (ηk) uma sequência em C, então para cada k ∈ N existe uma sequência (ηnk )n∈N
tal que ηnk → ηk em L2µ(S0, S1;V ), quando n→∞. Aplicando o método da diagonalização,
encontramos uma subsequência de (ηk) de elementos de C, ainda denotada por (ηk),
convergindo para algum η ∈ L2µ(S0, S1;V ), para todo 0 < S0 < S1 < S∞. Além disso,
η ∈M pois C é limitado em M. Note finalmente que
‖ηk − η‖2M = ‖ηk − η‖2L2µ(1/x,x;V ) + T[ηk − η;x],
portanto, da hipótese sobre as caudas temos que ηk → η em M, donde segue a pré-
compacidade. 
Lema 4.0.5. Existe um espaço de Banach reflexivo V ⊂ D(A), cont́ınua e densamente





é limitado em V e pré-compacto em H.
Demonstração. Definamos o subespaço de H
V = W × V × [L ∩ D(T )] ⊂ D(A),
com a norma
‖(u, v, η)‖2V = ‖u‖2W + ‖v‖2V + ‖η‖2L + ‖Tη‖2M.
Assim, V é um espaço de Hilbert (logo reflexivo). Note que W ↪→ V ↪→ H, logo V ↪→ H,
e a injeção é densa. Apesar de W b V e V b H, V não é injetado compactamente em H
devido a presença da terceira componente.
Repetindo palavra por palavra os argumentos do Teorema 3.3.3 (mudando apenas os
espaços), {S(t)}t>0 é ainda um semigrupo de contrações em W × V × L. Em particular,
para cada z = (u0, v0, η0) ∈ V
‖S(t)z‖W×V×L 6 ‖z‖W×V×L.
Note que de (3.14) temos que
Tηt(s) =
{
v(t− s) 0 < s 6 t,
Tη0(s− t) s > t.
Além disso,

































De fato, do Teorema 3.3.3 temos






4N 0 < s 6 t,
6N + 3‖η0(s− t)‖2V s > t.




µ(s)ds+ J (x, t), (4.3)
onde








O primeiro termo de (4.3) converge para zero quando x→∞, pois µ é integrável. Quanto
ao segundo, temos as estimativas




µ(x/2 + s)‖η0(s)‖2V ds, x 6 2t,∫ ∞
x/2
µ(s)‖η0(s)‖2V ds, x > 2t.
Quando x→∞, ambas as integrais convergem a zero, o primeiro através do teorema
da convergência dominada (µ(s)‖η0(s)‖2V como dominante), e o segundo porque η0 ∈M.
Isto prova (4.2). Além disso,
‖ηt‖2L 6 ‖S(t)z‖2W×V×L 6 ‖z‖2W×V×L ⇒ sup
t>0
‖ηt‖L <∞. (4.4)
Finalmente, sendo C o conjunto das terceiras componentes de S(t)z para t > 1, então
de (4.1),(4.2), (4.4) temos que C está nas condições do lema anterior. Logo, como já foi
observado que W b V e V b H, temos que
Kz ⊂ W × V × C b V ×H ×M = H.
Donde se conclúı a pré compacidade de Kz em H .

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O próximo lema é a peça chave para demonstrar a estabilidade exponencial para o
caso µ não é ressonante.
Lema 4.0.6. Assuma que dado qualquer z = (u0, v0, η0) ∈ D(A) a igualdade∫ ∞
0
µ′(s)‖ηt(s)‖2V ds+ J[ηt] = 0, ∀t > 0 (4.5)
implica que
u(t) = u0, ∀t > 0.
Então, {S(t)}t>0 é estável.
Demonstração. De (3.9) e da igualdade (4.5) temos que
d
dt
‖S(t)z‖2H = 0, ∀t > 0,
e como S(0) = I segue que
‖S(t)z‖H = ‖z‖H, ∀t > 0. (4.6)
Primeiramente observe que, se (4.6) ocorre para algum z ∈ D(A) e u(t) = u0, então z = 0.
De fato, v(t) = ∂tu(t) = 0. Além disso, usando (3.14) tem-se
‖S(t)z‖2H = κω‖u0‖2V + ‖R(t)η0‖2M = κω‖u0‖2V + ‖η0‖2M,







µ(t+ s)‖η0(s)‖2V ds = 0.
Logo, η0 = 0, e novamente de (3.14), η
t = 0. Assim de (3.6) tem-se que Au0 = 0, e pela
injetividade de A, u0 = 0. Em conclusão, a hipótese do lema é equivalente a
(4.6) ⇒ z = 0, ∀z ∈ D(A). (4.7)
Assumamos então (4.7) e, com a notação do Lema 4.0.5, escolhamos qualquer z ∈ D(A).
Definamos o conjunto ω-limite de z por
ω(z) = {ξ ∈ H : ∃ tn →∞ com S(tn)z → ξ} ,
o qual é não vazio devido a pré-compacidade de Kz. Consideremos agora ξ ∈ ω(z) e uma
sequência tn →∞ tal que S(tn)z → ξ ∈ H. Como S(tn)z é limitado se tn > 1 em V , então
do Teorema 2.3.33, S(tn)z possúı uma subsequência S(tnk)z que converge fracamente em
V . Isto implica que ξ ∈ V . Portanto, de (3.9) tem-se que a aplicação t 7−→ ‖S(t)z‖H é





‖S(t+ tn)z‖H = lim
n→∞
‖S(t)S(tn)z‖H = ‖S(t)ξ‖H,
para todo t > 0. De (4.7), ξ = 0 e, consequentemente ω(z) = {0}. Novamente da pré-
compacidade de Kz, temos que S(t)z → 0 quando t → ∞. A densidade de V em H
implica que S(t)z → 0, quando t→∞, ∀z ∈ H. 
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Antes de seguir, vamos fazer uma análise da relação das descontinuidades de µ e a
periodicidade da solução u, esta relação é essencial para demonstrar o próximo lema.
Para um dado z ∈ D(A), introduzamos o conjunto
B = {s ∈ R+ : ηt(s) = 0, ∀t > 0}.
Note que u é τ -periódica para todo τ ∈ B. De fato, de (3.14), se τ ∈ B, então
u(t) = u(t− τ), ∀t > τ,
isto é, u(t) = u(t + τ) para todo t > 0. Além disso, se (4.5) ocorre, então J[ηt] = 0
pois ambos os termos do lado direito da igualdade (4.5) têm o mesmo sinal, e como µ é
descont́ınua em cada sn então
ηt(sn) = 0 ∀n > 1.
Em conclusão temos que u é sn periódica, para todo n > 1.
Lema 4.0.7. Se o núcleo µ não é `-espaçado, então {S(t)}t>0 é estável.
Demonstração. Usaremos o Lema 4.0.6. Seja z ∈ D(A) tal que (4.5) aconteça, logo
{S(t)}t>0 é estável se mostrarmos que u é constante. Como u é τ -periódica para todo
τ ∈ B então do Corolário 2.1.3 temos que u é constante se B contém dois números
racionalmente independentes. Vamos distinguir duas situações:
I. Assumamos primeiramente que µ não é um núcleo escada, então existe um intervalo
(sn−1, sn) tal que µ não é constante neste intervalo, e como µ é absolutamente cont́ınua
então de (4.5) temos que
µ′(s)‖ηt(s)‖2V = 0 para quase todo s ∈ (sn−1, sn).
Dáı, existe um subintervalo de (sn−1, sn) com medida de Lebesgue positiva tal que η
t(s) =
0 para todo t > 0. Portanto B tem medida positiva e assim contêm dois números racio-
nalmente independentes.
II. Assumamos agora que µ é um núcleo escada. Então u tem peŕıodo sn e então é
constante a menos que
sn =
{
β n = 1,
β(pn + rn) n > 1,
para algum β > 0, pn ∈ N e rn ∈ [0, 1) ∩ Q, ou seja, sm, sn são racionalmente indepen-
dentes para todos m,n ∈ N. Desta forma temos que βrn é um peŕıodo de u para todo
n ∈ N. Novamente separemos em dois casos:
II.a Existe um número infinito de rn distintos, então como a sequência (rn) está con-
tida no compacto [0, 1], existe uma subsequência (rnk) de Cauchy. Mas como |rnk+1 − rnk |
é novamente um peŕıodo de u, tem-se que
inf{P > 0 : P é peŕıodo de u} = 0.
Assim do Corolário 2.1.6 temos que u é constante.
II.b Existe um conjunto finito {q1, q2, . . . , qN} ⊂ [0, 1) ∩ Q que contém todos os rn.
Pondo qk = ak/bk, com ak ∈ N ∪ {0}, bk ∈ N e denotando d = 1/(b1 · · · bn), temos que
existe kn ∈ N tal que pn + rn = knd para todo n > 1. Finalmente definindo k1 = 1/d e
ϑ = βd, temos que sn = ϑkn, ou seja, µ é do tipo `-espaçado. 
E finalmente o lema que completa a prova do Teorema 4.0.2.
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Lema 4.0.8. Se o núcleo µ não é ressonante, então {S(t)}t>0 é estável.
Demonstração. Do lema anterior vemos que nos resta apenas verificar o caso em que µ é





Seja z ∈ D(A) tal que (4.5) acontece, então temos que ηt(`kn) = 0, para todo t > 0 e n
natural. De (3.14) temos que
u(t) = u(t− `kn), ∀t > `kn
e
η0(s) = u0 − u(`kn − s), ∀s ∈ (0, `kn].
A primeira igualdade nos diz que u é `kn-periódica, e assim, do Teorema 2.1.7 segue que u
é `-periódica. Estendendo u periodicamente em toda a reta, da segunda igualdade temos
que η0(s) = u0 − u(−s), e portanto devemos ter ηt(s) = u(t) − u(t − s) para todo s tal






Mas como u é `-periódica e µ é constante em cada intervalo [`kn−1, `kn) então para todo




















u(s)ds = u∗ ∈ V.
Conclúımos que a função w(t) = u(t)− u∗ satisfaz a equação abstrata
∂ttw(t) + Aw(t) = 0.
Para todo m ∈ N, a função `-periódica am(t) = 〈w(t), vm〉 é solução da equação diferencial
ordinária
a′′m(t) + λmam(t) = 0.
E como w(0) = u0 − u∗, w′(0) = v0 são dados conhecidos, temos que








Assim, am tem peŕıodo fundamental τm, com τm = 2π/
√
λm. Dáı do Teorema 2.1.3 temos
que ` = pτm, para algum p ∈ N, o que contradiz com a hipótese que µ não é ressonante.
Logo, para não entrarmos em contradição, am deve ser identicamente nula para todo m,
isto é, u(t) = u∗ = u0 para todo t > 0. Portanto, do Lema 4.0.6 segue a estabilidade
assintótica do semigrupo. 
Caṕıtulo 5
Estabilidade Exponencial
Neste caṕıtulo vamos estudar a estabilidade exponencial para a classe de núcleos de-
finida nos caṕıtulos anteriores. Na primeira seção, faremos uma análise na relação entre
a estabilidade exponencial do semigrupo {S(t)}t>0 e o semigrupo de translações a direita
{R(t)}t>0. Na seção seguinte, provamos que o semigrupo {S(t)}t>0 decáı exponencial-
mente sobre uma condição “restritiva”. Na terceira seção daremos uma prova, usando um
teorema abstrato da teoria de semigrupos, que o semigrupo decáı exponencialmente com
uma condição geral.
5.1 Uma Condição Necessária para a Estabilidade
Exponencial
Apresentaremos aqui uma condição necessária para termos a estabilidade exponencial
do semigrupo {S(t)}t>0, tal condição é obtida verificando que se {S(t)}t>0 é exponenci-
almente estável então o semigrupo de translações a direita {R(t)}t>0 deve também ser
exponencialmente estável.
Proposição 5.1.1. Se {S(t)}t>0 é exponencialmente estável, existe C > 1 e δ > 0 tal que
µ(t+ s) 6 Ce−δtµ(s), (5.1)
para todo t > 0 e quase todo s > 0.




para algum C > 1 e δ > 2ε, com {R(t)}t>0 sendo o semigrupo de translações à direita












µ(s)‖η0(s− t)‖2V ds− κ‖u(t)‖2V
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o que prova a afirmação. Assim para todo η0 ∈M
‖R(t)η0‖2M − Ce−δt‖η0‖2M =
∫ ∞
0
[µ(t+ s)− Ce−δtµ(s)]‖η0(s)‖2V ds 6 0. (5.2)
Para qualquer t > 0 fixado, consideremos
At = {s ∈ R+ : µ(t+ s)− Ce−δtµ(s) > 0}.
Em particular, considerando η0(s) = χAt(s)ũ, com ‖ũ‖V = 1, tem-se de (5.2) que∫
At
[µ(t+ s)− Ce−δtµ(s)]ds = 0,
logo para quase todo s > 0 temos que
µ(t+ s) 6 Ce−δtµ(s),
o que prova o pretendido. 
Existem núcleos que decaem exponencialmente e que não satisfazem (5.1) como vere-
mos no seguinte exemplo.
Exemplo 5.1.2. Seja µ uma função integrável decrescente satisfazendo as seguintes pro-
priedades:
i) 0 < µ(s) 6 e−s;
ii) µ é constante em cada intervalo da forma [n2, n2 + n+ 1], com n ∈ N.
Então se assumirmos (5.1) para quase todo s ∈ [n2, n2 + 1], temos que
µ(s) = µ(s+ n2 + n+ 1− s) 6 Ce−δ(n2+n+1−s)µ(s) 6 Ce−δnµ(s),
e então
1 6 Ce−δn,
o que é falso para n suficientemente grande.
5.2 Uma Condição Suficiente Para a Estabilidade Ex-
ponencial por Meio de Estimativas de Energia
Uma questão interessante é saber se a condição (5.1) é suficiente para a estabilidade











e portanto temos que o núcleo satisfaz
µ′(s) + δµ(s) 6 0, (5.3)
para quase todo s > 0. Então se assumirmos que C = 1 e que µ é quase sempre dife-
renciável, temos a estabilidade exponencial de {S(t)}t>0, (ver [17]). Note também, que
utilizando uma desigualdade do tipo Grönwall, pode-se verificar que a condição (5.3) im-
plica a condição (5.1). A condição (5.3) inclúı muitos casos fisicamente interessantes, mas
é bastante restritiva. Quando C > 1 então existe uma lacuna entre a condição (5.1) e a
condição (5.3), o que pode ser vista no seguinte exemplo.
Proposição 5.2.1. Vamos considerar, para ` ∈ (0, 1), o núcleo simples
µ(s) = χ[0,`)(s),
o qual claramente satisfaz (5.1). Então, o semigrupo {S(t)}t>0 do Exemplo 4.0.3 não é
exponencialmente estável.
Demonstração. Assumamos que `/π /∈ Q, caso contrário, do Teorema 4.0.2, {S(t)}t>0




‖(iλI − A)z‖H > ε‖z‖H, (5.4)
(ver Teorema 2.5.13), para algum ε > 0 e todo z ∈ D(A), falha. Para ζm = (0, 0,m−1em) ∈
H, com em o m-ésimo autovetor de A, consideremos a equação
(imI − A)zm = ζm,
para a variável zm = (um, vm, ηm). Note que ‖ζm‖H =
√
`. A ideia é encontrar soluções




em, vm = ρmem, ηm(s) = φm(s)em,


























Substituindo φm na primeira equação e denotando αm = e






Como `/π /∈ Q, nós temos αm 6= 0, ∀m ∈ N, pois se αm = 0 então cosm` + i sinm` = 1,
ou seja, cosm` = 1, isto é, m` = 2πk com k inteiro, e dáı, `/π = 2km ∈ Q. Escolhamos
uma sequência (mj) que converge para zero, logo (αmmj) também converge para zero,
consequentemente |ρmmj| → ∞ quando j →∞, e a correspondente solução, zmj , satisfaz
‖zmj‖H > ‖vmj‖H = |ρmmj| → ∞, j →∞,
violando (5.4). 
De fato, a Proposição 5.2.1 continua valendo para núcleos escada. Mais geral, sendo
A o operador abstrato com certas considerações no espectro, é posśıvel mostrar que se µ
é uma função escada então o semigrupo não é exponencialmente estável, a demonstração
deste fato pode ser verificada no Apêndice B.
Vamos agora estabelecer uma condição mais fraca que (5.3) para a estabilidade expo-
nencial.






para todo boreliano A contido em R+.
Definição 5.2.2. O conjunto plano de µ é definido como
Fµ =
{
s ∈ R+ : µ(s) > 0, µ′(s) = 0
}
,
e o raio plano de µ é dado por
Rµ = µ̂(Fµ).
O objetivo desta seção é provar o seguinte teorema.





então {S(t)}t>0 é exponencialmente estável.
Note que se µ é tal que µ′(s) < 0 para quase todo s ∈ R+, então Rµ = 0, e portanto
temos o seguinte corolário do teorema acima:
Corolário 5.2.4. Se a condição (5.1) é satisfeita e µ′ < 0 quase sempre, então {S(t)}t>0
é exponencialmente estável.
Da Proposição 5.2.1, não podemos esperar a estabilidade exponencial quando Rµ = 1,
pois neste caso temos que µ′(s) = 0 para quase todo s > 0, e como µ é absolutamente
cont́ınua em cada (sn−1, sn), segue do Teorema 2.2.2 que µ deve ser constante em quase
todo ponto. Logo µ é uma função escada e, em geral, não temos a estabilidade exponencial
do semigrupo. O caso em que Rµ ∈ [1/2, 1), utilizando apenas estimativas de energia,
ainda é um problema em aberto e segundo Pata [18], um problema desafiador. Na próxima
seção, daremos uma prova, utilizando o Teorema abstrato 2.5.13, do caso completo Rµ <
1, isto é, se Rµ < 1 e a condição (5.1) é satisfeita então o semigrupo é exponencialmente
estável.
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Antes de provar o Teorema 5.2.3, vamos introduzir algumas notações e comentários
para simplificar sua prova. Para a prova usaremos o Teorema 2.5.12, portanto ao longo







Então a igualdade de energia (3.9) é reescrita como
d
dt
E = E[η]. (5.6)
Lema 5.2.5. Se Rµ < 1/2 , então existe k > 0 e α < 1/2 tais que, o conjunto
P =
{
s ∈ R+ : kµ′(s) + µ(s) > 0
}
satisfaz µ̂(P) = α.
Demonstração. Para n ∈ N0 definamos
Pn =
{








De fato, se s ∈ Fµ então nµ′(s) + µ(s) = µ(s) > 0, para todo n ∈ N0, logo s ∈ Pn, para
todo n ∈ N0. Por outro lado, se s ∈ Pn, para todo n ∈ N0, então, em particular s ∈ P0, e




, ∀n ∈ N0,
logo, fazendo n → ∞, obtemos que µ′(s) > 0, e como µ′(s) 6 0, tem-se que µ′(s) = 0,
e assim s ∈ Fµ. Portanto a igualdade (5.7) está verificada, e como Pn+1 ⊂ Pn, então de
(5.7) e do Teorema 2.3.21 segue que
1
2














Logo, basta considerar P = Pk e α = µ̂(Pk). 















e consideremos a função
ψν(s) = µ(sν)χ(0,sν ](s) + µ(s)χ(sν ,∞)(s),



















No que segue, εν > 0 e cν > 0 serão constantes genéricas, (dependendo apenas de ν e
das quantidades estruturais do problema, mas não da escolha de z na bola unitária em
D(A) ⊂ H), tal que εν → 0 quando ν → 0.
Lema 5.2.6. Temos a seguinte desigualdade
d
dt




µ(s)〈u, η〉V ds− cνE[η].














Da terceira componente de (3.6), temos que ∂tη = Tη + v, donde segue que o primeiro







































Sendo µn = µ(s
+














































































































































































µ(s)〈u, η(s)〉V ds− ω
∫ sν
0
[µ(s)− µ(sν)]〈u, η(s)〉V ds.










































Aplicando a desigualdade de Hölder nas duas integrais, usando (5.8) e lembrando que
























































































= αΓ[η] + 2
√
α(1− α)Γ[η]Λ[η] + (1− α)Λ[η]
6 αΓ[η] + 2
√
Γ[η]Λ[η].
























ψν(s)〈∂tv, η(s)〉Hds 6 ω
√






































o que demonstra o pretendido. 
Lema 5.2.7. Tem-se a desigualdade
d
dt




Demonstração. Derivando Φ2 e usando (3.6), temos
d
dt
























































o que prova o pretendido. 
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‖η(s)‖2V + 〈η(s), u〉V
)
ds,

























e a função Φ, que depende de ν ∈ (0, 1), dada por
Φ(t) = Φ1(t) + βΦ2(t) + (ω + β)Φ3(t).




Φ(t) +$E[η] 6 cΛ[η]− cE[η],
para algum c > 0.
Demonstração. Das desigualdades obtidas nos Lemas 5.2.6, 5.2.7, 5.2.8, obtemos
d
dt
Φ(t) 6− (βκω − εν)‖u‖2V − (1− β − ενν)‖v‖2H −
1
2
(ω + 1− β − εν)Γ[η]































Fazendo uso da desigualdade acima e redefinindo εν e cν , tem-se que
d
dt
Φ + (1− β − εν)
(







‖η‖2M = Γ[η] + Λ[η],
então somando (1− β − εν)Λ[η], e novamente redefinindo εν e cν temos
d
dt
Φ(t) + (1− β − εν)E(t) 6 cνΛ[η]− cνE[η].
Notando agora que 1− β − εν > −εν , então
lim
ν→0
(1− β − εν) > 0,
e portanto tomando ν suficientemente pequeno, de modo que $ = 1 − β − εν > 0, e
considerando c = cν obtemos a desigualdade pretendida.

Demonstração do Teorema 5.2.3. Definamos a função
Ψ(t) = c(1 + k)E(t) + Φ(t),
com k como no Lema 5.2.5 e c como no lema anterior. Verifiquemos que
Ψ(0) 6 K,
para algum K > 0 que independe da escolha de z na bola unitária de H. Note que
E(0) = ‖S(0)z‖2H = ‖z‖2H 6 1. E é fácil de ver que Φ1(0) e Φ2(0) são limitados, logo basta

































o que verifica a limitação de Ψ(0). De (5.6) e do Lema 5.2.9 temos
d
dt







6 c(1 + k)
d
dt
E(t) + cΛ[η]− cE[η]
6 cΛ[η] + ckE[η].
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Assim, dado qualquer ρ ∈ (0, 1), existe t∗ suficientemente grande, que independe de z, tal
que
‖S(t∗)z‖H 6 ρ,
logo ‖S(t∗)‖ < 1 e do Teorema 2.5.12, {S(t)}t>0 é exponencialmente estável. 
5.3 Teorema Geral para a Estabilidade Exponencial
O objetivo desta seção é finalizar a discussão da estabilidade exponencial demons-
trando o seguinte teorema:
Teorema 5.3.1. Assumamos que a condição (5.1) seja satisfeita. Se Rµ < 1 então o
semigrupo {S(t)}t>0 é exponencialmente estável.
Observação 5.3.2. Definamos o conjunto
R = {s ∈ R+ : µ′(s) < 0}.
Note que
µ̂(R) = 1− µ̂({s ∈ R+ : µ′(s) = 0}),
e como µ̂({s ∈ R+ : µ(s) = 0}) = 0 então temos que
µ̂(R) = 1− µ̂({s ∈ R+ : µ′(s) = 0, µ(s) > 0}) = 1−Rµ.
E como µ̂  l, isto é, se um conjunto tem medida de Lebesgue nula então o mesmo
acontece na medida µ̂, temos que se Rµ < 1 então a medida de Lebesgue de R é positiva,
e isso será bastante importante na prova do Teorema 5.3.1.
Estabilidade Exponencial 57
Demonstração do Teorema 5.3.1. Procedamos por contradição, isto é, supomos que o se-
migrupo {S(t)}t>0 não é exponencialmente estável, logo do Teorema 2.5.13 deve existir
sequências (ρn) ⊂ R e (zn), com zn = (un, vn, ηn) ∈ D(A), tais que




‖(iρn − A)zn‖H = 0, (5.12)
o qual escrito em componentes








→ 0 em H, (5.14)
iρnηn − Tηn − vn → 0 em M. (5.15)
Vamos dividir o restante da prova em dois casos:
Caso I (ρn 9 0): Neste caso, podemos afirmar que para uma subsequência (ainda
denotada por (ρn)) tem-se
inf
n
|ρn| > 0. (5.16)
Como R tem medida positiva então o conjunto
J = {s ∈ R+ : kµ′(s) + µ(s) < 0}




{s ∈ R+ : nµ′(s) + µ(s) < 0},
logo usando argumentos similares ao usado no Lema 5.2.5, obtemos o pretendido.
Para o que segue, denotemos com MJ o espaço de Hilbert









Demonstração. De (5.11)-(5.12), deduzimos a convergência
Re〈(iρn − A)zn, zn〉H = −Re〈Azn, zn〉H = −Re〈Tηn, ηn〉M → 0.




µ′(s)‖ηn(s)‖2V ds 6 −
∫ ∞
0









obtemos o pretendido. 
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O seguinte lema é um resultado de Teoria da Medida:





















a desigualdade segue imediatamente de (2.1). 




Demonstração. Mostremos primeiramente que
sup
n∈N
|ρn|‖vn‖V ∗ <∞. (5.17)
De fato, escrevendo






































Devido a (5.14) e H ↪→ V ∗, o primeiro termo do lado direito converge a zero, enquanto













κ‖ηn‖M 6 κω +
√
κ,
e isto prova (5.17).
Agora, reescrevendo (5.15) como
iρnηn − Tηn − vn = εn,










Além disso, do Lema 5.3.3 e de (5.17),











assim, aplicando a desigualdade de Hölder, o Lema 5.3.3 e (5.17) temos que
|iρn〈ηn, A−1vn〉MJ| 6
√
κ|ρn|‖vn‖V ∗‖ηn‖MJ → 0.
Portanto, de (5.18)







































|ρn|‖vn‖V ∗‖εn‖M → 0.
Para estimar an, consideremos ρ∗ o ponto limite de (ρn). De (5.16) sabemos que
ρ∗ ∈ [−∞,∞] \ {0}.





















µ(s)(1− cos(ρ∗s))ds > 0.
Em ambos os casos, para (5.19) ser válido, deve existir uma subsequência de (vnj) tal que
vnj → 0, quando j →∞. 









(1− e−iρns)(vn − iρnun).




‖vn − iρnun‖V → 0,
logo, aplicando o Teorema da Convergência Dominada tem-se ςn → 0 em M. Então,
reescrevendo (5.18) como
ηn(s) = (1− e−iρns)un +
∫ s
0
e−iρn(s−y)εn(y)dy + ςn(s), (5.20)
o qual, devido a (5.11), nos diz que
〈ηn, un〉MJ = an‖un‖2V + cn + 〈ςn, un〉MJ → 0, (5.21)











〈ςn, un〉MJ → 0.






‖un‖V ‖εn‖M → 0.
Sabendo que existe uma subsequência de (an) que converge para um valor não nulo, então,









Demonstração. Multiplicando (5.20) por ηn ∈ M, e usando a desigualdade de Cauchy-






















µ(s)‖εn(y)‖V dy‖ηn(s)‖V ds+ ‖ςn‖M.
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Do Lema 5.3.6, segue que existe (nj) ⊂ N tal que a subsequência (unj) converge para zero
em V , o que implica, da estimativa acima, que (ηnj) converge para zero em M. 
Coletando o Lema 5.3.5, Lema 5.3.6 e Lema 5.3.7, encontramos uma subsequência






‖unj‖2V + ‖vnj‖2H + ‖ηnj‖2M
)
= 0,
contradizendo (5.11). O que prova o Caso I.
Caso II: (ρn → 0). Devido a (5.11), como
‖(iρn − A)zn‖H > ‖Azn‖H − |ρn|,
temos que ‖Azn‖H → 0, e as relações (5.13)-(5.15) ficam








→ 0 em H,
Tηn + vn → 0 em M.
o que nos dá as seguintes convergências
‖vn‖H → 0, ‖un‖2V + 〈ηn, un〉M → 0, ‖Tηn‖M → 0.
Assim, para contradizer 5.11, precisamos apenas mostrar que
‖ηn‖M → 0.
Para isso, usemos o fato de que a condição (5.1) implica a estabilidade exponencial do











µ(s)‖η(s)‖2V ds = Ce−δt‖η‖2M.










o que finaliza a prova do Caso II. 
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Apêndice A
O Semigrupo de Translações a
Direita
Neste apêndice definiremos o semigrupo de translações à direita e identificamos seu
gerador.
Consideremos µ : R+ → [0,∞) uma função decrescente, integrável e quase sempre
diferenciável. Sendo V um espaço de Hilbert real, notemos M = L2µ(R+, V ).
Teorema A.0.1. O operador T :M→M definido por
D(T ) = {η ∈M;Dη ∈M e η(0) = 0} , T η = −Dη,
onde η(0)= lim
s→0+
η(s) em V e D é a derivada fraca em M, é gerador do semigrupo (de
classe C0) de translações à direita {R(t)}t>0, onde
(R(t)η)(s) =
{
η(s− t) s > t,
0 0 < s < t.
(A.1)
Demonstração. Nosso primeiro objetivo é mostrar que o operador T é gerador de um
semigrupo de contrações {S(t)}t>0.
De fato, sabemos que C∞0 (R+, V ) é denso em M e como C∞0 (R+, V ) ⊂ D(T ) segue
que T é densamente definido. Além disso, usando integração por partes







































0 6 lim inf
y→0+





























Como o lado esquerdo de (A.2) é finito, e os restantes dois termos do lado direito são




µ′(s)‖η(s)‖2V ds 6 0. (A.3)
Portanto T é dissipativo. Mostremos agora que Im(I − T ) =M. Seja η̄ ∈ M, conside-
remos a equação
η(s) +Dη(s) = η̄(s). (A.4)
































µ‖η̄‖V ‖L2(R+) = ‖η̄‖M.
Onde E(s) = e−s e a última desigualdade segue de (2.1). Dáı, do Teorema 2.3.5, temos
‖η‖M = sup
‖ξ‖M=1
|〈η, ξ〉M| 6 ‖η̄‖M <∞.
Verifiquemos que η dado em (A.5) satisfaz (A.4). Assumamos primeiramente que η̄ ∈





g(y)dy = G(s)−G(0) = G(s).
Portanto,
η(s) = e−sG(s) ⇒ Dη(s) = e−sDG(s)− e−sG(s) = η̄(s)− η(s).
Consideremos agora η̄ ∈ M qualquer, então da densidade de C∞0 (R+, V ) em M, segue
que existe uma sequência (η̄n) em C
∞
0 (R+, V ) que converge para η̄ em M. Dáı∫ ∞
0
〈ηn(s), Dφ(s)〉V µ(s)ds = −
∫ ∞
0
〈η̄n(s)− ηn(s), φ(s)〉V µ(s)ds, ∀φ ∈ C∞0 (R+, V ).
Fazendo n −→ ∞ na expressão acima, e usando o teorema da convergência dominada,
segue que η satisfaz (A.4).
Claramente η(0) = 0, e da equação (A.4), η ∈ M se, e somente se, Dη ∈ M. logo
η ∈ D(T ), e assim T é m-dissipativo.
Portanto do Teorema de Lumer-Phillips (Teorema 2.5.8), temos que T é gerador de
um semigrupo C0 de contrações, o qual denotamos por {S(t)}t>0.
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Vamos agora verificar que {R(t)}t>0 definido em (A.1) é um semigrupo de classe C0 e
que coincide com {S(t)}t>0 em D(T ).
Claramente, {R(t)}t>0 é um semigrupo. Note que, como C∞0 (R+, V ) é denso em M,
então dado ε > 0 e η ∈ M, existe f ∈ C∞0 (R+, V ) tal que ‖η − f‖M < ε/3, e da
continuidade uniforme de f , existe δ > 0 tal que se |t| < δ então
‖f(s− t)− f(s)‖2V <
ε
3κ
, ∀s ∈ R+.
Portanto, para t < δ,
‖R(t)η − η‖M 6 ‖R(t)η −R(t)f‖M + ‖R(t)f − f‖M + ‖f − η‖M < ε,
o que verifica que {R(t)}t>0 é um semigrupo de classe C0.






























Para o primeiro termo do lado direito temos



















































‖η(s)‖2V µ(s)ds = 0
E para o segundo, note primeiramente que
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Portanto de (A.6), temos que A|D(T ) = T , logo do Teorema 2.5.4, R(t) = S(t), ∀t > 0. 
Apêndice B
Falta de Estabilidade Exponencial
para Núcleos Escada






onde (γn) é uma sequência estritamente decrescente, possivelmente γn = 0, para todo
n > N , para algum N ∈ N, o semigrupo {S(t)}t>0 não decáı exponencialmente.





Vamos considerar aqui a equação viscoelástica unidimensional. Fixemos H = L2(0, π),
e neste caso
A = − d
2
dx2
, D(A) = H2(0, π) ∩H10 (0, π).
Como já mencionado, temos λm = m
2, e vm(x) = sinmx, com m ∈ N. Note também que
já verificamos que o semigrupo {S(t)}t>0 não decáı exponencialmente quando µ(s) = χ[0,`).
Note que se o núcleo for ressonante então o semigrupo não é nem assintoticamente
estável, portanto devemos considerar que `/π /∈ Q. Mostraremos que mesmo neste caso,
a estabilidade exponencial nunca ocorre. Antes disso, vamos ver dois lemas, o primeiro
é um resultado provado por Dirichlet em aproximação Diofantina simultânea, cuja prova
que daremos, é baseada no prinćıpio da gaiola dos pombos:
“Se n pombos são colocadas em m gaiolas, com n>m, então ao menos uma gaiola deve
conter mais de um pombo.”
Lema B.1.1. Sejam a1, . . . , aN números reais. Então, para todo ε > 0, existe m ∈ N e
pn ∈ Z com m > 1/ε, tais que
|anm− pn| 6 ε,
para todo n = 1, . . . , N .
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Demonstração. Escolhamos M ∈ N tal que M > 2/ε. Dividamos o cubo unitário [0, 1]N ⊂
RN em MN cubos de lados 1/M . Denotemos ā = (a1, . . . , aN), e consideremos MN + 1
vetores “pombos”
dec(jā) = (dec(ja1), . . . , dec(jaN)), j = M, 2M, . . . , (M
N + 1)M,
onde dec(x) = x − [x], com [x] denotando a parte inteira de x. Note que temos MN + 1
“pombos”em MN “gaiolas”, portanto, existem j1 < j2 tais que dec(j1ā) e dec(j2ā) estão
na mesma “gaiola”. Sendo m = j1 − j2 e pn = [j1an] − [j2an], então para n = 1, . . . , N
temos










Lema B.1.2. Para cada m ∈ N, consideremos
cm = mµ̂(m).





























Como (γn) é uma sequência decrescente limitada inferiormente por zero, então γn → γ∞,








(γn − γn+1)e−isnm − γ∞e−is∞m
)
,
onde o último termo do lado direito desaparece quando γ∞ = 0.




(γn − γn+1)eisnm + γ−is∞m∞ .




(γn − γn+1) + γ∞. (B.2)
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Como γn − γn+1 > 0 e γ∞ > 0, a igualdade acima ocorre apenas se os números snm e
s∞m são múltiplos de 2π, mas como assumimos que o núcleo não é ressonante, isto é
imposśıvel. Logo cm 6= 0, para todo m ∈ N.








(γn − γn+1)(1− e−isnm) + γ∞(1− e−is∞m)
)
.
Fixamos ε > 0, e escolhamos N = N(ε) ∈ N tal que
γN − γ∞ =
∞∑
n=N




Então, como |1− e−is| 6 2, para todo s ∈ R temos
|cm| 6 γ∞|1− e−is∞m|+
N−1∑
n=1




Além disso, do Lema B.1.1, podemos encontrar m = m(ε) ∈ N, pn = pn(ε) ∈ Z e





para todo n = ∞, 1, . . . , N − 1. Usando a desigualdade elementar |eiθ − 1| 6 |θ|, que é
válida para todo θ ∈ R, temos


























portanto, podemos construir uma sequência (mj) de números naturais tais que cmj con-
verge para zero, quando j tende a infinito. 
Teorema B.1.3. Se µ é do tipo escada da forma (B.1), então o semigrupo {S(t)}t>0 não
é exponencialmente estável.
Demonstração. Vamos assumir que µ não é ressonante, caso contrário o semigrupo não
é nem assintoticamente estável. Mostraremos que a condição necessária para se ter a
estabilidade exponencial (ver Teorema 2.5.13)
inf
λ∈R
‖(iλI − A)z‖H > ε‖z‖H, ∀z ∈ D(A), ε > 0,
falha. Para λ ∈ R e zm = (0, 0,m−1vm) ∈ H, consideremos a equação complexa, na
variável z = (u, v, η)
(iλI − A)z = zm.
Note que ‖zm‖H =
√




vm, v = ρvm, η(s) = ϕ(s)vm,
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iλϕ(s)− Tϕ(s)− ρ = m−1.










Substituindo ϕ na primeira equação obtemos
ρ(λ2 −m2)−m(κ− µ̂(λ)−mρµ̂(λ)) = 0.







−→ ∞, quando j −→∞,
e a correspondente solução z satisfaz
‖z‖H > ‖v‖V = |ρ| −→ ∞, quando j −→∞.
o que finaliza a prova, pois se {S(t)}t>0 é exponencialmente estável, então para um dado







B.2 O Caso Geral
De forma mais geral, temos o seguinte teorema:
Teorema B.2.1. Assumamos que existe uma sequência (βj) formado por autovalores de
A para o qual o seguinte é válido: para todo N ∈ N existe sequências de inteiros (pn,j),








∣∣∣∣∣ = 0, ∀n =∞, 1 . . . , N − 1. (B.3)
Então, se µ é da forma (B.1), o semigrupo {S(t)}t>0 não é exponencialmente estável.
Demonstração. Vamos prosseguir exatamente como na prova do Teorema B.1.3, recolo-
cando mj por
√






A condição (B.3) permite reformular a prova do Lema B.1.2, e portanto podemos obter a
convergência c̄j −→ 0, quando j −→∞. 
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Note que, dado um operador A, a não estabilidade exponencial do semigrupo se re-
sume a verificar a condição (B.3). Para isso, é necessário o conhecimento assintótico de,
ao menos, alguns dos autovalores de A, e ter em mãos algum teorema de aproximação
Diofantina.
Por exemplo, se o espectro de A contêm valores da forma
βm = γ
2m2 + o(m),
para algum γ > 0 e todo m suficientemente grande, então (B.3) é válido para alguma









e o pretendido segue do Lema B.1.1.
Consideremos A = −∆, com condições de fronteira de Dirichlet (as mesmas da Ob-
servação 3.1.1), com domı́nio Ω = Πni=1[0, Li] ⊂ Rn, com Li > 0, para i = 1, . . . , n. Neste
caso, para todo m ∈ N, é posśıvel verificar que os números π2m2/L21 são autovalores de A,
logo, da discussão do parágrafo anterior, a hipótese (B.3) é satisfeita. O mesmo racioćınio
pode ser aplicado quando Ω = B(0, R), a bola aberta de R3, de centro na origem e raio
R > 0. Neste caso os autovalores de A são da forma π2m2/R2, para m ∈ N.
