In this work we study two, seemingly unrelated, notions. Locally Decodable Codes (LDCs) are codes that allow the recovery of each message bit from a constant number of entries of the codeword. Polynomial Identity Testing (PIT) is one of the fundamental problems of algebraic complexity: we are given a circuit computing a multivariate polynomial and we have to determine whether the polynomial is identically zero. We improve known results on locally decodable codes and on polynomial identity testing and show a relation between the two notions. In particular we obtain the following results:
2. We show that from every depth 3 arithmetic circuit (ΣΠΣ circuit), C, with a bounded (constant) top fan-in that computes the zero polynomial, one can construct a locally decodeable code. More formally: Assume that C is minimal (no subset of the multiplication gates sums to zero) and simple (no linear function appears in all the multiplication gates). Denote by d the degree of the polynomial computed by C and by r the rank of the linear functions appearing in C. Then we can construct a linear LDC with 2 queries, that encodes messages of length r/polylog(d) by codewords of length O(d).
3. We prove a structural theorem for ΣΠΣ circuits, with a bounded top fan-in, that compute the zero polynomial.
In particular we show that if such a circuit is simple and minimal and of polynomial size then its rank, r, is only polylogarithmic in the number of variables (a priory it could have been linear).
4. We give new PIT algorithms for ΣΠΣ circuits with a bounded top fan-in:
(a) A deterministic algorithm that runs in quasi polynomial time. (b) A randomized algorithm that runs in polynomial time and uses only polylogarithmic number of random bits.
Moreover, when the circuit is multilinear our deterministic algorithm runs in polynomial time. Previously, deterministic subexponential time algorithms for PIT in bounded depth circuits were known only for depth 2 circuits (in the black box model) [22, 9, 28] . In particular, for the special case of depth 3 circuits with 3 multiplication gates our result resolves an open question asked by Klivans and Spielman [28] .
INTRODUCTION
Locally Decodable Codes (LDCs) are error correcting codes that allow the recovery of each symbol of the message from a constant number of entries of the codeword. Polynomial Identity Testing (PIT) is one of the fundamental problems of algebraic complexity: we are given a circuit computing a multivariate polynomial and we have to determine whether the polynomial is identically zero. In this paper we show a relation between this two notions -roughly, from every depth 3 circuit which is identically zero, one can construct a locally decodable code. Using this relation and a new lower bound on LDCs, we devise new PIT algorithms for depth 3 circuits.
Locally Decodable Codes
Locally decodable codes are error correcting codes that allow the recovery of each symbol of the message, from a corrupted codeword, by looking at only a constant number of entries of the corrupted word. Roughly, a (q, δ, )-locally decodeable code encodes x ∈ F n to E(x) ∈ F m , such that for each index i ∈ [n], x i can be recovered from E(x) with probability 1 >
|F|
+ by reading only q (random) entries, even if E(x) was corrupted in δm positions.
Locally decodable codes have many applications -they are related to private information retrieval (PIR) schemes [13, 26, 18] , they can be used for amplification of hardness [19, 20, 3] and for the construction of hard-core predicates for one-way permutations [29, 15] (see [48] for a survey on LDCs).
The notion of Locally decodable codes was explicitly discussed in [4] and explicitly defined in [26] . Implicit constructions of local decoders can be found in the context of random self reducibility and self correcting computations (see e.g. [31, 6, 16, 17, 15] ). There are two main questions related to LDCs: Finding explicit constructions and proving limits of such constructions (i.e. proving lower bounds on the length of the encoding). Explicit constructions were given by [4, 7, 8] . The best current construction is due to Beimel et al [8] who gave an LDC withueries of length m = exp(n O(log log q/q log q) ). The problem of proving lower bounds was first studied by Katz and Trevisan [26] who proved that for every LDC withueries, the length of the codeword, m, is at least n
This is currently the best lower bound for general LDCs (see also [14] ). It is a very challenging open question to give tight lower bounds (or upper bounds) on the length of LDCs. Due to the difficulty of the problem many works focused on the case of codes with two queries (q = 2). Exponential lower bounds were first proved for linear codes [18, 36] and then, by techniques from quantum computation, for nonlinear codes over GF (2) [27] . The bound of Goldreich et al [18] actually holds for linear LDCs with 2 queries over any finite field, namely that m is at least 2 Ω(n)−log(|F|) , where F is the underlined field. This result is (nearly) tight when the field is of constant size, however it gives no significant bound for infinite fields.
Polynomial Identity Testing
Polynomial Identity Testing (PIT) is a fundamental problem in algebraic complexity: We are given a multivariate polynomial (in some representation) over some field F and we have to determine whether it is identically zero 2 . The importance of this problem follows from its many applications: Algorithms for primality testing [1, 2] , for deciding if a graph contains a perfect matching [32, 33, 11] and more, are based on reductions to the PIT problem (see the introduction of [30] for more applications).
Determining the complexity of PIT is one of the greatest challenges of theoretical computer science. It is one of a few problems (and in some sense PIT is the most general problem) for which we have coRP algorithms but no determinis-1 If F is infinite then the probability of success is > .
2 Note that we want the polynomial to be identically zero and not just to be equal to the zero function. For example, x 2 − x is the zero function over GF (2) but not the zero polynomial.
tic subexponential time algorithms. Recently Kabanets and Impagliazzo [25] suggested an explanation for the lack of algorithms. They showed that efficient deterministic algorithms for PIT imply that N EXP does not have polynomial size arithmetic circuits. Specifically, if PIT has deterministic polynomial time algorithms then either the Permanent cannot be computed by polynomial size arithmetic circuits or N EXP ⊂ P/poly.
The first randomized algorithm for PIT was discovered independently by Schwartz [41] and Zippel [49] . Their well known algorithm simply evaluates the polynomial at a random point and accepts iff the polynomial vanishes at the point. If the polynomial is of degree d and each variable is randomly chosen from a domain S, then the error probability is bounded by d/|S|. Two kind of works followed the Schwartz-Zippel algorithm: Randomized algorithms that use fewer random bits [12, 30, 1] and algorithms for restricted models of arithmetic circuits. In [22, 9, 28] polynomial time deterministic PIT algorithms for depth 2 arithmetic circuits were given. More recently, [39] gave a polynomial time PIT algorithm for non-commutative formulas. All algorithms, with the exception of [1, 39] , are black box algorithms. That is, these algorithms do not have access to a circuit computing the polynomial and they can only evaluate it on different inputs (as in the Schwartz-Zippel algorithm).
A result of a different nature was proved by Kabanets and Impagliazzo [25] . They designed a deterministic quasipolynomial time algorithm based on unproved hardness assumptions.
Depth 3 arithmetic circuits
Proving lower bounds for general arithmetic circuits is the greatest challenge of algebraic complexity. Unfortunately, except for the lower bounds of Strassen [46] and Baur-Strassen [5] , no lower bounds are known for general arithmetic circuits. Due to the difficulty of the problem research focused on restricted models such as monotone circuits and bounded depth circuits. Exponential lower bounds were proved on the size of monotone arithmetic circuits [42, 24] , and linear lower bounds were proved on their depth [43, 47] . However, unlike the situation in the boolean case, only weak lower bounds were proved for bounded depth arithmetic circuits [37, 40] . Thus, a more restricted model was considered -the model of depth 3 arithmetic circuits (also known as ΣΠΣ circuits). A ΣΠΣ circuit computes a polynomial of the form
where the L ij 's are linear functions. Grigoriev and Karpinski [21] and Grigoriev and Razborov [23] proved exponential lower bounds on the size of ΣΠΣ circuits computing the Permanent and Determinant over finite fields. Over infinite fields exponential lower bounds are known only for the restricted models of multilinear 3 ΣΠΣ circuits and for homogeneous ΣΠΣ circuits [34, 35] . For general ΣΠΣ circuits over infinite fields only the quadratic lower bound of [45] is known. Thus, proving exponential lower bounds for ΣΠΣ circuits over C is a major open problem in arithmetic circuit complexity.
In this work we are interested in the problem of polynomial identity testing for depth 3 circuits. As mentioned earlier there are no efficient PIT algorithms for arithmetic circuits, even if we just consider bounded depth circuits. Thus, finding efficient algorithms for PIT in ΣΠΣ circuits seems like the first step towards proving more general results.
Our Results
Lower Bounds for Linear Locally Decodable Codes with 2 Queries We study linear LDCs with 2 queries over arbitrary fields and prove lower bounds on their length. The first such lower bound was proved by Goldreich et al [18] :
Note that this result only makes sense when |F| is finite. We prove the following theorem. Compared with Theorem 1.4 of [18] our result removes the dependance on the size of the field in the exponent and works for every field size, finite and infinite. The idea of the proof is similar to the one in [18] -we show that given a linear 2-LDC over an arbitrary field F we can construct from it a linear 2-LDC over GF (2) , with almost the same parameters, and then we use the lower bound of [18] for codes over GF (2) .
Relation between Depth 3 circuits and Locally Decodeable Codes
The main result of the paper is that from every ΣΠΣ circuit, that computes the zero polynomial, one can construct a linear LDC with 2 queries. Relations between arithmetic circuits and error correcting codes were known before [10, 44] , however this is the first time that LDCs appear in the context of arithmetic circuits. More formally, let C be a ΣΠΣ circuit, as in equation 1, computing the zero polynomial. We say that C is minimal if no subset of the multiplication gates sums to zero. We say that C is simple if there is no linear function that appears in all the multiplication gates (up to a multiplicative constant). Denote with r the rank of the linear functions appearing in C. 
Thus, if k is a constant then we can construct a linear (2, 
)-LDC that encodes messages of length r/polylog(d) by codewords of length O(d).
As a corollary of theorem 1.2 and theorem 1.3 we get:
, and let C ≡ 0 be a simple and minimal ΣΠΣ circuit of degree d with k multiplication gates and n inputs, then r ≤ 2
O(k
Notice that the bound on r depends only on the degree and the number of multiplication gates and not on the number of variables! If the degree is polynomial in n (i.e. the circuit is of polynomial size) then the rank is bounded by polylog(n), where a priory the rank could have been n.
PIT algorithms for depth 3 circuits
We design algorithms for PIT of depth 3 circuits with a constant number of multiplication gates. In particular we get a deterministic quasipolynomial time algorithm, and a randomized polynomial time algorithm that uses only polylog random bits. If the circuit is multilinear, i.e. every multiplication gate computes a multilinear polynomial, then we give a deterministic polynomial time algorithm for PIT. Our algorithms are non black-box -all of them use the circuit computing the polynomial. We prove the following result: Theorem 1.5. Let C be a ΣΠΣ circuit of degree d, with k multiplication gates and n inputs. Then we can check if C ≡ 0:
Probabilistically, in time
2 O(k) poly(d, 1 ), using 2 O(k 2 ) log k−2 (d) log(1/ ) random
bits, with error probability . For constant k the running time is poly(d, 1 ) and the number of random bits is polylog(d) log(1/ ).

If C is also multilinear then we can check if C is identically zero deterministically in time exp(2
O(k 2 ) )·poly(d).
For constant k the running time is poly(d).
Prior to our work the only algorithms that were designed for bounded depth circuits were the deterministic algorithm of [39] for pure multilinear depth 3 circuits, and the black box algorithms of [22, 9, 28] for polynomials computed by depth 2 circuits (also known as sparse polynomials). None of the algorithms for sparse polynomials work in the case of depth 3 circuits, as such circuits can compute polynomials with exponentially many monomials. In fact, Klivans and Spielman [28] ask whether one could derandomize PIT for ΣΠΣ circuits with only 3 multiplication gates (k=3 in our notations). We give a deterministic algorithm that runs in quasipolynomial time for this case, thus resolving the question of [28] .
Organization
In Section 2 we analyze linear locally decodable codes, and derive Theorem 1.2. Section 3 is devoted to ΣΠΣ circuits and their properties. In Section 4 we give the proof of Theorem 1.3, and discuss the relation between ΣΠΣ circuits and locally decodable codes. Finally, in Sections 5 and 6 we use our results to prove a structural theorem for zero ΣΠΣ circuits, and devise PIT algorithms based on this theorem. • In every invocation, A makes at mostueries (nonadaptively).
LOCALLY DECODABLE CODES
• For every x ∈ F n , for every y ∈ F m with ∆(y, E(x)) < δm, and for every i ∈ [n], we have
where the probability is taken over the internal coin tosses of A.
We say the the code E is a linear code, if E is a linear
transformation between F n and F m .
The proof of Theorem 1.2 will build upon the methods of [18] , together with a novel reduction from LDCs over arbitrary fields to LDCs over GF (2) . We start by reviewing the results of [18] . The first step of their proof, given by lemma 2.2, is a reduction from the problem of proving lower bounds for LDCs, to a graph-theoretic problem. We note that in [18] the lemma was proved only over finite fields, however, it is easy to modify the proof to work for infinite fields as well. 
From Lemma 2.2 we see that in order to prove lower bounds for 2-query locally decodable codes, it is sufficient to deal with the more combinatorial setting in which a given multiset of vectors contain many disjoint pairs spanning each unit vector.
The next step in the proof of [18] is a reduction from arbitrary finite fields to GF (2). The next lemma summarizes the reduction given by [18] . 
Our proof differs from that of [18] only in its second part -the reduction from F to GF (2). Our reduction holds for any field, in particular for infinite F, and does not involve the field size as a parameter. 
2.
be as in Lemma 2.5. That is:
This implies
Which, after division by m, gives the bound stated by the theorem. Proof of Lemma 2.5: The proof will consist of two stages. First, we will remove a relatively small number of "bad" pairs from the given matchings M i , then we will transform the vectors a1, . . . , am to vectors in {0, 1}
n , while preserving a large portion of the pairs spanning the unit vectors.
Let (j 1 , j 2 ) be a pair in M i for some i, such that either a j 1 or a j 2 are proportional to the unit vector e i . w.l.o.g assume (j 1 , j 1 ) . We do the same for all pairs containing a vector proportional to the unit vector spanned by this pair. This change does not affect the parameters of the lemma, and is done only to simplify the analysis.
Next, we define a function θ :
For the rest of the proof we assume w.l.o.g that in each pair (j 1 , j 2 ) we have θ(a j 1 ) ≤ θ(a j 2 ) (note that we can assume w.l. o.g that the vectors a 1 , . . . , a m are all different from zero). We remove from each matching M i all the pairs (j1, j2) in which θ(aj 1 ) = i (this includes all pairs (j1, j1) described in the previous paragraph, and more). Denote the resulting matchings by M i . We claim that the total number of pairs removed in this stage is at most m:
Proof. let p 1 = (j 1 , j 2 ) and p 2 = (k 1 , k 2 ) be two removed pairs . If p1 and p2 were in the same matching Mi , then they are disjoint, and so j1 = k1. If the pairs belonged to two different matchings , say M i 1 and M i 2 , then θ(a j 1 ) = i 1 and θ(a k 1 ) = i 2 , and again we get that j 1 = k 1 . It follows that every removed pair has a distinct first element in the set [m] . Therefore, the total number of removed pairs cannot exceed m.
In the following we assume w.l.o.g that the first non-zero coordinate of each a j is one. The next claim asserts an important property of the matchings M i . 
Proof. Let u = a j 1 , v = a j 2 . We know that there exist two non-zero coefficients α, β ∈ F such that αu + βv = ei (both coefficients are non-zero because we removed from Mi all pairs containing a vector proportional to e i ).
From this property it is clear that θ(u) ≤ i (remember that θ(u) ≤ θ(v)). As we removed all pairs in which θ(a j 1 ) = i we conclude that θ(u) < i . This in turn implies that θ(u) = θ(v) < i, because if θ(v) > θ(u), then the vector αu+βv = e i would have a non-zero coordinate in position
Let us now proceed to the second stage of the proof of Lemma 2.5, in which we move from the field F to GF (2).
For each i ∈ [n], let a ji denote the i'th coordinate of the vector a j . Let V = {a ji } j∈ [m] ,i∈ [n] be the set of all field elements appearing in one of the vectors a 1 , . . . , a m . We pick a random function f : V → {0, 1}, and apply f to all the coordinates in all the vectors. Let bj = (f (aj1), . . . , f (ajn)) be the vector in {0, 1} n obtained from a j after the transformation. We say that a pair (j 1 , j 2 ) ∈ M i "survived" the transformation if
Claim 2.8. The expected number of surviving pairs is
Since e i ∈ Span{a j 1 − a j 2 } we know that the vectors a j 1 , a j 2 are identical in all coordinates different from i. Hence, the vectors b j 1 , b j 2 will also be identical in those coordinates. From this we see that ei = bj 1 ⊕ bj 2 iff bj 1 and bj 2 differ in their i'th coordinate. This happens with probability of one half. By linearity of expectation we can conclude that the expected number of surviving pairs is at least half the number of original pairs, which was
From the above claim we can assert that there exist a function f for which the number of surviving pairs is at least 
which completes the proof of the lemma, since now
The next Corollary combines the results of Lemma 2.5 and Lemma 2.4 in a compact form. This Corollary will be used in the proof given in Section 4.
Corollary 2.9. Let F be any field, and let a 1 
ΣΠΣ CIRCUITS
In this section we give some definitions related to ΣΠΣ circuits, and describe some elementary operations that can be preformed on them. These definitions and operations will be used in the following sections.
Definitions
In the following we treat vectors in F n also as linear forms
un). Then:
We proceed to the main definition of this section:
, with n inputs, and k multiplication gates (i.e. top fan-in is k) is the formal expression
where 
For every i ∈ [k] define N i to be the i'th multiplication gate of C:
We denote with rank(C) the rank of C:
We are interested in ΣΠΣ circuits that compute the zero polynomial in F[x 1 , . . . , x n ] . If C is such a circuit, we write C ≡ 0. When dealing with circuits of this kind, it is sufficient to consider circuits of limited structure. This notion is made precise by the following definition and the lemma that follows.
if the following three conditions hold:
• the top fan-in of C is k. Proof. We introduce a new variable y, and define C to be a circuit with input variables x1, . . . , xn, y. Let
When dealing with ΣΠΣ(k, d) circuits we will treat the linear functions L ij also as vectors in
and define C to be
Lij(x, y).
Clearly, C is a ΣΠΣ(k, d) circuit, and can be computed from C in time polynomial in the size of C. Note that if we write
, where Pi(x) denotes the homogeneous part of degree i of C(x), then C (x, y) =
Lemma 3.5 shows that in order to achieve our final goal, which is to derive PIT algorithms for ΣΠΣ circuits, it is sufficient to consider ΣΠΣ(k, d) circuits. For the rest of the paper we will deal only with ΣΠΣ(k, d) circuits, and we shall sometimes refer to them simply as ΣΠΣ circuits, omitting the suffix (k, d) where it is not needed.
Identically zero ΣΠΣ Circuits
Simple Circuits:
It might be the case that there exist a linear function, L, that appears (up to a constant) in all multiplication gates of C. In this case, we can divide each multiplication gate by L, and get a simpler circuit C , whose degree is smaller then that of C by one. Clearly C ≡ 0 iff C ≡ 0. The next two definitions deal with this case in a more general way. (C) , g.c.d.(N 1 (x), . . . , N k (x) ).
Since each multiplication gate is a product of linear forms:
Ni(x) = Q d i j=1 Lij(x),
we get that gcd(C) is the product of all the linear forms that appear in all the multiplication gates (up to multiplication by constants). Note also that gcd(C)
can be easily computed from C.
It is clear that
≡ 0. This fact motivates the following definition.
. Let us also define sim(C) to be the simple circuit obtained from C by dividing each multiplication gate by gcd(C). It is clear that sim(C) is always simple, and that
C(x) = sim(C)(x) · gcd(C)(x).
Minimal Circuits:
Suppose we have two ΣΠΣ circuits C 1 and C 2 , both of them equal to zero. Let k1, k2 denote the top fan-in of C1 and of C2 respectively. We can add C1 to C2 to create a new circuit C = C 1 +C 2 , with top fan-in k 1 +k 2 , that will also be equal to zero. This new circuit C however, can be 'broken down' into two smaller subcircuits that are zero. In the following we will be interested in circuits that cannot be broken down into smaller subcircuit that are equal to zero. The next two definitions deal with circuits of this type. 
The following easy claim shows that most properties of a ΣΠΣ circuit C remain when we move to the corresponding ΣΠΣ(k, d) circuit. The proof is immediate from the proof of lemma 3.5. 
• C is simple iff C is simple.
• C is minimal iff C is minimal. 
Taking a Linear Transformation:
We start with a simple operation of setting one of the variables to zero. This operation can be looked at as projecting all the linear functions in the circuit on a sub-space of codimension 1. C(x1, . . . , xt−1, 0, xt+1, . . . , xn) .
We can generalize the operation just defined, by applying a general linear transformation on the linear functions of the circuit. 
The following claim is easy to verify.
Claim 3.13. Let C be a ΣΠΣ(k, d) circuit, and let π :
n be an invertible linear transformation. Then
• C is simple iff π(C) is simple.
• C is minimal iff π(C) is minimal.
• rank(C) = rank(π(C)).
ΣΠΣ CIRCUITS AND LOCALLY DECOD-ABLE CODES
In this section we prove Theorem 1.3, which is the main result of the paper. This theorem shows the relation between ΣΠΣ circuits and linear locally decodable codes. It is more convenient to us to prove the theorem for ΣΠΣ(k, d) circuits instead of general ΣΠΣ circuits. From claim 3.10, we know that moving from C to its corresponding ΣΠΣ(k, d) circuit does not affect any of the relevant properties of C, so the following theorem is equivalent to Theorem 1.3. 
. 5 Remember that we identify linear forms with vector in F n .
The proof of Theorem 4.1 by induction on k. We devote Section 4.1 to the base case of k = 3. The more complicated proof of the inductive step is given in the full version of this paper.
Before moving on to the proof of Theorem 4.1 we should explain why we are only dealing with circuits whose top fanin is at least 3. The reason for this is that the structure of a zero ΣΠΣ(k, d) circuit with k = 1, 2 is trivial. If C has only one multiplication gate (k = 1), then it is zero iff one of the linear functions appearing in it is the zero function. The case of k = 2 is equally trivial, as seen by the next claim. Proof. Since C ≡ 0, we have c1N1(x) ≡ −c2N2(x). Each multiplication gate Ni is a product of linear functions. Since every polynomial can be written, in a unique way, as a product of irreducible polynomials, and since every linear function is irreducible, we have that the linear functions in the two gates must be the same (up to an ordering and multiplication by constants).
Proof of Theorem for k=3
Let r = rank(C). Then there exists r linearly independent functions L 1 , . . . , L r in C. Using Claim 3.13 we can assume w.l.o.g that for every t ∈ [r] , L t (x) = x t (or in other words: Lt = et). Consider the circuit C|x t =0 for some t ∈ [r]. Clearly C|x t =0 ≡ 0. From the fact that the function Lt = et appears in one of the multiplication gates, we know that this gate will become zero in C| x t =0 . The following claim assures us that neither of the other two multiplication gates will become zero in C|x t =0. Proof. Assume for a contradiction that L divides both N1 and N2. As c3N3(x) = −c1N1(x) − c2N2(x) we get that N 3 (x) is also divisible by L. But, C is simple so this is a contradiction.
How can a circuit with two non-zero multiplication gates be zero ? From Claim 4.2, this is only possible if the two gates contain the same linear functions, up to an ordering and multiplication by constants.
We thus get that every variable x t , t ∈ [r], induces a matching on the linear functions of the circuit. This matching contains d pairs of linear functions, such that for every pair (L, L ) in the matching, we have that L and L belong to two different multiplication gates, and that L|x t =0 ∼ L | x t =0 . Denote with M t the matching induced by x t . The next claim gives us more information about the pairs appearing in those matchings.
, we know that there exists a constant c ∈ F, such that for all j = t we have aj = c · bj. The fact that
In particular we get that e t ∈ Span{L, L }.
From Claim 4.4 we see that every pair (L, L ) ∈ M t span the vector e t . We also have that all the matchings {M t } t∈r are contained in a set of 3d linear functions, and that each matching contains d pairs. We can now construct a linear locally decodable code in the following way: For each i ∈
In order to show that E is a (2,
)-locally decodable code, we need to show a decoding algorithm for it. For each t ∈ [r] we know that there are d disjoint pairs of code positions that span e t (note that taking the projection on the first r coordinates doesn't affect this property). In order to decode xt we simply pick a random pair, uniformly, among these d pairs, and compute the linear combination giving e t . Suppose we picked l ij (x) and l i j (x). We know that there exist
If our codeword has at most 1 12 (3d) = d 4 corrupted positions, then at least 3 4 of the d pairs are uncorrupted, and our algorithm will succeed with probability greater then 3 4 . In the notation of the theorem, we have n 1 = r, and
and the theorem follows for k = 3.
A STRUCTURAL THEOREM FOR ZERO ΣΠΣ CIRCUITS
The main result of this section is a structural theorem for ΣΠΣ circuits which are identically zero. The proof is based on the results of Section 4. To ease the notations we will prove our results only for ΣΠΣ(k, d) circuits, however from Claim 3.10 it will follow that all the results also hold for ΣΠΣ circuits of degree d with k multiplication gates. •
• ∀i ∈ [s] sim(C T i ) ≡ 0, and is simple and minimal.
• ∀i ∈ [s] rank(sim(C
In other words the theorem says that every zero ΣΠΣ circuit, can be 'broken down' into zero subcircuits of low rank (ignoring the g.c.d.). This fact will be used in the next section, in which we devise PIT algorithms for ΣΠΣ circuits. The proof of the theorem is based on the next lemma that bounds the rank of a zero, simple and minimal ΣΠΣ circuit. Note that Theorem 1.4 follows from the lemma and Claim 3.10. 
CONCLUSIONS AND OPEN PROBLEMS
Finding efficient deterministic PIT algorithms for general arithmetic circuits is a long standing open problem. We made the first step towards an efficient algorithm for PIT for depth 3 circuits by giving PIT algorithms for depth 3 circuits with bounded top fan-in, however the general case of depth 3 circuits is still open. In view of [25] it is natural to look for algorithms for PIT for restricted models of arithmetic circuits in which lower bounds are known. Recently Raz [38] proved a quasipolynomial lower bound for multilinear arithmetic formulas computing the determinant and the permanent. Thus, giving PIT algorithms for multilinear formulas is a very interesting, and maybe even a solvable, problem.
The key to our result is the relation we have found between LDCs and depth 3 circuits. Previously, relations between circuits and error correcting codes were known only for bilinear circuits over finite fields [10, 44] . It should be very interesting to find new relations between codes and arithmetic circuits. Another interesting question is whether the relation that we have found is tight. In particular we believe that in theorem 1.3 one should be able to replace r/2 O(k
