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Abstract
Transferring the concept of processes with weakly stationary increments to arbitrary locally compact
Abelian groups two closely related notions arise: while intrinsically stationary random fields can be seen
as a direct analog of intrinsic random functions of order k applied by G. Matheron in geostatistics,
stationarizable random fields arise as a natural analog of definitizable functions in harmonic analysis.
We concentrate on intrinsically stationary random fields related to finite-dimensional, translation-invariant
function spaces, establish an orthogonal decomposition of random fields of this type, and present spectral
representations for intrinsically stationary as well as stationarizable random fields using orthogonal vector
measures.
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1. Introduction
Intrinsically stationary random fields play an important role in geostatistics [1]. They were
introduced by Matheron to model spatial phenomena, see [5], and generalize, on the one hand,
(weakly) stationary processes and, on the other hand, processes with stationary increments
studied by Yaglom and Pinsker [13].
In the present paper we adopt the interpretation of (second-order) random fields as Hilbert
space-valued functions, see, e.g., [4], and continue the investigations by Sasva´ri [8] concerning
the existence and representation of generalized correlation functions of the slightly weaker notion
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of stationarizable processes. Our main goal is to establish a spectral representation of continuous
intrinsically stationary fields as well as continuous stationarizable fields comparable to the
spectral representation of continuous stationary processes by Crame´r in [2] using orthogonal
stochastic measures. We restrict our considerations to intrinsically stationary fields that are
related to finite-dimensional, translation-invariant spaces F of continuous functions. This is
motivated from a modeling perspective. Using such fields to describe phenomena it is reasonable
to ask for models that are independent of the choice of the underlying coordinate system, and
thus, translations by group elements.
The article is structured as follows. The second section introduces intrinsically stationary
fields and reviews some facts concerning translation-invariant finite-dimensional function spaces.
This directly leads to the notion of stationarizable fields (as introduced in [8]). Section 3
reviews some facts on generalized correlation functions and prepares a connection to function
spaces that is useful to deduce an orthogonal decomposition of intrinsically stationary fields
in Section 4. Finally, Section 5 contains the spectral representation of stationarizable and
intrinsically stationary fields.
2. Preliminaries
Throughout this paper, G denotes a locally compact Abelian group, which admits a
denumerable base of topology. The group operation will be written as addition and the neutral
element is denoted by 0. We write M(G) for the linear space of all complex Borel measures on
G and denote by M f (G) the subspace of all finitely-supported measures in M(G). It is spanned
by all point measures εx at x ∈ G. The indicator function of a set A will be denoted by 1A, and
1 := 1G .
For a linear space F of complex-valued, continuous functions on G we introduce the linear
space
F∗⊥ := {µ ∈ M f (G) : µ ∗ f = 0 ∀ f ∈ F}
of its annihilating measures. Here,
µ ∗ f (x) =
n
j=1
c j f (x − x j ), x ∈ G,
where µ = nj=1 c jεx j . This definition readily extends to functions f : G → H , where H
denotes a complex Hilbert space with inner product ⟨· ; ·⟩.
Since every Hilbert space is isomorphic to an L2-space with respect to some probability space
(Ω ,A, P), functions Z : G → H can be regarded as random fields and we will call them fields,
for short. A field Z is called continuous or continuous in the mean square sense, if Z is norm-
continuous, i.e.,
lim
x→x0
∥Z(x)− Z(x0)∥ = 0
for all x0 ∈ G.
We are now ready to define the central notion of our investigations.
Definition 1. Let H be a Hilbert space and F be a linear space of complex-valued functions on
G. An H -valued function Z on G is called
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(i) stationary field if
⟨Z(x) ;Z(y)⟩ = ⟨Z(x − y) ;Z(0)⟩ ∀x, y ∈ G; (1)
(ii) F-stationary field if µ ∗ Z is stationary for all µ ∈ F∗⊥.
If F is finite-dimensional, every such field is also called intrinsically stationary.
Furthermore,
FO(F) := {Z : G → H : µ ∗ Z = 0 ∀µ ∈ F∗⊥}
denotes the linear space of all fields of finite order (relative to F).
In the finite-dimensional case we use the notion F-stationary if we want to emphasize the
space F and intrinsically stationary, otherwise. Every F-stationary field Z is also F ′-stationary
for all linear spaces F ′ ⊃ F . Therefore, we say F is minimal (for Z) if Z is not F ′-stationary for
any proper subspace F ′ of F .
Example. (a) In case of G being the d-dimensional Euclidean space and F being the space of all
polynomials having degree at most k, the above definition gives Matheron’s intrinsic random
functions of order k, see [5], or processes with stationary increments of order k as considered
by Yaglom and Pinsker in [13]. The elements of F∗⊥ are then called admissible or allowable
measures and µ ∗ Z is called generalized increment; cf. [1, Section 4.3.1]. The fields of
finite order correspond to the (intrinsic) drift in [5] and can be regarded as polynomials with
coefficients from the space H , as will become clear from Proposition 3 below.
(b) Without further restrictions on F , the space of admissible measures can be trivial. Consider
on G = R the linear space F generated by the function f : R → R, f (x) = (1 + x2)−1,
x ∈ R. Using that f is strictly positive definite, all translates of f are linearly independent;
see [12, Theorem 10.4]. This yields F∗⊥ = {0}. Therefore, every field Z onR is F-stationary.
Let us consider two interpretations of the above definition. In probabilistic terms the definition
(i) gives weak stationarity of random fields if, additionally, the expectation of the field is assumed
constant. In this setting condition (1) is equivalent to saying that the (non-centered) correlation
function C(x, y) = ⟨Z(x) ;Z(y)⟩, x, y ∈ G, of Z is a function of x − y, only.
Another interpretation is the following. Consider
H(Z) := span{Z(x) : x ∈ G},
the closed linear span of the image of G under Z in H . Then every stationary field Z can be
regarded as an orbit of a cyclic unitary representation

H(Z), (Ux )x∈G

of the group G, where
Ux (Z(y)) = Z(y − x), x, y ∈ G.
For F-stationary fields the relation
⟨µ ∗ Z(x) ; ν ∗ Z(y)⟩ = ⟨µ ∗ Z(x − y) ; ν ∗ Z(0)⟩ , (2)
where µ, ν ∈ F∗⊥, x, y ∈ G, allows to define translation operators Ux , x ∈ G, on
H(Z, F) := span{µ ∗ Z(x) : µ ∈ F∗⊥, x ∈ G},
where Ux

µ ∗ Z(y) = µ ∗ Z(y − x). In particular, H(Z, F), (Ux )x∈G is a unitary
representation of the group G.
Relation (2) is a direct consequence of the polarization identity together with the fact, that
the linear space F∗⊥ is closed under convolution, i.e., for µ ∈ F∗⊥ and ν ∈ M f (G) also ν ∗ µ
belongs to F∗⊥.
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Equivalence of group representations motivates the following definition.
Definition 2 (Equivalence of F-Stationary Fields). Let H1, H2 be two Hilbert spaces and
Z j : G → H j be F-stationary fields, j = 1, 2. The fields Z1 and Z2 are equivalent if there
exists an isometric isomorphism B between H(Z1, F) and H(Z2, F) satisfying
B

µ ∗ Z1(0)
 = µ ∗ Z2(0), µ ∈ F∗⊥,
and the intertwining property
U2x B = BU1x , x ∈ G, (3)
on H(Z1, F), where U
j
x , j = 1, 2, are given as above.
In the above definition 0 may be replaced by any x ∈ G. Note that for stationary fields this
definition reduces to the classical notion of equivalence and two fields of finite order (relative to
arbitrary function spaces F1, F2, respectively) are equivalent to the stationary field constant 0.
2.1. Translation-invariant spaces
Since stationarity is intimately connected to translation operators we focus on finite-
dimensional translation-invariant function spaces F , i.e., for all f ∈ F and x ∈ G the function
εx ∗ f also belongs to F . For such linear spaces, fields of finite order can be directly represented
via elements of F .
Proposition 3 (Fields of Finite Order). Let F be as above and Z : G → H. Then Z ∈ FO(F) if
and only if there exist finitely many functions f1, . . . , fn ∈ F and vectors Y1, . . . , Yn ∈ H such
that
Z(x) =
n
j=1
f j (x)Y j , x ∈ G. (4)
Proof. Obviously, every field of the form (4) satisfies µ ∗ Z = 0 for all µ ∈ F∗⊥. To show the
converse implication, set d := dim F , choose points x1, . . . , xd ∈ G, and a basis { f1, . . . , fd} of
F such that f j (xi ) = δi, j , 1 ≤ i, j ≤ d . Such a basis exists, since F is finite-dimensional. Then
every f ∈ F has the representation f =dj=1 f (x j ) f j . Consider x ∈ G and the measure
µx := ε−x −
d
j=1
f j (x)ε−x j . (5)
For f ∈ F , y ∈ G, the function g(x) := f (y + x) also belongs to F and we obtain
µx ∗ f (y) = f (y + x)−
d
j=1
f j (x) f (y + x j )
= g(x)−
d
j=1
f j (x)g(x j ) = 0.
G. Berschneider / Stochastic Processes and their Applications 122 (2012) 3837–3851 3841
Thus, µx ∈ F∗⊥ and every Z ∈ FO(F) satisfies
0 = µx ∗ Z(0) = Z(x)−
d
j=1
f j (x)Z(x j ).
Setting Y j := Z(x j ), 1 ≤ j ≤ d , we obtain the stated representation. 
In the translation-invariant case we can relate the dimension of the orthogonal complement of
H(Z, F) in H(Z) to the dimension of F .
Proposition 4. Let F be a translation-invariant function space and let Z : G → H. Then
codim H(Z, F) ≤ dim F. If Z is F-stationary and F is minimal for Z, then codim H(Z, F) =
dim F.
Proof. If H(Z, F)⊥ = {0} the first part of the statement is trivially satisfied. Thus, assume
H(Z, F)⊥ ≠ {0}. Let µx , x ∈ G, be the measure given in (5) and choose a linearly independent
set {Y1, . . . , Yn} in H(Z, F)⊥. Let 1 ≤ j ≤ n and set g j (x) :=

Z(x) ; Y j

, x ∈ G. The fact that
µx ∗ Z(0) is orthogonal to Y j for all x ∈ G is equivalent to g j ∈ F . Note g j ≠ 0 since H(Z) is
generated by Z(x), x ∈ G. In fact, {g1, . . . , gn} is linearly independent: choose c1, . . . , cn ∈ C
such that
n
j=1 c j g j = 0. Then for all x ∈ G, independence of {Y1, . . . , Yn} and
0 =
n
j=1
c j g j (x) =

Z(x) ;
n
j=1
c j Y j

implies c1 = · · · = cn = 0. Thus, codim H(Z, F) ≤ dim F .
For the second part of the statement, assume Z to be F-stationary and F to be minimal. If
H(Z, F)⊥ = {0} let U := {0}. Otherwise, choose a basis {Y1, . . . , Yn} of H(Z, F)⊥. Define gk
as above and assume that U := span{g1, . . . , gn} is a proper subspace of F . Since for µ ∈ U∗⊥
µ ∗ Z(x) ; Y j
 = µ ∗ g j (x) = 0, x ∈ G, 1 ≤ j ≤ n,
and F∗⊥ ⊆ U∗⊥, we obtain that H(Z, F) = H(Z,U ). Thus, for any µ ∈ U∗⊥ there exists a
sequence (µn)n∈N in F∗⊥ such that for all x ∈ G, µn ∗ Z(x) converges to µ ∗ Z(x) in norm
topology. Then
⟨µ ∗ Z(x) ;µ ∗ Z(y)⟩ = lim
m,n→∞ ⟨µn ∗ Z(x) ;µm ∗ Z(y)⟩
= lim
m,n→∞ ⟨µn ∗ Z(x − y) ;µm ∗ Z(0)⟩
yields that Z is U -stationary. This contradicts the minimality of F . 
The last part of the proof contains the following observation. If Z is F-stationary and
H(Z, F)⊥ = {0}, then Z is stationary.
A characterization of translation-invariant function spaces requires terminology from
harmonic analysis. A non-vanishing function γ : G → C is called multiplicative if
γ (x + y) = γ (x)γ (y), x, y ∈ G,
a function α : G → C is additive if
α(x + y) = α(x)+ α(y), x, y ∈ G,
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and a function p : G → C is a polynomial on G if there exists a multivariate polynomial
P : Cn → C and continuous additive functions α1, . . . , αn on G such that
p(x) = Pα1(x), . . . , αn(x), x ∈ G.
By [11] every finite-dimensional, translation-invariant linear space F of continuous functions
consists of exponential polynomials, i.e., there exist mutually different continuous multiplicative
functions γ1, . . . , γm , such that every f ∈ F has the form
f = p1γ1 + · · · + pmγm,
where p1, . . . , pm are polynomials on G.
Example. The name exponential polynomial for functions of this form has its origin in the case
G = R: all continuous, multiplicative functions on R are given by exponentials exz , z ∈ C. For
this special case, also see [1, Section 4.3.4] and [6].
Let k1, . . . , km ∈ N and consider the set M f (γ1, k1; . . . ; γm, km) containing all measures of
the form
µ11 ∗ · · · ∗ µ1k1 ∗ · · · ∗ µm1 ∗ · · · ∗ µmkm ,
where µi j ∈ M f (G), µi j ∗ γi = 0, 1 ≤ j ≤ ki , 1 ≤ i ≤ m. We say F is associated with
γ j of order k j , 1 ≤ j ≤ m, if M f (γ1, k1; . . . ; γm, km) is contained in F∗⊥ and k1, . . . , km
are minimal with respect to this property. Finite-dimensionality of F guarantees the existence of
such integers k1, . . . , km ∈ N; see [9, (5.4.10)].
Restricting the admissible measures in the definition of F-stationarity to the above form, we
obtain a (possibly) larger class of fields.
Definition 5 (Stationarizable Fields, [8]). A field Z : G → H is called stationarizable if there
exist mutually different continuous multiplicative functions γ1, . . . , γm and k1, . . . , km ∈ N
such that µ ∗ Z is stationary for all measures µ ∈ M f (γ1, k1; . . . ; γm, km). The class of all
stationarizable fields of this form will be denoted by S(γ1, k1; . . . ; γm, km). Analogously, the
class FO(γ1, k1; . . . ; γm, km) is defined.
The two notions coincide on G = R or, for general groups, as long as F is associated with
only one multiplicative function of order 1. For higher order, the class of F-stationary fields can
be a proper subclass of the class of stationarizable fields.
Example. (a) Let G = Rd with the usual inner product ⟨· ; ·⟩. Fix elements y ∈ Rd \ {0} and
Y0 ∈ H \ {0}. We define Z(x) := ⟨x ; x⟩ Y0, x ∈ Rd , and
F := span1, ⟨· ; y⟩ , ⟨· ; y⟩2.
It is easy to see that F is associated with 1 of order 3 and Z ∈ FO(1, 3). But, using
the representation of FO(F) in Proposition 3 and the fact that ⟨· ; ·⟩ ∉ F , we obtain that
Z ∉ FO(F). Thus, Z is stationarizable, but not F-stationary.
(b) Let G = ℓ2(N) be the infinite-dimensional Hilbert space of square-summable sequences with
the usual inner product ⟨· ; ·⟩. To make G a locally compact group we endow ℓ2(N) with the
discrete topology. As in the previous example consider Z(x) := ⟨x ; x⟩ Y0, x ∈ ℓ2(N), for
a fixed Y0 ∈ H \ {0}. Still, Z ∈ FO(1, 3). But there is no finite-dimensional, translation-
invariant space F such that Z ∈ FO(F): indeed, assume the contrary. By Proposition 3 ⟨· ; ·⟩
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has to be contained in F . Using translation-invariance of F and the polarization identity we
obtain
span
⟨· ; y⟩ : y ∈ G ⊆ F,
a contradiction to dim F <∞.1
For stationarizable fields the case of only one bounded multiplicative function can always be
reduced to the constant character.
Lemma 6. Let γ be a bounded multiplicative function and k ∈ N0. A field Z is contained in
S(γ, k) if and only if γ−1Z is contained in S(1, k).
Proof. For any finitely-supported measure µ = nj=1 c jεx j we introduce the measure µγ by
setting µγ := nj=1 c jγ (x j )εx j . Observe that µ ∗ 1 = 0 implies µγ ∗ γ = 0 and µ ∗ γ = 0
implies µγ
−1 ∗ 1 = 0.
Let Z ∈ S(γ, k) and choose µ1 ∗ · · · ∗ µk ∈ M f (1, k). A straightforward calculation shows
that
µ1 ∗ · · · ∗ µk ∗ (γ−1Z)(x) = γ−1(x)µγ1 ∗ · · · ∗ µγk ∗ Z(x), x ∈ G.
The previous observation yields that µγ1 ∗· · ·∗µγk ∈ M f (γ, k) and µγ1 ∗· · ·∗µγk ∗Z is stationary.
Since stationarity is preserved under multiplication with a bounded multiplicative function, we
obtain γ−1Z ∈ S(1, k).
The converse direction can be proved in an analogous way by observing
µ1 ∗ · · · ∗ µk ∗ Z(x) = γ (x)µγ
−1
1 ∗ · · · ∗ µγ
−1
k ∗ (γ−1Z)(x), x ∈ G. 
In the following we will always assume F to be of the above form, i.e., there are mutually
different continuous multiplicative functions γ1, . . . , γm and integers k1, . . . , km ∈ N such that
F is associated with γ j of order k j , respectively.
3. Generalized correlation functions
In this section we consider generalized correlation functions of intrinsically stationary fields.
We show that two fields sharing the same generalized correlation function are equivalent.
Throughout, F , γ1, . . . , γm , and k1, . . . , km ∈ N are given as in the last section.
A function ϕ : G → C is a generalized correlation function of an intrinsically stationary field
Z, if ϕ is hermitian, i.e., ϕ(−x) = ϕ(x), x ∈ G, and for all µ, ν ∈ F∗⊥,
⟨µ ∗ Z(x) ; ν ∗ Z(y)⟩ = µ ∗ ν∗ ∗ ϕ(x − y), x, y ∈ G.
Here ν∗ = nj=1 c jε−x j for ν = nj=1 c jεx j . Generalized correlation functions are unique up
to adding functions of finite order; cf. [8]. Thus, we call two hermitian functions ϕ,ψ : G → C
equivalent (relative to F) if µ ∗ µ∗ ∗ ϕ = µ ∗ µ∗ ∗ ψ holds for all µ ∈ F∗⊥.
1 An analog of example (b) holds for all locally compact groups with infinite torsion-free rank (T.M. Bisgaard, personal
communication).
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It was shown in [5] that every continuous, intrinsically stationary field Z has a continuous
generalized correlation function. By Sasva´ri [8] every generalized correlation function is
contained in
P(γ1, k1; . . . ; γm, km) ∩ Pdim F (G).
Here, P(γ1, k1; . . . ; γm, km) denotes the set of all hermitian functions ψ such that µ ∗µ∗ ∗ψ is
positive definite for all µ ∈ M f (γ1, k1; . . . ; γm, km); Pdim F (G) contains all hermitian functions
ψ such that for every finite choice x1, . . . , xn of points the matrix

ψ(x j − xi )]ni, j=1 has at
most dim F many negative eigenvalues (counted with multiplicity); cf. [9]. In particular, there
exists a Pontryagin space

Πϕ, (·; ·)ϕ

such that span{εx ∗ ϕ : x ∈ G} is dense in Πϕ
and

εx ∗ ϕ; εy ∗ ϕ

ϕ
= ϕ(y − x), x, y ∈ G. A Pontryagin space is a direct product of a
Hilbert space and the antispace

N ,−⟨· ; ·⟩N

of a finite-dimensional Hilbert space

N , ⟨· ; ·⟩N

.
See [9, Appendix A] for further details.
We can use this relation and the construction presented in [8, Section 5] for further analysis
of the Hilbert space H(Z).
Theorem 7. Let Z be a continuous, F-stationary field with generalized correlation function ϕ.
Let W := L(ϕ, F)/L(ϕ, F)◦ be the quotient space of
L(ϕ, F) := span{µ ∗ ϕ : µ ∈ F∗⊥} ⊂ Πϕ
and L(ϕ, F)◦ := L(ϕ, F) ∩ L(ϕ, F)⊥. Then the operator A : H(Z, F)→ W defined by
A

µ ∗ Z(x) = ε−x ∗ µ ∗ ϕ + L(ϕ, F)◦, µ ∈ F∗⊥, x ∈ G,
is an isometric isomorphism.
Proof. We write L := L(ϕ, F) and L◦ = L(ϕ, F)◦. Endowed with
f + L◦ ; g + L◦W := ( f ; g)ϕ , f + L◦, g + L◦ ∈ W,
W turns into a Hilbert space. Let
T (Z, F) := span{µ ∗ Z(x) : µ ∈ F∗⊥, x ∈ G}
and define A : T (Z, F)→ W as the linear extension of
A

µ ∗ Z(x) = ε−x ∗ µ ∗ ϕ + L◦, µ ∈ F∗⊥, x ∈ G.
A is well-defined since L and L◦ are translation-invariant function spaces. The operator A is
even isometric. To see this, choose µ, ν ∈ F∗⊥, x, y ∈ G. Then the definition of (·; ·)ϕ allows to
obtain
A

µ ∗ Z(x) ;Aν ∗ Z(y)W = ε−x ∗ µ ∗ ϕ; ε−y ∗ ν ∗ ϕϕ
= µ ∗ ν∗ ∗ ϕ(x − y)
= ⟨µ ∗ Z(x) ; ν ∗ Z(y)⟩ .
Thus, we can extend A to an isometric linear operator on T (Z, F) = H(Z, F); we denote the
extension also by A. To show surjectivity let f + L◦ ∈ W . By construction there exist µn ∈ F∗⊥
such that µn∗ϕ converges to f in norm topology onΠϕ . Isometry of A yields that

µn∗Z(0)

n∈N
is a Cauchy sequence in T (Z, F). Denote its limit by Y . Then we haveAY − ( f + L◦)W ≤ ∥Y − µn ∗ Z(0)∥ + (µn ∗ ϕ − f ;µn ∗ ϕ − f )1/2ϕ .
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Since L is a non-negative subspace of Πϕ , norm-convergence of (µn ∗ ϕ)n∈N implies that the
second term also tends to 0 as n →∞. 
The last theorem gives a condition for the equivalence of two continuous intrinsically
stationary fields via their generalized correlation functions.
Corollary 8. Let H1, H2 be two Hilbert spaces and Z j : G → H j , j = 1, 2, be two continuous,
F-stationary fields. Then Z1 and Z2 are equivalent if and only if their generalized correlation
functions are equivalent relative to F.
Proof. Assume that ϕ is a continuous generalized correlation function for both fields. By
Theorem 7 there exist isometric isomorphisms A j : H(Z j , F) → W , j = 1, 2. Then B :=
A−12 A1 is an isometric isomorphism of H(Z1, F) and H(Z2, F) with B

µ ∗ Z1(0)
 = µ ∗ Z2(0)
for all µ ∈ F∗⊥. It remains to show the intertwining relationship (3). For µ ∈ F∗⊥ and x, y ∈ G
we obtain on the one hand
U2x B

µ ∗ Z1(y)
 = U2x A2−1ε−y ∗ µ ∗ ϕ + L◦
= U2x

µ ∗ Z2(y)
 = µ ∗ Z2(y − x),
and on the other hand
BU1x

µ ∗ Z1(y)
 = Bµ ∗ Z1(y − x)
= A−12

ε−(y−x) ∗ µ ∗ ϕ + L◦

= µ ∗ Z2(y − x).
The opposite direction is a direct consequence of the definition of equivalence of intrinsically
stationary fields. 
4. Orthogonal decomposition
This section is devoted to showing an orthogonal decomposition of intrinsically stationary
fields into “simpler” building blocks. To make the statement precise, we directly give the
decomposition result.
Theorem 9 (Decomposition). Let γ1, . . . , γm be mutually different continuous multiplicative
functions, k1, . . . , km ∈ N, and F be associated with γ j of order k j , respectively. Let
F = F1 ⊕ · · · ⊕ Fm
be such that every function space F j is associated with γ j of order k j , only. Let Z be a continuous,
F-stationary field. Then there exist mutually orthogonal fields Z1, . . . ,Zm such that Z j is F j -
stationary, and Z and Z1 + · · · + Zm are equivalent.
Proof. Since Z is continuous, there exists a continuous, generalized correlation function ϕ of Z
with ϕ ∈ Pdim F (G) ∩ P(γ1, k1; . . . ; γm, km). Denote by Πϕ the associated Pontryagin space.
Following [10, Satz 11.6 and Folgerung 11.7] and [9, (6.2.7)] there exist continuous functions
ϕ j ∈ P(γ j , k j )∩ Pdim F j (G), 1 ≤ j ≤ m, such that ϕ = ϕ1 + · · · + ϕm , Πϕ = Πϕ1 ⊕ · · · ⊕Πϕm ,
andΠϕ j are translation-invariant. We construct the subfields Z j using a slight modification of the
idea presented in [8, Section 5]. In comparison to Theorem 7 we replace the space L(ϕ, F) by
the following: set L := L1 ⊕ · · · ⊕ Lm , where
L j := span{µ ∗ ϕ j : µ ∈ F∗⊥j } ⊆ Πϕ j .
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Then L and L◦ are translation-invariant and W := L/L◦ denotes the quotient Hilbert space.
Choose linear projections P j : Πϕ → L j , and set for x ∈ G,
Z j (x) := P j

ε−x ∗ ϕ j
+ L◦, 1 ≤ j ≤ m.
Due to the orthogonality of the spaces Πϕ j , Z j : G → W are mutually orthogonal fields. For the
remaining statements observe that for µ ∈ F∗⊥j the function µ ∗ ε−x ∗ ϕ j belongs to L j and,
therefore,
µ ∗ Z j (x) = P j

µ ∗ ε−x ∗ ϕ j
+ L◦ = µ ∗ ε−x ∗ ϕ j + L◦.
Hence, for µ, ν ∈ F∗⊥, x, y ∈ G,
µ ∗ Z j (x) ; ν ∗ Z j (y)

W =

ε−x ∗ µ ∗ ϕ j ; ε−y ∗ ν ∗ ϕ j

ϕ j
= µ ∗ ν∗ ∗ ϕ j (x − y).
This shows that Z j is F j -stationary and has generalized correlation function ϕ j . It remains to
show that ϕ is also a generalized correlation function of Z1 + · · · + Zm . To this end, consider
µ, ν ∈ F∗⊥. Then µ, ν ∈ F∗⊥j , 1 ≤ j ≤ m, and we obtain for all x, y ∈ G,
m
j=1
µ ∗ Z j (x) ;
m
l=1
ν ∗ Zl(y)

W
=
m
j=1

µ ∗ Z j (x) ; ν ∗ Z j (y)

W
=
m
j=1
µ ∗ ν∗ ∗ ϕ j (x − y)
= µ ∗ ν∗ ∗ ϕ(x − y).
Now, Corollary 8 yields equivalence. 
5. Spectral representation
The last section contains spectral representations for stationarizable and intrinsically
stationary fields that generalize the known result for stationary random fields. The latter can
be stated as follows.
Theorem 10 (Crame´r [2]). A continuous field Z : G → H is stationary if and only if
Z(x) =

Γ
γ (x) dZ(γ ), x ∈ G, (6)
for an orthogonal measure Z : B → H. In this case, Z is uniquely determined and H(Z) =
span{Z(A) : A ∈ B}.
Here, Γ denotes the dual group of G, endowed with the usual topology and Borel σ -field B.
An orthogonal measure is a mapping Z : B0 → H on a δ-ring B0 satisfying
(i) ⟨Z(A) ;Z(B)⟩ = 0 for A, B ∈ B0, A ∩ B = ∅, and
(ii) Z(∪∞j=1 A j ) =
∞
j=1 Z(A j ) for all mutually disjoint A j ∈ B0 with ∪∞j=1 A j ∈ B0.
Its structure function σ is given by
σ(A) := ⟨Z(A) ;Z(A)⟩ , A ∈ B0.
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For more details on orthogonal (stochastic) measures consider the monograph [3]. Furthermore,µ denotes the Fourier–Stieltjes transform of a measure µ ∈ M f (G), i.e.,
µ(γ ) = 
G
γ (x) dµ(x), γ ∈ Γ .
Note that for bounded continuous multiplicative functions γ ,µ∗γ = 0 is equivalent toµ(γ ) = 0.
In view of Lemma 6 and the orthogonal decomposition in the previous section, we can reduce
our considerations to the following two cases. The continuous field Z is either contained in
S(γ0, k) for some unbounded continuous multiplicative function γ0 and k ∈ N, or there exists a
bounded continuous multiplicative function γ such that γ−1Z ∈ S(1, k) for some k ∈ N.
We start with the case of γ0 being unbounded. The proof is similar to the proof of the spectral
representation for definitizable functions of such kind; see [9, (6.5.1)].
Theorem 11. Let γ0 be an unbounded continuous multiplicative function and Z : G → H be
continuous. Z is contained in S(γ0, k) if and only if Z has a representation of the form
Z(x) =

Γ
γ (x) dZ(γ )+ Y(x), x ∈ G, (7)
where Z is an orthogonal measure on B and Y ∈ FO(γ0, k) is continuous.
Proof. Obviously, every field of the form (7) is contained in S(γ0, k). Thus, consider a
continuous field Z ∈ S(γ0, k). Since γ0 is unbounded, there exists a measure η ∈ M f (γ0, k) withη ≠ 0 on Γ . Since η ∗ Z is stationary, Theorem 10 yields an orthogonal measure Zη : B → H
satisfying (6) for η ∗ Z. We introduce the measure
Z(A) :=

Γ
1A(γ )
1η(γ ) dZη(γ ), A ∈ B,
and the field
Y(x) := Z(x)−

Γ
γ (x) dZ(γ ), x ∈ G.
Since η ≠ 0, Z and Y are well-defined. Choose µ ∈ M f (γ0, k) and let Zµ represent µ ∗ Z.
Commutativity of the convolution yields that
Γ
1A(γ )µ(γ ) dZη(γ ) = 
Γ
1A(γ )η(γ ) dZµ(γ ), A ∈ B.
Thus, µ ∗ Y = 0. 
If we start with a corresponding intrinsically stationary field we can use the representation of
FO(F) given in Proposition 3 to obtain the following result.
Theorem 12. Let F be associated with an unbounded continuous multiplicative function γ0 of
order k and let Z : G → H be continuous. Z is F-stationary if and only if Z has a representation
of the form
Z(x) =

Γ
γ (x) dZ(γ )+
n
j=1
f j (x)Y j , x ∈ G,
where Z is an orthogonal measure on B, f1, . . . , fn ∈ F, and Y1, . . . , Yn ∈ H.
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For the spectral representation in the bounded case, we need the following auxiliary result.
Lemma 13 (cf. [9, (6.4.4)] and [8, Corollary 2.6]). Let k ∈ N. For every continuous field
Z ∈ S(1, k) there exists a symmetric measure η on G with the following properties:
(i) η has compact support;
(ii) the field η ∗ Z exists and is stationary;
(iii) for every neighborhood V of 1 there exists a δV > 0 such thatη(γ ) ≥ δV , γ ∉ V .
For the parameterization of the compensator term in the spectral representation of
stationarizable fields below we need the following notion of a Le´vy function L .
Lemma 14 (cf. [9, (6.4.5)]). There exists a function L : G × Γ → R with the following
properties:
(i) L is continuous on G × Γ ;
(ii) L is bounded on C × Γ for every compact set C ⊆ G;
(iii) the function L(·, γ ) is additive for all γ ∈ Γ and Lx, γ−1 = −L(x, γ ), x ∈ G, γ ∈ Γ ;
(iv) for each compact set C ⊆ G there exists a neighborhood U of 1 such that
γ (x) = expiL(x, γ ), γ ∈ U, x ∈ C;
(v) limγ→1 L(x, γ ) = 0, x ∈ G, where the convergence is uniform on compact sets;
(vi) for each k ∈ N and each compact set C ⊆ G there exist a constant M = M(C, k) ≥ 0 and
a neighborhood V of 1 such thatγ (x)− k−1
j=0

iL(x, γ )
 j
j !
 ≤ M1− Reγ (x)k/2, γ ∈ V, x ∈ C.
The function L is then called a Le´vy function of G.
Now we can state a representation for continuous fields in S(1, k). The argument resembles
the proof of the corresponding spectral representation for definitizable functions; see [9, (6.4.7)].
A similar representation for the case G = R is already contained in [13]. The following result
can also be interpreted as the field-analog of the spectral representation of generalized correlation
functions given by Matheron in [7, P-4-4].
Theorem 15. Let k ∈ N. A continuous field Z : G → H is contained in S(1, k) if and only if Z
has the following representation:
Z(x) = Y(x)+

Γ
γ (x)−
k−1
j=0

iL(x, γ )
 j
j ! dZ(γ ), x ∈ G, (8)
where
(i) Y is a continuous field in FO(1, k + 1);
(ii) L is a Le´vy function as given in Lemma 14;
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(iii) there exists a non-negative Borel measure σ on Γ with σ({1}) = 0, σ(Γ \V ) <∞ for every
open neighborhood V of 1, and
Γ
|µ(γ )|2 dσ(γ ) <∞
for all µ ∈ M f (1, k);
(iv) Z is an orthogonal measure on Bσ := {A ∈ B : σ(A) <∞} with structure function σ ;
(v) for all µ ∈ M f (1, k)
µ ∗ Y(x) ⊥

Γ
γ (y)µ(γ ) dZ(γ ), x, y ∈ G.
Proof. First, assume Z ∈ S(1, k), choose µ ∈ M f (1, k), and let η be the measure given in
Lemma 13. Since η∗Z and µ∗Z are stationary fields Theorem 10 yields orthogonal measures Zη
and Zµ on B such that (6) is satisfied. Denote their structure functions by ση and σµ, respectively.
As in the proof of Theorem 11 we obtain from commutativity of the convolution
Γ
1A(γ ) |µ(γ )|2 dση(γ ) = 
Γ
1A(γ ) |η(γ )|2 dσµ(γ ), A ∈ B. (9)
Set σ({1}) = 0 and
σ(A) =

Γ\{1}
1A(γ )
1
|η(γ )|2 dση(γ ), A ∈ B, A ≠ {1}.
Then σ is a non-negative measure on B and Lemma 13 gives for every open neighborhood V of
1 ∈ Γ ,
σ(Γ \ V ) <∞.
Using (9) we have that
Γ
|µ(γ )|2 dσ(γ ) = 
Γ\{1}
dσµ(γ ) <∞. (10)
Set
Bσ := {A ∈ B : σ(A) <∞},
Z({1}) = 0, and
Z(A) :=

Γ\{1}
1A(γ )
1η(γ ) dZη(γ ), A ∈ Bσ , A ≠ {1}.
Then Z is a well-defined orthogonal measure with structure function σ . Set
Y(x) := Z(x)−

Γ
γ (x)− Pk(x, γ ) dZ(γ ), x ∈ G,
where
Pk(x, γ ) =
k−1
j=0

iL(x, γ )
 j
j ! , x ∈ G, γ ∈ Γ ,
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and L denotes a Le´vy function, as given in Lemma 14. The integral part exists because of
Lemma 14(vi) and inequality (10). Since L(·, γ ) is additive, we have that µ ∗ Pk(·, γ ) = 0;
see [9, (6.3.11)]. Therefore, we obtain for all x ∈ G,
µ ∗ Y(x) =

Γ
γ (x) dZµ(γ )−

Γ\{1}
γ (x) dZµ(γ ) = Zµ({1}). (11)
This shows Y ∈ FO(1, k + 1). The last property is a direct consequence of Eq. (11) and Zµ
being an orthogonal measure.
For the converse implication consider a field Z having the representation (8) and let µ ∈
M f (1, k). Since Y ∈ FO(1, k + 1), µ ∗ Y is constant. By the orthogonality Property (v),
Zµ({1}) := µ ∗ Y(0) and
Zµ(A) :=

Γ\{1}
1A(γ )µ(γ ) dZ(γ ), A ∈ B, A ≠ {1},
defines an orthogonal measure Zµ on B. Since µ ∗ Pk(·, γ ) = 0 we have that
µ ∗ Z(x) =

Γ\{1}
γ (x)µ(γ ) dZ(γ )+ µ ∗ Y(x) = 
Γ
γ (x) dZµ(γ ).
Thus, µ ∗ Z is stationary and Z ∈ S(1, k). 
Using Proposition 3 a corresponding result for intrinsically stationary fields can be deduced
in the same way.
Theorem 16. Let F be associated with 1 of order k and let Z : G → H be continuous. Z is
F-stationary if and only if Z has a representation of the form
Z(x) =
n
j=1
f j (x)Y j +

Γ
γ (x)−
dim F
j=0
h j (x)γ (x j ) dZ(γ ), x ∈ G.
Here,
(i) Y1, . . . , Yn ∈ H and f1, . . . , fn are functions of finite order relative to the function space
associated with 1 of order k + 1;
(ii) x1, . . . , xdim F ∈ G and {h1, . . . , hdim F } is a basis of F such that h j (xi ) = δi, j ,
1 ≤ i, j ≤ dim F;
(iii) there exists a non-negative Borel measure σ on Γ with σ({1}) = 0, σ(Γ \V ) <∞ for every
open neighborhood V of 1, and
Γ
|µ(γ )|2 dσ(γ ) <∞
for all µ ∈ F∗⊥;
(iv) Z is an orthogonal measure on Bσ := {A ∈ B : σ(A) <∞} with structure function σ ;
(v) for all µ ∈ F∗⊥
n
j=1
µ ∗ f j (x)Y j ⊥

Γ
γ (y)µ(γ ) dZ(γ ), x, y ∈ G.
Note that for fields of finite order, all orthogonal measures Z in the above statements are equal
to the zero measure.
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