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Abst ract - -We consider a two-dimensional diffusive transport model with convection. This model 
is studied numerically using an alternating direction implicit (ADI) method with exponential upwind- 
ing. It is known that the exponential upwinding technique can perform really well on one-dimensional 
steady transport problems. So, we are interested to find out how" good exponential upwinding will be 
on a two-dimensional problem when coupled to locally one-dimensional methods, i.e., ADI methods. 
Our numerical simulations show that an ADI method with exponential upwinding can be a very 
useful method even in two dimensions. Especially, when there are no systematic ways of choosing the 
upwinding parameters in the conventional upwinding methods, one can confidently employ an ADI 
method with exponential upwinding on a convection dominated iffusion problem and expect good 
answers. 
Keywords- -Two-dimensional  convective-diffusive transport, Numerical experiments, Alternating 
direction implicit method, Conventional upwinding. 
1. INTRODUCTION 
In this paper,  we study the two-dimensional t ransport  equation, 
ut = ~2u~ + 62uuu - c~ u~ - "y u u, O < t < T, /3¢0 ,  6¢0 ,  (1.1) 
subject o appropriate initial and boundary conditions uch as 
u(x, y, O) = f (x ,  y), (x, y) • Y¢ = [ax, bx] × [a u, by], (1.2) 
and 
u(x, y, t) = 9(x, y, t), (x, y) e 0~, (1.3) 
using a l ternat ing direction implicit methods (ADI) with upwinding. 
One encounters equations of the form (1.1) or sl ight variat ions of it in fluid flow problems related 
to contaminant  t ranspor t  or heat transfer [1,2]. If convection is dominant  in the physical problem, 
then it means that  in equation (1.1) the magnitudes of a and ~ are larger compared to f~2 and 62, 
respectively. In such cases, when carrying out numerical computat ions,  the convective terms 
should be discretized in a proper  manner in order to avoid unphysical numerical  osci l lations and 
severe restr ict ions on the spatial  mesh widths [3,4]. The usual procedure is to use the upwinding 
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technique to discretize convective terms. Such a study was carried out on equation (1.1) with 
/~ -- ~ -- 1 and ~ = 0 by Wait and Mitchell [5] using Petrov-Galerkin methods, where the effect 
of upwinding was introduced through perturbed piecewise bilinear test functions. 
The objective of the work presented in this paper is to explore the possibility of developing 
accurate and efficient ADI methods which incorporate upwinding. In particular, we will develop 
ADI methods coupled with either conventional upwinding or exponential upwinding. The idea of 
exponential upwinding relates to employing exponentially perturbed basis functions in a Galerkin 
formulation [6]. It is known that in the case of a one-dimensional steady transport equation, 
employing exponential upwinding is equivalent o applying conventional upwinding with the 
optimal upwinding parameter [4]. Therefore, we are interested in finding out whether this positive 
aspect of exponential upwinding in one dimension can be extended to higher dimensions via ADI 
methods, which can be viewed as locally one-dimensional methods. 
2. ADI  METHODS WITH UPWINDING 
In order to formulate the ADI methods, let us consider the problem 
Ou 
Ot £u,  
where £ is some differential operator not necessarily linear and u = u(x, y, t). 
Suppose that £ can be written as 
(2.1) 
£u = £1u + £2u, (2.2) 
where £1 is the part of £ that acts over the variable x and £2 is the part of £ that acts over y. 
For each of the operators £i, i = 1, 2 and the corresponding differential equations 
Ou 
c0---t -- £iu, i = 1, 2, (2.3) 
define difference approximations/di and 
~tn'{-1 _ U n 
At  -- U~u n, i = 1, 2, (2.4) 
for updating the variable u from time level n to n + 1. 
Now, an ADI method can be written as 
un+l/2 - un = bl:u ~+1/~ + U2u ~, (2.5) 
At/2 
Un-kl -- un 'b l /2  : U1 un÷l /2  "~ ~2 unq-1. (2.6) 
At/2 
In this procedure, even if the individual schemes given by (2.4) are either unstable or con- 
ditionally stable, in general, the overall ADI method which couples (2.5) with (2.6) will be 
unconditionally stable [7,8]. 
Let us rewrite equation (1.1) as 
L JX  L Y Jy  
This is similar to transforming the one-dimensional steady transport equation to a conservation 
law formulation by multiplying with the appropriate integrating factor (see [9]). 
Implicit Method 
Now, £1 and £:2 can be identified as 
L YJ y 
Using central differences to approximate ux, we get 
and thus, 
Ux(Z~, yj, tn) Ui+l/2, j ,  n -- Ui_ l /2, j ,  n 
h i  
[e-(a/B2)Xux] ~ e-Cz~ [e-(ch~/2)Ui+l,j,n -- 2cosh(chl/2)ui,J,n -Fe(ch~/2)Ui-l,j,n 1 
x h~ ' 
where c = a/~ 2. 
Similarly, 
e-(dh2/2)Ui , j+l ,n  -- 2cosh(dh2/2)u~ j n + e(dh2/2)u~ 3 1 n 1 
[e-(~/~'>~u ] ~ e-~J , ,  , _  , 
Y~ y h 2 J ' 
where d = 7/5 2. 
In this case, the ADI method (2.5),(2.6) will become 
Ui,j,n.b l /2 -- Ui,j, n 
At~2 
= j3 2 e-(~h~/~)ui+lj,,~+l/2 -- 2 cosh(chi/2)ui,j,,~+l/2 + e(~n~/2)ui_l,j,n+l/2 
h~ 
Jr- 52 e- (dh2/2)Ui , j+l ,n  -- 2 cosh(dh2/2)ui,j,n + e(dh2/2)Ui , j - l ,n  
Ui,j,n-F1 -- Ui,j,n-b l /2 
~t/2 
= /32 e - (ch l /2 )U i+ l , j ,n+l /2  -- 2 cosh(ch l /2 )u i , j ,n+l /2  -Jr" e (ch /2)U i - l , j ,n+l /2  
h~ 
"b 52 e- (dh2/2)U i ' j+ l 'n+l  -- 2 cosh(dh2/2)u i , j ,n+l  + e(dh~/2)u i , j _ l ,n+l  
h~ 
Taking Pl = (2h2/~ 2At) and P2 = (2h~/52At), (2.10) can be rewritten as 
e(chl/2)Ui_l,j,n+l/2 -- [2cosh (C~--'-~l l + pl] Ui,j,n+l/2-F e-(chl/2)Ui+l,j,n+l/2 
-- h2152 {--e(dh~/2)Ui,j_l,n-F [2cosh(~)  -p2] --e-(dh2/2)Ui,j+l,n} h2~2 ui,j,n • 
In a similar fashion, equation (2.11) can be rewritten as 
h2D 2 e(dh2/2)Ui,j-l,n+l -- [2eosh ( d~'-~2 ) q= P2] Ui,J,n+l q= e-(dh2/2)ui,j+l,n+ 1- h215~ 
x {--e(chl/2)Ui_l,j,n+l/2+ [ cosh(C~"-'~l)--pm]Ui,j,n+l/2--e-(chl/2)Ui+l,j,n+l/2}. 
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(2.8) 
(2.9) 
(2.1o) 
(2.11) 
(2.12) 
(2.13) 
We will call this method, which couples (2.12) with (2.13), the ADI method with exponential 
upwinding. 
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Let us go back to equation (1.1). If we consider this equation as it is, we can identify £1 and 1::2 
as  
£1u = ~2ux:: - c~u~ and £2u = 62uy~ - ~,u~. 
Now, approximate ux= by 
u~(x~, y3, t,~) 
and u~ by 
~tinU l,j, n - -  2lQ,j, n "~ Ui_ l,j, n 
h2 (central differences), 
ux(xi, yj, in) ~ (81 -l- 1)Ui+l,j,n -- 201Ui,j,n  u (01  - -  1)ui-l,j,n 
2hl , (2.14) 
where 01 is a parameter such that -1 _< 01 _< 1. 
For 01 -~ 1, equation (2.14) reduces to the forward difference approximation of ux. When 
01 = 0, (2.14) becomes the central difference approximation ofux and for 01 = -1, the backward 
difference approximation. 
So, the difference approximation of £1u is 
h~ 
- c~ (01 + 1)Ui+l,j,n - 2Olui,j,n + (Ol - 1)Ui-l j , ,  (2.15) 
2hl 
In other words, 
~21txx - -  C~Ux ~ 2hl - ~(01  + 1)] ui+l,j,n 
h2 h101 uij,,~ + -~11---  
In a similar fashion for £2u, we obtain 
£2U = 62Uyy -- "~Ity ,~ (02 -t- 1) l t i , j . f  l ,n 
2h2 
62 "702]u~,j,n+[~ 
-~ h2 
1 (2 
(01 - 1)[ Ui-l,j,,~. 
2hl J 
"1 
7 (02 - 1)~ Ui , j -  l ,n.  2h2 J 
Here, hi and h2 are the respective mesh widths along x and y directions. 
Therefore, the equation corresponding to (2.5) is 
~,~,.+1/2 - u~,j,. = [z~ At2 
h~ 
• 1 r 2~1 1 1)j ui+l,j,,~+l/2 L h~ 
o~ (01 - 1) ui-l,j,n+l/2 + h~ 2h2 2hl 
02 Ui,j, n -~ ~[ (02 -- 1) ~ti , j_ l ,  n. 
2h2 
Simplifying, we obtain 
~12 2~1 ( 1 + 1) tt iq_l, j ,nq.1/2 L h 1 hi -~ Ui' J 'n't ' l /2 
/~2 O~ C01 __ I) Ui_l, j ,rt.{_l/2 : -- - -  
+ - 5-~2( 2 1)] ~j- l ,~. 
(2.16) 
(2.17) 
(2.1s) 
(2.19) 
As before, take 
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2h~ 2h~ 
P l= /~2A t, P2=5-~At, c=~-~ and d=5-  ~. 
Now, equation (2.19) can be rewritten as 
1 - --~-tv~ - 1) u,-~j,n+~/2 - [2 - ch~O~ +pl] u~,j,n+~/~. 
+[ l_Ch l ,^  h252 [1 dh2,o _ -~-,ffl q-1)] Ui+l,j,n+l/2 h-~ {-  - 1)] Ui,j-l,n = -~-~ 2 (2.20) 
+ [2 - dh2t?2 - P2] ui,j,n - [1 dh2 (82 -~- ,  + 1)1 uij+l,n } 
In a similar way, we obtain the equation corresponding to (2.6) as 
1 - dh2 ,, - [2 - dh2~2 +P2] ui,j,nq-1 1 --~'-[v2 -- 1)j u,,j-l,n+l 
+[1  dh2 h2~2 [1 chl,n 
- -  -~--(02q-1)]Ui,j+l,n+l -- h1252 { -  - -~--~.Ul -1)]Ui-l,j,n+l/2 (2.21) 
-{- [2 -- ChlO1 - Pl] Ui,j,n+l/2 -- [1 -- Chl tn -~-~1 +1)] Ui+l,j,n+l/2}. 
So, the method which couples (2.20) and (2.21) is the ADI method with conventional upwinding. 
Note that, when a = "y = 0 and/3 = 5 = 1, the ADI method with exponential upwinding and 
the ADI method with conventional upwinding will reduce to the Peaceman-Rachford method [7,8]. 
3. STABIL ITY  ANALYSIS 
We perform a Fourier stability analysis on the ADI method (2.12),(2.13). Let ei,j,n, the dif- 
ference between the exact and numerical solutions, be of the form e (pih~+qjh2)fA'T+rnAt. Then, 
from equation (2.12), we get 
e(Chl/2)-phlvrL-i+rAt/2_ [ cosh ( ~_) + pxl erAt/2 + e-(Ch,/2)+phlvtZi+rAt/2 
= h~h2152 {-e(dh2/2)-qh2x/-L-f q- [2c°sh ( d'd~-) - P2] - e-(dh2/2)+qh'v~'-'f } 
i.e., 
h2Z 2 l,-- -- ' 
i.e., 
er~,/, = ( h~2 ~ --2 cosh ((dh,/2) - qh, vr:-£) + [2 cosh (dh,/2) - p,] 
~ ,h]~]  2eosh ((chl/2) - Vh l f :~)  - [2cosh (ch,/2) + Pl] 
Similarly, from equation (2.13), we obtain 
erAt/2 (h2[32~ -2eosh(Cchll2)-ph1~-~ + [2cosh(chll2) -Pz] 
= \ h1~52 ) 2eosh ((~h2/2) - qh~V:T) - [2cosh (dh~/2) + P2I 
(3.1) 
(3.2) 
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When equations (2.12) and (2.13) are used alternately in the ADI formulation, we have 
erAt =P2 + 2 cosh ((dh2/2) - qh2v~ - 2 cosh (dh2/2) 
P2 -- 2 cosh (( dh2 / 2 ) - q h2 v /~  ) -t- 2 cosh (dh2 / 2 ) 
pl + 2 ¢osh ((ehl/2) - ph l¢ -~ - 2 cosh (eh~/2) 
X 
,O 1 - -  2 cosh  ( (Ch l /2 )  - -  phlV/'~ 3 t- 2 cosh  (ah l /2 ) "  
(3.3) 
It can be easily shown that 
le"Atl < 1, (3.4) 
and so, the ADI method with exponential upwinding is unconditionally stable. 
However, using a similar analysis, one can show that the ADI method with conventional up- 
winding will be stable if 
7 2 - ---~hlel > 0 and 2 - ~-xh282 > 0. bz 
4.  NUMERICAL  RESULTS 
In order to carry out the numerical computations, let us consider equation (1.1) on a specific 
domain such that 
ut = j2ux= + 52u~ - a u= - 7 u~, 
with the following boundary conditions: 
7~ 7~ 
-~%x,y<_-~,  O<t<_T ,  (4.1) 
u -t- ,y =0,  -2 -  - 
- - _  71" 7r<X<2 ' u x , -  = 0, 2 
- - '< .< '_  
z, =/ (x ) ,  2 -3 '  
where f (~)  = f (~)  = 0. 
Using separation of variables, we are able to show that the time dependent solution will tend 
to a steady state solution of the form 
u( z, y) = le(~=/=~=)+(~ /= =)(~-} ) 
7~ ) . x Z f (s)e -(~s/2~2) cos(2n - 1)s ds cos(2n - 1)xsinha2n_l(y + g) 
n---- 1 sinh _ 1 
(4.2) 
where 
x/Z2~2 + 52(a2 + 4n2~4) 
an = 2f~52 
If we choose f (x )  = cosx with c~ # 0, then (4.2) reduces to 
4(~f~ 2 
u(z ,y)  = 
7~ 
2n X-~ b cos( - 1)xsinha2n_l(y + ~) 
X / -  2n -1  sinh a2n_lTr ' (4.3) 
where 
~2 + 4j4(n2 + 1) 
bn = ((~2 -4- 4f~4(n + 1)2)(~ 2-4- 4f~4(n - 1)2) . 
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However, when a = 0, we obtain 
e (~/262)(y-'~) cosx s inhal (y  + ~) 
u(x, y) = sinh al~r 
(4 .4 )  
For our computations, whenever a ~ 0, we will choose f (x)  such that the steady state solution 
consists of only the first two terms of the series solution (4.3). This means that  the exact solution 
is 
4ozfl 2 - 
7r 
_ __  sinh (a~22) e(~X/2Z2)+('y/2~2)(y- ~) 
[ c°sxs inha l (y+-~)+b3C°S3xs inha3(y+~)]  
bl sinh al 7r sinh a371 - ' 
(4.5) 
and the corresponding boundary condition at y = ~ is 
f (x )=4af l2e( '~x/2~2)s inh(a~r) (b lcosx+b3cos3x)  ~ • (4.6) 
Now, the question is, how do we choose the parameters 81 and 02 in the ADI  method with 
conventional upwinding? One way is to compare quations (2.12) and (2.13) with (2.20) and (2.21) 
and choose 81 and 82 such that  the chosen values lie between -1  and 1. 
It can be seen that  if c~ > 0 and 3, > 0, then the choices for 81 and 02 will be such that  
81 = 1 - Chl/2 - e -chl/2 
chl/2 ' (4.7) 
and 
82 = 1 - dh2/2 - e -dh2/2 (4.8) 
dh2/2 
1..kChl/2-e~hl/2 
However, if ~ < 0, then we can choose 81 = chl/2 Similarly, we choose 82 ---- 
1.-kdh2/2- edh2/2 
dh2/2 if ~ < 0. 
We carried out numerical computations with each of the ADI methods for different sets of 
parameter values. In each case, the steady state solution is attained at t -- 5. The mesh sizes 
are hi = h2 = r /8  and time step At = 1/5. It should be noted that computations with smaller 
mesh widths and time steps did not improve the accuracy of the computations significantly. 
y,,. ~ 
i 
0.8 
U 
0.4 
0 
8 
Figure 1. Exact steady state solution of equation (4.1), with a = 0,fl = 1,'7 -- 1 and 
5=20. 
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-3.75 x 10 -1° 
Error -7.50 x 10 -1° 
-1.125 x 10 -9 
31r 
Y-_ T 
8 
u 0"81 T 
0.4: 
C 
3~" 
- -T  lr 
X 8 31r 
8 
Figure 2. Exact steady state solution of equation (4.1), with c~ = 0,~ = 1,~ = 40 
and 5 = 1. 
31r y~_ -~ 
8 
0 
-0.00002 
Error 
-O.OOOO4 
I / 
x 3~" 
8 
Figure 3. Error obtained with the ADI method with exponential upwinding (c~ = 0, 
~=l ,~,=1and~=20) .  
Y~-- 8 
__~" 8 
3~ 8 
8 
0, 
8 Ir 
x 8 3_.~ 
8 
Figure 4. Error obtained with the ADI method with exponential upwinding (~ = 0, 
= 1,~,=40and 5=1).  
When a = 0, the steady state solutions are symmetric with respect to the y-axis, and in 
Figures 1 and 2, we present hese exact solutions for two sets of parameter values. Figures 3 
and 4 show the errors obtained when the ADI method with exponential upwinding is employed. 
The maximum absolute rrors obtained when applying either of the ADI methods are tabulated 
in Table 1 and Table 2. 
(Note that, when a = 0, 01 = 0 and 02 was chosen according to (4.8).) 
Implicit Method 
Table 1. Absolute rrors obtained with the ADI method with exponential upwinding 
(a=O,~=l ) .  
1 
1 
1 
20 
3' Maximum absolute rror 
1 3.02 × 10 -3 
20 3.68 × 10 -6 
40 1.47 × 10 -9 
1 4.28 x 10 -5 
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Table 2. Absolute rrors obtained with the ADI method with conventional upwinding 
(~ = 0,# = 1). 
6 7 
1 1 
1 2O 
1 4O 
20 1 
02 Maximum absolute rror 
-0.092953 3.5 × 10 -3 
-0.750369 2.07 × 10 -3 
-0.872725 2.43 x 10 -5 
-0.000245 4.28 x 10 -5 
We also performed some computations, where 01 Was  held fixed while 02 was changed between 
-1  and 1. By carrying out such computations, we were able to identify the opt imal  value for 
02 for different sets of parameter values. The value of 02, where the max imum absolute error is 
minimum, is taken as the optimal 02 value. We present hese results in Table 3 and in Figures 5 
and 6. 
Table 3. Optimal 02 and the absolute rrors (c~ = 0,~ = 1). 
'7 02 Maximum absolute rror 
1 1 -0.1777 2.15 x 10 -5 
1 20 -0.7461 6.52 × 10 -9  
1 40 -0.8726 8.61 >( 10 -9  
20 1 -1 < 02 < 1 4.28 x 10 -5 
Figure 5. 
= SO). 
Max. Error 
0.00005 
0.00064 . . . . . .  
0.00003 
0.00O02 
0.00001 
-1  -0 .5  0 0.5 1 
Maximum absolute rror as a function of 02 (c~ = 0, ~ = 1, 3' = 1 and 
In our computat ions,  we saw a decrease in the maximum absolute error with an increase in V- 
This was true for both the ADI methods. The same decreasing pattern in error was observed 
with increasing ~ too. Further, the absolute errors were seen to be less sensitive for the choice 
of 02 when $ took large values; whereas, with large 7 values, the absolute errors were sensitive 
to the choice of 02. This is not surprising, since large 6 corresponds to too much diffusion and 
large 3' corresponds to a significant convective process. 
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Figure 6. 
~f= 1). 
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Max. Error 
1.5 
~ 5 !  ..... 02 
-1  -0.8 -0.6 -0.4 -0.2 0.2 
Maximum absolute rror as a function of 02 (a = 0,~ = 1,~ ---- 40 and 
Table 4. Absolute errors when a = 1, ~ = 1, 3, = 1 and ~f = 1. 
Method 01, 02 Maximum absolute rror 
ADI-Exp. upwinding 7.17 × 10 -2 
ADI-Conv. upwinding Computed from 01 = -9.21 x 10 -2 7.32 x 10 -2 
(4.7) and (4.8) 02 = -9.21 × 10 -2 
Optimal 01 = -0.13 4.98 x 10 -3 
01 and 02 02 = 0.596 
Table 5. Absolute errors when a = 5, ~ = 1, ~ = 1 and 5 = i. 
Method 01, 02 Maximum absolute rror 
ADI-Exp. upwinding 116.31 
ADI-Conv. upwinding Computed from 01 = -0.363 68.58 
(4.7) and (4.8) 02 = -9.21 x 10 -2 
Optimal 01 =-0 .32  13.55 
01 and 02 02 = -0.70 
Table 6. Absolute errors when a = 5, p = 1, ~/= 5 and 6 = 1. 
Method 01, 02 Maximum absolute rror 
ADI-Exp. upwinding 7.09 
ADI-Conv. upwinding Computed from 01 = -0.363 3.92 
(4.7) and (4.8) 02 = -0.363 
Optimal 01 =-0 .32  1.32 
01 and 02 02 = -0.32 
We also car r ied  out  some numer ica l  s imu la t ions  when a was d i f ferent  f rom zero. Our  f ind ings  
are presented  in Tab les  4 -6  
F igures  7 and  8 show the  s teady  s ta te  so lu t ions  for two di f ferent  nonzero  va lues  of  c~, wh i le  
F igures  9 and  10 present  the  errors  obta ined  when the  ADI  method w i th  exponent ia l  upwind ing  
is used  w i th  those  a values.  
5. CONCLUDING REMARKS 
Overa l l ,  our  f ind ings  ind icate  that  the  ADI  method w i th  exponent ia l  upwind ing  is a useful  and  
fa i r ly  compet i t i ve  method.  We have  shown that ,  at  t imes ,  it is poss ib le  to  choose opt ima l  8 va lues  
such  that  the  ADI  method w i th  convent iona l  upwind ing  per fo rms bet ter  than  the  exponent ia l  
upwind ing  counterpar t .  However,  in the  absence  of  any  sys temat ic  methodo logy  for choos ing  the  
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Figure 7. Exact steady state solution of equation (& 1) with c~ = 1, fl = 1,3' = 1 and 
6=1.  
U 
I //]1] 
- -g  ~r ~ - ~ ~  
8 
Figure 8. Exact steady state solution of equation (,1.1) with a = 5, fl = 1, 3" = 1 and 
6=1.  
Error 
3~ 
-o.o2~ ~ ) f / / /  I 
-o.o4~ / ~/ / /A -4  
- - '8 -  ~r 
Figure 9. Error obtained with the ADI method with exponential upwinding (c~ = 1, 
f l=  1,"7= land6= 1). 
8 va lues,  the  ADI  method w i th  exponent ia l  upwind ing  can  be a very  va luab le  method for so lv ing  
convect ion  dominated  d i f fus ion prob lems in h igher  d imens ions .  
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Yz T 
- -E  8 
100 
8O 
Error 60 
4O 
20 
0 
- -T  ~r 
3~- 
8 
Figure 10. Error obtained with the ADI method with exponential upwinding (~ = 5, 
/~=l ,~=land~=l ) .  
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