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V nalogi je predstavljen algoritem za računanje enodimenzionalne vztrajne homolo-
gije v geodezični metriki. Uporaba geodezične metrike nam omogoča, da iz točkastih
podatkov ocenimo najkrajšo bazo prve homološke grupe prostora iz katerega smo
točke vzorčili.
V nalogi najprej predstavimo teoretično ozadje enodimenzionalne vztrajne ho-
mologije na geodezičnih prostorih. Izkaže se, da so kritične vrednosti vztrajne ho-
mologije povezane s sklenjenimi geodetkami, ki predstavljajo najkrajšo bazo prve
homološke grupe geodezičnega prostora. V drugem delu naloge z uporabe predsta-
vljene teorije predstavimo lasten algoritem in ga analiziramo. Na koncu predstavimo
še rezultate, ki smo jih dobimi z implementacijo algoritma v programskem jeziku
Julia. Za izdelavo rezultatov smo uporabili nekaj sintetičnih množic podatkov in
eno, večjo, množico podatkov iz realnega sveta.
Ključne besede: Računska topologija, topološka analiza podatkov, algoritmi, ho-
mologija, vztrajna homologija.
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Abstract
In this thesis, we present an algorithm that computes the one-dimensional persistent
homology in a geodesic metric. The use of a geodesic metric allows us to approximate
the shortest homology basis of the underlying space.
First, we present the theoretical background of one-dimensional persistent ho-
mology of geodesic spaces. The main result of this section is the connection between
the critical points of persistent homology and geodesic loops in the space, which
form the shortest basis of the first homology group. Next, we present a new algo-
rithm based on the thoery. This algorithm approximates the shortest basis of the
first homology group. Finally, we present some results that were computed using
our implementation of the algorithm in the Julia programming language. We test
the algorithm on a few synthetic data set and one, larger, more realistic data set.
Keywords: Computational toplogy, topological data analysis, algorithms, homo-
logy, persistent homology.
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Topološka analiza podatkov je mlada disciplina, ki pri analizi podatkov uporablja
tehnike iz algebraične topologije. Med glavnimi tehnikami topološke analize podat-
kov je vztrajna homologija, ki nam omogoča ocenitev homologije množice podatkov
pri različnih resolucijah.
Kot primer vzemimo črki A in P. Na prvi pogled nista preveč podobni, a če si
predstavljamo, da sta narejeni iz plastelina, bi lahko brez problemov preoblikovali
eno v drugo, brez “trganja” in “leplenja”. Ta sprememba je prikazana na sliki 1.1.
Na isti način ne bi mogli preoblikovati črke A v B ali X. Take podobnosti in razlike
v algebraični topologijo opišemo s homotopijo. Pravimo, da sta obliki črk A in P
homotopsko ekvivalentni, kar pomeni, da sta, v topološkem smislu, na nek način
enaki.
V algebraični topologiji se srečamo z vrsto homotopskih invariant, lastnosti pro-
storov, ki se ob homotopskih deformacijah ne spreminjajo. Ena izmed takih invariant
je homologija, ki nam v grobem pove koliko lukenj ima prostor. Če se spet vrnemo
na primer črk, imata A in P po eno luknjo, B ima dve, X pa nobene.
Pri analizi podatkov običajno nimamo celotne informacije o geometriji objekta,
ampak imamo podatke izmerjene le v kočnem številu točk. Manjkajoče informacije
obidemo z uporabo vztrajne homologije. V grobem vztrajna homologija deluje tako,
da točke postopoma “odebelimo” in gledamo, kako se povezujejo pri različnih debe-
linah. V tem procesu nastajajo in izginjajo luknje. Kot rezultat dobimo črtno kodo,
ki nam to povezovanje prikaže. S tem lahko ob enem opišemo grobo in podrobno
sliko oblik podatkov.
Uporabnost vztrajne homologije je tako v tem, da z malo informacijami opiše
grobo obliko množice podatkov. Ta grobost ima tudi to prednost, da prisotnost šuma
ne vpliva bistveno na rezultat. Tak opis oblike podatkov se je izkazal za uporabnega
Slika 1.1: Zvezna transformacija med črkama A in P.
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v različnih znanstvenih vedah, kot so biologija [4], veda o materialih [27], analiza
signalov [23]. . .
V tem magistrskem delu bomo predstavili algoirtem, ki iz množice točk opremlje-
nih z metriko izračuna približek enodimenzionalni vztrajni homologiji v geodezični
metriki. Računanje v geodezični metriki nam poleg nekaterih olajšav pri računanju
omogoča, da poleg namesto izračuna vztrajnostnih diagramov dobimo optimalne,
torej najkrajše, generatorje vztrajne homologije prostora iz katerega podatki izha-
jajo. To nam da poleg števila lukenj še bolj točno informacijo o njhovi velikosti in
lokaciji. Tako v zelo grob topološki rezultat vrnemo nekaj informacije o geometriji.
Algoritem smo razvili na podlagi teoretičnih rezultatov iz člankov [33] in [34],
nekateri teoretični rezultati tega dela pa so novi. Algoritem smo tudi implementirali
in preizkusili na nekaterih množicah podatkov.
Omejili se bomo na računanje enodimenzionalne homologije, saj glavni rezultati
te teorije veljajo le v prvi dimenziji, iskanje optimalnih generatorjev homologije v
višjih dimenzijah pa je NP-poln problem [9].
Na temo iskanja najkrajše baze prve homološke grupe že obstaja nekaj del, ki
se problema se lotijo na različne načine. Nekateri prikažejo algoritme, ki bazo ge-
neraterjev poiščejo v triangulacijah [18] ali simplicialnih kompleksih [19]. Nekateri
uporabljajo točkaste podatke, a ob predpostavki, da podatki izvirajo iz ploskev [8].
Obstajajo tudi rezultati, ki optimalne generatorje poiščejo iz točkastih podatkov, a
ti za doseganje tega cilja uporabljajo drugačne pristope [14, 15].
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Vztrajna homologija v geodezični
metriki
V tem poglavju bomo predstavili teorijo, ki je potrebna za razumevanje teme. Naj-
prej bomo definirali nekaj osnovnih pojmov iz topologije, nadaljevali s simplici-
alni kompleksi, homotopijo in simplicialna homologijo. Na koncu bomo predstavili
vztrajno homologijo, in si ogledali, kako se le-ta obnaša v geodezični metriki. V
začetnem delu poglavja se ne bomo preveč spuščali v podrobnosti in dokaze. Za bolj
globok pogled v teme tega poglavja priporočamo vire [24], [16] in [33].
2.1 Osnove topologije
Za začetek si poglejmo nekaj osnovnih definicij v topologiji.
Definicija 1. Topološki prostor je par (X, τ), kjer je X množica in τ družina
podmnožic X z naslednjimi lastnostmi.
• X in prazna množica sta elementa τ .
• Unija (lahko tudi neskončnega števila) elementov τ je element τ .
• Presek končnega števila elementov τ je element τ .
Elementom τ pravimo odprte množice, τ pa je topologija na X. Odprte
množice nam omogočajo, da brez uporabe razdalj med točkami, govorimo o točkah,
ki so blizu. Odprti množici, ki vsebuje točko x pravimo okolica x, včasih pa jo
označimo z N(x).
V metričnih prostorih so osnovne odprte množice odprte krogle
◦
BX(v, r) = {u ∈
X | d(u, v) < r}. Odprte množice so tako vse množice, ki ne vsebujejo nobene točke
iz svojega roba. Z drugimi besedami lahko rečemo, da v odprti množici U ∈ X za
vsako točko x ∈ U obstaja odprta krogla
◦
BX(x, r) ∈ U za nek r > 0.
V tem delu bomo topologijo τ izpuščali in predpostavili, da so prostori vedno
metrični.
Definicija 2. Preslikava f : X → Y je zvezna, če je praslika f−1(A) vsake odprte
podmnožice A ⊆ Y odprta.







• Dimenzija abstraktnega simplicialnega kompleksa dimA je enaka naj-
večji dimenziji med simpleksi v A. Če največja dimenzija simpleksov v A ni
omejena, je dimA = ∞.
Tak opis simplicialnega kompleksa je preprost in posledično ugoden za računa-
nje. Kljub preprostosti pa opiše vso informacijo, ki nas o simplicialnem kompleksu
zanima.
Geometrični simplicialni kompleks preprosto pretvorimo v abstraktnega tako,
da simplekse nadomestimo z množicami točk med katerimi so napeti. Možna je
tudi pretvorba v drugo smer. Vsakemu abstraktnemu simplicialnemu kompleksu A
lahko priredimo njegovo geometrično realizacijo |A|. Geometrična realizacija je
je vložitev, ki vsakemu abstraktnemu simpleksu simplicialnega kompleksa A priredi
geometrični simpleks v Rn. Gradnja realizacije je preprosta, če je dimenzija prostora,
v katerega abstraktni kompleks vlagamo dovolj visoka. Vsak abstraktni simplicialni
kompleks A lahko vložimo v R2d+1, kjer je d = dimA [16].
V geometriji se pogosto srečujemo s triangulacijami, v katerih površine ali like
nadomestimo z množicami triktonikov. Definirajmo jih še bolj splošno.
Definicija 10. Triangulacija prostora X je simplicialni kompleks K opremljen s
homeomorfizmom f : K → X.
Gre torej za kombinatoričen opis prostora X, ki zajame vso toploško informacijo
o prostoru.
Ogledali si bomo še kako gradimo simplicialne komplekse iz točkastih podatkov.
Teh načinov je več, predvsem pa nas bosta zanimala Vietoris-Ripsov (VR ali Ripsov)
kompleks in Čechov kompleks.
Definicija 11. Naj bo (X, d) metrični prostor. Vietoris-Ripsov kompleks je
abstraktni simplicialni kompleks definiran kot
V(X, r) = {σ ⊆ X | |σ| < ∞, diam σ ≤ r} . (2.5)
V Vietoris-Ripsov kompleks tako padejo vse n-terice točk, v katerih so razdalje
med pari točk vse največ r. Na Vietoris-Ripsov kompleks lahko gledamo tudi kot na
kompleks klik, polnih podgrafov, na grafu, ki ima za vozlišča točke iz X, povezave
pa med pari vozlišč, med katerimi je razdalja manjša ali enaka r.
Definicija 12. Naj bo (X, d) metrični prostor in S ⊆ X. BX(x, r) naj bo krogla v X





∣∣∣∣∣ |σ| < ∞,
⋂
x∈σ
BX(x, r) 6= ∅
}
. (2.6)
Končna podmnožica iz S je simpleks v ČX(S, r), če imajo krogle radija r s središči
v teh točkah neprazno presečišče v X. Na Čechov kompleks lahko gledamo tudi kot
na živec [2] prostora pokritega s kroglami radija r.
Simplicialnemu kompleksu, ki vsebuje vse podmnožice točk iz X bomo rekli tudi
poln simplicialni kompleks. Poln simplicialni kompleks je v resnici le (|X| − 1)-
simpleks in vsa njegova lica.




Slika 2.4: Primer homotopije med skodelico in torusom. Vir slike: [1]
.
je {⋆} prostor z eno samo točko. Intuitivno sta prostora homotopsko ekvivalen-
tna, če lahko enega zvezno preoblikujemo v drugega. Primer take ekvivalence je na
sliki 2.4. Omenimo še, da je homotopska ekvivalenca med prostori šibkejša od home-
omorfnosti. Kot primer, sta enotski disk B2 in točka {⋆} homotopsko ekvivalentna,
nista pa homeomorfna.
V algebraični topologiji se pogosto ukvarjamo s topološkimi invariantami. To
so lastnosti prostorov, ki so enake za celotne ekvivalenčne razrede prostorov. V na-
šem primeru nas bodo zanimale homotopske invriante, ki so enake za homotopsko
ekvivalentne prostore. Poznamo preproste invariante, kot je npr. število povezanih
komponent med bolj zapletene pa spadajo homotopske in homološke grupe.
Oglejmo si eno bolj znanih toploških invariant, Eulerjevo karakteristiko. Za
simplicialni kompleks K je definirana je kot alternirajoča vsota
χ(K) = k0 − k1 + k2 − k3 + . . . , (2.9)
kjer ki predstavlja število simpleksov dimenzije i.
Trditev 1. Naj bo K triangulacija krogle S2. Tedaj velja
χ(K) = 2. (2.10)
Dokaz. Triangulacija krogle je simplicialni kompleks dimenzije 2, torej lahko Euler-
jevo karakteristiko zapišemo kot
χ(K) = |V | − |E|+ |F |, (2.11)
kjer smo z |V | označili število vozlišč, z |E| število povezav in z |F | število lic.
Na trinagulaciji izberimo točko p ∈ K iz notranjosti enega od trikotnikov. Iz-
vedemo stereografsko projekcijo iz te točke in dobimo povezan ravninski graf. Rav-
ninski graf je vložitev grafa G = (V,E) v R2, v kateri se povezave iz E ne sekajo.
To lahko storimo, ker je triangulacija homeomorfna krogli.
Oglejmo si v G vpeto drevo T . Drevo ima n = |V | vozlišč, n − 1 povezav in
eno lice. Njegova Eulerjeva karakteristika je enaka χ(T ) = n − (n − 1) + 1 = 2. V
T dodajajmo povezave iz E, dokler ne pridemo do G. Vsaka dodana povezava bo
tvorila nov cikel, kar pomeni, da se bo število lic grafa povečalo za ena. Tako bo
Eulerjeva karakteristika v vsakem koraku tega postopka ostala enaka 2.
V naslednjem razdelku bomo med drugim videli, da vrednost Eulerjeve karake-
tristike sledi iz homoloških grup.
2.4 Homologija
V tem delu poglavja bomo predstavili simplicialno homologijo, ki je ena preprostejših
homoloških teorij. Omejili se bomo na homologijo končnih simplicialnih kompleksov.
17
Poglavje 2. Vztrajna homologija v geodezični metriki
Simplicialna homologija formalizira idejo topoloških lukenj v (abstraktnih) sim-
plicialnih kompleksih. Naj bo K (abstrakten) simplicialni kompleks.
Definicija 15. Naj bo G Abelova grupa. Simplicialna k-veriga je formalna vsota




kjer je ci ∈ G, σi ∈ K in dim σi = k. Prosti Abelovi grupi, ki ima za bazo k-
verige pravimo verižna grupa, označimo pa jo s Ck(K;G). Elementom ci pravimo
koeficienti.
Predpostavili bomo, da so simpleksi orientirani, kar pomeni, da je vrstni red, v
katerem nastopajo elementi simpleksa pomemben. Orientacija je podana z zapo-
redjem vozlišč simpleksa [v0, v1, . . . , vk], kjer velja, da dve zaporedji predstavljata
isto orientacijo simpleksa, če je ena soda permutacija druge. Če simpleksu obrnemo
orientacijo, dobimo negativen simpleks, torej [v0, v1] = −[v1, v0].
V tem razdelku bomo za koeficiente verižnih grup uporabljali Z. Kasneje pa
bomo videli, da je računsko bolj ugodno uporabljati grupe, ki so tudi obsegi, kot na
primer Z2.
Definicija 16. Robni morfizem je preslikava med verižnimi grupami ∂k : Ck(K) →
Ck−1(K) definirana kot
∂k([v0, . . . , vk]) =
k∑
i=0
(−1)i[v0, . . . , v̂i, . . . , vk], (2.13)
kjer smo z oznako [v0, . . . , v̂i, . . . , vk] označili simpleks, pri katerem smo izpustili i-ti
element.









Indeks k v oznaki za robni operator bomo, kadar bo razviden iz konteksta, izpu-
ščali.
Trditev 2. ∂2 = ∂k ◦ ∂k+1 = 0.
Dokaz. Zaradi linearnosti operatorja ∂ lahko trditev dokažemo za en sam simpleks.
Dokazati moramo torej, da velja
∂k∂k−1[v0, v1, . . . , vk] = 0. (2.15)
Zaradi linearnosti operatorja ∂, lahko operator ∂k−1 nesemo v vsoto
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2.4. Homologija
∂k∂k−1[v0, v1, . . . , vk] =
∑
i








(−1)i(−1)j−1[v0, . . . , v̂i, . . . , v̂j, . . . , vk]. (2.18)
Opazimo, da zadnji vsoti enaki, a imata različna predznaka, zato je vrednost
celotne vsote enaka 0.
Za k-dimenzionalen simplicialni kompleks lahko iz verižnih grup in robnih mor-
fizmov sestavimo verižni kompleks.














−→ 0 = C−1 . (2.19)
Definirajmo še cikle in robove:
Definicija 18. Robovi so elementi grupe Bk = Im ∂k+1.
Definicija 19. Cikli so elementi grupe Zk = Ker ∂k.
Robovi so tako slike preslikave ∂ iz višje dimenzije, cikli pa so verige brez roba.
Oglejmo si še naslednjo lastnost grup Zk in Bk.
Trditev 3. Bk ⊆ Zk.
Dokaz. Hočemo dokazati, da je vsak rob tudi cikel. Res, iz definicije Bk sledi, da za
vsak element b ∈ Bk obstaja element b′ ∈ Ck+1, da velja b = ∂b′. Kot smo videli v
trditvi 2, velja ∂2 = 0. Iz tega sledi ∂b = ∂2b′ = 0, torej je b ∈ Ker ∂k = Zk.
Definicija 20. k-ta homološka grupa simplicialnega kompleksa K je definirana
kot kvocientna grupa
Hk = Zk/Bk = Ker ∂k/ Im ∂k+1. (2.20)
Homološka grupa Hk je torej grupa k-ciklov, ki niso robovi (k+1)-dimenzionalnih
verig. Intuitivno to sovpada s konceptom luknje. Primer elementa homološke grupe
simplicialnega kompleksa je prikazan na sliki 2.5
Kasneje nas bo zanimala še naslednja lastnost homoloških grup:
Trditev 4. k-ta homološka grupa simplicialnega kompleksa K je izomorfna k-ti
homološki grupi njegovega (k + 1)-skeleta.
Dokaz. V izračunu homološke grupe nastopata le Zk in Bk, ki sta podgrupi verižnih
grup Ck in Ck+1. Ti verižni grupi sta enaki za K in K(k+1).
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(a) Simplicialni kompleks. (b) 1-cikla. (c) 2-veriga.
Slika 2.5: Na sliki (a) je prikazan simplicialni kompleks. Na sliki (b) sta z rdečo barvo
označena dva primera 1-ciklov v kompleksu. Levi je v homološki grupi kompleksa
trivialenm saj je rob 2-verige, ki je prikazana na sliki (c). Desni cikel ni rob nobene
verige, zato je netrivialen element prve homološke grupe kompleksa.
To dejstvo je pomembno, ker Ripsov ali Čechov kompleks hitro postane neob-
vladljivo velik. Število simpleksov dimenzije k v polnem kompleksu zgrajenem na





= O(nk). Kot primer omenimo, da je v polnem komple-
ksu, zgrajenem na 100 točkah 1.267.650.600.228.229.401.496.703.205.375 simpleksov.
Preden bi s pomočjo vseh računalnikov na svetu obdelali tak simplicialen kompleks,
bi človeštvo že zdavnaj izumrlo. Če se omejimo na njegov 2-skelet, se število sim-
pleksov zmanjša na bolj obvladljivih 5050.
Rank grupe Hk imenujemo k-to betijevo število in ga označimo z βk. β0 ustreza
številu povezanih komponent kompleksa, β1 številu lukenj, β2 številu praznin itd.
V trditvi 1 smo spoznali Eulerjevo karakteristiko. Eulerjevo karakteristiko lahko
dobimo tudi iz alternirajoče vsote betijevih števil:
χ(K) = β0 − β1 + β2 − . . . (2.21)
Ponovno si oglejmo Eulerjevo karakteristiko triangulacije krogle.
Trditev 5. Naj bo K triangulacija krogle S2.
χ(K) = 2. (2.22)
Dokaz. Triangulacija krogle je homotopsko ekvivalentna robu 3-simpleksa. Euler-
jevo karakteristiko bomo izračunali z betijevimi števili. Rob 3-simpleksa ima 4 točke,
0, 1, 2, 3; 6 povezav in 4 trikotnike.
Ker so robni morfizmi linearne preslikave jih lahko zapišemo z matrikami:






[0,1] [0,2] [0,3] [1,2] [1,3] [2,3]
0 −1 −1 −1 0 0 0
1 1 0 0 −1 −1 0
2 0 1 0 1 0 −1







[0,1,2] [0,1,3] [0,2,3] [1,2,3]
[0,1] 1 1 0 0
[0,2] −1 0 1 0
[0,3] 0 −1 −1 0
[1,2] 1 0 0 1
[1,3] 0 1 0 −1




S preprostim računom z uporabo linearne algebre dobimo naslednje:
Ker ∂0 ∼= Z
4
Ker ∂1 ∼= Z
3
Im ∂1 ∼= Z
3
Im ∂2 ∼= Z
3
(2.26)
H0 = Ker ∂0/ Im ∂1 ∼= Z
4/Z3 ∼= Z
H1 = Ker ∂1/ Im ∂2 ∼= Z
3/Z3 ∼= 0
H2 = Ker ∂2/0 ∼= Z/0 ∼= Z
(2.27)
Tako dobimo betijeva števila β0 = 1, β1 = 0, β2 = 1 in βi = 0 za i > 2. Eulerjeva
karakteristika je tako enaka
χ(K) = 1− 0 + 1 = 2. (2.28)
Za konec omenimo še, da uporaba homologije ni omejena na topološke prostore,
ampak se pojavlja v mnogih različnih matematičnih diciplinah, saj za njeno defini-
cijo potrebujemo le zaporedje Abelovih grup, povezanih z robnimi morfizmi. Veja
matematike, ki se s homologijo ukvarja bolj abstraktno, se imenuje homološka alge-
bra.
2.5 Vztrajna homologija
Ko analiziramo podatke iz resničnega sveta večinoma podatkov ne dobimo v obliki
simplicialnih kompleksov. Navadno so podatki končne množice točk. Če lahko nad
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tako množico točk definiramo smiselno metriko, lahko za njihovo analizo uporabimo
vztrajno homologijo.
V razdelku 2.2 smo spoznali dva načina, kako lahko iz točkastih podatkov zgra-
dimo simplicialne komplekse, Vietoris-Ripsove in Čechove komplekse. Če parameter
r, ki nastopa v definicijah teh kompleksov zvezno spreminjamo med 0 in ∞, dobimo
filtracijo.
Definicija 21. Filtracija je zaporedje simplicialnih kompleksov
∅ = K0 ⊆ K1 ⊆ · · · ⊆ Kn = K. (2.29)
Včasih bomo parametru r rekli tudi čas.
Za 0 ≤ i ≤ j ≤ n inkluzija ιi,j : Ki →֒ Kj porodi homomorfizme f
i,j
k : Hk(Ki) →
Hk(Kj) na homoloških grupah dimenzije k. Iz filtracije tako dobimo zaporedje ho-
moloških grup, povezanih z veznimi morfizmi
0 = Hk(K0) −→ Hk(K1) −→ · · · −→ Hk(Kn) = Hk(K). (2.30)
Definicija 22. k-ta vztrajna homološka grupa je definirana kot slika homomor-
fizmov induciranih z inkluzijami.
H
(i,j)
k = Im f
i,j
k , (2.31)
za 0 ≤ i ≤ j ≤ n.
Podobno kot prej definiramo tudi k-ta vztrajna betijeva števila βi,jk , ki so
ranki vztrajnih homoloških grup. Hi,jk predstavlja homološke razrede, ki v Ki niso
trivialni, v Kj pa so. Če nek homološki razred netrivialen v Ki, a je trivialen v
Ki−1 pravimo, da se je pri i rodil. Če je nek homološki razred netrivialen v Ki, a
je trivialen v Ki+1, je pri i umrl. Simpleks, ki “ubije” homološki razred, imenujemo
kritični simpleks. Čas pri katerem se to zgodi je kritična točka. Čas pri katerem
se razred a rodi zapišemo tudi kot birth(a), čas pri katerem je umrl pa kot death(a).
Vztrajna betijeva števila v primeru vztrajne homologije s koeficienti v obsegu F
lahko predstavimo kot vztrajnostni diagram PD(X,F). Predstavimo jih s točkami
na razširjeni ravnini R̄2, kjer je R̄ = R∪{∞}. Vsak element vztrajnostnega diagrama
je par (birth(a), death(a)). Pogosto se za vizualizacije uporabljajo tudi črtne kode,
ki vsakemu vztrajnemu homološkemo razredu priredijo črto. Primer take vizualizaije
je na sliki 2.6.
2.5.1 Algoritmi
Najosnovnejši algoritem za računanje vztrajne homologije je algoritem matrične
redukcije. Algoritem za koeficiente homologije uporablja Z2. Da se ga formulirati
tudi v drugih obsegih, navadno Zp, kjer je p praštevilo. Simplekse v K uredimo v
zaporedje σ1, σ2, . . . , σn, v istem vrstnem redu, kot nastopajo v filtraciji, z dodatnim
pogojem, da za lice σi ≤ σj velja i < j.
Iz tega zaporedja zgradimo robno matriko ∂ ∈ Zn×n2 :
∂[i, j] =
{





Slika 2.6: Prikaz filtracije in črtne kode. Vidimo, da na vsakem nivoju število črt
za H0 sovpada število povezanih komponent kompleksa, število črt za H1 pa številu
lukenj v kompleksu. Opazimo tudi kratko črto v H2, ki pa nastane zaradi lastnosti
Vietoris-Rispov kompleksov. Vir slike: [21].
Vrstice in stolpci te matrike so urejeni kot simpleksi v našem zaporedju. Robovi
simpleksov so zabeleženi v stolpcih. Algoritem s stolpičnimi operacijami spremeni
matriko ∂ v matriko R ∈ Zn×n2 . Definirajmo še operator low:




2 . Indeks i je najnižji v j-tem stoplcu
matrike, ali lowM(j) = i, če velja:
mi,j = 1 in mk,j = 0 za vse k > i. (2.33)
Če je celoten j-ti stolpec matrike M enak 0, je lowM(j) = 0.
Algoritem 1 Redukcijski algoritem
1: function Reduce(∂ : Zn×n2 )
2: R = ∂
3: for j in 1 . . . n do
4: while lowR(j) 6= 0 and k < j : lowR(k) = lowR(j) do





Psevdokoda redukcijskega algorita je prikazana v algoritmu 1. V algoritmu smo
z R[:, j] označili j-ti stolpec matrike R. Primer filtracije in matrik je na sliki 2.7. V
najslabšem primeru je časovna zahtevnost tega algoritma O(n3). Čeprav primeri,
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če je lowR(j) = i. Če je i-ti stolpec matrike R enak 0 in za i ni najnižji v nobenem
stolpcu matrike R, pa je v vztrajnostnem diagramu točka (ri,∞).
Poleg tega, osnovnega, algoritma poznamo vrsto različnih algoritmov in optimi-
zacij. Ne bomo našteli vseh, saj jih je preveč, omenili pa bomo nekatere, ki se v
praksi pogosto uporabljajo.
Pogosto se namesto vztrajne homologije računa vztrajna kohomologija [13], saj je
črtna koda pri obeh enaka [12], računanje kohomologije pa je računsko enostavnejše.
Problem kohomologije nastopi, če nas poleg črtne kode zanimajo reprezentativni ci-
kli, ki so baza homoloških grup. V kohomologiji namreč namesto ciklov izračunamo
kocikle, katerih razumevanje je intuitivno bolj zahtevno. Še ena pogosta optimi-
zacija je uporabala algoritma twist [10], ki preskoči nekaj računanja pri izračunu
vztrajne homologije v višjih dimenzijah. Obe te optimizaciji uporablja programski
paket Ripser [3], ki je trenutno med najhitrejšimi dostopnimi algoritmi [30]. Med
novejšimi hitrimi algoritmi je Eirene [25], ki za pospeševanje računanja vztrajne
homologije uporablja teorijo matroidov. Za bolj podrobno primerjavo različnih al-
goritmov predlagamo vir [30].
V tem delu smo se omejili na Vietoris-Rispove in Čechove komplekse, a je vredno
omeniti, da obstaja še mnogo drugih načinov za gradnjo filtracije, kot so kompleksi
s pričo [11], alfa kompleksi [31] in kubični kompleksi [22]. Vsak od teh ima svoje
prednosti in slabosti.
2.6 Vztrajna homologija v geodezični metriki
V tem razdelku si bomo ogledali obnašanje enodimenzionalne vztrajne homologije
v goedezičnih prostorih.
Definicija 24. Geodezičen prostor je metričen prostor (X, d), za katerega velja,
da za vsak par točk x, y ∈ X obstaja vsaj ena pot med x in y v X dolžine d(x, y).
Taki poti pravimo geodetka.
Geodezična krožnica γ je v X izometrično vložena krožnica s svojo geodezično
metriko. V taki krožnici so najkrajše poti po krožnici med pari točk x, y ∈ γ geodetke
v X. Predpostavili bomo, da je prostor X gladka mnogoterost. Opazovali bomo,
kako se v takih prostorih obnašajo Vietoris-Ripsovi kompleksi, pri katerih parameter
r spreminjamo zvezno. Ti simplicialni kompleksi, bodo neskončni, saj je v prostoru
X neštevno mnogo točk.
Za obravnavo homologije v geodezični metriki moramo najprej vpeljati nekaj
definicij in dejstev. Snov tega podpoglavja je podrobno opisana v [33].
1. s-gost vzorec S ⊆ X je končna podmnožica točk iz X, za katerega velja
max
x∈X
d(x, S) ≤ s;
2. r-zanka L je zanka v V(X, r) kot zaporedje točk (x0, x1, . . . , xk, xk+1 = x0) iz
X, kjer je d(xi, xi+1) < r, za vsak i iz 0, 1, . . . , k;
3. zapolnitev r-zanke L je zanka v X, ki jo iz L dobimo tako, da vsaki zaporedni
točki xi in xi+1 povežemo z geodetko;
4. velikost r-zanke L je enaka številu točk v L;
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5. dolžina r-zanke L je enaka
k∑
i=0
d(xi, xi+1). To je dolžina zapolnitve zanke L;
6. r-vzorec zanke α : [0, a] → X, je množica točk 0 ≤ t0 < t1 < · · · < tm ≤ a,
kjer je diamα([ti, ti+1]) < r, za vsak i iz 0, 1, . . . ,m−1 in diam (α([0, t0]) ∪ α([tm, a])) <
r. Gre za vzorčenje zanke α tako, da sta sosednji točki na razdalji, mer-
jeni po zanki α, manjši kot r. Pretežno nas bo zanimala inducirana r-zanka
(α(t0), α(t1), . . . , α(tm));
7. zanki sta r-homotopni, če sta homotopni v V(X, r);
8. zanka je r-kontraktibilna, če je kontraktibilna v V(X, r).
Trditev 6. Naj bo X geodezična mnogoterost in 0 < r < r′.
1. če je L r-zanka, je tudi r′-zanka.
2. če je r-zanka r-kontraktibilna, je tudi r′-kontraktibilna.
3. vsaka r-zanka velikosti 3 je r-kontraktibilna.
4. katerakoli dva r-vzorca zanke sta r-homotopna.
5. r-vzorec zanke dolžine krajše od 3r je r-kontraktibilen.
6. naj bosta α in α′ zanki v X, ki sta v X homotopni. Katerakoli njuna r-vzorca
sta r-homotopna.
7. če je α kontraktibilna zanka v X, je njen r-vzorec r-kontraktibilen.
8. če sta L = (x0, x1, . . . , xk+1 = x0) in L′ = (y0, y1, . . . , yk+1 = y0) r-zanki in
velja maxi∈{0,1,...,k} d(xi, yi) < r − maxi∈{0,1,...,k}{d(xi, xi+1, d(yi, yi+1))}, sta L
in L′ r-homotopni.
9. Število kritičnih simpleksov v filtraciji je končno.
Opremljeni s temi definicijami lahko preskakujemo med zankami v V(X, r) in X.
Glejmo si še naslednja pomembna dejstva.
Trditev 7. Naj bo r < r′. Vezni morfizmi
f i,j1 : H1(V(X, r)) → H1(V(X, r
′)) (2.34)
inducirani z inkluzijami
ιi,j : V(X, r) →֒ V(X, r′) (2.35)
so surjektivni.
Dokaz. Oglejmo si r′-zanko L. Naj bo L′ r-vzorec zapolnitve L. Po trditvi 6.6, je
vsak L′ r′-homotopen L in velja, da je [L′] ∈ H1(V(X, r′)) praslika [L] ∈ H1(V(X, r))
v ιi,j.
Trditev 8. Točke kritičnega trikotnika so vedno na geodetski krožnici.
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Dokaz. Naj bodo točke x0, x1 in x2 točke trikotnika ∆, ki je kritičen, a njegove
točke ne ležijo na geodetski krožnici. Če točke trikotnika povežemo z geodetkami, in
vzamemo r-vzorec dobljene zanke, dobimo orientirano r-zanko L, ki po predpostavki
ni r-vzorec geodetske krožnice. Ker L ni geodetska r-zanka, lahko na njej izberemo
dve točki, y in z, med katerima obstaja geodetka, ki je krajša od poti po L. Njen
r-vzorec označimo z α. Iz L lahko sestavimo dve zanki, L′ = L[z, y] ∗ α in L′′ =
L[y, z] ∗ ᾱ. Tu smo z L[y, z] označili del r-zanke L, ki se začne v y in konča v z, z ᾱ
pa r-pot α z obrnjeno orientacijo. Opazimo, da sta r-zanki L′ in L′′ obe krajši od
L. Velja [L] = [L′] + [L′′] ∈ H1(V(X, r)), saj se v vsoti α in ᾱ pokrajšata.
Homološki razred, ki umre, ko v filtracijo dodamo ∆ je tako vsota dveh drugih,
krajših, homoloških razredov. Ker sta krajša, sta bila ta razreda času dodajanja
trikotnika ∆ že mrtva, torej je bil mrtev tudi [L]. To je protislovje, zato ∆ ne more
biti kritičen trikotnik.
Trditev 9. Kritični trikotniki so enakostranični.
Dokaz. Predpostavimo, da imamo kritični trikotnik ∆, ki ni enakostraničen. Napet
je na geodetsko krožnico dolžine ℓ. Če trikotnik ni enakostraničen, mora imeti vsaj
eno stranico, ki je krajša od ℓ
3
in vsaj eno, ki je od ℓ
3
daljša. Ker je čas, pri katerem
smo v filtracijo dodali trikotnik, enak dolžini njegove najdaljše stranice, mora biti
ta čas za ∆ večji od ℓ
3
. Enakostraničen trikotnik napet na isto geodetsko krožnico
smo dodali pri času ℓ
3
. Imamo torej dva trikotnika, ki ubijeta isti homološki razred,
ki se pojavtia pri različnih časih. Kritičen bo tisti, ki se pojavi prej. Tako pridemo
do protislovja, saj se enakostraničen trikotnik pojavi prej kot ∆, torej ∆ ne more
biti kritičen trikotnik.
Posledica teh trditev je, da z vztrajno homologijo v geodezični metriki izraču-
namo najkrajšo bazo prve homološke grupe prostora X. Najkrajši bazi bomo rekli
tudi optimalna baza. Prva trditev zagotavlja, da kritične točke obstajajo, ostali
trditvi pa nam povesta, da vsak kritični simpleks predstavlja najkrajšo geodetsko
krožnico, ki obdaja luknjo v X.
Pri definiciji algoritma, ki je tema te naloge, bo zelo pomembno tudi to, da so
kritični trikotniki enakostranični. Če se pri iskanju generatorjev vztrajne homolo-
gije omejimo le na geodetske krožnice, ki ustrezajo enakostraničnim trikotnikom,
si namreč lahko prihranimo zelo veliko računanja. Enakostraničnih trikotnikov je
ponavadi, v primerjavi z vsemi ostalimi, zelo malo.
Za konec si brez dokaza oglejmo še stabilnost vztrajne homologije. Ta nam bo
omogočila, da z diskretnim vzorcem prostora X dobimo dober približek za njegove
homološke grupe. Dokaz izreka se nahaja v viru [34].
Trditev 10. Naj bo X kompakten geodezičen prostor, F obseg in S s-gost vzorec X.
Potem obstaja popolno prirejanje Φ : PD(X,F) → PD(S,F) in velja:
• za vsak a, ki ne leži na diagonali PD(S,F), velja birth(a) ≤ 2s;
• za vsak a ∈ PD(X,F) velja death(a) ≤ death(Φ(a)) ≤ death(a) + 2s;
• za vsak a ∈ PD(S,F), ki leži na diagonali vztrajnostnega diagrama, velja
death(a)− birth(a) ≤ s.
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Glavna posledica te trditve je sledeča. Če prostor X aproksimiramo z njegovim
s-vzorcem, bomo dobili ocene najkrajših generatorjev prve homološke grupe X z
natančnostjo 2s.
V naslednjem poglavju si bomo ogledali, kako s pomočjo te teorije sestavimo
algoritem, ki iz vzorca točk za dan parameter r izračuna aproksimacijo vztrajne





Cilj algoritma je oceniti vztrajno homologijo v geodezični metriki za podatke vzor-
čene iz geodezičnega prostora X. Rezultat algoritma bodo geodezični cikli v prostoru
X, ki ustrezajo najkrajšim generatorjem njegove prve homološe grupe s koeficienti v
Z2. Na prvo homološko grupo se bomo omejili, ker je v splošnem za višje homološke
grupe problem iskanja njenih optimalnih generatorjev v Z2 NP-težek problem [9].
Podatki so podani kot vzorec točk P ∈ X vložen v poljuben metrični prostor z
metriko d. Pogosto bo to kar Rn z evklidsko metriko. Predpostavili bomo, da je X
dovolj gladka kompaktna mnogoterost in da je vzorec točk P ⊂ X s-gost. Uvedli
bomo še parameter r ≫ s, ki bo predstavljal resolucijo metode. Metoda bo našla le
generatorje homologije, ki imajo premer večji od 2r.
Ker metrika d v splošnem ni geodezična, bomo v prvem koraku geodezično me-
triko aproksimirali. Če geodezično metriko poznamo, lahko ta korak preskočimo.
Spotoma bomo tudi razredčili vhodno množico podatkov, kar bo olajšalo računanje.
V drugem koraku bomo izračunali vztrajno homologijo v novi metriki. Tu bomo
uporabili nekaj rezultatov iz podpoglavja 2.6, s katerimi bomo olajšali računanje.
V tretjem, zadnjem, koraku bomo rezultat še nekoliko popravili. Odstranili bomo
nekatere kritične simplekse, ki v rezultat ne spadajo in še dodatno skrajšali dolžino
generatorjev.
3.2 Aproksimacija geodezične metrike
Ideja je, da iz množice vhodnih točk P zgradimo utežen graf G = (V,E, ω), v
katerem so nekatere točke V ⊆ P vozlišča, povezave pa imamo med točkami, ki so si
blizu. Uteži povezav so enake razdljam med točkama v povezavi. Za aproksimacijo
geodezične razdalje med točkama u in v vzamemo najkrajšo pot med njima po tem
grafu. To razdaljo bomo označili kot dG.
Načinov kako lahko zgradimo ta graf je več. Najpreprostejši je, da izberemo
kar V = P in E = {(u, v) | u ∈ V, v ∈ V, d(u, v) ≤ r} za nek parameter r > 0.
V takem primeri bi imel graf pri izbiri r ≫ s zelo veliko točk in povezav, kar
bi otežilo računanje. Da se temu izognemo bomo definirali nekoliko bolj zapleten
način grajenja grafa G, ki poleg ocene geodezične metrike zmanjša količino točk, na
katerih računamo vzrajnost.
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Graf G bomo zgradili kot 1-skelet Vietoris-Ripsovega kompleksa na točkah V ⊆
P , kjer bomo točke v izbrali tako, da bojo krogle z radiji r in srediči v v ∈ V pokrile
celotno množico P .
Algoritem 2 Izgradnja grafa G za aproksimacijo geodezične metrike.
1: function ConstructG((P, d) : diskreten metričen prostor, r > 0)
2: I ← P
3: V ← ∅
4: while I 6= ∅ do
5: x ← naključna točka iz I
6: I ← I \ {y ∈ I | d(x, y) ≤ r − s}
7: V ← V ∪ {x}
8: end while
9: E = {(x, y) ∈ S2 | d(p, q) ≤ 2r}
10: ω : (x, y) 7→ d(x, y)
11: return G = (V,E, ω)
12: end function
Psevdokoda algorita za izgradnjo grafa G je prikazana v algoritmu 2. Taka ocena
geodezičnih razdalj je dobra le, če je mnogoterost iz katere smo vzorčili dovolj gladka.
Dokazovanje garancij o kvaliteti naše ocene bi bila prezapletena za to magistrsko
nalogo, zato jo bomo izpustili. V vrstici 6 smo uporabili s, gostoto vzorca. Ocenimo
jo tako, da za vsako točko iz P izračunamo razdaljo do njene najbližje sosede in
kot oceno s vzamemo največjo med njimi. Taka ocena je dobra le, če so točke iz
prostora X vzorčene dovolj enakomerno. Oglejmo si še naslednje:
Trditev 11. Množica V iz algoritma 2 je r-gost vzorec množice X.
Dokaz. Ker je P s-gost vzorec X in je r > s, lahko dokažemo le, da je V (r−s)-gost
vzorec P .
Predpostavimo, da ni, in da obstaja točka x ∈ V , za katero velja d(x, S) > r− s.
Če taka točka obstaja, v algoritmu 2 ni bila odstranjena iz množice I. To pomeni,
da je x ena od točk iz S, kar je protislovje.
Algoritem lahko učinkovito implementiramo z uporabo k-d (ali kakšnih drugih,
podobnih) dreves. Ta nam omogočajo, hitro iskanje točk znotraj krogel z radijem r.
To iskanje je ključno v 6. vrstici algoritma pri odstranjevanju točk iz okolice izbrane
točke in pri oceni gostote vzorca s. Časovne zahtevnosti tega koraka algoritma ne
bomo analizirali, saj je v primerjavi z računanjem vztrajnosti časovno nezahteven.
3.3 Računanje 1-dimenzionalne vztrajnosti
Ko imamo podatke in aproksimacijo geodezične metrike (V, dG), se lahko lotimo
računanja vzrajne homologije. Za to lahko uporabimo kar standardni algoritem,
opisan v podpoglavju 2.5.1. Ker se vztrajnost v geodezični metriki obnaša nekoliko
drugače, lahko uvedemo nekaj optimizacij, ki znatno poenostavijo računanje.
Prva optimizacija, ki jo uvedemo je uporaba skoraj enakostraničnih trikotnikov.
Kot smo izvedeli v trditvi 9, so v enodimenzionalni geodezični vztrajnosti vsi kritični
trikotniki enakostranični. Ker delamo z diskretno množico podatkov, je verjetnost,
da bo trikotnik res enakostraničen, skoraj ničelna. Definirajmo naslednje:
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Definicija 25. 2r-skoraj enakostraničen trikotnik, je trikotnik, pri katerih so
razlike med dolžinami stranic paroma manjše od 2r.
Z drugimi besedami, 2r-skoraj enakotraničen trikotnik je trojica točk (u, v, w) ∈
V 3, kjer velja |dG(u, v) − dG(v, w)| ≤ 2r, |dG(u, v) − dG(u, w)| ≤ 2r in |dG(u, w) −
dG(v, w)| ≤ 2r. Trikotnikom, v katerih so vse tri točke v grafu G sosednje bomo
rekli majhni trikotniki. Vsi majhni trikotniki 2r-skoraj enakostranični.
Pokazati moramo še, da je uporaba 2r-skoraj enakostraničnih trikotnikov smi-
selna. Želeli bi, da vsaki zapolnitvi zanke v G ustreza vsaj en 2r-skoraj enakostrani-
čen trikotnik. Najprej definirajmo geodezične cikle, ki so take zapolnitve geodezičnih
zank.
Definicija 26. Geodezičen cikel v grafu G je cikel γ, za katerega velja
dγ(x, y) = dG(x, y) za vsak x ∈ γ, y ∈ γ, (3.1)
kjer smo z dγ označili dolžino najkrajše poti po ciklu.
Geodezični cikli so tako ciklični podgrafi v G brez bližnjic. Pokažimo še, da
vsakemu geodezičnemu ciklu res ustreza vsaj en 2r-skoraj enakostraničen trikotnik.
Lema 1. Naj bo G = (V,E, ω) utežen cikličen graf, kjer za vsako utež ωi velja
r ≤ ωi ≤ 2r za nek r > 0. V tem grafu lahko izberemo tri vozlišča, a, b in c, tako da
je dolžina se dolžine najkrajših poti med pari vozlišč razlikujejo kvečemu za 2r.
Dokaz. Naj bo dolžina cikla v grafu ℓ. Predpostavimo, da je ℓ ≥ 3r, saj bi bil sicer
pogoj izpolnjen. Izberimo poljubno točko a na ciklu. Točki b in c izberemo kot točki,
ki sta od a vsaka v svojo smer oddaljeni kar se da blizu ℓ
3
. Z α, β in γ označimo
dolžine poti med temi tremi točkami tako, da velja α ≤ β ≤ γ. Ker so razdalje med





Zato je v najslabšem primeru γ − α = 3r.
Če katero od točk a, b ali c premikamo po ciklu s tem spreminjamo dve izmed
α, β in γ, kjer se ena vedno skrajša za isto količino kot se druga podaljša, tretja pa
ostane nespremenjena. Z vsakim takim premikom se obe vrednosti spremenita za
r + ε, za ε ∈ [0, r].
Predpostavimo, da je γ−α = 2r+δ, za δ ∈ [0, r], saj bi bil sicer pogoj izpolnjen.
Izvedemo premik α′ = α + r + ε in γ′ = γ − r − ε, za nek ε ∈ [0, r]. Vrednost β se
nahaja nekje na intervalu [α, γ]. Ker je problem simetričen, lahko predpostavimo,
da velja β = γ − ζ za nek ζ ∈ [0, 3
2
r]. Pred premikom velja naslednje:
γ − α = 2r + δ,
γ − β = ζ,
(3.2)
po premiku pa velja:
|γ′ − α′| =
|γ − r − ε− α− r − ε| =
|2r + δ − 2r − 2ε| =
|δ − 2ε| ≤ 2r,
(3.3)
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|β − α′| =
|γ − ζ − α− r − ε| =
|2r − ζ + δ − r − ε| =
|r − ζ + δ − ε| ≤ 2r,
(3.4)
|β − γ′| =
|ζ − γ + r + ε| =
|0− ζ + r + ε| ≤ 2r.
(3.5)
Tako je lema dokazana.
Ker v standarnem algoritmu ne moremo izvajati redukcije le z enakostraničnimi
trikotniki, moramo prvih nekaj korakov redukcije preskočiti. To storimo tako, da
trikotnike nadomestimo z njihovimi zapolnitvami v grafu G. Dobimo jih tako da
vsak par vozlišč trikotnika povežemo z najkrajšo potjo po grafu G med njima. Kot
smo izvedeli v trditvi 8, bo zapolnitev kritičnega trikotnika geodezičen cikel.
Iz matrike geodezičnih razdalj lahko poiščemo 2r-skoraj enakostranične triko-
tnike, kot je prikazano v algoritmu 3. V algoritmu je uporabljena funkcija SortedEdges(),
ki uredi “povezave” v matriki po velikosti. S tem poskrbimo za to, da so vrnjeni tri-
kotniki urejeni po dolžini najdaljše stranice. Tako so dovolj dobro urejeni tudi obsegi
trikotnikov, saj je pri dolžini najdaljše stranice ℓ obseg 2r-skoraj enakostraničnega
trikotnika med 3ℓ in 3ℓ− 4r.
Oglejmo si še časovno zahtevnost algoritma za iskanje trikotnikov. Sortiranje
vrednsti v matriki ima časovno zahtevnost O(n2 log n2), obe zanki skupaj pa imata
časovno zahtevnost O(n3). Zahtevnost celotnega algoritma je torej O(n3). Prostor-
ska zahtevnost algoritma je O(n2), saj v resnici ni potrebno, da množico rezultatov
R dejansko hranimo, ampak lahko trikotnike sproti obdelujemo. Tako potrebujemo
le O(n2) prostora za matriko M in urejene robove E. Ker je velikost vhoda O(n2),
število trikotnikov pa je v teoriji največ O(n3), je algoritem za iskanje trikotnikov
prostorsko in časovno asimptotično optimalen.
Algoritem 3 Algoritem za računanje 2r-skoraj enakostraničnih trikotnikov.
1: function RTriangles(M : Rn×n, 2r ≥ 0)
2: E ← SortEdges(M)
3: R ← ∅
4: for i, j in E do
5: for k in 1 . . . n do
6: a ← M [i, j]; b ← M [i, k]; c ← M [j, k]
7: if a ≥ |a− b| ≤ 2r and |a− c| ≤ 2r and |b− c| ≤ 2r then







3.3. Računanje 1-dimenzionalne vztrajnosti
Slika 3.1: Trikotnika na sliki sta enakostranična, a ne ležita na geodetski krožnici.
Rožnate točke so točke trikotnika, povezave pa imajo vse enako dolžino.
V enodimenzionalni geodezični vztrajnosti vsi kritični trikotniki ležijo geodetskih
krožnicah. Večina krožnic, ki jih dobimo iz 2r-skoraj enakostraničnih trikotnikov ni
geodetskih, zato jih lahko presokičmo. Primer trikotnikov, ki ne ležita na geodetskih
krožnicah, a sta enakostranična, je prikazan na sliki 3.1.
Ali trikotnik ∆ leži na geodetski krožnici, preverimo tako, da za vsak par vozlišč
u, v na krožnici preverimo, če najkrajša pot med njima poteka skozi eno od vozlišč
trikotnika. Torej mora za vsak par točk u,v iz zapolnitve ∆ veljati dG(u, v) =
min
x∈∆
dG(u, x)+dG(v, x). V psevdokodi bomo preverjanje, ali je krožnica σ geodezična
v G predstavili kot klic funkcije IsGeodesic(G, σ).
3.3.1 Glavni del algoritma
Glavni algoritem je prikazan v algoritmu 4. V vrstici 5 smo z G.M označili matriko
razdalj po grafu. Z low(σ) smo označili zadnji indeks povezave v σ, če povezave inde-
ksiramo po velikosti, tako, da ima najkrajša povezava indeks 1. Funkcija Filling()
vrne zapolnitev trikotnika. Seštevanje v vrstici 10 je seštevanje v Z2.
Vidimo, da gre za običajen redukcijski algoritem, kot smo ga že videli v po-
glavju 2.5.1, z nekaterimi spremembami. Namesto simpleksov v algoritmu upo-
rabljamo geodetske krožnice, napete okrog 2r-skoraj enakostraničnih trikotnikov.
Druga sprememba je v tem, da nas ne zanima črtna koda rezultata, ampak kot re-
zultat vračamo kritične krožnice, ki sovpadajo z najkrajšimi generatorji homologije
kompleksa G.
Algoritem v tej obliki poleg rezultata vrne vse majhne trikotnike v G, ki pa so
v X 2r-kontraktibilni. Kako jih odstranimo bomo videli v naslednjem delu tega
poglavja.
Oglejmo si še časovno zahtenvost računanja geodezične vztrajnosti. Z n ozna-
čimo število vozlišč v grafu G. Matriko razdalj v grafu in najkrajše poti med točkami
izračunamo s pomčjo Floyd-Warshallovega algoritma [20], ki teče v O(n3). V prej-
šnjem razdelku smo videli, da ja iskanje trikotnikov, katere bomo obdelali O(n3).
Ker je možnih vnosov v R enako številu povezav v graf G, O(n2), se vsaka zanka
v 9. vrstici se izvede največ n2-krat. Klica IsGeodesic() in Filling() sta proti
temu zanemarljiva. Kot časovno zahtevnost tega algoritma tako dobimo O(n5). To
se na prvi pogled zdi veliko, a če upoštevamo to, da večina trikotnikov ni enakostra-
ničnih, večina krožnic, na katerih ležijo trikotniki ni geodezičnih in to, da je v praksi
redukcijski algoritem rahlo superlinearen glede na število simpleksov, ugotovimo, da
je v praksi zahtevnost algoritma bistveno manjša. Kljub temu se da konstruirati
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Algoritem 4 Algoritem za računanje enodimenzionalne geodezične vztrajnosti.
1: function GeodesicPersistence((P, d) : metričen prostor, r > 0)
2: G ← ConstructG(A, r)
3: R ← ([ ])∞i=1
4: O ← ∅
5: for ∆ ∈ RTriangles(G.M, 2r) do
6: σ ← Filling(G,∆)
7: if IsGeodesic(G, σ) then
8: σ′ ← σ
9: while low(σ′) 6= 0 and R[low(σ′)] 6= 0 do
10: σ′ ← σ +R[low(σ′)]
11: end while
12: if low(σ′) 6= 0 then
13: R[low(σ′)] ← σ′






primere, pri katerih bo algoritem zelo počasen.
Poleg izhodnih ciklov algoritem porabi O(n2) prostora, saj sta te velikosti ma-
trika G.M in seznam R.
3.4 Postprocesiranje
Za konec lahko rezultate še nekoliko izboljšamo. Algoritem vrača vrača vse majhne
trikotnike v G, ki pa so v resnici vsi 2r-kontraktibilni. V zadnjem koraku zato
z upoštevanjem vseh točk P nad vsakim kritičnim ciklom σ izvedemo operacijo
Contract(σ, (P, d)), ki je opisana v algoritmu 5 in prikazana na sliki 3.2.
Ideja je, da točke cikla obiskujemo v krogu in vsako nadomestimo s točko iz
P , ki je najbližnje sosedoma. Na ta način se dolžina cikla vedno manjša. Če se
njen premer skrči pod mejo detekcije algoritma, ki je 2r, jo iz rezultata odstranimo.
Po takem procesiranju ostanejo le geodetske krožnice, ki res obdajajo luknje v X s
premerom večjim od 2r. Proces krčenja je proti ostalim delom algoritma časovno
nezahteven.
Pri implementaciji spet za iskanje najbližjih točk uporabimo k-d drevo. Lahko
uporabimo kar isto drevo, kot smo ga uporabili pri aproksimaciji metrike.
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Algoritem smo implementirali v programskem jeziku Julia [5]. Pri implementaciji
sta nam bili v veliko pomoč knjižnica za delo z grafi LightGraphs.jl [32], knjižnica
za iskanje najbližjih sosedov NearestNeihbors.jl [7] in knjižnica za risanje grafov
Plots.jl [26]. Koda algoritma je dostopna na spletnem naslovu https://github.
com/mtsch/IntrinsicPersistence.jl.
V tem poglavju si bomo ogledali nekaj rezultatov. Začeli bomo s preizkusom
algoritma na vzorcih iz štirih ploskev, vloženih v R3. Algoritem sicer deluje tudi za
druge vrste prostorov, a so ploskve zaradi preproste vizualizacije najbolj primerne
za prikaz rezultatov. Vse ploskve smo parametrizirali kot funkcije dveh parametrov,
θ ∈ [0, 1] in ϕ ∈ [0, 1]. Iz ploskev smo vzorčili 10.000 točk. Vzorčili smo tako, da smo
za vsak vzorec za θ in ϕ izbrali naključni točki. Tako vzorčenje ne da enakomernih
rezultatov, a računamo na to, da bo točk dovolj, da to ne bo predstavljalo večjih
problemov.
Rezultati so opisani v tabeli 4.2, kjer so stolpci sledeči.
• Parametrizacija ploskve X kot funkcije (θ, ϕ) ∈ [0, 1]× [0, 1];
• Slike ploskve, točk, grafov in rezultatov;
• β1: prvo betijevo število ploskve;
• ℓ: dolžine optimalnih generatorjev prve homološke grupe ploskve;
• r: vrednosti parametra r;
• |G|: število točk v grafu G;
• t: čas izvajanja na računalniku s procesorjem Intel R©CoreTM i5–4200U in 8Gb
pomnilnika;
• β̂1: izračunano prvo betijevo število;
• ℓ̂: izračunane dolžine prvih β1 generatorjev prve homološke grupe;
V rezultatih opazimo, da je za dober rezultat pomembna primerna izbira para-
metra r. Če je r prevelik, ne dobimo vseh generatorjev, če je premajhen, pa se čas
izvajanja znatno poveča.
Pri manjših vrednostih r poleg generatorjev homologije prostora X dobimo še
mnogo drugih, krajših generatorjev. Te so posledica neenakomernega vzorčenja točk.
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r avg β1 max β1 min β1 avg ℓ max ℓ min ℓ
1.5 0 0 0
0.5 2 2 2 6.21, 6.21 6.29, 6.30 6.15, 6.13
0.2 17.7 26 9 6.46, 6.44 6.60, 6.68 6.35, 6.34
Tabela 4.1: Povprečne (avg), največje (max) in najmanjše (min) vrednosti izra-
čunanih Betijevih števil β1 in dolžin prvih dveh generatorjev ℓ za torus pri 100
ponovitvah.
Kot opazimo pri tretji in četrti (sliki 4.3 in 4.4) ploskvi teh krajših generatorjev sko-
raj ni, saj sta manj ukrivljeni in je posledično vzorčenje bolj enakomerno. Oglejmo
si še rezultat za prvo ploskev (torus) z vrednostjo parametra r = 0.2 z vzorcem
velikosti 1,000,000 točk, ki je prikazan na sliki 4.5. Opazimo, da v tem rezultatu
majhnih generatorjev ni.
Kot primer občutljivosti na vrednost r, si oglejmo še drugo ploskev, asimetrični
torus (slika 4.2). Ploskev je nekoliko večja od ostalih, poleg tega pa je zelo ukrivljena,
kar pomeni, da je vzorec nekoliko slabši. Parameter r = 0.2 je tako premajhen in
dobljeni rezultati so napačni, saj algoritem ni odkril največjega generatorja.
Če primerjamo dolžine generatorjev ℓ z ocenami ℓ̂, opazimo, da so napake res
manjše od 2r.
Omenimo še, da je algoritem grajenja grafa naključnosten, kar pomeni, da bodo
ob več ponovitvah rezultati nekoliko različni. V tabeli 4.1 so prikazane vrednosti
Betijevih števil in dolžin generatorjev, ki smo jih dobili po 100 ponovitvah algoritma
na množici podatkov vzorčeni iz torusa. Opazimo, da rezultati ne variirajo preveč
in da pri srednje veliki vrednosti r rezultate nekoliko podcenimo, pri manjšem r pa
jih precenimo. Do tega pride zato, ker je aproksimacija krožnice pri večjem r skoraj
enakostraničen mnogokotnik, pri manjšem r pa ne teče naravnost, ampak nekoliko
vijuga.
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Parametrizacija ploskve Slike β1 ℓ r |G| t β̂1 ℓ̂
(θ, ϕ) 7→
(R + r cos 2πθ) cos 2πθ
(R + r cos 2πθ) sin 2πθ
r sin θ
4.1 2 2π, 2π
1.5 23 2.0s 0
0.5 203 3.1s 2 6.27, 6.27
0.2 1068 25.2s 24 6.44, 6.43
(θ, ϕ) 7→
(R + r cos 2πθ) cos 2πθ
(R + r cos 2πθ) sin 2πθ
r sin 2πθ sin 2πϕ+ 2
4.2 2 4π, 2π
1.5 91 1.6s 1 12.8
0.5 724 12.3s 14 13.9, 6.29
0.2 3069 258s 416 18.7, 18.1
(θ, ϕ) 7→
3θ
cos 2πϕ(2(1− θ)2 + 1)
sin 2πϕ(2(1− θ)2 + 1)
4.3 1 2π
1.5 16 0.4s 16
0.5 113 1.7s 113 6.20
0.2 622 8.7s 622 6.41
(θ, ϕ) 7→
4θ
cos 2πϕ(2− (2θ − 1)2 + θ)
sin 2πϕ(2− (2θ − 1)2 + θ)
4.4 1 2π
1.5 21 0.4s 0
0.5 166 2.4s 1 6.41
0.2 886 17s 3 6.70




Kot bolj realističen primer podatkov si bomo ogledali rezultat računanja homološke
baze človeškega okostja.
Uporabili bomo množico podatkov [28]. Množica vsebuje 1.218.973 točk. Točke
ležijo v kvadru [0, 459] × [−481, 790] × [64, 353]. Rezultate smo poračunali z vre-
dnostmi parametra r = 100, r = 50 in r = 20. Rezultati so prikazani na sli-
kah 4.6, 4.7 in 4.8. Teoretičnih generatorjev prve homološke grupe človeškega okostja
sicer ne poznamo, a opazimo, da rezultati sovpadajo z večjimi luknjami v okostju.
Opazimo tudi, da so se v vseh primerih roke spojile s prsi. Temu bi se lahko izognili
z manjšo vrednostjo parametra r, a je žal pri takih vrednostih graf G tako velik in













V tem delu smo predstavili algoritem za računanje enodimenzionalne homologije v
geodezični metriki in njegovo teoretično podlago. S pomočjo tega algoritma lahko
izračunamo aproksimacije najkrajših generatorjev prve homološke grupe prostora,
iz katerega podatki izhajajo. Predstavili smo tudi našo implementacijo algoritma v
programskem jeziku Julia.
Ob primerni izbiri parametra r, vrača algoritem dobre rezultate. Kljub teoretični
garanciji, da bo dolžina generatorjev ocenjena do 2r natančno, je aproksimacija
pogosto še boljša. Pri majhnih vrednostih parametra r algoritem poleg generatorjev
homoloških grup odkrije majhne luknje in neenakomernosti v vzorcu podatkov. To
bi lahko bilo uporabno za usmerjeno izboljševanje vzorcev, saj poleg informacije, da
luknja obstaja, dobimo tudi natančno informacijo o tem, kje se nahaja.
Glavni problem algoritma je to, da sta kvaliteta rezultata in čas izvajanja zelo
odvisna od izbire parametra r. Če je vzorec podatkov zelo velik, je lahko računanje,
tudi pri večjih r, zamudno. V rezultatih smo predstavili samo podatke vložene v tri-
dimenzionalni evklidski prostor, ki se lahko vizualizirajo. V praksi so lahko podatki
višjedimenzionalni, ali pa uporabljajo kakšno drugačno metriko, kar zaplete vizua-
lizacijo. To je lahko problematično, ker nam ravno vizualizacija pomaga ugotiviti,
če smo z našo aproksimacijo geodezične metrike dobro zajeli obliko prostora.
Med razvojem algoritma smo imeli še nekaj idej, katerih nismo mogli vključiti.
Na začetku razvoja smo se omejili na aproksimacijo geodezične metrike, za raču-
nanje vztrajne homologije smo pa smo uporabili znan programski paket Ripser [3].
Za ta namen smo razvili ovojnik, ki nam je omogočal uporabo Ripserja iz pro-
gramskega jezika Julia. Koda tega ovojnika je dostopna na https://github.com/
mtsch/Ripser.jl. Ker Ripser ne vrača reprezentativnih ciklov homologije in ker
smo hoteli raziskati optimizacije, ki jih prinaša uporaba geodezične vztrajnosti, smo
njegovo uporabo opustili.
Kot je opisano v viru [33], je z uporabo podobne teorije možno izračunati tudi
vztrajno fundamentalno grupo geodezičnih prostorov. Na žalost je računanje fun-
damentalnih grup v splošnem NP-težek problem. To sledi iz tega, da je že samo
ugotavljanje tega, ali pri dveh zapisih elementa grupe govorimo o istem elementu
grupe NP-težko [17].
Druga ideja je bila uporaba večrazsežne vztrajnosti [6], s pomočjo katere bi
se lahko izognili parametru r, saj bi prva dimenzija vztrajnosti tekla po dolžini
generatorjev, druga pa po parametru r. Izkazalo se je, da je ideja konceptualno
precej bolj zapletena in računsko prezahtevna.
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Trenutna implementacija algoritma kot vhodne množice podaktov podpira le
končne množice točk s poljubno metriko in grafe. Dalo bi se jo prilagoditi še na
druge vrste podatkov, kot so množice poligonov, slike in ploskve aproksimirane s
krivuljami. Implementacija takih posplošitev ne bi bila konceptualno zahtevna, a bi
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