Semiparametric Fixed-Effects Estimator by Fran�ois Libois & Vincenzo Verardi
 
SEMIPARAMETRIC FIXED-EFFECTS   
ESTIMATOR 
FRANÇOIS LIBOIS & VINCENZO VERARDI 
WP 1201 
DEPARTMENT OF ECONOMICS  
WORKING PAPERS SERIES Semiparametric Fixed-Eﬀects Estimator∗
Fran¸ cois Libois†and Vincenzo Verardi‡
Abstract
This paper describes the Stata implementation of Baltagi and Li’s (2002) series
estimator of partially linear panel data models with ﬁxed eﬀects. After a brief
description of the estimator itself, we describe the new command xtsemipar.W e
then simulate data to show that this estimator performs better than a ﬁxed eﬀect
estimator if the relationship between two variables is unknown or quite complex.
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1 Introduction
The objective of this note is to present our Stata implementation of Baltagi and Li’s
(2002) series estimation of partially linear panel data models.
The structure of the note is the following: section 2 describes Baltagi and Li’s (2002)
ﬁxed eﬀects semiparametric regression estimator is described. Section 3 presents the
implemented Stata command (xtsemipar). Some simple simulations assessing the
performance of the estimator are shown in Section 4. Section 5 concludes.
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12 Estimation method
2.1 Baltagi and Li’s (2002) semiparametric ﬁxed eﬀects re-
gression estimator
Consider a general panel data semiparametric model with distributed intercept of the
type:
yit = xitθ + f(zit)+αi + εit,i =1 ,...,N;t =1 ,...,T where T< <N (1)
To eliminate the ﬁxed eﬀects αi,ac o m m o np r o c e d u r e ,i n t e ra l i a ,i st od i ﬀ e r e n c e( 1 )
over time which leads to
yit − yit−1 =( xit − xit−1)θ +[ f(zit) − f(zit−1)] + εit − εit−1 (2)
An evident problem here is to estimate consistently the unknown function of z ≡
G(zit,z it−1)=[ f(zit) − f(zit−1)]. What Baltagi and Li (2002) propose is to approxi-
mate f(z)b ys e r i e spk(z)( a n dt h e r e f o r ea p p r o x i m a t eG(zit,z it−1)=[ f(zit)−f(zit−1)] by
pk(zit,z it−1)=[ pk(zit)−pk(zit−1)]) where pk(z)a r et h eﬁ r s tk terms of a sequence of func-
tions (p1(z),p 2(z),...). They then demonstrate the
√
N normality for the estimator of
the parametric component (i.e., ˆ θ)a n dt h ec o n s i s t e n c ya tt h es t a n d a r dn o n - p a r a m e t r i c
rate of the estimated unknown function (i.e., ˆ f). Equation (2) therefore boils down to
yit − yit−1 =( xit − xit−1)θ +[ p
k(zit) − p
k(zit−1)]γ + εit − εit−1 (3)
which can be estimated consistently using ordinary least squares. Having estimated
ˆ θ and ˆ γ,i ti se a s yt oﬁ tt h eﬁ x e de ﬀ e c t sˆ αi and go back to (1) to estimate the error
component residual
ˆ uit = yit − xitˆ θ − ˆ αi = f(zit)+εit. (4)
The curve f can be ﬁtted by regressing ˆ uit on zit using some standard non-parametric
regression estimator.
2At y p i c a le x a m p l eo fpk series is spline which is a fractional polynomial with pieces
deﬁned by a sequence of knots c1 <c 2 <. . .<c k where they join smoothly.
The simplest case is a linear spline. For a spline of degree m the polynomials and
their ﬁrst m−1 derivatives agree at the knots, so that m−1d e r i v a t i v e sa r ec o n t i n u o u s
(see Royston and Sauerbrei, 2007 for further details)
















z − cj if z>c j
0o t h e r w i s e
The problem here is that successive terms tend to be highly correlated. A probably
better representation of splines is a linear combinations of a set of basic splines called
(kth degree) B-splines which are deﬁned, for a set of k +2c o n s e c u t i v ek n o t sc1 <c 2 <
... < ck+2 as











B-splines are intrinsically a rescaling of each of the piecewise functions. The tech-
nicalities of this method are beyond the scope of this paper and we refer the reader to
Newson (2001) for further details.
We implemented this estimator in Stata under the command xtsemipar.W ed e -
scribe the command here below.
3 The xtsemipar command
The xtsemipar command ﬁts Baltagi and Li’s double series ﬁxed-eﬀects estimator in
the case of one single variable entering the model nonparametrically.
The general syntax for the command is:
xtsemipar varlist [if][ in][ weight], nonpar(varname)[ generate([string1] string2)
degree(#) nograph spline bwidth(#) robust cluster(varname) ci level(#)]
3The ﬁrst option, nonpar,i sm a n d a t o r y .I td e c l a r e sw h i c hv a r i a b l ee n t e r st h em o d e l
nonparametrically. None of the remaining options are compulsory. The user has the
opportunity to recover the error component residual - the left hand side of equation (4) -
whose name can be chosen by specifying string2.T h i se r r o rc o m p o n e n tc a nt h e nb eu s e d
to draw any kind of nonparametric regression. Since the error component has already
been partialled out from ﬁxed eﬀects and from the parametrically dependent variables,
this amounts to estimating the net nonparametric relation between the dependent and
the variable that enters the model nonparametrically. By default, xtsemipar reports
one estimation of this net relationship. string1 allows to reproduce the values of the
ﬁtted dependent variable. It is worth noting that the plot of residuals is re-centered
around its mean. The remaining part of this section describe options that aﬀect this
ﬁt.
A key option in the quality of the ﬁt is degree.I t d e t e r m i n e s t h e p o w e r o f t h e
B-splines that are used to estimate consistently the function resulting from the ﬁrst
diﬀerence of f(zit)a n df(zit−1)f u n c t i o n s . B yd e f a u l ti ti ss e tt o4 . I ft h enograph
option is not speciﬁed, i.e. the user wants the graph of the nonparametric ﬁt of the
variable in nonpar to appear, degree will also determine the degree of the local weighted
polynomial ﬁt used in the epanechnikov kernel performed at the last stage ﬁt. If spline
is speciﬁed, this last nonparametric estimation will also be estimated by the B-spline
method and degree is then the power of these splines. More details about B-spline
can be found in Newson (2001). The bwidth option can only be used if spline is not
speciﬁed. It gives the half-width of the smoothing window in the epanechnikov-kernel
estimation. If left unspeciﬁed, a rule-of-thumb bandwidth estimator is calculated and
used (see lpoly for more details).
The remaining options refer to the inference. The robust and cluster options
correct the inference respectively for heteroskedasticity and for clustering of error terms.
In the graph, conﬁdence intervals can be displayed by a shaded area around the curve of
ﬁtted values by specifying the option ci. Conﬁdence intervals are set to 95% by default,
4however it is possible to modify them by setting a diﬀerent conﬁdence level through
the level option. This aﬀects the conﬁdence intervals both in the nonparametric and
in the parametric part of estimations.
4 Simulation
In this section we show, using some simple simulations, how xtsemipar behaves in ﬁnite
samples. At the end of the section we illustrate how this command can be extended to
tackle some endogeneity problems.
In brief, the simulation setup is a standard panel ﬁxed-eﬀects of 200 individuals
over 5 time periods (1000 observations). For the design space, four variables x1, x2,















Variable d is categorized such that ﬁve individuals are identiﬁed by each category of
d.I np r a c t i c ew eg e n e r a t et h e s ev a r i a b l e si nat w o - s t e pp r o c e d u r ew h e r ex’s have two
components. The ﬁrst one is ﬁxed for each individual and is correlated with d.T h e
second one is a random realization for each time period.
500 replications are carried-out and for each replication an error term e is drawn
from a N(0,1). The dependent variable y is generated according to DGP: y = x1 +
x2 −x3 −2∗x2
3 −0.25∗x3
3)+d+e. As it is obvious from this estimation setting, mul-
tivariate regressions with individual ﬁxed eﬀects should be used if we want to estimate
consistently the parameters. So, we regress y on the x’s using three regression models.
5Table 1: Comparison between xtsemipar and xtreg
Bias x1 Bias x2 MSE x1 MSE x2
xtsemipar with nonparametric control for x3 -0.0006 -0.0007 0.00536 0.00399
xtreg with linear control for x3 -0.2641 0.03752 0.07383 0.00462
xtreg with second and third order polynomial control for x3 -0.0023 -0.0009 0.00410 0.00321
1. xtsemipar considering that x1 and x2 enter the model linearly and x3 non-
parametrically.
2. xtreg considering that x1, x2 and x3 enter the model linearly.
3. xtreg considering that x1 and x2 enter the model linearly whereas x3 enters the
model parametrically with the correct polynomial form (i.e. x2
3 and x3
3).
Table 1 reports the bias and mean squared error (MSE) of coeﬃcients associated
with x1 and x2 for the three regression models. What we ﬁnd is that Baltagi and
Li’s (2002) estimator performs much better than the usual ﬁxed eﬀect estimator with
linear control for x3, both in terms of bias and eﬃciency. As expected, the most
eﬃcient and unbiased estimator remains the ﬁxed eﬀect estimator with the appropriate
polynomial speciﬁcation. However this speciﬁcation is generally unknown. Figure 1
displays the average non-parametric ﬁt of x3 (plain line) obtained in the simulation
with the corresponding 95% band. The true DGP is represented by the dotted line.
If we want eﬃcient and consistent estimates of parameters, estimations relying on
the correct parametric speciﬁcation are always better. Nevertheless, this correct form
has to be known. It could be argued that a suﬃciently ﬂexible polynomial ﬁt could be
preferable than to a semi-parametric model. This is however not the case. Indeed let’s
consider the same simulation setting described above, but now the dependent variable y
is created according to the new DGP y = x1+x2+3sin(2.5x3)+d+e. Figure 2 reports
the average non-parametric ﬁt of x3 in a black solid line, with a 95% conﬁdence band
around it. The dotted grey line represents the true DGP which is quite close to the
6Figure 1: Average semi-parametric ﬁt of x3
average ﬁt estimated by xtsemipar using a 4th order kernel regression with a bandwith
set to 0.33. The dashed grey line is the average 4th order polynomial ﬁxed-eﬀects
parametric ﬁt. As it is clear from this ﬁgure, xtsemipar provides a much better ﬁt for
this quite complex DGP. xtsemipar can also ease up the identiﬁcation of the relevant
parametric form and avoid some trial and error that often faces applied researchers.
In much of the empirical research in applied economics, measurement errors, omit-
ted variable bias and simultaneity are common issues that can be solved through IV
estimation. Baltagi and Li (2002) extend their results to address this kind of problems
and establish the asymptotic properties for a partially linear panel data model with
ﬁxed eﬀects and possible endogeneity of the regressors. In practice, our estimator can
be used within a two-step procedure to obtain consistent estimates of the β’s. In the
ﬁrst stage, the right-hand side endogenous variable has to be regressed (and ﬁtted)
by using (at least) one valid instrument. It should be noted that at this stage of the
procedure, the non-parametrical variable enters linearly into the estimation procedure.
7Figure 2: Average semi-parametric ﬁt of x3
In the second stage, the semi-parametric ﬁxed eﬀect panel data model can be used to
estimate the relation between the dependent variable and the set of regressors. The
non-parametrical variable now enters the model nonparametrically, exactly as explained
before. If the instrument is valid, this procedure leads to consistent estimations.
Another problem can arise if the non-parametrical variable is subject to endogeneity
problems. In this case, we suggest, as ﬁrst step of the estimation procedure, to use a
control functional approach as explained by Ahamada and Flachaire (2008). However
we believe that the technicalities associated to this method go well beyond the scope
of this note.
5 Conclusion
In econometrics, semiparametric regression estimators are becoming standard tools for
applied researchers. In this paper, we present Baltagi and Li’s (2002) series semipara-
8metric ﬁxed eﬀects regression estimator. We then introduce the Stata codes we created
to implement it in practice. Some simple simulations to illustrate the usefulness and
the performance of the procedure are also shown.
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