Processes
jwj
The length of a word or subsequence w.
A w
The set of (bi-infinite) sequences which match the word w.
X
The -field on X Z generated by the cylinder sets.
F
The future -field, subset of X. H
The history -field, subset of X. P A probability distribution on measureable space 0 X Z ; X 1 .
P
A process, which is a measure space 0 X Z ; X; P 1 in which P is stationary.
N
The set of bad histories, on which we do not condition.
R
The set of non-null history suffixes -that is, the set of words with positive probability -on which conditioning is well defined.
P(1js)
The conditional distribution on the future induced by a word s. If s 2 R, P(1js) is a reachable process state. 
A
A process state, which is a conditional distribution on the future induced by conditioning on a history, a history suffix, or both.
Hidden Markov Models

V
Set of presentation states or Markov chain states.
jV j
The size -that is, number of elements -of V .
The initial distribution of a Markov chain or an HMM, which we always take to be stationary.
P
The transition matrix of a Markov Chain (V; P; ).
i, j Indices which refer to specific presentation states.
k An index which refers to a symbol in the alphabet X .
T k
A joint matrix of a Hidden Markov Model, also sometimes referred to as a transition matrix. Note that the superscript k is an index, not an exponent.
T k ij
An entry in a joint matrix: if the HMM is in the presentation state i, T k ij is the probability that the HMM will make a transition to presentation state j and emit the symbol k. contains one matrix for each symbol k 2 X .
B
The output matrix for an HMM which emits symbols from states rather than from transitions. Such an HMM may be converted to joint matrix form by assigning T k ij = P ij B jk .
1
A column vector containing all 1s. Size is implied by context. , Mixed states of an HMM, which are row vectors satisfying 1 = 1.
W
The space of all signed measures on the future.
U
The span of the reachable process states, which is a subspace of W .
Generalized Hidden Markov Models
M Conjugation matrix, which is an invertible unit-sum matrix.
H, F
History and future vector spaces, which are spaces of row and column vectors.
K F
The subspace of H consisting of all vectors which are sent to zero by multiplication on the right by every vector in F.
K H
The subspace of F consisting of all vectors which are sent to zero by multiplication on the left by every vector in H. 
Reconstruction q i
The ith word in a fixed ordering of X 3 .
P
The N 2 N matrix with entries P ij = P(q j jq i ).
The jW 0 j 2 jS 0 j truncation of P containing those rows and columns which correspond to words in the large wordlists W 0 and S 0 respectively.
(sjw)
The frequency-count estimate of P(sjw) estimated from sample data.
P
A jW 0 j 2 jS 0 j approximation to P estimated from sample data.
r(w)
The row of P which corresponds to the word w. c(s)
The column of P which corresponds to the word s.
r 0 (w)
The sub-row of r(w) containing only those columns corresponding to words in S c 0 (s)
The sub-column of c(s) containing only those rows corresponding to words in W .
G
The submatrix of P containing those rows and columns which correspond to words in the wordlists W and S respectively. G is normally chosen to be invertible.
C k
The jWj 2 jSj matrix with entries C k ij = P(ks j jw i ).
B k
A joint matrix of the reconstructed presentation, given by
Appendix B Selected Probability Theory
This appendix outlines selected elements of probability theory that are used in this dissertation. For a thorough presentation of this material, see any text on the subject, for example [14, 13] .
B.1 Kolmogorov's Extension Theorem and Process Existence
The purpose of this section is to prove the following theorem, which is our tool for
showing that processes exist. 
This result is derived from Kolmogorov's extension theorem, which appears in the literature in several forms. None of the forms the author has seen, however, can be transformed into the form we need without an unreasonable amount of manipulation, thus this section. We will use R n and R N to refer to the Borel -fields on R n and R N , respectively.
Theorem B.1.2. (Kolmogorov's Extension Theorem [13 p. 428]) Suppose that
we are given probability measures n on (R n ; R n ) that are consistent; that is, n+1 ((a 1 ; b 1 ] 2 . . . 2 (a n ; a n ] 2 R) = n ((a 1 ; b 1 ] 2 . . . 2 (a n ; a n ]):
Then there is a unique probability measure P on . We will need to surmount all three to prove theorem B.1.1. First, R N is a product of copies of the real numbers and X Z is a product of copies of the finite discrete set X. We will deal with this by an injective map g : X ! R. Second, and most troublesome, elements of R N are semi-infinite sequences and elements of X Z are bi-infinite sequences. Our trick for working around this difficulty makes use of a bijective map h : N ! Z, and involves considering the integers in the order 0; 1; 01; 2; 02; . . .. This has an unfortunate effect on the readability of the proofs. Last, P need not be stationary nor does it need to satisfy any similar condition. We will use Kolmogorov's Extension Theorem to show that P exists, and then prove separately that it is stationary.
Before we begin, we will introduce several functions and some notation. First, we define g to be any injective map g : X ! R. It will not matter what the images of particular symbols x 2 X are, as long as they are different. Second, we define the bijective map h : N ! Z mentioned above by
Its inverse is given by , and d(n) and c(n) are respectively the largest and smallest values in J (n). Because we will use J (n) primarily as an index set, we will consider its elements in a particular order, namely increasing numerical order. These functions can be characterized by the following equations:
The reader may wish to verify a few facts which will be needed presently. If n is even, 
(B.8)
Similarly, if x 2 X Z , then there exists v 2 R N such that for all i 2 Z, the coordinate That is, C yl(S ) is the set of all sequences in X Z that match a subsequence in S . We will also define the shift map T on indexed product sets by The following facts about Cyl and T may be easily verified, and we will give no proof.
1. Cyl(S) = Cyl(S 2 X) = Cyl(X 2 S) 2. T (S 2 X) = T (S) 2 X = X 2 T (S)
T (C yl(S)) = Cyl(T (S))
One special interaction is worth noting. Let S X J (n) be an indexed product set At last, we are ready to state and prove a result. This is Kolmogorov's extension theorem in a form which applies to processes.
Theorem B.1.4 (Bidirectional Discrete version of Kolmogorov's Extension Theorem).
Suppose we have a sequence of measures n on X J (n) which satisfy the following conditions for all n and for all indexed product sets S X J (n) . If n is odd, The proof of this statement is in two parts. In the first, we show that P exists using the awkward mapping tricks defined above, theorem B. Now we define P. For all S 2 X, P(S) = P(H(x)jx 2 S):
This P is in fact an extension of the n s. For all S 2 X J(n) , we have n (S) = n (H (S)) = P a 2 R N ja 1 . . . a n 2 H(S)
Thus, we have shown that P exists.
To show that P is stationary, we need to show that P(T(A)) = P(A) for a sufficiently rich set of A 2 X. Any collection which contains all the cylinder sets will suffice. The collection we choose is A = n Cyl(S)j indexed product sets S X J(n) for some n o : (B.27) Thus, every A 2 A has an associated n and an associated S. (Of course, there will be more than one suitable n; S pair, but there will be a smallest n and a unique associated S, and these are the n and S to which we refer.)
If n is even, equation B.17 gives us P(A) = n (S) = n+1 (T (S) 2 X) = P(Cyl(T(S) 2 X)):
And since Cyl(T (S) 2 X) = Cyl(T (S)) = T (A), this becomes P(A) = P(T(A)).
If n is odd, we expand S by one and then do a similar calculation.
P(A) = n (S)
= n+1 (S 2 X) = n+2 (T (S 2 X) 2 X) = P(Cyl(T(S 2 X) 2 X)) (B.29)
Here we can again apply lemma B.1.3 to get Cyl(T (S 2 X) 2 X) = T (A), and thus P(A) = P(T(A)).4
Now we are ready to prove theorem B.1.1, which we restate here: there is a unique stationary process P = 0 X Z ; X; P 1 such that for all w 2 X 3 , P(w) = f(w).
The proof will proceed as follows: we will construct measures n which satisfy equations B.15, B.16, and B.17, and then apply Theorem B.1.4 to get the result.
Proof. For all w 2 X 3 and jwj = n, let S = fwg and define n (S) = f(w):
For a general S X J(n) , S is a disjoint union of sets of the form S w = fwg. Thus we may safely define the measure n on all subsets of X J(n) by We need to show that n is a probability measure; that is, we need to show that n X J(n) = 1. We will do this by induction on n. If n = 0 then X J(n) = fg and we are given f() = 1, so 1 is a probability measure. The induction step depends on equation B.30, and the odd and even cases must be done separately. If n is odd and n is a probability distribution, then we have
If n is even and n is a probability measure, then the calculation is the same except that we write f(xw) in place of f(wx) and we use the other half of equation B.30. But this time, S 2 X 6 X J(n) , so the expression n+1 (S 2 X) does not make sense. However, we do have T (S 2 X) = T (S) 2 X X J(n) , and f does not depend on time indices, so we have
(B.37)
We have now shown that the n s satisfy all of the conditions of theorem B.1.4.
Thus, applying this theorem, we have shown that there exists a unique stationary process P = 0 X Z ; X; P 1 such that for all n and for all S X J(n) , we have P(Cyl(S)) = n (S). Therefore, if we let S = fwg for any length n word w, we have f (w) = n (S) = P(Cyl(S)) = P(w):
(B.38) So we are done.4
B.2 Martingales
This section presents the martingale convergence results needed in chapters 2 and 3.
Let X be a random variable on a probability space (; F; P), and let G be a sub--field of F. That is, G is a -field and G F as sets of sets. Martingale convergence theorems are commonly stated like this: if fX n g is a martingale and E(jX n j) < 1 for all n, then there exists a random variable X such that X n converges almost surely to X with E(jXj) < 1. Note that this statement establishes that the limit X exists, not what X is.
The result needed in this disseratation is this. Given a filtration fFg, let G be the smallest -field that contains every F i . Let A be a set in F, and define X n to be the conditional expectation E(1 A jF n ). Then fXg is a martingale with respect to fFg. The fact we need is X n ! E(1 A jG) almost surely.
The following result appears as theorem 4.3 in [36] . 
