In this paper, we propose a BFGS trust-region method for solving symmetric nonlinear equations. The global convergence and the superlinear convergence of the presented method will be established under favorable conditions. Numerical results show that the new algorithm is effective.
Introduction
Consider the following system of nonlinear equations:
where g : R n → R n is continuously differentiable, and the Jacobian ∇g(x) of g is symmetric. This problem (1.1) can come from unconstrained optimization problems and equality constrained optimization problems [12] . There are some other practical problems, such as the saddle point problem, the discredited two-point boundary value problem, and the discredited elliptic boundary value problem, which take the form of (1.1) with symmetric Jacobian [17] . For nonlinear equations, Griewank [11] first established a global convergence theorem for quasi-Newton method with a suitable line search. One nonmonotone backtracking inexact quasi-Newton algorithm [44] and the trust region algorithms [7, 27, 39] were presented. A Gauss-Newton-based BFGS method is proposed in [12] for solving symmetric nonlinear equations. Inspired by their ideas, Wei [25] and Yuan [30, 31, 40] made a further study. Recently, Yuan and Lu [34] presented a new backtracking inexact BFGS method for symmetric nonlinear equations.
It is well known that there are many methods for the unconstrained optimization problem min x∈R n f (x) (see [32, [36] [37] [38] etc.), where the trust-region methods are very successful, e.g., Moré and Sorensen [15] . Other classical references on this topic are [9, 10, 18, 21] . Trust-region methods have been applied to constrained optimization problems [1, 3, 13, 23, 41] , and to general nonlinear programming problems [2, 5] . Many authors have studied this method [8, 16, 19, 20, 22, 28, 29, 33, 42, 43] .
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Let ϕ be the norm function defined by ϕ(x) = 1 2
g(x)
2 . Then the nonlinear equations problem (1.1) is equivalent to the following global optimization problem min ϕ(x), x ∈ R n .
(1.2) For (1.2), the quadratic trust-region model is defined by
where g k = g(x k ), M k is the Jacobian matrix J k = ∇g(x k ) of g(x) at the current iteration x k or its approximation. Therefore, the normal trust-region method [24] is to obtain the trial step d k by solving the following problem
where k is a scalar called the trust region radium. If the matrix M k is generated by the quasi-Newton type, the above method is called quasi-Newton type trust region method. It is not difficult to see that the matrix M T k M k must be computed whether M k is the quasi-Newton matrix or not at every iteration, which obviously increases the workload and time, especially for large-scale problems. Similar to the normal quasi-Newton method, one interesting method is to use a new quasi-Newton matrix B k instead of M T k M k at each iteration to avoid it. Li and Fukushima [12] proposed a new BFGS update formula defined by:
where k+1 ), and B 0 is an initial symmetric positive definite matrix. By the secant equation B k+1 s k = δ k and ∇g k is symmetric, they had approximately
which implies that B k+1 approximates ∇g T k+1 ∇g k+1 along direction s k . Therefore, using the new definition of the BFGS formula (1.4), they obtained matrix B k replacing ∇g T k ∇g k and got some better results (the details see [12] ).
Motivated by the above observations, we define our trust-region subproblem by
and get the trial step d k , where B k is generated by the well-known BFGS update formula
where B 0 is an initial symmetric positive definite matrix. By y k = g k+1 − g k , we have the approximate relations
Since B k+1 satisfies the secant equation B k+1 s k = y k and ∇g k is symmetric, we get approximately
T k+1 s k . This means that B k+1 approximates ∇g k+1 along direction s k . Here and throughout this paper, . denotes the Euclidian norm of vectors or its induced matrix norm. {x k } is a sequence of points generated by an algorithm. This paper is organized as follows. In the next section, algorithms are stated. In Section 3, we prove some convergent results. Numerical results are reported in Section 4.
Algorithms
In this section, we represent our algorithm for solving (1.1) and call it Algorithm 1.
Algorithm 1 (BFGS Trust-Region Algorithm).
Initial: Given a starting point x 0 ∈ R n , 0 > 0 is the initial trust region radium, an upper bound of trust region radius , 0 < 0 ≤ , > 0, initial symmetric positive definite matrices B 0 and B 0 . Set 0 < µ < η < 1, ρ 1 < 1 < ρ 2 , k := 0.
Step 1: If g k < , stop. Otherwise, go to Step 2.
Step 2: Solve the following trust-region subproblem (1.5) to obtain d k .
Step 3: Let
Step 4:
Step 5.
Step
Step 6: Set k := k + 1. Go to step 1.
Here we also give a normal trust-region method for (1.1) and call it Algorithm 2.
Algorithm 2 (The Normal Trust-Region Algorithm [24]).
Initial: Given a starting point x 0 ∈ R n , 0 > 0 is the initial trust region radium, an upper bound of trust region radius
Step 2: Solve the trust-region subproblem (1.3) to obtain d k .
Step 4: If r k > µ, let x k+1 = x k + d k and go to Step 5; otherwise, let x k+1 = x k , go to Step 2.
Step 5: Set k := k + 1. Go to step 1.
Remark. By the Step 5 of Algorithm 1, we can deduce that the update matrices B k and B k are all symmetric and positive definite. In this paper, we only discuss the convergence of Algorithm 1.
Since the quasi-Newton matrix B k is positive definite, problem (1.5) has a unique solution d k , which together with some multiplier λ k ≥ 0 satisfies the following equations:
Similar to Moré [14] or Yuan and Sun [35] , we have the following result. 
Proof. Since d k is the solution of (1.5), for any α ∈ [0, 1], we have
Therefore, we obtain
.
The proof is complete.
By (2.3) and (2.1), for successful iteration, we get
where
µ.
Convergence analysis
In this section, we will give some convergence results under the following assumptions.
Assumption (i)
be bounded and closed.
(B) g is continuously differentiable on an open convex set Ω 1 containing Ω.
(C) The Jacobian of g is bounded and uniformly nonsingular on Ω 1 , i.e., there exist constants M ≥ m > 0 such that
Since B k+1 and B k+1 approximate ∇g k+1 and ∇g T k+1 ∇g k+1 along direction s k , respectively, similar to [44] , we give the following assumption.
Assumption (ii)
Assume that B k and B k are good approximation to ∇g(x k ) and ∇g(
where k , ε k ∈ (0, 1) are suitable quantities.
In particular, we have
where x * is the unique solution of (1.1).
Since B k is a good approximation to ∇g(x k ), i.e., ∇g(x k ) − B k ≤ k (see [44] ) for a small quantity k ∈ (0, 
In this section, one of our goal is to establish the sequence {x k } generated by Algorithm 1 such that
For this end, using B k is uniformly bounded, we only need to prove that the following limit Proof. In order to get this lemma, we only need to obtain (3.8). On the contrary, for all sufficiently large k, assume that there exists a constant σ > 0 satisfying We want to get
If there is an infinite number of unsuccessful iterations, then, for all k large enough, we get
If there is an infinite number of successful iterations, then, for these iterations, (2.4) holds. It follows from Lemma 3.1 that the sequence {ϕ k } admits a limit and B k is bounded. Therefore, we have holds. Furthermore, we obtain
By the definition of r k , we have
3), Assumption (ii), B k and B k are bounded, (3.10), (3.14) and (3.15), and k → 0 and ε k → 0, we obtain r k → 1.
Which means that
holds. Therefore, { k } cannot converge to zero. This fact contradicts (3.11) and establishes our result. The proof is complete.
In the following, we will establish the superlinear convergence of Algorithm 1. 
holds. Using B k and B k are bounded, and (3.9), for all k large enough, we have
Considering (3.16), (3.9) , and the conditions of Theorem 3.1, for all k sufficiently large, we can obtain
Which means that the trust radium does not lessen, i.e., for all k large enough, there exists a * > 0 such that
Therefore, for all k sufficiently large,
by Algorithm 1. Then, for all k large enough, by (3.7), Assumption (i) and (ii), we get 
Therefore, we get the result of the superlinear convergence.
Numerical results
In this section, results of some numerical experiments are reported to test Algorithms 1 and 2, where Algorithm 1 is our presented method and Algorithm 2 is the normal trust region method [24] . Now we state the problems as follows.
Benchmark Problems. 1. Sphere function.
3. Rastrigin function. 
The above Benchmark problems can be found at: http://www.cs.cmu.edu/afs/cs/project/jair/pub/volume24/ortizboyer05a-html/node6.html.
We also solve the following two problems with various sizes.
Problem 1.
The discretized two-point boundary value problem similar to the problem [17] g(
where A is the n × n tridiagonal matrix given by
It is well known that the normal trust-region method will be very useful with the situation when the exact Jacobian or Hessian computation is inexpensive or possible. However this case is very infrequent in many practices. Then we give two problems whose Jacobian matrix is singular, which means that the determent of Jacobian matrix is zero, and one problem whose exact Jacobian matrix is inexpensive to test Algorithms 1 and 2 for comparison, respectively. In Problem 1, we give three cases:
Case i. In Problem 1, the Jacobian matrix is singular where the element d(n) = 1 and other elements are zero in matrix A. Case ii. In Problem 1, the Jacobian matrix is singular where A is the n × n symmetric matrix given by
Case iii. In Problem 1, the exact Jacobian matrix is inexpensive where the elements d(i) = 3 and tr(i, j) = tr(j, i) = −1 for i, j = 1, 2, . . . , n, and other elements are zero in matrix A.
The related symmetric nonlinear equation is
T with 
In the experiment of Algorithm 1, the parameters were chosen as ρ 1 = 0.5, ρ 2 = 2, µ = 0.01, η = 0.7, and = 0 = g 0 . B 0 and B 0 are the unit matrices. Since the update matrices B k are positive definite, we obtain d k by (1.5) from Dogleg method.
In the experiment of Algorithm 2, M k = ∇g k , the parameters were chosen as η 1 = 0.25, η 2 = 0.75, µ = 0.01, η 3 = 2, and = 0 = g 0 . Since the matrices ∇g(x k ) T ∇g(x k ) will be singular, we solve (1.3) by Extreme Minimization with 2-Dimension Subspace Method to obtain d k .
The program was coded in MATLAB 6.5.1. We stopped the iteration when the condition ϕ(x) ≤ 10 −5 was satisfied. We also stop the program if the iteration number is larger than ten thousand. For Benchmark problems, the columns of Tables 1  and 2 have the following meaning:
x 0 : the initial point.
Dim: the dimension of the problem. NI: the total number of iterations.
NG: the number of the gradient evaluations. x * : the terminated point.
f (x * ) : the terminated function evaluations.
From the numerical results of the above Tables 1 and 2 , we can see that Algorithm 1 performs better than Algorithm 2. Moreover, the starting points influence the results of Algorithm 2 more obviously than those of Algorithm 1.
For Problems 1 and 2, the columns of Tables 3-10 have the following meaning: From the numerical results of the above Tables 3-6, 9 and 10, we can see that Algorithm 1 performs better than Algorithm 2. Moreover, for the proposed method, the starting points do not influence the results obviously and the results do not change largely with the dimension increasing, which shows that the new method is more stable than the normal trust-region method for the test problems.
From the numerical results of the above Tables 7 and 8 , we can see that Algorithm 2 performs better than Algorithm 1, which shows that the normal method is more competitive than the proposed method in the situation when the exact Jacobian computation is inexpensive or possible.
Table 6
Test results for Problem 1(Case ii). Test results for Algorithm 2. However, if the started points become large for Problem 2, we find that it cause too large number of iterations before the condition ϕ(x) ≤ 10 −5 is satisfied in the experiment. Dolan and Moré [6] gave a new tool to analyze the efficiency of Algorithms. They introduced the notion of a performance profile as a means to evaluate and compare the performance of the set of solvers S on a test set P. Assuming that there exist n s solvers and n p problems, for each problem p and solver s, they defined t p,s = computing time (the number of function evaluations or others) required to solve problem p by solver s.
Requiring a baseline for comparisons, they compared the performance on problem p by solver s with the best performance by any solver on this problem; that is, using the performance ratio The performance of solver s on any given problem might be of interest, but we would like to obtain an overall assessment of the performance of the solver, then they defined ρ s (t) = 1 n p size{p ∈ P : r p,s ≤ t}, thus ρ s (t) was the probability for solver s ∈ S where a performance ratio r p,s was within a factor t ∈ R of the best possible ratio. Then function ρ s was the (cumulative) distribution function for the performance ratio. The performance profile ρ s : R → [0, 1] for a solver was a nondecreasing, piecewise constant function, continuous from the right at each breakpoint. The value of ρ s (1) was the probability that the solver would win over the rest of the solvers.
According to the above rules, we know that one solver whose performance profile plot is on top right will win over the rest of the solvers.
Figs. 1 and 2 show that the performance of these methods is relative to NI, NG of Tables 1-10 , respectively. From these three figures it is clear that the given method has wins (has the higher probability of being the optimal solver).
Figs. 1 and 2 show that the proposed method outperforms the normal method about 18% test problems. Moreover, the presented method solves completely and the normal method solves about 82% of the test problems successfully, respectively.
Overall, the numerical results are interesting. We hope this method can be further investigated.
