Materials that have a hysteretic response to an external field are essential in modern information storage and processing technologies. The magnetization curves of several natural and artificial materials have previously been measured and explained in terms of the Neel model, Preisach phenomenological model, the creation, propagation, and annihilation of topological defects, or by resonant quantum tunnelling of the magnetization in single molecule magnets. However, a simple way to design the magnetic response of a material is missing. Here, we propose and experimentally realize an elementary method to engineer hysteresis loops in metamaterials built out of dipolar chains. We show that by tuning the system's interactions and geometry we can induce magnetic responses with or without remanence at will. Our findings pave the way for the rational design of hysteretical responses in a variety of physical systems such as dipolar cold atoms, ferroelectrics, or artificial magnetic lattices, among others.
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Hysteresis is defined as the irreversibility of a process or the time-based dependence of a system output on present and past inputs [1, 2] . In physics it is a ubiquitous phenomenon that occurs in piezoelectric, ferroelectric materials [3] [4] [5] , in the deformation of softmetamaterials [6, 7] , and in shape-memory alloys. In magnetism hysteresis has been associated with specific mechanisms of spin rotations (coherent rotation, parallel rotation, fanning, curling) [8] [9] [10] , changes of magnetic domains [8, 9, 11] , domain wall pinning [12] , the nucleation and annihilation of topological defects [13] [14] [15] , and geometrical frustration [16] . Due to this cornucopia of mechanisms, real systems depict a plethora of response curves with symmetric, asymmetric, rounded, squared or butterfly shaped loops. Therefore, it is of utmost interest to find a model that can capture this complex phenomenology while remaining minimal.
Here, we study a magnetic system that displays the main types of reversal loops. The basic unit is a chain of N dipolar rotors with XY rotational symmetry, as shown in Fig.1 . Each rotor consists of a hinged Neodymium magnet of length 2a and radius r that is free to rotate in the XY plane, Fig.1b . In our experiments, 1 ≤ N ≤ 12, rotors were placed at the sites of a Polytetrafluoroethylene (PTFE) plate forming a chain with lattice constant ∆ + 2a where ∆ is the shortest distance between the tips of two nearest neighbor rods, as shown in Fig.1 a. The lowest energy configuration is a head to tail arrangement where two alike magnetic poles stay the closest, Fig.1a . This collinear state favors the Coulomb attraction among magnetics tips of opposite sign. In order to measure the dynamical response of the system, we applied a magnetic field, B, uniform in space (see Supplementary Information) and measured the evolution of the rotation angle of each magnet θ i (Fig.1b) . The coarse-grained spin variable for each magnet is defined bym i = (sin(θ i ), cos(θ i )). , that correspond to points specified in (g,h). (g) and (h) are the energy landscapes showing local minima for perpendicular and parallel chain orientations (same chains producing the loops in (a) and (b) respectively) for several field intensities. The energy is normalized by the energy of two interacting magnets with ∆ = 3 mm. In (g), for large values of the field (b > bs2), the system settles in a parallel configuration along b (curve in magenta). At bs1 two metastable states coexist (parallel and canted, blue curve). For small b, (b < bs1) the system settles in the collinear state (curve in green). In (h), as the chain axis now points parallel to the field, for large values of b, (b > bsw), the system is in a collinear configuration along the field (curve in green). At b = 0 two metastable states coexist (±y-axis, in red). For small b, (b < bsw) the system settles in one of the collinear states (blue and pink curves).
This competition defines the canted phase (Fig.2e) . At b = b s2 they flip from the canted state into a vertical position (Fig.2f, g ) with average magnetization close to 1 and remain saturated until b = b max . From saturation, b is decreased towards −b max . The rotors stay parallel until at b s1 (0 < b s1 < b s2 ) they suddenly rotate towards the x-axis. As the field decreases, they pass the collinear configuration at zero field and rotate a few degrees as long as b > −b s2 , that is, when they suddenly flip toward the −y-axis and m y reaches the saturation value −1. The resulting magnetization reversal (Fig.2a) has zero remanence, and is invariant under the transformation (b, m y ) → (−b, −m y ) . Figure 2b , shows a qualitatively different outcome. Here, m x is the average projection of the magnetization along the x-axis (Fig.1b) (Fig.2b,h ) corresponds to a first order phase transition induced by the external field. Indeed, the system energy landscape (Fig.2h, depicted in green) , shows the two collinear states (two minimum at θ = ±π/2) coexisting at b = 0. The equivalence of these two magnetic states (Red points Fig.2h ) is lifted by b, and the two possible magnetic states merge at b = ±b sw (Green-Pink points Fig.2h ). In the molecular dynamics simulations, the inertial magnets interact through the full long-range Coulomb potential in the dumbbell approach. In this model (Suplemmentary Equations 4,5), the tip of each rod has a magnetic charge Q = M s πr 2 that interacts with all other magnetic poles, I is its moment of inertia and η is the damping of a rotor in the chain [17] . The last term at the right hand side of the supplementary equation 4 is the torque due to the action of B on the localized charges at the end of the magnets. The implementation of a Verlet algorithm allowed us to solve the set of coupled equations that describe the dynamics of the system, as shown in the Supplementary Information. Additionally, energy minimization techniques were used for comparison with the inertial case ( Supplementary Fig.  5 ). The numerical analysis allowed us to investigate the role of interactions (Q, ∆), damping (η), and N in the magnetization dynamics of the system in connection with experiments. The set of physical parameters employed in simulations were directly measured by tracking the evolution of a magnet that was slightly perturbed with respect to its equilibrium position ( Supplementary Fig. 2 , and Equations 1-3).
In this system, three time scales naturally emerge: τ B , τ η , and τ c (Supplementary Equations 10, 11, 13 ). They correspond to the oscillations of a magnet in a uniform magnetic field B, the time for the amplitude of its oscillations to decay to 1/e its initial value, and the fluctuation time of a neutral plasma of charges ±Q that are at an initial distance a respectively. The frequency for small oscillations of a rotor in a long chain yields the shortest time scale, with t c ∼
Qa
. Therefore, t c sets an upper bound for the applied field sweeping rate, α. For the parameters mentioned above (and ∆ = 3 mm) it yields t c ∼ 4 × 10 −2 seconds. With α B max /t c , magnets have enough time to relax. Indeed, this is the case as long as the external field sweeping frequency set by α/B max , is smaller than the Coulomb frequency 1/t c associated with the fastest dynamical time scale of the system, in which case the width of the loop does not depend on α.
Having shown how the orientation of the chain respect to the external field determines the shape of the loop at qualitative level, we now evaluate the reversal loop of = 0.30) in good agreement with experiments ( Fig.2a) . At a qualitative level, the loop of the N = 2 chain resembles well the shape of the hysteresis loops for larger N , as can be seen in Fig. 3a (Pink filled squares) (See Supplementary Fig.6 ). Therefore, the N = 2 case is a useful toy model to compute b s1 and b s2 at scaling level. Indeed, b
N=2 s1
∼ (4 − ∆/a) (Supplementary Equation 15) which yields a simple formula to estimate B s1 in terms of the physical parameters of the system. Evaluating B
we obtain B s1 = 3 × 10 −4 T (b N=2 s1
= 0.16) in the range of our experimental results (see Fig.3a) .
Likewise, a stability analysis for θ ∼ π/2 (around the collinear configuration depicted in Fig. 2c,d ) yields a formula for B s2 that allows to quantify the width of the loops in terms of the physical parameters of the magnetic chain and the length of it (Supplementary Eq.16). Figure 3c,d (experiments, numerics) show the magnetization loops of systems with N = 10 rotors and ∆ varying in the range (3, 5) mm. Experiments and simulations show that saturation fields and width of the loops de- crease as the ratio δ = ∆/2a, increases. Indeed, for larger δ, the interactions decline and so does it the difference among torques to destabilize parallel and collinear configurations of magnets. Theory predicts (Supplementary Equation 16 ) that even when both saturation fields decrease with the increase of δ, B s2 does it in a more dramatic fashion, anticipating that as δ grows, the width of a hysteresis loop becomes narrower. This is expected in the δ → ∞ limit, magnets decouple from their neighbors and the magnetization reversal approaches that of an isolated rotor. It is apparent that the numerical case tends to underestimate saturation fields, this effect being larger for the case of B s1 . In experiments, imperfections in the orientations of the hinges and small variations in the damping coefficient for each rotor favor the departure of all magnets from the parallel state later than in the numerical case. The lower value of B s2 from numerical simulations is due to the fact that static friction is neglected in the model (See Supplementary Section S5 for hysteresis due to static friction on a single magnet). We further analyze the role of magnetic disorder by studying the dynamics of a chain with magnetic vacancies. Our experiments (Supplementary Figure 9) show that as the number of vacancies increases, the area of the loops shrink and the concavity of the reversal curve changes as the system approaches the limit of the non interacting case (N = 1). We applied the previous information to design hysteresis loops on demand. In the same spirit as in the Preisach phenomenological model [1], the dipolar chains were used as building blocks (hysterons) to produce a complex hysteresis loop shown in Fig.4 b. This figure corresponds to the magnetization reversal of a T-shaped system (Fig.4 a) when the external field is applied along the y-axis. A bigger central loop due to the reversal of the vertical chain is apparent, while the two smaller loops are product of the reversal of the horizontal one. Figs.4 c-e, show that as the interaction among rotors belonging to the vertical chain increase (∆ 2 /∆ 1 grows from 1.0 to 2.0), the three loops (Fig.4a) split. This demonstrates that we can enhance the coercivity of a system or produce satellite loops if needed.
The results presented here allow for the design of hysteresis loops and logic operations [18] with any material whose basic component are interacting polar objects with XY symmetry. There are various examples of such objects across the scales: magnetic rods or needles at the macroscale [17] , microscopic rotors [19] [20] [21] , polar molecules confined in carbon nanotubes [22] [23] [24] , gases of polar molecules in one dimensional traps [25] , or individual magnetic atoms [26] .
Our proposal is a step forward in the quest for smart meta-materials as it provides an amenable and scalable playground to produce on demand magnetic responses by manipulating interactions, and geometry.
