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Abstract
Microgrid is an emerging concept in the electricity industry. Although there are a few
utility-scale operational microgrids around the world, the concept is further reinvigorated
by the fast growing connections of distributed generation units to the electricity grid,
especially in the form of solar photovoltaic (PV) systems. Connection of combined
rooftop solar PV systems and battery storage systems in residential/commercial premises
has also broadened the microgrid concept. It is important to investigate the feasibility of
optimal operation of renewable residential/commercial systems as the cost for these
technologies is still high for small scale investors.
This thesis presents the development of a model predictive control method to
optimise the operation of a residential system with battery storage and solar PV
generation.
The Sustainable Buildings Research Centre (SBRC) with local solar generation and
a planned battery storage system was studied as a commercial system and the adjacent
Solar Decathlon entry, Illawarra Flame House (IFH), as a residential system to identify
the structure and operational parameters which contribute to optimal operation. The
SBRC system was further analysed and the results of this analysis indicated that there are
opportunities for optimal operation, in a system where the charging and discharging
process is controlled by considering future generation and load profiles, tariff,
charging/discharging rate and minimum/maximum SOC levels.
For the case study analysis, a model predictive control (MPC) model was developed
using a battery energy storage system with solar PV generation which is operated under
import and export tariff schemes. The proposed MPC model was built using Hybrid
system design language (HYSDEL) and solved using Multi Parametric Toolbox (MPT).
The process was presented to enable of future replication of the modelling requirements
9

of MPT and HYSDEL. Further model modifications were done in order to include
terminal constraints, cost of battery storage and charging characteristics. A method was
proposed to incorporate the charging characteristics of the battery using a relationship
between SOC and charging rate in the MPC model without impacting the model
complexity.
The developed MPC model was used in different numerical and sensitivity analyses.
Open loop analyses were used to investigate the optimal results which can be obtained
for a period of time (24 hours). The closed loop analyses were used to obtain the optimal
results with receding horizon control for 24 hours ahead and the ideal results of each time
step were used for the closed loop. Initial analyses were done to check the effect of the
resolution of control time step on the optimal cost. Results elaborated on the importance
of selecting a suitable time step considering future forecasting capabilities, time to solve
the problem (as increasing number of time steps increases the complexity of the model)
and the feasibility of real time implementation. Sensitivity analyses were conducted with
the variation of charging and discharging rates and associated costs, and the tariff, and
the variation of the battery usage. These results clearly indicated that the financial benefits
for the residential/commercial battery storage systems depend on both cost related to
battery charging and discharging and export tariff. This step also demonstrated that the
MPC driven operation has improved benefits compared to normal operation.
The developed optimisation models were implemented in the IFH system after
modifications were carried out using an Arduino platform to control the operation of the
existing hybrid inverter. For predicting the solar PV power output in real time, Solcast, a
third party API developed in Australia; was used while a pre-defined load profile was
synthesised at IFH for testing purposes. This was important to understand the feasibility
of implementing MPC based optimisation methods and identify the limitations of the
10

existing hybrid inverter technologies.
Simulations were developed using MATLAB-Simulink to replicate the operation of
the IFH battery system used in conjunction with the proposed MPC model. This helped
to conduct more sophisticated sensitivity analyses to showcase the importance of the
MPC driven system.
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Chapter 1
1. Introduction
1.1. Background and statement of the problem
The popularity of residential/commercial microgrids which are solely powered by
renewable generation, especially solar PV, has seen an increase over the last decade. This
category includes houses with rooftop solar PV and battery storage systems as the
improved hybrid inverter technologies can operate in both grid connected and islanded
modes. In Australia the tally of the small scale (<100 kW) systems which are powered by
solar PV has reached 2 million [1]. As these systems powered by solar PV, are constantly
impacted by the intermittency [2], the need for energy storage is required for increased
reliability. Current forecasting technologies are capable of predicting the solar PV
generation outputs, especially using historic data related to daily availability and seasonal
changes. Therefore, energy storage technologies play a key role to accommodate the time
varying generation.
Among many available energy storage technologies, battery storage systems are
widely used in both commercial and residential systems powered by solar PV. Recent
developments in battery storage technology allow for fast charging and discharging
capabilities with a long battery life [3]. In most cases, a battery storage system is operated
according to a pre-configured control method with no dependency on the future variations
[4]. However, it does not always account for the optimal operation of the battery storage
system. Operating renewable based residential/commercial systems (focusing on the
operation of a battery storage) in an optimal way potentially creates more financial gains
and functional opportunities [5].
Optimisation methods for optimal operation of battery energy storage systems have
been introduced mainly to enhance the savings related to the electrical energy cost. Most
21

of these methods have included variables/parameters (tariffs, charging/discharging rates,
control time step, etc.) in the optimisation studies and obtained results without
investigating the effects of the individual factors in a constructive manner. The
contribution from each variable towards the optimal operation may be critical while some
variables may have a limited contribution. Therefore, comprehensive step-by-step studies
are required to minimise complexities in developing optimisation models.
Model predictive control (MPC) method has been used for optimisation problems as
an effective way to incorporate future variables in obtaining optimal decisions [6].
Developing a control-oriented model suitable for an MPC formulation with all the key
parameters of a residential/commercial system powered by solar PV with battery storage
and performing analyses based on such a complex model may impact on the effectiveness
(e.g. processing time) of an optimal control process. Among many parameters which can
be used in an MPC approach related to a battery storage system, charging characteristics
of the battery is an important parameter as the charging rate changes with the available
capacity of the battery. Therefore, a structured model formulation with identification of
effective parameters for the optimal operation of a residential/commercial battery storage
system powered by solar PV is considered as a necessity.
Comprehensive sensitivity analyses to identify the importance of model parameters
such as charging/discharging rate are found to be minimally used in the literature and
analysing the effect of the associated parameters to show the independent and/or
combined effect on the optimal operation remains to be a high priority [7]. Most of the
optimisation studies can be seen limited to numerical and/or simulation studies. However,
investigating the feasibility of implementing MPC based optimal operation method on a
practical system is vital to identify the limitations and operational boundaries arising,
especially from the battery storage and hybrid inverter technologies.
22

A simulation model which mimics the operation of the hardware setup is required to
enable the research to go beyond state-of-art in commercially available systems, enabling
greater flexibility and ability to trial various optimisation control methods, especially
considering the variations in generation forecasting. These simulation platforms also play
a key role to showcase the importance of MPC driven optimisation methods as such
simulations can be used in various sensitivity analyses.
1.2. Research objectives and methodologies
The main aim of this thesis is to investigate the opportunities for optimal operation of
battery storage systems in residential/commercial installations with solar PV, focusing on
the control of the battery storages. For fulfilling the above aim, the following research
gaps were identified after conducting comprehensive literature review.
1. Most of the existing work related to this topic lacks comprehensive step-by-step
development of MPC methods to optimally operate the battery storage systems in
renewable residential/commercial systems identifying the critical constraints and
parameters, which contribute to optimal operation.
2. Less number of studies detailing the effect of each critical constraint and
parameter on the optimal output. Specially, the effect of charging and discharging
cost, time resolution of control iteration, charging and discharging rate and most
importantly, the charging characteristics of the battery storage.
3. Minimal approaches to investigate the feasibility of implementing the developed
MPC methods in hardware setup and 24 hour operation.
4. Less number of simulation studies to replicate real systems and to be used for
critical sensitivity analyses which are capable of strengthening the use of MPC
driven operation of battery storage systems.
The main objectives of the research are as follows;
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To develop an MPC based method for optimising the operation of a residential
system constituting battery storage system and solar PV with the identification of
the critical constraints such as battery cost and charging characteristics.



To investigate the effect of critical constraints (battery cost, import/export tariff,
etc.) on the optimal operation by conducting thorough numerical analyses.



To investigate the technical feasibility and adaptability of newly devised MPC
formulation for a modern hybrid inverter system in a residential microgrid
environment with solar PV and battery storage systems.



To conduct sensitivity analyses using a simulation developed based on the
hardware implementation for strengthening the importance of MPC driven
operation.

1.3. Outline of the thesis
A brief summary of the contents in the next chapters is provided in this section.
Chapter 2 presents a comprehensive review of the relevant literature and identifies
the research gaps which are to be addressed. First section covers a review of renewable
based residential/commercial microgrids. Next, the energy storage technologies used in
the microgrids are reviewed with their properties. A detailed review is provided on the
operation of lead-acid batteries looking into their chemistry and the limitations of the
operation. Hybrid lead-acid battery technology and its characteristics are also reviewed
as this technology is used in the subsequent chapters. Optimal operation of renewable
residential/commercial systems are analysed, and the research gaps identified are mainly
found in this particular area. Existing optimisation problems and methods are reviewed
in order to identify suitable methods for renewable residential/commercial systems.
Existing literature which discusses optimisation frameworks for these types of systems is
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reviewed as a selection of optimisation method can be based on many directly and
indirectly affecting factors such as type of objective function, properties of variables,
constraints and complexity of the model. A comprehensive description on the MPC
technique is presented along with the model development language used in this research;
HYSDEL. Finally, a critical review is presented with the existing literature on the model
predictive control approach used to optimally control microgrids by reviewing their
limitations and further opportunities for the research. This chapter identifies the research
gaps.
Chapter 3 discusses the steps and the results of a case study conducted to study the
operation of a battery storage system with solar PV generation. Analyses on the electrical
energy cost of these systems were presented and the available avenues to optimise the
cost/increase savings were identified. As main parameters affecting the cost/savings
arising from these system, charging/discharging of the battery, tariff and the charging rate
were identified. Critical problem identification steps are also summarised to ensure that
the complexity of the modeling and solving of the hybrid optimisation problem is
minimised. The use of HYSDEL as a tool to model the system was also identified in this
chapter..
Chapter 4 investigates the MPC approach for a battery system with solar PV. The
state-space model, constraints, and control horizon are defined for the MPC method.
Constraint section of the chapter provides methods for more complex model constraints
and model parameters. Usage of terminal constraints to set targets for variables to achieve
at the end of control horizon is explained. The cost of the energy storage system is
considered and how to incorporate the charging and discharging cost in the developed
optimisation model is presented. Further, how to represent charging characteristics of the
battery storage system into the model is discussed. The HYSDEL model and the multi
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parametric toolbox (MPT) code development are discussed step-by-step, as detailed
explanations of model development are often missing in the existing literature.
Chapter 5 elaborates the numerical analyses and results generated using the
developed optimisation models. Firstly, the effect of the different types of solvers on the
optimisation results is presented. The next section summarises the comprehensive steps
undertaken using the brute force method to verify the developed optimisation models as
this is required to justify the validity of the model and its results. Achieving more
controllability using terminal constraints are compared to showcase how a fixed SOC
value can be reached at the end of given control horizon. Closed loop analyses were
conducted with results summarised. The effect of the time resolution of each control
iteration on the final outcome was analysed and found the smaller resolution can bring
more cost benefits. It was also found the control time frame is important when a real time
implementation is considered with the actual load and generation forecasts. Effect of the
charging and discharging rate was analysed and it was identified that more flexibility over
charging rate can help increase the cost benefits. The feasibility of real time optimisation
considering the solution times of the optimisation model was analysed as it was key in
implementing the results in a real system as discussed in the next chapter.
Chapter 6 details implementation process of the optimisation model on the system
under study and the 24 hour MPC driven operation. Implementation of the optimisation
model for the case study system is described with detailed information on how to execute
the results of the MPC model. Further information is provided on how to use control
priority levels and power control function in the hybrid inverter of the case study system
to match the different operating modes arising from the optimisation results. Details of
the modifications required for the case study system hybrid inverter to execute
optimisation results are summarised. The next section covers how real time data for
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generation forecasting, load profile and SOC of the battery is used in the process, while
the last section provides the details of the 24 hour MPC driven operation and results of
the operation. This chapter identifies the challenges in implementing an MPC method in
a real system and also improvements to be considered.
Chapter 7 describes the details of developing the simulation model to mimic the IFH
case study battery storage system with solar PV. The steps for creating the MATLAB
Simulink simulation are summarised. The next section covers the steps taken for
improving the accuracy of the simulation by focusing on the charging/discharging
characteristics. Final section of this chapter presents comprehensive sensitivity analyses
and results. This includes the details of the input data set used for the simulation, different
sensitivity analyses and a comparison of the MPC driven system results with normal
hybrid inverter operation.
Chapter 8 summarises the concluding remarks of the research work presented in the
thesis along with the recommendations for future work.

1.4. Publications
The publications listed below have been based on the work related to this thesis and have
been peer reviewed. The author of this thesis was the primary contributor to the technical
content and academic insight of the papers.
i)

H. P. A. P. Jayawardana, Ashish P. Agalgaonkar, Duane A. Robinson, “Novel
control strategy for operation of energy storage in a renewable energy-based
microgrid”, in proceedings of Australasian Universities Power Engineering
Conference (AUPEC), Wollongong, October 2015
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ii)

H. P. A. P. Jayawardana, Massimo Fiorentini, Duane A. Robinson, Ashish P.
Agalgaonkar, “Economic operation optimization of battery storages in a
microgrid with solar power generation”, in proceedings of the CIRED
Workshop on Microgrids and Local Energy Communities, Ljubljana,
Slovenia, June 2018

iii)

Asanga Jayawardana, Ashish P. Agalgaonkar, Duane A. Robinson, Massimo
Fiorentini, “Optimisation framework for the operation of battery storage
within solar-rich microgrids”, in IET Smart Grid, vol. 2, issue 4, p. 504 – 513,
2019.

iv)

A journal paper is being prepared based on the Chapter 6 & 7 work. Asanga
Jayawardana, Ashish P. Agalgaonkar, Duane A. Robinson, Massimo
Fiorentini, “Model Predictive Control Based Operation Optimisation
(Considering Charging Characteristics) of Battery Storage System Powered
by Solar PV in a Residential House”, to be submitted to IEEE Transactions
on Sustainable Energy.
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Chapter 2
2. Literature review
The increasing popularity of rooftop solar PV systems and adoption of battery energy
storage technologies in commercial and residential premises provides an opportunity for
such installations to be combined into solar rich precinct level microgrids. To realise this
potential it is important to ensure an optimised system exists at an individual home level
prior to combining with other systems within the microgrid. This chapter presents an
overview of the microgrid concept and reviews the important literature on control of
combined PV and battery energy storage systems. An introduction to the battery
technologies considered in this thesis is also provided. Previous research studies related
to the optimisation of operation of energy storage systems have been critically reviewed
in order to identify the gaps in this research area. The latter part of this chapter is dedicated
to the specific literature on MPC as a potential optimisation solution for combined PV
and energy storage control.

2.1 The microgrid concept
The microgrid concept is an emerging concept within the present power systems [8]. The
concept was available in electrical networks since the beginning of the age of light when
small generations such as coal and gas generators were connected to close local loads as
a de-centralised grid. Then, with the expansion of the electricity grid, large generators
were connected to the grid and energy transmitted through longer networks increasing
losses and complexity of maintaining the network. However, increasing adoption of
distributed generators (DG) such as solar PV systems, wind generators, fuel cells, etc.,
which has been the trend of the last decade, has brought back the concept of de-centralised
generation, which are capable of supplying electricity and/or thermal energy to local
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loads.
Even though the definition of the microgrid is still in debate, the established
definitions describe them as an entity where DG and energy storage systems are
connected together to fulfil thermal and electrical energy demand of an installation and
export/import energy where it is possible or profitable to do so [9] depending on the
operating modes.
There are popular commercial/utility scale microgrid examples around the world
which have been summarized in [10] along with the advantages and disadvantages of
each project . While the Santa Rita Jail Microgrid [11] is not included in the list, it can be
named as one of the best existing demonstrations due to its continuous operation
supporting the grid since the project was started after 2000-2001 blackouts in California.
The Santa Rita Jail Microgrid consists of approximately 1.5 MW of solar PV, a 1.0 MW
molten carbonate fuel cell, back up diesel generators and 2 MW – 4 MWh lithium-ion
battery.
As outlined above, there is a wide range of DG types incorporated within microgrids,
varying from small hydro power generators, solar PV, wind turbines, combined heat and
power (CHP) plants, diesel generators, etc. More recently, the trend is for renewable
energy based DG, such as solar PV and wind, driving the concept towards more
sustainable solutions [12], [13]. Among these sustainable solutions, solar PV technology
has been the most cost effective generation solution for the investors ranging from small
scale to the large scale. With the ability to easily connect battery storage to the rooftop
solar PV systems forming a localised microgrids [14], it is likely that energy storage
systems will show similar increasing growth in the future. These solar powered systems
are being connected to the grids around the world in increasing numbers with the help of
continuous incentives from the governments [15].
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The capability of commercial/residential systems which are solely powered by solar
to operate either in grid connected or islanded mode [16], providing both power quality
and reliability benefits, and allowing more control of electrical energy export/import, is
also creating new interest from energy market policy makers.

Figure 2-1. Solar PV output profile on a partly cloudy day at the Desert Knowledge Australia Solar
Centre (DKASC) in Alice Springs, Australia [17].

However, renewable energy based systems remain affected by the intermittency and
limited predictability of their renewable resources. Solar PV and wind generation, which
are widely used in renewable systems, depend on the daily weather conditions and
seasonal changes [18] as illustrated in Figure 2-1, potentially resulting in fluctuations in
local generation. Importantly, if it is a rooftop solar PV system, the generation is affected
by many factors including location, roof angle, shadings and daily cloud cover. Similarly,
wind generation is also affected by factors, which are mainly uncontrollable. Hence,
microgrids often experience demand-generation mismatches, which can influence
decisions to transition from islanded mode to grid-connected mode [16] mainly by losing
the self-sufficiency of the system leading to import of electrical energy from the grid,
which can be expensive compared to own generations. On the other hand, import and
export variations from the grid connected systems together can cause variations of the
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grid parameters such as voltage and frequency causing grid stability issues [19]. Also,
islanding is done either autonomously during a fault, voltage collapse, etc. or intentionally
depending the power requirements [20] during a self-insufficiency.
Even though microgrids, especially renewable powered residential/commercial
systems may change their operating modes to be more resilient to demand-generation
mismatch, either exporting electrical energy to the grid or importing from the grid, energy
storage systems provide a useful alternative to reduce mismatch [9], [21] or avoid
transition between modes altogether [22].

2.2 Energy storage technologies in renewable rich commercial/residential systems
Renewable rich systems are often vulnerable to inconsistent natural energy sources, this
is especially the case for solar PV and wind as discussed in the Section 2.1. Therefore,
renewable rich commercial/residential systems have to consider inconsistent generation
scenarios throughout the year.
The void created by the inconsistent nature of renewable generation can be filled [23]
using energy storages technologies such as pumped hydro, battery banks, fly wheels, and
super capacitors depending on the size of the system (microgrid) or the properties of the
energy storage technology. For example, pumped hydro technology is used for utility
scale energy storage while the battery banks can be used in residential systems as well.
Also, flywheel technology is used for short term intermittency in contrast to battery
storage technology can be utilised for long term charging (specially with solar PV) and
slow discharging. These technologies are already widely used in microgrids to provide
energy whenever demand arises. Microgrids designed to be marginally above demand,
will utilise energy storage by necessity on a daily basis, while others will use the energy
storage less frequently, e.g. for emergency demand only. Energy storage enables these
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residential/commercial systems to be more self-sufficient and operate in islanded mode.
Energy storage has also been utilised to achieve more effective energy export and import
to and from the grid when operating in grid-connected mode. This operation of energy
storage may be executed to minimise total electrical energy import from the grid (or to
maximise total electrical energy export to the grid) [22], [24] where net metering is
considered, or to minimise/maximise the total cost/saving for the electrical energy
import/export where general time-of-use tariff schemes with an export tariff rate are used
[25], [26].
Even though, energy storage technologies such as battery storage and pumped hydro
technology have been around for a long time, technologies such as super capacitors,
flywheels, etc. are being developed and improved to be connected to the future grid [27].
Also, innovative research in the area of battery storages have demonstrated transition in
the technology from basic lead acid batteries to lithium-ion battery technology, increasing
life time and charging discharging capabilities. While expensive themselves, battery
storage technologies are relatively lower cost when compared to flywheel or supercapacitor technologies on a residential/commercial scale systems [28].
Analyses from the DOE global energy storage database [21] show the evolution of
energy storage technologies, which clearly indicates the takeover of battery storage
technologies over the last decade.
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Figure 2-2. Evolution of energy storage technologies [29].

Lead acid battery technology has been in use for about half a century while the
sodium-ion battery technology can be the top of the recent inventions in the field. These
various battery storage techniques should be equipped with technologies to be able to be
connected to the inverters such that they can be connected to the grid. According to the
shares of commonly used storage technologies, the pumped hydro technology leads the
pack with a share of 99%. In the other 1%, lithium-ion batteries has already acquired
11% while the share of lead acid battery is 7% [30].
According to the above numbers, it is confirmed that the lithium-ion battery has
gained a greater share than the traditional lead-acid batteries while new trends such as
sodium-ion batteries are emerging. However, it needs to be noted that the prices of the
batteries are still in a high range according to the market prices [31] of the listed battery
storages technologies in Table 2-1.
Further, most of the energy storage technologies now come with a unit cost for
charging or discharging. As an example, the battery energy storage manufacturers specify
a guaranteed total kWh value of use rather than a number of cycles. This has enabled the
possibility of assigning a cost value for 1 kWh of charging or discharging. Table 2-1
summarises the cost values for 1 kWh of charging or discharging of the battery storage
34

types in the Australian industry as of 2018 [31]
Table 2-1. Details of the batteries in the Australian market [31]

Battery storage technologies are used for renewable capacity framing, electric energy
time shift, and electricity bill management [23]. This is due to both the uncertainty of
renewable energy generation and the lower market rates for energy exports.

2.3

Operation of lead-acid batteries

As discussed in the earlier sections of this chapter, the operation of a microgrid is mainly
optimised using the operation of the battery storage (energy storage) as it can be
controlled more effectively compared to the other components. Therefore it is important
to identify the operation of battery storage connected to solar PV, especially how it is
charged and discharged and also what the limitations around the charging and discharging
process are.
As this research was focused on implementing the developed models in a case study
residential system where the improved technology of lead-acid batteries is used, the focus
was to examine the characteristics of lead-acid batteries in this review. An emphasis is
placed on which parameters should be included in an optimisation framework.
Even though lead-acid batteries are considered as an older technology they are widely
used in residential/commercial applications despite their bulkiness. The lower upfront and
maintenance cost have attracted system owners to use lead-acid batteries as the energy
storage component of the residential/commercial microgrids. Lead-acid batteries are
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packed with both lead and lead dioxide plate electrodes which are immersed in an
electrolyte solution of sulfuric acid and water. Even though charging process is simple,
maintaining the proper voltage limits is critical as low voltages can lead to buildup of
sulfation on the negative plate, which can be dealt by regular maintenance compared to
the permanent corrosion on the positive plate caused by high voltage levels. Discharging
process turns the electrodes into lead sulphate while the sulfuric acid becomes water.
Performance of a lead-acid battery mainly depends on the charging/discharging rate
which is maintained by the power electronics of the system.
There are two main types of lead-acid batteries in the market. The valve regulated
lead-acid (VRLA) batteries are popular for their lower chance of cell failures compared
to the flooded type with non-requirement of handling acid or water top ups. Furthermore,
VRLA batteries are 90% less affected by the degradation from hydrogen, in contrast to
that effect in flooded batteries.
Lead acid batteries are charged using a constant current constant voltage (CC/CV)
charge method. A constant current is used to raise the terminal voltage to its’ upper charge
voltage limit. Once, this voltage is reached the currents starts to drop due to saturation.
The charge time could be 12-16 hours and up to 36-48 hours for large stationary batteries.
However, this time can be reduced to 8-10 hours by using higher charging currents and
multi stage charging methods [32].

Lead-acid batteries are normally charged using three stages,
1. Constant current charge
2. Topping charge
3. Float charge
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Figure 2-3. Charging characteristics of lead-acid batteries [32]

Figure 2-4. Characteristics of charging stages of a Pb-acid battery [32]

70% of the battery capacity is charged using the first stage where a constant current
is used and it takes about 5-8 hours for this stage to be completed. The slower topping
charge completes the other 30% using another 7-10 hours. This stage is an important part
of the charging cycle which contributes to the well-being of the battery. The next stage
takes the battery to the full charge level.
The change from first stage to the second stage starts seamlessly when the battery
reaches the set voltage limit and it is called gassing voltage. The current starts dropping
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as the battery reaches saturation; the full charge occurs when the current decreases to 3%5% of the Ah rating.
The second phase starts when the gassing voltage is reached. Then the voltage is
maintained constant till the battery is fully charged. The current depends on the internal
impedance of the battery, which again depends on the SOC. The float charge in the third
charging phase maintains the battery at full charge.
Figure 2-5 elaborates the discharging characteristics of a typical lead-acid battery.
According to the characteristics, it is clear that the voltage drop for short term discharges
is a lower value.

Figure 2-5. Discharging characteristics of Pb-acid battery [32]

Selection of this voltage threshold is a critical step of the configuration as it should
take the battery to the fully charge state while avoiding sulphation on the negative plate
and extra gassing. Temperature changes affect this threshold voltage setting; warmer
ambient temperatures lower the threshold while cooler temperatures raise the limit.
Advanced battery technologies use temperature sensors to adjust this voltage setting
during temperature variations to gain optimum efficiency.
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Because of the limitation in the charging characteristics, it is necessary to take the
charging rate into consideration, especially in the control structures designed for
operation of the battery storage. This is considered one of the main focuses of this
research.

2.4

Hybrid lead-acid batteries

Commonwealth Scientific and Industrial Research Organisation (CSIRO) of Australia
has developed a new battery technology by combining asymmetric capacitor with the
lead-acid battery. The addition of the capacitor has improved the power and the lifetime
of the battery by acting as a buffer during charging and discharging. A boost of 50% in
power and the lifetime by a factor of four can be expected from the new type compared
to the regular lead-acid batteries [32].

Figure 2-6. Capacity over time with PSoC use [3]

The Ultrabattery is capable of operating in partial state of charge (PSoC) and it has
enhanced the ability of processing more energy over a longer time than conventional
VRLA batteries as shown in the Figure 2-6. The PSoC operation has also helped the
Ultrabattery to operate at much higher efficiency as indicated in the Figure 2-7.
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Figure 2-7. Comparison of efficiency vs state of charge [3]

Further, these improvements of the Ultrabttery have led to lower lifetime cost per
kilowatt hour (kWh) and fewer refresh cycles and less downtime. Also, the charge
acceptance capability of Ultrabattery shows an improvement compared to conventional
VRLAs.

2.5

Optimal operation of renewable powered residential/commercial systems

Battery storage plays a major role in terms of overall operation of the renewable rich
residential/commercial systems. Most hybrid inverters, which are used to control battery
storages, use real time control where the control actions are based on the present data or
pre-configured modes. If an optimisation platform is capable of utilising varying future
data (i.e. forecasted generation and loads) for optimal operation of battery storage, the
savings for the customers can be improved as the inconsistent nature of the generation is
considered, avoiding unnecessary low value exports to the grid.
Battery technologies are expensive and this has also been one of the main drivers for
optimisation processes, which aims to maximise the financial performance for the owners.
Also, battery storage generally has a limited operating lifetime, which depends on the
number of battery cycles [9]. Therefore, it is important to balance the flexibility of battery
use with impact on lifecycle in the control of charging/discharging.
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Therefore, significant demand exists for optimisation platforms, which can be used
to optimise the operation of battery storage either for profit, reliability or other
improvement metrics.

2.6

Standard optimisation problems

In order to solve any optimisation problem, a mathematical representation of the system
should be developed for use with the optimisation software. A general optimisation
problem is defined as follows,
( 2.1 )
0,

Here, the variable
and

1, 2, … … . . ,

( 2.2 )

denotes the optimisation variable,

is the objective function

are denoted as the constraint functions. Optimisation problems are defined

based on the properties of the objective function and the constraints functions.

2.6.1

Linear programming

If the objective function and constraints related to a particular problem are linear
functions, then the problem can be formulated and solved using linear programming (LP).
These types of problems are normally formulated in inequality form.

2.6.2

Quadratic programming

In a case of the objective function is convex and quadratic, and the constrains are linear,
then the problem can be identified as a quadratic programming (QP) problem.
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2.6.3

Mixed integer linear programming

The problems, in which the optimisation variables contain both real and binary parts,
while the objective function and the constraints are linear, are referred as mixed integer
linear programming (MILP) [6].
The difference between LP and MILP is the binary optimisation variable which acts
as a constraint making the problem difficult to solve. Complexity of these types of
problems increases exponentially with the number of binary variables compared to the
polynomial complexity of the LP problems.
Apart from these standards methods, many other optimisation methods can be found
in the literature and the next section has examined the methods/frameworks which have
been used to optimise the operation of the complete system or energy storage.

2.7

Optimisation frameworks involving microgrids

Optimisation models can be derived using a number of different techniques and
solvers/software packages. Among the most popular methods are [33]: LP,
MILP/MINLP; particle swarm optimisation (PSO); and genetic algorithm (GA). A
method can be selected depending on the structure of the problem, objective function,
variables and related constraints. Similarly, software tools or solvers are chosen
depending on their capabilities of solving different types of problems or models.
MATLAB, CPLEX and GAMS are few of the many common software tools/solvers [33].
In [34], a comprehensive study can be found on the approaches and
methods/algorithms used for implementing optimisation at a planning stage in case of
microgrids. The main approaches have been categorised to single-objective optimisation,
multi-objective optimisation, heuristic and metaheuristic optimisation. Operational
scheduling can be identified as the main focus of most of the research articles.
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In [35], a multi-objective optimisation approach has been proposed for a network of
microgrids connected to a system. For a single system, the objective is to maximise the
net gain derived from consuming the available power while the objective for the grid is
to maximise the net value derived from providing excess power to the network.
In [36], a business model is proposed for optimal operation of community-based multiparty microgrid. This has considered critical loads and generators owned by multiple
owners operating with unique operating goals.
Although the greater interest is to investigate the optimal operation of single or
multiple systems connected to a network, it is always important to identify the optimal
operation of energy storage systems. Previous work on optimising generation and energy
storage systems in microgrids, especially with solar PV, are included as follows.
Scheduling of generation and an energy storage system of such a system has been
conducted in [22] where the objective function minimises the overall cost of electricity
while maintaining the self-sufficiency and vital constraints of the battery storage. In [26],
another approach can be identified in which optimal charging and discharging patterns
for the battery storage system are generated. In both cases, the optimisation is defined as
a mixed-integer problem.
Another method can be found in [37] where a rolling optimisation strategy is utilised
in order to determine the optimal dispatch for energy storage based on short-term forecast.
In this study, the optimisation horizon and time interval are selected as 4 hours and 15
minutes respectively.
While the approaches discussed above have contributed in developing optimisation
tools or methods, limited studies have presented comprehensive step-by-step process of
identifying the important parameters and using them in a way to analyse their independent
effects on the optimal cost or overall savings. Also, most of the studies have not
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considered effective ways of incorporating changes in the generation and load profiles in
deciding optimal ways of operation. This factor encouraged the proposed research study
to be focused on a method where the future changes can be used in deciding the optimal
operation, hence the model predictive control (MPC) method was identified.

2.8

Model predictive control

MPC has been used in different study areas, e.g. automotive, air conditioning [6], for
more than three decades and has developed during the time. This is not another specific
control theory but combination of many control methods which make explicit use of a
model of a process/system to find the control signal while minimising an objective
function. The basic idea behind the model predictive theory is to use a model to predict
the output for future called horizon and calculate a control pattern to minimise an
objective function.
MPC comes with its own advantages compared to other methods. Mainly because of
the intuitive nature of the concepts and the other advantages include the easy use in many
processes ranging from simple dynamics to complex dynamics and conceptually simple
ways to extend the constraints.

The Figure 2-8 shows the strategy used in the model predictive controllers.


The future outputs for a pre-defined control horizon N, are predicted every time
step t using the model. These predicted outputs for k=1....N depend on the known
past inputs and outputs and on the future control signal, then to be sent to the
system to be calculated [38].
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Figure 2-8. Illustration of the strategy used in the MPC



The future control signals are determined by optimising the objectives to follow
the reference trajectory [39] as indicated in the Figure 2-9.

Figure 2-9. Comparison of MPC



The control signal is then sent to the system to whilst the next control signals
which were determined are neglected, because at the next time step y(t+1) is
already known and first process is repeated with this new value and all the
equations are updated. Therefore, the calculated u(t+1) calculated at (t+1) will be
different from the u(t+1) obtained at (t) because of the new information made
available during the calculation process using the receding horizon method.

45

The implementation of the strategy can be done as shown in the Figure 2-10. A model
can be utilised to predict the future outputs based on the past and current data, and the
obtained control values. These control values are determined by the optimiser taking the
cost function and constraints in to account.

Figure 2-10. Implementation of MPC

The model is a major component in the controller, as it should be able to represent
the system dynamics to predict future outputs accurately. Since, MPC is not a unique
method but a combination of different methods, there are many types of models in
problem formulation. The state space model is widely used one as the formulation of the
system is a simple and straightforward method. An example of state space model
representation is shown below.

Figure 2-11. Block diagram representation of a linear state-space model
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( 2.3 )

( 2.4 )
The optimiser is another important part of the controller as it decides the control
actions. When the inequality constraints are involved in the problem, the solution has to
be obtained using computationally onerous numerical algorithms.
Importantly, the size of the optimisation problems is determined by the number of
variables and the control horizon and the time needed to solve constrained problems can
be higher than in a reasonable magnitude compared to the time for an unconstrained
problem.

2.9

Model predictive control and hybrid systems

In some instances, control processes/systems involve not only continuous variables but
also discrete variables. Different techniques are used to model and analyse these types of
systems. These systems are defined as hybrid systems where there are both discrete-state
and continuous-state event variables. This means that these systems have time-driven and
event-driven dynamics.
The modelling techniques which are used to model hybrid systems should be
descriptive enough to represent the behavior of both continuous dynamics and logical
components such as switches, automata, and software codes, and also to take the
interconnection of these logic and continuous dynamics into the account. Importantly, the
model has to be simple enough to solve and analyse.
In [40], a framework was proposed to models which are defined as hybrid systems
with constraints. These systems are called mixed logical dynamical (MLD) systems [41].
A systematic control design method has been developed by the same authors based on
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MPC. These types of hybrid systems are described as follows,
1

( 2.5 )
( 2.6 )
( 2.7 )

where
∈
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is the state vector
0,1
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This approach facilitates use of the logical dynamics in the state equation by
transforming Boolean variables into 1 or 0 integers, and the relationships as mixed-integer
linear inequalities.
If a model needs to be constructed where a binary variable
if and only if

0 for some

∈

∈ 0,1 should be true

.

0 ⟺

1

( 2.8 )

0 ⟹

0

( 2.9 )

then,

Hybrid systems description language (HYSDEL) can be used to model MLD systems
and the HYSDEL compiler automatically translates a mathematically written textual
description of the hybrid system into a set of mixed-integer inequalities.
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2.9.1

Use of HYSDEL

HYSDEL is a language which can be used to represent a hybrid model more in abstractive
level which can be easily formulated similar to the handwritten mathematical formulation.
Then the HYSDEL compiler is used to convert the model into a computational model
which can be used in system optimisation [42].
HYSDEL specialises in describing continuous models combined with logical
conditions. HYSDEL compilers generate compact computational models which are
generally more efficient compared to the models acquired from other general-purpose
modelling software. Formulating a system, which contains logical behaviour, using
general-purpose optimisation software tools can be tedious and complex. HYSDEL is run
in MATLAB environment, which makes the coding and post analyses effective.

2.10

Model predictive control approach for optimal operation of systems with
energy storages powered by renewable energy

MPC approaches have been used in [43] and [44] in which the objective is to achieve
optimal cost by controlling battery storage. In [44], a similar approach has been
undertaken to optimise the operation considering the lifetime of the battery. Most of the
MPC approaches have been used in developing energy management systems related to
residential/commercial systems.
Important research related to MPC approach has been reviewed in [45], emphasising
the contributions of each work. Main contributions include minimising the grid
involvement cost while utilising the battery storage, minimising the total operational cost
and maintaining other important parameters such as voltage, load shedding, etc.
In [46], MPC is used to maximise the utilisation of a battery to shave peaks in solar PV
generation and load profile. Load and generation forecast profiles were used as inputs to
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make the battery on-off decision based on the developed controller. A similar approach
has been utilised in [47] to control charging and discharging of a battery in a residential
solar PV system. Here, the primary objective was to minimise the total cost for the
customer. A time of use (TOU) tariff scheme was used in the model; however there is no
mention of feed-in tariff during energy export.
Examples of new operational strategies and frameworks based on MPC have been
reported in [48] - [49] which attempt to minimise total energy cost, carbon emissions, or
battery lifetime loss, or increase utilisation of the available renewable energy resources.
Performance during grid scheduled blackouts was considered in [48]. The effect of the
control horizon, accuracy of the load forecast and battery health has also been investigated
in [49].
In [43], a predictive control framework is proposed to increase the utilisation of the
battery to reduce the purchasing electricity from the grid. It also provides a more realistic
model of the battery considering leakage current and a switched model with
charging/discharging functions.
An MPC based approach has been used in [50] to manage the thermal and electrical
energy in a combined cooling, heating and power (CCHP) microgrid in terms of achieving
economic operation. In this work two different tariffs have been used for import and
export.
Another MPC based approach can be seen in [51] which stores and distributes energy
in an efficient manner. This has been obtained while minimising the charge/discharge
cycles to increase the battery life. However, the work itself suggests the complexity of
solving these problems when more constraints are considered and how it affects the
solving times.
Reference [52] presents an MPC scheme which is designed to optimally manage the
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thermal and electrical subsystems of a smart house. The objective is set to minimise the
expense for buying energy from the grid while gaining thermal comfort levels. This
research discusses the importance of using a hybrid dynamical model when the binary
control inputs are used together with the continuous inputs.
A preliminary study on applying MPC technique to efficiently optimising the system
operations can be found in [53]. This is done while the important operation constraints
and a time-varying request are met. The main objectives are the unit commitment, the
economic dispatch of distributed generators, obtaining the time of charging/discharging
the storage and the decision on the time and amount of energy purchase from the grid.
Further this emphasises the importance of using a technique like MPC to solve the
problem using commercial solvers without resorting to complex heuristics or
decomposition techniques.
In [54], an optimal control strategy has been proposed using MPC to coordinate
energy storage and a diesel generator in a system to maximise wind penetration while
maintaining system economics and normal operation performances. The performance of
the control strategy has been compared to an open-loop look-ahead dispatch problem
under high penetration of wind.
A supervisory MPC method has been developed in [55] for optimal power
management and control in a hydrogen-based energy storage. This is designed based on
two main objectives where the first one is to calculate power reference signals to
electrolyser, the fuel cell and the grid in order to satisfy the user power demand while the
second one is to maintain the optimal duty cycles, operational constraints and energy
savings.
Another use of a mixed logical dynamical system where both continues and discrete
dynamics are captured can be found in [56]. An MPC technique is utilised to maximise
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the economic benefits to hydrogen-based system and minimise the degradation in hybrid
energy storage system.
Overall, the above mentioned studies have identified the importance of MPC in
optimising the operation of energy storages powered by renewable energy. However, the
studies have taken limited approaches to identify (through comprehensive numerical
analyses)

the

effective

parameters

such

as

charging/discharging

cost,

charging/discharging rate and especially charging characteristics as a functions of SOC.
At the same time, lack of consideration was identified in utilising the parameters in a way
it is feasible for practical implementation. Need for simulation platforms which are based
on real systems to conduct thorough sensitivity analyses to strengthen the use of MPC
operation was also identified as a gap.

2.11

Summary

This chapter has summarised the existing literature in the area of microgrid concept,
energy storage technologies in renewable rich microgrids, optimal operation of
residential/commercial systems powered by renewable energy and optimisation
frameworks focusing on model predictive control approach for the operation of such
systems.
The microgrid concept has been elaborated focusing on the effects of the renewable
generation on the operation. The importance of using energy storage technologies in
microgrids and their usage have also been summarised using the available literature. This
was necessary to identify the need for optimal operation of the renewable
residential/commercial microgrids, especially due to the inconsistency of the renewable
generation and also due to the cost of new energy storage technologies.
Optimal operation of renewable powered residential/commercial microgrid systems
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and the objectives and constraints related to the optimal operations have been reviewed
using the literature. Also, methods which can be used for optimisation are summarised
identifying the work in the literature related to developing optimisation frameworks for
operation. This clearly indicated the lack of comprehensive and step-by-step development
studies for residential/commercial systems in the existing literature including lack of
initiatives to incorporate future changes in generation and load profiles.
Operation of lead-acid batteries has been summarised identifying the performance
parameters and factors of the lead-acid batteries. Also the properties of new Ultrabattery
technology has been summarised as the technology is used in the practical
implementation of this research. This was useful as the existing studies have limited the
use of these parameters, especially charging characteristics of the battery in related to
optimal operation of battery storage.
The MPC concept has been summarised in this chapter in order to identify its’ usage
for developing an optimisation framework. Important literature on MPC approach for
control has been critically reviewed and summarised and this step helped to enhance the
knowledge on the identified research gaps.
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Chapter 3
3. Case study and problem identification
As outlined by the literature review presented in Chapter 2, optimal operation of battery
energy storage systems with renewable generation such as solar PV are mainly affected
by the uncertainty of power output by the renewable generation, fixed control methods,
different tariff schemes and related constraints.
In this chapter, operation of two case study systems, namely residential and
commercial scale, containing solar generation and battery energy storage is studied. Indepth analyses are done and results are presented focusing on the commercial system.
The commercial case study system is characterised and analysed to identify potential
improvements to the control of local battery energy storage for the benefit of the building
owner which is the focus of this research. Improvements in control related to the
commercial scale energy storage system are applied to the subsequent residential scale
system.
It is anticipated that the proposed control improvements will be relevant to more
general energy storage systems, especially in a microgrid environment.
3.1 Operation of a battery system with solar PV
Since, the intended research focuses on the operation of a battery storage system of
residential/commercial buildings which integrate solar PV generation, a commercial
building was selected as a preliminary case study platform.

3.1.1 Commercial building - Sustainable Buildings Research Centre (SBRC)
As the case study commercial system the Sustainable Buildings Research Centre (SBRC)
at the University of Wollongong, Australia was analysed. A planning study was
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conducted for a battery storage system to be installed at SBRC while solar PV generation
is in operation.

3.1.1.1 Overview of building technologies
The SBRC building has been designed to be an ultra-low energy building using optimised
passive design principles, natural ventilation and importantly, by careful equipment
selection. The SBRC generates more energy each year than it consumes by utilising
different renewable energy technologies.

Figure 3-1. SBRC annual cumulative demand, generation and net energy

A sophisticated building management system (BMS) is incorporated in the SBRC
infrastructure, which enables low resolution energy meter data (10 minute interval) to be
captured and stored, and is utilised extensively in this case study.

3.1.1.2 Electricity demand profile of the building
The SBRC building consists of electrical loads which most commercial buildings would
include. The demand curve of the SBRC building for an average working day is shown
in Figure 3-2, which contains controllable and uncontrollable loads. Table 3-1 has
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summarised the main loads of the SBRC.

Figure 3-2. SBRC typical daily demand profile
Table 3-1. Electrical equipment of the SBRC
Equipment
General
Computer
Lighting
HVAC
Test Equipment
Other

Average Daily Energy Usage (kWh)
~ 50
~ 70
~ 25
~ 200
~ 30
~ 15

3.1.1.3 Solar PV generation
The SBRC has a solar PV system with total capacity of approximately 155 kWp. These
solar panel networks are connected via six 20 kW 3-phase inverters, two 10 kW 3-phase
inverters, one 12.5 kW 3-phase inverter and one 4 kW single-phase inverter. Figure 3-3
shows how the solar panels are laid-out on the roof of the SBRC including a special 70o
angle arrangement which was designed to use as a display component for the interested
visitors to understand and showcase the technology. Further, Figure 3-4 indicates how the
generation profiles can change during the week and also the seasonal changes; a nearly
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clear (of clouds) day in the summer and winter.

Angled North facing
solar panels

Figure 3-3. Arrangement of the solar panels on the SBRC roof.

Figure 3-4. Examples of variation of (5 minute average) solar PV generation at SBRC (acquired from
Energy Matters SolarLog portal [57])

3.1.1.4 Battery storage system
A 100 kWh lithium-ion battery bank is planned to be connected as the battery storage
system for the SBRC building. The battery storage system is charged with the excess
power from the microgrid and discharged in accordance with a fixed control strategy.
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Figure 3-5. SBRC single line diagram

3.1.2 Residential building – Illawarra Flame House (IFH)
As the residential case study house, another UOW building was selected. Illawarra Flame
House (IFH) was designed and built for the 2013 Solar Decathlon Competition, which
was held in China. The house was initially designed with 10 kWp rooftop solar PV. In
2017, a hybrid inverter and a battery energy storage system were installed to the electrical
system of the house creating a renewable powered system (microgrid), which is capable
of operating in islanded as well as grid connected modes.

3.1.2.1 Solar PV system
The roof top solar PV system consists 20 x 0.250 kWp polycrystalline panels and 20 x
0.220 kWp CIGS panels connecting in series over four strings to generate 10 kWp of
power. There are two DC-AC inverters, which are connected to 20 panels each. These
two inverters were initially connected to the AC electrical system of the house. Figure 36 shows how the rooftop solar PV panels are mounted on the roof. The panels are at 18
degrees tilt with most panels oriented North (in southern hemisphere) and one section
oriented South (in southern hemisphere).
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Figure 3-6. Layout of the solar PV system on the roof of the IFH

3.1.2.2 Electrical loads
The house is equipped with typical residential household electrical equipment. Table 3-2
summarises the list of main electrical equipment in the house and their rate of energy
usage.
Table 3-2. Electrical equipment of the house

Equipment
HVAC
Cooking stove
Hot water heater
Oven
Microwave
Dishwasher
Washing machine
Dryer
Refrigerator
Water kettle
Lighting load

Rate of Energy Usage
3.0 kW max
7.0 kW max
3.6 kW max
3.0 kW max
1.4 kW max
1.0 kW max
499 kWh/year
189 kWh/year
260 kWh/year
1.0 kW max
0.5 kW max

The HVAC system of the house can also be controlled by an MPC based program
developed by another researcher as a part of the UOW research presented in [62].
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3.1.2.3 Battery storage system
A battery storage of 14 kWh was added to the electrical system of the house. The battery
storage system consists of two Ecoult UltraPODs, which contain 4 series connected 12 V
Ultra batteries in each.

3.1.2.4 Hybrid inverter
The hybrid inverter is a 7.5 kW Selectronic SP PRO AU Series smart bi-directional
inverter charger. This hybrid inverter incorporates the rooftop solar PV with the battery
storage system to operate as an on-grid or off-grid system.

3.1.3 Intelligent battery control
Operation of most of the battery storage system is based on a pre-defined/pre-configured
control method. Such systems are generally operated to maximise the utilisation of the
renewable energy generation. Therefore, most hybrid inverters are designed to operate in
the following control method.
Battery storage systems, for both residential and commercial systems, maintain
energy requirements to enable the system to meet energy demands or store excess energy.
As mentioned previously, this is an important functionality in a system where generation
is based on time varying, intermittent, renewable energy resources. Therefore, how
battery storage systems are controlled is critical to achieve the maximum benefits
simultaneously depending upon the generated power and assisting in delivering the total
demand. The flow diagram of Figure 3-7 outlines the algorithm used to control the
modelled operation of the battery storage system in the case study done for the SBRC
building. Ideal conditions are assumed in the operation of the battery storage system.
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Figure 3-7. Normal operation of battery based energy storage

As shown in the flow diagram, control is implemented depending on the status of the
system, whether there is excess generation, and the state-of-charge (SOC) of the battery
storage. If excess power is available and the battery is not fully charged (0.2 < SOC <
1.0), the battery storage system operates in the "charging mode" and it is assumed that the
battery bank is charged with the full amount of the excess power (ΔP > 0; ΔP = Pgen Pload). The system will be in the charging mode until the SOC level reaches 1.0, i.e. fully
charged. If the battery is fully charged and the excess power is available, the control logic
shifts to the “export mode” which transfers the excess power to the grid. Whenever excess
power is not available, the algorithm examines the status of the battery energy storage
system (SOC level), and if the SOC level is between 0.2 and 1.0, the system will operate
in “discharging mode”. If the SOC level is not in the preferred range, the system will
import the power from the grid shifting to the “import mode”. However, depending on
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the SOC level, if the battery system cannot be charged or discharged with the excess
energy during the specified time period, the system will operate in the export/import mode
to balance the demand-generation mismatch in the system.
The algorithm is implemented in real time, starting from the beginning of the
algorithm where it detects the status and SOC of the battery energy storage system. The
algorithm is applied at the battery management system level, where measurements of
required parameters are available, enabling control of battery charging and discharging.

3.2 Electrical energy cost of the system and avenues to optimise the cost
3.2.1 Cost for the electrical energy
The ultimate purpose of using battery storage system in an electrical system with
renewable energies is reducing the cost associated with purchasing electricity from the
grid. The increasing trend of adding renewable energy sources (mainly solar PV) into a
residential/commercial building has changed the way electrical energy is metered.
Following two different tariff schemes can be identified in the industry.
1. Net metering
In this scheme, the premises (residential/commercial) are charged for the net
energy which is imported from the grid. The energy meter does not record the
total energy generated by own generation or the total energy consumed by the
loads, but the surplus energy which is either imported or exported.
2. Gross metering
In this metering scheme, the total amount of generations exported to the grid
and total load amount are recorded separately.
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Based on the above two metering schemes, electrical energy has been priced for the
premises. For the pricing of the energy, different tariff schemes can be employed.
1. Flat tariff
A fixed price is used without any time constrains. There can be two different
prices for import energy and export energy.

2. Time-of-use (TOU) tariff
In this tariff, different energy prices (for imported electrical energy) are
allocated to pre-defined time bands of a day. There can be a fixed price for
energy exports.
The following table summarises different tariff schemes used by the energy
retailers in different Australian states (2020 update) to be paid for the energy exports
of residential and commercial systems.
Table 3-3. Feed-in-tariff schemes used by energy retailers in different states [58], [59]
State

NSW
VIC
SA
ACT
TAS
NT
WA
QLD

Rate Paid (AUD cents/kWh) *depending
on retailer
Residential
Commercial

0.0 – 21.0 *
0.0 – 16.0 *
0.0 – 22.0 *
0.0 – 16.0 *
0.0 – 14.3 *
8.3 – 27.6 *
~ 7.1 *
0.0 – 17.0 *

0.0 – 23.0 *
0.0 – 16.0 *
0.0 – 26.0 *
0.0 – 18.0 *
0.0 – 9.3 *
8.3 – 27.6 *
~7.1 *
0.0 – 22.0 *

3.2.2 Case study to identify avenues to optimise the cost
According to Table 3-3, it is clear that the feed in energy from the distributed energy
resources are not rewarded compared to the import tariffs in the tariff schemes even with
the increasing popularity of the renewable energy. Therefore, there is a need to identify
the avenues to increase the saving or self-sufficiency of the system. The following case
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study was aimed to identify the avenues to optimise the cost based on a pre-defined
algorithm which is widely used in battery storage systems.

3.2.2.1 Analysis of electrical energy cost
For the purposes of this study, it is assumed the local electricity distribution company
supplies electricity to the commercial case study system, the SBRC building under the
'General Supply Time of Use' tariff scheme from Endeavour Energy [25], as outlined in
Table 3-4 below.
Table 3-4. Commercial building Time of Use tariff scheme

Time of the Day
07:00 - 13:00
13:00 - 20:00
20:00 - 22:00
Other times of the day

Category
Shoulder
Peak
Shoulder
Off-peak

Price AUD$/kWh
0.120 (C2)
0.185 (C1)
0.120 (C2)
0.054 (C3)

According to the TOU tariff categories outlined in Table 3-4, considerable power
output from the SBRC solar PV system can be expected during more than half of the peak
(13:00 - 20:00) and the first shoulder (07:00 -13:00) time periods.
Using the algorithm described in Section 3.1.3, the cost for the electrical energy
usages from the utility was analysed over three different scenarios where the battery bank
is in operation (charging and discharging without any time constraints) or omitted from
the operation.
1) Scenario I: Building connected to grid via precinct
This scenario is specific to the SBRC as the SBRC building is connected to the main
distribution point where the other buildings of the premises are connected and no
export to the grid occurs, even during light load. The excess power generated in the
SBRC is consumed by adjacent buildings, representing a direct saving for the whole
premises equal to the full demand tariff. For the financial analysis, excess power
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exported from the system and not used locally is recorded as negative (-) power, and
the related cost is assumed to be the full (-) value of the relevant tariff scheme.

a) With and without a battery bank
Scenario I was analysed using data for the first day of the month of August 2014 for
the system operation both with and without a battery bank. The resultant energy flows
to/from the utility (kWh) and attributed costs (AUD$) are presented in Table 3-4.
Table 3-5 indicates that there is an extra saving when the battery bank is in use.
However, the extra saving was attributed to only 6 hours of operation of the battery
bank (this is a cumulated value and it may be less when instantaneous operations are
considered).
Since, the generations supplied by renewable resources are affected by daily
variations, it is necessary to conduct the analysis throughout a representative month
for a better identification of the possible cost or savings variations. Following such
analysis using August 2014 data, at the end of the month the total savings with battery
bank operation was AUD$ 769.11, whereas the savings without the battery bank
operation was AUD$ 651.77. Savings are considerably larger with the operation of
battery bank. The savings with the battery bank in operation are higher due to the
capability of carrying the stored energy to the hours of the day subsequent to where
the renewable generation reduces or ceases completely. During the analysed month,
the cumulated hours of the battery bank operation reached 201 hours.
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Table 3-5. Analysed energy and cost/savings data for a day

This was key to identify the advantage of the battery storage system, which generate
additional cost benefits. This also emphasises the effects from the tariff to the cost in
each time slot which can be considered as a factor in an optimisation process which
identifies the best time to charge or discharge the battery.

b) With extended operation of battery bank
The results from a) indicate that the battery bank does not operate during most of the
off-peak hours when the tariff is low. This creates the possibility of establishing
further constraints on battery bank operating times. Accordingly, there can be multiple
arrangements to improve battery bank operating times. For example, the battery bank
can be charged during the off-peak hours and then used as a source during the peak
or shoulder hours. This arrangement can be added as another feature to the control
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logic, instructing the system to shift the mode to “charging mode” during the off-peak
hours with dependence only on the SOC level.
The impact of this new control arrangement was analysed to determine the effect on
the total cost or resultant savings. The battery was allowed to charge during the offpeak hours (extended operation) by a set kWh value per time period in order to
represent a reasonable charge rate. For this extended operation the battery bank
charging value was initially set to a rate of 10 kWh/h to represent the nominal design
size of the energy storage system (inverter and battery) selected for the SBRC in [16],
with discharging of the battery held equivalent to a nominal C10 rating to ensure
extended battery operation. The resultant cost or savings are presented in Table 3-6.
According to the analysed data in Table 3-6, the total savings of extended battery
operation is slightly higher than the normal battery operation for a particular day.
However, at the end of the day, SOC of the battery has increased to 0.5. This indicates
that continuation of this pattern of operation would impact positively on the savings.
A continuous analysis for 30 days was completed to see how the total savings was
affected. The results provided in Table 3-6 indicate a total savings of AUD$ 906.15,
and the battery bank operation for this particular logic was 409 hours.
Table 3-6. Cost comparison for Scenario I with extended operation of the battery bank

Cost or saving for the day / AUD
SOC at the end of the day
Cost or saving for 30 days / AUD

Battery Bank Operation
Normal
Extended
-21.94
-24.28
0.2
0.5
-769.10
-906.15

2) Scenario II: Building directly connected to grid with no revenue for export
In Scenario I, the savings were spread over the whole precinct in which the system is
located. In order to observe the values of cost or savings that are related directly to
the building's combined solar and battery system operation, it is assumed that the
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system is directly connected to the grid (i.e. energy export is not shared with the
precinct) and excess generation is exported to the grid for zero revenue. Therefore, in
Scenario II the focus is limited to the costs or savings related to the electrical energy
which is taken from the utility to premises when its resources are not capable of
fulfilling the electrical demand. Table 3-7 shows the costs of each day with and
without the battery bank, and with extended operation of the battery bank.
Table 3-7. Cost comparison for Scenario II

Cost for the day / AUD
Cost for 30 days / AUD

Without Battery Bank Operation
Battery Normal
Extended
33.98
19.18
25.24
747.54
406.74
484.03

3) Scenario III: Building directly connected to grid with non-zero export tariff
Scenario III is based on a situation where the system is connected to the utility and
export of excess power to the grid attracts a feed-in tariff. Accordingly, the export
tariff rate was introduced into the analysis undertaken in this scenario, and a rate of
AUD$ 0.053 per kWh was applied (as a constant rate) throughout the day [60]. When
the microgrid is in normal operation the TOU tariff is applied as per the previous
scenarios.
The resultant data for operation of the microgrid for Scenario III over the period of a
day is presented in Table 3-8.
Table 3-8. Cost/savings data for Scenario III

Without
Battery
Cost/saving for the day / AUD
Cost/saving for 30 days /AUD

13.96
187.37

Battery Bank
Operation
Normal
Extended
3.40
5.75
-54.93
-72.49

The data indicates that even though the cost related to the extended battery operation is
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higher, as shown in Figure 3-8 the SOC of the battery at the end of the day is at 0.5 (the
analysis started with a SOC level of zero assuming a fully discharged battery), which will
continue into the next day as a net gain. When the analysis was continued over a 30 day
period, as provided in Table 3-8 the

Figure 3-8. Variation of loads, generations, import/export energy and SOC level

resultant data shows that there is a relative increase of the savings for the extended
operation of the battery bank. This is to ensure flexibility of battery operation for when
the analysis extends over more than a single day. The addition of an end of day SOC
constraint and the cost value associated with the end SOC will be investigated in latter
chapters.
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Figure 3-9. Cost / saving variations of different scenarios for 30 days

3.2.2.2 Analysis of extended operation of the battery bank
The scenarios discussed in the Section 3.2.2.1 are based on the microgrid being connected
to the grid and other buildings within the same precinct, and the application of the relevant
tariff scheme. The battery operational hours are however independent of these parameters
in each of the scenarios.
Figure 3-10 shows the comparison of the battery operational hours for both normal
and extended operation over a 30-day period. This analysis required some fine tuning
using relatively small time periods, e.g. 10 minute time steps, in order to come up with a
representative value for operational hours.
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Figure 3-10. Comparison of operation hours for normal and extended operation

3.2.2.3 Battery capacity and charging rate
The charging rate of the battery during the off-peak times is another factor requiring
consideration in order to determine the impact on cost or savings. A number of different
charging rates were selected between 5-20 kWh/h. For the analysis, Scenario III
conditions were considered with the inclusion of the same export tariff as previously
specified. Findings for the different charging rates are shown in Table 3-9, with the lowest
charging rate of 5 kWh/h providing the most savings. This clearly indicates that if a
system is developed with flexible charging rates, which can be decided based on related
factors, rather than a fixed charging rate then it can increase the associated cost benefits.
Table 3-9. Charging rate vs savings

Charging Rate (kWh/h)
Saving (AUD)

5
-82.76

10
-72.49

15
-62.89

20
-52.80

For the charging rate analysis, the system was based on a total capacity of 100 kWh
for the battery bank, which was initially proposed by [16]. Another simulation was
undertaken to see how the cost or savings were affected by the battery capacity for the
same month and operational conditions. The charging rate of the battery bank was set to
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10 kWh/h for the extended battery operation. Results are shown in Table 3-10.
Table 3-10. Effects of battery capacity for savings

Cost or Saving (AUD)
Capacity of Battery
Bank (kWh)
25
50
75
100
125
150
175
200
225
250
275
300

Normal Battery
Operation
113.72
46.29
-9.54
-54.93
-81.17
-100.57
-115.33
-123.85
-130.05
-133.56
-135.14
-136.72

Extended Battery
Operation
124.15
49.65
-16.21
-72.49
-114.42
-135.10
-159.96
-177.61
-182.86
-187.08
-195.22
-194.53

Results of Table 3-10 shows how increasing capacity of the energy storage can help
to gain more cost benefits in both normal and extended operation. However, the rate of
increase lowers as the capacity increases, suggesting that the increasing capacity of the
energy storage may be effective only up to a certain level. This analysis further helps to
identify that battery capacity may not be a useful parameter in a tool which decides the
optimal operation of an existing system as this can only be considered during design stage
of the system.

3.3 Problem identification and selection of an optimisation tool
The above case study results clearly show that the parameters related to the operation of
battery storage such as the time of the charging or discharging, charging/discharging rate
directly impacting the cost of the electrical energy and the life time of battery storage.
Mainly, it can be identified that the fixed control methods, which are controlled based
on the instantaneous data are limited with the capability of creating the optimal way of
operating the battery storage to increase the cost benefits to the operator/owner. This
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suggested the need of methods to operate/control the battery storage in a way that the
present control decisions are made taking the future generation values, load values and
the effective parameters in to the account, which was not considered in the analyses in
this chapter.
The complexity of each parameter and the effect on the total electrical energy cost
cannot be identified clearly when all the parameters are used together in a complex model
or system. Therefore, need of step-by-step identification and development of a platform
to optimise the operation of battery storage system is identified. More details are
considered in later chapters to incorporate the characteristics of each identified key
parameters through relevant analyses.
Therefore, the goal was set to formulate a charging and discharging pattern for the
battery bank of a system shown as in the Figure 3-5, for each day while minimising total
electrical energy cost. Therefore, the objective function for the system was set as follows:
∑

( 3.1 )

Where i is the hour of the day (1 to 24), Ti is the tariff in $/kWh at hour i, Gi is the
average 1-hour generation in kW at hour i, Li is the average 1-hour load in kW at hour i,
and xi is the average battery charge/discharge rate in kWh/h.
The main constraint of the optimisation was the state of charge (SOC) of the battery
bank, where SOC is maintained between pre-defined values (e.g. 0.2 and 1.0 per unit of
battery capacity [61], [62]). The minimum SOC value has been nominally decided
considering an energy reserve for emergency loads, if it exists [22]. A more detailed
approach for determining energy reserve may be considered, if required, say as per [63].
In the preliminary study, export of electrical energy to the point of common coupling was
considered as a saving to the precinct and assigned the negative value of the tariff rate of
the particular hour. This was valid only for the definition of the export energy as a saving.
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However, the intention was to define an optimisation model having separate import and
export tariffs. Additional conditional constraints were required, assigning an import tariff
when the microgrid imports and export tariff when it exports. This is defined as follows
where the TEx is export tariff and TIm is import tariff.

,

,

0
( 3.2 )

0

Direct applicability of optimisation tools (e.g. MATLAB) was not possible as this
particular case contains conditional constraints, which cannot be dealt with as yet by any
built-in MATLAB optimisation functions. Decomposition methods or rearrangement of
the objective function may have been used, however this would have added more
complexity to the problem formulation and contributed to computational times.
Therefore, the search of a solver/platform, which can handle these types of conditional
constraints, directed the study towards HYSDEL, which can be used to model the logical
systems in a general mathematical representation [64], which then can be used to solve
using MPT [65].
In order to define this conditional constraint problem, it was needed to define this
problem as a hybrid system. Hybrid systems are models which contain continuous
components as well as discrete components associated with logic devices. These can be
switches, digital circuitry or software code, and clearly match the needs of this particular
case where conditional constraints exist.
The next decision was to decide on an optimisation method out of many available
methods. Since, using future generation and load profiles in the decision making
optimisation process was one of the main requirements, MPC method was selected. The
next chapter will comprehensively describe the details of using model predictive control
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method to optimise the operation of a battery storage system with solar PV.

3.4 Summary
This chapter was structured to identify how the commercial and residential systems with
battery storage and solar PV systems operate.
In this chapter, two case study systems were introduced to identify the problems which
can be identified inthe similar systems, especially in related to the optimal operation. A
commercial renewable system with battery storage was analysed with the defined method
which can also be applicable to residential systems. This led to identify the structure of
each system, technologies used and operational parameters and limitations which are key
knowledge to development of optimisation methods for these systems. Moreover, this
chapter helps in understanding the residential system and its operation which is used to
implement the research outcome in the latter chapters.
The operation of the battery storage is considered as one of the key factors for optimal
operation of residential/commercial renewable microgrids. Therefore, an intelligent
battery control method which is used as a fixed operation method without any future
forecasting or parameters was analysed. This helped in identifying the controllable
parameters which can be used in an optimisation tool relating to the operation of a battery
storage system.
Electrical

energy

cost

is

a

parameter

which

can

be

optimised

in

residential/commercial renewable microgrids. Therefore, the methods and the tariff
structures which are widely used to calculate electrical energy were identified with some
examples. A study was carried out to identify the avenues to optimise the electrical energy
cost. The intelligent battery control method which was introduced earlier in the chapter
was used for this study. The analyses were conducted using different scenarios of
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operation. A mix of the connection method of the system to the grid; via precinct or
directly, availability of a battery bank, operation mode (including an extended operation)
of the battery and different tariff schemes were used as the main scenarios. The results
clearly showed that there is an improved saving with the use of the battery storage.
Another important analysis was carried out to see how battery capacity and charging rate
of the battery affect the cost and it also indicated that the charging rate can affect the cost.
Based on this finding, more detailed information on the effect of the charging rate needs
to be considered in the subsequent chapters.
Understanding of all these analysed parameters indicated that there are avenues to
gain cost benefits, especially when the contributing parameters are not controlled using a
fixed method. Need of using the main parameters in an optimisation model which can
mathematically decide the optimal charging and discharging pattern considering the
future generation and/or load forecasts was identified. Further, a special issue arising with
the use of import and export tariff was discussed and the important steps to handle this
known as conditional constraints were shown which are to be used in the next chapter.
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Chapter 4
4. Optimisation of battery energy storage with solar PV generation
This chapter discusses model predictive control (MPC) and how it is used to optimise the
operation of a battery based energy storage system within a building containing solar PV
generation. The use of MPC to develop an optimisation model for battery based energy
storage is comprehensively outlined in the Section 4.1 with detailed discussion on the
state space model, cost function and by presenting the broader aspects of model
formulation. Section 4.1.4 explicitly explains the process undertaken to incorporate the
charging characteristics as a part of the constraints by providing the relevant theoretical
explanation. Section 4.2 is focused on how the problem was implemented and solved
using the selected tools. This was identified as an important process as such information
cannot be acquired easily in the referred literature.

4.1
4.1.1

Model predictive control approach
MPC method

MPC method has been used in different study areas for more than three decades. The
general definition of MPC is to come up with a profile of a future manipulative variable
to optimise the output (objective function) [66]. The optimisation is carried out within a
specific time window, which is known as receding or control horizon.
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Figure 4-1. MPC illustration for the system

When applied to operation of a battery energy storage system connected to a solar PV
system, the future charging/discharging amounts of the battery storage will be computed
to optimise the total electrical energy cost incurred by the system/building. The process
shown in the Fig. 4-1 elaborates how the MPC can be used to optimise the active energy
import/export (charging (+ve) discharging (-ve)) from the battery (EESS) amounts for a
time step by using the forecast active energy generation by the solar PV system (EPV),
active energy supplied to the loads (EL) values with cost profile and constraints. The SOC
is introduced as the x which is used as a feedback to the system. Based on this operation,
following state-space model was derived.

4.1.2 State-space model for the system and the cost function
The following generalised state-space model is used in HYSDEL to represent the system.

( 4.1 )
where A=1,

0
0 and
1

Egrid = EPV + EL + EESS

( 4.2 )
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1

;

0

0

;

0

( 4.3 )

State of charge of the battery is considered as the state vector x. Energy stored in /
retrieved from the battery (EESS), active energy generation by the solar PV system (EPV)
and active energy supplied to the loads (EL) are considered as the input vector. The net
active energy imported (+ve) from grid or exported (-ve) to grid is defined as Egrid.
Output vector y is defined as follows,

y

( 4.4 )
;

1

;

0

( 4.5 )
|

y

|

( 4.6 )

where C = 0,
( 4.7 )
( 4.8 )
Where R1 and R2 represent import tariff and export respectively. δ is a binary variable.

The cost related to the battery storage needed to be taken into account. There are
certain ways that this cost is taken into consideration. That can be done at the initial design
or feasibility study stage mainly by calculating a return on investment value. If the cost
of the battery storage system can be incorporated as a parameter in the model, the cost
will be represented effectively in the optimal operation.
The optimisation model has been derived to use this cost value directly affecting the
optimal operation of the system. The output function of the above system was divided
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into two components. First component y1 represents the cost of electrical energy import
from the grid and export to grid while the y2 is defined to represent the cost of
charging/discharging based on the cost for 1 kWh of charging/discharging.
in (4.6) is the cost for charging or discharging of a 1 kWh. This cost value does
not include the cost of the energy value and it is represented in (4.5).

4.1.3

Cost Function

The following cost function is used in the MPC model.
min

,……,

∑

‖

‖

‖

‖

( 4.9 )

where:
u - vector of manipulated variables
N - prediction horizon
p - linear norm
Q - weighting matrix on the states
R - weighting matrix on the manipulated variables
In this particular model output weight matrices are selected to be zeros. The size of
Q weighting matrix on the states should be equal to the number of state variables, which
is 49 in this model and the size of the R weighting matrix on the manipulated variables is
set to be 1 as number of inputs is one. The level of optimality is set to be the default (zero),
which the cost-optimal solution leads to a control law which minimises a given
performance index. This case is a linear objective function and therefore the performance
index is selected to the ‘norm1’.
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4.1.4

Constraints

The model should satisfy the following main constraint related to the battery storage
where the SOC of the battery storage should be within the assigned limits. The SOCmin
and SOCmax are dependent on the type and properties of the battery storage used.
( 4.10 )
As an example, a lead-acid battery storage system may utilise only 40-50% of the
battery capacity making the

60 and

100 in comparison to

respective limits of 30 and 100 of a lithium-ion system.
The other major constraint, which is considered in this particular research, is the
charging or the discharging rate of the battery storage, i.e. EESS. The charging/discharging
rate of battery storage depends on many factors. It can simply be a fixed value or an output
of complex relationship of other factors such as voltage and current.
( 4.11 )
4.1.4.1 Charging characteristics of the battery storage system
As mentioned above, the

depends on the characteristics of the battery. Every battery

storage technology has its’ own charging characteristics, which define the capability of
charging or maximum charging rate at a given time of the charging cycle. This can be
affected by many factors. Therefore, taking this aspect in to the optimisation model can
be advantageous.
As the basic approach, a constant value can be used for the maximum charging power
at a given time step. However, using a variable value especially to represent the future
values of maximum charging can help to improve the overall performance of the
optimised operation in gaining better results for the electricity cost.
The efficiency of the battery inverter system and its purchase cost have been omitted
here for simplicity, with a focus on determining the charging and discharging required for
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optimal operation. A more detailed study of formulation including the inverter costs may
be found in [67].
SOC can be identified as a common factor for all energy storage systems. It can be
useful to identify the relationship between the charging capability and the SOC, which
then can be used in the optimisation model. This is feasible as the main state variable used
in the model is the SOC. The relationship is then used in the constraints to change the
upper limits of (4.12), which represents the maximum charging power (storable energy
in one time step in the control horizon).
( 4.12 )
The

represents the relationship between the SOC and the charging

capability. Properties of the

contribute to the complexity of the optimisation

model while that increases the solving time and complexity. If the function is a linear, the
solving time and the complexity will be less compared to when it is non-linear. Therefore,
the function should be carefully analysed and used in an effective manner.
4.1.4.2 How the SOC vs charging rate relationship is derived
This derivation was based on the lead-acid battery charging characteristics which were
discussed in details in Section 2.3. However, this method can be used to derive
relationship for any other battery type as well.
In order to clearly identify this, a real lead-acid battery system was considered. This
particular battery technology includes an attached capacitor technology as well, and
characteristics might vary to a typical lead-acid battery. This battery system is controlled
by a fixed (pre-configured) control method, which is designed to reduce the grid
involvement (import). More information on this battery storage will be addressed in
Chapter 6.
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Figure 4-2. Charging and discharging profile of the hybrid lead-acid battery

Figure 4-2 presents the variation of SOC, battery voltage and the battery current for
a period of 24 hours. DC voltage of each cell is marked as ‘Batt 1.1’, ‘Batt 2.1’, etc. for
the two parallel batteries which consist of 4 cells in each. DC currents of the 2 strings are
marked as ‘String 1’ and ‘String 2’. The building where the battery is connected has a
base load with intermittent changes throughout this particular day and the only generation
source is solar PV. From the start of the day (00:00) to around 06:00, as there is no PV
generation, the battery discharges to supply the loads drawing a current from the battery.
Since, the battery current is more or less constant during that period, the voltage drop is
less and follows a linear relationship as discussed in the discharging characteristics.
Then, when the solar PV starts to be available around 06:00 the battery enters into
the first charging stage, where a large constant current can be applied until the voltage
reaches the gassing voltage. However, the only source used for charging the battery is
excess solar PV. Therefore, it can be seen the current up to 08:00 follows an increasing
pattern like a solar PV generation current.
After the voltage hits the gassing voltage at around 08:00, the voltage starts to level
off entering into the next stage where the current is cut off even if there is excess
generation available. This smoothly follows till 18:30 as excess (more than the cut off
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current of the 2nd charging stage) solar PV generation is available. Then solar PV is not
available again, and the battery discharges as discussed earlier.
However, if the solar PV generation is not smooth or the loads are more than the
generation, a disrupted pattern can be expected as shown in the Figure 4-3. At around
10:00 in this particular day, it can be seen that voltage drops as the battery starts to
discharge (in this instant it could be a higher load). As the higher load switches off and
the solar PV generation is available (higher current), the voltage reaches the gassing
voltage again within a short time and enters to the current limiting stage of the charging.

Figure 4-3. Charging and discharging profiles with variations

The identified relationships using the characteristic curves were then used to derive
equations, which can be represented in the HYSDEL model.
If the voltage reaches the gassing voltage, the voltage does not increase even if the
charging happens.

0

( 4.13 )

For the charging current during this period, the following exponential relationship
has been proposed. The dependencies a and b of the current need to be theoretically
84

obtained.

I

( 4.14 )

Then if the discharging happens during this time, the voltage will be,

( 4.15 )

The relationship in ( 4.15 ) can be used in a similar manner when this is used for the
energy values for a time interval. Therefore, a voltage rise or drop for a time interval is
related to how much the battery is charged or discharged during that period.
As mentioned earlier, the relationships in ( 4.13 ), ( 4.14 ) and ( 4.15 ) are valid if the
voltage is reached gassing voltage. If the voltage is lower than the gassing voltage
following relationships are in a valid state.
For charging,

( 4.16 )

The charging current can be any value limited to a maximum value, which is defined
in the characteristic curve. This maximum value is valid till the gassing voltage is reached.
However, the figures related to the operation of the actual lead-acid battery does not show
this maximum value as the charging only happens when there is excess solar PV
generation. In Figure 4-3, from 06:00 to 08:00, it can be seen that the charging current
increases steadily until the gassing voltage is reached. This current follows the solar PV
generation current pattern. However, if the grid is used to charge the battery, the charging
current can be seen rising to a large value (limited to the maximum or the inverter
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maximum level) quickly creating the gassing state of the battery leading the voltage to
reach the gassing voltage.
For discharging during periods when voltage is lower than the gassing voltage, the
relationship in (4.16) is valid and used. The relationship in (4.14) is exponential and
solving the model with exponential relationships increases the solving time and it can be
critical when it comes to a real time control architecture. Possibility of having a linear
relationship to closely represent the same relationship would make the model less
complex. Therefore, a curve fitting exercise was carried out with the experimental
charging curves.

4.1.4.3 Terminal constraints
One important factor of using MPT toolbox is the availability of the terminal constraints.
This allows the user to assign a constraint value, which should be satisfied at the end of
the control horizon.
In this case, SOC was used as the terminal constraint. The optimisation model was
modified in a way this will generate charging and discharging patterns, which give a predefined SOC level at the end of the control horizon while maintaining the objective of
reaching an optimal value for the energy cost of the microgrid.

4.1.5

Control horizon

The control horizon of this particular model for a battery storage system with solar PV is
critical in many ways. At a given state there are 4 variables including the state variable
and the inputs. At least two major constraints are involved in the same stage. As the
control horizon (number of time steps in the model) increases number of total variables
and constraints considerably increase as the solving should take in all the variables and
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constraints included in the control horizon.
Therefore, if the power for each second is considered with a control horizon of 24
hours it will put the pressure on the solver as the number of variables and constraints are
increased. Comparatively, if the control horizon is reduced, the applicability of an MPC
model for the above discussed system will be debatable as the renewable generation,
especially the solar PV generation varies within a 24 hours period.
However, if the electrical energy for an hour is considered, there are only 24 states for a
control horizon of 24 hours reducing the complexity of the model. The final HYSDEL
model contains a control horizon of 24 with the electrical energy is considered for each
state.

4.2 HYSDEL model for solving the proposed problem
The optimisation of the case study system discussed in the Chapter 3 was primarily
focused on charging/discharging of the battery bank, while the solar PV generation and
load are assumed known. The tariff schemes are the main reason why the HYSDEL is
used. There are separate tariff values for import and export, which depend on both system
condition (import/export) and charging/discharging value of the battery. This type of
logical relationship creates a MLD system which can be represented in HYSDEL and
then converted in to the computational model using HYSDEL compiler.
The state space model discussed in Section 4.1 was then represented in HYSDEL.
With HYSDEL, it is convenient to express the equations defined in the state space model
in the same manner without any complex coding. The relevant code is shown in the
Appendix A.1. Figure 4-4 indicates the process how HYSDEL compiler was used to
convert the model into a computational model, which then can be used in MPT to solve
and obtain the results.
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Figure 4-4. Steps of the Problem Solving

Table 4-1 summarises the terms used in the HYSDEL code and referred to in latter
sections.
Table 4-1. Terms used in HYSDEL code

HYSDEL
Term
x
U1
UPV
UL
y
delta
cost
R1
R2

Type

Value

state variable (SOC)
input (charging/discharging)
extra state variables
(PV generations)
extra state variables (loads)
output (total cost)
auxiliary variable 1
auxiliary variable 2
parameter 1 (import tariff)
parameter 2 (export tariff)

20 - 100
(-40) - 40
(-150) - 0
0 -150
floating
1 or 0
floating
0.12 or floating
0.05 or floating

Solving of the developed model using MPT needs to satisfy the requirements of the
solution function. The solution function outputs certain parameters. They are the first
element of the optimal control sequence (charging/discharging amount), the Boolean flag
indicating whether the optimisation problem is a feasible solution and open loop
predictions of states respectively. The controller is the MPC controller generated by MPT
based on the HYSDEL model and other parameters, which are discussed in the latter part
of this section. Initial conditions are indicated by the x0 and the solution function is
capable of taking only one vector of initial conditions. This required to finding ways of
taking in all the inputs in the system as described in the HYSDEL model while the
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charging/discharging amount of the battery storage needs be kept as the control input
which can be obtained by solving the controller.
As per above, the representation of the model in HYSDEL and solving it using MPT
is not straight forward and the following comprehensive steps elaborate the process (refer
also to the complete HYSDEL model in the Appendix A.1).

4.2.1

HYSDEL model

In the model discussed in Section 4.1, there is only one state variable, which is the SOC
of the battery storage. This state is represented as x in the HYSDEL model. However, to
overcome the issue related to the initial conditions, the inputs related to the solar PV
generation and the loads are defined as the state variables along with the remaining input
(charging/discharging amount), output and the parameters.
The other major section of the HYSDEL model contains auxiliary variables of the
model. These auxiliary variables are used to connect the (4.3) to (4.6). Auxiliary variables
are declared as Boolean variables, which represents the condition of the system. For
example, if the microgrid exports electricity, a defined auxiliary variable will be 1 and
else will be 0.
Equation (4.3) is derived in a section where the analogue to digital conversion is
declared. Then, depending on the state of auxiliary variable, the relationship defined in
(4.5) and (4.6) is derived, which is a case of converting the digital condition to an
analogue relationship. This is represented in a section, which will derive the cost function
(4.4) depending on which tariff scheme is to be used based on import/export of energy
from the system.
Constraints on the states, input and output variables are defined in a dedicated section
of the model. These parameter values can be any value depending on the type of the
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battery storage that is used in the system. For example, maximum charging and
discharging amount per hour is assumed to be 40 kWh, while the SOC of the battery can
be between 20% and 100% for a lithium-ion battery in the commercial system.
Finally, in order to take the future forecast states into account, the prediction model
was modified with additional states. Therefore, the section which describes the state
equation was modified with extra state variables, as discussed in the special method in
[40] to keep the continuity of the extra state variables. After the rolling sequence of the
extra variables was defined, then the complete HYSDEL model can be used to solve using
MPT.

4.2.2

MPT code

MPT provides more efficient computational methods to obtain controllers for constrained
optimal control problems. MPT also works on MATLAB environment. MPT provides a
function to convert a system described on HYSDEL to a model, which can be used to
solve by obtaining a controller. This function is based on another two variables; system
structure and problem structure. System structure function will generate a Mixed Logical
Dynamical (MLD) representation of a hybrid model, defined in a HYSDEL file, which
then can be used as the system structure variable.
Problem structure is the section where the parameters are assigned to MPT to solve
the optimisation problem. In order to define this, there are defined problem structures
present as norms [68]. Linear cost functions are referred as norm 1 while quadratic cost
functions and min/max problems are categorised in to norm 2 and norm infinity
respectively. Further, norm 1 & 2 problems can be given by the following equation [69],
When solving using MPT, user can specify the problem type using the mandatory
fields under the problem structure variable which are given for the above mentioned
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variables in cost function equation (4.9). Prediction horizon, weights on the states,
weights on the inputs, norm and level of optimality fields were defined in this particular
problem while two other optional fields were selected out from the 10 other optional
fields.
One of the fields is used for output regulation. The controller will regulate the
output(s) to the given references (usually zero, or provided by problem structure output
reference).
Once all the functions and parameters are run, the model will be created which then
can be used to generate the model predictive controller. This controller then takes in the
model created from the function and the control horizon defined in the problem structure.
Finally, the task is to solve the model with the inputs (extra state variables) and initial
state of the state variable using the solution function, which was explained earlier in this
section.
With the introduction of relationships to the constraints, HYSDEL is capable of
incorporating the constraint in (4.12), if the relationship is linear and YALMIP can be
used to modify the HYSDEL based model and add non-linear constraints to the model.
For example if the function is linear and directly proportional to the remaining SOC,
the HYSDEL model itself can be modified as follows where C1 is a constant.
100

( 4.17 )

But, if the function is non-linear and assumed to be inversely proportional to the
remaining SOC, the HYSDEL model is modified after the HYSDEL model is converted
to a MPC controller using YALMIP command (Y = controller.toYALMIP()).
The variable Y is a structure that contains the constraints, objective, and variables, which
were created using HYSDEL. Once the model was converted to YALMIP, the input
constraint was modified to be a non-linear function of the SOC level. Then the Y was
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converted back to a MPC model, which can be solved using MPT as discussed in earlier
sections.
However, a simplified linear relationship can help to represent the variable charging
capability in a model in an effective way reducing the much important solving time while
taking in this vital parameter. Therefore, a relationship between SOC of a battery energy
storage and its’ charging rate was identified as a linear function discussed in the constraint
section. In order to represent all the identified relationships effectively, following
modifications were done in the HYSDEL model. Please refer to the complete HYSDEL
code in Appendix A.1.
The aim of this particular exercise is to introduce a variable charging rate. Therefore,
the upper limit of the charging rate was replaced by an auxiliary variable, which was
defined as an auxiliary real variable in the AUX section.
This variable charging rate is identified as a function of the SOC when the voltage is
reached gassing, and as a constant when voltage is lower than gassing voltage. In order
to represent this relationship, a new state variable was introduced to represent the battery
voltage (DC) in the model. Then a Boolean variable was defined in the AUX section. Then
in the AD section the gassing voltage reference was defined.
In this way, when the voltage reaches the gassing voltage, the Boolean variable will
be 1. The gassing voltage can be obtained from the characteristic curves of the Lead-acid
battery. Then the logical relationship for the charging rate was introduced.
The voltage relationship should be defined in the CONTINUOUS section and it also
contains a logically dependent variable. Therefore, another real variable was defined in
the AUX section. DA section of the model was also altered to meet the modified conditions.
A relationship is also there to make sure the voltage not to increase when the voltage
reaches gassing voltage, and to follow the defined relationship when discharging happens
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if the voltage is in gassing. Another relationship is available for both charging and
discharging if the voltage is not gassing.
Once the modified HYSDEL model is ready relevant modifications are needed to the
MPT codes as one more state variable was introduced.
Importantly, this exercise shows how the charging characteristics were introduced taking
lead-acid battery as an example. Specially, the process followed to introduce variable
charging in to the optimisation model. The same procedures can be followed for a lithiumion battery as the charging characteristics of lithium-ion batteries are similar to the leadacid batteries.

4.3 Summary
In this chapter, a comprehensive development of a model predictive control method to
optimise the operation of a battery storage system with solar PV generation was
presented. The optimisation model was developed using HYSDEL and solved using
MPT. Important details have been included in a way this procedure can be replicated for
similar systems or even for different examples.
Model predictive control method was discussed in a way how it is used in this
particular problem where the charging/discharging amount of the battery storage is to be
obtained using current and future generation and load forecasts with the other combined
constraints. As the important first step, a state space model was defined including
parameters which are used in the problem. Main constraints were identified and the
control horizon was elaborated as they play key roles in the optimisation model
development.
The basic model was created to use the flat tariff structure for both import and export
tariffs as most of the solar feed in tariff schemes are created as a flat rate throughout the
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24 hours period. The conditional constraints related to import and export tariff in the basic
optimisation model have its fair share on the complexity of the model. The linear hybrid
model with important parameters is an effective model in terms of online controller.
However, the hybrid model loses its’ linearity when the TOU tariffs are introduced.
The import and export tariff become variables instead of constants creating a
multiplication of two time varying variables. This makes a non-linear cost function, which
cannot be derived in HYSDEL.
In the literature review it was found that the most of the optimisation related studies
have provided limited information on the model development stage in relation to used
language/platform. Therefore, main steps of the model development using HYSDEL and
MPT were presented.
Further discussions and modelling details were included on how to modify the
developed model with more complex constraints and model parameter. Use of terminal
constraints to specify the targets for variable to achieve at the end of control window was
explained using the SOC. As another important parameter cost of the battery storage
system was introduced by assigning a cost for 1 kWh of charging/discharging.
Charging characteristics of the battery storage system found to be minimally used in
the existing MPC studies and detailed sections were included on how charging
characteristics of lead-acid battery can be used especially keeping the linearity of the
model and without contributing to the complexity of the model which causes higher
solving times. A method was included on how a relationship between charging rate and
SOC can be derived from the case study lead-acid battery operation data. Also, useful
modification steps to modify the HYSDEL model to include additional constraints and
parameters were summarised.
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Chapter 5
5. Numerical analyses and results
This chapter explains the different analyses, which were undertaken using the developed
optimisation models introduced in Chapter 4. Starting with the importance of verifying
the developed optimisation models major outcomes of each analysis are discussed in this
chapter. These numerical analyses are conducted in a way to identify the important
parameters which affect the optimal cost value of the derived problem in Chapter 4.
Starting with the open loop and closed loop results, use of terminal constraints is
presented, as that can be used in assuring the energy availability in the battery storage.
The cost for charging/discharging and correlated effects with battery usage and tariff are
analysed. The effects of time step resolution and charge/discharge rates are also analysed
as they are key parameters in the model. Finally, the feasibility of applying this developed
method in a real time operation is discussed. These analyses are based on the commercial
case study system with PV and battery energy storage, which was introduced in the
Chapter 3.

5.1 Solver dependent results
The optimisation models developed using HYSDEL and MPT can be solved using
different solvers. Table 5-1 shows the different solvers used by MPT. These show the
different types of solvers which can be used for the same method.
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Table 5-1. Different solvers used in MPT

Method

Solver
NAG, CDD, CPLEX, GLPK, linprog, QSOPT, XPRESS,

Linear programming
MOSEK, OOQP, CLP, BPMPD.
NAG, CPLEX, quadprog, XPRESS, MOSEK, OOQP,
Quadratic programming
CLP, BPMPD.
Mixed-Integer solvers

CPLEX, GLPK, XPRESS, MOSEK, bintprog.

Nonlinear solvers

fmincon, PENBMI.

Results may be affected by the performance of the optimisation solvers, depending
on what type of method is used by the solver. Therefore, it is essential to gauge results
using different solvers if possible. Also, the processing time varies with different solvers.
Specially, it can be an important factor if the method is planned to be implemented in a
hardware setup where the solutions are needed within the control time step. For the case
study system, the CPLEX solver was assigned to solve the model after trial runs indicated
faster solution times compared to GLPK. More details about the solution times and the
processing speed of the computer used, can be found in Section 5.9.

5.2 Open-loop results
Figure 5-1 indicates the load, generation, charging and discharging pattern for the battery,
which was obtained using open loop results of the MPT toolbox. Here the tariff structure
is assumed to be a flat rate throughout the day, and consequently the charging/discharging
outcomes of the battery are not related to time of the day. The charging and discharging
pattern illustrated in Figure 5-1 has been generated in an optimal way as follows:
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Figure 5-1. Open loop results of the MPC model for the considered day

(i)

the battery is assumed to be fully charged at the beginning of the day (i.e. SOC
is 100% at hour 00:00);

(ii)

there is a discharging of the battery from 00:00 to 07:00 when there is zero solar
generation;

(iii)

from 08:00 to 16:00 there is excess generation and the battery both charges and
discharges to reach a higher profit/minimal cost value;

(iv)

importantly the generated results show that the SOC level again reaches 100%
at hour 18:00 when the next period with no solar generation starts (this is
expected as results were generated autonomously without any control
instructions);

(v)

then the last few hours of the day where there is no solar generation, the battery
discharges to its' lowest SOC limit (this can be different if a longer control
horizon is used which looks ahead another day or further); and

(vi)

some charging can be seen in hour 18:00 due to the objective of reaching to a
minimal cost value and the flat tariff structure.
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The charging and discharging patterns shown in Figure 5-1 are one of many possible MPC
solutions which generate the same minimal cost output. These results are outputs of the
MPC which are the ideal solutions. Achieving these results (charging or discharging
amount) using different modes of the battery-inverter system is discussed in latter
chapters.

5.3 Verification of the results
For the verification process, it is critical to have a set of benchmark results, which can be
compared with the obtained optimisation results. This is important for any kind of
optimisation problem. With the problem model developed, the HYSDEL-MPT toolbox is
able to generate results for any data set, however it is necessary to justify the results to
showcase the importance of the optimisation platform. Therefore, the first step was to
perform “brute force” analyses to generate (all potential) feasible results of battery charge
and discharge operation for each time step, which can be used to quantify the performance
of the optimisation results.
In this particular problem, charging and discharging patterns were generated as the
search space of the problem. This was achieved by generating 24 x 1 matrices using
randomly selected values from a sub matrix which contains all possible charging and
discharging values. The combination of charge/discharge/do nothing which results in the
lowest cost (based on tariff) is then determined, which then becomes the target value of
the optimisation. This was complex as it generates a large number of data patterns.
To make the generation of the search space faster, the constraints were checked
before the possible solutions (charging and discharging patterns) were generated. Once,
all the constrained charging and discharging patterns were generated, patterns were used
in the cost analysis where the total electricity energy cost for each charging and
98

discharging pattern with the generation and load profile was calculated. Further
constraints could be used to filter the optimal results and limit the number of occurrences
for each optimal value, e.g. a cost per cycle or cycle limit could be assigned for the number
of battery cycles.
The reliability of the “brute force” method is dependent on the resolution of the
generated data. In this case the patterns were generated using combinations of
charging/discharging values -40, -20, 0, 20, and 40 kWh/h. If the resolution of the
charging/discharging range is higher, i.e. smaller kWh/h increments, it will take more
time to generate the combinations.
Figure 5-2 shows the number of times each optimal value has occurred, illustrating
how multiple instances of charging and discharging patterns generate the same optimal
cost value. Further, it indicates that the optimal value is a point closer to the zero and the
number of patterns is a lower value. The charging and discharging pattern from MPT
shown in Figure 5-1 contributed in taking the total cost of electrical energy to AUD$ -2.7
for that day. Therefore, this is a clear indication that the pattern obtained from the MPT
is an optimal cost value as the ‘brute force’ method is also showing less number of values
closer to zero. The resolution of the charging/discharging matrix has limited the
occurrences of the negative cost values in the ‘brute force’ method.
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Occurrences

Cost (AUD)
Figure 5-2. “Brute force” analysis results

The other process was to manually generate charging and discharging patterns for
each hour in a way how a fixed control (discussed in Chapter 3) battery storage connected
to a typical real time control based hybrid inverter would react. Then those patterns were
used to obtain cost values for the particular day and then observed whether the values are
in a close range of the values obtained by the optimisation program. In this case also it
was evident that the optimisation program generates more feasible results or rather best
charging and discharging pattern in order to gain an optimal value for the cost.
After this exercise the model was used for numerous analyses, which have been
discussed in the next sections.

5.4 More controllability using terminal constraints
Availability of the terminal constraints in MPT toolbox, which can be used to assign a
constraint value to be reached to a pre-defined value at the end of the control horizon (e.g.
at the end of the day). This is important if the system owner would like to keep the battery
ready at a preferred value at the end of the day.
For the case study, SOC was used as the terminal constraint. The optimisation model
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was modified in a way this will generate charging and discharging patterns, which give a
pre-defined SOC level at the end of the control horizon while maintaining the objective
of reaching an optimal value for the electrical energy cost of the microgrid. This scenario
was tested and the results are presented in Figure 5-3 and Figure 5-4.
According to the Figure 5-3, the SOC level at the end of the control horizon has
reached the pre-defined value, which is 1.0 (100%). This is advantageous if the microgrid
does not use a closed loop controller with comparatively longer control horizon, which is
capable to adjusting the charging and discharging patterns depending on the existing
system state and future forecasting. In that case, these terminal constraints can help to
maintain the SOC level to a pre-defined value, e.g. fully charged state, so that the
microgrid is ready for another day of operation. Similarly, Figure 5-4 shows the charging
and discharging pattern when the pre-defined SOC level was assigned as 50%, which
leads the electrical energy cost value to AUD$ 0.88 for the day compared to AUD$ 6.88
in the case of SOC equals to 100%.

Figure 5-3. Open Loop Results with Terminal Constraint of SOC = 1.0
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Figure 5-4. Open Loop Results with Terminal Constraint of SOC =0.5

5.5 Closed loop results
Even though the open loop results are the optimal results for a particular day, for which
the generation and load profiles were forecasted at the start of the day, the real profiles
change with every hour as the day continues. This will lead to a variation of the optimal
solution for that particular day compared to the optimal value obtained from the open loop
results.
Closed loop analysis will enable the ability to foresee the future (prediction/receding
horizon) and adjust the control output (charging/discharging) to obtain the optimal results
on a continuous basis. For the analyses, different scenarios can be considered. In this case,
two consecutive days are selected with 24 hour prediction horizon.

Figure 5-5. Closed-loop illustration
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The generation and load profiles are kept the same for two days while the
charging/discharging profile is generated considering the day ahead. The only feedback
used for the closed loop was the SOC of the battery.
Figure 5-6 shows the results for the closed loop analysis for two days containing the
same generation and load profiles. It is illustrated that at the end of the day one (at the
24th hour) the SOC level has been raised to a suitable level in preparation for the next 24
hour prediction without any SOC level constraint. To demonstrate the performance of the
closed loop controller, another scenario was created with zero solar generation ahead
(worst case scenario), for which the system generated a charging/discharging profile
shown in Figure 5-7 that brings the SOC level to a higher level compared to the previous
case, as required. Both Figure 5-6 and Figure 5-7, show the generation, load and charging
& discharging profiles for day one only.
In the initial analyses, the starting SOC was set to 1.0. However, in the subsequent
chapters, another parameter (distributed cost value) was introduced to discuss value of
the stored energy from the previous cycle or to next cycle.

Figure 5-6. Closed loop results using two duplicate generation and load profiles
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Figure 5-7. Closed loop results for next day zero generation

5.6 Cost for charging/discharging
Li-ion batteries tend to have more life span than the other types of batteries [32].
However, installation of a battery storage system demands associated cost considerations.
The operational costs of the battery, especially related to charging/discharging were not
initially considered in the work of Chapters 3 and 4.
In order to examine the effect of the cost of charging/discharging, the objective
function is changed by adding a cost for charging/discharging of each 1 kWh unit (as
introduced in the Chapter 4) and the associated results are analysed. The costs for
charging/discharging are then changed to keep it in a range (0.00 AUD-0.15 AUD) while
all the other values and constraints discussed above in the open loop analysis remain the
same. The results show the battery goes to an idle mode where it does not
charge/discharge further, due the cost of the charging/discharging. This demonstrates that
battery charging/discharging cost, usage of the battery, and export tariff all need to be
considered to observe the feasibility of a battery storage system.
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5.6.1

Battery usage, charging/discharging cost and tariff

Table 5-2 shows the variation of battery usage with different battery cost per 1 kWh usage.
It is evident that the usage of the battery goes down even with increments of AUD$
0.01/kWh and gradually the battery storage system only uses the energy of the precharged battery, and then leads to idle operation. This analysis is based on export and
import tariffs of AUD$ 0.05/kWh and AUD$ 0.12/kWh respectively, as acquired from
[25].
Table 5-2. Variation of the Optimal Cost with Battery Cost

Battery
Cost
(AUD/kWh)
0.00
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
0.10
0.11
0.12
0.13
0.14
0.15

SOCStart

SOCEnd

Usage
(kWh)

Cost
(AUD)

Grid
(kWh)

1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0

0.2
0.2
0.2
0.2
0.2
0.2
0.2
0.2
0.2
0.2
0.2
0.2
0.2
1.0
1.0
1.0

403.28
166.32
166.32
166.32
80.00
80.00
80.00
80.00
80.00
80.00
80.00
80.00
80.00
0.00
0.00
0.00

-2.72
-1.06
0.61
2.27
3.50
4.30
5.10
5.90
6.70
7.50
8.30
9.10
9.90
9.90
9.90
9.90

-217.8
-217.8
-217.8
-217.8
-217.8
-217.8
-217.8
-217.8
-217.8
-217.8
-217.8
-217.8
-210.4
-137.8
-137.8
-137.8

In Table 5-2 the values at which battery charge/discharge cost is approximately equal
to import/export tariff are highlighted. These two costs may be used when a battery type
needs to be selected for a project (most battery manufacturers provide a
charging/discharging cost in terms of $/kWh).
The relationship between the export tariff and battery usage was also analysed. Figure
5-8 shows the variation of usage of battery storage with the export tariff for each battery
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cost. There is a significant difference between no allocated cost for battery usage to when
battery usage cost was AUD$ 0.01/kWh. Similar behaviour of the battery usage is
observed for each case around the point where export tariff equals import tariff (AUD$
0.12/kWh). However, there was a significant change after battery cost reaches AUD$
0.07/kWh where the battery goes to idle mode (no operation). This continues until the
battery comes back to operation when the cost is AUD$ 0.13/kWh. Therefore, the
designed battery (100 kWh) for this particular microgrid may be infeasible if the battery
cost is within the range AUD$ 0.07-0.12/kWh and the export tariff falls in the range
AUD$ 0.00-0.15/kWh. Graphs similar to Figure 5-9 may be useful when selecting battery
storage systems.
Figure 5-9 indicates the optimal cost variation for each case and illustrates where
each cost variation sits compared to the no battery storage system case. The higher the
battery charging/discharging cost, the closer the optimal cost graph gets to the cost surface
with no battery storage system. In regions where battery charging/discharging is higher,
it can be seen that the optimal cost is higher than to the no battery cost.

Figure 5-8. Variation of the battery usage with battery cost & export tariff
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Figure 5-9. Variation of optimal cost with battery cost and export tariff

Above initial analyses were mainly focused on the export tariff structures as it is a
selective factor for the energy storage system customer, whereas the import tariff may not
differ greatly from utility provider to provider.
The effect of import tariff along with the export tariff together on the optimal cost and the
usage of the battery were analysed. For this analysis two different battery
charging/discharging costs were used.
Figure 5-10 and Figure 5-11 both show how the MPC open loop controller performs
better than the simple battery controller (SBC), which operates based on the present
generation and load data as discussed in Chapter 3. This can be confirmed as the ‘MPC’
surface of the figure deviate from both ‘No Battery’ and ‘SBC’ surfaces. These figures
also show another factor where the SBC poorly performs than the no battery values, in a
low import tariff region (especially for the import tariff values lower than the battery
charging/discharging values), where the ‘SBC’ surface emerges through the ‘No Battery’
surface. According to Figure 5-11 the area where the SBC performs poorly compared to
the no battery operation has increased with the higher charging/discharging cost.
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Figure 5-10. Optimal cost variation with different scenarios for the battery cost of AUD$ 0.01

Figure 5-11. Optimal cost variation with different scenarios for the battery cost of AUD$ 0.05

Further insight was needed to identify how the battery usage varies with all three
factors i.e. import tariff, export tariff and charging/discharging cost. Figure 5-12
illustrates how the battery usage has affected by the three factors. The battery usage drops
with the increase of the import tariff and levels into an idle value where the battery is
limited to operate only to that kWh value (166 kWh). Then, when the battery
charging/discharging cost is increased to AUD$ 0.05, the battery drops its usage to the
idle value at a lower value of import tariff compared to AUD$ 0.01 charging/discharging
cost.
The results presented in Figure 5-9, Figure 5-10 and Figure 5-11 further emphasise
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the benefit of using the MPC method, as it generates optimal results compared to SBC or
no battery operation.

Figure 5-12. Variation of the battery usage for different battery costs

Introducing the charging/discharging cost helped to improve the charging and
discharging pattern. According to the findings of the Section 5.3, it was clear that there
are many charging and discharging patterns for one optimal cost value. These patterns are
generated with no constraint for the battery usage. However, if a cost is assigned to the
charging/discharging, the number of patterns for one optimal value decreases and can be
even one. This was helpful in terms of stabilising the model before moving into further
analyses. Therefore, next set of analyses discussed in the sections to follow used a
charging/discharging cost value of AUD$ 0.01 / kWh.

5.7 Effect of the resolution of time step (time interval) on the optimal solution
For the preliminary analyses discussed in earlier sections, 1 h time intervals were
considered. Figure 5-1 shows the results of the optimal charging and discharging pattern,
when open loop results were obtained using a 24 h control horizon with the
charging/discharging cost of AUD$ 0.01 / kWh. The results are constrained in terms of
the battery usage compared to the results (Figure 5-1) of the same open loop analyses
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with no cost assigned basic model.
Controllability in terms of executing these results in a real system increases when 1
h time interval is selected as the required optimal output can be obtained from the battery
storage in a period of 1 h. However, the changes related to solar PV generation or load
profile in each 1 h energy block are extensive and can have a significant effect, therefore
needs to be considered. The capabilities of the battery storage system to handle these
variations may change the optimised cost value and the usage of the battery storage
system. In order to analyse the effect of the resolution of the time step, the time step of
the optimisation model was modified, however the control horizon was kept as 24 h; if
the time step is 5 min the control horizon covers 288 time steps.
The generation and load profiles were modified keeping the total generation and load
to the same level for each 1 h block. The time intervals are changed from 60 min to 30
min, 15 min, 10 min and 5 min. Figure 5-13 shows obtained generation and load profiles
for 5 min resolution. For each of the time intervals, the charging/discharging rate of the
battery storage is maintained at 40 kW, i.e. 40 kWh/h, 20 kWh/30min, 10 kWh/15min,
6.6 kWh/10min and 3.3 kWh/5min respectively. The effect of charging/discharging rate
on the optimal cost value and the battery usage was also investigated.

110

Figure 5-13. Generation and load profiles with 5 min resolution

The open loop analysis was undertaken to investigate the relationship between the
resolution of data or time step size and the optimal cost and the usage of the battery
storage system. Table 5-3 summarises the optimal cost and usage of the battery storage
for different optimisation time steps.
Table 5-3. Results of Open Loop Analyses
Control
Time Step
1 hour

0.2

Usage
(kWh)
168.0

Cost
(AUD)
-1.04

Grid
(kWh)
-217.8

30 min

0.2

174.4

-0.24

-217.8

15 min

0.2

255.7

-0.68

-217.8

10 min

0.2

195.9

0.50

-217.8

5 min

0.2

236.8

-0.18

-217.8

SOC(end)

Usage of the battery storage is considered as the total energy charged and discharged
to/from the battery at the end of the day. According to the Table 5-3, it can be seen that
the optimal cost increases while the usage shows a random variation from 1 h to 5 min.
Other than at 15 min and 1 h, which show maximum and minimum usage respectively,
111

battery usage remains at a similar order of magnitude. This variation of optimal cost value
and the battery usage can be due to the increase of the control horizon as the number of
time steps increases. However, the open loop analyses cannot justify the importance of
using high resolution data unless the results are compared against the results of closed
loop analyses. Therefore, closed loop analyses, where feedback is provided after the
specified time step, are carried out considering same generation and load profiles ahead,
no generation ahead and different profiles for generation and load (same total as indicated
earlier) ahead. During the closed loop analysis, generation and load profiles of the next
day are considered to remain the same without adjusting to any forecasting errors.

Figure 5-14. Variation of optimal cost values with different time steps

Figure 5-14 and Figure 5-15 indicate the variation of the cost, usage of the battery and
the SOC for each time step. It can be seen that the optimal cost shows a minimal variation
for the 10 min interval, while sudden increase when the 5 min interval is used. This can
be due to increase in the operational workload (charging and discharging) of the battery
as the number of time steps are increased. However, these results confirm that the time
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step of the optimisation affects the optimal value of cost. But, these optimal cost values
should be compared with the final SOC levels. The optimal cost value and SOC level are
higher for a time step of 5 min as compared to other time step values. The other factor,
which should be considered, is the usage of the battery storage. According to the results,
increment of the usage is comparatively lower until the 10 min step.
Importantly, time to solve these closed loop optimisation for a complete day increases
exponentially as the time step becomes smaller. If the closed loop is executed in a
continuous mode where the solutions are obtained only for one control horizon (say 24
hours), the solution time will be significantly lower. Considering all the factors, it can be
concluded that the time step of the optimisation affects the optimal solution. As
mentioned earlier, if the future generations are set to change with the continuous
predictions then the values of the lower time steps can be more realistic as the prediction
error can be minimal.

Figure 5-15. Variation of battery usage and SOC level with different time steps
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Figure 5-16 illustrates the charging and discharging pattern and the SOC level
variation when the closed loop optimisation is implemented. In this case, the next day is
assumed to have the same generation and load profiles. In the closed loop analysis the
model takes into account future generation and load values. Therefore, a higher value of
the SOC level can be observed at the end of the day compared to open loop 10 min
analysis. In this way the battery storage system is kept prepared for the next day.

Figure 5-16. Results of closed loop (same profile ahead) optimisation for 10 min time intervals

5.8 Effect of charging/discharging rate
For all the above analyses, the charging/discharging rate was maintained at 40 kWh/h.
For example the battery storage considered in this case study can be charged/discharged
at a rate of 40 kWh/h and for 15 min it is considered to be charged/discharged 10 kWh.
However, the ability for fast charging/discharging in the innovative battery storage
systems enables the optimisation models to vary the charging/discharging rate within the
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small time steps. Hence, the relationship between the charging/discharging rates and
optimal cost value needs to be examined. For this particular analysis, open loop and closed
loop (same profiles ahead) controls with a 10 min time step were undertaken. The
charging and discharging rates remain equal and changed from 1 kWh/time step to 40
kWh/time step before obtaining the optimal cost and usage value for the battery storage
system.

Figure 5-17. Variation of optimal cost values and the battery usage with different charging/discharging
rates in open loop

Figure 5-17 shows the results obtained from the open loop optimisation analysis. It
can be seen that the optimal cost is affected by varying the charging/discharging rate in a
random manner between the 6 kWh/time step and 38 kWh/time step range. However, the
optimal cost is spread over a smaller range. This indicates that the charging/discharging
rates of the battery storage may not contribute to the optimal cost in a significant manner
for this case study. It is also important to note that the battery usage also remains at a
steady level except for few instances where the usage has increased with the
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charging/discharging rate. This can be due to the fact that optimal rate of charge allows
more kWh to be stored or retrieved from the battery at the given time interval. To
investigate this further, a closed loop optimisation with same profile ahead was
undertaken and the results are shown in Figure 5-18. This again confirms the effect of the
charging/discharging rate on the optimal value is not significant, as the results vary
randomly near the optimal cost value. However, an important point in relation to open
loop and closed loop optimisation analyses is that there are lower cost values after the
charging/discharging rate of 6.6 kWh/time step, which is the set value for the 10 min time
step optimisation. This indicates that an optimal charging/discharging rate, which
contributes to an optimal cost value can be calculated using the optimisation algorithm.

Figure 5-18. Variation of optimal cost values and the battery usage with different charging/discharging
rates in closed loop

5.9 Feasibility of real time optimisation
It is necessary to research the capabilities of using optimisation in a real time controller.
Firstly, the closed loop optimisation was set up for a continuous run with a control horizon
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of one day ahead. Within this control horizon, the optimisation is undertaken and the
charging/discharging amount related to the considered time step sent to the battery storage
management system. In parallel, the updated generation and load profiles for every time
control horizon ahead are acquired. For this, generation and load prediction algorithms
can be used. This will be more accurate if the time step is lower, as the accuracy of
predictions are higher for smaller time steps.
The time frame associated with executing closed loop optimisation can be calculated
for different time steps. Table 5-4 summarises the results. It is important to note the model
initialisation time, which is a one off time to convert the HYSDEL model to MPT and
their associated matrices. As the number of data points increase, a significant increment
of the model initialisation time can be noticed. However, this is only at the start of the
controller and no effect is there for the continuous operation.
Table 5-4. Solution times for different control time steps
Control
Time Step
1 hour

Model Initialisation
Time (S)-at start
34.6

Closed Loop
Solution time (S)
1.2

30 min

46.3

1.3

15 min

94.3

1.2

10 min

146.6

1.3

5 min

474.2

1.9

These analyses were carried out using MPT 3.0 and MATLAB R2016a on a PC with
Windows 7, Intel(R) Core(TM) i7 CPU 870 @ 2.93 GHz processor and an installed
memory (RAM) of 8 GB.
Considering all the solution times, it can be noted that the optimisation can be
performed for any of the above time steps. Model initiation time needs to be accounted
only at the beginning of the optimisation. By considering the case study outcomes, a
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suitable time step can be selected for the real time controller.

5.10

Summary

This chapter has presented the various analyses which were conducted based on the MPC
model developed in Chapter 4. These analyses were important to identify the parameters
which affect the optimal cost value for the electrical energy and the correlated behaviour
with the other important parameters.
First section of this chapter summarised different types of solvers used by MPT
toolbox for different optimisation methods to show that there may be possibility of getting
different results by choosing different solvers. Open-loop results obtained from the MPC
model using CPLEX as the solver, were elaborated in detail as this was the first set of
results one can obtain and study before moving into other complex analyses.
It was also a necessity to compare the results obtained from MPT toolbox to see whether
the MPT toolbox generates optimal results. For this exercise, brute force method was used
to generate all possible charging and discharging patterns to calculate answers for the
electrical energy cost for the same day considered for MPC model. The results of the
brute force method indicated that there are optimal values close to zero which was the
same case in the MPT results. However, the results obtained from the brute force method
were constrained by the resolution of the charging/discharging rates used to generate all
possible answers.
Next, the use of terminal constraints was analysed as this feature of the MPT toolbox
can be utilised to bring the optimisation variable to a pre-defined value at the end of
control horizon. This is useful when the battery storage needs to be kept in a defined SOC
value at the end of the day to ensure the energy availability for the next day or for
emergency loads.
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Results of closed loop analyses were summarised in the next section as it is a good
representation of a real system which can be compared to the real operation with the
ability to foresee the future inputs/forecasts and adjust the charging and discharging
patterns accordingly to ensure the optimal results. For the analyses in this chapter, the
next day profile was kept same throughout the control horizon without any changes to the
profile during the roll over. Also, the ideal results (without errors) at the end of each time
step were used in the closed-loop. This was important to as this generated ‘the optimal’
results with the perfect conditions which can be used in comparison with the real system
results which are discussed in the next chapters.
The cost of charging/discharging is defined for the 1 kWh use of the battery by the
battery manufacturers and it was used in the MPC model. This was analysed in correlated
with the other main model parameters such as tariff and the battery usage. An important
finding was that the battery usage was lowered by the MPC model and decided not to be
feasible to operate the battery for certain combinations of the export tariff and the battery
cost. Another set of analyses was conducted by varying both import and export tariff.
This analysis was also used to demonstrate that the MPC method performs better
compared to a system with no battery, a battery with fixed control (simple control)
method. In this analysis, battery usage was also compared against the varying import and
export tariff which confirmed that there is a direct relationship between these parameters.
These types of analyses are useful when considering a MPC method based control system
to operate battery storage.
In the last sections of the chapter, the effect of the resolution of time step (time
interval) and charging/discharging rate used in the model on the optimal solution were
analysed. The analyses were conducted in 5 min, 10 min, 15 min, 30 min and 1 hour time
steps and the optimal cost and battery usage were observed. The results indicated that the
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smaller the time step the better the cost/savings. Also, the capability of accurately
forecasting the short term generation/load values may contribute to this in a real system.
However, the battery usage was noticed increasing with the lower time steps. This step
was helpful in selecting the 15 min time interval for the work in the next chapters. The
analysis to check effect of the charging/discharging rate also identified the ability of using
a variable charging/discharging rate in gaining more saving for the user if the
charging/discharging rate is considered to be varied by MPC model.
Finally, the chapter concludes by studying the feasibility of implementing the method
in real time control platform. Processing time to get the solutions for different time steps
were analysed as that plays a key role in implementing this in a real time platform.
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Chapter 6
6. Hardware Implementation and MPC Driven IFH Operation
This chapter describes the hardware implementation steps of the optimisation model on a
case study system involving a residential household. This chapter also provides the
information related to developing a simulation platform involving the grid inverter,
battery energy storage system, solar PV inverter, and MPC and related control
components, to mimic the operation of the implemented system.

6.1 Illawarra Flame House system
As analysed in the Chapter 3, the Illawarra Flame House (IFH) consists of a 10 kWp
rooftop solar PV generation system, typical electrical loads (such as range top, oven,
refrigerator, washing machine, dryer, hot water booster, and heat pump, etc.) and a hybrid
lead-acid battery and ultracapacitor combination with usable capacity of 14 kWh of
energy storage. These connections are controlled by a 7.5 kW hybrid inverter. Since the
hardware implementation work is mainly based on the operation of the battery system
and the hybrid inverter, the following sections cover in-depth details related to each
component.

6.1.1

Energy storage system

The battery storage system consists of two Ecoult UltraPODs. Each UltraPOD contains
four series connected 12 V ultrabatteries. The UltraPODSs are placed on concrete plinths
on the ground adjacent to the main entrance door of the IFH. Each UltraPOD is connected
to the hybrid inverter using approximately 5 m long copper cable with a cross sectional
area of 10 mm2.
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6.1.1.1 Ultrabattery
The ultrabattery is equipped with a hybrid lead-acid battery and ultracapacitor. This
combination combines the safety of the lead-acid batteries along with the required level
of power and energy plus cycling performances equal to any other competing chemistry
such as lithium-ion [3]. The ultrabatteries are capable of fast charging and discharging
while maintaining the battery health for more number of cycles. Ultrabatteries are nonflammable compared to the other chemical compositions and also fully recyclable. Table
6-1 shows the power and energy specifications [70] of an UltraPOD as provided by the
manufacturer.
Table 6-1. Power and energy specification of an UltraPOD [70]
Power and Energy Specifications
(As provided by manufacturer)

Continuous power
rating

Capacity for regular
cycling

Capacity for
emergency reserve
events

UltraPod
48 V

1-hour rate

5 kW

10-hour rate

0.7 kW

Nominal capacity (100%)

7.1 kWh

Useable capacity
(60% range of charge)

4.2 kWh

Useable capacity
(90% range of charge at
10-hour rate)

6.3 kWh

Figure 6-1. A residential house with an UltraPOD [70]
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6.1.1.2 Battery-level monitoring
Every ultrabattery comes with a module level monitoring system, which resides within
the battery package and is used to monitor the voltage, current and temperature of the
battery at 1 s time intervals. The monitoring system is capable of storing the historic
records (for fault diagnostics) and is also an active component in controlling the charging
and discharging rates to maintain the string equalisation keeping the voltage same voltage
in each ultrabattery. The module level monitoring system sends the above-mentioned data
wirelessly using an infrared protocol to the system level controller which resides on the
FitPC (as outlined below).

6.1.1.3 System-level monitoring and reporting
The data sent from the module level monitoring systems of the ultrabatteries are collected
to a system level battery controller (or battery management system) and then used in the
application control layer, which is the hybrid inverter in case of IFH installation setup.
The voltages, currents, temperature, alarm status and calculated state of charge data
are accessible via Ecoult’s human-machine interface (HMI), which shows the state of the
battery system or individual battery modules. HMI is a browser-based application and can
be accessed remotely. The user-level screen can be used to view-only while the installerlevel screen is used to view-and-control. Please refer to Appendix B for figures of
different HMI screens.
The Grafana platform, which resides on the FitPC, is used to present the time-series
battery data graphically and can be accessed via a web browser as an application
programing interface (API). The existing Grafana dashboard shows the voltage of each
ultrabattery in the system, state of charge and current of each string (UltraPOD). This
interface consists of access to quick ranges (e.g. last hour, last 2 hours, last 24
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hours,.....last 7 days, etc.) where the data can be shown. The interface can show voltage,
current and SOC data, as well as status parameters, in time intervals ranging from a timeframe of 5 s to 1 day.

Figure 6-2. Example output of the Grafana platform showing voltage current and SOC

6.1.2

Hybrid Inverter

The hybrid inverter is a 7.5 kW Selectronic SP PRO AU Series (SPMC482-AU) smart
bi-directional inverter charger [71]. This hybrid inverter incorporates the rooftop solar PV
with the battery storage system to operate as an on-grid or off-grid system. Table 6-2
presents the electrical specifications/parameters of the hybrid inverter.
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Table 6-2. Technical data of a Selectronic inverter [71]
AC OUTPUTS
Maximum Export
Maximum AC Load Power from batteries: 30 seconds
1 minute
30 minutes
60 minutes
Continuous
Max total output to Load, AC source + inverter
AC INPUTS
AC transfer current capacity
Max AC input source, (Generator or Grid)
Switching time between grid/generator and batteries
Max charging from Grid or Generator
DC INPUTS
Rated DC input / DC voltage range (V DC)
Battery capacity (range)
EFFICIENCY
Peak Efficiency
DC consumption: idle
FEATURES
Control Inputs
Analogue Inputs
Communication Port 1
Communication Port 2

6.1.3

Continuous output (2 x continuous
output for Selectronic Certified Managed
AC Coupled)
18.0 kW
13.0 kW
11.25 kW
8.0 kW
7.5 kW
15 kW + inverter rating
63 A / 15 kW
15 kW
less than 0.03 seconds
7.5 kW
48 V / 40 - 68
up to 10, 000 Ah
96 %
6W
4 of, 12V to 60V True, < 3V False
2 general purpose logged 0-60V
USB (slave) or RS232 (adjustable baud
rate of up to 115200)
RS485 or RS232 (adjustable baud rate of
up to 115200)

FitPC

FitPC is a miniature PC physically located inside the casing of one of the UltraPODs.
FitPC creates a platform to store the data of the Ecoult battery management system. The
‘Ecoult ESSC Manager’ program and the grid inverter setup and monitoring software (SP
Link) reside in this PC. The ESSC Manager program updates the SP PRO inverter by
writing the SOC level of the battery system via the USB connection. This is a useful
process as the SOC level stored within the inverter is used as a feedback to the
optimisation model which will be discussed later.

6.1.4

System configuration and basic operation

Figure 6-3 shows the electrical schematic of the IFH microgrid. The two UltraPODs are
connected to the DC side of the Selectronic hybrid inverter while the solar inverters are
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connected to the AC side of the inverter along with the electrical loads. The ABB solar
inverter (managed) is a Selectronic compatible inverter which is connected via a
communication link to use for advance control and monitoring of generation within the
microgrid.

Figure 6-3. Electrical schematic of Illawarra Flame House solar PV and energy Storage system

The SP PRO series inverter data can be accessed to obtain information about the
hybrid inverter and the battery storage system. This software allows the user to customise
over 400 settings related to import and export, battery charging, etc.
The SP PRO inverter is operated in real time according to selected mode and field
parameters. The inverter can be configured for several modes. The default operating mode
of the IFH system is configured as ‘Solar Hybrid (On Grid)’ with a priority level activated
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(information about the priority levels is discussed in the latter part of this chapter). Figure
6-4 shows the configuration window of the activated priority level for the ‘Solar Hybrid
(On Grid)’ mode.
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Figure 6-4. Configuration window of SP Link indicating the activated priority level
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The normal configuration mode (priority setting) is set to minimise the grid import.
The grid import limit is set to zero in ‘Grid Input Limit’ and this will avoid any grid
import if the other important parameters such as SOC and voltage are within the set limits.
Based on the selected parameters illustrated in Figure 6-4 the battery can support say up
to 15 kW with a threshold of 60% of the SOC. For the SOC levels of 60% to 30% there
will be a partial discharge if there is no charging. The battery will use grid power to charge
the battery if the SOC reaches the 30% mark and continue to charge till it reaches 70%.
However, this is possible only if the ‘Grid Input Limit’ option as indicated in Figure 6-4
is set to a non-zero value as the ‘AC Source limit during Override’ is locked into the ‘Grid
Input Limit’. This operation is set to continue unless a user wants to add different settings
at another priority level to be activated at a certain time window. For example, if a priority
setting is set for summer to allow discharging to continue till SOC level of 40% rather
than stopping at 60% (assuming say more solar hours during summer), the inverter will
utilise the battery to the set SOC value even on a cloudy day with limited solar insolation.
This is where MPC based system can make decisions to change the operating mode to
optimise the operation.

6.2 Implementation of the optimisation model
The operation of the grid inverter is a real time operation with decisions made on a
microsecond basis. As outlined in previous chapters, the MPC optimisation process is
implemented using a 15 min time step. It was thus decided to implement the MPC
optimisation by setting up the appropriate operating mode of the grid inverter (to match
the optimisation selection) and specify operational limitations that the inverter will adhere
to, as close as possible, within that 15 min time interval. In order to implement this
approach some additional hardware modifications, as below, were required:
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Hardwired connection of digital inputs to enable external inverter mode selection



Installation of Arduino platform for digital input control



Communications between inverter and local network via serial to Ethernet adapter

The approach forms a method to change the operating mode of the inverter every 15
min based on the MPC optimisation results.

6.2.1

Execution of the optimisation results in the practical system

The requirements for optimisation, based on the simulation results, were studied to enable
categorisation and selection of the various grid inverter modes that would match the
required scenarios. The grid inverter modes and parameters for operation were then
modified using the available configuration settings in the ‘Priority’ levels within the
‘Solar Hybrid (On Grid)’ mode. The following seven scenarios were identified and tested
using the outlined configuration:
Scenario 1 – Solar PV= 0, Loads >0 and Loads=Grid
In this scenario loads are completely powered by the grid even if the battery is
capable of supplying the demand partially or fully. This scenario is generated by
setting the ‘AC Load Support Limit From Battery’ to zero.
Scenario 2 – Solar PV= 0, Loads >0 and Loads=Battery
This scenario has no solar PV generation while the loads are fully supplied by the
battery. There is no grid involvement to supply the loads. Enabling the ‘Grid
Disconnect’ mode can be used to create this scenario.
Scenario 3 – Solar PV> 0, Loads >0, Solar PV-Loads>0 and Excess=Battery Charging
In this scenario, the excess solar PV generation is used to charge the battery and
activating the ‘Renewable Only’ mode in the ‘Charger Controller’ section will
replicate this scenario in terms of the operation of the system.
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Scenario 4 – Solar PV> 0, Loads >0, Solar PV-Loads>0 and Excess=to grid
The excess generation in is exported to the grid even if the battery is within the
chargeable SOC limits. For this also ‘Charger Controller’ setting is used and it is
to be in the ‘Charging Off’ mode.
Scenario 5 – Solar PV> 0, Loads >0, Solar PV-Loads<0 and less=from grid
Here the solar PV generation is less than the loads and the loads are supported by
the grid even if the battery is charged and capable of discharging to supply the
loads. In order to execute this scenario, the ‘Inverter Controller’ section can be
used by setting the ‘AC Load Support Limit From Battery’ to zero.
Scenario 6 – Solar PV> 0, Loads >0, Solar PV-Loads<0 and less=from battery
This scenario requires the battery to discharge to support the loads. This can be
obtained again using the ‘Grid Disconnect’ mode, which was discussed in
Scenario 2.
Scenario 7 – Solar PV> 0, Loads >0, Solar PV-Loads<0 and less=from battery + from
grid
This scenario is a special case as this involves both grid and battery. The battery
can be discharged anytime using the SP PRO inverter as it is capable of taking in
a direct command with a kW value to be discharged. This process is discussed in
Section 6.2.3.

6.2.2

Using solar hybrid control priority levels to change modes

There are eight priority levels which can be selected within the grid inverter set up, each
with similar configuration parameters (such as Grid input level, Grid export limit, and
Battery charging limits) shown in Figure 6-4. These parameters can be changed to run the
inverter in different operation modes depending on which priority level is activated. If
two priority levels are activated due to any reason, the configuration parameters of the
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highest priority level will be used to operate the inverter.
The priority levels can be activated using two different methods. ‘Date and Time
Activation’ can be used to enable a priority level for a period of time. Figure 6-5 shows
the settings of a priority level (for the whole year). The other activation method is ‘Digital
Control Activation’, which uses the state (high or low) of the digital inputs to enable the
priority levels.

Figure 6-5. Date and time activation section

There are four digital inputs which are located inside the SP PRO inverter on the
main board. As these inputs can be changed to high or low externally, this method does
not require access to the SP Link software to activate an operating mode. Figure 6-5
illustrates an example digital input connection from the Arduino board (relay contacts) to
the SP PRO inverter.

Figure 6-6. Digital input connection between Arduino board and grid inverter
for mode selection [72]
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6.2.3

‘Power Control’ function using direct access method of the SP PRO
inverter

The ‘power control’ function within the grid inverter can be used to discharge the battery
based on a pre-defined kW value. This function is activated when an internal data register
(10W per bit) of the SP PRO inverter is assigned with a value and relevant kW amount is
discharged from the battery for 60 s period.
In order to activate this function, the direct access method is used to communicate
with the SP PRO inverter. This direct access method is based on serial communication
where a command of HEX codes is sent to the SP PRO inverter. The adopted protocol is
a 8 bit protocol and the values are transmitted in Little Endian format. This command
includes the address of the particular data register, kW value of the discharge and bytes
for a cyclic redundancy check (CRC), details of which are provided in Appendices C.3
and C.4. The following example shows a command which is sent to discharge 1.11 kW
for a period of 60 s.
57 00 8A A3 00 00 C3 4D 6F 00 9D E6
i) ii)

iii)

iv)

v)

vi)

i) ‘57’ indicates that this command is a write command which is used to assign
values to registers.
ii) ‘00’ indicates how many words to be written.
iii) ‘8A A3 00 00’ assigns the address of the particular register related to the power
control function in this case.
iv) ‘C3 4D’ is the CRC for the first 6 bytes.
v) ‘6F 00’ HEX is equal to decimal ‘111’ and represents the first factor of the battery
discharge power such that the required kW output will be 111 × 10 W = 1110 W
(1.11 kW).
vi) ‘9D E6’ represents CRC for the all previous bytes.
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6.2.4 Mode selection of the inverter to execute results
The scenarios, which have been discussed in Section 6.2.1 (shown in Figure 6-7) can be
summarised into priority levels based on the operation of the battery (charging or
discharging).
Mode 0 – Current configuration (minimise the grid involvement)
The SP PRO inverter is configured to minimise grid involvement by discharging
the battery whenever possible and charging only with the excess renewable
energy. Therefore, this configuration can be used to execute Scenario 2, 3 and 6
where the battery is discharged to supply the loads fully when the solar PV is not
available, charged by the excess renewable energy (solar PV) and discharged
partially to supply the loads when the PV is available.

Figure 6-7. Different operating patterns of the battery system at IFH
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Mode 1 – Setting ‘AC support limit from battery’ to 0 kW
During Scenario 1 and 5, there is no discharging from the battery. Therefore,
activating this mode in the inverter will bring zero energy from the battery even
though the battery is capable of supplying the demand.
Mode 2 – Enabling ‘Charging OFF’
This mode will stop charging of the battery even though the battery is not fully
charged. By activating this mode, results of Scenario 4 can be achieved.
Mode 3 – Power control external function
This mode can be used to execute the results of Scenario 7 where the battery is
discharged to a certain level even though the SOC is level is not at minimum.
Also, this can be used to force the battery to discharge to the grid and the export
will be the net value of loads, solar PV and the battery discharge.
This mode is activated using the method discussed in Section 6.2.3.

6.2.5

Enabling the modes

The default setup of the hybrid inverter are such that Mode 0 is set as the highest priority
level in the ‘Solar Hybrid Control Settings’ and that drives the existing configuration
whenever the other modes are not selected. Settings and parameters of the Mode 1 and
Mode 2 are saved in to two different priority sections and activated using the digital
control inputs in the SP PRO inverter. The digital control inputs are activated using the
method discussed in Section 6.2.2. External switches (relay) connected to a DC supply
are used to activate digital inputs depending on the optimisation results. An Arduino
board connected to an Ethernet shield is used to receive remote commands (decided
operating modes based on the MPC results) via LAN to activate the required digital input
depending on the scenario. Matlab Simulink was used to program the Arduino in order to
135

receive TCP/IP commands from any computer connected to the LAN. As shown in the
Figure 6-8 a single TCP/IP port was used for each pin avoiding activating the two modes
at the same time.

Figure 6-8. Simulink blocks for receiving TCP/IP data to Arduino hardware (with Ethernet shield)

6.2.6

Modifications to the systems architecture

Figure 6-9 shows the initial configuration of the IFH. To execute the MPC based
optimisation, an Arduino board and hardwired digital inputs were added for connections
to the hybrid inverter as shown in Figure 6-10.

Hybrid inverter

Figure 6-9. Initial configuration of the IFH

USB port is dedicated to the continuous communication of the Ecoult ESSC
Manager. An Ethernet to serial adaptor is used to connect the SP PRO inverter to the LAN
enabling the direct access communication.
The final system consists of the major components shown in the Figure 6-11 and
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Figure 6-12. Power line communication devices are used to connect the devices to the
LAN without requiring major cable modifications.

Figure 6-10. Inverter digital inputs connected to relays and Arduino via Ethernet shield

Figure 6-11. Final system configuration diagram of the IFH with optimisation controls included
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Figure 6-12. Inverter with associated communication and digital control inputs

6.3 MPC driven IFH operation
In order to implement the MPC model (developed in Chapter 4) with the aid of the
hardware setup discussed in the earlier sections, the following sets of data will be
required: (i) generation output (kWh), actual and forecasted, (ii) load/demand (kWh),
actual and forecasted, and (iii) battery state of charge (% of capacity or kWh). For the
optimisation process both generation and load data are required to be forecasted 24 hours
ahead at 15 min intervals.

6.3.1

Generation forecasting

As solar PV is the only uncertain generation source in the IFH system, the key forecasted
variable as a part of generation forecasting is solar irradiance (typically provided in
kW/m2). Solcast API was selected as a forecasting tool for the prediction of solar
irradiance and output of solar PV generation at the IFH.
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6.3.1.1 Solcast API
Solcast API provides radiation and PV output forecast data for anywhere on the planet at
30 min intervals for a period of one week ahead. Solar irradiation can be used to estimate
the resulting PV system output, or PV system output (in kW) can be forecasted directly
using Solcast API. The data is accessed by poling the Solcast API via a web links as
outlined below:
(a) Radiation request – this returns the detailed solar radiation data for 7 days ahead
based on the specific location (latitude and longitude). Figure 6-13 shows the
available forecasted parameters.

Figure 6-13. Forecasted parameters available from Solcast API

(b) PV power request – this returns the PV power output forecast in Watts for 7 days
based on the location and basic characteristics of the PV system.
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6.3.1.2 Solar PV generation at the IFH
A PV power request as per above was used for acquiring the generation data for the IFH
system with the relevant location data (Longitude - 150.898, Latitude - 34.401) and
system capacity (10 kW). In this method, the other parameters such as tilt angle of the
panels, orientation, etc. are embedded in the Solcast output. Radiation request method
could have been utilised with known values of the mentioned parameters. However, the
PV power request method was used for the simplicity of the whole program
implementation.
The PV power output obtained from Solcast API using MATLAB was interpolated
to 15 min intervals by averaging the obtained 30 min values. Figure 6-14 presents the
forecasted solar PV generation data for the IFH every 15 minutes for 24 hours against the
actual data recorded at the site for a perfect solar day without any cloud covers. Similarly,
Figure 6-16 depicts a day with higher variations (i.e. a cloudy day).

Figure 6-14. Solar PV prediction by Solcast and recorded actual values – clear sky
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Figure 6-15. Solar PV predictions by Solcast and recorded actual values – cloudy

Figure 6-15 shows how the predictions done at the beginning of every 15 min vary
with the recorded solar PV generations for each of those 15 min intervals. During hours
of generation the mean percentage error of prediction was 36% with the 95th percentile
being 75%. According to these observations, it was determined that Solcast is capable of
predicting short time span accurately even within a day with high variations.

Figure 6-16. Solar PV prediction (every 15 min) by Solcast and recorded actual values – cloudy
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6.3.2

Load forecasting/profile

Among load forecasting methods, prediction using historic data for residential systems
can be reliable and accurate [73]. However, load forecasting using historic data is not
available as for the IFH as it is not occupied all the time load forecasting using historic
data is not available. Therefore, a predefined load profile was created using a combination
of manual and automatic switching (using smart power outlets) of household electrical
equipment.

6.3.3

SOC of the battery & DC voltage monitoring

SOC of the battery and DC voltage are required at every 15 min interval to update the
optimisation model. Also, the DC voltage is used to stop the inverter operation if the value
is less than a pre-set value (44 V) to avoid any damage to the battery system due to excess
discharge. This voltage is monitored during execution of the optimisation by
communicating to the inverter using the method discussed in Section 6.2.3. The SOC is
also obtained by the same method.
This data is also available in Ecoult’s Grafana platform (an API). However,
extracting data from Grafana is comparatively slower than the direct communication
method as extra process required.

6.4 MPC driven 24-hour operation
For a 24-hour operation, a load profile was pre-planned as discussed in the Section 6.3.2
considering the weather forecast. The day was forecasted to be a hot summer day with
temperatures up to 42°C. Therefore, the load profile was emulated using HVAC as a base
load and lights and stove top controlled to match the planned profile.
The Solcast API was used in the Matlab program to obtain the generation forecast
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every 15 mins as explained in the earlier sections. The solar PV forecast was considered
only for a total of 5 kW of solar panels as the hybrid inverter is only able to communicate,
manage and monitor one solar inverter as indicated in Figure 6-3.
The MPC method developed in Chapter 4 was set to run at 15 min intervals with
forecasted generation and load profiles. At each interval, the program decided on an
operating mode based on the MPC results, and the mode signal sent to the Arduino, which
then activated the digital inputs of the inverter to change the modes.
Figure 6-17 shows the planned load profile and the actual recorded load profile
during the 24-hour. The actual profile can be seen to be following the planned load profile
closely with a mean percentage error of 22%. There were a few excursions at 1am, 9am
and 5pm, where the water heater and the refrigerator were activated. This variation can
also be considered as an error if there was a load forecasting method in use for the
operation.

Figure 6-17. Forecasted/planned and recorded load profiles

The predicted solar PV generation for each 15 min interval ahead including the
forecast for total control horizon was obtained from Solcast. Figure 6-18 shows the
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predicted value for each 15 min interval and the recorded actual value.

Figure 6-18. Forecasted solar PV generation at every 15 min and recorded solar PV generation

Figure 6-19 summarises the number of operating modes which occurred during the
experiment. This is shown to illustrate how MPC driven operation changes the inverter
operation during a day. Once an operating mode was activated it continued till the next
15 minutes. Once the inverter activates an operating mode, the charging or discharging
limit (in kWh) is controlled by the characteristics of the battery and SOC parameters set
for each operating mode, as there are no other inputs provided from the MPC optimisation
until next 15 min time step commences.
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Figure 6-19. Variation of operating modes in the MPC driven inverter

Figure 6-20. Recorded battery kWh amount during the MPC driven operation
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Figure 6-21. Grafana graphs for the variations of string current, SOC and battery voltage for the
duration of the experiment

Figure 6-20 shows the battery charging/discharging (in terms of kWh) during the 24hour MPC driven operation while Figure 6-21 presents how this MPC driven
charging/discharging has affected on the battery SOC, string current and voltage.
The hardware setup backed by the MPC driven inverter operates based on the
generation and load forecasts. The results are unique to a particular 24-hour duration as
it is unlikely that the same generation forecasting profile will exist for another day. As
the IFH is not occupied and daily load profiles are comparatively low to an occupied
house, it may not be practical to continue the MPC driven operation from a validation
perspective. Therefore, need of a simulation platform to mimic the operation the hardware
setup is identified. This kind of simulation then can be used to feed the generation and
load profiles (MPC driven operation utilised) into normal operation of the IFH system to
compare the differences. This will create more opportunities to carry out sensitivity
analyses by creating scenarios where the real setup cannot be forced to as there is not
control over solar PV generation in a real operation. These sensitivity analyses can be
used to highlight the importance of MPC driven method. Considering this important
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requirement, the next chapter is focused on developing a simulation and the sensitivity
analyses.

6.5 Summary
In this chapter, the hardware implementation process of the MPC optimisation method
discussed in Chapter 4 was presented focusing on each component in the IFH system.
This step was helpful in identifying the capabilities of residential system with solar PV
and battery storage systems and the requirements to be considered in implementing the
developed MPC method in the system. The required changes to the residential system
were identified and the modifications to the original IFH hybrid grid inverter in order to
execute the MPC optimisation results, were also discussed.
The implementation of the MPC optimisation method in a practical battery energy
storage system connected to solar PV helped in identifying following improvements to
be considered in implementing this kind of optimisation method in a real system:
(a) The ability to directly apply different operating modes (charge/discharge control
and kW/kWh levels) of the grid inverter, which was not possible with the inverter
used in this research.

(b) The accuracy of the generation and load forecast directly affects the performance
of the implemented MPC based method. In this implementation, solar PV
generation forecast was taken from a third party online forecasting tool, and load
forecasting was not considered.
This chapter has also presented how the MPC driven operation performs for a 24hour period which helped this study to identify the need of a simulation platform where
sensitivity analyses and comparative studies can be carried out. This process was useful
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in defining the required simulation components and simulation steps to mimic the
operation of the system.
Overall, this chapter contributed to showcasing the ability of implementing MPC
optimisation methods in existing residential systems with solar PV and battery storage,
which was identified as one of the lacunas in most of the studies.
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Chapter 7
7. Simulation development and sensitivity analyses
This chapter presents the development process of the simulation to mimic the operation
of the IFH hardware setup (mainly the MPC driven operation and the normal operation).
As discussed in the Chapter 6, the focus of the simulation is to be used in wider range of
sensitivity analyses scenarios to emphasise the importance of the MPC method.

7.1

Simulation model development process

Figure 7-1. Simulation process

Figure 7-1 presents the process to simulate the operation of the IFH setup. As
discussed in the Chapter 6, once the MPC model outputs the solution for
charging/discharging amount, they are then analysed to decide the operating mode of the
inverter expecting to obtain the MPC results outcome at the end of each 15 minute time
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interval.
The forecasted generation and load profiles are taken in as kWh values for each 15
min intervals ahead. As shown in Chapter 5, 15 min kWh prediction data is used in the
MPC model. Subsequently, the data sets are distributed to create 1 s generation and load
profiles assuming the predictions are without errors. These 1 s profiles are used in the
simulation to mimic the real time operation.
As shown in the Figure 7-1, the simulation is to be used in 15 minutes operation
windows. At the end of each time window it will generate updated parameters (e.g.: SOC,
DC voltage) for the MPC model to be used at the beginning of the next 15 min interval.
This operation is continued throughout the control horizon simulating the MPC driven
operation of the IFH. Also, this simulation platform includes the ability to emulate
operation of IFH system with the hybrid inverter operating in normal mode (without any
MPC based mode changes) under the same generation and load profiles as the MPC
driven simulation.
Focusing on the above mentioned requirement, the simulation model was developed
to mimic the operation of the test system, with components individually modelled to
replicate the configuration and control signal exchange of the hardware setup. The
simulation model enabled the evaluation of the MPC in a closed loop configuration, and
allowed performance with real time disturbances to be determined. Components,
introduced in the following subsections, have been developed using MATLAB Simulink.
Figure 7-2 shows how the simulation model blocks were connected to represent the
hardware components.
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Figure 7-2. Arrangement of individual simulation components

The simulation grid inverter uses the generation and load values as main inputs to
decide the grid power and battery power value at each time step (normally set to 1 s)
depending on the operating mode defined by the other inputs to the block, i.e. digital
control inputs, serial port and USB port. Operating modes of the simulation grid inverter
includes the same operational modes of the real inverter: (i) AC Load Support Limit From
Battery, (ii) Grid Disconnect, (iii) Renewable Only, (iv) Charging Off, and (v) the
discharge to grid command which described in Section 6.2.3.
The four digital control inputs used to select the inverter operating mode in the
modified hardware setup are represented in the simulation with on/off signal. As
discussed earlier, once the MPC model outputs the solution (charging/discharging
amount), the operating mode is decided and this detail is then saved. This is to make sure
the simulation can be used in iteration where the modes are updated every 15 min
depending on the results of the MPC output. Retrieved data related to modes is sent to the
digital control inputs of the inverter simulation block via the Arduino block, while power
control data is sent to the serial port of the inverter block. For example: if the inverter
needs to be set to mode 2 for 15 min with 1 s resolution then the mode matrix is set as
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shown in the following table.
Table 7-1. Mode selection matrix

R1
R2
.......
R900

C1

C2

C3

C4

Mode
1

Mode
2

Mode
3

Mode
4

0
0
.......
0

1
1
.......
1

0
0
.......
0

0
0
.......
0

C5
Power
Control
Mode
0
0
.......
0

C6
Power
Control
Value
0
0
.......
0

Also, the serial port and USB port are used to provide the power control signal, and
feedback SOC and charging rate values in very much the same manner as practical
inverter.
There are sub-function blocks with Matlab functions to represent the mathematical
equations. Please refer to Appendix D for a complete Simulink diagram of these subfunctions. For example, battery block of the simulation processes contains
charging/discharge power, SOC, charging rate and voltage sub functions. In the real
system, the battery management system determines these parameters from individual
measurements or estimation of voltage of each battery cell, current and SOC of the
connected strings. These data sets are sent to the inverter via FitPC in the real system and
similar representation in the simulation platform. Temperature of the battery is also
recorded in the real battery management system but not included in the simulations.
The battery simulation block includes sub-functions to calculate the SOC, charging
rate and voltage as shown below. The equations used to calculate voltage and charging
rate were derived based on the definitions discussed in Chapter 4.
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Figure 7-3. Sub functions in the battery block

7.1.1 Refinement in the simulation study through measurements
As the plan was to use the simulation to evaluate the performance of the MPC driven
system and a system with normal inverter operation, the accuracy of the simulation model
was important. A vital step was taken to check whether the developed battery-inverter
simulation mimics the normal operation of the IFH system. In order to carry out this vital
step, power data (generation and load) recorded at the distribution point (refer to Figure
6-6), captured using HIOKI Power Quality Analyser 3198, were used as inputs to the
simulation. The results (battery power and SOC level) of the simulation were compared
with the values obtained from the battery management system.
Figure 7-4 shows how the simulation results generated for the normal IFH operation
and the actual results (operated in the normal operation) vary for a day while Figure 7-5
shows the variation over 3 days. The variation indicates that there is an error in the
calculation of battery SOC which propagates as the simulation progresses. This error may
be generated due to two main factors.
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1. Errors/losses in the real system between the measurement devices and battery
management system - This can be clearly seen in the time window from 03000 s in Figure 7-4 where the battery discharging amount in the simulation
(‘Battery Power’) and the real amount (‘Battery Power_HIOKI’) is same
while the SOC value of the simulation (‘Sim’) and the real value (‘Grafana
SOC’) vary.
2. Charging amount mismatch due to errors in charging characteristic in the
simulation versus the real charging - This contributes to a SOC gap in the
simulation, which is then progressed ahead due to the errors mentioned above.
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Figure 7-4. Variation of the simulated and actual SOC value over a day
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Figure 7-5. Variation of the simulated and actual SOC value over 3 days
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7.1.1.1 Improvements to the battery charging/discharging characteristics in the
simulation
To rectify the error elaborated above, an error factor was defined as follows,

( 7.1 )

∆

∆

( 7.2 )

In order to obtain values for the defined error factors, sample charging and
discharging profiles were analysed. Figure 7-6 shows the variation of the error factor for
different charging profiles and it clearly indicates that the error factor for the charging is
a value close to 0.8.

Figure 7-6. Variation of error factor for different charging profiles

Similar analysis was carried out with the discharging profiles and the results are
shown in the Figure 7-7. According to the results, the error factor for both charging and
discharging processes are converging around 0.8.
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Figure 7-7. Variation of error factor for different discharging profiles

The simulation was rectified with the error factor and re-run to observe the results
again. Figure 7-8 shows that the difference between the simulated and recorded SOC
levels has significantly reduced after incorporating improvements.
The error generates from the charging characteristic error as explained above, can
still be seen (i.e. it was not rectified). However, the difference is constant and has not
increased during the battery discharging (after the charging phase).
The exponential battery charging characteristic defined in Chapter 4 was used in the
simulation in the form of a mathematical equation.
According to the analysis of the charging characteristics in Chapter 4, it was
identified that charging rate of each profile was reaching towards zero (theoretically)
when the SOC reaches to 100 (in chapter 4 ‘remaining SOC’ was used as the variable,
which is equal 0 when SOC reaches 100). Also, it was evident that the starting charging
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Figure 7-8. Simulation results after the error factor is added
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rate/power at the time of the gassing was a key parameter for defining the future charging
rate profile. Therefore, the following definition was suggested.
In the simulation, the charging power can be identified when the gassing voltage is
reached. This power is then used to calculate the parameter b of (7.3).

Charging rate = a ebx

( 7.3 )

Where x is remaining SOC, and a and b are constant parameters. The value of a was
determined with the aid a curve fitting exercise for the IFH battery system. The value of
b calculated at the starting point is used over the whole charging profile to calculate the
charging rate/power for different SOC values.

Figure 7-9. Calculated SOC values using the discussed method vs recorded SOC value comparison
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Ten different charging profiles (from gassing voltage ahead) were selected from the
Grafana for the analysis. The known charging rate at the gassing voltage was used to
calculate b for each profile. Then the value b for each profile was used to predict the
charging rate profile to the point where the battery is fully charged (remaining SOC=0).
Figure 7-9 shows how predicted SOC and actual recorded SOC profiles vary. The
charging profile selected for ‘Series 5’ was one with more variations (charging before the
gassing) to indicate that this method is valid for charging phase after the gassing voltage.
An R-squared value closer to 1 (~0.9618) indicates the validity of this prediction method
for the simulation.
After the verification, (7.3) was used in the simulation to improve the accuracy of the
complete simulation.

7.2

Sensitivity analyses

As explained in the Chapter 6 and in this chapter, the aim of developing a simulation
based on the IFH hardware setup was to conduct sensitivity analyses with more flexibility
on the forecasted generation and load profiles and other parameters whereas in real time
operation there is no control over the profiles, especially generation profile. The following
sections have presented the details and the results of the sensitivity analyses.

7.2.1

Input data set and default parameters

In order to make the sensitivity analyses more realistic, practical data (solar PV generation
and load data) was selected from the ‘Smart-Grid Smart-City Customer Trial Data’
provided by Australian Government Department of the Environment and Energy [74].
This data is from the customer trial conducted as part of the Smart Grid Smart City
(SGSC) project between 2010 to 2014. It contains different sets of customer time of use
(half hour increments) data, as well as detailed information on appliance use, climate,
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retail and distributor product offers, and other related factors. A specific data set was
selected for the simulation to match the properties of the IFH which has been described
in Chapter 3.
The tariff was set to $0.12/kWh and $0.05/kWh respectively for the import and
export of power while the battery cost was set as $0.01/kWh. The lower SOC limit was
set to 60% as used in the IFH system. These parameters were the base parameters and
changed as required for the subsequent analyses. The simulated operation of the inverter
with the normal configuration was assessed against the MPC driven inverter operation.
These simulations were based on the 1 s data generated by 15 min data set used for the
MPC model input assuming the perfect forecasting as discussed in the Section 7.1.

7.2.2

Results for same generation and load profiles for the next day

Figure 7-10 shows the simulation results for a day when the same generation and load
profiles were used as the next day in the control horizon. In the battery power section it
can be clearly seen that the MPC driven inverter operation is manipulated by the different
modes derived from the MPC optimisation results which leads to idle mode (no charging
or discharging) of the inverter compared to the same operation of the normal
configurations of the inverter. Further, the SOC section of the Figure 7-10 shows how the
MPC driven inverter operation keeps the SOC level of the battery system contrast to the
SOC level of the normal operation. This is due to the assigned battery cost in the MPC
model which avoids the unnecessary charging and discharging and the availability of the
solar PV generation for the next day which is also taken into the consideration in the MPC
model.
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Figure 7-10. Simulation results for a day when same generation and load profiles were used for the next day
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While the operational parameters are compared, it is important to compare the related
cost for each operation. Table 7-2 summarises the total cost for ‘Normal’ operation and
‘MPC Driven Inverter’ operation for this particular day (the next day ahead in the control
horizon was not taken in to the calculation) and the end SOC levels. The first row shows
the ‘MPC Model Results’, i.e. results if the MPC solution (charging/discharging kWh
amount) was used to calculate the cost. In ‘MPC Driven Inverter’ operation, the charging
and discharging amounts decided by the MPC optimisation may not be achieved.
Table 7-2. Cost, battery usage and end SOC level comparison of the one day simulation

MPC Model Results
Normal
MPC Driven Inverter

Cost
(AUD)
-0.0743
-0.2426
0.1527

Battery Usage
(kWh)
24.2977
10.0215
28.5523

End SOC (%)
60.7266
77.8579
78.3080

Adjusted
Cost (AUD)
-0.0855
-0.5176
-0.1292

The total cost for two different operating modes cannot be compared directly as the
end SOC levels are different (i.e. contains a dollar value of energy which can be used to
export to the grid or retain for the next day’s use). Therefore, in order to make the cost
comparison easy, a cost value was assigned to the end SOC value assuming the stored
energy can be used to supply loads in case if a PV generation is zero (assuming it will
save a cost of importing energy). The battery usage cost (AUD 0.01/ kWh) was also taken
into consideration. For example consider ‘End SOC’ level of ‘MPC Driven Inverter’
operation in the Table 7-2.
End SOC is 78.3%
Available electrical energy (kWh) for load compensation is
(78.3-60)*14/100 = 2.56 kWh
Assigned cost value to the available SOC is 2.56*(-0.12) + 2.56*0.01 = $-0.282
Adjusted total cost considering available SOC is $ 0.153 + ($-0.282) = $-0.129
However,

MPC

optimisation

is
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modelled

to

consider

the

battery

charging/discharging cost, tariff, charging characteristics and the next day profiles, which
the normal inverter operation has not considered. The cost for MPC driven mode is
however higher (or saving is lower) than the normal inverter operation. This is expected
as the MPC method takes tariff and, charging/discharging cost, into account compared to
the normal operation which operates according to a one pre-configured setting. Therefore,
changing the profiles for the next day ahead can help to further investigate the behaviour
of the cost for the particular day.

7.2.3

Results for no generation for the next day

A scenario containing zero generation for the next day was used to check the performance
of the MPC driven battery system operation. The profiles of the first 24 hours were same
as in the Section 7.2.2.
In this scenario where the next day generation is zero, the MPC driven inverter
operation should try to maintain the SOC level to use the stored energy in the next day
where there is no solar PV generation. Figure 7-11 shows the results of the simulation
with no solar PV generation ahead and it confirms that the MPC driven inverter operation
has performed by considering the next day generation forecast. Thus, the SOC level of
the MPC driven operation at the end of the day is higher than compared to its normal
operation.
Table 7-3. Cost, battery usage and end SOC level of the one day simulation with no generation ahead

MPC Model Results
Normal
MPC Driven Inverter

Cost
(AUD)
0.0306
-0.2426
0.2462

Battery Usage
(kWh)
24.8453
10.0215
28.9093
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End SOC (%)
61.0050
77.8575
89.2500

Adjusted
Cost (AUD)
0.0151
-0.5176
-0.2043

Also, as shown in the Table 7-3, the end SOC level in this scenario is higher than that
value in the scenario discussed in the previous section where solar PV generation is
available for the next day. Similarly, it is to noticed that the adjusted cost for the MPC
driven operation has increased compared to the scenario in Section 7.2.1 confirming

166

Figure 7-11. Simulation results when no generation and same load profiles used for the next day
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that the cost/carried over to a next day. Therefore, sensitivity analysis for 7 days was
considered in the next section.
The battery usage recorded in the MPC mode results and/or MPC driven inverter in
both scenarios has ended up around the same value showing the commitment of the MPC
method to keep the battery usage in an acceptable level (due to the assigned battery cost)
even when the system is getting ready for a day ahead with no generation.

7.2.4 Results for simulation of the 7 consecutive days

Figure 7-12. Generation and load profiles for 8 days (including a 24-hour control horizon after 7th day)

Simulations for single day with variations of next day profiles are important to
identify the capability of the MPC driven method. However, the accumulation of the SOC
and the cost values as the days continue cannot be reflected in one day simulation. A
typical daily house load profile tends to be similar for weekdays with differences to the
weekend profiles as the load profile is affected mostly by the activities of the occupants.
Therefore, 7 day period was considered as fair representation to of the variation of load
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profiles without increasing the computation burden. The simulations were conducted for
7 days with the same load profile and variation to the generation profiles as shown in the
Table 7-4. The following settings were kept same during these different simulations.


Initial SOC – 60



MPC model charging rate – Linear



Simulink model charging rate – Exponential
Table 7-4. Total cost variation of different simulation scenarios
Total Cost
Generation Profile

Double
Normal (-211.925 kWh)
Half
Quarter
1/8
Half - 4th day 0 Gen:
Half - 4th day 0 Gen: and AUD 0.24 Import Tariff
Half - 4th day 0 Gen: and AUD 0.36 Import Tariff
Half - 4th day 0 Gen: and AUD 0.10 Battery Cost

MPC Model
Optimisation
Results
-16.6662
-5.4621
-0.5545
3.5633
9.8889
-0.9145
-0.8989
-0.1336
0.7379

Normal
Inverter

MPC Driven
Inverter

-16.9202
-6.2599
-0.9920
2.0197
3.6950
-0.7999
-0.7999
-0.7999
4.7609

-16.3688
-5.1891
-0.3027
4.9356
7.0760
-0.7030
-0.8519
-0.6344
1.7868

Lowest
Medium
Highest

The variability of the generation profile was kept same and then lowered or increased
by the values shown in Table 7-4, i.e. double, half, quarter and 1/8. Table 7-4 presents the
total cost for electrical energy for the duration of the simulation (7 days).
Before comparing the performance of the normal inverter and the MPC driven
inverter, it is important to compare how the results obtained from the MPC model are
represented in terms of the modified operation (through mode changing) of the inverter.
When comparing the cost values in ‘MPC Model Optimisation Results’ and ‘MPC Driven
Inverter’ columns of the Table 7-4, it is clear that the mode change process, based on the
MPC results obtained from the model, work to achieve the results as expected even
though variations were present. The variations may be due to the linearised model used
169

for battery charging rate in the MPC model compared to the exponential charging rate
function in the Simulink simulation model which used to simulate both normal inverter
operation and the MPC driven inverter operation.
It is clear that the MPC optimisation model performs better when there is less/no
generation in between the days whereas normal inverter operation performs better with
continuous generation, even though the total generation pattern was raised or lowered.
The performance of the MPC model is further confirmed as having better performance
when the import tariff or battery charging/discharging cost is increased as these
parameters are not taken into account for the normal inverter operation. These results
further strengthen those obtained from the numerical analyses in the Chapter 5. As
discussed in the Chapter 5, the cost cannot be the only output parameter to be looked at
when comparing the performance. Table 7-5 has summarised the battery usage for the
above discussed simulations.
Table 7-5. Battery usage variation of different simulation scenarios

Generation Profile
Double
Normal (-211.925)
Half
Quarter
1/8
Half - 4th day 0 Gen:
Half - 4th day 0 Gen: and AUD 0.24 Import Tariff
Half - 4th day 0 Gen: and AUD 0.36 Import Tariff
Half - 4th day 0 Gen: and AUD 0.10 Battery Cost

Battery Usage (kWh)
MPC Model
MPC
Normal
Optimisation
Driven
Inverter
Results
Inverter
82.1688
61.3902
92.7951
103.0069
64.5835
111.7575
83.1945
63.2419
92.6662
92.4665
37.5151
109.4913
98.9578
13.5341
84.3876
58.5753
61.7868
69.0533
60.9019
61.7868
67.0021
76.7297
61.7868
73.2930
25.0683
61.7868
35.9163

The results in the Table 7-5 confirm the better performance of the MPC model in the
above discuss scenarios even considering the battery usage. This is an important factor to
show that the MPC model performs better considering all its’ associated parameters. The
other parameter to be investigated is the end SOC level and end SOC level of each
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simulation is shown in Table 7-6. According to the SOC level of each different operation,
it can be seen that the normal operation has ended the simulation at a higher SOC level
compared to the MPC model results. This can be attributed to the behaviour of the MPC
model to avoid any unnecessary charging/discharging to reduce the battery usage and
achieving best possible electrical energy cost/saving. Also, this is due to MPC’s
preparation for the next day and if the next day ahead is forecasted with excess solar
generation, again MPC tries to avoid any unnecessary charging/discharging.
Table 7-6. End SOC variation of different simulation scenarios
End SOC
Generation Profile
Double
Normal (-211.925)
Half
Quarter
1/8
Half - 4th day 0 Gen:
Half - 4th day 0 Gen: and AUD 0.24 Import Tariff
Half - 4th day 0 Gen: and AUD 0.36 Import Tariff
Half - 4th day 0 Gen: and AUD 0.10 Battery Cost

MPC Model
Optimisation
Results
62.2648
63.3831
62.8445
62.3819
65.9773
61.9024
61.8753
63.5748
61.1501

Normal
Inverter
72.7906
72.3856
72.0997
63.8286
25.2168
72.0687
72.0687
72.0687
72.0687

MPC
Driven
Inverter
50.7335
75.9063
67.5815
75.2818
74.2491
60.0533
47.7993
60.8679
49.1000

The ‘Adjusted Cost’ value which was introduced and discussed in Section 7.2.3 was
not considered for 7 days as it is difficult to identify how the MPC driven operation has
utilised the accumulated SOC level at end of each day in different ways (for load
compensation or grid export). Therefore, the end SOC level at the end of day 7 may be a
representation of how the MPC driven method accumulated the SOC.
These combined simulation results show that the use of MPC method is useful where
there are unexpected/expected variations of generations, increased import tariff or battery
cost conditions. It is noted that these simulations, especially the MPC driven operation,
considered perfect forecasting after the MPC model decided the operation mode for the
next 15 min, and the control horizon. In a real system MPC model will consider the
changes in forecasting for the specified control horizon, resulting in better performance
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compared to normal inverter operation.
The next section summarises the analysis which was undertaken to identify the effect
of the changes in the generation forecasting.

7.2.5 Results from simulation with changes in generation forecasting

Figure 7- 13. Original and change affected generation profiles

This analysis was undertaken by introducing a random error at the start of every 15 min
interval to the original generation profile used for one day in Section 7.2.2. Figure 7-13
shows how the original generation profile for the day and final generation profile after
introducing possible 50% and 100% random forecasting change/error. The results are
summarised in the Table 7-7, demonstrating it is different to the results of Table 7-2 (no
changes to the generation forecasting considered). These values show how the MPC
method tries to adhere to the changes in this kind of simulation, which is close to a real
scenario where there are changes to the generation and load forecasting. Again, the
comparison should not be limited to cost value as the difference of end SOC value carries
a portion of cost value.
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Table 7-7. Cost, battery usage and end SOC level of the one day simulation with changes to the
generation forecasting
With original generation profile
MPC Model Results
Normal
MPC Driven Inverter
With possible 50% random changes
to generation profile
MPC Model Results
Normal
MPC Driven Inverter
With possible 100% random changes
to generation profile
MPC Model Results
Normal
MPC Driven Inverter

Cost
(AUD)
-0.0743
-0.2426
0.1527

Battery Usage
(kWh)
24.2977
10.0215
28.5523

End SOC
(%)
60.7266
77.8579
78.3080

Adjusted Cost
(AUD)
-0.0855
-0.5176
-0.1292

-0.0886
-0.3170
0.0215

15.0600
10.0626
17.7926

61.1527
77.6936
98.7143

-0.1064
-0.5895
-0.5747

-0.1011
-0.4435
-0.0680

17.8380
8.4965
18.7468

61.0895
66.5867
87.7468

-0.1179
-0.5449
-0.4953

As discussed in the Section 7.1.1, the ‘Adjusted Cost’ was introduced here in the
Table 7-7 as well. It clearly indicates that the MPC driven inverter helps to acquire more
cost benefits, especially when changes to forecasting are introduced.
These sections were focused on how the simulation can be used for sensitivity
analyses to identify the importance of MPC method utilising the simulation in different
scenarios. The other use of the simulation is to be used to identify how the IFH systems
would operate if it was in normal operation for duration where the IFH was operated in
MPC driven real time operation. Therefore the next section has summarised on this use
of the simulation.

7.3

Simulation of normal IFH operation

Using the results of the 24 hour MPC driven operation of the IFH, a comparison of how
the system would have operated without any MPC inputs was also undertaken. The load
and generation data at 1 s intervals, as recorded by the HIOKI power analyser and shown
in Figure 7-14, was entered into the simulation developed to replicate the operation of
normal configuration.
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Figure 7-14. Load and the generation profiles for the duration of the experiment
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Figure 7-15. Battery charging/discharging and grid import/export profiles for MPC driven and normal operation
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Figure 7-15 depicts the battery charging/discharging and the grid import/export
profile for the both MPC driven inverter (during the experiment) and the modelled normal
inverter operation. During the experiment, the operating mode was changed every 15 min,
where each changeover can be identified by the peaks in battery power Figure 7-15.
The SOC profiles in both scenarios were also compared. Figure 7-16 shows the SOC
level variation of both scenarios. As expected, the MPC driven operation always
considers the future inputs (load and generation forecasts). In this instance, the same load
profile was used for the next 24 hours, but, the next day was forecasted to be a cloudy
and colder day compared to the day of the experiment. Because of this the MPC driven
methods has kept the SOC level higher and a difference of 25% in SOC can be seen at
the end. Additionally, the MPC driven method maintains the SOC level above the
minimum assigned (60%) whereas the normal operation has no control on this. The
normal operation stops discharging at 60% of SOC, but there is a partial discharge
resulting in a slow decrease of SOC level, and in case of no PV generation in the next
day, this will continue. In the case of MPC driven operation, the grid charging capability
will be used to maintain the SOC level. The total battery usage in normal operation is
around 11 kWh compared to 15 kWh of the MPC driven operation.
In this way, the developed simulation can be used for comparisons whenever needed
as discussed in this section.
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Figure 7-16. Battery SOC profiles for MPC driven and normal operation
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7.4

Summary

This chapter has outlined the process of developing a simulation model to emulate the
operation of the hardware implementation of the battery storage system, solar PV inverter,
control equipment and grid inverter. This process included steps to improve the accuracy
of the simulation. Improvements were introduced to the simulation by incorporating
efficiency values in charging and discharging and also how the charging rate is predicted
in the simulation to closely follow the real charging rate variation of the IFH battery
storage.
The developed simulation was utilised in a set of sensitivity analyses to highlight the
importance of using MPC based method in improving cost benefits while maintaining
other parameters such as battery usage. The results were focused on the total electrical
energy cost, battery usage and the end SOC level. These results provided further insight
to how the MPC based method works with the changes to the operation mode in every 15
min interval. The results strengthened the findings of the numerical analyses conducted
in Chapter 5.
The simulation was further used to generate results of IFH operation with the normal
configuration (without MPC results). This was simulated using the results of MPC driven
24 hour operation of the IFH discussed in the Chapter 6.
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Chapter 8
8. Conclusion
8.1 Summary of key results
This thesis has outlined the development of a model predictive control (MPC) method to
optimise the operation of battery energy storage to reduce electricity costs within
residential or commercial scale solar PV based systems.
A critical review of the existing literature was completed highlighting the potential
ability to explore more cost benefits using an MPC method taking in the solar PV
forecasting, load forecasting, characteristics of the battery, tariff structure, etc. However,
the lack of studies investigating the critical constraints and their contribution to the
optimal operation was identified. Specially, the effect of charging/discharging cost, time
resolution of control iteration, charging/discharging rate and most importantly, the
charging characteristics of the battery storage. Further, the need of investigating the
feasibility of implementing such a method in a hardware setup and the sensitivity analyses
based on a hardware based simulation was also identified as a research gap.
As case studies, the Sustainable Building Research Centre (SBRC) microgrid and
Illawarra Flame House (IFH) battery energy storage system were investigated to identify
the structure, operation and key parameters of commercial and residential scale
(respectively) systems. The SBRC microgrid, with planned future battery storage, was
analysed with an introduced intelligent/pre-configured battery control. Potential for
reduction in electricity energy costs in the system was investigated with different
scenarios including: connection to the grid with or without battery, and fixed and timeof-use tariff schemes. The study showed higher cost benefits/savings when using a battery
in the system, especially with the extended operation. The study also identified that the
pre-defined (rule based) method of operation of the battery without any generation or load
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forecasts may reduce the ability to optimise electricity costs.
An MPC model was developed using HYSDEL based on a state space model defined
for the SOC of the battery in a system with solar PV generation and load. The cost
function includes the ability to incorporate separate, import and export tariffs. Minimum
and maximum SOC and charging/discharging rates were constraints. For the base model
a 24 hr control horizon was selected with 1 hr control intervals, considering the high
number of model variables. Multi-Parametric Toolbox (MPT) was used to solve the
HYSDEL model and both HYSDEL and MPT solving steps were coded on MATLAB.
The model development and solving were presented in such a way that the method can
be modified and reused easily for different applications. The complex charging
characteristics (based on SOC and maximum charge rate) of the battery were successfully
included in the model by replicating field measurement of the batteries at the IFH.
The developed model was used in numerical and sensitivity analyses. As a validation
step, the model results were compared with results obtained by a ‘brute force’ method.
The initial open loop results suggested that the resolution of the control time window
affects both optimal cost and the usage of the battery. The usage (kWh units of charging
and discharging) of the battery in each time resolution was also analysed, however a direct
relationship between cost reduction and cycle count for shorter control intervals was not
identified. Similar results were obtained for varied charging/discharging rates, i.e. there
is no significant effect on the optimal cost. However, lower optimal costs were observed
at variable charging/discharging rates (Charging/discharging rate was subsequently set to
be a variable in the model, such that it could contribute to the final optimal cost value)
which were lower than the open loop result (of fixed charge/discharge rate).
Analyses on the impact on cost were conducted for varying charging/discharging
rates, import and export tariffs, and pricing on the battery usage. This showed that the
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export tariff is a key component in increased cost benefits for battery storage systems.
This analysis also concluded that the MPC driven method performs better compared to
operations with no battery and a battery system with a fixed control method. These
findings of the analyses emphasised the benefits of the MPC method.
The work in this thesis also created a fully functioning hardware based system
demonstrating MPC operation on the residential IFH battery energy storage system. The
system is implemented using an Arduino platform connected to the hybrid inverter. A
series of testing was carried out to check the process and the complete system was tested
for 24 hour operation. The aim of the research was to identify the avenues to increase the
cost benefits for the residential/commercial systems with battery storages powered by
solar PV, sensitivity analyses with more variations to the parameters such as solar PV
forecast, etc. were required to investigate such possibilities. However, the hardware
testing in the IFH setup was not adequate for this purpose as the control over generation
forecasting was not there to conduct sensitivity analyses in a real time testing
environment. Therefore, a simulation was developed based on the IFH hardware setup to
mimic the MPC driven operation and normal operation.
Simulation was developed using Simulink, based on the numerical models, to
replicate the operation of residential battery system under MPC control. The
characteristics of the battery and available operating modes of the hybrid inverter were
included based on measurements and observation of the IFH installation. Improvements
to the battery charging/discharging phase and the charging characteristics were done to
increase the accuracy of the simulation. Simulation was used for sensitivity analyses.
Sensitivity analyses were focused on quantifying the cost/saving, battery usage and end
SOC levels for MPC driven operation and normal operation of the IFH as well as the
MPC model results, when varying the next day PV generation profiles, battery cost and
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import tariff. It was identified that the MPC driven method performs better to increase
cost benefits/savings compared to the normal operation, especially when the variations
are forecasted over the control horizon. A seven days analysis was conducted to see how
the cost/savings are accumulated. It was concluded that the accumulation could not be
devised as to how the MPC driven method uses the end SOC levels (discharging to
compensate the loads or not charging to increase grid export when solar PV is available).
Another analysis was undertaken with random errors introduced to solar PV generation
forecasts and the results were again showing that the MPC driven method gains higher
cost benefits compared to normal operation. The introduced ‘Adjusted Cost’ value to
represent end SOC value helped to differentiate the benefits easily in the two methods.
Another key use of the simulation was illustrated using the data of 24 hour MPC
driven operation of the IFH. The simulation was used to generate data for a scenario where
the IFH system had operated in normal operation for the duration of the 24 hour operation
which the system was in MPC driven operation. Simulation is the only way of acquiring
that type of data as this cannot be replicated in the hardware setup.
With the completion of above, the following outcomes were achieved contributing to
narrow down the identified research gaps.


An MPC method was developed for optimal operation of a residential system
constituting battery storage system and solar PV by identifying the critical
constraints, especially battery cost and charging characteristics.



Effects of the identified critical constraints were studied through various
numerical analyses.



The developed MPC method was implemented in a modern hybrid inverter
system to identify the feasibility of practical implementation and avenues to
improve.
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Simulations were developed to mimic the operation of real system.



Sensitivity analyses were conducted using the developed simulation to
strengthen the importance of MPC driven operation.

Overall, this research contributed in developing an optimal operation method which
can be implemented in a residential system constituting battery storage system and solar
PV. However, there are still possible avenues which can be explored further as detailed
in the recommendations for future work section below.
8.2 Recommendations for future work
The model development using HYSDEL and MPT in this thesis was done for a battery
system with a fixed tariff scheme for both import and export tariff. However, the system
has been designed to easily enable more complex tariff structures to be incorporated.
Preliminary work also identified that there is potential to increase electricity cost savings
if greater control of battery charging and discharging is applied. Thus implementing more
complex tariff structures and also adding complex charging characteristics to the control
is an area for further study.
While the complex charging characteristics of lead-acid batteries included in this
work was based on the IFH installation alone, future work on the relationship of SOC and
maximum charging rate of the battery for other systems needs to be considered.
Achieving MPC model solutions (charging/discharging amounts) in the case study
system was challenging as direct access to the hybrid inverter’s control was not available
and the work relied on adjusting operating modes at 15 min intervals. As inverter
technologies develop, it is envisaged that greater access to parameters will become
available. Studies on identifying more efficient ways to implement MPC on hybrid
inverters, or replicating similar work on the next generation of inverters is an area for
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future work.
Difficulties with estimating operation of the battery storage system and the hybrid
inverter in controlling the charging/discharging were identified. An improved
understanding of the internal controls of the battery management system remains an area
for further work.
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Appendix
A. HYSDEL Codes
A.1. Basic HYSDEL code for 1 hour step
SYSTEM microgrid_ss {
INTERFACE {
STATE {
REAL x [20, 100]; /* SOC of the battery */
/* generations for 24 hours */
REAL U11 [-150,0];
REAL U12 [-150,0];
.................
.................
REAL U123 [-150,0];
REAL U124 [-150,0];
/* loads for 24 hours */
REAL U21 [0,150];
REAL U22 [0,150];
.................
.................
REAL U223 [0,150];
REAL U224 [0,150];
}
INPUT {
/* U1 Pess; energy exchange with battery */
REAL U1 [-40, 400];
}
OUTPUT {
REAL y ; /* total cost of MG */
}
PARAMETER {
REAL R1= 0.12; /* import tariff */
REAL R2= 0.05;
}
}
IMPLEMENTATION {
AUX {
BOOL delta;
REAL cost;
}
AD {
delta = -(U124+U224+U1)<=0;
}
DA {
/* different tariff values depending on export/import and time of the day */
cost = {IF delta THEN R1*U124+R1*U224+R1*U1
ELSE R2*U124+R2*U224+R2*U1 };
}
MUST{
U1 >= -40;
U1 <= 40;
x >= 20;
x <= 100;
}
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CONTINUOUS {
x = x + U1;
U124=U123;
U123=U122;
..........
..........
U12=U11;
U11=U11;
U224=U223;
U223=U222;
..........
..........
U22=U21;
U21=U21;
}
OUTPUT {
y = cost;
}
}
}

A.2. Complete code for IFH for 15 min time steps with charging rate function
SYSTEM microgrid_ss {
INTERFACE {
STATE {
REAL x [60, 100]; /* SOC of the battery */
REAL v [10, 15];
/* generations for 24 hours */
REAL U11 [-150,0];
REAL U12 [-150,0];
.................
.................
REAL U194 [-150,0];
REAL U195 [-150,0];
REAL U196 [-150,0];
/* loads for 24 hours */
REAL U21 [0,150];
REAL U22 [0,150];
.................
.................
REAL U294 [0,150];
REAL U295 [0,150];
REAL U296 [0,150];
}
INPUT {
/* U1 Pess; energy exchange with battery */
REAL U1[-4,4];
}
OUTPUT {
REAL y ; /* total cost of MG */
}
PARAMETER {
REAL R1= 0.12; /* import tariff */
REAL R2= 0.05;
}
}
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IMPLEMENTATION {
AUX {
BOOL delta;
REAL cost;
BOOL delta1;
REAL cost1;
REAL CR;
BOOL gass;
REAL vrel;
}
AD {
delta = -(U196+U296+U1)<=0;
delta1 = U1<=0;
gass = (13-v)<=0;
}
DA {
/* different tariff values depending on export/import and time of the day */
cost = {IF delta THEN R1*U196+R1*U296+R1*U1
ELSE R2*U196+R2*U296+R2*U1};
cost1 = {IF delta1 THEN U1*(-0.01)
ELSE U1*0.01};
CR= {IF gass && !delta1 THEN (0.01875*(100-x)) /*0.04375*/
ELSE 0.75};
vrel= {IF gass && !delta1 THEN 0
ELSE (U1*0.28)};
}
MUST{
U1 >= -1.75;
U1 <= CR;
x >= 60;
x <= 100;
}
CONTINUOUS {
v = v + vrel;
x = x + (U1*(100/14));
U196 = U195;
U195 = U194;
............
............
U13 = U12;
U12 = U11;
U11 = U11;
U296 = U295;
U295 = U294;
............
............
U23 = U22;
U22 = U21;
U21 = U21;
}
OUTPUT {
y = cost + cost1;
}
}
}
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B. Ecoult HMI Screens

Figure B-1. Ecoult HMI “Storage Block Controller” display showing SOC, Voltage and Current

Figure B-2. Ecoult HMI “Faults and Alarms” display showing alarm and status information
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Figure B-3. Ecoult HMI “String Monitoring” display showing individual string status and operating
parameters

C. Selectronic inverter serial communication and direct access method
C.1. Communication errors
The serial port of the inverter was initially checked by connecting directly to a laptop
using a serial to USB converter. However, the serial port seemed to be not communicating
with any of the Selectronic Demo programs*, which worked when opened via FitPC,
which is connected to the USB port of the inverter.
Then an attempt was made to connect to the SP Link software installed to the laptop
via serial port and it was not successful either. But again when the direct USB is used, the
SP Link installed in the laptop connected to the inverter. According to the SP Pro inverter
user manual, only one connection can be used at one time. But, it was not clear whether
there was an internal configuration stopping communication with the serial port.
A simple serial port program was then used using the direct USB link to the laptop.
It did not work and it is the same when that program was run in the FitPC. Therefore, it
was identified that it should be an error in the way of the communication method using
the 8 bits commands.
As the next step, a serial port monitoring software was installed to the FitPC and
checked how the Selectronic demo programs do their communication and compared it
with the other serial port program.
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In this it was seen that the data is sent as the HEX code where as in the serial port
program it's different. That was identified as the issue related to the serial port
communication.
Figure C-1 shows the codes when Selectronic Demo program is used. The security
unlocking codes can be seen at the start. Figure C-2 shows the codes when the simple
serial port program is used (different code is sent to the SP Pro even when the correct
code is entered)

Figure C-1. Use of Selectonic demo program
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Figure C-2. Use of simple serial program

C.2. Test communications
Then, software was found which can be used to send the HEX codes directly to the SP
Pro as the Selectronic Demo program does. Following shows how the communication
was tried. This was done to confirm that the program is capable of doing the
communication as required.
The Figure C-3 indicates the testing codes. The first blue line shows how the code
was sent to check whether the inverter is unlocked for communication. Then the first red
line is the response from SP Pro saying it's unlocked: in this case the Demo program
which unlocks the communication path was used first. Then the second and third blue
lines were sent to read the DC voltage in two different times and responses are the 2nd and
3rd red lines.
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Figure C-3. Testing of HEX code

C.3. Testing of writing command
The writing command was checked by adjusting the SOC level of the SP PRO.
A test was run when the battery was discharging. In this case the SOC was set to 60%
which then the battery should stop discharging even if the actual SOC is higher than 60%.
Following Figure C-4 shows that the battery current drops to zero (there is a small
current to keep the battery engaged) as soon as the SOC was set to 60% by external
writing command, even if the real SOC is around 74% and battery comes back to
discharging when the Ecoult ESSC manager sets the correct SOC value. This confirmed
that the writing function works in this instant.
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Figure C-4. Grafana graph of writing command scenario

C.4. Testing ‘powercontrol’ command
This was possible after the firmware update.
Figure C-5 shows how the battery shifts from charging mode to discharging mode when
the command is written to SP PRO (1110W command was used). As described in the
Selectronic function details, the mode is automatically disabled after one minute. The
mode can be continued by writing the same command every minute.

Figure C-5. Grafana graph of ‘power control’ command scenario
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D. MATLAB Simulink simulations
D.1 Complete simulation

Figure D-1. Complete Simulink model
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Figure D-1 presents the complete Simulink model which was used in the simulation
studies. Separate subsystems have been used to represent each component included in the
IFH hardware setup such as Selectronic inverter, Ecoult battery, FitPC and Arduino. A
dedicated subsystem (Subsystem2) creates generation and load profiles using stored data
in a spreadsheet and then feeds to the inverter. Another subsystem (Optimisation Problem
in Matlab in a PC) analyses MPC optimisation results and sends the digital input signal
via Ardunio to the inverter to activate the relevant operating mode. Inverter and the
battery subsystems work together by exchanging the SOC and voltage data through FitPC
and USB link to decide the charging and discharging amounts and then the grid output.
Another subsystem (Monitoring and Mode Overwrite) is there to monitor charging and
discharging amount of the battery. This subsystem can be used to send an overwrite signal
to the inverter to activate the normal operating mode when the charging/discharging
amount decided by the MPC optimisation reached.

D.2 Sub-functions of the battery
Figure D-2 shows the internal sub-functions used inside the battery subsystem. SOC
function, charging rate function and voltage function maintain the parameters in the
battery and send data to inverter subsystem to decide the charging/discharging amount.
There are other components to take the initial SOC and voltage values either entering
manually or from the simulation results at the end of each simulation time interval.
Simulink components such as ‘Edge Detection’, ‘Hit Crossing’, ‘Sample and Hold’, etc.
are used to detect the gassing voltage of the battery and incorporating it in predicting the
charging rate as discussed in the Chapter 7 to improve the charging characteristics.
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Figure D-2. Sub-functions of the battery simulation model
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D.3 Sub-functions of the inverter

Figure D-3. Sub-functions of the inverter simulation model

The inverter subsystem uses a mode selection function based on the digital inputs to
change the operating mode of the inverter main function. This main function outputs the
battery charging/discharging amounts and the grid outputs based on the generation, load,
SOC and charging rate.
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