I create measures of uncertainty by first classifying news articles according to theme, and then quantifying uncertainty by the count of uncertainty terms within the different types of news. The uncertainty measures are available at a daily frequency and capture well-known events linked to uncertainty both at an aggregate and a category-specific level. However, different news categories often capture similar events. Do deal with this I compute four orthogonal components of uncertainty using principal component analysis. An uncertainty shock to these four components yields different responses in investment and GDP. This indicates that both good (positive response) and bad (negative response) types of uncertainty exist. JEL-codes: D80, E32, E66
Introduction
A large and growing literature investigates the effect of elevated uncertainty on aggregate macroeconomic fluctuations. Most uncertainty measures tend to be countercyclical, and several studies document that an increase in uncertainty is followed by worsening economic conditions, see, e.g., Bloom (2009) , Jurado et al. (2015) , and Baker et al. (2015) . Common to these studies is the construction of uncertainty measures that capture similar types of events related to episodes of financial and economic distress. This paper contributes to the literature by introducing an identification strategy to disentangle different types of uncertainty. The approach enables me to construct several different measures of uncertainty. Doing so I show that, depending on the source, uncertainty may have different effects on the same macroeconomic variables.
I create measures of uncertainty by first classifying news articles according to theme, and then quantifying uncertainty by the count of uncertainty terms within the different types of news articles. I rely on machine learning techniques to uncover the content of a large set of documents. The method I use belongs to the field of topic modeling, where the objective is to identify hidden patterns in textual data. I estimate the content of news articles using a model called Latent Dirichlet Allocation (LDA), introduced by Blei et al. (2003) . The method is an unsupervised learning algorithm, meaning that there is no pre-training of the model or labeling of the news articles before the classification. An advantage with this method is that the classification does not rely on the article containing a particular set words. Instead, the mixture of all the words in an article provide information on the theme of that article. I identify well-defined uncertainty measures related to categories such as Oil price, Monetary policy, Politics, and Stock market.
This paper relate to a growing literature that uses textual data to answer economicsrelated questions. Papers such as Gentzkow and Shapiro (2010) and Gentzkow et al. (2011) have been influential in their use of newspaper data to study the relationship between politics and media. In the finance literature, papers such as Tetlock (2007) and Boudoukh et al. (2013) have established a link between written news and stock returns. Moreover, several papers use textual data to create measures of uncertainty: Manela and Moreira (2016) use machine learning techniques to extract uncertainty from front-page articles of the Wall Street Journal. The paper then creates a news implied volatility index (NVIX) by linking textual data to the US VIX. Alexopoulos and Cohen (2009) create an uncertainty measure based on the number of New York Times articles that write about both uncertainty and economic activity. Baker et al. (2015) creates Economic Policy Uncertainty (EPU) indices for various countries by counting articles about uncertainty, the economy, and policy, all at the same time. The latter two papers classify articles by a set of pre-determied keywords, and if an article contains words from all categories, it contributes to the index. Baker et al. (2015) also identify narrower category-specific uncertainty measures by identifying and counting articles with words from specific categories such as National security and Health care. I contribute to this literature by proposing to use a topic model to classify different types of news instead of specifying a set of keywords. Very few papers in economics use a topic model to extract information from textual data, but some exist: Larsen and Thorsrud (2015) create a topic-based news index, where the index is used to study the impact of news and noise shocks on the business cycle in Norway. Another example is Hansen et al. (2014) , that study how transparency affects monetary policymakers deliberations by using a topic model to classify textual data from the Fed.
To collect the topics, I use news articles from Norway's largest business newspaper, Dagens Naeringsliv. The goal is to capture the underlying uncertainty in the economy in relation to different categories. An advantage of using a business newspaper is that most news stories are related to finance, business, and economics. Using more broadly themed newspapers would call for some pre-selection of relevant sections of the newspaper before the classification is performed. The data set is large, containing 27 years of news articles, spanning from 1988 to 2015.
I investigate the validity of this topic-based approach by evaluating the uncertainty measures in two ways: First, I do a narrative exercise evaluating whether the uncertainty measures capture known historical events where we expect uncertainty to be high. Second, I compare the uncertainty measures to other proxies for uncertainty such as the US VIX, realized stock market volatility in Norway, and some of the economic policy uncertainty measures created by Baker et al. (2015) . Overall, there is a tendency for positive correlations between the topic-based measures and the alternative ones.
Despite the fact that the topic-based measures capture uncertainty in relation to different categories, common periods of high uncertainty, such as during the Global Financial Crisis, are reflected in many of the measures. To examine if distinct types of uncertainty underly the topic-based measures, I next construct a few orthogonal uncertainty measures using principal component analysis (PCA) . Although the PCA makes orthogonal components, it does not assign any label to the components. To be able to give the components an interpretation, I give them a label based on which topics they correlate most with. The components are related to "economic and financial distress", "the institutional framework of monetary policy", "Norway's relationship with the EU", and "technology and firm expansion". One implication from this finding is that when counting uncertainty terms in monetary policy news to identify uncertainty related to monetary policy, one mixes together uncertainty related to the response to economic and financial distress and uncertainty regarding the framework of monetary policy.
There is a large literature suggesting theories about how uncertainty affects the economy. Most theories suggest that uncertainty shocks have a negative effect on the economy. Uncertainty shocks can have real and substantial negative effects on firm investment and hiring, because firms delay taking action. This is often referred to as "wait and see" behavior, see e.g., Bernanke (1983) , McDonald and Siegel (1986) and Bloom (2009) . Uncertainty also affects households: Elevated uncertainty can increase precautionary savings and thereby deflate aggregate demand in the economy, see, e.g., Basu and Bundick (2012) , Leduc and Liu (2015) and Fernandez-Villaverde et al. (2011) . Uncertainty can affect finan-cial markets, where higher firm risk leads to increased cost of capital and more cautionary behavior by investors, see, e.g., Gilchrist et al. (2014) and Arellano et al. (2010) . On the other hand, there are also papers arguing for a positive effect of uncertainty, so called "growth options" theories, where willingness to invest can increase due to an improved upside in the economy, see e.g. Segal et al. (2015) and Kraft et al. (2013) .
Previous empirical studies have analyzed different types of uncertainty, such as macroeconomic uncertainty (Bloom (2009) and Jurado et al. (2015) ), economic policy uncertainty (Baker et al. (2015) ), and fiscal policy uncertainty (Fernandez-Villaverde et al. (2015) ). However, the uncertainty measures tend to be correlated and capture similar events. I analyze the impact of shocks to different (orthogonal) uncertainty measures, on aggregate economic fluctuations. 1 I find that different types of uncertainty have different implications for the economy. A shock to uncertainty related to "economic and financial distress" foreshadows declines in investment and GDP in line with previous studies. The effects are sizable and economically important. I find no effect on the Norwegian economy after an uncertainty shock related to "the institutional framework of monetary policy", while an uncertainty shock related to "Norway's relationship with the EU", gives a large decline in investment. A shock to uncertainty related to "technology and firm expansion", leads to an increase in investment. The effect is sizable and of economic importance. The finding that uncertainty can have both positive and negative effects indicates that both good and bad types of uncertainty exist.
The rest of the paper is organized as follows: Section 2 describes the newspaper data, the topic model and how the uncertainty measures are constructed. Section 3 discuses and evaluates the uncertainty measures. Section 4 creates orthogonal uncertainty components. In Section 5, I investigate the effect of uncertainty shocks on aggregate macroeconomic variables and Section 6 presents some robustness checks. Section 7 concludes.
Creating category-specific uncertainty
Uncertainty is not observable and researchers have suggested various proxies for uncertainty: Bloom (2009) uses options-based stock market volatility, Jurado et al. (2015) use an unforecastable component of a large set of economic variables, Bachmann et al. (2013) use forecast disagreement from firm-survey data, and Baker et al. (2015) count news articles that contain words from three categories, uncertainty, economy, and policy. I follow the latter paper in creating uncertainty measures using textual data. I depart from Baker et al. (2015) in the way news articles are classified. To classify the news articles, I make use of a text classification model called Latent Dirichlet Allocation (LDA). The LDA was introduced by Blei et al. (2003) and is heavily used in natural language processing and also for other classification tasks. I start this section by describing the newspaper data and the LDA model. Then I describe how the output from the classification exercise is com-bined with the count of uncertainty terms in the news articles to generate topic-specific measures of uncertainty.
The newspaper data
The raw data used is all the articles from a newspaper called Dagens Naeringsliv, which is Norway's largest business newspaper and also the fourth largest newspaper overall. Dagens Naeringsliv has a right-wing and neoliberal political stance.
I use all articles published in the paper version of Dagens Naeringsliv from May 2 1988 to October 15 2015. The data consists of close to 500 000 articles, spread over a period of more than 8000 days. This is a large amount of data that is highly unstructured, and before starting the classification exercise, several steps are performed to clean and reduce the data to a more manageable form. First, I remove words that would not convey any important meaning for the underlying theme of a news story, examples of such words are the, is, and are. I also remove common Norwegian surnames and given names. Next, each word is reduced to its word stem. 2 Lastly, I calculate a corpus measure called the tf-idf score which stands for term frequency -inverse document frequency. This is a way of scoring all the words in the corpus based on how important they are in explaining single documents, relative to how frequently the word occurs in the whole text corpus. I select a cutoff for this tf-idf score and discard the words with the lowest relative importance in explaining single documents. Calculating the tf-idf score is not absolutely necessary since the LDA does a similar job when selecting the relevant words for the various topics. The main reason for doing this is to reduce the number of words in the corpus, to ease the computational burden when estimating the LDA. I keep around 250 000 of the stems with the highest tf-idf score, and move on to the classification using the LDA. 3
Latent Dirichlet allocation
Now I have a cleaned data set of news articles, and the goal is to classify all these articles by their underlying theme. The words in the documents convey the meaning of the text, and one possible approach to classify an article is by identifying specific keywords that I have linked to specific categories. Searching through all the articles and looking up these keywords, we can classify the articles according to some pre-specified categories. This is the approach taken by Baker et al. (2015) , and a similar index is created for Norway in this paper. I create an Economic Policy Uncertainty (EPU) index for Norway to compare against the category-specific uncertainty measures created in this paper. The details of this Norwegian EPU can be found in Appendix E.
The LDA is a generative model that allow sets of observed documents to be explained by latent structures that explain why documents belong together. It is an unsupervised learning algorithm, meaning that there is no labeling of the articles or training of the model before the articles are classified. It is assumed that all documents are constructed by combining a given set of themes or topics and then drawing words from these topics. Each article is a random mixture of all the topics identified for the whole newspaper. The word "topic" is used frequently in this paper and it refers to a distribution over a fixed vocabulary. All the observed words in the newspaper have a positive probability of occurring in all the topics, and all the topics occur with a positive probability in all of the documents. When observing the documents, which in this case are the news articles, we can estimate the underlying theme structure that the documents were generated from. The generative algorithm is as follows:
1. Pick the overall theme of an article by randomly giving it a distribution over topics 2. For each word in the document i) From the topic distribution chosen in 1., randomly pick one topic ii) Given that topic, randomly choose a word from this topic Iterating the second step generates a document, while iterating both the first and the second step generates a collection of documents. This is the way we imagine the documents were generated, but in reality, we only observe the outcomes, the published news articles. We use this model of how the articles were generated, together with the realized articles to infer the underlying topic structure. The estimation of the topics is done by starting out with a given set of word distributions where the probabilities of the different words occurring are random. Then we improve these distributions by changing the probabilities and evaluating how well they describe the documents. I use an Bayesian approach to estimate the topic model using Gibbs simulations. The estimation procedure follows the algorithm described in Griffiths and Steyvers (2004) , and additional details can be found in Appendix A.
Before estimating the topic model, I need to specify the number of topics that I want to identify, and 80 topics is selected (N topics = 80). What makes 80 the right number? I use a model measure called perplexity to compare different choices of N topics . The perplexity is a predictive likelihood and measures how well the topic model predicts the data. I find that 80 topics is preferable to fewer topics. The goal in this paper is not to find the topic model that best describes the documents, but rather a model that delivers topics that give a reasonable description of the newspaper and the Norwegian economy. Increasing the number of topics would likely improve the perplexity score, but would also give us topics with a narrower meaning. I found that 80 topics gave a good result, where the topics were neither too broad nor too narrow. Chang et al. (2009) show that improving the perplexity of a topic model by e.g. increasing the number of topics can lead to semantically less meaningful topics. Increasing the number of topics is also problematic computationally. The output from the topic model is two sets of distributions: one set of distributions over words, denoted by θ j , for all topics j ∈ {0, N topics }, and one set of distributions over topics, denoted by ϕ i , for all articles in i ∈ {0, N articles }. In the topic model both θ j and ϕ i come from a Dirichlet distribution, giving rise to the name Latent Dirichlet allocation.
The news topics
The output from the topic model is given by two sets of distributions. I plot four examples of the topic distributions, θ j , in Figure 3 in the next subsection. These distributions tell us how important the different news topics are in describing single news articles. I also get 80 distributions over words, ϕ i , one for each of the topics i. Figure 1 shows two examples where the word distributions are represented as word clouds. The size of the word in the word cloud corresponds to the probability of that word occurring in the given topic. The topics are given by the word distributions, and are not given any label by the topic model. Since referring only to topic numbers gives very little meaning, and since I want an economic interpretation of the different topics, I manually label the topics. The labeling is done by visual inspection of the word distributions and then picking a word that I think gives a reasonable description of the distribution. Most topics convey a clear theme or category. A list of all the 80 topics and their labels, together with a list of the 10 most frequent words occurring in each topic, is given in Figure 5 in Appendix B. 4 I get topics related to the aggregate economy such as Macroeconomics, Fiscal policy and Monetary policy, topics related to financial markets such as Banking and Funding, topics related to politics such as Politics and Elections, international topics such as USA and Asia, etc.
An important condition that needs to be satisfied for the approach in this paper to be valid is that the latent space underlying the news topics must be semantically meaningful. The topic labeled as Monetary policy must actually represent news about monetary policy. I do not make a formal evaluation of the semantic meaning of these topics, an example of a study doing this is Chang et al. (2009). 
Topic-based measures of economic uncertainty
I create measures of uncertainty by combining two types of information about the news articles: First, the topic model allows me to classify all the textual content of the newspaper as probability distributions over news categories. Second, I calculate a measure of uncertainty for all the articles in the sample. To quantify how much a news article signals uncertainty, I count the words uncertain and uncertainty within that article.
Counting uncertainty terms in the news
Measuring uncertainty using written media can be done in several ways. One approach is to identify articles that satisfy certain criteria, such as containing specific words, and count the articles that satisfy this criterion. In this approach the number of times the uncertainty terms occur within an article does not matter; as long as the specified keyword occurs once or more, the article is counted once. This is the approach taken by Alexopoulos and Cohen (2009) and Baker et al. (2015) . I take a slightly different route by counting the total occurrences of the words uncertain and uncertainty within the articles. The reason for this is that the classification of articles will be done using the topic model instead of identifying specific words. 5 And, the frequency of the uncertainty terms within the articles should be correlated with the degree of uncertainty conveyed by the articles. I start out by counting the term uncertain and its inflections for all the articles. 6 The count of uncertainty terms in article i is given by υ i = # of uncertainty terms in article i.
(1)
This uncertainty count is calculated for all articles in the sample. To control for a varying amount of news coverage over time, I keep track of the total number of words in article i given by: ω i = # of total words in article i.
Then, as a first approach, I calculate an aggregate daily measure, that is the overall uncertainty count in the newspaper each day. Calculating an aggregate count reflects uncertainty about many different underlying concepts, such as sports, the economy, political elections etc. Even if the interpretation of this aggregate uncertainty measure is unclear, it is a point of departure, before looking at the more disaggregated measures. I calculate the aggregate uncertainty measure as follows: 
On each day, the total count of the uncertainty terms are divided by the total word count that day. Figure 3 plots this aggregate measure for the period 1988Q4 -2015Q3.
There are large variations between days, likely containing some noise, and I plot the 150 days backward-looking mean to get smooth a series. Over the sample the total count (for the 150 day backward-looking mean) of the word uncertain and uncertainty vary approximately between 1 out of 10 000 words and 25 out of 10 000 words. From the figure we see that there are large variations in the uncertainty measure and that there are clear episodes where aggregate uncertainty is high. I plot some events that coincided with significant increases in uncertainty. Based on the chosen events it appears that the uncertainty count in Dagens Naeringsliv is driven mostly by foreign crises such as wars and international financial crises. The episodes that are displayed are the first and the second gulf war (GW1 and GW2), the Asian crisis, 9/11, the credit crunch, which is often considered as the start of the financial crisis, the collapse of Lehman Brothers, and the Greek referendum related to a bailout of the Greek government. The only specifically Norwegian events displayed in the figure are the referendum on joining the European Union, which ended with a no vote, and Norway depegging its currency from the European Currency Unit (ECU). Of course many of the episodes where uncertainty is high in the figure coincide with Norwegian events such as the banking crisis in the early 1990s, and a short recession in 2002-2003 and 2008-2009 . The rest of this section is about disentangling this aggregate uncertainty measure by its category-specific components. And we will see that different news categories can have very different uncertainty profiles over time.
Calculating category-specific uncertainty
The category-specific uncertainty measures are created based on the uncertainty count within the categorized news articles. The topic model delivers the classification of all news articles. This classification is given as a probability distribution over all topics reflecting Note: The topic distributions, ϕ i , of four randomly drawn articles, the numbers on the x-axis represent the topics and the corresponding label can be found in Table 5 in Appendix B.
content in the articles that relates to several topics at once. I calculate an uncertainty measure for all the different news topics. This is done by weighing the uncertainty counts by the relative contribution of all articles to the different topics. That is, article i has an uncertainty count given by υ i , which then contributes by ϕ i (topic = j) to topic j. To see what these topic distributions, ϕ i , may look like, Figure 3 plots such topic distributions for four news articles. These distributions tell us how much the uncertainty count from the articles they represent contributes to the uncertainty indexes for the various topics. We see that for some articles there is one or a few topics that explain the content of the article, while others are a broader mix of topics. The newspaper Dagens Naeringsliv is a business newspaper, as can be seen by the large majority of topics that relate to business and economics 7 . Thus, an article about the economy is likely to be a mix of economy-related topics. On the other hand, there are very few topics related to sports, so a sports-related article is more likely to be described by few topics. The total amount of content in a newspaper varies over time, as does the coverage of an individual news topic. To control for this, I need to make a normalization with respect to the amount of news content on any given day. The more articles and words we observe in one day, the more uncertainty terms we expect to observe in total. For the baseline normalization, I divide the topic-specific uncertainty term count within one day by the total number of words that day. 8 This uncertainty measure is given by: 
One alternative specification is to divide by the total number of words used within a specific news category. 9 The denominator is important to consider because it in itself causes fluctuations in the uncertainty measure. I choose to use the normalization in Equation 4 as the baseline, because fluctuations in the coverage of a given news topic can vary substantially. Daily fluctuation in topic coverage can have large effects on the alternative uncertainty measure, and this variation is not driven by the uncertainty count.
What types of news category use the uncertainty terms the most? Table 1 reports the 10 news categories with the largest number of uncertainty terms, and also the 10 news categories with the lowest count. The news category where the newspaper writes the most about uncertainty is Monetary policy. During the period studied, Norway has had five different monetary policy regimes, and this may have led to increased uncertainty. Also, since Dagens Naeringsliv is a business newspaper, it gives extensive coverage of the the interest rate decision in Norges Bank, and there is often some uncertainty about this decision. The news category with the second highest uncertainty count is Stock market, followed by Macroeconomics, Fear, and Oil price. The Fear topic is actually a news topic where the word uncertainty is one of the words with the highest probability and the frequency of the Fear topic itself is as a possible proxy for uncertainty. On the other hand, the type of news where the uncertainty terms are the least frequent are Drinks, Movies/Theater and Food.
Evaluating the topic-based uncertainty measures
The approach to creating uncertainty measures presented in this paper is mechanical. The topics are identified by an unsupervised learning algorithm, and uncertainty is identified as the frequency of uncertainty terms within news related to various news topics. There is no subjectivity involved other than the labeling of the topics, and this is only a way of referring to the underlying word distributions. Now, I evaluate whether the uncertainty measures capture what they are supposed to, which is the underlying uncertainty in the economy related to various themes or categories. I do a narrative exercise where I plot some of the uncertainty measures together with episodes where it is reasonable to think that uncertainty is high. To conserve space, I only discuss a subset of the 80 measures. 10 I select eight measures based on two different criteria. The first four measures are selected based on the type of news that use the uncertainty terms with the highest frequency. Second, I choose four measures based on news categories that are easy to link to wellknown historical events. An example is oil price uncertainty, which we expect to be high during episodes with conflicts in regions that produce oil. I also evaluate the full set of measures by comparing them to other proxies for uncertainty. Norway does not have many available measures, so part of this exercise compares the topic-based measures with uncertainty measures for other countries.
Narrative analysis of the uncertainty measures
The first four examples of category-specific uncertainty are chosen by selecting the news topics where the uncertainty terms are used with the highest frequency. These topics are Monetary policy, Stock market, Macroeconomics, and Fear. The 10 news topics with the highest frequency of uncertainty terms are reported in Table 4 .1. The top four measures are plotted in Figure 4 together with some notable events where it is reasonable to think that uncertainty was high. The exact dates and a short description of the events can be found in Table 6 in Appendix B. I plot both the daily measures and the 150 day backwardlooking mean in Figure 4 . The reason for plotting the backward-looking mean instead of a monthly or quarterly series, is because it reduces noise and makes it easy to identify episodes when uncertainty was high. Also, I utilize the data at a daily frequency. This is done for visual clarity, and all empirical results presented are based on the measures at a daily, monthly or quarterly frequency. I start out by going through the first four examples of uncertainty measures:
In Panel (a) in Figure 4 , I plot the measures for Monetary policy uncertainty. The measure is plotted together with the dates when the monetary policy regime changed, as well as when a new central bank governor assumed office. We see that uncertainty tends to be elevated around these events. Uncertainty was especially high during the second part of the 1990s. This was a period when Norway had a debate on what monetary policy regime that should be implemented. The monetary policy regime in Norway changed four times during the sample studied here. 11 Uncertainty also increase in connection with global events such as the Lehman Brothers bankruptcy and the Greek government-debt crisis. Uncertainty tends to increase in times of large changes in the interest rate, see Figure  16 in Appendix C where the Monetary policy measure is plotted against the Norwegian interest rate.
In Panel (b) of Figure 4 , I plot the series for Stock market uncertainty. This measure captures well-known events of heightened uncertainty, such as the debate in Norway on whether or not to join the EU, the Asian financial crisis, the short Norwegian recession in the early 2000s, and the Global Financial Crisis. Stock market uncertainty tends to increase when the stock market is in decline. I plot the Stock market measure together with the OSEBX in Figure 17 in Appendix C.
In, Panel (c) in Figure 4 , I plot the Macroeconomic uncertainty measure. This series captures many of the same events as Stock market uncertainty, but there are a few exceptions where the two measures diverge: First, the Macroeconomics measure captures more uncertainty in the early 1990s during both the Norwegian banking crisis and the episodes of changing monetary policy regimes. Second, we see a large surge in Macroeconomics uncertainty after the oil price fall that started in the summer of 2014.
The Macroeconomics measure is countercyclical and has a negative correlation with the business cycle. I plot the Macroeconomics measure against the HP-filtered real GDP in Figure 18 in Appendix C. The correlation between the two measures is -0.50.
Lastly, Panel (d) in Figure 4 plots the frequency of uncertainty terms within news classified as Fear. The Fear topic is a type of news that gets considerable coverage during a crisis. The measure is especially high during the Global Financial Crisis and the Greek government-debt crisis. The first four examples often capture the same events. 12 This shows us that uncertain times are reflected in different types of news. Now we turn to measures capturing more distinct types of uncertainty. The next four examples represent types of uncertainty that can be related to known events where it is reasonable to think that uncertainty was high. These four measures are uncertainty related to Oil price, Telecommunication, International conflicts, and Politics. The measures are plotted in Figure 5 .
Panel (a) in Figure 5 shows the series for Oil price uncertainty. Norway is a large oil exporter, and the oil price is closely monitored by the media as well as policy makers. The oil price is usually considered exogenous from Norway's perspective, and by inspecting some of the largest spikes in Oil price uncertainty, it looks like they are driven mostly by foreign events. The episodes of heightened uncertainty are often related to unrest in the Middle East or global financial crises. There is one Norway-specific event labeled as "Oil debate in Norway". This reflects a special focus in the newspaper on a debate on the future of oil production in Norway. Hamilton (2013) identifies historical oil shocks, and all his shocks, during the period studied here, coincide with elevated Oil price uncertainty. Note: The black line plots the 150 day backward-looking mean, and the blue line plots the daily uncertainty measure. The series is the daily count of the uncertainty terms within the specified news type. This count is the number of uncertainty terms per 100 000 words. The right-hand axis is for the daily measures.
In Panel (b) of Figure 5 , I plot uncertainty related to Telecommunication. The 1990s was a period of rapid technological advancements in the IT sector, which had substantial influence on the telecommunications industry. The value of IT companies on stock markets all over the world rose rapidly. The NASDAQ index, which is a US-based, technologyheavy index, grew from below 1000 in 1995 to over 5000 in the year 2000. This surge of technology and IT companies was part to the buildup of the dot-com bubble. The Telecommunication uncertainty measure is grows with the NASDAQ, up until the peak of the index in March 2000. Using the peak of the NASDAQ as the peak of the dot-com bubble, we see that after the bubble burst uncertainty increases even more. NASDAQ reached a bottom, at slightly over 1100, in October 2002. Telecommunication uncertainty stayed high for some time after NASDAQ hit the bottom, before the uncertainty measure fell to pre-1995 levels in late 2003. I plot the Telecommunication measure together with the NASDAQ index in Figure 20 in Appendix C. This type of uncertainty increased again during the Global Financial Crisis.
Panel (c) in Figure 5 shows uncertainty related to International conflicts. The series picks up well-known conflicts such as the first and second Gulf war, and several episodes during the Arab spring. The uncertainty measure is especially high during the first and second Gulf wars (GW1 and GW2 in the figure), which affected Norway directly through the effect on the oil price. 13 Lastly, in Panel (d) in Figure 5 , I show uncertainty related to Politics. The dates for the parliamentary elections and local elections in Norway are indicated by the red and green dashed lines respectively. I also indicate whether there is a left-leaning (red) or right-leaning (blue) central government in office. The uncertainty tends to increase around the parliamentary elections. We also see a large surge in uncertainty around the time of the local election in 2011. However, this is likely an increase in uncertainty in relation to the terrorist attacks on the government headquarters, and on the Workers' Youth League summer camp on July 22.
Comparison to alternative uncertainty measures
Now I compare the topic-based uncertainty measures to some alternative measures of uncertainty. There is limited availability of uncertainty measures for Norway so I generate two alternative measures: First, Norway has no options-based stock market volatility index, and as an alternative, I calculate a realized stock market volatility (RSMV) measure. The RSMV series is calculated as the one-month backward-looking standard deviation of the Oslo stock exchange benchmark index (OSEBX). The second measure I generate, is a Norwegian version of the EPU created by Baker et al. (2015) . The details on how the Norwegian EPU measure is computed can be found in Appendix E. In addition, I look at seven foreign measures. Those are: the US VIX, the macroeconomic and financial uncertainty measures from Jurado et al. (2015) , and the EPU measures for the US, the UK, Europe and China, created by Baker et al. (2015) . 14 Figure 4 .6 displays the correlations between all the 80 topic-based measures and the nine alternative ones. The figure is a heat map where negative correlations are in shades of red, and positive correlations are in shades of blue. The highest correlation, 0.69, is between the Fear measure and the US EPU. This observation is placed in the top left corner of the heat map, and I sort the rows and columns in descending order away from this point. The lowest correlation, -0.32, is between the Europe and the RSMV measure. Some notable results emerge from Figure 6 :
First, almost all the topic-based measures have a positive correlation with the alternative ones. This indicates that most of the measures, both the topic-based measures and the alternative ones, capture similar events. Two notable exceptions are the EU and Europe measures, which have a negative correlation with several of the alternative measures. In part of the sample, these measures, capture a Norway-specific type of uncertainty related to the referendum on membership of the European Union.
Second, the Fear measure captures a type of uncertainty that is common to all the alternative measures. The topic-based measures do not seem to capture much heterogeneity between the alternative measures, but there are some exceptions: Financial measures such as Funding, Banking, and Stock market have a relative high correlation with the US VIX of 0.50, 0.54, and 0.52 respectively. Political measures such as Politics and Elections, on the other hand, capture more Norway-specific events and have a relatively high correlation with the Norwegian EPU of 0.41 and 0.49 respectively. The USA uncertainty measure also has a high correlation with the US EPU of 0.56. Third, given that the topic-based measures capture relevant types of uncertainty, the RSMV measure does not look like a good measure for uncertainty: the average correlation between the topic measures and the RSMV is 0.11. Given that no options-based volatility measure exists for Norway, a measure such as Stock market uncertainty can be a good alternative as a proxy for a Norwegian VIX.
The topic-based uncertainty measures do capture the type of events we expected them to, and different measures capture category-specific events. An example is Politics uncertainty that tends to be high around the Norwegian parliamentary elections. Most measures are positively correlated with alternative measures of uncertainty, which suggests that there are some common components captured in most types of uncertainty measures. This motivates the next section, where I conduct an analysis of the underlying components of uncertainty. 
The underlying components of uncertainty
In times of high uncertainty, the uncertainty count in most types of news tends to increase. We saw in the previous sections that during the Global Financial Crisis, uncertainty increased in many of the topic-based measures. The measures are not orthogonal, and they have a between-topic correlation varying from -0.29 to 0.84. 15 The goal of this section is to use the various topic-based measures to extract common components of uncertainty. I use Principal Component Analysis (PCA) to extract uncorrelated components from the topic-based measures. PCA is a method for reducing a set of potentially correlated variables down to a set of linearly uncorrelated variables. I run the PCA on a subset of the 80 uncertainty measures. I drop general topics that have an unclear theme, and I also drop topics that are not related to the economy, such as Sports and Art. I remove 20 measures and run the PCA on the remaining 60. 16 I run the PCA on data at a quarterly frequency. I will later include the components in a VAR using quarterly data, and extracting quarterly components ensures that the components are orthogonal when included in the VAR. 17 I keep the four components that explain most of the variation in the topic-based measures. Selecting four components is motivated by keeping the components that explain five percent or more of the total variation in the topic-based measures. The four components explain a total of 65 percent of the variation in the 60 underlying measures. The first component is, by definition, the most important one, and it explains 35 percent of the total variation. The explained variation for all the components is given in Table 2 along with some descriptive statistics for the measures. The principal components are not identified with a sign, so whether an increase in the measures corresponds to more or less uncertainty is not defined. I normalize the sign of the four components so they have a positive correlation with the topic-based uncertainty measure where they have the highest correlation. The first component has the highest correlation with the Fear measure of ±0.82, and I rotate this component so that the correlation is positive. Figure 7 plots the measures using the final normalizations.
We saw in Figure 6 that most of the topic-based uncertainty measures had a positive correlation with the alternative measures. This is not surprising given that there are some common events, such as the Global Financial Crisis, where uncertainty was high across most topic-based measures and also across all the alternative measures. Now we have four distinct types of variation in the uncertainty measures and Figure 8 reports the correlations between the component measures and the alternative ones. The first component has a positive correlation with all the alternative measures. Looking at Component 1 in Figure 7 , we see that it captures well-known events of heightened uncertainty, such as the Asian crisis, the 9/11 attacks, and the collapse of Lehman Brothers. This type of uncertainty is common in all the alternative measures. The second component has a negative correlation with all the alternative measures. The third component has a positive correlation with the EPU measures for Norway and the US and a negative correlation with 
Labeling the components
The topic-based measures, discussed in Section 3, have a direct link to the news categories. This gives the measures a straight-forward interpretation. However, the measures are not orthogonal, and they often capture the same type of uncertainty. The component measures on the other hand, are uncorrelated measures, capturing different types of variation in the uncertainty count, but they have no direct link to different types of news. To deal with this, I give the components a label by relating them back to the topic-based uncertainty measures. The relationship is based on the correlation between the components and the topic-based measures. Table 3 reports the five topic-based measures that have the highest correlation with the four components and also the five topics that have the lowest correlation. I give the four components a label by linking them to the topic-based measures where the absolute value of the correlation is high. A correlation coefficient above 0.5 is deemed important and is used for the interpretation of the components. Furthermore, the topic labels reported in Table 3 are only a way of referring to the underlying topic distributions. To get a deeper understanding of the content of the components, I show the three topic distributions with the highest absolute correlation for all the components in Figure 13 in Appendix B.
The first principal component is strongly correlated with many of the topic-based measures. All the topic-based measures have a positive correlation with Component The second principal component increases with uncertainty related to Monetary policy, and decreases with uncertainty related to Macroeconomics, Organizations, and Employment. Having topic-based measures with a high correlation of opposite signs complicates the labeling of the components. Component 2 uncertainty was particularly high during the second part of the 1990s, see Figure 7 . This was a period where there was a debate about what type of monetary policy regime that should be implemented in Norway. The uncertainty terms used in news about monetary policy can emerge for at least three unrelated reasons: First, the usage of uncertainty terms in news about monetary policy increases during economic and financial distress because there is uncertainty related to how the monetary authorities will react. This type of uncertainty is captured by Component 1, which is orthogonal to Component 2. Second, when the newspaper writes about monetary policy, the uncertainty terms are common vocabulary in this type of news story, without relating to an uncertain environment. Third, in the sample studied here, there have been several changes in the monetary policy regime, so part of the monetary policy uncertainty can be related to what type of monetary policy regime that will be implemented. Given that Component 2 is highly correlated with the Monetary policy measure, it can capture increases in uncertainty that are caused by the two last reasons. However, this does not tell us why Component 2 with lower uncertainty related to Employment, Organizations, and Macroeconomics. Although the labeling of Component 2 is challenging, I select a label based on the topic-based measure with the highest correlation. I label Component 2 as uncertainty related to "the institutional framework of monetary policy".
In Figure 7 we see that Component 3 uncertainty was high during the first part of the 1990s and that the elevated uncertainty coincides with two events during this period: First, the spike in 1992 coincides with Norway depegging its currency from the ECU. Second, this was a period when Norway considered joining the EU, and the second spike in 1994 coincides with the Norwegian referendum on joining the European Union, which ended with Norway staying on the outside. The topic-based measures with the highest correlation with Component 3 are EU, Agriculture, and Europe. The agriculture industry was strongly opposed to Norway joining the EU. I label Component 3 as uncertainty related to "Norway's relationship with the EU".
The fourth component has a high correlation with IT systems, Telecommunication, and Stock listings. Within the sample studied in this paper, the IT sector has grown exponentially. An example is the Norwegian telecommunications company Telenor, which is Norway's second largest company and also one of the largest telecommunications companies in the world, with 211 million mobile subscriptions. 18 I label the fourth component as uncertainty related to "technology and firm expansion".
In this section, I have extracted four orthogonal components of uncertainty. The correlations are given a label based on which topic-based measures they correlate the most with. I relate the four components to, "economic and financial distress", "the institutional framework of monetary policy", "Norway's relationship with the EU", and "technology and firm expansion". In the next section, I study how the economy responds to shocks to these four orthogonal measures.
Uncertainty and the economy
A robust finding in the uncertainty literature is that uncertainty proxies are countercyclical. Bad economic times are also times of high uncertainty. I have identified four components of uncertainty with different properties. Now I investigate the response of investment and GDP after shocks to the different components.
The standard modeling framework in the literature is to estimate the effects of uncertainty shocks in a structural VAR model, using a recursive identification scheme. The main finding from these studies is that, using various proxies, uncertainty shocks are followed by a decline in real activity, see e.g. Bloom (2009 ), Jurado et al. (2015 , and Baker et al. (2015) . Using a VAR to investigate uncertainty shocks is challenging due to the endogeneity issues between the uncertainty measures and the macroeconomic variables. The impulse responses presented in this section cannot necessarily be interpreted as causal, but the goal is to learn something about how different types of uncertainty relate to aggregate quantities in the economy. A more thorough study of the causal links between the different uncertainty measures and the economy is left for future work.
I follow Baker et al. (2015) and specify a structural VAR model where the identification is achieved using a Cholesky decomposition. The uncertainty measure is ordered on top in the VAR, meaning that uncertainty cannot react to the other variables within the same period. I also report impulse responses from a model where the uncertainty measure is ordered below asset prices. This ordering implies that asset prices cannot react to uncertainty within the quarter. 19 The VAR model is specified as follows N (0, 1) .
The A 0 matrix is lower triangular and the B matrix is diagonal. The topic-based uncertainty measures are available daily, but for most macroeconomic time series, data is available at a lower frequency. I estimate a model using quarterly data because I want to include investment and GDP. The OSEBX is the Oslo stock exchange benchmark index, downloaded from Yahoo Finance. I include a nominal interest rate where I use the 3-month Norwegian interbank offered rate (NIBOR), downloaded from Norges Bank. I also include real gross investment in mainland Norway and real GDP in mainland Norway both variables downloaded from Statistics Norway. In the baseline specification, the model includes three lags and the data sample used is 1988Q2-2015Q3.
What is a relevant size of an uncertainty shock? Different studies use different values for the initial shock. Bloom (2009) creates a shock series based on the periods when the US VXO index exceeds 1.65 standard deviation from the mean. 20 To make their results comparable to the VXO shocks in Bloom (2009 ), Jurado et al. (2015 record responses to a four standard deviation shock to their uncertainty measures. Baker et al. (2015) report responses to a shock that correspond with the increase in the mean of the newspaperbased economic policy uncertainty measure between 2005-2006 and 2011-2012 . These are all studies for the US, and my shocks are not directly comparable. I report impulse responses from a one standard deviation shock to the uncertainty measures. What does a one standard deviation increase imply for some of the topic-based measures? The Fear measure increased by close to three standard deviations from 2006 to 2008, while the mean of the Politics measure is about one standard deviation higher in the years of parliamentary elections relative to the years without elections.
As a point of reference, I start out by including the aggregate uncertainty measure, Υ Agg t , in the VAR. This measure is the overall uncertainty count in the newspaper, and the series is plotted in Figure 4 .2. Since the newspaper covers business and economics news, this measure is a proxy for the overall uncertainty related to business and economics. Figure 9 plots the impulse responses to investment and GDP after a shock to the aggregate uncertainty measure. We see a significant drop in GDP. The drop is gradual, and reaches its bottom, of -0.4 percent, after three quarters. There is no significant drop in investment. We see that the ordering of the variables matters. When placing the uncertainty measure below asset prices, the negative effect on GDP disappears. This aggregate measure captures uncertainty within all types of news. Unexpected volatility in the stock market can lead the newspaper to write about uncertainty and the stock market in the subsequent period. In this scenario, ordering the uncertainty measure above asset prices does not make much sense. The finding that the ordering matters indicates that the aggregate uncertainty measure is not an exogenous source of variation. In a model using monthly data, the results are less sensitive to the ordering of the variables, see, Section 6. Now I estimate the VAR using the four components as uncertainty measures. Including the topic-based measures directly in the VAR yields a range of different responses, but given the high correlation among many of them, the responses often look similar. Figure  15 in Appendix B plots the eight most and the eight least negative responses of GDP and investment using the topic-based measures directly in the VAR. I estimate the baseline VAR by include the components in the model one at a time.
First, a Component 1 shock, labeled as uncertainty related to "economic and financial distress", gives a significant fall in investment and GDP. These responses resemble those after a shock to the aggregate uncertainty measure in Figure 9 . Investment falls by more than one percent and GDP by close to -0.4 percent. The responses reach their minimum after 3-4 quarters. In Appendix B, I estimate the same VAR using some of the alternative uncertainty measures discussed in Section 3 and show that they give very similar responses. 21 The first component does, at least along some dimensions, capture the same type of uncertainty as the literature has focused on and the impulse responses do resemble those in the literature. We see that the ordering of the uncertainty measure matters for the impulse responses, and when ordering the first component below asset prices, the negative responses disappear. Both orderings are problematic, and I do not think Component 1 uncertainty captures pure exogenous uncertainty.
Second, a Component 2 shock, labeled as uncertainty related to "the institutional framework of monetary policy", gives no significant responses in either investment or GDP. This type of uncertainty might be especially noisy, since the uncertainty terms are used frequently in this type of news for various reasons (see the discussion when labeling Component 2 in the previous section). The uncertainty about the institutional framework of monetary policy was prevalent in the 1990s. In 2001, Norway implemented inflation targeting, which is still in place in 2016. There has not been much discussion on moving away from this regime, and uncertainty regarding the institutional framework of monetary policy has been low in this period. We see in Figure 4 .7 that Component 2 uncertainty declines in late 2007 and during 2008, coinciding with the start of the Global Financial Crisis. Lower Component 2 uncertainty might be driven by increased uncertainty related to Macroeconomics and Employment, see, Table 3 . Component 2 has both a strong negative and a strong positive correlation with some of the topic-based measures, making the interpretation of the uncertainty shock difficult. Third, a Component 3 shock, labeled as uncertainty related to "Norway's relationship with the EU", gives a significant drop in investment, reaching a bottom of more than -1.5 percent after one year. This component gives a slightly stronger negative effect on investment relative to Component 1. Also, the investment response is more persistent. At the same time, we observe an increase in GDP, but this is not a significant response. We can see in Figure 4 .7 that this type of uncertainty was especially high during the first part of the 1990s, when Norway was depegging its currency from the ECU and also considered joining the EU. Fourth, a Component 4 shock, labeled as uncertainty related to "technology and firm expansion", gives a significant increase in investment of around one percent. Investment stays elevated for 1.5 years after the uncertainty shock. This result is positive evidence for "growth options" theories. If increased uncertainty represents a higher potential upside in the IT sector, we have a good type of uncertainty, that leads to increased investment. 22 There is no effect on GDP after a Component 4 shock. For the fourth component, there is no difference between the baseline and the alternative ordering of the uncertainty measure, indicating that movements in asset prices do not influence the uncertainty measure.
The contribution to the variance of investment, and GDP from the four components is reported in Table 4 . Uncertainty related to "economic and financial distress" explains the most for GDP at the five-year horizon at six percent. For investment, uncertainty related to "Norway's relationship with the EU" explains the most at seven percent at the five-year horizon.
Component 1 uncertainty, related to "economic and financial distress", gives a significant fall in both investment and GDP. Given the negative response, Component 1 uncertainty can be categorized as a bad type of uncertainty. This type of uncertainty has a similar profile as other uncertainty measures used in the literature, and it gives similar responses as the alternative measures when included in a structural VAR. However, higher uncertainty can also yield a positive economic response. An uncertainty shock related to "technology and firm expansion" gives a boom in investment. Given the positive response, Component 4 uncertainty, can be categorized as a good type of uncertainty.
Robustness
I have estimated a number of models using alternative specifications. The results presented in the previous section are robust to most of the alternative specifications. Details are discussed below. In the baseline specification there is no significant effect after a Component 2 shock. In the pre-2001 sample, we see a positive response in investment and GDP. The high correlation between Component 2 and Monetary policy uncertainty is used as a rationale for labeling Component 2 as uncertainty related to "the institutional framework of monetary policy". As alluded to earlier, uncertainty about the monetary policy regime in Norway was prevalent in the 1990s, and less so after the introduction of an inflation target. The high negative correlation between Component 2 and Macroeconomics and Employment uncertainty, see Table 3 , may be an explanation for the positive effect on investment and GDP in the post-2001 sample, when uncertainty related to the monetary policy regime was reduced. For a Component 3 shock, the response in investment is more negative when using the post-2001 sample. Also in the post-2001 sample, instead of getting an insignificant positive response in GDP, we now get a negative response. Overall, the results are robust to the alternative specifications and also strengthened along some dimensions.
In the baseline specification of the VAR, I follow Baker et al. (2015) and choose three lags. Using the Akaike information criteria the preferred number of lags is two. I report impulse responses using both two and four lags in Figure 22 in Appendix D. The results in the previous section are robust to different lag lengths.
Using a recursive ordering to identify the uncertainty shocks is problematic because of the potential endogenous relationship between the uncertainty measure and the economy. Using quarterly data can amplify the problem because the restrictions on the contemporaneous relationships, implied by the Cholesky identification, are stronger using quarterly data. I estimate a monthly model where I include employment and industrial production instead of investment and GDP. 24 Figure 11 plots the impulse responses to employment and industrial production after a shock to the aggregate uncertainty measure. We see a significant drop in both employment and industrial production. The ordering of the variables matter for industrial production, but to a lesser extent than for GDP in the quarterly model.
Conclusion
This paper introduces a text-based approach to create category-specific measures of uncertainty, taking advantage of text classification tools from the machine learning literature. I classify more than 26 years of newspaper articles from Norway's largest business newspaper. The articles are classified according to their underlying meaning using a topic model. I measure the degree of uncertainty conveyed by the different articles by counting the uncertainty terms within the articles. I get uncertainty measures related to a wide range of categories such as Oil price, Monetary policy, Politics, and Stock market.
The uncertainty measures capture well-known episodes of heightened uncertainty both at an aggregate level and at a more category-specific level. Comparing the topic-based uncertainty measures to alternative measures used in the literature, many of the topicbased measures capture similar types of events. There is limited heterogeneity across the alternative measures, and they often capture the same events. In contrast the topic-based measures can capture more heterogeneous events.
Even if the topic-based measures do capture heterogeneous events, different types of news often capture the same type of uncertainty, such as the increased uncertainty during the Global Financial Crisis. To be able to capture distinct types of uncertainty, I do an orthogonalization of the topic-based uncertainty measures. I identify four distinct types of uncertainty related to "economic and financial distress", "the institutional framework of monetary policy", "Norway's relationship with the EU", and "technology and firm expansion". These four components capture orthogonal types of variation in the uncertainty count in the newspaper.
I use a structural VAR model to investigate the effect of the four different uncertainty components on investment and GDP for the Norwegian economy. I find that shocks to the different components have different effects. A shock to uncertainty related to "economic and financial distress" is followed by a contraction in the Norwegian economy; this type of uncertainty resembles the bad type of uncertainty the empirical literature has focused on. In contrast to this bad type of uncertainty, a shock to uncertainty related to "technology and firm expansion" leads to increased investment.
Appendices Appendix A Latent Dirichlet Allocation Model
The LDA model was developed in Blei et al. (2003) . I follow the model setup presented in Griffiths and Steyvers (2004) . Let T be the number of topics. The probability of word i occurring in a given document is written as
where w i is word i, z i is a latent variable denoting which topic word i was drawn from. The term P (w i |z i = j) denotes the probability that word i is drawn from topic j. The last term P (z i = j) gives the probability that we draw a word from topic j in the current document. Different documents will have different probabilities for drawing words from the various topics. Let D be the number of documents in our corpus and W is the number of unique words. Then we can represent the importance of the words for the different topics as
where φ is a set of T multinomial distributions over the W words. The importance of a topic within a given document can be represented as
where θ is a set of D multinomial distributions over the T topics.
With the new notation we can imagine that we have the generating algorithm for the documents, this is a two step algorithm 1. Pick a distribution over topics by randomly choosing θ from a Dirichlet distribution, which then determines P (z) 2. For each word in the document (a) Pick a topic j from θ (b) Given that you have topic j, pick a word from φ (j) , which is assumed to be fixed.
Then if we know the algorithm the documents was generated from, and we have the final documents, it is possible to estimate the distribution φ and θ. We use Gibbs sampling to estimate the distributions.
Estimating the LDA Model Griffiths and Steyvers (2004) gives a complete specification LDA-model with the additional Dirichlet prior on φ as
where α and β are hyperparameters specifying the prior distribution for φ and θ.. . . When estimating a topic model we need to set three parameters; That is the number of topics, T , and the two hyperparameters of the Dirichlet priors, α and β. We follow Griffiths and Steyvers (2004) when selecting priors α = 50 T , and β = 200 W .
We select 80 topics and the number of words in our corpus is 250834. Then we can start sampling topics, we use burn a burn in period in before we start keeping samples. When keeping samples we use a thinning interval of 50. Then we keep as many samples as is computational feasible. We have a very large text corpus and sampling topics from this corpus demands allot of memory, the algorithm runs in O(W ) space. The complexity of each iteration of the Gibbs sampling algorithm is linear in topics and documents and runs in O(T D) time. 25
Model selection
Given values for the hyperparameters α and β, the only variable we can change is the number of topics, T . Choosing the right value for T is a model selection problem. A measure we use to evaluate the performance of our topic model is perplexity (equivalent to predictive likelihood) defined as follows
where L(w) = log P (w|z).
Appendix B Additional results Table 5 gives the labels for the 80 news topics and also a list of the most frequent words for all the news topics. All the news topics are represented as word clouds, as shown in Figure 1 . Word clouds for all the 80 topics can be found at www.vegardlarsen.com/ Word_clouds. Table 6 gives a short description of the historical events plotted together with the uncertainty measures in Figure 4 and 5 in the main text. Figure 12 displays the correlations between all the 80 topic-based measures. The figure is a heat map where negative correlations are in shades of red, and positive correlations are in shades of blue. Figure 13 shows the word distributions, as word clouds, for the three topics where the topic-based uncertainty measure has the highest (absolute) correlation with the four components. Figure 14 plots impulse responses using four alternative measures of uncertainty. The first alternative measure is a Norwegian version of the economic policy uncertainty (EPU) measure created by Baker et al. (2015) . This measure is created using the same data as for the topic-based measures and details can be found in Appendix E. The second measure is the US EPU. The third is a measure of Norwegian real stock market volatility calculated as the five day backward-looking rolling standard deviation of the Oslo stock exchange benchmark index (OSEBX). The last measure is the US VIX. Figure 15 plots impulse responses from the baseline VAR explained in Section 5. The figure plots the eight most and the eight least negative responses in GDP and investment from an uncertainty shock where I use the topic-based uncertainty measures directly in the VAR. 
Appendix C Uncertainty measures and related variables
The Figures 16 to 20 plot some of the uncertainty measures discussed in Section 5 along with some related time series. Note: Impulse responses from VAR the model as described in the text. 90 percent confidence intervals from the baseline model are plotted.
Figure 23. Economic Policy Uncertainty Index for Norway
Note: The index is calculated by counting articles that contain words from the uncertainty terms, the economy terms, and the policy terms. The large spike between GW2 and the Credit crunch coincide with the 2004 Indian Ocean earthquake and tsunami.
