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ON THE REGULARITY OF THE MINIMIZER OF THE ELECTROSTATIC
BORN-INFELD ENERGY
Denis BONHEURE, Alessandro IACOPETTI
Abstract. We consider the electrostatic Born-Infeld energyˆ
RN
(
1−
√
1− |∇u|2
)
dx−
ˆ
RN
ρudx,
where ρ ∈ Lm(RN) is an assigned charge density, m ∈ [1, 2∗], 2∗ :=
2N
N+2
, N ≥ 3. We prove that if
ρ ∈ Lq(RN) for q > 2N , the unique minimizer uρ is of class W
2,2
loc (R
N ). Moreover, if the norm of
ρ is sufficiently small, the minimizer is a weak solution of the associated PDE
(BI) − div
(
∇u√
1− |∇u|2
)
= ρ in RN ,
with the boundary condition lim|x|→∞ u(x) = 0 and it is of class C
1,α
loc (R
N), for some α ∈ (0, 1).
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1. Introduction
It is well known that, up to a suitable choice of the constants, the time independent Maxwell’s
equations in the vacuum without current density lead to Poisson’s equation
(1.1) −∆u = ρ,
where ρ represents the charge density. If ρ is a point charge, i.e. ρ = δ0, where δ0 is a Dirac mass
at the origin, the solution of (1.1) is explicitely given by u(x) = 1/(4π|x|) and its energy is infinite,
that is
E(u) = 1
2
ˆ
R3
|∇u|2 dx = +∞.
Even when ρ ∈ L1(R3), we cannot say, in general, that (1.1) admits a solution with finite energy
(see e.g. [22] for a counterexample). From a physical point of view this means that Maxwell’s
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model violates the principle of finiteness of the energy. To avoid this phenomenon, Born [11, 12]
and later on Born and Infeld [13,14], proposed a new model based on the modification of Maxwell’s
Lagrangian density (we refer to [9, Sect. 1] and the references therein for more details). In the
electrostatic case, Born-Infeld theory yields the Lagrangian
LBI = b2
(
1−
√
1− |E|
2
b2
)
,
where E is the electrical field, b is a constant having the dimensions of e/r20 , e and r0 being
respectively the charge and the effective radius of the electron. If b → +∞ or for fields having
small intensities, LBI reduces to Maxwell’s Lagrangian density 12 |E|2. In the sequel, we take b = 1
for simplicity and we take RN , N ≥ 3, as ambient space. Remember also that Faraday’s law of
induction implies that E is a gradient.
The counterpart of Poisson’s equation in the Born-Infeld theory is the PDE
(1.2) Q−(u) = ρ,
where the operator Q− is defined, for weakly spacelike functions (see Definition 2.1), as
(1.3) Q−(u) = − div
(
∇u√
1− |∇u|2
)
.
Formally, this equation arises as the Euler-Lagrange equation associated with the electrostatic
Born-Infeld energy
(BI-energy) Iρ(u) =
ˆ
RN
(
1−
√
1− |∇u|2
)
dx−
ˆ
RN
ρu dx.
It is interesting to notice that the operator Q− naturally appears in other contexts, as for in-
stance in string theory (see e.g. [24]) or in classical relativity where it stands for the mean curvature
operator in Lorentz-Minkowski space (LN+1, (·, ·)LN+1). Several results have been then obtained
for the corresponding Plateau’s problem as well as for other situations driven by the operator Q−
(see e.g. [1, 3, 4, 7, 10,17,23,27–29,36,39,43]).
In this paper, we address the question of the regularity of the minimizer of the electrostatic Born-
Infeld energy and of the validity of the associated Euler-Lagrange equation (1.2). As a working
functional space, we consider the convex set
X = D1,2(RN ) ∩ {u ∈ C0,1(RN ); |∇u|∞ 6 1},
equipped with the norm
‖u‖X :=
(ˆ
RN
|∇u|2 dx
)1/2
,
where N > 3 and D1,2(RN ) is the completion of C∞c (R
N ) with respect to above norm. We
point out that a boundary condition at infinity is encoded in X , namely any u ∈ X satisfies
lim|x|→∞ u(x) = 0. In addition, this functional space is weakly closed, it embeds continuously into
W 1,s(RN ) for all s ∈ [2∗,∞) and in L∞(RN ) (see [9, Lemma 2.1]).
Let X ∗ be the dual space of X and 〈·, ·〉 be the duality pairing between X ∗ and X . We recall that
X ∗ contains Radon measures as for instance superpositions of point charges or L1(RN ) densities
(see [9, 26]). Let ρ ∈ X ∗. Then the electrostatic Born-Infeld energy (BI-energy) is well defined in
X . Since Iρ is not smooth at the points u such that |∇u|∞ = 1, we need to distinguish between
the notion of critical point (in a relaxed sense) and the notion of weak solution. Using the tools
of non-smooth critical point theory (see e.g. [20, 42] and [9, Sect. 2]), we adopt the following
definitions.
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Definition 1.1. We say that uρ ∈ X is a critical point in weak sense for the functional Iρ if 0
belongs to the subdifferential of Iρ at uρ.
Definition 1.2. We say that uρ ∈ X is a weak solution of the electrostatic Born-Infeld equation
(BI)


− div
(
∇u√
1− |∇u|2
)
= ρ in RN ,
lim
|x|→∞
u(x) = 0
if for all ψ ∈ X we have
(1.4)
ˆ
RN
∇uρ · ∇ψ√
1− |∇uρ|2
dx = 〈ρ, ψ〉.
We point out that, in our context, the notion of critical point in weak sense is equivalent to ask
that uρ is a minimum for the functional Iρ (see [9, Sect. 2]), and, if ρ is a distribution, the weak
formulation of (1.4) extends to any test function ψ ∈ C∞c (RN ).
It is quite standard to show that Iρ is bounded from below in X , coercive, weakly lower semi-
Continuous and strictly convex, and thus by the direct methods of the Calculus of Variations, a
minimizer always exist and is unique (see [9, Proposition 2.3]). In addition, any weak solution
of (BI) would coincide with the minimizer (see [9, Proposition 2.6]). Therefore, a first natural
question arises.
Question 1.3. If ρ ∈ X ∗, is the minimizer uρ always a weak solution of (BI)?
This question has motivated several publications in the past years (see e.g. [9, 26]) and it seems
hard to answer it in full generality under the mere assumption ρ ∈ X ∗. On the other hand, for
any given ρ ∈ X ∗ it is possible to show that the singular set
(1.5) S = {x ∈ RN ; |∇uρ| = 1}
has null Lebesgue measure and the minimizer uρ satisfies
(1.6)
ˆ
RN
|∇uρ|2√
1− |∇uρ|2
dx ≤ 〈ρ, uρ〉.
If in addition the equality is attained in (1.6) then uρ is a weak solution (see [9, Proposition 2.7,
Remark 2.8]). Proving the equality in (1.6) seems a rather difficult task in general.
Nevertheless, in some special cases the answer to Question 1.3 is positive. Indeed, when ρ ∈ X ∗
is radially distributed or when ρ ∈ L∞loc(RN ) ∩ X ∗, the minimizer uρ is a weak solution to (BI)
(see [9, Theorem 1.4, Theorem 1.5]). For less regular data, as in the case of superposition of
charges, namely ρ =
∑k
i=1 aiδxi , where ai ∈ R, xi ∈ RN , i = 1, . . . , k, the minimizer uρ is a weak
solution away from the charges, i.e. uρ weakly solves
− div
(
∇u√
1− |∇u|2
)
= 0 in RN \ {x1, . . . , xk}.
Moreover, uρ is a classical solution of the same equation in R
N \Γ, where Γ is the set of all segments
whose endpoints are the charges {x1, . . . , xk}. Under further assumptions we can say more: if the
intensities |ai| are sufficiently small then uρ is a classical solution in RN \ {x1, . . . , xk}, it is of
class C∞(RN \ {x1, . . . , xN}), strictly spacelike away from the charges and limx→xi |∇uρ| = 1 for
all i = 1, . . . , k (see [26], [9, Theorem 1.6], [8, Theorem 1.2]).
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Another interesting and difficult issue concerns the regularity of the minimizer uρ, when dealing
with Lq data, q ≥ 1 and q 6= ∞. To our knowledge, the only result available concerns the
case of radial functions. Namely, if ρ ∈ Lqrad(RN ) ∩ X ∗, q ≥ 1 then uρ ∈ C1(RN \ {0}) and
if ρ ∈ Lqrad(Bδ(0)) ∩ Ls(RN ) ∩ X ∗, for s ≥ 1, q ≥ N and some δ > 0, then uρ ∈ C1(RN )
(see [9, Theorem 3.2]) and S defined by (1.5) is empty. The proofs of these statements deeply rely
on ODE techniques, and thus we cannot mimic them in the general case.
As already mentioned, when the datum is more regular (radially symmetric or not), as for
instance ρ ∈ L∞loc(RN ) ∩ X ∗, the minimizer uρ is a weak solution to (BI) and it is locally of class
C1,α, for some α ∈ (0, 1). Moreover, when ρ ∈ Ck(RN ) ∩ X ∗ then uρ ∈ Ck+1(RN ) (see [4, 9, 16]).
In a recent paper [31], Kuusi and Mingione proved a pointwise gradient estimate for weak
solutions to the p-Laplacian
−div(|∇u|p−2∇u) = µ in RN ,
for p > 2, of the kind
|∇u(x)|p−1 6 c(N, p)I|µ|1 (x,∞)
where
(1.7) I
|µ|
1 (x,∞) :=
ˆ +∞
0
|µ|(Bt(x))
tN
dt
denotes the linear Riesz potential of |µ|. We also refer to [32,37]. In particular, this shows that if
µ is an Lq-datum with q < N which is moreover locally Ls for some s > N , then the solution has
a bounded gradient. This gradient estimate remarkably extends the classical gradient estimate
that holds for the Poisson equation to the case of the p-Laplacian. In the linear case, of course the
estimate is a straightforward consequence of the representation formula for the solution, whereas
such a simple argument is obviously unavailable in the nonlinear case. As suggested in [2], one
might see this gradient estimate as a formal inversion of the divergence operator but this obviously
has to be turned rigorously into a proof (see [31]). Baroni [2] showed that the principle still holds
for a class of regular quasilinear, possibly degenerate, equations of the form
−div
(
g(|∇u|)
|∇u| ∇u
)
= µ
in bounded domains, leading to the estimate
(1.8) g(|∇u(x)|) 6 cI|µ|1 (x, 2R) + cg
(
−
ˆ
BR(x)
|∇u|dx
)
,
where c > 0 depends only on N and I
|µ|
1 (x, 2R) is the truncated linear Riesz potential (see [2, Sect.
1]). We refer to [2, Theorem 1.2] for the precise assumptions on g. In the case of singular operators
modeled on the p-Laplacian, when 2− 1/N < p ≤ 2, it is possible to derive analogous estimates in
terms of the Riesz potential (see [19,30]). If this formal inversion of the divergence operator could
be justified also for the singular operator such as Q−, one would derive the estimate
|∇u(x)|√
1− |∇u(x)|2 6 c(N)
ˆ ∞
0
|µ|(Bt(x))
tN
dt
and therefore the norm of the gradient of the solution would stay away from 1 as soon as ρ ∈ Lq
with q < N and ρ is locally Ls for some s > N . We emphasize that in the radial case one can
indeed invert the divergence (by integrating the equation), see [9, Theorem 3.2]. The integrability
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condition on the datum is then sharp as shown by the following example. Consider the toy radial
datum 1/|x|β+1 with β > 0. Since the operator Q− acts on radial functions as
Q−(w) = −r1−N
(
rN−1w′(r)√
1− w′(r)2
)′
,
if
w′(r)√
1− w′(r)2 = −1/r
β, for 0 < r < r0,
then |w′(r)| → 1 at the origin and
Q−(w) =
C
|x|1+β in B(0, r0).
Given any q < N , we can choose β > 0 small enough so that q < Nβ+1 . Then Q
−(w) belongs
to Lq(B(0, r0)) but |w′| tends to 1 at the origin. When β < 0, it is easily seen that the solution
extends to a C1,αloc function around the origin.
The analogy with the case of the Poisson equation (and the p-Laplacian for p > 2− 1/N) and
the example with the previous radial datum support the following conjecture.
Conjecture 1.4. If ρ ∈ Lqloc(RN )∩X ∗, with q > N , then the minimizer uρ is C1,αloc (RN ), for some
α ∈ (0, 1).
Differently from the linear framework we do not have a representation formula for the solutions
of (BI), and we do not even know if the minimizer uρ is a weak solution. Proving that the
minimizer uρ belong to W
2,s
loc (R
N ), for some s ≥ 1, is already a substantial progress. Observe also
that the singular operator Q− does not satisfy the growth and ellipticity conditions of [30, (1.2)].
In particular the so- Called “Nonlinear Caldero´n-Zygmund” theory does not cover our problem
(see [30, 38] and the references therein). For these reasons and as it will be clear in the sequel, it
is quite challenging to prove Conjecture 1.4.
Another fascinating way to treat (BI), inspired by the papers [22,26], is to see the operator Q−
as a series of p-Laplacians, namely
Q−(u) = −
∞∑
h=1
αh∆2hu,
where α1 =
1
2 , αh =
(2h−3)!!
2h!! for h > 1 (see [26, (11)]), and ∆2hu := div
(|∇u|2h−2∇u). Indeed, the
operator Q− is formally the Gateaux derivative of the functionalˆ
RN
(
1−
√
1− |∇u|2
)
dx =
ˆ
RN
∞∑
h=1
αh
2h
|∇u|2hdx,
and if we truncate the expansion up to the order k, we obtain a new functional Iρ,k : X2k → R,
Iρ,k(u) :=
k∑
h=1
αh
2h
ˆ
RN
|∇u|2hdx− 〈u, ρ〉X2k ,
where X2k is the completion of C∞0 (RN ) with respect to the norm
‖u‖2X2k :=
ˆ
RN
|∇u|2 dx+
(ˆ
RN
|∇u|2k dx
)1/2k
.
Now the functional Iρ,k is of class C
1 and we have existence and uniqueness of a unique critical
point for all k ≥ n0, provided that ρ ∈ X ∗2n0 for some n0 ≥ 1 (see [9, Proposition 5.1]). Moreover,
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denoting by uk such a minimizer we have that uk converges to the unique minimizer uρ of Iρ,
weakly in X2m for all m ≥ n0 and uniformly on compact sets (see [9, Theorem 5.2]).
When the datum ρ ∈ X ∗2n0∩Lq(RN ), for some q > N , we can apply for any k the regularity theory
developed for weak solutions of degenerate elliptic equations (see [15, 18]), which in our specific
case are ruled by positive linear combinations of p-Laplacians up to the order 2k. However, we do
not have a uniform control on the gradient of uk and we do not know if the regularity properties
of uk pass to the limit when k goes to infinity. Using this approach seems in fact quite involved.
The aim of our paper is to give some partial answers to Question 1.3 and Conjecture 1.4. Let
N ≥ 3. We denote by | · |q the standard norm in Lq(RN ) and 2∗ := (2∗)′ = 2NN+2 the conjugate
exponent of 2∗ = 2NN−2 .
Theorem 1.5. If ρ ∈ Lq(RN ) ∩ Lm(RN ), with q > 2N , m ∈ [1, 2∗] then uρ ∈W 2,2loc (RN ).
Theorem 1.6. Let q > 2N and m ∈ [1, 2∗]. There exists a constant c = c(N, q,m) such that if
ρ ∈ Lq(RN ) ∩ Lm(RN ) satisfies |ρ|q + |ρ|m ≤ c, then uρ is a weak solution of (BI), it is strictly
spacelike (i.e. |∇uρ| < 1 in RN) and u ∈ C1,αloc (RN ), for some α ∈ (0, 1).
The proofs of the above results rely on the combination of several tools. First, we consider a
standard sequence of mollifiers (ρn)n of the datum ρ and, accordingly, a sequence (un)n of mini-
mizers of (BI) with data ρn. The sequence un is made of smooth strictly spacelike solutions and
converges uniformly to the minimizer uρ. The second ingredient is a new estimate for smooth
solutions of (BI) with Lq data (see Proposition 3.1) which allows to control the integral of the
second derivatives by integral and pointwise quantities associated to the gradient and the Lq-norm
of the datum. This estimate is inspired by [4, Lemma 2.1] and the proof is based on Federer’s
coarea formula, on the geometry of spacelike hypersurfaces in the Lorentz-Minkowski space, and on
a variant of Gronwall’s Lemma (see Theorem A.1). At the end, we can prove that the W 2,2-norm
of un is uniformly bounded in compact subsets of R
N and we easily conclude.
For the proof of Theorem 1.6 we use again the mollification argument, we get suitable energy es-
timates, and, exploiting the hypotheses together with our gradient estimate, we prove that |∇un|∞
definitely stays away from 1. Finally, regularizing the operator in a suitable way and applying the
estimates of Kuusi and Mingione in terms of the Riesz potential (see [30, Theorem 1.4]) we get
that the C1,α-norm of un in compact subsets of R
N is uniformly bounded, for some α ∈ (0, 1), and
the result easily follows.
We point out that Theorem 1.6 cannot be extended to all functions ρ ∈ Lq(RN ) ∩ Lm(RN ) by
a mere scaling argument. In fact, let t > 0, let w ∈ X and set w˜(x) := tw(xt ), ρ˜(x) := 1t ρ(xt ). By
direct computation we have |∇w˜| = |∇w| and thus w˜ ∈ X for any t > 0. In addition,
(1.9) |ρ˜|qq = tN−q|ρ|qq,
and
(1.10) Iρ˜(w˜) = t
NIρ(w) ∀w ∈ X .
From the uniqueness of the minimizer and (1.10) it follows that if uρ is the minimizer of Iρ then
the minimizer of Iρ˜ is u˜ρ. On the the other hand from (1.9) it is clear that, if q > N , m ∈ [1, 2∗]
it is not possible to find a number t > 0 such that both the Lq and Lm norms of ρ˜ are small so
that |ρ˜|p + |ρ˜|m ≤ c, where c is the constant given by Theorem 1.6.
We also stress that our results cannot be recovered directly by known elliptic estimates and gra-
dient bounds (see e.g. [2, 5, 15, 18, 34, 35]). Moreover, we cannot argue as in [16, Lemma 2.2] by
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putting the equation in non-divergence form because, even if the sequence (un)n is made of smooth
strictly spacelike solutions to (BI) with data ρn, the sequence of mollified data ρn is not necessarily
bounded in the L∞ norm as n→ +∞.
The outline of the paper is the following: in Sect. 2 we recall for convenience some basic facts
about the geometry of spacelike cartesian graphs in the Lorentz-Minkowski space and in Sect. 3
we state and prove the gradient estimate. In Sect. 4 we prove Theorem 1.5 and in Sect. 6 we prove
Theorem 1.6. Finally, we state and prove a new variant of Gronwall’s lemma in the Appendix.
2. Spacelike vertical graphs in the Lorentz-Minkowski space
In this section we recall some known facts about the Lorentz-Minkowski space and the geometry
of spacelike hypersurfaces which are expressed as cartesian graphs, also called “vertical graphs”.
These result will be useful in the next section in order to derive a gradient estimate for the solutions
of (BI).
Definition 2.1. Let u ∈ C0,1(Ω), with Ω ⊂ RN . We say that u is
• weakly spacelike if |∇u| 6 1 a.e. in Ω;
• spacelike |u(x)− u(y)| < |x− y| whenever x, y ∈ Ω, x 6= y and the line segment xy ⊂ Ω;
• strictly spacelike if u is spacelike, u ∈ C1(Ω) and |∇u| < 1 in Ω.
The Lorentz-Minkowski space LN+1, is defined as the vector space RN+1 equipped with the
symmetric bilinear form
(x, y)LN+1 := x1y1 + . . .+ xNyN − xN+1yN+1,
where x = (x1, . . . , xN+1), y = (y1, . . . , yN+1). The bilinear form (·, ·)LN+1 is a non-degenerate
bilinear form of index one (see [41, Sect. A]), where the index of a bilinear form on a real vector
space is defined as the largest dimension of a negative definite subspace. The modulus of x ∈ LN+1
is defined as ‖x‖LN+1 := |(x, x)|1/2LN+1 .
Definition 2.2. We say that a vector x ∈ LN+1 is spacelike if (x, x)LN+1 > 0. We say that a
hypersurface M ⊂ LN+1 is spacelike if for any p ∈M the restriction of the metric (·, ·)LN+1 to the
tangent space TpM is positive definite. In particular M has a Riemannian structure.
We fix the notation and recall the following facts (for more details see also [4, Sect. 2]): the
indices i, j have the range 1, . . . , N , while the indices I,J have the range 1, . . . , N + 1, {eI}
denotes the natural basis of LN+1. In particular we have (eI , eJ ) = 0 if I 6= J , (ei, ei)LN+1 = 1
and (eN+1, eN+1)LN+1 = −1. Let u ∈ C2(RN ) be a strictly spacelike function and let M :=
{(x, u(x)) ∈ LN+1; x ∈ RN} be the vertical graph associated to u. We use (x1, . . . , xN ) as
coordinates on M and Xi = ei + uieN+1 is a base of tangent vectors for TpM , p = (x, u(x)).
The induced metric on M is given by g = (gij)ij=1,...,N , where gij = (Xi,Xj)LN+1 = δij − uiuj,
and det(g) = 1 − |∇u|2. In particular, M is a spacelike hypersurface if and only if u is a strictly
spacelike function.
Let us set v :=
√
1− |∇u|2. Denoting by ν the upward normal to M , (ν, ν)LN+1 = −1, it
is easy see that ν = 1v (∇u, 1) =
∑N
i=1 νiei + νN+1eN+1, where νi =
1
vui and νN+1 =
1
v . The
second fundamental form of M is given by Aij = (Xi,∇Xjν)LN+1 = 1vuij and we set ‖A‖2 :=∑N
i,j,k,l=1 g
ijgklAikAjl =
1
v2
gijgkluikujl, where g
−1 = (gij)ij=1,...,N , g
ij = δij + νiνj, is the inverse
matrix of g.
The mean curvature of M is given by H =
∑N
i,j=1 g
ijAij =
1
v
∑N
i,j=1 g
ijuij (we refer to [33] for
more details). We denote by δ = gradM , divM , ∆M , respectively, the gradient, the divergence and
the Laplace-Beltrami operators on M .
8 Denis BONHEURE, Alessandro IACOPETTI
Let W ⊂ LN+1 an open neighborhood of M , let Y be a C1 vector field on W , and f ∈ C1(W )
be such that ∂f∂xN+1 = 0. We have the following:
(2.1)
δf =
N+1∑
I=1
(δIf)eI , where δif =
N∑
j=1
gij
∂
∂xj
f, δN+1f =
1
v
N∑
j=1
νi
∂
∂xi
f,
‖δf‖2
LN+1
=
N+1∑
i,j=1
gij
∂f
∂xi
∂f
∂xj
= |∇f |2 +
N∑
i=1
(
νi
∂f
∂xi
)2
,
divM Y =
N∑
i,j=1
gij(Xi,∇XjY )LN+1 .
If in addition f ∈ C2(W ) we have
(2.2) ∆Mf = divM gradM f =
N∑
i,j=1
gij
∂2
∂xi∂xj
f +
N∑
i=1
Hνi
∂
∂xi
f.
As a consequence of Stoke’s theorem we recall Green’s formula: let G ⊂ M bounded with ∂G of
class C1 and outer normal σ in M and let f, g ∈ C2(G), then
(2.3)
ˆ
G
(g∆Mf − f∆Mg) dA =
ˆ
∂G
(gδf − fδg, σ)
LN+1
dµ,
where dA is the induced volume form on M , given by dA = vdx, being dx the Lebesgue measure
on RN , and dµ is the surface measure on ∂G. If f ∈ C1c (M), g ∈ C1(M) we have also the following
formulas for the integration by parts
(2.4)
ˆ
M
fδN+1g dA = −
ˆ
M
gδN+1f dA+
ˆ
M
1
v
fgρ dA,
ˆ
M
fδig dA = −
ˆ
M
gδif dA+
ˆ
M
νifgρ dA.
Let x0 ∈ RN , we define the Lorentz distance from (x0, u(x0)) as
l(x, x0) := [(x− x0)2 − (u(x)− u(x0))2]1/2.
Given R > 0 we define the Lorentz ball of radius R centered at x0 as
LR(x0) := {(x, u(x)) ∈M ; l(x, x0) < R}
and its projection on RN as KR(x0) := {x ∈ RN ; l(x, x0) < R}. We will use also the simpler
notations l = l(x), LR, KR whenever x0 is fixed and there is no chance of confusion. Finally,
setting X0 := (x0, u(x0)) ∈ LN+1 and using the relations (2.1)-(2.2) it is elementary to verify that
(2.5) ‖δl‖2
LN+1
= 1 + l−2(ν,X −X0)2LN+1 ,
(2.6) ∆M
(
1
2
l2
)
= N + (Hν,X −X0)LN+1 .
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3. A gradient estimate
In this section we prove a new gradient estimate for strictly spacelike classical solutions of (BI)
with smooth data lying in Lq(RN ).
Proposition 3.1. Let N ≥ 3, q > 2N , let x0 ∈ RN , R > 0 and let ρ ∈ Lq(RN ) ∩ C1(RN ). Let
u ∈ C3(RN ) be a strictly spacelike solution of (BI) and set
v :=
√
1− |∇u|2.
Then there exist two positive constants γ ∈ (0, 1N ), C > 0 both depending only on N such that
(3.1)
ωNv
γ(x0) ≥ e−γ/4R−N
ˆ
KR(x0)
vγ+1 dx− c(ρ)R
(
2
q
) q−2
2
ˆ R
0
s−β
[
q
2
(ωN )
2
q +
c(ρ)
1− β s
2−β
] q−2
2
ds
+CR2−Ne−γ/4
ˆ
KR/2(x0)
N∑
i,j=1
u2ij dx,
where KR(x0) = {x ∈ RN ; [(x−x0)2− (u(x)−u(x0))2]1/2 < R}, ωN is the volume of the unit ball
in RN , β = 2Nq and c(ρ) =
9
4 |ρ|2q .
Proof. Let x0 ∈ RN , R > 0. Since u ∈ C3(RN ) is a strictly spacelike function the vertical graph
M = {(x, u(x)) ∈ LN+1; x ∈ RN} is a spacelike hypersurface. Up to a translation, we can assume
without loss of generality that X0 = (x0, u(x0)) = (0, 0). We denote by X := (x, u(x)) ∈ LN+1 the
position vector, and, respectively, by LR, KR the Lorentz ball and its projection on R
N centered
at the origin. The starting point of our proof is [4, (2.17)]. For the sake of completeness we recall
the main steps of the proof. Let s ∈ (0, R), f ∈ C1(M) and g = 12 (s2− l2). Since ∂M = ∅, then the
outer normal of ∂Ls in M is given by σ =
δl
‖δl‖
LN+1
. Applying Green’s formula (2.3) with G = Ls
we getˆ
Ls
[
1
2
(s2 − l2)∆Mf + f∆M
(
1
2
l2
)]
dA =
ˆ
∂Ls
(
1
2
(s2 − l2)δf + fδ
(
1
2
l2
)
,
δl
‖δl‖LN+1
)
LN+1
dµ.
Now, using the relations (2.5)-(2.6) (with X0 = (0, 0), H = −ρ because u solves (BI)) and
recalling that s2 − l2 = 0 on ∂Ls, by elementary computations we obtain
(3.2)
ˆ
Ls
[
Nf +
1
2
(s2 − l2)∆Mf − fρ(X, ν)LN+1
]
dA =
ˆ
∂Ls
fl‖δl‖LN+1 dµ.
We recall the following special case of Federer’s coarea formula (see [4, (2.14)], [21, Theorem
3.2.12]), which is
(3.3) Ds
[ˆ
Ls
h dA
]
=
ˆ
∂Ls
h‖δl‖−1
LN+1
dµ, ∀h ∈ C0(M).
Since the integrand in the right-hand side of (3.2) can be rewritten as fl‖δl‖2
LN+1
‖δl‖−1
LN+1
, then
using (2.5) and applying (3.3) we have
s−N−1
ˆ
∂Ls
fl‖δl‖LN+1 dµ = s−N−1
ˆ
∂Ls
fl‖δl‖−1
LN+1
dµ + s−N−1
ˆ
∂Ls
fl−1(ν,X)2
LN+1
‖δl‖−1
LN+1
dµ
= s−N
ˆ
∂Ls
f‖δl‖−1
LN+1
dµ +
ˆ
∂Ls
fl−N−2(X, ν)2
LN+1
‖δl‖−1
LN+1
dµ
= s−NDs
[ˆ
Ls
f dA
]
+Ds
[ˆ
Ls
fl−N−2(X, ν)2
LN+1
dA
]
.
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Therefore, dividing each side of (3.2) by s−N−1 and using the previous relation we obtain the
following monotonicity formula
(3.4)
Ds
[
s−N
ˆ
Ls
f dA
]
=
ˆ
Ls
s−N−1
(
1
2
(s2 − l2)∆Mf − fρ(X, ν)LN+1
)
dA
−Ds
[ˆ
Ls
fl−N−2(X, ν)2
LN+1
dA
]
.
Let γ be a positive number to be determined later. By direct computation it holds that
(3.5)
∆Mv
γ = γvγ−1∆Mv + γ(γ − 1)vγ−2‖δv‖2LN+1
= −γvγ−2

 N∑
i,j=1
u2ij − γ
(
N∑
i=1
uii
)2
+ (1− γ)v
N∑
i=1
uii + v
2ρ2 + (1− γ)
N∑
j=1
(
N∑
i=1
νiuij
)2
+γδN+1
(
vγ+1ρ
)
.
Using the well known inequalities
(∑N
i=1 uii
)2 ≤ N∑Ni,j=1 u2ij and ab ≤ ǫa2 + 14ǫb2 for any ǫ > 0,
by elementary algebraic considerations we can find γ ∈ (0, 1N ) and C > 0 depending only on N
such that
(3.6) ∆Mv
γ ≤ −Cvγ−2

 N∑
i,j=1
u2ij +
N∑
j=1
(
N∑
i=1
νiuij
)2+ 1
4
vγρ2 + γδN+1
(
vγ+1ρ
)
.
Combining (3.4) and (3.6) we infer that
(3.7)
Ds
{
s−N
ˆ
Ls
vγ dA
}
≤ −C
ˆ
Ls
1
2
s−N−1(s2 − l2)

 N∑
i,j=1
u2ij +
N∑
j=1
(
N∑
i=1
νiuij
)2 vγ−2 dA
+
ˆ
Ls
1
2
s−N−1(s2 − l2)
(
1
4
vγρ2 + γδN+1(v
γ+1ρ)
)
dA
+
ˆ
Ls
s−N−1ρ(X, ν)LN+1v
γ dA−Ds
{ˆ
Ls
(X, ν)2
LN+1
l−N−2vγ dA
}
,
which, in our setting, corresponds to [4, (2.17)]. Now, since ∂∂xN+1 l = 0, we deduce from the first
relation of (2.1) that vδN+1l =
∑N
i=1 νi
∂
∂xi
l and it follows that
(3.8) |vδN+1l| ≤ ‖δl‖LN+1 .
From (3.7), integrating by parts (using the first relation in (2.4)) and using (2.5), (3.8) we
deduce that
(3.9)
ˆ
Ls
(s2 − l2)γδN+1(vγ+1ρ) dA =
ˆ
Ls
(s2 − l2)vγρ2 dA+ 2
ˆ
Ls
vγ+1ρlδN+1l dA
≤
ˆ
Ls
s
(
R−1‖δl‖2
LN+1
+ (s +R)ρ2
)
vγ dA.
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In view of (2.5), using the elementary estimate ρ(X, ν)LN+1 ≤ 12 l2ρ2 + 12 l−2(X, ν)2LN+1 , and since
0 < l < s in Ls, which implies that s
−N−1(s2 − l2) < s−N2s, we deduce from (3.7) and (3.9) that
(3.10)
Ds
{
s−N
ˆ
Ls
vγ dA
}
≤ −C
ˆ
Ls
1
2
s−N−1(s2 − l2)

 N∑
i,j=1
u2ij +
N∑
j=1
(
N∑
i=1
νiuij
)2 vγ−2 dA
+
1
4
s−N+1
ˆ
Ls
vγρ2 dA+
γ
2
R−1s−N
ˆ
Ls
vγ dA
+
γ
2
R−1s−N
ˆ
Ls
l−2(X, ν)2
LN+1
vγ dA+ γRs−N
ˆ
Ls
vγρ2 dA
+
1
2
s−N+1
ˆ
Ls
vγρ2 dA+
1
2
s−N−1
ˆ
Ls
l−2(X, ν)2
LN+1
vγ dA
−Ds
{ˆ
Ls
(X, ν)2
LN+1
l−N−2vγ dA
}
.
By reorganizing the terms and using the trivial estimates
1
4
s+ γR+ s <
9
4
R,
1
2
γR−1 +
1
2
s−1 < s−1,
we obtain
(3.11)
Ds
{
s−N
ˆ
Ls
vγ dA
}
≤ −C
ˆ
Ls
1
2
s−N−1(s2 − l2)

 N∑
i,j=1
u2ij +
N∑
j=1
(
N∑
i=1
νiuij
)2 vγ−2 dA
+
9
4
Rs−N
ˆ
Ls
vγρ2 dA+
γ
2
R−1s−N
ˆ
Ls
vγ dA
+s−N−1
ˆ
Ls
l−2(X, ν)2
LN+1
vγ dA−Ds
{ˆ
Ls
(X, ν)2
LN+1
l−N−2vγ dA
}
.
We now estimate the term s−N
´
Ls
vγρ2 dA. Set p := qq−2 (the conjugate exponent of
q
2) and
β := 2Nq ∈ (0, 1). Since ρ2 ∈ L
q
2 (RN ), applying Ho¨lder’s inequality and taking into account that
v ≤ 1, we infer that
s−N
ˆ
Ls
vγρ2 dA = s−N
ˆ
Ks
vγ+1ρ2 dx ≤ s− 2Nq
(
s−N
ˆ
Ks
v(γ+1)p dx
) 1
p
(ˆ
Ks
|ρ|q dx
) 2
q
(3.12)
≤ s−β
(
s−N
ˆ
Ls
vγ dA
) 1
p
(ˆ
RN
|ρ|q dx
) 2
q
.
Next, set
ψ(s) := s−N
ˆ
Ls
vγ dA.
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We deduce from (3.11) and (3.12) that
ψ′(s) ≤− C
ˆ
Ls
1
2
s−N−1(s2 − l2)

 N∑
i,j=1
u2ij +
N∑
j=1
(
N∑
i=1
νiuij
)2 vγ−2 dA(3.13)
+
9
4
R
(ˆ
RN
|ρ|q dx
) 2
q
s−βψ
1
p (s) +
γ
2
R−1ψ(s) + s−N−1
ˆ
Ls
l−2(X, ν)2
LN+1
vγ dA
−Ds
{ˆ
Ls
(X, ν)2
LN+1
l−N−2vγ dA
}
.
We rewrite (3.13) in a more convenient way
(3.14) ψ′(s)− γ
2
R−1ψ(s)− c(ρ)Rs−βψ 1p (s)
≤ −C
ˆ
Ls
1
2
s−N−1(s2 − l2)

 N∑
i,j=1
u2ij +
N∑
j=1
(
N∑
i=1
νiuij
)2 vγ−2 dA
+ s−N−1
ˆ
Ls
l−2(X, ν)2
LN+1
vγ dA−Ds
{ˆ
Ls
(X, ν)2
LN+1
l−N−2vγ dA
}
,
where c(ρ) := 94
(´
RN
|ρ|q dx) 2q . As in [4], using the co-area formula we rewrite the last two terms
of (3.14) as −T ′(s), where
T (s) =
ˆ
Ls
[(
1− 1
N
)
l−N−2 +
1
N
s−N l−2
]
(X, ν)2
LN+1
vγ dA.
Multiplying each side of (3.14) by the integrating factor F (s) = e−
γ
4
R−1s, recalling that 1p +
2
q = 1
and setting U(s) := e− γ4R−1sψ(s), we obtain
(3.15) U ′(s)− c(ρ)Re− γ2qR−1ss−β U 1p (s)
≤ −CF (s)
ˆ
Ls
1
2
s−N−1(s2 − l2)

 N∑
i,j=1
u2ij +
N∑
j=1
(
N∑
i=1
νiuij
)2 vγ−2 dA− F (s)T ′(s).
Let us recall that, introducing the step function λ : R → [0, 1] defined by λ(t) = 0 if t < 0 and
λ(t) = 1 if t ≥ 0, we have
(3.16)
ˆ
Ls
h dA =
ˆ
M
λ(s− l)h dA, ∀h ∈ L1(M).
Moreover, since vγ is continuous at x0 = 0 and l approximates the geodesic distance in M for |x|
small (see for instance [4, Sect. 2])), it follows that
(3.17) U(s)→ ωNvγ(0), as s→ 0+.
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Therefore, from (3.15), integrating between 0 and R, using (3.16), Fubini’s theorem, and taking
(3.17) into account, we deduce that
(3.18) U(R)− ωNvγ(0)− c(ρ)R
ˆ R
0
s−βe
− γ
2q
R−1s U 1p (s) ds
≤ −C
ˆ
LR



 N∑
i,j=1
u2ij +
N∑
j=1
(
N∑
i=1
νiuij
)2
vγ−2

 ·(ˆ R
0
1
2
s−N−1(s2 − l2)F (s)λ(s − l)ds
) dA
−
ˆ R
0
F (s)T ′(s) ds.
We observe that
´ R
0 F (s)T
′(s) ds ≥ 0. Indeed, since M is C2 and strictly spacelike we have
(X, ν)LN+1 = O(|x|2) as |x| → 0 and thusˆ
Ls
(X, ν)2
LN+1
l−N−2 dA→ 0,
ˆ
Ls
(X, ν)2
LN+1
s−N l−2 dA→ 0, as s→ 0+.
Then, taking into account that T (s) ≥ 0, F ′(s) ≤ 0 and integrating by parts we have
(3.19)
ˆ R
0
F (s)T ′(s) ds = F (R)T (R)− 0−
ˆ R
0
F ′(s)T (s) ds ≥ 0.
At the end from (3.18), (3.19), using the fact that F (s) ≥ F (R) for all s ∈ [0, R], and computing
the integral ˆ R
0
1
2
s−N−1(s2 − l2)λ(s − l)ds,
we obtain
(3.20) U(R)− ωNvγ(0)− c(ρ)R
ˆ R
0
s−βe−
γ
2q
R−1s U 1p (s) ds
≤ −CF (R)
ˆ
LR
SR(l)

 N∑
i,j=1
u2ij +
N∑
j=1
(
N∑
i=1
νiuij
)2
vγ−2

 dA,
where
SR(l) =
1
N(N − 2) l
2−N +
1
2N
l2R−N − 1
2(N − 2)R
2−N .
Now, observing that SR(l) > 0 for 0 < l < R, we get
U(R)− ωNvγ(0) − c(ρ)R
ˆ R
0
s−βe−
γ
2q
R−1s U 1p (s) ds ≤ 0,
and in particular
U(R) ≤ ωN + c(ρ)R
ˆ R
0
s−β U 1p (s) ds.
Since R > 0 is arbitrary, we can rewrite the previous relation as
(3.21) U(t) ≤ ωN +
ˆ t
0
c(ρ)ts−β U 1p (s) ds ∀t > 0.
Applying Theorem A.1 with C0 = ωN , Ψ(s) = C1s
−β, g(k) = k
1
p , where C1 = c(ρ)t, we get that
(3.22) U(t) ≤
(
2
q
) q
2
[
q
2
(ωN )
2
q +
c(ρ)
1− β t
2−β
] q
2
∀t > 0,
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where we have taken into account that 1p =
q−2
q , Φ(l) =
q
2 l
2
q and Remark A.2. Now, coming back
to (3.20), observing that SR(l) > c(N)R
2−N for 0 < l < R/2, for some positive constant C(N)
depending only on N , recalling that dA = vdx, vγ−1 ≥ 1 (because γ − 1 < 0), F (R) = e−γ/4,
e−
γ
2q
R−1s ≤ 1 for s ∈ (0, R], 1p = q−2q and using (3.22), we obtain
(3.23) C(N)R2−Ne−γ/4
ˆ
KR/2
N∑
i,j=1
u2ij dx
≤ ωNvγ(0) − U(R) + c(ρ)R
(
2
q
) q−2
2
ˆ R
0
s−β
[
q
2
(ωN)
2
q +
c(ρ)
1− β s
2−β
] q−2
2
ds.
Finally, using the definition of U we have
(3.24)
ωNv
γ(0) ≥ e−γ/4R−N
ˆ
KR
vγ+1 dx− c(ρ)R
(
2
q
) q−2
2
ˆ R
0
s−β
[
q
2
(ωN)
2
q +
c(ρ)
1− β s
2−β
] q−2
2
ds
+C(N)R2−Ne−γ/4
ˆ
KR/2
N∑
i,j=1
u2ij dx,
which, up to a translation, gives the desired relation and the proof is complete.

4. W 2,2loc regularity of the minimizer
Proof of Theorem 1.5. Let uρ ∈ X be the minimizer of Iρ and let (un)n ⊂ X be the coresponding
sequence of minimizers of Iρn , where (ρn)n is a standard sequence of mollifications of ρ. By
construction and in view of [9, Remark 3.4, Remark 5.5] we know that (un)n is made of smooth
strictly spacelike solutions of (BI) with data ρn, and (un)n converges to uρ weakly in X , and
uniformly in RN .
We claim that ‖un‖X is uniformly bounded. From the fact that 0 ∈ X , Iρn(0) = 0 and since
un ∈ X is a minimizer for Iρn , it follows that
(4.1) Iρn(un) ≤ 0, ∀n ∈ N.
Moreover, let us recall the following elementary algebraic inequality
(4.2)
1
2
t 6 1−√1− t 6 t, ∀t ∈ [0, 1].
We first complete the proof of the claim assuming that m ∈ ]1, 2∗]. In that case, from (4.1), (4.2),
Ho¨lder’s inequality and Sobolev’s inequality, we deduce that
(4.3)
1
2
|∇un|22 6
ˆ
RN
(
1−
√
1− |∇un|2
)
dx
6 〈ρn, un〉 ≤ |ρn|m|un|m′ ≤ c(N,m)|ρn|m|∇un|2
(N+1)m−N
mN
2
where m′ = mm−1 is the conjugate exponent of m, c(N,m) := c0
(
N, mN(N+1)m−N
)
, c0(N, k) is the
Sobolev constant for the embedding of D1,k(RN ) into Lk∗(RN ), k ∈ [2, N [. In fact, for any φ ∈ X
we have |∇φ| ≤ 1 in RN and thus |∇φ| ∈ Lk(RN ) for all k ≥ 2. Therefore, by Sobolev’s inequality
φ ∈ Lk∗(RN ) for k ∈ [2, N [ and
(4.4) |φ|k∗ ≤ c0(N, k)|∇φ|k ≤ c0(N, k)|∇φ|2/k2 .
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Finally, it is elementary to verify that for a given m ∈ ]1, 2∗] it is always possible to find k ∈ [2, N [
such that k∗ = m′. By direct computation it holds that k = mN(N+1)m−N and we are done.
Observe that |ρn|Lm(RN ) ≤ |ρ|Lm(RN ) by the properties of the convolution and the standard
mollification sequence. Hence, from (4.3) and by elementary computations, we immediately deduce
that
(4.5) ‖un‖X ≤ (2c(N,m)|ρ|m)
mN
2(N−m) ,
which completes the proof of the claim when m ∈ ]1, 2∗].
We now consider the claim in the case m = 1. By Morrey-Sobolev’s inequality, for a given
s > N , there exists a positive constant c depending only on N , s, which we denote for convenience
by c(N, 1), such that
(4.6) |φ|∞ ≤ c(N, 1)‖φ‖W 1,s(RN ), ∀φ ∈W 1,s(RN ),
where ‖φ‖W 1,s(RN ) = ‖φ‖s + ‖∇φ‖s is the standard norm in W 1,s(RN ). Arguing as before, using
the fact that |∇φ| ≤ 1 in RN for any φ ∈ X and Sobolev’s inequality, we can show that X
continuously embeds into W 1,s(RN ). Indeed, for any s > N we can always find k ∈ ]N2 , N [ such
that k∗ = s, namely k = NsN+s , and by (4.6), (4.4) we deduce that
(4.7) |φ|∞ ≤ c(N, 1)(c(N, s′)|∇φ|2
N+s
Ns
2 + |∇φ|2/s2 ), ∀φ ∈ X .
Therefore, fixing s > N and arguing as in the proof of (4.3), taking into account that |ρn|1 ≤ |ρ|1,
we get
(4.8) |∇un|22 ≤ 2c(N, 1)(c(N, s′) + 1)|ρ|1max
{
|∇un|2
N+s
Ns
2 , |∇un|2/s2
}
.
This proves that the sequence (un)n is bounded in X .
Now we complete the proof of the theorem. Let x0 ∈ RN and R > 0. Denote by KnR(x0) the
Lorentz ball associated to (un)n. Thanks to Proposition 3.1, we have
CR2−Ne−γ/4
ˆ
KnR
2
(x0)
N∑
i,j=1
(un)
2
ij dx ≤ ωNvγn(x0)− e−γ/4R−N
ˆ
KnR(x0)
vγ+1n dx
+c(ρn)R
(
2
q
) q−2
2
ˆ R
0
s−β
[
q
2
ω
2
q
N +
c(ρn)
1− β s
2−β
] q−2
2
ds.
Recalling that γ and C depend only on N , c(ρn) ≤ c(ρ) and that BR
2
(x0) ⊂ KnR
2
(x0) for all n ∈ N,
we conclude that ˆ
BR
2
(x0)
N∑
i,j=1
(un)
2
ij dx ≤ C˜,
for some constant C˜ = C˜(N, q, ρ,R) > 0. From this, since |∇un| ≤ 1 in RN and since (un)n
uniformly bounded, we deduce that (un)n is bounded in W
2,2(BR
2
(x0)). Therefore un ⇀ u¯ in
W 2,2(BR
2
(x0)), for some u¯ ∈ W 2,2(BR
2
(x0)), and as uρ = u¯ in BR
2
(x0), it follows that uρ ∈
W 2,2loc (R
N ). The proof is then complete. 
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5. Validity of the Euler-Lagrange equation and C1,αloc regularity
Proof of Theorem 1.6. Let q > 2N , m ∈ [1, 2∗], ρ ∈ Lq(RN ) ∩ Lm(RN ) and let uρ ∈ X be the
minimizer of Iρ. As in the proof of Theorem 1.5 we consider the sequence (un)n ⊂ X of minimizers
for Iρn , where (ρn)n is a standard sequence of mollifications of ρ, and we set vn :=
√
1− |∇un|2.
Assume first that m ∈ ]1, 2∗]. We divide the proof in several steps.
Step 1: Let R > 0. There exists a constant c1 = c1(N,m,R, ρ) > 0, which is explicit, such that
for any y ∈ RN it holds
(5.1)
ˆ
BR(y)
v−1n dx ≤ c1, ∀n ∈ N.
In view of [9, Remark 5.4] we know that un ∈ X is weak solution of (BI), hence
(5.2)
ˆ
RN
|∇un|2√
1− |∇un|2
dx =
ˆ
RN
ρnun.
Arguing as in the proof of (4.3) and using (4.5), we have
(5.3)
∣∣∣∣
ˆ
RN
ρnun dx
∣∣∣∣ ≤ |ρn|m|un|m′ ≤ 2 (N+1)m−NN−m (c(N,m)|ρ|m)m∗ ,
where m∗ = NmN−m , c(N,m) is a positive constant depending only on N and m. Therefore, for any
fixed y ∈ RN , R > 0, we deduce from (5.2) and (5.3) that
(5.4)
ˆ
BR(y)
|∇un|2√
1− |∇un|2
dx ≤
ˆ
RN
|∇un|2√
1− |∇un|2
dx ≤ 2 (N+1)m−NN−m (c(N,m)|ρ|m)m
∗
.
Now, noticing that
ˆ
BR(y)
|∇un|2√
1− |∇un|2
dx =
ˆ
BR(y)
|∇un|2 − 1√
1− |∇un|2
dx+
ˆ
BR(y)
1√
1− |∇un|2
dx
we get ˆ
BR(y)
1√
1− |∇un|2
dx ≤ ωNRN + 2
(N+1)m−N
N−m (c(N,m)|ρ|m)m
∗
,
which gives (5.1), with c1 := ωNR
N + 2
(N+1)m−N
N−m (c(N,m)|ρ|m)m
∗
.
Step 2: Let R > 0. There exists a constant c2 = c2(N,m,R, ρ) > 0, which is explicit, such that
for any y ∈ RN it holds
(5.5)
ˆ
BR(y)
vγ+1n dx ≥ c2RN(γ+2), ∀n ∈ N,
where γ ∈ (0, 1N ) is the positive constant (depending only on N) given by Proposition 3.1.
Fixing y ∈ RN and R ∈ (0, 1] and recalling that un is strictly spacelike we can write
ωNR
N =
ˆ
BR(y)
1 dx =
ˆ
BR(y)
v
γ+1
γ+2
n v
− γ+1
γ+2
n dx.
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Noticing that v
γ+1
γ+2
n ∈ Lγ+2(BR(y)), as (γ+2)′ = γ+2γ+1 , we obtain from Ho¨lder’s inequality and Step
1 that
ωNR
N ≤
(ˆ
BR(y)
vγ+1n dx
) 1
γ+2
(ˆ
BR(y)
v−1n dx
) γ+1
γ+2
≤
(ˆ
BR(y)
vγ+1n dx
) 1
γ+2 (
ωNR
N + 2
(N+1)m−N
N−m (c(N,m)|ρ|m)m
∗
) γ+1
γ+2
which readily implies (5.5) with
c2(N,m,R, ρ) =
ωγ+2N[
ωNRN + 2
(N+1)m−N
N−m (c(N,m)|ρ|m)m∗
]1+γ .
Step 3: There exists a constant c3 = c3(N,m, q) > 0 such that if |ρ|q + |ρ|m ≤ c3 there exists
δ ∈ (0, 1) depending only on N , m, q and ρ such that
|∇un|∞ ≤ 1− δ, ∀n ∈ N.
Let x0 ∈ RN and R > 0. Denote by KnR(x0) the Lorentz ball associated to the sequence (un)n.
Thanks to Proposition 3.1 we have
(5.6)
ωNv
γ
n(x0) ≥ e−γ/4R−N
ˆ
KnR(x0)
vγ+1n dx− c(ρn)R
(
2
q
) q−2
2
ˆ R
0
s−β
[
q
2
(ωN )
2
q +
c(ρn)
1− β s
2−β
] q−2
2
ds.
Recalling that γ depends only on N , c(ρn) ≤ c(ρ) and that BR
2
(x0) ⊂ KnR
2
(x0) for all n ∈ N, we
infer from Step 2 and elementary inequalities that
ωNv
γ
n(x0) ≥ e−γ/4
ωγ+2N[
ωNRN + 2
(N+1)m−N
N−m (c(N,m)|ρ|m)m∗
]1+γRN(γ+1)
−2 q−42 c(ρ)
[
ω
q−2
p
N
R2−β
1− β + c(ρ)
q−2
2
(
2
q
) q−2
2 Rq−N
(1− β) q−22 (q −N − 1)
]
.
Choosing R = 1 and dividing by ωN , we obtain
vγn(x0) ≥ e−γ/4
ωγ+1N[
ωN + 2
(N+1)m−N
N−m (c(N,m)|ρ|m)m∗
]1+γ
−2 q−42 c(ρ)
[
ω
− 2q
N
1−β + c(ρ)
q−2
2
(
2
q
) q−2
2 ω−1N
(1−β)
q−2
2 (q−N−1)
]
.
Therefore, if |ρ|q + |ρ|m ≤ c3, for some sufficiently small constant c3 = c3(N,m, q) depending only
on N , m and q, we deduce that
vn(x0) ≥ δ,
for some δ = δ(N,m, q, ρ) ∈ (0, 1). Recalling the definition of vn, we obtain that
|∇un(x0)| ≤ 1− δ2.
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Since δ does not depend on n nor on x0, and as x0 is arbitrary, the conclusion follows.
Step 4: If |ρ|q + |ρ|m ≤ c3, where c3 is the constant given in Step 3, then the minimizer uρ is a
weak solution to BI.
Let ϕ ∈ C∞0 (RN ). From the proof of Theorem 1.5 we deduce that un ⇀ uρ in W 2,2loc (RN ) and
then, up to a subsequence, ∇un → ∇uρ a.e. in compact subsets of RN . Thanks to Step 3 we have
that 1√
1−|∇un|2
≤ (2δ − δ2)−1/2 and thus by Lebesgue’s dominated converge, we get
lim
n→+∞
ˆ
RN
∇un · ∇ϕ√
1− |∇un|2
dx =
ˆ
RN
∇uρ · ∇ϕ√
1− |∇uρ|2
dx.
On the other hand, since ρn → ρ in Lq(RN ), we have
lim
n→+∞
ˆ
RN
∇un · ∇ϕ√
1− |∇un|2
dx = lim
n→+∞
〈ρn, ϕ〉 = 〈ρ, ϕ〉,
and thus uρ is a weak solution of (BI).
Step 5: If |ρ|q+ |ρ|m ≤ c3, where c3 is the constant given in Step 3, then uρ ∈ C1,αloc (RN ), for some
α ∈ (0, 1) and it is strictly spacelike.
Let ǫ ∈ (0, 1) and let ηǫ ∈ C∞([0,+∞)) such that rηǫ ∈ C∞([0,+∞)), r 7→ ηǫ(r)r is increasing
and satisfies
ηǫ(r)r =


r for r < 1− ǫ,
1− 12ǫ for r > 1− 12ǫ.
Let us consider the function aǫ : R
N → RN given by
(5.7) aǫ(z) :=
z√
1− η2ǫ (|z|)|z|2
.
Clearly aǫ ∈ C1(RN ,RN ) and it is easy to check (see Step 6) that aǫ satisfies the growth and
ellipticity conditions [30, (1.2)], with p = 2, s = 0, ν = 1 and for some constant L > 1 depending
only on ǫ. Now, choosing ǫ ∈ (0, δ), where δ > 0 is given by Step 3, we have by construction that
ηǫ(|∇un|)|∇un| = |∇un| for all n. Therefore, (un)n is a sequence of smooth weak solutions of
− div (aǫ(∇un)) = ρn in RN .
Now, fixing a bounded domain Ω ⊂ RN , and a ball Br ⊂ Ω, we can apply [30, Theorem 1.4] with
ω ≡ 0 because aǫ depends only on the variable z (see [30, (1.15)] for the definition of ω) and s = 0.
Hence, as ω ≡ 0, for α ∈ (0, αM ), where αM ∈ (0, 1) is the universal Ho¨lder exponent associated to
the homogeneous equation − div (aǫ(∇u)) = 0 (see [30, Sect. 1.1]), we get that for any x, y ∈ Br/4,
(5.8) |Dun(x)−Dun(y)| ≤ c
[
W
ρn
1−α
2
,2
(x, r) +Wρn1−α
2
,2
(y, r)
]
|x−y|α+c
 
Br
|Dun| dx·
( |x− y|
r
)α
,
for any n ∈ N, where the constant c depends only on N , ν, L and diam(Ω) and
W
ρn
1−α
2
,2
(x, r) = Iρn1−α(x, r) =
ˆ r
0
´
Bt(x)
|ρn(ξ)| dξ
tN−(1−α)
dt
t
is the standard (truncated) Wolff potential (which coincides with the truncated Riesz potential
for p = 2, see [30, Sect. 1.1]). By using Ho¨lder’s inequality we haveˆ
Bt(x)
|ρn(ξ)| dξ ≤ (ωN t)
N(q−1)
q |ρn|q,Bt(x) ≤ c(N)t
N(q−1)
q |ρ|p,
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and thus
I
ρn
1−α(x, r) ≤ c(N)|ρ|q
ˆ r
0
t
−α−N
q dt.
Therefore, since Nq < 1 we can choose α sufficiently small so that α+
N
q < 1 and we conclude that
I
ρn
1−α(x, r) ≤ c(N, q, r)|ρ|q .
Hence from (5.8), recalling that |un| and |∇un| are uniformly bounded, we get that ‖un‖C1,α(Br/4) is
uniformly bounded. Finally, from well known pre- Compactness results (see e.g. [25, Lemma 6.36]),
up to a subsequence, for 0 < α′ < α it holds that un → u˜ in C1,α′(Br/8) for some u˜ ∈ C1,α′(Br/8).
Now, since u˜ = uρ and |∇u˜| ≤ 1−ǫ in Br/8, the thesis follows and the proof of the step is complete.
Step 6: The function aǫ defined in (5.7) verifies the conditions [30, (1.2)] with s = 0, p = 2, ν = 1
and L > 1 depending only on ǫ.
By construction aǫ ∈ C1(RN ,RN ), and, using the notations of [30], we denote by ∂aǫ the
Jacobian matrix of aǫ, by | · | both the standard euclidean norm in RN and the euclidean matrix
norm inMN (R), and by (·, ·) the euclidean scalar product in RN . Defining fǫ : [0,+∞)→ [0,+∞)
as fǫ(r) :=
1√
1−η2ǫ (r)r
2
, and denoting by f ′ǫ its derivative, by direct computation we have:
∂aǫ(z) =
(
f ′ǫ(|z|)
zizj
|z| + fǫ(|z|)δij
)
i,j=1,...,N
.
By construction, we have 1 ≤ fǫ ≤ 1√
ǫ− ǫ
2
4
and thus for any z ∈ RN ,
|aǫ(z)| = |fǫ(|z|)z| ≤ 1√
ǫ− ǫ24
|z|.
Moreover, we have f ′ǫ(r) =
rηǫ(r)(η′ǫ(r)r+ηǫ(r))√
(1−η2ǫ (r)r
2)3
≥ 0 because r 7→ ηǫ(r)r is increasing, and again by
construction, we have f ′ǫ(r) = 0 for r > 1− ǫ2 . From this, it follows that for any z ∈ RN ,
|∂aǫ(z)||z| ≤ f ′ǫ(|z|)|(zizj)i,j=1,...,n|+ fǫ(|z|)|z|
≤ max
|z|≤1− ǫ
2
(
f ′ǫ(|z|)
|z| |(zizj)i,j=1,...,n|
)
|z|+ 1√
ǫ− ǫ24
|z|.
On the other hand, there exists a constant L > 1 depending only on ǫ such that
|aǫ(z)|+ |∂aǫ(z)||z| ≤ L|z|,
and thus the growth condition in [30, (1.2)] is satisfied with s = 0, p = 2. For the ellipticity
condition, recalling that fǫ ≥ 1 and f ′ǫ ≥ 0, we get that for any λ ∈ RN ,
(∂aǫλ, λ) =
N∑
i,j=1
[
f ′ǫ(|z|)
zizj
|z| λiλj + fǫ(|z|)δijλiλj
]
=
f ′ǫ(|z|)
|z| (λ, z)
2 + fǫ(|z|)|λ|2 ≥ |λ|2,
and this completes the proof of this step and thus of the theorem when m ∈ ]1, 2∗].
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We prove now the result for m = 1. The scheme of the proof is the same as in the previous
case, but slight modifications to Step 1, Step 2 and Step 3 are needed. From (4.8) it is clear that
(5.9) |∇un|2−F (n)2 ≤ 2c(N, 1)(c(N, s′) + 1)|ρ|1,
where
F (n) =
{
2(N+s)
Ns if |∇un|2 > 1,
2
s if |∇un|2 ≤ 1.
Now observe that from (5.9), by choosing |ρ|1 sufficiently small so that
2c(N, 1)(c(N, s′) + 1)|ρ|1 ≤ 1,
we get |∇un|2 ≥ 1 and thus F (n) = 2s for all n ∈ N. Hence, setting c¯(N, s) := c(N, 1)(c(N, s′)+1),
by elementary computations, we have
(5.10) |∇un|2 ≤ (2c¯(N, s)|ρ|1)
s
2(s−1) .
Recalling (4.7), we immediately deduce that
(5.11) |un|∞ ≤ 2
1
s−1 c¯(N, s)
s
s−1 |ρ|
1
s−1
1 .
Therefore, (5.3) in Step 1 is now substituted by
(5.12)
∣∣∣∣
ˆ
RN
ρnun dx
∣∣∣∣ ≤ |ρn|1|un|∞ ≤ 2 1s−1 (c¯(N, s)|ρ|1) ss−1 ,
and Step 1 follows with c1(N, s,R, ρ) = ωNR
N + 2
1
s−1 (c¯(N, s)|ρ|1)
s
s−1 . The proof of Step 2 is the
same with c2(N, s,R, ρ) =
ωγ+2N[
ωNRN+2
1
s−1 (c¯(N,s)|ρ|1)
s
s−1
]1+γ and in Step 3 (taking R = 1) we have
vγn(x0) ≥ e−γ/4
ωγ+1N[
ωN + 2
1
s−1 (c¯(N, s)|ρ|1)
s
s−1
]1+γ
−2 q−42 c(ρ)
[
ω
− 2q
N
1−β + c(ρ)
q−2
2
(
2
q
) q−2
2 ω−1N
(1−β)
q−2
2 (q−N−1)
]
,
and thus if |ρ|q + |ρ|1 ≤ c3, for some sufficiently small constant c3 = c3(N, s, q) we deduce that
vn(x0) ≥ δ,
for some δ = δ(N, s, q, ρ) ∈ (0, 1). The remaining steps are similar to the case m ∈ ]1, 2∗]. The
proof is then complete. 
Remark 5.1. We point out that when ρ is bounded, given an arbitrary bounded domain Ω with
smooth boundary, denoting by xy the segment joining two points x, y, and by
(5.13) K := {xy ⊂ Ω; x, y ∈ ∂Ω, x 6= y, |uρ(x)− uρ(y)| = |x− y|} ,
the set of light rays associated to uρ, then from [4, Corollary 4.2] we have that uρ is a strictly
spacelike weak solution of (BI) in Ω \K. Now, if K 6= ∅, by invoking [4, Theorem 3.2] it follows
that any light ray extends to the whole RN obtaining a contradiction. Unfortunately, when ρ is not
bounded it is not possible to replicate entirely the proof of [4, Theorem 3.2] and it could happen
that uρ contains a finite segment of a light ray having as endpoints two singularities of ρ. This
question is still open and we are investigating on it.
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Appendix A. A variant of Gronwall’s Lemma
The following theorem is a generalization of a result due to Bihari (see [6]).
Theorem A.1. Let T > 0 and let U : [0, T ]→ [0,+∞[ be a continuous function such that
(A.1) U(t) ≤ C0 +
ˆ t
0
Ψ(s)g(U(s)) ds ∀t ∈ [0, T ],
where C0 > 0, Ψ : (0, T ]→ R+ is continuous, Ψ ∈ L1(0, T ), g : [0,+∞)→ [0,+∞) is continuous,
(strictly) monotone increasing, such that 1g ∈ L1(0, l) for any l > 0 and set Φ(l) :=
ˆ l
0
1
g(k)
dk.
Then
U(t) ≤ Φ−1
(
Φ(C0) +
ˆ t
0
Ψ(s) ds
)
∀t ∈ [0, T ].
Proof. Let us consider the function y : [0, T ]→ R defined by
y(t) :=
ˆ t
0
Ψ(s)g(U(s)) ds.
Since Ψ ∈ L1(0, T ) and since g(U(s)) is bounded in [0, T ] we have y(0) = 0. Thanks to (A.1),
and being g monotone increasing, we have
(A.2) y′(t) = g(U(t))Ψ(t) ≤ g(C0 + y(t))Ψ(t), ∀t ∈ (0, T ].
Let us observe that since y(t) ≥ 0, C0 > 0 and being g ≥ 0 strictly increasing we have g(C0+y(t)) ≥
g(C0) > g(0) ≥ 0 for all t ∈ [0, T ]. Therefore dividing by g(C0 + y(t)) each side of (A.2) and
integrating on (0, t) we get thatˆ t
0
y′(s)
g(C0 + y(s))
ds ≤
ˆ t
0
Ψ(s) ds, ∀t ∈ (0, T ].
Changing variable in the first integral, and recalling the definition of Φ and that y(0) = 0, we have
(A.3) Φ(y(t) + C0)− Φ(C0) =
ˆ y(t)+C0
C0
1
g(k)
dk ≤
ˆ t
0
Ψ(s) ds.
Now, since Φ is increasing, recalling the definition of y(t) and using (A.1) we obtain
(A.4) Φ(y(t) + C0) ≥ Φ(U(t)).
At the end, being Φ invertible and combining (A.3), (A.4) we deduce that
U(t) ≤ Φ−1
(
Φ(C0) +
ˆ t
0
Ψ(s) ds
)
∀t ∈ (0, T ],
and from (A.1) it is obvious that U(0) ≤ C0. The proof is then complete. 
Remark A.2. Let β, γ ∈ (0, 1) and let C0 > 0, C1 ≥ 0. If U : [0, T ]→ [0,+∞[ is continuous and
verifies
U(t) ≤ C0 +
ˆ t
0
C1s
−β (U(s))γ ds ∀t ∈ [0, T ],
then applying Theorem A.1 with Ψ(s) = C1s
−β, g(k) = kγ , since Φ(l) = 11−γ l
1−γ by elementary
computations we get that
U(t) ≤ (1− γ) 11−γ
[
C1−γ0
1− γ + C1
t1−β
1− β
] 1
1−γ
∀t ∈ [0, T ].
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A similar result was already known in the literature (see [40, Theorem 7.1]), but Theorem A.1
applies to a much wider class of nonlinearities g.
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