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Resumen: En la actualidad, para encontrar un buen equilibrio entre rendimiento y consumo
energético,  los  fabricantes  están  empezando  a  ofrecer  procesadores  heterogéneos.  Estos
presentan 2 tipos diferentes de núcleos: unos están enfocados a la eficiencia energética y otros
al rendimiento. Un ejemplo de estos procesadores son los big.LITTLE de ARM.  Para obtener
un buen provecho de este tipo de procesadores, los programadores deben escribir programas
multi-hilo. En este tipo de programas, los mecanismos de exclusión mútua son los encargados
de  garantizar  que,  en  un  instante  dado,  únicamente  uno de  los  hilos  acceda  a  los  datos
compartidos para asegurar la consistencia de dichos datos. Aunque de forma tradicional estos
problemas  se  han  resuelto  con  cerrojos,  la  memoria  transaccional  (TM por  sus  siglas  en
inglés) está cobrando importancia. En un trabajo previo se han caracterizado un conjunto de
aplicaciones que utilizan una popular librería de TM por software, midiendo rendimiento y
consumo de  energía  en  ambos  tipos  de  núcleos.  Una  vez  caracterizadas  las  aplicaciones
individualmente, es interesante el diseño de un sistema de planificación automático que pueda
asignar las aplicaciones a aquellos  núcleos en los  que se estima un mejor  rendimiento o
menor consumo energético. 
En este trabajo presentamos ScHeTM, un planificador de aplicaciones que utilizan TM sobre
procesadores multi-núcleo heterogéneos. Atendiendo a las características de las aplicaciones
en cuanto a tiempo de cómputo, consumo de energía, y el número de conflictos en la zona de
exclusión mútua, ScHeTM  realiza una planificación adecuada con el objetivo de mejorar el
rendimiento del sistema. Además, el diseño paremetrizado de ScHeTM permite seleccionar,
de  las  características  anteriormente  mencionadas,  aquellas  a  optimizar.  En el  conjunto de
aplicaciones  estudiado,  una  parametrización  correcta  de   ScHeTM  permite  lograr  una
reducción   en  el  consumo de  energía  en  un  15% y  el  tiempo  de  cómputo  en  un  40%,
disminuyendo además el número de transacciones con conflictos.
Palabras  clave: Memoria  transaccional,  Procesadores  heterogéneos,  Eficiencia  energética,
Planificación.
Abstract: Currently, hardware vendors are developing heterogeneous processors in order to
obtain a balance between performance and energy consumption. These processors integrate
two different kind of computing cores: ones are focused on performance, while others are
more energy-efficient. One example of these processors are the big.LITTLE design proposed
by ARM. In order to use all the hardware available in these processors, applications should be
multi-threaded. One of the problems with multi-threading is the need of a mutual exclusion
mechanism that ensures that only one of the threads accesses shared data at a given time. This
problem is usually solved by using locks, but recently transactional memory (TM) solutions
are  becoming  popular.  Prior  work  analyzed  the  impact  of  using  software  TM  on
heterogeneous processors, measuring energy consumption and performance on each kind of
cores. Now, it is interesting to design a scheduling mechanism that assigns applications to
those cores where we can achieve better performance or lower energy consumption.
In  this  work  we present  ScHeTM, a  scheduler  designed  for  TM applications running  on
heterogeneous processors. ScHeTM schedules applications on the different cores attending to
the  expected  performance,  energy  consumptions,  and  other  TM-related  characteristics  in
order to improve the behavior of such applications. In addition, parameters can be given to
ScHeTM to select which of the aforementioned characteristics is optimized.  Provided a good
choice of these parameters, ScHeTM reduces energy consumption in up to 15% and execution
time in up to 40% for the evaluated set of applications.
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Cap´ıtulo 1
Introduccio´n
En este primer cap´ıtulo se exponen la motivacio´n de este trabajo de fin de grado, el
estado del arte, las diversas tecnolog´ıas utilizadas y una breve explicacio´n de como se
estructura la memoria.
1.1. Introduccio´n
Un problema que surge de la gran utilizacio´n de procesadores multi-nu´cleo es el consu-
mo energe´tico. Muchos de los dispositivos que utilizan este tipo de procesadores necesitan
bater´ıas para funcionar. Por ello, es interesante maximizar su rendimiento, duracio´n y
durabilidad. En el caso de los dispositivos mo´viles tambie´n hay que tener en cuenta que
la temperatura puede ser un problema teniendo que reducirla lo ma´s posible debido a su
dificultad de refrigeracio´n y a que deben usarse de una manera co´moda. A causa de esto,
los fabricantes de dispositivos mo´viles esta´n enfocando el disen˜o de sus nuevos procesa-
dores a minimizar el consumo energe´tico sin perder de vista el rendimiento, puesto que
este es otro factor importante a la hora de disen˜ar procesadores. Para conseguir el mejor
rendimiento y un bajo consumo, los fabricantes han optado por usar procesadores multi-
nu´cleo heteroge´neos como el big.LITTLE disen˜ado por ARM . La caracter´ıstica principal
de estos procesadores es la inclusio´n de 2 tipos de clu´ster, donde se agrupan sus nu´cleos:
el clu´ster big y el clu´ster little. El clu´ster big esta´ enfocado a aportar mejor rendimiento
a las aplicaciones, mientras que el clu´ster little tiene la funcio´n de minimizar el consumo
de energ´ıa. Los dos clu´sters comparten la misma arquitectura pudiendo ejecutar el mismo
conjunto de aplicaciones sin necesidad de compilar nuevamente los ejecutables. El siste-
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ma operativo puede decidir donde se ejecutan las aplicaciones segu´n las restricciones de
consumo o la demanda de rendimiento.
Para aprovechar los procesadores multi-nu´cleo es importante utilizar varios hilos de
ejecucio´n. Si estos hilos modifican concurrentemente datos compartidos puede producirse
un problema de consistencia: se ha de garantizar que los datos son consistentes, siendo
las modificaciones temporales o intermedias por parte de uno de los hilos invisibles para
el resto. Este problema se solventa utilizando mecanismos de exclusio´n mu´tua. De esta
manera nos aseguramos que varios hilos no accedan al mismo dato de forma simulta´nea.
La parte del co´digo que accede a estos datos se denomina seccio´n cr´ıtica, donde se debe
garantizar la exclusio´n mu´tua entre los hilos de ejecucio´n. La implementacio´n de la exclu-
sio´n mu´tua se ha realizado tradicionalmente con cerrojos de grano fino o cerrojos de grano
grueso. Los cerrojos de grano fino proporcionan un mejor rendimiento ya que se basan en
proteger individualmente las posiciones de memoria para que se pueda acceder de forma
paralela a los datos cr´ıticos, siempre y cuando los demas hilos no quieran acceder a la
misma posicio´n de memoria ya bloqueada por otro. Esto incrementa la dificultad en la
implementacio´n para el programador, ya que se deben evitar los deadlocks y los livelocks.
La implementacio´n con cerrojos de grano grueso, por otro lado, evita que varios hilos
entren en la seccio´n critica al mismo tiempo. Si es necesario acceder a la seccio´n cr´ıtica,
aunque sean en posiciones de memoria diferentes, este tipo de cerrojos ocasiona un impacto
negativo en el rendimiento puesto que el resto de hilos se quedan esperando a el que esta´
ejecutando la seccio´n cr´ıtica. En otras palabras, el acceso a la seccio´n cr´ıtica se realiza en
serie.
void I n s e r t ( Object elem , Int pos )
{
whi le ( ! get ( Locks [ pos ] ) ) { ;}
// Se c c i o´n cr ı´ t i c a
GlobalArray [ pos ] = elem ;
r e l e a s e ( Locks [ pos ] ) ;
}
Figura 1.1: Cerrojo de grano fino
En la Figura 1.1 se muestra un ejemplo de co´digo para un cerrojo de grano fino,
mientras que en la Figura 1.2 podemos observar el otro tipo de cerrojo mencionado.
Como podemos observar, el cerrojo de grano fino protege una u´nica posicio´n de memoria.
Si la posicio´n de memoria no esta´ siendo accedida por ningu´n otro hilo, entonces se pueden
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void I n s e r t ( Object elem , Int pos )
{
whi le ( ! get ( GlobalLock ) ) { ;}
// Se c c i o´n cr ı´ t i c a
GlobalArray [ pos ] = elem ;
r e l e a s e ( GlobalLock ) ;
}
Figura 1.2: Cerrojo de grano grueso
modificar los datos. En el caso de un cerrojo de grano grueso, tendr´ıamos una solucio´n
va´lida al problema pero ineficiente.
Si utilizando cerrojos de grano fino se acceden de forma simulta´nea a varias posiciones
de memoria, usando cada uno de sus cerrojos correspondientes, el esfuerzo de progra-
macio´n es mucho mayor ya que pueden aparecer deadlocks. Un ejemplo de deadlock se
produce cuando dos hilos A y B quieren acceder a las mismas posiciones de memoria. El
hilo A quiere acceder a las direcciones de memoria 0 y 1 en ese orden, mientras que el hilo
B quiere acceder a las direcciones de memoria 1 y 0 en este orden. Puede darse el caso
de que el hilo A obtenga el cerrojo de la posicio´n 0 mientras que el hilo B obtenga el de
la posicio´n de memoria 1. Cuando el hilo A intente obtener el cerrojo de la posicio´n de
memoria 1 se encontrara´ que este esta´ en uso y esperara´ a que este´ libre. Esto no ocurrira´
puesto que esta´ siendo usado por el hilo B, el cual necesita los datos de la posicio´n de
memoria 0 y espera a que este sea liberado por el hilo A. En esta situacio´n ninguno de
los dos hilos A y B pueden progresar correctamente y se produce un deadlock.
La Memoria Transaccional (TM) [16] se propone como una solucio´n eficiente para
solucionar estos problemas con los cerrojos a la hora de implementar secciones cr´ıticas.
Con TM, los programadores definen transacciones que se ejecutan de forma paralela y
especulativa. Las transacciones garantizan la exclusio´n mu´tua mediante mecanismos de
gestio´n de versiones y de deteccio´n de conflicto. Cuando dos o ma´s transacciones acceden
a la misma posicio´n de memoria, creando conflicto, so´lo una de ellas puede continuar. El
resto deben deshacer los cambios especulativos en memoria y reiniciar su ejecucio´n. Como
puede deducirse, cuando hay que deshacer cambios se produce un impacto negativo en el
rendimiento y de consumo de energ´ıa.
Existen diversos estudios para la estimacio´n del consumo energe´tico [22, 13, 25], pero
dichos estudios siempre han utilizado simuladores para la estimacio´n del consumo energe´ti-
co. Un trabajo previo [26] si ha utilizado una plataforma real para caracterizar un conjunto
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de aplicaciones que utilizan TM por software, obteniendo mediciones de energ´ıa y rendi-
miento. Las aplicaciones estudidadas provienen del conjuto de benchmarks STAMP [21] y
la libreria TM utilizada es TinySMT [12, 11]. El estudio se ha realizado sobre un dispositi-
vo ODROID XU-3 el cual incorpora un procesador big.LITTLE de ARM. De este trabajo
se han derivado varias conclusiones. En primer lugar las aplicaciones funcionan mejor
(tanto en cuestio´n de energ´ıa como de rendimiento) en los procesadores de bajo consumo,
exceptuando en las aplicaciones que requieren una alta potencia de co´mputo. En segundo
lugar, la utilizacio´n del clu´ster entero (4 nu´cleos en cada clu´ster en nuestro caso) genera
mejores resultados. Por u´ltimo, en los procesadores de alto rendimiento las aplicaciones
deben reinicar ma´s transacciones dado que la probabilidad de conflicto aumenta.
Dado que las aplicaciones que utilizan TM se pueden comportar de forma distinta en
ambos tipos de nu´cleos, la manera en la que se planifican tiene un papel fundamental en
el rendimiento del sistema. Por ejemplo, un buen planificador debe planificar aplicaciones
sobre el clu´ster little si se requiere reducir el consumo energe´tico. Adema´s, las aplicaciones
deben planificarse sobre los nu´cleos en los que se producen menos transacciones abortadas,
con el objetivo de minimizar la energ´ıa desperdiciada. En este trabajo exploramos el papel
que la planificacio´n puede tener a la hora de mitigar los efectos negativos del uso de TM.
1.1.1. Estructura de la memoria
Tras esta introduccio´n discutimos los objetivos y presentamos los conceptos sobre TM
y procesadores heteroge´neos necesarios para enteder el resto de la memoria. Tambie´n se
realiza un estudio del arte en el que se discuten los trabajos previos. Por u´ltimo, encon-
tramos un breve resumen sobre las tecnolog´ıas empleadas. En el cap´ıtulo 2 se realiza un
estudio de ejecucio´n concurrente de las aplicaciones de STAMP sobre la placa ODROID.
El objetivo es comprobar si las aplicaciones se pueden ejecutar concurrentemente en nues-
tro sistema y, en caso afirmativo, si su rendimiento se ve afectado por la comparticio´n de
recursos. En el cap´ıtulo 3, exponemos el disen˜o del planificador ScHeTM. En el cap´ıtulo 4,
se realiza un ana´lisis de los resultados obtenidos. En el cap´ıtulo 5, cerramos esta memoria




En este trabajo se presenta ScHeTM, un planificador de aplicaciones para procesadores
multi-nu´cleo heteroge´neos que considera caracter´ısticas de TM. Inspirado en otros pla-
nificadores para procesadores heteroge´neos previos, ScHeTM trata de optimizar tanto el
consumo energe´tico, como los valores de rendimiento en tiempo de co´mputo y el nu´mero
de transacciones abortadas. En las pruebas realizadas con en el dispositivo ODROID-
XU3, el cual incorpora un procesador big.LITTLE, se han planificado un conjunto de
aplicaciones del benchmack suite STAMP. La implementacio´n de TM utilizada ha sido la
libreria de TM por software TinySTM. En primer lugar, se ha implementado un planifica-
dor ba´sico, el cual permite lanzar un conjunto de tareas sobre un procesador heteroge´neo
de forma a´vida. A partir de este planificador se ha desarrollado ScHeTM. ScHeTM ana-
liza, en primer lugar, las caracter´ısticas de las aplicaciones a ejecutar. A continuacio´n
ScHeTM asigna cada aplicacio´n a un clu´ster basa´ndose en el ana´lisis realizado. ScHeTM
se ha disen˜ado de forma parametrizada, de modo que se puede dar un peso diferente a
las caracter´ısticas de tiempo de ejecucio´n, consumo energe´tico y nu´mero de transacciones
abortadas. De esta manera podemos configurar el planificador para tratar de minimizar
cada una de estas caracter´ısticas. El resultado de nuestros experimentos es que el tiempo
de ejecucio´n puede reducirse en un 40% y el consumo de energ´ıa tiene una mejora de un
15% respecto a un planificador a´vido. Adema´s el nu´mero de transacciones abortadas se
reduce.
1.3. Antecedentes
1.3.1. Arquitectura big.LITTLE de ARM
El hardware en el que vamos a basar el trabajo, ODROID-XU3 [2] esta´ formado por
un procesador Samsung Exynos 5422. Este procesador esta basado en la arquitectura he-
teroge´nea big.LITTLE de primera generacio´n de ARM. Esta arquitectura esta´ formada
por unos nu´cleos de alto rendimiento y otros de bajo consumo. Segu´n los datos proporcio-
nados por ARM [1] esta arquitectura nos proporciona un ahorro de hasta un 75% en el
gasto energe´tico cuando se ejecuten escenarios de bajo rendimiento y consigue aumentar
el rendimiento un 40% en aplicaciones multi-hilo. El clu´ster big esta´ formado por cua-
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tro nu´cleos de la familia Cortex-A15 que comparten 2 Mbytes de cache. Los nu´cleos que
forman el clu´ster little pertenecen a la familia Cortex-A7 y comportanten 512 Kbytes de
memoria cache. El hardware de la ODROID-XU3 incorpora monitores INA231 de corrien-
te utilizados para medir el consumo de energ´ıa. El sistema incluye una GPU MALI-T628
y 2 Gbytes de memoria DDR3 como muestra la Figura 1.3. Sobre este dispositivo se
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Figura 1.3: Diagrama del procesador Exynos 5422 disponible en la plataforma ODROID-
XU3.
1.3.2. Planificacio´n en procesadores heteroge´neos
Los procesadores basados en big.LITTLE soportan por defecto 3 tipos de planificacio´n
distintas1. Una de estas planificaciones es clustered switching la cual opera con un solo
clu´ster al mismo tiempo. El sistema operativo se encarga de decidir que clu´ster usar
dependiendo de la carga de trabajo que el procesador tenga, pero no puede combinar
ambos clu´sters. Otro tipo de planificacio´n es in-kernel switcher. Esta agrupa los nu´cleos
big y little en pares, uno de cada. En funcio´n de la carga de trabajo, el planificador decide
si el par (que funciona como un u´nico nu´cleo virtual) trabaja en modo bajo consumo para
ahorrar de energ´ıa, o en modo alto rendimiento para reducir el tiempo de co´mputo. En
este tipo de planificacio´n se pueden tener nu´cleos virtuales trabajando en modo little y
otros trabajando en modo big, cosa que no encontramos en el modo clustered switching.
El modo heterogeneus multi-processing (conocido tambien como global task scheduling)
es el utilizado en este trabajo. Este modo nos permite gestionar los nu´cleos de ambos
1Disponible en https://en.wikipedia.org/wiki/ARM_big.LITTLE
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clu´sters de forma independiente. Por tanto, podemos tener activos nu´cleos de diferente
tipo al mismo tiempo.
1.4. Estudio del arte
Existen dos tipos de planificacio´n en los procesadores heteroge´neos adema´s de los ex-
puestos anteriormente: thread-to-core y thread-to-cluster. La planificacio´n thread-to-core
se centra en asignar una aplicacio´n a los distintos nu´cleos de un procesador. Este tipo de
planificacio´n tambien la podemos encontrar en los procesadores homoge´neos. Para reali-
zar este cometido, se debe analizar el rendimiento de las aplicaciones cuando se ejecutan
utilizando distinto nu´mero de nu´cleos. El ana´lisis de rendimiento puede realizarse usan-
do contadores software o hardware. Estas mediciones se pueden centrar en los fallos de
cache, ciclos ociosos, fallos en la prediccio´n de salto o en el aumento del rendimiento de
las aplicaciones. La planificacio´n thread-to-cluster, maneja la asignacio´n de aplicaciones
a un clu´sters espec´ıficos (esto es, a que´ clu´ster asignar la aplicacio´n). En trabajos pre-
vios se proponen algoritmos que usan el clu´ster big en las aplicaciones con ma´s carga de
co´mputo [8], una planificacio´n basada en el rendimiento histo´rico de las aplicaciones [9]
o tener como base la igualdad del progreso de las aplicaciones [19]. En este trabajo desa-
rrollamos un planificador thread-to-cluster con la idea de que se pueda desarrollar un
planificador thread-to-core en un futuro. La propuesta de disen˜o de este trabajo esta´ ba-
sado en el desarrollo de Libutti et al. [18], donde se presenta un planificador que trabaja
a nivel thread-to-cluster. Para la planificacio´n thread-to-core se proporciona una serie de
restricciones al SO. Este planificador funciona en 2 fases separadas.
La primera fase se basa en el ca´lculo de las llamadas stake functions. El ca´lculo de
estas funciones depende del tiempo de uso de la CPU y la sensitividad a las interferencias
en la jerarqu´ıa de memoria que pueden sufrir al ejecutarse varias aplicaciones de forma
concurrente. Estas funciones se calculan para cada aplicacio´n y para cada clu´ster (es decir,
para N clu´sters y M aplicaciones, hay que calcular N ⇥M stake functions).
En la segunda fase, se realiza una planificacio´n con los datos obtenidos por las stake
functions, con el objetivo de minimizar el tiempo de co´mputo y disminuir la contencio´n de
recursos cuando se ejecutan varias aplicaciones en el mismo clu´ster. Primero se realiza una
planificacio´n thread-to-clu´ster, donde las aplicaciones con mayor contencio´n de memoria
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tienen prioridad. Estas son asignadas al clu´ster big en caso de que este´ disponible. El
clu´ster little se emplea en el caso de que el clu´ster big este´ ocupado o para aplicaciones
con menor contencio´n de memoria. Despue´s de que se le asigne una aplicacio´n a un clu´ster
se produce la planificacio´n thread-to-core. Para llevar a cabo esta planificacio´n se evalu´an
las stake functions y el estado del clu´ster en cuestio´n. Con estos resultados se intenta
reservar los recursos necesarios para la ejecucio´n de la aplicacio´n, y si es posible hacerlo
de forma aislada. Si no se dispone de los recursos necesarios en el clu´ster, o este esta´
ocupado, la planificacio´n pasa a estar a cargo del SO. En caso contrario, se reservan los
nu´cleos necesarios y se procede a la planificacio´n.
En la literatura encontramos diversos trabajos que relaccionan el consumo de energ´ıa
y TM. Gaona et al. [14] analiza el consumo energe´tico de dos TM por hardware. Pro-
ponen serializar las transacciones que se abortan para minimizar el consumo energe´tico.
Moreshet et al. [22] y Ferriet al. [13] realizan ana´lisis energe´ticos al TM por hardware
introducido en [16]. Este estudio se ha realizado utilizando simuladores. Uno de los simu-
ladores es Virutech Simics [20], el cual simula una arquitectura tipo SPARC. Otro de los
simuladores es MPARM simulation framework [4] el cual simula una aquitectura ARMv7.
Los resultados obtenidos muestran una mejora en el consumo energe´tico si se comparan
con el uso de cerrojos en exclusio´n mu´tua. Baldassin et al. [7, 6] caracterizan la librer´ıa
TM por software TL2 [10] sobre procesadores homoge´neos de bajo consumo basados en
una arquitectura ARMv7. Usan simuladores y proponen reducir el consumo de energ´ıa
usando una solucio´n basada en la variacio´n de voltaje y el escalonado de la frecuencia del
procesador. Sanyal et al. [25] proponen te´cnicas de clock-gating con el objetivo de reducir
el consumo de energ´ıa en TM hardware y mejorar su rendimiento. Villegas et al. [26] han
realizado un estudio de las aplicaciones del benchmark suite STAMP y el TM por soft-
ware TinySTM en un procesador heteroge´neo de la familia big.LITTLE. Los resultados
obtenidos son que las aplicaciones rinden de manera distinta en ambos clu´sters. Este es





TinySTM2 es una librer´ıa TM por software basada en una implementacio´n de Lazy
Snapshot Algorith (LSA) [11]. Esta librer´ıa se basa en timestamps y trabaja a nivel de
palabra de memoria. TinySTM tiene varios modelos para la gestio´n de transacciones
dependiendo del momento de adquisicio´n de cerrojos y de cuando la memoria principal se
actualiza. Estos modelos son: write-back, write-through, commit-time locking y encounter-
time locking. El modo write-back guarda los cambios especulativos de memoria en un
bu↵er hasta que, en el final de la transaccio´n, se hacen definitivos si no existe conflicto. El
modelo write-through, son los valores nuevos los que se guardan en memoria, mientras que
los antiguos se guardan en un log por si tienen que ser restaurados en caso de conflicto.
El modo commit-time utiliza cerrojos para proteger las posiciones de memoria que estan
siendo actualizadas al final de la transaccio´n. Por u´ltimo, el modo encounter-time locking
usa los cerrojos en los accesos a memoria en lugar de al final de la transaccio´n. En
los experimentos que se presentan aqu´ı se ha utilizado la configuracio´n por defecto de
TinySTM, la cual usa las opciones write-back y encounter-time-locking.
1.5.2. STAMP
Stanford Transactional Applications for Multi-Processing [21] (STAMP) es un conjunto
de aplicaciones muy popular, usado para la evaluacio´n de los distintos sistemas TM.
STAMP se compone por ocho aplicaciones de diferentes dominios, treinta configuraciones
y varios conjuntos de datos de entradas. Para facilitar la portabilidad de estas aplicaciones,
se han escrito en lenguaje C. A continuacio´n se resumen las aplicaciones incluidas en
STAMP:
Bayes: implementa un algoritmo de aprendizaje de la estructura de una red Bayesia-
na [27] . Bayes utiliza la mayor parte del tiempo largas transacciones, que contienen
grandes conjuntos de lectura y escritura.
Genome: crea un genoma original combinando un gran nu´mero de secuencias de
ADN. El algoritmo se compone de dos fases. En la primera fase, se crea el conjunto
2Disponible en http://tmware.org/tinystm
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de secuencias u´nicas. En la segunda, cada hilo de ejecucio´n intenta eliminar una
secuencia del conjunto de las no combinadas y an˜adirlas a su particio´n de secuencias
combinadas.
Intruder: implementa un sistema de deteccio´n de intrusos en una red (Network
Intrusion Detection System(NIDS)). STAMP proporciona una implementacio´n que
emula el disen˜o de 5 NIDS descritos en [15]. Los paquetes se procesan en paralelo en
tres fases: captura, reconstruccio´n y deteccio´n. Las fases de captura y reconstruccio´n
se implementan con transacciones.
Kmeans: implementa el algoritmo de agrupacio´n K-Means que clasifica objetos de
un espacio de N dimensiones en K clu´sters. La implementacio´n proporcionada por
STAMP esta´ tomada de [23].
Labyrinth: implementa una variacio´n del algoritmo de Lee [17]. La estructura base
de Labyrinth es una cuadr´ıcula de 3 dimensiones la cual representa un laberinto.
Cada uno de los hilos escoge dos puntos, uno inicial y otro final, que se deben
conectar utilizando los puntos adyacentes dentro de la cuadr´ıcula. Las transacciones
son utilizadas para calcular el siguiente punto del camino adyacente y an˜adirlo a la
cuadr´ıcula principal. Los conflictos ocurren cuandos dos o ma´s caminos se cruzan.
Ssca2: (Scalable Synthetic Compact Applications 2 ) [5] esta´ compuesta por 4 ker-
nels. STAMP utiliza el kernel 1 ya que es el ma´s adecuado para TM. Este kernel
genera una estructura de datos de tipo grafo. Para ello, utiliza arrays de adyacen-
cia y auxiliares. Los hilos van an˜adiendo nodos al grafo en paralelo utilizando las
transacciones para proteger los accesos al array compartido de adyacencia.
Vacation: implementa un sistema online de transacciones similar a SPECjbb2000 [3]
pero simulando un sistema de reservas de viajes. En la ejecucio´n de este algoritmo
varios clientes acceden a la base de datos para realizar o cancelar reservas.
Yada: (Yet Another Delaunay Application) implementa el algoritmo de Ruppert
para la mejora de redes Delaunay [24]. Se usa como estructura de datos un grafo
que almacena una serie de tria´ngulos que se modifica dentro de la transaccio´n.
Como se estudia en [26], no todas las aplicaciones de STAMP trabajan correctamente
o tienen resultados similares entre ejecuciones. Por tanto, del conjunto de aplicaciones del
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que partimos se descartan Bayes, Yada y Genome. Para poner a prueba las caracter´ısticas
de TM, cada una de las aplicaciones tiene una longitud de transaccio´n, taman˜o de los
conjuntos de lectura y escritura, tiempo empleado en las transacciones y tasa de aborto de










Intruder Corta Medios Media Alta
Kmeans Corta Pequen˜os Bajo Alta
Labyrinth Larga Grandes Alto Baja
Ssca2 Corta Pequen˜os Bajo Baja
Vacation Media Medios Alto Media
Tabla 1.1: Caracter´ısticas de las aplicaciones STAMP.
Las aplicaciones de STAMP tambie´n incluyen un conjunto de configuraciones reco-
mendadas. Kmeans y Vacation disponen adema´s de entradas de alta y baja contencio´n
reconocibles por el sufijo -high o -low. El taman˜o de los conjuntos de datos viene indicado
por los sufijos + y ++. Es este u´ltimo el utilizado en este trabajo puesto que es el que
proporciona una mayor carga de co´mputo.
1.5.3. Lenguajes de script
Para este trabajo se han utilizado dos lenguajes de script: Bash y Python. El lenguaje
Bash (Bourne Again Shell) es una shell de Unix y un lenguaje de comandos, escrito por
Brian Fox para el proyecto GNU a final de los an˜os 80. Surge como un reemplazo del
Bourne Shell siendo capaz de ejecutar todas sus instrucciones sin ninguna modificacio´n.
Bash permite, adema´s, otras operaciones como pueden ser: el ca´lculo de enteros, uso de
expresiones regulares, redirecciones de entrada y salida, y caracteres especiales.
El otro lenguaje de scripts utilizado en este trabajo es Python. Python es un lenguaje
interpretado multiplataforma. Guido van Rossum creo´ este lenguaje a finales de los an˜os
80 y es el encargado de llevar la administracio´n de Python Software Foundation. Este
lenguaje da la posibilidad a los programadores de programar de distintas maneras: pro-
gramacio´n orientada a objetos, programacio´n imperativa y programacio´n funcional. Una
de las carater´ısticas principales de Python es su lenguaje de alto nivel, proporcionando
una sintaxis que genera co´digos faciles de leer. A d´ıa de hoy se encuentran varias versiones
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de Python, la versio´n 2 y la versio´n 3. Au´n se sigue trabajando con ambas versiones ya que
entre ellas no son compatibles. Su uso ma´s comu´n es implementar scripts para servido-
res que funcionan de forma continua. Existen varias librer´ıas de Python. Concretamente,
en este trabajo se va a utilizar matplolib para producir figuras y gra´ficas de una forma
sencilla.
1.5.4. Latex
Latex es un sistema de edicio´n de textos normalmente utilizado en la creacio´n de
art´ıculos, libros te´cnicos y tesis. Latex se basa en instrucciones. Para crear un documento
en Latex primero se deben escribir mediante un editor de texto las ordenes y el contenido
que se quiere mostrar en el documento. A continuacio´n, el documento se compila y se
obtiene la salida correspondiente. En nuestro caso, hemos utilizado el compilador pdflatex
para generar el archivo PDF de esta memoria.
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Cap´ıtulo 2
Estudio de ejecucio´n concurrente
2.1. Caracterizacio´n de las aplicaciones
Como inicio del trabajo, partimos de estudios anteriores donde se han caracterizado
las aplicaciones de STAMP en un dispositivo ODROID [26]. Las conclusiones obtenidas
en este trabajo muestran la existencia de aplicaciones que ofrecen un mejor rendimiento
en el clu´ster little y otras que rinden mejor en el clu´ster big. A pesar de que el rendimiento
esta´ repartido entre los 2 clu´sters, el clu´ster little siempre proporciona una mejor eficiencia
energe´tica. Esta caracterizacio´n se ha realizado siempre de forma aislada, ejecutando cada
aplicacio´n en un u´nico clu´ster sin la intromisio´n de otras aplicaciones en el sistema.
En este trabajo, se pretende planificar de forma paralela una aplicacio´n en cada clu´ster.
Nos parece interesante saber si las conclusiones anteriores se pueden extenderse a una eje-
cucio´n concurrente de aplicaciones. Esto se ha llevado a cabo replicando los experimentos
del trabajo previo. En este caso, mientras se analiza el rendimiento y consumo energe´tico
de una aplicacio´n en uno de los clu´ster, se ejecuta otra aplicacio´n en el otro clu´ster. El
objetivo de este experimento es comprobar los posibles cambios en el rendimiento o con-
sumo energe´tico de las 5 aplicaciones en una ejecucio´n concurrente. Para ello, analizamos
el comportamiento de una aplicacio´n en un clu´ster mientras que en el otro ejecutamos
otras aplicaciones. Para cada aplicacio´n hemos realizado 10 ejecuciones y se muestra la
media.
En la Figura 2.1 mostramos las 25 posibles combinaciones de aplicaciones (esto es, 5
aplicaciones ejecuta´ndose en cada clu´ster). Podemos verificar que el comportamiento de
una aplicacio´n ejecuta´ndose en un clu´ster dado no var´ıa cuando ejecutamos otra aplicacio´n
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en el otro clu´ster. Por ejemplo la aplicacio´n Intruder siempre presenta un menor gasto
energe´tico en el clu´ster little, independientemente de la aplicacio´n que se ejecuta en el
clu´ster big. Analicemos ahora el comportamiento de las aplicaciones una a una.
Figura 2.1: Resultados de ejecutar las 25 posibles combinaciones de aplicaciones sobre
ambos clu´sters.
Intruder. La aplicacio´n Intruder tiene un mejor rendimiento y menor consumo energe´ti-
co en clu´ster little. Esto lo deducimos por que en la primera columna (en la que Intruder
siempre se ejecuta en el clu´ster big) los valores son mayores que los correspondientes
en las columnas little de la primera fila. Por tanto, independientemente de la aplicacio´n
ejecutandose en el otro clu´ster, siempre es mejor planificarla sobre el clu´ster little.
Labyrinth. El caso de Labyrinth es diferente. El tiempo de co´mputo y el consumo
energe´tico siempre son menores en el clu´ster big. Esto se debe a que Labyrinth requiere
mayor potencia de co´mputo y se beneficia de la cache de mayor taman˜o presente en el
clu´ster big (si observamos la Tabla 1.1, Labyrinth es la aplicacio´n con mayores requisitos).
Por tanto, se recomienda planificar esta aplicacio´n en el clu´ster big.
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Ssca2. En el caso de Ssca2 los tiempos de co´mputo son similares (en promedio, la di-
ferencia entre ambos clu´sters es de aproximadamente el 10%). Sin embargo, el consumo
energe´tico es siempre menor en el clu´ster little. En la casilla central de la tabla observamos
que no hay datos de la ejecucio´n Ssca2 en el clu´ster little. Esto se debe a que el sistema
operativo cancela la ejecucio´n de esta aplicacio´n en el clu´ster little mientras se esta´ ejecun-
tado otra instancia en el clu´ster big. Este suceso se encuentra bajo investigacio´n. En los
siguientes experimentos (esto es, cuando se ponga a prueba el planificador) se consideran
u´nicamente aquellos en los que Ssca2 no se planifica concurrentemente en los 2 clu´sters.
Kmeans. La aplicacio´n Kmeans tiene mejor consumo energe´tico y rendimiento en el
clu´ster big. Esta aplicacio´n se comporta de manera similar a Intruder.
Vacation. Para la aplicacio´n Vacation el uso del clu´ster little le proporciona una mejora
energe´tica significativa respecto al clu´ster big. Esto se debe a que se mantiene en ejecucio´n
durante ma´s tiempo en el clu´ster big.
El mismo estudio se ha repetido para medir el nu´mero de transacciones abortadas. Ha-
bitualmente las aplicaciones Intruder y Kmeans son las que tienen un mayor nu´mero de
transacciones abortadas (varios millones). Le sigue Vacation con varios miles de transac-
ciones abortadas. Labyrinth y Ssca2 so´lo presentan decenas de transacciones abortadas.
La Tabla 2.1 presenta un resumen de las caracter´ısticas mencionadas anteriormente.
En ella se indica el clu´ster en el que cada aplicacio´n presenta mejores resultados para
cada caracter´ıstica. Se ha considerado que presentan un comportamiento similar si las
variaciones son menores al 10%.
Aplicacio´n Tiempo de co´mputo Consumo energe´tico Transacciones abortadas
Intruder little little similar
Kmeans little little little
Labyrinth big little similar
Ssca2 similar little big
Vacation little little similar
Tabla 2.1: Resumen de rendimiento de las 5 aplicaciones STAMP sobre un procesador
big.LITTLE, indicando por cada aplicacio´n en que clu´ster genera mejor rendimiento
De este estudio podemos concluir varias cosas. En primer lugar las aplicaciones pre-
sentan un rendimiento estable mientras se ejecutan en un clu´ster aunque otra aplicacio´n
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se ejecute en otro clu´ster. En segundo lugar, comprobamos que el clu´ster little siempre
proporciona un menor consumo energe´tico. Por u´ltimo, tanto el tiempo de co´mputo como





En este trabajo se ha disen˜ado ScHeTM, un planificador de aplicaciones TM que se
ejecutan en un procesador multi-nu´cleo heteroge´neo. ScHeTM realiza una planificacio´n
thread-to-clu´ster. En principio, se asume que cada aplicacio´n va a utilizar un clu´ster
al completo por lo que no se realiza la planificacio´n thread-to-core. En las siguientes
subsecciones se expone el disen˜o de dicho planificador.
3.1.1. Visio´n general
La metodolog´ıa de planificacio´n se compone de 2 fases. En una primera fase, eva-
luacio´n, las aplicaciones son analizadas calculando una funcio´n de idoneidad Ic(T,E,A)
donde c se refiere al clu´ster (little o big) y los para´metros T, E, A medidas del tiempo, con-
sumo de energ´ıa y transacciones abortadas, respectivamente. Una vez caracterizadas las
aplicaciones comienza la segunda fase. En esta segunda fase las aplicaciones se planifican
adecuadamente usando el ana´lisis anterior.
La funcio´n de idoneidad de cada aplicacio´n tiene que calcularse tanto para el clu´ster
little (Ilittle(T,E,A)) como para el big (Ibig(T,E,A)). Esta funcio´n esta´ acotada entre 0 y
1 segu´n la aplicacio´n se adapte a cada clu´ster. 0 indica un mal rendimiento de la aplicacio´n
en dicho clu´ster, y deber´ıa evitarse, mientras que 1 indica que la aplicacio´n funciona de
forma o´ptima en dicho clu´ster. Esto se explica en la siguiente seccio´n con ma´s detalle. Este
ca´lculo debe realizarse para cada una de las aplicaciones que vamos a planificar, como se
muestra en la Figura 3.1. Para ca´lcular estas funciones, debemos usar los datos obtenidos
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a la hora de instrumentar las aplicaciones como se ha visto en el cap´ıtulo anterior.
Figura 3.1: Fase de evaluacio´n de las aplicaciones
Teniendo ya las funciones de idoneidad calculadas, el planificador esta´ listo para re-
cibir las aplicaciones, las cuales son proporcionadas por una cola. Con esto comienza la
segunda fase. En esta fase, las aplicaciones van llegando a los clu´sters, los cuales se pue-
den encontrar en 2 estados distintos: o esperando una aplicacio´n (si estaba previamente
ocioso) o ejecutando una aplicacio´n que se le ha asignado previamente. Esta segunda fase
se repite mientras sigan existiendo aplicaciones pendientes en la cola y exista un clu´ster
ocioso. Este proceso se explica con ma´s detalle a continuacio´n.
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Figura 3.2: Bu´squeda de aplicacio´n y aceptacio´n en el clu´ster big
En el ejemplo de la Figura 3.2 podemos ver como, en un principio, ambos clu´sters
esta´n ociosos y el clu´ster big escoge la primera aplicacio´n de la cola disponible (aplicacio´n
0). En este momento el clu´ster big compara su funcio´n de idoneidad para dicha aplicacio´n
contra la del clu´ster little (Ibig(T,E,A) > Ilittle(T,E,A)).
Figura 3.3: Bu´squeda de aplicacio´n y rechazo en el clu´ster little
Esta comparacio´n resulta ser verdadera y el clu´ster big acepta la aplicacio´n. Ahora,
en la Figura 3.3 el clu´ster big esta´ ocupado y el clu´ster little busca una aplicacio´n para
ejecutar. En este caso se obtiene de la cola la aplicacio´n 1. El siguiente paso es comparar
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las funciones de idoneidad de dicha aplicacio´n para el clu´ster little (Ilittle(T,E,A) >
Ibig(T,E,A)), lo cual en este caso da falso y el clu´ster little rechaza ejecutarla.
Figura 3.4: Bu´squeda de aplicacio´n y aceptacio´n en el clu´ster little
El u´ltimo caso, la aplicacio´n 1 (antes rechazada) vuelve al final de la cola como se
puede observar en la Figura 3.4. Entonces, el clu´ster little recibe de la cola la siguiente
aplicacio´n, repitiendo la misma evaluacio´n. Si la aplicacio´n sigue sin ser ido´nea, entonces
el proceso se repite hasta seleccionar una. Para evitar que uno de los clu´ster quede ocioso
demasiado tiempo, si se rechaza una de las aplicaciones, las condiciones se relajan para
as´ı poder aceptar una de las siguientes. Esto se consigue incrementando la funcio´n de
idoneidad del clu´ster ocioso para que pueda acercar sus valores al del otro clu´ster. Este
proceso se explica con ma´s detalle ma´s adelante.
3.1.2. Funcio´n de Idoneidad
En el paso 1 de la planificacio´n debe calcularse la funcio´n de idoneidad Ic(T,E,A) de
cada aplicacio´n en cada clu´ster. La funcio´n tiene la forma Ic(T,E,A) = tFc(T )+eFc(E)+
aFc(A), donde Fc(N) indica co´mo de ido´neo es el clu´ster c para la caracter´ıstica N de
la aplicacio´n, obteniendo un valor entre 0 y 1. Los 3 valores Fc(T ), Fc(E), Fc(A) esta´n
parametrizados por las contantes t, e y a, respectivamente. Debe cumplirse tambie´n que
0  t  1, 0  e  1, 0  a  1 y t+ e+ a = 1. Usando estas 3 constantes podemos indi-
carle a nuestro planificador ScHeTM que pondere de forma distinta a cada caracter´ıstica
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de la aplicacio´n. Inicialmente consideramos que cada una de las caracter´ısticas tiene el
mismo valor t = e = a = 1/3, lo que nos da una ponderacio´n equilibrada entre las 3 fun-
ciones que estudiamos. Ma´s adelante se estudian casos concretos donde una caracter´ıstica
sobresale del resto dandole mayor peso al para´metro que la pondera.
El ca´clulo de las funciones tFc(T ), eFc(E), aFc(A) es diferente para cada clu´ster. Sin
embargo, para cada caracter´ıstica T,E o A se calcula de la misma forma, por lo que las
llamamos de forma gene´rica Flittle(N) y Fbig(N) (donde N es T , E, o A).
Caracter´ıstica Valor del clu´ster little Valor del clu´ster big
Tiempo de ejecucio´n little: 20 s. big: 10 s.
Consumo de energ´ıa little: 50 J. big: 100 J.
Transacciones abortadas little: 500 big: 200
Tabla 3.1: Valores propuestos para el ejemplo
Como ejemplo, mostramos el ca´lculo de Flittle(N). El ca´lculo de Fbig(N) se realiza de
forma similar. Una vez instrumentadas y evaluadas las aplicaciones en cada clu´ster, se cal-
cula el valor k. Para la funcio´n Flittle(N) el valor de k se calcula como k = N(little)/N(big)
siendo N(little) y N(big) el valor de la caracter´ıstica N en los clu´ster little y big respecti-
vamente. Tomando como ejemplo los datos de la Tabla 3.1, el valor k para el clu´ster little
y la caracter´ıstica T (tiempo) es 2. El valor de k indica la eficiencia que tiene cada clu´ster
en funcio´n de la caracter´ıstica estudiada para la aplicacio´n actual. Un valor k menor que 1
nos indica que el clu´ster little rinde mejor que el clu´ster big para dicha aplicacio´n y, cuanto
ma´s se acerca a 0, mejor es el rendimiento de esta. Un valor de 1 indica que la aplicacio´n
rinde de igual manera en cualquiera de los dos clu´ster y un valor superior a 1 indica que el
clu´ster big tiene mejor rendimiento que el little. Estos valores mayores que 1 son ignorados
y sustituidos por 1. De esta forma, calculando Flittle(N) = 1 k= 1   N(little)/N(big)
obtenemos 0 si el clu´ster little no es el adecuado para esta aplicacio´n y 1 si se ejecuta
de forma o´ptima. El calculo de Fbig es similar y siguiendo el mismo razonamiento, Por lo
tanto Fbig(N) = 1 N(big)/N(little). En la Tabla 3.2 calculamos Flittle y Fbig para todas
las caracter´ısticas con los datos correspondientes a la Tabla 3.1.
De esta forma, la suma de los resultados obtenidos por las 3 funciones correspondientes
a Fc(T ), Fc(E) y Fc(A) esta acotada entre 0 y 3. Utilizando las constantes t, c, a definidas
anteriormente a = t = e = 1/3, Ic(T,E,A) = tFc(T ) + eFc(E) + aFc(A) nos proporciona
un valor entre 0 y 1. En la Tabla 3.3 se puede observar el ca´lculo de Ic(T,E,A) para la
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Fc(N) Flittle(N) = 1 N(little)/N(big) Fbig(N) = 1 N(big)/N(little)
Fc(T ) Flittle(T ) = 1  1 = 0 Fbig(T ) = 1  0, 5 = 0, 5
Fc(E) Flittle(E) = 1  0, 5 = 0, 5 Fbig(E) = 1  1 = 0
Fc(A) Flittle(A) = 1  0, 4 = 0,6 Fbig(A) = 1  1 = 0
Tabla 3.2: Ca´lculo de la funcio´n Fc(N) para los valores propuestos en 3.1
aplicacio´n anterior. En este caso, ScHeTM considera que el clu´ster little es ma´s adecua-
do para ejecutarla ya que, en 2 de los 3 para´metros, dicho clu´ster proporciona mejores
resultados.
Ilittle(T,E,A) Ibig(T,E,A)
Ilittle(T,E,A) = 0, 37 Ibig(T,E,A) = 0, 17
Tabla 3.3: Valores de la funcio´n de idoneidad
3.1.3. Planificacio´n
Una vez tenemos terminada la primera fase y, por tanto, se han calculado todos los
valores de Ic(T,E,A) para cada aplicacio´n en cada uno de los clu´ster, ScHeTM esta´
listo para recibir aplicaciones y comenzar a planificarlas. En primera instancia, los dos
clu´ster esta´n disponibles para recibir una aplicacio´n ya que ambos esta´n ociosos. As´ı pues,
cada uno de ellos toma una aplicacio´n distinta de la cola de aplicaciones. El clu´ster big
realiza la operacio´n Ibig(T,E,A) > Ilittle(T,E,A). Si esta comparacio´n es favorable el
clu´ster big (es decir, es verdadera) la aplicacio´n empieza su ejecucio´n en dicho clu´ster. En
caso contrario, cuando la condicio´n sea falsa, la aplicacio´n vuelve al final de la cola de
aplicaciones (para ser planificada en el futuro) y el clu´ster empieza el mismo ana´lisis pero
con la siguiente aplicacio´n disponible. De esta forma lo que se pretende es que cada clu´ster
acepte las aplicaciones que mejor se adapten a e´l y rechace aquellas que, previsiblemente,
se ejecutan de forma ma´s adecuada en el otro clu´ster.
3.1.4. Reparto de carga
Uno de los problemas que surgen con el tipo de algoritmo que disen˜amos en nuestro
planificador es el rechazo sistema´tico de aplicaciones en uno de los clu´ster, si este considera
que el otro clu´ster podr´ıa ejecutar las aplicaciones de forma ma´s eficiente. En el peor de
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los casos, puede que no ejecute ninguna de las aplicaciones y delegue la ejecucio´n de las
aplicaciones en el otro clu´ster.
Como solucio´n a este problema se introduce la constante B (bound) como l´ımite de
aplicaciones rechazadas por un mismo clu´ster de forma consecutiva. En el caso de que
un clu´ster rechace B aplicaciones, el planificador ejecuta la siguiente aplicacio´n asignada
sin importar la funcio´n de idoneidad entre los clu´ster. Esto soluciona el problema de que
un clu´ster pueda quedar ocioso indefinidamente. Para hacer esto de forma gradual, al
valor Ic(T,E,A) se le suma el valor r ⇤ (1   Ic(T,E,A))/B a la hora de la comparacio´n
Ibig(T,E,A) > Ilittle(T,E,A). El valor r indica el nu´mero de reintentos: inicialmente
(y cada vez que una aplicacio´n es plinificada en dicho clu´ster) r = 0. Cada vez que
una aplicacio´n es rechazada r = r + 1. Al realizar la operacio´n Ic(T,E,A) + r ⇤ (1  
Ic(T,E,A))/B estamos incrementando el valor de Ic(T,E,A) proporcionalmente, hasta
alcanzar el valor ma´ximo de 1 en el reintento B. Notar que, si todas las aplicaciones se
ejecutan de forma o´ptima en el mismo clu´ster, el reparto de tareas es el mismo que en una
planificacio´n aleatoria. En el clu´ster menos eficiente so´lo se planifican aplicaciones porque
se ha alcanzado el l´ımite B y esto puede no ser una solucio´n o´ptima. Durante la evaluacio´n





En este cap´ıtulo se discute la metodolog´ıa experimental seguida de la evaluacio´n,
presentando el entorno de trabajo, me´tricas utilizadas y la aplicaciones usadas.
4.1. Metodolog´ıa experimental
4.1.1. Implementacio´n y automatizacio´n de las pruebas
En este trabajo se han creado una serie de scripts tanto en Bash como en Python.
Estos scripts tienen el objetivo de automatizar nuestro trabajo. Los scripts usados en
Bash son test2.sh, parseTest.sh y eraseEnergy.sh. Tambie´n se usan scripts en Python para
la generacio´n de gra´ficas y la visualizacio´n de los resultados de forma nu´merica. Estos
scripts son parseTests2.py, generate2++.py, planificador.py y planificadorScHeTM.py. La
Figura 4.1 muestra el a´rbol de directorios sobre el que trabaja los scripts, lanzan los
experimentos y generan los resultados.
Para explicar la implementacio´n de nuestro planificador vamos a empezar explicando
los scripts desde el ma´s ba´sico, hasta el ma´s complejo.
tests2.sh. El primer script creado es tests2.sh el cual es el encargado de ejecutar las
pruebas en cada aplicacio´n. Este esta´ replicado en el directorio de cada aplicacio´n que
vamos a usar en el experimento, y esta´ disen˜ado para recibir 3 argumentos: Nu´mero de
pruebas, contencio´n en los para´metros de entrada y el clu´ster al que va a asignarse. Una























Figura 4.1: A´rbol de directorios
El argumento <N> indica el (N)u´mero pruebas que se van a realizar de forma
seguida. Lo normal en nuestro experimento es realizar solo una prueba por llamada.
El argumento <C> indica la (C)ontencio´n en los para´metros de entrada. Los valores
posibles son 1 para seleccionar el para´metro ++ en STAMP o 0 para el para´metro
+. En nuestras pruebas siempre usamos la ma´xima contencio´n.
El argumento <A> indica la (A)finidad de los hilos de ejecucio´n a los nu´cleos. Este
para´metro tiene como entrada l, dirigiendo la aplicacio´n a todos los nu´cleos del
clu´ster little o b cuando se quiere utilizar el clu´ster big.
Los resultados son guardados en el subdirectorio ./energy/ el cual se encuentra dentro
de cada aplicacio´n. Este directorio contiene 4 ficheros distintos: testsNTl, testsNTb, testsAl
y testsAb. En el archivo testsNTl se almacenan los datos correspondientes a el consumo
energe´tico y de rendimiento cuando se ha ejecutando la aplicacio´n en el clu´ster little,
mientras que testsNTb nos ofrece los datos del clu´ster big. Los ficheros testsAl y testsAb
guardan los datos de las transacciones abortadas en el clu´ster little y el clu´ster big,
respectivamente. Los datos de tiempo y consumo energe´tico se obtienen directamente de
las aplicaciones. Para obtener los datos de las transacciones abortadas, antes de iniciar el
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experimento, debe declararse la siguiente variable de entorno: export STM STATS=”1”. Por
ejemplo, para ejecutar las pruebas de Kmeans, se debe entrar en su directorio y utilizar
el comando ./ tests2 .sh 1 1 l, este comando nos genera los datos de rendimiento, consumo
de energ´ıa y transacciones abortadas en el clu´ster little. Dicha ejecucio´n crea los ficheros
testsNTl y testsAl. Si volvemos a ejecutar el mismo comando, los datos de esta nueva
ejecucio´n se concatenan en los archivos de datos ya existentes.
parsetests2.py. Para tratar los datos resultantes se utiliza parsetests2 .py el cual esta´
en cada uno de los subdirectorios de las aplicaciones. Este script de Python se encarga
de leer los campos claves de los documentos creados por tests2 .sh, obteniendo so´lo los
datos relevantes para el experimento y guarda´ndolos en un archivo con el nombre de la
aplicacio´n, la contencio´n y la extensio´n .csv. Por ejemplo si ejecutamos parsetests2.py en
la aplicacio´n Kmeans, en el subdirectorio ./energy se crea el archivo Kmeans++.csv.
eraseEnergy.sh. Este script se encuentra en el directorio STAMP. Su funcio´n es crear
un entorno adecuado para realizar el experimento, borrando los archivos anteriores y
generando nuevos ficheros vac´ıos.
parsetest.sh. Este script es el encargado de hacer las llamadas al script ./parsetests2 .py
de cada una de las aplicaciones.
planificador.py. Antes de implementar ScHeTM hemos implementado un planificador
a´vido. El objetivo es tener un planificador base con el que comparar nuestros resultados.
Este planificador se ha implementado en el script planificador .py. En primera instancia el
planificador a´vido prepara el terreno de pruebas ejecutando el script ./eraseEnergy men-
cionado antes. En el siguiente paso crea una cola con las aplicaciones a ejecutar. Esta
cola se implementa con la clase Queue() de Python. Esta clase en Python es Thread safe,
lo cual nos permite que en ningu´n momento tengamos que usar mecanismos de exclusio´n
mutua para evitar que ambos clu´sters accedan a la vez a la cola de aplicaciones. Una vez
creada la cola se crean 2 threads, uno para el core little y otro para el core big. Estos hilos
desencolan una aplicacio´n y la ejecutan usando el script tests2 .sh en el directorio corres-
pondiente a esta aplicacio´n. Una vez la cola esta vac´ıa, se lanza la llamada a parseTest.sh
el cual reu´ne todos los datos de toda la ejecucio´n. De esta forma, cada clu´ster ejecuta la
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primera aplicacio´n que recibe de la cola tratando de estar ocioso el menor tiempo posible.
planificadorScHeTM.py. El planificador ScHeTM se encuentra implementado en el
script planificadorScHeTM.py. Este script solicita un para´metro para indicar los valores de
t, e, a que se desean utilizar. La cola de aplicaciones se implementa de forma similar
al planificador a´vido. De la misma forma se utilizan los scripts eraseEnergy.sh, tests2 .sh
y parseTest.sh para la ejecucio´n de las aplicaciones. El u´nico cambio entre este script y
planificador .py es que a la hora de escoger la aplicacio´n a ejecutar usamos nuestra funcio´n
de idoneidad explicada en el cap´ıtulo de planificacio´n. Los valores necesarios para las
funciones de idoneidad esta´n almacenados en una matriz de datos incluida en este script.
Este script tambie´n se encarga de evaluar dichas funciones, gestionar la cola y seleccionar
el clu´ster ido´neo para la ejecucio´n.
generate2++.py. La ultima parte de nuestra ejecucio´n se completa con el script generate2
++.py, situado en el directorio graph. Es el encargado de leer todos los ficheros csv gene-
rados y crear las gra´ficas a partir de ellos. En este directorio existen 2 subdirectorios. En
el directorio input hay que colocar los ficheros csv generados por los planificadores tras
la ejecucio´n. El resultado de la llamada a gnerate2++.py se guarda en el directorio output.
Esta salida son una serie de gra´ficos en formato PDF.
4.1.2. Configuracio´n del hardware
La evaluacio´n de ScHeTM se ha llevado a cabo utilizando el dispositivo ODROID-XU3,
que incorpora un procesador multi-nu´cleo heteroge´neo de la familia ARM big.LITTLE.
La Tabla 4.1 resume las caracter´ısticas de este dispositivo.
Caracter´ıstica Descripcio´n
CPU Samsung Exynos-5422: Cortex-A15 y
Cortex-A7 big.little
Memoria principal 2 Gbyte LPDDR3 RAM 933MHz
GPU Mali-T628 MP6
Almacenamiento 32GB Sandisk iNAND Extreme
Medicio´n de energ´ıa Sensores separados para el clu´ster big, el
clu´ster little, GPU y memoria
S.O Linux odroid 3.10.59+
Tabla 4.1: Sistema ODROID-XU3 utilizado durante la evaluacio´n
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4.1.3. Configuracio´n de los experimentos
Para la evaluacio´n de nuestro planificador y todas sus variantes, se crea una cola
de 25 aplicaciones, la cual se compone de las 5 aplicaciones de STAMP previamente
analizadas, repitie´ndose de forma aleatoria. Durante el estudio previo a la evaluacio´n de
los experimentos, se ha observado que so´lo la aplicacio´n Labyrinth muestra un mejor
rendimiento en el clu´ster big. Por lo tanto hemos decidido darle un un mayor peso a
la probabilidad de que aparezca en nuestro sistema. En total, 12 de las 25 aplicaciones
de la cola son instancias diferentes de la aplicacio´n Labytinth. El resto de aplicaciones
son elegidas al azar entre Ssca2, Kmeans, Intruder y Vacation. Para cada una de las
aplicaciones, STAMP proporciona diferentes para´metros de entrada que hacen variar la
carga de trabajo. Se le proporciona a las aplicaciones la configuracio´n ++ tal, que es la
que proporciona una mayor carga al sistema. Cada experimento realizado se ha ejecutado
10 veces. Los resultados aqu´ı mostrados son el promedio de dichas ejecuciones. Los valores
analizados en las pruebas son: el tiempo de co´mputo (en segundos), el consumo de energ´ıa
(en Julios), y el nu´mero de transacciones abortadas (en millones). El tiempo de co´mputo
total es equivalente al tiempo del clu´ster que ma´s ha tardado de los 2 en terminar el
experimento. Lo mismo ocurre cuando se realiza la medicio´n de energ´ıa. El valor total
del consumo de energ´ıa viene dado por el clu´ster que mayor consumo tiene. No obstante,
el nu´mero de transacciones abortadas se determina sumando el nu´mero de transacciones
fallidas en cada clu´ster.
4.2. Resultados experimentales
4.2.1. Planificador a´vido
Como punto de partida, utilizamos un planificador thread-to-clu´ster que opera de
forma a´vida. La ejecucio´n empieza con ambos clu´sters en reposo a la espera de una
aplicacio´n STAMP. Estos escogen, en orden de llegada, la primera que encuentran en
la cola proporcionada y la ejecutan. Cuando uno de estos clu´ster termina la ejecucio´n
de esta aplicacio´n, el planificador proporciona al clu´ster la primera aplicacio´n que se
encuentre en la cola, independientemente del rendimiento esperado. De esta forma, cada
clu´ster se encuentra trabajando el mayor tiempo posible. Sin embargo, esta planificacio´n
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no garantiza un buen rendimiento de los nu´cleos tanto en te´rminos de tiempo como de
energ´ıa, o que la carga de trabajo este´ equilibrada. Nuestro objetivo es comprobar que
ScHeTM es capaz de mejorar al planificador a´vido, mejorando el tiempo de computo
requerido para ejecutar las aplicaciones as´ı como verificar la reduccio´n de energ´ıa y el
nu´mero de transacciones abortadas.
En la Figura 4.2 podemos observar los resultados del planificador a´vido. En este caso,
tanto el valor del consumo de energ´ıa como el nu´mero de transacciones abortadas por
el sistema (columna Total SoC) vienen determinadas por el clu´ster big. A primera vista
parece que el clu´ster little no ha abortado ninguna transaccio´n. Sin embargo, s´ı lo ha
hecho, so´lo que a menor escala (cientos de transacciones abortadas, frente a millones
abortadas por el clu´ster big). El tiempo de co´mputo, como se observa, esta determinado
por el clu´ster little. En total 12 de las 25 aplicaciones han sido planificadas en el clu´ster
big, mientras que las 13 restantes han sido ejecutadas en el clu´ster little. Sen˜alar que
aplicaciones como Labyrinth, que es ma´s eficiente respecto al tiempo de computo en el
clu´ster big, ha sido planificada varias veces en el clu´ster little. Por el contrario, aplicaciones
como Kmeans e Intruder, segu´n el ana´lisis previo, tienen mejor rendimiento en el clu´ster
little. No obstante, estas aplicaciones se han ejecutado exclusivamente en el clu´ster big.
De hecho, estas dos aplicaciones son las que producen ma´s transacciones abortadas en el
sistema. Las aplicaciones Vacation y SSCA2, las cuales tambie´n son ma´s eficientes en el
clu´ster little, han sido planificadas de forma equilibrada por ambos clu´sters.
Figura 4.2: Evaluacio´n de un planificador a´vido, donde la primera aplicacio´n disponible
es la que se ejecuta, independientemente del rendimento esperado.
4.2.2. Planificador ScHeTM
El planificador ScHeTM esta´ disen˜ado para realizar una distribucio´n ma´s inteligente
de las aplicaciones STAMP que vamos a usar. Como previamente hemos visto, estas apli-
caciones han sido instrumentadas y clasificadas en funcio´n de su rendimiento, consumo
energe´tico y nu´mero de transacciones abortadas. Los valores t, e y a de las funciones de
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idoneidad se han establecido en 1/3 (t = e = a = 0, 33) para proporcionar una planifica-
cio´n equilibrada entre los dos clu´sters. Tanto en esta configuracio´n equilibrada como en
las siguientes evaluadas en esta seccio´n, se ha establecido el nu´mero l´ımite de reintentos
B en 5. Recordemos que este nu´mero de reintentos existe para que uno de los clu´sters no
quede ocioso indefinidamente. En la Figura 4.3 podemos observar el rendimiento de las
aplicaciones cuando se utiliza ScHeTM. En este caso, ScHeTM ha planificado un total
de 17 aplicaciones sobre el clu´ster big, mientras que en el clu´ster little se han planificado
8 de ellas. La aplicacio´n Labyrinth, la cual presenta un mayor rendimiento en el clu´ster
big, ha sido planificada en este clu´ster en las 12 ocasiones en las que se ejecuta, creando
mejor eficiencia en comparacio´n con el planificador a´vido. El resto de aplicaciones ofrecen
mejor rendimiento en el clu´ster little ya que es el ma´s adecuado para aumentar el rendi-
miento, por lo que este intenta ejecutar todas las aplicaciones que pueda. Sin embargo,
algunas de ellas son planificadas en el clu´ster big para que este no este´ ocioso. Por estos
motivos, utilizando ScHeTM, el tiempo de co´mputo se reduce en torno a un 20% respecto
al planificador a´vido. El nu´mero de transacciones abortadas tambie´n obtiene una mejora
utilizando ScHeTM, logrando un 33% de mejora respecto al planificador a´vido. El mo-
tivo de esta mejora es debido a que muchas de las aplicaciones que producen la mayoria
de las transacciones abortadas (Intruder y Kmeans) son planificadas por ScHeTM en el
clu´ster little y en este se producen menos abortos de transacciones que en el clu´ster big.
Por contra, dado que el clu´ster big tiene mayor gasto energe´tico y ScHeTM planifica la
mayor´ıa de las aplicaciones en este clu´ster, el consumo de energ´ıa aumenta un 7% con
respecto a la planificacio´n a´vido.
Figura 4.3: Evaluacio´n de ScHeTM ponderando el tiempo de co´mputo al 33%, el consumo
de energ´ıa al 33% y el nu´mero de transacciones abortadas al 33%.
4.2.3. Parametrizacio´n de ScHeTM: Tiempo de computo
Tal y como se explica en la seccio´n del planificador, ScHeTM realiza un estudio de
las caracter´ısticas de un conjunto de aplicaciones STAMP (midiendo tiempo de co´mputo,
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consumo de energ´ıa y nu´mero de transacciones abortadas) para determinar si una aplica-
cio´n es apta para ser ejecutada en un determinado clu´ster o no. Esto se realiza utilizando
las funciones de idoneidad anteriormente descritas. Esas funciones pueden ponderarse pa-
ra dar un mayor peso a una de las caracter´ısticas de las aplicaciones antes mencionadas,
utilizando para ello las constantes t, e, y a.
La Figura 4.4 muestra la ejecucio´n de las aplicaciones en las que el tiempo de co´mputo
tiene un 70% del peso a la hora de calcular la funcio´n de idoneidad (t = 0, 7), mientras
que el consumo de energ´ıa y el nu´mero de transacciones abortadas tienen un 15% del
peso cada una ( e = a = 0, 15).
Figura 4.4: Evaluacio´n de ScHeTM ponderando el tiempo de co´mputo al 70%, el consumo
de energ´ıa al 15% y el nu´mero de transacciones abortadas al 15%.
En este caso, como podemos observar, el tiempo de co´mputo se reduce aun ma´s y el
trabajo de ambos clu´sters esta´ ma´s equilibrado. Aunque los clu´sters big y little ejecutan
el mismo nu´mero de aplicaciones que en la versio´n original de ScHeTM (17 y 8, respecti-
vamente), el trabajo esta´ distribuido de forma diferente. Una de las mejoras viene gracias
a la aplicacio´n Vacation, la cual tiene mejor tiempo de ejecucio´n en el clu´ster little, y
es ejecutada en mayor medida por este clu´ster. Adema´s, el movimiento de Vacation a
este clu´ster tambie´n ha resultado en la reduccio´n en el consumo de energ´ıa. En cambio,
otra aplicacio´n (Ssca2), que tiene un rendimiento similar en ambos clu´sters, es planificada
con mayor frecuencia en el clu´ster big consiguiendo un mejor equilibrio en la carga de
trabajo. En cuanto a las transacciones abortadas, este planificador nos deja en un punto
intermedio entre el planificador a´vido y la versio´n original de ScHeTM. En esta ocasio´n,
la mayor´ıa de las transacciones abortadas no recaen solo sobre uno de los clu´ster, sino
que se reparte de forma ma´s equitativa. Como resultado de los cambios introducidos en
la planificacio´n, esta versio´n de ScHeTM logra mejorar al planificador a´vido en un 40%
en cuanto a tiempo de co´mputo y reducir un consumo de energ´ıa en torno al 15%.
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4.2.4. Parametrizacio´n de ScHeTM: Transacciones abortadas
Otro de los para´metros que podemos ponderar es el nu´mero de transacciones aborta-
das. En este caso, hemos asignado un peso del 70% a dicho para´metro (a = 0, 7) y un
15% tanto al tiempo de co´mputo como al consumo de energ´ıa (t = e = 15%). La Figura
4.5 muestra los resultados de la ejecucio´n con esta parametrizacio´n.
En este caso no vemos una diferencia significativa con los resultados obtenidos en la
versio´n original de ScHeTM. La explicacio´n de estos resultados se debe a que el nu´me-
ro de transacciones abortadas tiene una variacio´n menor (porcentualmente) al cambiar
de clu´ster en comparacio´n con los otros para´metros. Por ejemplo, la aplicacio´n Intruder
var´ıa en menos de un 10% el nu´mero de transacciones abortadas al cambiar del clu´ster
big al clu´ster little, pero su eficiencia energe´tica es 5 veces mayor en el clu´ster little. Casos
similares ocurren en la mayor´ıa de las aplicaciones de STAMP que hemos seleccionado,
y aunque queramos que el planificador reduzca de manera ma´s eficiente las transaccio-
nes abortadas aumentando el para´metro a, no es suficiente como para contrarrestar las
grandes diferencias que puedan existir en las otras caracter´ısticas. Por otra parte las apli-
caciones como Intruder y Kmeans se han ejecutado ı´ntegramente en el clu´ster little. Como
comentamos anteriormente estas aplicaciones son las que aportan la mayor´ıa de las tran-
sacciones abortadas (conta´ndose por millones). Estas aplicaciones ya se ejecutaban en el
clu´ster little en ScHeTM con lo cual la disminucio´n de las transacciones abortadas en
este punto es nula. Por lo tanto, esta planificacio´n se comporta de manera muy similar a
ScHeTM proporcionando unos resultados parecidos.
Figura 4.5: Evaluacio´n de ScHeTM ponderando el tiempo de co´mputo al 15%, el consumo
de energ´ıa al 70% y el nu´mero de transacciones abortadas al 70%.
4.2.5. Parametrizacio´n de ScHeTM: Consumo energe´tico
De la misma forma, en la Figura 4.6, se representan los resultados obtenidos al modifi-
car nuestro planificador ScHeTM para proporcionar ma´s peso al consumo energe´tico 70%
(e = 0, 7) y as´ı intentar reducirlo. Los para´metros de tiempo de co´mputo y transacciones
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abortadas, las reducimos hasta un 15% (t = a = 0, 15). Podemos comprobar que esta
parametrizacio´n tiene un efecto negativo en el para´metro a optimizar, aumentando el con-
sumo de energ´ıa en un 6% respecto a la versio´n original de ScHeTM en lugar de reducirlo
como se esperar´ıa al realizar esta operacio´n. El motivo es que todas las aplicaciones tienen
mejor rendimiento energe´tico en el clu´ster little, as´ı que este acepta todas las aplicacio-
nes. El clu´ster big, de forma opuesta en primera instancia rechaza todas las aplicaciones,
llegando en muchos casos al l´ımite de rechazo B = 5. En este caso, el clu´ster big se ve
obligado a aceptar las aplicaciones tras 5 reintentos sin importar la eficiencia de estas.
Como resultado comprobamos que el comportamiento de ScHeTM enfocado al consumo
de energ´ıa tiene un comportamiento parecido al planificador a´vido, cuando u´nicamente
uno de los clu´sters es o´ptimo para ejecutar las aplicaciones. Esto puede mejorarse tenien-
do en cuenta no so´lo el nu´mero de reintentos para evitar que un clu´ster este´ ocioso, sino
otros para´metros como la similitud (o no) de las caracter´ısticas de la aplicacio´n cuando
se efectu´a en diferentes clu´sters.
Figura 4.6: Evaluacio´n de ScHeTM ponderando el tiempo de co´mputo al 15%, el consumo




5.1. Conclusiones de la planificacio´n
El este proyecto presentamos ScHeTM, un planificador thread-to-clu´ster para CPUs
multi-nu´cleo heteroge´neas enfocado a aplicaciones multi-hilo que utilizan TM como sopor-
te para exclusio´n mu´tua. En estas pruebas, y dependiendo de su configuracio´n, ScHeTM
consigue reducir un 40% el tiempo de co´mputo y un 15% la energ´ıa necesaria para eje-
cutar un conjunto de aplicaciones del benchmark suite STAMP en comparacio´n con un
planificador a´vido. Adema´s, el planificador desarrollado tambie´n logra reducir el nu´mero
de transacciones que abortan ya que planifica las aplicaciones en el clu´ster ma´s adecuado
para su ejecucio´n. Otra de las ventajas de ScHeTM es la capacidad de adaptacio´n de su
parametrizacio´n y permite al usuario decidir una pol´ıtica de planificacio´n para reducir
el tiempo de co´mputo, optimizar el uso de energ´ıa de la CPU, o minimizar el nu´mero
de transacciones abortadas. No obstante, dado que ScHeTM trata de evitar que alguno
de los clu´ster este´ ocioso y todas las aplicaciones son energe´ticamente ma´s eficientes en
el otro, no se consiguen mejoras en el consumo de energ´ıa cuando se trata de hacerlo.
El mecanismo utilizado para evitar que algu´n clu´ster este´ ocioso hace que ScHeTM se
comporte como un planificador a´vido cuando ninguna aplicacio´n puede aprovechar las
caracter´ısticas de dicho clu´ster.
El disen˜o y uso de ScHeTM como planificador de aplicaciones proporciona algunos
puntos que merecen la pena ser discutidos. Otro modo de utilizar ScHeTM es para plani-
ficar aplicaciones que no utilicen memoria transaccional junto con aplicaciones de memoria
transaccional. En el primer tipo de aplicaciones puede ser incluida el modelo considerado
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que el ratio de transacciones abortadas en el clu´ster little respecto al big es 1 (esto es,
que en ambos clu´ster el nu´mero de transacciones abortadas es el mismo). ScHeTM puede
adaptarse a otro tipo de aplicaciones, como aquellas que usan cerrojos. Puesto que la
obtencio´n de un cerrojo por parte de un hilo tiene un impacto negativo en el tiempo de
co´mputo y consumo de energ´ıa, esta informacio´n puede utilizarse para sustituir al para´me-
tro A (nu´mero de transacciones abortadas) en las funciones de idoneidad calculadas por
ScHeTM.
Otro punto discutible es el estudio inicial de las aplicaciones. Para el disen˜o de ScHeTM,
se ha partido de un estudio previo o✏ine de las aplicaciones del benchmark STAMP ob-
servando tanto sus resultados a la hora de ejecutarse de forma paralela como la existencia
de conflictos a la hora de ejecutar aplicaciones en sendos clu´ster a la vez. Si alguna apli-
cacio´n nueva es an˜adida al sistema, o no se dispone de la informacio´n previa necesaria,
ScHeTM podra´ comportarse como un planificador a´vido. Mientras las caracter´ısticas de
las aplicaciones son desconocidas, ScHeTM considerara´ ambos clu´sters igual de va´lidos
para la ejecucio´n de las aplicaciones. Conforme dicha aplicacio´n se planifica en los distin-
tos clu´ster, el planificador ScHeTM puede ir recopilando informacio´n de la ejecucio´n de
esta aplicacio´n. Una vez se ha ejecutado en ambos clu´sters, ScHeTM tiene informacio´n
necesaria para seleccionar el clu´ster ido´neo para el resto de ejecuciones.
En estos experimentos hemos visto 3 escenarios posibles, cada uno con sus implica-
ciones. En primer lugar, si la caracter´ıstica a optimizar esta´ bien diferenciada en ambos
clu´sters para la mayor´ıa de las aplicaciones (como el tiempo de co´mputo en nuestro ca-
so), entonces ScHeTM es capaz de ejecutar las aplicaciones de forma eficiente. En el caso
de que la caracter´ıstica que queremos optimizar se comporte de forma similar en ambos
clu´sters se comporta o bien como un planificador a´vido, o bien se deja influenciar por
los valores de otras caracter´ısticas. Por u´ltimo si la caracter´ıstica que queremos optimizar
siempre presenta mejor rendimiento en uno de los clu´ster, la ScHeTM se comporta como
un planificador a´vido: el clu´ster ma´s eficiente siempre acepta las aplicaciones proporcio-
nadas por la cola, mientras que el otro rechazara todas estas, hasta que sea obligado para
que no se quede en un estado ocioso.
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5.2. Conclusiones del TFG
En este trabajo se han completado los objetivos planteados inicialmente. Se analizaron
las aplicaciones del benchmark STAMP para as´ı poder trabajar con ellas. Se ha propuesto
un planificador ScHeTM el cual, segu´n la configuracio´n de para´metros que se le introduz-
can, obtiene mejor rendimiento que un planificador a´vido segu´n los datos analizados.
Para la realizacio´n de este trabajo de fin de grado se han tenido que adquirir conoci-
mientos tanto de Python como de Bash. Estos conocimientos nos han servido tanto para
la realizacio´n de los experimentos como para generar gra´ficas. Adema´s, se han adquiri-
do conocimientos de la arquitectura big.LITTLE de ARM y sobre el funcionamiento de
memoria transaccional. Se ha realizado tambie´n un estudio del arte previo sobre eficien-
cia energe´tica de los procesadores. Finalmente cabe destacar el aprendizaje del lenguaje
Latex para realizar esta memoria.
5.3. Trabajo futuro
Como trabajo futuro proponemos la introduccio´n de mejoras en el mecanismo utilizado
para evitar que los clu´ster permanezcan ociosos. Por ejemplo, en lugar de basarse u´nica-
mente en el nu´mero de reintentos, tambie´n puede incluirse informacio´n sobre la idoneidad
de la aplicacio´n. Otra manera de mejorar este proceso, es seleccionar la aplicacio´n que
mejor se comporte dentro de una ventana de aplicaciones, escogiendo as´ı entre la mejor
de un subgrupo, antes que haya que planificar de una forma aleatoria al llegar al ma´ximo
de reintentos. Adema´s, planteamos mejorar la evaluacio´n incluyendo aplicaciones tanto
secuenciales como otras paralelas que no utilicen memoria transaccional. El objetivo de
este experimento es comprobar como se adapta ScHeTM a distintas situaciones con ma´s
variedad de aplicaciones en ejecucio´n. Por u´ltimo, pretendemos estudiar la inclusio´n de
un planificador thread-to-core que permita seleccionar el nu´mero de hilos de ejecucio´n
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