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Resumo
Neste trabalho, adotamos o tratamento canoˆnico para estudar a quantizac¸a˜o de mo-
delos de gauge de categorias bastante distintas, e em diversas dimenso˜es. O me´todo dos
projetores simple´ticos e´ utilizado e sua consisteˆncia verificada para identificar o espac¸o de
fase reduzido em cada caso.
Abstract
In this work, we analyse several classes of gauge models from the canonical viewpoint.
The symplectic projector method is applied, and its consistency in the identification of
the reduced phase space is checked for each case.
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Cap´ıtulo 1
Introduc¸a˜o
Uma caracter´ıstica comum a todas as formulac¸o˜es teo´ricas que descrevem as interac¸o˜es
fundamentais da Natureza e´ a existeˆncia de uma simetria interna chamada simetria de
gauge:
Inter. Fundamental =⇒ Simetria de Gauge.
Esta simetria introduz aspectos que dificultam o tratamento destas teorias, uma vez que
da´ı decorre uma singularidade na Lagrangeana, refletida no aparecimento de um Hessiano
nulo:
Simetria de Gauge =⇒ L singular
Por sua vez, uma teoria com Lagrangeana singular implica, ao se tentar construir um
formalismo Hamiltoniano, na existeˆncia de v´ınculos entre as coordenadas do espac¸o de
fase:
L singular =⇒ φm (q, p) = 0
Este quadro tem despertado um grande interesse nos u´ltimos 50 anos, visto que sa˜o
evidentes as dificuldades em se estabelecer um formalismo de quantizac¸a˜o canoˆnica neste
caso.
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Realmente, um progresso nota´vel foi alcanc¸ado nas u´ltimas duas de´cadas com o chama-
do formalismo BRST [1]. Verificou-se, em linhas gerais, que o tratamento deste problema
poderia ser feito de maneira eficaz ao se estender o espac¸o de fase, via introduc¸a˜o de
varia´veis extras ( com paridade de Grassmann invertida), e obter uma simetria mais ger-
al, que permite a recuperac¸a˜o da estrutura canoˆnica desejada. As quantidades cla´ssicas
e quaˆnticas sa˜o vistas como objetos no grupo de cohomologia de um operador nilpotente
que codifica a simetria do sistema. A superf´ıcie “f´ısica” encontra-se embebida neste espac¸o
“aumentado” e a f´ısica e´ resgatada na soluc¸a˜o do problema cohomolo´gico. Apesar deste
me´todo, em suas va´rias formulac¸o˜es, tratar com todas as situac¸o˜es de uma maneira mar-
cadamente eficiente, permitindo a soluc¸a˜o de problemas complexos como a identificac¸a˜o
de anomalias, termos de Schwinger e renormalizac¸a˜o, perde-se a´ı um tanto do quadro
intuitivo do espac¸o f´ısico.
Por outro lado, a soluc¸a˜o no sentido oposto, qual seja, o de reduzir o espac¸o original,
eliminando-se as varia´veis espu´rias cuja existeˆncia os v´ınculos acusam, e obtendo assim o
espac¸o f´ısico correspondente, na˜o tem obtido o mesmo progresso. A dificuldade fundamen-
tal neste sentido seria a de na˜o ser trivial a eliminac¸a˜o de varia´veis atrave´s da expressa˜o
dos v´ınculos no caso geral. E´ precisamente nesta direc¸a˜o que o presente trabalho de tese
caminha.
O me´todo que apresentaremos, e que doravante chamaremos de “me´todo dos projetores
simple´ticos (MPS), nasceu de um trabalho original do Prof. C. M. do Amaral [2], tratan-
do sistemas cla´ssicos discretos, na˜o- relativ´ısticos, sujeitos a um conjunto de v´ınculos
holoˆnomos independentes no espac¸o de configurac¸o˜es. Ao identificar a hipersuperf´ıcie
onde se realiza a dinaˆmica com aquela definida pelos v´ınculos, Amaral construiu um pro-
jetor que define, localmente, um conjunto de coordenadas linearmente independentes no
espac¸o tangente isomorfo a` superf´ıcie dos v´ınculos. Este conjunto de coordenadas, livre
de v´ınculos, serve como base para a descric¸a˜o da dinaˆmica sobre a superf´ıcie.
Foi seguindo sugesta˜o sua que nos pusemos a trabalhar de forma ana´loga na construc¸a˜o
de uma estrutura geometricamente equivalente no espac¸o de fase de teorias de gauge. Na˜o
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foi dif´ıcil perceber que sua estrate´gia geome´trica poderia ser utilizada no espac¸o de fase
([3],[4]) com a u´nica e severa restric¸a˜o de que os v´ınculos presentes se enquadrem na
categoria de v´ınculos de segunda-classe, na terminologia de Dirac [5]. O que em teorias
de gauge significa exatamente a condic¸ao de realizar o gauge-fixing desde o in´ıcio ([6] ,[7]
,[1]). Desta maneira, pudemos testar o MPS em diversos exemplos de teorias de gauge,
desde situac¸o˜es cla´ssicas como o eletromagnetismo em 4-D [8] ate´ problemas mais atuais
como cordas na˜o-comutativas [9]. Apesar do fato de ser menos poderoso que o me´todo
BRST e mais restrito em suas aplicac¸o˜es, o MPS e´ bem mais simples de tratar nas va´rias
situac¸o˜es em que na˜o se esteja interessado em manter toda a generalidade de BRST. Em
alguns casos os resultados concordaram com aquilo que ja´ se conhecia, enquanto que em
outros o MPS ajudou na investigac¸a˜o do conteu´do f´ısico dos modelos em questa˜o.
Este trabalho estara´ organizado da seguinte maneira: no Cap´ıtulo 2 faremos uma
breve revisa˜o dos conceitos ba´sicos utilizados por Amaral [2], a extensa˜o ao espac¸o de fase
e a`s teorias de gauge, assim como algumas considerac¸o˜es gerais a respeito do projetor e a
estrutura do espac¸o f´ısico. No Cap´ıtulo 3 trataremos de sistemas simples que podem bem
ilustrar o MPS ([10] , [11]). Em seguida, no Cap´ıtulo 4, analisaremos alguns problemas de
teorias de gauge onde pudemos aplicar o MPS e obter resultados interessantes ([8], [12],
[14]). Finalmente, o Cap´ıtulo 5 dete´m-se na aplicac¸a˜o do me´todo a teorias de campos para
objetos estendidos, tratando especificamente de uma corda bosoˆnica com extremidades
ligadas a D-branas [9]. Conclu´ımos com as Considerac¸o˜es Finais e Futuras Perspectivas,
discutidas no Cap´ıtulo 6.
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Cap´ıtulo 2
Fundamentos Teo´ricos
Neste cap´ıtulo mostraremos como, partindo dos argumentos originais do Prof. C. M. do
Amaral [2], constru´ımos o projetor simple´tico para teorias de campos no espac¸o de fase.
A construc¸a˜o, puramente geome´trica, toma por base a natureza simple´tica da geometria
presente. Conexo˜es com o tratamento usual, de Dirac [5], sa˜o tambe´m discutidas, assim
como algumas propriedades gerais recentemente estudadas [11].
2.1 Espac¸os de Configurac¸o˜es
Consideremos como ponto de partida um sistema discreto para o qual o espac¸o de con-
figurac¸o˜es En e´ Euclidiano e isomorfo a Rn. As coordenadas Cartesianas globais sa˜o xν ,
onde ν = 1, . . . , n. Por hipo´tese o sistema se encontra sujeito a um conjunto mı´nimo de
r v´ınculos holoˆnomos independentes. A superf´ıcie de v´ınculos e´ descrita pelo seguinte
conjunto de equac¸o˜es independentes
Σ : φI(xν) = 0, (2.1)
onde I = 1, 2, . . . , r. A superf´ıcie Σ e´ geome´trica e independente da dinaˆmica. Portanto,
os objetos geome´tricos relacionados a ela sa˜o invariantes frente a evoluc¸a˜o do sistema.
Entretanto, a dinaˆmica se realiza sobre Σ e queremos encontrar um sistema de coordenadas
local sobre ela e livre de v´ınculos.
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O primeiro ponto a ser notado e´ que e´ poss´ıvel construir um sistema de coordenadas
local em cada ponto x ∈ En de coordenadas globais xν se um campo matricial regular
M(xν) e´ dado. Como a construc¸a˜o e´ puramente geome´trica, os elementos deM(xν) devem
ser independentes do tempo. Se eµ e´ a base ortogonal de E
n associada a`s coordenadas
Cartesianas globais, a base local fa(x), onde a = 1, 2, . . . , n , associada ao sistema de
coordenadas em P e´ dada por
fa(x) = M
µ
a (x)eµ. (2.2)
Em geral, Mµa (x) definira´ coordenadas locais tambe´m em Σ. A configurac¸a˜o do sistema
no instante t sera´ dada por um vetor posic¸a˜o x(t) , no espac¸o de configurac¸o˜es, de um
ponto da trajeto´ria contida em Σ.
A fim de projetar na superf´ıcie de v´ınculos, escolhemos uma base local espec´ıfica em
cada ponto x ∈ Σ separando o espac¸o tangente T nx (E) a En em x na soma direta
T n−rx (Σ) ⊕ N rx(Σ). Aqui,T n−rx (Σ) e´ o espac¸o tangente a Σ em x e N rx(Σ) e´ o espac¸o
normal. A base local e´ enta˜o separada como fa(x) = {nI(x), tj(x)}, onde nI(x) forma a
base normalizada de N rx(Σ) enquanto tj, j = r + 1, . . . , n , e´ a base no espac¸o tangente
T n−rx (Σ).
A base nI(x) pode ser constru´ıda em termos dos v´ınculos φI(x) ; sejam
CIµ ≡
∂φI(x)
∂xµ
(2.3)
as componentes do vetor CI , normal a` superf´ıcie de v´ınculos. Como os v´ınculos sa˜o, por
hipo´tese, linearmente independentes, o conjunto de vetores unita´rios
nI(x) =
CI (x)
|CI (x)| (2.4)
forma uma base na˜o - ortogonal no espac¸o N rx(Σ). Estes vetores geram a me´trica g
IJ(x),
que pode ser expressa em termos da me´trica global gµν como
gIJ = gµν∂µφ
I∂νφ
J . (2.5)
De posse destes objetos, e´ fa´cil construir um projetor que projete os vetores de En
na vizinhanc¸a de x [2]. Uma maneira de ver isso e´, usando a notac¸a˜o bra-ket de Dirac,
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onde 〈nK | esta´ na base canoˆnica do espac¸o cotangente T ∗(n−r)x associado a |nJ〉, escrever
o projetor Λ(x) como
Λ(x) = 1− gJK |nJ〉 〈nK | . (2.6)
Realmente, escrevendo o vetor gene´rico V na base local como V =V I |nI〉+V j |tj〉 vemos
que
ΛV =
[
1− gJK |nJ〉 〈nK |
] (
V I |nI〉+ V j |tj〉
)
= VI |nI〉+ V j |tj〉 − gJK |nJ〉 〈nK |
(
V I |nI〉+ V j |tj〉
)
= V I |nI〉+ V j |tj〉 − gJK |nJ〉 〈nK | V I |nI〉
= V I |nI〉+ V j |tj〉 − V I |nI〉 = V j |tj〉
A partir de (2.6), com (2.5), podemos escrever os elementos de matriz do projetor
expl´ıcitamente em termos dos v´ınculos:
Λµν = δ
µ
ν − gµα∂αφIgIJ∂νφJ (2.7)
O projetor (2.7) selecionara´ as componentes paralelas ao espac¸o tangente a Σ em x
de qualquer vetor no espac¸o de configurac¸o˜es. Como discutido em [2], o espac¸o tangente
local e´ livre de v´ınculos. A fim de encontrar a configurac¸a˜o local do sistema em qualquer
instante t basta projetar o vetor de configurac¸a˜o x(t) fazendo Λ atuar sobre ele. Os dois
espac¸os T n−rx e N
r
x sa˜o dados pelos autovetores do projetor complementar Q(x) = 1−Λ(x)
associados aos autovalores 0 e 1, respectivamente.
Com uma escolha apropriada da matriz Mµa (x), podemos separar as componentes
do vetor de configurac¸a˜o em dois conjuntos {xj(t), xI(t)} que satisfazem as seguintes
condic¸o˜es de contorno [2]
x˙I(t) = 0 , xI(t) = φI(x) = 0, (2.8)
onde os vetores foram ordenados com I = n− r+1, . . . , n. A transformac¸a˜o regular geral
para coordenadas locais que satisfaz (2.8) deixa invariante a Lagrangeana e, portanto, a
Lagrangeana projetada pode ser localmente escrita como
L′(xj(t), x˙j(t)) = L(xν(t), x˙ν(t)) (2.9)
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A dinaˆmica local e´ dada pelas equaco˜es livres de Euler-Lagrange obtidas a partir de
L′ em termos de xj apenas, ou de L com as condic¸o˜es de contorno (2.8).
2.2 O Projetor Simple´tico Λ e as Varia´veis F´ısicas
A passagem para o espac¸o de fase nos obriga, em princ´ıpio, a tomar em conta a estrutura
de geometria simple´tica agora presente, e que deve ser cuidadosamente levada em consi-
derac¸a˜o. Veremos que esta estrutura define exatamente o tipo de v´ınculos com o qual e´
poss´ıvel construir um projetor em analogia com o que foi feito acima. Antes, entretanto,
vamos estabelecer alguns conceitos fundamentais na formulac¸a˜o canoˆnica de teorias de
gauge.
No tratamento geral de teorias com Lagrangeano singular [5], revela-se a existeˆncia de
relac¸o˜es envolvendo momenta e coordenadas ao se realizar a transformac¸a˜o de Legendre.
Estas relac¸o˜es sa˜o chamadas de v´ınculos prima´rios da teoria. Condic¸o˜es de consisteˆncia,
ao serem impostas sobre estes, da˜o origem a outros v´ınculos, que por isso sa˜o chama-
dos de v´ınculos secunda´rios. Este processo de verificac¸a˜o de condic¸o˜es de consisteˆncia
e gerac¸a˜o de novos v´ınculos e´ conhecido na literatura como algoritmo de Dirac. Findo
este processo obtem-se o conjunto de v´ınculos ao qual o modelo se sujeita, na˜o possuindo
maior relevaˆncia a distinc¸a˜o entre v´ınculos prima´rios ou secunda´rios. Entretanto, uma
outra distinc¸a˜o, esta sim de cara´ter fisicamente bastante relevante, tem enta˜o lugar. Al-
guns v´ınculos possuem pareˆnteses de Poisson nulos, ao menos fracamente, na terminologia
de Dirac, com todos os outros e com a Hamiltoniana. Servem enta˜o como geradores de
transformac¸o˜es canoˆnicas, e sa˜o rotulados de v´ınculos de primeira-classe. Sera˜o denotados
por
χm (q, p) ≈ 0 , (2.10)
onde o s´ımbolo ≈ significa igual sobre a superf´ıcie definida pelos v´ınculos.
Todos os demais sa˜o chamados v´ınculos de segunda-classe, e sera˜o denotados por
ϕn (q, p) ≈ 0 . (2.11)
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Pela sua definic¸a˜o, estes v´ınculos sa˜o tais que a matriz com elementos
∆mn = {ϕm, ϕn} (2.12)
e´ invers´ıvel.
A simples presenc¸a de v´ınculos entre as coordenadas do espac¸o de fase induz a` possi-
bilidade de expressar algumas destas em termos de um conjunto mı´nimo de coordenadas
independentes, e este e´ em esseˆncia o argumento funtamental que norteia a busca de um
espac¸o de fase reduzido, ou f´ısico. Naquelas teorias em que os v´ınculos presentes sa˜o todos
de segunda-classe esta possibilidade, em princ´ıpio, e´ plenamente realiza´vel, como veremos
adiante. As dificuldades aumentam quando da presenc¸a de v´ınculos de primeira-classe,
como veremos a seguir.
A simetria obtida pelas transformac¸o˜es geradas pelos v´ınculos de primeira-classe e´
chamada simetria de gauge, neste contexto. As teorias de campos de gauge sa˜o enta˜o
teorias que conteˆm v´ınculos de primeira-classe, por definic¸a˜o. Pore´m, a existeˆncia desta
simetria implica na na˜o-biunivucidade na relac¸a˜o entre estados f´ısicos e pontos do espac¸o
de fase; ou seja, a um estado f´ısico esta˜o associados pontos do espac¸o de fase que diferem
por uma transformac¸a˜o canoˆnica gerada pelos v´ınculos de primeira-classe. Para eliminar
esta ambiguidade na descric¸a˜o do sistema, um conjunto de relac¸o˜es deve ser imposto ad
hoc de maneira a tornar o conjunto original de v´ınculos de primeira-classe em um novo
conjunto, estendido, agora de segunda-classe. Este procedimento e´ conhecido na literatura
como gauge fixing.
Retornemos a` questa˜o da construc¸a˜o do projetor no espac¸o de fase. A geometria da
superf´ıcie de v´ınculos [1], em se tratando de um espac¸o de fase, e´ caracterizada pela ex-
isteˆncia de uma dois-forma induzida, J ij , heranc¸a do fato de esta superf´ıcie estar embebida
em um espac¸o que possui uma dois-forma simple´tica natural, um tensor antissime´trico
na˜o-degenerado de rank-2, Jµν , cujas componentes, em um sistema de coordenadas sim-
ple´tico ξλ sa˜o fornecidas pelos pareˆnteses de Poisson fundamentais:
Jµν = {ξµ, ξν} (2.13)
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Seja 2N a dimensa˜o do espac¸o original, e M o nu´mero de v´ınculos presentes. Como
desejamos obter um espac¸o de fase reduzido que contenha apenas a f´ısica do sistema,
devemos procurar condic¸o˜es que nos garantam que este espac¸o reduzido possua uma dois-
forma induzida invers´ıvel e uma estrutura de pareˆnteses de Poisson bem definida. E´
relativamente simples mostrar [1] que esta estrutura estara´ garantida se o conjunto de
v´ınculos em questa˜o e´ um conjunto irredut´ıvel e de segunda-classe.
Embora esta seja uma restric¸a˜o aparentemente forte, na maior parte dos casos de
interesse f´ısico ela pode ser contornada. A questa˜o envolvida aqui esta´ relacionada ao
teorema de Darboux, que assegura que, pelo menos localmente, e´ sempre poss´ıvel garantir
a existeˆncia de um conjunto de condic¸o˜es de gauge fixing que transforme um conjunto de
v´ınculos de primeira-classe em outro de segunda-classe.
Desta maneira, supondo um conjunto de v´ınculos de segunda-classe adequadamente
constru´ıdo, e levando em considerac¸a˜o que a estrutura geome´trica que sustenta a constru-
c¸a˜o do projetor no espac¸o de configurac¸o˜es e no espac¸o de fase e´ basicamente a mesma, e´
fa´cil ver que a extensa˜o natural do projetor (2.7) para o espac¸o de fase, agora no cont´ınuo,
e´ obtida com a seguinte expresa˜o para o projetor simple´tico:
Λµν(x, y) = δ
µ
ν δ
3(x− y)− Jµα
∫
d 3ρ d 3σ δα(x)ϕ
i(ρ) Jij(ρ, σ) δν(y)ϕ
j(σ) (2.14)
onde δα(x)ϕ
i(ρ) ≡ δϕi(ρ)
δξα(x)
, e Jij e´ a matriz inversa daquela formada pelos Pareˆnteses de
Poisson entre os v´ınculos, e vem a ser a 2-forma induzida na superf´ıcie dos v´ınculos.
As varia´veis projetadas
ξ∗µ (x) =
∫
dyΛµν(x, y)ξ
ν (y) (2.15)
sa˜o, em princ´ıpio, independentes, livres de v´ınculos, e possuem regras canoˆnicas de comu-
tac¸a˜o. Sera˜o, daqui por diante, chamadas de varia´veis f´ısicas.
Por analogia ao que foi discutido acima (2.8 , 2.9) e´ fa´cil concluir que a Hamilto-
niana projetada deve ser obtida da Hamiltoniana original via H∗ = H (ξ∗); ou seja, a
Hamiltoniana f´ısica e´ obtida da Hamiltoniana original reescrevendo esta em termos das
11
varia´veis projetadas. As equac¸o˜es de movimento obtidas atrave´s do princ´ıpio variacional
neste espac¸o reduzido livre de v´ınculos sa˜o as equac¸o˜es de Hamilton-Jacobi usuais:
ξ˙∗ = {ξ∗, H∗} (2.16)
2.3 Discusso˜es e Concluso˜es Gerais
Algumas considerac¸o˜es nos parecem dignas de notas. Em primeiro lugar, pode-se observar
a semelhanc¸a estrutural entre a expressa˜o (2.14) e a bem conhecida matriz dos Pareˆnteses
de Dirac fundamentais:
DMN = {ξM , ξN}D = JMN − JMLJKN δϕm
δξL
∆−1mn
δϕn
δξK
. (2.17)
Foi proposto originalmente por Dirac utilizar estes pareˆnteses para fazer a passagem aos
comutadores quaˆnticos. Entretanto, existe um se´rio defeito na estrutura dos pareˆnteses
de Dirac, qual seja, como pareˆnteses estendidos, os comutadores obtidos a partir deles
perdem a estrutura de deltas de Kronecker. Uma maneira de evitar este problema e´
manter pareˆnteses com estrutura canoˆnica, reduzindo a ana´lise do sistema ao subespac¸o
f´ısico embebido no espac¸o de fase. Este objetivo pode ser alcanc¸ado atrave´s da construc¸a˜o
de operadores de projec¸a˜o sobre a superf´ıcie f´ısica, da maneira que estamos propondo.
E´ fa´cil ver que a seguinte relac¸a˜o entre o projetor geome´trico e a matriz alge´brica de
Dirac existe:
Λ = −DJ. (2.18)
Esta relac¸a˜o simples conecta dois objetos que sa˜o construidos por abordagens completa-
mente independentes.
Uma segunda observac¸a˜o que podemos fazer refere-se ao trac¸o da matriz do projetor:
considere em (2.14) µ = 1, .., 2N e i = 1, ..,M ; sendo Jjk definido por
{ϕi, ϕj}Jjk = δik (2.19)
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e como, da definic¸a˜o dos Pareˆnteses de Poisson
{A,B} = Jαµ δA
δξα
δB
δξµ
, (2.20)
podemos reescrever (2.19) como
− Jαµ δϕ
i
δξα
Jkj
δϕj
δξµ
= δik. (2.21)
Logo,
Jµα
δϕi
δξα
Jij
δϕj
δξµ
= δii =M. (2.22)
Podemos enta˜o computar o trac¸o Λµµ em (2.14). Usando que δµµ = 2N e mais o
resultado em (2.22), encontramos que
TrΛ = 2N −M. (2.23)
Nota-se que este coincide com o nu´mero de graus de liberdade do sistema, ou seja, partindo
de um sistema com 2N coordenadas simple´ticas sujeitas a 2M v´ınculos de segunda-classe,
este sera´ descrito por 2(N−M) coordenadas independentes, auto-vetores com auto-valores
na˜o-nulos da matriz do projetor.
Um outro resultado que obtivemos recentemente esta´ relacionado com uma forma
alternativa de escrever e ver a estrutura do MPS. Para isso, escrevamos simplesmente o
projetor como
Λ =
1
2
(1+ S) (2.24)
Naturalmente, o projetor suplementar, que chamaremos V, pode ser escrito como
V =
1
2
(1− S) (2.25)
Qual seria a motivac¸a˜o para escrever estes projetores nesta forma? Podemos ver
facilmente que os auto-vetores da matriz S sa˜o as varia´veis f´ısicas, ξ∗, com auto-valores
+1, e as varia´veis na˜o-f´ısicas, ξ
∗
, com auto-valores −1:
Sξ∗ = (2Λ− 1) ξ∗ = ξ∗ (2.26)
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S ξ
∗
= − (2V − 1) ξ∗= − ξ∗ (2.27)
Isto e´, encontrar os auto-vetores da matriz S corresponde a encontrar, expl´ıcitamente,
quais sa˜o as varia´veis f´ısicas e quais sa˜o as na˜o-f´ısicas! E´ interessante notar que a condic¸a˜o
detS = +1 garante a dimensa˜o par para o espac¸o f´ısico!
Realmente, encontrar as varia´veis na˜o-f´ısicas na˜o e´ algo que usualmente se pretenda.
Mas observamos que quando encontramos o vetor ξ∗ atrave´s de (2.15) na˜o encontramos,
em geral, explicitamente as varia´veis f´ısicas: algumas das componentes deste vetor sa˜o
identicamente nulas, mas algumas sa˜o linearmente dependentes das outras, e enxergar
esta dependeˆncia pode na˜o ser simples em alguns problemas, seja por uma escolha infeliz
de condic¸o˜es de gauge fixing, seja pela pro´pria complexidade do modelo. Enta˜o, pelo
menos nestas situac¸o˜es mais complicadas, a matriz S pode ser a mais u´til.
Tambe´m vale notar que as observa´veis da teoria dependem localmente das coordenadas
ξ∗ sobre a superf´ıcie dos v´ınculos. Realmente, como para a Lagrangeana, as condic¸o˜es de
contorno (2.8)(observada a extensa˜o natural para o espac¸o de fase) devem ser tomadas em
conta ao se determinar qualquer observa´vel, o que ultimamente expressa a independeˆncia
da func¸a˜o correspondente nas coordenadas locais normais a` superf´ıcie f´ısica.
Finalmente, uma questa˜o central em teorias de campo com simetria de gauge, no
que diz respeito ao me´todo de projetores simple´ticos, merece alguns comenta´rios. Como
vimos, o MPS toma como ponto de partida um “bom” conjunto de v´ınculos de segunda
classe. Entretanto, a simetria de gauge em uma teoria de campo implica na existeˆncia
de v´ınculos de primeira-classe. Tem-se enta˜o como central a questa˜o do gauge-fixing.
Uma escolha de condic¸o˜es de gauge que “fixe” o gauge de maneira correta, e que na˜o
gere ambiguidades, como as de Gribov, e´ uma condic¸a˜o determinante na aplicabilidade
do MPS. Embora existam teorias em que esta escolha na˜o possa ser feita globalmente,
sabemos que localmente esta e´ sempre poss´ıvel. Por outro lado, em todos os casos que
aplicamos o MPS ate´ o momento, como os que sera˜o mostrados adiante, tal escolha foi
poss´ıvel sem ambiguidades. Casos em que esta escolha so´ e´ possivel localmente devera˜o
merecer um estudo futuro.
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Cap´ıtulo 3
Modelos Ilustrativos
Com o objetivo de ilustrar, em sistemas simples e dida´ticos, o MPS, analisaremos dois
exemplos de teorias na˜o-relativ´ısticas que veˆm sendo discutidas na literatura.
3.1 Modelo de Christ-Lee
Um modelo mecaˆnico muito simples, na˜o-relativ´ıstico, invariante de gauge, foi utilizado
originalmente por N.H. Christ e T.D. Lee[15] para ilustrar consequeˆncias de diferentes
escolhas de gauge em uma teoria. Desde enta˜o, este tem sido utilizado por va´rios autores,
com propo´sito de exemplificar diferentes me´todos de quantizac¸a˜o ([16],[17],[18]). Em uma
destas ana´lises [16] o espac¸o de fase “f´ısico” foi obtido, embora atrave´s de argumentos
intuitivos. Mostramos enta˜o [10] como o mesmo resultado pode ser obtido de maneira
sistema´tica atrave´s do MPS.
A Lagrangeana de partida e´
L =
1
2
(
.
x
2
1 +
.
x
2
2
)
− (x1 .x2 −x2 .x1) (3.1)
+
1
2
x23
(
x21 + x
2
2
)− V (x21 + x22) (3.2)
A Hamiltoniana canoˆnica associada e os respectivos v´ınculos de segunda-classe (apo´s o
gauge-fixing) sa˜o:
H =
1
2
p21 +
1
2
p22 + V (x
2
1 + x
2
2) (3.3)
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eϕ1 = p3 = 0 (3.4)
ϕ2 = p2 − ep1 = 0 (3.5)
ϕ3 = x2 − ex1 = 0 (3.6)
ϕ4 = x3 = 0 (3.7)
onde e = tan b/c , e b e c sa˜o constantes na˜o-nulas [16]. Observamos que a contagem
de graus de liberdade ja´ nos permite esperar que o espac¸o de fase f´ısico tera´ 6 − 4 = 2
dimenso˜es, o que devera´ ser confirmado pelo MPS.
As varia´veis simple´ticas podem ser definidas atrave´s da correspondeˆncia:
(x1, x2, x3, p1, p2, p3)↔ (ξ1, ξ2, ξ3, ξ4, ξ5, ξ6) (3.8)
O projetor simple´tico assume, neste caso, a forma simplificada (2.7), onde a me´trica local
(2.5) pode ser facilmente calculada tendo em conta (3.4-3.7); temos, explicitamente:
g =


0 0 0 −1
0 0 −(1 + e2) 0
0 (1 + e2) 0 0
1 0 0 0


, (3.9)
g−1 =


0 0 0 1
0 0 (1 + e2)
−1
0
0 − (1 + e2)−1 0 0
−1 0 0 0


, (3.10)
e
Λ =


(1 + e2)
−1
e (1 + e2)
−1
0 0 0 0
e (1 + e2)
−1
e2 (1 + e2)
−1
0 0 0 0
0 0 0 0 0 0
0 0 0 (1 + e2)
−1
e (1 + e2)
−1
0
0 0 0 e (1 + e2)
−1
e2 (1 + e2)
−1
0
0 0 0 0 0 0


. (3.11)
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O trac¸o desta matriz nos da´ a primeira confirmac¸a˜o a respeito da contagem dos graus de
liberdade do sistema: TrΛ = 2.
Com esta matriz em (2.15) obtemos as varia´veis projetadas:
ξ∗1 =
(
1 + e2
)−1
ξ1 + e
(
1 + e2
)−1
ξ2 (3.12)
ξ∗2 = eξ
∗
1 (3.13)
ξ∗3 = 0 (3.14)
ξ∗4 =
(
1 + e2
)−1
ξ4 + e
(
1 + e2
)−1
ξ5 (3.15)
ξ∗5 = eξ
∗
4 (3.16)
ξ∗6 = 0 (3.17)
Vemos enta˜o, explicitamente, que o conjunto de varia´veis projetadas possui apenas duas
varia´veis independentes, ξ∗1 e ξ
∗
4 , que sa˜o as varia´veis f´ısicas do problema.
Para completar a descric¸a˜o deste modelo vamos encontrar as equac¸o˜es do movimento
neste espac¸o reduzido. A Hamiltoniana (3.3) na forma simple´tica e´
H =
1
2
ξ24 +
1
2
ξ25 + V (ξ
2
1 + ξ .
2
2) (3.18)
Apo´s projetada, temos a Hamiltoniana f´ısica
H∗ =
1
2
ξ∗24 +
1
2
ξ∗25 + V (ξ
∗2
1 + ξ
∗2
2 ) (3.19)
=
1
2
(
1 + e2
)
ξ∗24 + V (
(
1 + e2
)
ξ∗21 ) . (3.20)
Usando novas varia´veis
x∗ =
(
1 + e2
)1/2
ξ∗1 (3.21)
p∗ =
(
1 + e2
)1/2
ξ∗4 (3.22)
a Hamiltoniana f´ısica assume a forma mais familiar
H∗ =
1
2
p2
∗
+ V (x2
∗
) (3.23)
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As equac¸o˜es canoˆnicas do movimento sa˜o enta˜o obtidas atrave´s das equac¸o˜es de Hamilton-
Jacobi usuais:
.
x∗ = {x∗, H∗} = p∗ (3.24)
.
p
∗ = {p∗, H∗} = − ∂V
∂x∗
(3.25)
Estes resultados concordam com aqueles obtidos em [16] usando um formalismo comple-
tamente independente.
3.2 Part´ıcula em um Campo Eletromagne´tico
No exemplo anterior o MPS foi aplicado em um modelo com simetria de gauge utilizando
apenas a abordagem geome´trica. A u´nica refereˆncia aos me´todos usuais de formulac¸a˜o
canoˆnica de teorias de gauge encontra-se na maneira de analisar a estrutura dos v´ınculos
presentes no modelo a fim de determinar qual o conjunto mı´nimo de v´ınculos de segunda-
classe existente. Entretanto, como visto anteriormente (2.18), e´ poss´ıvel tratar o problema
de forma mais aproximada aos me´todos tradicionais, utilizando os pareˆnteses de Dirac
fundamentais como ponto de partida na construc¸a˜o dos projetores. Mostraremos agora
um exemplo simples em que esta abordagem e´ utilizada.
O seguinte “toy model” tem sido utilizado recentemente ([19], [39]) em discusso˜es a
respeito das propriedades na˜o-comutativas de cordas abertas e D-branas na presenc¸a de
um campo B [9]. O ponto de partida e´ a seguinte Lagrangeana
L = −eB
2c
x˙iεij x
j + eΦ(x), (3.26)
que descreve uma part´ıcula em interac¸a˜o com um campo eletro-magne´tico com potencial
esta´tico Φ(x) e campo magne´tico constante e intenso B, no limite onde o termo de energia
cine´tica pode ser desprezado ou m → 0. O espac¸o de fase do modelo e´ 4-dimensional e
suas coordenadas esta˜o sujeitas a dois v´ınculos de segunda-classe
ϕi ≡ pi + eB
2c
εij x
j ≈ 0, (3.27)
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o que nos leva a uma contagem de 4− 2 = 2 graus de liberdade.
Os pareˆnteses de Dirac (2.17) das varia´veis originais sa˜o os seguintes:
{xi , xj}D = c
eB
εij (3.28)
{xi , pj}D = 1
2
δ ij (3.29)
{pi , pj}D = −eB
4c
εij . (3.30)
Vamos introduzir o vetor simple´tico ξ com as seguintes componentes
(
ξ1, ξ2, ξ3, ξ4
) ≡ (x1, x2, p1, p2) . (3.31)
E´ fa´cil ver que a matriz D e´
D =


0 − c
eB
1
2
0
c
eB
0 0 1
2
−1
2
0 0 −eB
4c
0 −1
2
eB
4c
0


. (3.32)
Usando a relac¸a˜o (2.18) podemos escrever o projetor simple´tico
Λ =


1
2
0 0 c
eB
0 1
2
− c
eB
0
0 −eB
4c
1
2
0
eB
4c
0 0 1
2


. (3.33)
(Observe-se que o trac¸o desta matriz reproduz a contagem dos graus de liberdade feita
acima.)
Com (3.33) encontramos as varia´veis projetadas:
ξ∗1 =
1
2
ξ1 +
c
eB
ξ4 (3.34)
ξ∗2 =
1
2
ξ2 − c
eB
ξ3 (3.35)
ξ∗3 = −eB
4c
ξ2 +
1
2
ξ3 = −eB
2c
ξ∗2 (3.36)
ξ∗4 =
eB
4c
ξ1 +
1
2
ξ4 =
eB
2c
ξ∗1 . (3.37)
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Vemos enta˜o que o espac¸o de fase reduzido e´ bi-dimensional com as relac¸o˜es canoˆnicas
de comutac¸a˜o usuais entre ξ∗1 e ξ∗2 . A Hamiltoniana expressa em termos destas duas
varia´veis f´ısicas pode ser usada como ponto de partida para a quantizac¸a˜o do sistema.
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Cap´ıtulo 4
Aplicac¸o˜es em Teorias de Campos
de Gauge
Neste cap´ıtulo vamos aplicar o me´todo dos projetores simple´ticos a teorias de campos.
Teorias de gauge em 2, 3 e 4 dimenso˜es sa˜o analisadas com o intuito de testar a aplica-
bilidade do me´todo, assim como ilustrar sua efica´cia.
4.1 Eletrodinaˆmica 4-D
Como primeiro exemplo de aplicac¸a˜o do MPS em teorias de campo vamos analisar o mo-
delo cla´ssico da eletrodinaˆmica de Maxwell no gauge de radiac¸a˜o, uma vez que a Hamil-
toniana em termos dos campos f´ısicos para este modelo e´ um objeto bastante conhecido
[20].
Como ponto de partida tomaremos a Hamiltoniana canoˆnica
Hc =
∫
d3x
{
1
2
(pi2 +B2) + πψγ
0(γ · ∂ − ieγ ·A− im)ψ
}
(4.1)
sujeita ao conjunto de v´ınculos de segunda classe
ϕ1 = π0 (4.2)
ϕ2 = ∂ · pi + ie πψψ (4.3)
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ϕ3 = A0 (4.4)
ϕ4 = ∂ ·A (4.5)
Estas sa˜o as informac¸o˜es ba´sicas das quais necessitamos para aplicar o MPS: a me´trica
local Jij (x, y), e´ dada pela matriz


0 0 δ3(x− y) 0
0 0 0 ∇−2
−δ3(x− y) 0 0 0
0 −∇−2 0 0


, (4.6)
e com a prescric¸a˜o
(A0, A1, A2, A3, ψ, π0, π1, π2, π3, πψ)←→ (ξ1, · · · , ξ10) (4.7)
podemos calcular, atrave´s de (2.14), a matriz do projetor simple´tico. Uma simples a´lgebra
fornece a matriz Λ(x, y)


0 0 0 0 0 0 0 0 0 0
0 δ3(x−y)−
∂x
1
∂y
1
∇2
−∂x1 ∂y2
∇2
−∂x1 ∂y3
∇2
0 0 0 0 0 0
0 −∂x2 ∂y1
∇2
δ3(x−y)−
∂x
2
∂y
2
∇2
−∂x2 ∂y3
∇2
0 0 0 0 0 0
0 −∂x3 ∂y1
∇2
−∂x3 ∂y2
∇2
δ3(x−y)−
∂x
3
∂y
3
∇2
0 0 0 0 0 0
0
−ie ξ5(x)∂
y
1
∇2
−ie ξ5(x)∂
y
2
∇2
−ie ξ5(x)∂
y
3
∇2
δ3(x−y) 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0
ie∂x
1
ξ10(y)
∇2
0 δ3(x−y)−
∂x
1
∂y
1
∇2
−∂x1 ∂y2
∇2
−∂x1 ∂y3
∇2
−ie∂x
1
ξ5(y)
∇2
0 0 0 0
ie∂x
2
ξ10(y)
∇2
0 −∂x2 ∂y1
∇2
δ3(x−y)−
∂x
2
∂y
2
∇2
−∂x2 ∂y3
∇2
−ie∂x
2
ξ5(y)
∇2
0 0 0 0
ie∂x
3
ξ10(y)
∇2
0 −∂x3 ∂y1
∇2
−∂x3 ∂y2
∇2
δ3(x−y)−
∂x
3
∂y
3
∇2
−ie∂x
3
ξ5(y)
∇2
0
ie ξ10(x)∂
y
1
∇2
ie ξ10(x)∂
y
2
∇2
ie ξ10(x)∂
y
3
∇2
0 0 0 0 0 δ3(x−y)


(4.8)
que ao ser aplicada ao vetor simple´tico produz as coordenadas f´ısicas
ξ1∗ (x) = ξ6∗ (x) = 0 (4.9)
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ξn∗ (x) = A⊥n−1 (x) , n = 2, 3, 4 (4.10)
ξ5∗ (x) = ψ (x) (4.11)
ξ10∗ (x) = πψ (x) (4.12)
ξm∗(x) = π⊥m−6(x) + 2ie
∫
d 3y ∂xm−6∇−2πψ(y)ψ(y) , m = 7, 8, 9 . (4.13)
Para encontrar a Hamiltoniana projetada reescrevemos a Hamiltoniana vinculada (4.1)
na notac¸a˜o simple´tica:
H =
∫
d3x{1
2
(ξ27 + ξ
2
8 + ξ
2
9) +
1
2
(εαβγ∂βξγ)
2
+ξ10γ
0[γ · ∂ − ie(γ1ξ2 + γ2ξ3 + γ3ξ4)− im]ξ5}, (4.14)
com α, β, γ = 2, 3, 4. A Hamiltoniana f´ısica e´ enta˜o:
H∗ =
∫
d3x{1
2
(ξ∗27 + ξ
∗2
8 + ξ
∗2
9 ) +
1
2
(εαβγ∂βξ
∗
γ)
2
+ξ∗10γ
0[γ · ∂ − ie(γ1ξ∗2 + γ2ξ∗3 + γ3ξ∗4)− im]ξ∗5}. (4.15)
Retornando a` notac¸a˜o do espac¸o de fase original, atrave´s de (4.9-4.13), temos finalmente:
H∗ =
∫
d 3x
1
2
(
pi⊥2 +B2
)
+ πψγ
0
(
γ · ∂ − ieγ · A⊥ − im)ψ
+
e2
2π
∫
d 3x d 3y πψ(x)ψ(x)
1
4π|x− y |πψ(y)ψ(y) . (4.16)
que e´ a forma familiar da Hamiltoniana de Fermi.
E´ interessante notar que, conforme observamos ao final do cap´ıtulo anterior, embora
o trac¸o da matriz do projetor fornec¸a a dimensa˜o exata do espac¸o f´ısico, as varia´veis
projetadas, neste caso, na˜o sa˜o exatamente aquelas que representam este espac¸o, sendo
necessa´rio escolher uma determinada direc¸a˜o de propagac¸a˜o a posteriori. Neste contexto,
talvez fosse interessante pesquisar os auto-vetores da matriz S, ou, ainda, fazer uma
escolha de gauge mais adequada. Como nosso intuito aqui e´ a comparac¸a˜o com resultados
ja´ estabelecidos, nos damos por satisfeitos com esta ilustrac¸a˜o.
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4.2 Modelo Bosonizado de Schwinger 2-D
Como ilustrac¸a˜o do MPS no caso de uma teoria de gauge bi-dimensional, analisaremos
um modelo, proposto por Schwinger ([21],[22]), dado pela densidade Lagrangiana
L = ψ γµ(i∂µ − eAµ)ψ − 1
4
FµνF
µν . (4.17)
Usando o diciona´rio de bosonizac¸a˜o de Kogut e Susskind [23],
i ψ γµ∂µψ =
1
2
(∂µφ) (∂
µφ) (4.18)
ψ γµψ =
1√
π
εµν∂νφ, (4.19)
obtemos a versa˜o bosonizada deste modelo como:
L =1
2
∂µφ ∂
µφ+ e εµν ∂µφAν − 1
4
FµνF
µν . (4.20)
Aplicaremos o me´todo dos projetores simple´ticos nesta teoria bosonizada.
Os momenta canoˆnicos obtidos a partir de (4.20) sa˜o:
π0 ≈ 0 (4.21)
π1 = F10 = ∂1A0 − ∂0A1 (4.22)
πφ = ∂0φ+ eA1. (4.23)
A Hamiltoniana prima´ria e´:
H =
∫
dx
[
1
2
{
π21 + π
2
φ + (∂1φ)
2 − e2A21
}
+ eπφA1 + A0(∂1π1 + e∂1φ) + λπ0
]
(4.24)
onde λ e´ um campo multiplicador de Lagrange.
Impondo condic¸o˜es de consisteˆncia sobre o v´ınculo prima´rio (4.21), obtemos apenas o
v´ınculo secunda´rio
∂1π1 + e∂1φ ≈ 0. (4.25)
A estes v´ınculos de primeira-classe adicionamos as condic¸o˜es de “Gauge de Coulomb”,
de forma a termos o seguinte conjunto de v´ınculos de segunda-classe na teoria:
ϕ1 = π0 = 0 (4.26)
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ϕ2 = ∂1π1 + e∂1φ = 0 (4.27)
ϕ3 = A0 = 0 (4.28)
ϕ4 = ∂1A1 = 0. (4.29)
Com este conjunto construimos a matriz gij (x, y) = {ϕi(x), ϕj(y)} :
g =


0 0 −δ(x− y) 0
0 0 0 −∂21δ(x− y)
δ(x− y) 0 0 0
0 ∂21δ(x− y) 0 0


, (4.30)
tendo como inversa
g−1 =


0 0 δ(x− y) 0
0 0 0 1
∂2
1
−δ(x− y) 0 0 0
0 − 1
∂2
1
0 0


. (4.31)
Os elementos de matriz do projetor, Λµν (x, y), podem enta˜o ser calculados a partir da
definic¸a˜o geral (2.14). Usando a prescric¸a˜o
(A0, A1, φ, π0, π1, πφ)←→ (ξ1, ..., ξ6) , (4.32)
encontramos a matriz Λ na seguinte forma:
Λ (x, y) =


0 0 0 0 0 0
0 δ(x− y) + ∂x1 ∂y2
∂2
1
0 0 0 0
0 0 δ(x− y) 0 0 0
0 0 0 0 0 0
0 0 e
∂x
1
∂y
2
∂2
1
0 δ(x− y) + ∂x1 ∂y2
∂2
1
0
0 e
∂x
1
∂y
2
∂2
1
0 0 0 δ(x− y)


(4.33)
Assim, as coordenadas projetadas sa˜o:
ξ∗1 (x) = 0 (4.34)
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ξ∗2 (x) = 0 (4.35)
ξ∗3 (x) = φ (x) (4.36)
ξ∗4 (x) = 0 (4.37)
ξ∗5 (x) = −eφ (x) (4.38)
ξ∗6 (x) = −eA1 (x) + πφ (x) (4.39)
Vemos da´ı que o espac¸o f´ısico em questa˜o possui apenas duas coordenadas, ξ∗3 e ξ
∗
6 , uma
vez que ξ∗5 = −eξ∗3 .
A Hamiltoniana vinculada, escrita na notac¸a˜o simple´tica, e´:
H =
∫
dx
{
1
2
[
ξ25 + ξ
2
6 + (∂1ξ3)
2 − e2ξ22
]
+ eξ6ξ2 + ξ1(∂1ξ5 + e∂1ξ3) + λξ4
}
. (4.40)
A Hamiltoniana projetada e´ enta˜o:
H∗ =
∫
dx
1
2
[
ξ∗25 + ξ
∗2
6 + (∂1ξ
∗
3)
2
]
. (4.41)
Das relac¸o˜es (4.34-4.39) notamos que
ξ∗5 = −eξ∗3 , (4.42)
o que significa que esta na˜o e´ uma variavel independente. Desta forma, a expressa˜o
(4.41) se torna:
H∗ =
∫
dx
1
2
[e2q2 + p2 + (∂1q)
2], (4.43)
onde escrevemos (q, p) no lugar de (ξ∗3, ξ
∗
6). Notamos que p ≡ πφ (x) − eA1 (x) . Este
corresponde ao novo campo introduzido ad hoc em [24]. Desta Hamiltoniana podemos
ver que:
q˙ = {q,H∗} = p
e
q¨ = p˙ = e2q + ∂∂21q,
ou seja, (
+ e2
)
φ = 0. (4.44)
Portanto, φ e´ um campo massivo livre com massa igual a e.
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4.3 Chern-Simons-Maxwell sem Mate´ria
Neste exemplo iremos derivar a Hamiltoniana f´ısica e as equac¸o˜es de movimento para o
modelo 3D de Chern-Simons-Maxell sem a presenc¸a de campos de mate´ria. Usaremos as
condic¸o˜es de gauge de Coulomb a fim de construir um conjunto de v´ınculos de segunda-
classe. A expressa˜o da Hamiltoniana f´ısica esta´ muito pro´xima de uma outra obtida
em um trabalho recente[25] onde o procedimento de quantisac¸a˜o via pareˆnteses de Dirac
(DBQP) foi aplicado.
Tomaremos como ponto de partida a densidade Lagrangeana
L = − 1
4
Fµ ν F
µν +mεαβ γ Aα ∂β Aγ , (4.45)
onde a me´trica (−1, 1, 1) e´ adotada.
A Hamiltoniana generalizada tem a seguinte forma canoˆnica:
H =
∫
d 2 x
[
1
2
π i π i +
1
2
(
εi j ∂ iA j
)2
+
1
2
m2A k A k +mε i j A i π j
]
, (4.46)
com as relac¸o˜es de v´ınculos de segunda-classe:
φ1 = π 0 = 0, (4.47)
φ2 = ∂ i π i +mε i j ∂ j A i = 0, (4.48)
φ3 = A0 = 0, (4.49)
φ4 = ∂ iA i = 0. (4.50)
Para estabelecer uma estrutura simple´tica, vamos renomear as varia´veis de campo de
acordo com a seguinte correspondeˆncia:
(
A0, A1, A2, π0, π1, π2
)⇔ (ξ1, ξ2, ξ3, ξ4, ξ5, ξ6) . (4.51)
Os v´ınculos φ i definem a me´trica local, Ji j , que e´ a inversa de
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J i j (x, y) = {φ i (x) , φ j (y) } , e formalmente se escreve como abaixo:
J−1 =


0 0 δ 2 (x− y) 0
0 0 0 ∇−2
− δ 2 (x− y) 0 0 0
0 −∇−2 0 0


. (4.52)
Apo´s aplicar (2.14), encontramos para a matriz do projetor:
Λ =


0 0 0 0 0 0
0 δ2 (x− y)− ∂ x1 ∂ y1
∇ 2
− ∂x1 ∂y2
∇2
0 0 0
0 −∂ x2 ∂ y1
∇ 2
δ2 (x− y)− ∂ x2 ∂ y2
∇ 2
0 0 0
0 0 0 0 0 0
0 0 −mδ 2 (x− y) 0 δ2 (x− y)− ∂ x1 ∂y1
∇ 2
−∂ x1 ∂ y2
∇2
0 mδ 2 (x− y) 0 0 −∂ x2 ∂ y1
∇2
δ2 (x− y)− ∂ x2 ∂ y2
∇2


(4.53)
Obter as varia´veis f´ısicas, ξ ∗µ (x), e´ uma questa˜o de aplicar a prescric¸a˜o (2.15); obtemos
assim:
ξ 1∗ (x) = 0, (4.54)
ξ 2∗ (x) = A⊥1 (x) , (4.55)
ξ 3∗ (x) = A⊥2 (x) , (4.56)
ξ 4∗ (x) = 0, (4.57)
ξ 5∗ (x) = π⊥1 (x)−mA⊥2 (x) , (4.58)
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ξ 6∗ (x) = π⊥2 (x) +mA
⊥
1 (x) . (4.59)
Por um lado, nossa Hamiltoniana vinculada original, escrita em coordenadas sim-
ple´ticas, toma a forma
H =
∫
d 2 x
[
1
2
(
ξ 25 + ξ
2
6
)
+
1
2
(∂1 ξ3 − ∂2 ξ2) 2 + 1
2
m2
(
ξ 22 + ξ
2
3
)
+m (ξ 2 ξ 6 − ξ 3 ξ 5)
]
;
(4.60)
por outro lado,a Hamiltoniana projetada fica::
H∗ =
∫
d2x
[
1
2
(
ξ∗25 + ξ
∗2
6
)
+
1
2
(∂1ξ
∗
3 − ∂2ξ∗2)2 +
1
2
m2
(
ξ∗22 + ξ
∗2
3
)
+m (ξ∗2ξ
∗
6 − ξ∗3ξ∗5)
]
.
(4.61)
Voltando a` notac¸a˜o original do espac¸o de fase, com ajuda das equac¸o˜es (4.54-4.59), final-
mente concluimos que a Hamiltoniana projetada toma a forma mais familiar abaixo:
H∗ =
∫
d2 x
[
1
2
(
π⊥i π
⊥
i + 4m
2A ⊥i A
⊥
i
)
+
1
2
(
ǫ i j ∂ iA
⊥
j
)2
+ 2m
(
A⊥1 π
⊥
2 − A ⊥2 π⊥1
)]
.
(4.62)
Esta e´ a Hamiltoniana de Chern-Simons-Maxwell escrita em termos das assim chamadas
expresso˜es transversas, que concorda com os resultados encontrados em [25] , embora a
partir de uma linha diferente de argumentos.
Achamos interessante enfatizar, neste esta´gio, qual foi nossa verdadeira motivac¸a˜o ao
realizar este trabalho: aplicar e checar o MPS, uma vez em que este e´ aplicado em um
modelo massivo invariante de gauge em 3D. A concordaˆncia com os resultados em [25]
confirmava a plausibilidade do me´todo, que ja´ havia sido checado de forma positiva para
modelos em 4 e 2 dimenso˜es.
Gostar´ıamos ainda de fazer uma importante observac¸a˜o a respeito deste resultado: a
Hamiltoniana f´ısica e´ aquela dada por (4.61), uma vez que as varia´veis f´ısicas, aquelas
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respeitando pareˆnteses de Poisson canoˆnicos, sa˜o as ξ∗’s, e na˜o as familiares varia´veis de
campos transversos. A u´nica raza˜o para escrever H∗ como em (4.62) foi a de estabelecer
uma ponte entre nossa abordagem e a terminologia usual.
Voltando a`s equac¸o˜es de movimento e utilizando a Hamiltoniana f´ısica no contexto
das equac¸o˜es de Hamilton-Jacob, encontramos:
ξ¨∗2 = − 2m2 ξ ∗2 + ∂2 ∂2 ξ ∗2 − ∂1 ∂2 ξ ∗3 − 2mξ ∗6, (4.63)
ξ¨∗3 = − 2m2 ξ ∗3 + ∂1 ∂1 ξ ∗3 − ∂1 ∂2 ξ ∗2 − 2mξ ∗5, (4.64)
ξ¨∗5 = − 2m2 ξ ∗5 + ∂2 ∂2 ξ ∗5 − ∂1 ∂2 ξ ∗6 +m
[
2m2 −∇2] ξ∗3 , (4.65)
ξ¨∗6 = − 2m2 ξ∗6 + ∂1 ∂1 ξ∗6 − ∂1 ∂2 ξ∗5 −m
[
2m2 −∇2] ξ∗2 . (4.66)
Aparentemente, estas equac¸o˜es podem parecer bastante estranhas; mas, se voltamos a´
notac¸a˜o familiar, por meio da correspondeˆncia entre os A’s, π’s e ξ’s (4.54-4.59) podemos
coloca´-las na forma:
(
+ 4m 2
)
A⊥1 = − 2mπ⊥2 , (4.67)(
+ 4m 2
)
A⊥2 = 2mπ
⊥
1 , (4.68)
 π⊥1 = 0, (4.69)
 π⊥2 = 0, (4.70)
que resultam em assegurar que

(
+ 4m2
)
A⊥i = 0, (i = 1, 2) . (4.71)
Esta equac¸a˜o garante que a excitac¸a˜o f´ısica e´ um vetor transverso massivo (p2 = 4m 2) . O
quantum sem massa (p2= 0) e´ espu´rio: na˜o possui papel na dinaˆmica e na˜o corresponde
a nenhum modo f´ısico. Realmente, ao acoplar o propagador do campo Aµ a uma corrente
externa conservada, a amplitude corrente-corrente e´ tal que a parte imagina´ria de seu
res´ıduo, tomada no polo p2 = 0, se anula, o que confirma que o u´ltimo na˜o corresponde a
nenhuma excitac¸a˜o f´ısica. Por outro lado, o polo na˜o-trivial p2 = 4m2 produz um res´ıduo
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positivo-definido, que reforc¸a seu cara´cter f´ısico como o u´nico grau de liberdade carregado
pelo campo Aµ.
Esta ana´lise pode ainda ser feita, de forma mais transparente, se escolhermos, sem
perda de generalidade, uma determinada direc¸a˜o de propagac¸a˜o ( p. ex. , ~k = (k, 0)):
neste caso, as equac¸o˜es (4.54-4.59) revelam explicitamente a existeˆncia de apenas duas
varia´veis independentes ( uma vez que ξ 2∗ = 0 e ξ 5∗ = −mξ 3∗), como ja´ se esperaria a
partir da contagem de graus de liberdade, ou mesmo, do trac¸o da matriz do projetor. O
u´nico campo sobrevivente teria como equac¸a˜o de movimento, simplesmente,
(
+ 4m 2
)
A⊥2 = 0. (4.72)
4.4 Modelo Abeliano de Chern-Simons Estendido
Dando continuidade a`s investigac¸o˜es em teorias 3D, analisaremos agora o modelo 4D
de Cremmer-Scherk-Kalb-Ramond ([26],[27]) quando submetido ao processo de reduc¸a˜o
dimensional. Obte´m-se assim um modelo extendido de gauge, Abeliano, com um termo
de Chern-Simons acoplando um par de potenciais de gauge ([28],[29]). A existeˆncia de um
campo com simetria de gauge na˜o-usual nos leva, como veremos, a um particular conjunto
de gauge-fixing, revelando, por fim, a auseˆncia de conteu´do f´ısico para este campo[14].
Nosso ponto de partida e´ a densidade Lagrangeana
L = −1
4
F µνFµν − 1
4
GµνGµν +
1
2
∂µϕ∂µϕ+
1
2
∂µZµ∂
νZν −m (∂µZµ)ϕ
+mεµνρBµ∂νAρ, (4.73)
com
F µν = ∂µAν − ∂νAµ, (4.74)
Gµν = ∂µBν − ∂νBµ, (4.75)
e a me´trica ηµν = (+,−,−). Calculando os momenta canonicamente conjugados, temos
πµ ≡ δL
δ (∂0Aµ)
= −F 0µ +mεν0µBn , (4.76)
31
que implicam em
π0 = 0 (4.77)
πi = −F 0i +mε0ikBk. (4.78)
Tambe´m,
P µ ≡ δL
δ (∂0Bµ)
= −G0µ, (4.79)
ou
P 0 = 0 , (4.80)
P i = −G0i. (4.81)
Para o campo escalar,
πϕ ≡ δL
δ (∂0ϕ)
= ∂0ϕ. (4.82)
Finalmente,
π′µ ≡ δL
δ (∂0Zm)
=
(−mϕ + ∂βZβ) ηµ0 (4.83)
ou
π′0 =
(
+∂βZβ −mϕ
)
(4.84)
π′i = 0. (4.85)
Podemos enta˜o escrever a Hamiltoniana canoˆnica da teoria:
Hc = πµ∂0Aµ + P µ∂0Bµ + π′µ∂0Zµ + πϕ∂0ϕ−L
=
1
2
π2i +
1
2
P 2i +
1
2
π2ϕ +
1
2
π′20 + A0 (∂iπi) +B0 (∂iPi −mε0ij∂iAj) +
+
1
4
FijFij +mε0ikπiBk +
1
2
m2BkBk +
1
4
GijGij +
1
2
(∂iϕ)
2 +
1
2
m2ϕ2
+π′0 (mϕ + ∂iZi) . (4.86)
A Hamiltoniana prima´ria e´ enta˜o
Hp = Hc + viφi, (4.87)
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onde os v´ınculos prima´rios sa˜o
φ1 = π0 ≈ 0
φ2 = P0 ≈ 0
φ3 = π
′
1 ≈ 0
φ4 = π
′
2 ≈ 0. (4.88)
Como se pode notar imediatamente, φ3 e φ4 sa˜o a primeira evideˆncia do caracter na˜o
usual dos Zµ’s a ser posto a` tona no conjunto de v´ınculos.As condic¸o˜es de consisteˆncia
impostas sobre este conjunto fornecem os v´ınculos secunda´rios:
φ5 = ∂iπi ≈ 0
φ6 = ∂iPi −mε0ij∂iAj ≈ 0
φ7 = π
′
0 − f (t) ≈ 0, (4.89)
para uma func¸a˜o arbitra´ria f(t). Estes sa˜o todos v´ınculos de primeira-classe; as condic¸o˜es
de gauge-fixing sa˜o escolhidas de modo que
φ8 = A0 ≈ 0
φ9 = B0 ≈ 0
φ10 = Z1 ≈ 0
φ11 = Z2 ≈ 0
φ12 = ∂iAi ≈ 0
φ13 = ∂iBi ≈ 0
φ14 = Z0 ≈ 0, (4.90)
onde impomos o gauge-fixing de “Coulomb” sobre Zµ em estreita analogia com o procedi-
mento usual como aplicado sobre Aµ (e Bµ). Como resultado l´ıquido, a colec¸a˜o de v´ınculos
relacionada a Zµ ja´ indicam que suas varia´veis de espac¸o de fase devam ser exclu´ıdas do
subconjunto dinaˆmico.
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Vamos agora construir a matriz com elementos gij(x, y) = {Ωi(x),Ωj(y)}. Adotando
a notac¸a˜o convencional δ ≡ δ2 (x− y), temos que g(x, y) e´ dada por


0 0 0 0 0 0 0 −δ 0 0 0 0 0 0
0 0 0 0 0 0 0 0 −δ 0 0 0 0 0
0 0 0 0 0 0 0 0 0 δ 0 0 0 0
0 0 0 0 0 0 0 0 0 0 δ 0 0 0
0 0 0 0 0 0 0 0 0 0 0 ∂xi ∂
y
i δ 0 0
0 0 0 0 0 0 0 0 0 0 0 0 ∂xi ∂
y
i δ 0
0 0 0 0 0 0 0 0 0 0 0 0 0 −δ
δ 0 0 0 0 0 0 0 0 0 0 0 0 0
0 δ 0 0 0 0 0 0 0 0 0 0 0 0
0 0 −δ 0 0 0 0 0 0 0 0 0 0 0
0 0 0 −δ 0 0 0 0 0 0 0 0 0 0
0 0 0 0 −∂xi ∂yi δ 0 0 0 0 0 0 0 0 0
0 0 0 0 0 −∂xi ∂yi δ 0 0 0 0 0 0 0 0
0 0 0 0 0 0 δ 0 0 0 0 0 0 0


(4.91)
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cuja inversa, g−1(x, y), e´ dada por

0 0 0 0 0 0 0 δ 0 0 0 0 0 0
0 0 0 0 0 0 0 0 δ 0 0 0 0 0
0 0 0 0 0 0 0 0 0 −δ 0 0 0 0
0 0 0 0 0 0 0 0 0 0 −δ 0 0 0
0 0 0 0 0 0 0 0 0 0 0 +∇−2 0 0
0 0 0 0 0 0 0 0 0 0 0 0 +∇−2 0
0 0 0 0 0 0 0 0 0 0 0 0 0 δ
−δ 0 0 0 0 0 0 0 0 0 0 0 0 0
0 −δ 0 0 0 0 0 0 0 0 0 0 0 0
0 0 δ 0 0 0 0 0 0 0 0 0 0 0
0 0 0 δ 0 0 0 0 0 0 0 0 0 0
0 0 0 0 −∇−2 0 0 0 0 0 0 0 0 0
0 0 0 0 0 −∇−2 0 0 0 0 0 0 0 0
0 0 0 0 0 0 −δ 0 0 0 0 0 0 0


(4.92)
Vamos etiquetar os campos e seus correspondentes momenta como segue:
(
A0, A1, A2, ϕ, B0, B1, B2, Z0, Z1, Z2, π0, π1, π2, πϕ, P0, P1, P2, π
′
0, π
′
1, π
′
2
) ≡
(ξ1, ξ2, ξ3, ξ4, ξ5, ξ6, ξ7, ξ8, ξ9, ξ10, ξ11, ξ12, ξ13, ξ14, ξ15, ξ16, ξ17, ξ18, ξ19, ξ20) .
Temos assim todos os ingredientes para calcular a matriz do projetor simple´tico (2.14); a
fim de evitar o trato de expresso˜es extensas e cansativas... vamos expressar diretamente
as coordenadas projetadas obtidas via (2.15) aquelas na˜o-nulas sa˜o:
ξ2∗ (x) = A1⊥ (x) (4.93)
ξ3∗ (x) = A2⊥ (x) (4.94)
ξ4∗ (x) = ϕ (x) (4.95)
ξ6∗ (x) = B1⊥ (x) (4.96)
ξ7∗ (x) = B2⊥ (x) (4.97)
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ξ12∗ (x) = π⊥1 (x) +m
∫
d2y∂x2∇−2 (x, y) [∂y1B1 (y) + ∂y2B2 (y)]
= π⊥1 (x) (4.98)
ξ13∗ (x) = π⊥2 (x)−m
∫
d2y∂x1∇−2 (x, y) [∂y1B1 (y) + ∂y2B2 (y)]
= π⊥2 (x) (4.99)
ξ14∗ (x) = πϕ (x) (4.100)
ξ16∗ (x) = P⊥1 (x) +m∂x1
∫
d2y∇−2 (x, y) [∂y1A2 (y)− ∂y2A1 (y)]
= P⊥1 (x) +m∂x1
∫
d2y∇−2 (x, y) [∇×A⊥]
y
(4.101)
ξ17∗ (x) = P⊥2 (x) +m∂x2
∫
d2y∇−2 (x, y) [∂y1A2 (y)− ∂y2A1 (y)]
= P⊥2 (x) +m∂x2
∫
d2y∇−2 (x, y) [∇×A⊥]
y
(4.102)
A Hamiltoniana canoˆnica reduzida e´ obtida da Hamiltoniana prima´ria tomando em
conta os v´ınculos e condic¸o˜es de gauge-fixing, vistos agora como igualdades fortes. Obte-
mos:
Hrc =
1
2
π2i +
1
2
P 2i +
1
2
π2ϕ +
1
2
π′20 +
1
4
FijFij +mε0ikπiBk +
1
2
m2BkBk +
+
1
4
GijGij +
1
2
(∂iϕ)
2 +
1
2
m2ϕ2 + π′0 (mϕ) , (4.103)
ou, em notac¸a˜o simple´tica,
Hrc =
1
2
(
ξ212 + ξ
2
13
)
+
1
2
(
ξ216 + ξ
2
17
)
+
1
2
ξ214 +
1
2
ξ218 +
1
2
(∂1ξ3)
2 +
1
2
(∂2ξ2)
2 +
− (∂1ξ3) (∂2ξ2)−m (ξ12ξ7 − ξ13ξ6) + 1
2
m2
(
ξ26 + ξ
2
7
)
+
1
2
(∂1ξ7)
2 +
1
2
(∂2ξ6)
2 +
− (∂1ξ7) (∂2ξ6) + 1
2
(∂1ξ4)
2 +
1
2
(∂2ξ4)
2 +
1
2
m2ξ24 + ξ18 (mξ4) . (4.104)
A densidade Hamiltoniana f´ısica e´ obtida reescrevendo a expressa˜o acima em termos das
varia´veis projetadas:
H∗ = 1
2
(
ξ∗212 + ξ
∗2
13
)
+
1
2
(
ξ∗216 + ξ
∗2
17
)
+
1
2
ξ∗214 +
1
2
(∂1ξ
∗
3)
2 +
1
2
(∂2ξ
∗
2)
2 +
− (∂1ξ∗3) (∂2ξ∗2)−m (ξ∗12ξ∗7 − ξ∗13ξ∗6) +
1
2
m2
(
ξ∗26 + ξ
∗2
7
)
+
1
2
(∂1ξ
∗
7)
2 +
+
1
2
(∂2ξ
∗
6)
2 − (∂1ξ∗7) (∂2ξ∗6) +
1
2
(∂1ξ
∗
4)
2 +
1
2
(∂2ξ
∗
4)
2 +
1
2
m2ξ∗24 . (4.105)
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Finalmente, as equac¸o˜es de movimento sa˜o obtidads diretamente das equac¸o˜es de
Hamilton-Jacobi atrave´s dos pareˆnteses de Poisson entre as varia´veis projetadas e a Hamil-
toniana
∫
d2y H∗(y). Assim procedendo obtemos:
.
ξ
∗
4(x) =
∫
d2y {ξ∗4(x),H∗(y)} = ξ∗14(x) ; (4.106)
esta fornece
..
ξ
∗
4 =
.
ξ
∗
14 =
∫
d2y {ξ∗14,H∗(y)} = −m2ξ∗4 +∇2ξ∗4 , (4.107)
ou
(+m2)ξ∗4 = 0 . (4.108)
Analogamente, obtemos
..
ξ
∗
2 = ∂2∂2ξ
∗
2 − ∂1∂2ξ∗3 −mξ∗17
..
ξ
∗
3 = ∂1∂1ξ
∗
3 − ∂1∂2ξ∗2 +mξ∗16
..
ξ
∗
6 = −m2ξ∗6 + ∂2∂2ξ∗6 − ∂1∂2ξ∗7 −mξ∗13
..
ξ
∗
7 = −m2ξ∗7 + ∂1∂1ξ∗7 − ∂1∂2ξ∗6 +mξ∗12. (4.109)
Agora, as equac¸o˜es (4.109) podem ser reexpressas numa forma bem mais simples se esco-
lhemos, sem perda de generalidade, o momentum apontando segundo o eixo x (~k = (k, 0)),
selecionando as componentes (A2, B2) como aquelas transversas. Pode-se notar facilmente
que tal escolha acarreta no cancelamento das varia´veis ξ∗2 , ξ
∗
6 e ξ
∗
12, e converte as varia´veis
ξ∗16 e ξ
∗
17 em:
ξ∗16 = −mξ∗3 ,
ξ∗17 = P
⊥
2 .
O conjunto de varia´veis independentes seria especificado, correspondentemente, pelos
pares (ξ∗3 , ξ
∗
13), (ξ
∗
4 , ξ
∗
14) e (ξ
∗
7 , ξ
∗
17). As equac¸o˜es de movimento resultantes seriam enta˜o:
ξ∗4 = −m2ξ∗4 ,
ξ∗3 = −m2ξ∗3 ,
ξ∗7 = −m2ξ∗7 . (4.110)
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Temos enta˜o a presenc¸a de um campo escalar massivo, ξ∗4 ,e dois campos vetorias
transversos massivos, ξ∗3 e ξ
∗
7 , de acordo com o que seria esperado da contagem de graus
de liberdade tendo em conta a Lagrangeana 3D (4.73) e os v´ınculos de segunda classe pre-
sentes. Tal resultado e´ tambe´m compativel com a alocac¸a˜o natural de graus de liberdade
f´ısicos que podem ser inferidos do modelo original 4D. Ale´m disso, o fato de que os dois
vetores introduzem no setor f´ısico contribuic¸o˜es transversas massivas equivalentes sugere a
possibilidade de se realizar o mapeamento consistente em um novo modelo, procedimento
este que pode ser implementado atrave´s da identificac¸a˜o de ambos os campos vetoriais (e
parceiros, num contexto supersime´trico), como proposto em [28].
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Cap´ıtulo 5
Cordas Bosoˆnicas na Presenc¸a de
um Campo de Kalb-Ramond
Vamos por fim analisar uma teoria em espac¸o-tempo d-dimensional, considerando um
modelo de cordas bosoˆnicas abertas com extremidades ligadas a D-branas sujeitas a um
potencial de gauge Ai (X) com field-strength constante Fij, me´trica constante gij e um
campo de Kalb-Ramond constante Bij (X) . A ana´lise Hamiltoniana de tais modelos tem
sido feita em diversas variantes da abordagem de Dirac ([30]-[40]).Vamos construir o pro-
jetor simple´tico atrave´s dos elementos da matriz de Dirac (2.18), encontrar as coordenadas
na˜o-vinculadas das cordas abertas e a Hamiltoniana que governa sua dinaˆmica. Veremos
que se escolhermos as varia´veis dependentes como aquelas que correspondem a`s duas ex-
tremidades das cordas, enta˜o a corda aberta e´ equivalente a um sistema com coordenadas
c´ıclicas[9].
A ac¸a˜o do sistema e´ dada pela seguinte relac¸a˜o:
S =
1
4πα′
∫
d2σ
[
∂aX
i∂aXi + 2πα
′Bijε
ab∂aX
i∂bX
j
]
+
∫
dσδ(σ − π)Ai∂σX i −
∫
dσδ(σ)Ai∂σX
i, (5.1)
onde σα = (τ, σ) sa˜o as coordenadas “folha do mundo” e ǫab e´ o s´ımbolo anti-sime´trico
em duas dimenso˜es a, b = 0, 1. Escolhemos por convenieˆncia trabalhar em um espac¸o-
39
tempo Euclidiano d-dimensional e os “target-space indices” sa˜o i, j = 1, 2, . . . , d, onde d
e´ par e para corda cr´ıtica d = 26. Uma vez que o campo de gauge e´ constante, pode-se
convenientemente fazeˆ-lo nulo Fij = 0. Variando a ac¸a˜o (5.1) com respeito aos campos
obtemos as equac¸o˜es de movimento
∂a∂
aX i = 0, (5.2)
que valem se, e apenas se, as condic¸o˜es de contorno mixtas de Dirichlet e Neumann valem
gij∂σX
j + 2πα′Bij∂σX
j |σ=0,π = 0. (5.3)
As condic¸o˜es de contorno (5.3) representam relac¸o˜es entre os momenta da corda. No
processo de quantizac¸a˜o usual, estas condic¸o˜es devem ser impostas no espac¸o de Hilbert
da teoria. Entretanto, existe uma abordagem alternativa para quantizar o sistema, na
qual as condic¸o˜es de contorno sa˜o tratadas como v´ınculos alge´bricos ([32]-[35]).Para isto,
deve-se primeiramente discretizar a corda dividindo a extensa˜o do paraˆmetro σ por ǫ > 0.
A coordenada X i(σ) para i = 1, 2, . . . , d e´ equivalente ao seguinte conjunto discreto X iα
onde α = 1, 2, . . . , m e ǫ = π/m. E´ fa´cil ver que a Lagrangeana discretizada tem a seguinte
forma
L = (4πα′)
−1
∑
α
[
ε
( .
X
i
α
)2
− 1
ε
(
X iα+1 −X iα
)2
+ 4πα′Bij
.
X
i
α
(
Xjα+1 −Xjα
)]
, (5.4)
enquanto que as condic¸o˜es de contorno (5.3) em σ = 0 se tornam
gij
ε
(
Xj2 −Xj1
)
+ 2πα′Bij
.
X
j
1= 0. (5.5)
Similarmente, um conjunto ideˆntico de condic¸o˜es de contorno discretizadas e´ obtido em
σ = π com {1, 2} em (5.3) substituido por {m,m− 1}.
Devido a` discretizac¸a˜o, as condic¸o˜es de contorno sa˜o equivalentes a v´ınculos alge´bricos
sobre as extremidades da corda e sobre seus primeiros vizinhos, enquanto que as varia´veis
do centro sa˜o desvinculadas ([32] e [39]). Se passamos a`s varia´veis canonicamente conju-
gadas X iα e Piα, podemos checar facilmente que os v’nculos, que toma a seguinte forma,
wi =
1
ε
[
(2πα′)
2
BijP
j
1 − (2πα′)2BijBjk (X2k −X1k) + gij
(
Xj2 −Xj1
)] ≈ 0, (5.6)
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sa˜o de segunda classe. Existe um segundo conjunto de v´ınculos γi na outra extremi-
dade da corda, os quais podem ser obtidos de (5.6) apenas trocando as correspondentes
coordenadas e momenta. Na ana´lise subsequente, podemos eliminar o paraˆmetro ǫ.
De forma a construir o projetor sobre a superf´ıcie dos v´ınculos vamos organizar as
varia´veis matriciais X iα e Piα em um vetor coluna por Z
M . E´ fa´cil perceber que a corres-
pondeˆncia entre os ı´ndices {i, α} e {M} e´ dada pela seguinte relac¸a˜o:
M = (µ+ α) + (m− 1) (µ− 1)− 1, (5.7)
onde µ = i, d + i e i = 1, 2, . . . , d. E´ u´til tambe´m manter a guarda sobre as coorde-
nadas canoˆnicas e seus momenta conjugados nesta notac¸a˜o. De (5.7) pode-se ver que a
correspondeˆncia entre os dois conjuntos de varia´veis e´
X iα, Pαi → Zm(i−1)+α, Zm(d+i−1)+α (5.8)
Em seguida, vamos explicitar as varia´veis canoˆnicas em varia´veis de extremos e varia´veis
de centro, respectivamente, explicitando o ı´ndice α como segue: α = 1, 2, n,m − 1, m,
onde n = 3, 4, . . . , m − 2. E´ imediato computar os pareˆnteses de Dirac para o sistema
discretizado ( veja, por exemplo,[39]). A inversa da matriz dos v´ınculos e´ dada pela
seguinte relac¸a˜o:
(
C−1
)ij
=
ε2
2 (2πα′)2
[
1
(g + 2πα′B)
1
B
1
(g − 2πα′B)
]ij
. (5.9)
Com isto, podemos escrever a matriz Λ usando a fo´rmula (2.18) com as varia´veis
(5.8). Para escrever seus elementos na˜o-nulos observamos de (5.7) que o ı´ndice M pode
ser determinado por i, α e d+i, α. E´ tambe´m importante observar que a matriz do projetor
consiste em quatro blocos de acordo com o tipo de coordenadas Z’s sobre as quais ele atua
e mapeia , i.e., coordenadas tipo-X e tipo-P , respectivamente. As componentes na˜o-nulas
do primeiro bloco da matriz Λ sa˜o os seguintes:
2Λ
i(1)
j(1) = 2Λ
i(1)
j(2) = Λ
i(2)
j(2) = Λ
i(m−1)
j(m−1) = 2Λ
i(m)
j(m−1) = 2Λ
i(m)
j(m) = δ
i
j .
Λ
i(n)
j(n′) = δnn′δ
i
j (5.10)
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Note que o ı´ndice α na˜o e´ um ı´ndice covariante, e portanto sua posic¸a˜o relativa e´
irrelevante. Ele apenas marca as diferentes coordenadas discretas de centro ou das ex-
tremidades da corda. O bloco (5.10) mapeia coordenadas de posic¸a˜o em coordenadas
de posic¸a˜o. Da mesma maneira podemos escrever os elementos na˜o-nulos para os outros
blocos:
Λi(1) d+j(1) = −Λi(m) d+j(m) = 1
2
(2πα′)2
(
1
(g + 2πα′B)
B
1
(g − 2πα′B)
)ij
, (5.11)
para o bloco que mapeia P ’s em X ’s,
Λd+i(1) j(1) = −Λd+i(1) j(2) = Λd+i(2) j(1) = Λd+i(2) j(2) = −Λd+i(m−1) j(m−1)
= −Λd+i(m−1) j(m) = Λd+i(m) j(m−1) = −Λd+i(m) j(m)
=
1
2(2πα′)2
(
(g + 2πα′B)
1
B
(g − 2πα′B)
)
ij
, (5.12)
para o bloco que mapeia X ’s em P ’s e
2Λ
d+j(1)
d+i(1) = 2Λ
d+j(2)
d+i(1) = Λ
d+j(2)
d+i(2) = Λ
d+j(m−1)
d+i(m−1) = 2Λ
d+j(m−1)
d+i(m) = 2Λ
d+j(m)
d+i(m) = δ
i
j ,
Λ
d+j(n′)
d+i(n) = δnn′δ
i
j (5.13)
para o bloco que mapeia P ’s em P ’s. Os elementos do projetor sa˜o matrizes com elementos
indexados por i, j. No´s escolhemos trabalhar com a estrutura canoˆnica dos ı´ndices, i.e.
(X i, Pj). Enta˜o e´ importante que a matriz Λ mantenha esta estrutura atrave´s da projec¸a˜o.
De outra forma ter´ıamos que incluir nela a me´trica gij para abaixar ou levantar ı´ndices.
Isto mudaria ligeiramente a forma da matriz de Dirac. Estas complicac¸o˜es sa˜o evitadas
pela construc¸a˜o acima e a matriz Λ dada em (5.10-5.13) e´ consistente com a covariaˆncia
do espac¸o de fase.
Ao atuar com a matriz Λ sobre as coordenadas do espac¸o de fase chegamos a`s varia´veis
projetadas sobre a superf´ıcie de v´ınculos. De (5.10-5.13) obtemos as seguintes coordenadas
projetadas:
Z⋆m(i−1)+1 =
1
2
Zm(i−1)+1 +
1
2
Zm(i−1)+2
+
1
2
T−2
(
C−1BA−1
)ij
Zm(d+j−1)+1
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Z⋆m(i−1)+2 = Zm(i−1)+2
Z⋆m(i−1)+n = Zm(i−1)+n
Z⋆m(i−1)+(m−1) = Zm(i−1)+(m−1)
Z⋆m(i−1)+m =
1
2
Zm(i−1)+m +
1
2
Zm(i−1)+(m−1)
−1
2
T−2
(
C−1BA−1
)ij
Zm(d+j−1)+m
Z⋆m(d+i−1)+1 =
1
2
Zm(d+i−1)+1 − 1
2
T 2
(
CB−1A
)
ij
Zm(j−1)+2
+
1
2
T 2
(
CB−1A
)
ij
Zm(j−1)+1
Z⋆m(d+i−1)+2 = Zm(d+i−1)+2 +
1
2
T 2
(
CB−1A
)
ij
Zm(j−1)+2
+
1
2
T 2
(
CB−1A
)
ij
Zm(j−1)+1 +
1
2
Zm(d+i−1)+1
Z⋆m(d+i−1)+n = Zm(d+i−1)+n
Z⋆m(d+i−1)+m−1 = Zm(d+i−1)+m−1 −
1
2
T 2
(
CB−1A
)
ij
Zm(j−1)+m−1
+
1
2
T 2
(
CB−1A
)
ij
Zm(j−1)+m +
1
2
Zm(d+i−1)+m
Z⋆m(d+i−1)+m = −
1
2
Zm(d+i−1)+m − 1
2
T 2
(
CB−1A
)
ij
Zm(j−1)+m
+
1
2
T 2
(
CB−1A
)
ij
Zm(j−1)+m−1, (5.14)
onde usamos as seguintes notac¸o˜es abreviadas
Aij = (g − 2πα′B)ij
Bij = Bij
Cij = (g + 2πα
′B)ij (5.15)
e T = (2πα′)−1. Note que nem todas as varia´veis em (5.14) sa˜o independentes. En-
tretanto, as relac¸o˜es entre elas sa˜o lineares. Podemos ver que existem duas varia´veis
dependentes sobre a superf´ıcie de v´ınculos. Usando a simetria com respeito a` troca das
extremidades da corda encontra-se facilmente esta relac¸a˜o. Podemos escolher as coorde-
nadas nas extremidades como varia´veis dependentes e obtemos as seguintes relac¸o˜es para
estas em termodas coordenadas independentes:
Z⋆m(i−1)+1 = T−2
(
C−1BA−1
)ij
Z⋆m(d+i−1)+1 + Z
⋆m(i−1)+2 (5.16)
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Z⋆m(i−1)+m = −T−2 (C−1BA−1)ij Z⋆m(d+i−1)+m + Z⋆m(i−1)+m−1. (5.17)
Das relac¸o˜es acima, vemos que o sistema e´ equivalente a um sistema com 2d(m −
1) varia´veis independentes que parametrizam localmente a superf´ıcie de v´ınculos, o que
corresponde ao nu´mero correto de graus de liberdade para 2dm varia´veis totais e 2d
v´ınculos de segunda classe originais. Estas varia´veis comutam entre s´ı em concordaˆncia
com o resultado obtido em [40], mas nesta descric¸a˜o o sistema e´ c´ıclico nas coordenadas
das extremidades, o que implica em que os correspondentes momenta sa˜o conservados. A
Hamiltoniana deste sistema tem a seguinte expressa˜o
H⋆ =
1
4πα′ε
m−2∑
n=3
[
(2πα′)
2 (
Z⋆m(d+i−1)+n − Bij
(
Z⋆m(j−1)+n+1 − Z⋆m(j−1)+n))2 +
+
(
Z⋆m(j−1)+n+1 − Z⋆m(j−1)+n)2]+
+
4(πα′)3
ε
[(
C−1BA−1
)ij
Z⋆m(d+j−1)+m
]2
+
4(πα′)3
ε
[(
C−1BA−1
)ij
Z⋆m(d+j−1)+1
]2
+
+
πα′
ε
[
Z⋆m(d+i−1)+1 +
1
(2πα′)−2
Bij
(
C−1BA−1
)ij
Z⋆m(d+j−1)+1
]2
+
+
πα′
ε
[
Z⋆m(d+i−1)+m−1 +Bij
(
(2πα′)
2 (
C−1BA−1
)ij
Z⋆m(d+j−1)+m
)]2
. (5.18)
Observamos que as coordenadas dos extremos da corda na˜o aparecem em (5.18). En-
tretanto, os correspondentes momenta aparecem nos u´ltimos quatro termos. Esta Hamil-
toniana esta´ escrita em termos das varia´veis independentes, e representa, portanto, o
funcional natural para a quantizac¸a˜o.
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Cap´ıtulo 6
Considerac¸o˜es Finais e
Perspectivas Futuras
E´ interessante notar, primeiramente, que todo o progresso obtido nos u´ltimos anos para o
problema da formulac¸a˜o canoˆnica de teorias sujeitas a v´ınculos tenha sido no sentido de
aumentar o espac¸o de fase original, mediante a introduc¸a˜o de varia´veis extras e de uma
simetria mais poderosa (BRST), ao inve´s de, ao contra´rio, reduzir o nu´mero de varia´veis,
eliminando aquelas espu´rias atrave´s das func¸o˜es arbitra´rias introduzidas pelas simetrias
de gauge [1].
O me´todo dos projetores simple´ticos tem como objetivo central a identificac¸a˜o do es-
pac¸o de fase reduzido, ou f´ısico. A geometria simple´tica determina que o conjunto de
v´ınculos que possibilita tal identificac¸a˜o seja um conjunto mı´nimo de v´ınculos indepen-
dentes de segunda-classe. Tal restric¸a˜o torna necessa´ria a soluc¸a˜o do problema do gauge-
fixing naquelas teorias em que existe a simetria de gauge. Sempre que tal questa˜o pode
ser contornada ( como nos exemplos aqui tratados), a construc¸a˜o do projetor simple´tico e´
formalmente assegurada. O vetor simple´tico, ξ, uma vez projetado, tem algumas de suas
componentes identicamente nulas, enquanto que outras sa˜o linearmente dependentes de
um nu´mero mı´nimo de coordenadas independentes, que e´ o nu´mero de graus de liberdade
presentes. Esta identificac¸a˜o das coordenadas linearmente independentes depende forte-
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mente da escolha das condic¸o˜es de gauge-fixing. Como discutido ao final do Cap´ıtulo 2, em
algumas situac¸o˜es e´ poss´ıvel que seja necessa´ria a investigac¸a˜o dos auto-vetores da matriz
S associada ao projetor Λ, no lugar do projetor propriamente dito. Na˜o encontramos, ate´
o momento, uma situac¸a˜o em que tal fato ocorresse, tendo sendo sempre poss´ıvel identi-
ficar quais as coordenadas independentes de forma trivial. Entretanto, consideramos que
este deva ser um ponto a ser melhor explorado em uma ana´lise futura;talvez, mesmo sem
princ´ıpios gerais ou considerac¸o˜es formais, fosse oportuno encontrar exemplos de sistemas
peculiares onde a simetria de gauge pedisse que fossem explicitamente calculados os auto-
vetores de que se falou acima. Este pode ser o caso de teorias que descrevam spins mais
altos em interac¸a˜o, como nos modelos de supersimetria local estendida (N=2,4,8.).
A relac¸a˜o (2.18), conectando o projetor simple´tico a` matriz dos pareˆnteses de Dirac,
tambe´m deve merecer, a nosso ver, uma investigac¸a˜o que fornec¸a mais clareza a respeito
desta conexa˜o.
Por fim, entre alguns problemas aos quais desejamos aplicar o me´todo dos projetores,
podemos citar uma extensa˜o daquele tratado no Cap´ıtulo 5, em que uma corda aberta
com extremidades ligadas a D-branas foi tratada [9]: pretendemos considerar agora a
situac¸a˜o mais interessante em que uma membrana aberta tem extremidades ligadas a
outras D-branas. Ale´m de servir como mais um teste da aplicabilidade do me´todo a
objetos extensos, o tratamento de problemas como este pode tambe´m contribuir para
o esclarecimento de questo˜es de interesse bastante atuais. Felizmente, e´ bastante rico o
universo de problemas em que o me´todo presente pode ser utilizado com chances de trazer
informac¸o˜es u´teis em suas investigac¸o˜es.
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