Relationships between the Farey sequence and the Riemann hypothesis other than the Franel-Landau theorem are discussed. Whether a function similar to Chebyshev's second function is square-root close to a line having a slope different from 1 is discussed. The nontrivial zeros of the Riemann zeta function can be used to approximate many functions in analytic number theory. For example, it could be said that the nontrival zeta function zeros and the Möbius function generate in essence the same function -the Mertens function. A different approach is to start with a sequence that is analogous to the nontrivial zeros of the zeta function and follow the same procedure with both this sequence and the nontrivial zeros of the zeta function to generate in essence the same function. A procedure for generating such a function is given.
Introduction
The Farey sequence F x of order x is the ascending series of irreducible fractions between 0 and 1 whose denominators do not exceed x. In this article, the fraction 0/1 is not considered to be in the Farey sequence. Let A(x) denote the number of fractions in Littlewood [2] proved that the Riemann hypothesis is equivalent to the statement that for every > 0 the function M(x)x −(1/2)− approaches zero as x → ∞. Mertens conjectured that |M(x)| < √ x. This was disproved by Odlyzko and te Riele [3] .
Shorter Intervals of Farey Points
Let r 1 , r 2 , ..., r A(x) denote the terms of the Farey sequence of order x and let h(ξ) denote the number of r v less than or equal to ξ. Kanemitsu and Yoshimoto [4] proved that each of the estimates ) = O(x 1/2+ ) is equivalent to the Riemann hypothesis. Let n = 4, 5, 6, ..., and let j = n/2 . Let y x (n) denote the number of fractions less than 1/n and let z x (n) denote the number of fractions greater than 1/n and less than 2/n in a Farey sequence of order x. (If x ≤ n, set y x to 0. If x ≤ j, set z x to 0. If x > j and x < n, set z x to x − j. If x = n, set z x to j − 1 if n is even or j if n is odd.) Franel proved that M(x) = ∑ A(x) v=1 e 2πir v , so there should be some discernible relationship between M(x) and y x (4) − z x (4). The "curve" of y x (4) − z x (4) values resembles that of M(x) in that the peaks and valleys occur roughly at the same places and have about the same heights and depths. See Figure 1 for a plot of M(x) for x = 1, 2, 3, ..., 5000. See Figure 2 for a plot of y x (4) − z x (4) for x = 1, 2, 3, ..., 5000. Let h x (n) denote ∑ x i=1 (z x/i (n) − y x/i (n)).
Theorem 1. h x+n (n) = h x (n) + (n − 1)/2
Proof. The value of h x (4) − h x−1 (4) is determined by the distribution of the fractions 1/x, 2/x, 3/x, ..., (x − 1)/2 /x about 1/4. The difference in the number of fractions after 1/4 and before 1/4 is 0 unless 4 divides x + 1, in which case it is 1. Similar arguments are applicable for n > 4. While ∑ x i=1 M( x/i ) has only one value (1), ∑ x i=1 (y x/i (n) − z x/i (n) + (n − 1)/2 /n) has up to n values. (For n = 4, these values are 1/2, 1/4, 0, or −1/4.)
More Comparisons of M(x) and y x (n) − z x (n)
Let Λ(i) denote the Mangoldt function (Λ(i) equals log(p) if i = p m for some prime p and some m ≥ 1 or 0 otherwise). Let ψ(x) denote the second Chebyshev function (ψ(x) = ∑ i≤x Λ(i)). Mertens [5] proved that;
Additional comparisons of M(x) and y x (n) − z x (n) can then be made by replacing M( x/i ) by y x/i (n) − z x/i (n) + (n − 1)/2 /n in formulas such as ∑ (See Cox [7] for proofs of Theorems 3 through 8.) See Figure 4 for a plot of log(x!) and 4. 38 ∑ x i=1 (y x/i (4) − z x/i (4) + 1/4) log(i)σ 0 (i)/2 (superimposed on each other) for x = 1, 2, 3, ..., 1000. See Figure 5 for a plot of ∑ . ., 1000, p 1 = 0.3734 with a 95% confidence interval of (0.3731, 0.3738), p 2 = 0.1249 with a 95% confidence interval of (−0.08543, 0.3353), SSE=2863, R-square=0.9998, and RMSE=1.694. See Figure  6 for a plot of ∑
(y x/i (6) − z x/i (6) + 1/3)σ 1 (i) for x = 1, 2, 3, ..., 200, SSE=2.531e+4, R-square=1, and RMSE=11.33. See Figure 7 for a plot of ∑ x i=1 (y x/i (7) − z x/i (7) + 3/7)σ 2 (i) for x = 1, 2, 3, ..., 100. For a cubic least-squares fit of ∑ x i=1 (y x/i (7) − z x/i (7) + 3/7)σ 2 (i) for x = 1, 2, 3, ..., 100, SSE=1.454e+6, R-square=1, and RMSE=123.1. See Figure 8 for a plot of
(y x/i (4) − z x/i (4) + 1/4)Λ(i) for x = 2, 3, 4, ..., 5000. See Figure 9 for a plot of L(x) and ∑ ) in the x intervals of (100, 200), (200, 300), (300, 400), ..., can be approximated by linear interpolation. For even n, the limits of (y n/2 (n) − z n/2 (n))/n, (y n (n) − z n (n))/n, (y 3n/2 (n) − z 3n/2 (n))/n, ...., as n → ∞ appear to be − are based on data collected for n = 10, 000, 000, 000). 0 1 is considered to be the first limit. Let δ 1 (1), δ 1 (2), δ 1 (3), ..., denote these limits and let δ m (x), m = 2, 3, 4, ..., denote the limits and m − 1 values that have been linearly interpolated between successive limits. See Figure  13 for a plot of ∑ 
.., 79, SSE=6289, R-square=1, and RMSE=9. 157 . See Figure 18 for a plot of log(x!) and 8.7 Figure 19 for a plot of
An Analogue of ψ(x)
A reformulation of the Riemann hypothesis is that ψ(x) is essentially square-root close to the function f (x) = x. See Figure 20 for a plot of √ 0.17x, − √ 0.17x, and ψ(x) − x for x = 1, 2, 3, ..., 999. See Figure 21 for a plot of ∑
.., 999 (these values were computed using 1000 approximate limits accurate to about 6 decimal places). For a linear least-squares fit of ∑ x i=1 δ 1 ( x/i ) for x = 1, 2, 3, ..., 999, p 1 = −0.1704 with a 95% confidence interval of (−0.1706, −0.1703), p 2 = 0.04535 with a 95% confidence interval of (−0.03865, 0.1293), SSE=455.6, R-square=0.9998, and RMSE=0.676. For a linear least-squares fit of ∑ Figure 23 for a plot of the p 1 values of the linear least-squares fits of ∑ Figure 24 for a plot of the corresponding p 2 values. Denote these p 1 and p 2 values by p 1 (n) and p 2 (n), n = 1, 2, 3, ..., 40. See Figure 25 for a plot of −np 1 (n) versus log(n) for n = 1, 2, 3, ..., 40. For a linear least-squares fit of these quantities, p 1 = 0.2208 with a 95% confidence interval of (0.219, 0.2226), p 2 = 0.4146 with a 95% confidence interval of (0.4093, 0.4198), SSE=0.0009158, R-square=0.9994, and RMSE=0. 004909 . See Figure 26 for a plot of np 2 (n) for n = 1, 2, 3, ..., 40. For a quadratic least-squares fit of np 2 (n) for n = 1, 2, 3, ..., 40, p 1 = 0.0004067 with a 95% confidence interval of (0.0003452, 0.0004683), p 2 = 0.08821 with a 95% confidence interval of (0.0856, 0.09081), p 3 = −0.1282 with a 95% confidence interval of (−0.1513, −0.105), SSE=0 .01937, R-square=0.9997, and RMSE=0.02288. 
value has been written 5 times). The two curves are almost the same. See Figure 38 for a comparison of 0.005469x 
For this range of x values (up to 2 · 10), √ 0.08617x is greater than 0.08617x
See Figure 40 for a plot of √ 0.01936x and
. This appears to be the case for arbitrary p 1 (n) values and corresponding ranges of x values. 
The ratio of this value for n = 100 to the value for n = 1 is approximately 0.338 (0.14/0.4145), but based on the above empirical evidence,
, it should be possible to use this technique to find a −p 1 (n)x upper bound.
Convolutions Involving Ramanujan's Sum
is a periodic function with period nk.
See Figure 43 for a plot of ∑
where n = 13, k = 13, and x = 1, 2, 3, ..., 169 and ∑ 
where n = 12, k = 10, and x = 1, 2, 3, ..., 120 and ∑
where n = 120 and x = 1, 2, 3, ..., 120. See Figure 45 for a plot of the real parts of the Fourier coefficients of ∑ 
See Figure 47 for a plot of ∑ 
, n = 4, and x = 1, 2, 3, ..., 1000. The oscillations of these two functions appear to be due to the first non-trivial zero of the Riemann zeta function. See Figure 58 for a plot of ∑
, n = 50, and x = 1, 2, 3, ..., 1500. 
Convolutions Involving Gauss Sums Associated with Dirichlet Characters

Limits Associated with Convolutions of Gauss Sums Associated with Dirichlet Characters
where n = 40, χ is the Dirichlet character mod 11, and x = 1, 2, 3, ..., 100 superimposed on a plot of the replicated (two times) real components of 2 ∑ χ) where n = 20, χ is the Dirichlet character mod 11, and x = 1, 2, 3, ..., 50 . The two curves are roughly the same. See Figure 67 for a plot of the real components of χ) where n = 400, χ is the Dirichlet character mod 11, and x = n, 2n, 3n, ..., 100n superimposed on a plot of the real components of χ) where n = 200, χ is the Dirichlet character mod 11, and x = n, 2n, 3n, ..., 100n. As n → ∞, the real (and imaginary) components of = 1, 2, 3, . .., 200, p 1 = 0.3877 with a 95% confidence interval of (0.3818, 0.3936), p 2 = 0.1115 with a 95% confidence interval of (−0.5763, 0.7992), SSE=1195, R-square=0.9882, and RMSE=2. 457 . Let p 1 (n) and p 2 (n) denote the p 1 and p 2 values of the linear least-squares fits of ∑ i=1 n ( x/i ) may no longer be zero). The smoothed p 1 (n) values (denoted by p 1 (n)) would then be (0.4693n − 0.1823)/n and the smoothed p 2 (n) values (denoted by p 2 (n)) would then be (0.02812n + 0.03972)/n. See Figure 82 for the curves corresponding to those given in Figure 80 . See Figure 83 for the difference in the two curves given by using the smoothed p 1 and p 2 values. This approach is useful for determining the rate of growth of −p 1 (n)x − p 2 (n) + ∑ x i=1 n ( x/i ) due to small errors in the estimation of the slope. See Figure  84 for a plot of −p 1 (10)x − p 2 (10) + ∑ See Figure 91 for a plot of −p 1 (20 Figure 98 for a plot −d(n) versus log(n) for n = 1, 2, 3, 4, 5, 6, and 7. For a quadratic least-squares fit of these quantities, p 1 = −0.02134 with a 95% confidence interval of (−0.0229, −0.01978), p 2 = 0.1234 with a 95% confidence interval of (0.1202, 0.1266), p 3 = 0.4843 with a 95% confidence interval of (0.4828, 0.4857), SSE=1.192e-6, R-square=0.9999, and RMSE=0.0005485.
Convolutions Involving Nontrivial Zeros of the Riemann Zeta Function
Let θ 1 , θ 2 , θ 3 , .... denote the imaginary parts of the nontrivial zeros of the zeta function. Let κ 1 (1), κ 1 (2), κ 1 (3), ..., denote log(θ 1 ), log(θ 2 ), log(θ 3 ), ... of ∑ x i=1 (κ 3 ( x/i ) − 2.894) log(i) for x = 1, 2, 3, ..., 3000, p 1 = −0.4148 with a 95% confidence interval of (−0.4149, −0.4148), p 2 = 2.761 with a 95% confidence interval of (2.708, 2.815), SSE=1649, R-square=1, and RMSE=0. 7416 . See Figure 101 for a plot of ∑ 2, 3 , ..., 3000, SSE=2.891e+12, R-square=1, and RMSE=3.107e+4. See Figure 104 for a plot of − log(x!) and 2.65 2, 3, . .., 3000. See Figure 105 for a plot of 2, 3, . .., 20000. Denote these p 1 and p 2 values by p 1 (n) and p 2 (n), n = 1, 2, 3, ..., 40. See Figure 108 for a plot of np 1 (n) for n = 1, 2, 3, ..., 40. For a linear least-squares fit of np 1 (n) for n = 1, 2, 3, ..., 40, p 1 = 2.673 with a 95% confidence interval of (2.67, 2.676), p 2 = 0.824 with a 95% confidence interval of (0.7509, 0.897), SSE=0.4766, R-square=1, and RMSE=0.112. See Figure 109 for a plot of np 2 (n) for n = 1, 2, 3, ..., 40. For a quadratic least-squares fit of np 2 (n) for n = 1, 2, 3, ..., 40, p 1 = 0.01105 with a 95% confidence interval of (0.01016, 0.01194), p 2 = −2.136 with a 95% confidence interval of (−2.173, −2.098), p 3 = −2.03 with a 95% confidence interval of (−2.364, −1.695), SSE=4.042, R-square=0.9997, and RMSE=0.3305. Figure 124 for a plot of nd(n) for n = 1, 2, 3, ..., 10. For a quadratic least-squares fit of nd(n) for n = 1, 2, 3, ..., 10, p 1 = −0.1087 with a 95% confidence interval of (−0.126, −0.09139), p 2 = −1.677 with a 95% confidence interval of (−1.872, −1.482), p 3 = 1.249 with a 95% confidence interval of (0.7822, 1.716), SSE=0.1974 , R-square=0.9997, and RMSE=0. 1679 . Note the similarity of this curve to the corresponding curve for the sequence given in Figure 92 .
The smoothed p 1 (n) values would be (2.672n + 0.8237)/n and the smoothed p 2 (n) values would be (0.03749n 2 − 4.593n − 8.21)/n, n = 1, 2, 3, ..... Denote these values by p 1 (n) and p 2 (n), n = 1, 2, 3, .... See Figure 125 for a plot of −p 1 (20 Figure 126 for a plot of −d(n) versus log(n) for n = 1, 2, 3, ..., 10. For a quadratic least-squares fit of these quantities, p 1 = −0.1618 with a 95% confidence interval of (−0.1853, −0.1382), p 2 = 1.56 with a 95% confidence interval of (1.501, 1.619), p 3 = 1.544 with a 95% confidence interval of (1.51, 1.578), SSE=0.001596, R-square=0.9998, and RMSE=0. 0151 . Note the similarity of this curve to the corresponding curve for the sequence given in Figure 94 .
See Figure 127 for a plot of ∑ Figure 130 for a plot −d(n) versus log(n) for n = 1, 2, 3, 4, 5, 6, and 7. For a quadratic least-squares fit of these quantities, p 1 = −0.05185 with a 95% confidence interval of (−0.05533, −0.04838), p 2 = 0.29 with a 95% confidence interval of (0.2828, 0.2971), p 3 = 1.157 with a 95% confidence interval of (1.154, 1.16), SSE=5.933e−6, R-square=0.9999, and RMSE=0. 001218 . Note the similarity of this curve to the corresponding curve for the sequence given in Figure 98 .
A Common Function
For a linear least-squares fit of ∑ 
Conjecture 5.
As n → ∞, the real components of
(y x/i (n) − z x/i (n) + (n − 1)/2 /n)G(i, χ), x = n, 2n, 3n, ..., where χ is the principal Dirichlet character modulo m approach q(1), q(2), q(3), .... See Figure 150 for a plot of ∑ i|x δ n ( x/i )Λ(i) and − log(x) where n = 1 for x = 1, 2, 3, ..., 999 (1000 limits accurate to about 6 decimal places were used). Positive values occur only when x has exactly two prime factors (not necessarily distinct). See Figure 151 for a plot of ∑ i|x δ n ( x/i )Λ(i) and − log(x) where n = 2 for x = 1, 2, 3, ..., 1999. Positive values occur only when x has at least three distinct prime factors.
Materials and Methods
The figures referenced above are given at the following link. "www.darrellcox.website/Binder6.pdf A C program for computing the , κ, and δ convolutions is at the following link. "Include" files are at the subsequent links. The 201 limits for the convolutions are included. "www.darrellcox.website/test1g.htm" "www.darrellcox.website/zeros1.htm" "www.darrellcox.website/table2g.htm"
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