[1] This article documents a case study comparing radiosonde humidity data to Advanced Microwave Sounding Unit (AMSU) satellite humidity data. The study had two goals: first, to develop a robust method for such a comparison, and second, to check the quality and mutual consistency of radiosonde data, radiative transfer model, and AMSU data. The radiosonde data used are Vaisala RS80 data from the station Lindenberg of the German Weather Service (DWD), which have been subject to several corrections compared to the standard data processing. The radiative transfer model is the Atmospheric Radiative Transfer Simulator (ARTS), and the AMSU data are those of the satellites NOAA 15 and 16 for the time periods 2001 and 2002. The comparison was done in radiance space, using a radiative transfer model to simulate AMSU radiances from the radiosonde data. The overall agreement is very good, with radiance biases below 1.5 K and standard deviations below 2 K. The main source of ''noise'' in the comparison is atmospheric inhomogeneity on the 10-km scale. While the radiosonde correction performed at Lindenberg significantly reduces the bias between simulated and measured AMSU radiance, there still remains a slope in the radiance difference. Possible reasons for this were investigated. Most likely, the radiosondes underestimate the relative humidity under extremely dry conditions, showing 0 %RH when the true value is 2-4 %RH.
Introduction
[2] Upper tropospheric humidity (UTH) is a crucial parameter for meteorology and climate research [Spencer and Braswell, 1997; Bates et al., 2001; Soden and Bretherton, 1993; Harries, 1997] . There are two global and continuous data sets for this parameter, one from polar-orbiting meteorological sensors and the other from synoptic meteorological radiosondes.
[3] The satellite data come from two series of satellites, one from the National Oceanic and Atmospheric Administration (NOAA) and the other from the Defense Meteorological Satellite Program (DMSP). UTH is measured by infrared instruments at 6.7 mm [Soden and Lanzante, 1996; Soden et al., 2004] , and by microwave instruments at 183 GHz [Engelen and Stephens, 1998 ]. This article focuses on the microwave measurements. They have the advantage of being much less affected by clouds than the infrared measurements. These data are used operationally by the numerical weather prediction (NWP) community, which has developed NWP-model-based tools to monitor satellite radiometer performance [Atkinson, 2000] , valuable for identifying intersatellite differences and changes over time, but problematic if one is interested in absolute UTH. Operational products are generated by NOAA/National Environmental Satellite Data and Information Service, which also routinely perform radiosonde intercomparison activities [Reale et al., 2003] .
[4] Microwave humidity data exist from Special Sensor Microwave Water Vapor Sounder (SSM-T2) on the DMSP satellites, from Advanced Microwave Sounding Unit (AMSU-B) on the NOAA satellites, and from Humidity Sounder for Brazil (HSB) on the Aqua satellite. Information on the available data is summarized in Table 1 . This study focuses on NOAA 15 and NOAA 16 for the years [2001] [2002] . The AMSU data can be downloaded from the Satellite Active Archive.
[5] The synoptic radiosonde data go back to the 1940s [Elliot and Gaffen, 1991] . Records are kept at meteorological agencies. Data can be obtained, for example, from the British Atmospheric Data Centre (BADC) . There are about 850 stations in the data record at the BADC, but only about 250 stations have at least 10 launches per month reaching 100 hPa. Ideally, each station should launch a radiosonde 4 times a day at the synoptic observation times 0000, 0600, 1200, and 1800 UTC. However, many stations only launch sondes irregularly. The quality of the data from the different stations is also believed to vary considerably.
[6] For this case study it was decided to focus on the radiosonde data from one station, the reference station Lindenberg of the German Weather Service (DWD). This has the advantages that the properties and quality of the data are well understood and that high-vertical-resolution data, which are not in the BADC archive, can be used.
[7] The basic idea of the study is to compare satellite and radiosonde data. However, the satellite measures radiances, not humidity directly. While obtaining radiances from given temperature and humidity profiles is straightforward, obtaining humidity concentrations from radiances is complicated and requires additional assumptions (a classical inverse problem [Rodgers, 2000] ). To avoid having to deal with the inverse problem, the comparison is done in radiance space rather than state space: A radiative transfer (RT) model is used to generate simulated satellite measurements from the radiosonde data, which can then be compared to the real satellite measurements. This approach has already been used for infrared data, for example, by Soden and Lanzante [1996] , but has so far not been used for microwave data as far as we know.
[8] The aims of the study are as follows: first, to develop a robust methodology for such a comparison, second, to check the mutual consistency of (1) satellite data, (2) radiosonde data, and (3) RT model, and third, to check the mutual consistency and stability of instruments on different satellites. Another aim is to pave the way for a systematic comparison of all stations in the global radiosonde network to satellite data. This will allow an intercomparison and quality control of the different radiosonde stations, assuming that the satellite instrument's properties are stable during a few orbits.
[9] The structure of the article is as follows: Section 2 presents the satellite and radiosonde data, focusing on those data properties that are relevant for the comparison. Section 3 presents the RT model, the method of finding matches between the two data sets, and the error model. Section 4 discusses the results for different instrument channels, different radiosonde qualities, and different satellite instruments, and section 5 summarizes the conclusions.
Data

Lindenberg Radiosonde Data
[10] The Meteorological Observatory Lindenberg, located at 52°22 0 N, 14°12 0 E, is one of the reference stations of the DWD. The radiosonde record there goes back to 1905.
Recently, strong efforts have been made to improve the calibration of Humicap humidity sensors [Leiterer et al., 1997] , together with the manufacturer Vaisala.
[11] Figure 1 shows two high-resolution radiosonde profiles, corresponding to the driest and wettest days in the year 2002 (5 January and 17 July, respectively). Note the fine vertical structures in the humidity profile. Humidity values exceeding the ice saturation line in the lower plot are indicative of the presence of cirrus clouds. Three versions of the same radiosonde data were used in this study, highresolution uncorrected (HRNC), high-resolution corrected (HRC), and low-resolution corrected (LRC).
[12] Version HRNC is data treated by the standard Vaisala processing method and should therefore correspond to highresolution data from other stations using Vaisala RS80 humidity sensors. Version HRC is data corrected to highquality research sondes, which are launched at Lindenberg once a week. The corrections applied are described in detail by Leiterer et al. [1997] . There are three corrections: dry bias correction, detection and elimination of data affected by sensor icing, and time lag correction. Over the whole year 2002, the integrated water vapor content between 500 and 200 hPa is 3.33% higher for the corrected data (0.721 kg m À2 compared to 0.697 kg m
À2
). The average UTH (average relative humidity between 500 and 200 hPa) is 3.4 %RH higher for the corrected data (35.3 %RH compared to 31.9 %RH).
[13] Version LRC of the data is the low-resolution data that are broadcasted in the operational radiosonde network. From the approximately 300 altitude levels of the highresolution data between the surface and 100 hPa, only 30 ''significant'' levels remain. This procedure leads to a loss of detail, but only to a very small bias of 0.25 %RH. It has to be pointed out that this good agreement between LRC and HRC data can only be achieved if the LRC data are interpolated to a fine grid before calculating column quantities. The interpolation scheme is crucial; the best results are obtained when humidity is interpolated in relative humidity, whereas interpolation of humidity in volume mixing ratio leads to a large discrepancy between the two data sets.
[14] It is important to understand these biases since (uncorrected) low-resolution data are all that is readily available for most of the radiosonde stations worldwide, which will be affected by a dry bias from the missing sensor correction.
AMSU-B Data
[15] Details on the AMSU-B instrument can be found in an article by Saunders et al. [1995] . It is a cross-track scanning microwave sensor with channels at 89.0, 150.0, 183.31 ± 1.00, 183.31 ± 3.00, and 183.31 ± 7.00 GHz. These channels are called channels 16-20 of the overall AMSU instruments; channels 1-15 belong to AMSU-A. The instrument has a swath width of approximately 2300 km, which is sampled at 90 scan positions. The satellite viewing angle for the innermost scan positions is 0.55°from nadir; for the outermost scan positions it is 48.95°from nadir. This corresponds to incidence angles of 0.62°and 58.5°from nadir, respectively. The footprint size is 20 Â 16 km 2 for the innermost scan positions but increases to 64 Â 52 km 2 for the outermost positions. Figure 2 shows an example of AMSU data from channel 20. This is an overpass over the station Lindenberg.
[16] Figure 3 shows the AMSU-B channel frequency positions relative to the atmospheric zenith opacity spectrum. Channels 16 and 17 are surface channels. The interesting channels for this study are channels 18 -20, which sample the free troposphere. The sampling altitude for each channel can best be seen from the Jacobian [Rodgers, 2000] , i.e., the derivative of the channel radiance with respect to a change in local atmospheric humidity. Examples are displayed in Figure 4 . Note that the Jacobians move significantly with changing atmospheric state. In particular, channel 20, which normally cannot see the surface, can see the surface under very dry conditions. [17] Each NOAA satellite passes Lindenberg 2 times a day. Figure 5 shows histograms of the overpass times (in UTC) of NOAA 15 and 16 for the year 2002.
Methodology
Radiative Transfer
[18] The RT model Atmospheric Radiative Transfer Simulator (ARTS), described in an article by Buehler et al. [2004] , was used to simulate AMSU radiances on the basis of radiosonde profiles. Five radiance values, one for each AMSU-B channel, were obtained for each radiosonde launch. Radiances were expressed as brightness temperatures in Kelvin, similar to the AMSU data. The program setup for this study was as follows:
[19] Gaseous absorption was assumed to be only due to water vapor, oxygen, and nitrogen. Absorption models used were that of Rosenkranz [1998] for water vapor and oxygen and that of Rosenkranz [1993] for nitrogen. For the radiative transfer calculation, temperature and relative humidity were interpolated linearly in log pressure onto 1000 pressure levels, evenly spaced in log pressure, between the surface and 100 hPa. The radiative transfer integration step along the line of sight was 5 m, and the platform altitude 850 km. Atmospheric refraction was turned off; it has negligible impact for these satellite viewing angles. The geometric altitude profile was taken from the radiosonde data. Monochromatic calculations were performed for 11 frequencies inside the passbands, and the results were convolved with the sensor passband response, which was assumed to be rectangular. It was also tested whether a Gaussian passband response would lead to significant differences, but brightness temperature differences were well below 0.1 K. It would be preferable to use measured passband responses, but unfortunately no such measurements are currently available for AMSU-B (N. Atkinson, personal communication, 2003) .
[20] Required geophysical inputs of the model in this case are humidity and temperature profiles, the surface emissivity, and the surface skin temperature. Humidity and temperature profiles were taken from the radiosonde, the surface emissivity was assumed fix at 0.95, and the skin temperature was assumed to be equal to the lowest radiosonde temperature. The surface emissivity influences mainly window channels 16 and 17 and, under extremely dry conditions, also channel 20. Channels 18 and 19 are not influenced by the surface, which was found by repeating the analysis, as described below, for different surface emissivity values. That exercise also confirmed the choice of 0.95 for the surface emissivity as reasonable for the Lindenberg area.
[21] Radiosondes do not always reach the same altitude. In order to eliminate the influence of the different maximum altitudes, all profiles were cut at 100 hPa, an altitude reached by all but 406 sondes in the 2001 -2002 time period. Of course, this cutting introduces both a bias (from the missing dry atmosphere above 100 hPa) and a random error (from temperature and humidity fluctuations above 100 hPa). Simulations for the European Centre for MediumRange Weather Forecasts data set [Chevallier, 2001] were used to assess this. These profiles go up to 10 hPa. The difference between simulations with the full profile and the profile cut at 100 hPa are summarized in Table 2 . The cutting procedure mainly introduces a bias of approximately À0.033 to 0.090 K, depending on channel, but only a small random error of 0.006 -0.057 K.
Selecting Matches
[22] Given a radiosonde profile, one can simulate an AMSU measurement. However, how to compare this to the real AMSU data? Matching the sonde to an individual AMSU pixel would be overambitious, if only because the sonde drifts approximately 50 km horizontally during its ascent to 100 hPa. Hence our approach is to compare the sonde to the average AMSU radiance in a target area, described by a circle of radius 50 km (compare Figure 2) . Normally, 10-30 pixels will be in this target area.
[23] Since the AMSU data in the target area are taken under different satellite viewing angles, the limb effect has to be considered. Off-nadir radiances will be slightly lower than nadir radiances for channels 18-20 and slightly higher for channels 16 and 17. This behavior is called limb darkening and limb brightening, respectively. Figure 6 shows the effect for all AMSU-B channels for the mean atmospheric state of the Lindenberg HRC 2002 data set. The effect is due to the longer path length that the radiation travels through each atmospheric layer for an off-nadir viewing angle. For upper tropospheric channels 18-20 this shifts the sounding altitude upward, where the atmosphere is colder. For surface channels 16 and 17 it leads to increased atmospheric emissions that add to the (colder) surface radiation.
[24] From Figure 6 one can estimate that the magnitude of the limb effect within the target area is less than approximately 1 K. In principle, the correct approach for the simulations would be to simulate radiances for the different satellite viewing angles and average. However, for simplicity, we simulate the radiance only for the viewing angle corresponding to the center of the circle. Because of nonlinearities this introduces an error, which we estimate to be 1 order of magnitude less than the limb effect itself, and therefore negligible.
[25] The next problem is the satellite overpass time, which can be up to 3 hours before or after the radiosonde launch (see Figure 5 ). The displacement of the air mass measured by the sonde during this time is estimated as follows: First, the average wind speed and direction between 700 and 300 hPa are calculated from the radiosonde wind data. These two pressure altitudes correspond to the peaks of the channel 20 and 18 Jacobians for a Lindenberg mean profile; hence this altitude range is most important for the humidity channels.
[26] The average wind vector is then multiplied by the time difference between the satellite overpass and half an hour before the synoptic time. In the ideal case the sonde should be launched approximately 1 hour before the synoptic time, so that the synoptic time is representative for the profile as a whole. Therefore the time difference between overpass and half an hour before the synoptic time is the appropriate one to use. If the displacement calculated in this way is larger than 50 km, the data are discarded. This eliminates approximately 35% of the matches.
Error Model
[27] Sources of error for the comparison are as follows: (1) radiometric noise of the AMSU measurement, (2) sampling error due to atmospheric inhomogeneity, (3) radiosonde measurement error in humidity and temperature, (4) RT model error (systematic), and (5) AMSU calibration error.
[28] The concept of the target area can be used to estimate the combined effect of error sources 1 and 2, by calculating s 50km (i), the standard deviation of the brightness temperature of all pixels within the target area. The index i here indicates that this can be calculated for every match. Figure 7 shows histograms of this quantity for the year 2002 for both satellites.
[29] If the atmosphere is very homogeneous, s 50km should be determined by the radiometric noise, as expressed by the noise equivalent temperature s RN , plus a small contribution from the limb effect. This is confirmed by the good agreement of the s RN estimated from the AMSU calibration (vertical lines in Figure 7 ) with the left edge of the histograms. Channel 16, and to a lesser degree 17, are exceptions, since for these channels the inhomogeneity of the surface plays a significant role. Figure 7 also confirms that the performance of channel 18 has greatly improved for NOAA 16 compared to NOAA 15. Channel 19 has also slightly improved.
[30] If s 50km is significantly above the radiometric noise, it means that atmospheric inhomogeneities on the 15-50 km scale are present. The s 50km can exceed 4 K; in most cases it will be the dominant error source. This suggests the error model
[31] A c 2 test for a linear fit of AMSU radiances versus ARTS simulated radiances, in combination with a goodness of fit estimate [Press et al., 1992, equation 15.2.12] , was used to try this error model for different values of the constant C 0 . For this, the matches were divided into different s 50km bins, and c 2 and probability Q were calculated for each bin. [32] If C 0 = 0, only the cases with rather high s 50km have a reasonably low c 2 and hence a reasonably high probability Q. This confirms that for low inhomogeneity the other error sources contribute significantly.
[33] Plots similar to Figure 8 were made for channels 18-20 for both satellites and years, resulting in a total of 12 plots. To keep the error model simple, a global constant value of C 0 = 0.5 K was selected as giving a reasonable probability for all cases. This constant is assumed to account for error sources 3, 4, and 5 and also for that part of the sampling error 2 that is due to inhomogeneities on a smaller scale than is resolved by AMSU. This places 0.5 K upper bounds on the RT model error 4 and the AMSU calibration error 5. It also places an upper bound of approximately 5% on the radiosonde humidity error, which can be derived by sensitivity RT calculations. (Here we mean a radiosonde calibration error that is fixed for one launch but random between different launches.)
[34] As an example of the level of agreement that can be achieved, Figure 9 shows scatterplots of AMSU radiance versus ARTS modeled radiance for AMSU-B channels 18-20 on NOAA 15 for the year 2001.
Cirrus Cloud Filtering
[35] Another issue to be addressed is a possible contamination of the measurement by cirrus cloud scattering. From model calculations by Sreerekha et al. [2002] this is expected to be only significant for strong cirrus clouds. In that case, one expects the measured radiances to be colder than the simulated ones, because the cloud scatters radiation out of the line of sight of the instrument. The most sensitive channel for this effect is channel 20, because its Jacobian peaks below typical cirrus cloud altitudes. [36] We define D as the difference between measured and modeled radiances:
where i is again the index of the match. Figure 10 shows a scatterplot of D 20 , the difference between measurement and model for channel 20, as a function of T B AMSUÀ20 , the measured radiance in channel 20. At T B AMSUÀ20 below approximately 260 K the measured radiances start to get significantly colder than the modeled ones. We interpret this behavior as the cloud signal. Because the present study uses only a clear-sky RT model, all matches with T B AMSUÀ20 < 260 K are discarded, thus implementing a rough filter against strong ice clouds. Although only channel 20 is used to define the filter, it is applied to all channels.
[37] The results are not very sensitive to the exact value of the cloud filter threshold. For example, the bias between radiosonde and satellite data for channel 18 (see section 3.5 for exact definition) will change by only 0.2 K when the cloud filter threshold is varied from 255 K to 265 K. Most of this change happens between 260 K and 265 K, because at these high threshold values a significant part of the data is removed by the filter. The slope between modeled and measured radiances (see also section 3.5 for definition) is even less affected by the threshold value: It changes only by 0.02 K/K when the threshold value is varied from 255 K to 265 K.
Statistics
[38] The mean value D of the differences D(i) could be taken to represent the bias between the modeled and the measured radiances. However, it is more appropriate to define a measure of the bias that takes into account the error model as described in section 3.4. Hence we define the bias B as
As pointed out by Soden and Bretherton [1993] , radiance differences scale in proportion to relative errors in relative humidity. In the case of channel 18, a bias B of 1 K in brightness temperature corresponds to approximately 10% relative error in relative humidity, as shown in Figure 11 . It is important to note that the sensitivity depends on the temperature profile rather than on the humidity level; therefore the figure shows curves for several different temperature profiles. The sensitivity is displayed for relative changes in relative humidity, using 50 %RH as the reference. The sensitivity is highest for the high-lapse-rate temperature profile.
[39] The uncertainty in the bias can be estimated from its standard deviation
[40] Figure 9 suggests that in some channels there may be not only a bias but also a slope between modeled and measured radiances. Therefore a straight line was fitted to the data as
The coefficients a and b, as well as their uncertainties (standard deviations), can be easily obtained from a least squares fit, using the error model as described above. The result is displayed in Figure 9 as a dashed line. The most significant deviation of the slope from unity is found for channel 18 (leftmost plot of Figure 9 ). This finding is persistent for all satellites and time periods, as we shall see below.
Results and Discussion
Comparison of Different Data Versions
[41] Table 3 shows comparison results for the three different Lindenberg data versions HRC, HRNC, and LRC, as defined in section 2.1. For simplicity, the comparison is limited to the 2002 time period for the satellite NOAA 15. Shown are s D and bias B, as well as slope a and offset b of the straight line fit, as defined in section 3.5.
[42] For surface channels 16 and 17 (not shown) there are no significant differences between the data versions, as expected. For humidity channels 18 -20 there are differences, which increase with sounding altitude (from channels 20-18). For channel 18 the difference in B between HRC and HRNC data is 0.7 K, while the standard deviation of B is only 0.1 K. The HRC simulated radiances are colder than the HRNC ones, consistent with the fact that the HRC data are more humid than the HRNC data. The observed 0.7-K value of the difference is also roughly consistent with the average 3.4 %RH difference in UTH (9.6% relative difference) between these two data versions. From Figure 11 the expected value for the difference would have been 0.96 K, and the difference can be explained by the fact that the humidity bias between the two data versions was computed over all radiosonde launches, whereas the brightness temperature bias was computed only over the launches that matched the satellite overpass.
[43] This result confirms that the satellite measurement is sensitive and accurate enough to distinguish between corrected and uncorrected data. Furthermore, the fact that the largest difference is found for the channel with the highest sounding altitude is consistent with the fact that the radiosonde correction algorithm has its highest impact in the upper troposphere.
[44] For the LRC data, on the other hand, the difference in B compared that of to the HRC data is much smaller and not significant compared to the standard deviation of B. This confirms that the vertical resolution of the LRC data is sufficient to accurately predict AMSU radiances, which can be explained by the approximately 3-km width of the AMSU Jacobians (see Figure 4 ). This is a very encouraging result, because it confirms that the wealth of low-resolution radiosonde data in the operational archives can be used for future intercomparison studies.
Comparison of Different Satellites and Time Periods
[45] The top data block in Table 4 shows comparison results broken down by satellite (NOAA 15 and 16) The first thing noticeable is that there is a small but significant difference between NOAA 15 and 16. To get an error estimate for this, the 2-year study time period was broken down further into subperiods of three months, yielding eight values each for s D , B, a, and b. From these, mean values and standard deviations of the difference between the two satellites were calculated, which are also displayed in Table 4 .
[46] Thus significant differences between the two satellites are found for channels 18 and 19. These are the channels for which instrument performance has improved from NOAA 15 to 16; however, it is not clear how that translates into a systematic difference, since the variability s D of the difference D is dominated by atmospheric inhomogeneity, rather than instrument noise. So, it appears that the calibration has also slightly changed for these channels between the satellite versions.
Possible Explanations for the Slope in Channel 18
[47] The data in Tables 3 and 4 show that radiosonde humidity data and AMSU radiances are overall in very good agreement, with the notable exception of channel 18, which has a slope a significantly deviating from 1. The value ranges from 0.853 ± 0.024 K/K to 0.895 ± 0.027 K/K, depending on satellite and year. (Channel 19 also shows a slope, but the deviation from unity is barely significant.) There are three possible explanations for this discrepancy:
(1) a systematic error in the RT model, (2) a systematic slope-like error in the AMSU radiances, and (3) a systematic error in the radiosonde data, increasing with lower humidity values.
[48] Possibility 1 can be easily studied by reprocessing the data with various perturbed RT model parameters. Likely candidate parameters are (1) the air-broadening parameter of the water vapor line, (2) the line intensity, (3) the temperature exponent of the air-broadening parameter, and (4) the water vapor continuum. Table 5 shows a summary of the results of these simulations. Although the perturbations were chosen quite large (20% for the intensity, 50% for the other parameters), none of the candidate parameters can bring the slope a close to unity. Higher perturbations cannot be justified on the basis of current spectroscopic knowledge and would also destroy the good agreement in the other channels. We can thus rule out possibility 1, the RT algorithm, as a source of the discrepancy, leaving only possibilities 2 and 3.
[49] Possibility 2, a slope-like error in the AMSU 18 radiances, is possible, but not very likely, given that the Figure 11 . Sensitivity of simulated radiance for channel 18 to relative changes in relative humidity. Four temperature profiles were constructed using the mean Lindenberg temperature profile of 2002: the mean profile itself (solid line), the mean profile plus 10 K at all levels (dashed line), the mean profile minus 10 K at all levels (dash-dotted line), and the mean profile with a higher lapse rate below the tropopause (dotted line). The high-lapse-rate case had the same tropopause temperature but a 20-K-higher surface temperature. All four profiles have 50 %RH at all levels. Each profile was perturbed to a maximum of 20% on either side in 1% steps. 
slope is remarkably stable between the two different satellites studied, and given also that from the point of view of the radiometer this channel is not significantly different from any other channel. What really distinguishes channel 18 from the other humidity channels is its high atmospheric sounding altitude around 6 -10 km, an altitude where radiosondes are most challenged. Thus the results indicate that even the corrected Lindenberg data may still underestimate the humidity for very dry conditions.
[50] To quantify this underestimation, D 18 was plotted as a function of UTH (average RH between 500 and 200 hPa), and a straight line was fitted (Figure 12 ). This yields at 0 %RH a brightness temperature difference of À(0.6 -2.4) K, depending on satellite and year. To compensate for this, the true UTH would have to be approximately 2 -4 %RH where the radiosonde shows 0 %RH, according to Figure 11 .
[51] To verify this assertion, a simple linear correction was applied to the radiosonde humidity data. The correction was +2 %RH at 0 %RH, decreasing linearly to 0 %RH at 70 %RH. Then the intercomparison was repeated with the modified radiosonde data. This indeed brings the slope in channel 18 (and 19) closer to unity, while conserving the good agreement in channel 20, as shown in the second part of Table 4 . Repeating the exercise with a larger correction of +4 %RH at 0 %RH (third part of Table 4 ) leads to a slight overcorrection with slopes more often above 1 than below. The necessary correction to the radiosonde data therefore seems to be between +2 and +4 %RH at 0 %RH.
Summary and Conclusions
[52] A robust method to compare radiosonde humidity data to AMSU data was developed, which is planned to be used for future global studies. The new method has some unique features: First, the comparison is done for a target area, allowing an estimation of the atmospheric variability. Second, displacement and cloud filters are applied. Third, a complete and consistent error model is used.
[53] The method was validated by a detailed case study, using the high-quality Lindenberg radiosonde data and the NOAA 15 and 16 satellite data for the time period from 2001 to 2002. The study confirmed that low-vertical-resolution data, as found in operational archives, are sufficient to accurately predict AMSU radiances. However, it also demonstrated that corrections applied in Lindenberg to the standard Vaisala data processing make a significant difference, particularly in the upper troposphere.
[54] Overall, the AMSU data are in very good agreement with the radiosonde data, with the notable exception of a slope in channel 18. By reprocessing with perturbed RT model parameters, RT model error was ruled out as a possible explanation for the slope, leaving only AMSU data and radiosonde data. Of these two, the latter seem the more likely explanation, which would mean that the corrected Lindenberg radiosonde data have a small residual dry bias at low humidities, giving 0 %RH when the true humidity is still approximately 2 -4 %RH. 
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, taking into account the error model described in section 3.3. The fitted line in this case has a slope of 0.033 K/%RH and an offset of À2.4 K. The slope and offset for other years and satellites vary between 0.014 and 0.038 K/%RH and between À0.6 and À2.4 K, respectively.
