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Abstract—In this contribution, we establish a model for multi-
channel cognitive radio networks (CRNs) using the theory of
priority queues. This model enables us to conduct a performance
analysis in the most general form by the derivation of the
probability mass function (PMF) of queue length at the secondary
users (SUs). In the second part, a reverse problem is considered
to answer the important top-down question of whether a service
requirement can be satisfied in a multi-channel CRN knowing
the network parameters and traffic situation with respect to the
SUs and the primary users (PUs). Terming this problem as the
network synthesis, a precise conservation law is obtained, which
relates the packet waiting times of both types of users, and based
on which the achievable region of the network is also determined.
Lastly, by the introduction of a mixed strategy, the conditions
for the existence of an optimal trade-off between the interference
onto the PUs and the quality-of-service of the SUs is shown, and
the optimal mixed strategy is obtained when those conditions are
satisfied.
Index Terms—Multi-Channel Cognitive Radio Networks,
Markov Chain, Priority Queues, M/M/k, Delay, PMF.
I. INTRODUCTION
Cognitive radio (CR) has now established itself as the
ultimate solution to remedy the current under-utilized and
inefficient allocation of the spectrum. By being swift and
cognizant, a CR is able to effectively adapt its parameters such
as power, frequency, data rate, etc., to the changing situations
in order to maximally exploit the available spectrum opportu-
nities in the time, space and frequency domains. Nevertheless,
the imperative constraint should always be to avoid inflicting
unacceptable interference onto spectrum owners, the primary
users (PUs) [1].
Even though a lot has been discovered on the analysis
of single-channel CR networks (CRNs), the modeling and
analysis of multi-channel CRNs has been barely discovered,
whereof [2]–[4] can be cited. Motivated by this fact, and to
help in filling this gap, our contributions in this paper consist
in establishing a modeling framework for multi-channel CRNs
using a stable and well-defined queuing model, and then, in
developing a comprehensive analysis and synthesis of this
model in order to obtain key performance measures, achievable
region, and optimal solutions of this model.
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Our modeling approach is different from previous work,
both in the methodology we took and the extent we proceeded.
While our modeling delivers the queue length distribution of
secondary users (SUs) on the basis of a dynamic model, [3] (or
[4]) works on moments of delay (or tail distribution) according
to approximate methods. To the best of our knowledge, the
closest work to the first part of our study here is due to
[2], where the distribution of queue length for multi-channel
multi-interface CRNs was derived. However, [2] and this
paper are different in methodology. For instance, in this work,
we represent PUs by queues (instead of simple ON/OFF
processes), which ultimately captures more realistic aspects
of the primary network.1 For this purpose, we make use of
the theory of priority queues.
Though this modeling tool has found wide application in
other domains in years, its benefit for the analysis of single-
channel CRNs was discovered only recently. For instance, [5]
introduces an analytical framework based upon preemptive-
resume priority queues to characterize the effect of spectrum
handoff on performance. In [6]–[8], authors use the theory of
priority queues to find several network statistics. The value of
these studies lies in their simplicity in finding the moments
of waiting delay for single-channel [7] and multi-channel
CRNs [6], [8]. In [9] the average waiting time of packets is
derived for single-channel CRN by leveraging the preemptive
priority queues, and several observations on the dependencies
between the secondary and primary queues are made. Finally,
[10] establishes a Markov transition model to characterize the
cumulative handoff delay of SUs with different priorities. In
stark contrast to all these studies, the modeling developed in
this work, which is one of the paper’s contributions, deals
with the probability mass function (PMF) of the secondary’s
queue length as well as the other delay-related moments. This
modeling is based upon a stable and dynamic Markov chain
that is easily understandable and logically sound due to the
meticulous and factual choice of transitions, states and rates.
The privileged access of PUs has, in fact, been a dilemma,
since it always conflicts with the quality-of-service (QoS)
provisioning for the SUs. Therefore, an important question
that arises is whether or not the requirements of a ser-
vice/application can be satisfied knowing that the amount of
interference to PUs shall be limited. This question, which is
a problem of synthesis type, can barely be answered in a
modeling framework and is our focus in the second part of
this paper. To the best of our knowledge, this paper is the first
1The ON/OFF model for PUs is an underestimation to their real activity
pattern as it presumes that the activity length of PUs is exponentially
distributed.
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to consider the synthesis problem in the context of CRNs.
This exploration is not only valuable from the theoretical
perspective, but it also empowers one to assess if application
performance criteria are satisfied in the CRN, and if not, what
tradeoffs can be made for such criteria to be met.
Finally, a mixed strategy is introduced, where some level of
interference onto the PUs is allowed to the benefit of better
QoS for the SUs. This resembles the case of spectrum underlay
CRNs where the maximization of the joint secondary-primary
profit matters. Our observations show that an optimum mixed-
strategy always exists, and outputs the least cost for the defined
cost function.
Following this introduction, the framework of the paper is
as follows. In Section II, a comprehensive literature review is
provided. The establishment of the model for multi-channel
CRN and the performance analysis are developed in Section
III. The problem of network synthesis is introduced and solved
in Section IV, with the derivation of the conservation low
and the determination of the achievable region. In Section V,
the proposed mixed strategy is detailed. Finally, Section VI
provides insights and suggestions for extending the proposed
model to entail more elaborate features.
II. LITERATURE REVIEW
The theory of priority queues was initiated with the intro-
duction of the preemptive resume policy by Cobham in [11]
and Holley in [12]. The idea was later expanded in [13] to
incorporate a higher number of priority levels, more realistic
queuing models (M/G/1) and higher moments.
In a general classification, there are two types of priority
policies: preemptive and non-preemptive. In preemptive policy,
all the lower priority queues (LPQs) should instantly vacate
the server(s) upon the presence of a packet in higher priority
queue (HPQ), and embark on server(s) once the HPQ is
empty. Preemptive resume and preemptive repeat are two slight
derivations of this class [14]–[17]. In preemptive resume, the
interrupted head-of-line packets (due to the presence of a
HPQ) resume their services from the interruption points, once
no HPQ packet is left unserved [16], [17]. In preemptive
repeat, the interrupted packet should restart the service from
the beginning, no matter how much time was spent in the
previous serving period [14], [15]. On the other hand, the non-
preemptive policy gives some marginal assurance for LPQs by
allowing the under-served LPQ head-of-line packet (and only
this packet) to continue its service even if HPQ receives a
fresh packet. Nevertheless, after this packet is serviced, the
server is again unconditionally possessed by the HPQs.
In spite of this vast research on the analysis of priority
queues with single-server facility, efforts on the characteriza-
tion of multi-server queues were not as extensive and fruitful
due to their complications. This is essentially unfortunate since
the modeling of many telecommunication problems can be
suitably placed in the framework of a multi-server system,
such as multi-channel CRN as will be detailed shortly. Perhaps
[18]–[22] are the only studies in this area. In [18], the authors
analyze a queuing model in which two classes of customers
can share an M/M/c service facility according to a non-
monopolized priority policy. This policy is such that users of
class I (II) have preemptive priority over the users of class II
(I) for the first c1(c2 = c− c1) servers. The joint distribution
of the packet counts in all the classes is found numerically
using a matrix-geometric approach. In [19], the authors apply
different numerical approaches known for solving the non-
preemptive multi-server priority queuing system. In [20], a
priority system with M server facility serving R classes is
considered, where classes with lower indices have preemptive
priority over classes with higher indices. In the analysis, the
average response time (queuing + service delay) of each class
is found. In [21], the study in [20] is extended to cover the
multi-class case of service with arbitrary distribution. In the
latter work, the mean response time of each class in a multi-
class M/G/m queue with preemptive priority scheduling is
approximated using an elegant simple method. [22], on the
other hand, turns the focus to non-preemptive priority policy,
for the first time. The approximations in [23] were used for
M/G/c (which has no exact expression for the moments, let
alone the probability density function) and applied to the
scenario with two traffic classes. Closed-form expressions for
the Laplace transform of the waiting time distribution and the
mean waiting were derived for both classes.
Among few scheduling policies known in the theory of
priority queues (i.e., non-preemptive, preemptive repeat and
preemptive resume), the preemptive resume seems to better
emulate the essence of CRNs. Indeed, the non-interfering basis
for operation of SUs, as demanded in drafts and standards [24],
renders the non-preemptive policy an unfitting and overrating
model for CRNs. On the other hand, the preemptive repeat
does not fit practical implementations since data packets are
lengthy information units composed of statistically indepen-
dent subunits, i.e., symbols, and each symbol is designed to be
decoded independently. Therefore, upon the loss of a packet,
the system can resume transmitting the rest of the symbols
from the point of interruption. All this said, we recognize the
preemptive-resume multi-class multi-server priority scheduling
as a well-fitting model to the problem at hand.
At this point, we restate our well-defined goal in this paper,
namely, to analyze and synthesize the performance of multi-
channel CRNs using a simple and tractable model rather than
through complicated numerical and algorithmic approaches. In
fact, by considering few widely recognized assumptions,2 we
attain a very simple and insightful model that does not only
allow a tractable performance evaluation of the system under
study, but can also be used as a ground for future explorations
in the area, as well as a tool for synthesis studies such as what
will be done lastly in this paper.
III. MODEL DEVELOPMENT
The analogy between CRNs and priority queues revolves
around the fact that, in both cases, resources are shared
between traffic classes with different preferential rights. In
the latter case, shared resources are tangible service facilities,
2For example, the packet inter-arrival and service-time distributions on the
primary and secondary sides are assumed to be exponentially distributed.
These assumptions have been widely used in previous studies in the area, e.g.
[3], [5]–[7], [25], [26], added to the fact that they yield accurate modeling in
many situations, in actuality.
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(a) Original model. (b) Decoupled model.
Fig. 1: Modeling the interactive behavior of SUs and PUs in the framework of preemptive-resume multi-class multi-server priority queues.
while in the former case they are the intangible resource
channels. Except for this conceptual difference, both systems
are naturally similar. For example, in the case of CRNs, PUs
have unconditioned privilege to access the channel due to
their exclusive right; inside each traffic class, packets are
served according to first-in first-out (FIFO) policy. Also, the
discretized nature of input traffics in both models enable us to
correspond the customers with data packets.
Consequently, by representing each channel with a server
as firstly proposed in [2], the problem of modeling multi-
channel CRNs can fit within the framework of multi-class
multi-server priority queues, as illustrated in Fig. 1a. Here, N
channels (say servers) represent portions of the spectrum that
are authorized for opportunistic access by cognitive devices
[27] (cf. circles in Fig. 1). Focusing on this figure, on the
primary side, ith indexed queue stores data packets arriving
with aggregate arrival rate λi1, which is the accumulative traffic
of PUs that are authorized to transmit on the ith channel, and
serves packets with rate µi1.
On the secondary side, each queue represents a SU with
packet arrival rate λj2 and service rate µ
j
2, j = 1, · · · ,M .
SUs must sense the N channels to discover opportunities
for dispatching packets over them once sensed idle. Upon
dispatching packets over the empty channels, it is irrelevant
to the SU which packet is gone over which server. This is
because optimal channel allocation is neither a concern nor
a focus in this work. Nevertheless, we believe that the tools
we introduce in this paper can be used directly in developing
channel allocation techniques for multi-channel CRNs.
A. Queue Decoupling
At the primary side, the network of N independent single-
server queues, with arrival rates λi1, can be approximated with
a single N -server queue, as shown in Fig. 1b, with equivalent
arrival rate λ1=
∑N
i=1 λ
i
1.
3
. We assume the service rates on
all servers in the primary side are the same, i.e., µi1 = µ1.
As for the secondary network, since the performance eval-
uation of this network with coupled queues, as shown in Fig.
1a, is a challenging task, we assume weak coupling among
the M SUs, which is accurate for light traffic regimes4. Given
this, one of the SUs (termed tagged SU hereafter) can be
detached from the rest of the system as shown in Fig. 1b if its
service rate is appropriately changed to meaningfully reflect
the multi-user characteristic of the network (i.e. µt2 ⇒ µ2, with
t denoting the tagged SU in Fig. 1). Defined as the amount
of time it takes for the head-of-line packet to get transmitted
successfully, the service time Daccess, which is a function of
almost all network quantities, is related to the service rate µ2
and the transmission time Ts in the following way,
µ2 =
1
Daccess + Ts
, (1)
where Ts depends on the packet length while Daccess depends
on the access mechanism, the number of admitted SUs, etc.5
A simulator written for the purpose of validation confirms the
precision of the PU aggregation and SU decoupling methods
used in this section.
B. CTMC Representation
With the decoupling of queues in Fig. 1, we can mathemati-
cally characterize the CRN in Fig. 1a using the Markov chain
modeling tool. Here, the quantity of interest is the average
number of packets in PU and SU queues of the decoupled
3The validity of this equivalency for heavy-traffic scenarios has been
verified both mathematically and with simulations.
4This assumption has been approved and exploited in many studies, e.g.
[3], [28], [29]
5To calculate µ2, if SUs access the channel using 802.11x card, one can use
[30] which presents a useful non-recursive closed-form expression for delay,
or plug the formula for the time sharing access delay in case of TDMA.
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Fig. 2: Representation of the multi-channel CRN with 2-D CTMC.
model in Fig. 1b (i and j, respectively) represented by the
pair (i, j) as the states of the 2-D continuous time Markov
chain (CTMC) shown in Fig. 2. To save space while preserving
clarity, we represented the generic state of this CTMC in
the lower-right corner of Fig. 2. Now starting from state
(i, j), a horizontal (vertical) displacement to the right (down)
represents the addition of a packet to the SU (PU) class
with rate λ2(λ1), and the horizontal (vertical) displacement
to the left (up) represents the departure of a packet from it
with rate µ2(i, j) = µ2 min(j,max(N − i, 0)) (µ1(i, j) =
µ1 min(i, N)). The logic beneath this rate determination is
pretty much obvious and, thus, not detailed here. Therefore,
when all channels are busy (i > N) serving PUs, no SU
packet is accepted for transmission.
Clearly, this infinite state CTMC must have a stability
condition to provide stable operation. This stability condition,
as reported in [18]–[22], relates the major network quantities
and is unchanged for all kinds of priority scheduling, as
follows:
0 < ρ =
r∑
i=1
λi
µi
< N, (2)
where N is the number of servers (or PU queues), r is the
number of priority classes and ρi = λi/µi represents the
utilization factor of the ith class.
In the framework of CRNs, two classes of traffic (r = 2)
is presumed, where the first class, indexed one (ρ1,λ1,µ1),
represents the primary queue and the second class, indexed
two (ρ2,λ2,µ2), represents the secondary queue. Given this
explanation, we solve this CTMC using Z-transform approach
to find the steady-state probabilities on each state and, possi-
bly, some moments pertaining to both traffic classes.
Without diverging the focus to the trivial problem of how to
solve this DTMC, we only present the corresponding solution.6
Fig. 3 illustrates the joint PMF of the number of data packets
in the secondary and primary classes of Fig. 1. In both 3-D
plots, N = 10, λ2 = 4 · 104 pk/s, µ2 = 104 pk/s, µ1 =
0.5 · 104 pk/s, and they only differ in PUs’ input rate chosen
as λ1 = 0.3 · 10
4 pk/s in Fig. 3b and as λ1 = 2.7 · 104 pk/s
in Fig. 3a, corresponding to a primary utilization factor of
5.46 (ρ = 9.46 < 10) and 0.6 (ρ = 4.6 < 10), respectively.
Fig. 4 shows the 2-D views of the joint PMF in Fig. 3b
with a logarithmic scale. Besides, the above indicated values
are chosen such that they reflect the extreme cases, i.e. low
traffic regime (LTR) and heavy traffic regime (HTR), while not
violating the stability condition of (1). From the plots, several
intuitive observations can be made. First and foremost, even
though the tiny change ρ1 → ρ1+∆ρ does not sensibly change
the primary’s marginal PMF, it causes a considerable change
for the secondary’s, widening it and shifting up its center
rapidly. Secondly, both plots (Fig. 4a and 4b) and the statistical
examinations carried out demonstrate that the secondary’s
PMF has a heavy tail characteristic, getting heavier as the PUs’
6There are many well-established methods for solving Markov chains, see
e.g. [31].
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activity factor increases (or equivalently as ρ1 gets larger).
Fig. 5 illustrates the average total delay Di (queueing +
service) in both classes for the HTR setting described before.
Please note that the curves are plotted in double ordinate
setting so that the trends can be traced at once. Moreover, the
ordinate pertaining to the SU is plotted logarithmically while
the PU’s is ordinary. As observed, the increase of ρ1 from 0.6
to 5.46 results in the primary’s total delay (D1) to increase
only 13% (right ordinate) while shooting up the secondary’s
total delay (D2) about 600% (left ordinate). It is fortunate to
note that such increase in the PU’ activity factor is not realistic
according to the measurements, otherwise communication on
the secondary’s side would be impossible. In fact, [24] and
many other studies show a low and almost constant utilization
in currently occupied primary spectrum.
Since the PUs have exclusive right to access the spectrum
and no control or restriction can be levied by SUs to control
the traffic and activity on the primary side, all the focus
should be concentrated on the secondary side to obtain the
best out of what is available. As a result, individual decision-
making approach by SUs will certainly fail in providing the
wide-scale QoS that benefits all SUs. Therefore, mechanisms
such as admission control and congestion control as well as
an efficient, swift and agile resource allocation, play a very
important role in multi-channel CRNs. To that end, mathe-
matical expressions that characterize both classes are required,
which can be used as the cost (utility) function in the resource
allocation problem, or threshold function in the admission
control problem. This motivated us to aim for closed-form
expressions for the average total delays, Di, i = 1, 2, in the
multi-channel CRN. In the next section, we move one big step
forward and offer important and insightful closed-form results
relative to the secondary and primary classes.
IV. NETWORK SYNTHESIS
As expected, the answer to the question on whether the
demanded performance is achievable or not, given the traffic
characteristics and queue attributes, and if so under which
policy, is important to deal with though difficult to answer.
In fact, [32] was the first to answer this question in the
context of single-server multi-class priority queues, where the
synthesis problem was investigated after decades of exclusive
works on queue analysis. The point of departure in [32] is the
Kleinrock’s conservation law [33], which states that in stable
single-server multi-class (M classes) queuing systems (ρ =∑M
i=1 ρi < 1), any performance vector [W1,W2, . . . ,WM ],
where Wi denotes the waiting time pertaining to the ith class,
must satisfy the condition
∑M
i=1 ρiWi < V/(1 − ρ), where
ρi = λi/µi and V =
∑M
i=1 ρi/µi . According to this rule, one
does infer an important fact: no class can do better off without
another class doing worse off. Therefore, the weighted linear
sum of the Wi’s in a work-conserving single-server multi-class
queue is fixed. That is, according to [33],
l∑
i=1
ρiWi =
l∑
i=1
ρi
µi
1−
l∑
i=1
ρi
, l = 1, . . . , r, (3)
where Wi = Di − µ−1i .
Once more, we assume that the class indexed one (r) has the
highest (lowest) priority. Since the preemptive priority grants
the exclusive right of access to higher priority class (as for
PUs in CRN), lower priority classes are transparent to a higher
priority class and, therefore, W1 of the highest priority class
is nothing more than the classic formula for waiting time
in M/M/1 queue. Then without needing to solve the linear
equations of (3), the performance vector [W1, · · · ,Wr] can be
obtained by reverse plugging. As expressed in [33], however,
this solution is only valid for single-server multi-class priority
queues, but not for the multi-server multi-class priority queue
case as in the multi-channel CRN of Fig. 1 wherein r = 2.
Among the very few studies that investigated the existence
of conservation low in multi-server priority queue is [34],
which is salient due to the derivation of a semi-conservation
law that is only valid under identical service time distribution
in both classes (µ1 = µ2). Along the process of examining
our results, we came up with a closed-form expression for
the conservation law in multi-server work-conserving priority
queues which generalizes the work in [34] for non-identical
service time distributions, as follows:
ρ1D1 + ρ2D2 =
1
1 +
N−1∑
k=0
N ! (N − ρ1 − ρ2)
k!N (ρ1 + ρ2)
N−k
·
ρ1
µ1
+
ρ2
µ2
N − ρ1 − ρ2
+
ρ1
µ1
+
ρ2
µ2
.
(4)
Even though no proof was attempted for (4) in this paper,7
the comparison of the numerically plotted total delay versus
the total delay derivable from (4) proves the validity of
this result, with an accuracy of more than 99.5% (cf. Fig.
5). Moreover, a discrete-event simulator was written for the
network model in Fig. 1, to check the preciseness of the
analytical treatments and simplifications and the validity of
the assumptions made.
The simulator was operated for ten different values of ρ1
(equally-spaced) and the results were illustrated with crosses
in Fig. 5. These results prove that the network model in Fig. 1,
its associated CTMC in Fig. 2 and the closed-form expression
in (4), all are in tight conformity both in the absolute value and
7Unfortunately, the shortage of abundant investigations and efforts in this
area, seems to be the main reason for the nonexistence of derivations and
proofs on conservation laws. For this general case of multi-server priority
queues, unresolved complications were reported by those few people who
centered their investigations around this issue. In essence, the supermodularity
property of the long-run expected amount of work that has been essentially
used in the proof of conservation law for single-server priority systems cannot
be proved to hold in multi-server priority systems with different service rates
in generality. And this is exactly the case in our modeling.
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(a) HTR (ρ1 = 5.46, ρ2 = 4) (b) LTR (ρ1 = 0.6, ρ2 = 4)
Fig. 3: Joint PMF of the secondary and primary classes’ queue lengths.
(a) Joint PMF vs. primary’s queue length (b) 2-D view of the joint PMF vs. secondary’s queue length
Fig. 4: 2-D view of the marginal PMF in LTR setting of Fig. 3b (logarithmic scale).
the rate of change. Once again, we draw the reader’s attention
to the choice of logarithmic (linear) scaling on the left-hand
(right-hand) ordinate in Fig. 5.
Please note that primary’s total delay (plot in black with
dotted marks) is simply the classic formula for M/M/N (the
reason for this was explained before). That is,
D1 =
1
λ1

ρ1 + 1
N
·
ρN+11
N !
·
Po(
1−
ρ1
N
)2

 , (5)
where
Po =

N−1∑
k=0
ρk1
k!
+
ρN1
N !
·
1
1−
ρ1
N


−1
. (6)
In Fig. 5, the unnoticeable difference between D2 obtained
from (4) and the one calculated numerically from the CTMC is
due to the little imprecision caused by the numerical derivation
of the probabilities during CTMC solving and we conjecture
that the performance vector [D1, D2] obtained from (4) is
exact.
A. Achievable Region
The conservation law in (4) is not only important in the
sense that it provides a simple closed-form expression for the
total delay of SUs, but is central given that it is directly related
IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, ACCEPTED FOR PUBLICATION, 2013 7
Fig. 5: Numerical, closed-form, and simulation results obtained for
average total delays D1, D2 (queueing + service) in 2 classes under
HTR regime.
to the achievable region in the performance space.8
This achievability region (convex-hull) for the cognitive
scenario with r = 2 is illustrated in Fig. 6, where each vertex
corresponds to one of the classes having unconditional privi-
lege over the other. Furthermore, any other vector inside this
region can be achieved by a strategy, called mixing strategy
[32],9 which entitles each class with a privileged access to a
fraction of resources (αPU , αSU ) where αSU + αPU = 1.
For example, for the absolute priority, the upper-left vertex
corresponds to (αPU = 1, αSU = 0) and the downer-
right vertex corresponds to (αPU = 0, αSU = 1). Taking
αPU = α, then any decrease in α can be interpreted as
qualifying the SU to have more exclusive access (proportional
to 1 − α) and enjoy better QoS though it would inflict more
interference onto the primary.
Next, our goal is to narrow down the achievable region
in Fig. 6 according to imposed constraints (interference and
delay) on both the primary and the secondary classes. Also,
we will investigate whether a performance vector is achievable
according to such constraints, thus turning the problem at hand
into a synthesis problem.
At this point, for ease of notation and understanding, we
change our notation for the classes as follows. From now on,
classes 1 and 2 as denoted this far will be represented by PU
and SU , respectively. Then, using the mixed strategy [33],
[32], an arbitrary performance vector Wα−mix is obtained,
8This concept, elaborated in [32], [34], [35], simply states that in a network
with r classes and implementing a work-conserving scheduling policy (e.g.
preemptive), any achievable performance vector (note that in this section the
waiting time W is chosen as performance indicator instead of D) must lie
within an r-dimensional polyhedron with r! vertices, or equivalently, that any
vector lying inside this region is achievable. More importantly, each vertex of
this polyhedron corresponds to a different class prioritization achieved by the
permutation and its coordinate is the performance vector [W1,W2, · · · ,Wr].
9Note that the mixed strategy here is irrelevant to that in Game Theory.
though conceptually there exists some similarities between them.
Fig. 6: Achievable regions in CRNs with and without constraints.
with elements
Wα−mixi = αW
PU
i + (1− α)W
SU
i , i ∈ {PU, SU}, (7)
where WPUi (WSUi ) represents the waiting time on class i
(i ∈ {PU, SU}) when PU (SU ) has privileged access to the
spectrum, and obtained using the following relation between
the queue service time and the total delay:
WPUi = D
PU
i −
1
µi
, i ∈ {PU, SU}
WSUi = D
SU
i −
1
µi
, i ∈ {PU, SU}
(8)
where DPUi is obtained directly from (4)-(6) and DSUi is
obtained from (4)-(6) by swapping the priorities such that the
secondary has access priority over the primary.
Accordingly, a performance vector is achievable if,
Wα−mixi < Thi, i ∈ {PU, SU} (9)
where Thi is the waiting delay that class i can tolerate. Such
thresholds are imposed by the standards, the QoS require-
ments, or both. Thus,

Wα−mixPU = αW
PU
PU + (1− α)W
SU
PU < ThPU →
A1(ThPU ) =
>0︷ ︸︸ ︷
WSUPU − ThPU
WSUPU −W
PU
PU︸ ︷︷ ︸
>0
< α < 1
Wα−mixSU = αW
PU
SU + (1− α)W
SU
SU < ThSU →
0 < α < A2(ThSU ) =
>0︷ ︸︸ ︷
ThSU −W
SU
SU
WPUSU −W
SU
SU︸ ︷︷ ︸
>0
(10)
where A1 and A2 are functions of the thresholds ThPU
and ThSU , respectively. In view of (10), the constraining
pair (ThPU , ThSU) renders the desirable performance vector
[Wα−mixPU ,W
α−mix
SU ] achievable if and only if the two intervals
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derived for α in (10) overlap, i.e.,
0 < A1(ThPU) < α < A2(ThSU ) < 1. (11)
The expression in (11) has an important implication: any
target vector [Wα−mixPU , W
α−mix
SU ] corresponds to a unique α
and this α should lay within the above interval for this target
vector to be achievable. Therefore, either the proper choice
of the constraint vector or the target vector itself results in an
answer. However, this problem has no solution if these choices
are such that A1(ThPU ) > A2(ThSU ). For instance, given the
threshold ThPU on the primary class, which corresponds to
the allowed level of inflicted interference, the lower horizontal
line in Fig. 6 represents an unrealistic choice for ThSU such
that A1(ThPU ) > A2(ThSU ). However, a less constraining
while practical choice for ThSU can be the upper horizontal
line in Fig. 6, which forms the small trapezoidal achievable
region depicted in dark gray. The yellow star corresponds to
the performance vector with coordinate (ThPU , η), where
η = m′
(
WSUPU − ThPU
)
+WSUSU , (12)
with
m′ =
WPUSU −W
SU
SU
WSUPU −W
PU
PU
, (13)
which is feasible, provides the best QoS for the SU while
being at the achievability border. If ThSU < η, then the only
way out of this dilemma is to agree upon larger ThPU that
would turn around this inequality. If η < ThSU < WPUSU ,
then the primary class suffers from observing some amount of
interference equivalent to the excess delay ∆PU = (WPUSU −
ThSU)/m
′ on the primary side compared to the ideal case.
Finally, if ThSU > WPUSU , then no interference is inflicted by
the secondary in exchange of larger excess delay it cumulates.
It should be noted that the excess delay ∆PU that the primary
class experiences is unequivocally the same as the amount of
inflicted interference energy by the relationship between time,
power and energy.
V. MIXED STRATEGY IN CRNS
Now, we define a cost function that entails the primary’s
interference cost and the secondary’s QoS concern in a proper
way. With the insights shed in the last section, the length of
the performance vector in Fig. 6, which starts from the origin
and ends at a point lying in the achievable region, seems a
natural choice for the cost function given that it relates the
inflicted interference and experienced delay in an intuitive and
model-based manner. Thus, the said function is given by
F (α) =√√√√
(
αWPUPU + (1− α)W
SU
PU
)
︸ ︷︷ ︸
interference factor
2
+
(
αWPUSU + (1− α)W
SU
SU
)
︸ ︷︷ ︸
SU’s QoS
2
,
(14)
where α can only take values imposed by the constraint in
(11). For simplicity, let us introduce the notation WPUPU = A,
WSUPU = B, W
PU
SU = C and WSUSU = D. Then after
simplification, the quadratic cost-function in (14) becomes
F (α) =
√
C1α2 − C2α+ C3, (15)
where
C1 = (B −A)
2 + (C −D)2 > 0,
C2 = 2 (B (B −A)−D (C −D)) ,
C3 = B
2 +D2.
The coefficient C1 in (15) is always positive. This means
that the cost function does have a local minimum. In fact,
by derivative, this function has a local minimum located at
β =
C2
2C1
=
B (B −A)−D (C −D)
(B −A)
2
+ (C −D)
2
. (16)
By facts, we have A < C, A < B, D < B and D < C.
Also, β can be negative, positive, or zero, depending on
the sign of the coefficient C2 in (15). Since in (11) it was
shown that imposing constraints would limit the range of
values for the factor α, a local minimum exists only when
0 < A1(ThPU ) < β < A2(ThSU) < 1. Now for the value
of α that minimizes the cost function (say αmin), three cases
may arise depending on the location αmin:
• if β < A1(ThPU ), then αmin = A1(ThPU ).
• if β > A2(ThSU ), then αmin = A2(ThSU).
• if A1(ThPU ) < β < A2(ThSU ), then αmin = β.
Fig. 7: Cost-function F (α) for different values of parameters and
A1(ThPU ) < α < A2(ThSU).
This is better illustrated in Fig. 7, which shows how the
choice of parameters can lead to a cost-function that does not
have local minimum obtaining its minimum value on borders.
Since the primary and secondary constraints only allow α to
take values in [A1(ThPU ), A2(ThSU )] (as shown in (10) and
(11)), our choice was for the threshold values ThPU = 0.9B+
0.1A and ThSU = 0.8C + 0.2D. However, in a practical
scenario, ThPU and ThSU might be independent parameters
and should be chosen with regard to service requirements. In
comparing these curves, it is remarkable that the lower curves
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are not necessarily better as they are related to settings with
lower overall utilization (smaller ρ/N).
Finally, the importance of this achievement in practical
realization of CRNs is related to the proper choice of the target
vector in the performance space of Fig. 6. More precisely, if
the choices of the target vector and the thresholds ThPU and
ThSU are done in such a way that the value of α obtained
after plugging this vector in the left-hand-side of (7) is equal
to αmin, then the cost of interference onto the primary would
be minimum while the maximum quality is provided to the
secondary.
VI. MODEL REFINEMENT
In the modeling and analysis developed this far, we inten-
tionally dropped few details to avoid making the model look
unnecessarily complex at that point. Now by adding details
to our model, we aim at extending its breadth and adapting
it to more realistic scenarios. In this section, we cover those
details, namely with regard to the sensing task and propagation
conditions, and fit them into the previously developed model.
A. Sensing Length
Considering that the periodic sensing tasks require the
interruption of transmission due to the half-duplex (HD) mode
of operation, the previous model would actually be a bit
overestimating as it does not take into account the resource
wasted on not transmitting data payloads when the channels
are empty. As a matter of fact, our model does not even
need any refinement for the case where the cognitive nodes
are equipped with full-duplex (FD) capability, as FD allows
SUs to perform non-stop sensing while transmitting. Thus, any
discussion in the rest of this paper is only limited to the HD
mode in order to increase the precision of this model for this
operation mode.
With this new adjustment, it is equivalent to say that
two equal-ranked privileged processes, instead of one, are
imposed upon the secondary, i.e., the primary process and
the sensing process. Nevertheless, these latter processes are
not privileged upon each other and considered independent
and, thus, the existence of one does not hinder the occurrence
of the other. The idea is to reflect the impact of the sensing
process on the secondary. Analogous to [2] (Theorem I),
where the independence assumption for channels led to the
representation of the number of busy channels with a Binomial
random variable (R.V.), here the number of sensed channels
during a time period T would be a Binomial R.V. as well.
In other words, when each channel (server) in Fig. 1 is
sensed for ∆T seconds every T seconds, the probability that
a station senses a channel (pD) (rather than transmit) would
be pD = ∆T/T , and thus, on the long term, the fraction of
operative channels for payload transmission would be a R.V.
with distribution B (N, 1− pD = (T−∆T )/T ). Therefore,
on average, N (1− pD) channels would be available to the
SUs and (2) is refined after replacing N with N(1−pD), i.e.,
ρ
1− pD
= ρ′ < N. (17)
This implies that a busier system with larger utilization factor
ρ′ > ρ is seen on the secondary side. Also, all the equations
derived before are usable by leaving the primary’s quantities
intact while changing ρ2 to ρ2/(1−pD) and µ2 to µ2(1−pD).
B. Sensing and Channel Imperfections
As known, sensing inaccuracies are false alarm (Pf ) and
misdetection (1 − Pd) events. The latter is a serious problem
as it causes undesirable interference onto the PUs. The other
destructive effect is due to the channel impairments, such as
fading and noise. Assuming that the occurrence of these event
leads to packet loss (no possible recovery), then successful
detection of a packet is possible if no misdetection occurs nor
would the channel be in deep fading. Thus, the probability of
packet loss, PPL, is given by
PPL = 1− Pd (1− PER) , (18)
where PER represents the packet error rate.
Since these two effects translate into a reduction in the
effective transmission rates for both the SUs and the PUs,
then by assuming that the successive transmissions of collided
packets are probabilistically independent, one can infer that
the number of times a data packet gets retransmitted is geo-
metrically distributed. Therefore, the model would be properly
refined by performing the changes µ2 → µ2Pd (1− PER2)
and µ1 → µ1Pd (1− PER1).
VII. CONCLUSION
In this paper, we built an analytical and synthesis frame-
work for multi-channel cognitive radio networks (CRNs).
Employing the theory of priority queues, we modeled the
interaction between primary users (PUs) and secondary users
(SUs) according to preemptive resume priority rule. This
enabled us to represent the dynamics of SUs with a two-
dimensional continuous time Markov chain (2D CTMC) and
solving it to obtain the joint and marginal PMFs of the
secondary’s and primary’s queue lengths. We assert that our
analytical approach is more realistic compared to previous
approaches for single-channel and multi-channel CRNs which
are mainly grounded upon the very simplified assumption of
representing PUs with two-state Markov ON/OFF sources.
Then in the second part of this work, we turned our focus to
the application side of the network under study, in an attempt
to answer a question of major practical importance, namely, if
an application requirement can be satisfied in a given network
with a-priori known network/traffic conditions, and if it cannot,
what adjustments can be made so that these requirements
get satisfied. In this vein, we obtained a conservation law
whereby these questions can be readily answered. Finally, by
the introduction of a mixed strategy, the conditions for the
existence of an optimal trade-off between the interference onto
PUs and the QoS of SUs was illustrated, and the optimal mixed
strategy satisfying these conditions was obtained.
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