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Abstract
Recently, the investigation of so-called almost perfect nonlinear (APN) functions has attracted
a lot of research interest. In particular, the case of even characteristic has been investigated. The
notion of “APN” has been extended to the nonbinary case and several such mappings have been
discovered. In this paper, we add some more examples. Our results explain some of the “open
cases” in the tables of Helleseth et al. (IEEE Trans. Inform. Theory 45 (1999) 475).
c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
We assume that the reader is familiar with basic facts on <nite <elds; [13] is an
excellent reference for those who need some help. The <nite <eld with q elements
is denoted by Fq. Throughout this paper, q is a power of the prime p. We consider
functions f : Fq→ Fq. Let Nf(a; b) be the number of solutions x∈Fq of the equation
f(x + a)− f(x)= b; a; b∈Fq:
We are interested in functions f with the property that

f := max{Nf(a; b): a; b∈Fq; a =0}
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is “small”. Obviously,
∑











Nf(a; b)= q2 − q:
In fact, functions with the property Nf(a; b)= 1 for all a =0 are called perfect
nonlinear, see Result 1.1. The term “nonlinear” is justi<ed since linear functions f
have 
f = q, therefore a function f with 
f =1 is in some sense as nonlinear as
possible.
It seems that, aside from Result 1.3, the only functions f shown to have small 
f
directly are power mappings x → xd with d6q−1 which we may assume without loss
of generality. Even for this special class of functions the classi<cation of all perfect
nonlinear and almost perfect (de<nition below) nonlinear functions is presently illusive.
We also restrict ourselves to functions of this type. In this case, we sometimes write

d and Nd(a; b) instead of 
f and Nf(a; b).
We say that two functions f and g have the same diIerence properties if the lists
of values Nf(a; b) and Ng(a; b) with a; b∈Fq are equal. This motivates the de<nition of
equivalent functions. We need the notion of linearized or q-polynomials. A polynomial
L∈Fqn [x] is called q-polynomial if
L(x + y)=L(x) + L(y)
and
L(x)=L(x)
holds for all x; y∈Fqn and ∈Fq. In other words: The polynomial mapping Fqn → Fqn
corresponding to L is a linear Fq-mapping. The reader is referred to [13] for more






are q-polynomials and, conversely, all q-polynomials are of this form. The polynomials
are also called linearized.
Let L and M be p-polynomials and a∈Fq, where p is a prime and q is a power of p.
Moreover, let L be a bijection, i.e. a permutation polynomial. It is not diKcult to check
(see [4]) that the mappings corresponding to the polynomials f(x), f(L(x))+M (x)+a
and L(f(x)) +M (x) + a have the same diIerence properties. Therefore, polynomials
f and g are called equivalent if there exists L, M and a as described above such that
g(x)=f(L(x)) +M (x) + a or g(x)=L(f(x)) +M (x) + a.
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Obviously, equivalent functions have the same diIerence properties. The term
M (x)+a shows that we may always assume f(0)= 0 and f(1)= 1 (which is trivially
true for power mappings).
In the case of power mappings xd, we may extend the notion of equivalence slightly:
If (d; q−1)=1, the power mapping xd−1 has the same diIerence properties as xd (d−1
calculated modulo q− 1) since
(x + a)d − xd = b
⇔ x + a=(xd + b)d−1
⇔ a=(xd + b)d−1 − (xd)d−1
⇔ a=(y + b)d−1 − yd−1 with y= xd:
Therefore, we also call the two power mappings xd and xd
−1
equivalent.
There is another interesting feature of power mappings, namely
Nd(1; a−db)=Nd(a; b) for a =0: (2)
This property follows from
(x + a)d − xd = b
⇔ ad(y + 1)d − ady= b;
⇔ (y + 1)d − y= a−db with y= xa−1
and it is in general not true for nonpower mappings.
We are interested in mappings with small 
f (sometimes called low uniformity).
We begin with some remarks about the case 
f =1. Of course, this case is impossible
in characteristic 2 since
f(x + a)− f(x)= b=f((x + a) + a)− f(x + a):
In odd characteristic, functions with 
f =1 are called planar or perfect nonlinear
(PN). As far as the authors are aware, the only known planar power functions, up to
equivalence, are those covered by the following result:




• d=pk + 1, where n=gcd(n; k) is odd;
• d=(3k + 1)=2 where p=3, k is odd and gcd(n; k)= 1.
The proofs for the <rst two parameters are fairly easy; the third case is more
involved, see [4].
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The <rst case is interesting in view of the following classi<cation result, see
[10,12,14]:
Result 1.2. If q is a prime and f∈Fq[x] a planar function, then f is equivalent to x2.
Planar functions are studied in geometry since they give rise to projective planes
with certain transitivity properties. Dembowski and Ostrom [5] asked whether all planar






The third series in Result 1.1 is an example of a planar function which is not of this
type. It should also be mentioned that one example of a planar function is known
which is not a power mapping, see [4]:
Result 1.3. The function
f(x)= x10 + x6 − x2
de<ned on F3e with e=2 or e odd is a planar function.
Problem 1. Find more planar functions, in particular more planar functions which
are not power mappings.
In the binary case planar functions cannot exist, as we mentioned already. This was
one motivation to study almost perfect nonlinear functions: A function f : Fq→ Fq is
called almost perfect nonlinear if 
f =2. This is the best we can expect since Nf(a; b)
is even for q=2n. Therefore, the terminology “almost” is a little bit misleading for
functions in characteristic 2: They should be called perfect nonlinear since they are (in
the sense described above) as nonlinear as possible.
Let a be an element in Fq\{0}. For APN functions the number of b’s with Nf(a; b)=2
must be the same as the number of b’s with Nf(a; b)= 0: We have
∑
b∈Fq Nf(a; b)=
q and the sum has exactly q terms in {0; 1; 2}.
An investigation of the combinatorial objects corresponding to APN functions (simi-
lar to the correspondence between planar functions and projective planes) can be found
in [3].
In the following result we summarize the present state of APN power mappings in
even characteristic. We refer the reader to [6–9].
Result 1.4. Let f(x)= xd be a mapping F2n → F2n . Then f is an APN function, i.e.

d=2, if
1. d=2k + 1, gcd(n; k)= 1, (Gold case);
2. d=22k − 2k + 1, gcd(n; k)= 1, (Kasami case);
3. d=2n − 2≡ − 1mod 2n − 1, n odd, (Kloosterman case);
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4. d=24k + 23k + 22k + 2k − 1, n=5k;
5. d=2k=2 + 3, n=2k + 1 odd, (Welch case);
6. d=22k + 2k − 1, 4k + 1≡ 0mod n, (Niho case).
Problem 2. Prove or disprove that this list, up to equivalence, is complete for
APN power mappings in F2n . Try to <nd APN functions which are not power
mappings.
We note an interesting diIerence between the <rst two cases and the remaining four
instances in Result 1.4. In the Gold and the Kasami case, for a given n we have several
choices for k which give APN functions. In cases (3)–(6), there is always just one
APN function for each n.
It is worth mentioning a slightly diIerent concept called maximum nonlinearity: A
function is called maximum nonlinear if its so called Walsh spectrum has a certain
extremal property, see [2]. If n is odd, this type of nonlinearity implies the APN
property. With the exception of cases (3) and (5) in Result 1.4, all APN functions
with n odd are in fact maximum nonlinear.
In this paper, we will investigate APN power mappings in <elds of odd
characteristic.
2. Missing entries in the Helleseth-Rong-Sandberg tables
The paper [11] contains tables of integers d such that xd is APN in Fpn , where
pn∈{22; 23; : : : ; 211; 32; 33; : : : 37; 52; : : : ; 55; 72; 73; 74; 112; 113}. The authors did a com-
puter search showing that their lists are complete (up to equivalence). Their paper
contains many theorems showing that certain integers d yield APN functions. In the
binary case, by now all the entries can be explained by a Theorem (see Result 1.4).
In other words, all the values d which give rise to an APN function are members of
an in<nite family of APN functions. However, in the nonbinary situation, some values
cannot be explained yet (Table 1).
Table 1
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In this paper, we prove the following Theorems:













if n≡ 1mod 4:
Note that xd is perfect nonlinear if n=1 or 3. The theorem explains the cases I
and III, except that we are not yet able to show 
d=2 for n¿3.













if n≡ 1mod 4:
This explains cases II and V if we can show 
d=2.
Problem 3. Show that 
d=2 in Theorems 2.1 and 2.2.
Regarding p=5, we have the following conjecture explaining VII:








We do not know how the cases IV and VI may <t into an in<nite series.
3. Preliminaries
Following the notation in [11], we de<ne
ux := xd; ux+1 := (x + 1)d: (3)
Because of (2), it suKces to show
Nd(1; b)62
for all b∈Fq (with equality for at least one pair (a; b)) in order to prove that xd is
APN. In other words, we have to calculate the number of solutions x∈Fq with
(x + 1)d − xd= b; (4)
i.e. ux+1 − ux = b.
H. Dobbertin et al. / Discrete Mathematics 267 (2003) 95–112 101
We need some more prerequisites before we can start proving Theorems 2.1 and
2.2. Let q be an odd prime power. The mapping
 : F∗q → {−1;+1}
x → x(q−1)=2
is called the quadratic character. It maps the squares in F∗q (the multiplicative group
Fq\{0}) to 1 and the nonsquares to −1. It is a homomorphism from the multiplicative
group of the <eld into the group with just two elements ±1. Sometimes we extend 
by setting (0)= 0 to a mapping Fq → {−1; 0; 1}.
The following lemma will be crucial in the proofs of the main theorems.
Lemma 3.1. In F3n , n odd, we de<ne
Q := {x2: x∈F3n}
and
Ma := {xd + (x + a)d: x; x + a∈Q};
where d=3(n+1) + 1 or d=4. Then
Ma ∩ (−Ma)= ∅
for all a∈F∗3n .
Proof. Note that −1 is a nonsquare since n is odd. Therefore, an element a∈F3n ,
a =0, is either a square or −a is a square. Since Ma=M−a, we may assume that a is
a square. Then










shows that it is suKcient to prove the lemma for the case a=1.
Suppose that M1 ∩ (−M1) = ∅, say x; x + 1; u; u+ 1 are squares which satisfy
xd + (x + 1)d=−(ud + (u+ 1)d): (5)




. Then (5) becomes
xy + (x + 1)(y + 1)=−uv− (u+ 1)(v+ 1)
or, equivalently,
2xy + x + y + 1=−(2uv+ u+ v+ 1): (6)
We raise both sides of (6) to the 3mth power which means that we replace x by y, u
by v, y by x3 and v by u3; this leads to
x3y − x3 − y − 1=−(u3v− u3 − v− 1): (7)
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Adding (6) and (7) we get
x(x + 1)(x − 1)(y − 1)=−u(u+ 1)(u− 1)(v− 1): (8)
Note that x(x + 1)(x − 1)(x3m − 1)=0 if and only if x∈F3. Therefore we have
u∈F3 ⇔ x∈F3:
However, our lemma holds trivially for F3. Therefore the elements x and u which de<ne
the elements in the intersection M1∩−M1 (see (5)) cannot be elements of F3 (observe
that M1 = {1}⊂F3). From now on we may assume that both sides of (8) are =0. We
obtain
−1 = x(x + 1)(x − 1)(y − 1)
u(u+ 1)(u− 1)(v− 1)
=
x(x + 1)(x − 1)(x − 1)3m










Since x; x+1; u; u+1 are squares and d is even, the expression on the right-hand side
is a square, however −1 is a nonsquare in F3n .
Case B: d=4. This case is actually easier. We consider
(u+ 1)4 + u4 + (x + 1)4 + x4 = 2u4 + u3 + u+ 2x4 + x3 + x + 2=0
which is equivalent to
(u2 + u+ x2 + x + 1)2 + (u2 + u)(x2 + x)= 0:
Note that we do all the computations in a <eld of characteristic 3. Since u2 + u and
x2 + x are both squares and −1 is not a square, this equation is solvable only for
u(u + 1)=0 and x=1 (or vice versa x↔ u). However, x + 1 is not a square, hence
this case does not satisfy the assumptions of our lemma.




and it will be important to decide for which b these polynomials describe bijective
linear mappings.
Lemma 3.2. The polynomial xq
m
+ bx∈Fqn [x] describes a bijective linear mapping if
and only if −b is not a (qm − 1)th power in Fqn .
Proof. The mapping x → xqm + bx is bijective if and only if the equivalence
xq
m
+ bx=0 ⇔ x=0
holds.
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We note that the problem whether −1 is a tth power can be easily decided: The tth
powers in F∗qn form a subgroup H of order (qn− 1)=gcd(t; qn− 1). We have −1∈H if
and only if |H | is even. Together with the well known formula
gcd(zn − 1; zm − 1)= zgcd(n;m) − 1; z∈N; (9)
we obtain the following characterization:
Corollary 3.3. Let q be an odd prime power. The polynomial mapping xq
m
+ x is a
bijection in Fqn if and only if n=gcd(n; m) is odd.
Proof. Use (9) and the fact that (qst − 1)=(qs − 1)≡ tmod 2 for odd integers q.
4. APN functions for p= 3
In this section we give proofs for the two main Theorems 2.1 and 2.2.
Proof of Theorem 2.1. We check Nd(1; b)62 for all b∈F3n where n≡ 3mod 4 and
d=(3(n+1)=2 − 1)=2. This also implies Nd(1; b)62 for the other value of d in the case
n≡ 1mod 4: Simply replace n by 3n≡ 3mod 4, then xe with e=(3(3n+1)=2− 1)=2 is an
APN function in F33n (if we have proved Theorem 2.1 for the case F3s with s≡ 3mod 4).

















mod (3n − 1):
Note that xd= xd
′
in F3n if and only if d≡d′mod (3n − 1).
From now on let m=(n+1)=2. We consider ux+b= ux+1 (see (3) for the de<nition






























n−1)=2 · x= (x) · x (13)
and we may reformulate (11):
(x) · x + u3mx b+ b3
m
ux + b3
m+1 = (x + 1) · (x + 1):
This is equivalent to
(x) · x − (x + 1) · (x + 1)=2b3m+1 + 2b3mux + 2u3mx b: (14)
Case A: (x)= (x+1) or x=0 or x=2. In this case, we have (x) · x− (x+ 1) ·











+1 if (x)= (x + 1)=−1 or x=2;
−1 if (x)= (x + 1)=1 or x=0:
To be more precise, let
A1(b) := {x∈F3n : 1 + b3m+1 =2b3mux + 2u3mx b; (x)(x + 1)=−1 or x=2}
and
A2(b) := {x∈F3n :−1 + b3m+1 =2b3mux + 2u3mx b; (x)= (x + 1)=1 or x=0}:
We will show |A1(b)∪A2(b)|61.
The polynomial on the right-hand side of (15) is linearized in ux, hence it describes
a linear mapping F3n → F3n where F3n is considered as a vector space over F3. We are







is equivalent to the property that −b3m−1 is not a (3m−1)th power of an element in F3n ,
see Lemma 3.2. But this is true since −1 is not a square. This shows that we have, for
a given b, at most one solution ux for the two equations (15). Since gcd(d; 3n−1)=2
(see (12)), there are at most two solutions with xd= ux, which just diIer by the sign.
Therefore only one of the two solutions can be a square (or a nonsquare) and we have
shown |A1(b)|; |A2(b)|61. We are now going to show that, given b, not both of the
equations in (15) can have solutions. Assume that ux is a solution with x∈A1(b), i.e.





(ux + uy) + 2(ux + uy)3
m
b:
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As before (linearized polynomial in ux+ uy) we see that we have at most one solution
ux + uy =2b. This shows
ux+1 = ux + b=−uy;
where ux+1 is a square, but −uy is a nonsquare if uy =0. This implies ux+1 = uy =0,
hence x=2 and y=0. But it is easy to check that 2∈A1(b) and 0∈A2(b) is impossible.
Note that u0 = 0 and u2 = 1.
Case B: (x)=−(x+1). In this case, the left-hand side of (14) is ±(x−1). Using








x b; !=± 1;
where !=+1 if (x)= 1, otherwise !=−1. We put






(x)= 1; (x + 1)=−1}
and






(x)=−1; (x + 1)=+1}
and have to show that |A3(b)∪A4(b)|61 for all b. We replace ux by u+ b and obtain
2(u+ b)3
m









m+1 + != b3
m+1: (16)
Since gcd(3m+1; 3n−1)=2 (see (12)), given ! and b there are at most two solutions of
(16) for u. Therefore, given b, we have at most four elements x in A3(b)∪A4(b) such
that ux−b=±√c!, hence ux =±√c!+b and ux+1 = ux+b=±√c!+2b=−(∓√c!+b).
Since ux and ux+1 both are squares (d is even!) and −1 is a nonsquare in F3n , it is
impossible to get suitable solutions for both square roots of c!.
We are now going to show that there is at most one solution of (x + 1)d − xd= b
with (x)=−(x+1). Assume there is a solution x with (x)= 1 and (x+1)=−1.
Then
−1= (x) · x + (x + 1) · (x + 1)= u3m+1x + u3
m+1
x+1 :






Since ux; ux+1; uy; uy+1 are all squares, we have solutions in u of the two equations
u3
m+1 + (u+ b)3
m+1 = !
with !=± 1, u and u+ b both squares. This is impossible due to Lemma 3.1.
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Proof of Theorem 2.2. As in Theorem 2.1 it is suKcient to consider the case n≡
3mod 4, otherwise replace n by 3n and consider the diIerence properties for the expo-
nent (33n+1 − 1)=8 in the sub<eld F3n of F33n . So let us assume n≡ 3mod 4, i.e.
d=(3n+1 − 1)=8. In particular, d is even. Again, −1 is a nonsquare in F3n . With
the notation as in the proof of Theorem 2.1, we get
(x) · x= u4x
where  is again the quadratic character, i.e. (x)= x(3







mod (3n − 1):
Again, we shall prove that Nd(1; b)62 for all b∈F3n . We look at the fourth power of
the equation ux+1 = ux + b which yields
(x + 1) · (x + 1)= u4x + bu3x + b3ux + b4 = (x) · x + bu3x + b3ux + b4
(note that the characteristic of the underlying <eld is 3). Therefore,
[(x + 1)− (x)] · x + (x + 1)= b4 + b3ux + bu3x : (17)
Lemma 3.2 shows that the mapping
ux → b3ux + bu3x (18)
is a bijective linear mapping since −1 is a nonsquare.
To investigate (17), we distinguish two cases.
Case A: (x)= (x + 1) or x=0 or x=2. In this case, we have
!= b4 + b3ux + bu3x ; !=±1 (19)
where != (x) if x =0 and !=1 if x=0. Given ! and b, there is at most one ux which
satis<es (19) in view of (18). It might also be possible that there are solutions x and
y of (18) with
b4 + b3ux + bu3x =1;
b4 + b3uy + bu3y =−1;
where (x)= 1 and (y)=−1 or y=0. In this situation, we obtain the following
expression by adding the two equations:
0= 2b4 + b3(ux + uy) + b(ux + uy)3:
The only solution is ux+uy =2b (note again the bijectivity of (18)), hence xd+yd=2b.
But then (x + 1)d= xd + b=−yd which is impossible since (x + 1)d is a square, but
−yd is a nonsquare or y=0.
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Case B: (x) = (x + 1). We get
(x)(x − 1)= b4 + b3ux + bu3x ;
where != (x). We replace ux by u+ b and obtain
(u+ b)4 − != b4 + b3(u+ b) + b(u+ b)3;
which gives
u4 = 2b4 + !:
There are two possible solutions for u (note that the order 3n− 1 of the multiplicative
group of the <eld is divisible by 2 and not by 4 since n is odd). If c is one solution,
then the other solution is −c and we get
u(1)x = c + b;
u(1)x+1 = c + 2b= c − b;
u(2)x = − c + b= − u(1)x+1;
u(2)x+1 = − c + 2b= − c − b=−u(1)x :
Since d is even (using the value of n modulo 4), both ux and ux+1 have to be squares,
therefore at most one of the two solutions represents a solution of
(x + 1)d − xd= b:
However, it might be possible that there are simultaneous solutions for !=1 and
!=−1:
(x + 1)d − xd=(y + 1)d − yd= b;
where
(x)= 1= (y + 1); (y)=−1= (x + 1):
In this case, we would obtain
u4x+1 = (ux + b)
4 = (x + 1)(x + 1)
=−(x)x + (x + 1)
=−u4x + (x + 1)
and
u4y+1 = (uy + b)
4 =−u4y + (y + 1):
Since ux; ux + b; uy; uy + b are all squares, this contradicts Lemma 3.1.
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5. Power functions with low uniformity
In this <nal section we collect some results on low uniformity power mappings. We
begin with an easy observation also contained in [11]:
Lemma 5.1. If d is not a power of p (the characteristic of Fq), then the power
mapping xd in Fq satis<es Nd(a; b)6d− 1 for all a; b∈Fq, a =0.
Proof. The number of solutions of (x + a)d − xd= b is obviously bounded by d − 1
as (x + a)d − xd − b is not the zero polynomial.
Note that (x+a)d−xd= ad if d is a power of p, hence the observation cannot hold
for powers of p.
Using 5.1 it seems reasonable to look at “small” d’s in order to get low unifor-
mity. We know already 
2 = 1 (p =2, see Result 1.1) and 
3 = 2 (p =3, see 5.1 and
Theorem 3 in [11]); the next case is d=4:





1 if n is odd and p=3;
2 if n=1 and p=7;
3 otherwise:
Proof. Clearly 
463 by Lemma 5.1. If p=3 and n is odd, we have 
4 = 1 in view
of Result 1.1. We get
(x + 1)4 − x4 = b ⇔ 4x3 + 6x2 + 4x + (1− b)= 0: (20)
In order to show that 
4 = 3 we must check that (20) has three solutions for some
value of b. We choose b=1, hence we consider
x(4x2 + 6x + 4)=0:
The discriminant of the quadratic is −28, therefore 4x2 + 6x + 4 has two diIerent
solutions =0 in Fp2 (6Fpn). If n is even, Fp26Fpn and the two solutions are also
contained in Fpn . For p=7, we have
x3 + 5x2 + x + 2(1− b)= 0:
Taking b=2, we get x3 + 5x2 + x+5= (x+5)(x2 + 1) where x2 + 1 has two roots in
F49\F7. This shows N4(1; 2)=3 in the case p=7 and the proof is complete. It is easy
to check that 
4 = 2 for p=7 and n=1.
Now let us assume p =2; 3 and pn =7. We have to show that (20) has exactly
three solutions for an appropriate b. Replace x by x − 12 and multiply by 8 to get
8x3 + 2x + c=0;
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hence
y3 + y + c=0 (21)
(note that the constant term is irrelevant at this point). Assume that ) is a root of (21),
i.e. c=−)3 − ). We get
(y2 + y)+ )2 + 1)(y − ))= 0:
The discriminant of the quadratic is −3)2 − 1. It is routine to check that ) is a root
of y2 + y)+ )2 + 1 if and only if −3)2− 1 =0 (in which case y3 + y+ c=(y− ))3).
In order to show that we can choose ) such that (21) has three diIerent solutions we
need an argument that there is at least one square −3)2 − 1 in Fpn (note that this is
not the case if pn=7). This follows from the fact that the set of squares in Fq form
a diIerence set if q≡ 3mod 4 and a partial diIerence set if q≡ 1mod 4. The same
holds for the nonsquares. We refer the reader to [1] for the necessary background on
diIerence sets. As a consequence, we get











for a =0 which shows that we have enough choices for ) to ensure that y3+y−)3−)
has three distinct roots.
Another interesting case is d=−1, i.e. the power mapping x → x−1 in Fq. We must
be a little bit careful since 0−1 is unde<ned. Therefore, we consider d= q − 2. The
power mapping x→ xq−2 <xes 0 and it is the multiplicative inversion for the elements
=0. Here is what we know:






2 if pn≡ 2mod 3;
3 if p=3;
4 if pn≡ 1mod 3:
Proof (Helleseth et al. [11]). The fundamental equation (x+1)d−xd= b is for x =0;−1
equivalent to (x + 1)−1 − x−1 = b, hence equivalent to
bx2 + bx + 1=0:
This equation has at most two solutions. The cases x=0 and x=−1 are solutions of
(x+1)d− xd=1, hence we just have to consider the polynomial x2 + x+1= (x3−1)=
(x − 1). This polynomial has two solutions if pn≡ 1mod 3, one solution if p=3 and
no solutions in the remaining case.
There is another family of 3-uniform mappings which follow from the results
in [11]:
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Theorem 5.4 (Theorem 11 and Corollary 1 in [11]). The power mapping xd with
d=(7k + 1)=2 in F7n , n even and gcd(2n; k)= 1 satis<es 
d=3.
In the <nal two theorems we discuss new exponents with low uniformity. The <rst
series lives in <elds Fpn , n odd and p≡ 1mod 4, in the second case the <eld has
characteristic 3.
Theorem 5.5. Let n be odd and let p≡ 1mod 4 be a prime. Then 
d63 holds for
the power mapping with exponent d=(pn − 1)=2 + p+ 1 in the <eld Fpn . Moreover,

d=3 if d≡ 0mod 4.
Proof. As usual, we consider the basic equation (x + 1)d − xd= b, equivalently
(x + 1) · (xp + 1)(x + 1)− (x) · xp+1 = b; (22)
where  is the quadratic character on Fpn .
Case A: x=0 or −1. Note that x=0 is a solution only for b=1, whereas x=−1
is a solution for b=−1 (note that d is even).
Case B: (x)= (x + 1). In this situation, Eq. (22) yields
xp + x= (x) · b− 1: (23)
Since the mapping x → x+ xp is a bijective linear mapping (see Lemma 3.2), Eq. (23)
has at most one solution for given b and (x). However, it is impossible that there is
a square u and a nonsquare v which satisfy
up + u = −1 + b;
vp + v = −1− b (24)
such that (u)= (u+ 1)=1 and (v)= (v+ 1)=−1. Just add the two equations in
(24) to obtain
(u+ v)p + (u+ v)=−2:
This equation has the unique solution u+v=−1, i.e. u=−(1+v). Since −1 is a square
this is impossible. We also note that, given b, there are no simultaneous solutions for
Cases A and B. Thus, for a given b we found at most one solution so far.
Case C: (x)=−(x + 1). We assume (x)=−1. From (22) we obtain
2xp+1 + xp + x= b− 1: (25)
Replace x by (y − 1)=2 to get
yp+1 =2b+ 2 (26)
Since p+ 1 is even, (26) can be written as
yˆ2 = 2b+ 2 where yˆ=y(p+1)=2: (27)
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Note that p≡ 1mod 4 and thus gcd((p + 1)=2; pn − 1)=1, so the power mapping
x → x(p+1)=2 is a bijection on Fpn . The quadratic equation (27) has (at most) two solu-





where A∈Fpn . We have
x± + 1=−x∓:
This shows that at most one of the two solutions satis<es the assumptions (x±)=−1
and (x±+1)=1, since 1= (x±+1)= (−(x∓))= (x∓) (note that −1 is a square)!
Finally we must check 
d=3 for d≡ 0mod 4: We take b=0, in which case we







which are all distinct.
Theorem 5.6. Let n≡ 2mod 4, n¿2. The power mapping xd in F3n with exponent
d=(3n − 1)=2 + 3(n−2)=2 + 1 satis<es 
d63.
Proof. The fundamental equation (x + 1)d − xd= b becomes
(x + 1) · (x + 1)3(n−2)=2+1 − (x) · x3(n−2)=2+1 = b
where (x)= x(3
n−1)=2 is the quadratic character on F3n . As usual, we have to consider
the cases x=0;−1, (x)= (x + 1) and (x)=−(x + 1). The case x=0;−1 gives
solutions with b=1 and b=−1. If (x)= (x + 1) we get the linearized equations
x3
(n−2)=2
+ x + 1= (x) · b:
Since n=gcd(n; (n − 2)=2) is odd, these equations have, given b, exactly one solution
(see Corollary 3.3). Adding two hypothetical solutions u with (u)= (u+1)=1 and
v with (v)= (v+ 1)=−1 corresponding to the same b, we obtain
(u+ v)3
(n−2)=2
+ (u+ v)= 1;
which has the unique solution (u+ v)=−1. Since −1 is a square we obtain a contra-
diction u=−(1 + v) as in the proof of Theorem 5.5.
Now let us assume (x)=−1 and (x+1)=1, the other case (x)= 1=−(x+1)




+ x= b− 1:




2 ]2 = 2(b+ 2):
We can <nish this case as in the proof of Theorem 5.5.
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