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Wave coupling within systems with irregular boundaries is a common phenomenon in 
many branches of science such as acoustics, vibrations, electromagnetics, and others. 
If the wavelength of the incident wave is small compared with the structure size, and 
the dynamics of the ray trajectories within the scattering region are chaotic, the 
scattering properties of the cavity will be extremely sensitive to small perturbations. 
These structures are then termed wave chaotic. Exact solutions of such systems are not 
feasible and various alternative methods are sought.  
 
In the first part of this dissertation, such alternative methods are used to calculate the 
power delivered to a port in a two-dimensional wave chaotic enclosure. These methods 
are the ray tracing (RT), the Dynamical Energy Analysis (DEA) and the Power Balance 
  
methods (PWB). Particularly, the RT and DEA are used to calculate power received at 
an aperture and are compared with the established PWB. These results indicate that the 
RT and DEA are equivalent methods. Additionally, RT is compared with direct 
numerical simulations of the wave fields and found to be accurate if the wavelength is 
sufficiently small. 
 
The Random Coupling Model (RCM) gives a statistical description of coupling of 
radiation in and out of large enclosures through localized and/or distributed ports.  The 
RCM, in contrast to DEA, PWB, and standard RT, includes both amplitude and phase 
information.  It combines both deterministic and statistical information and makes use 
of wave chaos theory to extend the classical modal description of the cavity fields in 
the presence of boundaries that lead to chaotic ray trajectories. In the second part of 
this dissertation, a correction to the RCM termed the Short Orbit Formulation (SOF) is 
used to calculate successfully the impedance of a two-port wave chaotic enclosure in 
two dimensions using RT. Also, a directed beam approach was used to launch energy 
in a wave chaotic enclosure to break the so called 'random plane wave hypothesis', a 
fundamental basis of the RCM formulations. Results show that launching of such 
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Chapter 1: Introduction 
 
Electromagnetic (EM) coupling within systems of enclosures that are connected by 
apertures or ports is an important problem for the EM community that regularly appears 
in various forms. Examples include EM compatibility studies for electronic 
components under high-power microwave exposure [1, 2], wireless-signal propagation 
inside rooms or buildings [3] and even coupled quantum mechanical systems modeled 
with superconducting microwave billiards [4]. 
 
But for most irregular geometries, an analytical solution does not exist. In these cases, 
one can numerically solve the governing Maxwell’s equations using methods such as 
the Finite Element Method (FEM) [5] or Finite Difference Time Domain (FDTD) [6] 
method.  But, although these numerical approaches are powerful, they are difficult and 
time-consuming to implement in the case of high frequency applications due to the 
problem of large meshes or grids. In the small wavelength limit, where the ratio of the 
enclosure dimensions to the wavelength is large, the numerical solver must mesh the 
geometry covering it with a very large number of grid points. The amount of memory 
and computational power required to numerically solve these problems thus can 
become impractical. Furthermore, such deterministic solutions of these complicated 
geometries often depend sensitively on details of the system that may not be known. 





change to the boundary conditions or the frequency dramatically changes the wave 
dynamics, thereby changing the solution substantially [7-9]. 
 
Consequently, researchers frequently resort to approximate solutions of the governing 
equations that are simpler to implement.  The first part of the work presented in this 
thesis compares several of these lower order descriptions in sample problems and finds 
circumstances for which they agree and differ with respect to predictions. Specifically, 
we look at two methods which uses ray tracing (RT) but for different applications. One 
application is (A) RT used for power delivery calculations in a chaotic two cavity 
system and then compared with various other methods. Other is (B) the Short Orbit 
Formalism (SOF) which was used to calculate the impedance of a chaotic cavity. Then 
in continuation of the short orbit study we show (C) a directed beam study for a quasi 
2D chaotic cavity. A brief description of these two applications of (A) and (B) is given 
here. A detailed description of these methods will follow in Chapter 2.     
 
 
(A) Power delivery calculations in a chaotic cavity 
 
 
For the power delivery calculations, the main complication that arises in the case of 
direct solution of high frequency excitation of a structure is the disparity in the size of 
the system and the wavelength of the excitation.  As mentioned, this is what leads to 
the large density of mesh points or elements required for the modeling.  Thus, the 





without describing the details of the field distribution on the scale of a wavelength and 
without describing the associated phenomenon of interference.  The three models that 
will be compared here are the Statistical Energy Analysis (SEA) [10], the Dynamical 
Energy Analysis (DEA) [11], and ray tracing (RT) [12].   
 
The simplest of these models is the SEA, which is essentially a power balance method 
(PWB) [13-15].  In this method one solves for the energy (or energy density) in each 
subsystem.  The energy is assumed to be uniformly distributed in each subsystem and 
its value is determined by balancing the input of energy from a source against coupling 
of energy out of the subsystem through ports or apertures, or through losses in the walls 
of the subsystem.  In this model the description of the systems reduces to specifying 
effective quality factors for each process: wall losses or coupling through apertures.  
The solution of the problem then involves inverting a small matrix whose size is the 
number of cavities and whose elements contain the information about the various 
quality factors. 
  
The second and third methods, RT and DEA, seek a more detailed level of description 
of the problem than does SEA.  This level of description is the same in RT and DEA, 
but they differ in their numerical implementation.  RT is a familiar approach in which 
the fields are represented as packets of energy that follow essentially classical 
trajectories through the system.  The idea of wave energy travelling along rays is a 
well-established principle in wave propagation problems in many fields such as 
acoustics [16], seismology [17], wireless communication [18], plasma physics [19], 






For RT in enclosed regions, the trajectories reflect from walls, and refract if the medium 
is inhomogeneous.  When a packet reflects from a wall, energy is deposited in the wall 
depending on the wall's material properties and the angle of incidence and polarization 
of the packet.  The geometry of the system needs to be specified to implement RT; in 
particular, the location of the bounding walls must be specified. In cases where the 
supporting medium is inhomogeneous, its spatial variation must be prescribed as well. 
A numerical grid need not be constructed within each volume.  However, a grid can be 
of use for tabulating local energy densities and for simplifying the calculation of 
trajectories. Since the field is being represented by a discrete set of packets, the solution 
invariably requires solving for a large number of trajectories to achieve a smooth 
distribution of energy density.  In principle, phase information can also be included in 
the ray trajectories, and interference thus described. However, that was not pursued in 
this thesis. 
 
The DEA can be thought of as an Eulerian description of the processes described by 
the Lagrangian approach of RT.  In the DEA, the volume is gridded much as it would 
be in a full wave solution.  However, since the wavelength is not being resolved the 
grid needed is much coarser than would be needed in the full wave case.  The quantity 
that is solved for is essentially the phase space energy density flux on each surface (in 
3D, line in 2D) separating cells.  Thus, in 3D for monochromatic radiation one tabulates 
the power per unit area and per unit solid angle on the surface of each cell.  This 
quantity is then propagated across the cell and re-tabulated on the facing surfaces.  This 





What is shown in Chapter 3 of this thesis is that these three methods can produce, in 
some cases, equivalent results for the power delivery in a complicated multi-cavity 
system at high frequencies. But we also show there are some cases where the three are 
not equivalent. In this chapter for power delivery calculation first we discuss the 
problem geometry that we will use to compare the methods. After that we discuss the 
results obtained by the three methods and note some discrepancies. We also describe 
some results for the full wave solutions of the cavity using the commercial software 
HFSS [20] and compare it with RT results where the incident angles of rays were 
considered for the power delivery calculations.  
 
 
(B) Calculate the impedance of a chaotic cavity using short orbit formalism 
 
The other topic of work in this thesis in Chapter 4 is concerned with solving for the 
impedance of a chaotic bow-tie cavity. The method used for it is the Short Orbit 
Formalism (SOF) [21-22]. The SOF was introduced as a correction for the Random 
Coupling Model (RCM) [23-25] which is based on Random Matrix Theory (RMT) 
[26]. RMT predicts the statistical properties of a single wave chaotic system evaluated 
at different frequencies. This technique applies to a wide range of systems and has been 
studied theoretically and experimentally. It is shown in [21] that the average impedance 
matrix can be calculated directly using the classical ray trajectories of the system. 
However, there were modifications to the impedance calculations of the system due to 
the so-called ‘short orbits’. These orbits in turn can be used to calculate the impedance 





is shown that the total summation of these short orbits can be used to calculate the 
impedance matrix of the system using rays to calculate said trajectories. A brief review 
of the previous work is shown here. A more mathematical description will be given in 
Chapter 2. In the same chapter a more detailed discussion of RCM will also be 
provided.  
 
When we have a scenario of energy entering and leaving a cavity, we want to know 
how much power gets coupled into the system versus how much power is reflected 
back. Such information can be characterized by the Scattering Matrix, 𝑆. This matrix 
can also be expressed in terms of an Impedance Matrix 𝑍 such that 
 
                                      𝑍 =  𝑍0
1/2
(1 + 𝑆)(1 − 𝑆)−1𝑍0
1/2
                                    (1.1) 
 
where 𝑍0  is an M×M diagonal matrix, whose ith diagonal element is determined by 
the detailed properties of the ith scattering channel. One can use random matrix theory 
to model the scattering behavior of an ensemble of wave chaotic systems coupled to 
the outside world through M discrete scattering channels. Impedance is a meaningful 
concept for all scattering wave systems. In linear electromagnetic systems, it is defined 
via the phasor generalization of Ohm’s law as 
                       ?̂? =  𝑍𝐼                          (1.2) 
 
where the M-dimensional vector ?̂? represents the voltage differences across the 





the currents flowing through the transmission lines. What is shown in [21] is that we 
can define an 'average' impedance matrix 𝑍𝑎𝑣𝑔 such that  
                     𝑍𝑎𝑣𝑔 = 𝑍0
1/2
(1 + 𝑆)(1 − 𝑆)−1𝑍0
1/2
                        (1.3) 
Here 𝑍𝑎𝑣𝑔 is the window average over a range of frequencies that is narrow enough to 
capture the time of flight of the short orbits. The window is smaller than 1/𝑇 where T 
is the travel time between ports but is bigger than the spacing between adjacent modes.  
According to the SOF, 𝑍𝑎𝑣𝑔 can be evaluated directly in the semiclassical limit as a 
sum over contributions from the prompt reflection and short classical trajectories. 
Furthermore 




                                    (1.4) 
where 𝑍𝑟𝑎𝑑 is the radiation impedance matrix, 𝑅𝑟𝑎𝑑 is its real part and   is an M×M 
dimensionless matrix whose (m,n)th element describes the effects of wave propagation 
from port m to port n. A more explicit definition of  is developed and discussed in 
Chapter 4.   
 
In this dissertation work, these short trajectories were calculated by using a Ray Tracing 
(RT) code and shown that these assumptions are valid in the sense that ray optical 
trajectories can be used to calculate the impedance of the cavity. Short orbits were used 
in RT for a chaotic cavity to calculate  and then these results were compared to full 
wave solutions using the commercial software HFSS.  
 
In summary, this impedance calculation in Chapter 4 is organized as follows: first we 





results obtained by the SOF and note some discrepancies with HFSS. Finally, we draw 
the conclusions and talk about work that we can do in the future. 
 
In the continuation of the study of short orbits in Chapter 4, a further investigation is 
carried out using a chaotic cavity with a circular scatterer in Chapter 5. A directed beam 
is used to launch EM energy into the cavity and shown that the directivity of the beam 
causes short orbits which leads to deviations from the RCM predictions.  
 
The thesis is organized as follows: in Chapter 2 we discuss in detail the various methods 
used to study wave chaotic cavities namely the RT, the DEA, the PWB, the RCM and 
the SOF. In Chapter 3 we discuss the results obtained by using the RT, the DEA, the 
PWB and also include results for power calculations using incident angle dependent 
reflection coefficient. In chapter 4 we show results for a wave chaotic cavity using the 
SOF. In Chapter 5 we extend the short orbit study to a wave chaotic system where an 
electromagnetic beam was launched to break the ergodicity of the fields inside the 


















Chapter 2: Development of Ray Tracing, Cavity Impedance and 
Power Delivery Equations 
 
 
(A) Motivation and general problem description 
In this thesis, the major interest is developing models that can describe the scattering 
and distribution of electromagnetic (EM) energy in complicated enclosures. We are 
interested in scattering of waves where, in the geometric optics approximation, the ray 
orbits within the structure are chaotic. These enclosures are labeled wave chaotic (or 
ray chaotic) cavities. Examples of such structures include optical, acoustic, microwave 
or electronic cavities.  
 
For simplicity we concentrate on the case of a two-dimensional cavity.  This situation 
is realized in a three-dimensional electromagnetic cavity enclosed by a conducting 
boundary when one of the dimensions is much smaller than the other two.  In this case, 
the lowest frequency modes are polarized with the electric field directed in the short 
dimension and the magnetic has components in the other two dimensions. These modes 
have field components that are uniform in the short dimension and are thus separated 
in frequency from higher order modes whose components vary in the short dimension.  
The electric field component in the short dimension then satisfies a two-dimensional 
scalar wave equation with boundary conditions applied at the perimeter of the cavity.  
In the small wavelength limit the ray equations are same as those for the trajectory of 
a point particle: straight lines with specular reflection (i.e., angle of incidence equals 





the trajectories of the rays are similar to those of the balls in the familiar parlor game 
[27].  
 
Examples of chaotic billiards are shown in Fig. 2.1. The fundamental characteristic of 
such systems is that if we choose starting conditions for two trajectories that are the 
same speed but slightly different in location or angle, then the trajectories typically 
separate from each other, on average, exponentially with time due to the shape of the 




Fig. 2.1: Examples of billiard shapes. From the left: the bow-tie billiard, the Sinai 
billiard, the stadium billiard. Figure from [23]. 
 
Because of this property, these billiards show extreme sensitivity to initial conditions.  
Even a small perturbation in the initial condition will result in two nearby trajectories 
diverging exponentially.  
  
A consequence of the extreme sensitivity of the trajectories in the ray approximation is 
that it can be very difficult to predict the EM (or wave) response of such a system 





solving these systems at high frequencies is computationally very demanding. 
Therefore, we discuss here alternative methods that can describe wave transport in 
geometries exhibiting wave chaos. These methods are ray tracing (RT), the Dynamical 
Energy Analysis (DEA), the Power Balance (PWB) and the Short Orbit Formulation 
(SOF). The first three are used for power delivery calculations: they do not include 
wave phase information.  The third method (SOF) is an adjunct to the Random 
Coupling Model and is used to include information about direct paths between ports in 
the otherwise statistical RCM description.  The RCM with the SOF corrections does 
include phase information that is omitted from the other three descriptions.  We will 
present comparisons of the RT, DEA, PWB results for a Sinai billiard type system.   
The SOF will be used to calculate the impedance for a multi-port system for a quarter 
bowtie cavity.  
 
(B) The Ray Tracing Approach 
 
The RT method is a popular method for describing wave systems where the wavelength 
is much smaller than the characteristic length of the scattering enclosure. In this high 
frequency regime, the 'ray approximation' is satisfied and rays can be followed as they 
bounce inside the enclosure [12]. For the two-dimensional geometries considered here 
Maxwell's equations reduce to a scalar Helmholtz wave equation.  In the high frequency 
regime, it can be shown that wave energy follows trajectories similar to particle 
trajectories.  For systems in which the wave speed is inhomogeneous in space, the 





properties of the medium are homogeneous and the rays travel in straight lines except 
when they encounter a boundary and specularly reflect.  In principle it is possible to 
retain wave phase information by computing the time of flight along a trajectory and 
accumulating the phase change that occurs with each reflection.  This will be done 
when RT is used to compute the short orbit corrections to the RCM.  However, phase 
information is not needed to track power delivery.  In this thesis we use an RT algorithm 
to solve for the power delivery and for the short orbit formulation. We basically follow 
one of the approaches discussed in [28]. Specifically, we use the ‘Reflected and 
Transmitted Rays’ approach as discussed in ([28], Section III. B) and the power 
calculation is done using the ‘Shooting and Bouncing Ray (SBR) Method’ as discussed 
in ([28], Section IV. C).  
 
For power delivery, at a port we launch rays in one of two ways. If the port is modeling 
an aperture in the side wall of the cavity we launch rays normal to the boundary and 
rays are uniformly distributed over the port. If the port is modeling an antenna 
consisting of a cylindrical conductor inserted through the top plate of the cavity and 
connected to coaxial transmission line, then rays are launched uniformly in all 
directions emanating from the port.  In both cases each ray contains initially the same 
amount of power. The rays follow straight trajectories until they encounter a wall or 
scatterer at which point they are specularly reflected and their power is reduced 
according to 𝑃𝑛+1 = |𝑅|
2𝑃𝑛 , where n refers to the bounce number, 𝑃𝑛 is the power 





bounce the ray loses (𝑃𝑛  −  𝑃𝑛+1) amount of power. Further discussions and results are 
carried out in Chapter 3. 
 
For the short orbit calculations, we follow the ray trajectories and calculate the distance 
traveled by the ray and the amount of spreading observed in adjacent rays as they pass 
by the receiving port. This is shown in more detail later in this chapter and results are 
shown in Chapter 4.  
 
(C) The Dynamical Energy Analysis: A Brief Overview 
 
Recently, a mesh-based ray tracing solver called Dynamical Energy Analysis (DEA) 
[11] has been developed. It approximates wave energy transport using energy flow 
equations that compute power fluxes through the interfaces of a finite element mesh. 
In three dimensions the mesh elements are tetrahedra and the interfaces are triangles.  
In two dimensions the mesh elements are triangles and the interfaces are line segments.  
The quantity stored on an interface is the power density per unit area (length) and per 
unit solid angle (angle) for three (two) dimensional cases.  These power densities are 
iterated by applying transfer operators that relate the power density of one interface of 
a mesh element to the power densities on the other interfaces shared by that element.  
The size of the DEA mesh is independent of frequency and allows for large variations 






The DEA provides an efficient numerical approximation to wave energy transport that 
is, in principle, equivalent to RT. The advantages compared with standard ray-tracing 
are that the complexity of the environment (due to complex boundaries) is fully 
modelled as part of the mesh. Transport from one interface to another is simply 
described as the interfaces share a common mesh element.  In contrast tracing rays over 
large distances can involve solving implicitly for bounce points on boundaries. The 
DEA also produces as a matter of course the spatial distribution of the wave energy 
density on the FE mesh.  A disadvantage of DEA is that accurate time of flight 
information, which is easily retained in RT, is lost in DEA.  It can be approximately 
recovered by counting the number of iterations of the transfer operator to reach a level 
of convergence.  However, this has not been studied in detail.  Finally, the introduction 
of a mesh introduces an artificial scattering of the wave energy as it propagates, and 
convergence of results with respect to grid size becomes limited if many grid cells are 
traversed. 
 
DEA was initially introduced as a mesh-based high frequency method for modelling 
structure borne sound in complex built-up structures. In this method, vibro-acoustic 
simulations are performed directly on FE meshes. DEA provides detailed spatial 
information about the vibrational energy distribution within a complex structure in the 
mid-to-high frequency range. However, one can solve for any general wave system by 
solving a wave equation of the form  





Here, Ĥ corresponds to a linear operator describing the dynamics of the system 
(including dissipation), and f represents an excitation driving the system. In the DEA, 
the total system is defined on a domain Ω, which is divided into a set of sub-domains 
Ωj, j = 1, . . ., NΩ, such as the elements of a mesh grid. Appropriate boundary conditions 
apply at the outer boundaries and at the interfaces between sub-domains. The wave 
energy density  at a point r is then proportional to the square of the wave amplitude 
|u|, that is, 
(𝑟, 𝜔)  ∝  |𝑢(𝑟, 𝜔)|2              (2.2) 
Now, (2.1) can be associated with the ray dynamics via the Eikonal approximation 
expressing the wave function u in terms of ray contributions [11] with associated 
amplitude Aj and phase ψj, j = 1, 2, . . . . This leads to a double sum over ray trajectories 
for the wave energy density of the form  
(𝑟, 𝜔) ∝
, 'j j
 𝐴𝑗𝐴𝑗′ cos𝜔 (𝜓𝑗(𝑟) − 𝜓𝑗′(𝑟))          (2.3) 
In this summation, for j   j' it can be shown that taking the average over a frequency 
band centered on ω0 the summation becomes negligibly small. For j = j' the summation 
terms can be written as 
j
 𝐴𝑗(𝑟, 𝜔)2. Then the mean wave energy density is well 


















Fig. 2.1: (a) Ray tracing picture including reflection at boundaries. Figure from [32], 










Hence, we can write  
(𝑟, 𝜔)  ∝  
j
 𝐴𝑗(𝑟, 𝜔)2 
 =  𝜌(𝑟, 𝑝, 𝜔0)𝑑𝑝              (2.4)           
where p is the direction (or momentum) vector. The system is excited by one or more 
point sources from which rays emerge uniformly and undergo reflections at boundaries 
as well as absorption processes, see Fig. 2.1. It is therefore possible to relate wave 
energy densities to classical flow equations and thus thermodynamical concepts, which 
is the essence of the DEA treatment.  
 
DEA is based on the observation that these flow equations for ray densities can also be 
described using linear partial differential equations. In order to solve the stationary flow 
problem, these equations are written in boundary integral form; the boundary can be 
the physical boundary of the system and/or the union of interfaces between the sub-
domains. Then sophisticated operators and algorithms are used to propagate this energy 
density across the grid (Fig 2.1(b)). 
 
A more detailed description of the power flow calculation in DEA is shown in [33]. 
But it is important to note that the methodology sketched here for the DEA is formally 







Fig. 2.2. Energy density on a thin aluminum shell (Range Rover shock tower) estimated 
using an averaged full wave finite element model (left) and a DEA model (right). Figure 
from [32]. 
 
Using an FE grid, the DEA has been successful in calculating energy densities for 
complicated geometries. One such geometry is shown in Fig 2.2. The right-hand side 
of Fig. 2.2 shows the response of a thin molded aluminum car component (shock tower 
of a Range Rover) to a point force applied perpendicular to the surface using DEA. The 
results are compared against a finite element simulation for the full wave model. 
 
(D) The Power Balance Method (PWB): A Brief Summary 
 
The power balance (PWB) model [13-15] predicts the averaged power flow in a system. 
This method yields predictions of the steady-state averaged energy density inside a 
system and it does so by equating the incoming and outgoing power in each connected 
subvolume. The PWB method can be used to determine mean values of EM power flow 





EM waves inside a complex interconnected system based on the physical dimensions 
of the cavities, the cavity quality factors Q, and the coupling cross sections σ, as well 
as the incident power Pin driving the system. A brief description of the PWB is given 
here. 
 
For a chaotic cavity such as a reverberation chamber (RC), we can quantify the electric 
field by the total electromagnetic energy U (or energy density 𝑊 =  𝑈/𝑉 where V is 
the volume of the cavity) of the reverberant field. The total EM energy can be written 
[34] as 
𝑈 =  ∫ |𝐸𝑇|
2
𝑉
𝑑𝑉            (2.5) 
 
Where the total magnitude of the electric field strength is 𝐸𝑇 and  is the permittivity 
of the medium. For a statistically uniform electric field in a reverberation chamber, it 
has been shown [34] that the power balance principle applies as  
 
 
𝑃𝑖𝑛 = 𝑃𝑑𝑖𝑠𝑠 =  𝜔 𝑈 =  𝜔𝑈/𝑄       (2.6) 
 
which simply states that the power input from an external source 𝑃𝑖𝑛 must be balanced 
by the total power dissipated by all losses 𝑃𝑑𝑖𝑠𝑠. Here, 𝑄 is cavity quality factor and  
is the corresponding damping loss factor  =  1/𝑄. For multiple connected reverberant 










Fig 2.3: Power balance schematic for a multiple connected cavity. UR, UC, Uw refer to 
the energy U in respective enclosures. Figure from [35] 
 
 
In this example, a geometry was considered for the exchange of energy through 
apertures and through radiation. Input was shown from an antenna. But one can 
consider any incoming wave from an external source which couples into the leftmost 
enclosure. In this thesis, energy exchange between subsystems via aperture is 
considered similar to this example. 
 
 [34], It has been shown that the net power flow 〈𝑃𝑖𝑗〉 between any two reverberant 
energy subsystems (i.j) – averaged over an ensemble of uncertain parameters - is 
proportional to the difference in their modal energy levels as 
 
〈𝑃𝑖𝑗〉  =  𝜔𝑛𝑖 𝑖𝑗  {〈
𝑈𝑖
𝜂𝑖
〉  −  〈
𝑈𝑗
𝜂𝑗






where 𝑛𝑖  is the modal density and 𝑖𝑗 is a coupling loss factor. Writing the power 
balance equations for each of the three subsystems in Fig. 2.3 yields a power balance 
matrix which can be solved for the average reverberant energy levels <UR>, <UC>, 
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}                  (2.8) 
 
To calculate the energy flow predicted by PWB in this thesis, we define the quantities 
used to implement the PWB. The type of geometry we consider is shown in Fig. 2.4. It 
is discussed in more detail in Chapter 3. Here we include it for our illustrations for the 
PWB formulation. In this picture we see a 2D cavity with scatterers. The black bars 
labeled P1,2  are aperture like ports where external energy may enter the system. Energy 
then can bounce around, incur losses and leave through either P1 or P2. Therefore, it is 
a similar system to the one described above. The cavities on the left and right are 
cavities 1 and 2 respectively. 
 






Here, the widths of Ports 1 and 2, which connect the cavities to the exterior, and of the 
aperture that couples the two cavities are respectively denoted (w1, w2, wA). The 
perimeters of Cavities 1 and 2, including the scatterers, are denoted (l1, l2). Then 
 
𝜎𝑖
𝑤𝑎𝑙𝑙 =  𝛼(𝑙𝑖  −  (𝑤𝑖  +  𝑤𝐴))         (2.9) 
 
where i=1, 2 labels the cavities, defines an effective absorption cross sections of cavity 
i, which captures the power absorbed by the wall and scatterer boundaries. The quantity 
α is the local fraction of incident power absorbed by the boundary. In our 2D system, 
the absorption cross section in (2.9) represents an effective physical length. The power 
absorbed is proportional to the product of this length and the energy per unit area in the 
cavity under consideration. The constant of proportionality scales with the wave speed. 
In addition, the power lost by escaping through the cavity walls is proportional to the 
fraction of power incident α, which in practice is determined by the electrical 
characteristics of the wall material. Here, we have not focused on specific/prescribed 
wall materials. We rather perform a study by varying α across the full range, from 0 
(the incident power is entirely reflected) to 1 (the incident power is entirely absorbed).  
 











𝑡𝑜𝑡 here refers to the total length through which the power escapes the cavity. Let 𝑃𝑖
𝑡𝑜𝑡 
represent total power entering cavity i, which includes both the power 𝑃𝑖
𝑖𝑛𝑗
directly 
injected into the cavity and the power 𝑃𝑖𝑗
𝑏𝑎𝑐𝑘 passing through the aperture from the other 
cavity, labelled j. In detailed calculations to follow, we assume injection of power only 
into cavity 1, so 𝑃2
𝑖𝑛𝑗
=  0. We also denote by 𝑃𝑖
𝑝𝑜𝑟𝑡
 the power leaving through Port i 
and by 𝑃𝑖
𝑤𝑎𝑙𝑙 the power absorbed by the walls of Cavity i (including those of the 
scatterers).  
 
Under power balance assumptions, the total power and the powers leaving Cavity i 
through Port i, through the aperture to the other cavity, and being absorbed by its walls 
are related by 
 
















𝑤𝑎𝑙𝑙                      (2.11) 
 
where j=1 if i=2 and j=2 if i=1. The weighted powers in these equalities provide a 
coarse grained analogue of the flux density ρ that is central to DEA. They are equal if 
ρ is a constant, which amounts to an assumption of ergodicity and low loss. If ρ deviates 
strongly from uniformity, the power balance assumptions fail. 
 
In the special case 𝑃2
𝑖𝑛𝑗
=  0, we can show from these balance conditions that the total 













                 (2.12) 
 
We can then also easily find the fractions of power lost by each of the mechanisms of 
wall loss or radiation through ports and apertures. For example, in the absence of wall 
loss (α =0) the fraction of injected power leaving cavity 1 through Port 1 is 
 




𝑖𝑛𝑗  =  
𝑤1(𝑤2+𝑤𝐴)
𝑤1𝑤2+ 𝑤𝐴(𝑤1+𝑤2)
               (2.13) 
 
For the quoted parameters, we find 𝑃1
𝑝𝑜𝑟𝑡/𝑃1
𝑖𝑛𝑗
= 0.641. On the other hand, with 
maximum wall loss (α =1), we find 
 











                   (2.14) 
 
For the quoted parameters, 𝜎1
𝑡𝑜𝑡=5.995, and thus 𝑃1
𝑝𝑜𝑟𝑡 𝑃1
𝑖𝑛𝑗
⁄  = 0.0267. Note that in the 
high loss case the fraction of power leaving through Port 1 is a finite number. 
 
In summary of the PWB, for a multi cavity system, the PWB method solves for the 
mean power density in each enclosure by balancing the powers entering and leaving 
each cavity. These power transfer rates are characterized in terms of area cross sections 





objects inside the enclosure are characterized through the corresponding cross sections. 
Constant power is injected into the coupled systems through sources in some or all of 
the enclosures. PWB finds a steady-state solution when the inputs and losses are made 
equal for each individual cavity in the system reaching a power balanced state. 
 
(E) The Random Coupling Model (RCM): A Brief Review 
 
The RCM is rooted in the original work done by Eugene P. Wigner [36]. Wigner was 
interested in the statistics of the energy levels of large nuclei. He posited that the 
probability distribution of the spacing between energy levels is the same as the spacing 
between the eigenvalues of a random matrix with particular properties. Two of the 
random matrices Wigner discusses are important for the RCM, the Gaussian 
Orthogonal Ensemble (GOE) and the Gaussian Unitary Ensemble (GUE). The 
elements for both types of matrices are independent Gaussian random variables with 
zero mean. But the GOE and GUE are applicable to different systems. The GOE is used 
to model wave systems that have time reversal symmetry (TRS). As a simple example 
of the GOE type of systems, one can consider a charged particle in a scalar potential. 
By reversing the direction of the momentum of the particle, the classical particle will 
retrace its own path. The corresponding GOE of this system consists of real random 
symmetric matrices.  
 
On the other hand, if a magnetic field is applied, the time reversal symmetry is broken. 





its momentum is reversed. The GUE case is used for modelling such systems for which 
time reversal symmetry is broken (TRSB).  The GUE matrices are Hermitian. In this 
case, the off-diagonal elements are complex. The distributions of their real and 
imaginary parts are independent and Gaussian. The width of these Gaussians is one 
half the width of the real diagonal elements. This GUE case can also apply in 
electromagnetics if a nonreciprocal element such as a magnetized ferrite or a cold 
magnetized plasma is added to the system.  
 
In this thesis, eigenvalues of a random matrix of the Gaussian Orthogonal Ensemble 
(GOE) with Gaussian distributed elements have been used since the time-reversal 
invariance is assumed. 
 
The elements of the GOE matrices are real with different variances for the diagonal 
and off-diagonal elements. The main property of GOE matrices is invariance under 
orthogonal transformation. That is, the probability distribution of an ensemble of 
matrices has the property that P(H) = P(OHOT ) where O is an arbitrary orthogonal 
matrix and the OT is its transpose. On the other hand, the GUE matrices have elements 
of complex numbers, and the matrices are invariant under unitary transformation such 
that P(H) = P(UHU†) where U is arbitrary unitary matrix and U† is its conjugate 
transpose.  
 
A key finding in Wigner's work is the spacing between nearest neighbor frequencies of 





universal properties that we exploit to statistically characterize our systems. In the case 
of electromagnetic enclosures, we focus on spacing between the resonant wavenumbers 
squared, 𝑘𝑛
2, where 𝜔𝑛  =  𝑘𝑛𝑐 is the resonant frequency. The mean mode spacing 
(∆𝑘2  =  ˂𝑘𝑛+1
2  −  𝑘𝑛
2˃)  can be approximated by Weyl's formula. For 3D 
electromagnetic enclosures, it is given by ∆𝑘2  =  2𝜋2/𝑘𝑉 , where 𝑘 = 𝜔/𝑐 and V is 
the volume of the enclosure [37]. Thus, we consider the distribution of 
𝑠 =
𝑘𝑛+1
2  − 𝑘𝑛
2
∆𝑘2
                (2.15) 
 
In the case where the system has time reversal symmetry, the probability distribution 
of s takes the form [38]  




2/4         (2.16) 
 
If time reversal symmetry is broken, for example if a magnetized ferrite is present, the 
probability distribution has the form 




2/𝜋          (2.17) 
 
The probability distributions apply to the eigenvalues of matrices that are from the 
Gaussian Orthogonal Ensemble (GOE) or Gaussian Unitary Ensemble (GUE). These 
have been shown to be applicable in enclosures that are "ray chaotic". That is, in the 
limit where the incident wave propagates like a point particle, the ray trajectories are 
chaotic.  
 
The eigenfunctions of GOE and GUE also have universal properties.  In the GOE case 
the components of the eigenfunctions are real Gaussian random variables which are, 





case the eigenfunction components are complex Gaussian random variables with 
independent real and imaginary parts, zero means, and common variances.   
 
The RCM is a statistical model used to characterize the impedance matrix of a multi-
port, complex, overmoded electromagnetic cavity [23-25]. It is based on a combination 
of the random plane wave approximation, in which the fields at any point in the 
enclosure consist of the random superposition of isotropically propagating plane waves 
with random phases, and the random matrix theory which provides the statistical 
distributions. The main result from the RCM is that the random impedance, Z, at a 
single port in a wave chaotic cavity is given in terms of system specific deterministic 
quantities and a universally distributed random quantity expressed in the following 
formula 
𝑍 =  𝑗𝑋𝑟𝑎𝑑 +  𝜉𝑅𝑟𝑎𝑑                   (2.18) 
where 𝑅𝑟𝑎𝑑 and 𝑋𝑟𝑎𝑑  are the real and imaginary part of the radiation impedance 𝑍𝑟𝑎𝑑, 
which is the impedance of the port excluding contributions from the cavity. In other 
words, it is the impedance that would be measured if the cavity walls were moved out 
to infinity. The quantity 𝜉 is a complex random variable whose probability distribution 
is fully characterized by a single loss parameter 𝛼. It is defined as 






𝑘2  − 𝑘𝑛2 +  𝑗𝛼∆𝑘2
𝑛
         (2.19) 
where 𝜙𝑛 is a vector of independent and identically distributed, zero mean, unit 
variance Gaussian random variables. 𝑘𝑛
2 is also a random vector of the eigenmodes of 





the loss parameter. ∆𝑘2  =  ˂𝑘𝑛+1
2  −  𝑘𝑛
2˃ is the mean mode spacing. According to 
Weyl’s formula [39] for a two-dimensional cavity of area A, the mean spacing between 
two adjacent eigenvalues is given by ∆𝑘2  =  4𝜋 𝐴⁄ .  
 
A method to generate an ensemble of 𝑘𝑛
2 is described in Appendix of Ref. [40]. The 
loss parameter 𝛼 characterizes the loss in the enclosure. The loss parameter is 
essentially the average Q-width of resonant modes in the cavity normalized to the 
average spacing between modes. This result can be extended to a multi-port cavity as  
 




                 (2.20) 
 
where all the variables are now matrices. Therefore, the  𝑍𝑟𝑎𝑑 and α are the two system 
specific parameters necessary to apply the RCM which allows us to predict the statistics 
of the impedance of a chaotic cavity. Furthermore, the loss parameter α can be 
calculated as 𝛼 =  𝑘2 (𝑄∆𝑘𝑛




(F) The Short Orbit Formulation for Chaotic Cavities 
 
Although the RCM was found to be an accurate description if an ensemble of cavities 





found to have deviations from computed solutions if a single cavity or a narrow range 
of frequencies were sampled.  Deviation was traced to the influence of paths between 
ports that were only weakly defocusing, or short orbits. As shown by Hart et al.[21], 
the statistical characterization of the cavity impedance is possible by including ray 
trajectories that are these so called 'short orbits'. These are trajectories travel from one 
port to another in a short time T.  They induce correlations in the frequency dependence 
over a range of frequencies T-1.  In [21] a detailed derivation of the 'Short Orbit 
Formulation' (SOF) is given. Here only a summary of the theory leading to the SOF is 
given. A more detailed discussion of short orbits is given in Chapter 4.  
 
For the development of SOF, we consider a quasi 2D bowtie cavity (Fig. 2.5). It is a 
simulated EM cavity filled with a uniform lossless dielectric and is coupled to the 
outside world through coaxial cables (the ports) inserted into holes on the top of the 
cavity. The cavity has a uniform height h in the z direction, which is much smaller than 
the wavelength of the incident microwaves. So, Maxwell’s equations become 







Fig. 2.5: A schematic of the 2D quarter-bowtie cavity. Figure from [21] 
 
For the electromagnetic system described, it was previously derived [23] the following 
inhomogeneous wave equation for the case where the ports are modeled by vertical z 
direction, externally imposed, and localized current densities flowing from the bottom 
to the top plates 




 𝑢𝑝(𝑟)𝐼𝑝            (2.21) 
where  𝛻2 is the 2D Laplacian in the (x, y) plane, ˆ
TV
 represents the voltage difference 
between the two plates, 𝐼𝑝 represents the total current injected into the cavity through 
port p, 𝑢𝑝(𝑟) represents the profile of the current injected onto the top plate at port p 
and has the property ∫ 𝑢(𝑟′)𝑑𝑟′ = 1,  η =√𝜇 𝜖⁄  is the wave impedance of propagation 







In order to solve this equation, we can turn it into an integral equation by introducing 
the outgoing Green's function 𝐺0 which satisfies  
       (∇2 + 𝑘2)𝐺0(𝑟, 𝑟
′, 𝑘) =  𝛿(𝑟 − 𝑟′)     (2.22) 
Then by following various steps outlined in [21], we can find the impedance between 
ports m and n as  
𝑍𝑛,𝑚 = 𝑖𝑘ℎ  ∫ 𝑑
2𝑟 𝑢𝑛(𝑟)(𝑽−(1 − 𝑲)
−1 𝑽+ + 𝐺0)𝑢𝑚(𝑟)      (2.23) 
where G0 is the two-dimensional outgoing Green’s function in empty space (as before); 
it finds the voltage at some position 𝑟 caused by a delta-function current distribution at 
point 𝑟′. The operator 𝑽+ finds the current induced in the wall by a delta-function 
current in the volume. The operator K represents the current induced in one part of the 
wall by the current in another part of the wall. The operator 𝑽− on the other hand, gives 
the voltage inside the volume, which results from the currents in the walls. 
 
The second term in the integral on the right-hand side of (2.23) represents the 
impedance the system would have if the walls were moved to infinity and outgoing 
boundary conditions were imposed but impedance due to direct orbits between the ports 
were still included. Therefore, we define an M×M matrix ?̃?𝑅, which has the elements 
?̃?𝑅,𝑛.𝑚 = 𝑖𝑘ℎ ∫ 𝑑
2𝑟𝑢𝑛(𝑟)𝐺0𝑢𝑚(𝑟)       (2.24) 
The diagonal elements of ?̃?𝑅 are equal to the diagonal elements of the radiation 
impedance 𝑍𝑟𝑎𝑑 and the off-diagonal elements represent contributions to the 






Now (2.24) is an exact solution to (2.21) explicitly in terms of the boundaries. 
Analytically, it is intractable. But an approximation can be made via the SOF. It was 
shown in [21] that one can calculate the off-diagonal terms of (2.24) as 
𝑍𝑅,𝑛.𝑚 = √𝑅𝑅,𝑛𝑅𝑅,𝑚 𝐶(0,𝑛,𝑚)𝑒
𝑖𝑆(0,𝑚,𝑛)−𝑖𝜋/4,           𝑛 ≠ 𝑚     (2.25) 
where C0,m,n  and S0,m,n are the corresponding prefactor and action for a direct orbit from 
port m to port n. 𝑅𝑅is the real part of the radiation impedance 𝑍𝑟𝑎𝑑. This equation is 
what is referred to as the SOF.   
 
Now according to the RCM, the cavity impedance takes the form   
                                              
( )  = + 1/2 1/2( ) ( )ab ab abZ iX i R R
             (2.26) 
where ?̅?𝑎𝑏 is as described below 
                                ?̅?𝑎𝑏(𝜔) = ?̅̅?𝑎𝑏(𝜔) + 𝑖(?̅̅?
1 2⁄ ?̅̅?1 2⁄ )
𝑎𝑏
= 𝑖?̅?𝑎𝑏 + ?̅?𝑎𝑏       (2.27)                                                      
?̅?𝑎𝑏 is the average impedance matrix 𝑍𝑎𝑣𝑔, ξ is the universal fluctuating RMT matrix,  
?̅̅?𝑎𝑏 is the radiation impedance matrix 𝑍𝑟𝑎𝑑 and we assume the ray travels from point a 




 𝐶𝑎𝑏exp[𝑖𝜔𝑇𝑎𝑏 + 𝑖𝜙𝑎𝑏]           (2.28)                                
describes the effects of the short orbits. 𝐶𝑎𝑏 accounts for the defocusing and spreading 
of rays along the path from a to b. 𝜙𝑎𝑏 is a phase that accounts for the number of 
reflections from conductors and the number of caustics grazed. 
 





?̅?𝑎𝑏(𝜔) = ?̅̅?𝑎𝑏(𝜔) + 𝑖(?̅̅?
1 2⁄ ?̅̅?1 2⁄ )
𝑎𝑏
           (2.29) 
and one can also write the impedance between port 1 and 2 in terms of  as 
            𝑍12 =  12(𝑅𝑟𝑎𝑑1𝑅𝑟𝑎𝑑2𝐺1𝐺2)
1/2                      (2.30) 
where 𝑅𝑟𝑎𝑑 is the radiation resistance of the two ports and 𝐺1 and 𝐺2 refer to the gain 
of the port (antenna). For our case, we have a point source radiating in all directions 
equally and so the gain is unity.  
 
A similar formulation for the 𝑍12 has been developed in [21] in terms of . For this 






(−1)𝑚𝑒−𝑗𝑟12𝑘0        (2.31) 
Here 𝛥  is the initial separation angle between rays as they are launched (from port 1 
the source), and 𝛥 is the separation distance between rays straddling the target point 
(which is port 2 the receiver) originating from a given short orbit (Fig 2.6), 𝑘0 is the 
wavenumber for free space, 𝑟12 is the distance the ray travels from port 1 to 2.  
 
 
Fig. 2.6: On the left we see two rays launched from a point with separation 𝛥 . The 
other picture shows the distance ∆ between the two same rays as they are passing the 
target 
 
For further clarification, the first term under the square root in the equation for  is the 





phase change of the ray every time it encounters a bounce. Therefore, if we can 
calculate the distance 𝑟12 and the 𝛥 for each bounce, we can calculate the  and 
consequently the 𝑍𝑎𝑣𝑔 of the cavity.  
 
In summary of this chapter, we have discussed the various tools needed to analyze 
chaotic cavities of our interest. Short descriptions of the DEA, RT, PWB and the SOF 
was provided. In the next chapter we show numerical results where DEA, RT and PWB 










In this chapter we calculate power delivery at a port in a chaotic cavity using three 
different approximation methods. The three methods are the Power Balance Method 
(PWB), Ray Tracing (RT) and Dynamical Energy Analysis (DEA). 
 
Wave energy distributions in complex systems are often modelled well by using a 
thermodynamical approach. For such methods, it is often suggested to partition the full 
system into subsystems and to assume that each subsystem is internally in ‘thermal’ 
equilibrium. Interactions between directly coupled subsystems can then be described 
in terms of coupling constants. These constants can be determined by the properties of 
the wave dynamics at the interfaces between subsystems. These ideas form the basis of 
Statistical Energy Analysis (SEA) [10]. For applications in electromagnetism, this 
approach is known as PoWer Balance method (PWB) [13-15,34].  
 
This method computes the mean power flow between adjacent subsystems assuming 
(just as in SEA) that the power is proportional to the difference in the energy density 
of the two subsystems. This constant of proportionality (also referred to as the coupling 
loss factor) depends on the details of the coupling such as the size of the aperture. The 
energy density in each subsystem is assumed to be constant. This leads to a simple 






A method similar in spirit but very different in applications is the so-called Ray Tracing 
technique (RT). The wave intensity distribution at a specific point r is determined here 
by summing over contributions from all ray paths starting at a source point r0 and 
reaching the receiver point r. It thus considers the full flow of ray trajectories. The RT 
is based on ray optics which solve the Maxwell's equations in high frequency regime 
[12]. Thus, the RT method is a general propagation modeling tool that can provide 
estimates of path loss, angle of arrival/departure, and time delays. It is a computer 
program and is a numerical method solving Maxwell's equations. RT algorithms, which 
keep information about the lengths of individual rays, can predict interference effects 
and thus recreate the fluctuations in a typical wave signal unlike PWB methods.  
 
Dynamical energy analysis (DEA) can be interpreted as an Eulerian description of RT. 
In DEA, the volume is gridded much as it would be for methods to obtain a full-wave 
solution. However, since resolution on wavelength scales is not required in a ray-
tracing simulation, the mesh can be much coarser than would be necessary for solving 
the underlying wave problem. The quantity of interest in DEA is an energy density, 
computed as a phase-space flux on the faces of a mesh cell. For example, in a three-
dimensional (3D) problem and for monochromatic radiation, one records the power per 
unit area and per unit solid angle on the mesh boundary of each cell. This quantity is 
then propagated across the cell and re-tabulated on the facing surfaces. This process is 
iterated until a steady state is achieved. The method has been introduced first in 2009 
[11] and has been refined over the years, mainly for applications in vibro-acoustics. It 





extended to 3D [31]. DEA interpolates between PWB and a full RT analysis when 
increasing the basis size. It thus delivers a refined picture of the energy distribution 
compared to PWB. 
 
The RT code is developed in MATLAB [41] as a part of this dissertation work. The 
DEA and PWB methods are conducted by a group at the University of Nottingham. 
Results from this joint work are published in an article and can be found in [33]. What 
is shown is that the three methods produce very similar results for the chaotic coupled 
cavity system that was considered. Then we show results for an RT formulation where 
incident angle dependent reflection coefficients were used and comparisons were made 
to full wave solutions. 
 
(A) Problem Setup 
 
In this section, we talk about the model for wave chaotic cavities with scatterers. We 
consider a 2D coupled cavity as shown in Fig. 3.1. The two cavities are coupled by an 
aperture in the middle. Each cavity is 1×1 units and the aperture is 0.2 units. Both 
cavities are filled with circular scatterers each with a radius of 0.1 units. In addition, 
there are two port-like apertures on the top part of the two cavities each with an opening 







Fig. 3.1: Geometries considered for the comparison between the three high-frequency 
methods. It consists of two cavities of unit size side-length connected through an 
aperture of 0.2 unit length. Each cavity is equipped with a port connected to an external 
environment which is considered as an infinite-acting reservoir. The embedded circles 
are made of the same partially reflected material as the wall and can be considered as 
scatterers. All circles have the same radius of 0.1 units. Both ports have an opening size 
of 0.1571 unit length. 
 
We assume that the boundary of the cavity and the scatterers are made of some material, 
whose loss is captured by a lossy reflection coefficient - related to the loss factor α of 
the cavity. This loss factor α for this chapter is defined as α = 1 – R, where R is the 
power reflectivity of the materials of the walls and the scatterers.   We further assume 
that scatterers and walls are made of the same material, thus leading to the same value 
of the reflection coefficient throughout. We have, here, treated the loss in an 
approximate way by making it independent of angle of incidence. We inject wave 
energy in Port 1. Then the waves propagate through the cavities and reflect from the 
walls and the scatterers. After some cavity dwell time, the energy will leave the system 
either through Port 1, Port 2 or be absorbed by a wall. Our goal is to calculate how 
much power is delivered either to Port 1 or 2 while we vary the loss of wall and object 
boundaries. We will compare the predictions of RT and the DEA to those of the PWB. 





apertures or ports connecting the two cavities and connecting each cavity to the 
exterior. 
 
(B) Discussion of results for power delivery  
 
In Fig. 3.2(a) we show the computed spatial distribution of wave energy density using 
DEA, and in Fig. 3.2(b) we show a sample RT trajectory for the geometry of Fig. 3.1. 
The incident power is launched normal to the boundary through Port 1. In the DEA 
calculation shown in Fig. 4(a), the colour scale indicates the level of wave energy 
density. In the corresponding RT calculation, a total of 8002 rays were launched normal 
to the boundary of Port 1.  
 
 
Fig. 3.2: Implementation of the cavity shown in Fig. 3.1(a) by the (a) DEA and (b) RT 
approach. Subplot (a) the energy density by means of DEA and (b) typical example of 
ray trajectory computed by the RT method. In both cases incident ray is directed normal 






Fig. 3.3: We show the implementation of DEA and RT for a cavity for which we moved 
the scatterers. In particular, (a) the computation of wave energy density by means of 
DEA and (b) RT implementation with one sample ray trajectory. Both of these can be 
compared with the images in Fig. 4. 
 
We vary the absorption parameter α (equivalent to the power reflectivity R = 1 - α) of 
both the walls and the scatterers. The calculated powers at Port 1 and Port 2 versus the 





 refer to power leaving through Port 1 and Port 2, respectively. As 
shown in Fig. 6, DEA and RT follow closely the power balance results in the regime 
of low and intermediate losses. There is, however, a substantial deviation between DEA 
and RT on the one hand and PWB on the other hand in the high loss limit. The deviation 
at high losses can be understood in the following way. Both DEA and RT treat the 
propagation of energy through the cavities in full. For the given configuration, wave 
energy entering Port 1 must be reflected by at least one wall or scatterer section before 
it leaves through Port 1 or Port 2. At high losses, this means a substantially larger 
fraction of injected power will be lost to the walls than would be predicted based simply 
on the relative sizes of the ports and the wall. PWB assumes that the power is uniformly 
distributed within each cavity and thus there is a larger proportion of the energy near 






We note that the DEA and RT results match very well for all α except for 𝑃1
𝑝𝑜𝑟𝑡
 at high 
loss. This is due to numerical diffusion present in DEA calculations having a larger 
effect on direct processes, ie, energy leaving through Port 1 again after one or two 
reflections. Note also, that in the regime of low losses one finds a small deviation 
between RT/DEA and PWB. This is due to the fact that different positions of the 
scatterers lead to slightly different results for DEA/RT, whereas, the exact locations of 
the scatterers has no bearing on the PWB results. This is illustrated by calculations for 
the geometry depicted in Figs. 3.3 (a) and (b) where we have moved the scatterers of 
the left cavity to new positions. This leads to slightly different curves as shown in Fig. 
3.5. 
 
To understand this, we decrease the size of the apertures and the ports by a factor of 10 
(Fig. 3.7(b)) and look at only the left cavity. We launch as a point source (i.e. equally 
in all directions) from various (x,y) co-ordinates in this cavity (given in Table 3.1). We 
calculate the power leaving the top and middle aperture. These results are seen in Fig. 
3.6. This has no effect on the value obtained by PWB, but it reduces the variations for 
calculations based on RT and DEA. This can be understood by considering that PWB 
assumes a uniform distribution of wave energy across the cavities. For RT and DEA 
cases this holds in the limit α = 0 and small apertures, that is the wave energy has 
sufficient time to visit all of the available phase space. In the case shown in Fig. 3.2-
3.3 energy is more likely to escape from the cavity before exploring the whole phase-






Fig. 3.4: The left column shows plots of power on log scale versus loss factor α. The 





 refer to power escaping through Port 1 and 2, respectively. 
  
Fig. 3.5: The left column shows plots of power on log scale versus loss factor α. The 











Fig. 3.6: Power flux versus point source locations (see Table 3.1) for the geometry 
shown in Figs 3.7 (a)- (b) and calculated using the three high-frequency methods at α 
= 0 (no wall damping). Power flux exiting from (a) the side Port 𝑃1
𝑝𝑜𝑟𝑡
 and (b) the top 
Port 𝑃1
𝑝𝑜𝑟𝑡
. In (a)-(b), the dotted lines are for the structure in Fig. 3.7(a)  and solid lines 
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(a)                             (b) 
Fig. 3.7: On (a) we see the two cavity system reduced to only the left cavity while we 
consider power leaving only the top and the middle/side aperture when we launch 
power from inside the cavity as point source. On (b) we have the same system but the 






Thus, by inspecting the results in Fig. 3.6, we can conclude that a smaller aperture size 
leads to better agreement between the three methods.  
 
In conclusion we have compared under controlled conditions three different 
approximate methods of computing wireless power distribution in multi-cavity systems 
in this chapter. These are the power balance method (PWB), equivalently the statistical 
energy analysis (SEA), ray tracing (RT) and the dynamic energy analysis (DEA). All 
three methods apply to situations in which the wavelength of the radiation is much 
smaller than the typical length scales in the problem. As such these approximate 
methods are computationally more efficient than full wave computations.  
 
Of the three methods RT and DEA both include propagation effects and account for 
details of the geometry of the region being modelled. In principle, these two methods 
are mathematically equivalent, although different in implementation. A subsection in 
[11] shows a mathematical derivation analytically showing that DEA and RT are 
equivalent. This has been proven here in this chapter numerically from the similarity 
of the graphs of power deliveries between the DEA and RT at various losses. Also, we 
find that the three methods generally make the same predictions for gross quantities 
such as the power leaving through ports or dissipated in walls. There are discrepancies 
between PWB and the other two methods in the prediction of these gross quantities in 
cases where the assumptions needed for PWB are not met. Specifically, when the 





throughout phase space. Examples of this are cases where the wall absorption 
coefficient is close to unity. A similar situation occurs in configurations where ports 
are so large that EM wave randomization is incomplete. We have found some small 
deviations between DEA and RT which we attribute to numerical diffusion in the DEA 
method. 
 
In continuation of these results, in the next section we show results where an incident 
angle dependent reflection coefficient was introduced and compared with HFSS 
simulations. 
 
(C) Results for power delivery using incident angle dependent reflection coefficient 
 
 
Up to now, all the results shown in this chapter were based on the assumption that the 
reflection coefficient for calculating power is independent of incident angle. Since this 
is not generally the case, we now show results where the power absorbed by walls and 
scatterers depends on incident angle. Our motivation for doing this is that our previous 
comparisons of RT, DEA, and PWB involved approximate solutions of the wave 
equations only.  In this section we will compare the approximate solutions with full 
format solutions (HFSS).  In order to make valid comparisons it is necessary to treat 






When a wave with incident angle  strikes a surface with surface impedance Rs, a wave 
with electric field reflection coefficient R is reflected with the same angle of reflection 
 (Fig. 3.8(a)), where  
 






                   (3.1) 
 
where η = 𝑅𝑠 𝑍0⁄  and 𝑍0 = 377 𝛺 is the impedance of free space. This is then used to 
calculate power in the same way as in Chapter 2, Section B using the formula 𝑃𝑛+1 =
|𝑅|2 𝑃𝑛, where n refers to the bounce number, 𝑃𝑛 is the power contained in the ray after 
the n-th bounce and R is the power reflectivity shown in (3.1). So, after each bounce 
the ray loses (𝑃𝑛  −  𝑃𝑛+1) amount of power, as before.  
 
The geometry we investigate is the same as in Fig. 3.7(a). This geometry was designed 





























Fig. 3.8: (a) Schematic diagram showing incident and reflected rays. Figure from. (b) 
HFSS model of a single cavity with scatterers and two aperture-like ports and a co-
axial cable as source. These apertures have a loss of 377 Ohms while the straight walls 
have a loss of 1 Ohm. The circular scatterers were fully reflective. (c) E-field plots in 
the cavity of (b) at 25.3 GHz. (d) RT model of the cavity of (b) showing one sample 
ray trajectory.  
 
We use a co-axial cable to launch EM energy in the cavity as shown in Fig. 3.8(c). The 
circular scatterer had no loss while the straight boundaries had a loss of 1 Ohm. We 
also add a loss of 377 Ohms to the two aperture-like segments to simulate, in a 
controlled way, loss of power through the apertures. In principle, power escaping at an 
aperture requires solution of the wave equation subject to some form of outgoing wave 
boundary condition.  However, this often is done approximately.  So, to ensure that the 
aperture is treated the same way in the HFSS computations as well as in the 
approximate methods, DEA, RT, and PWB, we applied an impedance boundary 






The co-axial port is centered at location x=0.88 cm, y=0.78 cm. This had an inner radius 
of 0.635 mm, but had an outer radius of 2.29 mm. We launch 8002 rays as a point 
source in our RT code and simulate the same cavity and the same boundary conditions 
in MATLAB. For HFSS simulations, we do frequency sweeps at 5-6 GHz, 15-16 GHz 
and 25-26 GHz and calculate the power absorbed at the top and middle aperture and 














Fig. 3.9: HFSS results for power absorptions calculated at the boundary for frequency 
of 25-26 GHz shown as a percentage. The blue curves in (a), (b), (c) shows power 
absorbed at the top and middle aperture and the straight walls, respectively. The red 
line shows RT calculations which is independent of frequency.  
 
 
What we see in Fig. 3.9 is that at various frequencies, we have calculations in HFSS of 
power absorbed at the two apertures and walls which are close to the RT calculations. 
Even though the blue and red curves here are not exact, the values at different 
frequencies for the blue curve oscillate around the red line. If we take a mean of these 
losses in HFSS, we get results as tabulated in Table 3.2. This table shows that the mean 
values get closer to the RT calculations as we go higher in excitation frequency. This 
is expected. At the higher frequencies we expect the full wave results to be close to the 










Ptop (%) Pmid (%) Pwalls (%) 
25-26 40.5755 44.6791 14.7718 
15-16 45.39 42.5627 9.6545 
5-6 38.08 50.7027 11.3345 
RT results 41.89 45.05 13.06 
 
 
Also, we look at the standard deviations of the full wave results in Fig. 3.9. What we 
find is that these deviations also become smaller as we increase the excitation 
frequencies. This is shown in Table 3.3. This also suggests that at even higher 
frequencies we would get closer match with our RT results.  
 
Table 3.3  
Freq Range 
(GHz) 
Ptop (%) Pmid (%) Pwalls (%) 
25-26 5.4477 5.3260 6.1850 
15-16 9.2449 7.5019 1.6981 








But such higher frequencies cannot be pursued here as the computation power required 
for it is beyond the scope of the resources at our disposal.  
 
In summary, we see that the angle dependent reflection coefficient measurements of 
power absorbed in our chaotic cavity using RT is closely matched by our full wave 
simulations.  
 
In the next chapter the same RT code was applied to calculate the impedance for a two-
















Chapter 4: Results for cavity impedance calculations 
 
In this chapter, results are shown for the Short Orbit Formulation (SOF) as discussed 
in Chapter 2, Section D. A chaotic geometry was chosen for the ray tracing (RT) 
calculations. The same RT code was used for the calculations of Chapter 3. But this 
time the calculations are for a single chaotic cavity and not multiple connected cavities. 
Rays were launched inside this cavity at the sending port and tracked to the receiving 
port to calculate the real and imaginary parts of the impedance <𝒁𝟏𝟐> according to Eq. 
(2.28) at various frequencies. A 5 to 7 GHz frequency range was chosen because the 
previous work by Hart et al [21] and Yeh et al [22] employed this same frequency 
range.  Their work was concerning the so called 'Short Orbit Corrections' to the RCM. 
Using these corrections Hart et al [21] arrived at the equations for the impedance of a 
cavity  𝒁𝑹,𝒏.𝒎 as shown in Eq. (2.25).  But first a more detailed discussion of short 
orbits is carried out here.  
 
A 'short orbit' refers to a ray trajectory whose length is not much longer than several 
times the characteristic size of the EM enclosure. Generally, the length of the orbits 
that are of interest is determined by the range of frequencies over which the window 
average of the impedance is desired.  For example, if the window average is made with 
a Lorenzian kernel of width Dw , the average is equivalent to evaluating the exact 









 will become exponentially 
small.  
 
This type of trajectory is shown in a two-dimensional cavity in Fig. 4.1 as a cartoon 
diagram taken from [42]. The circular scatterer is a movable object for creating 












Fig 4.1: Illustrations of short orbits in a 2D cavity with a circular scatterer. The red dots 
are the ports and colored lines are examples of short orbits. The blue lines are direct 
orbits. The two-bounce orbit (light green) in (a) is blocked in (b) due to the shift of the 
scatterer. Figure taken from [42]. 
 
In such a system short orbits can also leave and return to the same port, such as the 
one-bounce orbit in purple in Fig 4.1. 
 
In measuring the statistics of wave scattering properties, one needs an ensemble 
measurement of many different realizations. To do that one can vary the geometrical 
configuration of the cavity or take measurements at different frequencies. These 
ensembles aim to create a set of systems in which none of the non-universal system 
details are reproduced from one realization to another (except for the effects of the port 






matrix in the RCM, it is expected that only the universal RMT properties would remain 
in the ensemble data and non-universal effects will be removed.  
 
But this approach does not work well enough for various reasons. Firstly, in the case 
of geometrical configuration variation, researchers move perturbing objects inside a 
ray-chaotic enclosure or move one wall of that enclosure, to create an ensemble of 
systems with varying details. But the problem is that certain walls or other scattering 
objects of the enclosure remain fixed throughout the ensemble. Therefore, there may 
exist relevant ray trajectories that remain unchanged in many or all realizations of the 
ensemble. Thus, some short orbits remain.  
 
Secondly, similar problems can arise for frequency variations. Within a limited 
frequency range, the variation of the phase accumulated by a wave following that short 
orbit may not be large enough to be considered random. In such a case the effect of 
specific (i.e., nonuniversal) short orbits will survive the ensemble averaging processes.  
Such short orbits have been studied in the context of quantum scattering theory [43-
45]. Short orbit effects have been noted in microwave billiards [46-48] or for quantum 
transport in chaotic cavities [49]. The short-orbit effect on wave scattering properties 
of chaotic systems has been explicitly calculated in the case of quantum graphs [50] 
and for two-dimensional billiards [21]. Such short orbit effects had previously 
produced inaccurate results for the RCM and 'short orbit corrections' were introduced 






But the Hart et al. and Yeh et al. approaches for calculating the short orbit correction 
matrix  were based on semiclassical approaches and were different from the RT 
approach applied in this chapter. The RT approach was explained in Chapter 2, Section 
D leading to Eq. (2.31). But for the semiclassical approach, an N-port system, the (n,m) 
element of the NXN matrix is described as     
𝑛,𝑚  =  ( , ) ( , ) ( , ) ( , ) ( , )
( , )
exp( ( ) )b n m b n m b n m port n m b n m
b n m
p D ik L ikL i  − − + − −     (4.1) 
where b(n,m) is an index over all classical trajectories which leave the nth port, bounce 
 (n,m) times, and return to the mth port. The quantity 
( , )b n mp is the survival probability 
of the trajectory due to the positions of the perturbing objects in the ensemble. The orbit 
stability factor Db(n,m) is a geometrical factor of the trajectory, k is the wave number, 
and  is the effective attenuation parameter taking account of wave propagation loss. 
( , )b n mL is the length of the trajectory b(n,m), and ( , )port n mL is the port-dependent constant 
length between the nth port and the mth port.  
 
However, in this chapter the RT approach is employed and it is shown that  can be 
calculated via the short orbits found by launching rays from a point source instead of 
following the algorithm in the Appendix of [42]. 
 
(A) Problem setup 
A quasi 2D quarter bowtie cavity as shown in Fig. 4.2 is considered for the 𝒁𝟏𝟐 
calculations. Rays are launched from a point source inside the cavity representing 





receiving port.  Various boundary conditions for the cavity is considered. First, full 
absorbing boundaries is considered where after the launch the rays all get absorbed as 
soon as it hits a boundary. Then various other combinations of boundary conditions are 
considered. For example, in some cases one of the boundaries is made perfectly 
reflective (PEC) where rays would just bounce off without losing any energy. But the 
other boundaries remained fully absorbing. This gives the ray more than one path to 
arrive at the receiving port i.e. even if a ray does not directly travel to the receiving port 
after launch it can arrive there after one bounce. This is shown in Fig. 4.4 which also 
shows the model of the receiving at the target port. We look at any two adjacent rays 
which started off next to each other but after one or more bounces ended up on either 
side of the target port. Taking the mean distance traveled by these rays gives us an 
approximation of the ray that would have ended up hitting the target port had we 
launched at an angle in between. In this way we can calculate the short orbits. 
 
Fig. 4.2: On the left, a of a quasi 2D quarter bow-tie cavity is shown generated by the 
RT code. A bundle of rays is launched from a point in the cavity. This is the transmitting 





side view of a port of the bowtie cavity. This figure on the right is taken from [21] and 
is used to illustrate the geometry of the cavity 
 
These works are then compared with previous works done theoretically by Hart et al. 
[21] and experimentally validated by Yeh et al. [22]. The same geometry was also 
recreated in this work using HFSS as shown in Fig. 4.3. Two coaxial cables are used to 
bring energy into the cavity. These are our two ports similar to the point sources in Fig. 
4.2.  
 
The dimensions for HFSS modeling are thus: the lower and left straight sides of the 
cavity have lengths L1=43.18 cm and L2=21.59 cm, respectively, and the upper and 
right sides have radii of curvature R1=103 cm and R2=63.9 cm, respectively. Port 1 is 
centered at location x=18.03 cm, y=10 cm and port 2 is at x=32.43 cm, y=10 cm. 
Distance between ports is 14.4 cm. Thickness of the bowtie is 7.9 mm. Both ports have 
an inner radius of 0.635 mm, but port 1 has an outer radius of 2.29 mm and port 2 has 






Fig 4.3: On the left, we see the bowtie cavity created in HFSS. On the right we see the 
same cavity but the E-field oscillations were shown. Various boundary conditions are 
done. But here we see a sample boundary condition. 
 
These dimensions were made similar to the work by Hart and Yeh. The same geometry 
was recreated in MATLAB using the RT code. In Fig. 4.4 a pair of sample rays were 
shown which started adjacent to each other and ended up straddling the target port on 
either side. The equation that was used to calculate the 𝜻 is repeated here for 






(−𝟏)𝒎𝒆−𝒋𝒓𝟏𝟐𝒌𝟎           (4.2) 
 
This equation can in turn give us 𝒁𝟏𝟐 using the equation as described before 
 
𝒁𝟏𝟐 =  𝜻𝟏𝟐(𝑹𝒓𝒂𝒅𝟏𝑹𝒓𝒂𝒅𝟐𝑮𝟏𝑮𝟐)
𝟏/𝟐                   (4.3) 
 
The 𝑹𝒓𝒂𝒅 is found from HFSS simulation using all absorbing boundary conditions. In 
the next few figures, the comparison between HFSS results and RT results for the 





imaginary parts of the 𝒁𝟏𝟐 for all absorbing boundary conditions. As can be seen, they 
are agreeing well. Similarly, the next few graphs show various boundary conditions 
and each time we compare the real and imaginary parts of 𝒁𝟏𝟐. 
 
Fig. 4.4: The 2D cavity created in MATLAB using the RT code showing a pair of 
adjacent rays straddling the target port after few bounces. All straight walls are 
absorbing, curved walls are PEC in this figure. The red and blue ports indicate the 
transmitting and receiving ports, respectively.  
 
 
As can be seen, we have good agreement between the full wave solution and the SOF 
in each of these graphs. However, there can be a phase difference seen in all these 








Fig. 4.5: Various graphs showing comparison between the SOF, here referred to as SOS 
(short for Short Orbit Summation) and HFSS. The red curves are for HFSS, blue ones 
for SOS. In the small cartoon of the bowtie various boundary conditions are illustrated.  
 
This phase shift exists due to the fact that in the HFSS simulations, we model the port 





conductor contacts the upper plate and the inner conductor extends the short way across 
the cavity and contacts the lower plate. This shape and dimensions of port 1 are shown 
in Fig. 4.2. Port 2 has the same geometry as port 1, but with an outer radius of 3.0 mm. 
This more detailed port model results in an additional phase shift that is not treated in 
this simple model of Eq. (2.35), where we add a fixed current source to the wave 
equation. But as we see a close agreement between the two methods except the phase 
difference, it is concluded that the SOF is producing the results as expected.  
 
Thus, it was shown in this chapter that the SOF is accurate enough to model various 
boundary conditions for a quasi 2D bowtie cavity using RT. This conclusion was 
reached after comparing the RT results with the full wave solutions in HFSS. In the 
next chapter we further investigate the effect of short orbits in the same bowtie cavity. 
But this time a directed beam is used to launch energy into the cavity and a circular 
scatterer is also placed inside the cavity to create different realizations. This leads to 















Chapter 5:  Breaking the RCM predictions with a directed beam 
 
 
In this chapter, we report an investigation of whether the RCM is applicable if a highly 
directed beam is used to launch energy into a chaotic cavity. All the previous RCM 
studies in 2D have utilized a source which radiates isotropically. Here we consider the 
effect of a source with a directed beam.   
 
The basis for much of the previous work on RCM is ‘the random plane wave 
hypothesis’ [51-53, 14]. In short, this hypothesis states that the fields within the cavity 
behave like a random superposition of isotropically propagating plane waves. 
Therefore, the eigenfunctions 𝜙(𝑿) of the Helmholtz equation can be approximated by 
a superposition of the plane waves with wavenumber 𝑘𝑛 such that 




 𝑎𝑗 cos(𝑖𝑘𝑛𝒆?̂?. 𝑿 +  𝑖 𝑗)        (5.1) 
where 𝑎𝑗 is an independent and identically distributed random variable, ?̂?𝑗 is 
independent isotropically distributed random vector, 𝑗  is an independent and 
uniformly distributed random variable in [0, 2π).  
 
The eigenfunctions can be thought of as a superposition of a large number, N of plane 
waves.  A simple estimate of N is as follows.  One way to calculate the eigenfunctions 
is to represent them as a superposition of N plane waves, with amplitude coefficients 





condition that the eigenfunction vanishes on the boundary.  To determine the N 
amplitudes one should evaluate the superposition at N points on the boundary, thus 
turning the problem into an N by N linear matrix equation.  The actual wave function 
varies spatially on the scale of a wavelength.  Therefore, it is expected that the number 
of independent points on the boundary needed to determine the eigenfunction would 
be the ratio of the perimeter to half the wavelength, N = 2´ Perimeter / l .  The 
coupling coefficients in the RCM are proportional to the port directivity averaged over 
the N plane waves.  For large N this becomes the average of the port directivity.  
However, there are fluctuations that scale as N-1/2.  If the port is highly directive these 
fluctuations are enhanced.  Furthermore, it is expected that such a directed beam would 
lead to enhanced short orbit effects (short orbit effects were discussed in chapter 4, 
section A). Evidence for that prediction is also presented in this chapter.  
 
(A) Problem setup 
 
We designed a bowtie cavity as shown in Fig. 5.1 in HFSS. The dimensions of the 
bowtie are the same as discussed in Chapter 4, Section A. But here the energy is injected 
as waves launched from the boundaries of the bowtie as a wave port. This is done to 
simulate apertures to increase the directivity of the EM energy that is injected. Both the 
apertures are 110 mm wide and will act as Ports 1 & 2. We also put a circular scatterer 
in the cavity which has a radius of 40 mm. This will be placed in various positions 
inside the cavity to create a number of realizations. Table 5.1 shows the (x,y) 











We did a frequency sweep in HFSS and plotted the real and imaginary values of the Z 
matrix versus frequency for various positions of the scatterer for a frequency range of 
2-5 GHz as shown in Fig. 5.2. The walls of the bowtie had a surface resistance of 80 
Ohms while the scatterer was perfectly reflective. The apertures were treated as wave 
ports. Results for each of the six scatterer positions are indicated with different colors. 
What can be seen is that various scatterer positions show distinctly different curves. 
These results in Fig. 5.2 are unnormalized. We then normalize these datasets using the 




















































Fig. 5.2: Top to bottom: real and imaginary parts of various components of the Z matrix 
vs frequency for an aperture-like port. Different colors represent different scatterer 
positions as described in Table 5.1. These results are unnormalized.  
 
We normalize these data using the formula  
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where ξnn represents the normalized impedance. The quantity ?̅?𝑛𝑛(𝜔) represents the 
average impedance which is a mean taken over all the scatterer positions. The 𝑅𝑟𝑎𝑑 
quantities are generated as 
    = =1,rad 11 2,rad 22R Re Z ( ) , R Re Z ( ) .These 










Fig. 5.3: Top to bottom: real and imaginary parts of various components of the Z matrix 
vs frequency for aperture-like ports. Different colors represent different scatterer 
positions as described in Table 5.1. These results are normalized.  
 
 
As can be seen from Fig. 5.2-5.3, different scatterer position produces graphs that are 





the cavity is truly ergodic, different scatterer positions should show very similar results 
for Znm vs frequency. In order to show that the graphs would look more similar for 
different scatterer positions, we repeat the same simulation but this time use two co-
axial cables as the sources instead of apertures. These results are shown in Fig. 5.4-5.5 
where the co-axial cable dimensions are same as the ones discussed in Chapter 4, 






Fig. 5.4: Sample E-field for the co-axial cable sources for the first scatterer position 













Fig. 5.5: Top to bottom: real and imaginary parts of various components of the Z matrix 
vs frequency for co-axial ports. Different colors represent different scatterer positions 























To investigate this non-ergodic behavior for the aperture like sources, we excite the 
source port exactly at the lowest (most negative) points of Re(Z12) graphs from Fig. 5.3 
at 2.27 GHz (for the orange curve i.e. position 3). The resulting field patterns are shown 
in Fig. 5.6 (a). This picture clearly shows a short orbit forming between the launch port 
and the scatterer. We regularly find these short orbits at some of the other peaks of the 
Re(Z12) curves. Fig. 5.4(b) shows another scatterer position (position 5, cyan) where 













Fig. 5.6: Figures showing different scatterer positions and the corresponding E-fields 
which exhibit short orbits forming. This is caused by the highly directive nature of the 
energy launch from the aperture-like ports. In (a) and (b) the source ports were excited 
at 2.27 GHz and 4.204 GHz, respectively.   
 
 
We also present histogram plots of the Re(Z12) for various scatterer positions in Fig. 
5.7. We see that different scatterer positions show different histogram plots.  This is 
not expected for a wave chaotic cavity. In contrast, we present histogram plots of 
Re(Z12) for various scatterer positions in Fig. 5.8 for a co-axial source. What can be 
seen in this figure is that different scatterer positions produce histogram plots very 







Fig. 5.7: Histogram plots for the normalized Z12 values for six different scatterer 
positions. These histograms are for the aperture-like sources for 2-5 GHz. Blue bars 
show the real parts of Z12 for a particular position. The red staircase graph shows the 
histogram for the real values for all six scatterer positions combined. This red graph is 
used to show if different scatterer positions are producing graphs that are different from 
the ensemble. From left to right on the top row scatterer position 1-3 are shown. From 
left to right on the bottom row scatterer position 4-6 are shown.  
 
 
Drawing comparisons between Fig. 5.7 and 5.8, we can see that the co-axial cable 
histograms are always more similar to the ensemble. But the histograms for the 
aperture-like ports are not. However, these histogram comparisons do not show clearly 
that a particular scattering position can be very different from the ensemble for the 
aperture source case. So, to investigate even more directivity of the beam, we increased 







Fig. 5.8: Histogram plots for the normalized Z12 values for six different scatterer 
positions. These histograms are for the co-axial sources for 2-5 GHz. Blue bars show 
the real parts of Z12 for a particular position. The red staircase graph shows the 
histogram for the real values for all six scatterer positions combined. This red graph is 
used to show if different scatterer positions are producing graphs that are different from 
the ensemble. From left to right on the top row scatterer position 1-3 are shown. From 
left to right on the bottom row scatterer position 4-6 are shown.  
 
   
 
We excited the source for 25 GHz and used both aperture-like and co-axial sources. 
This is shown in Fig. 5.9 where the E-field patterns suggest much more directivity of 









Fig. 5.9: View of the E-field in a quasi 2D bowtie cavity with a circular scatterer in 
different positions at 25 GHz for aperture-like ports. The walls had a loss of 80 Ohms 
while the scatterer is perfectly reflective. At this frequency, the beam is more directive 
than at 5 GHz and the short orbits are forming.  
 
We also present the various Z components vs frequency plots for 24-26 GHz for the 








Fig. 5.10: Top and bottom: real and imaginary parts of various components of the Z 
matrix vs frequency for aperture-like ports. Different colors represent different scatterer 






In Fig. 5.10, it is even more evident that the scatterer position has a profound impact 
on the impedance values for the bowtie. We also present histogram plots of the Re(Z12) 
for various scatterer positions in Fig. 5.11. Here it is clearly shown that different 
scatterer positions show very different results. This was expected from the E-field plots 
where the beam was more directive than before.  
 
   
Fig. 5.11: Histogram plots for the normalized Z12 values for six different scatterer 
positions. These histograms are for the aperture-like sources for 24-26 GHz. Blue bars 
show the real parts of Z12 for a particular position. The red staircase graph shows the 
histogram for the real values for all six scatterer positions combined. This red graph is 
used to show if different scatterer positions are producing graphs that are different from 
the ensemble. From left to right on the top row scatterer position 1-3 are shown. From 








In contrast, we do the same experiments but with a co-axial cable at 25 GHz. These 





Fig. 5.12: View of the E-field in a quasi 2D bowtie cavity with a circular scatterer in 
different positions at 25 GHz for co-axial ports. The walls had a loss of 80 Ohms while 












Fig. 5.13:  Real and imaginary part of Z12 vs frequency for co-axial sources. Different 















Fig. 5.14: Histogram plots for the normalized Z12 values for six different scatterer 
positions. These histograms are for the co-axial sources for 24-26 GHz. Blue bars show 
the real parts of Z12 for a particular position. The red staircase graph shows the 
histogram for the real values for all six scatterer positions combined. This red graph is 
used to show if different scatterer positions are producing graphs that are different from 
the ensemble. From left to right on the top row scatterer position 1-3 are shown. From 
left to right on the bottom row scatterer position 4-6 are shown.  
 
 
We also investigated lower wall losses as opposed to only 80 Ohms. We did this 
because the E-field plots suggest at 25 GHz the loss might be too high and the waves 
might get absorbed quickly (i.e. within a few bounces) by the walls. So, we did the 
simulations at 40 Ohms and 10 Ohms losses in the walls. The scatterer was kept fully 











Fig. 5.15: View of the E-field in a quasi 2D bowtie cavity with a circular scatterer in 
different positions at 25 GHz for aperture-like ports. The walls had a loss of 40 Ohms 













Fig. 5.16:  Real and imaginary part of Z12 vs frequency for aperture-like sources. 

























Fig. 5.17: Histogram plots for the normalized Z12 values for six different scatterer 
positions. These histograms are for the aperture-like sources for 24-26 GHz. Blue bars 
show the real parts of Z12 for a particular position. The red staircase graph shows the 
histogram for the real values for all six scatterer positions combined. This red graph is 
used to show if different scatterer positions are producing graphs that are different from 
the ensemble. From left to right on the top row scatterer position 1-3 are shown. From 
left to right on the bottom row scatterer position 4-6 are shown. These results are for 




What can be seen by Figs. 5.15-5.17 is that the lower loss has made the Z plots much 
more noisy but the shapes for different colours are the same. In Figs. 5.18-5.20 we 












Fig. 5.18: View of the E-field in a quasi 2D bowtie cavity with a circular scatterer in 
different positions at 25 GHz for aperture-like ports. The walls had a loss of 10 Ohms 














Fig. 5.19:  Real and imaginary part of Z12 vs frequency for aperture-like sources. 
























Fig. 5.20: Histogram plots for the normalized Z12 values for six different scatterer 
positions. These histograms are for the aperture-like sources for 24-26 GHz. Blue bars 
show the real parts of Z12 for a particular position. The red staircase graph shows the 
histogram for the real values for all six scatterer positions combined. This red graph is 
used to show if different scatterer positions are producing graphs that are different from 
the ensemble. From left to right on the top row scatterer position 1-3 are shown. From 
left to right on the bottom row scatterer position 4-6 are shown. These results are for 




What can be observed by looking at the histograms in Fig. 5.20 is that at 10 Ohms wall 
loss, the blue bars are conforming much more to the ensemble as represented by the 
red staircase. This simply suggests that more ergodicity is achieved at lower losses and 
we have a situation where the RCM would be applicable. Furthermore, if we draw 
comparisons between the ensembles at 80, 40 and 10 Ohms loss for 24-26 GHz for the 














Re Z11 (normalized) 
Blue is 80 Ohms 
Red is 40 Ohms 
Yellow is 10 Ohms 
Re Z11 (Not normalized) 
Blue is 80 Ohms 
Red is 40 Ohms 















Im Z11 (normalized) 
Blue is 80 Ohms 
Red is 40 Ohms 
Yellow is 10 Ohms 
Im Z11 (Not normalized) 
Blue is 80 Ohms 
Red is 40 Ohms 















Re Z12 (normalized) 
Blue is 80 Ohms 
Red is 40 Ohms 
Yellow is 10 Ohms 
Re Z12 (Not normalized) 
Blue is 80 Ohms 
Red is 40 Ohms 









Fig. 5.21: Ensemble histograms of impedance for various losses for the aperture-like 
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These graphs shown in Fig. 5.21 is also expected. With higher losses the ensembles 
should have a narrower distribution. 
 
In summary of this chapter, we have shown that with a directed beam, even in a purely 
chaotic cavity like the bowtie with a scatterer, we can have situations where the cavity 
is not truly ergodic and therefore the RCM predictions should not hold. 
 
The observed impedance statistics depend in an involved way on a number of factors.  
These include the ratio of wavelength to cavity dimension, the amount of loss, and the 
directivity of the ports.  Our studies compared two frequency ranges, two port types, 
and three loss values.  In the 2 – 5 GHz frequency range the wavelength is roughly 10 
cm.  This is the size of the apertures, but significantly smaller than the size of the cavity.  
The directivity of the aperture ports is only moderate in this case.  Here we observed 
marginal differences in the impedance statistics when comparing the coaxial ports with 
the aperture ports (Figs 5.7 and 5.8).   
 
When the frequency is raised to 25 GHz more varied behavior was observed.  At this 
frequency the aperture ports become significantly more directive.  When the losses are 
high (80 Ohm surface resistance) large differences in the realization-to-realization 
distribution of impedance values are observed.  In comparison, such differences are not 
observed with the coaxial ports. When losses are decreased the realization-to-
realization differences seen with the directive ports go away.  The interpretation is that 





the entire phase space of the cavity.  The sampling of phase space becomes more 




































Wave scattering and coupling in a complicated geometry is a common challenge in 
many scientific fields because the complexity makes exact solutions impractical. On 
the other hand, wave chaos theories offer useful approaches to analyze the statistical 
properties of these complicated dynamical systems. In this thesis, we have studied two 
broad applications of wave chaos theories. Firstly, we have shown RT models that can 
successfully calculate the power delivery to an aperture of a 2D wave chaotic multi-
cavity connected by an aperture. This method was also successfully compared with the 
the DEA simulations conducted by the University of Nottingham group. Then the 
results generated by these two methods were compared with the established PWB 
method. From this comparison our broad conclusion is that both RT and DEA are 
equivalent and are alternate descriptions of one another- RT being the Lagrangian while 
DEA being the Eulerian description.   
 
Secondly, we have conducted studies of  short orbits which was introduced by previous 
researchers as a correction to the RCM. We have shown here using our RT code that 
the impedance calculations due to the SOF can be done by finding the short orbits 
directly after launching many rays from a point source. A single bowtie cavity was used 
for this study where two point sources were used to launch and receive rays and various 





solutions done on HFSS. What we find is that the SOF can give us similar results to the 
full wave solutions but there is a phase difference between the results of the two 
approaches. This phase difference we conclude is due to the RT code using a point 
source to model the port whereas the HFSS models the ports more accurately as two 
co-axial sources. This lack of port detail is what causes the two methods to produce 
results differing in phase.  
 
Also, in continuation of the short orbit studies we conducted full wave solutions in 
HFSS of a bowtie cavity with a scatterer inside. But this time we used aperture-like 
ports launching EM energy in the cavity at 5 GHz. This was done to create a more 
directional beam which we expected to create deviations from the Random Plane Wave 
hypothesis- which is the basis of the RCM. We did find this to be true and we see 
various short orbits forming from the E-field graphs. Furthermore, with this directed 
beam we see that at higher frequencies (around 25 GHz) every scatterer position 
produces impedance vs frequency plots that are very different from other scatterer 
positions. This was further demonstrated using a histogram approach. This successfully 
shows that ergodicity is lost in this chaotic cavity due to the directive nature of this 
aperture-like port. But when we do the simulations for the co-axial (i.e. omnidirectional 
sources) we see that the position of the scatterer has little effect on the impedance vs 
frequency plots. This would lead to the random plane wave hypothesis being true and 









We have explored different wave chaotic systems in this thesis using various methods. 
It is interesting to ask what further comparisons can be made for our power delivery 
experiments.  
 
First, we might compare the three approximate solutions to full wave solutions to find 
how the differences among the approximate solutions compare with the difference with 
the exact solution. Second, the current study is focused on 2D geometry. The issue of 
three dimensions and the added complication of field polarization should be addressed. 
Third, the comparisons between DEA and RT were limited to gross quantities. The 
DEA computes local wave energy density on a grid. Ray Tracing methods can also 
produce such a quantity. The most efficient way of doing this would be to adopt the 
particle in cell (PIC) methods of charged particle dynamics. This approach treats the 
motion of particles in the Lagrangian picture while accumulating on a grid the Eulerian 
change and current densities. 
 
In the other part of the thesis for the short orbit studies, many different questions can 
be investigated. We can derive a more efficient model for the port that would allow us 
to remove the phase differences that were observed for the Z vs frequency plots. This 
can be done by taking into account the detailed port descriptions. We can also use the 
RT code and the SOF to study the time domain RCM. RCM so far has only been studied 





Gaussian pulse or a sine wave source in the point source of our RT code. That would 
lead to a description of RCM where a time varying response of the system excited at 
each time step can be accommodated.  
 
The future generation of wave chaotic studies would investigate these questions in 
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