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Introduction
Depuis plus de trente ans [1], les hétérostructures semiconductrices sont
étudiées intensivement pour la richesse des processus optiques qu’elles peuvent
engendrer. Leurs applications suscitent un intérêt croissant en particulier dans
les systèmes optoélectroniques quantiques [2]. Les processus optiques géné-
rés par ces structures permettent de leur côté de témoigner de la dynamique
électronique au sein du matériau, constituant un outil inestimable pour sa
compréhension. Grâce à cette connaissance des mécanismes mis en jeu, il est
maintenant possible de manipuler de façon active le couplage lumière-matière
de ces systèmes.
Parmi ces hétérostructures, les microcavités semiconductrices, issues des
recherches sur les lasers à cavité verticale ou «VCSEL» [3, 4], ont largement
contribué et contribuent encore à la compréhension des phénomènes ayant lieu
au sein de ces matériaux. Cette structure particulière repose sur le conﬁne-
ment du champ électromagnétique dans une microcavité d’une part, et sur
le conﬁnement des porteurs dans un puits quantique judicieusement placé au
sein de la microcavité d’autre part. Les deux champs interagissent au travers
de l’interaction dipolaire électrique, et atteignent le régime de couplage fort,
analogue au régime de couplage fort des atomes en cavité [5–7]. Les excitations
élémentaires de ce régime sont des particules hybrides appelées polaritons [8],
états mixtes excitons-photons. Le caractère hybride de ces particules engendre
une phénoménologie particulièrement riche, menant à un grand nombre d’ob-
servations remarquables de par les propriétés optiques mises en évidence. La
partie excitonique des polaritons, responsable des interactions entre particules,
donne naissance à des phénomènes non-linéaires tels que l’ampliﬁcation et la
photoluminescence paramétrique [9, 10], l’oscillation paramétrique [11, 12] ou
la bistabilité optique [13, 14].
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A l’origine de ces phénomènes non-linéaires, le couplage paramétrique des
excitons peut être exploité aﬁn d’obtenir des états non-classiques du champ,
à l’origine de paires de photons corrélés de façon non classique [15, 16]. Ainsi,
l’utilisation de ces propriétés comme moyen d’accès aux régimes non-classiques
commence à voir le jour dans les expériences, à l’image de la condensation de
Bose-Einstein des polaritons [17]. Or ces propriétés de corrélations de photons
jouent un rôle majeur dans les communications quantiques [18]. Dans un tel
contexte, nous avons cherché à comprendre les mécanismes qui régissent ces
systèmes aﬁn d’expliquer les eﬀets purement quantiques observés, dans des
régimes d’excitation modérée. Nous nous sommes intéressés en particulier aux
deux cas limites suivants : dans un premier temps, le polariton est ultra-conﬁné
dans une boîte les eﬀets non-linéaires ont lieu avec un faible nombre d’excitons ;
dans l’autre cas, les polaritons sont dilués dans le système, les eﬀets paramé-
triques sont alors à l’origine de corrélations quantiques entre polaritons.
En régime de couplage fort, le conﬁnement des photons implique également
un conﬁnement des porteurs, soumis de leur côté à l’interaction Coulombienne.
Grâce aux progrès dans la fabrication des microcavités, il est possible de fabri-
quer des boîtes telle que le conﬁnement des particules [19] produit des eﬀets
non-linéaires importants dès lors que plus d’une particule est injectée dans le
système. On parle alors de régime de blocage quantique [20–22]. Ce régime
est caractérisé par une statistique d’émission sub-poissonienne, impossible à
décrire de façon classique ou semi-classique.
Les eﬀets non-linéaires sont également à la source de la création des paires
de polaritons signal-complémentaire, dont les propriétés de corrélations ont
été observées expérimentalement [23, 24]. En régime de ﬂuorescence paramé-
trique, ces propriétés de corrélations, issues du couplage paramétrique entre les
modes du système, sont susceptibles de faire apparaître des corrélations quan-
tiques [25] au sein des paires signal-complémentaire émises par la ﬂuorescence.
Le premier chapitre du manuscrit est une introduction aux microcavités se-
miconductrices et au couplage fort exciton-photon. Nous y introduirons la mo-
délisation du système que nous utiliserons dans le reste de la thèse. Cette mo-
délisation rend compte notamment des interactions exciton-exciton et exciton-
photon.
Le deuxième chapitre expose le problème du conﬁnement des polaritons
dans une boîte photonique. Nous expliquons comment utiliser l’interaction
Coulombienne entre les excitons pour créer un phénomène de blocage, et mon-
9trons qu’il est possible d’obtenir une source lumineuse non-classique, générant
des états de Fock. Sous certaines conditions, il est alors possible d’obtenir
une source de photons uniques dont nous détaillons les diﬀérents avantages et
inconvénients.
Le troisième et dernier chapitre présente une étude sur les corrélations
quantiques issues de la ﬂuorescence paramétrique dégénérée dans une conﬁgu-
ration symétrique à deux pompes. Nous explorons les diﬀérents mécanismes
qui régissent la dynamique d’un système dilué, en nous penchant tout parti-
culièrement sur les phénomènes inﬂuant sur les corrélations au sein des paires
de photons. Nous montrons qu’il est possible d’observer des corrélations quan-
tiques dans le système, et nous montrons l’impact d’un désordre statique de
la structure sur la nature des corrélations.
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Chapitre 1
Introduction aux polaritons de
cavité
Dans ce chapitre, nous introduisons brièvement la physique des microca-
vités accompagnée d’un cadre formel général. Nous présenterons les excitons
ainsi que les photons dans les microcavités, et nous exposerons le régime de cou-
plage fort exciton-photon donnant naissance aux particules hybrides appelées
polaritons. Enﬁn, nous introduirons l’interaction exciton-exciton, à l’origine
des phénomènes non-linéaires du système.
1.1 Les microcavités semi-conductrices
Les microcavités semiconductrices, que nous allons étudier en particulier,
sont des résonateurs optiques encadrant un ou plusieurs puits quantiques. Nous
rappelons rapidement la physique des puits quantiques et des microcavités
et présentons quelques exemples d’hétérostructures qui peuvent être réalisées
aujourd’hui.
1.1.1 Le puits quantique
Présentation des excitons
Les puits quantiques sont issus d’un empilement de couches de matériaux
semiconducteurs diﬀérents suivant un axe appelé «axe de croissance». Chaque
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semiconducteur possède une bande d’énergie interdite ou «gap» diﬀérent, sé-
parant la bande de valence, dernière bande remplie d’électrons et la bande
de conduction, vide à température nulle. Une excitation lumineuse ajustée à
l’énergie de cette bande interdite fait transiter un électron de la bande de va-
lence vers la bande de conduction, laissant un espace vacant dans la bande
de valence appelé «trou». Le trou et l’électron sont appariés par une forte
attraction Coulombienne, donnant naissance à une quasi-particule appelée ex-
citon [26–28] présentant de fortes similarités avec l’atome d’hydrogène. Lorsque
cette particule est détruite un photon est alors émis.
Dans le cas d’un puits quantique, les niveaux de conduction et de valence
subissent une discontinuité (Figure 1.1) le long de l’axe de croissance du ma-
tériau, créant un puits de potentiel pour les diﬀérents porteurs de charge du
système. Ainsi, le mouvement d’un exciton créé dans le puits quantique reste
conﬁné dans le plan orthogonal à l’axe de croissance. Notre étude étant orien-
BV
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(a) (b)
Fig. 1.1: (a) Niveaux d’énergie dans un puits quantique et transition interbande
entre les bandes de valence (BV) et de conduction (BC) correspondantes. (b) Dis-
persion des bandes et processus de création d’une paire électron-trou correspondant.
tée sur une excitation résonante des trous et des électrons de conduction, nous
utilisons la description d’un modèle à deux bandes pour représenter la bande
d’énergie interdite d’un semiconducteur. Puisque nous considérons l’évolution
des excitons dans un puits quantique, il n’y a pas de dégénérescence entre les
trous légers et les trous lourds [29], seule l’excitation des trous lourds sera prise
en compte par la suite. Les énergies de la bande de conduction et de la bande
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de valence seront appelés E1,k et E2,k respectivement.
L’optique des nanostructures impose une étude des états électroniques
sur de petits vecteurs d’onde. Dans ce cadre, on peut utiliser l’approxima-
tion de la masse eﬀective, en considérant des dispersions paraboliques, soit
E1,k = Egap +
~k2
2me
et E2,k = − ~k22mh , avec Egap l’énergie de séparation entre la
bande de valence et la bande de conduction, et me et mh les masses eﬀectives
des bandes de conduction et de valence respectivement.
Dans le cadre de la seconde quantiﬁcation, on se donne les opérateurs de
destruction d’électrons dans la bande de valence cˆ2,k et dans la bande de
conduction cˆ1,k. Muni de ces déﬁnitions, on déﬁnit la création d’un exciton
(|ΨX〉) à partir d’un état fondamental (|G〉) en faisant agir une combinai-
son linéaire du produit d’opérateurs de création d’électron dans la bande de
conduction et de destruction d’électron dans la bande de valence :
|ΨX〉 =
∑
q
A(k,q)cˆ†1,q+me
M
k
cˆ2,q−mh
M
k|G〉 , (1.1)
où k et M = me + mh représentent respectivement le moment du centre de
masse et la masse de la paire électron-trou. L’amplitude A(k,q) est la trans-
formée de Fourier de la fonction enveloppe de l’exciton [30]. Les excitons sont
donc composés de paires de fermions, n’ayant pas de statistique déﬁnie a priori.
Ce type de problème est semblable à celui d’un atome de type hydrogénoïde.
L’état fondamental de l’exciton est alors associé à l’état 1s et correspond à une
résonance aiguë dans le spectre d’absorption du puits quantique. L’opération
de création d’un exciton peut être associée à un opérateur :
bˆ†k =
∑
q
A(k,q)cˆ†1,q+me
M
k
cˆ2,q−mh
M
k , (1.2)
que nous appellerons opérateur de création d’un exciton de vecteur d’onde k.
Cet opérateur n’est pas exactement bosonique. En eﬀet, au premier ordre en
densité dans un système à deux dimensions, le commutateur [31, 32] de cet
opérateur est :
[ˆbk, bˆ
†
k] = 1− O(na2B) , (1.3)
où n est le nombre d’excitons et aB le rayon de Bohr eﬀectif de l’exciton. On
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Fig. 1.2: Absorption du puits quantique correspondant à l’orbite fondamentale 1s
de l’exciton. A plus haute excitation, l’électron et le trou sont en dehors du puits
quantique et l’on créé des paires électron-trou non corrélées.
peut donc considérer l’exciton comme un boson tant que la densité électro-
nique d’excitation est petite par rapport à a2B, en d’autre termes tant que la
distance entre deux excitons est plus grande que leur extension. Le reste de
notre étude sera eﬀectué dans le régime de faible excitation, c’est à dire pour
na2B ≪ 1. Dans le reste du manuscrit les excitons sont considérés comme des
bosons.
Pour étudier la dynamique du système, nous avons besoin du hamiltonien
correspondant à la conﬁguration électronique comprenant l’interaction Cou-
lombienne qui est donné par :
Hel =
∑
j∈{1,2},k
Ej,kcˆ
†
j,kcˆj,k +
1
2
∑
j,j′∈{1,2}2
k,k′,q
Vqcˆ
†
j,k+qcˆ
†
j′,k′−qcˆj′,k′ cˆj,k . (1.4)
Le facteur Vq contient l’interaction Coulombienne. Ici l’exciton est conﬁné
dans un plan, donc Vq = 2πe
2
ǫAq
, où e est la charge élémentaire, ǫ la constante
diélectrique du matériau et A la zone de quantiﬁcation macroscopique. Nous
introduirons plus tard l’opérateur bˆk dans ce hamiltonien pour obtenir une
description complète du système uniquement par l’intermédiaire d’opérateurs
bosoniques, et simpliﬁer ainsi ce problème à N corps.
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1.1.2 La cavité
Photons confinés
Une microcavité est un puits quantique placé au sein d’une cavité de type
Fabry-Pérot. Ici, la cavité est créée par un empilement de couches de semicon-
ducteurs d’indices de réfraction alternativement faibles et élevés [33] appelé
miroirs de Bragg (voir Figure 1.3). L’épaisseur des couches est ajustée au
quart de la longueur d’onde souhaitée λ de façon à obtenir une interférence
constructive au milieu de la cavité pour la fréquence ω = 2πc
λ
. Ces miroirs pré-
Miroirs de Bragg Miroirs de BraggPuits quantiques
z
L
Fig. 1.3: Exemple de microcavité semiconductrice (imagerie par microscopie élec-
tronique à balayage) [34]. Les deux alliages utilisés dans les miroirs sont comme pour
la plupart des cavités l’AlxGa1−xAs, d’indice n1 = 2.96 et l’AlAs d’indice n2 = 3.48
pour x = 0.1. La cavité (GaAs) au centre des miroirs de Bragg qui contient des puits
quantiques d’InGaAs est de dimension L = 3λ/2 soit 0.35 µm.
sentent une réﬂectivité proche de 1 sur un large spectre de fréquence (Figure
1.4). Du fait de la grande qualité de ces miroirs, on obtient une cavité d’une
grande ﬁnesse permettant un temps de vie élevé du photon dans la cavité [35].
Dans une telle cavité, le vecteur d’onde du photon dans la direction de
croissance de la cavité z est quantiﬁé et s’écrit kz = 2πλ nc (nc étant l’indice de
réfraction du semiconducteur de la cavité). On notera dans la suite k le vecteur
d’onde compris dans le plan orthogonal à l’axe z désignant la composante
planaire du vecteur d’onde total de la particule. La dispersion de l’énergie du
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photon dans la cavité s’écrit donc :
ωC(k) = ω
0
C
√
1 + k2/kz
2 (1.5)
où ω0C = nc
2πc
λ
, avec c la vitesse de la lumière dans le vide. Dans le formalisme
de la seconde quantiﬁcation, le Hamiltonien contenant l’énergie cinétique du
champ électromagnétique s’écrit [36] :
Hph =
∑
k
~ωC(k)
(
aˆ†kaˆk +
1
2
)
, (1.6)
où aˆ†k est l’opérateur bosonique de création d’un photon d’énergie ωC(k) et de
vecteur d’onde k. Il suit la règle de commutation : [aˆk, aˆ
†
k′] = δk′,k. L’origine
de l’énergie pouvant être choisie arbitrairement, on se débarrasse du terme
constant
∑
k ~ωC(k)/2 qui n’a pas d’incidence dans notre étude.
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Fig. 1.4: Exemple de spectre obtenu pour une cavité vide [37]. La bande centrale
correspond à la bande interdite percée au milieu par la raie de résonance. La largeur
de raie obtenue ici est de 0.95 Å.
L’introduction d’un champ électromagnétique dans la cavité s’accompagne
de pertes radiatives par le même canal. Ceci correspond à un couplage entre les
excitations de cavité et le champ électromagnétique extérieur, indispensable à
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l’observation de la dynamique du système. Il existe cependant d’autre pertes
radiatives perdues pour l’observation, comme les modes de fuite qui sont émis
en totalité dans le substrat [35,38]. Ces modes de fuite sont dus aux résonances
entre la structure multicouche de miroirs de Bragg et la cavité et apparaissent
pour des vecteurs d’ondes du plan k‖ importants. Nous ne considérons ici que
des processus à petits vecteurs d’onde, les modes de fuites ne seront donc pas
pris en compte dans la suite du manuscrit.
Si l’on reste dans une gamme de fréquences et un angle d’excitation suf-
ﬁsamment réduits, les pertes se réduisent cependant simplement à l’élargis-
sement homogène de la raie lumineuse ﬁxée par la ﬁnesse de la cavité. Pour
introduire ce phénomène, nous utiliserons l’approximation dite quasi-mode,
valable pour des cavités de grande ﬁnesse [39]. On modèle alors les pertes
radiatives à travers un couplage au continuum du champ électromagnétique
extérieur. Si l’on appelle αextk,ω l’opérateur de destruction d’un photon extérieur
de vecteur d’onde k et d’énergie ~ω, le Hamiltonien du couplage s’écrit alors :
Hqm =
∫
dω
(∑
k
g[ω]aˆ†kα
ext
k,ω + h.c.
)
, (1.7)
où la constante de couplage g[ω] varie lentement en fonction de la fréquence
autour de la résonance [40]. Quand on excite le système en appliquant un
champ extérieur, l’opérateur αextk,ω se comporte comme un champ classique et
peut être remplacé par sa valeur 〈αextk,ω〉. L’équation d’évolution de l’opérateur
αextk,ω s’écrit :
i~
dαextk,ω
dt
= ~ωαextk,ω + g[ω]aˆk . (1.8)
La résolution formelle de cette équation est :
αextk,ω(t) = α
ext
k,ω(0)e
−iωt +
1
i~
∫ t
−∞
dt′g[ω]aˆk(t
′)e−iω(t−t
′) . (1.9)
Dans le cas d’une cavité couplée à l’extérieur, l’équation de Heisenberg régis-
sant la dynamique du mode aˆk s’écrit :
i~
daˆk,ω
dt
= ~ωC aˆk,ω +
∫
dωg[ω]αextk,ω(t) . (1.10)
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On utilise l’expression formelle de αextk,ω(t) dans cette dernière équation, et il
vient l’équation de Langevin suivante :
daˆk,ω
dt
= −iωC aˆk,ω − γC aˆk,ω − iFk(t) , (1.11)
avec la largeur de raie ~γC = 2π~ g
2 ainsi que la force de Langevin :
~Fk(t) =
∫
dωg[ω]αextk,ω(t)e
−iωt . (1.12)
1.1.3 Exemples de réalisation
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Fig. 1.5: (a) Schéma de principe d’une microcavité planaire excitée par un faisceau
avec un angle d’incidence θ (ici exagéré pour plus de clarté), les miroirs de Bragg sont
notés DBR (Distributed Bragg Reflectors). (b) Dispersion de l’énergie photonique
dans l’espace réciproque du plan de la cavité (kx, ky).
Nous présentons ici quelques exemples de cavités semiconductrices de diﬀé-
rentes conﬁgurations géométriques. Nous montrerons d’abord les microcavités
planaires, pour ensuite aborder des structures de dimension inférieure comme
des ﬁls ou des boîtes, enﬁn nous présenterons d’autres systèmes étudiés dans
lesquels apparaît le couplage exciton-photon.
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Microcavités planaires
Les lasers à cavité verticale émettant par la surface ou VCSEL ont inspiré la
première réalisation des microcavités semiconductrices [3] fabriquées par épi-
taxie à jet moléculaire. Un historique de l’acteur principal de cette découverte
est présenté dans la référence [4]. Un exemple de cavité planaire est présenté
Figure 1.3, le schéma de principe correspondant est présenté Figure 1.5. Dans
ce type de cavité, la dispersion du mode photonique présente une symétrie de
rotation par rapport à l’axe z.
Microcavités à dimensionalités réduites
Le principe de la microcavité semiconductrice est de conﬁner les modes
photoniques et excitoniques de façon à obtenir un couplage fort entre les deux
particules. Le conﬁnement des modes excitoniques est un champs de recherche
très actif, en particulier dans les systèmes tels que les boîtes quantiques [41,42].
Ces systèmes sortant du cadre de notre étude, nous ne présenterons ici que les
structures conçues pour conﬁner les modes photoniques dans des structures de
géométries particulières, comme des ﬁls ou des boîtes.
Pour fabriquer ces structures, deux techniques sont utilisées principale-
ment, la gravure et la recroissance. La première consiste en une croissance
classique [44] de la cavité, puis une gravure découpant la forme de cavité sou-
haitée profondément dans le matériau, jusqu’à plusieurs couches de miroirs de
Bragg sous la cavité. Un exemple de structure obtenue avec ce procédé est
donné Figure 1.6.
La recroissance, technique plus récente [19], se déroule en plusieurs temps de
croissance. On fait croître les miroirs puis la cavité par les techniques usuelles.
Puis, avant de faire recroître une série de miroirs sur cette cavité, on fait croître
la cavité localement à l’aide d’un masque, ce qui change la longueur d’onde de
résonance dans l’ilôt ainsi créé. La croissance des miroirs reprend alors sur la
structure (Figure 1.7). La qualité des premiers échantillons obtenus par cette
technique est prometteuse puisqu’elle dépasse la qualité des échantillons ob-
tenus par gravure. Dans une boîte, les modes photoniques sont complètement
discrétisés, permettant l’observation de phénomènes très riches [17] dûs au
conﬁnement des particules.
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Fig. 1.6: (a) Fils obtenus par gravure (image au Microscope É´lectronique à Ba-
layage) l’interface air-cavité joue le rôle de barrière de potentiel pour le photon
confiné [43]. (b) Dispersion des modes photoniques des cavités longilignes. Dans un
fil, le confinement latéral du photon donne naissance à une série de modes discrétisés
latéralement.
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DBR
DBR
Puits quantique
Fig. 1.7: (a) Image par microscopie à force atomique d’une microcavité contenant
une boîte photonique obtenue par recroissance [19]. L’image représente la surface des
miroirs au niveau de la boîte. (b) La représentation schématique de la microcavité
montre la propagation de la déformation créée au-dessus de la cavité.
Ces modiﬁcations de la géométrie de la cavité peuvent se rapporter à une
modiﬁcation de la taille de la cavité en fonction du vecteur position dans le
plan x. On ajoute alors un terme de potentiel VC(x) à l’énergie cinétique du
photon. Ce terme peut également contenir les eﬀets du désordre d’une cavité
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défectueuse par l’intermédiaire d’une composante aléatoire du potentiel.
Autres systèmes
D’autres systèmes sont proposés pour observer le couplage fort exciton-
photon, en changeant par exemple la composition du puits quantique [45, 46]
pour des expériences à température ambiante. La technique de conﬁnement
du champ électromagnétique peut également changer de nature par exemple
en utilisant des cristaux photoniques [47–49]. Ces matériaux sont capables
d’atteindre des facteurs de qualité très élevés pour des cavités de dimensions
réduites. Nous verrons plus tard que la discrétisation des modes dans la boîte
(a) (b)
Fig. 1.8: (a) Cavité créée par un cristal photonique [50]. Les modes photoniques
sont confinés par le réseau de trous. (b) Vue de coupe du cristal.
photonique peut être utilisée aﬁn de produire des états non-classiques.
1.2 Le couplage fort, la non-linéarité polariton-
polariton
Le principal intérêt qu’ont suscité les microcavités à leur début fût la créa-
tion d’un régime de couplage fort en physique des solides alors que ce couplage
était observé en même temps en physique atomique [51, 52]. Ici, le rôle de
l’atome est joué par le puits quantique, où l’exciton est l’analogue de l’état
excité de l’atome. La diﬀérence principale entre le système atome-cavité et la
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microcavité semiconductrice est que si l’exciton est considéré comme un boson
et donc un oscillateur harmonique, l’atome à deux niveaux est, lui, un boson
composite. Dans la microcavité, le photon, coincé entre les deux miroirs, est
absorbé par le puits quantique avec lequel il est à résonance pour former un
exciton, puis est ré-émis dans la cavité et ainsi de suite, jusqu’à la sortie du
photon de la cavité.
1.2.1 Le couplage exciton-photon, le polariton
Le couplage linéaire exciton-photon
L’interaction entre le milieu diélectrique et le champ électromagnétique se
traite comme un couplage entre électrons et photons [8, 53, 54] :
HI =
∑
k,q
G(q)aˆ†qcˆ1,k+qcˆ
†
2,k + h.c. , (1.13)
où G(q) est l’élément de la matrice du moment dipolaire électrique. En intro-
duisant l’opérateur bosonique de destruction des excitons dans ce hamiltonien,
et en négligeant les termes anti-résonants, on obtient un Hamiltonien eﬀectif
linéaire et des termes supplémentaires non-linéaires que nous introduirons plus
tard. Cette méthode, qui considère des interactions eﬀectives, se rapproche par-
tiellement des études eﬀectuées en physique atomique sur des systèmes plus
complexes [55,56] comme les atomes de Rubidium ou pour les gaz de fermions
comme le lithium. Ce Hamiltonien eﬀectif se découpe en plusieurs termes, as-
sociés aux diﬀérentes interactions entre les particules du système. L’énergie
cinétique de l’exciton est obtenue à partir du terme d’ordre le plus bas [57], le
terme d’énergie cinétique du Hamiltonien (1.4) :
Hexc =
∑
k
~ωX(k)bˆ
†
kbˆk (1.14)
où ωX(k) = ω0X +
~2k2
2M
est l’énergie de l’exciton 1s, avec M = me + mh et
ω0X = Eg − e
2
2ǫaB
. La dispersion de l’exciton dans les puits quantiques que nous
étudions est très plate par rapport à la dispersion du photon ( ~c
2kz
≫ ~2
2M
).
Puisque nous nous intéressons à des vecteurs d’ondes faibles, on négligera la
dispersion de l’exciton dans le reste de notre étude, et donc : ωX(k) = ω0X . De
même, on trouve le terme de couplage exciton-photon issu de la transformation
1.2. Le couplage fort, la non-linéarité polariton-polariton 23
de l’équation (1.13) :
HΩR =
∑
k
~ΩR
(
aˆ†kbˆk + aˆkbˆ
†
k
)
(1.15)
Le facteur de couplage ΩR est appelé fréquence de Rabi du vide et dépend de
la nature du puits quantique et du recouvrement entre les fonctions d’onde du
photon et de l’exciton [40]. Nous supposerons ce terme réel dans la suite de
l’étude.
Présentation des polaritons
L’addition des termes linéaires de l’hamiltonien eﬀectif s’écrit :
H0 = Hph +Hexc +HΩR
H0 =
∑
k
~ωC(k)aˆ
†
kaˆk +
∑
k
~ωX(k)bˆ
†
kbˆk +
∑
k
~ΩR
(
aˆ†kbˆk + aˆkbˆ
†
k
)
(1.16)
Ce nouvel Hamiltonien décrit l’interaction entre les photons et les excitons
dans une cavité parfaitement fermée dans un régime de faible densité. Les états
propres de ce Hamiltonien sont donc des états mixtes exciton-photon appelés
polaritons. Ainsi H0 peut être diagonalisé par une transformation unitaire et
s’écrit alors dans la nouvelle base :
H0 =
∑
k
~ωLP (k)pˆ
†
kpˆk +
∑
k
~ωUP (k)uˆ
†
kuˆk (1.17)
où pˆk et uˆk sont les opérateurs bosoniques de destruction de particules appelées
polaritons de la branche basse (LP) et de la branche haute (UP) respective-
ment, qui constituent les modes propres du système. Les énergies correspon-
dant à ces modes propres sont données par la formule suivante :
ωUP,LP (k) =
ωC(k) + ωX(k)
2
± 1
2
√
(ωC(k)− ωX(k))2 + 4(ΩR)2 (1.18)
Les opérateurs pˆk et uˆk sont obtenus à partir d’une combinaison linéaire des
opérateurs aˆk et bˆk. La transformation unitaire liant ces opérateurs s’écrit :
(
pˆk
uˆk
)
=
(
Xk Ck
−Ck Xk
)(
bˆk
aˆk
)
(1.19)
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où les coeﬃcients réels Ck et Xk sont appelés coeﬃcients de Hopﬁeld [8] et
sont donnés par :
Ck = − 1√
1 +
(
ωLP (k)−ωC(k)
ΩR
)2 , Xk = 1√
1 +
(
ΩR
ωLP (k)−ωC(k)
)2 (1.20)
La transformation étant unitaire, les deux coeﬃcients sont liés par la relation
X2k + C
2
k = 1. D’autre part, X
2
k et C
2
k représentent respectivement la part
excitonique et photonique du polariton LP . En régime de couplage fort (c’est-
à-dire si ΩR > γX , γC, ce qui sera toujours le cas dans notre étude), il existe
donc deux branches résonantes de part et d’autre de l’énergie de l’exciton.
La dispersion de ces modes de résonance est représentée Figure 1.9 ainsi que
le premier spectre mettant en évidence le régime de couplage fort dans les
microcavités [3].
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Fig. 1.9: (a) Spectres de réflectivité obtenus à 5K pour différents désaccords entre
la cavité et le puits quantique [3]. (b) Courbes de dispersion des polaritons (lignes
continues), et de l’exciton et du photon (traits pointillés).
1.2.2 Interaction entre excitations, Hamiltonien final
La richesse de la physique des microcavités est due à la nature duale des
polaritons. Ces particules sont introduites et extraites de la cavité par rayonne-
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ment, tandis que la partie excitonique est sensible aux interactions. dues aux
forces Coulombiennes. Ce problème à N corps peut être approché en consi-
dérant les excitons comme les excitations élémentaires du milieu [58] et en
traitant la corrélation Coulombienne comme une interaction eﬀective entre ex-
citons. Ainsi, le Hamiltonien (1.4) est transformé en un Hamiltonien eﬀectif
de bosons en interactions. Pour aboutir au Hamiltonien eﬀectif, on utilise une
méthode [32, 59, 60] basée sur la transformation d’Usui [61], qui transforme le
Hamiltonien (1.4) en une somme inﬁnie de produits d’opérateurs bosoniques
par l’intermédiaire d’une transformation unitaire. Cette somme inﬁnie est alors
traitée comme le développement en puissance de densité de paires de fermions.
Le Hamiltonien est ﬁnalement obtenu en conservant les termes jusqu’au second
ordre, ce qui est justiﬁé pour une densité de porteurs faible. Notons que des
méthodes récentes [62] aboutissent à des coeﬃcients d’interaction diﬀérents.
Toutefois ceux-ci sont du même ordre de grandeur, notamment un facteur ≃
2.1 pour le cas où l’exciton est en résonance avec le photon [62]. En ce qui
concerne la comparaison avec l’expérience, soulignons d’une part que le rayon
de Bohr de l’exciton n’est pas connu très précisément (renormalisation en fonc-
tion de la densité, conﬁnement variable du puits quantique), et que, d’autre
part, la densité d’excitations n’est pas connue avec une précision très élevée
(spot d’excitation inhomogène). Dans cette thèse, nous avons utilisé des coef-
ﬁcients issus de l’expérience et dans certains cas, nous avons étudié de façon
systématique la dépendance des résultats en la valeur spéciﬁque de l’interac-
tion.
Interaction Coulombienne
Nous considérons le terme d’interaction eﬀectif exciton-exciton avec un
potentiel constant, de la même manière que l’interaction entre atomes dans un
gaz d’atomes froids [55]. En eﬀet, puisque nous nous intéressons à des vecteurs
d’onde petits devant λ−1X , λX étant le rayon de l’exciton à deux dimensions,
le potentiel d’interaction eﬀectif V XXq évolue peu en fonction de q [57,60]. On
écrit donc V XXq ≃ V XX0 et il vient :
HXX ≃ 1
2
∑
k,k′,q
V XX0 bˆ
†
k+qbˆ
†
k′−qbˆkbˆk′ , (1.21)
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où nous avons négligé le terme de l’énergie cinétique renormalisé par l’interac-
tion d’échange [57,60]. La valeur du coeﬃcient d’interaction est : V XX0 =
6e2λX
Aǫ
.
Interaction de saturation (Pauli)
De même, un terme de saturation issu du couplage exciton-photon (1.13)
apparaît dans le Hamiltonien eﬀectif :
HsatXC = −
∑
k,k′,q
~ΩR
nsatA
aˆ†k+qbˆ
†
k′−qbˆkbˆk′ + h.c. , (1.22)
avec nsat = 716πλ2
X
la densité de saturation de l’exciton [57,60,63]. Ce terme an-
harmonique exprime la saturation du couplage exciton-photon dû au principe
de Pauli.
Hamiltonien final
Nous avons détaillé les diﬀérentes interactions qui ont lieu dans le système,
nous pouvons maintenant établir le Hamiltonien du système pour une cavité
planaire excitée par un champ classique. Il s’écrit :
H =H0 +HXX +H
sat
XC +Hqm
H =
∑
k
~ωC(k)aˆ
†
kaˆk +
∑
k
~ω0X bˆ
†
kbˆk +
∑
k
~ΩR
(
aˆ†kbˆk + aˆkbˆ
†
k
)
+
1
2
∑
k,k′,q
V XX0 bˆ
†
k+qbˆ
†
k′−qbˆkbˆk′ −
{∑
k,k′,q
~ΩR
nsatA
aˆ†k+qbˆ
†
k′−qbˆkbˆk′ + h.c.
}
+
∑
k
~Fk(t)aˆ
†
k + h.c. .
(1.23)
Notons que ce Hamiltonien n’inclut pas les termes de pertes. Celles-ci seront
insérées dans les équations de la dynamique de la cavité. Nous avons déjà traité
le cas des pertes dues au photon, il convient donc d’identiﬁer les pertes dues à
l’exciton aﬁn de les intégrer dans notre étude.
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Effets du désordre et pertes non-radiatives
Pour prendre en compte les pertes dues à l’exciton, on introduit l’élar-
gissement de l’exciton, qui prend principalement en compte l’élargissement
inhomogène dû au désordre et l’élargissement homogène dû aux pertes non-
radiatives [35]. Les premières microcavités présentaient des puits quantiques
de surfaces très rugueuses. Cette rugosité, ou désordre, est responsable de la
diﬀusion des excitons. Dans un puits quantique fortement désordonné l’élargis-
sement non-homogène [64,65] domine les autres eﬀets d’élargissement. Notons
que cet eﬀet conserve néanmoins la phase puisqu’il s’agit d’un processus élas-
tique.
La destruction de l’exciton ne s’accompagne pas automatiquement par
l’émission d’un photon à la fréquence de résonance. En réalité, des processus
non-radiatifs ont lieu qui font relaxer l’exciton sans émettre de photon dans les
longueurs d’onde ou les directions observées. Ces pertes non-radiatives corres-
pondent surtout aux deux mécanismes suivant : l’élargissement collisionel et
l’interaction des excitons avec les phonons acoustiques. Pour des échantillons
de bonne qualité, ces mécanismes sont prépondérants.
L’interaction exciton-phonon, qui couple l’exciton de faible moment k avec
le réservoir excitonique à grand k peut être interprétée à l’aide de la règle d’or
de Fermi comme le couplage entre un état discret et un continuum [66,67]. En
eﬀet, à grand k la densité d’états accessibles est plus importante, ce qu’on as-
simile à un continuum. Cette interprétation permet d’expliquer la dépendance
en température de l’élargissement homogène de la raie de l’exciton. Cet élar-
gissement est fortement aﬀecté dans le cas du couplage fort par le changement
du terme de couplage entre l’état de petit vecteur d’onde et le réservoir [16,68].
Ainsi, le polariton de la branche haute a la même énergie que les états exci-
toniques de grand vecteur d’onde, qui représentent un réservoir possédant une
grande densité d’états, tandis que le polariton de la branche basse est protégé
du réservoir d’exciton (Figure 1.10) et est donc moins sensible à l’interaction
avec le phonon.
Les pertes dues à l’interaction exciton-exciton dépendent directement de
la densité dans le puits quantique et donc du pompage eﬀectué [16, 69, 70].
Pour une excitation suﬃsamment importante de la branche du bas du pola-
riton, l’élargissement est tel que le polariton devient de plus en plus couplé
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Fig. 1.10: Dispersion des polaritons aux grands k. Du fait de sa dispersion parti-
culière, le polariton de la branche du bas est mieux protégé du réservoir excitonique
que le polariton de la branche du haut.
avec le réservoir, provoquant un phénomène de seuil de l’élargissement du po-
lariton [70]. Dans ce manuscrit nous resterons à des intensités modérées, et ne
rencontrerons pas ce type d’élargissement.
Si l’étude de ces interactions est complexe, les processus d’élargissement ho-
mogènes peuvent cependant, dans notre cas, être correctement pris en compte
phénoménologiquement par un terme de perte dans les équations régissant la
dynamique du système, proportionnel à la largeur de raie de l’exciton γX .
Conclusion
Dans ce premier chapitre, nous avons exposé des concepts fondamentaux
concernant la physique des microcavités. Nous nous sommes attachés à pré-
senter les excitons dans les puits quantiques. Nous avons également décrit
le conﬁnement des photons dans les microcavités et présenté plusieurs struc-
tures utilisées ou en devenir pour observer le couplage fort exciton-photon.
Nous avons ﬁnalement abordé le couplage fort exciton-photon et l’interaction
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exciton-exciton. L’interaction exciton-exciton est responsable des phénomènes
non-linéaires observés dans les microcavités et nous verrons dans les chapitres
suivants les propriétés quantiques qui en émanent.
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Chapitre 2
Génération d’états
non-classiques par blocage
quantique polaritonique
La production de photons uniques occupe une place importante dans le
développement de l’information quantique et de la cryptographie quantique
[18, 71]. Certains systèmes permettent aujourd’hui de produire ces états non-
classiques de la lumière, comme les centres N-V colorés du diamant [72,73], les
boîtes quantiques de semiconducteurs en cavité [41, 74–76], de même que les
atomes en cavité [77–79]. Dans ce chapitre, nous présentons un autre type de
système permettant de produire des états non-classiques de la lumière.
Comme nous l’avons vu dans le chapitre précédent, les techniques de crois-
sance permettent de fabriquer aujourd’hui des structures capables de conﬁner
latéralement sur de petites distances le champ électromagnétique, et ce, en
plus du conﬁnement longitudinal des microcavités. Les phénomènes observés
dans les premières structures fabriquées présentent des caractéristiques inté-
ressantes [43, 80, 81] malgré les défauts des échantillons fabriqués à l’époque.
Grâce à la qualité des structures fabriquées aujourd’hui, de nouveaux eﬀets
sont accessibles à l’observation [82, 83], en particulier l’eﬀet de conﬁnement
dans une boîte sur le polariton, donnant naissance au processus de blocage.
Nous commençons par introduire le principe du blocage de polariton et
les approximations que nous eﬀectuons dans la première section, aﬁn d’abou-
tir aux équations régissant le système. En utilisant la corrélation du second
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ordre, nous montrons dans la deuxième section que l’on peut atteindre un ré-
gime de blocage quantique aussi bien avec une excitation continue qu’avec une
excitation pulsée.
2.1 Le modèle
2.1.1 La boîte photonique et le principe du blocage
Le principe du blocage
Nous avons vu dans le premier chapitre qu’il est maintenant possible de
créer des structures telles que les boîtes photoniques, permettant de conﬁ-
ner les photons dans des espaces réduits. Lorsque ces photons sont fortement
couplés avec les excitons comme dans les microcavités semiconductrices, l’in-
troduction d’un photon dans le système aboutit à la création d’un polariton,
particule hybride exciton-photon. En situation de couplage fort, le conﬁnement
du photon est imposé à l’exciton, qui subit alors à son tour le conﬁnement im-
posé au photon. Or, comme nous l’avons vu, une répulsion coulombienne a lieu
entre excitons, d’autant plus importante que les excitons sont proches. Dans
une boîte suﬃsamment petite, cette interaction répulsive décale l’énergie de
résonance pour chaque particule insérée dans la cavité d’une valeur égale ou
supérieure à la largeur de raie du polariton (voir ﬁgure 2.1). L’introduction
d’un nouveau polariton est alors bloquée, ce qui donne lieu au phénomène ap-
pelé «anti-bunching»(dégroupement en anglais). Ce mécanisme est analogue
au processus de blocage de photon introduit par Imamoğlu et coll. [22, 79, 84]
Dans une expérience en transmission où l’excitation est précisément à une
fréquence bien choisie, on observera donc une lumière sortante dont la statis-
tique sera fortement sub-poissonienne. En eﬀet, dans ces conditions, les états
à plus de un photon sont très peu probables à l’intérieur de la cavité.
Mise en équation dans la boîte photonique
Pour modéliser le conﬁnement de notre photon dans la boîte, nous intro-
duisons le potentiel VC(x) déﬁni par :
VC(x) = 0 pour x ∈ B ,
VC(x) = V
0
C pour x 6∈ B ,
(2.1)
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Fig. 2.1: Absorption en fonction de la fréquence d’excitation ωp lorsqu’une, puis
deux particules sont dans la boîte. L’introduction d’une particule supplémentaire
dans la boîte photonique décale la résonance du polariton de la boîte ωdotLP d’une
énergie δω.
où B représente l’ensemble des points de la boîte, x désigne comme précédem-
ment la position spatiale dans le plan et V 0C la hauteur du puits de potentiel.
Dans une boîte photonique, les modes ne subissent pas de dispersion suivant
k, il est donc naturel de traiter ce problème dans l’espace réel. L’hamiltonien
total du système introduit dans le chapitre 1 se ré-écrit aisément [85] :
H =
∫
dxΨˆ†i(x)h
0
i,j(−i∇)Ψˆj(x) +
~κ
2
∫
dxΨˆX(x)
†ΨˆX(x)
†ΨˆX(x)ΨˆX(x)
−
{
~ΩR
nsat
∫
dxΨˆC(x)
†ΨˆX(x)
†ΨˆX(x)ΨˆX(x) + h.c.
}
+
∫
dx~Fp(x, t)e
−iωptΨˆ†C(x) + h.c. ,
(2.2)
où les opérateurs Ψˆi(x) (i ∈ {X,C}) sont les opérateurs champs, reliés aux
opérateurs aˆk et bˆk par les relations :
ΨˆC(x) =
∫
dx√
A
aˆke
−ikx , ΨˆX(x) =
∫
dx√
A
bˆke
−ikx . (2.3)
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Notons que ces opérateurs champ, à l’image des opérateurs aˆk et bˆk satisfont les
relations de commutation de Bose : [Ψˆi(x), Ψˆj(x′)†] = δi,jδ2(x−x′). L’opérateur
h0 s’exprime :
h0(−i∇) =
(
ωC(−i∇) + VC(x) ΩR
ΩR ω
0
X
)
. (2.4)
Le coeﬃcient κ = AV XX0 =
6e2λX
ǫ
correspond à la force de l’interaction de
contact exciton-exciton, tandis que Fp(x, t) décrit le champ électromagnétique
extérieur appliqué à la cavité à la fréquence ωp. Celui-ci peut donc être modulé
en temps et en espace dans le cadre de notre étude, ce qui nous permettra par
la suite d’introduire les régimes d’excitation pulsée ou continue.
2.1.2 Approximation monomode
Mode photonique
0
V 0C
VC(x)
~ωpuitsC,0
~ωpuitsC,1
~ωpuitsC,2
Fig. 2.2: Profils de fonctions d’onde de particules confinés dans un puits de potentiel
de profondeur V 0C , traités ici dans un problème à une dimension. Chaque fonction
d’onde correspond à une énergie distincte ~ωpuitsC,j bien séparée des autres, leur énergie
cinétique évoluant en 1/L2x où Lx est la largeur de la boîte.
Le potentiel photonique correspondant à un problème de puits de poten-
tiel [86], l’opérateur champ ΨˆC peut être développé en une somme de modes
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propres orthogonaux entre eux, conﬁnés dans la boîte :
ΨˆC =
∑
j
φC,j(x)aˆj , (2.5)
où chaque fonction d’onde φC,j est normalisée et associée au mode d’énergie
~ωdotC,j, aˆj étant l’opérateur de destruction de photon de ce mode.
Plaçons nous dans la situation où le mode fondamental du photon d’énergie
~ωdotC est en régime de couplage fort avec le mode de l’exciton. Il naît alors deux
modes de polaritons, modes propres du système associés au mode fondamental
de la boîte d’énergies ~ωdotLP,UP . Or, pour un photon suﬃsamment conﬁné, l’écart
entre les diﬀérents modes d’énergie ~ωdotC,j peut atteindre des valeurs bien plus
grandes que la largeur spectrale ~γC et que le désaccord ~ωdotC − ~ω0X. Ainsi,
si l’on excite le système près de la résonance avec le mode d’énergie ~ωdotLP ,
seul le mode fondamental du photon sera concerné (voir ﬁgure 2.3). On peut
donc simpliﬁer notre approche grâce à l’approximation monomode [87] en né-
gligeant les modes d’énergies supérieures. L’opérateur du champ photonique
s’écrit donc :
ΨˆC(x) = φC(x)aˆ , (2.6)
où aˆ est l’opérateur de destruction bosonique du mode fondamental du photon
dans la boîte photonique d’énergie ~ωdotC .
Sélection du mode excitonique
Nous avons projeté l’opérateur champ du photon ΨˆC sur un mode propre de
la boîte, simpliﬁons maintenant notre approche du côté de l’exciton. Puisque
le mode excitonique et le mode photonique sont en régime de couplage fort,
il est naturel de développer l’opérateur champ excitonique dans la même base
de fonctions d’onde que le photon. On en déduit le développement :
ΨˆX =
∑
j
φC,j(x)bˆj , (2.7)
où les opérateurs bˆj sont les opérateurs bosoniques de destruction du mode
correspondant à la fonction d’onde φC,j(x) d’énergie ω0X . Rappelons que cette
hypothèse n’est valable que si l’on peut négliger l’énergie cinétique de l’exci-
ton du puits quantique, ce qui est clairement vériﬁé ici. Puisque les fonctions
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Fig. 2.3: Couplage exciton-photon dans une boîte photonique. En noir apparaissent
les niveaux d’énergie de l’exciton et du mode fondamental de la cavité (ici à désaccord
nul) ainsi que les modes de polaritons issus de leur couplage. En grisé apparaissent
un mode photonique d’énergie supérieure et les deux modes de polaritons associés.
Pour une excitation de fréquence ωp proche de la résonance du mode fondamental
du polariton, seul le mode fondamental du polariton est excité.
d’onde φC,j(x) sont orthogonales entre elles, le couplage fort exciton-photon
implique que chaque mode excitonique est couplé avec le mode photonique
de même distribution spatiale. L’exciton ainsi que le mode fondamental du
polariton obtenu par le couplage entre le mode fondamental du photon et l’ex-
citon partagent donc la même fonction d’onde φC(x). Par conséquent, dans le
cas d’une excitation quasi-résonante du mode fondamental du polariton, seul
le mode excitonique associé à la fonction d’onde φC(x) sera peuplé. On peut
donc ﬁnalement réduire notre description de l’opérateur champ de l’exciton à :
ΨˆX = φC(x)bˆ , (2.8)
où bˆ = bˆj tel que φC,j = φC.
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2.1.3 Mise en équation du système
Le Hamiltonien monomode
Sachant que les fonctions d’onde φC,j sont normalisées, la projection des
opérateurs champs sur un seul mode nous permet d’obtenir un hamiltonien
monomode simpliﬁé Hmon qui prend la forme suivante :
Hmon = ~ω0X bˆ
†bˆ+ ~ωdotC aˆ
†aˆ+ ~ΩR(bˆ
†aˆ+ bˆaˆ†) +
~ωnl
2
bˆ†bˆ†bˆbˆ
− αsat~ΩR(bˆ†bˆ†aˆbˆ+ aˆ†bˆ†bˆbˆ) + ~F0(t)e−iωptaˆ† + ~F∗0 (t)eiωptaˆ
(2.9)
où le couplage à l’extérieur s’écrit :
F0(t) =
∫
dxFp(x, t)φ
∗
C(x) , (2.10)
le facteur de saturation est :
αsat =
1
nsat
∫
dx|φC(x)|4 , (2.11)
et le coeﬃcient d’interaction exciton-exciton :
ωnl = κ
∫
dx|φC(x)|4 . (2.12)
Un choix avantageux de la forme du terme d’excitation Fp(x, t) permet d’op-
timiser le couplage entre la cavité et l’excitation (ou pompe). Les termes non-
linéaires sont proportionnels au facteur
∫
dx|φC(x)|4. Ils dépendent donc di-
rectement de la symétrie du système et de la taille de la boîte photonique.
Nous calculerons ce terme plus tard, dans le cas d’une boîte cylindrique et
d’une boîte carrée, moyennant quelques approximations.
Pour bien se représenter ce nouvel Hamiltonien il est utile de l’écrire sous
forme de matrice dans sa base naturelle, à savoir l’espace de Fock |n,m〉, où
n est le nombre d’excitons et m le nombre de photons. Par exemple, dans la
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base de Fock (|0, 0〉, |0, 1〉, |1, 0〉, |0, 2〉, |1, 1〉, |2, 0〉), il vient :
Hmon/~ =


0 F∗0 (t) 0 0 0 0
F0(t) ωdotC ΩR
√
2F∗0 (t) 0 0
0 ΩR ωX 0 F∗0 (t) 0
0
√
2F0(t) 0 2ωdotC
√
2ΩR 0
0 0 F0(t)
√
2ΩR ω
dot
C + ωX
√
2(1− α∗sat)ΩR
0 0 0 0
√
2(1− αsat)ΩR 2ωX + ωnl


(2.13)
Approximations
On voit dans la relation (2.13) que le terme de saturation αsat agit en parti-
culier sur le couplage de Rabi, diminuant d’autant le couplage. Ceci augmente
davantage le décalage de la résonance des modes plus peuplés du polariton et
donc l’eﬀet de blocage. Dans ce chapitre, nous ne considérerons cependant pas
ce terme que nous considérons comme négligeable. En eﬀet, pour des valeurs
typiques des matériaux III-V [88] :
αsatΩR
ωnl/2
=
2ΩR
nsatκ
=
2~ΩRǫ
nsat6λXe2
≃ 0.2≪ 1 . (2.14)
En réalité le poids relatif de ce terme peut être encore modiﬁé par l’intermé-
diaire du coeﬃcient de Hopﬁeld désignant la partie photonique du polariton
Ck. Nous verrons plus tard que nous chercherons à augmenter la partie exci-
tonique du polariton, diminuant ainsi l’importance de ce terme vis à vis de la
non-linéarité.
Pour obtenir la valeur du coeﬃcient d’interaction, nous avons besoin d’éta-
blir la valeur du facteur
∫
dx|φC(x)|4. Pour ﬁxer les idées, nous choisirons de
calculer cette valeur dans le cas d’un cylindre puis dans le cas du carré. Pour
simpliﬁer le calcul, nous supposons que la boîte est un puits de barrières in-
ﬁnies (i.e. V 0C → ∞) centré sur l’origine du plan (O, x, y). Pour un puits de
potentiel carré, la fonction d’onde normalisée du fondamental est [89] :
φ(x, y) =
2
L
sin
(πx
L
)
sin
(πy
L
)
, (2.15)
où L est le côté du carré. Dans ce cas, un rapide calcul d’intégration nous
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permet de calculer la valeur du facteur géométrique :∫
carre
dx|φC(x)|4 = 2.25
L2
. (2.16)
Dans le cas d’un cylindre de rayon R, la fonction d’onde normalisée du fonda-
mental est une fonction de Bessel déﬁnie dans le plan (0, r, θ) :
φ(r) =
1.087
R
J0
(
2.405r
R
)
. (2.17)
Dans ce cas, le coeﬃcient géométrique est :∫
cylindre
dx|φC(x)|4 = 2.67
(2R)2
. (2.18)
Une boîte de forme cylindrique est donc préférable pour optimiser la valeur
de l’interaction exciton-exciton par rapport à la taille de la boîte. Notons que
dans chaque cas, le facteur ωnl est inversement proportionnel à l’aire de la
boîte photonique. Cette dépendance montre qu’un faible gain sur la taille de
la boîte a des conséquences importantes sur la non-linéarité du système.
Pour simpliﬁer le traitement de la dynamique du système nous nous place-
rons dans le référentiel tournant à travers l’opérateur unitaireR(t) = ei(aˆ
†aˆ+bˆ†bˆ)ωpt.
Dans l’espace |n,m〉 limité à deux particules, cet opérateur s’écrit :
R =


1 0 0 0 0 0
0 eiωpt 0 0 0 0
0 0 eiωpt 0 0 0
0 0 0 e2iωpt 0 0
0 0 0 0 e2iωpt 0
0 0 0 0 0 e2iωpt


. (2.19)
En appliquant la relation |Ψ〉 = R†|Ψ˜〉 à l’équation de Schrödinger, on obtient :
i~
∂|Ψ˜〉
∂t
= RHmonR†|Ψ˜〉 − i~R∂R
†
∂t
|Ψ˜〉 . (2.20)
On aboutit alors à une équation de Schrödinger dans le référentiel tournant
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avec un Hamiltonien eﬀectif H˜mon :
H˜mon = RHmonR† − i~R∂R
†
∂t
. (2.21)
L’hamiltonien dans ce référentiel est donc :
H˜mon = ~∆ω0X bˆ
†bˆ+ ~∆ωdotC aˆ
†aˆ+ ~ΩR(bˆ
†aˆ+ bˆaˆ†) +
~ωnl
2
bˆ†bˆ†bˆbˆ
+ ~F0(t)aˆ† + ~F∗0 (t)aˆ ,
(2.22)
où ∆ω0X = ω
0
X − ωp et ∆ωdotC = ωdotC − ωp. Ce Hamiltonien décrit la dyna-
mique d’un système de deux oscillateurs harmoniques couplés auquel s’ajoute
un terme non-linéaire ~ωnl
2
bˆ†bˆ†bˆbˆ, ainsi qu’un terme de source ~F0(t)aˆ† + h.c.
qui dépend maintenant directement de la forme temporelle de l’excitation, ce
dont nous nous servirons dans la suite.
Dans l’espace de Fock |n,m〉 limité à deux particules, ce nouvel Hamiltonien
s’écrit :
H˜mon/~ =


0 F∗0 (t) 0 0 0 0
F0(t) ∆ωC ΩR
√
2F∗0 (t) 0 0
0 ΩR ∆ωX 0 F∗0 (t) 0
0
√
2F0(t) 0 2∆ωC
√
2ΩR 0
0 0 F0(t)
√
2Ω′R ∆ωC +∆ωX
√
2ΩR
0 0 0 0
√
2ΩR 2∆ωX + ωnl


.
(2.23)
Dans le cas d’un exciton et d’un photon dégénéré et d’une pompe parfaite-
ment à résonance (i.e. ∆ω0X = ∆ω
dot
C = 0), les premiers termes diagonaux de
la matrice s’annulent. Le terme correspondant à la présence de deux excitons
dans la cavité reste non nul à cause de la non-linéarité. Si l’introduction d’une
particule dans la cavité en partant du vide est favorable, il n’en est pas de
même pour l’introduction de deux excitons. On retrouve dans cette matrice le
principe du blocage, l’introduction d’une seconde particule étant défavorisée
en régime de couplage fort.
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Équation pilote
La prise en compte de l’eﬀet des pertes sur le système passe par l’utilisa-
tion du formalisme de l’équation pilote de la matrice densité [36, 87] dans le
référentiel tournant ρ˜ = RρˆR†. Celui-ci décrit complètement la dynamique de
notre système à travers l’équation suivante :
∂ρ˜
∂t
=
i
~
[ρ˜, H˜mon] + γCRD[aˆ]ρˆR
† + γXRD[ˆb]ρˆR
† , (2.24)
où les coeﬃcients γC et γX sont respectivement l’élargissement du photon et
de l’exciton. Le super-opérateur D[aˆ, bˆ] appliqué à la matrice densité est déﬁni
par :
D[aˆ]ρˆ = aˆρˆaˆ† − 1/2(aˆ†aˆρˆ+ ρˆaˆ†aˆ) ,
D[ˆb]ρˆ = bˆρˆbˆ† − 1/2(bˆ†bˆρˆ+ ρˆbˆ†bˆ) .
(2.25)
La matrice densité s’écrit dans la base des états de Fock :
ρ˜(t) =
∑
n′
X
,n′
C
,nX ,nC
ρ˜n′
X
,n′
C
,nX ,nC(t)|n′X , n′C〉〈nX , nC | , (2.26)
où nX et n′X représentent le nombre d’excitons et nC et n
′
C représentent le
nombre de photons. La matrice densité contient toutes les informations néces-
saires sur les diﬀérentes propriétés du système. Il nous reste cependant à déve-
lopper les équations de la dynamique du système dans la base que nous avons
choisie. Pour cela nous exposons séparément les termes de pertes et les termes
linéaires, le couplage avec la pompe ainsi que l’interaction exciton-exciton. Les
termes de perte s’écrivent dans l’espace de Fock :
〈n′X , n′C |RD[aˆ]ρˆR†|nX , nC〉 = −
1
2
(n′C + nC)ρ˜n′X ,n′C ,nX ,nC
+
√
(n′C + 1)(nC + 1)ρ˜n′X ,n′C+1,nX ,nC+1
〈n′X , n′C |RD[ˆb]ρˆR†|nX , nC〉 = −
1
2
(n′X + nX)ρ˜n′X ,n′C ,nX ,nC
+
√
(n′X + 1)(nX + 1)ρ˜n′X+1,n′C ,nX+1,nC
(2.27)
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Les éléments du commutateur du Hamiltonien s’écrivent :
〈n′X , n′C |
1
~
[ρ˜, H˜mon]|nX , nC〉 =
F0(t)
(
ρ˜n′
X
,n′
C
,nX ,nC+1
√
nC + 1− ρ˜n′
X
,n′
C
−1,nX ,nC
√
n′C
)
+ F∗0 (t)
(
ρ˜n′
X
,n′
C
,nX ,nC−1
√
nC − ρ˜n′
X
,n′
C
+1,nX ,nC
√
n′C + 1
)
+ ΩR
[(
ρ˜n′
X
,n′
C
,nX+1,nC−1
√
(nX + 1)nC − ρ˜n′
X
−1,n′
C
+1,nX ,nC
√
(n′C + 1)n
′
X
)
+
(
ρ˜n′
X
,n′
C
,nX−1,nC+1
√
(nC + 1)nX − ρ˜n′
X
+1,n′
C
−1,nX ,nC
√
(n′X + 1)n
′
C
)]
+ ρ˜n′
X
,n′
C
,nX ,nC
(
∆ωC(nC − n′C) + ∆ωX(nX − n′X)
+
ωnl
2
(nX(nX − 1)− n′X(n′X − 1))
)
. (2.28)
Cette écriture reproduit les diﬀérents phénomènes qui ont lieu dans le système
et qui sont décrits par l’intermédiaire du Hamiltonien (2.22). Notons que les
termes de pertes suppriment globalement une particule du système. Le terme
de source, désigné par les termes de transition ρ˜n′
X
,n′
C
,nX ,nC+1, ρ˜n′X ,n′C−1,nX ,nC ,
ρ˜n′
X
,n′
C
,nX ,nC−1 et ρ˜n′X ,n′C+1,nX ,nC , modiﬁe également le nombre de particules au
sein du système.
Nous nous sommes donnés l’équation d’évolution de la matrice densité de
notre système, incluant les pertes et les perturbations extérieures. Dans la sec-
tion suivante, elle nous permettra d’accéder aux propriétés de cohérence de la
lumière et à la dépendance du système en fonction de ses diﬀérents paramètres.
2.2 Mise en évidence du régime de blocage
Pour démontrer que nous sommes en présence d’une source non-classique,
nous devons étudier la statistique du champ électromagnétique. Nous intro-
duisons donc la fonction de corrélation du second ordre, qui nous permettra de
révéler les phénomènes de «bunching» (regroupement en anglais) et d’«anti-
bunching» dans les deux régimes d’excitation continue et d’excitation pulsée.
Le premier cas nous permettra d’appréhender la dépendance du système en
ses caractéristiques physiques, tandis qu’avec le deuxième nous approfondi-
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rons l’étude de la dynamique du système.
2.2.1 La corrélation du second ordre
Présentation
La fonction de corrélation du second ordre G(2)(t, t′) permet de mesurer la
probabilité conditionnelle d’observation de l’arrivée d’un photon au temps t
lorsqu’un autre photon est observé au temps t’. D’après la théorie quantique
de la détection établie par Glauber [90,91], la fonction de corrélation du second
ordre en population se déﬁnit comme :
G(2)(t, t′) = 〈: nˆ(t)nˆ(t′) :〉 , (2.29)
où : : désigne l’ordre normal et nˆ(t) l’opérateur nombre de photons détectés
par les photo-détecteurs dans une expérience de comptage (voir ﬁgure 2.4) au
temps t. Pour ﬁxer les idées dans le cas où t > t′ :
G(2)(t, t′) = 〈aˆ†t′ aˆ†t aˆtaˆt′〉 , (2.30)
où aˆt désigne l’opérateur destruction de photon au temps t dans la repré-
sentation de Heisenberg. S’il n’existe aucune corrélation entre l’émission d’un
photon au temps t′ puis au temps t, la fonction de corrélation s’écrit :
G(2)(t, t′) = 〈aˆ†t′ aˆt′〉〈aˆ†t aˆt〉 . (2.31)
En normalisant la fonction de corrélation G(2)(t, t′) par cette quantité, nous
obtenons une nouvelle fonction appelée fonction de corrélation du second ordre
normalisée g(2)(t, t′) dont l’expression est donnée par la formule suivante dans
le cas où t > t′ :
g(2)(t, t′) =
〈aˆ†t′ aˆ†t aˆtaˆt′〉
〈aˆ†t′ aˆt′〉〈aˆ†t aˆt〉
. (2.32)
Remarquons que s’il n’existe pas de corrélations entre les photons observé à t’
puis à t, g(2)(t, t′) = 1. Cette fonction est particulièrement utile pour étudier la
statistique de la lumière observée. En eﬀet, lorsque g(2)(t, t) > g(2)(t, t′) on as-
siste à un phénomène de bunching. Au contraire, l’inégalité g(2)(t, t) < g(2)(t, t′)
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décrit un phénomène d’antibunching. Nous donnons quelques exemples des va-
leurs prises par cette fonction dans le paragraphe suivant.
Source
Start
Stop
Fig. 2.4: Montage de type Hanbury-Brown et Twiss [92] (HBT). La détection
d’un premier photon déclenche le compteur (Start) qui s’arrête à la détection d’un
deuxième photon sur l’autre voie (Stop). Dans le cas d’une source à un photon, le
compteur n’est arrêté que par un train d’onde suivant.
Exemples
Nous considérons dans la suite t > t′, et on pose τ = t − t′. En régime
stationnaire, g(2)(t, t′) ne dépend plus que du paramètre τ :
g(2)(τ) =
〈aˆ†t′ aˆ†t′+τ aˆt′+τ aˆt′〉
〈aˆ†t′ aˆt′〉〈aˆ†t′+τ aˆt′+τ 〉
. (2.33)
D’autre part, à τ = 0, on pose aˆt′ ≡ aˆ et la fonction g(2)(0) s’écrit :
g(2)(0) =
〈aˆ†aˆ†aˆaˆ〉
〈aˆ†aˆ〉2 = 1 +
V (nˆ)− 〈nˆ〉
〈nˆ〉2 , (2.34)
où V (nˆ) = 〈nˆ2〉 − 〈nˆ〉2 est la variance de la population. La valeur de cette
fonction pour un état cohérent |α〉 est donnée par :
g(2)(0) =
〈α|aˆ†aˆ†aˆaˆ|α〉
〈α|aˆ†aˆ|α〉2 =
|α|4
|α|4 = 1⇒ V (nˆ) = 〈nˆ〉 , (2.35)
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ce qui correspond à une statistique poissonienne du nombre de photons. Il est
clair que pour un état de Fock correspondant à un photon unique, g(2)(0) = 0.
En généralisant le calcul à tout état nombre |n〉, on obtient :
g(2)(0) =
〈n|aˆ†aˆ†aˆaˆ|n〉
〈n|aˆ†aˆ|n〉2 =
(n− 1)n
n2
= 1− 1
n
. (2.36)
Dans le cas d’un état de Fock, g(2)(0) < 1 et donc V (nˆ) < 〈nˆ〉, la statistique
est donc sub-poissonienne. On peut montrer [91] en revanche, pour des sources
chaotiques de statistiques gaussiennes ou lorentzienne que g(2)(0) = 2. Les ﬂuc-
tuations d’intensité du champ chaotique expliquent le bunching observé pour
ces sources.
Dans n’importe quel cas, toute corrélation entre deux photons successive-
ment observés à un intervalle de temps τ disparaît quand τ → ∞. Ceci se
traduit par la limite :
g(2)(τ)→ 1 quand τ →∞ (2.37)
Ainsi lorsque g(2)(0) < 1 (par exemple dans le cas d’un état nombre), g(2)(0) <
g(2)(τ) pour un temps suﬃsamment long, ce qui implique un phénomène d’anti-
bunching. Dans le cas contraire, quand g(2)(0) > 1 alors pour τ suﬃsam-
ment grand, g(2)(0) > g(2)(τ) on parle de bunching. D’autre part, on peut
montrer qu’il est impossible d’obtenir une fonction d’autocorrélation telle que
g(2)(0) < 1 par une source classique. En eﬀet, un tel résultat implique dans une
description classique de la lumière une distribution de probabilité négative du
champ [91]. Il nous suﬃt donc de montrer que g(2)(0) < 1 pour prouver qu’une
source est non-classique. Toutefois, une étude plus complète de G(2)(t, t′) nous
donnera accès à la statistique du système en régime dynamique, nous étudie-
rons donc également cette valeur.
Application au système
Rappelons que la matrice densité permet de calculer la valeur moyenne 〈Oˆ〉
d’une observable Oˆ par l’intermédiaire de la formule :
〈Oˆ〉 = Tr
(
Oˆ ρˆ
)
. (2.38)
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Nous introduisons ici le super-opérateur d’évolution U(t, t′) associé à l’équation
maîtresse (2.24). Il fait évoluer le système entre les temps t′ et t. Le calcul de
la fonction de corrélation G(2)(t, t′) requiert la valeur d’une quantité de type
〈Oˆ2(t)Oˆ1(t′)〉 où Oˆ1 et Oˆ2 sont des observables du système. Pour une telle
quantité dépendant de deux temps successifs correspondant à deux mesures
successives, en représentation de Heisenberg, on utilise la suite d’opérations :
ρˆ(0)
Éq. pilote
//
U(0,t′)
  
ρˆ(t′)
Oˆ1 a` g.
// Oˆ1ρˆ(t
′)
Éq. pilote
//
U(t′,t)
''
U(t′, t)
[
Oˆ1ρˆ(t
′)
]
Oˆ2 a` d.

U(t′, t)
[
Oˆ1ρˆ(t
′)
]
Oˆ2
Le système évolue librement suivant l’équation maîtresse (2.24) jusqu’à t′
on applique alors Oˆ1 à gauche de ρˆ(t′), la matrice résultante Oˆ1ρˆ(t′) évolue
à nouveau suivant l’équation maîtresse jusqu’à t, on applique alors à droite
l’opérateur Oˆ2. Cette suite d’opérations conduit à l’égalité suivante :
〈Oˆ2(t)Oˆ1(t′)〉 = Tr
(
U(t, t′)
[
Oˆ1ρˆ(t
′)
]
Oˆ2
)
. (2.39)
Nous nous intéresserons ici à la dynamique interne du système, et donc aux
photons à l’intérieur de la cavité. Les opérateurs de destruction et de création
de photon considérés ici sont donc ceux de la cavité. Nous aborderons plus tard
le problème de la relation entre les photons de cavité et les photons observés à
l’extérieur. Si l’on revient à notre expression de la matrice densité dans l’espace
de Fock, ceci implique les égalités suivantes :
〈aˆ†aˆ〉t =
∑
nC ,nX
nCρnX ,nC ,nX ,nC (t)
〈aˆ†aˆ†aˆaˆ〉t =
∑
nX ,nC
nC(nC − 1)ρnX ,nC ,nX ,nC(t)
(2.40)
En considérant le système dans un état stationnaire, on trouve pour le cas
simple de la corrélation au même temps (τ = 0) :
g(2)(0) =
∑
nX ,nC
nC(nC − 1)ρnX ,nC ,nX ,nC(t)
(
∑
nX ,nC
nCρnX ,nC ,nX ,nC (t))
2
(2.41)
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Si nous considérons maintenant le problème à deux temps en ﬁxant t > t′,
g(2)(t, t′) s’écrit :
g(2)(t, t′) =
〈aˆ†t′ aˆ†t aˆtaˆt′〉
〈aˆ†t aˆt〉〈aˆ†t′ aˆt′〉
g(2)(t, t′) =
Tr(ρˆaˆ†t′ aˆ
†
t aˆtaˆt′)
Tr(ρˆaˆ†t aˆt)Tr(ρˆaˆ
†
t′ aˆt′)
,
(2.42)
soit, d’après la relation (2.39) :
g(2)(t, t′) =
Tr(aˆUt,t′
[
aˆUt′,0 [ρˆ] aˆ†
]
aˆ†)
Tr(aˆρˆ(t)aˆ†)Tr(aˆρˆ(t′)aˆ†)
g(2)(t, t′) =
Tr(aˆθˆ(t, t′)aˆ†)
Tr(aˆρˆ(t)aˆ†)Tr(aˆρˆ(t′)aˆ†)
,
(2.43)
où l’opérateur θˆ est lui-même déﬁni par la formule suivante :
θˆ(t, t′) = Ut,t′

 ∑
nX ,nC ,n
′
X
,n′
C
ρ˜n′
X
,n′
C
,nX ,nC (t
′)
√
nCn′C |n′X , n′C − 1〉〈nX, nC − 1|

 .
(2.44)
Physiquement, l’opérateur θˆ(t, t′) représente l’évolution de la matrice densité
lorsqu’un photon a été émis au temps t′. La fonction de corrélation s’écrit sous
sa forme développée de la façon suivante :
g(2)(t, t′) =
∑
nX ,nC
nCθnX ,nC ,nX ,nC (t, t
′)∑
nX ,nC
nCρnX ,nC ,nX ,nC(t)
∑
nX ,nC
nCρnX ,nC ,nX ,nC(t
′)
. (2.45)
Cette formulation est directement implémentée dans les calculs numériques.
Nous exposons rapidement le principe de ces calculs dans le paragraphe sui-
vant, un schéma de principe est proposé en annexe.
Principe du calcul numérique et conditions aux limites
Notre problème est donc réduit à un système d’équations diﬀérentielles
non-linéaires. Pour le résoudre, nous avons utilisé l’outil numérique dont le
protocole est exposé en annexe. La programmation numérique interdit la prise
en compte d’un grand nombre de particules dans le système.
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D’après les hypothèses de notre modèle, lorsqu’on excite faiblement le sys-
tème, les états comprenant un grand nombre de particules ont peu de chances
d’être observés et jouent donc un rôle négligeable dans la dynamique du sys-
tème. Pour vériﬁer cette hypothèse, nous avons étudié cette dynamique dans
les conditions favorables à l’antibunching en tenant compte des états à grand
nombre de particules. Puis nous avons comparé ces résultats et ceux obtenus
pour un nombre maximal de particules plus faible, et vériﬁé qu’ils demeurent
inchangés. Les courbes exposées ici ne considèrent que des états avec un maxi-
mum de 3 particules, mais du fait du blocage, les états à 4 particules ou plus
sont en réalité négligeables, leur introduction ne modiﬁant pas les résultats.
ωp
Lentille de collection
Montage HBT
Fig. 2.5: Principe de l’expérience. Un faisceau de faible intensité excite la cavité à
la fréquence ωp. Un photon absorbé dans la cavité est ré-émis par la boîte et est
collecté par un dispositif optique. Le faisceau est ensuite analysé par un montage de
type HBT (voir figure 2.4). La valeur de la réflectivité des miroirs peut être modifiée
pour permettre une meilleur extraction et favoriser une géométrie d’expérience en
transmission.
Dans chaque cas, nous partons d’un système vide. Une pompe est imposée
qui remplit le système en fonction du régime d’excitation. La modiﬁcation des
paramètres du système s’eﬀectue en faisant varier les paramètres de l’équa-
tion pilote. Diﬀérentes caractéristiques propres au système comme ω0X , ΩR, γX
et γC restant plus ou moins ﬁxées, on joue sur les paramètres ωnl, ωdotC , ωp
et F0(t) pour étudier la réponse du système. Le principe de l’expérience que
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nous proposons est schématisé sur la ﬁgure 2.5. Nous exposons maintenant les
résultats que nous avons obtenu en fonction des diﬀérents régimes d’excitation.
2.2.2 En excitation continue
Nous avons considéré une excitation de la forme suivante :
F0(t) = F0e−
(t−T )2
T2 pour t < T ,
F0(t) = F0 pour t > T .
(2.46)
La pompe augmente progressivement jusqu’à atteindre une valeur plateau F0,
évitant les oscillations parasites du système dues à la transition vers le régime
stationnaire (T est ainsi choisi grand devant 1/γC,X). Celui-ci est atteint pour
un temps d’évolution t′ suﬃsamment grand, c’est à dire ici pour t′ ≫ T , on
utilisera donc l’égalité :
g(2)(τ) =
〈aˆ†t′ aˆ†t′+τ aˆt′+τ aˆt′〉
〈aˆ†t′ aˆt′〉〈aˆ†t′+τ aˆt′+τ 〉
. (2.47)
La dépendance en énergie
Nous devons tout d’abord établir la valeur du facteur κ pour évaluer le
coeﬃcient non-linéaire ωnl. Pour le calcul de ce coeﬃcient, nous nous basons
sur les données expérimentales [33, 88], qui donnent κ ≃ 1.5.10−2 meV µm2.
Cette valeur correspond à un décalage vers le bleu de 0.15 meV en présence de
109 cm−2 excitons dans le puits quantique. Pour ﬁxer les idées, nous considérons
ici le cas d’un champ appliqué à une boîte cylindrique de diamètre 2R. D’autre
part, nous ﬁxons l’élargissement radiatif ~γC = 0.1 meV et la raie de l’exciton
~γX = 0.1 meV. On étudie le système lorsqu’un champ lui est appliqué à la
fréquence ωp, proche de la résonance du mode fondamental du polariton ωdotLP
qui s’exprime :
ωdotLP =
ωdotC + ω
0
X
2
− 1
2
√
(ωdotC − ω0X)2 + 4Ω2R . (2.48)
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Nous avons représenté sur la ﬁgure 2.6 la corrélation du second ordre g(2)(0)
en fonction de la fréquence d’excitation pour diﬀérents désaccords exciton-
photon dans une boîte photonique de 320 nm de diamètre. Pour chaque courbe,
−0.5 −0.4 −0.3 −0.2 −0.1 0 0.110
−1
100
101
bunching
anti−bunching
~ωp − ~ωdotLP (en meV)
g
(2
)
(0
)
Fig. 2.6: Fonction de corrélation du second ordre intracavité en fonction du désac-
cord entre la pompe et la fréquence de résonance ~ωp − ~ωdotLP en meV pour trois
désaccords exciton-photon δ = ~(ωdotC − ω0X) différents. En trait continu δ = 5 meV,
en pointillés : δ = 0 meV et δ = −5 meV en traits mixtes. Les valeurs des paramètres
sont : ~ωnl = 0.4 meV, ~γC = 0.1 meV, ~γX = 0.1 meV, ~ΩR = 2.5 meV, l’amplitude
d’excitation est ~F′ = 10−2 meV.
il existe un régime où g(2)(0) < 1, synonyme d’antibunching. Ce régime prend
place lorsque la pompe est proche de la résonance ωdotLP ou est faiblement déca-
lée vers le rouge. Cette situation correspond au régime de blocage tel que nous
l’avons décrit en début de chapitre. En eﬀet, l’injection de particules supplé-
mentaires dans le système est alors défavorisée par un décalage de la résonance
vers le bleu du fait de la répulsion Coulombienne entre polaritons. Nous ver-
rons dans les paragraphes suivants que pour des valeurs de ωnl importantes, le
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système tend vers une source lumineuse telle que g(2)(0) ≃ 0.
On remarque également que lorsque le système est excité à une fréquence
supérieure à la fréquence de résonance, g(2)(0) > 1 impliquant un régime de
bunching. L’injection de photons dans la cavité est donc favorisée par la non-
linéarité. Comme dans le régime de blocage, la résonance se décale vers le bleu.
Cependant, dans le cas présent, la résonance se réaccorde alors avec la pompe,
encourageant l’absorption de particules supplémentaires, donnant lieu au bun-
ching. Notons toutefois que le régime de bunching ne peut être correctement
décrit sur la ﬁgure 2.6, du fait de la coupure eﬀectuée dans le calcul numérique
sur le nombre maximum de particules dans la cavité. Une étude complète du
régime de bunching devrait prendre en compte les états plus peuplés et sort
du cadre de notre étude. L’allure de la courbe correspond cependant bien à ce
qui est attendu dans un système de ce type [79]. En eﬀet, le désaccord pompe-
cavité est compensé à un certain point par un nombre de particules déﬁni, ce
qui implique que la corrélation du second ordre ne diverge pas, même si elle
peut prendre des valeurs importantes.
Nous avons représenté trois courbes issues de simulations eﬀectuées pour
trois désaccords exciton-photon δ = ~(ωdotC − ω0X) diﬀérents sur la ﬁgure 2.6.
Chacun de ces désaccords correspond à un mélange exciton-photon diﬀérent
du polariton.
– L’antibunching est bien plus prononcé dans le cas d’un désaccord positif
(δ > 0). La partie excitonique étant prépondérante dans le polariton, la
répulsion Coulombienne est alors très eﬃcace, et mène à des valeurs de
g(2)(0) caractéristiques d’une source de photons uniques. Un désaccord
trop important est cependant exclu de notre analyse. En eﬀet, pour un
tel désaccord, l’écart en énergie entre le niveau de l’exciton et le polariton
de la branche basse (LP) serait inférieur à la largeur de raie de l’exciton
(|~ωdotLP − ~ω0X | < γX). Dans ce régime, la forme du polariton est impo-
sée par l’exciton. L’approximation monomode n’est donc plus valable, les
états d’excitons localisés créés par le désordre du puits quantique doivent
alors être pris en compte [65, 93].
– Dans le cas opposé, pour un désaccord exciton-photon négatif ou nul
(δ 6 0), les modes des excitons localisés sont très peu couplés au modes
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photoniques du fait du faible recouvrement des fonctions d’onde de ces
états. Pour des désaccord positifs d’importance raisonnable, ce recouvre-
ment est encore faible et on peut alors négliger les eﬀets du désordre.
Dans notre cas, pour δ = 5 meV, la séparation entre le mode fondamen-
tal du polariton et de l’exciton ~ωdotLP −~ω0X =1 meV est bien supérieur à
l’élargissement de l’exciton γX = 0.1 meV. L’approximation monomode
est donc toujours valable.
Les diﬀérents désaccords exciton-photon montrent chacun un minimum de
g(2)(0) pour des valeurs diﬀérentes du désaccord entre la fréquence de la pompe
et la fréquence de résonance du système. Plus le désaccord est positif, moins
la part photonique du polariton est prononcée. L’injection de particules est
alors moins eﬃcace loin de la résonance, ce qui explique le léger décalage des
minima de g(2)(0).
La géométrie
Pour évaluer l’impact du conﬁnement sur le régime de blocage il convient
de déterminer la dépendance de g(2)(0) en fonction de la valeur du terme ωnl.
D’autre part, de manière générale, l’injection ou le départ d’une particule de
la cavité est subordonnée à la largeur de raie du polariton γ :
γ = |CLP |2γC + |XLP |2γX , (2.49)
où |CLP |2 et |XLP |2 sont respectivement les fractions excitoniques et photo-
niques du polariton de la branche basse, obtenues grâce aux coeﬃcients de
Hopﬁeld XLP et CLP que nous avons introduits dans le premier chapitre. Ce-
pendant, si l’eﬀet répulsif contenu dans ωnl détermine la non-linéarité et le
décalage vers le bleu de la résonance, l’eﬀet de blocage n’est eﬃcace que si ce
décalage est au moins comparable la largeur de la raie. Un eﬀet de blocage
eﬃcace requiert donc une résonance aiguë, c’est à dire un bon facteur de qua-
lité, cette condition se traduit par la dépendance de g(2)(0) dans le ratio ωnl/γ.
Cette dépendance est présentée sur la ﬁgure 2.7. Par la suite, par souci de
clariﬁcation, on posera γC = γX = γ.
Comme nous l’avons dit précédemment, lorsque l’absorption d’un photon
suﬃt à décaler la résonance d’au moins une largeur de raie, le phénomène d’an-
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Fig. 2.7: Fonction de corrélation du second ordre intracavité de l’exciton g(2)exc(0)
(triangles) et du photon g(2)(0) (cercles) en fonction du facteur ωnl/γ pour trois
désaccords exciton-photon δ différents. Les valeurs prises par les paramètres sont :
~F0 = 10−2 meV, ~γX = ~γC = ~γ = 0.1 meV, ~ΩR = 2.5 meV et ωp = ωdotLP .
tibunching devient important. Autrement dit, lorsque ωnl/γ ∼ 1 le système
produit une lumière dont la statistique est sub-poissonienne. Ce paramètre est
en fait proportionel au rapport Q/V , directement relié à l’eﬀet Purcell [94],
où Q est le facteur de qualité de la cavité, et V le volume de conﬁnement du
photon. Avec la valeur de ~κ utilisée précédemment, un cylindre d’un diamètre
de 0.67 µm est suﬃsant pour obtenir ωnl/γ = 1. Si la taille de la structure
est encore réduite, alors on aura ωnl ≫ γ. L’introduction d’une particule dé-
cale la résonance de plusieurs largeurs de raies, on entre donc dans le régime
de blocage pur où un très faible nombre de particules peuvent se trouver au
même instant dans la cavité. Une représentation graphique de la dépendance
du facteur ωnl/γ en fonction des paramètres de la boîte est donnée sur la ﬁ-
gure 2.8. Prenons le cas d’une boîte photonique carrée dont le côté mesure 0.2
µm. Avec les mêmes paramètres, ωnl/γ = 8.4, ce qui peut engendrer, suivant
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le désaccord exciton-photon dans la cavité, une valeur de g(2)(0) inférieure à
0.1, un résultat correspondant à une statistique proche de celle d’une source
de photons uniques idéale.
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Fig. 2.8: Valeurs de ωnl/γ dans une boîte carrée en fonction de la largeur L de la
boîte et de la largeur de raie γ pour une valeur du coefficient d’interaction exciton-
exciton ~κ = 1.5 .10−2 meVµm2.
Aﬁn de mieux saisir l’asymétrie entre l’exciton et le photon au regard de la
non-linéarité du polariton, nous avons introduit la corrélation du second ordre
pour l’exciton, qui s’écrit à temps égaux :
g(2)exc(0) =
〈bˆ†bˆ†bˆbˆ〉
〈bˆ†bˆ〉2 , (2.50)
que nous calculons de la même façon que la corrélation du second ordre pour
le photon g(2)(0). Cette quantité ne peut être mesurée de manière directe mais
exprime cependant le processus de blocage du point de vue de l’exciton. On voit
2.2. Mise en évidence du régime de blocage 55
sur la ﬁgure 2.7 que g(2)exc(0) < g(2)(0) quelque soit le désaccord exciton-photon.
Le fait que l’exciton subit directement l’eﬀet de la non-linéarité provoque un
désaccord entre les niveaux d’excitons plus peuplés du puits quantique et le
fondamental du photon. Ce désaccord est subit directement par l’exciton et
indirectement par le photon. En d’autre termes, la transition :
|nX , nC〉 ΩR−→ |nX + 1, nC − 1〉 (2.51)
est défavorisée, ce qui explique la diﬀérence entre les deux fonctions de corré-
lations.
Population et temps caractéristique de sortie
Pour comparer les diﬀérentes caractéristiques de notre système avec celles
des autres sources non-classiques, nous examinons les propriétés de notre source
en géométrie de transmission. Dans une telle conﬁguration, la séparation spec-
trale des états photoniques de la boîte et de ceux de la cavité planaire doit
empêcher toute pollution du signal de détection par des modes qui ne sont
pas issus de la boîte. Comme il est montré expérimentalement dans la réfé-
rence [19], les modes de la cavité planaire sont à des énergies bien plus élevées
que celles de la boîte photonique. Une excitation résonante du mode fonda-
mental de la boîte ne peut donc pas exciter de polaritons dans les modes de
la cavité planaire. Les propriétés de cohérence du polariton à l’intérieur de la
cavité sont donc conservées lors de la transmission de la particule au champ
électromagnétique extérieur.
Il est important de connaître l’intensité du signal de sortie avant toute ex-
périence. Une source de photons uniques émettant trop de «paquets vides»,
c’est-à-dire des impulsions sans aucun photon, serait insatisfaisante. En ef-
fet, pour un taux d’émission de photons uniques demeurant très bas, on ne
peut pas faire passer beaucoup d’informations. D’un autre côté, une simple
source atténuée d’états cohérents serait également insatisfaisante, celle-ci pou-
vant être obtenue plus simplement à l’aide d’un laser atténué [71]. Pour éviter
ces deux extrêmes, un compromis doit être trouvé en maximisant la population
de photons présent dans la cavité Nph, tout en gardant une source lumineuse
de statistique fortement sub-poissonienne.
Nous avons représenté sur la ﬁgure 2.9 la dépendance en puissance de g(2)(0)
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Fig. 2.9: Fonction de corrélation du second ordre intracavité du photon (trait plein)
et population de photons au sein du système Nph (traits pointillés) en fonction du
facteur F20 /γ2. Le désaccord exciton-photon δ est égal à 5 meV, les valeurs prises par
les autres paramètres sont : ~ωnl = 1 meV, ~γX = ~γC = ~γ = 0.1 meV, ~ΩR = 2.5
meV, et ωp = ωdotLP .
et de Nph. Quand |F0|2/γ2 → 0, g(2)(0) converge vers une valeur minimum (in-
férieure à 0.07 sur la ﬁgure) de façon asymptotique. Dans le même temps, la
population de photons au sein de la cavité Nph tend vers 0. Lorsque |F0|2/γ2
augmente, Nph augmente, mais le caractère sub-poissonien de la lumière se dé-
tériore également. Le régime intermédiaire qui nous intéresse intervient lorsque
g(2)(0) est petit et que la population Nph est signiﬁcative. Pour les paramètres
utilisés dans la ﬁgure 2.9, le cross-over entre les deux tendances a lieu lorsque
Nph ∼ 10−2.
Sur la ﬁgure 2.10, nous avons représenté la dépendance au temps relatif
τ de g(2)(τ). Cette dépendance est donnée pour deux intensités diﬀérentes de
façon à illustrer la dépendance en puissance de g(2)(τ). La forme de la courbe
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Fig. 2.10: Fonctions de corrélation du second ordre intracavité du photon g(2)(t−t′)
à t’ fixé en fonction du temps pour deux puissances d’excitation différentes. Le
désaccord exciton-photon δ = 5 meV. Les valeurs prises par les autres paramètres
sont : ~ωnl = 1 meV, ~γX = ~γC = ~γ = 0.1 meV, ~ΩR = 2.5 meV, et ωp = ωdotLP .
présente un «trou» centré sur τ = 0 qui correspond à une forte réduction du
nombre de doubles coïncidences dans une détection de type HBT, c’est à dire
de la détection de photons groupés. Pour un temps τ suﬃsamment long, ici
pour τ ≃ 10/γ, le système perd toute corrélation, et g(2)(τ)→ 1.
Il est clair que la largeur temporelle du trou de l’antibunching est direc-
tement reliée à la valeur de l’élargissement du polariton γ au moins dans la
limite où |F0|2/γ2 → 0. Dans ce cas, la population injectée est faible et l’on
est quasiment assuré de n’avoir qu’un seul photon dans la cavité. Or, le temps
caractéristique de sortie de la cavité du photon est 1/γ, ce qui conditionne le
temps de vie de l’état non-classique dans la cavité.
Pour des puissances plus importantes, nous avons vu que les états à plu-
sieurs particules sont plus peuplés, ce qui modiﬁe la statistique de la source
vers un antibunching moins marqué. D’autre part, le couplage entre la pompe
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et l’état vide |0, 0〉 est plus important, ce qui facilite l’injection d’un photon
dans une cavité qui vient d’émettre et diminue ainsi la largeur temporelle du
trou.
2.2.3 En excitation pulsée
Notre eﬀet de blocage quantique repose sur une excitation à résonance et
nous avons prouvé qu’il permet de produire une lumière non-classique pour
une excitation continue. Nous montrons ici que cet eﬀet est toujours considé-
rable dans le régime d’excitation pulsée.
Principe
L’étude du régime pulsé présente un intérêt évident dans le cadre de l’étude
d’une source de photons uniques. En eﬀet, dans ce régime, la production de
photons uniques se fait à la demande avec un taux de répétition contrôlé. Notre
modèle donnant accès à la dynamique de la réponse du système, nous avons
simulé une expérience dont le schéma expérimental est identique au précédent,
avec une source émettant des trains d’impulsions séparés par un temps ∆T
déﬁnissant un taux de répétition Γ. Le terme de source s’écrit maintenant :
F0(t) =
∑
n∈Z
F0e−
(t−n∆T )2
(∆tp)2 , (2.52)
où ∆tp est la largeur temporelle de chaque impulsion.
Plusieurs problèmes se posent dans l’utilisation d’une telle source. D’abord,
le temps entre les impulsions doit être suﬃsamment long devant le temps de
sortie de la cavité pour éviter le blocage des trains suivants, soit :
1
∆T
= Γ≪ γ . (2.53)
D’autre part, la largeur temporelle des trains doit être suﬃsamment élevée
pour que la fréquence d’excitation soit bien déﬁnie, on évite ainsi l’introduc-
tion de photons au-dessus de la résonance pour une excitation spectralement
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trop large. Nous traitons en détail ces diﬀérents aspects dans la suite.
Résultats et population
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Fig. 2.11: (a) Corrélation du second ordre G moyennée en intensité au même temps,
en fonction de la largeur temporelle des pulses ∆tp et de la valeur du désaccord
pompe-résonance. Les impulsions sont séparées les unes des autres de 60 ps. Para-
mètres : ~(ωdotC −ω0X) = 5 meV, ~ωnl = 1.1 meV, ~ΩR = 2.5 meV, ωp−ωdotLP = −0.05
meV, ~γX = ~γC = ~γ = 0.1 meV, soit 1/γ = 6.6 ps. Enfin, la valeur maximale de
l’intensité est définie par |F0|2/γ2 = 0.09.
Pour comprendre l’inﬂuence de la dynamique de l’injection des photons
de source sur le caractère non-classique de la source, nous introduisons la
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corrélation du second ordre moyennée en intensité au même temps déﬁnie par
G =
∫
dtg(2)(t, t)Nph(t) . (2.54)
Sa représentation en fonction de la largeur des pulses d’excitation et du désac-
cord entre la pompe et la résonance du fondamental est donnée sur la ﬁgure
2.11.
Dans cette ﬁgure, le temps ∆T entre chaque impulsion a été choisi très
grand devant 1/γ pour éviter la superposition des trains d’onde. Lorsque des
impulsions ont une largeur temporelle étroite, leur largeur spectrale est impor-
tante, l’excitation se fait alors de part et d’autre de la résonance, brouillant
l’antibunching (G > 1). A l’inverse, si l’on réduit la largeur spectrale de la
pompe, la valeur du désaccord pompe-résonance devient important, on se rap-
proche donc du cas de l’excitation en continu. Ici, nous cherchons à augmenter
le taux de répétition de la source tout en évitant la superposition des trains
d’onde, on doit donc chercher un compromis entre ces deux aspects, ce qui
aboutit au résultat présenté sur la ﬁgure 2.12.
En cherchant un compromis sur les conditions énoncées précédemment,
nous avons obtenu la ﬁgure 2.12(a) qui représente la dépendance de G(2)(t, t′)
en fonction du temps relatif t − t′. Notons que nous n’étudions pas directe-
ment la valeur normalisée g(2)(t, t′), la cavité se vidant entre chaque paquet.
Le caractère non-classique de la source en régime pulsé est démontré par la
réduction du pic central. Celui-ci serait maintenu constant dans le cas d’une
source de statistique poissonienne, comme par exemple un laser atténué.
Pour évaluer le nombre de photons uniques émis par notre source, on calcule
le nombre moyen de photons émis par impulsion η :
η = γC
∫
∆T
Nph(t)dt , (2.55)
où ∆T est l’intervalle de temps entre deux impulsions. Sur la ﬁgure 2.12(b),
on voit que pour Γ = γ/10, les paquets ne se superposent pas. L’évaluation du
taux d’informations transmises par notre source, passe par le calcul du taux de
bits d’information eﬀectivement émis r. Ici il s’agit du nombre de bits émis par
seconde multiplié par la probabilité d’émission d’un photon par impulsion η
soit r = ηΓ. D’après la ﬁgure 2.12(b), on trouve η = 0.01, ce qui induit un taux
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Fig. 2.12: (a) Corrélation du second ordre G(2)(t, t′) pour t′ = 6 ps dans le cas
d’une excitation par un train d’impulsions Gaussiennes (de largeur temporelle de 5
ps) séparées les unes des autres de 60 ps. A côté de chaque pic est indiquée son aire
normalisée. (b) Population de photons au sein de la cavité correspondanteNph(t). En
pointillés, allure de l’amplitude d’excitation F0(t). Paramètres : ~(ωdotC − ω0X) = 5
meV, ~ωnl = 1.1 meV, ~ΩR = 2.5 meV, ωp − ωdotLP = −0.05 meV, ~γX = ~γC =
~γ = 0.1 meV, soit 1/γ = 6.6 ps. La valeur maximale de l’intensité est définie par
|F0|2/γ2 = 0.09.
r proche de 0.1 GHz. Ce taux est à comparer avec celui obtenu par exemple
dans les centres N-V colorés du diamant qui s’élève à environ 10 kHz [73].
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2.2.4 Contraintes et limites du modèle
Comme nous en avons discuté plus tôt, notre modèle souﬀre de quelques
défauts. Tout d’abord une incertitude pèse sur la valeur du coeﬃcient κ. La
valeur phénoménologique choisie ici est issue de plusieurs expériences, mais
aucune étude expérimentale approfondie de la non-linéarité n’a été publiée
à notre connaissance. Ce facteur joue pourtant un grand rôle dans les expé-
riences menées dans ces systèmes à propos de l’ampliﬁcation ou de l’oscillation
paramétrique optique [10,12,95]. Notons cependant que c’est sur le paramètre
ωnl/γ que reposent les eﬀets non-classiques. Un aﬃnement de la largeur de raie
entraîne des eﬀets non-linéaires plus importants, mais elle abaisse cependant
le temps de sortie de la cavité. En prenant en compte ces remarques, un bon
antibunching peut être atteint pour une cavité de quelques centaines de nano-
mètres de large.
Le modèle ne traite pas précisément des conditions d’extraction de la lu-
mière. On peut donner plusieurs idées pour résoudre le problème de l’excitation
à résonance. L’expérience en transmission est indispensable pour éviter d’ob-
server les photons de la source lors de la collection. D’autre part, il est possible
de fabriquer une cavité dont les miroirs sont dissymétriques de façon à favo-
riser la sortie des photons d’un côté de la structure plutôt que l’autre. Enﬁn,
comme nous l’avons indiqué, à résonance, tout photon absorbé par la structure
le sera au niveau de la boîte et non au niveau de la structure planaire grâce
à la bonne séparation spectrale des modes [19], évitant toute pollution de la
statistique des photons issus de la boîte par les photons de la cavité.
2.3 Conclusion et perspectives
En conclusion, nous avons présenté les possibilités engendrées par le conﬁ-
nement des modes photoniques couplés avec les modes excitoniques. La dy-
namique non-linéaire de l’exciton du puits quantique couplé au photon per-
met de réaliser des sources de lumières non-classiques dont les propriétés sont
bien contrôlées. Le choix de la fréquence de résonance est assez libre, puis-
qu’elle peut être modiﬁée lors de la fabrication de la structure. Ces eﬀets
non-classiques sont observés en régime continu mais aussi en régime pulsé, ce
qui peut déboucher sur une source de photons uniques alternative présentant
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certains avantages, mais aussi certains inconvénients par rapport aux sources
existantes. Une autre possibilité est de conserver les polaritons dans un réseau
et les faire transiter de site en site, créant un circuit de polaritons, le mécanisme
de blocage permettant de créer l’équivalent d’une porte logique.
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Chapitre 3
Corrélations quantiques
signal-complémentaire dans des
processus paramétriques
dégénérés
Après avoir utilisé les interactions non-linéaires observées dans les micro-
cavités pour engendrer des oscillateurs paramétriques à très bas seuil [9,12,33,
43, 88, 96–100], de nombreux travaux se sont intéressés aux propriétés quan-
tiques de la lumière issues de l’émission paramétrique [15,16,85,101–104]. Ces
travaux s’appuient sur l’hypothèse que des propriétés non-classiques comme
l’intrication ou l’existence d’un état comprimé à deux modes existent entre les
paires signal et complémentaire [105,106] générées par la diﬀusion cohérente de
deux polaritons de pompe placé à l’«angle magique» [11,95]. Le problème ren-
contré par l’utilisation de ces processus est le déséquilibre entre l’intensité des
deux signaux faisceaux observés. Cette asymétrie est préjudiciable à l’observa-
tion de corrélations quantiques en variables continues à l’extérieur de la cavité.
Cette asymétrie a été levée dans une expérience récente [23,24,107,108] en
utilisant une paire de faisceaux incidents identiques, mais de vecteurs d’onde
planaires opposés, placés à un angle inférieur à l’angle magique. Dans cette
géométrie, les paires de faisceaux signal et complémentaire sont parfaitement
symétriques, dégénérés en énergie avec les deux pompes et de vecteurs d’onde
opposés. Dans une cavité planaire, avec une telle conﬁguration, la représenta-
tion dans l’espace réciproque de la ﬂuorescence paramétrique épouse la forme
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d’un anneau du même rayon que le vecteur d’onde de la pompe (voir ﬁgure 3.1).
Une autre façon de lever la diﬃculté posée par l’asymétrie de la cavité consiste
à exciter à incidence normale une microcavité multiple possédant plusieurs
branches photoniques [109] et à observer le processus horizontal. Signalons
que ces eﬀets sont également observés dans des matériaux semiconducteurs
diﬀérents, comme les matériaux de type χ(2) [110, 111].
(a) (b)
Fig. 3.1: Profil d’émission dans l’espace réciproque d’une microcavité semiconduc-
trice tiré de l’expérience de Romanelli et coll [24] pour des régimes d’excitation en
dessous du seuil (a) et au dessus du seuil (b).
Dans ce contexte, il est très intéressant de pouvoir évaluer les performances
du système, c’est à dire de caractériser aussi bien l’impact des pertes radia-
tives ou non-radiatives que la compétition entre modes ou la diﬀusion multiple
sur les corrélations quantiques. Une approche telle que le mélange à quatre
ondes est inopérante pour décrire ces phénomènes, qui requièrent une descrip-
tion multimode du fait de la nature des processus mis en jeu. De plus, toute
hétérostructure étant imparfaite, l’étude d’un désordre statique imposé par le
cristal est également incontournable. Celui-ci est en eﬀet responsable de la dif-
fusion élastique des photons de pompe, qui créé elle aussi un anneau lumineux
dans l’espace réciproque appelé anneau Rayleigh. Les photons issus de cet an-
neau de leur côté, ne sont pas corrélés.
Nous présentons dans ce chapitre une étude théorique de ces problèmes
par l’intermédiaire de la méthode de Monte Carlo quantique appliquée à la
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représentation de Wigner [103]. Nous commençons par présenter la technique
de Monte Carlo appliquée à notre modèle ainsi que les observables pertinentes
pour qualiﬁer les corrélations quantiques. Nous présentons ensuite une étude
de la population obtenue par nos simulations, puis des corrélations quantiques.
Nous comparons ﬁnalement ces résultats à ceux obtenus par un modèle sim-
pliﬁé.
3.1 Présentation du modèle
Dans la suite de ce chapitre, nous décrivons la physique d’une microcavité
planaire. L’excitation de cette cavité sera toujours trop faible pour atteindre
un régime de saturation. Comme nous nous plaçons dans un régime dilué, où
la densité d’excitons est négligeable devant nsat, et que d’autre part, la densité
de photons est comparable à la densité d’excitons, nous négligerons l’inﬂuence
des termes de saturation dans notre modèle. Un schéma de l’expérience est
proposé sur la ﬁgure 3.2.
3.1.1 Hamiltonien et équations de champ moyen
Mise en équation du système
Nous reprenons le Hamiltonien obtenu dans le chapitre précédent, en sup-
primant les termes de saturation :
H =
∫
dxΨˆ†i(x)
[
h0i,j(−i∇) + Vi(x)δi,j
]
Ψˆj(x)
+
~κ
2
∫
dxΨˆX(x)
†ΨˆX(x)
†ΨˆX(x)ΨˆX(x) +
∫
dx~Fp(x, t)Ψˆ
†
C(x) + h.c. .
(3.1)
Le potentiel dû au désordre statique sera modélisé dans la suite par le terme
VX,C(x). Le terme de pompe Fp(x, t) a été légèrement modiﬁé, nous donnerons
son expression de façon explicite par la suite. La dynamique du spin engen-
drant un certain nombre de mécanismes supplémentaires [81, 112–114] qui ne
sont pas l’objet de notre étude, nous supposons que l’on excite la cavité par des
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pompes de polarisation circulaire, ce qui supprime le degré de liberté du spin,
et simpliﬁe notre problème. Comme dans le chapitre précédent, les interactions
exciton-exciton sont modélisées par un terme d’ordre quartique multiplié par
le facteur d’interaction κ. Ici encore nous nous basons sur une valeur proche
de l’expérience, soit ~κ ≃ 1.10−2 meVµm2. Notons que cette valeur doit être
théoriquement modiﬁée du fait de la discrétisation de l’espace. Pour calculer
la valeur de ce paramètre, on doit choisir ~κ de façon à ce que la matrice de
diﬀusion de l’espace discrétisé soit la plus proche possible de la matrice de
l’espace réel. Si la matrice de diﬀusion ne présente pas de résonance de Fesh-
bach dans la zone étudiée, l’approximation employée est alors valable pour des
interactions faibles [115].
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Fig. 3.2: (a) Schéma de principe de l’expérience modélisée. Deux faisceaux viennent
exciter la cavité à des angles opposés. (b) Dispersion en énergie des branches de
polariton basse et haute (trait continu) et des excitons et des photons (pointillés).
Les points sur la dispersion du polariton de branche basse (LP) indiquent les vecteurs
d’onde des pompes. Les paramètres sont ~ΩR = 2.5 meV, ~ω0C = 1400 meV, ~ω
0
X =
1400.5 meV, kz = 20 µm−1 et kp = 0.6891 µm−1.
Aﬁn d’identiﬁer les diﬀérents régimes du système, nous étudions dans un
premier temps la théorie de champ classique appliquée au Hamiltonien (3.1).
On remplace les opérateurs ΨˆX,C(x) par les nombres complexes ψX,C(x) re-
présentant la valeur moyenne du champ ψX,C(x) = 〈ΨˆX,C(x)〉. Puisque nous
étudions un système dilué où les interactions entre les bosons sont faibles, les
ﬂuctuations du champ sont faibles tant que la solution du problème en champ
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moyen est stable, et donc que cette solution fournit une valeur bien établie de
la partie cohérente du champ. Nous utiliserons les résultats de la théorie de
champ moyen pour situer le régime du système par rapport au seuil d’instabi-
lité. Le champ électrique de la pompe s’écrit :
Fp(x, t) = Fp(e
−ikpx + eikpx)e−iωpt . (3.2)
Ce champ décrit deux pompes monochromatiques de vecteurs d’onde opposés
orientés suivant l’axe des x. Les deux faisceaux sont d’égale amplitude Fp, et
de même fréquence ωp. En appliquant ces hypothèses au Hamiltonien (3.1), on
en déduit les équations d’évolution de champs moyen :
i~
d
dt
(
ψC(x)
ψX(x)
)
=
(
~Fp
0
)
(e−ikpx + eikpx)e−iωpt
+
[
h1 +
(
0 0
0 ~κ|ψX(x)|2
)](
ψC(x)
ψX(x)
)
. (3.3)
où l’opérateur linéaire h1 est déﬁni par :
h1 = h0 +
(
VC(x)− i~γC/2 0
0 VX(x)− i~γX/2
)
. (3.4)
Cette égalité correspond à une équation de Gross-Pitaevskii appliquée à notre
système de polaritons en cavité [56]. Notons que nous avons inclus les termes
de pertes dans le calcul par le biais des coeﬃcients γX et γC , largeurs de raie
de l’exciton et du photon respectivement. Ceux-ci sont introduits en utilisant
la théorie quantique standard de l’amortissement [91,103], à travers l’équation
maîtresse introduite au chapitre précédent.
Régime stationnaire, régime de diffusion résonante
Dans le cas homogène, où
VX(x) = VC(x) = 0 ∀x , (3.5)
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au vu des symétries du système, les solutions stationnaires de même plan
d’onde auront la forme :
ψX,C(x) = ψ
ss
X,C
(
eikpx + e−ikpx
)
e−iωpt , (3.6)
où les coeﬃcients ψssX,C sont obtenus à partir des équations :(
eikpx + e−ikpx
) ((
ωX − ωp + κ|ψssX |2|eikpx + e−ikpx|2 − iγX/2
)
ψssX + ΩRψ
ss
C
)
= 0 ,(
eikpx + e−ikpx
)
((ωC(kp)− ωp − iγC/2)ψssC + ΩRψssX ) = −Fp
(
eikpx + e−ikpx
)
.
(3.7)
Puisque la cavité n’est pas excitée à l’angle magique, l’inﬂuence des processus
de vecteur d’onde 3kp est négligeable sur le régime stationnaire de la cavité.
Pour simpliﬁer les équations, nous coupons ces termes qui apparaissent dans le
développement de la première équation, on projète donc l’équation précédente
sur les ondes planes de vecteurs d’onde ±kp. Il vient :(
ωX − ωp + 3κ|ψssX |2 − iγX/2
)
ψssX + ΩRψ
ss
C = 0 ,
(ωC(kp)− ωp − iγC/2)ψssC + ΩRψssX = −Fp .
(3.8)
Notons que ces équations sont identiques aux équations d’état pour une seule
pompe à l’exception du coeﬃcient du terme non-linéaire [85,116]. Notons que
ces équations sont analogues aux équations utilisées pour décrire les condensats
de Bose [56]. La diﬀérence entre ces deux systèmes réside dans la fréquence
d’oscillation qui est ﬁxée dans le cas du condensat par le potentiel chimique.
Ici, nous sommes dans un système hors-équilibre où la pompe ﬁxe la fréquence
et qui, par conséquent, est ici un paramètre ajustable.
Pour vériﬁer la stabilité des solutions, on linéarise l’équation (3.3) autour
des solutions stationnaires. Des perturbations peuvent être produites par des
ﬂuctuations du champ de pompe ou venir de la diﬀusion des polaritons sur
un défaut du cristal. Dans la zone de stabilité, la réponse du système à une
petite perturbation est donnée en utilisant une théorie linéarisée proche de
la théorie de Bogoliubov linéarisée des gaz de Bose en interaction faible [56].
Si l’on déﬁnit les champs variant lentement par rapport à la fréquence de la
pompe par :
δφX,C(x, t) = δψX,C(x, t)e
iωpt , (3.9)
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l’équation du mouvement du vecteur :
δφ(x, t) =


δφC(x, t)
δφX(x, t)
δφ∗C(x, t)
δφ∗X(x, t)

 , (3.10)
s’écrit :
i
d
dt
δφ(x, t) = Lδφ(x, t) + fpert , (3.11)
où fpert est le terme source de la perturbation. L’expression de fpert dépend
évidemment de la perturbation considérée. L’opérateur linéaire L est :
L =

ΛC(−i∇)− iγC/2 ΩR 0 0
ΩR ΛX − iγX/2 + 2κ|ψcmX |2(x) 0 κψcmX 2(x)
0 0 −ΛC(−i∇)− iγC/2 −ΩR
0 −κψcmX ∗2(x) −ΩR −ΛX − iγX/2− 2κ|ψcmX |2(x)

 ,
(3.12)
où ΛC(−i∇) = ωC(−i∇)− ωp, ΛX = ωX − ωp et ψcmX (x) = 2ψssX cos(kpx). Les
valeurs propres de cette matrice sont les modes de Bogoliubov ω±LP,UP (k). A
chaque vecteur d’onde k correspond donc 4 branches de polariton. Pour chaque
branche LP ou UP , il existe une branche + et un branche −, image l’une de
l’autre à travers la transformation {(k → 2kp − k), (ω → 2ωp − ω)}. Si les
parties imaginaires de ces valeurs propres sont négatives pour tout k, ce qui
est toujours le cas quand il n’y a pas d’interaction exciton-exciton, c’est-à-dire
quand κ = 0, la solution de champ moyen est stable. Il suﬃt que l’une d’entre
elles soit positive pour invalider la solution proposée.
Si l’instabilité concerne uniquement le mode de pompe, on obtient une in-
stabilité de type Kerr. Dans le cas qui nous intéresse, lorsque l’instabilité est
due à la formation de paires signal-complémentaire, on parle d’instabilité pa-
ramétrique [116]. Nous avons représenté sur la ﬁgure 3.3 l’énergie de champ
moyen correspondant aux solutions stationnaires en fonction de l’intensité de
la pompe. Nous avons considéré dans les deux courbes deux désaccords pompe
polariton diﬀérents correspondant à deux régimes d’instabilité diﬀérents. Dans
le premier cas, le désaccord ωp > ωLP (kp) donne lieu au régime de bistabilité,
qui se traduit par la courbe en forme de S. La boucle d’hystérésis formée par la
bistabilité a été observée expérimentalement sous excitation par un seul fais-
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ceau à incidence nulle [13] et quasi-nulle [14]. La partie instable de la branche
est tracée en pointillés, tandis que les points stables sont représentés par des
cercles. Sur l’autre ﬁgure nous avons représenté la même courbe, pour une
désaccord nul ωp = ωLP (kp). On observe toujours l’existence de l’instabilité
paramétrique, mais plus de bistabilité, le régime correspond à celui d’un limi-
tateur optique.
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Fig. 3.3: Energie de champ moyen δcm = ~κ|ψcmX |2(kp) en meV exprimée en fonction
de l’intensité de pompe Ip. Les paramètres utilisés dans les deux cas sont ~ΩR = 2.5
meV, ~ω0C = 1400 meV, ~ω
0
X = 1400.5 meV, kz = 20 µm
−1 et kp = 0.6891 µm−1,
~γC = ~γX = 0.1 meV. (a) Courbe de bistabilité obtenue pour ωp − ωLP (kp) = 0.6
meV. Le domaine stable est dessiné par des cercles, tandis que le domaine instable
est représenté par une courbe en pointillés. (b) Courbe sans bistabilité, présentant
toutefois un domaine d’instabilité paramétrique (en pointillés), le désaccord pompe
résonance est ici nul (ωp − ωLP (kp) = 0).
Dans la suite, nous nous placerons dans le second régime, où nous bé-
néﬁcierons de la production de paires signal-complémentaire en dehors de la
pompe et où le système n’est pas perturbé par la bistabilité. Nous choisis-
sons donc une pompe à résonance avec la branche basse du polariton soit
ωp = ωLP (kp). La diﬀusion des paires de polaritons de pompe par les interac-
tions non-linéaires crééent alors des paires de polaritons signal-complémentaire
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de vecteurs d’onde opposés ±k. En prenant en compte un léger déplacement
vers le bleu de l’énergie des modes du fait des interactions, la conservation de
l’énergie et du moment est satisfaite si ωs = ωi = ωp et ‖k‖ = ‖kp‖, c’est à
dire sur l’anneau de luminescence paramétrique de rayon ‖k‖ = ‖kp‖.
3.1.2 La méthode de Monte Carlo quantique
Pour étudier les ﬂuctuations quantiques de façon complète et leur évolu-
tion en fonction des diﬀérents régimes du système, nous cherchons les solu-
tions numériques des équations stochastiques de la représentation de Wigner
des champs bosoniques du photon et de l’exciton. Avec cette technique, nous
sondons la dynamique du système en prenant en compte son caractère multi-
mode, indispensable à la compréhension des phénomènes en jeu dans une telle
conﬁguration. Nous avons ainsi accès aux ﬂuctuations autour du champ moyen
quelque soit son intensité.
Représentation de Wigner, équation stochastique
On applique le formalisme de la représentation de Wigner aux champs pho-
toniques et excitoniques. La représentation de Wigner des champs ΨˆC,X(x) est
déﬁnie par une fonction de distribution de quasiprobabilité W [ψC,X ] dans l’es-
pace fonctionnel des champs à valeurs complexes ψC,X [91]. Pour implémenter
cette distribution dans un modèle numérique, nous utilisons une grille dis-
crète et ﬁnie. Nous avons choisi de travailler dans une grille de nx × ny points
séparés de façon régulière les uns des autres par une longueur lx,y suivant
les axes x et y respectivement, et ce, dans une boîte de dimensions latérales
Lx × Ly = nxlx × nyly.
Sous une condition de dilution qui s’écrit γX,C ≫ g/(lxly), l’évolution de
la distribution W peut être approchée, en utilisant l’approximation de Wigner
tronquée [117], par une équation de Focker-Planck. La matrice de diﬀusion de
cette équation est alors déﬁnie positive sans les termes d’ordre supérieurs, ga-
rantissant que W est toujours positive. Nous pouvons donc représenter le pro-
blème par l’intermédiaire de l’équation diﬀérentielle stochastique des champs
ψC,X . Si l’on pose lxly = dV le volume d’une cellule élémentaire du réseau sur
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lequel le champ est discrétisé, il vient l’équation :
d
(
ψC(x)
ψX(x)
)
= −idt
(
Fp
0
)
(e−ikpx + eikpx)e−iωpt
− idt
[
h1/~ +
(
0 0
0 κ
(|ψX(x)|2 − 1dV )
)](
ψC(x)
ψX(x)
)
+
1√
4dV
(√
γCdWC(x)√
γXdWX(x)
)
, (3.13)
où dWX,C sont les termes de bruit blanc. Ils sont donc de moyenne nulle et
non-corrélés, ce qui s’écrit :
dWi(x)dWi(x′) = 0 ,
dWi(x)dW
∗
j (x
′) = 2dtδx,x′δi,j .
(3.14)
La condition initiale est une cavité vide, les champs sont donc tous décrits par
des variables aléatoires gaussiennes non corrélées :
ψi(x)ψi(x) = 0 ,
ψi(x)ψ
∗
j (x
′) =
1
2dV
δij .
(3.15)
Lorsque l’on eﬀectue une simulation de type Monte Carlo, un grand nombre
de conﬁgurations de départ est tiré. Ces conﬁgurations évoluent en obéissant à
l’équation numérique (3.13). Le bruit blanc rajouté correspond au bruit quan-
tique présent dans le système. Notons que ce bruit joue un rôle prépondérant
en cas de phénomènes de basse intensité. A haute intensité, la dynamique est
dominée par les eﬀets classiques. Cependant, notre équation permet d’évaluer
la statistique des champs dans chacun de ces régimes. Nous détaillons dans la
suite le calcul des moments qui qualiﬁent la statistique du système.
Principe du calcul des moments
Pour déterminer les valeurs prises par les observables, nous devons calculer
leur valeurs moyennes à partir des champs stochastiques. Pour cela on doit faire
la moyenne des résultats de l’équivalent classique de l’observable sur toutes
les conﬁgurations. Les moments de la fonction de Wigner donnent la valeur
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moyenne des opérateurs complètement symétrisés, soit :
〈O1...ON〉W = 1
N !
∑
P
〈OˆP (1)...OˆP (N)〉 , (3.16)
où la somme est faite sur toutes les permutations de l’ensemble {1...N}. Chaque
opérateur Oˆi désigne ici la composante d’un champ quantique, tandis que O1
est le champ stochastique correspondant.
Rappelons la relation entre les opérateurs de l’espace réel et de l’espace
réciproque, obtenue au chapitre précédent :
ΨˆC(x) =
∫
dk√
A
aˆke
−ikx , ΨˆX(x) =
∫
dk√
A
bˆke
−ikx . (3.17)
Ici nous évoluons sur une grille de largeur Lx × Ly la zone de quantiﬁcation
A = LxLy est découpée en nx × ny points, l’intégrale devient une somme
discrète sur le réseau. Il vient :
ΨC(x) =
1√
LxLy
∑
k
eikxaˆk ,
ΨX(x) =
1√
LxLy
∑
k
eikxbˆk .
(3.18)
A l’aide de ces égalités nous pouvons établir la relation qui relie les moments
des champs stochastiques aux diﬀérentes observables du champ, comme par
exemple la population de photons au sein de la cavité. Celle-ci s’écrit nˆk =
aˆ†kaˆk, ce qui devient en terme de moments :
〈nˆk〉 = 1
2
〈aˆ†kaˆk + aˆkaˆ†k〉 −
1
2
〈nˆk〉 = 1
2
〈nk〉W − 1
2
=
LxLy
(nxny)2
|ψ˜C [k]|2 − 1
2
,
(3.19)
où ψ˜C [k] est un champ stochastique complexe associé à l’opérateur Ψ˜C [k]. Ces
champs complexes commutant automatiquement entre eux, ils correspondent
nécessairement à l’opérateur symétrisé auquel ils sont associés. Notons que du
fait de la transmitivité des miroirs, les observables du champ électromagné-
tique intracavité sont transferées aux observables de l’extérieur de la cavité
avec le même vecteur d’onde transverse.
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3.2 La fluorescence paramétrique
Nous décrivons la dynamique de la population au sein de la cavité, sui-
vant diﬀérents régimes. A basse intensité d’abord, nous décrivons le régime
de ﬂuorescence paramétrique dans une cavité parfaite. Nous étudions ensuite
l’évolution de la ﬂuorescence pour une puissance de plus en plus importante
puis nous caractérisons cette dépendance. Nous étudions enﬁn le cas d’un po-
tentiel désordonné et évaluons son impact sur la luminescence.
3.2.1 Sans désordre
Nous avons représenté sur la ﬁgure 3.4 la population de photon en état sta-
tionnaire obtenu par le modèle numérique, pour une pompe en-dessous du seuil
d’oscillation paramétrique. On voit clairement l’anneau de ﬂuorescence para-
métrique correspondant aux processus (kp,−kp) → (k,−k) où ‖k‖ . ‖kp‖,
cette inégalité étant due au décalage vers le bleu des modes de polariton. On
distingue également d’autres processus en plus de l’anneau de ﬂuorescence.
Ainsi, on distingue les deux points opposés situés à k = ±3kp dus au mélange
à quatre ondes (±kp,±kp) → (±3kp,∓kp). Ceux-ci sont issus de l’ampliﬁ-
cation paramétrique entre les deux pompes où chacune joue le rôle de sonde
pour l’autre. Comme ces deux spots sont produits par eﬀet stimulé, il gardent
les propriétés de cohérence des deux modes de pompes. On observe également
des points lumineux de part et d’autre de chaque pompe, au voisinage de kp
sur l’axe des x. Ces processus sont issus d’eﬀets spontanés de la luminescence
paramétrique à travers le processus (±kp,±kp)→ (±kp+ δk,±kp− δk), avec
‖δk‖ ≪ ‖kp‖. Les deux pompes étant à un angle inférieur à l’angle magique,
il n’y a pas à la fois d’accord de phase et de conservation de l’impulsion avec
le bas de la branche basse (LP ), ce processus est donc peu favorisé et son
intensité est moins importante que celle des autres points. L’ensemble de ces
processus sont représentés schématiquement sur la ﬁgure 3.5.
Pour quantiﬁer l’intensité émise sur l’anneau et étudier le problème des
paires de polaritons signal-complémentaire, nous cherchons à étudier l’évolu-
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Fig. 3.4: Population de photons dans l’espace des k au sein de la cavité obtenu
par la simulation de Monte Carlo. L’amplitude de pompe ~Fp =0.5 meV.µm−1 est
sous le seuil d’oscillation paramétrique. Les deux rectangles représentent les zones
Ds,i dans lesquelles le signal et le complémentaire sont intégrés. Les paramètres sont
~ΩR = 2.5 meV, ~ω0C = 1400 meV, ~ω
0
X = 1400.5 meV, kz = 20 µm
−1 et kp = 0.6891
µm−1, ~γC = ~γX = 0.1 meV.
tion d’une partie de la luminescence de l’anneau. Dans ce but, nous étudions
les paires signal-complémentaires proches de l’axe y, de part et d’autre de l’an-
neau. Aﬁn d’éviter les eﬀets de discrétisation, nous avons choisi d’intégrer le
signal et le complémentaire sur deux zones rectangulaires Ds,i représentées sur
la ﬁgure 3.4 qui contient ND pixels. Le nombre de photons au sein de chaque
zone est donné par la formule :
Nˆs,i =
∑
k∈Ds,i
aˆ†kaˆk = NDnˆs,i , (3.20)
où nˆs,i est l’opérateur de la population moyenne par pixel sur la tâche. Si
nous reprenons la relation déﬁnissant la population avec le champ stochastique
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(kp,−kp)→ (k,−k) (kp,kp)→ (kp + δk,kp − δk)
(kp,kp)→ (−kp, 3kp)
Fig. 3.5: Description des principaux processus au sein de la cavité autour de l’an-
neau de luminescence.
(3.19), il vient :
〈nˆs,i〉 = 〈ns,i〉W − 1
2
=
LxLy
(nxny)2ND
∑
k∈Ds,i
|ψ˜C [k]|2 − 1
2
. (3.21)
Dans la suite, nous noterons sxy =
LxLy
(nxny)2
le facteur de proportionalité, homo-
gène à une surface.
Sur la ﬁgure 3.8 nous avons représenté l’évolution des populations à l’inté-
rieur des zones Ds,i par rapport au temps pour diﬀérentes intensités de pompe
correspondant à diﬀérents régimes d’excitation. Pour chacune des puissances
les populations du signal et du complémentaire sont identiques, ce qui était
attendu du fait des propriétés de symétrie du système. Pour une amplitude re-
lative Fp/γ = 5 µm−1, la population des deux modes est très petite, ns,i ≪ 1,
il existe moins d’un photon par mode. La diﬀusion paramétrique devient eﬃ-
cace lorsque Fp/γ = 5.5 µm−1. A une telle puissance, la population par pixel
est proche de 1, et l’eﬀet stimulé joue un rôle important. Il est clair que le
seuil d’oscillation paramétrique est dépassé lorsque Fp/γ =6 µm−1. En eﬀet,
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Fig. 3.6: Résultat du calcul de Monte Carlo Quantique sur la population de photons
dans les modes du signal 〈nˆs〉 (trait continu) et du complémentaire 〈nˆi〉 (cercles) en
fonction du temps (en ps) pour différentes puissances de pompes choisies autour
du seuil. A chaque puissance correspond un certain nombre de configurations : pour
~Fp = 0.5 meV.µm−1, 330 configurations, ~Fp = 0.55 meV.µm−1, 340 configurations,
~Fp = 0.6 meV.µm−1, 180 configurations, ~Fp = 0.9 meV.µm−1, 60 configurations.
Les paramètres utilisés sont les même que pour la figure 3.4.
la population atteint alors plus d’une centaine de particules par pixel. Au delà
de cette puissance, la transition vers l’état stationnaire est plus lente et on
remarque une oscillation de relaxation vers cet état.
Profil d’émission des différents régimes
Nous avons vu sur la ﬁgure 3.4 que l’anneau de la ﬂuorescence paramé-
trique est assez homogène en intensité. Cette homogénéité se dégrade pour des
champs appliqués plus intenses. Une brisure de symétrie a lieu aux environs
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Fig. 3.7: Résultat du calcul de Monte Carlo Quantique sur la population de photons
nk pour une puissance de pompe ~Fp = 0.6 meV.µm−1, au-dessus du seuil. Nombre
de configurations : 180. Les autres paramètres utilisés sont les mêmes que pour la
figure 3.4.
du seuil qui sélectionne quelques modes en compétition. Une population très
importante se concentre alors en ces points (ﬁgure 3.7), tandis que l’anneau
s’aplatit. Pour une intensité suﬃsamment importante, la nonlinéarité modi-
ﬁe l’accord de phase et les points dégénérés en énergie se déplacent vers le
centre de l’anneau. Remarquons que plus l’intensité augmente, plus faible est
le nombre de conﬁgurations nécessaires pour obtenir une précision convenable
des quantités calculées. En eﬀet, le champ moyen domine au-dessus du seuil
par l’ampliﬁcation paramétrique, par opposition à la situation en-dessous du
seuil, où la ﬂuorescence paramétrique est prépondérante.
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Fig. 3.8: Résultat du calcul de Monte Carlo Quantique sur la population de photons
dans les modes du signal et du complémentaire ns,i avec (trait continu) ou sans (traits
pointillés) potentiel photonique désordonné. Les paramètres utilisés sont les mêmes
que pour la figure 3.4.
Dépendance en puissance
Le seuil de l’oscillation paramétrique est donné dans la ﬁgure 3.8. Sous
le seuil, la population augmente de façon quadratique en intensité, ce qui est
attendu pour un processus du type (kp,−kp)→ (k,−k).
Nous avons également représenté sur la ﬁgure 3.9 la densité d’excitons dans
les modes de pompe :
ρp =
〈bˆ†±kp bˆ±kp〉
LxLy
, (3.22)
en fonction de la puissance. La densité d’exciton ρp augmente lentement à
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Fig. 3.9: Résultat du calcul de Monte Carlo Quantique sur la densité d’excitons
dans la pompe ρp dans une cavité sans potentiel désordonné. Les paramètres utilisés
sont les mêmes que dans la figure 3.4.
basse puissance [118] jusqu’au seuil d’oscillation paramétrique. Dans ce régime
d’excitation, ρp présente une dépendance légèrement sous-linéaire, principale-
ment du fait du décalage vers le bleu des modes en ±kp. On voit clairement
dans cette courbe l’apparition du seuil pour la puissance F 2p /γ
2 = 30 µm−2.
En eﬀet, pour les intensités immédiatement supérieures, la densité d’excitons
au sein du mode de pompe est constante, ce qui signiﬁe que les particules sup-
plémentaires injectées sont toutes dirigées vers d’autres modes comme ceux du
signal et du complémentaire par ampliﬁcation paramétrique.
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Fig. 3.10: Potentiel d’une cavité désordonnée (en meV/~) utilisé dans les figures
3.11,3.8,3.16 et 3.17.
3.2.2 Avec un potentiel désordonné
Les résultats que nous avons exposés jusqu’à présent sont obtenus en étu-
diant une cavité parfaite. La souplesse du modèle que nous utilisons nous
permet cependant d’utiliser un potentiel supplémentaire facilement implémen-
table dans les équations et le modèle numérique, qui prendra en compte le
désordre au sein de la cavité. Pour illustrer ce choix, nous avons considéré le
potentiel représenté ﬁgure 3.10. Il s’agit d’un ensemble de points de défauts de
la cavité tirés aléatoirement. Nous avons vériﬁé sur diﬀérentes suites de tirages
que les eﬀets généraux restaient inchangés par rapport aux suites utilisées,
pour des paramètres de tirage identiques.
84 Chapitre 3. Corrélations quantiques
Comparaison des profils d’émission
−2 −1 0 1 2
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
 
 
0
0.5
1
1.5
2
2.5
3
3.5
4
k
y
(e
n
µ
m
−1
)
kx (en µm−1)
Fig. 3.11: Résultat du calcul de Monte Carlo Quantique sur la population de pho-
tons nk pour une puissance de pompe ~Fp = 0.5 meV.µm−1, en présence d’un
potentiel désordonné. Notons que sur cette figure, les valeurs de la pompe sont très
saturées (anneau faible en comparaison). Nombre de configurations : 50. Les autres
paramètres utilisés sont les mêmes que pour la figure 3.4.
Nous avons représenté sur la ﬁgure 3.11 la forme de l’émission lumineuse
avec un potentiel désordonné. L’eﬀet principal est l’augmentation du nombre
de particules dans l’anneau de luminescence. Il ne s’agit cependant pas de
ﬂuorescence paramétrique mais de diﬀusion Rayleigh résonante de chacune
des pompes. On peut le vériﬁer en reprenant le calcul du champ moyen et en
supprimant le bruit quantique [85, 116]. Les eﬀets spontanés sont alors sup-
primés et seuls les eﬀets de diﬀusion sont observés. On distingue autour des
pompes une «forme en 8» [63] de la luminescence. Celle-ci correspond à l’am-
pliﬁcation paramétrique de l’anneau Rayleigh par les modes de pompe.
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Dépendance en puissance
Si l’on compare la montée en intensité des modes signal et complémen-
taire avec le résultat sans désordre on s’aperçoit que sous le seuil (ﬁgure 3.8),
le nombre de photons est bien plus grand avec un potentiel désordonné. Ce
décalage est créé par les photons diﬀusés, prépondérants à basse intensité. Au-
dessus du seuil, cette diﬀérence disparaît et les deux populations atteignent
des valeurs comparables. Les processus de diﬀusion stimulée prennent le pas
à ce régime et dominent la diﬀusion Rayleigh et la ﬂuorescence paramétrique.
Notons que malgré ces diﬀérences, la dépendance en intensité est conservée
sous le seuil, dominée par la ﬂuorescence paramétrique ou l’ampliﬁcation pa-
ramétrique, de même que la valeur de l’intensité de seuil située pour les carac-
téristiques du système choisi à F 2p /γ
2 ≃ 30 µm−2.
3.3 Les corrélations quantiques
Le caractère quantique de la lumière ne peut apparaître sans ambiguïté
avec les quantités que nous avons calculé jusqu’à présent. Le calcul des corré-
lations quantiques entre le signal et le complémentaire va nous permettre de
remédier à ce problème, en améliorant notre connaissance des caractéristiques
du système. Nous commençons par introduire le bruit de la somme et le bruit
de la diﬀérence en intensité que nous calculons en temps. Nous donnons la
dépendance en puissance de cette quantité, puis nous présentons l’impact de
l’introduction d’un désordre dans la cavité.
3.3.1 Présentation des corrélations quantiques
Le principe des corrélations quantiques
Pour observer le bruit de la somme et le bruit de la diﬀérence, on utilise un
montage expérimental qui eﬀectue une mesure de bruit (ﬁgure 3.12). L’objectif
est de mesurer le bruit de la diﬀérence et de la somme en intensité [25,107,119,
120] des opérateurs champs électromagnétiques incidents Eˆi etEˆs. La somme
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Fig. 3.12: Principe de montage d’une expérience de mesure de corrélations. Les deux
signaux de sortie sont détectés par deux photodiodes à équidistance de la source, et
elles-mêmes sont reliées à un analyseur de spectre.
et la diﬀérence des photocourants Iˆs et Iˆi mesurées par les deux photodiodes
est donnée par la formule :
Iˆ± ≡ Iˆs ± Iˆi ∝ Nˆs ± Nˆi ≡ Nˆ± . (3.23)
On déﬁnit la fonction de corrélation de deux observables fˆ1 et fˆ2 comme étant :
C12(t, t
′) = 〈fˆ1(t)fˆ2(t′)〉 − 〈fˆ1(t)〉〈fˆ2(t′)〉 . (3.24)
La fonction d’autocorrélation d’une observable se déduit de cette formulation
en considérant deux fois la même observable. La fonction d’autocorrélation de
la diﬀérence de population Nˆ± s’écrit donc :
C±(t, t
′) = 〈Nˆ±(t)Nˆ±(t′)〉 − 〈Nˆ±(t)〉〈Nˆ±(t′)〉 . (3.25)
En régime stationnaire, la fonction de corrélation dépend seulement de la dif-
férence τ = t′ − t, sous la forme :
C±(τ) = 〈Nˆ±(t)Nˆ±(t+ τ)〉 − 〈Nˆ±(t)〉〈Nˆ±(t+ τ)〉 . (3.26)
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Nous nous intéresserons dans notre étude à l’autocorrélation à τ = 0. Dans le
cas de deux états cohérents non corrélés, la valeur de la fonction d’autocorré-
lation est :
Ccoh± (0) = 〈αi, αs|Nˆ2±|αi, αs〉 − 〈αi, αs|Nˆ±|αi, αs〉2
= 〈αi, αs|aˆ†saˆsaˆ†saˆs + aˆ†i aˆiaˆ†i aˆi ± 2aˆ†saˆsaˆ†i aˆi|αi, αs〉
− 〈αi, αs|aˆ†saˆs ± aˆ†i aˆi|αi, αs〉2
Ccoh± (0) = |αs|4 + |αs|2 + |αi|4 + |αi|2 ± 2|αs|2|αi|2 − (|αs|2 ± |αi|2)2
Ccoh± (0) = |αs|2 + |αi|2 = 〈αi, αs|Nˆ+|αi, αs〉 .
(3.27)
Pour caractériser la nature des corrélations que nous observons, nous normali-
sons la corrélation par le résultat associé à deux états cohérents non corrélés,
soit :
σ± =
C±(0)
Ccoh± (0)
=
〈Nˆ2±(t)〉 − 〈Nˆ±(t)〉2
〈Nˆ+(t)〉
. (3.28)
Il est clair que les moments d’ordre 4 des champs :
〈NˆiNˆj〉 =
∑
k∈Dj ,k′∈Dl
〈nˆknˆk′〉 , (3.29)
ont un rôle particulièrement important dans la caractérisation des corrélations
du système. Dans cette perspective, nous rappelons qu’au sein d’une même
tâche, les opérateurs de création commutent les uns avec les autres, et :
[aˆk, aˆ
†
k′ ] = δk,k′ , ∀(k,k′) ∈ D2j (3.30)
Définition de la quantité calculée numériquement
Le calcul de la moyenne stochastique de ces termes s’eﬀectue de la manière
suivante :
〈Nˆ2i 〉 =
∑
k,k′∈Dj
〈aˆ†kaˆkaˆ†k′ aˆk′〉 =
∑
k∈Dj
〈aˆ†kaˆkaˆ†kaˆk〉+
∑
k,k′∈Dj
k 6=k′
〈aˆ†kaˆkaˆ†k′ aˆk′〉 . (3.31)
Pour retrouver les champs stochastiques, les expressions doivent être symétri-
sées. On symétrise ici le premier terme, et en utilisant la relation (3.30) pour
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transformer le deuxième terme, il vient :
〈Nˆ2i 〉 =
1
6
∑
k∈Dj
〈
aˆ†kaˆ
†
kaˆkaˆk + aˆ
†
kaˆkaˆ
†
kaˆk + aˆ
†
kaˆkaˆkaˆ
†
k
+ aˆkaˆ
†
kaˆ
†
kaˆk + aˆkaˆ
†
kaˆkaˆ
†
k + aˆkaˆkaˆ
†
kaˆ
†
k
〉
− 1
2
∑
k∈Dj
〈aˆ†kaˆk + aˆkaˆ†k〉+
∑
k,k′∈Dj
k 6=k′
〈aˆ†kaˆk〉〈aˆ†k′ aˆk′〉 . (3.32)
En utilisant la relation (3.16) reliant les moyennes sur les observables aux
moyennes stochastiques :
〈Nˆ2i 〉 =
∑
k∈Dj
(
s2xy|ψ˜C |4[k]− sxy|ψ˜C |2[k]
)
+
∑
k,k′∈Dj
〈aˆ†kaˆk〉〈aˆ†k′ aˆk′〉
−
∑
k∈Dj
〈aˆ†kaˆk〉〈aˆ†kaˆk〉 . (3.33)
La même opération est eﬀectuée pour les second et troisième termes, il vient :
〈Nˆ2i 〉 =
∑
k∈Dj
(
s2xy|ψ˜C |4[k]− sxy|ψ˜C |2[k]
)
+

∑
k∈Dj
(
sxy|ψ˜C |2[k]− 1
2
)
2
−
∑
k∈Dj
(
sxy|ψ˜C |2[k]− 1
2
)2
.
(3.34)
La corrélation en intensité entre le signal et le complémentaire est donnée par :
〈NˆsNˆi〉 =
∑
k∈Ds
k′∈Di
〈aˆ†kaˆkaˆ†k′ aˆk′〉 =
1
4
∑
k∈Ds
k′∈Di
〈(
aˆ†kaˆk + aˆkaˆ
†
k − 1
)
(
aˆ†k′ aˆk′ + aˆk′ aˆ
†
k′ − 1
)〉
. (3.35)
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Le remplacement des moyennes des observables par les moyennes stochastiques
mène ﬁnalement à l’expression :
〈NˆsNˆi〉 =
∑
k∈Ds
∑
k′∈Di
s2xy|ψ˜C [k]|2|ψ˜C [k′]|2
− ND
2
(∑
k∈Ds
sxy|ψ˜C [k]|2|+
∑
k′∈Di
sxy|ψ˜C [k′]|2| − ND
2
)
. (3.36)
Pour des faisceaux signal et complémentaire non corrélés avec un bruit blanc
on trouve σ± = 1. Cette valeur correspond à la déﬁnition du Bruit Quantique
Standard de notre système [91]. Lorsque σ− < 1, il existe des corrélations
quantiques entre le signal et le complémentaire se traduisant par une compres-
sion du bruit de la diﬀérence en intensité [25, 121].
Puisque nous nous sommes intéressés aux corrélations à un temps, et que
notre modèle ne prend pas en compte de détection sur une plage de fréquence
ﬁnie, mais calcule l’évolution temporelle du système, le bruit est intégré sur
toutes les fréquences et aucun ﬁltrage en fréquence n’intervient. La plupart des
corrélations quantiques étant obtenues pour des valeurs proches de la fréquence
de pompe de par la nature du terme d’interaction, un ﬁltrage en fréquence au-
tour de la fréquence de pompe puriﬁerait le phénomène de compression du
bruit [119]. La population de photons étant cependant fortement concentrée
autour de la fréquence de résonance, la perturbation apportée par les modes
de fréquence diﬀérente reste cependant limitée, et n’empêche pas l’observation
des corrélations quantiques.
3.3.2 Résultats du modèle de Monte Carlo
Nous présentons les résultats obtenus par la méthode de Monte Carlo
concernant les corrélations quantiques entre le signal et le complémentaire.
Nous exposons d’abord les résultats dans le cas d’une cavité idéale, puis nous
observons le rôle joué par un désordre statique sur les corrélations. Les observa-
tions que nous donnons sont présentées pour un potentiel désordonné unique,
de façon à assurer la cohérence des résultats. Nous avons toutefois observé les
mêmes résultats qualitatifs et quantitatifs sur d’autres potentiels, que nous ne
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présenterons pas ici par souci de clarté.
Sans désordre
400 600 800 1000 1200 1400 160010
−1
100
101
 
 
−2 −1 0 1 2
−2  
−1  
0   
1   
2   
 
 
0
0.5
1
1.5
2
B
ru
it
no
rm
al
is
é
(a)
kx (en µm−1)
(b)
Temps (en ps)
k
y
(e
n
µ
m
−1
)
Fig. 3.13: (a) Résultat du calcul de Monte Carlo Quantique pour l’évolution en
temps du bruit de la somme σ+ (trait discontinu) et de la différence σ− (trait
continu) en l’absence de désordre. (b) Population de photons nk au sein de la cavité
à t = 1800 ps. Amplitude de pompe ~Fp = 0.5 meV.µm−1. Nombre de configurations
de la simulation de Monte Carlo : 330. Les paramètres utilisés sont les même que
pour la figure 3.4.
Sur la ﬁgure 3.13 est représentée la dépendance en temps du bruit norma-
lisé σ± issue d’une simulation de Monte Carlo en l’absence de désordre. L’état
stationnaire y est clairement atteint à t = 500 ps. La courbe σ− est toujours
inférieure à 1, correspondant au bruit quantique standard, ce qui révèle la
présence de corrélations quantiques entre le signal et le complémentaire. Les
valeurs de σ−, moyennées par rapport au temps une fois l’état stationnaire
atteint, sont données en fonction de la puissance de pompe sur la ﬁgure 3.14
On distingue une augmentation continue de la valeur du bruit de la diﬀérence
vers la limite quantique standard pour des intensités d’excitation plus élevées.
Ainsi, bien au-dessus du seuil, les corrélations deviennent purement classiques.
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Fig. 3.14: Résultat du calcul de Monte Carlo Quantique sur le bruit de la différence
en intensité des modes du signal et du complémentaire σ− en fonction de la puissance
de pompe dans un potentiel sans désordre. La différence est approchée par une
courbe polynomiale, les barres d’erreurs correspondent à l’écart type de la moyenne
en fonction du temps une fois le régime stationnaire atteint. Les paramètres utilisés
sont les même que pour la figure 3.4.
Il n’y a cependant pas de relation marquée entre l’évolution de la valeur de σ−
et le seuil d’oscillation paramétrique.
D’autre part, le bruit de la somme σ+ représenté ﬁgure 3.15 est toujours
supérieur au bruit quantique standard, et s’accroît soudainement au seuil. Au-
dessus du seuil, σ+ reste à peu près constant ce qui s’explique par la présence
de plusieurs modes d’oscillation paramétrique en compétition. En eﬀet, lorsque
ces modes sont à l’intérieur ou à l’extérieur des zones Ds,i, les populations du
signal et du complémentaire ns,i varient de 0 à leur valeurs maximales tout
en conservant la symétrie entre les deux zones. La valeur de σ+ épouse donc
l’évolution de la population, et devient très grande au-dessus du seuil, tandis
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Fig. 3.15: Résultat du calcul de Monte Carlo Quantique sur le bruit de la somme en
intensité des modes du signal et du complémentaire σ+ en fonction de la puissance de
pompe dans un potentiel sans désordre. La ligne reliant les points du graphique est
un guide pour l’oeil. Les barres d’erreurs correspondent à l’écart type de la moyenne
en fonction du temps une fois le régime stationnaire atteint. Les paramètres utilisés
sont les même que pour la figure 3.4.
que la diﬀérence σ− reste faible.
Avec désordre
En considérant une cavité présentant un potentiel désordonné, plusieurs
diﬀérences apparaissent. A des ﬁns de comparaison, nous avons représenté
à l’échelle précédente les résultats du bruit de la somme et de la diﬀérence
(ﬁgure 3.16 et 3.17). En présence de désordre, la diﬀérence σ− à basse in-
tensité descend autour de 0.75, une valeur plus importante que les valeurs
observées sans désordre où la diﬀérence est plus proche de 0.5-0.6 au même ré-
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Fig. 3.16: Résultat du calcul de Monte Carlo Quantique sur le bruit de la différence
en intensité des modes du signal et du complémentaire σ− en fonction de la puissance
de pompe dans un potentiel désordonné. La ligne reliant les points du graphique est
un guide pour l’oeil. Les barres d’erreurs correspondent à l’écart type de la moyenne
en fonction du temps une fois le régime stationnaire atteint. Les paramètres utilisés
sont les même que pour la figure 3.4.
gime. La diﬀusion Rayleigh créé des paires de photons non corrélées au sein de
l’anneau de photoluminescence, ce qui déteriore l’observation des corrélations
entre le faisceau du signal et celui du complémentaire. A plus faible intensité
encore, la diﬀusion Rayleigh devient le phénomène prédominant. Les photons
qui peuplent l’anneau de luminescence sont donc non-appariés en majorité,
la lumière du signal et du complémentaire prend alors les propriétés de deux
sources de photons cohérentes et non-corrélées, et le bruit de la somme et le
bruit de la diﬀérence tendent vers la limite du bruit quantique standard σ± = 1.
En raison de la compétition entre la diﬀusion Rayleigh des polaritons de
pompe et la diﬀusion paramétrique, le bruit de la diﬀérence atteint son mini-
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Fig. 3.17: Résultat du calcul de Monte Carlo Quantique sur le bruit de la somme en
intensité des modes du signal et du complémentaire σ+ en fonction de la puissance
de pompe dans un potentiel désordonné. La ligne reliant les points du graphique est
un guide pour l’oeil. Les barres d’erreurs correspondent à l’écart type de la moyenne
en fonction du temps une fois le régime stationnaire atteint. Les paramètres utilisés
sont les même que pour la figure 3.4.
mum près du seuil, puis s’accroît du fait de l’augmentation du bruit non corrélé
dans les deux faisceaux. La diﬀusion par le désordre mélangeant les particules
à la fois à l’extérieur et à l’intérieur des zones Ds,i, le bruit de la diﬀérence
augmente jusqu’à des valeurs supérieures à σ− =1 pour des valeurs de pompes
importantes. De la même façon, ce mélange diminue le bruit de la somme dans
un potentiel désordonné par rapport à une cavité parfaite.
Comme nous l’avons précisé précédemment, nous avons eﬀectué ces calculs
pour d’autres potentiels désordonnés. Nous avons également pu vériﬁer nos hy-
pothèses sur le rôle du désordre de manière qualitative. On peut faire augmen-
ter progressivement le désordre au sein de la cavité en augmentant l’amplitude
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des défauts ou en variant la probabilité d’observer un défaut. Ainsi, pour une
puissance d’excitation choisie de façon à observer des corrélations importantes
au départ, on peut observer les corrélations se déteriorer progressivement en
augmentant le désordre. La diﬀusion Rayleigh est alors de plus en plus présente
dans l’anneau de luminescence, brouillant les corrélations au fur et à mesure
de la progression du désordre.
3.4 Modèle simplifié, approche entrée-sortie d’un
modèle à quatre ondes
Si les résultats du calcul de Monte Carlo sont riches, ils souﬀrent cependant
d’une grande lourdeur dans leur mise en oeuvre. Le but de cette section est
de vériﬁer s’il est possible d’approcher les prédictions des sections précédentes
avec un modèle plus simple. Nous comparons donc les résultats obtenus par le
calcul de Monte Carlo quantique à ceux issus d’un modèle simpliﬁé, reposant
sur un modèle analytique utilisant un Hamiltonien linéarisé.
3.4.1 Présentation du modèle
Principes du modèle et mise en équation
La linéarisation du Hamiltonien s’eﬀectue en traitant la pompe comme
une quantité classique, ﬁxée comme paramètre. On remplace les opérateurs
du mode de pompe par leur valeur de champ moyen. Il est clair que cette
approximation est correcte en dessous du seuil. Au-dessus du seuil, la pompe
se vide et le modèle n’est plus valable. Le Hamiltonien ainsi linéarisé s’écrit :
H =
∑
k 6=kp
[
~ωC(k)aˆ
†
kaˆk + ~ω˜X bˆ
†
kbˆk
+ ~ΩR
(
bˆ†kaˆk + aˆ
†
kbˆk
)
+~
(
bˆ†kbˆ
†
−kκ + bˆkbˆ−kκ
∗
)]
, (3.37)
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où ~ω˜X = ω0X +
2g
LxLy
(|P1|2 + |P2|2) est l’énergie de l’exciton renormalisée par
l’interaction exciton-exciton et κ = g
LxLy
P1P2 est la constante de l’interaction
paramètrique eﬀective dépendant des champs P1,2e−iωpt = 〈bˆ±kp(t)〉.
On considère que le système est vide à l’état initial, on en déduit les valeurs
prises par les forces de Langevin [122] :
〈F˜cav,k[ω]F˜ †cav,k′ [ω]〉 = 4πΓcav[ω]δ(ω − ω′)δk,k′ ,
〈F˜exc,k[ω]F˜ †exc,k′[ω]〉 = 4πΓexc[ω]δ(ω − ω′)δk,k′ ,
(3.38)
où Γj[ω] représente l’élargissement complexe dû au couplage au réservoir exté-
rieur. Dans notre cas, le domaine spectral que nous étudions est centré autour
de la fréquence d’excitation ωp et est relativement étroit. Le facteur Γj[ω] évo-
lue donc très peu par rapport au spectre étudié. Nous simpliﬁons donc les
expressions en prenant directement : Γcav,exc[ω] = γC,X/2. Les équations de
Langevin dans l’espace des fréquences s’écrivent alors :
Mk,ω,ωp


a˜k[ω]
b˜k[ω]
a˜†−k[2ωp − ω]
b˜†−k[2ωp − ω]

 = −i


F˜cav,k[ω]
F˜exc,k[ω]
F˜ †cav,−k[2ωp − ω]
F˜ †exc,−k[2ωp − ω]

 , (3.39)
où la matrice Mk,ω,ωp déﬁnie pour i = X,C est :
Mk,ω,ωp =


∆C(ω)− iγC/2 ΩR 0 0
ΩR ∆X(ω)− iγX/2 0 κ
0 0 −∆C(ω − 2ωp)− iγC/2 −ΩR
0 −κ∗ −ΩR −∆X(ω − 2ωp)− iγX/2

 ,
(3.40)
en écrivant ∆i(ω) = ωi−ω. La relation reliant les opérateurs dans l’espace de
Fourier et les opérateurs dépendant du temps est :
aˆk(t) =
∫
dω
2π
a˜k[ω]e
iωt, (3.41)
où a˜k[ω] est l’opérateur de destruction d’un photon du mode k à la fréquence
ω. On notera par la suite Gk,ω,ωp = −iM−1k,ω,ωp.
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Les quantités calculées
Pour comparer les grandeurs obtenues dans les deux calculs, nous devons
nous donner l’expression de la population de photons dans le signal :
Nˆs(t) =
∑
k∈Ds
∫∫
dω
2π
dω′
2π
a˜†k[ω] a˜k[ω
′] e−i(ω−ω
′)t , (3.42)
Nous nous intéressons à la valeur moyenne de cette quantité en régime sta-
tionnaire 〈Ns〉, qui est obtenue en appliquant les résultats de (3.38) et (3.39)
à l’égalité précédente. Il vient :
〈Ns〉 =
∑
k∈Ds
∫
dω
2π
(
γC |G13|2[ω] + γX|G14|2[ω]
)
. (3.43)
Pour calculer le bruit de la somme et le bruit de la diﬀérence, nous avons besoin
des moments 〈Nˆ2s 〉−〈Nˆs〉2, 〈Nˆ2i 〉−〈Nˆi〉2 et 〈NˆiNˆs〉+〈NˆsNˆi〉−2〈Nˆi〉〈Nˆs〉. Ceux-
ci sont obtenus à partir des expressions précédentes :
〈Nˆ2j 〉−〈Nˆj〉2 =
∑
k∈Dj
∫
dω
2π
(γC|G13|2+γX |G14|2)[ω]
∫
dω′
2π
(γC |G11|2+γX |G12|2)[ω′] ,
(3.44)
où j ∈ {s, i}. De la même façon, pour les moments croisés, il vient :
〈NˆsNˆi〉 − 〈Nˆi〉〈Nˆs〉 =
∫∫
dω1dω2
(2π)2
∑
k∈Ds
(γCG∗11[k, 2ωp − ω1]G∗13[−k, ω1] + γXG∗12[k, 2ωp − ω1]G∗14[−k, ω1])
(γCG11[k, 2ωp − ω2]G13[−k, ω2] + γXG12[k, 2ωp − ω2]G14[−k, ω2]) . (3.45)
3.4.2 Résultats
Résultats sur la population de photon
Nous avons représenté sur la ﬁgure 3.18 la population de photon dans
l’espace réciproque dans la cavité. La géométrie de la ﬂuorescence est globale-
ment identique à la géométrie observée dans le cas du calcul de Monte Carlo.
Toutefois, certaines diﬀérences notables apparaissent. On n’observe plus les
processus (±kp,±kp) → (±3kp,∓kp) et (±kp,±kp) → (±kp + δk,±kp − δk)
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Fig. 3.18: Population de photon nk au sein de la cavité dans l’espace réciproque,
pour une cavité avec un potentiel nul (VC = VX = 0), dans le vide, calculée à l’aide
du modèle analytique. Les paramètres utilisés sont les même que pour la figure 3.4, à
l’exception de la densité d’excitons dans la pompe à hauteur de ρp = 4.78.108 cm−2.
ceux-ci n’étant pas pris en compte notre modèle simpliﬁé. D’autre part, l’an-
neau d’émission est plus homogène car moins sensible aux problèmes d’accords
de phase sur un réseau discret, l’intensité d’excitation étant plus élevée.
L’évolution de la population de photon du signal et du complémentaire en
fonction de la densité des excitons de pompe est représentée sur la ﬁgure 3.19.
A basse intensité, la population augmente quadratiquement par rapport à la
population d’excitons. Cette dépendance représente uniquement la contribu-
tion de la ﬂuorescence paramétrique au seuil, contrairement à la simulation de
Monte Carlo, où d’autres contributions sont éventuellement prises en compte.
Le seuil est atteint lorsque la population d’excitons au sein de la pompe NX ≃
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Fig. 3.19: Population de photons du signal et du complémentaire en fonction de la
population d’excitons calculée à l’aide du modèle analytique dans un potentiel sans
désordre, avec un état d’entrée vide. Les paramètres utilisés sont les même que pour
la figure 3.4, exception faite de la fréquence de pompe ~ωp = ~ωLP (kp)+ 0.07 meV
= 1398 meV, et ~ω0X = 1400.1 meV.
104. Sur la ﬁgure 3.9 nous avons représenté la population d’excitons de la
pompe calculée à partir des résultats des simulations de Monte Carlo. On en
déduit l’intensité de la pompe pour une population d’excitons donnée. Ici, le
seuil correspond à l’égalité F 2p /γ
2 = 16, à une puissance d’excitation plus faible
que celle prévue par le modèle de Monte Carlo. Le modèle n’étant plus valable
au-delà du seuil, la population n’est pas représentée.
Les corrélations, comparaison des deux modèles et limites
Les résultats obtenus pour σ± sont donnés sur la ﬁgure 3.20. On note dans
un premier temps les similarités qualitatives entre ces résultats et ceux obtenus
avec le calcul de Monte Carlo en l’abscence de potentiel désordonné. Quantita-
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tivement, le modèle linéaire prévoit un seuil d’instabilité paramétrique brutal,
mais n’est pas valide au-dessus du seuil, l’intensité du signal divergeant au
seuil. Ajoutons que les paramètres d’excitation utilisés pour obtenir le seuil
d’instabilité paramétrique sont légèrement diﬀérents de ceux utilisés lors des
simulations de Monte Carlo. La densité de seuil est également diﬀérent d’à
peu près 20%. La valeur limite du bruit de la diﬀérence à basse intensité est
seulement légèrement plus grande que celle prévue par la méthode de Monte
Carlo sans désordre. Ces diﬀérences constatées entre les deux modèles sont
principalement dues au caractère multimode du modèle de Monte Carlo. La
population des photons de pompe diﬀusés dans la cavité est plus importante
dans un tel modèle et relève ainsi le seuil d’excitation.
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Fig. 3.20: Bruit de la somme (à droite) et de la différence (à gauche) en intensité
des faisceaux du signal et du complémentaire en fonction de la densité d’excitons
dans de pompe, calculé par l’intermédiaire du modèle analytique, dans un potentiel
non désordonné, avec un état d’entrée vide. Les paramètres utilisés sont les même
que pour la figure 3.19.
Si dans le modèle de Monte Carlo, l’ajout d’un potentiel désordonné se fait
de façon naturelle, cette opération n’est pas aussi aisée dans le cas du modèle
simpliﬁé. Un tel ajout compliquerait singulièrement le traitement des calculs,
détruisant l’intérêt d’un tel modèle.
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3.5 Conclusion
En conclusion, nous avons présenté une étude complète des corrélations
quantiques ayant lieu en régime de couplage fort dans les microcavités semi-
conductrices grâce au formalisme du calcul de Monte Carlo quantique. Nous
avons montré que ces corrélations ont lieu au sein de l’anneau de luminescence
paramétrique. Nous avons montré que même en présence de pertes radiatives
ou non-radiatives, de diﬀusion multiple et d’un désordre statique, un taux de
corrélations important peut être observé entre les faisceaux signal et complé-
mentaire. En étudiant la dépendance en puissance de ces corrélations quan-
tiques au voisinage du seuil, nous avons mis en évidence le régime dans lequel
ces aspects non-classiques de la lumière sont optimisés.
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Conclusion générale
Cette étude théorique sur la génération d’états non-classiques au travers
du couplage fort dans les microcavités semiconductrices s’est concentrée sur
deux cas limites que sont le régime de conﬁnement et le régime dilué, toujours
à intensité d’excitation modérée.
Tout d’abord, nous avons étudié les eﬀets du conﬁnement du polariton
dans une boîte photonique de dimensions réduites. Excité lègèrement sous la
résonance du niveau fondamental, un phénomène d’antibunching dû aux inter-
actions polariton-polariton a lieu, et le système émet une lumière de statistique
sub-poissonienne et donc non-classique pour des boîtes de taille de l’ordre de
quelques centaines d’angströms. A l’inverse, lorsque le système est excité au
delà de la fréquence de résonance du fondamental, un phénomène de bunching
apparaît. Pour des boîtes photoniques suﬃsamment petites, il est possible d’at-
teindre les caractéristiques d’une source de photons uniques reposant sur le
principe du blocage quantique. Pour un tel processus, un montage en trans-
mission est indispensable à l’observation de l’antibunching aﬁn d’éviter l’obser-
vation des photons de pompe. Une excitation modérée est également nécessaire
pour observer un fort antibunching. Un compromis doit cependant être trouvé
à ce sujet aﬁn d’émettre un nombre raisonnable de photons uniques en fonc-
tion du temps. Les simulations eﬀectuées montrent que des états non-classiques
peuvent être obtenus aussi bien en excitation continue qu’en excitation pulsée.
Dans ce dernier cas, le taux de départ des photons de la cavité assure un très
fort taux de répétition de la source. Si ce système présente un antibunching
comparable aux systèmes utilisés actuellement, il permet cependant d’accéder
au régime de blocage quantique qui présente un intérêt fondamental. D’autre
part, la fabrication de ce type de structure est plus souple que les systèmes
actuels, qui reposent sur des défauts de cristaux ou sur des systèmes auto-
organisés.
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Dans un deuxième temps, nous avons étudié une microcavité dans une
conﬁguration d’excitation à deux pompes symétriques qui permet de générer
deux faisceaux signal et complémentaire à la même intensité et à la même
fréquence. Dans ces conditions, il est possible de mettre en évidence les pro-
priétés de corrélations quantiques entre les deux faisceaux. Grâce à la méthode
de Monte Carlo quantique, qui reproduit l’eﬀet des ﬂuctuations du champ, la
conﬁguration choisie met à jour l’anneau de ﬂuorescence paramétrique, issu
des termes d’interaction polariton-polariton. A plus forte intensité, un seuil
apparaît séparant cette ﬂuorescence qui s’eﬀace pour laisser la place à une
oscillation paramétrique des modes de l’anneau. L’ajout d’un potentiel désor-
donné montre que d’autres eﬀets prennent place au sein d’une cavité réaliste.
L’anneau Rayleigh, issu de la diﬀusion des particules par les défauts du po-
tentiel de la cavité, se superpose à l’anneau de la ﬂuorescence paramétrique.
L’intensité de l’anneau de la luminescence est alors accrue à basse intensité,
tandis que la hauteur du seuil d’ampliﬁcation décroît.
Dans une cavité non désordonnée, la mesure du bruit de la diﬀérence en in-
tensité des modes opposés de l’anneau de luminescence montre que ces modes
sont quantiquement corrélés. La nature quantique de ces corrélations est plus
importante à basse intensité et se dégrade à des intensités plus importantes.
L’ajout d’un potentiel désordonné présente alors deux eﬀets majeurs. Tout
d’abord, il dégrade sensiblement la nature quantique des corrélations en addi-
tionnant des photons non-corrélés aux paires de photons générées par la ﬂuo-
rescence paramétrique. D’autre part, du fait de la persistance de la diﬀusion
Rayleigh à basse intensité, un optimum des corrélations quantiques apparaît
sous le seuil. Il est donc possible d’observer des corrélations quantiques dans
les microcavités avec ce type de conﬁguration, l’optimum de ces corrélations se
trouvant légèrement sous le seuil d’ampliﬁcation paramétrique. Le formalisme
simpliﬁé que nous avons exposé permet de recouvrer une partie de ces résul-
tats. Ce formalisme pourra être utile pour l’abord des futurs systèmes, le calcul
de Monte Carlo quantique restant un outil de choix dans la compréhension des
mécanismes du système.
Annexe A
Programmes numériques :
schémas de calcul et méthodes
Les diﬀérents programmes utilisés dans le cadre de cette thèse sont évoqués
dans cet appendice. Il s’agit d’expliquer la méthode utilisée pour générer les
données utilisées dans ce travail de thèse. Comme pour un protocole expérimen-
tal, savoir comment sont obtenus les résultats numériques est indispensable.
A.1 Blocage quantique
Le calcul du blocage est celui d’une équation diﬀérentielle non-linéaire réso-
lue avec la méthode des éléments ﬁnis. Cette résolution s’appuie sur la fonction
«ode» développée dans le programme MATLAB [123]. Le traitement numé-
rique est expliqué dans le schéma suivant :
equation_rho_evolution_train
Routine
%%K
KK
KK
KK
KK
KK
KK
KK
KK
KK
KK
yytt
tt
tt
tt
tt
tt
tt
tt
tt
tt
master_rho_calculation
Routine
//
99tttttttttttttttttttt
sim_xxxx
Données
// master_theta_calculation
Routine

eeKKKKKKKKKKKKKKKKKKKKK
Exploitation sim_theta_xxxx
Données
oo
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Les paramètres de la simulation sont insérés dans la première routine mas-
ter_rho_calculation. On choisit dans ce premier ﬁchier le calcul de la dépen-
dance en l’un des paramètres qui sera eﬀectué. Ce programme fait alors appel à
la fonction «ode» qui à son tour utilise le ﬁchier equation_rho_evolution_train.
Celui-ci contient l’expression de l’équation d’évolution du système, associée au
superopérateur U(t, t′). La fonction «ode» délivre alors l’évolution de l’opéra-
teur ρˆ en fonction du temps sur toute la durée de la simulation. Cette évolution
est enregistrée en totalité dans un ﬁchier de données sim_xxxx. Ce ﬁchier est
alors exploité par la routine master_theta_calculation qui applique à chaque
temps une observable au système, puis laisse évoluer le système de la même
façon que master_rho_calculation. En ﬁn de simulation, on applique à nou-
veau l’observable choisie, puis les résultats sont conservés dans le ﬁchier de
données sim_theta_xxxx. Les données sont enﬁn exploitées par les diﬀérentes
routines d’exploitations créées en fonction des besoins. Pour les paramètres
exposés dans le chapitre 2, le temps nécessaire au calcul de quantités déﬁnies
à un seul temps est de l’ordre de l’heure. Pour le calcul des quantités à deux
temps, telles que les corrélations du second ordre, le processus réclame environ
24 heures.
A.2 Monte Carlo quantique
Le calcul du Monte Carlo quantique est celui d’une équation aux diﬀérences
ﬁnies, à laquelle on ajoute un bruit à chaque pas. Le schéma explicatif suivant
résume l’agencement des routines développées à l’aide du logiciel MATLAB :
averaged.dat
Données

V_mask
Paramètres
// GPnoisy_14
Routine
OO
// ouput.dat
Données
// plot_...
Routines d’exploitation
La routine contenant le calcul des éléments ﬁnis, «GPnoisy» est centrale
dans ce schéma. Elle contient la conﬁguration de l’excitation et utilise les va-
leurs du potentiel générées par une routine secondaire appelée V_mask. Elle
calcule ainsi le trajet d’une fonction d’onde en fonction du temps. Ainsi, pour
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chaque conﬁguration, à intervalles de temps réguliers, elle stocke la valeur
de plusieurs quantités qu’elle moyenne au fur et à mesure avec les valeurs
moyennes des conﬁgurations précédentes, stockées dans le ﬁchier de données
averaged.dat. Ces moyennes sont à leur tour stockées dans le ﬁchier avera-
ged.dat. La plus grande partie du calcul est consacrée en réalité aux calculs
de transformée de Fourier rapide (FFT) dans la suite d’opérations. Le temps
nécessaire pour le calcul des résultats exposés au chapitre 3 est d’environ 3
heures pour le calcul d’une conﬁguration. Cette conﬁguration correspond à
l’évolution sur 1800 ps du champ, avec un pas de temps de 1.7 fs, nécessaire
pour un calcul précis des moments du deuxième ordre en population. Lorsque
le calcul se termine, la totalité des paramètres et des moyennes calculées sont
stockés dans le ﬁchier output.dat. Ce ﬁchier est alors exploité à partir des rou-
tines d’exploitation développées en fonction des besoins.
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Annexe B
Calcul analytique : Modèle
entrée-sortie
Commençons par nous donner l’Hamiltonien dans l’espace réel, en consi-
dérant tout potentiel comme nul. Nous discrétisons a priori la somme sur les
modes spatiaux de la cavité, dv étant le volume élémentaire pavant l’espace
réel (
∑
x dv −→
∫
dx).
B.1 Calcul de l’Hamiltonien du système
H = ~
∑
x
dv
∑
i,j∈X,C
Ψˆ†i (x)h
0
i,jΨˆj(x) +
~g
2
∑
x
dvΨˆ†X(x)Ψˆ
†
X(x)ΨˆX(x)ΨˆX(x) .
(B.1)
Puisque nous travaillons dans l’espace réciproque, on ne considérera que quatre
modes privilégiés, à savoir le mode de la pompe, de fréquence ωp, ainsi que le
signal et son complémentaire. Rappelons ici les relations entre les quantités de
l’espace réel et de l’espace réciproque :
ΨˆC(x) =
1√
LxLy
∑
k
eikxaˆk ,
ΨˆX(x) =
1√
LxLy
∑
k
eikxbˆk .
(B.2)
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En remplaçant ces diﬀérentes expressions dans l’hamiltonien :
H =
∑
k
(
~ωC aˆ
†
kaˆk + ~ω
0
X bˆ
†
kbk′ + ~ΩR(bˆ
†
kaˆk + aˆ
†
kbˆk)
)
+
~g
2LxLy
∑
k,k′,q
bˆ†k−q bˆ
†
k′+q bˆk′ bˆk . (B.3)
Notons que nous n’avons pas encore pris en compte le couplage à l’extérieur,
ainsi, nous n’avons pas considéré l’inﬂuence du bain thermique environnant.
Pour se faire, on introduit les termes d’interaction [122] dans l’équation aﬁn
d’obtenir :
H =
∑
k
(
~ωC aˆ
†
kaˆk + ~ω
0
X bˆ
†
kbˆk + ~ΩR(b
†
kaˆk + aˆ
†
kbˆk)
)
+
~g
2LxLy
∑
k,k′,q
bˆ†k−q bˆ
†
k′+q bˆk′ bˆk
+
∫
dq
∑
k
(
~ωphq,k(α
†
q,kαq,k + 1/2) + ~ω
exc
q,k (β
†
q,kβq,k + 1/2)
)
+ i~
∫
dq
∑
k
(
κbathq,k αq,kaˆ
†
k − κbathq,k
∗
α†q,kaˆk + κ
bath
q,k βq,kbˆ
†
k − κbathq,k
∗
β†q,kbˆk
)
,
(B.4)
Pour simpliﬁer, nous avons pris les coeﬃcients de couplage à l’extérieur égaux
entre les photons et les excitons. En nous intéressant au modèle à 4 ondes, nous
allons considérer seulement les modes des pompes (kp et −kp) ainsi que les
modes du signal et du complémentaire (ks et −ks), négligeant donc les autres
modes.
Nous considèrerons dans la suite que la pompe a une population impor-
tante, son comportement devenant classique, l’Hamiltonien est alors linéarisé.
Ainsi, le terme non-linéaire
∑
k,k′,q bˆ
†
k−q bˆ
†
k′+q bˆk′ bˆk prend une suite de valeurs
aisément dénombrables :∑
k,k′,q
bˆ†k−q bˆ
†
k′+q bˆk′ bˆk = 4(bˆ
†
ks
bˆ†−ks bˆkp bˆ−kp +h.c).+2
∑
k 6=k′
bˆ†kbˆ
†
k′ bˆkbˆk′ +
∑
k
bˆ†kbˆ
†
kbˆkbˆk .
(B.5)
Le dernier terme
∑
k bˆ
†
kbˆ
†
kbˆkbˆk correspond à un terme négligeable dans le cadre
de notre étude. En eﬀet, il concerne ou bien les modes des pompes, considérés
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comme classiques ceux-ci n’ayant donc pas d’inﬂuence sur l’hamiltonien (leurs
termes commutent). Ou bien ce terme concerne un mode peu peuplé, or celui-
ci étant d’ordre 4 il est négligeable. L’avant-dernier terme est pris en compte
dans la renormalisation de l’énergie des excitons ωX :
ωX = ω
0
X +
2g
LxLy
(
bˆ†kp bˆkp + bˆ
†
−kp
bˆ−kp
)
. (B.6)
Notons que nous avons négligé les termes bˆ†±ks bˆ
†
±ks
bˆ±ks bˆ±ks ainsi que bˆ
†
±ks
bˆ†∓ks bˆ±ks bˆ∓ks
devant les autres termes En eﬀet la population de la pompe étant considérée
comme classique, on opère une linéarisation des termes de l’Hamiltonien. Dans
la limite où la pompe est classique on réécrit ces termes :
bˆ†kbˆ
†
−kP1P2e−2iωpt , bˆkbˆ−kP∗1P∗2e2iωpt . (B.7)
Avec P1e−iωpt = bkp Au regard du caractère classique de l’excitation, la popu-
lation du mode de la pompe est donc constante, nous n’étudierons donc pas
ces modes. Pour alléger la notation, nous écrirons dans la suite κ = |κ|eiφ =
g
LxLy
P1P2. Dans ces conditions, on peut réécrire ωX de la manière suivante :
ωX = ω
0
X +
2g
LxLy
(|P1|2 + |P2|2) . (B.8)
Le nouvel Hamiltonien s’exprime :
H =
∑
k
(
~ωC aˆ
†
kaˆk + ~ωX bˆ
†
kbˆk + ~ΩR(bˆ
†
kaˆk + aˆ
†
kbˆk)
)
+ ~(bˆ†ks bˆ
†
−ks
κe−2iωpt + bˆks bˆ−ksκ
∗e2iωpt)
+
∫
dq
∑
k
(
~ωphq,k(α
†
q,kαq,k + 1/2) + ~ω
exc
q,k (β
†
q,kβq,k + 1/2)
)
+ i~
∫
dq
∑
k
(
κbathq,k αq,kaˆ
†
k − κbathq,k
∗
α†q,kaˆk + κ
bath
q,k βq,kbˆ
†
k − κbathq,k
∗
β†q,kbˆk
)
.
(B.9)
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B.2 Equations du mouvement
A présent que nous avons clariﬁé les diﬀérents paramètres et dépendances,
nous allons pouvoir utiliser notre Hamiltonien pour déterminer les équations
du mouvement en appliquant da
dt
= − i
~
[a,H] :
daˆks
dt
= −i(ωC aˆks + ΩRbˆks) +
∫
dqκbathq,ksαq,ks ,
daˆ†−ks
dt
= i(ωC aˆ
†
−ks
+ ΩRbˆ
†
−ks
) +
∫
dqκbathq,−ks
∗
α†q,−ks ,
dbˆks
dt
= −i(ωX bˆks + ΩRaˆks + bˆ†−ksκe−2iωpt) +
∫
dqκbathq,ksβq,ks ,
dbˆ†−ks
dt
= i(ωX bˆ
†
−ks
+ ΩRaˆ
†
−ks
+ bˆksκ
∗e2iωpt) +
∫
dqκbathq,−ks
∗
β†q,−ks .
(B.10)
De même nous devons faire ce calcul pour les modes extérieurs :
dαq,ks
dt
= −iωphq,ksαks − κbathq,ks
∗
aˆks ,
dα†q,−ks
dt
= iωphq,−ksα
†
q,−ks
− κbathq,−ks aˆ†−ks ,
dβq,ks
dt
= −iωexcq,ksβks − κbathq,ks
∗
bˆks ,
dβ†q,−ks
dt
= iωexcq,−ksβ
†
q,−ks
− κbathq,−ks bˆ†−ks .
(B.11)
La similitude de ces équations nous permettra de faire une seule résolution
pour toutes. Nous prendrons dans la suite k = ks. La résolution formelle des
équations des modes α et β s’expriment :
αq,k(t) = αq,ks(t0)e
−iωph
q,k
(t−t0) + κbathq,k
∗
∫ t
t0
dt′e−iω
ph
q,k
(t−t′)aˆk(t
′) ,
βq,k(t) = βq,k(t0)e
−iωexc
q,k
(t−t0) + κbathq,k
∗
∫ t
t0
dt′e−iω
exc
q,k
(t−t′)bˆk(t
′) .
(B.12)
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Si l’on remplace ce paramètre par son expression dans les équations du mou-
vement des opérateurs aˆk et bˆk
daˆk
dt
= −i(ωC aˆk + ΩRbˆk) +
∫
dqκbathq,k αq,k(t0)e
−iωph
q,k
(t−t0)
+
∫
dq|κbathq,k |2
∫ t
t0
dt′e−iω
ph
q,k
(t−t′)aˆk(t
′) ,
(B.13)
dbˆk
dt
= −i(ωX bˆk + ΩRaˆk + bˆ†−kκe−2iωpt) +
∫
dqκbathq,k βq,k(t0)e
−iωexc
q,k
(t−t0)
+
∫
dq|κbathq,k |2
∫ t
t0
dt′e−iω
exc
q,k
(t−t′)bˆk(t
′) .
(B.14)
En utilisant la déﬁnition habituelle des opérateurs d’entrée extra-cavité :
αinq,k = αq,k(t0)e
−iωph
q,k
t . (B.15)
Dans notre situation, nous nous intéressons au régime stationnaire dans ce cas
t0 −→ −∞, les équations deviennent des équations de Langevin quantique :
daˆk
dt
= −i(ωC aˆk + ΩRbˆk)−
∫ ∞
−∞
dt′Γcav,k(t− t′)aˆk(t′) + Fcav,k(t) , (B.16)
dbˆk
dt
= −i(ωX bˆk + ΩRaˆk + bˆ†−kκe−2iωpt)−
∫ ∞
−∞
dt′Γexc,k(t− t′)bk(t′) + Fexc,k(t) .
(B.17)
Avec les termes :
Γj,k(τ) = Θ(τ)
∫
dq|κbathq,k |2e−iω
j
q,k
τ , (B.18)
et les termes associés à la force de Langevin :
Fph,k(t) =
∫
dqκbathq,k e
−iωph
q,k
tαinq,k , Fexc,k(t) =
∫
dqκbathq,k e
−iωexc
q,k
tβinq,k .
(B.19)
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Les opérateurs d’entrée et de sortie (αout et βout) peuvent être reliés via les
expressions :
αoutq,k = α
in
q,k − κbathq,k a˜k[ωphq,k] ,
βoutq,k = β
in
q,k − κbathq,k b˜k[ωexcq,k ] .
(B.20)
B.3 Résolution du système
Pour résoudre se problème nous nous placerons dans l’espace des fréquences
par transformée de Fourier. Ainsi :
−iωa˜k[ω] = −i(ωC a˜k[ω] + ΩRb˜k[ω])− Γ˜cav,k[ω]a˜k[ω] + F˜cav,k[ω] ,
−iωb˜k[ω] = −i(ωX b˜k[ω] + ΩRa˜k[ω] + κb˜†−k[2ωp − ω])− Γ˜exc,k[ω ]˜bk[ω] + F˜exc,k[ω] ,
i(2ωp − ω)a˜†−k[2ωp − ω] = i(ωC a˜†−k[2ωp − ω] + ΩRb˜†−k[2ωp − ω])
− Γ˜∗cav,k[2ωp − ω]a†−k[2ωp − ω] + F˜ †cav,−k[2ωp − ω] ,
i(2ωp − ω)b˜†−k[2ωp − ω] = i(ωX b˜†−k[2ωp − ω] + ΩRa˜†−k[2ωp − ω] + κ∗b˜k[ω])
− Γ˜∗cav,k[2ωp − ω ]˜b†−k[2ωp − ω] + F˜ †exc,−k[2ωp − ω] .
(B.21)
On en déduit le système d’équation :
Mk,ω,ωp


a˜k[ω]
b˜k[ω]
a˜†−k[2ωp − ω]
b˜†−k[2ωp − ω]

 + i


F˜cav,k[ω]
F˜exc,k[ω]
F˜ †cav,−k[2ωp − ω]
F˜ †exc,−k[2ωp − ω]

 = 0 . (B.22)
La matrice Mk,ω,ωp étant déﬁnie par :

ωC − ω − iΓ˜cav,k[ω] ΩR 0 0
ΩR ωX − ω − iΓ˜exc,k[ω] 0 κ
0 0 −ωC − (ω − 2ωp)− iΓ˜∗cav,k[2ωp − ω] −ΩR
0 −κ∗ −ΩR −ωX − (ω − 2ωp)− iΓ˜∗exc,k[2ωp − ω]

 .
(B.23)
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Le terme Γ˜j,k[ω] s’exprime :
Γ˜j,k[ω] =
∫
dqπ|κbathq,k |2δ(ω − ωjq,k) + iP
∫
dq
|κbathq,k |2
ω − ωjq,k
. (B.24)
De même,
F˜ph,k[ω] =
∫
dqκbathq,k 2πδ(ω − ωphq,k)αinq,k = 2πκbathq¯ ρphk [ω]αinq¯,k ,
F˜exc,k[ω
′] =
∫
dqκbathq,k 2πδ(ω
′ − ωexcq,k )βinq,k = 2πκbathq¯′ ρexck [ω′]βinq¯′,k ,
(B.25)
où q¯ et q¯′ sont tels que ωphq¯,k = ω
exc
q¯′,k = ω. Ce système s’inverse de la manière
suivante :

a˜k[ω]
b˜k[ω]
a˜†−k[2ωp − ω]
b˜†−k[2ωp − ω]

 = Gk,ω,ωp


F˜cav,k[ω]
F˜exc,k[ω]
F˜ †cav,−k[2ωp − ω]
F˜ †exc,−k[2ωp − ω]

 , (B.26)
avec Gk,ω,ωp = −iM−1k,ω,ωp. On explicite la relation :
a˜k[ω] = G11F˜cav,k[ω] + G12F˜exc,k[ω] + G13F˜ †cav,−k[2ωp − ω] + G14F˜ †exc,−k[2ωp − ω] ,
a˜†k[ω] = G∗11F˜ †cav,k[ω] + G∗12F˜ †exc,k[ω] + G∗13F˜cav,−k[2ωp − ω] + G∗14F˜exc,−k[2ωp − ω] .
(B.27)
Notons que nous pouvons nous donner encore à cet instant du calcul une dif-
férence entre les diﬀérentes interactions en remplaçant κbath = κph ou κbath =
κexc. Cette équation peut se réécrire en fonction du champ extérieur aux condi-
tions initiales :

a˜k[ω]
b˜k[ω]
a˜†−k[2ωp − ω]
b˜†−k[2ωp − ω]

 = 2πGk,ω,ωp


κphq¯ ρ
ph
k [ω]α
in
q¯,k
κexcq¯′ ρ
exc
k [ω]β
in
q¯′,k
κphq¯1
∗
ρexc−k [2ωp − ω]αinq¯1,−k
†
κexcq¯′1
∗ρexc−k [2ωp − ω]βinq¯′1,−k
†

 , (B.28)
sachant que :
〈a†k(t)ak(t)〉 =
∫
dω
2π
∫
dω′
2π
〈a˜†k[ω]a˜k[ω′]〉e−i(ω−ω
′)t . (B.29)
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B.4 Hypothèses simplificatrices
On peut négliger l’inﬂuence du déphasage apporté par l’extérieur, faible
devant les autres facteurs en jeu.
Si l’on s’occupe uniquement du cas quasi-dégénéré où ω ≃ ωp ≃ ωX ≃
ωC , on peut prendre Γ˜cav,k[ω] réel qui varie peu sur la gamme de fréquence
concernée. On écrit alors Γ˜cav,k[ω] = γC/2 et Γ˜exc,k[ω] = γX/2 Notre matrice
Mk,ω,ωp devient :
Mk,ωp,ωp =


∆C(ω)− iγC/2 ΩR 0 0
ΩR ∆X(ω)− iγX/2 0 κ
0 0 −∆C(2ωp − ω)− iγC/2 −ΩR
0 −κ∗ −ΩR −∆X(2ωp − ω)− iγX/2

 .
(B.30)
Avec ∆i(ω) = ωi − ω, avec i = X,C. Notons que chacune des quantités est
tout à fait contrôlable par les paramètres ﬁxes du système {pompe + cavité}.
B.4.1 Cas de modes uniques
Nous nous occupons pour le moment des interactions mode à mode sur le
réseau, ce qui diﬀère de l’interaction d’une tâche à une autre. Le calcul sur une
tâche sera introduit brièvement plus tard.
Population
Pour calculer la population dans l’état ﬁnal en régime stationnaire, nous
devons développer les équations. Reprenons l’expressions du moment d’ordre
2.
〈aˆ†k(t)aˆk(t)〉 =
∫
dω
∫
dω′e−i(ω−ω
′)t
〈(
κphq¯
∗
ρphk [ω]G∗11[ω]αinq¯,k
†
+ κexcq¯e
∗ρexck [ω]G∗12[ω]βinq¯e,k
†
+ κphq¯1
∗
ρph−k[2ωp − ω]G∗13[ω]αinq¯1,−k + κexcq¯1e ∗ρexc−k [2ωp − ω]G∗14[ω]βinq¯1e,−k
)
(
κphq¯′ ρ
ph
−k[ω
′]G11[ω′]αinq¯′,k + κexcq¯′e ρexc−k [ω′]G12[ω′]βinq¯′e,k
+ κphq¯′1
ρph−k[2ωp − ω′]G13[ω′]αinq¯′1,−k
†
+ κexcq¯′1e ρ
exc
−k [2ωp − ω′]G14[ω′]βinq¯′1e,−k
†
)〉
.
(B.31)
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Notre modèle inclus une excitation du système, partant d’un état vide. L’état
initial étant le vide, nous obtenons alors :
〈aˆ†k(t)aˆk(t)〉 =
∫
dω
∫
dω′e−i(ω−ω
′)t
(κphq¯1
∗
ρph−k[2ωp − ω]G∗13[ω]αinq¯1,−k + κexcq¯1e ∗ρexc−k [2ωp − ω]G∗14[ω]βinq¯1e,−k)
(κphq¯′1
ρph−k[2ωp − ω′]G13[ω′]αinq¯′1,−k
†
+ κexcq¯′1e ρ
exc
−k [2ωp − ω′]G14[ω′]βinq¯′1e,−k
†
) . (B.32)
On en déduit :
〈aˆ†k(t)aˆk(t)〉 =
∫
dω
∫
dω′e−i(ω−ω
′)t
|κphq¯1 |2ρph−k[2ωp − ω]G∗13[ω]G13[ω′]
[
dωphq=q¯′1
dq
]−1
δ(q¯1(2ωp − ω)− q¯′1(2ωp − ω′))
+ |κexcq¯1e |2ρexc−k [2ωp − ω]G∗14[ω]G14[ω′]
[
dωexcq=q¯′1e
dq
]−1
δ(q¯1e(2ωp − ω)− q¯′1e(2ωp − ω′)) .
(B.33)
Or, en eﬀectuant le changement de variable de la distribution suivant :
∫
dω′
[
dωexcq=q¯′
dq
]−1
δ(q¯(ω)− q¯′(ω′)) =
∫
dω′δ(ω − ω′) . (B.34)
En remplaçant dans l’expression, il vient :
〈aˆ†k(t)aˆk(t)〉 =
∫
dω
(
|κphq¯1 |2ρph−k[2ωp − ω]|G13|2[ω] + |κexcq¯1e |2ρexc−k [2ωp − ω]|G14|2[ω]
)
.
(B.35)
Par déﬁnition de Γ :
〈aˆ†k(t)aˆk(t)〉 =
1
2π
∫
dω
(
γC |G13|2[ω] + γX |G14|2[ω]
)
. (B.36)
On obtient de la même façon :
〈aˆ†−k(t)aˆ−k(t)〉 =
1
2π
∫
dω
(
γC |G31|2[ω] + γX |G32|2[ω]
)
. (B.37)
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Corrélations
Le calcul des corrélations nécessitant de connaître les moments d’ordre 4.
Si on reprend ce calcul sur des modes discrets, il vient :
〈aˆ†k(t)aˆk(t)aˆ†k(t)aˆk(t)〉 =
1
4π2
∫
dω
∫
dω′
∫
dω′′
∫
dω′′′e−i(ω+ω
′′−ω′−ω′′′)t
(γC |G13|2 + γX |G14|2)[ω](γC|G11|2 + γX |G12|2)[ω′]δ(ω − ω′′′)δ(ω′ − ω′′)
+ (γC |G13|2 + γX |G14|2)[ω](γC|G13|2 + γX |G14|2)[ω′′]δ(ω′ − ω)δ(ω′′ − ω′′′) .
(B.38)
On en déduit les expressions de σ1 et σ2 :
σ1 = 〈aˆ†k(t)aˆk(t)aˆ†k(t)aˆk(t)〉 − 〈aˆ†k(t)aˆk(t)〉2
σ1 =
∫
dω
2π
(γC |G13|2 + γX |G14|2)[ω]
∫
dω′
2π
(γC|G11|2 + γX |G12|2)[ω′] .
(B.39)
De même :
σ2 = 〈aˆ†−k(t)aˆ−k(t)aˆ†−k(t)aˆ−k(t)〉 − 〈aˆ†−k(t)aˆ−k(t)〉2
σ2 =
∫
dω
2π
(γC |G33|2 + γX |G34|2)[ω]
∫
dω′
2π
(γC|G31|2 + γX |G32|2)[ω′] .
(B.40)
Il nous reste à calculer le moment «croisé» d’ordre 4 〈aˆ†k(t)aˆk(t)aˆ†−k(t)aˆ−k(t)〉
pour terminer le calcul :
〈aˆ†k(t)aˆk(t)aˆ†−k(t)aˆ−k(t)〉 − 〈aˆ†k(t)aˆk(t)〉〈aˆ†−k(t)aˆ−k(t)〉 =
1
4π2
∫
dω(γCG∗13[ω]G33[ω]+γXG∗14[ω]G34[ω])
∫
dω′(γCG11[ω′]G∗31[ω′]+γXG12[ω′]G∗32[ω′]) ,
〈aˆ†−k(t)aˆ−k(t)aˆ†k(t)aˆk(t)〉 − 〈aˆ†k(t)aˆk(t)〉〈aˆ†−k(t)aˆ−k(t)〉 =
1
4π2
∫
dω(γCG13[ω]G∗33[ω]+γXG14[ω]G∗34[ω])
∫
dω′(γCG∗11[ω′]G31[ω′]+γXG∗12[ω′]G32[ω′]) .
(B.41)
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La somme des deux donne alors tout simplement :
σ12 = 〈aˆ†k(t)aˆk(t)aˆ†−k(t)aˆ−k(t)〉+ 〈aˆ†−k(t)aˆ−k(t)aˆ†k(t)aˆk(t)〉 − 2〈aˆ†k(t)aˆk(t)〉〈aˆ†−k(t)aˆ−k(t)〉
=
2
(2π)2
ℜ
(∫
dω(γCG13[ω]G∗33[ω] + γXG14[ω]G∗34[ω])∫
dω′(γCG∗11[ω′]G31[ω′] + γXG∗12[ω′]G32[ω′])
)
. (B.42)
On peut alors dès à présent se donner les valeurs de la somme et de la diﬀé-
rence directement en fonction des paramètres du problème. Le cas d’une tâche
se calcule aisément en moyennant les éléments du produit.
Corrélations normalisées
On obtient ainsi la valeur du bruit de la somme et de la diﬀérence normalisée
en divisant la somme et la diﬀérence par la population :
σ± =
σ1 + σ2 ± σ12
nk + n−k
=
∫
dω(γC|G13|2 + γX |G14|2)[ω]
∫
dω′(γC |G11|2 + γX |G12|2)[ω′] + σ2 ± σ12
2π
∫
dω (γC(|G13|2[ω] + |G31|2[ω]) + γX(|G14|2[ω] + |G32|2[ω]))
+
∫
dω(γC|G33|2 + γX|G34|2)[ω]
∫
dω′(γC|G31|2 + γX |G32|2)[ω′]
2π
∫
dω (γC(|G13|2[ω] + |G31|2[ω]) + γX(|G14|2[ω] + |G32|2[ω]))
± 2ℜ
(∫
dω(γCG13[ω]G∗33[ω] + γXG14[ω]G∗34[ω])
∫
dω′(γCG∗11[ω′]G31[ω′] + γXG∗12[ω′]G32[ω′])
)
2π
∫
dω (γC(|G13|2[ω] + |G31|2[ω]) + γX(|G14|2[ω] + |G32|2[ω])) .
(B.43)
De plus on peut ajouter que l’ont peut vériﬁer une partie de la ﬁabilité de ces
calculs en vériﬁant l’égalité
〈[
aˆk(t), aˆ
†
k(t)
]〉
= 1 avec la forme :
〈
[
aˆk(t), aˆ
†
k(t)
]
〉 = 1
4π2
∫
dω
(
γC|G11|2 + γX |G12|2 − γC |G13|2 − γX |G14|2
)
[ω] .
(B.44)
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B.4.2 Cas d’une tâche
Dans le cas d’une tâche sur laquelle les modes du vide ne sont pas initia-
lement corrélés, la quantité observée est la population sur notée Nj (j = (s, i)
signal ou complémentaire resp.), ici la moyenne sur les états est une déﬁnition
diﬀérente de la valeur moyenne stochastique puisque nous nous intéressons à
des états quantiques obtenus analytiquement et non aux résultats du calcul nu-
mérique. Cependant, la valeur recherchée est toujours la même et population
de photon au sein de la tâche est la valeur mesurée. Ainsi :
〈Nˆj(t)〉 =
∑
k∈Dj
〈aˆ†k(t)aˆk(t)〉 = ND〈nj(t)〉 , (B.45)
est le nombre de photon par mode sur la tâche. Dans le cas du moment d’ordre
4 sur une tache on écrit :
〈nˆj(t)nˆj(t)〉 = 1
N2D
〈∑
k∈Dj
Nˆk(t)
∑
k′∈Ds
Nˆk′(t)
〉
〈nˆj(t)nˆj(t)〉 =
∫∫∫∫
dω1dω2dω3dω4
(2π)4N2D
〈∑
k∈Dj
aˆ†k[ω1]aˆk[ω2]
∑
k′∈Dj
aˆ†k′[ω3]aˆk′[ω4]
〉
.
(B.46)
A ce stade intéressons nous à la reformulation de l’intégrant en terme de force
de Langevin :
〈∑
k∈Dj
aˆ†k[ω1]aˆk[ω2]
∑
k′∈Dj
aˆ†k′ [ω3]aˆk′ [ω4]
〉
=
∑
k∈Dj
∑
k′∈Dj
〈(
G∗11F˜ †cav,k[ω1] + G∗12F˜ †exc,k[ω1] + G∗13F˜cav,−k[2ωp − ω1] + G∗14F˜exc,−k[2ωp − ω1]
)
(
G11F˜cav,k[ω2] + G12F˜exc,k[ω2] + G13F˜ †cav,−k[2ωp − ω2] + G14F˜ †exc,−k[2ωp − ω2]
)
(
G∗11F˜ †cav,k′ [ω3] + G∗12F˜ †exc,k′[ω3] + G∗13F˜cav,−k′[2ωp − ω3] + G∗14F˜exc,−k′[2ωp − ω3]
)
(
G11F˜cav,k′ [ω4] + G12F˜exc,k′[ω4] + G13F˜ †cav,−k′[2ωp − ω4] + G14F˜ †exc,−k′[2ωp − ω4]
)〉
.
(B.47)
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Rappelons que nous sommes dans le vide en ce qui concerne les forces de
Langevin. D’autre part on élimine tout couplage initial entre d’une part le
signal et le complémentaire et d’autre part deux modes voisins d’une tâche. Ici
on doit se donner le résultat :
〈F˜k[ω]F˜ †k′[ω′]〉 = 2πγδ(ω − ω′)δk,k′ . (B.48)
Ainsi :〈∑
k∈Dj
a†k[ω1]ak[ω2]
∑
k′∈Dj
a†k′ [ω3]ak′ [ω4]
〉
=
4π2
∑
k∈Dj
∑
k′∈Dj
(|G13|2γC + |G14|2γX) δk,k′δ(ω1 − ω4) (|G11|2γC2π + |G12|2γX) δ(ω2 − ω3)δk,k′
+
(|G13|2γC + |G14|2γX) δ(ω1 − ω2)δk,k (|G13|2γC + |G14|2γX) δ(ω3 − ω4)δk′,k′ .
(B.49)
On obtient ﬁnalement :
〈
∑
k∈Dj
aˆ†k[ω1]aˆk[ω2]
∑
k′∈Dj
aˆ†k′ [ω3]aˆk′ [ω4]〉
=
∑
k∈Dj
(|G13|2γC + |G14|2γX) 2πδ(ω1 − ω4) (|G11|2γC + |G12|2γX) 2πδ(ω2 − ω3)
+
∑
k∈Dj
∑
k′∈Dj
(|G13|2γC + |G14|2γX) 2πδ(ω1 − ω2) (|G13|2γC + |G14|2γX) 2πδ(ω3 − ω4) .
(B.50)
On retrouve donc :
〈nˆj(t)nˆj(t)〉 − 〈nˆj(t)〉2 = 1
N2D
∑
k∈Dj
∫
dω
2π
(|G13|2γC + |G14|2γX) [ω]
∫
dω′
2π
(|G11|2γC + |G12|2γX) [ω′] . (B.51)
Les termes croisés se retrouvent également aisément.
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B.4.3 Lien avec la définition en fréquence
La somme et la diﬀérence du bruit en intensité sont déﬁnies par
σ± ≡ 〈(δN±(t))2〉 , (B.52)
où par déﬁnition,
δN±(t) ≡ N± − 〈N±〉 . (B.53)
Une réécriture de σ±(t) est trivialement σ±(t) = 〈δN±(t)δN±(t)〉. Notons que
dans un processus stationnaire σ±(t) est une constante aventageusement notée
σ±. La valeur de la corrélation de l’intensité est par déﬁnition :
S(τ) ≡ 〈δN±(t+ τ)δN±(t)〉 = 〈δN±(τ)δN±(0)〉 . (B.54)
La deuxième égalité est vraie pour un processus stationnaire. La transformée
de Fourier de cette quantitée :
S˜[ω] =
∫
dτe−iωτS(τ) =
∫
dτe−iωτ 〈δN±(τ)δN±(0)〉 . (B.55)
Soit :
S˜[ω] = 〈
∫
dτe−iωτδN±(τ)δN±(0)〉 = 〈δN˜±[ω]δN±(0)〉 . (B.56)
Notons que :
∫
dωS˜[ω] =
∫
dωS˜[ω]eiω0 = 2πS(τ = 0) = σ± Si nous devons
nous intéresser au calcul de S˜[ω], il nous faut calculer la valeur de l’opérateur
δN˜±[ω] :
δN˜±[ω] =
∫
e−iωτdτδN±(τ) =
∫
e−iωτdτ (N±(τ)− 〈N±(τ)〉) . (B.57)
On aura besoin de calculer la valeur de 〈N±(τ)〉. Or :
〈N±(τ)〉 =
∑
k∈Ds
±
∑
k′∈Di
∫∫
dω1dω2
4π2
ei(ω2−ω1)τ 〈aˆ†k[ω1]aˆk′ [ω2]〉
=
∑
k∈Ds
±
∑
k∈Di
∫
dω1
2π
(
γC |G13|2 + γX |G14|2
)
.
(B.58)
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C’est donc une constante (comme on pouvait s’y attendre) dont on connait
maintenant la valeur. On en déduit :
〈N˜±[ω]〉 = 〈N±(0)〉δ[ω] . (B.59)
Revenons au calcul de S˜[ω] :
S˜[ω] = 〈δN˜±[ω]δN±(0)〉 = 〈(N˜±[ω]− 〈N±(0)〉δ[ω])(N±(0)− 〈N±(0)〉)〉
= 〈N˜±[ω]N±(0)〉 − 〈N˜±[ω]〉〈N±(0)〉 − 〈N±(0)〉δ[ω]〈N±(0)〉+ 〈N±(0)〉2δ[ω]
S˜[ω] = 〈N˜±[ω]N±(0)〉 − 〈N±(0)〉2δ[ω] .
(B.60)
Il nous reste maintenant à calculer 〈N˜±[ω]N±(0)〉. En terme de calcul sur une
tâche, on retrouve la dépendance suivante :
〈N˜±[ω]N±(0)〉 = 〈N˜s[ω]Ns(0)〉+〈N˜i[ω]Ni(0)〉±
(
〈N˜s[ω]Ni(0)〉+ 〈N˜i[ω]Ns(0)〉
)
.
(B.61)
Ainsi découpé on peut reprendre le calcul :
〈N˜j [ω]Nj(0)〉 =
∑
k∈Dj
∫
dτe−iωτ
∫∫
dω1dω2
4π2
ei(ω2−ω1)τ
∑
k′∈Dj
∫∫
dω3dω4
4π2
〈aˆ†k[ω1]aˆk[ω2]aˆ†k′[ω3]aˆk′[ω4]〉
=

∑
k∈Dj
∫
dω1
2π
(|G13|2γC + |G14|2γX) [ω1]


2
δ(ω)
+
∑
k∈Dj
∫
dω1
2π
(|G13|2γC + |G14|2γX) [ω1] (|G11|2γC + |G12|2γX) [ω1 + ω] .
(B.62)
Donc :
〈N˜j [ω]Nj(0)〉 =〈Nj(0)〉2δ[ω]
+
∑
k∈Dj
∫
dω1
2π
(|G13|2γC + |G14|2γX) [ω1] (|G11|2γC + |G12|2γX) [ω1 + ω] .
(B.63)
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Il nous reste les moments croisés à calculer :
〈N˜s[ω]Ni(0)〉 =
∑
k∈Ds
∫
dτe−iωτ
∫∫
dω1dω2
4π2
ei(ω2−ω1)τ
∑
k′∈Di
∫∫
dω3dω4
4π2
〈aˆ†k[ω1]aˆk[ω2]aˆ†k′ [ω3]aˆk′[ω4]〉
=
(∑
k∈Di
∫
dω1
2π
(|G13|2γC + |G14|2γX) [ω1]
)(∑
k′∈Ds
∫
dω3
2π
(|G13|2γC + |G14|2γX) [ω3]
)
δ(ω)
+
∑
k∈Ds
∫
dω1
2π
(G∗11[k, 2ωp − ω1]G∗13[−k, ω1]γC + G∗12[k, 2ωp − ω1]G∗14[−k, ω1]γX)
(G11[k, ω + ω1]G13[−k, 2ωp − ω − ω1]γC + G12[k, ω + ω1]G14[−k, 2ωp − ω − ω1]γX) .
(B.64)
De la même façon que plus haut :
〈N˜s[ω]Ni(0)〉 = 〈Ns(0)〉〈Ni(0)〉δ[ω]
+
∑
k∈Ds
∫
dω1
2π
(G∗11[k, 2ωp − ω1]G∗13[−k, ω1]γC + G∗12[k, 2ωp − ω1]G∗14[−k, ω1]γX)
(G11[k, ω + ω1]G13[−k, 2ωp − ω − ω1]γC + G12[k, ω + ω1]G14[−k, 2ωp − ω − ω1]γX) .
(B.65)
En réintroduisant ces formules dans notre expression de S˜[ω] :
S˜[ω] = 〈N˜±[ω]N±(0)〉 − 〈N±(0)〉2δ[ω]
=
∑
k∈Ds
∫
dω1
2π
(|G13|2γC + |G14|2γX) [ω1] (|G11|2γC + |G12|2γX) [ω1 + ω]
+
∑
k∈Di
∫
dω1
2π
(|G13|2γC + |G14|2γX) [ω1] (|G11|2γC + |G12|2γX) [ω1 + ω]
+
∑
k∈Ds
∫
dω1
2π
(G∗11[k, 2ωp − ω1]G∗13[−k, ω1]γC + G∗12[k, 2ωp − ω1]G∗14[−k, ω1]γX)
(G11[k, ω + ω1]G13[−k, 2ωp − ω − ω1]γC + G12[k, ω + ω1]G14[−k, 2ωp − ω − ω1]γX)
+
∑
k∈Di
∫
dω1
2π
(G∗11[k, 2ωp − ω1]G∗13[−k, ω1]γC + G∗12[k, 2ωp − ω1]G∗14[−k, ω1]γX)
(G11[k, ω + ω1]G13[−k, 2ωp − ω − ω1]γC + G12[k, ω + ω1]G14[−k, 2ωp − ω − ω1]γX) .
(B.66)
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Notons que les divergences se sont toutes annulées. Il ne reste que des termes
dépendant de ω qui sont en général des convoluées.
126 Annexe B. Modèle entrée-sortie
Annexe C
Publications et acte de
conférence
– Polariton quantum blockade in a photonic dot, A. Verger, C. Ciuti & I.
Carusotto, Phys. Rev. B 73, 193306 (2006), cond-mat/0511336.
– ICPS 28 (Vienna 2006) : Polariton quantum blockade in a photonic dot,
A. Verger, C. Ciuti & I. Carusotto.
– Quantum Monte Carlo study of ring-shaped polariton parametric lumi-
nescence in a semiconductor microcavity, A. Verger, I. Carusotto & C.
Ciuti, Phys. Rev. B 76, 115324 (2007), cond-mat.other/0704.3423v2.
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Abstract :
This manuscript is a theoretical study of the non-classical properties of
the light emitted by the semiconductor microcavities in the strong coupling
regime. In this respect, we have studied both single photon and twin photon
sources based on polariton-polariton interactions.
In a ﬁrst part, we have demonstrated the possible realization of a sub-
poissonian light source based on photon conﬁned structures. For a small enough
photonic dot embedded in a planar microcavity, one can reach a non-linear
regime where the introduction of one single photon is suﬃcient to detune
the resonance by more than a linewidth. This leads to the so-called polariton
quantum blockade. In this regime, we have shown that it is possible to create a
novel single photon source, presenting in detail its intrinsic properties. We have
highlighted the various aspects of its performance, in the continous regime as
well as in the pulsed regime.
In the second part, we have studied the quantum correlations properties
of ring-shaped parametric ﬂuorescence from a planar microcavity excited by a
symmetric two-pump excitation. Using a Wigner Quantum Monte Carlo algo-
rithm, we have characterized the quantum correlations taking place between
the signal and idler beams on the opposite sides of the ring. The results in-
dicate that even in presence of multiple scattering, realistic losses and static
disorder, the signal and idler beams maintain a signiﬁcant amount of quan-
tum correlations. The dependance of the quantum correlation on the pump
intensity has been characterized across the parametric instability threshold,
showing the regime where the non-classical features are maximized.
Keywords : Microcavity — Strong coupling — Antibunching — Single
photon — Quantum blockade — Twin photons — Quantum optics — Semi-
conductor.
Résumé :
Ce mémoire de thèse a pour sujet l’étude théorique des propriétés non-
classiques de la lumière émise par les microcavités semiconductrices dans le
régime de couplage fort. Dans ce cadre, nous avons étudié ces structures comme
des sources de photons uniques ou de photons jumeaux.
Nous avons démontré dans un premier temps l’opportunité de créer une
source de lumière de statistique sub-poisonnienne à partir de structures pho-
toniques conﬁnées. Pour des boîtes photoniques suﬃsamment étroites au sein
de microcavités semiconductrices, on atteint un régime non-linéaire tel que
l’introduction d’un seul photon suﬃt à décaler la résonance d’absorption de la
structure de plus d’une largeur de raie, engendrant le phénomène de blocage
quantique. Nous avons montré qu’en utilisant ce mécanisme de blocage, il est
possible de créer une source de photons uniques originale, dont nous avons
présenté les caractéristiques. Nous avons présenté les diﬀérents aspects de son
fonctionnement tant en régime continu qu’en régime pulsé.
Dans un deuxième temps, nous avons étudié les propriétés de corrélation
entre paires signal et complémentaire émises par ﬂuorescence paramétrique
dans une conﬁguration d’excitation symétrique dans une microcavité planaire.
En utilisant l’algorithme de Monte Carlo quantique, nous avons montré qu’il
existe des corrélations quantiques entre ces deux faisceaux. En étudiant l’im-
pact du désordre (qui brise l’invariance par translation) de la cavité sur ces
corrélations, nous montrons que celui-ci dégrade le caractère quantique des cor-
rélations lorsque l’intensité de l’excitation est modérée. La dépendance en in-
tensité des corrélations quantiques entre faisceaux a été caractérisée au-dessus
et en-dessous du seuil d’instabilité paramétrique, nous permettant d’identiﬁer
le régime où le caractère non-classique du système est maximal.
Mots clefs : Microcavité — Couplage fort — Antibunching — Photon
unique — Blocage quantique — Photons jumeaux — Optique quantique —
Semiconducteur.
