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CONVERGENCE OF HEISENBERG MODULES OVER
QUANTUM 2-TORI FOR THE MODULAR
GROMOV-HAUSDORFF PROPINQUITY
FRÉDÉRIC LATRÉMOLIÈRE
Abstract. The modular Gromov-Hausdorff propinquity is a distance on classes
of modules endowed with quantum metric information, in the form of a metric
form of a connection and a left Hilbert module structure. This paper proves
that the family of Heisenberg modules over quantum two tori, when endowed
with their canonical connections, form a continuous family for the modular
propinquity.
1. Introduction
The modular Gromov-Hausdorff propinquity [18] is a distance on modules over
C*-algebras endowed with some quantum metric information, designed to advance
our project of constructing an analytic framework for the study of classes of C*-
algebras as geometric objects. Convergence for compact quantum metric has been
an active area of our research with many developments, built on top of our non-
commutative analogue of the Gromov-Hausdorff metric called the dual propinquity
[13, 10, 15, 14, 11, 9, 2, 12]. A natural question in noncommutative metric ge-
ometry concerned the behavior of modules over convergent sequences of quantum
metric spaces. Indeed, modules encode much geometric information and are key
ingredients for theories in mathematical physics, and thus for our research program
to advance toward its goal, it is essential to develop a metric geometric theory for
modules over C*-algebras. Remarkably, there seems to be no classical model from
which to work for such a new distance. We propose our answer, called the modular
Gromov-Hausdorff propinquity, as a deep extension of the quantum propinquity in
[18], and this paper provides the first deep example of convergence for our new met-
ric. We proved in [9] that quantum tori form a continuous family for the quantum
propinquity, and we now prove that Heisenberg modules over quantum two-tori also
form continuous families for our new modular propinquity. As all finitely generated,
projective modules over quantum two tori are sums of Heisenberg modules and free
modules, and free modules were handled in [18], we thus provide in this paper a
detailed picture of the metric geometry of the class of finitely generated, projective
modules over quantum two-tori.
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Noncommutative metric geometry [4, 24, 26] studies noncommutative general-
izations of Lipschitz algebras, defined as:
Definition 1.1. An ordered pair (A, L) is a Leibniz quantum compact metric space
when A is a unital C*-algebra, whose norm we denote as ‖ · ‖A and whose unit
is denoted as 1A, and L is a seminorm defined on a dense Jordan-Lie subalgebra
dom(L) of the space of self-adjoint elements sa (A) of A such that:
(1) {a ∈ dom (L) : L(a) = 0} = R1A,
(2) the Monge-Kantorovich metric mkL defined on the state space S (A) of A
by setting, for any two ϕ, ψ ∈ S (A):
mkL(ϕ, ψ) = sup {|ϕ(a)− ψ(a)| : a ∈ dom (L), L(a) 6 1}
metrizes the weak* topology restricted to S (A),
(3) L is lower semi-continuous,
(4) max
{
L
(
ab+ba
2
)
, L
(
ab−ba
2i
)}
6 ‖a‖AL(b) + ‖b‖AL(a).
Leibniz quantum compact metric spaces, and more generally quasi-Leibniz quan-
tum compact metric spaces (a generalization we will not need in this paper), form a
category with the appropriate notion of Lipschitz morphisms [19], containing such
important examples as quantum tori [24], Connes-Landi spheres [20], group C*-
algebras for hyperbolic groups and nilpotent groups [25, 21], AF algebras [9], Podlès
spheres [1], certain C*-crossed-products [6], among others. Any compact metric
space (X, d) give rise to the Leibniz quantum compact metric space (C(X),Lip)
where C(X) is the C*-algebra of C-valued continuous functions over X , and Lip is
the Lipschitz seminorm induced by d.
Our interest in this paper is to prove the continuity of families of modules over
Leibniz quantum compact metric spaces. A module over an Leibniz quantum com-
pact metric space is defined as follows. We refer to [18] for the motivation behind
this definition.
Definition 1.2 ([18, Definition 3.8]). A (Leibniz) metrized quantum vector bundle
(M , 〈·, ·〉
M
,D,A, L) consists of:
(1) a Leibniz quantum compact metric space (A, L) called the base space,
(2) a A-left Hilbert module (M , 〈·, ·〉
M
),
(3) a normD defined on a dense subspace of M such that D(ω) >
√‖〈ω, ω〉
M
‖
A
for all ω ∈ M , and such that the set:
{ω ∈ M : D(ω) 6 1}
is compact in M ,
(4) for all a ∈ sa (A) and for all ω ∈ M , we have the inner Leibniz inequality:
DM (aω) 6 (‖a‖A + LA(a))DM (ω),
(5) for all ω, η ∈ M , we have the modular Leibniz inequality:
max {LA (ℜ〈ω, η〉M ) , LA (ℑ〈ω, η〉M )} 6 2DM (ω)DM (η).
The norm D is called a D-norm.
We note that we index inner products of Hilbert modules by the module instead
of the usual convention to index by the base C*-algebra.
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We introduce in [18] (see [16] as well) a metric on the class of metrized quantum
vector bundles, called the modular propinquity Λmod. We refer to [18] for the con-
struction of Λmod, which is indeed a metric up to full quantum isometry of metrized
quantum vector bundles, and some of its core properties.
In this paper, we will compute an upper bound on the modular propinquity
between certain metrized quantum vector bundles constructed from Heisenberg
modules over quantum tori, and we now recall the key elements of our construction
in [18] which we will use to derive these bounds.
First, given any two metrized quantum vector bundles, we use a structure to
connect them together, thus enabling us to quantify how far apart they might be.
This structure is called a modular bridge, as it extends the idea of a bridge between
quantum compact metric spaces introduced in [13].
Definition 1.3. Let ΩA = (M , 〈·, ·〉M ,DM ,A, LA) andΩB = (N , 〈·, ·〉N ,DN ,B, LB)
be two metrized quantum vector bundles. A modular bridge
γ = (D, x, πA, πB, (ωj)j∈J , (ηj)j∈J )
from ΩA to ΩB is given by:
(1) a unital C*-algebra D,
(2) an element x ∈ D, called the pivot of γ, such that:
S1(D|ω) := {ϕ ∈ S (D)|∀a ∈ sa (D) ϕ(aω) = ϕ(ωa) = ϕ(a)}
is not empty,
(3) two unital *-monomorphisms πA : A →֒ D and πB : B →֒ D,
(4) an index set J and two families (ωj)j∈J ∈ M J , (ηj)j∈J ) ∈ N J , respectively
called the anchors and co-anchors of γ, such that for all j ∈ J , we have
DM (ωj) 6 1 and DN (ηj) 6 1.
In [13, 18], we associate a number, called the length, to a modular bridge. This
number involves the notion of length for a bridge between quantum compact metric
spaces as defined in [13], though we will not need its exact expression in this paper.
Definition 1.4. Let ΩA = (M , 〈·, ·〉M ,DM ,A, LA) andΩB = (N , 〈·, ·〉N ,DN ,B, LB)
be two metrized quantum vector bundles and let:
γ = (D, x, πA, πB, (ωj)j∈J , (ηj)j∈J )
be a bridge from ΩA to ΩB.
The length λ (γ) of γ is the maximum of the length of (D, x, πA, πB) as defined
in [13, Definition 3.17] and ̟ (γ) + ̺♯ (γ) where:
(1) the modular reach ̺♯ (γ) of γ is:
̺♯ (γ) = max
{
bnγ
(〈ωj , ωk〉M , 〈ηj , ηk〉N ) : j, k ∈ J} ,
with
∀(a, b) ∈ A⊕B bnγ (a, b) = ‖πA(a)x− xπB(b)‖D ;
(2) the imprint ̟ (γ) of γ is:
̟ (γ) = max {HausM ({ωj : j ∈ J}, {ω ∈ M : DM (ω) 6 1}),
HausN ({ηj : j ∈ J}, {η ∈ N : DN (η) 6 1})} ,
where HausM is the Hausdorff metric induced by the metric:
kDM : ω, η ∈ M 7→ sup {|〈ω − η, ξ〉M | : ξ ∈ M ,DM (ξ) 6 1} ,
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with a similar definition for HausN .
For our purpose, the key role of bridges is summarized in the fact that by con-
struction, if A and B are two metrized quantum vector bundles, and if γ is a bridge
from A to B, then:
(1.1) Λmod (A,B) 6 λ (γ).
The present manuscript provides our first main example of convergence for the
modular propinquity: the family of Heisenberg modules over quantum 2-tori. As
shown in [22], finitely generated projective modules over irrational rotation algebras
can be described, up to module isomorphism, as either free — a case with which
we dealt in [18] — or constructed through a projective unitary representation of
R2, or equivalently, a unitary representation of the Heisenberg group, as seen in
[3]. We briefly indicate in the next section how to endow Heisenberg modules with
the structure of a metrized quantum vector bundle, which is the topic of [17] where
we discussed the relation between Connes’ connection [3, 5] on Heisenberg modules
and our quantum metric structure.
As they are metrized quantum vector bundles, we can ask whether Heisenberg
modules form continuous families for the modular propinquity. More specifically,
Heisenberg modules over a quantum torus are naturally parametrized by their K0
class, or equivalently, by the value the trace of that class, which is an element of
Z + θZ ⊆ R. We will prove in this paper that if p, q ∈ Z are fixed, then the
Heisenberg modules whose K0 class has trace pθ+ q vary continuously in θ for the
modular propinquity (note that the base algebra, the quantum torus, also varies
continuously with θ for the quantum propinquity).
The strategy of this paper, which is reflected in its structure, begins with proving
a continuous field type of result for the D-norms defined on Heisenberg modules.
We then prove a form of uniform approximation for elements in Heisenberg modules
using certain convolution-type operators. This involve the use of some harmonic
analysis based upon the Hermite functions. We then bring all of this together in
our main result.
As a matter of convention throughout this paper, we will use the following no-
tations.
Notation 1.5. By default, the norm of a normed vector space E is denoted by
‖·‖E . When A is a C*-algebra, the space of self-adjoint elements of A is denoted
by sa (A). The state space of A is denoted by S (A). In this work, all C*-algebras
A will always be unital with unit 1A.
Convention 1.6. If P is some seminorm on a vector subspace D of a vector space
E, then for all x ∈ E \D we set P (x) = ∞. With this in mind, the domain D of
P is the set {x ∈ E : P (x) <∞}, with the usual convention that 0∞ = 0 while all
other operations involving ∞ give ∞.
2. Background on Heisenberg modules as metrized quantum vector
bundles
A (2-dimensional) quantum torus Aθ, for θ ∈ R, is the twisted convolution
C*-algebra C∗
(
Z
2, eθ
)
of Z2 for (restriction to Z2 of) the 2-cocycle (of R2):
(2.1) eθ : ((x1, y1), (x2, y2)) ∈ R2 ×R2 7−→ exp (iπθ(x2y1 − x1y2)) .
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It is thus the universal C*-algebra generated by two unitaries Uθ, Vθ such that
VθUθ = eθ((1, 0), (0, 1))UθVθ. By universality, there exists a (strongly continuous)
action βθ of T
2 = {(exp(ix), exp(iy)) : x, y ∈ R} on Aθ by *-automorphisms,
uniquely defined by setting for all (z, w) ∈ T2:
β
z,w
θ Uθ = zUθ and β
z,w
θ Vθ = wVθ .
Quantum tori are primary examples of noncommutative Riemannian manifolds
[3, 23]. The question which we solve in this manuscript is whether interesting
modules over quantum tori form continuous families for the modular propinquity.
Arguably, the most relevant modules to consider are the Heisenberg modules over
the quantum tori, the construction of which we now summarize.
The Heisenberg group H3 is defined as R
3 with the multiplication:
∀(x, y, t), (x′, y′, t′) ∈ H3 (x, y, t)(x′, y′, t′) = (x+ x′, y + y′, t+ t′ + xy′).
We follow the construction in [5]. Let us fix p ∈ Z, q ∈ N\{0} and d ∈ qN\{0}.
Set ð = θ − p
q
.
The irreducible unitary representation αð,d of H3 on L
2(R)⊗Cd = L2(R,Cd) is
given by:
(2.2) αx,y,u
ð,d ξ : s ∈ R 7→ exp(2iπ(ðu+ sx))ξ(s+ ðy)
Let (e1, . . . , ed) be the canonical basis for C
d. Define up,qej = exp
(
2iπp
q
)
and
up,qej = e(j+1) mod d for all j ∈ {1, . . . , d}.
For all (n,m) ∈ Z2, we then define:
̟
n,m
d,p,qξ = exp
(
iπpnm
q
)
unp,qv
m
p,q · σn,mp,q,dξ.
By construction, ̟d,p,q is a unitary projective representation of Z
2 for the 2-cocycle
eθ, thus it defines a unique *-representation of Aθ on L2(R) ⊗ Cd = L2(R,Cd) by
integration.
Now, we note that the following space is carried into itself by ̟p,q,d:
S(Cd) =
{
f : R→ Cd : ∀p ∈ R[X ] lim
x→±∞
p(x)f(x) = 0
}
.
For any ξ, ω ∈ S(Cd), we set:
〈ξ, ω〉
H
p,q,d
θ
: (n,m) ∈ Z2 7−→
〈
̟
n,m
p,q,ð,dξ, ω
〉
L2(R)⊗E
.
The completion of S(Cd) for the norm induced by the Aθ-valued inner product
〈·, ·〉
H
is a Hilbert module over Aθ called the Heisenberg module H p,q,dθ .
We define the projective unitary representation σp,q,d of R
2 for the 2-cocycle eð
by setting:
∀x, y ∈ R2 σx,y
ð,d = α
x,y,xy
2
ð,d .
This representation is the Schrödinger representation for the “Planck constant” ð.
We then proved in [17] that Heisenberg modules over quantum tori give rise to
metrized quantum vector bundles.
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Theorem 2.1 ([17, Theorem 6.11]). Let H p,q,dθ be the Heisenberg module over Aθ
for some θ ∈ R, p ∈ Z, q ∈ N \ {0} and d ∈ qN \ {0}. Let ð = θ − p
q
and assume
ð 6= 0. Let ‖ · ‖ be a norm on R2. If we set, for all ξ ∈ H p,q,dθ :
D
p,d,q
θ (ξ) = sup

‖ξ‖H p,q,dθ ,
∥∥∥σx,yð,dξ − ξ∥∥∥
H
p,q,d
θ
2π|ð|‖(x, y)‖ : (x, y) ∈ R
2 \ {0}

 ,
and for all a ∈ Aθ:
Lθ(a) = sup


∥∥∥βexp(ix),exp(iy)θ a− a∥∥∥
Aθ
‖(x, y)‖ : (x, y) ∈ R
2 \ {0}


then
(
H
p,q,d
θ , 〈·, ·〉H p,q,d
θ
,D
p,d,q
θ ,Aθ, Lθ
)
is a Leibniz metrized quantum vector bun-
dle.
We will use the notation of Theorem (2.1) for the remainder of this paper. In
particular, we fix a norm ‖·‖ on R2 for the remainder of this paper.
We note that while in general, the action of the Heisenberg groups on Heisenberg
modules is not by isometry of our D-norms, we can still find some related operators
which act almost as isometries. This begins the new material for this paper.
Notation 2.2. If E is a metric space, x ∈ E and r > 0, the closed ball of center x
and radius r in E is denoted by E[x, r].
Lemma 2.3. Let p ∈ Z, q ∈ N and d ∈ N \ {0}. For all ε > 0 there exists δ > 0
such that, if f : R2 → R+ is an integrable function supported on a R2[0, δ] such
that
∫∫
R2
f 6 1, and if ð 6= 0, then for all ξ ∈ S(Cd), we have:
D
p,q,d
p
q
+ð
(
σ
f
ð,dξ
)
6 (1 + ε)Dp,q,dp
q
+ð
(ξ).
Proof. Let ð ∈ R\{0} and let θ = p
q
+ð. We first record that for all (x, y, u), (z, w, v) ∈
H3:
α
x,y,u
ð,d α
z,w,v
ð,d = exp (2iπð(xw − zy))αz,w,vð,d αx,y,uð,d .
Next, we denote by ‖ · ‖2 the standard Euclidean norm on R2 and, since R2 is
finite dimensional, we can find k > 0 such that ‖ · ‖2 6 k‖ · ‖. For all x, y, z, w ∈ R,
we then compute:
|exp (2iπð(xw − zy))− 1| = 2| sin(ðπ(xw − zy))| 6 2π|ð||xw − yz|
6 2π|ð|‖(x, y)‖2‖(z, w)‖2 6 2πk|ð|‖(x, y)‖‖(z, w)‖2.
Let ε > 0. Let f be a nonnegative integrable function supported on R2[0, δ] with∫∫
R2
f 6 1.
For all (z, w) ∈ R2[0, δ] and (x, y) ∈ R2 with ‖(x, y)‖ 6 δ = ε
k
, we compute:∥∥∥∥αx,y,xy2ð,d
(∫∫
K
f(z, w)α
z,w, zw
2
ð,d ξ dxdy
)
−
∫∫
f(z, w)α
z,w, zw
2
ð,d ξ dxdy
∥∥∥∥
H
p,q,d
θ
6
∫∫
K
f(z, w) |exp (2iπð(xy − zw))− 1|
∥∥∥αz,w, zw2ð,d αx,y, xy2ð,d ξ∥∥∥
H
p,q,d
θ
dzdw
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+
∫∫
K
f(z, w)
∥∥∥αz,w, zw2ð,d (αx,y,xy2ð,d ξ − ξ)∥∥∥
H
p,q,d
θ
dzdw
6 2πk|ð|δ‖(x, y)‖
∫∫
K
f‖ξ‖
H
p,q,d
θ
+
∫∫
K
f2π|ð|‖(x, y)‖Dp,q,dθ (ξ)
6 (kδ + 1) 2π|ð|‖(x, y)‖Dp,q,dθ (ξ)
6 (ε+ 1)2π|ð|‖(x, y)‖Dp,q,dθ (ξ).
By definition (see Theorem (2.1)), and since σð,d acts by isometries for H
p,q,d
θ ,
we now have:
D(σf
ð,dξ) = sup


∥∥∥σfð,dξ∥∥∥
H
p,q,d
θ
,
∥∥∥αx,y,xy2ð,d σfð,dξ − σfð,dξ∥∥∥
H
p,q,d
θ
2π|ð|‖(x, y)‖ : x, y ∈ R \ {0}


6 (ε+ 1)Dp,q,dθ (ξ).
Our lemma is now proven. 
3. A continuous field of D-norms
The essential observation which we use to prove our main result, Theorem (4.1),
is that the D-norms on Heisenberg modules form continuous families:
Theorem 3.1. Let p ∈ Z, q ∈ N \ {0} and d ∈ qN \ {0}. Let ξ ∈ S(Cd). Let
ρ : R\{ p
q
} → R\{0} be a continuous function. If (θk)k∈N is a sequence in R\
{
p
q
}
converging to θ∞ 6= pq then:
lim
k→∞
D
p,q,d
θk
(ξρ(θk)) = D
p,q,d
θ∞
(ξρ(θ∞)),
where ξρ(θ) : t ∈ R 7→ ξ(ρ(θ)t) for all θ 6= pq .
To prove Theorem (3.1), our first step is to reformulate the expression of our
D-norms.
Lemma 3.2. Let p ∈ Z, q ∈ N \ {0} and d ∈ qN \ {0}. Let r : R \ {0} → R \ {0}
be a continuous function.
If ξ ∈ S(Cd), then for all (x, y) ∈ R2 with ‖(x, y)‖ = 1, ð ∈ R\{0}, the function:
t ∈ (0,∞) 7→ ωx,y,t,ð =
σ
tx,ty
ð,d ξr(ð) − ξr(ð)
2πðt
where ξr(ð) : t ∈ R 7→ ξ(r(ð)t), can be extended by continuity at 0. Moreover, for
all ð ∈ R \ {0}:
D
p,q,d
ð+p
q
(ξr(ð)) =
sup
{∥∥ξr(ð)∥∥H p,q,d
θ
, ‖ωx,y,t,ð‖H p,q,d
θ
: (x, y) ∈ R2, ‖(x, y)‖ = 1, t ∈ [0, 1]
}
and
(x, y, t, ð) ∈ R2[0, 1]×R× (R \ {0}) 7→ 〈ωx,y,t,ð, ωx,y,t,ð〉H p,q,d
ð+
p
q
is continuous to
(
ℓ1(Z2), ‖ · ‖ℓ1(Z2)
)
.
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Proof. We begin by setting a domain over which we shall study our functions ω.
For our purpose, we choose some arbitrary ð∞ 6= 0 and then 0 < ð− < ð+ such
that |ð∞| ∈ (ð−, ð+). We set:
Ω =
{
(x, y, ð) ∈ R3 : ‖(x, y)‖ = 1, |ð| ∈ [ð−, ð+]
}
while:
Σ = {(x, y, t, ð) ∈ R4 : (x, y, ð) ∈ Ω, t ∈ [0, 1]}
and:
Σ∗ = {(x, y, t, ð) ∈ R4 : (x, y, ð) ∈ Ω, t ∈ (0, 1]}.
Let ξ ∈ S(Cd) and let M0 > 0 be chosen so that for all s ∈ R:
max{‖ξ(n)(s)‖Cd , ‖sξ(n)(s)‖Cd : n ∈ {0, 1, 2, 3, 4}} 6
M0
1 + s2
.
Now, r is continuous on [ð−, ð+], and thus there exists R−, R+ > 0 such that
R− 6 r(ð) 6 R+ for all ð ∈ [ð−, ð+]. Thus for all s ∈ R:
max{‖ξ(n)(r(ð)s)‖Cd : n ∈ {0, 1, 2, 3, 4}} 6
M0
1 +R2−s
2
and
max
{
‖sξ(n)(r(ð)s)‖Cd : n ∈ {0, 1, 2, 3, 4}
}
6
M0
R−(1 +R2−s
2)
.
We thus conclude that there exists M > 0 such that for all ð ∈ R with |ð| ∈
[ð−, ð+] and for all s ∈ R:
max{‖ξ(n)(r(ð)s)‖Cd , ‖sξ(n)(r(ð)s)‖Cd : n ∈ {0, 1, 2, 3, 4}}6
M
1 + s2
.
We first extend (x, y, t, ð) ∈ Σ∗ 7→ ωx,y,t,ð to Σ by continuity. We set, for all
(x, y) ∈ R2 with ‖(x, y)‖ = 1 and ð ∈ R \ {0}:
ωx,y,0,ð : s ∈ R 7→ ixs
ð
ξ(r(ð)s) + yr(ð)
ξ′(r(ð)s)
2π
.
Now, for all (x, y, t, ð) ∈ Σ∗, we observe that for all s ∈ R:
ωx,y,t,ð(s) =
exp(iπ
(
t2ðxy + 2txs
)
)ξr(ð)(s+ ðty)− ξr(ð)(s)
2πðt
= ξr(ð)(s+ ðyt)
exp(iπ(ðt2xy + 2txs))− 1
2πðt
+
ξr(ð)(s+ ðty)− ξr(ð)(s)
2πðt
.
Since ξ is a Schwartz function, thus differentiable, we have for all (x, y) ∈ R2 with
‖(x, y)‖ = 1 and ð ∈ R \ {0}:
lim
t→0+
ωx,y,t,ð(s) = ωx,y,0,ð(s).
We observe that our statement thus far is about pointwise convergence of the
family of functions (ωx,y,t,ð)t>0 to ωx,y,0,ð for fixed x, y ∈ R2 with ‖(x, y)‖ = 1 and
ð 6= 0. This is different from the notion of convergence in the C∗-Hilbert norm.
To obtain convergence for the Heisenberg C∗-Hilbert norm, we now proceed to
establish some regularity properties for ω, in order to apply [17, Lemma 3.2].
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By Proposition [17, Proposition 4.8], we already know that there exists M1 > 0
such that for all (x, y, t, ð) ∈ Σ∗ and s ∈ R:
‖σtx,ty
ð,d ξr(ð)(s)− ξr(ð)(s)‖Cd 6
M1t‖(x, y, 12 txy)‖1
1 + s2
,
where ‖ · ‖1 is the usual 1-norm on R3.
The map (x, y, t) ∈ R3 7→ M1t(x, y, txy2 ) is continuous on the compact set K =
{(x, y, t) ∈ R2 : ‖(x, y)‖ = 1, t ∈ [0, 1]}, so there exists M2 > 0 such that:
∀(x, y, t) ∈ K
∥∥∥∥M1t
(
x, y,
txy
2
)∥∥∥∥
1
6M2.
Thus:
‖ωx,y,t,ð(s)‖Cd 6
t‖(x, y, 12 txy)‖1
2π|ð|t
M1
1 + s2
6
M2
2π|ð|
1 + s2
6
M2
2π|ð|−
1 + s2
.
On the other hand, by assumption and since {(x, y) ∈ R2 : ‖(x, y)‖ = 1} is
compact, there exists M ′2 such that if ‖(x, y)‖ = 1 then:
‖ωx,y,0,ð(s)‖Cd 6 |x|
M
|ð|(1 + s2) + |y|
R+M
2π(1 + s2)
6
M ′2
1 + s2
.
In summary, there existsM3 = max
{
M2
2πð−
,M ′2
}
> 0 such that for all (x, y, ð, t) ∈
Σ and all s ∈ R:
‖ωx,y,t,ð(s)‖Cd 6
M3
1 + s2
.
By construction, (ωx,y,t,ð)t>0 converges pointwise to ωx,y,0,ð as t → 0. We now
prove that this convergence is indeed uniform.
We begin with the following computation for all (x, y, t, ð) ∈ Σ∗ and for all s ∈ R:
‖ωx,y,t,ð(s)− ωx,y,0,ð(s)‖Cd
=
∣∣∣∣∣σ
tx,ty
ð,d ξr(ð)(s)− ξr(ð)(s)
2πtð
−
(
ixs
ð
ξr(ð)(s) + y
r(ð)
2π
ξ′(r(ð)s)
)∣∣∣∣∣
6
∣∣∣∣
(
exp(iπ(ðt2xy + 2stx))− 1
2πtð
− ixs
ð
)
ξr(ð)(s+ ðty)
∣∣∣∣
+
∣∣∣∣ ixsð (ξr(ð)(s+ ðty)− ξr(ð)(s))
∣∣∣∣
+
1
2π
∣∣∣∣ξr(ð)(s+ ðty)− ξr(ð)(s)ðt − yr(ð)ξ′(r(ð)s)
∣∣∣∣ .
We now bound each of the three terms in the above expression. We will obtain
constants below, denoted by M4,M5, . . . that are uniform in x, y, ð, t and s. We
first note that for all (x, y, t, ð) ∈ Σ∗, by the mean value theorem, if g : t 7→
exp(iπ(t2ðxy + 2txs)), then there exists tc ∈ [0, t] such that:∣∣∣∣exp(iπ(ðt2xy + 2txs))− 12πtð − xisð
∣∣∣∣ 6
∣∣∣∣g(t)− g(0)2πtð − g′(0)
∣∣∣∣ =
∣∣∣∣ t4πðg′′(tc)
∣∣∣∣
=
|t|
2πð
∣∣(iπðxy − 2π2(tcðxy + xs)2) exp(2iπstcx)∣∣
=
|t| ∣∣iπðxy − 2π2(tcðxy + xs)2∣∣
2πð
.
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Once again, by continuity over the compact Ω× [0, 1], there exists M4 > 0 such
that for all (x, y, ð, t) ∈ Ω× [0, 1] and for all s ∈ R, we obtain (after expanding the
square and by the triangle inequality):∣∣iπðxy − 2π2(tcðxy + xs)2∣∣
2πð
6M4(1 + |s|)2.
Therefore, for all s ∈ R and (x, y, ð, t) ∈ Ω× [0, 1]:∣∣∣∣
(
exp(iπ(ðt2xy + 2stx))− 1
2πtð
− xis
ð
)
ξr(ð)(s+ ðty)
∣∣∣∣ 6 |t|M4M(1 + |s|)21 + (s+ ðty)2 .
Again by compactness, (x, y, ð, t) ∈ Ω× [0, 1] 7→ ðty is bounded by some M ′4. If
s > M ′4 then (s+ ðty)
2 > (s−M ′4)2 while if s < −M ′4 then (s+ ðty)2 > (s+M ′4)2.
Thus, there exists M5 > 0 such that if |s| > M ′4 then:
MM4 (1 + |s|)2
(1 + (s+ ðty)2)
6 max
{
MM4 (1 + |s|)2
(1 + (s−M ′4)2)
,
MM4 (1 + |s|)2
(1 + (s+M ′4)
2)
}
6M5.
The function (x, y, t, s) ∈ R4 7→ MM4(1+|s|)21+(s+ðty)2 is continuous, and thus it is bounded
by some M6 > 0 on the compact Σ × [−M ′4,M ′4]. Thus there exists M7 =
max{M5,M6} > 0 such that for all (x, y, ð, t) ∈ Σ∗ and s ∈ R, we have:∣∣∣∣
(
exp(2iπtxs)− 1
ðt
− 2iπx
ð
)
ξr(ð)(s+ tðy)
∣∣∣∣ 6M7|t|.
Consequently, if |t| < δ1 = ε3M7 , then:
(3.1)
∣∣∣∣
(
exp(iπ(t2ðxy + 2txs))− 1
ðt
− 2iπx
ð
)
ξr(ð)(s+ tðy)
∣∣∣∣ < ε3 .
We now turn to the second term we wish to bound. As we noted before, by
compactness, there exists M8 > 0 such that if ‖(x, y)‖ = 1 and |ð| ∈ [ð−, ð+] then
|x|
ð
6 M8 and |ðy| 6 M8. On the other hand, the function s ∈ R 7→ sξ(s) is
uniformly continuous on R as a Schwartz function. There exists δ2 > 0 such that
for all 0 < t < δ2 and for all s ∈ R, we have |(s+ t)ξ(s + t)− ξ(s)| < ε6M8 .
Moreover, since ξ is bounded on R, we may choose δ2 > 0 small enough so that
δ2 sups∈R ‖ξ(s)‖Cd < ε6M8 .
Let now δ3 =
δ2
M8R+
. If |t| < δ3 then |r(ð)ðty| < δ2 and therefore:∥∥∥∥xisð ξr(ð)(s+ ðty)− xisð ξr(ð)(s)
∥∥∥∥
Cd
6M8 (‖(r(ð)s+ r(ð)ðty)ξ(r(ð)s + r(ð)ðty) − r(ð)sξ(r(ð)s)‖Cd
+|r(ð)ðty|‖ξ(r(ð)(s + ðty))‖Cd)
6M8
(
ε
6M8
+ δ2 sup
s∈R
‖ξ(s)‖Cd
)
6
ε
6
+
ε
6
=
ε
3
.
We thus deduce that for all (x, y, t, ð) ∈ Σ, if |t| < δ3, then:
(3.2) sup
s∈R
|xis
ð
ξr(ð)(s+ ðty)− x
is
ð
ξr(ð)(s)| <
ε
3
.
Last, since ξ′ is also a Schwartz function and in particular, also uniformly con-
tinuous on R, there exists δ4 > 0 such that |ξ′(s + r) − ξ′(s)| < 2πð−ε3R+M8
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0 6 r < δ4. Thus for all (x, y, t, ð) ∈ Σ and s ∈ R, if |t| < δ5 = δ4R+M8 and
‖(x, y)‖ = 1, s ∈ R, t ∈ [0, 1] and |ð| ∈ [ð−, ð+] then (since |y| 6 M8ð− ):∣∣∣∣ξr(ð)(s+ tðy)− ξr(ð)(s)ð − ytr(ð)ξ′(r(ð)s)
∣∣∣∣
6 |r(ð)|
∫ t
0
|y||ξ′(r(ð)(s + rðy)) − ξ′(r(ð)s)| dr 6 t2πε
3
.
Thus for all (x, y, t, ð) ∈ Σ∗ with |t| < δ4, we have:
sup
s∈R
1
2π
∣∣∣∣ξr(ð)(s+ ðty)− ξr(ð)(s)ðt − yr(ð)ξ′(r(ð)s)
∣∣∣∣ < ε3 .
In conclusion, for all (x, y, t, ð) ∈ Σ∗ with 0 < t < min{δ1, δ3, δ5} and for all
s ∈ R, we have established:
sup
s∈R
|ωx,y,t,ð(s)− ωx,y,0,ð(s)| < ε.
In other words, setting for all t ∈ (0, 1]:
ft : (x, y, ð, s) ∈ Ω×R 7→ ωx,y,t,ð(s)
the function t ∈ (0, 1] 7→ ft converges uniformly on Ω×R to:
f0 : (x, y, ð, s) ∈ Ω×R 7→ ωx,y,0,ð(s)
when t goes to 0.
Since (x, y, t, ð, s) ∈ Σ∗×R 7→ ft(x, y, ð, s) and f0 are both continuous, we deduce,
in particular, that:
(x, y, t, ð, s) ∈ Σ×R 7→ ωx,y,t,ð(s)
is (jointly) continuous.
The entire reasoning up to now may be applied equally well to ξ(n) for n ∈ {1, 2}
— as one may check that ω(n) is indeed obtained by substituting ξ with ξ(n).
Therefore, we are now able to apply [17, Lemma 3.2] to conclude that:
(x, y, t, θ) ∈ Σ 7→ 〈ωx,y,t,ð, ωx,y,t,ð〉H p,q,d
θ
∈ (ℓ1(Z2), ‖ · ‖ℓ1(Z2))
is continuous as desired (to make notations clear: we pick a sequence (θn)n∈N
converging to some θ, and we choose (xn)n∈N ∈ RN, (yn)n∈N ∈ RN, and tn ∈
[0, 1]N such that for all n ∈ N, we have (xn, yn, tn, θn − pq ) ∈ Σ, and then we
set, in the notations of [17, Lemma 3.2], the functions ξn = ftn(xn, yn, ðn, ·) and
ξ∞ = ft∞(x∞, y∞, ð∞, ·)).
We conclude our proof by observing that by Theorem (2.1), Dp,q,dθ (ξr(ð)) is given
by:
sup


∥∥ξr(ð)∥∥H p,q,d
θ
,
∥∥∥σx,yð,dξr(ð) − ξr(ð)∥∥∥
H
p,q,d
θ
2π|ð|‖(x, y)‖ : (x, y) ∈ R
2, ‖(x, y)‖ 6 1


= sup
{∥∥ξr(ð)∥∥H p,q,d
θ
, ‖ωx,y,t,ð‖H p,q,d
θ
: ‖(x, y)‖ = 1, t ∈ [0, 1]
}
as stated. 
We now prove that D-norms on Heisenberg modules form continuous fields.
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Proof of Theorem (3.1). The result is trivial if ξ = 0, which is equivalent to Dp,q,dϑ (ξ) =
0 for all ϑ ∈ R with ϑ 6= p
q
.
Now, fix θ ∈ R \ { p
q
} and set ð = θ − p
q
. We shall prove that ϑ 7→ Dp,q,dϑ (ξρ(ϑ))
is continuous at θ.
Let δ1 > 0 such that I = [ð− δ1, ð+ δ1] ⊆ R \ {0}. Let r : ℏ ∈ I → ρ
(
ℏ+ p
q
)
.
Let:
Υ =
{
(x, y, t) ∈ R3 : ‖(x, y)‖ = 1, t ∈ [0, 1]} .
Let ξ ∈ S(Cd). We use the notations of Lemma (3.2) and we set:
ν : (x, y, t, ℏ) ∈ Υ× I 7→ 〈ωx,y,t,ℏ, ωx,y,t,ℏ〉H p,q,d
ϑ+
p
q
Let ℏ ∈ I and let ϑ = ℏ+ p
q
. By Lemma (3.2), Dp,q,dϑ (ξr(ℏ)) is the maximum of∥∥ξr(ℏ)∥∥H p,q,d
ϑ
and the square root of:
Ep,q,d
ℏ
(ξr(ℏ))
2 = sup
{‖υ(x, y, t, ℏ)‖Aϑ : (x, y, t) ∈ Υ}
6 sup
{
‖υ(x, y, t, ℏ)‖ℓ1(Z2) : (x, y, t) ∈ Υ
}
where Υ is a compact subset of R3, independent of ℏ. By [17, Proposition 3.5],
the function ℏ ∈ I 7→
∥∥ξr(ℏ)∥∥H p,q,d
ϑ
is continuous, so it is sufficient to show that
ℏ ∈ I 7→ Ep,q,d
ℏ
(ξr(ℏ)).
Now, since ν is continuous in
(
ℓ1(Z2), ‖ · ‖ℓ1(Z2)
)
by Lemma (3.2), it is uniformly
continuous on the compact Υ2 = Υ× I.
Let ‖(z, w, s, ℏ)‖∞ = max{|z|, |w|, |s|, |ℏ|} for all (z, w, s, ℏ) ∈ R4.
Let δ2 > 0 be chosen so that for all (x, y, t, s), (z, w, u, v) ∈ Υ2 with ‖(x, y, t, s)−
(z, w, u, v)‖∞ < δ2 we have:
|ν(x, y, t, s)− ν(z, w, u, v)| < ε
4
.
Let G ⊆ Υ2 be a δ2-dense finite subset of Υ2 in the sense of the norm ‖ · ‖∞.
Let:
F =
{
(z, w, r) ∈ R3 : ∃ℏ ∈ R (z, w, r, ℏ) ∈ G} .
By construction, F is finite and δ2-dense in Υ for the restriction of ‖ · ‖∞ to
R3 ∼ R3 × {0}.
Fix any ℏ ∈ I and set ϑ = ℏ+ p
q
. Now, let (x, y, t) ∈ Υ. There exists (z, w, s) ∈ F
with max{|x− z|, |y − w|, |t− s|} < δ2. We then observe:
‖υ(x, y, t, ℏ)‖Aϑ 6
∣∣‖υ(x, y, t, ℏ)‖Aϑ − ‖υ(z, w, s, ℏ)‖Aϑ ∣∣+ ‖υ(z, w, s, ℏ)‖Aϑ
6 ‖υ(x, y, t, ℏ)− υ(z, w, s, ℏ)‖Aϑ + ‖υ(z, w, s, ℏ)‖Aϑ
6 ‖υ(x, y, t, ℏ)− υ(z, w, s, ℏ)‖ℓ1(Z2) + ‖υ(z, w, s, ℏ)‖Aϑ
6
ε
4
+ ‖υ(z, w, s, ℏ)‖Aϑ .
Let Fp,q,d
ℏ
(η) be given by:
F
p,q,d
ℏ
(η) = max
{
‖ωz,w,s,ℏ‖A
ℏ+
p
q
: (z, w, s) ∈ F
}
for all η ∈ S(Cd).
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We thus have proven that for all ℏ ∈ I, the following holds:
F
p,q,d
ℏ
(ξr(ℏ))
2 6 E
p,q,d
ℏ
(ξr(ℏ))
2 6
ε
4
+ Fp,q,d
ℏ
(ξr(ℏ))
2.
Therefore:∣∣∣Ep,q,dℏ (ξr(ℏ))2 − Ep,q,dð (ξr(ð))2∣∣∣ 6 ε2 + |Fp,q,dℏ (ξr(ℏ))2 − Fp,q,dð (ξr(ð))2|.(3.3)
Note that for any η ∈ S(Cd), the quantity Fp,q,d
ℏ
(η) is finite as the maximum
of finitely many values. Also note that the set F does not change with ℏ ∈ I —
the only dependence of Fp,q,d
ℏ
on ℏ is via the choice of the quantum torus norm
‖ · ‖
H
p,q,d
ℏ+
p
q
.
Now the key observation is that ℏ ∈ I 7→ Fp,q,d
ℏ
(ξ) is continuous. Fix (z, w, s) ∈
F . By [17, Proposition 3.5], the function:
ℏ ∈ I 7→
∥∥∥∥∥σ
sz,sw
ð,d ξr(ℏ) − ξr(ℏ)
2π|ℏ|s
∥∥∥∥∥
H
p,q,d
ℏ+
p
q
is continuous (we note that ℏ ∈ I 7→ σsz,sw
ℏ,d ξr(ℏ) − ξr(ℏ) satisfies the necessary
hypothesis, owing to ξ being a Schwartz function and r being continuous. The
details follow similar lines to our proof of Lemma (3.2) and we shall omit them this
time around).
Thus ℏ ∈ I 7→ Fp,q,d
ℏ
(ξr(ℏ)) is the maximum of finitely many continuous functions,
and is therefore continuous as well.
Thus there exists δ3 > 0 such that for all ℏ ∈ [ð− δ3, ð+ δ3] we have:
|Fp,q,d
ℏ
(ξr(ℏ))
2 − Fp,q,d
ð
(ξr(ð))
2| < ε
2
.
Thus if δ = min{δ1, δ3} > 0 then for all ℏ ∈ [ð− δ, ð+ δ] we have:∣∣∣Ep,q,dℏ (ξr(ℏ))2 − Ep,q,dð (ξr(ð))2∣∣∣ < ε.
Since Eℏ(ξr(ℏ)) > 0 for all ℏ ∈ [ð − δ, ð + δ] and 2
√· is a continuous function on
[0,∞), we have shown that:
ℏ ∈ I 7→ Ep,q,d
ℏ
(ξr(ℏ))
is continuous at ð. Therefore, as the maximum as two continuous functions by
Lemma (3.2) and [17, Proposition 3.5], the function ϑ 7→ Dp,q,dϑ (ξρ(ϑ)) is continuous
at θ as well. 
4. Convergence
We now present our main convergence result for the modular propinquity: We
now conclude our paper with the main result of its second part, which demonstrates
that the modular propinquity endows the moduli space of Heisenberg modules over
quantum 2-tori with a nontrivial geometry.
Theorem 4.1. Let ‖ · ‖ be a norm on R2. For all θ ∈ R, we equip the quantum
torus Aθ with the L-seminorm:
Lθ : a ∈ sa (A) 7→ sup


∥∥∥βexp(ix),exp(iy)θ a− a∥∥∥
Aθ
‖(x, y)‖ : (x, y) ∈ R
2 \ {0}

 .
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For all p ∈ Z, q ∈ N \ {0} and d ∈ qN \ {0} and for all θ ∈ R \
{
p
q
}
, we endow
the Heisenberg module H p,q,dθ with the D-norm:
D
p,q,d
θ : ξ ∈ H p,q,dθ 7→
sup

‖ξ‖H p,q,dθ ,
∥∥∥σx,yð,dξ − ξ∥∥∥
H
p,q,d
θ
2π
(
θ − p
q
)
‖(x, y)‖
: (x, y) ∈ R2 \ {0}

 .
Let p ∈ Z and q ∈ N \ {0}. Let d ∈ qN \ {0}. For any θ ∈ R \
{
p
q
}
, we have:
lim
ϑ→θ
Λmod
((
H
p,q,d
ϑ , 〈·, ·〉H p,q,d
ϑ
,D
p,q,d
ϑ ,Aϑ, Lϑ
)
,(
H
p,q,d
θ , 〈·, ·〉H p,q,d
θ
,D
p,q,d
θ ,Aθ, Lθ
))
= 0.
To prove Theorem (4.1), we begin with a few lemmas. Our first step consists
in finding an appropriate choice of anchors. We establish two lemmas to this end.
The first lemma extends [17, Lemma 6.9] by proving that while the range of the
operators involved in [17, Lemma 6.9] depends on the parameters used to define
the Heisenberg modules, its dimension does not. The second lemma then uses the
particular basis of Hermite functions obtained in the first lemma to construct our
anchors.
Lemma 4.2. For all j ∈ N and ð > 0, let:
ψ
j
ð
: r ∈ [0,∞) 7→ ð exp
(
−πðr
2
2
)
Lj
(
πðr2
)
where Lj : t ∈ R 7→
∑n
k=0
(−1)k
k!
(
j
j−k
)
tk is the jth Laguerre polynomial.
Let f ∈ C0(R) be compactly supported. For all j ∈ N and ð 6= 0, we set:
Cj
ð
(f) =
j∑
k=0
j + 1− k
j + 1
〈
fψkð, ψ
k
ð
〉
L2(R,r dr)
ψkð.
For all ε > 0 and ð0 6= 0, there exists N ∈ N and δ ∈ (0, |ð0|) such that, for all
ð ∈ [ð0 − δ, ð0 + δ], we have:∥∥∥∥∥∥f −
N∑
j=0
Cj
ð
(f)
∥∥∥∥∥∥
L1(R+,rdr)
6 ε.
Proof. Fix ð0 > 0. By [27, Theorem 6.2.1], as in the proof of [17, Lemma 6.9],
there exists N > 0 such that:∥∥∥∥∥∥f −
N∑
j=0
Cj
ð0
(f)
∥∥∥∥∥∥
L1(R+,rdr)
6
ε
2
.
Now, note that ψj
ð
(t) = ðψj1(
√
ðt) for all t > 0, all ð > 0 and all j ∈ N, with ψj1
the j -Laguerre function.
Thus, for any ð > 0 and for all x ∈ [0,∞), we have limð→ð0 ψjð(x) = ψjð0(x).
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Moreover, since limr→∞ exp
(
r2
4
)
ψ
j
1(r) = 0 for all j ∈ N, we conclude that
there exists K > 0 such that if ð ∈ [ð02 , 3ð02 ] and j ∈ {0, . . . , N}, then x > K =⇒
ψ
j
ð
(x) 6 exp
(
−ð20r28
)
.
Since (ð, x) ∈ [ð02 , 3ð02 ] × [0,K] 7→ ψjð(x) is continuous on a compact, it is
bounded; we thus can find M > 0 such that for all j ∈ {0, . . . , N}, ð ∈ [ð02 , 3ð02 ]
and x ∈ [0,K] we have |ψj
ð
(x)| 6M .
Therefore, if we set:
g : x ∈ [0,∞) 7→
{
M if x 6 K,
exp
(
−ð20r28
)
otherwise
then for all j ∈ {0, . . . , N}, ð ∈ [ð02 , 3ð02 ] and x ∈ [0,∞), we have |ψjð(x)| 6 g(x).
Of course, g ∈ L1(R+, r dr) and g2 ∈ L1(R+, r dr).
By Lebesgue Dominated Convergence Theorem, we thus conclude (as f is bounded)
that:
lim
ð→ð0
〈
fψ
j
ð
, ψ
j
ð
〉
L2(R+,r dr)
= 〈fψð0 , ψð0〉L2(R+,r dr)
and, by the same theorem again and by the triangle inequality:
lim
ð→ð0
∥∥∥Cjð(f)− Cjð0(f)
∥∥∥
L1(R+,r dr)
= 0.
Therefore, there exists δ > 0 such that if ð ∈ [ð0 − δ, ð0 + δ], then:∥∥∥∥∥∥f −
N∑
j=0
Cj
ð
(f)
∥∥∥∥∥∥
L1(R+,r dr)
6
∥∥∥∥∥∥f −
N∑
j=0
Cð0(f)
∥∥∥∥∥∥
L1(R+,r dr)
+
N∑
j=0
∥∥∥Cjð(f)− Cjð0(f)
∥∥∥
L1(R+,r dr)
6 ε
as desired. 
We are now in a position to prove the existence of a good choice of anchors, which
will be chosen as fixed elements in the space S(Cd) of Schwartz functions which
will give good approximations in norms in a whole family of Heisenberg modules.
Lemma 4.3. Let p ∈ Z, q ∈ N \ {0} and d ∈ qN \ {0}. Let ð0 6= 0. For all ε > 0,
there exist δ ∈
(
0, |ð0|2
)
and a finite subset F of the closed unit ball of Dp,q,d
ð0+
p
q
\ {0}
for ‖ · ‖
H
p,q,d
p
q
+ð0
such that, for all ð ∈ [ð0 − δ, ð0 + δ], the set:

D
p,q,d
p
q
+ð0
(ω)
D
p,q,d
p
q
+ð(ω)
ω : ω ∈ F


is a ε-dense subset of the closed unit ball of ‖ · ‖
H
p,q,d
p
q
+ð
.
Proof. We now note that thanks to a change of variable in the definition of the
operator σg
ð,d, it is sufficient to prove our result for ð > 0. We shall henceforth
assume ð > 0.
We proceed in two steps. First, we reduce the problem to a finite dimensional
question. We then show the desired continuity result.
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Let ε > 0 be given. By [17, Lemma 6.8,Lemma 3.8] and by Lemma (2.3), there
exists a function f : R+ → R+ such that, if g : (x, y) ∈ R2 7→ f
(√
x2 + y2
)
then:
(1)
∫
R+
f(r) rdr = 12π ,
(2)
∫∫
R2
g(x, y)‖(x, y)‖ dxdy 6 ε48πð0 =
ε
16
2π
3ð0
2
,
(3) Dp,q,dϑ (σ
g
ð,dξ) 6 (1 +
ε
16 )D
p,q,d
ϑ (ξ) for all ϑ 6= pq and all ξ ∈ S(Cd).
By [17, Lemma 6.6], we have that for all ω ∈ S(Cd), and for all ð ∈ [ð02 , 3ð02 ]:∥∥∥ω − σgð,dω∥∥∥
H
p,q,d
p
q
+ð
6
ε
16
D
p,q,d
p
q
+ð
(ω),
We apply Lemma (4.2) to obtain some N ∈ N and δ0 ∈
(
0, |ð0|2
)
such that if
ð ∈ [ð0 − δ0, ð0 + δ0] then:∥∥∥∥∥∥f −
N∑
j=0
Cj
ð
(f)
∥∥∥∥∥∥
L1(R+,rdr)
6
ε
8
.
Let hð : (x, y) ∈ R2 7→
∑N
j=0C
j
ð
(f)(
√
x2 + y2) for all ð 6= 0.
For each ð ∈ [ð0 − δ0, ð0 + δ0], we then have by [17, Lemma 6.5]:∣∣∣∣∣∣∣∣∣σgð,d − σhðð,d∣∣∣∣∣∣∣∣∣
H
p,q,d
θ
6 ‖f −
N∑
j=0
Cj
ð
(f)‖L1(R+,rdr) 6
ε
8
.
Consequently, for all ð ∈ [ð0 − δ0, ð0 + δ0] and for all ω ∈ H p,q,dð+ p
q
such that
D
p,q,d
ð+p
q
(ω) 6 1, we have: ∥∥∥ω − σhðð,dω∥∥∥
H
p,q,d
ð+
p
q
6
3ε
16
,
therefore Dp,q,dp
q
+ð
(
1
1+ ε
16
σhð
ð,dω
)
6 1 and:∥∥∥∥ω − 11 + ε16 σhðð,dω
∥∥∥∥
H
p,q,d
ð+
p
q
6
ε
16
1 + ε16
‖ω‖H p,q,d +
3ε
16
6
ε
4
.
By the proof of [17, Lemma 6.9], the range of σhð
ð,d is of dimension N+1, spanned
by: {
Hj
ð
= ð
1
4Hj1
(√
ð·
)
: j ∈ {0, . . . , N}
}
where:
Hj1 : t ∈ R 7→
(2)
1
4√
j!2j
exp
(
− t
2
√
2π
2
)
Hj
(
t
√
2π
)
and Hj is the j
th Hermite polynomial.
Let V = CN . For any ð > 0 we define ηð : (cj)j∈{1,...,N} ∈ V 7→
∑N
j=1 cjHjð.
The map ηð is a linear injection from V to S ⊗ Cd. For each ð > 0 and c ∈ V , we
set ‖c‖ð = Dp,q,dp
q
+ð(ηð(c)); of course ‖ · ‖ð is a norm on V .
We now set ‖c‖V = supð∈[ð0−δ0,ð0+δ0] ‖c‖ð. By construction, it is sufficient to
check that ‖ · ‖V is valued in R+ (i.e. is never infinite) to conclude that ‖ · ‖V is a
norm on V .
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Let c = (cj)j∈{0,...,N} ∈ V . Note that for all t ∈ R and ð > 0:
(4.1) ηð(c)(t) =
N∑
j=0
cjHjð(t) = (ð)
1
4
N∑
j=0
Hj1(
√
ðt) = (ð)
1
4 η1(c)(
√
ðt),
and of course, η1 ∈ S(Cd). Thus by Theorem (3.1), we conclude that
ð ∈ [ð0 − δ0, ð0 + δ0] 7→ Dp,q,dp
q
+ð(ηð(c)) =
4
√
ðD
p,q,d
p
q
+ð(
√
ðη1(c))
is continuous.
Therefore, it reaches its maximum on the compact [ð0− δ0, ð0 + δ0], which is by
definition the number ‖c‖V . Thus ‖ · ‖V is a norm on V .
We now make another observation. We have, for all ð ∈ [ð0 − δ0, ð0 + δ0], and
for all c, d ∈ V :
|‖c‖ð − ‖d‖ð0| 6 |‖c‖ð − ‖c‖ð0|+ |‖c‖ð0 − ‖d‖ð0 |
6 |‖c‖ð − ‖c‖ð0|+ |‖c− d‖ð0
6 |‖c‖ð − ‖c‖ð0|+ |‖c− d‖V .
Thus the function:
n : (ð, c) ∈ [ð0 − δ0, ð0 + δ0]× V 7→ ‖c‖ð
is continuous. It is in particular continuous on the compact [ð0 − δ0, ð0 + δ0] × B
where B is the closed unit ball for ‖ · ‖V .
Therefore there exists k > 0 such that for all c ∈ V , ð ∈ [ð0 − δ0, ð0 + δ0], we
have:
k‖c‖V 6 ‖c‖ð 6 ‖c‖V ,
where we emphasize that k does not depend on ð.
Let now E = {c ∈ V : ‖c‖V 6 1k}. Since V is finite dimensional, E is compact.
Therefore, the function n is uniformly continuous on the compact [ð0 − δ0, ð0 +
δ0]×E. Let δ1 ∈ (0, δ0) be chosen so that, for all ð ∈ [ð0 − δ1, ð0 + δ1], and for all
c, d ∈ E with ‖c− d‖V 6 δ1, we have:
|n(ð, c)− n(ð0, d)| 6 kε
8
.
In particular, for all ð ∈ [ð0 − δ1, ð0 + δ1] and all c ∈ E, we have:
|‖c‖ð − ‖c‖ð0 | 6
kε
8
.
Let:
E =
1
1 + ε16
σ
hð0
ð0,d
({
ω ∈ H p,q,d
ð+ p
q
: Dp,q,dp
q
+ð0
(ω) 6 1
})
.
By definition, E is a bounded subset of V which is finite dimensional. Thus E is
totally bounded for ‖ · ‖V . Let F be a finite ε8 -dense subset of E for ‖ · ‖V . We
assume 0 6∈ F (we can simply pick a ε16 -dense subset of E and then remove 0 from
it if needed).
For all c ∈ F, the function:
lc : η ∈ [ð0 − δ1, ð0 + δ1] 7→
D
p,q,d
p
q
+ð0
(ηð0(c))− Dp,q,dp
q
+ð
(ηð0(c))
D
p,q,d
p
q
+ð
(ηð0(c))
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is continuous on a compact, and it is null at ð0; hence there exists δ2 ∈ (0, δ1) such
that for all ð ∈ [ð0 − δ2, ð0 + δ2] and c ∈ F, we have:
lc(ð) 6
kε
4
.
We emphasize that in the definition of lc, for any c ∈ F, only involves the element
ηð0(c), and the only dependence on the variable is through the choice of D-norm.
Last, for all d ∈ F, the function ð ∈ [ð0 − δ2, ð0 + δ2] 7→ ‖ηð(d) − ηð0(d)‖H p,q,dp
q
+ð
is continuous by [17, Proposition 3.5] and Expression (4.1). Therefore, since F is
finite, there exists δ3 ∈ (0, δ2) such that for all ð ∈ [ð0 − δ3, ð0 + δ3] and for all
d ∈ F:
‖ηð(d)− ηð0(d)‖H p,q,dp
q
+ð
6
ε
4
.
Fix now ð ∈ [ð0−δ3, ð0+δ3]. Let now ω ∈ H p,q,dð+ p
q
with Dp,q,dp
q
+ð
(ω) 6 1. Let c ∈ V
so that 11+ ε
16
σhð
ð,d(ω) = ηð(c) and note that by construction, ‖η − ηð(c)‖H p,q,d
ð+
p
q
6 ε4
while Dp,q,dp
q
+ð
(ηð(c)) 6 1.
Since Dp,q,d
H
p,q,d
p
q
+ð
(ηð(c)) 6 1, we conclude ‖c‖V 6 1k . Thus, ‖ηð0(c)‖V 6 1 + kε8 .
Thus, 1
1+ k
8
ε
ηð0(c) ∈ E, and thus there exists d ∈ F such that ‖ 11+ k
8
ε
c− d‖V 6 ε8 .
Thus:
‖c− d‖V 6
k
8 ε
1 + k8 ε
‖c‖V + ε
8
6
ε
4
.
We conclude by observing that:∥∥∥∥∥∥
D
p,q,d
p
q
+ð0
(ηð0(d))
D
p,q,d
p
q
+ð(ηð0(d))
ηð0(d) − ω
∥∥∥∥∥∥
H
p,q,d
p
q
+ð
6
∥∥∥∥∥∥
D
p,q,d
p
q
+ð0
(ηð0(d))
D
p,q,d
p
q
+ð(ηð0(d))
ηð0(d)− ηð(c)
∥∥∥∥∥∥
H
p,q,d
p
q
+ð
+
ε
4
6 ld(ð)‖d‖V + ‖ηð0(d)− ηð(c)‖H p,q,dp
q
+ð
+
ε
4
6
ε
4
+ ‖ηð(d)− ηð0(d)‖H p,q,dp
q
+ð
+ ‖ηð(d) − ηð(c)‖H p,q,dp
q
+ð
+
ε
4
6
ε
4
+
ε
4
+ ‖c− d‖V + ε
4
6 ε.
This concludes our lemma. 
We now turn to the proof of our main Theorem (4.1).
Notation 4.4. Let µ be the probability Haar measure on the 2-torus T2.
For any f ∈ L1(T2, µ) and θ ∈ R, we denote by βfθ the operator on Aθ defined
for all a ∈ Aθ by:
β
f
θ (a) =
∫
T2
f(z)βzθ (a) dµ(z)
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which is continuous with
∣∣∣∣∣∣∣∣∣βfθ ∣∣∣∣∣∣∣∣∣
Aθ
6 ‖f‖L1(T2,µ).
Proof of Theorem (4.1). Let p ∈ Z and q ∈ N \ {0}. Let d ∈ qN \ {0}. Let
X = R \
{
p
q
}
.
Let θ ∈ X and let ε > 0. By [8], there exists δε > 0, a self-adjoint trace-class
operator T on ℓ2(Z2) of norm 1, a finite dimensional subspace V of ℓ1(Z2) and a
nonnegative continuous function Fe : T2 → [0,∞) such that if ϑ ∈ [θ−δε, θ+δε], the
range of βFeθ (sa (Aθ)) = V , such that the length of the bridge (B(ℓ2(Z2)), T, πθ, πϑ)
is no more than ε16 , where πθ and πϑ are the GNS representations of Aθ an Aϑ,
respectively, for the unique tracial states. Moreover, we record that (a, ϑ) ∈ V ×
X 7→ Lϑ(a) is continuous.
To begin with, for all ϑ ∈ R, we note that if a ∈ ℓ1(Z2), then βzϑ(a) does
not depend on ϑ ∈ R for any z ∈ T2. Thus, the restriction of βFeϑ to ℓ1(Z2) is
independent of ϑ, valued in V , and will be denoted by βFe.
By Lemma (4.3), there exists a finite subset F = {ωj : j ∈ {1, . . . , N}} of
D1
(
H
p,q,d
θ
)
\ {0} for some N ∈ N and δ0 > 0 such that, for all ϑ ∈ [θ− δ0, θ+ δ0],
the set: {
D
p,q,d
θ (ωj)
D
p,q,d
ϑ (ωj)
ωj : j ∈ {1, . . . , N}
}
is ε16 -dense in the closed unit ball of D
p,q,d
ϑ .
For each ω ∈ F , the map ϑ ∈ X 7→ Dp,q,dϑ (ω) is continuous by Theorem (3.1).
The function ϑ 7→ Lϑ(〈ω, η〉H p,q,d
θ
) is also continuous for all ω, η ∈ F by [7]. Last,
for any ω ∈ F , we note that the continuous function ϑ ∈ X 7→ Dp,q,dϑ (ω), reaches
its minimum on the compact [θ − δε, θ + δε], and thus in particular, since ω 6= 0
and Dp,q,dϑ is a norm, this minimum is not zero.
Thus the functions:
yℜj,k : ϑ ∈ X 7→
Lθ
(
ℜβFe〈ωj , ωk〉H p,q,d
θ
)
Lϑ
(
ℜβFe〈ωj , ωk〉H p,q,d
ϑ
) − Dp,q,dθ (ωj)Dp,q,dθ (ωk)
D
p,q,d
ϑ (ωj)D
p,q,d
ϑ (ωk)
and
yℑj,k : ϑ ∈ X 7→
Lθ
(
ℑβFe〈ωj , ωk〉H p,q,d
θ
)
Lϑ
(
ℑβFe〈ωj , ωk〉H p,q,d
ϑ
) − Dp,q,dθ (ωj)Dp,q,dθ (ωk)
D
p,q,d
ϑ (ωj)D
p,q,d
ϑ (ωk)
are continuous as well for all j, k ∈ {1, . . . , N}. Consequently, the function:
y = max
j,k∈{1,...,N}
{∣∣yℜj,k∣∣ , ∣∣yℑj,k∣∣}
is continuous as the maximum of finitely many continuous functions. We also note
that y(θ) = 0. Thus there exists δ2 > 0 such that |y| < ε16 on [θ − δ2, θ + δ2].
For each j ∈ {1, . . . , N}, let:
ηj =
Dθ(ωj)
Dϑ(ωj)
ωj .
By construction, we have Dϑ(ηj) = Dθ(ωj).
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Last, by [17, Lemma 3.2], there exists δ3 > 0 such that for all ϑ ∈ [θ− δ3, θ+ δ3]
we have, for all j, k ∈ {1, . . . , N}:∥∥∥〈ηj , ηk〉H p,q,d
θ
− 〈ηj , ηk〉H p,q,d
ϑ
∥∥∥
ℓ1(Z2)
6
ε
16
.
Let δ4 = min{δ ε
16
, δ2, δ3} and ϑ ∈ [θ − δ4, θ + δ4].
We now begin a string of inequalities for two given j, k ∈ {1, . . . , N}. To begin
with, by [7, Proposition 3.8], for all a ∈ Aϑ:
‖a−βFea‖Aϑ 6 ‖ℜa−βFeℜa‖Aϑ+‖ℑa−βFeℑa‖Aϑ 6
ε
16
(Lϑ(ℜa) + Lϑ(ℑa)) 6 ε
8
Lϑ(a).
Therefore, using the inner Leibniz inequality:∣∣∣∣∣∣∣∣∣πθ (〈ωj , ωk〉H p,q,d
θ
)
T − Tπϑ
(
〈ηj , ηk〉H p,q,d
ϑ
)∣∣∣∣∣∣∣∣∣
ℓ2(Z2)
(4.2)
6
∥∥∥〈ωj , ωk〉H p,q,d
θ
− βFe〈ωj , ωk〉H p,q,d
θ
∥∥∥
Aθ
+
∥∥∥〈ηj , ηk〉H p,q,d
θ
− βFe〈ηj , ηk〉H p,q,d
θ
∥∥∥
Aϑ
+
∣∣∣∣∣∣∣∣∣πθ (βFe〈ωj, ωk〉H p,q,d
θ
)
T − Tπϑ
(
βFe〈ηj , ηk〉H p,q,d
ϑ
)∣∣∣∣∣∣∣∣∣
ℓ2(Z2)
6
ε
8
(
Lθ
(
〈ωj, ωk〉H p,q,d
θ
)
+ Lϑ
(
〈ηj , ηk〉H p,q,d
ϑ
))
+
∣∣∣∣∣∣∣∣∣πθ (βFe〈ωj, ωk〉H p,q,d
θ
)
T − Tπϑ
(
βFe〈ηj , ηk〉H p,q,d
ϑ
)∣∣∣∣∣∣∣∣∣
ℓ2(Z2)
6
ε
8
(Dp,q,dθ (ωj)‖ωk‖H p,q,d
θ
+ Dp,q,dθ (ωk)‖ωj‖H p,q,d
θ
+ Dp,q,dϑ (ηj)‖ηk‖H p,q,d
ϑ
+ Dp,q,dϑ (ηk)‖ηj‖H p,q,d
ϑ
)
+
∣∣∣∣∣∣∣∣∣πθ (βFe〈ωj, ωk〉H p,q,d
θ
)
T − Tπϑ
(
βFe〈ηj , ηk〉H p,q,d
ϑ
)∣∣∣∣∣∣∣∣∣
ℓ2(Z2)
6
ε
2
+
∣∣∣∣∣∣∣∣∣πθ (βFe〈ωj, ωk〉H p,q,d
θ
)
T − Tπϑ
(
βFe〈ηj , ηk〉H p,q,d
ϑ
)∣∣∣∣∣∣∣∣∣
ℓ2(Z2)
.
Our next step is to replace βFe〈ηj , ηk〉H p,q,d
ϑ
with βFe〈ηj , ηk〉H p,q,d
θ
, because our
work in [8] follows a single element in V from Aθ to Aϑ.
Now, noting that βFe has norm 1:∥∥∥βFe〈ηj , ηk〉H p,q,d
ϑ
∥∥∥
Aϑ
6
∥∥∥βFe〈ηj , ηk〉H p,q,d
θ
∥∥∥
Aϑ
+
∥∥∥βFe〈ηj , ηk〉H p,q,d
ϑ
− βFe〈ηj , ηk〉H p,q,d
θ
∥∥∥
Aϑ
6
∥∥∥βFe〈ηj , ηk〉H p,q,d
θ
∥∥∥
Aϑ
+
∥∥∥〈ηj , ηk〉H p,q,d
ϑ
− 〈ηj , ηk〉H p,q,d
θ
∥∥∥
Aϑ
6
∥∥∥βFe〈ηj , ηk〉H p,q,d
θ
∥∥∥
Aϑ
+
∥∥∥〈ηj , ηk〉H p,q,d
ϑ
− 〈ηj , ηk〉H p,q,d
θ
∥∥∥
ℓ1(Z2)
6
∥∥∥βFe〈ηj , ηk〉H p,q,d
θ
∥∥∥
Aϑ
+
ε
16
.
Thus we conclude, as |||T |||ℓ2(Z2) = 1:
(4.3)
∣∣∣∣∣∣∣∣∣πθ (βFe〈ωj, ωk〉H p,q,d
θ
)
T − Tπϑ
(
βFe〈ηj , ηk〉H p,q,d
ϑ
)∣∣∣∣∣∣∣∣∣
ℓ2(Z2)
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6
∣∣∣∣∣∣∣∣∣πθ (βFe〈ωj, ωk〉H p,q,d
θ
)
T − Tπϑ
(
βFe〈ηj , ηk〉H p,q,d
θ
)∣∣∣∣∣∣∣∣∣
ℓ2(Z2)
+
ε
16
.
Inserting Inequality (4.3) in Inequality (4.2) we thus have:
(4.4)
∣∣∣∣∣∣∣∣∣πθ (〈ωj , ωk〉H p,q,d
θ
)
T − Tπϑ
(
〈ηj , ηk〉H p,q,d
ϑ
)∣∣∣∣∣∣∣∣∣
ℓ2(Z2)
6
9ε
16
+
∣∣∣∣∣∣∣∣∣πθ (βFe〈ωj , ωk〉H p,q,d
θ
)
T − Tπϑ
(
βFe〈ηj , ηk〉H p,q,d
θ
)∣∣∣∣∣∣∣∣∣
ℓ2(Z2)
.
Let now:
sℜj,k = s
(
ℜ〈ωj , ωk〉H p,q,d
θ
, ϑ
)
=
Lθ
(
ℜ〈ωj , ωk〉H p,q,d
θ
)
Lϑ
(
ℜ〈ωj, ωk〉H p,q,d
θ
)
and:
sℑj,k = s
(
ℑ〈ωj , ωk〉H p,q,d
θ
, ϑ
)
=
Lθ
(
ℑ〈ωj , ωk〉H p,q,d
θ
)
Lϑ
(
ℑ〈ωj , ωk〉H p,q,d
θ
) .
By [8, Claim 5.15], we record that |1− sℜj,k| < ε16 and |1− sℑj,k| < ε16 .
We thus compute:∣∣∣∣∣∣∣∣∣ℜ(πθ (βFe〈ωj , ωk〉H p,q,d
θ
)
T − Tπϑ
(
βFe〈ηj , ηk〉H p,q,d
θ
))∣∣∣∣∣∣∣∣∣
ℓ2(Z2)
6
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣πθ
(
ℜβFe〈ωj, ωk〉H p,q,d
θ
)
T − Tπϑ
(
D
p,q,d
θ (ωj)D
p,q,d
θ (ωk)
D
p,q,d
ϑ (ωj)D
p,q,d
ϑ (ωj)
ℜβFe〈ωj, ωk〉H p,q,d
θ
)∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
ℓ2(Z2)
6
∣∣∣∣∣∣∣∣∣πθ (ℜβFe〈ωj, ωk〉H p,q,d
θ
)
T − Tπϑ
(
sℜj,kℜβFe〈ωj , ωk〉H p,q,d
θ
)∣∣∣∣∣∣∣∣∣
ℓ2(Z2)
+
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣πϑ
((
sℜj,k −
D
p,q,d
θ (ωj)D
p,q,d
θ (ωk)
D
p,q,d
ϑ (ωj)D
p,q,d
ϑ (ωk)
)
ℜβFe〈ωj, ωk〉H p,q,d
ϑ
)∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
ℓ2(Z2)
6
∣∣∣∣∣∣∣∣∣πθ (ℜβFe〈ωj, ωk〉H p,q,d
θ
)
T − Tπϑ
(
sℜj,kℜβFe〈ωj , ωk〉H p,q,d
θ
)∣∣∣∣∣∣∣∣∣
ℓ2(Z2)
+
∥∥∥∥∥
(
sℜj,k −
D
p,q,d
θ (ωj)D
p,q,d
θ (ωk)
D
p,q,d
ϑ (ωj)D
p,q,d
ϑ (ωk)
)
〈ωj , ωk〉H p,q,d
ϑ
∥∥∥∥∥
qtϑ
.
(4.5)
By assumption on ϑ, we have:
(4.6)
∥∥∥∥∥
(
sℜj,k −
D
p,q,d
θ (ωj)D
p,q,d
θ (ωk)
D
p,q,d
ϑ (ωj)D
p,q,d
ϑ (ωk)
)
〈ωj , ωk〉H p,q,d
ϑ
∥∥∥∥∥
Aϑ
6 y(ϑ) <
ε
16
,
and thus, plugging Inequality (4.6) in Inequality (4.5), we obtain:
(4.7)
∣∣∣∣∣∣∣∣∣ℜ(πθ (ℜβFe〈ωj , ωk〉H p,q,d
θ
)
T − Tπϑ
(
ℜβFe〈ηj , ηk〉H p,q,d
θ
))∣∣∣∣∣∣∣∣∣
ℓ2(Z2)
6
∣∣∣∣∣∣∣∣∣πθ (ℜβFe〈ωj , ωk〉H p,q,d
θ
)
T − Tπϑ
(
sj,kℜβFe〈ωj , ωk〉H p,q,d
θ
)∣∣∣∣∣∣∣∣∣
ℓ2(Z2)
+
ε
16
.
The elements ℜβFe〈ωj , ωk〉H p,q,d
ϑ
, for all ϑ ∈ X , lie in V . We now wish them to
lie in E = ker τ ∩ V with τ : f ∈ ℓ1(Z2) 7→ f(0) so that we may apply our work in
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[8]. Again to ease notations, let:
τ
j,k
ϑ = τ
(
βFe〈ωj, ωk〉H p,q,d
ϑ
)
.
Of course, τ j,kϑ = τ
(
ℜβFe〈ωj, ωk〉H p,q,d
ϑ
)
= τ
(
ℑβFe〈ωj , ωk〉H p,q,d
ϑ
)
.
We thus evaluate:∣∣∣∣∣∣∣∣∣πθ (ℜβFe〈ωj , ωk〉H p,q,d
θ
)
T − Tπϑ
(
sj,kℜβFe〈ωj, ωk〉H p,q,d
θ
)∣∣∣∣∣∣∣∣∣
ℓ2(Z2)
6
∣∣∣∣∣∣∣∣∣πθ (ℜβFe〈ωj , ωk〉H p,q,d
θ
− τ j,kθ
)
T − Tπϑ
(
sj,kℜβFe〈ωj , ωk〉H p,q,d
θ
− sj,kτ j,kθ
)∣∣∣∣∣∣∣∣∣
ℓ2(Z2)
+
∣∣∣τ j,kθ − sj,kτ j,kθ ∣∣∣ .
Now |τθ − sj,kτθ| 6 |1−sj,k|τj,k 6 |1−sj,k| < ε16 since τj,k 6 ‖〈ωj, ωk〉H p,q,d
θ
‖Aϑ 6
1.
We are now in the position to apply our work in [8]. To this end, let us make a
simple observation. If a ∈ E \ {0}, and if s(a, ϑ) = Lθ(a)
Lϑ(a)
> 0, then:
|||πθ(a)T − Tπϑ(s(a)a)|||ℓ2(Z2) 6 Lϑ(a)ε.
Indeed, if Lϑ(a) = 0 then a ∈ R1Aϑ ; as a ∈ E we conclude that a = 0. Thus
s(a, ϑ) is well-defined.
We then note that s(a) = s(ra) for any r > 0 by definition. Moreover, if a ∈ E
and a 6= 0, then by [8, Claim 5.15]:
|||πϑ(a)T − Tπϑ(s(a)a)|||ℓ2(Z2)
= ‖a‖ℓ1(Z2)
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣πθ
(
1
‖a‖ℓ1(Z2)
a
)
T − Tπϑ
(
s(‖a‖−1
ℓ1(Z2)a)
‖a‖ℓ1(Z2)
a
)∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
ℓ2(Z2)
6 ‖a‖ℓ1(Z2)Lϑ
(
1
‖a‖ℓ1(Z2)
a
)
ε = Lϑ(a)ε.
Returning to our main computation, we thus conclude:
(4.8)∣∣∣∣∣∣∣∣∣πθ (ℜβFe〈ωj , ωk〉H p,q,d
θ
− τ j,kθ
)
T − Tπϑ
(
sj,kℜβFe〈ωj, ωk〉H p,q,d
θ
− sj,kτ j,kθ
)∣∣∣∣∣∣∣∣∣
ℓ2(Z2)
6
ε
16
.
We now insert Inequality (4.8) into Inequality (4.7) to conclude:
(4.9)
∣∣∣∣∣∣∣∣∣ℜ(πθ (βFe〈ωj , ωk〉H p,q,d
θ
)
T − Tπϑ
(
βFe〈ηj , ηk〉H p,q,d
θ
))∣∣∣∣∣∣∣∣∣
ℓ2(Z2)
6
3ε
16
.
We get the same inequality as Inequality (4.9) for ℑ in place of ℜ by the same
reasoning, so we get:
(4.10)
∣∣∣∣∣∣∣∣∣πθ (βFe〈ωj , ωk〉H p,q,d
θ
)
T − Tπϑ
(
βFe〈ηj , ηk〉H p,q,d
θ
)∣∣∣∣∣∣∣∣∣
ℓ2(Z2)
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6
∣∣∣∣∣∣∣∣∣ℜ(πθ (βFe〈ωj , ωk〉H p,q,d
θ
)
T − Tπϑ
(
βFe〈ηj , ηk〉H p,q,d
θ
))∣∣∣∣∣∣∣∣∣
ℓ2(Z2)
+
∣∣∣∣∣∣∣∣∣ℑ(πθ (βFe〈ωj, ωk〉H p,q,d
θ
)
T − Tπϑ
(
βFe〈ηj , ηk〉H p,q,d
θ
))∣∣∣∣∣∣∣∣∣
ℓ2(Z2)
6
3ε
8
.
Thus inserting Inequality (4.10) in Inequality (4.4), we conclude:
(4.11)
∣∣∣∣∣∣∣∣∣πθ (〈ωj, ωk〉H p,q,d
θ
)
T − Tπϑ
(
〈ηj , ηk〉H p,q,d
ϑ
)∣∣∣∣∣∣∣∣∣
ℓ2(Z2)
6
9ε
16
+
3ε
8
=
15ε
16
.
By construction, the following is a modular bridge (note that |||T |||ℓ2(Z2) = 1):
γϑ =
(
B(ℓ2(Z)), T, πθ, πϑ, (ωj)j∈{1,...,n}, (ηj)j∈{1,...,n}
)
.
The length of the basic bridge (B(ℓ2(Z2), T, πθ, πϑ)) is no more than
ε
16 , so the
basic reach and the height of γϑ are bounded by
ε
16 . Now, Expression (4.11) states
that the modular reach of γ is bounded above by 15ε16 . Thus by Definition (1.4), the
reach of γϑ is no more than
ε
16 +
15ε
16 = ε.
Our choice of anchors and co-anchors ensures that the imprint of γϑ is no more
than ε16 . Thus by Definition (1.4), the length of γ is no more than ε = max
{
ε, ε16
}
.
By Expression (1.1), we conclude that:
Λmod
((
H
p,q,d
ϑ , 〈·, ·〉H p,q,d
ϑ
,D
p,q,d
ϑ ,Aϑ, Lϑ
)
,(
H
p,q,d
θ , 〈·, ·〉H p,q,d
θ
,D
p,q,d
θ ,Aθ, Lθ
))
6 ε.
This concludes our proof. 
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