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ABSTRACT
Applications and assessments of digital remote sensing technologies for wetland 
boundary determinations and mapping are scarce despite potential benefits. This is 
particularly true for Bottomland Hardwood Forests (BLH). This study was conducted to 
determine: 1) if classifications of Digital Multispectral Video System (DMSV) imagery 
delineate a BLH inundated and saturated boundary type in August and October with an 
accuracy comparable to jurisdictional field determinations; 2) if DMSV classification 
boundary accuracy varies with time of year; 3) if the accuracy of BLH inundated boundary 
type based on DMSV classifications is significantly different than the saturated boundary 
type; 4) the spectral radiance patterns for BLH/upland mix and pure upland forest 
community as detected by a SpecTerra field spectroradiometer on an aerial platform; 5) 
the relationships between canopy spectral variability at different wavelengths and canopy 
closure and environmental parameters. DMSV imagery, FieldSpec spectra, as well as 
environmental (pH, hydrology) and canopy closure data were collected in both August 
and October. DMSV Imagery classifications were based on bands centered at 450, 550, 
685, and 770nm and incorporated 8 categories. Categories were recoded as upland or 
wetland. A jurisdictional field boundary was determined, and boundary locations were 
converted to a GIS coverage. For each date and boundary type the distance between the 
BLH classification boundary and the field delineated boundary was measured. DMSV 
results indicate that the imagery classifications fail to delineate the BLH boundary with 
jurisdictional accuracy (±2 m), classification boundary accuracy was significantly better in 
October for the inundated but not the saturated boundary, and the accuracy of inundated 
boundary classifications were significantly better than for the saturated boundary. 
BLH/upland mix and pure upland aerial spectra displayed similar “peak valley” radiance 
patterns with a distinct shift to lower radiance value for the BLH/upland mix spectra in 
October only. Scalar variability issues precluded assessment of relationships between 
radiance and environmental and canopy closure measurements. This information offers 
accuracy and methodological information that will help guide the use of remote sensing 
technologies for BLH applications and ultimately management.
USE OF A DIGITAL MULTISPECTRAL VIDEO SYSTEM AND 
SPECTRORADIOMETER FOR BOTTOMLAND HARDWOOD FOREST 
REMOTE SENSING: A JURISDICTIONAL BOUNDARY ACCURACY 
ASSESSMENT AND RADIANCE EXAMINATION
INTRODUCTION
Wetlands are hydrologic transition zones between upland terrestrial environments 
and open-water environments. They are found on every continent, less Antarctica, as well 
as in every clime. Wetland types include: tidal saltwater marshes, tidal freshwater 
marshes, pocosins, and forested wetlands, among others. Combining estimates of world 
wetland areas by climatic zone gives an approximate 8.6 million km2, or 6% of the land 
surface. Forested wetlands comprise approximately 60% of the United States (U.S.) 
wetland area. (Mitsch and Gosselink, 1993)
Before the 1970’s, wetlands were considered dispensable. The result was an 
alarming loss due to filling, pollution, and other adverse anthropogenic impacts. U.S. 
studies estimate that between colonial times and the 1950’s, 35% of all wetlands were lost 
(Mitsch and Gosselink, 1993). From the 1950’s to the 1970’s, there was an additional 
loss of approximately 3.7 million hectares (Abemethy and Turner, 1987). Losses in 
forested wetlands were exceptionally high. Between 1940 and 1980, the average total loss 
rate for forested wetlands in the U.S. was 68,295 ha, or 0.3% annually, with the majority 
of losses in the Mississippi river basin and the southeastern U.S. (Abemethy and Turner, 
1987). Scientific and management interest in these complex environments was minimal 
through the 1960’s. Today, wetlands are recognized for their role in floodwater storage 
and desynchronization, water quality improvement, carbon and nutrient cycling, erosion 
control, groundwater recharge, fish and wildlife habitat, and heritage values (aesthetics,
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3educational, and recreation) (Lugo, 1990; Shoemaker et al, 1994). Public recognition of 
the value of wetlands instigated legislative action on the political front. Section 404 of the 
Clean Water Act, passed in 1972, gave the United States Corps of Engineers (USCOE) 
the power to establish a permit system for dredge and fill activities and provides the 
primary vehicle for wetlands protection and regulation even today. In 1987, the National 
Wetlands Policy Forum established a national wetland mandate of “no net loss” (Mitsch 
and Gosselink, 1993). This concept has become the cornerstone of wetland conservation.
Wetland delineation plays a key role in the fulfillment of legislative mandates, 
research planning, as well as landuse planning and wetland management. Delineation is 
the first step in wetland mapping, permitting, monitoring, functional assessments, as well 
as development and mitigation planning. The accuracy of delineation will determine, in 
part, the success and of these wetland research and management endeavors. The USCOE 
permitting process requires that the boundaries of wetland areas be determined with very 
high accuracy; the size of the wetland area has a dramatic effect on the permit process 
(Shoemaker et al., 1994). Development regulations such as buffer zone criteria are often 
based on boundary locations. For jurisdictional purposes and high accuracy applications, 
delineation necessitates field determinations requiring extensive site visits and office 
research.
Remote sensing techniques show some promise in wetland delineation and 
mapping and alleviate the time constraints associated with traditional field boundary 
determinations. Review of available wetland remote sensing literature, nonetheless,reveals 
several areas in need of attention. First, despite the abundance of forested wetlands, most 
wetland remote sensing for mapping and delineation purposes is limited to tidal salt and
4tidal and non-tidal freshwater marshes. Tidal and non-tidal marsh vegetation is often 
comprised of species that are spectrally distinct from adjacent upland species along a sharp 
continuum (Sharik et al., 1981). This characteristic can assist identification of marshes on 
remotely sensed images. Forested wetland vegetation, in contrast, is often a continuous 
mix of tree species along the wetland to upland continuum (Tiner, 1990). Vegetation 
variation that does exist is less pronounced than in herbaceous wetlands. Additionally, 
forested wetlands are often inland wetlands with limited access. Consequently, forested 
wetland boundary delineation and mapping through ground and remote sensing methods 
can be complicated, discouraging researchers and managers.
Second, there are very few accuracy assessments of wetland remote sensing 
products, limiting confidence in their use. Of the published assessments, most address 
only overall mapping accuracy. That is, the ability of a technique to correctly identify 
cover types in the landscape. Very few assess wetland boundary identification accuracy 
(McMullen and Meacham, 1996; Shoemaker et al, 1994). Once wetlands are accurately 
identified in the landscape, the delineation accuracy ultimately determines the exactness of 
wetland inventory and trend analysis applications. The absence of boundary accuracy 
assessments restricts map product interpretation and is deserving of research attention.
Finally, there are few projects that relate variation in reflectance to field 
environmental parameters (Anderson and Perry, 1996), maintaining a separation between 
ecological and technical research. These gaps can be partially attributed to equipment 
resolution and sensitivity limitations, as well as limited data processing capabilities.
Recent technological advances in sensors and computer image processing have 
surpassed researchers and managers use of these tools. The purpose of this project is to
5fill some of the research gaps using advanced remote sensors and image processing 
programs. More specifically, to determine the accuracy of Digital Multispectral Video 
System (DMSV) for Bottomland Hardwood Forest (BLH) boundary determinations, to 
characterize the radiance (spectral) characteristics of a bottomland hardwood forest 
vegetation community and the adjacent upland community, and examine relationships 
between radiance and environmental and vegetation parameters.
6QUESTIONS AND HYPOTHESES
Question : Do classifications of DMSV imagery delineate a BLH inundated and saturated 
boundary type in August and October with an accuracy comparable to jurisdictional field 
delineations?
Ha : The mean offset of a BLH boundary based on classifications of DMSV 
imagery from the jurisdictionally delineated boundary is < 2.0 m for an inundated 
and saturated boundary-type in August and October.
Offset refers to the distance in meters between a field delineated BLH boundary and a 
BLH boundary based on DMSV classifications.
Question 2: Is the boundary accuracy of the BLH inundated boundary type based on 
DMSV classifications significantly different than the saturated boundary type?
Ha: The mean offset for the inundated boundary type is significantly different than 
the mean offset for the saturated boundary type in both August and October.
7Question 3: Does the BLH boundary accuracy of DMSV classifications change 
significantly from August to October conditions?
Ha: The mean offset in August is significantly different than the mean offset in 
October for both inundated and saturated boundary types.
Question 4: Is there detectable difference in community vegetation radiance between a 
BLH/upland mix and pure upland forest community using the spectroradiometer on an 
aerial platform?
Ha: The maximum inflection point (MIP) of BLH spectral derivative plots is 
shifted toward the blue wavelengths relative to upland spectral derivative plots.
Ha: The BLH spectra displays less reflectance at all wavelengths relative to the 
pure upland forest community spectra.
Question 5: What are the relationships between the community spectral variability at the 
blue, green, far-red, and near infrared (NIR) wavelength regions with canopy closure and 
environmental parameters (pH and hydrology) in the wetland and upland.
Ha: There is a detectable relationship between BLH community spectral variability 
and environmental parameters and canopy closure.
Ha: There is a detectable relationship between upland community spectral 
variability and environmental parameters and canopy closure.
9LITERATURE REVIEW 
Delineation
The process of defining wetland boundaries is known as wetland delineation. The 
United States Core of Engineers (USCOE) is responsible for defining and setting the 
criteria on which jurisdictional wetland boundary determinations are based. For 
jurisdictional purposes the definition of a wetland is:
“those areas that are inundated or saturated by surface or ground water at a 
frequency and duration sufficient to support, and that under normal 
circumstances do support, a prevalence of vegetation typically adapted for 
life in saturated soil conditions. Wetlands generally include swamps, 
marshes, bogs, and similar areas.” (USCOE, 1987)
The federal criteria for delineation of jurisdictional boundaries include three parameters, 
vegetation, hydrologic regime, and soil type. A site is considered a wetland only if 
hydrophytic vegetation is dominant, the soils are continuously saturated to the surface for 
at least 5% of the growing season (Davis et al., 1996), and hydric soils are present.
Hydrophytic vegetation is prevalent at a site when the dominant species 
comprising the plant community or communities are typically adapted for life in saturated 
soil conditions. Determining dominant species at a site necessitates a site visit, unless this
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information is available in the literature. Basal area (trees), density (trees, shrubs, 
saplings), and % cover (herbaceous) are common parameters used to determine dominant 
vegetation. In the USCOE 1987 delineation manual, species are ranked from greatest to 
least relative basal area or density, or greatest percent aerial cover . Ranks 1-3 are chosen 
as the dominant species. In questionable cases the surveyor’s best judgment is used. 
Hydrophytic vegetation exists when 50% of the dominant species have an indicator status 
of FAC (facultative) or wetter (FACW; facultative wet, OBL; obligate). The indicator 
status is assigned based on the percent occurrence of that species in a wetland. FAC, 
FACW, and OBL correspond to percentage ranges 33% to 67%, >67% to 99%, >99%, 
respectively. A positive sign indicates a frequency toward the higher end of the category. 
A negative sign indicates a frequency toward the lower end of the category. (Reed and 
Porter, 1997)
In the absence of previously recorded hydrologic data, establishing wetland 
hydrology on a site requires visual observation of water. When water is not present, 
indicators that water was present for a period of time must be observed. These include 
watermarks, drift lines, and sediment deposits. Hydrology is the least exact of the wetland 
measures (Lyon, 1993).
Determining the presence of hydric soils may also require field data collection. 
First, Soil Survey maps are evaluated for soils that appear on the U.S. Department of 
Agriculture Hydric Soils list (USDA, 1991). This evaluation is often used to determine 
the potential presence of wetlands on a site. For boundary delineation, soil samples are 
often necessary. Delineators take 18-inch cores and evaluate them for hydric soil 
indicators that include organic content, histic epipidens, sulfidic material, and the most
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diagnostic indicator, color. A Munsell soil chart is used to determine the hue, chroma, and 
value of a soil. Gleyed soils indicate long duration of saturation, and are considered 
hydric. Non-gleyed soils with low matrix chroma, are also considered hydric. Mottling in 
the soil is indicative of periodic inundation, and may be considered hydric depending on its 
hue, chroma, and value combination. Sandy soils do not typically show hydric soils colors. 
Determinations in sandy soils rely on organic matter accumulation (Davis et al., 1996).
Ostensibly, determining these parameters for precise delineation demands extensive 
field work requiring time, money, and manpower (FIDWC, 1989). During field 
operations, the wetland boundary must be determined along several transects and then 
delineated using surveying or GPS techniques. Later, the boundary line must be manually 
mapped.
Jurisdictional boundary determinations are based on parameters that develop under 
unique environmental conditions over long time periods. These parameters do not 
typically change over short time scales. Assuming a site has not been altered dramatically 
by severe weather or human activities, a boundary based on the jurisdictional method will 
be accurate for several years.
In the mid-1960’s, managers and scientists initiated attempts to delineate and map 
wetland boundaries and vegetation using remote sensing techniques. They have met with 
variable success depending on sensor and platform choice, scale, time of year, diversity 
within pixels, and weather conditions (Lowom and Kirkpatrick, 1982; Shima et al.,
1976). In the late 60’s, aerial photography successfully discriminated between marsh 
vegetation types in two separate studies (Colwell, 1966; Pestrong, 1969). Tidal salt- 
marsh systems show a distinct change in vegetation at the wetland upland ecotone, aiding
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delineation. In 1982, infrared aerial photography was used to distinguish a distinct zone of 
marsh vegetation dominated by Spartina sparitinae (Sharik and Mead, 1982). The edge 
of this vegetation’s signature was assumed to coincide with the wetland boundary. Other 
attempts at identifying wetlands through remote sensing used satellite platforms (Bartlett 
and Klemas, 1980; Hardisky et. al 1986). The typical identification accuracy of these 
approaches ranged from 60-80%, with scale resolutions from 3-30 m. In 1975, the US
Fish and Wildlife Service began a wetland inventory project known as the National
/
Wetlands Inventory (NWI). NWI produces maps from high-altitude infrared aerial photos 
at scales of 1: 24,000 and 1: 100,000. The feature resolution of these maps is 1-3 acres, 
much larger than many wetlands. Compared with field jurisdictionally delineated 
boundaries, NWI maps in Maine underestimated total wetland area by 61% (McMullen 
and Meacham, 1996). Interestingly, the USCOE mapping guidelines for permit 
delineation require a 1:6,000 scale. The 1:24,000 NWI minimum scale does not meet this 
requirement. (Swartwout et al., 1982)
Wetland Remote Sensing
Remote sensing techniques have been applied in wetland classification, inventory, 
mapping, and delineation. The extracted information has been employed to such ends as 
public health, development planning, and human impacts. The project goals determine the 
choice of platform and sensor.
13
Platforms
Two platforms are utilized in wetland remote sensing, aerial and satellite. The 
choice of platform depends on the resolution required, the area to be covered, and the 
costs of data collection (Mitsch and Gosselink, 1993). Aerial platforms are employed 
when the area coverage is small or detail is a priority or both. For example, wetland maps 
used for landowner information and regulatory permitting procedures demand accurate 
boundaries and detail. Until the advent of 10 - 30 m satellite spatial resolution, the 
majority of wetland inventories relied solely on aerial platforms capable of higher 
resolution. Satellite platforms did not provide the desired level of detail. In a prairie 
pothole region, aerial photography revealed 61 small pothole wetlands and 12 wetland 
types not identified by a LANDSAT National Wetland Inventory (Mitsch and Gosselink, 
1993). Large-scale wetland mapping projects are, however, conducive to satellite imagery 
assessment. Satellite platforms were successfully exploited to examine swamp area and 
horizontal dimensions of the internal flow systems in the 10,000 square km Ocavango 
Swamp in Botswana (Dincer and Hutton, 1981). In 1994 (Pope et al.), satellite data was 
used to map landcover around Chiapis, Mexico. Analysts accurately predicted on a 
regional scale, where mosquito production would be highest; mosquito larvae were 
associated with the wetland cover types.
The most appropriate applications for low spatial resolution satellite platforms may 
be for change detection and updating of wetland maps, not determination of 
upland/wetland boundaries (Carter, 1982). This may change as higher resolution satellite 
sensors become available. A February 1998 (Richelson) article, “Scientists in Black”, 
revealed the potential release of images used for intelligence mapping during the “cold”
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war. Advanced satellite systems launched for collection of these images reach spatial 
resolutions of 15 cm (six inches). These images could put present earth monitoring 
satellites to shame. The drawback is the quadrillions of additional bytes of data to 
analyze.
Sensors and Imagery
There are a variety of image types available for wetland remote sensing from both 
aerial and satellite platforms. Photographic cameras produce black and white, color, and 
infrared (IR) photographs depending on the film type. Aerial photographs are still 
considered one of the most common, versatile, and economical forms of aerial imagery 
(Lillesand and Keifer, 1993). Panchromatic and color films are sensitive to the visible 
range between 300-700 nm, while IR film has a detection range from approximately 300 
nm-950 nm. Color images are advantageous in visual interpretation as the human eye can 
decipher many more shades of color than grey.
Low altitude aerial color IR photography gave better discrimination of tidal salt- 
marsh vegetation than black and white panchromatic, at the same scale (Pestrong, 1969). 
In the Little Robbins Sloths watershed, several vegetation species showed unique 
signatures on Color IR photos (Sharik and Mead, 1981). These included tree species, 
Salix nigra and Celt is laevigata. Additionally, differences in the substrate texture and 
water regime resulted in more than one signature for a particular species or community 
type. Early wetland delineation applications analyzing color and color IR aerial photos 
may have been offset from actual boundaries by amounts ranging from 35 ft to 50 ft, at 
corresponding scale ranges of 1:6,000 to 1:24,000 (Eitel, 1972). This limits their
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application to projects requiring only rough estimates of boundaries. In contrast to 
vegetation determinations, land water interfaces are better differentiated using black and 
white panchromatic film (Carter, 1982).
Forested wetlands are difficult to identify with “leaves-on”. In color infrared 
photos forested wetlands exhibit a red or magenta color in the growing season. This often 
matches the red magenta reflectance of upland forest communities in infrared photos.
They may be difficult to distinguish from upland trees based on visual analysis alone. Yet, 
many color infrared photos are taken during the height of the growing season. (Lyon, 
1993)
Many terrain features, like forest vegetation, show only slight differences in 
reflectance, preventing their differentiation in broadband photography. The incorporation 
of band filters allows for the collection of multiband photographs. Simultaneous analysis 
of multiple photos of a single feature, however, is difficult. Additionally, camera filters 
have wide spectral ranges (100 nm), limiting their spectral resolution. These difficulties 
and others were overcome with the advent of the multispectral scanner (MSS).
Advantages of these scanners include the following (Lillesand and Keifer, 1994):
1) Spectral range can reach from 300 - 1400 nm or more. This allows for thermal 
analysis.
2) Sensors use the same optical system to collect in all bands, enhancing spatial 
and spectral correlation among images.
3) MSS data is generated electronically and stored digitally, facilitating image 
processing and comparisons
4) Images are available immediately.
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5) MSS data can be electronically transmitted to ground or on-plane receiving 
stations. Photographic systems, in contrast, require an on-board supply of film 
which must be transported and processed on the ground.
6) Narrow band-pass filters increases the spectral resolution of the images.
MSS systems are conducive to satellite sensing. In fact, MSS systems launched on 
LANDS AT 1,2,and 3, were the first global monitoring systems capable of producing 
multispectral images in a digital format. Satellite MSS data has proven useful in wetlands 
studies. LANDSAT MSS imagery facilitated wetland change analysis in the Peace- 
Athabasca Delta, a 4,000 km2 wetland area (Wickware and Howarth, 1981). The digital 
format allowed for a computer pixel by pixel comparison of wetland area changes between 
temporally separated images.
Digital multispectral video systems (DMSV) are now being flown on aerial 
platforms. These sensors attain spatial resolutions ranging from 0.23 - 3.0 m and spectral 
resolutions between 10 and 25nm. They offer real-time evaluation of data as well as on 
board adjustment of aperture (Lillesand and Keifer, 1994). Frames can be recollected 
immediately if images are inadequate. A 4-camera aerial, multispectral video system 
applied to forest classification in Canada achieved a supervised classification accuracy of 
over 70% (King and Vlcek, 1990). Based on spectral characteristics of features, 
classification algorithms applied to images from this system separated similar mixed 
deciduous forest communities as well as two conifer communities. An assessment of the 
use of a DMSV for deriving vegetation community and density structure in the 
Everglades, Florida is being carried out (Anderson et al., 1996). Applications in forested 
wetlands, however, are limited.
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The spectroradiometer constitutes the final sensor discussed here. This sensor 
collects reflectance measurements in increments as small as 1.5 nm, offering essentially 
continuous reflectance spectra over the wavelength range of the detector. Very high 
spectral resolution affords detailed identification of materials with diagnostic absorption 
and reflectance characteristics over very narrow spectral ranges. This data is often utilized 
in combination with MSS data. Spectroradiometer ground spectra are used for image 
rectification and indicate at which wavelengths the features of interest show unique 
reflectance characteristics, guiding band filter selection. For example, ater, vegetation, 
and soil terrain features display unique spectral signature (Figure 1). Subtle leaf spectral 
reflectance variation within plant species has also been characterized with the 
spectroradiometer. Spectra of Acer rubrum leaves from trees in flooded and dry soil 
conditions indicate an increased green and NIR leaf reflectance for flooded trees 
(Anderson and Perry, 1996). The near infrared wavelengths were the most sensitive to 
hydrologic condition.
Spectroradiometers can be used to assess spectral characteristics of communities 
as well. Radiometers integrate the reflectance across their entire field of view. Flown on 
aerial platforms the field of view may reach 540 m or higher, depending upon flying height 
and collumator specifications. Community spectra characteristics could be helpful in 
interpretation of satellite images and in designing future satellite sensors. Such 
instruments have been available for some time, but have only recently been exploited for 
wetland work.
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Bottomland Hardwood Forest Vegetation
Bottomland Hardwood Forests (BLH) or Southern Forested Swamps (Kuchler, 
1964) are common throughout the southeastern U.S.. The climate in the region is warm- 
temperate with long growing seasons, mild winters, high humidity, and seasonally 
distributed precipitation, that overall exceeds evaporation. The working definition used 
here is:
" Mainly deciduous, dichotomous trees (red maple, river birch, water 
hickory, green ash, swamp cottonwood, sycamore, over-cup oak, willow 
oak, sweet gum, and elm, among others) often containing several 
dominant species in a given stand and growing in fertile alluvial 
floodplains subject to seasonal flooding." (Clewell and Lea, 1990)
BLH are distinguished from uplands by a unique hydrology, vegetation 
community, and soil type. Water is the driving force in these and all wetland systems.
Soil type plays a role by influencing the retention time of water on the site. Drainage and 
aeration is higher in larger grained soils than clay soils, and organic soils typically have a 
higher water holding capacity than mineral soils (Mitsch and Gosselink, 1993). Where 
soils and water regime maintain extended inundation or saturation, anaerobic conditions 
develop. Oxygen is consumed by microbial activity and root respiration at a faster rate 
than it can diffuse through porewater. Also, anaerobic remineralization or metabolism is 
typically slower than in aerobic conditions, consequently, organic matter tends to 
accumulate, at least in the surface layer of BLH soils.
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Extended flooding compromises vegetation health. Two consequences of 
anaerobic conditions are the accumulation of toxins and limitations placed on root 
metabolism. Minerals such as reduced iron and manganese, as well as sulfur dioxide gas 
may accumulate to toxic levels (Ernst, 1990). In upland tree species, loss of root 
metabolism reduces cell extension, division, and nutrient absorption (Mitsch and 
Gosselink, 1993). Within 24 hrs. of flooding, upland vegetation can suffer complete 
destruction of mitochondria and other organelles (Vartapetian, 1988). Dominant species 
in BLH are adapted to flooded conditions. Adaptations enabling species to tolerate low 
oxygen conditions include the development of aerenchyma tissue, adventitious roots, 
hypertrophied lenticels, pnuematophores (air roots) and buttressing.
There is variation among wetland vegetation species in the degree of flooding they 
can tolerate. Lowland tree species occupy different ranges along a gradient of flood 
duration, frequency, and depth (Figure 2). For example, Nyssa aquatica is better adapted 
to extended flooding than Morus rubra at the opposite extreme (Chapman et al., 1982).
As a result, the combinations of plant species in BLH and upland vegetation communities 
are different.
Vegetation species characteristics modified by abiotic factors determine the 
vegetation community structure. Vegetation structure in the Raritan River riparian zone 
in New Jersey illustrates the influence of frequent floods (depression) and drought stress 
(upland) (Frye and Quinn, 1979). Vegetation basal area estimates in the intermediate 
water level area were 22 m2/ha, the frequent flood area, 16 m2/ha, and the drought area, 
4.9 m2/ha. All the vegetation was approximately the same age, though some species were 
different. In general, the basal area of riverine forests is as high, if not higher than that of
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adjacent upland forests (Adams and Anderson, 1980). Evidence also supports the idea 
that BLH have relatively high rates of biomass production in comparison to other forest 
ecosystems in similar geographic locations. These observations have often been attributed 
to frequent nutrient replenishment through periodic flooding. Stresses associated with 
flooding, however, may overcome this advantage and act to reduce primary productivity 
and compromise vegetation condition. This may explain the reduced basal area in the 
flooded regions relative to intermediate water level regions of the Raritan river riparian 
zone. (Brinson, 1990)
Remote sensing considerations
BLH vegetation community structure variation in species composition, vegetation 
biomass, density, and percent cover are all relevant to community level remote sensing 
(Kalensky and Wilson, 1975), as they influence the radiance energy reaching a sensor. 
Vegetation reflectance is high in the near infrared (NIR) wavelengths (700 -1000 nm) 
relative to the visible wavelengths (400 -  700 nm) (Figure 3). This is apparently caused 
by the internal cellular structure of the leaves, that varies among species (Kunkel, 1970; 
Jackson ,1986). Reflectance in the visible spectrum is related to pigments, the most 
important being chlorophyll. The concentration of leaf chlorophyll also varies among 
species (Chappelle and Kim, 1992). Chlorophyll concentration within a given pixel will 
determine, in part, the degree of green reflectance as well as red and blue absorption.
BLH and wetland communities dominated by different canopy species could show distinct 
reflectance characteristics based solely on species level variability in internal mesophyll 
structure and chlorophyll concentration. Additionally, community level differences in
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vegetation structural parameters such as tree density, percent cover, and biomass lead to 
variations in leaf biomass per unit area. Increased biomass equates to increased 
chlorophyll and mesophyll structure per pixel with the obvious result of increased visible 
and NIR reflectance. These species and vegetation structure attributes could lead to 
differences in reflectance values between upland and BLH.
Leaf reflectance response to variations in environmental parameters may also 
produce differences in community reflectance between BLH and uplands. Among and 
within species variation in spectral reflectance across visible and NIR wavelengths under 
different environmental conditions has been documented (See Figure 4). The white pine 
(Pinus sp.) and trembling aspen (.Populus sp.) show pronounced differences in reflectance 
under different flooding regimes. As pointed out, excessive flooding can result in stress 
for a BLH tree species despite adaptations to flooded environments, while moderate 
degrees of flooding are tolerated and may grant BLH trees relief from drought stress as 
well as replenish nutrients (Mitsch and Gosselink, 1993). Upland and BLH trees 
experience different environmental conditions, which may vary over a growing season. 
Conditions may alternate along a continuum of optimal to stressful, but not necessarily 
simultaneously or in the same direction for both environments. At a given time, trees of 
the same species found in both the BLH and upland communities will experience different 
environmental conditions. These conditions will influence the recorded community 
reflectance.
Reflectance responses to vegetation “stress” are well documented. Increased 
reflectance in the visible spectrum stands out as a consistent response to stress irrespective 
of stress agent or species (Carter and Miller, 1994). This can be attributed to decreases in
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chlorophyll concentrations in stressed plants, reducing absorption across most of the 
visible spectrum. The NIR region shows a significant increase in response to stress 
(Anderson and Perry, 1997). BLH and upland vegetation condition, as dictated by 
environmental parameters, may result in a detectable community level reflectance 
response.
Seasonal vegetation characteristics related to environmental conditions and 
variations among species with respect to “green out”, leaf maturation, and senescence may 
also influence reflectance characteristics of forested communities over a growing season. 
BLH communities have been observed to “green out” in the spring after upland 
communities (Silberhom pers com., 1998), and Tulip poplar (Liriodendrort tulipifera) leaf 
senescence early in the fall. Aspen (Populus sp.) and Pine (Pinus sp.) spectra between 
two sampling times, one month apart, demonstrate the reality of temporal variability even 
over short time scales (Figure 5). There may be opportune times when reflectance 
characteristics between communities are most distinguishable.
Community structure, environmental conditions, and temporal changes in these 
parameters control community level reflectance characteristics. Multivariate techniques 
make exploration of these relationships possible.
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SITE DESCRIPTION 
Genera]
All radiometric and DMSV work was carried out in an approximately 5 acre, BLH 
wetland and adjacent upland in Newport News Park, Newport News, Virginia, USA 
(Figure 6). Field work was concentrated in a 350 x 150 m portion of the BLH site. The 
site constitutes a PFOl A (Palustrine Forested broad-leaved deciduous) on the 1996 NWI 
maps. National soil survey maps characterize the underlying wetland soils as belonging to 
the Johnston Complex, common on floodplains and major drainage ways throughout York 
and James City Counties, VA, U.S. (USDA-SCS, 1985). These soils are nearly level and 
very poorly drained. Along the slopes moving from wetland to upland the soils transition 
from Johnston, to Emporia Complex, to Craven- Uchee complex, and finally to Slagle fine 
sandy loams. Mean BLH soil % organic content (mean = 9.79%, s.d. = ±3.58%, was 
similar to the upland (mean = 8.73%, s.d. = ± 1.63% ) (Meyer, unpublished data). Typical 
values for alluvial/floodplain wetlands are reported between 2.8 and 4.5 % (Mitsch and 
Gosselink, 1993; Kellison et al., 1997), and uplands range from 0.4 - 1.5 % (Mitsch and 
Gosselink, 1993).
The selected site is a wetland type well represented in the Southeastern U.S. with 
common wetland species Acer rubrum (Red Maple) and Fraxinus pennsylvatica (Green 
Ash) ( Brinson, 1990; Wharton et al., 1982). The upland vegetation community consists 
of Liriodendron tulipifera (Tulip Poplar), Fagus grandifolia (American Beech) , Quercus
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spss (Oaks), Cayra ovata (hickory), among others, a common secondary community in 
the South-eastern U.S. coastal plain (Ware, 1991).
The Northern 150 m of the wetland boundary at this site transitions eastward from 
dry upland soils directly into inundated soils. From 150 to 300 m the change from dry to 
inundated soils is more gradual. The transition in this region is characterized by a broad 
saturated soil zone. The former boundary type is referred to as inundated and the latter as 
saturated in the remainder of this paper. Approximately five years ago, beavers were 
reintroduced in the Park. As a result, park rangers claim water depth in the BLH 
increased by almost 11/2 feet.
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MATERIALS AND METHODS 
Dominant Species
A total of twenty 10x10 m vegetation plots were randomly established, ten in the 
inundated portion of the wetland and ten in the upland. In each plot the following were 
determined:
1) Overstory tree basal area by species. A tree, for this project, was any woody 
vegetation with diameter at breast height (DBH, 4.5 ft) > 15 cm.
2) Shrub and sapling density by species. A shrub/sapling, for this project, was any woody 
vegetation with DBH <15 cm. Differentiation between shrub and sapling was based 
on species identification.
3) Where >2%, herbaceous percent cover by species. Percent cover by species was 
measured by averaging percent cover from three lx l m quadrats randomly placed 
within the 10 x 10 m plots. Herbaceous cover was measured in both August and 
October as the cover of some species can vary dramatically over short time scales.
Dominant species for overstory tree calculations were based on basal area (n x 
radius2) measurements (Mueller-Dombois and Ellenberg, 1974). Shrub/sapling dominant 
species were calculated using density, and herbaceous vegetation using percent cover.
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Selection of dominants was based on the 50/20 rule for dominance. This rule states that 
the dominant species, or set of species, make up > 50% of the assemblage under 
consideration, and the dominant species set must include all species > 20% of the total 
assemblage. (Appendix A)
Acer rubrum (red maple, FAC) and Fraxinuspennsylvatica (green ash, FACW), 
dominated the overstory tree assemblage in the wetland, while Liriodendron tulipifera 
(tulip poplar, FACU) and Quercus rubra X  (Hybrid red oak) dominated the upland. A 
total of ten overstory tree species were identified, five in the wetland and five in the 
upland. (Table 1)
Acer rubrum (FAC) and Fraxinus pennsylvatica (FACW), constituted the 
dominant sapling species in the wetland, while Ilex opaca (FACU+) and Cornus florida 
(FACU) dominated the upland, sapling vegetation layer. Cornus foemina (FACW) 
dominated the wetland shrub layer and Asimina triloba (FAC) dominated the upland shrub 
layer. Several other sapling species were present, but very few shrub species. (Table 1) 
Lemna perpusilla (OBL), Azolla caroliniana (OBL), and a floating filamentous 
blue-green algae community (OBL) dominated August wetland herbaceous layer. In 
October, Azolla caroliniana alone dominated the wetland inundated zone. The upland 
herbaceous layer was always <2% cover and was not measured. The herbaceous 
vegetation in this zone was collected and identified. (Table 1)
DMSV/Spectroradiometer collection
Aerial DMSV imagery and aerial radiance spectra of the study site were collected 
in August and October, 1998. A DMSV developed by SpecTerra Ltd. and the U.S.
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Army Corps of Engineers Topographic Engineering Center (CETEC) was employed. The 
instrument integrates four Cohu series 4800 cameras, each with a 12 mm focal length, into 
a single optical head. A changeable bandpass interference filter option for each camera 
allows multispectral narrow band capabilities for a variety of wavelengths. The silicon 
detector used in the instrument sets the detection range at 350 and 950 nm. Band filters 
centered at 450 nm (blue), 550 nm (green), 685 nm (red), and 770 nm (near infrared) 
were incorporated. The later three bands correspond to the major spectral regions useful 
for vegetation studies (Best et al., 1981, Jensen et al., 1984). The DMSV frame size is 
740 by 578 pixels, with an image pixel size of 9 um2 (Anderson et al., 1997). The 
FieldSpec FR spectroradiometer, made by Analytical Spectral Devices, Inc., detects 
reflectance from features within the field of view between wavelengths 350 nm - 2500 nm 
with a spectral resolution of 1 nm. Feature spectra characterize the reflectance properties 
of a feature. These spectra identify wavelength regions where two features reflectance 
similarities or differences and the vegetation condition or change.
Two parallel flight lines, 1 km in length, were flown at both flying dates. The 
flight lines were approximately 250 m apart to ensure at least 20% sidelap of frames in 
consecutive flight lines. One flight line included BLH and upland communities and the 
other only upland forest community. During each flight line 2 DMSV frames with 50% 
backlap coverage and 10 radiance spectra (5/frame for frames 1 and 2) were captured over 
the site. The 20 % sidelap and 50 % backlap ensures complete coverage and allows for 
3-d stereoscopic viewing of imagery (Hardisky and Klemas, 1983). The flying speed was 
approximately 180km/hr. The 1675 m flying altitude set the DMSV ground sampling 
distance at 1.3 m/pixel and image dimensions at 570 x 445 m.
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The FieldSpec field of view (FOV) with no collumator is 20°, giving a ground 
resolution diameter of 610 m at the 1675 m flying height. This instrument collected 
integrated radiance spectra of all features in an area slightly larger than an entire DMSV 
frame. To collect pure wetland or upland community spectra the ground coverage must 
include only upland or forested wetland vegetation. At the 1675 m flying height, the BLH 
was approximately lA the FieldSpec’s ground coverage. Consequently, only BLH/upland 
mix spectra and pure upland spectra were retrieved. Therefore, spectra analyses were 
limited to trends regarding radiance characteristics of a purely upland vegetation 
community and a mixed upland/BLH community.
The DMSV requires approximately 10 seconds to acquire and process one frame 
of data, while the FieldSpec requires only milliseconds. Accordingly, 5 radiometer spectra 
were collected for each of two 2 DMSV frames over each community type, upland and 
upland/BLH mixed. Aerial radiance data were converted to binary format using Portspec 
® and RCALC®, downloaded, and plotted for analysis.
Digital Image Processing
The identified site fit into one DMSV frame for each flying date. Only these 
frames were run through rigorous digital image processing and classification.
Images were processed using Adobe Photoshop 5.0®, Imagine® by ERDAS, and 
ArcView® by ERSI. Processing included de-interlacing, geometric and radiometric 
rectification, image classification, and data merging and GIS integration, in this order. An 
image enhancement exercise involving band ratioing was also performed.
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Rectification
Radiometric rectification and georectification required the acquisition of spectral 
and geographic ground control points. Five styrofoam reflectance targets of various gray 
shades, including black and white end members, were placed at positions within the study 
site and their positions registered with high accuracy Geoexplorer® GPS (+/- 30cm). 
Ground radiance spectra of these targets were registered coincident with 
DMSV/FieldSpec flights using an Analytical Spectral Devices (ASD) PS II Field 
Spectroradiometer. This hyperspectral instrument reads the reflectance/absorption from a 
surface between 300-1100 nm at 3-nm increments. The radiometer was set to average five 
spectra of each feature. The data were converted to an ASCII file using Portspec, 
reduced using RCALC®, and downloaded. On the August flight date, targets were 
unintentionally removed before aerial DMSV/FieldSpec data collection. To compensate 
for this, radiance spectra and high accuracy GPS coordinates were taken for a range of 
image identifiable features of varying reflectance intensity.
Radiometric correction removes variation in brightness values due to instrument 
response characteristics, atmospheric attenuation, changes in scene illumination, and 
viewing angle variations resulting from plane movements (pitch, yawl, roll, and crab) 
(Lillesand and Keifer, 1994). In this case, this correction also converted digital numbers 
to absolute radiance values which facilitates fixture comparisons over time and among 
different sensors.
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Radiometric correction entailed normalizing DMSV digital number to ground 
radiance values from image identifiable features and radiance targets. From this data, a 
model representing the relationship between radiance values and DMSV digital number 
was extracted (Lillesand and Kiefer, 1994). Model equations for each flying date were 
applied to each pixel of the respective images. To utilize the imagery dynamic range (0- 
255), model output was multiplied by 250 in August and 150 in October (Appendix B). 
Corrected bands were recombined into a new multiband image.
Geometric rectification entailed projecting the images into geographic coordinate 
space. Seven ground control points (GCPs) were identified for the October image. Five 
of these points correspond to the styrofoam calibration targets, the remaining two, image 
identifiable features. Images were projected into geographic coordinates using a 1st order 
polynomial algorithm with the following projection parameters: Spheroid- WGS 84, 
Datum Name- WGS 84. GCP rectification for October imagery accounted for most of the 
geometric distortion in the input image, expressed by the low root mean square error 
(RMS) of 0.05 pixels (Jensen, 1996). (Figure 7)
August image GCP geometric rectification was more complicated. Rectification 
using August GCP points failed. Pixels in the upper half of the imagery were shifted right 
resulting in large RMS errors o f -  15 pixels. To determine if erroneous GCP geographic 
coordinates caused this distortion, August images were rectified to the October imagery 
using an image to image rectification. That is, August image identifiable locations were 
matched with the same locations on the rectified October image. The RMS errors were 
still large, -12 pixels. This implies that GPS coordinates were accurate and that the 
registration of pixels with positions was likely offset at the time of data acquisition.
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Confidence in the image to image rectification was high given the high accuracy of the 
October rectification. Subsequent August image analyses were based on the image to 
image rectification. (Figure 8)
Classification
The choice of classification type and algorithm depends upon the nature and 
intended application of the data being analyzed. In this case, the intention was to use the 
method requiring the least amount of field and analysis cost; the more practical approach 
for management purposes. The unsupervised classification requires less field data 
regarding cover class types and location relative to supervised classifications. If this 
classification method gives satisfactory results it could eliminate the need for detailed 
information on site vegetation required for the typically more accurate supervised 
classification. (Johnston and Barson, 1993)
After rectification an unsupervised classification with 8 categories was performed 
for both imagery dates using Imagine® (Figure 9). Unsupervised classification allows the 
computer to cluster spectral groupings present in the scene, then the analyst assigns the 
groupings land cover identities. Imagine® performs an Iterative Self-organizing Data 
Analysis technique (ISODATA) (ERDAS, 1994). ISODATA clusters pixels in spectral 
space through an iterative sampling and convergence routine. Operator inputs are the 
number of classes, 8, and the threshold/end of processing criteria, 50 iterations with a .98 
threshold for this study. This classification employs a Euclidean classifier that does not 
account for within class variance (Duda and Hart, 1973; Shoemaker, 1994).
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Eight distinct vegetation categories were visually identifiable; therefore, 8 
categories were selected for the classification procedure. These eight categories were 
recoded and designated either wetland or upland based on their geographic relationships 
(Figure 10). For both August and October classifications the BLH and upland final 
categories each incorporated four of the initial 8 classes. Band 770 gave the best 
separation of the eight classes relative to Band 450, 550, and 685 for both dates. BLH 
classes grouped at lower values, while upland classes tended toward higher values (Figure 
11, Figure 12). Boundary accuracy analyses are based on the BLH/upland maps.
BLH/Upland classification accuracy was assessed by producing classification error 
matrices for October and August classifications (Shoemaker et al., 1994). This matrix 
represented the correspondence between the known class for 200 randomly sampled 
reference pixels, 100 BLH and 100 upland, and the results of the classification for that 
pixel. The “true” class, BLH or upland, was identified based on the location of the 
sample pixel relative to the known jurisdictional BLH boundary determined in the field.
The error matrix measures several performance characteristics of a classification: 
errors of omission and commission for each class, overall accuracy, and user’s and 
producer’s accuracy. Errors of omission occur, for example, when pixels that should 
have been included in the BLH category are omitted from that category. In contrast, 
errors of commission occur when pixels are improperly classified and included in the 
wrong category. For example, an upland pixel is misclassified as a BLH pixel.
Essentially, an error of commission for one category is an error of omission for another. 
Overall accuracy is computed by dividing the total number of correctly classified pixels by 
the total number of referenced pixels, 200 for each date. Producer’s accuracy represents
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the percent of BLH pixels that were correctly identified as BLH, and user’s accuracy 
indicates the percent of the areas identified as BLH that truly belong to that category. 
(Lillesand and Keifer, 1994)
Image enhancement
Image enhancement involved producing a band ratioed image, band 770/685 or 
IR/R. Band ratioed images, in addition to compensating for changing illumination 
conditions, surface slope, atmospheric attenuation, lens effects, and other non-additive 
factors, also enhance subtle spectral variation in a scene (Pickup et al., 1995; Lillesand and 
Keifer, 1994). Regardless of absolute reflectance values, ratioed images portray the slope 
of the reflectance between the two bands involved. The NIR/Red ratio for healthy 
vegetation is normally higher than that of stressed plant and can be useful for 
differentiating between vegetation condition and species. It is also useful for reducing 
topographic effects. (Lillesand and Keifer, 1994)
Histogram equalization was performed on the ratioed images to identify 8 separate 
categories. Histogram equalization is comparable to a density or level splice. The 
function separates the histogram into 8 distinct categories of similar size. The result is an 
image with 8 classes defined by different gray shades (Figure 13). Categories were 
recoded as BLH or upland. The categories geographic image location determined its 
inclusion in the BLH or upland category. Four of the original 8 categories were 
incorporated in the BLH class and four in the upland class.
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Boundary Accuracy Analysis
Jurisdictional Boundary Delineation
The jurisdictional field boundary was determined in September, 1998, in 
accordance with the Corp. of Engineers, 1987, Wetlands Delineation Manual. Boundary 
determinations were made along transects perpendicular to the BLH boundary. Most 
transects were separated by approximately 10 m. In areas with smaller scale position 
variation, transect frequency was increased to approximately 1 transect every 3 -5  meters. 
The BLH boundary was demarcated by a distinct increase in slope facilitating boundary 
identification and securing confidence in field boundary identification accuracy. Boundary 
positions were surveyed using a Topcon® Geodetic Total Station GTS-3B by Tokyo 
Optical Co. Boundary points distance and angles from known geographic points were 
surveyed, translated into geographic positions in GEOCALC ® by Blue Marble 
Geographies, converted to a GIS arc coverage, and overlain on classified images in 
Imagine®. The GEOCALC program determines the geographic coordinates of a point 
based upon its zenith angle (angle from North) and distance from a known geographic 
point. (Figure 14, Figure 15)
Experimental Design
The jurisdictionally delineated boundary and the upland boundaries defined in the 
DMSV classifications for each sampling date were compared using Geographic
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Information Systems techniques. For each hypothesis between 55-60 random samples 
were collected in each boundary type for August and October classified imagery. For date 
comparisons the same points were sampled in each boundary type for each date. Each 
sample consisted of the offset between the classified and the field delineated boundary at a 
random point along the delineated boundary. The offset is the ground distance in meters 
between the two boundaries. A new set of random distances was generated for each 
hypothesis. For hypothesis three, comparing between dates, the same sample points were 
measured for both boundary types at each date. That is, offset samples were paired across 
dates.
Deciphering the precise location of BLH boundaries based on DMSV 
classifications was somewhat subjective. To standardize the process a logical guideline 
was followed; the boundary point was defined as the wetlandward reach of contiguous 
upland pixels. This means single upland pixels or islands of upland pixels wetlandward of 
the contiguous upland boundary were ignored during the boundary definition process.
Statistical Analysis
For tests assuming homogeneity of variance and normality, Cochran’s and 
Levene’s test for homogeneity of variance were used, and histograms were examined for 
normality. When histograms were questionable the Kolmogorov-Smimov statistic, D was 
used to test for normality. Alpha was set at .05 for all tests. To avoid excessive 
accumulation of Type I error the Bonferroni correction was employed for sets of t-tests 
(Underwood, 1997). This correction adjusts the critical probabilities by dividing the
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selected oc value by the number of t-tests performed for each hypothesis. For example, if 
oc = .05 with 4 t-tests, the critical p-value or new alpha value for each test is .0125. In this 
way the alpha value over all tests remains .05.
The accuracy of the classified boundaries for each boundary type at each date (Zar, 
1984) were tested with one-way, one sample t-tests for goodness of fit. For each of the 4 
tests the absolute values of offsets were compared to the critical value of 2 m (mean 
absolute offset > 2 m). Delineators consider 2 m an acceptable accuracy for ground 
delineations (Rhodes, pers. comm., 1999). Field determined tidal wetland and shoreline 
inventories can accumulate approximately 3- 4m potential boundary error (Nelson, 1994). 
Two meters appears to be a conservative critical value. The goodness of fit of band 
ratioed image boundaries for each boundary type and date were also assessed with a one- 
sample t-test for goodness of fit.
A paired t-test was used to assess differences in accuracy between dates within 
boundary types. Differences in accuracy between boundary types within flying dates were 
assessed with a two-way two-sample t-test assuming heteroscedasticity for August data 
and assuming non-heteroscedasticity for October data. It was assumed that the proximity 
of the boundary types did not jeopardize independence for this test. Field measurements 
of pH and water depth indicate that conditions within the BLH and upland at each date 
across boundary types were uniform, supporting this assumption.
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Field spec analysis
There are many methods for comparing continuous spectra of features. One 
method extracts single wavelength reflectance values and compares them using basic 
statistics (Anderson and Perry, 1997). For this study, the derivative of radiance was 
plotted between 680-750nm to identify the maximum spectral inflection point (MIP). MIP 
shifts correlate with changes in chlorophyll concentration. MIP blue shifts are associated 
with lower chlorophyll concentrations. Comparing the position of the red edge between 
the BLH/ upland mixed and the pure upland community radiance will reveal whether this 
analysis is useful for aerial determination of BLH and upland communities. The 
wavelengths corresponding to MIP’s were compared qualitatively. Additionally, the 
average spectra for each date and their difference were plotted between 350 and 900 nm. 
The wavelengths of maximum difference were elucidated. These comparisons were made 
for each sampling time. Spectroradiometer data statistical analysis was not valid due to 
replication limitations. (Horler, 1983; Hoque and Hutzler, 1992)
Radiance, Environmental and Vegetation Relationships
For each of the randomly placed vegetation plots, pH, hydrology (water depth), 
and percent canopy cover were determined at the August and October flying dates.
Canopy cover
A Moosehom cover scope was used for leaf canopy cover estimates (Robinson, 
1947; Bonner, 1967). The Moosehom was initially developed for ground-truthing crown 
cover estimates based on aerial photographs. (Robinson, 1947; Nuttle, 1997). In contrast
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to densiometers that utilize angular methods to estimate the influence of a volume of 
canopy from all angles on a point, Moosehom cover scopes offer a vertical method for 
assessing the area of canopy directly above a point. Angular methods are more useful for 
estimating light interception as viewed from below and are appropriate for biological 
studies addressing surface phenomena affected by light; vertical methods describe the trees 
themselves. The Moosehom was initially developed for ground-truthing crown cover 
estimates based on aerial photographs. (Robinson, 1947; Nuttle, 1997)
The Moosehom sampling method employs a dot-grid sampling system. A 
systematically arranged cluster of 25 points is projected upward. The central dot is 
projected vertical and the remaining 24 are projected at angles varying from 1.8 0 to 5.1° 
from the vertical. These small projection angles yield unbiased estimates of canopy 
density (Bonner, 1967). Sampling entails counting the number of projection dots covered 
by canopy. From this the proportion of total dots covered per plot is calculated. Within 
each upland plot, 16 regularly spaced samples were recorded. Within BLH plots 9 
regularly spaced samples were collected. This sampling scheme ensured 100% sampling 
given the specs for the Moosehom and assuming a visually estimated mean canopy height 
of 60 ft. for the upland canopy and 30 ft for the BLH canopy. The mean proportion of 
cover for each plot was calculated by totaling the number of cover scope grid-points 
covered over the total number of grid-points sampled.
The Moosehom method has limitations. Vegetation layers, canopy structure, 
wind, and sensor angle hampers the ability to equate cover ground measures to aerial 
measures. The non-uniformity of canopy heights constituted the main obstacle at this site. 
From below, the canopy consisted of saplings, shrubs, and overstory trees. Consequently,
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the sampling area varied from one point to the next and within one sampling grid, 
especially where saplings and shrubs at ~ 20 ft obscured a direct view of canopy trees.
Hydrology
In upland locations, hydrologic data was recorded using piezometers constructed 
with 1-inch diameter, schedule 40 PVC pipe. One well was inserted in upland vegetation 
plots 1, 2, 3, 4, 6, 8, 9, 10. Well 5 and 7 were within 5 m of plot 4 and 6 boundaries, 
respectively. It was assumed that ground water depth would not vary significantly over 
this small spatial scale. Accordingly, well 4 readings were taken to represent well 5 and 
well 6 depths also represented well 7. Well depths varied with water table. Where water 
was detected wells were dug to 1 Vi m below the water table. If water was not detected at 
-13 m from surface, the water table was considered > 13 m, and digging was terminated. 
Three wells reached to - 13 m. Wells were constructed in July, 2000. Water depth was 
registered using a P4 Environmental Conductivity Probe by Solonist Canada Ltd.. Water 
depth at the 10 BLH vegetation plots was measured in three randomly placed replicates 
using a meter stick.
Ph
In situ pH in the BLH was measured using a portable Digisense pH meter and 
probe by Cole Parmer. Three randomly placed replicate pH readings were recorded at the 
sediment surface in each BLH vegetation analysis plot. In upland vegetation plots three
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soil samples were collected from each plot, and soil pH was determined in the laboratory 
(Watson and Brown, 1965).
Radiance Samples
Upland and BLH environmental plot positions were surveyed as the jurisdictional 
boundary. Each plot consisted of 100 pixels. The average radiance values and standard 
deviation for these pixels were queried in Imagine®. This procedure was carried out on 
both August and October imagery.
Analysis
The intention was to use multivariate techniques to examine relationships between 
radiance values and % cover, hydrology, and pH for the 10 BLH and 10 upland plots 
separately for each date. In this analysis the first step would be to run 4 separate 
standardized principal component analyses (PCA) on August BLH, August upland, 
October BLH, and October upland vegetation radiance values. From the PCA, new 
radiance response variables that are combinations of the original radiance values from each 
band would be determined. Next, a standardized PCA of the environmental data for each 
treatment combination would be run to extract the variable(s) giving the best separation of 
plots. Finally, a Type B regression or multiple regression with the new radiance scores as 
the dependent variable and the extracted environmental and vegetation variables as the 
independent variable would be performed.
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Following collection and inspection of radiance and environmental data it was 
clear this analysis would be invalid. Environmental and vegetation parameter data could 
not be directly related to plot radiance values. Radiance variation within each plot, in 
several cases, was greater than the variability between plots (Table 2). This means, most, 
if not all, of the dependent variable variance (mean square) estimates among plots could be 
attributable to within plot variation, rendering the regression analysis pointless. It is 
illogical to correlate radiance trends to environmental and vegetation parameter variation 
among 10 x 10 m plots in an ecosystem when the detected dependent variable variation is 
potentially due to pixel level, 1 x 1 m heterogeneity. Ideally, one should perform a 
(nested) hierarchical analysis of variance to examine spatial variability at different scales. 
Interpretative models could then be considered to explain the observed patterns 
(Underwood, 1997).
Instead, the radiance, % cover, and environmental data was used to explore 
changes between dates and differences between the BLH and upland. Descriptive 
statistics for radiance, % cover, pH, and hydrology were reported for August BLH, 
August upland, October BLH, and October upland. Herbaceous % cover was also 
reported for the BLH August and October dates. To avoid excessive accumulation of 
experiment wide type I error, no statistical tests were performed on this data.
A secondary goal of radiance data analysis was to determine the band 
combinations offering the best separation of BLH and upland communities a t a l O x l O m  
spatial resolution. Such information guides methodological development for future 
research by answering questions such as: Which bands filters to incorporate for forested 
BLH applications? Why a specific band or combination of bands best defines the
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community of interest? Using S-plus® by MathSoft, Inc, two standardized PCA were 
run, one incorporating BLH and upland for August and the other for October. 
Standardization prevents domination of the analysis by variables with means and variances
an order of magnitude or more higher than other response variables ( Davis, 1973). High
\
band 770 values and variances threatened to overpower the analysis masking potentially 
interesting trends in other bands.
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RESULTS 
General observations
Several field and laboratory observations were made throughout the duration of 
this project. The most pertinent will be introduced here. First, the influence of beaver 
dams was pronounced. A major beaver dam crossed the entire width of the wetland 
immediately below the study site (Figure 6). The majority of the BLH above the major 
beaver dam was inundated throughout the growing season with water depths of at least lA 
m. Below the dam, water depths were considerably lower and often only saturated to the 
surface. At present, the study region is incorrectly identified as PFOl A on the NWI maps 
and appears to be evolving toward and open water system due to beaver activity. Beaver 
direct impact on trees was also high. In one BLH plot, 4 of 7 trees were riddled with 
beaver teeth marks.
BLH tree stress was noted: 1) leaves were wilted and showed signs of chlorosis 
and leaf epinasty ; 2) very few trees developed a full canopy; 3) BLH growing season 
was short relative to upland (BLH green out was ~1 month later than the upland while leaf 
drop in the fall began ~ 3 weeks earlier.) This trend held true at the community as well as 
species level. At the species level for example, BLH Fraxinus pennsylvatica displayed 
delayed green out and early leaf drop relative to Fraxinus pennsylvatica in the upland. 
Dominant wetland species Acer rubrum is typically adapted to flood durations of > 25 %, 
but no more than 35% of the growing season, while Fraxinus pennsylvatica enjoys
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growing season flood durations between 12.5 and 25% (Wharton et al; 1982). The 
flooding regime observed at this site was in excess of both dominant species optimum 
ranges.
A final observation worth noting is that the variances in saturated boundary offsets 
were consistently larger than variance in the inundated boundary offsets. In two of four 
tested cases this trend was significant. This pattern deserves future research attention.
Classification Accuracy
As determined by the classification error matrix for BLH and upland classes, all 
measures of accuracy were between 75-85%. The overall accuracies for August (83%) 
and October (85 %) were similar. In August, producer’s accuracy for the upland category 
(88 %) was better than the BLH (78%); user’s accuracy was better for the BLH category 
(BLH = 85.7%, upland = 80.7 %). In October, user’s and producer’s accuracies were 
reversed (Producer’s: BLH = 88%, upland = 82% ; User’s : BLH = 83%, upland =
87%).
Boundary Accuracy Analysis
DMS V classifications at this site did not accurately delineate the inundated or 
saturated boundary regions in August or October. For both the inundated and saturated 
boundary type, mean absolute offsets in August (meaninundated=3.94 m, p- value <.0000, 
95% Cl: (3.31 m - 4.56 m); meansaturated= 15.51 m, p-value < .0000, 95% C.I. = (13.62 m 
- 15.50 m)) and October (meaninundated = 3.75 m, p-value <.0000, 95% C.I.= (3.23 m - 4.27 
m); meansaturated = 13.63 m, p-value < .0000, 95% C.I. = (11.77 m - 15.49 m)) were
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significantly higher than the established critical value of 2.0 m. None of the 95% C.I. 
intervals contained the value 0, lending support to these results. (Figure 16)
The October and August BLH boundary offsets based on band ratio images 
followed trends observed in the non-ratioed image analyses (Figure 17). Classifications 
failed the boundary accuracy tests for both dates and boundary types. Inundated boundary 
offsets for August ( mean = 6.99 m, p-value <.0000 , 95 % C.I. = (5.89 m - 8.09 m) ) and 
October (mean = 3.40 m, p-value <.0000, 95% C.I.= (2.63 m - 4.18 m)) were 
significantly greater than the 2.0 critical value. Differences between boundary types were 
apparent with saturated boundary type offsets significantly greater than 2.0 m and much 
higher than the inundated boundary type (meanaugust saturated = 15.24 m, p-value <.0000,
95% C.I.= (12.29 m - 18.20 m); meanoctober saturated= 14.79 m, p-value < .0003, 95% C.I. = 
(12.72 m - 16.85 m).
Boundary type had a significant effect on mean boundary accuracy within August 
and October (Figure 18). The mean offset for the inundated boundary type was 
significantly lower than the saturated type in both August (meaninundated = 3.94 m, 
meansaturated = 12.78 m, p-value < 0.0000, 95% C.I. for saturated - inundated = (7.2 m - 
11.49 m)) and October (meaninundated = 4.37 m, meansaturated = 13.73 m, p-value < 0.0000,
95 % C.I. for saturated - inundated = (6.85 m - 10.82 m)). C.I.s for the mean difference 
of each test did not contain the value 0 building confidence in these results. Although not 
statistically tested the difference between the saturated and inundated boundary types 
appears to be reduced in October, opposite the trend observed with the paired t-test 
values. Future examination of this interaction contradiction is warranted.
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There was a significant effect of date on boundary accuracy for the inundated 
boundary type (mean difference = 3.871 m, p-value < 0.0000, 95 % C.I. October - 
August= (1.92 m - 5.09 m)), but not for the saturated boundary type (mean difference = 
.699, p-value = .48, 95 % C.I. for October - August = (-1.27 m - 2.67 m)) (Figure 19). 
The October inundated boundary was on average more accurate than the August 
inundated boundary. Based on these results one would expect a larger difference between 
boundary type in October than August, suggesting an interaction effect between date and 
boundary type. This potential interaction warrants research attention.
Visually comparing the paired offsets for the inundated boundary type revealed an 
interesting trend. In discrete regions, between 10 -30 m, 71- 102 m, and 143-150 m 
differences are the largest and offset signs are consistently opposite. In these regions, 
October inundated offsets are into the BLH, while August offsets are consistently into the 
upland. The saturated boundary differences track one another well, falling toward the 
BLH from 155- 270 m and mostly into the upland from 270-300 m. (Figure 20) 
Wetlandward saturated boundary type offsets span a distance comparable to the length of 
the saturated zone.
Aerial Spectra
August field spec data collection suffered from instrument or processing errors and 
were not analyzed. For October data, the wavelength corresponding to the maximum 
inflection point between 685 and 750 nm was the same for the BLH/upland and pure 
upland vegetation communities (MIP = 731 nm, Figure 21). October spectra showed a 
distinct difference pattern between the two vegetation communities (Figure 22). The pure 
upland community radiance was on average higher than the BLH/upland mixed spectra
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across the entire wavelength range. The region of maximum difference corresponds to the 
near-infrared (720 - 1300 nm) wavelength region. The high absorption at 750 nmflects an 
atmospheric oxygen absorption band (Lillesand and Keifer, 1994). The difference spectra 
pattern follows that of the original spectra with higher radiance regions corresponding to 
larger differences.
Radiance, %  Cover, and Environmental Parameters
Band 770 radiance values are consistently the highest at both dates and across both 
boundary types. In August, band 770 values are an order of magnitude higher than band 
450, 550 and 685. The difference between BLH and upland, as well as dates is also 
largest in band 770. All bands except band 550 tend to decrease in radiance from August 
to October. (Table 3)
Across dates the BLH shows notable differences in hydrology, %canopy cover, 
and % herbaceous cover, but not pH. The upland shows no notable differences in 
measured parameters, hydrology, pH, or % canopy cover. Comparing descriptive 
statistics between BLH and upland reveals remarkable differences in pH, hydrology, and 
% cover (Table 4). Such differences could manifest in significant community reflectance 
responses. Future studies should investigate these relationships more thoroughly. (Table
4)
Band Separability PCA
In August, no principal component axis (PCA) alone accounted for the majority of 
variation between upland and BLH. There was, however, a very strong distinction along
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band 770; upland plots claimed higher radiance values (Figure 23). All BLH plots lie 
above and all upland plots lie below a line, through zero, perpendicular to the band 770 
eigenvector. Band 550 accounts for very little variation between upland and BLH but 
appears to account for variation among BLH sites. This trend is questionable given that 
within plot variation may account for the observed variation among plots as discussed 
earlier. In contrast, October data shows a strong distinction between upland and BLH 
along the first principal component axis (Figure 24). BLH plots cluster at negative 
positions and upland positive. Variation between BLH and upland plots account for most 
of the 61.31% of the data set variation explained by this axis. Band 770 (.535) and 450 (- 
.588) weight the highest on this first axes with Band 685 (-.476) and Band 550 (.376) only 
slightly less. Band 450 and 685 eigenvectors weighted negatively, higher in the BLH, and 
band 550 and 770 weighted positively, higher in the upland, on PCA1. (Table 5)
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DISCUSSION
Jurisdictional Boundary Accuracy Assessment and Boundary Type Comparisons
At this BLH site and under the set criteria, the BLH boundary determined from 
DMSV classifications in August and October for inundated and saturated boundary types, 
did not show an accuracy comparable to field jurisdictional boundary determinations. 
Offsets, irrespective of direction, for the inundated boundary type were on average 1.94 m 
(August) and 1.75 m (October) larger than the critical value of 2.0 m. The saturated 
boundary type offsets were significantly larger than inundated, with averages 13.52 m 
(August) and 11.64 m (October) larger than 2.0 m. This suggests a significant affect of 
boundary type on the accuracy of the DMSV classification boundaries. Worth noting is 
that saturated boundary type real offsets are almost entirely into the wetland the 
approximate width of the saturated zone (Figure 20).
Several factors potentially contribute to the significant boundary offsets. These 
include contributions from the georectification process, instrument resolution limitations, 
and ground features. The most relevant factors for each boundary type differ and may 
explain the significant boundary type effect. It is not possible to quantify the absolute 
contribution of each factor to the significant results, nonetheless, a general discussion of 
potential effects is worth addressing and leads to several avenues for future research.
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Georectification
Errors introduced through image processing, in particular geometric rectification, 
may contribute to significant offsets. Geometric rectification requires user matching of 
identifiable image features to geographic positions of those same features on the ground. 
This can be particularly difficult in undeveloped regions where stable, highly visible 
landmarks are scarce (Nelson, 1994). This research employed human-made styrofoam 
field ground targets supplemented by image identifiable features as ground control points 
(GCP’s). Matching was based on the analyst’s best judgment. Assuming our 
jurisdictional field boundary coverage was highly accurate, pixels shifted even slightly in 
either direction of this boundary could potentially move correctly classified upland pixels 
into the BLH and vice-versa. Slight mismatches could lead to such shifts. This error 
could shift pixels up to 3.9 m ( 3 pixels). This pixel shift could make a significant 
contribution to the inundated boundary type where offsets are small, but not for the 
saturated type where pixel sized offsets are hidden by larger scale affects.
Also, the rectification process resampling procedure could contribute to pixel level 
mis-classifications. The advantage of the nearest neighbor resampling method is that it 
does not alter the pixel values through interpolation or averaging (Lillesand and Keifer, 
1994). A simplified visual of the nearest neighbor resampling method, however, 
exemplifies how this method can erroneously assign DN’s or radiance values to output 
pixels in the rectified images. This resampling method essentially assigns the output pixel 
the DN value of the input pixel closest to its center, disregarding any offset that may have 
occurred in the rectification process. This can result in both lost data values and 
duplications of data values where output pixels are shifted slightly relative to the input
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image (Figure 25). This means DN’s and their corresponding features may be spatially 
offset by up to one pixel. This effect would tend to be systematic. This would contribute 
only slightly to the large offsets into the BLH along the saturated boundary zones, but may 
be significant along the inundated zones where offsets above 2.0 m were only 1.94 m and 
1.75 m. Reducing the inundated offsets by 1.3 meters (one pixel length) on average might 
bring them into the non-significant range.
Instrument resolution
Instrument spectral, radiometric, and spatial resolution limitations plausibly 
contribute to the significantly large offsets for both boundary types. Spectral resolution is 
the ability to distinguish between fine spectral differences, or differences in radiance over 
small wavelength intervals (Lillesand and Keifer, 1994). This is determined by the 
instruments number and dimension of wavelength intervals in the electromagnetic 
spectrum (Jensen, 1996). The DMSV wavelength intervals or band widths, as determined 
by the incorporated band filters, were 25 nm. The images for each band represent the 
total reflected radiance energy across the respective 25 nm wavelength range. Two 
features that show distinct spectral patterns over 5 - 1 0  nm, but their totals over 25 nm 
may be the same (Lillesand and Keifer, 1994). Where features punctuating the BLH- 
upland boundary display very similar radiance totals for each 25 nm band, classification 
distinguishability is compromised. This is particularly relevant to the saturated boundary 
type at this site. The reflectance totals over 25 nm are likely to be similar for features 
along vegetated BLH to upland transitions (saturated boundary), but not along abrupt 
transitions from water to vegetation (inundated boundary). Water is spectrally distinct
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from vegetation in the incorporated bands, while many vegetation species, especially trees, 
show similar spectral trends with only slight differences over short wavelength regions 
(Lillesand and Keifer, 1994; Gates et al., 1965; Figure 1, Figure 4) The ~ 15 - 20 m 
saturated boundary zone is characterized by a thick herbaceous layer and substantial 
overstory. The effect of this spectral limitation could reach the entire length of this 
saturated zone.
Once spectral resolution is set, radiometric resolution then determines the “ability 
to discriminate very slight energy differences” (Jensen, 1996) in those bands widths. For 
example, radiometric resolution determines the ability to discriminate between a 
reflectance of 0.02 and 0.021 Watts/m2/s for a given wavelength band. Both the 
instruments fixed radiometric sensitivity, in this case 8 bit or 255 levels, and the 
instantaneous field of view (IFOV) determines the radiometric sensitivity. The 8-bit 
sensitivity is fixed by computer limitations and is only overcome through computer display 
capability upgrades. The IFOV is the instrument’s ground resolution and is directly 
proportional to the energy reaching the sensor. Small IFOVs result in short dwell times 
over the resolution cell and a smaller pixel area over which radiance is measured. This 
results in less total energy per pixel. The IFOVs in this study were small and thus, low 
total energy signals and the resulting small signal to noise ratio may have jeopardized the 
ability to distinguish features with very slight energy differences in a given band.
(Lillesand and Keifer, 1994; Jensen, 1996). If energy differences between the upland and 
BLH zones immediately adjacent to the delineated boundary were slight in each band, 
radiometric sensitivity limitations could have led to confusion of BLH and upland pixel 
classes in this region. Like spectral resolution effects, radiometric resolution effects are
53
more likely to lead to classification errors along the saturated boundary type where upland 
and saturated BLH vegetation community radiance values within the 25 nm band widths 
likely resemble one another.
Spatial resolution is the spatial resolving power of the sensor determined by the 
ground-projected IFOV, 1.3 m in this study. The BLH boundary transitions span only 
centimeters. Where BLH boundaries do not coincide with pixel boundaries mixed pixels 
result. Mixed pixels represents reflectance contributions from both BLH and upland 
features. Each pixel must be categorized ultimately as either BLH or upland. This will 
depend on the % coverage of each feature in the pixel, low BLH % cover = upland 
category or vis-versa. Boundaries lying within pixels could be shifted up to 0.6 m (1/2 the 
dimensions of a pixel) into or away from the wetland depending upon the determined 
category. This effect alone could not explain the sizable saturated boundary offsets nor 
even the smaller inundated boundary type offsets but could significantly contribute 
significantly to the later.
Before addressing significant offset causal factors further, three points regarding 
spectral, radiometric, and spatial resolution merit scrutiny. First, improvements in 
radiometric and spectral resolution do not ensure the ability to distinguish between 
features with similar spectral patterns. Ground features displaying no variability in 
spectral and radiance properties preclude classification differentiation despite spectral and 
radiometric resolution enhancement. In other words, resolution improvement confers no 
class differentiation advantages where no radiance differences exist. This could be the 
case between the upland and the saturated zone community at this site. Second, the 
relationship between spectral and radiometric resolution requires their dual consideration
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for future research applications. Overcoming the limitations of one depends upon the 
resolution of the other. For example, suppose reducing the 770 nm spectral band width 
from 25 nm to 10 nm results in an increase radiance difference between two features from 
0.001 to 0.09 Watts/m/s2. If the smallest detectable radiance difference (radiometric 
resolution) is 0.10 Watts/m/s2, this spectral improvement grants no additional feature 
distinguishing power. Furthermore, reducing the band width for improving spectral 
sensitivity reduces the total energy reaching the sensor placing limitations on radiometric 
sensitivity. Finally, radiometric resolution and spatial resolution are inherently and 
inversely related. Increasing one means sacrificing resolution of the other. Spatial 
resolution improvement requires decreasing IFOV, which simultaneously weakens 
radiometric resolution, as described above. Future research incorporating spectral, 
radiometric, and spatial resolution changes must understand and consider these 
relationships in their project design phase.
Ground Features
The final factors potentially explaining the DMSV classifications failure to 
delineate the BLH boundary with jurisdictional accuracy relate to ground features. They 
are canopy overhang and topographic effects. Along portions of the BLH boundary 
upland tree canopies frequently draped several meters into the BLH, over the water.
Along the inundated portion of this boundary upland tree canopies obscured the BLH 
ground features below likely causing BLH to appear as upland and be classified as upland. 
This could only result in a small scale (1-1 1/2 m) wetlandward biases, restricting its 
significance to the inundated boundary type. Alone, this overhang phenomena could not
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account for all the average 3.94 m (August) and 3.75 m (October) offsets. Still, it may 
contribute. The saturated boundary is subject to the same canopy overhang effect. The 
small scale on which this factor functions, however, diminishes its relevance to this 
boundary type with mean offsets an order of magnitude higher.
Large classification offsets might also result from the spectral influence of 
topographic effects. Understanding of topographic or slope-aspect affects on feature 
reflectance is limited, but could potentially alter tree stand reflectance by changing the 
shadow areas cast on the background, altering the mutual shadowing relations between 
trees, and modulating feature signatures relative to flat terrain (Gemmel, 1998).
The former two alter the relative proportion of illuminated and shadowed areas detected 
by the sensor. The latter results from variation in viewing geometry between the sensor 
and stand or feature of interest altering the feature signature (off nadir view). Such 
alterations may reduce otherwise detectable radiance differences between features, such as 
BLH and upland, jeopardizing classification separability.
Stereoscopic examination of hard-copy prints of images from this site confirmed 
most field observations of the site. A transect perpendicular to the inundated boundary 
from dry upland to inundated BLH begins with no slope, moves into a ~ 20° slope for 
several meters and back to horizontal topography. A similar transect, perpendicular to the 
saturated boundary transitioned from no slope, to ~ 20 0 slope, to a gentler slope across 
the saturated zone, to the horizontal inundated BLH zone. The gentle slope region was 
observed in the field, but did not stand out during stereoscopic viewing of hard-copy 
images. The classification process correctly identified the 20° slope region of both 
boundary types as upland. Large classification errors coincided with the subtle slope
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regions of the saturated boundary type. The topographic effect could contribute to mis- 
classification of BLH pixels as upland across this gentle slope region.
One method of reducing existing topographic effects in multispectral images is 
spectral band ratioing. In controlled cases band ratioing reduced the topographic effect by 
83 % (Holben and Justice, 1981). This technique was performed on images for both dates 
to assess the strength of this effect in the subtly sloping saturated zone. BLH boundaries 
based on band 770/685 ratioed images, while likely reducing the overall image 
topographic effect, did not lead to improved offset accuracy when qualitatively compared 
to non-ratioed image classification results (Figure 26). Removing the topographic effect 
did not notably improve boundary determination.
This leads to the conclusion that the topographic effect explains little, if any, of the 
large saturated zone offsets. This conclusion, however, should be proposed cautiously. 
Band ratioing is most successful in reducing the topographic effect in areas of rugged 
terrain where slopes are pronounced. Additionally, the effectiveness of band ratioing for 
removing the topographic effect is very complex and will depend on several interrelated 
factors including sun angle, slope orientations, skylight and atmospheric conditions, 
surface reflectance properties, and sensor characteristics. These factors complicate 
successful topographic relief reduction success and may result in misleading conclusions 
regarding the existence of topographic influences in an image. While the band ratio results 
detract from a topographic effect causing large saturated zone offsets, one must 
understand the limitations of this assertion. (Holben and Justice, 1981)
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Boundary Accuracy Summary
The discussion thus far, highlights several factors which feasibly contribute to 
significant boundary offsets and help explain differences between boundary types. 
Quantifying the degree contribution of each factor for each boundary type and date would 
require an in depth classification sensitivity analysis for each factor separately. Still, 
several general implications can be made:
1) The most reasonable contributors to inundated boundary offsets include 
georectification errors, instrument spatial resolution limitations, and upland canopy 
overhang. In combination these would result in offsets of 1-2 pixels (1.3 - 2.6 m), 
roughly the distance inundated offsets were above the 2.0m critical value.
2) Large saturated boundary offsets logical causes are a combination of instrument 
spectral and radiometric limitations or ground feature spectral pattern similarity, and 
topographic-slope effects. Larger scale offsets could only be introduced by effects 
spanning this spatial scale. While small scale offset contributions may still exist they 
are likely masked by these larger spatial factors.
3) Significant offset differences between boundary types follows from the concept that 
the causes of significant offsets differ with boundary type and depend upon their 
respective features.
Date Comparisons
Offset differences between dates for each boundary type valued at 3.87 m for the 
inundated boundary type and only a 0.70 m difference for the saturated type. For the 
inundated boundary type, October’s boundary accuracy was significantly higher, a trend
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absent for saturated boundary type. Although high variability in offsets typified the 
saturated boundary within a date, the offset magnitude displayed high temporal 
consistency. The inundated boundary value is curiously high considering the difference 
between August and October absolute mean offsets was only 0.43 m. This discrepancy 
likely results from points where negative August values (uplandward) were paired with 
positive October offsets. Absolute values can mask large differences attributable to sign.
The differences in inundated boundary offsets between dates may reflect a change 
in hydrologic conditions, in particular where positive October correspond to negative 
August offset values. Field observations suggest that the large negative August offsets 
coincide with freshwater seeps. Water’s distinct signature seems to lead to August seep 
spectral signatures matching BLH classification categories rather than upland categories. 
The same seeps in October resemble upland category signatures. Although water depth in 
the BLH appears higher on average in October (Table 4), seep flow may still have been 
higher in August. High August evapotranspiration rates could have offset depth increases 
due to high seep outflow. Hydrologic evidence does support this theory to some degree. 
The upland water table was slightly higher in some upland wells in August; an unexpected 
find due to high upland transpiration rates at this time. Assuming this difference is real, 
this water potentially supplied a higher August seep flow relative to October.
In the saturated region seeps would pose less of a boundary identification 
complication. The classified saturated zone boundary appears to coincide with the 
saturated-inundated boundary rather than the upland-saturated boundary over half (80%) 
of its length. Two important points should be made regarding the saturated-inundated 
boundary region with respect to seeps. First, the saturated-inundated transition is wet on
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either sides of the boundary transitions. The seepage of additional water, unless sufficient 
to cause vegetation mortality or other spectrally detectable effects, will not change the 
community or feature signature dramatically. Secondly, seeps are less common along the 
saturated-inundated transition than along the perimeter of the BLH where steeper slopes 
are encountered. If seeps give rise to the inundated boundary accuracy differences, the 
fact that most of the saturated boundary may coincide with the saturated-inundated 
boundary helps explain why seep-induced date differences would not appear for this 
boundary type.
Worth addressing briefly are trends apparent in the saturated boundary offsets. 
Almost the entire length of the saturated boundary, offsets are into the BLH. A discrete 
region along the Southern portion of this boundary, 270 - 300 m alternates between 
wetlandward and uplandward offsets. Field observations confirm the existence of and 
interfluvial punctuated by a ditch line. The ditch line reaches into the upland and likely 
corresponds to the upland movement of the BLH boundary. The interfluvial, in contrast, 
would lead to the wetlandward movement of this boundary. It appears that these 
landscape features dominated the boundary classification categories along this region.
Band Separability
Band separability was addressed both quantitatively and qualitatively through 
PCA, classification histograms, and aerial spectra analyses. All support, to some degree, 
the utility of band 770 (NIR) in this BLH delineation study.
PCA
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August and October PCA data suggest a dominant role of band 770 in 
distinguishing between upland and BLH, and a noteworthy change in relative ability of 
different regions of the spectrum to distinguish upland and BLH at different times of the 
year. The distinguishing power of band 770 was anticipated. The features dominating 
the upland (vegetation), and the water signature of the BLH claim opposite reflective 
properties in this band. Vegetation is highly reflective and water absorbs almost 100% 
(Figure 1). These attributes simplify aerial detection of wetland boundaries (Shima et al., 
1976) and explain the direction of the band 770 eigenvector. Wetland values in band 770 
were lower than upland due to the absorptive properties of water and the high radiance 
properties of upland vegetation. Although band 770 did not dominate BLH/upland 
separability power in the October analysis, it did contribute strongly to the principal 
component distinguishing BLH and upland. This supports the infrared band’s role in BLH 
remote sensing applications.
In October, band 450 and 685 (based on PCI weights) offered similar 
distinguishing ability between BLH and upland (Table 5). This inconsistency with August 
patterns can be explained through evaluation of band 770 radiance trends. Mean radiance 
values indicate a notable reduction in band 770 reflectance in October and in the band 770 
reflectance difference between October BLH and upland. Variability in water cover as 
well as vegetation cover or maturation could account for these changes. BLH 
environmental data indicate an increase in water depth (9.37 cm) and an apparent decrease 
in % cover (-10 %), but no increasing trend in these parameters in the upland (Table 5). 
Herbaceous (floating vegetation) percent cover in the BLH decreased substantially as well 
(23.51 %). The most obvious reflectance consequence of the additional BLH water
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exposure would be an increase in IR absorption in the BLH. Despite the constancy of 
upland % cover, October leaves were maturing to leaf-fall conditions. At this stage of 
maturation, leaf chlorophyll content decreases and leaf structural changes take place. 
Decreased chlorophyll results in increased visible radiance (Gates et al., 1965). As leaves 
mature cells enlarge, reducing the intercellular space and IR reflectance. During final 
maturing the cell structure and intercellular space relationships return to conditions 
favorable for increased reflectance (Gates et al., 1965). Assuming the upland vegetation 
in October was at the stage prior to final maturation, a decreased IR reflectance would be 
expected in the upland. The August to October drop in upland IR radiance (0.813 
Watts/m2/s) was greater than that of the BLH (0.6524 Watts/m2/s) accounting for the 
reduced difference between the two communities in band 770 during October. This 
means, the NIR BLH and upland radiance differences were reduced in October 
diminishing band 770’s distinguishing power relative to bands 450, 550, and 685. The 
difference between August and October PCA results reflect the reduced dominance of 
band 770.
Before moving on to further evidence supporting the utility of band 770 for BLH 
and upland determinations, counterintuitive temporal trends in band 450, 550, and 685 
radiance values should be discussed briefly. Interestingly, band 450 and 685 mean 
radiance did not change dramatically from August to October, while Band 550 mean 
radiance displays a noteworthy increase in October (Table 3). The low band 550 
difference between October BLH and upland remained. If upland leaf chlorophyll 
concentrations were decreasing in October due to leaf maturation, the expected result 
would be a reflectance increase in chlorophyll absorption bands, bands 450 and 685, with
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an accompanying decrease or constancy in chlorophyll reflectance bands, band 550. In the 
BLH, reduced vegetation and increased water cover would likely result in a slight increase 
across all visible wavelengths, not only band 550. These contradictions imply that factors 
other than leaf chemistry must be controlling community reflectance. Based on field and 
modeling techniques, leaf area index (LAI) and leaf angle distribution (LAD), not leaf 
optical properties (leaf foliar chemistry) dominated canopy reflectance except in sparse 
canopies (Asner, 1998). Moving to the community level, ecosystem structural attributes 
determine the relative contribution of tissue, canopy, and landscape factors to the 
community reflectance signal. Factors such as understory vegetation, water column 
substances, or leaf angle distribution in combination or singularly could be controlling 
community reflectance changes in these bands at this site. Future research confirming the 
existence of the observed radiance trends and causal factors is needed.
Classification Histograms
Direct observation of classification histograms corroborated the utility of band 770 
for both August and October community differentiation. These histograms depict the 
spread of the class categories for each band. In both August and October the spread of 
BLH and upland categories was the greatest in band 770 (Figure 11, Figure 12). Even 
more convincing are the transformed divergence indices results, a signature separability 
listing. This index depicts, by band, the separability of classes with the worst separability 
equal to 0 and the best 2000. Scores below 1700 signify poor separability of two classes 
in a particular band (Jensen, 1994). In August 60 % and in October 67 % of band 770
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index values were above 1700. The next highest percent over 1700 were August bands 
550 and 685 at 42% and October band 685 with 3.2% above the 1700 score.
Aerial Spectra
Finally, compelling evidence supporting the use of band 770 for BLH/upland 
determinations follows from the high IR differences between forested BLH/upland mix 
community and upland community aerial spectra in October. Regions in the visible 
spectrum reveal smaller differences by an order of magnitude. DMSV pure BLH plot 
radiance values also show a large difference between BLH and upland in both August and 
October (Table 3). Band 770 stands out as a prime wavelength for BLH/upland 
differentiation supporting similar conclusions based on histogram and PCA data.
Aerial Spectra Derivative Plots
At neither date did BLH/upland MIPs shift towards the blue wavelengths relative 
to purely upland spectra. In fact, MIPs were identical for BLH upland and pure upland 
spectra. Canopy cover estimates from the BLH and upland communities indicate sizable 
differences o f46.49% in August and 59.01% in October (Table 4). An obvious 
consequence would be less chlorophyll concentration in the BLH. Differences between 
dates were also minimal (August MIP = 733 nm, October MIP = 731; Figure 23). Canopy 
cover measures suggest that October canopy cover was less than August in the BLH 
(Table 4). Also, leaves were more mature or absent in both the BLH and upland. Both 
conditions would logically lead to reductions in community chlorophyll concentrations 
manifesting in the blue-shift of MIPs for October relative to August. Both the similarities
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between the BLH and upland and across dates are counterintuitive; either chlorophyll 
concentrations differences were too small to cause and MIP blue shift, other ground 
features counteracted such a shift, or the field spec was not sensitive enough to detect 
existing differences.
Bottomland Hardwood Forest Remote Sensing Implications
Accuracy Evaluation
This boundary accuracy assessment suggests that at this site under the set criteria, 
DMSV boundary classifications did not meet the standard for jurisdictional delineation 
accuracy. Additionally, the project establishes an initial measure of accuracy for DMSV 
classifications, and demonstrates the advantages of high mapping accuracy and improved 
wetland area estimates the DMSV offers.
By testing tool accuracy, this research fills a critical gap. Many mapping tools and 
techniques have no associated accuracy data nor assessments on potential sources of 
variability. Such assessments delimit the accuracy one can expect from available 
techniques. Without regard for potential errors, false trends may appear misguiding 
wetland planning, research, and management. For example, in wetland status and trends 
analyses, researchers need to know the limits outside which variation can be considered 
real change. Changes occurring within the accuracy limits can not confidently be 
considered real change (Nelson, 1994). Measures of boundary position and accuracy also 
guide the development of field site experimental design. A project may require that plots 
be a certain distance from all boundaries. Researchers armed with detailed boundary error 
limits could confidently place plots outside a predetermined, error delimited, buffer zone
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on either side of the boundary. In general, accuracy assessments ensure user confidence in 
product applications and prevent unfounded research and management conclusions, thus 
enhancing the credibility of remote sensing derived information (McMullen and Meacham, 
1996).
To the author’s knowledge, this is the first boundary accuracy assessment of its 
kind to date, precluding direct comparisons with other accuracy assessments. Although 
not specific to boundaries, overall classification accuracy comparisons are possible. 
Classification accuracies offer a way of comparing among classification methods and 
reporting the accuracy of a final map product (Sader et al., 1995; Stehman, 1997). In this 
case, a comparison of unsupervised classification accuracy parameters among studies is 
possible, but establishing causal relationships for similarities or differences is not.
Overall classification accuracy measures the overall proportion of area classified 
correctly. Similar digital multispectral technologies applied to a wetland region in Utah 
produced unsupervised wetland class-maps based on 10 categories with overall accuracies 
of only 64.99% (June 2) and 66.89% (July 22), much lower than the 83 % (August) and 
85% (October) reported here (Shoemaker et al., 1994). In Toronto, Canada, forested 
community unsupervised classifications based on DMSV imagery reported only a 54 % 
overall accuracy (King and Vleck, 1990). Landsat- TM unsupervised classification 
accuracies of four land-cover classes, forested wetlands, other wetlands, forested upland, 
and other upland, at two sites in Maine yielded overall map accuracies of 72% and 74% 
(Sader et al., 1995). Discrepancies among these investigations and the present may result 
from several causes including wetland type, temporal mismatch, image processing 
differences, spatial and regional variability as well as sensor radiometric, spectral, and
66
spatial resolution characteristics. The data do suggest, nonetheless, that DMSV 
classifications correctly identify a higher proportion of pixels than other aerial and satellite 
sensors.
User’s and producer’s matrix measures address the accuracy, and therefore, utility 
of the final map product for specific cover classes. There are only two classes in this 
study, BLH and upland. User’s accuracy defines the probability that a category on the 
map actually matches that category on the ground. The high map user’s accuracy in this 
study, 78 - 88%, supports the employment of DMSV classifications for locating forested 
wetlands in the landscape. In wetland research and management confidence in location of 
potential sites and their relationships to one another is critical to the success of projects or 
programs. Accurate position information enhances insight into the function of specific 
forested wetlands in a watershed. Producer’s accuracy defines for the map producer how 
well particular sensor or technique can classify a certain area. This is particularly useful 
for measuring and comparing accuracies among techniques and methodologies as well as 
deciding which sensor to utilize for a given application. Producer’s accuracies ranged 
from 78% - 88%. This study defines what user’s and producer’s accuracy can be 
expected under the set criteria, it is left to the user’s and analyst’s discretion whether the 
accuracies are suitable for their particular applications.
Studies also report area based accuracy assessments. These assessments compare 
the total wetland area for a given region based on field determinations to that depicted on 
wetland maps. This study did not determine total wetland area for a region, nor for the 
particular wetland site of interest. Performing a wetland area estimate simulation based on 
average offsets from this study is an informative exercise. Not only does this give an idea
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of potential wetland area errors using these techniques, but also facilitates comparison 
with a wetland area assessment of NWI maps. Averaging real offset means (not absolute 
value) from each set of samples for each hypothesis gave a mean August inundated offset 
estimates of -0.18 m (uplandward) and saturated offset of 10.84 m (wetlandward) (Table 
6). October mean offsets for inundated and saturated boundary types were 2.93 m and 
7.98 m, both wetlandward (Table 6). These estimates are not precise, evidenced by the 
high standard deviations, but serve as potential values for this instrument. Using these 
values DMSV wetland area estimates for August and October, inundated and saturated 
boundary types, were calculated and compared to actual areas to determine a percent area 
reduction or increase. To simplify calculations, this simulation is based on a series of 20 
hypothetical circular BLH wetlands of random radii lengths between 30 and 250 m. Three 
iterations were performed for the August and October mean offsets. The average % 
reduction of these iterations for August inundated, August saturated, October inundated, 
and October saturated were -0.87%, 13.33%, 3.50% and 10.03%, respectively. BLH 
delineated by a combination of boundary types would result in DMSV area accuracies 
between 2 -1 5 . NWI estimates from New York reduced wetland area by 61 % 
compared to areas computed from field delineations (McMullen and Meacham, 1996).
The New York wetlands included forested, emergent, and scrub/shrub types, complicating 
interpretation of these differences. The differences are so large, however, that in spite of 
its rudimentary nature the comparison demonstrates the potential area estimate advantages 
of high resolution DMSV classification technologies relative to low-resolution aerial 
photography for forested wetland mapping.
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The DMSV technology may not meet jurisdictional delineation accuracy needs for 
this system, but offers a significant improvement over many currently utilized maps and 
technologies. Albeit speculative, accuracy evidence indicates that DMSV technology 
potentially offers improved quantification of number, location, and aerial coverage of 
forested wetland systems.
Project Planning Guidance
Results from boundary type, date, band analyses offer project planning guidance. 
The data suggest that optimizing the utility of multispectral systems demands careful 
consideration of boundary-type, time of year, and band combinations.
Inundated and saturated BLH boundary types show strikingly different boundary 
accuracies. Inundated offsets in this case were less than 2 m greater than the critical value 
(2.0 m), while the saturated boundary offsets were greater than 10 m. These results 
encourage researchers and managers to consider, a priori, the type of boundary that 
typifies a forested wetland of interest, and if DMSV technology potentially meets the 
accuracy requirements for the application. For example, if the goal is a temporal change 
analyses on a scale of 5-7 meters and the boundary type is saturated throughout the study 
site, DMSV technologies may not be the method of choice. In the future, researchers and 
managers will build on and utilize this knowledge to determine if DMSV technology meets 
their application requirements for their site(s) of interest.
Similarly, date comparisons offer guidance regarding the choice time to conduct a 
remote sensing mission in forested wetlands. For the saturated boundary type August or 
October does not appear to influence results. The inundated boundary type accuracy was
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on average higher in October than August, supporting previous reports that remote 
sensing for forested wetlands identification is more successful during leaf off conditions 
when water dominates wetland pixels (Tiner, 1990). When dealing with inundated 
boundary types, research and management applications requiring the highest boundary 
accuracy, should plan flights dates accordingly. Date comparisons reemphasize the 
importance of boundary type considerations in BLH remote sensing projects, and 
highlights the significance of temporal considerations in planning deliberations.
The utility of band 770 for BLH/upland separability has been discussed in depth. 
While other bands did offer some BLH/upland differentiating capabilities, it is clear that all 
applications with the primary or secondary goal of BLH/upland distinguishability must 
incorporate at least one NIR band filter. In fact, the apparent functionality of NIR bands 
for BLH identification warrants utilization of at least two NIR band filters in such studies.
Project planning establishes, in part, the relevance and usability of results.
Although conclusions are limited to application at this site, clearly, this study establishes 
instrumental planning questions relevant to most wetland mapping and remote sensing 
projects.
70
FUTURE RESEARCH
Several avenues for future research were mentioned throughout the text. This 
project only begins to address the use of high-resolution technologies for BLH delineation 
and mapping. In order for DMSV wetland mapping to be effective, it is critical that future 
research address some of the following areas. This list summarizes text suggestions plus 
others in no particular order.
1) Expand the temporal resolution and spatial scale of this research to include more 
seasons and BLH sites: this will allow conclusions regarding BLH remote sensing in 
general rather than for a specific site. New sites should be representative of the 
seasonal inundation patterns more typical of BLH.
2) Address variations in radiance values at different spatial scales. For example, use a 
hierarchical ANOVA to examine variability relationships among 1 m quadrants, 10 m 
quadrants, and upland and BLH community levels. Understanding the scale of 
variability facilitates examination of relationships between radiance and ecological 
processes.
3) Examine in more detail the relationships among and between reflectance values, 
environmental parameters, and vegetation structural parameters. Conclusions from
research addressing #2 would facilitate this process. Elementary explorations of these 
relationships were addressed in this project and hint at their complexity.
4) Expand the wavelength regions examined. Middle infrared channels (1.5 -1.8 pm; 
thermal wavelengths) have proven of value in non-tidal wetlands mapping and may 
improve BLH mapping as well (Work and Thompson, 1974). This would require a 
multispectral instrument with thermal wavelength sensitivity sensors.
5) Examine results under different classification parameters. These might include using 
other classification algorithms, a supervised classification framework, and varying the 
number of classification categories. Estimates of wetland area based on imagery 
classifications, particularly forested wetlands, vary widely. This results from 
differences in wetland definition, the classification method applied, and the accuracy of 
the classification method (Mitsch and Gosselink, 1993). This research avenue would 
enhance understanding of user methodology selection on research results and guide 
methodological procedures for future DMSV remote sensing activities.
6) Explore the cost-benefit relationship between spatial and radiometric resolution for 
BLH remote sensing. This could be achieved by varying the IFOV through 
adjustments in flying height. The inverse relationship between radiometric and spatial 
resolution, requires analyses aimed at optimizing the balance between the two for BLH
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applications. It is unclear if radiometric resolution limited BLH/upland differentiation 
in the project, research such as this might help answer these questions.
7) Test the effect of edge enhancement on classification boundary accuracy. In a 
forest and land-cover classification analysis, edge enhancement reduced the number of 
mixed pixels at feature boundaries resulting in better spatial definition of each feature 
and the best overall classification of the processing procedures tested (King and Vleck, 
1990). Mixed pixels may make a significant contribution to inundated boundary 
offsets. Edge enhancement offers a method to reduce this pixel complexity along the 
boundary.
8) Assess utility of GIS classification methods for improving BLH boundary 
determinations. Improved satellite forested wetland classification accuracy has been 
achieved by combining environmental and topographic feature (landscape) data in a 
rule based GIS classification method (Sader, 1995). This type of approach could 
improve boundary determinations from aerial platforms as well. This would require 
the availability of landscape data at very high resolution, a time consuming endeavor.
8) Design experiments to test for interaction effects between date and boundary type. 
Results of date and boundary type analyses inferred contradicting interaction effects.
A two- way ANOVA experimental design with date as one factors date and boundary 
type would address. This would require a multitude of sampling sites.
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SUMMARY
This study is a first step towards understanding the utility of high-resolution 
multispectral video systems and field spectroradiometers (hyperspectral instruments) for 
BLH remote sensing. High spatial and spectral resolution as well as a digital format are 
two advantages of these technologies.
Tests at this Virginia site and under the set criteria infer not only that DMSV 
classifications did not meet jurisdictional delineation needs, but also that boundary 
accuracies depend on seasonal and boundary type characteristics. There may be several 
explanations for these results including instrument limitations, processing errors, as well as 
topographic effects
Spectroradiometer data highlighted regions of the BLH and upland communities 
spectra areas of strongest difference and similarity with maximum differences apparent in 
the NIR region of the spectrum. Examination of band differentiating power through PCA 
and category histogram analysis support the utility of the NIR, band 770 nm, for 
differentiating this BLH and upland community.
Additional analyses including classification accuracy assessments and a wetland 
area simulation showed that, despite failure to meet jurisdictional standards, DMSV and 
similar technologies may offer better wetland identification and area mapping accuracy 
when compared to low-resolution satellite and low-resolution aerial imagery.
Future research is critical as the technology continues to surpass our ability to 
ensure confidence in its use. The availability of satellite data in digital form at very high
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resolution is imminent. Previously classified, very high-resolution data is guardedly being 
released to particular users, and private satellites boast spatial resolutions of up to 1. 0 m 
(IKONOS- Space Imaging). Aerial hyperspectral imaging instruments are now available 
for aerial platforms. The dearth of accuracy analyses and methodological research leaves 
these techniques open to challenge for many applications, including wetland management.
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Table 1. Research site species list of herbaceous, shrubs, sapling and tree vegetation by 
hydro logic zone. Nomenclature follows Gleason and Cronquist, 1991; indicator status 
follows Reed and Porter , 1997. NA signifies not available.
HERBACEOUS VEGETATION
Family Zone Species Indicator
Status
Poaceae saturated Calamagrostis cinnoides(Muhl.) Barton OBL
Bignoniaceae saturated Campsis radicans (L.) Seem, ex Bureau FAC
Eriocaulaceae saturated Commelina virginica L. FACW
Asteraceae saturated Coriopsus longifolia (gladiata in book 
Walter)
FACW
Poaceae saturated Distichlis spicata (L.) Greene FACW+
Poaceae saturated Microstigium vimineum{Jfmus ) A Camus FAC
Poaceae saturated Panicum anceps Michx. FAC
Urticaceae saturated Pilea pumila (L.) Gray FACW
Polypodiaceae saturated Polystichum acrostichoides (Michaux) Fee FACU
Aspleniaceae saturated Thelypteris palustris var. pubescens 
(Lawson)
FACW+
Typhaceae saturated Typha angustifolia L. OBL
Salviniaceae inundated Azolla caroliniana Willd. OBL
Asteraceae inundated Bidens frondosa (L.) OBL
Ceratophylaceae inundated Ceratophyllum demersum L. OBL
Sapotaceae inundated Diospyros virginiana L. FAC-
Poaceae inundated Glyceria striata (Lam.) Hitchcock OBL
Asteraceae inundated Helenium autumnale L. FACW+
Apiaceae inundated Hydrocotyie umbellata L. OBL
Juncaceae inundated Juncus effusus L. FACW+
Poaceae inundated Leersia virginica Willdenow FACW
Lemnaceae inundated Lemna Perpusilla Torr. OBL
Araceae inundated Peltandra virginica (L.) Schott & Endlicher OBL
Sparganiaceae inundated Sparganium americanum Nuttall OBL
Asclepiadaceae upland Apocynam cannabinum L. FACU
Araceae upland Arisaema triphyllum (L.) Schott FACW-
upland Casmanthium (grass) NA
Onagraceae upland Circaea lutetiana L. FACU
Asteraceae upland Senecio aureus L. FACW
Poaceae upland Tipularia discolor (Pursh) Nuttall FACU
Scrophulariaceae upland Verbascum thapus L. NA
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Family Zone
SHRUBS
Species Indicator
Status
Cornaceae inundated Comus foemina P. Mill. FACW
Myricaceae saturated Myrica cerifera L. FAC
Ericaceae saturated Oxydendrum arboreum (L.) DC. NA
Annonaceae upland Asimina triloba (L.) Dunal FAC
Betulaceae upland Carpinus caroliniana Walter FAC
CANOPY TREES AND SAPLINGS
Family Zone Species Indicator
status
Aceraceae inundated Acerrubrum L. FAC
Oleaceae inundated Fraxinus pennsylvatica Marshall FACW
Platanaceae inundated Platanus occidentalis L. FACW-
Caesalpiniaceae saturated Cercis canadensis L. FACU-
Hamamelidaceae saturated/up Liquidambar stryacaflua L. FAC
Magnoliaceae upland Liriodendron tulipifera L. FACU
Fagaceae upland Fagus grandifolia Ehrh. FACU
Fagaceae upland Quercus rubra X
Salicaceae upland Populus grandidentata Michx. FACU-
Comaceae upland Nysaa sylvatica Marshall. FAC
upland Ilex opaca FACU
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Table 2. Summary of mean radiance variability within and among vegetation plots. 
Within plot standard deviations for each band and location at each date represent the 
average within plot standard deviation of ten 10 x 10 m plots. Between plot standard 
deviation represents the standard deviation among the same ten plots.
Band Standard
filter Mean standard Deviaion
center deviation within plots among plots 
(nm)______ (Watts/m2/s)______ (Watts/m2/s)
August BLH
450 0.015 0.028
550 0.020 0.036
685 0.020 0.036
770* 0.122 0.067
August Upland
450 0.005 0.005
550* 0.012 0.009
685* 0.008 0.002
770* 0.122 0.052
October BLH
450* 0.010 0.006
550* 0.033 0.032
685* 0.023 0.013
770 0.067 0.070
October Upland
450* 0.006 0.004
550* 0.051 0.022
685* 0.021 0.007
770* 0.116 0.057
* indicates bands where within plot variability > among plot variability
78
Table 3. Summary statistics for radiance in band 450, 550, 685, and 770. BLH and 
upland results are based on data from 10 plots each.
Band (nm) August Wetland - Upland 
Difference
450
BLH Upland
mean s.d.
(Watts/m2/s) 
0.182 (0.028)
mean s.d.
(Watts/m2/s) 
0.150 (0.005)
(Watts/m2/s)
0.032
550 0.279 (0.036) 0.263 (0.009) 0.016
685 0.228 (0.036) 0.193 (0.002) 0.035
770 1.140 (0.067) 1.522 (0.002) -0.382
Band (nm) October Wetland - Upland 
Difference
450
BLH Upland
mean s.d.
(Watts/m2/s) 
0.123 (0.006)
mean s.d.
(Watts/m2/s) 
0.105 (0.004)
(Watts/m2/s)
0.018
550 0.455 (0.031) 0.497 (0.022) -0.042
685 0.170 (0.013) 0.015 (0.007) 0.155
770 0.487 (0.069) 0.707 (0.057) -0.220
79
Table 4. Vegetation and environmental parameter descriptive statistics for the BLH and 
Upland. Each BLH and upland result is based on the mean of ten 10x10 plots (n = 10).
BLH
Parameter August October
Mean s.d. Mean s.d.
pH 6.20 (0.13) 6.44 (0.29)
Hydrology (cm) 38.20 (10.93) 47.57 (9.93)
% canopy cover 42.44 (9.8) 32.94 (13.78)
% Herbaceous cover 61.26 (17.9) 37.75 (21.97)
UPLAND
Parameter August October
Mean s.d. Mean s.d.
pH 4.12 (.29) 4.38 (0.45)
Hydrology (m) -4.69 (0.37) -4.71 (.4.00)
% canopy cover 88.93 (4.47) 91.95 (6.39)
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Table 5. PCA component loadings and component importance results from August and 
October BLH and upland separability analysis for DMSV bands centered at 450, 550, 685, 
and 770 nm.
AUGUST
Band Loadings
Band (nm) 1
C om ponent 
2 3 4
450 -0.559 
550 -0.507 
685 -0.559 
770 0.349
-0.466
-0.101
-0.879
0.594
-0.695
0.238
0.328
0.578
0.208
-0.788
Comoonent Inmortance
M easure 1
C om ponent 
2 3 4
Standard Deviation 1.774 
Proportion of Variance 0.786 
Cumulative Proportion 0.786
0.897
0.201
0.988
0.188
0.009
0.997
0.111
0.003
1.000
OCTOBER
Band Loadinas
C om ponent
Band (nm) 1 2  3 4
450 -0.588 
550 0.376 
685 -0.476 
770 ......... ......... . 0.535
-0.280 
-0.685 
-0.580 
..-=0 .3,42...
0.127
.-608
0.211
0.755
0.748
0.143
-0.627
0.165
Comoonent Imoortance
M easure 1
C om ponent 
2 3 4
Standard Deviation 1.564 
Proportion of Variance 0.612 
Cumulative Proportion 0.612
1.081
0.292
0.904
0.529
0.07
0.974
0.318
0.025
1.000
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Table 6. Boundary offset statistics for each treatment under each set of tests. Data 
Source indicates from which set of test samples the data were calculated. For example, 
boundary accuracy refers to data collected for hypotheses related to Question 1.
Data Source Inundated
August October
mean s.d. mean s.d.
Boundary Accuracy (m) 2.01 (4.20) 2.89 (3.12)
Date (m) -0.77 (5.88) 3.06 (3.23)
Boundary type (m) -1.79 (5.78) 2.85 (4.22)
Mean -0.18 2.93
Data Source Inundated
August October
mean s.d. mean s.d.
Boundary Accuracy (m) 14.92 (8.59) 10.02 (11.85)
Date (m) 6.29 (9.69) 6.80 (13.47)
Boundary type (m) 11.31 (7.15) 7.12 (13.3)
Mean 10.84 7.98
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Figure 1. Typical spectral reflectance curves for vegetation, soil, and water, (adapted 
from Swain and Davis, 1978)
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Figure 2. Distribution of lowland tree species in relation to depth, duration, and 
frequency of flooding for the Southern Floodplain Forest of Missouri (adapted from 
Fredrickson, 1979).
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Figure 3. The electromagnetic spectrum. “Reflected Infrared” corresponds to the Near 
Infrared Wavelengths (0.7 -  1.0 pm), (adapted from Lillesand and Kiefer, 1994)
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Figure 4. The reflectance spectra of tree species measured with a spectroradiometer at 
two locations, Gatineau Park and Larose Forest, Canada, (adapted from Kalensky and 
Wilson, 1975)
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Figure 5. Seasonal effect on spectral forest reflectance of white pine and trembling aspen 
in Gatineau Park, Canada, (adapted from Kalensky and Wilson, 1975)
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Figure 6. Bottomland Hardwood Forest research site location in Newport News Park, 
VA. Wetland classification scheme based on Cowardin et al., 1979. PFOl A = Palustrine 
Forested Broad-leaved Deciduous Temporarily Flooded ; PEM1C = Palustrine Emergent 
Persistent Seasonally Flooded/Well Drained ; PSS1S = Palustrine Scrub-Shrub Broad­
leaved Deciduous Temporarily Tidal (error in NWI classification) ; PUBHh = Palustrine 
Unconsolidated Bottom Permanently Flooded Impounded/Diked.
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Figure 7. Geometrically and radiometrically rectified August DMSV image composite of 
research site. False color image display assignments: Red = band 450, Green = band 770, 
Blue = band 550.
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Figure 8. Geometrically and radiometrically rectified October DMSV image composite of
research site. False color image display assignments: Red = band 450 , Green = band 770, 
Blue = band 550.
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Figure 9. August imagery classified into eight categories using an unsupervised 
classification algorithm. Colored box encloses the study site.
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Figure 10. August classified imagery recoded as upland and BLH. Upland and BLH 
classes each incorporate 4 of the original 8 categories. Colored box encloses the study 
site.
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Figure 11. Histograms demonstrating the spread of the eight August classification 
categories for band 550 and 770. Band 450 and 685 histograms resemble band 550.
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Figure 12. Histograms demonstrating the spread of the eight October classification 
categories for band 550 and 770. Band 450 and 685 histograms resemble band 550.
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Figure 13. Results from the eight category histogram equalization of August band 
770/685 ratioed image. Colored box encloses the study site.
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Figure 14. August recoded classifications with the field determined jurisdictional 
boundary coverage superimposed. Blue represents BLH and green represents upland.
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Figure 15. August band 770/685 recoded histogram equalization image with the field 
determined jurisdictional boundary coverage superimposed. Blue represents BLH and 
green represents upland.
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Figure 16. Results of one-way t-tests of classified imagery boundary accuracy for August 
inundated, October inundated, August saturated, and October saturated treatments. Error 
bars represent the 95% confidence interval about the mean. **’ indicates classified image 
mean boundary offsets (difference between field boundary and classification boundary) 
were significantly greater than the 2.0 m critical offset at oc = 0.0125 (reflects bonferroni 
correction).
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Figure 17. Result of one-way t-tests of band 770/685 ratioed histogram equalized 
category images for August inundated, October Inundated, August saturated, October 
saturated treatments. Error bars represent the 95% confidence interval about the mean. 
**’ indicates the band ratioed histogram equalized imagery offsets (difference between 
field boundary and classification boundary) were significantly greater the 2.0 m critical 
offset at oc= 0.0125 (reflects bonferroni correction).
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Figure 18. Results of t-tests for the effect of boundary type on classification derived 
boundary accuracies in August and October. Error bars represent the 95% confidence 
interval about the mean. **’ indicates a significant difference between boundary types at oc 
= .025 (reflects bonferonni correction for two tests).
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Figure 19. Results of paired t-tests for the effect of date (time of year) on classification 
derived boundary accuracy for inundated and saturated boundary types. Error bars 
represent the 95% confidence interval about the mean difference. **’ indicates a the 
difference between dates was significantly different from 0 at oc = 0.025 (reflects 
bonferonni correction for two tests).
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Figure 20. Patterns of boundary offset with distance along the inundated and saturated 
boundary types. Offset values depict date comparison samples. Positive offsets are into 
the BLH and negative into the upland.
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Figure 21. August and October aerial spectra derivative plots. Maximum inflection 
points coincide with the derivative peak wavelength value.
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Figure 22. October aerial spectra for BLH/upland mix and pure upland communities.
• i
o 00 CO CM
r* o o o o
© o o o o
oo
■o
(s /3iu/sw bm ) aouBjpey
40
0 
50
0 
60
0 
70
0 
80
0 
90
0
W
av
el
en
gt
h 
(n
m
)
Figure 23. PCA biplots depicting the seprability of August BLH and upland radiance 
bands centered at 450, 550, 685 and 770 nm. Blue Ws represent wetland plots and 
Green Us upland plots.
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Figure 24. PCA biplots depicting the separability of October BLH and upland radiance in 
bands centered at 450, 550, 685, and 770 run. Blue Ws represent wetland plots and Green 
Us upland plots. Comp. 1 and Comp.2 refer to principal component axis one (PCA I) and 
two (PCA II).
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Figure 25. Conceptual diagram showing nearest neighbor resampling method. The input 
file is orange with the yellow output file superimposed. Note the duplication of values 
14and 24 and the omission of values 13 and 22. (Adapted from Ramsey, 1999)
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Figure 26. Comparison of mean BLH boundary offsets for classifications of non-ratioed 
and band 770/685 ratioed DMSV imagery. Non-ratioed data represent means from 
samples testing the boundary accuracy of each factor combination against the 2.0 m 
critical value.
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APPENDIX A
Dominant Species Determinations for Wetland and Upland Vegetation Layers
Dominant species determinations were made based on the 50/20 rule for 
dominance, as explained in the main text. The dominant species, or set o f species, make 
up > 50% o f the assemblage under consideration, and the must include all species > 20% 
of the total assemblage. Dominant species in each vegetation layer, herbaceous, shrub, 
sapling, and tree are listed first in bold-type and underlined. The wetland shrub and 
upland herbaceous layers were < 2% cover and were not assessed for dominance. The 
wetland herbaceous layer was assessed in both August and October as the species 
composition and quantity showed high variation on this 2 month time scale. Although 
Lemna perpusilla and Ceratophylum demersum were < 20 % o f the total herbaceous 
assemblage in October, they are included in the dominant species. Despite their low 
percent cover relative to Azolla Caroliniana, they make a large contribution to the 
herbaceous assemblage relative to the other four species; each makes up approximately 
5% o f the herbaceous layer. For these reasons they are included as dominant species.
Ausust
Species
W ETLAND
Herbaceous
% cover/m2 % of Herbaceous 
Assemblage
Azolla carolinianus 26.70 43.58
Lemna perpusilla 16.40 26.77
Filam. aluae comm. 16.66 27.20
Ceratophyllum demersum 1.20 1.96
Polygonum anceps 0.30 0.49
TOTAL 61.26 100.00
October
Species % cover/m2 % of Herbaceous 
Assemblage
Azolla carolinianus 27.14 71.89
Lemna perpusilla 4.91 13.01
Ceratophvllum demersum 4.40 11.66
Filamentous algae 0.50 1.32
Commelina virginica 0.20 0.53
Microstigium 0.30 0.79
Peltandra virginica 0.30 0.79
TOTAL 37.75 100
109
Species
Saplings 
Density (#/m2) % of Sapling 
Assemblage
Fraxinus vennsvlvatica 0.0057 63.33
Acer rubrum 0.003 33.33
Nyssa sylvatica 0.0002 2.22
Liquidambar stryacaflua 0.0001 1.11
TOTAL 0.009
Trees
100
Species Total basal area (cm2) % of Tree Assemblage
Acer rubrum 4302.73 22.00
Fraxinus vennsvlvatica 15255.98 78.00
TOTAL 19558.71
UPLAND
Shrubs
100.00 
% of Shrub
Species Density(#/m2) Assemblage
Asimina triloba 0.0212 99.07
Carpinus carolinianus 0.0002 0.93
TOTAL 0.02
Saplings
100 
% of Sapling
Species Total (#/m2) Assemblage
Ilex ooaca 0.0012 27.27
Cornus florida 0.0016 36.36
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Nyssa sylvatica 0.0006 13.64
Acer rubrum 0.0004 9.09
Liriodendron tulipifera 0.0003 6.82
Quercus sp. 0.0002 4.55
Fagus grandifolia 0.0001 2.27
TOTAL 0.0006 13.64
T rees
% of Tree
S pecies Total Basal Area (cm2) A ssem blage
Liriodendron tulipifera 17442.77 49.56
Q. so (hvbrid red) 11036.25 31.36
Fagus grandifolia 3165.60 8.99
Populus tremuioides 346.20 0.98
Liquidambar stryacaflua 985.00 2.80
Acer rubrum 761.90 2.16
Nyssa sylvatica 660.18 1.88
Fraxinus pennsylvatica 795.30 2.26
TOTAL 35193.20 100.00
I l l
APPENDIX B
Radiometric Correction Algorithms for August and October Imagery
Algorithms were determined by plotting aerial digital number (DN) vs. the corresponding 
ground measured reflectance (radiance Watts/m2/s) for selected ground features and 
determining the best-fit linear trendline. Y- intercepts different from zero were attributed 
to instrument gain and eliminated from the equation (Lillesand and Keifer, 1994). The 
final form o f the correction equation was applied to each pixel in the respective image 
bands the bands are recombined for classification.
August
Best fit line Correction equation
Band 450: DN = 364.77 radiance + 53.46 radiance = DN / 364.77
Band 550: DN = 324.33 radiance + 50.78 radiance = DN / 324.33
Band 685: DN = 289.66 radiance + 61.28 radiance = DN / 289.66
Band 770: DN = 89.429 radiance + 78.75 radiance = DN / 89.429
October
Band 450: DN = 456.54 radiance + 25.78 radiance = DN / 456.54
Band 550: DN = 161.54 radiance + 64.85 radiance = DN /161.54
Band 685: DN = 446.41 radiance + 51.34 radiance = DN / 443.41
Band 770: DN = 186.10 radiance + 16.75 radiance = DN /186.10
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