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i 
ABSTRACT 
There is a potential as well as a growing interest amongst researchers to utilise 
simulation in optimising maintenance systems. The state of the art in simulation-
based optimisation of maintenance was established by systematically classifying 
the published literature and outlining main trends in modelling and optimising 
maintenance systems. In general, approaches to optimise maintenance varied 
significantly in the literature. Overall, these studies highlight the need for a 
framework that unifies the approach to optimising maintenance systems.  
Framework requirements were established through two main sources of published 
research. Surveys on maintenance simulation optimisation were examined to 
document comments on the approaches authors follow while optimising 
maintenance systems. In addition, advanced and future maintenance strategies 
were documented to ensure it can be accommodated in the proposed framework. 
The proposed framework was developed using a standard flowchart tool due to its 
familiarity and ability to depict decision structures clearly. It provides a systematic 
methodology that details the steps required to connect the simulation model to an 
optimisation engine. Not only it provides guidance in terms of formulating the 
optimal problem for the maintenance system at hand but it also provides support 
and assistance in defining the optimisation scope and investigating applicable 
maintenance strategies. Additionally, it considers current issues relating to 
maintenance systems both in research and in practice such as uncertainty, 
complexity and multi-objective optimisation. 
The proposed framework cannot be applied using existing approaches for 
modelling maintenance. Existing modelling approaches using simulation have a 
number of limitations: The maintenance system is modelled separately from other 
inter-related systems such as production and spare parts logistics. In addition, 
these approaches are used to model one maintenance strategy only. A novel 
approach for modelling maintenance using Discrete Event Simulation is proposed. 
The proposed approach enables the modelling of interactions amongst various 
maintenance strategies and their effects on the assets in non-identical multi-unit 
systems. 
Using the proposed framework and modelling approach, simulation-based 
optimisation was conducted on an academic case and two industrial cases that are 
varied in terms of sector, size, number of manufacturing processes and level of 
maintenance documentation. Following the structured framework enabled 
discussing and selecting the suitable optimisation scope and applicable 
maintenance strategies as well as formulating a customised optimal problem for 
each case. The results of the study suggest that over-looking the optimisation of 
maintenance strategies may lead to sub-optimal solutions. In addition, this research 
provides insights for non-conflicting objectives in maintenance systems. 
Keywords:  
Simulation, optimisation, maintenance, complex systems, manufacturing, 
industrial case studies. 
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 1 
1 INTRODUCTION 
Maintenance aims to combat the inevitable degradation of assets over their 
operational lifetime and keep them in a working order. Therefore, maintenance 
plays an important role in sustaining and improving asset availability, which in 
turn affects the productivity of the system in interest.  
Recently, more attention has been directed towards improving and optimising 
maintenance in manufacturing systems. Maintenance cost can reach anywhere 
between 15% and 70% of production costs [1]. Wang [2] observes that there is 
a large potential for increasing the productivity in current maintenance practices. 
In some industries, a slight improvement in throughput could result in a 
significant economic impact [3].  
1.1 Maintenance Optimisation 
The term optimisation has come to be used to refer to “the procedure of finding 
and comparing feasible solutions until no better solution can be found” [4]. An 
optimisation problem consists of objectives that are the main performance 
measures, variables that influence the objectives and constraints which control 
some aspects of the system in interest [5]. Optimisation algorithms are used to 
find the optimal solutions by iteratively generating a set of variables and 
evaluating the problem with the aim of improving the objective function.  
Alternatively, optimisation can be used as a synonym for improving certain 
performance measures of a given system without necessarily formulating an 
optimisation problem or using optimisation algorithms. For example, simulation 
runs can be conducted systematically while manually changing values of 
variables in gradual steps [6; 7]. 
In this thesis, the term ‘optimisation’ will be used solely when referring to the 
former definition. The latter type of optimisation is used only while reporting the 
state of the art and is referred to as ‘manual optimisation’. 
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1.2 Third Generation of Maintenance Concepts 
An optimised maintenance system implies that a number of maintenance 
decisions such as maintenance strategies and resources are selected to yield 
the best possible objectives while considering the present constraints in the 
system. A number of methodologies and concepts are suggested in literature to 
achieve an optimised maintenance system.  
Pintelon and Parodi-Herz [8] trace the development and evolution of 
maintenance concepts. As illustrated in Figure ‎1-1, the first generation involved 
making maintenance decisions when necessary. In general, maintenance 
systems were simple. As maintenance systems increased in complexity, a 
second generation of maintenance concepts emerged. Some examples include 
Life Cycle Costing (LCC), which aims to include both direct and indirect costs 
when considering maintenance decisions and Total Productive Maintenance 
(TPM) which is a philosophy that encourages the involvement of all levels of the 
organisation to develop a program that will enhance the effectiveness of assets.  
 
Figure ‎1-1 Evolution of maintenance concepts. Adapted from [8] 
Perhaps one of the most popular maintenance concepts is Reliability Centred 
Maintenance (RCM). It is a systematic methodology that aims to maximise the 
equipment reliability. The philosophy behind RCM lies in establishing the 
following: 
 The functions and performance standards of assets in the system 
 The types of functional failures 
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 The causes of failures 
 The failure effects 
 The failure implications 
 Tasks that can be conducted to predict and prevent failure 
A vast range of concepts and tools were introduced to complement some of 
RCM pitfalls and facilitate its use such as delivering a maintenance plan or 
suggesting more tools for analysing failures. 
The availability of a large number of concepts and methodologies contributed to 
the development of the third generation of maintenance concepts where a 
systematic approach enables the customisation of available tools to suit both 
the characteristics of the assets in the system and the business context. An 
examination of a number of customised concepts [9-12] reveals the following 
common features: 
 The focus is on documenting and synthesising available tools  
 A holistic and generic view of maintenance is considered 
 As the name implies, the aim is to develop a customised maintenance 
model for each case 
1.3 Complexity in Maintenance Systems 
As observed in previous studies [13; 14] , a great deal of research into 
maintenance optimisation has focused on systems comprising of few 
units/components or systems with many identical components. Such systems 
are oversimplified and do not reflect the complexity and interactions in real 
manufacturing systems. 
The complexity of maintenance systems has increased significantly [15; 16]. 
This is partly due to modern manufacturing systems which involve numerous 
interactions and dependencies between components.  Figure ‎1-2 outlines the 
main sources of complexity in maintenance optimisation problems. The 
inherited uncertainty in the assets behaviour is one of the main contributors to 
the complexity of the problem. This is further increased by factors such as 
operating conditions, production schedules, spare parts policies and 
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dependencies between components which affect the degradation pattern or the 
main performance measures. Increasing the number of assets in the system or 
the number of applicable maintenance strategies and policies will increase the 
number of decision variables leading to more complexity in the maintenance 
problem. 
 
Figure ‎1-2 Sources of complexity in maintenance optimisation problems 
1.4 Simulation-Based Optimisation 
It is evident that analytical and mathematical approaches are limited in solving 
such complex maintenance problems. By developing both analytical and 
simulation models to solve the same problem, Rezg et al. [17] found that it 
resulted in a complex analytical model with unrealistic assumptions compared 
to the simulation model which provided more flexibility and simpler estimations. 
Several studies have indicated the preference of simulation to optimise 
maintenance problems over analytical and mathematical approaches [18-21]. 
Simulation delivers an advantage over analytical approaches because many 
maintenance policies are not analytically traceable [15]. In addition, it allows 
experimenting and better understanding of complex systems [22].  
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Although research on maintenance optimisation was established decades ago 
[23], the area of simulation-based optimisation in maintenance is now becoming 
an emerging trend [24; 25]. Simulation has been traditionally used as a tool to 
understand and experiment with a system. However, connecting the simulation 
model to an optimisation engine ensures better and faster results. As illustrated 
in Figure ‎1-3, simulation based optimisation is an approach whereby an 
optimisation engine provides the decision variables for the simulation program. 
The simulation program will run the model and provide the results of the 
optimisation objective function. This process will continue iteratively between 
the simulation program and the optimisation engine until it results in a 
satisfactory solution or a termination due to prescribed conditions [26]. 
 
Figure ‎1-3 Simulation based optimisation approach 
1.5 Research Scope 
The scope of the current research is illustrated by the shaded boxes in 
Figure ‎1-4. Maintenance is studied in the context of production as opposed to 
maintenance of products or Product-Service Systems (PSS). In PSS, usually 
the customer pays for benefiting from the use of the asset while the ownership 
and maintenance responsibilities lies with the manufacturer [27]. In particular, 
the focus of research is on critical assets in complex maintenance systems in a 
production environment. The third generation of maintenance concepts is 
adopted where various tools and methodologies can be used to develop a 
customised maintenance program.  
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Figure ‎1-4 Research scope 
It is beyond the scope of this study to examine technical analysis such as 
analysis of failure patterns, dependency between components, physical wear or 
age-related fatigue characteristics. This research assumes that results of 
technical analysis are available and can be used as an input to the simulation 
model. In fact, apart from modelling maintenance on the strategic level, the 
current study assumes the availability of a valid simulation model for the 
maintenance system in interest. The focus is on steps that follow technical 
analysis including problem formulation, optimisation and decision making. 
1.6 Thesis Structure 
The remaining part of the thesis proceeds as follows: Chapter 2 presents the 
findings of a systematic review of literature. It begins by detailing the review 
methodology including the review scope, search keywords and utilised scholarly 
databases. It then goes on to provide an overview of reviewed papers including 
application areas and maintenance strategies and policies. Main trends in 
modelling and optimising maintenance systems are analysed revealing 
directions for future research. 
Analysis of the state of the art in the field resulted in formulating the aim and 
objectives of this study as outlined in Chapter 3. This is followed by an overview 
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of research methodology used for this study. A separate and detailed 
methodology section is provided in chapters 2, 4, 5 and 6.  
The simulation-based optimisation framework is proposed in the fourth chapter. 
It first critically examines existing frameworks and then establishes the 
framework requirements. This is followed by a detailed discussion of different 
levels and steps of the proposed framework. 
In Chapter 5, a novel approach for modelling complex maintenance systems is 
suggested. The chapter begins by highlighting the need for a novel approach. A 
generic modelling approach based on Discrete Event Simulation (DES) is 
developed. In addition, three approaches for common maintenance strategies 
are provided. The approach is then validated using numerical examples. 
The sixth chapter attempts to validate the proposed framework through case 
studies. A published case study is first presented followed by two industrial case 
studies. In each case, a description of the manufacturing and maintenance 
system is provided followed by simulation-based optimisation using the 
proposed framework. 
Chapter 7 provides a discussion of main research findings as well as 
conclusions. It is composed of five sections: the first section discusses the key 
findings of the research and considers its implications. The second section 
outlines the research contributions. The third section identifies the research 
limitations and explains their potential impact. The fourth section describes 
directions for future work. Finally, the fifth section concludes this thesis by 
comparing the objectives with the research achievements. 
  
 
 9 
2 STATE OF THE ART IN SIMULATION-BASED 
OPTIMISATION OF MAINTENANCE SYSTEMS 
2.1 Introduction 
A considerable amount of literature has been published on maintenance 
simulation and optimisation. Dekker [23] provided a comprehensive view and 
analysis of maintenance optimisation models and applications. It is interesting 
to note that in his work, simulation has not been mentioned and the emphasis 
was on mathematical models only. More recently, Sharma et al. [24] observed 
that there is a potential as well as a growing interest amongst researchers to 
utilise simulation in optimising maintenance systems. The advancement in 
technology has enabled researches to use powerful computers and software 
with decreasing costs. Vasili et al. [28] review highlighted that it is becoming 
increasingly difficult to rely on static solution techniques to optimise 
maintenance systems and ignore the dynamic and stochastic nature of current 
business environments. 
Andijani and Duffuaa [29] evaluated simulation studies in maintenance systems 
in terms of adherence to sound modelling principles such as program 
verification and validation. Alabdulkarim et al. [30] reviewed the applications of 
simulation in maintenance systems and categorised it according to the purpose 
of the study. Their research confirms that research on maintenance simulation 
is steadily rising. Additionally, they observed that research on the combined use 
of simulation and optimisation is limited.   
Thus, this study provides an exciting opportunity to advance our knowledge on 
the state of art in the combined use of simulation and optimisation in 
maintenance systems.  
2.2 Review Methodology 
This chapter aims to identify and summarise available literature on simulation-
based optimisation of maintenance operations. Thus, the scope is focused on 
research that includes simulating maintenance systems and connecting the 
simulation model to an optimisation engine.  
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Research that focus on improving maintainability and reliability at the design 
stage is disregarded. There have been attempts to simulate maintenance 
operations through static system models, usually using Monte-Carlo simulation 
[1; 19].  As time is a significant variable in maintenance operations, only 
attempts that model it through dynamic system models are within the scope of 
this research.  
A systematic research was conducted by searching for the following keywords 
in article titles, abstracts and keywords: (maintain* and optim* and simulat*) and 
(maintenance and optim* and  simulat*). Scopus and Web of Science citation 
databases, two of the largest abstract and citation databases of peer-reviewed 
literature, were searched to identify the targeted papers. The Scopus search 
resulted in 15,001 documents in English whereas the Web of Science search 
resulted in 9,132 documents in English. An overview of the review methodology 
is shown in the figure below: 
 
Figure ‎2-1 Systematic review methodology 
The resulting documents were filtered using a systematic methodology as 
follows: 
 Excluding out of scope subject areas such as medicine, social sciences 
and arts and humanities. The main relevant subject areas are 
engineering, mathematics, decision sciences and business management. 
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 Reviewing the titles and abstracts. This includes reading titles and 
abstracts and excluding papers that do not include simulation 
optimisation in maintenance. 
 Skimming the whole paper to find out the application area as well as 
optimisation methods and simulation techniques. This was usually 
obtained by reading the methodology section of the paper. 
A further comprehensive reading was conducted through the full documents 
which yielded 59 articles after removing duplications [3; 6; 7; 14; 17; 18; 21; 31-
82]. In order to classify the published literature and outline main trends in 
modelling and optimising maintenance systems, each paper was analysed to 
identify relevant features such as application area, maintenance strategies and 
policies, simulation modelling techniques and software, optimisation methods 
and software, optimisation objectives and decision variables. A summary 
version of the analysis for all papers is shown in ‎Appendix A. 
2.3 Overview of Reviewed Papers 
All the papers were published in the year 2000 or after with the exception of one 
journal paper published in 1982 [82]. Figure ‎2-2 shows an increasing trend in 
publications although it may not be statistically significant. These results match 
those observed in earlier studies, which found that the use of simulation in 
maintenance is increasing [24; 25; 30]. The resulting literature comprises of 47 
journal articles (80%) and 12 conference papers (20%). 
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Figure ‎2-2 Number of publications by year (2000 – 2014) (58 papers) 
The United States appears to be leading in this research field followed by 
France as illustrated in Figure ‎2-3. They both account for about two-fifths of the 
literature whereas ten countries account for the second two-fifths. 
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Figure ‎2-3 Publications by country (59 papers) 
The most influential authors are shown in Figure ‎2-4. Rezg from Lorraine 
University in France was the most influential author publishing six articles which 
were cited more than 90 times. Allaoui and Artiba from University Lille Nord de 
France published only one article which was cited 88 times. It is interesting to 
note that the top four influential authors work in French research groups. In 
total, around 150 authors contributed to the field. Around half of them published 
articles that were cited only 5 times or less. 
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Figure ‎2-4 Most influential authors 
The top publication sources are shown in Figure ‎2-5. The journal of Computers 
and Industrial Engineering published more than any other source. This can be 
explained by the Industrial engineering nature of the problems in the area, 
especially the area of simulating manufacturing systems and the applications of 
operation research. 
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Figure ‎2-5 Top publication sources 
Table ‎2-1 shows the most eight cited articles. It is interesting to observe that the 
top five articles are concerned with joint optimisation of maintenance and 
production or spare parts management. 
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Table ‎2-1 Top eight articles based on citations 
Publication Title Citations 
Allaoui and 
Artiba [21] 
Integrating simulation and optimization to schedule a hybrid flow 
shop with maintenance constraints 
88 
Sarker and Haque 
[80] 
Optimization of maintenance and spare provisioning policy using 
simulation 
62 
Richard Cassady 
et al. [81] 
Combining preventive maintenance and statistical process control: 
a preliminary investigation 
55 
Rezg et al. [75] 
Joint optimization of preventive maintenance and inventory 
control in a production line using simulation 
47 
Gharbi and 
Kenne [72] 
Maintenance scheduling and production control of multiple-
machine manufacturing systems 
46 
Yao et al. [3] 
Optimal preventive maintenance scheduling in semiconductor 
manufacturing 
46 
Yang et al. [63] 
Maintenance scheduling in manufacturing systems based on 
predicted machine degradation 
40 
Ng et al. [53] 
Optimal long-term infrastructure maintenance planning 
accounting for traffic dynamics 
37 
2.3.1 Application Areas 
Case studies were conducted in semiconductor manufacturing systems [3; 46; 
48], electricity sector [50; 78], automotive industry [61; 65; 66], plastic industry 
[14], transportation infrastructure [51; 53; 58; 70; 76] and train maintenance 
facilities [45; 59]. It is however important to note that most researchers tended 
to use academic case studies. See for example: [6; 17; 21; 52; 54; 57; 60; 80]. 
While most studies examined maintenance in a production context, few 
researchers examined maintenance operations for working products such as 
ships or aircrafts. The low number of published papers on military hardware 
might be due to the potentially sensitive nature of these systems. Johansson 
and Jagstam [47] suggested an approach to provide decision support for 
maintenance planning intended for military equipment while Gupta and 
Lawsirirat [18] analysed the strategic optimal maintenance actions for a general 
multi-component system whose health is monitored in real time. Both studies 
reported the shift towards Product-Service System (PSS) as the main 
motivation for their research. El Hayek et al. [71] demonstrated the 
effectiveness of simulation based optimisation for planning maintenance 
operations for an aircraft gas-turbine. It is observed that there are several 
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differences between maintenance in a production context and maintenance in a 
PSS context. In the former, issues such as bottlenecks, buffer size and parts 
waiting in progress have an impact on maintenance planning. In contrast, 
logistics and transportation are main issues in PSS. 
As observed by Goti et al. [14] and Horenbeek et al. [13], little research is 
directed towards optimising a system composed of several equipment and most 
of the research has focused on optimising single equipment without considering 
the production configuration. Indeed, systems comprising of a single machine 
producing a single product [57] or two exactly identical machines [7; 55] are 
oversimplified and do not reflect the complexity and interactions in real 
manufacturing systems. 
2.3.2 Maintenance Strategies and Policies 
Maintenance strategies can generally be categorised into Corrective 
Maintenance (CM), Preventive Maintenance (PM) and Condition Based 
Maintenance (CBM) [23]. As illustrated in Figure ‎2-6, CM occurs when the asset 
breaks down resulting in unexpected shutdown and high maintenance cost. PM 
is scheduled in order to minimise the impact of a sudden breakdown. PM 
usually consumes fewer resources compared to CM and can be accommodated 
in the production plans. In fact, PM can be as simple as cleaning filters, 
lubricating and changing oil preventing a failure of a critical component that is 
costly and takes time to be delivered. Because the operation schedules and 
environment change dynamically in the real world, PM can take place without 
immediate need. To ensure PM occurs only when needed, CBM was 
introduced. This can be either in the form of regular inspections to evaluate the 
assets’ wear or in the form of sensors streaming data to diagnostic software. 
Therefore maintenance tasks can be triggered only when the wear reaches a 
certain level. It is worth mentioning that CBM is sometimes included under the 
branch of PM [83]. 
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Figure ‎2-6 Overview of maintenance strategies in the literature  
The majority of researchers investigated PM as can be seen from Figure ‎2-7. 
This includes policies such as time-based [60; 80] where PM is scheduled every 
x units of time or age-based [17; 69] where PM is scheduled every x units of 
operating time. Other variations of preventive maintenance policies include 
group block replacements for unrepairable systems where a component will be 
replaced if it fails whereas all other components in the system will be replaced 
at predetermined intervals and combined block replacements where all 
components will be replaced at predetermined intervals but if a component fails, 
it will be replaced as well as all components in operational state [60]. 
 
Figure ‎2-7 Maintenance types in literature 
CBM received less attention perhaps because it is relatively new. However, 
sensors are becoming lower in terms of cost which is encouraging the 
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implementation of Condition Based Maintenance [43]. CBM is becoming 
increasingly popular especially in PSS or long-term services agreement where 
sensors are installed on products to monitor its degradation [18]. Periodic 
inspections are an alternative to sensors but its frequency has to be optimised 
as it will consume resources and affect performance [78]. Horenbeek and 
Pintelon [40] investigated prognostic maintenance which is essentially CBM 
combined with the ability to predict the deterioration of components in the 
system to see if it is expected to reach the threshold before the next scheduled 
inspection; If it does then it is replaced immediately. Although the applications of 
CBM are increasing in the industry [84], it is evident that it is poorly covered in 
the literature.  
Opportunistic maintenance is a policy relevant particularly in situations where 
down-time is very costly and a shut-down can be exploited to perform other 
maintenance actions. Murino et al. [55] examined opportunistic maintenance in 
a continuous production system where stopping one machine could mean 
bringing the whole production system to a halt. Shenfield et al. [50] examined a 
fleet of aero-engines where unscheduled maintenance results in cancelled 
flights and losing customers. 
In reviewing the literature, only limited effort was found to be directed towards 
comparing different maintenance strategies and policies. Xiang et al. [43] and 
Yang et al. [63] studied a repairable system where preventive maintenance and 
condition-based maintenance policies were investigated. The focus of Allaoui 
and Artiba [21] research was on evaluating the effect of various priority rules 
and heuristics on maintenance scheduling. Horenbeek and Pintelon [40] 
compared the effect of five different maintenance strategies on one machine, 
namely CM, block based PM, age based PM, inspection based CBM and CBM 
with continuous monitoring. 
However, on the whole the research is limited in terms of covering main 
maintenance decisions such as comparing and selecting the optimum 
maintenance policies in multi-component systems and determining the optimum 
maintenance resources, in particular, investigating the implications of 
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implementing new CBM strategies in manufacturing systems compared with 
traditional PM policies. In addition, there is a potential of evaluating heuristics 
against priority rules set by various optimisation algorithms. 
2.4 Simulating and Modelling Maintenance Systems 
2.4.1 Modelling Maintenance Systems 
It is interesting to observe that the scope of the maintenance models varied 
significantly in the literature. The main themes are presented in Figure ‎2-8. For 
instance, Gupta and Lawsirirat [18] modelled only the asset deterioration, 
Sarker and Haque [80] added maintenance resources such as spare parts 
management and Arab et al. [33] added production dynamics such as buffer 
capacity. The decision of including an element should depend on the level of 
effect it has on the desired simulation output [85]. Although maintenance 
resources such as technicians, spare parts and equipment have a direct effect 
on maintenance cost and scheduling [16; 86; 87], only few researchers 
incorporated them in the simulation model. In fact, the assumption of readily 
available maintenance resources is fairly common [17; 21; 33; 38; 60]. 
 
Figure ‎2-8 Scope of maintenance simulation models in the literature 
Three main levels of modelling assets details are observed in the literature. The 
majority of researchers modelled assets as a whole unit. Therefore, the 
deterioration, failure and interaction on a subsystem or a component level is not 
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modelled in the simulation. However, some researchers modelled machines as 
subsystems. Oyarbide-Zubillaga et al. [61] modelled assets as subsystems 
based on types of maintenance activities such as electric/electronic and 
hydraulic subsystems. Zhou et al. [42] optimised maintenance for sub-systems 
connected in series considering the economic dependency, where carrying 
maintenance tasks in groups has a different cost from carrying it individually. 
Horenbeek et al. [40] modelled only one subsystem in several machines 
considering economic, structural and stochastic dependencies. In a more 
detailed modelling of assets, Roux et al. [60] evaluated three maintenance 
policies for a system comprising of two independent components. Sarker and 
Haque [80] optimised maintenance and spare part provisioning policy for 13 
identical and independent components.  
Gupta and Lawsirirat [18] highlight the fact that meaning of the term 
‘component’ differs depending on the context. It is not possible to model a 
complex system comprising of thousands parts for practical constraints. 
Therefore it is proposed to consider the components that have significant 
impact on the asset performance. Tools such as Failure Modes and Effects 
Analysis (FMEA) that utilise historical maintenance data can be used to identify 
the most critical components. 
Modelling identical units while assuming there are no dependencies between 
them is one of the assumptions researchers consider to simplify the 
maintenance system. Other relaxing assumptions include: 
 Perfect inspections: inspections reveal instantly the real deterioration 
state of the asset. See for example: [42; 61] 
 Perfect maintenance: maintenance job is done perfectly from the first 
time and there is no chance of misdiagnosis. It is often referred to as 
‘machines are as good as new’ after maintenance actions. See for 
example: [17; 40; 68] 
 Duration of maintenance actions is constant and sometimes it is 
considered instantaneous. See for example: [40; 60] 
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 Costs of all maintenance actions are known and constant. Furthermore, 
cost of CM is always higher than PM cost. See for example: [7; 42; 56; 
57] 
 Some or all maintenance resources such as spare parts, tools and 
technicians are always available immediately when needed. See for 
example [66; 75] 
 Failures are detected instantaneously. See for example [17; 34; 75] 
Perhaps the most significant aspect is the modelling of machine aging process. 
Some researchers simplified it by designing only two states for the machine, 
either working or broken [14]. Additionally, the machine is regarded as good as 
new after undertaking maintenance tasks. El Hayek et al. [71] considered an 
improvement factor that incorporates imperfect maintenance. Therefore the 
machine state after maintenance tasks will not be regarded as good as new, 
rather it lies somewhere between a broken machine and a new machine 
depending on the random improvement factor. Furthermore, the duration 
between preventive maintenance tasks is reduced as the machine ages. To 
schedule PM, Ramírez-Hernandez et al. [48] modelled a PM window 
constituting of warning date which is the earliest time a PM can be conducted, 
due date which is the suggested date for PM and late date which is the latest 
time to conduct PM. 
Accurate modelling of machine degradation process becomes essential for 
examining CBM where an inspection is conducted periodically to decide which 
maintenance tasks should be executed [84]. Alternatively, sensors could 
provide indicators on machines’ health such as vibration magnitude and 
temperature in real time [43]. When indicators’ reading exceed a specific 
threshold, a maintenance task is triggered. Guizzi et al. [54] simulated CBM via 
Discrete Event Simulation (DES). In their study, the limitation of DES is 
overcome by triggering special events that increase the machine wear at 
predetermined intervals. 
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2.4.2 Simulation Techniques 
DES dominates the literature as it was used alone or combined with other 
modelling techniques by around two thirds of researchers (see Figure ‎2-9). This 
should not come as a surprise since it is the most popular technique in 
modelling manufacturing systems including production planning, maintenance 
and inventory management [88]. DES is the modelling of a system in which 
variables’ state changes at specific points in time. Thus, the system is modelled 
by arranging these changes (called events) in a chronological order and the 
system is updated whenever an event occurs. However, between events, the 
system remains unchanged and time is advanced to the next scheduled event 
[89]. 
 
Figure ‎2-9 Simulation techniques in the literature (59 papers) 
Most DES studies utilised process-based specialised simulation software that 
provide graphical user interface such as Arena [54; 55; 59; 64; 66; 69; 71] which 
is offered by Rockwell Automation, Promodel [17; 33; 68; 75] which is offered by 
Promodel Corporation and Witness [36; 61; 65] which is an offering by Lanner 
Group. Other DES studies utilised general-purpose programs and languages 
such as C++ [53; 79], Java [52], Matlab [57] and Excel [56]. Specialised 
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simulation software provide several advantages over general-purpose programs 
such as rapid modelling, animation, automatically collected performance 
measures and statistical analysis [89].  
Some researchers developed a hybrid model combining DES with other 
modelling techniques to gain further advantages. Xiang et al. [43] and Gharbi 
and Kenne [72] built a discrete event model to represent the general 
manufacturing system with the machine degradation process modelled as a 
continuous element to reflect the fact that machines age as time passes by.  
Simulation techniques other than DES were reported in some articles. This 
includes agent-based simulation [35; 39; 49] and continuous simulation [18; 51].  
It is worth mentioning that a considerable number of researchers did not 
disclose the simulation technique or the software used in the research. This 
surprisingly includes some recent publications (see for example: [41; 42; 47]). 
Therefore it might not be possible for an independent researcher to replicate the 
experiments. In contrast to Andijani and Duffuaa [29] findings, this study 
confirms that neglecting the simulation technique or language is an issue in 
literature. 
2.5 Optimising Maintenance Systems 
2.5.1 Optimisation Methods 
The results obtained from the analysis of optimisation methods in the literature 
are shown in Figure ‎2-10. Similar to simulation techniques, not all researchers 
disclosed the optimisation methods they used [3; 42; 48; 80; 82]. Manual 
optimisation was reported in several articles where simulation runs are 
conducted systematically while manually changing variable values in gradual 
steps, see for example: [6; 7; 17; 74]. As can be expected, a serious weakness 
with this approach is its limitation in terms of exploring the search space and 
number of variables. 
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Figure ‎2-10 Optimisation methods in the literature (59 papers) 
Classical optimisation methods [90] that are analytical and utilise differential 
calculus to find the optimal point such as scatter search [69], Nelder-Mead 
method [38; 60], cyclic coordinate method [43], the modified powell method [77], 
Fibonacci algorithms [31] and simple local search [18; 35] were applied to 
simple manufacturing systems. One criticism of much of the literature on 
optimising maintenance by classical methods is the lack of analysis of the 
objective function and the solution space. Therefore, the justification and proper 
selection of the optimisation method is sometimes absent. 
As the complexity of maintenance systems increased [15; 25], modern 
optimisation methods were utilised as they are more capable of dealing with 
complex problems [90; 91]. Most of these methods are based on selected 
behaviours found in nature. It is worth mentioning that these methods are 
sometimes referred to as non-traditional methods. As shown above in 
Figure ‎2-10, modern optimisation methods were utilised in around half of the 
papers becoming the most reported optimisation approach. The pie chart below 
shows the breakdown of modern optimisation methods in the literature. It is 
apparent from this pie chart that only two modern optimisation methods were 
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applied namely Genetic Algorithms (GA) and Simulated Annealing (SA). In fact 
only few articles reported the use of SA. This reflects an opportunity to research 
the suitability of other modern optimisation methods to maintenance problems. 
 
Figure ‎2-11 Breakdown of modern optimisation methods in the literature (33 
papers) 
It can be seen that by far the most reported modern optimisation method is GA. 
It is based on the process of natural selection in biology and it has been applied 
successfully to a wide variety of practical optimisation problems [90]. In addition, 
it is well suited for complex simulation based optimisation where there is no 
prior knowledge of the response surface typology [92; 93]. 
SA comes from the concept of the annealing process in metallurgy to harden 
metals. Metals are melted in high temperature at the start and then cooled 
gradually in a controlled environment to obtain desired attributes. It can be used 
to solve various types of problems including continuous, discrete and mixed-
integer problems [90].  
Guuizzi et al. [54] and Murino et al. [55] approach has a significant advantage. 
In their study they utilised OptQuest, a specialised optimisation tool that allows 
the utilisation of multiple optimisation algorithms including tabu search, scatter 
search, integer programming, and neural networks. Ali et al. [64] utilised 
different optimisation algorithms included in the Intelligent System for Simulation 
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and Optimisation software (ISSOP) such as component wise enumeration, 
quasi gradient strategy and GA. Yun et al. [41] conducted a two steps 
optimisation process where both GA and SA are used.  
Figure ‎2-12 shows how optimisation methods were utilised in different 
maintenance strategies. The use of modern methods and classical methods is 
comparable in both CBM and PM strategies. However, manual optimisation was 
used in less than 10% of CBM systems compared to around 20% in PM 
systems. Optimising CM systems appears to follow a different pattern where 
modern methods and classical methods were utilised equally. 
 
Figure ‎2-12 Optimisation applications in maintenance strategies 
Very limited research was conducted to compare the performance of multiple 
optimisation algorithms. Dridi et al. [62] compared three different variations of 
GA: Island Genetic Algorithm (IGA), Non-dominated Sorting Genetic Algorithm-
II (NSGA-II) and Niched Pareto Genetic Algorithm 2 (NPGA-2) on a pipe 
renewal system. They concluded that the algorithms performance varies based 
on the size of the pipe network. 
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2.5.2 Problem Formulation for Optimisation 
An optimisation problem can be described by three main elements: design 
variables, constraints and objective functions. Each will be discussed in details 
in the following sections. 
2.5.2.1 Optimisation objectives 
Minimising cost was reported as an objective in more than 70% of the studies 
(see Figure ‎2-13). Machines and equipment can be over-maintained which 
increases preventive maintenance cost or under-maintained, increasing failure 
rate and its consequences. Usually reactive maintenance is fixed at a higher 
cost than preventive maintenance and the objective is to minimise the total 
maintenance cost [18; 43; 60]. Arab et al. [33] correctly argue that maintenance 
is a part of the manufacturing system and considering maintenance cost alone 
is not sufficient. To counter that, some researchers developed an objective 
function that encompasses the total system cost. This might include a penalty 
for each time unit a machine is unavailable [36; 78], the cost of defective 
products [61], a penalty for not meeting demand [74; 75] or spare parts 
management costs [66; 80]. 
 
Figure ‎2-13 Most reported optimisation objectives (59 papers) 
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Instead of maintenance cost, Roux et al. [38] identified maximising machines 
availability as the optimisation objective. They argue that it is more appropriate 
as production costs are much higher than maintenance costs. Such explanation 
tends to overlook the fact that maintenance costs are significant [3] and can be 
higher than production costs [1]. Similarly, Boulet et al. [7] maximised 
availability and maintenance costs were considered manually for each case 
after the optimisation results. 
However, maximum machine availability does not necessarily lead to maximum 
production throughput in manufacturing settings, which is an optimisation 
objective in several recent studies [6; 33; 48; 64]. A machine can be available 
but not in a working state due to many reasons such as shortage of raw 
material or blockages as a result of bottlenecks. Therefore, it is suggested to 
consider the manufacturing system as a whole and maximise the production 
throughput. 
In addition to minimising costs, maximising availability and maximising 
production throughput, other optimisation objectives were identified in the 
literature. Oyarbide-Zubillaga et al. [61] considered a more holistic approach 
where the total cost and profit of the system is evaluated. The costs of 
maintenance tasks as well as defective products contribute to the cost function 
whereas the profit is calculated by the number of non-defective items produced. 
The variation in selecting the optimisation objectives might be due to the nature 
and purpose of the study. For instance, Ramírez-Hernandez and Fernandez 
[46] formulated the optimisation objective purely on production measures 
namely to minimise both machine cycle time and work in progress. The purpose 
of study could have been to support a quality initiative without a particular 
interest in cutting maintenance resources in the factory. On the contrary, Hani et 
al. [59] examined a train maintenance facility where the focus was on 
minimising the parts immobilisation time as well as minimising occupation rates 
for maintenance workshops. Nevertheless, limited discussion of the optimisation 
objectives choice was apparent in the literature. 
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Similar to the situation in many engineering problems [94], maintenance 
systems might require optimising several objectives simultaneously such as 
minimising maintenance costs and maximising assets availability. It is observed 
that researchers used one of the following approaches to solve that: 
 Including multiple objectives in one objective function. For example, 
calculating machine downtime as costs [36; 78] or including a penalty for 
not meeting demand in the cost function [74; 75]. However, a challenge 
with this approach is transforming an objective in another objective’s unit, 
for example, estimating how much unavailability of certain equipment 
would cost or estimating how costly it is to fail to meet the demand. 
Moreover, these costs are likely to change depending on the market 
dynamics [40]. 
 Developing a desirability function where optimisation objectives are 
assigned weights according to their importance to the decision maker to 
reach the best compromise [7; 52; 70; 77]. This approach does not 
require transforming an objective in another objective’s unit. 
Nevertheless, it forces the decision maker to trade-off between 
objectives by assigning weights and ultimately producing a single result. 
 Utilising multi-objective optimisation algorithms that have the ability to 
solve multiple objectives simultaneously. For instance, Non-dominated 
Sorting Genetic Algorithm was implemented to minimise costs and 
maximise profits [14; 61; 65]. It is interesting to note that only a limited 
number of researchers utilised multi-objective optimisation as shown in 
Figure ‎2-14. 
 31 
 
Figure ‎2-14 Single-objective vs. multi-objective optimisation (59 papers) 
2.5.2.2 Decision Variables 
Five decision variables were identified as the most reported in the literature as 
illustrated in Figure ‎2-15. Determining how frequent should assets be 
maintained to achieve the best possible solution is a continuing concern within 
the field. It is the most obvious option in cases where PM is modelled in the 
system as it can be controlled and its effect on cost and availability is widely 
accepted. 
Multi-objective 
optimisation 
15% 
Single-objective 
optimisation 
85% 
Single-objective vs. multi-objective optimisation 
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Figure ‎2-15 Most reported decision variables in the literature (59 papers) 
However, when the system in interest incorporates CBM [40; 43; 54] or 
Opportunistic Maintenance (OM) [42; 50], the obvious decision variable 
becomes the maintenance threshold that triggers maintenance actions. If 
information on assets degradation is not streamed by on-line systems, 
inspections are needed to evaluate the degradation of assets. Inspection 
intervals were included as a decision variable in some publications [40; 43; 78]. 
In addition, some researchers optimised maintenance queuing and priority rules 
for different assets [56; 59]. For example, if more than one machine breaks 
down or requires preventive maintenance at any given time, which one should 
be maintained first. It could be that machines in a bottleneck should have a 
higher priority to enhance the total throughput. It is another significant variable 
that received little attention. This may be due to the fact that maintenance 
resources were not considered in the simulation model so resource usage is not 
a constraint. However, it is evident that assigning different priorities to machines 
have a direct effect on maintenance performance [6; 46]. 
Spare parts management is an important component in the maintenance 
system and has a considerable impact on cost and availability. Several studies 
showed that optimising maintenance and spare parts policies jointly led to better 
results compared to optimising them separately [80; 87; 95]. Absence of spare 
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parts when assets are broken extends unavailability. Whereas keeping a large 
inventory of spare parts results in higher costs. 
Several attempts have been made to investigate the effect of production 
parameters on maintenance systems in manufacturing settings. The work of 
several authors [6; 17; 96] show that buffer size has an impact on the 
performance of maintenance operations. The availability of buffer between 
machines allows maintenance resources to be stretched for a longer time with 
lesser effect on production rates. Quality initiatives such as lean, six sigma and 
Just In Time requires the minimisation of Work-In-Progress. 
Researchers have not treated maintenance resources in much detail. Only few 
included maintenance technicians [35; 36; 49; 67] or maintenance equipment 
[47] as decision variables. 
2.5.2.3 Constraints 
Constraints are placed on values a decision variable can take [61] or the 
decision variable value in relation to other variables in the system such as 
having the maximum stock level of a spare part should be always larger than 
the reorder point [69]. Alternatively, constraints can be placed at other variables 
such as the maximum budget that can be spent [53], minimum reliability level 
[37] or PM window where PM actions have to be taken for each machine [33]. 
However, it is common to not explicitly define constraints, see for example: [54; 
59; 76]. 
2.6 Overview of Existing Maintenance Optimisation 
Frameworks 
It is interesting to observe that studies in the field do not follow a systematic 
methodology for optimising maintenance systems. Generic frameworks that 
guide the optimisation process are well established in the literature. For 
instance, Deb [91] identified 7 steps that are usually involved in an optimisation 
formulation process (see Figure ‎2-16). The first step is to ensure that 
optimisation is right for the problem in interest, whereas the four subsequent 
steps are focused on the formulation of the optimisation problem. This is 
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followed by selecting a suitable optimisation algorithm based on the problem’s 
characteristics and obtaining the solution. Likewise, other comparable general 
models that can be applied to optimise any engineering problem appear in the 
literature [5]. 
 
Figure ‎2-16 Flow chart of a general optimisation process. Source [91] 
However, few studies attempted to develop a framework for maintenance 
optimisation. Chien et al. [97] proposed a customised systematic approach for 
determining the optimal maintenance policy in automated manufacturing 
systems. As can be seen in Figure ‎2-17, the approach utilises simulation, 
experimental design and regression metamodels. Hence it assumes that it is 
possible to construct a valid regression model which limits the applicability of 
the approach in complex problems. 
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Figure ‎2-17 Systematic approach for determining the optimal maintenance 
policy. Source [97] 
Riane et al. [98] developed a graphical framework for simulation based 
maintenance which allows the modelling of a dynamic system and optimises the 
maintenance policy. As shown in Figure ‎2-18, the framework begins with the 
modelling aspect to ensure the behaviour of the system is represented 
accurately. That is followed by simulating potential maintenance strategies and 
finally optimisation to obtain the solution. The framework is useful on the high-
level. However, it does not provide detailed assistance to the user. For 
example, how to formulate the maintenance problem, how to decide which 
maintenance strategies are relevant or which optimisation algorithm is suitable. 
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Figure ‎2-18 Decision making framework for maintenance problems. Adapted 
from [98] 
Horenbeek et al. [11] suggested a generic maintenance optimisation 
classification framework. It is a result of literature review aimed at collecting 
factors that have an impact on the optimisation model such as optimisation 
objectives and parameters. It provides a general overview of all possible 
maintenance optimisation models making it possible to select the appropriate 
model based on the user experience. The authors recognised the need for a 
decision structure that guides both practitioners and academics in implementing 
the right optimisation models with the available data while considering the 
specific business context. 
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Figure ‎2-20 Maintenance optimisation classification framework. Source [11] 
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Overall, present frameworks lack the applicability to complex maintenance 
systems or do not provide the level of details needed for a typical practitioner or 
are not designed in a structure that could be followed to make decisions.  
2.7 Discussion 
Simulation based optimisation has the potential to solve the increasingly 
complex and dynamic nature of maintenance problems and there is an 
increasing trend of using simulation to optimise maintenance systems. The 
current study found that only few real life case studies were published, the 
academic cases that dominate the literature such as a single machine 
producing a single product are oversimplified and do not reflect the complexity 
and interactions in real systems. Moreover, little research is directed towards 
optimising a system composed of several equipment and most of the research 
focused on optimising few equipments without considering the operation 
configuration. 
A range of simulation based optimisation applications in maintenance systems 
across various industries were covered. However, few researchers examined 
maintenance operations in PSS such as aircraft gas-turbine and military 
equipment.   
Very little was found in the literature on comparing and selecting the optimum 
maintenance strategy. The majority of researchers investigated variations of PM 
including time-based PM and age-based PM. However, investigating CBM as a 
strategy in a production context is poorly covered in the literature. 
In general, data availability does not seem to be a challenge for researchers 
modelling CM and PM systems. Operational data such as cycle times and 
arrival patterns for raw material can be obtained from field records. Likewise, 
historical maintenance data such as breakdown patterns and repair times are 
available. Cost of maintenance actions are usually simplified by using the 
company’s standards or calculating the hour rate based on salary data.   
However, obtaining data on the dependency between components appears to 
be a challenge. For example, estimating the effect of the failure of one 
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component on the degradation of connected components.  Gupta and Lawsirirat 
[18] suggested a dependency factor that is estimated using Failure Mode and 
Effect Analysis (FMEA), operational data and experts and vendors judgements. 
In addition, a challenge appears when attempting to model the machine 
degradation in CBM systems. CBM systems based on visual inspection can be 
simplified by assuming several fixed states for the asset where the transition 
from a state to another is based on probabilities obtained from historical records 
[78]. CBM systems based on on-line sensor data are modelled by fitting the 
data into a curve and assuming it correctly reflects the change in asset’s health 
over time [40].   
Uncertainty is an inherited feature of maintenance systems. Assets’ degradation 
depend on many factors leading to unexpected breakdowns. Human errors 
during inspection or maintenance can add significantly to this uncertainty. Fitting 
the data into statistical distributions and then sampling randomly is a common 
practice used to account for this uncertainty. Special uncertainty parameters 
that account for human error in visual inspection can be introduced. For 
example, the longer the crack is on a pipe the more likely that it will be detected 
correctly [99]. Hennequin et al. [57] integrated fuzzy logic in the simulation to 
model imperfect maintenance actions according to the different skill levels’ of 
maintenance technicians. 
Sensitivity analysis is used to test the robustness of optimisation results in the 
presence of uncertainty. It helps in evaluating the optimal solution and make the 
required modifications especially in areas were estimations or simplifications 
have been made. For example, investigating how variations in assets’ threshold 
levels affect the expected cost of the optimal solution [18]. Because it is difficult 
to obtain accurate cost data especially for conducting maintenance and 
inspection activities, it has been subjected to sensitivity analysis in several 
publications [68; 78; 100; 101]. In addition, sensitivity analysis was used to test 
the robustness of a suggested model by varying inputs and investigating if the 
results are in line with the expected outcome [7]. 
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A vast majority of researchers used DES to model maintenance operations. 
Modelling maintenance resources received little attention and the majority of 
researchers assumed it was readily available. Modern optimisation methods 
such as GA and SA were the most reported optimisation methods in literature. 
Limited research was conducted to compare the performance of multiple 
optimisation algorithms. One criticism of much of the literature on optimising 
maintenance using classical methods is the lack of analysis of the objective 
function and the solution space. Therefore the justification and proper selection 
of the optimisation method is sometimes absent. 
Minimising cost was reported as an optimisation objective in around three 
quarters of the papers. Moreover, limited discussion of the optimisation 
objectives choice was apparent in the literature. It is observed that researchers 
used three approaches to deal with several objectives simultaneously: including 
multiple objectives in one objective function, developing a desirability function 
and utilising multi-objective optimisation algorithms. The latter received little 
attention despite its ability to solve multiple objectives simultaneously and 
provide the decision maker with flexibility in a dynamic maintenance 
environment. 
Figure ‎2-21 presents an overview of optimal problem formulation for different 
types of maintenance optimisation problems. Some decision variables depend 
on the choice of maintenance strategy while others can be applied to all 
maintenance systems. In addition, if the problem includes joint optimisation of 
maintenance and spare parts the inventory policy parameters can be optimised. 
This could be either the reorder level and maximum stock level or the reorder 
level and order quantity. If the problem includes joint optimisation of 
maintenance and production dynamics, buffer size can be considered as a 
decision variable. Optimisation objectives do not seem to be affected by the 
type of maintenance system or whether a joint optimisation is present. 
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Maintenance strategy 
General maintenance 
Joint optimisation* 
PM CBM Spare parts Production 
Decision 
variables 
PM 
frequency 
maintenance 
schedule 
inspection 
frequency 
maintenance 
threshold 
technicians equipment 
maintenance 
priorities 
reorder 
level 
reorder 
level 
buffer size 
maximum 
stock 
level 
order 
quantity 
Objectives min cost, max availability, max throughput 
* Joint optimisation refers to the optimisation of maintenance system and spare parts or production 
Figure ‎2-21 Optimal problem formulation for different types of maintenance 
optimisation problems  
Complex maintenance problems often introduce a risk of high computation 
expenses. Running the simulation repeatedly during optimisation requires a 
considerable computation time. This can be mitigated by developing a faster 
meta-model that integrates with the simulation model to speed up the 
optimisation process [61]. Alternatively, the solution space can be reduced 
through investigating the effect of parameters on the objective function before 
engaging the optimisation engine [75; 79], therefore leading to either eliminating 
some variables or reducing its ranges. High computational facilities and parallel 
computing can significantly reduce the computation time. Shenfield et al. [50] 
demonstrated the use of Grid Computing to solve a computationally expensive 
maintenance problem during which several clusters of computation facilities 
were utilised. An obvious alternative would be simplifying the problem in hand 
by reducing the number of variables [68]. 
The findings outlined in this chapter suggest there are a number of research 
gaps as follows: 
1. Examining maintenance for Product-Service Systems 
2. Comparing the performance of optimisation algorithms in maintenance 
problems 
3. Optimising multiple maintenance strategies 
4. Optimising complex maintenance systems 
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5. Optimising maintenance in conjunction with the production system and 
maintenance resources 
6. Utilising multi-objective optimisation  
7. Applications on industrial case studies 
8. Discussing the optimal problem formulation 
The current research aims to address research gaps (3-8) by developing a 
systematic methodology that provides assistance in formulating the optimisation 
problem and dealing with issues in complex maintenance problems. In addition, 
applications on industrial case studies are conducted. 
2.8 Summary 
Maintenance plays an important role in sustaining and improving assets 
availability. The aim of this chapter is to report the state of the art in simulation-
based optimisation of maintenance operations by systematically classifying 
published literature, outlining research gaps and guiding future research. 
Simulation based optimisation has been successfully applied to maintenance 
operations. Despite the limited research in this developing field, it appears to 
have a high potential since it allows analysing and optimising complex 
maintenance systems. 
Much of the research in this area is focusing on PM and optimising PM 
frequency that leads to minimum cost. Discrete event simulation was the most 
reported technique to model maintenance systems whereas modern 
optimisation methods such as GA was the most reported optimisation method in 
the literature. 
This study addresses research gaps by developing a framework that guides the 
experimenting process with different maintenance strategies and policies. Real 
case studies are conducted on CBM in a production context using multi-
objective optimisation. 
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3 RESEARCH METHODOLOGY 
This chapter describes and discusses an overview of methods used in this 
research. A detailed methodology is provided separately in each chapter of the 
thesis.  
3.1 Research Aim and Objectives 
The main aim of this research is to develop a simulation-based optimisation 
framework for maintenance systems. The research will focus on complex 
maintenance systems in production facilities.  
 The research objectives are as follows: 
1. Identify current practices, outstanding issues and common limitations 
related to the field of maintenance simulation and optimisation. 
2. Define typical variables, constraints and objectives for maintenance 
optimisation. 
3. Identify the requirements of a simulation-based optimisation framework 
for maintenance systems. 
4. Develop a simulation-based optimisation framework for maintenance 
systems at operational level. 
5. Develop an approach for modelling maintenance strategies and policies 
in complex systems using Discrete Event Simulation. 
6. Validate the proposed framework through industrial case studies. 
3.2 Research Design 
In general, research design can be categorised into three types: qualitative, 
quantitative and mixed methods. Qualitative and quantitative approaches reflect 
extremes in a continuum rather than distinct choices. The formulation of 
research design for a study is based on the basic philosophical assumptions the 
researcher holds, the types of research strategies and research methods 
employed in the research [102]. 
Research in maintenance optimisation is largely conducted using quantitative 
approaches. Theoretical models are developed and tested in controlled 
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environments. Naturally, numerical models, statistical analysis and simulation 
experiments prevail in the field. In addition, the researcher is objective making 
the analysis and results unaffected by personal beliefs or feelings. The types of 
data collection strategies are quantitative in nature such as maintenance plans, 
data sheets of historical records and experimental designs.  
Similarly, quantitative approaches seem to be more appropriate for the current 
research compared to qualitative approaches. Simulation-based optimisation of 
complex maintenance systems is conducted through collecting numerical data 
on assets in the system such as MTBF and repair times, fitting collected data 
into statistical distributions, developing DES models, formulating the 
optimisation problem and utilising optimisation algorithms to obtain numerical 
solutions. In addition, the researcher is assumed to be unbiased and has no 
effect on the study results.  
Nonetheless, observations and interviews were conducted while visiting the 
industry to gain a better understanding of the collected data. Furthermore, 
developing a simulation-based optimisation framework involves investigating 
the qualities of existing frameworks. An extensive literature review is required to 
map current approaches and analyse them. Emerging framework requirements 
must be taken into account while designing the proposed framework. Therefore, 
the research includes aspects of qualitative approaches. It can be concluded 
that the adopted research design is mixed methods. 
The research generally applies deductive reasoning where literature is 
examined with the aim of developing a theory [103]. In this case, a framework is 
developed based on evaluation of current research in the field of simulation-
based optimisation. 
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3.3 Overview of Research Methodology 
Figure ‎3-1 presents an overview of the methodology followed in this research. 
Five main stages are outlined. The squares with the white background are 
research activities in each main stage whereas the parallelograms are the 
output of the process which represent meeting one of the research objectives. 
As discussed above, the detailed methodology of each main stage is presented 
in the relevant chapter. 
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Figure ‎3-1 Overview of research methodology 
Research objectives 1 &2
Research objective 3
Research objective 4
Research objective 5
Research objective 6
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3.3.1 Investigating the State of the Art in Simulation-Based 
Optimisation of Maintenance Systems 
For the purpose of understanding and investigating the state of the art in 
simulation-based optimisation for maintenance systems, a systematic review of 
literature was conducted. The research scope was clearly defined allowing the 
formulation of relevant search keywords. Research papers were obtained by 
running the search queries in two of the largest abstract and citation databases 
of peer-reviewed literature: Scopus and Web of Science. A multi-stage filtering 
process resulted in the identification of the target research papers which were 
analysed producing the following outputs: 
1. State of the art in simulation-based optimisation for maintenance 
systems including current practices, outstanding issues and common 
limitations. 
2. The typical variables, constraints and objectives for maintenance 
optimisation. 
3. Main research gaps. 
4. The need for a simulation-based optimisation framework emerging from  
the research gaps. 
A complete review methodology is presented in Section ‎2.2. 
3.3.2 Establishing the Requirements for the Proposed Framework 
Prior to developing a proposed framework, requirements were established by 
examining survey papers on maintenance simulation-based optimisation as well 
as literature on future maintenance trends and applications.  
Survey papers were examined paragraph by paragraph with specific focus on 
review findings, research gaps and limitations and recommendations for further 
research. Comments and critiques to the approaches researchers undertake 
when optimising maintenance systems were documented. Additionally, aspects 
that need to be considered in future research attempting to optimise 
maintenance systems were captured. 
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In parallel, research papers on contemporary maintenance applications and 
upcoming trends were examined to ensure the framework addresses current 
and possible future challenges.  
Requirements were categorised into user-related requirements and 
maintenance-related requirements. A detailed methodology is provided in 
Section ‎4.2. 
3.3.3 Developing the Simulation-Based Optimisation Framework 
The simulation-based optimisation framework was developed by synthesising 
published research in the area, building on existing frameworks and attempting 
to address all documented requirements. 
Framework requirements were studied individually to establish appropriate 
strategies/tools/techniques that meet each requirement. If applicable, strategies 
were mapped against the main steps in the framework. 
Once strategies for meeting the requirements were established and linked with 
the framework structure, additional details were included gradually by 
synthesising published approaches to maintenance optimisation. Therefore, 
enriching the framework and adding more layers as needed. A novel framework 
of three levels was developed by attempting to meet all possible framework 
requirements. 
A flow chart approach was adopted to provide a user-friendly decision structure 
for a typical user. Both the existing frameworks and the proposed framework 
were evaluated against the requirements. The detailed methodology for 
developing the framework is described in Section ‎4.2. 
3.3.4 Developing an Approach for Modelling Maintenance Systems 
The proposed framework cannot be applied to industrial systems due to the 
limitations present in existing modelling approaches. The gaps between existing 
modelling approaches and implementing the framework were identified. 
Consequently, a novel modelling approach based on DES was developed. 
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The interactions between maintenance strategies including CM, PM and CBM 
are modelled by accessing the event queue for assets and altering the timing of 
the relevant maintenance action. 
A generic approach as well as approaches for common cases are provided. In 
addition, the approach was validated through numerical examples using 
Witness 14 (Manufacturing Performance Edition). The complete methodology is 
presented in Section ‎5.2. 
3.3.5 Demonstration and Industrial Case Studies 
In order to validate the proposed framework, data was collected from two 
industrial systems. The main sources of data were manuals and records. This 
was further clarified by engineers and managers in the industry. Collected data 
included a list of all equipment in the production line, a detailed record for all 
maintenance interventions including durations, spare parts involved, cost 
estimations, maintenance technicians as well as PM plan and execution. Data 
analysis and distribution fitting were undertaken to provide the required inputs to 
the simulation model.  
Models were developed using Witness, a DES software provided by Lanner. 
Witness Optimizer, a Witness plug-in was used to solve Single Objective 
Optimisation (SOO). On the other hand, GAnetXL, a Genetic Algorithm 
Optimisation add-in for Microsoft Excel was used to solve Multi-Objective 
Optimisation (MOO) problems. The framework was validated using a published 
academic case as well as two industrial case studies. A detailed methodology 
can be found in Section ‎6.2. 
3.4 Summary 
This chapter outlined the research aim and objectives. The research design was 
discussed and explained. In addition, an overview of the research methodology 
including main research activities and their link with research objectives was 
presented. A detailed methodology can be found in each of the remaining thesis 
chapters. 
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4 A NOVEL FRAMEWORK FOR SIMULATION-BASED 
OPTIMISATION OF MAINTENANCE SYSTEMS 
4.1 Introduction 
In recent years, the maintenance function in manufacturing has been gaining 
growing interest and significance. Improving maintenance is seen as an 
investment that will have a positive impact on product quality, asset availability 
and asset productivity. Simulation based optimisation has a strong potential in 
supporting maintenance managers to make the right decisions in complex 
maintenance systems [104]. 
Surveys such as that conducted by Alrabghi and Tiwari [104] and Horenbeek et 
al. [11] revealed that the approaches to optimise maintenance varied 
significantly in the literature. This includes a wide range of optimisation 
objectives, decision variables and optimisation algorithms. Moreover, very little 
was found in the literature on comparing and selecting the optimum 
maintenance strategy. Overall, these studies highlight the need for a framework 
that unifies the approach to optimising maintenance systems.  
The main aim of this research is to develop a simulation-based optimisation 
framework that supports decision making for maintenance in manufacturing 
systems. The proposed framework is a systematic approach detailing the steps 
required to successfully optimise simulated maintenance systems. It can assist 
in displaying available options for a specific maintenance system as well as 
guiding both researchers and practitioners to determine which data are required 
to optimise the maintenance system. 
4.2 Research Methodology for Developing the Framework 
Figure ‎4-1 presents the methodology followed in order to develop a framework 
for simulation-based optimisation of maintenance systems. The existing 
maintenance optimisation frameworks were investigated previously in 
Section ‎2.6 in order to build on its strengths and establish its limitations. As a 
result, the framework’s structure on high level was developed. 
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Figure ‎4-1 Framework development methodology 
In order to capture framework requirements, review papers in maintenance 
optimisation were located. 34 publications were generated by searching in 
Scopus citation database for ‘maintenance’, ‘optimisation’ and ‘review’ in journal 
article titles and keywords while excluding papers in life or health sciences. 
Examining the titles resulted in reducing the number of papers. In order to 
include papers published in other databases or those that did not use these 
search terms, citations in the review papers were traced. In total, ten relevant 
journal articles were incorporated [11; 13; 15; 23-25; 28; 104-106]. Survey 
Document the framework requirements from:
• Survey papers on maintenance simulation/ optimisation
• Literature on future maintenance trends and applications
Develop a simulation-based optimisation framework 
Study existing maintenance optimisation frameworks
The need for a simulation based optimisation framework for maintenance systems
Evaluate existing frameworks against the requirements
The framework’s structure on a high level
Maintenance-related requirements
Document tools/ 
techniques/ strategies that 
address the requirements
Map the strategies with 
the framework structure
User-related requirements
Simulation-based optimisation framework for complex maintenance systems
Synthesise published 
approaches to 
maintenance optimisation
 53 
papers were examined paragraph by paragraph with specific focus on review 
findings, research gaps and limitations and recommendations for further 
research. Comments and critiques to the approaches researchers undertake 
when optimising maintenance systems were documented. Additionally, aspects 
that need to be considered in future research attempting to optimise 
maintenance systems were captured. 
In parallel, research papers on contemporary maintenance applications and 
upcoming trends were examined to ensure the framework addresses current 
and possible future challenges. The authors searched for the keywords 
‘prospective’ or ‘trends’ or ‘future’, all in combination with ‘maintenance’ in the 
title, abstract or keywords of publications listed in the Scopus database. The 
search covered journal article titles while limiting the publications date to the last 
five years and excluding papers in life or health sciences to ensure only timely 
requirements are captured. To extend the set of relevant publications, reference 
lists in resulting papers were searched for related papers. In total, ten 
publications were identified [24; 104; 107-114]. 
Requirements relating to the simulation and modelling aspects were considered 
irrelevant as the current research assumes the availability of a valid simulation 
model of the maintenance system in interest. In addition, only papers related to 
maintenance in production setting were considered relevant thereby excluding 
papers considering maintenance in Product-Service Systems such as aviation 
[115] or power transformers [116]. 
Framework requirements were categorised into two types: user-related 
requirements and maintenance-related requirements. The requirements were 
then studied individually to establish appropriate strategies/tools/techniques that 
meet each requirement. Relevant strategies were extracted from the extensive 
literature review conducted in Chapter 2 as well as published sources 
investigated while documenting the framework requirements. If applicable, 
strategies were mapped against the main steps in the framework as illustrated 
in Figure ‎4-2. 
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Figure ‎4-2 Methodology for addressing the requirements (see section ‎4.3 for list 
of requirements) 
Once strategies for meeting the requirements were established and linked with 
the framework structure, additional details were included gradually by 
synthesising published approaches to maintenance optimisation. Therefore, 
enriching the framework and adding more layers as needed. A novel framework 
was developed by attempting to meet all possible framework requirements.  
Several tools were considered for the purpose of framework representations. 
Integrated Definition Methods (IDEFØ) is a function modelling method designed 
to “Model the decisions, actions, and activities of an organisation or system” 
[117]. It focuses on enhancing the communication between the analyst and the 
customer during functional analysis by outlining the relationship between 
different activities. However, it is not intended to be used for describing the 
sequential steps of a given process. 
Decision trees [118] represent all possible outcomes of related decisions in a 
chronological order. They are used to support decision analysis and decision 
making in a certain situation by calculating the uncertainty and benefit or loss 
associated with each decision. Therefore, it is not suitable for the representation 
of proposed framework since it cannot be used to represent a step-by-step 
guide. 
A flowchart is defined by International Organisation for Standardization (ISO) 
[119] as “A control flow diagram in which suitably annotated geometrical figures 
are used to represent operations, data, or equipment, and arrows are used to 
indicate the sequential flow from one to another”. Flowcharts display the 
sequential activities in a given process. If one activity requires additional details, 
it can be drawn as a sub-process in a hierarchal structure where smaller steps 
R1 R2 R3 R4 R5 R6 R7 R8 R9
S1.1 S1.2 S2.1 S2.2 S3.1 S4.1 S4.2 S5.1 S6.1 S6.2 S7.1 S7.2 S8.1 S8.2 S9.1
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Requirements
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Framework’s main steps
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to achieve the main activity can be outlined. In general, it can be expected that 
most maintenance managers are familiar with flowcharts as it is well-
established and used frequently in organisations to describe and document 
processes. 
A standard flowchart tool was used to represent the framework due to its 
familiarity and ability to depict decision structures clearly. The most frequent 
used symbols in the framework are shown in Table ‎4-1. Microsoft Visio 2013 
was used to facilitate the development of the framework.  
Table ‎4-1 Standard flowchart symbols. Adapted from [120] 
 
Finally, existing frameworks were evaluated to reveal how well they meet the 
requirements. 
4.3 The Framework Requirements 
The requirements captured from survey papers in maintenance simulation 
optimisation as well as papers on future maintenance strategies and 
applications were grouped into user-related requirements and maintenance-
related requirements as follows: 
Symbol Description
Start/End
Process
Pre-defined process
Decision
Sequence
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4.3.1 User-related Requirements 
Requirement 1: Assist users with typical uncertainty found in maintenance 
systems 
A number of authors [23; 100; 104; 106] have reported that the availability of 
accurate data is a challenge in maintenance optimisation. In practical situations, 
it is almost always necessary to make assumptions or approximations. The 
proposed framework therefore has to advise the user on suitable strategies to 
deal with the typical uncertainty found in maintenance systems. 
Requirement 2: Assist users to adapt maintenance models to their specific 
business needs 
There is a large volume of published simulation optimisation studies in 
maintenance. However, the optimal problem formulation varies significantly [23; 
104]. The framework has to make an attempt to synthesise the published 
studies and encompass all possible variations. It can then propose the most 
suitable parameters for the maintenance problem in hand including the 
objective functions, decision variables, constraints and optimisation algorithms. 
This will enable industrial companies to build optimisation models that meet 
their specific business needs. 
Requirement 3: Enable users to solve multi-objective optimisation 
Traditionally, research in maintenance was investigating SOO problems only. 
Multi-objective optimisation is an under-explored area in maintenance 
optimisation [11; 114]. Most engineering problems – including maintenance- 
require solving multiple objectives simultaneously [94]. The framework needs to 
allow the decision maker to solve multi-objective problems to provide flexibility 
in the increasingly dynamic manufacturing environment. 
Requirement 4: Assist users with complex maintenance systems 
Maintenance systems are becoming increasingly complex including thousands 
of components with various dependencies between them [15]. It may not be 
possible to optimise all components or assets in the system. Therefore, the user 
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requires assistance in defining the problem scope efficiently. Nevertheless, the 
optimisation problem may still be complex resulting in high computation 
expenses. Appropriate strategies will be required to reduce the computation 
time.  
Requirement 5: An operational decision making tool suitable for maintenance 
managers and practitioners 
It has been suggested that most published maintenance optimisation models 
were developed in academia in separation from industry and real practices [11; 
24; 106]. This led to many theoretical models that can perhaps be implemented 
in special cases only. Dekker [23] highlights the difficulty of understanding and 
interpreting maintenance optimisation models. Technicians, engineers and 
managers need a user-friendly approach to optimise their maintenance 
systems. The framework can make use of standardised methodologies that are 
known to a typical practitioner in the field [106]. In addition, the framework 
should provide sufficient guidance assuming the practitioner has no or little 
information on optimisation. This includes a standardised optimisation 
procedure in addition to instructions on how to correctly interpret the 
optimisation results. A typical user should be able to use the framework to 
support operational decision making. 
4.3.2 Maintenance-related Requirements 
Requirement 6: Incorporating production dynamics and spare parts 
management 
A number of studies have examined systems that are inter-related with 
maintenance such as production dynamics and spare parts [6; 87]. They 
showed that these systems have a substantial effect on maintenance 
performance. Furthermore, optimising them jointly with maintenance can yield 
better results. The framework should consider the environment surrounding the 
maintenance system and allow the investigation of such important factors. 
Requirement 7: Allow the investigation of several maintenance strategies 
simultaneously 
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There is little work in the literature on optimising several maintenance strategies 
simultaneously for the same asset [104]. Most researchers assume that a 
specific maintenance strategy is the optimum. Therefore, the research focus is 
on optimising the maintenance strategy parameters without investigating 
alternative strategies [105]. It is possible to have several maintenance 
strategies applicable for each asset in the system e.g. PM and CBM or perhaps 
several variations of policies for the same strategy such as time-based PM and 
age-based PM. The framework should allow the investigation of more than one 
maintenance strategy yielding the optimum maintenance strategy and policy for 
each asset in the system. 
Requirement 8: Incorporating possible future maintenance strategies 
Contemporary manufacturing systems are becoming increasingly complex 
which makes the task of predicting failures and intervening in the right time 
challenging. CBM aims to monitor the condition of an asset and trigger 
maintenance actions when deterioration occurs [110]. An advanced alternative 
strategy is designing self-maintenance machines where assets are able to 
monitor its health, diagnose faults and maintain its function [107]. It is a 
methodology that gained popularity recently in the literature. Additionally, it is 
expected to continue growing both in research and practice. The framework has 
to consider the possible future applications of CBM and self-maintenance. 
Requirement 9: Integration with e-maintenance 
The framework would have to accommodate the growing interest in the concept 
of e-maintenance. The ability of gaining remote access to the maintenance 
information infrastructure through various means, the integration of 
maintenance with other functions within the organisations, the enhanced 
collaboration opportunities and the utilisation of real time data to design 
optimum maintenance strategies are some of the potential benefits of e-
maintenance [108]. The framework can extend the use of e-maintenance 
platforms by advising a systematic and perhaps an automatic procedure to 
utilise the continuously streaming data and provide decision-making support in 
real time. 
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4.4 A Novel Framework for Simulation-Based Optimisation of 
Maintenance Systems 
This simulation based optimisation framework aims to support decision making 
for maintenance in manufacturing systems at the operational level. By providing 
a systematic procedure for conducting simulation-based optimisation to improve 
maintenance systems, it can assist in investigating available options for a 
specific maintenance system as well as guiding both researchers and 
practitioners in determining which data are required to implement the research. 
4.4.1 First Level of the Framework 
The framework on a high level is shown in Figure ‎4-4. It takes the user through 
eight main steps that were mainly adapted from generic optimisation 
frameworks (see for example [91]). However, it is specifically developed for 
optimising complex maintenance models. Each main step is a sub-process that 
contains further instructions in a flow chart structure to provide detailed 
assistance to the user. The framework assumes that there is already a valid 
simulation model that represents the real maintenance system. The first seven 
main steps are conducted before engaging the optimisation engine whereas the 
last main step, namely decision making, is conducted after the optimisation 
results are obtained. The main contemporary issues in maintenance 
optimisation that are addressed are shown around the framework. 
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Figure ‎4-4 Simulation-based optimisation framework for complex maintenance 
systems on a high level 
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Specific strategies/tools/techniques are suggested to address each requirement 
as shown in Table ‎4-2. These are incorporated in two additional levels of the 
framework. 
Table ‎4-2 Strategies to meet the framework requirements 
Requirements Strategies to meet the requirements 
1 
Assist users with typical 
uncertainty found in 
maintenance systems 
• Stochastic simulation 
• Specific optimisation algorithms  
• Sensitivity analysis 
2 
Assist users to adapt 
maintenance models to their 
specific business needs 
• Identifying suitable optimisation objectives 
• Identifying suitable decision variables 
• Identifying suitable constraints 
3 
Enable users to solve multi-
objective optimisation 
• Formulating multi-objective problems 
• Utilising suitable multi-objective optimisation 
algorithms 
4 
Assist users with complex 
maintenance systems 
• Identifying the critical assets in the maintenance 
system 
• Utilising measures to reduce computation 
expenses 
5 
An operational decision 
making tool suitable for 
maintenance managers and 
practitioners 
• Representing the framework using a standard flow 
chart 
• Developing a comprehensive step-by-step guide 
6 
Incorporating production 
dynamics and spare parts 
management 
• Defining the optimisation scope  
7 
Allow the investigation of 
several maintenance 
strategies simultaneously 
• Identifying applicable maintenance strategies 
• Incorporating the choice of maintenance strategy in 
the problem formulation 
8 
Incorporating possible future 
maintenance strategies 
• Considering CBM 
• Considering prognostic technologies 
• Considering self-maintenance 
9 
Integration with e-
maintenance 
• Outlining a structure for the online platform 
4.4.2 Second Level of the Framework 
The second level is shown in Figure ‎4-5. A description of each main step is as 
follows:
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Figure ‎4-5 The second level of the framework 
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1) Define the scope of the optimisation: As modern manufacturing systems 
are becoming more complex with many components interacting, it may not 
be practical to optimise all assets in the manufacturing system. An 
assessment can be conducted to identify the most critical assets. If the 
modelling level goes beyond assets to subsystems or components within 
assets then various tools can be utilised to identify the most critical 
subsystems/components such as Failure Modes and Effects Analysis 
(FMEA), operational data and expert and vendors experience. Defining the 
scope of optimisation also includes the decision of optimising other systems 
jointly with maintenance such as the production system and/or the spare 
parts management system. Optimising both systems with maintenance have 
shown to produce better results [104]. However, including more decision 
variables will inevitably increase the problem complexity. In addition, the 
inclusion/exclusion of a system in the optimisation should be affected by the 
user’s ability to alter the decision variables in the real world. In other words, 
if the maintenance manager was to optimise the maintenance system 
he/she might not have authority to modify the spare management policies or 
production parameters. It is worth mentioning that even though some 
systems might be out of the optimisation scope, it can be still represented in 
the simulation system. 
2) Identify applicable maintenance strategies and policies: This step leads 
the user to investigate what maintenance strategies can be applied in the 
selected assets. This will depend on the available level of maintenance 
infrastructure such as skilled technicians and condition monitoring 
equipment. In addition, the production configuration might affect the range of 
possible maintenance strategies and policies. For instance, we might want 
to consider opportunistic PM in continuous production where shutdowns can 
be exploited [121]. Maintenance strategies are generally categorised into 
CM, PM or CBM. There are a number of policies within each strategy. For 
example, CBM can be inspection based or continuous monitoring based. In 
addition, self-maintenance is included as a strategy to accommodate for 
possible future applications [107]. In this step, the user can assign several 
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maintenance strategies/policies for each asset. The framework will then 
identify the optimum maintenance strategy/policy for each asset.  
3) Formulate the objective functions: Formulating the objective functions 
can be affected by production and demand patterns. For example, if there is 
high uncertainty in demand it might be worth considering maximising asset 
availability. This will ensure assets are more capable of handling fluctuations 
in production schedules. However, if uncertainty in production schedules is 
relatively low it might be worth considering maximising the production 
throughput. Some optimisation studies are conducted mainly to enhance 
quality measures. In such cases, objectives such as minimising cycle times 
and lead times can be included as objective functions. Although minimising 
cost is an objective in most maintenance optimisation studies [104], detailing 
the cost function varies widely and depends on several factors such as the 
defined scope of the optimisation (step 1) as well as the objective function. 
For example, if spare parts are jointly optimised with maintenance then costs 
associated with spare part policies need to be detailed. Researchers in 
maintenance have not treated multi-objective optimisation in much detail 
despite its significant advantages [11; 104]. This framework allows the user 
to optimise multiple objectives simultaneously.  
4) Define the decision variables: Depending on the outcome of preceding 
steps, controlled variables can be defined. As illustrated in Table ‎4-3, PM 
strategies usually involve setting PM frequency as a decision variable 
whereas CBM usually involves setting inspection frequency and/or 
maintenance threshold as decision variables. In addition, the scope of the 
optimisation will have an effect on the choice of decision variables. For 
instance, if spare parts policies are optimised jointly with maintenance one 
will be interested in optimising the policy parameters such as maximum and 
minimum stock levels. Most of the decision variables are defined within 
previous steps in the framework to avoid adding decision nodes to recall the 
selected maintenance strategies or optimisation scope. However, some 
decision variables are not related to outcomes from previous steps such as 
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number of maintenance technicians, number of inspection equipment or 
maintenance priorities which can be defined in this step. 
Table ‎4-3 The effect of maintenance strategy choice on the decision variables 
Maintenance strategy Decision variables 
PM 
time based: periodic PM frequency 
time based : scheduling  PM time slot 
opportunistic PM frequency 
CBM 
online CBM threshold 
inspections  inspections frequency and CBM threshold 
inspections with prognosis inspections frequency and CBM threshold 
opportunistic opportunistic CBM threshold 
5) Define constraints: Technical knowledge can assist in defining feasible 
ranges for each variable. If the user is lacking the required knowledge, it 
may be necessary to make assumptions and redefine the ranges after 
conducting initial experiments [91]. In addition, the framework enables the 
user to define a range of constraints related to maintenance resources, 
maintenance schedule, spare parts, production, costs and other customised 
constrains. 
6) Select the optimisation algorithm: This step includes choosing the 
optimisation algorithm and setting the appropriate algorithm parameters. The 
sub-process for selecting the optimisation algorithm is adapted from the 
work of Tiwari et al. [122]. The user is guided through a series of sequential 
steps to reveal the nature of the optimisation problem at hand. A number of 
optimisation algorithms or modules that suit each characteristic are 
suggested. Nine suitable algorithms are suggested for multi-objective 
optimisation. Likewise, suitable algorithms are proposed for problems that 
require global search, include handling constraints, require robust search or 
include handling uncertainty. If the selected optimisation algorithm is not 
included in the simulation software package then often programming will be 
required to connect the simulation model to the optimisation algorithm. If that 
is not possible the framework will ask the user to modify the selected 
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optimisation algorithm until it becomes applicable in his/her specific 
situation. If the used optimisation engine provides the required flexibility, 
optimisation algorithms needs to be set. For example: GA can have different 
numbers of populations, generations, cross over and mutation parameters. 
Whereas in SA the parameters are the cooling factor and the initial 
temperature.  
7) Set the simulation optimisation: To prepare for the experiments, 
simulation parameters need to be set [85]. This includes the number of 
replications since variability and uncertainty are inherited features in 
maintenance systems. Sufficient warm-up time is required to reach steady-
state and mitigate the initialisation bias. Appropriate run length is essential 
depending on the time frame required. High computational expenses 
reflected in long estimated runtime is a major issue that might appear at this 
stage for complex systems. Several strategies for reducing the computation 
time are suggested such as improving the computation speed using parallel 
computing, high performance computing or grid computing. Alternatively, 
special optimisation algorithms can reduce the computation time 
significantly. In some cases, there will be a need to go back to the previous 
steps in order to decrease the simulation time by reducing the number of 
replications or the simulation run-length. Otherwise, the optimisation 
problem would have to be simplified by minimising the variables’ ranges, 
reducing the number of variables or reducing the number of objective 
functions if possible. It may be useful to monitor additional parameters that 
are not defined as objective functions. This is usually defined at this stage in 
order to have each response recorded with its corresponding solution (the 
values for the objective functions and the decision variables). At the end of 
this step the simulation optimisation will be ready to be conducted. 
8) Decision making: After the optimisation results are produced, they need to 
be interpreted in light of the current business context. This is particularly 
important in multi-objective optimisation where one objective might be 
relatively more important than others depending on business dynamics. 
Nevertheless, considering the business context is also relevant to single 
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objective optimisation. There might be multiple combinations of decision 
variables that result in comparative values for the objective function. 
Likewise, monitored responses might have an effect on the choice of 
implemented solution. Therefore, plotting and interpreting data are 
considered essential. If areas of high uncertainty are identified that are not 
addressed adequately by stochastic simulation or by special optimisation 
algorithms then sensitivity analysis is suggested. This can be achieved by 
investigating which inputs have high uncertainties, followed by defining 
additional scenarios with the new input values to run the simulation 
optimisation repeatedly. If no further sensitivity analysis is required, the 
optimal values can be chosen as the solutions for the problem. 
4.4.3 Third Level of the Framework 
The third level consists of ten sub-processes that required further details. Sub-
processes are numbered sequentially while including the number of the main 
step first to enable the user to follow it easily. For example, sub-process 1.2 
refers to the second sub-process in the first step of the framework. 
Sub-process 1.1 is presented in Figure ‎4-6. As maintenance systems are 
becoming increasingly complex involving a large number of assets, this sub-
process aims to systematically identify the critical assets in the maintenance 
system to focus the optimisation effort. A number of tools and techniques can 
be used to assess the criticality of assets. As these tools are well documented, 
reference is made to some examples such as FMEA and experts opinion. One 
of the most common methodologies is to establish the types of failures 
associated with each asset then evaluate its effects and implications. Assets 
are then categorised according to the level of impact it has. If assets are 
considered as sub-systems or components in the simulation model, criticality 
assessment can be conducted to identify the most critical sub-systems or 
components.  
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Figure ‎4-6 Sub-process 1.1: identify the critical assets in the maintenance 
system 
Figure ‎4-7 shows the second sub-process in the first step of the framework. 
This sub-process aims to determine whether optimisation will involve other 
aspects of the manufacturing system in addition to maintenance. In principle, 
production and spare parts management system should be optimised jointly 
with maintenance where possible as studies have shown their significant impact 
on the overall maintenance performance. Spare parts parameters depend on 
the spare parts management policy. Examples include order quantity and 
reorder level. Likewise, production parameters vary according to the 
manufacturing layout. Examples include buffer size and machine cycle times. 
However, if it is not possible to alter the parameters of production or spare parts 
management system there will be little use of optimising them if at all. 
 71 
Optimise 
maintenance 
system only
Optimise 
maintenance and 
production systems
Optimise 
maintenance and 
spare parts systems
Optimise 
maintenance, spare 
parts and 
production systems
Add spare parts 
policy parameters 
as decision varaibles
Add buffer size as a 
decision variable
Optimise buffer 
size?
Optimise spare 
part policy?
YesYes
Optimise spare 
part policy?
Add spare parts 
policy parameters 
as decision varaibles
Yes
Is it possible to 
alter the spare part 
management 
policies?
Is it possible to 
alter some 
measures of the 
production 
system?
No
No
Is it possible to 
alter the 
production 
system?
Yes
Yes
YesNo
Start
End
No
No
No
Optimise 
machine cycle 
times?
Add machine cycle 
times as a decision 
variable
Yes
No
 
Figure ‎4-7 Sub-process 1.2: define the scope of optimisation 
The second step of the framework, which aims to identify applicable 
maintenance strategies and policies for each asset, includes two sub-
processes. Sub-process 2.1 is devoted to investigating applicable PM policies. 
As illustrated in Figure ‎4-8, various PM policies are obtained from literature 
including time-based PM, age-based PM and opportunistic PM. The selection of 
PM maintenance policies usually results in defining of one or more related 
decision variables. 
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Figure ‎4-8 Sub-process 2.1: identify applicable PM policies 
Likewise, sub-process 2.2 assists in investigating applicable CBM policies for 
each critical asset in the maintenance system (Figure ‎4-9). Policies extracted 
from literature include opportunistic CBM, on-line monitoring CBM and 
inspection-based CBM. The selection of CBM policies usually results in defining 
one or more associated decision variables.  
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Figure ‎4-9 Sub-process 2.2: identify applicable CBM policies 
If quality improvement is one of the objectives in the current maintenance 
optimisation, sub-process 3.1 offers a number of quality related objectives to 
choose from as shown in Figure ‎4-10. These were extracted from literature. The 
sub-process also offers flexibility to include objectives out of the provided list. 
Choose the 
relevant quality 
objective 
function
Minimise Wait In 
Progress
Minimise Cycle Time Minimise Lead time
Maximise on-time 
delivery
Minimise inventory
Add another 
quality function?
Yes
Start
End No
 
Figure ‎4-10 Sub-process 3.1: formulate quality related objective functions 
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Minimising the cost is the most reported optimisation objective in literature. 
However, the definition of cost varies widely. Figure ‎4-11 presents sub-process 
3.2, which offers guidance on detailing the cost objective function. In addition to  
costs of maintenance actions, costs of asset unavailability and costs of inability 
to meet customers demand can be incorporated in the cost objective function. If 
spare parts management is optimised jointly with maintenance, additional costs 
can be added such as inventory and order placement costs. The provided cost 
options were derived from previous studies. Other costs can be added as 
required. 
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costs in the 
objective function
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Add 
other costs to 
the objective 
function?
Select costsNo
Add costs of asset 
unavailability in the 
objective function
Add maintenance 
costs in the 
objective function
Add cost of inability 
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objective function
Start
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Figure ‎4-11 Sub-process 3.2: detail the cost objective function 
To facilitate defining constraints as a part of formulating the optimisation 
problem, a number of constraints are obtained from literature and provided in 
sub-process 5.1 as can be seen in Figure ‎4-12. Constraints are categorised into 
constraints on maintenance resources, maintenance schedule, spare parts, 
production and costs. Similar to the previous elements of the optimisation 
problem, additional constraints that are not listed in the sub-process can be 
added as necessary. 
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Figure ‎4-12 Sub-process 5.1: define constraints 
Figure ‎4-13 presents a systematic approach to selecting a suitable optimisation 
algorithm for the problem in hand (sub-process 6.1). The sub-process is based 
on a detailed survey on the use of computational optimisation algorithms [122]. 
Five sequential questions assist in revealing a suitable optimisation algorithm 
including: Is it a multi-objective problem? Does it require global search? Does it 
include handling constraints? Does it require robust search and does it require 
handling uncertainty? 
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Figure ‎4-13 Sub-process 6.1: select the optimisation algorithm depending on the nature of the problem 
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Sub-process 7.1 is designed to provide strategies to minimise the computational 
expenses and complete the simulation optimisation in the shortest possible time 
(Figure ‎4-14). Several strategies are suggested to improve the computation 
speed including utilising parallel computing, high performance computing and 
external grid computing. In addition, special techniques that are associated with 
optimisation algorithms are provided to reduce the computational expenses. As 
a final resort, the optimisation problem may have to be simplified in order to 
complete the required simulation optimisation within the available time and cost 
limits. This includes reducing one or more of the following: number of 
replications, simulation run-length, variable ranges, number of decision 
variables and number of objective functions.   
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Figure ‎4-14 Sub-process 7.1: utilise strategies to reduce computation expenses 
Common sources of high uncertainty in maintenance are documented from 
literature and provided in sub-process 8.1 as shown in Figure ‎4-15. Key inputs 
to simulation that might have high uncertainty include the effect of human error 
on repairing and maintaining assets, the effect of human error on inspecting and 
diagnosing assets, the data obtained from sensors, cost data and estimates and 
variability in asset degradation profiles. Other sources of uncertainty can be 
identified in order to conduct the required sensitivity analysis. 
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Figure ‎4-15 Sub-process 8.1: identify key inputs that have high uncertainties 
4.5 Discussion 
Prior reviews in maintenance optimisation have repeatedly reported the need 
for a framework that provides adequate level of details to guide both academics 
and practitioners in optimising complex maintenance systems. This study sets 
out with the aim of addressing this gap by developing a framework to guide the 
process of maintenance optimisation through simulation. In contrast to earlier 
studies, the proposed framework was developed based on an evaluation of 
existing frameworks in addition to capturing framework requirements. As 
illustrated in Table ‎4-4, existing frameworks seem to stand short of meeting 
most of the requirements. 
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Table ‎4-4 Evaluating maintenance optimisation frameworks against the 
requirements 
 
Requirements 
Chien et al. 
[97] 
Riane et al. 
[98] 
Horenbeek 
et al. [11] 
Proposed 
framework 
1 
Assist users with typical uncertainty 
found in maintenance systems 
No Yes No Yes 
2 
Assist users to adapt maintenance 
models to their specific business needs 
No No Yes Yes 
3 
Enable users to solve multi-objective 
optimisation 
No No No Yes 
4 
Assist users with complex maintenance 
systems 
No No No Yes 
5 
An operational decision making tool 
suitable for maintenance managers and 
practitioners 
Yes Yes No Yes 
6 
Incorporating production dynamics and 
spare parts management 
No No No Yes 
7 
Allow the investigation of several 
maintenance strategies simultaneously 
No Yes Yes Yes 
8 
Incorporating possible future 
maintenance strategies 
No No No Yes 
9 Integration with e-maintenance No Yes No No 
Uncertainty can be addressed partially by defining stochastic inputs in the 
simulation model. The proposed framework assists users with typical 
uncertainty by suggesting specific optimisation algorithms (sub-process 6.1). In 
addition, specific sources of high uncertainties in maintenance systems are 
identified so the user can decide if any of them are present in the maintenance 
system (sub-process 8.1) and then perform sensitivity analysis. Throughout 
the framework, the user is advised on the optimisation objectives, decision 
variables and constraints suitable for the maintenance system in interest. By 
following the framework steps, the user would have a model that meets his/her 
specific business needs. If multi-objective optimisation is required, the 
framework allows the user to formulate the objectives in a systematic way. 
Furthermore, several multi-objective optimisation algorithms are suggested 
(sub-process 6.1). It is impractical to optimise numerous components in a 
complex maintenance system. Therefore, tools and techniques are suggested 
to select the most critical assets in the maintenance system (sub-process 1.1).  
Additionally, complex maintenance systems can introduce the risk of high 
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computation expenses. This is dealt with by suggesting various strategies 
including improving the computation speed, utilising special optimisation 
algorithms and simplifying the problem (sub-process 7.1). A standard flow 
chart is utilised to represent the framework since it is familiar to both 
maintenance managers and academics. The flow chart guides the user starting 
from defining the scope of the problem to obtaining the solution and interpreting 
the results in light of the current business environment through a series of steps 
containing various processes and decision nodes.   
The effect of well-documented factors on the maintenance system is considered 
in the framework. The scope of the optimisation can include production 
dynamics and spare parts policies based on the user’s circumstances (sub-
process 1.2). Various maintenance strategies and policies are also put forward 
for the user (sub-processes 2.1 & 2.2). Multiple strategies and policies can be 
selected for each asset including advanced maintenance strategies such as 
CBM and self-maintenance. The optimisation then will yield the optimum 
strategy along with its parameters for each asset.  
However, it is not possible to integrate the proposed framework in its current 
form with e-maintenance. A software can be developed to suggest inputs as the 
user progresses from one stage to another. This will make it even easier to 
apply since only feasible options will displayed. In addition, the data can stream 
directly from other maintenance data sources such as condition monitoring 
sensors and maintenance history records to form a comprehensive decision 
support system. 
4.6 Summary 
The literature covers a wide range of simulation based optimisation of 
maintenance systems. This includes a wide range of maintenance strategies 
and policies, optimisation objectives, decision variables and optimisation 
algorithms. The purpose of the current study is to develop a simulation based 
optimisation framework that supports decision making for maintenance in 
manufacturing systems.  
 84 
This research identifies nine requirements for the framework. The requirements 
were established by examining review papers in maintenance optimisation as 
well as publications in future maintenance applications. Furthermore, existing 
maintenance optimisation frameworks were examined and evaluated against 
these requirements. 
A novel framework was developed to aid future attempts to optimise complex 
maintenance systems through simulation. A key strength of the proposed 
framework is its ability to meet most of the requirements. Current issues 
addressed by the framework include complexity, uncertainty, high computation 
expenses and advanced maintenance applications.  
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5 A NOVEL APPROACH FOR MODELLING COMPLEX 
MAINTENANCE SYSTEMS USING DISCRETE EVENT 
SIMULATION 
5.1 Introduction 
Maintenance aims to retain assets in their operational states. It has emerged as 
a fundamental success ingredient in the modern industry. Enhancing the 
performance of maintenance systems through modelling and optimisation has 
been the focus of a large volume of published studies. 
Analytical modelling of maintenance prevailed for a long time. The foundations 
were laid by researchers such as Barlow and Proschan [123]. This was later 
developed extensively to include a large number of maintenance optimisation 
models [23]. In general, most of these models are developed for a specific 
system comprising of a single unit or several identical components [13]. 
However, maintenance systems in the industry are becoming much more 
complex which limits the applicability of analytical modelling techniques [15; 
124]. 
The use of simulation to model maintenance system is on the rise [24]. 
Simulation enables the modelling of complex behaviour and requires fewer 
assumptions compared to analytical modelling [104]. Although simulation is 
well-established in manufacturing in general, it appears to be still developing for 
maintenance [125]. 
Few researchers presented conceptual frameworks for modelling maintenance 
using simulation. Duffuaa et al. [16] developed a generic conceptual model 
outlining the main elements of a maintenance system. Warrington et al. [126] 
described an approach for modelling Maintenance Free Operating Periods 
(MFOP) within DES. Both studies made no attempt to describe approaches to 
modelling maintenance strategies such as CBM. In addition, validation studies 
and numerical examples are absent. 
Figure ‎5-1 shows a popular approach used in several DES studies [31; 40; 60]. 
The maintenance strategy and its parameters are entered manually in the 
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simulation model. The simulation then samples a TTF (Time To Failure). If the 
scheduled maintenance intervention will occur before the failure, maintenance 
will be conducted resulting in updating the cost function, scheduling the next 
maintenance intervention and sampling a new TTF. However, if the breakdown 
occurred before the maintenance intervention, a CM will be conducted. The 
process continues running for the simulation run length. One major drawback of 
this approach is that the maintenance system is modelled separately from other 
inter-related systems such as production and spare parts logistics. This in turn 
limits the utilisation of the dynamic feature of DES since interactions between 
machines and the effect of maintenance on production are not modelled. In 
addition, this approach is used to model one maintenance strategy only. As a 
result, the choice of maintenance strategies cannot be optimised using the 
proposed framework in Chapter ‎4.  
 
Figure ‎5-1 An existing modelling approach used in simulation studies. Adapted 
from [31; 40; 60] 
Arab et al. [33] modelled both maintenance and production systems. However, 
they used manual DES calculations without utilising the strengths of available 
DES software such as rapid modelling and visual interactive simulation. 
Oyarbide-Zubillaga et al. [61] used an external tool to model the maintenance 
system and used that as an input to the DES model. 
As stated in Chapter 2, the examination of surveys in the field [104; 106; 124; 
127] reveals a number of common research gaps relating to the modelling of 
maintenance systems: 
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1- Modelling the maintenance system in isolation of other significant and 
inter-related systems such as production and spare parts management. 
2- Modelling various maintenance strategies and policies simultaneously. 
3- Making over-simplifying assumptions resulting in a model that cannot be 
implemented in real-world systems. Such assumptions include perfect 
maintenance/ inspections, immediate maintenance actions and a single-
unit system. 
It appears as if these gaps are a result of the limitations present in the existing 
modelling approaches. Despite the potential of simulation to model complex 
maintenance systems, there remains a paucity of studies outlining adequate 
modelling approaches. 
The present study fills a gap in the literature by proposing a modelling approach 
that can be used to model and optimise maintenance systems in practice. In 
addition to addressing the above-mentioned limitations, the approach further 
exploits the advantages of DES such as rapid modelling and visual interactive 
simulation. As a result, the proposed approach is expected to pave the way for 
more advanced maintenance applications. 
5.2 Methodology 
The degradation of operational assets is inevitable. Maintenance actions are 
designed to improve the condition of assets to keep them in a functional state. 
Often maintenance strategies can be categorised into CM, PM and CBM. In 
CM, the asset degrades until it breaks down unexpectedly. PM was introduced 
to minimise the effect of unscheduled breakdowns by intervening in a planned 
manner. CBM is an advanced strategy that aims to ensure maintenance 
intervention is conducted only when needed based on an analysis of the asset’s 
condition. Predictive maintenance is seen as a part of CBM. The condition of 
assets is analysed to plan future maintenance actions. OM is closely related to 
both PM and CBM. Essentially, opportunities such as shutdowns are seized to 
maintain an asset.   
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A considerable amount of literature has discussed the details of modelling each 
maintenance strategy and its implications on assets in the system. This includes 
the modelling of assets degradation, the degree to which a maintenance action 
can successfully detect a failure and the degree to which a maintenance action 
can restore the asset to as good as new [11; 128]. 
However, in this chapter we are considering a holistic view. As shown in 
Table ‎5-1, maintenance strategies affect assets in the system in different ways. 
The proposed approach enables the modelling of interactions amongst various 
maintenance strategies and their effects on the assets in the system. Thanks to 
the flexibility of DES, the proposed approach enables the modelling of various 
maintenance systems based on models that appear in the literature. Classic 
examples include perfect/imperfect maintenance, perfect/imperfect inspections, 
dependencies amongst assets, effect of maintenance on product quality, effect 
of maintenance on production speed, various approaches to modelling asset 
degradation and inclusion/ exclusion of maintenance resources such as 
maintenance equipment, spare parts and technicians. 
Table ‎5-1 Interactions amongst maintenance strategies 
 CM PM OM CBM 
Might affect other maintenance 
strategies on the same asset? 
No Yes No Yes 
Might affect other maintenance 
strategies on the other assets? 
Yes No No No 
Witness 14 (Manufacturing Performance Edition) will be used to illustrate the 
modelling approaches due to its availability within the research group. The 
same principle can be applied using one of the typical DES softwares. 
5.3 A Novel Approach for Modelling Complex Maintenance 
Systems 
Notations: 
MA: A single maintenance action resulting from a maintenance strategy. 
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SMA: A scheduled maintenance action resulting from a maintenance strategy. 
n: Total number of assets in the system. 
i: A single asset in the system where i = 1…n 
T: Simulation run length 
A generic approach for modelling maintenance strategies is presented in 
Figure ‎5-3. The approach assumes the availability of a valid DES model for the 
manufacturing system in interest. There are no restrictions on the number of 
assets in the manufacturing system or the number of maintenance strategies 
defined for each asset. The assets can be either identical or non-identical. 
Similarly, maintenance strategies can be the same for all machines or each 
asset can have its unique maintenance strategy.  
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Figure ‎5-3 A generic approach for modelling maintenance strategies 
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The approach consists of three steps as follows: 
1) Develop the simulation model 
The approach begins with modelling the manufacturing system. For example 
this might include assets, buffers and rules governing machine cycle times and 
movement of parts within the system. 
The required maintenance strategies and policies are then identified for each 
asset. This includes defining parameters for statistical distributions required by 
each maintenance strategy to facilitate the modelling of variability in 
Maintenance Actions (MA) whenever they occur. For example, CM strategy 
requires the sampling from a statistical distribution to obtain Mean Time 
Between Failures (MTBF) each time the asset fails. In addition, a sampling from 
a statistical distribution is required to obtain the repair time. Other variables can 
be defined if required such as the cost of conducting each MA. 
When the simulation is run, the simulation clock is advanced to the next 
scheduled event. If a MA is due on one of the assets in the system, the effects 
on the asset is managed in the next step.  
2) Manage the effects of Maintenance Actions on the same asset 
Whenever a MA is due on asset i in the system, a check is conducted to confirm 
that the criteria is met for the MA to be executed. For instance, CBM requires 
the current relevant condition indicator to exceed a specific threshold in order 
for the MA to be conducted. Likewise, some PM policies will be skipped if the 
asset was broken down when the MA is due. If the criteria is not met, the 
current MA will be skipped, costs will be updated if required and the next MA of 
that maintenance strategy for asset i will be scheduled. 
However, if the criterion of conducting the MA is met, a check will be conducted 
to determine if the current MA was initiated by a maintenance strategy that 
affects other maintenance actions on the same asset. As illustrated in 
Table ‎5-1, maintenance strategies such as PM and CBM affect CM actions. The 
interactions between maintenance strategies can be implemented by accessing 
the event queue for asset i and altering the timing of the relevant SMA. The 
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effects of the current MA on other assets in the system are managed in the next 
step. 
The current MA will be conducted on asset i after scheduling the next MA. 
Whenever a MA is conducted, costs are updated and samples are taken from 
the relevant distributions to schedule the new timing of an activity or define the 
repair time for a MA.  
3) Manage the effects of Maintenance Actions on other assets 
The current MA might affect SMA on other assets in the system. In that case, a 
check is conducted to confirm the criteria is met for the effects to take place. 
The event queue for these assets is accessed in order to apply the required 
changes. Steps 2 and 3 are repeated during the simulation every time a MA is 
due on any asset in the system. 
The next section presents detailed approaches for modelling common 
maintenance strategies namely time-based PM, OM and CBM with periodic 
inspections. These detailed approaches are special cases from the generic 
approach described in this section. 
5.4 Common Cases  
5.4.1 Time-Based Preventive Maintenance 
In time-based PM, the asset is maintained periodically to minimise unexpected 
breakdowns. Figure ‎5-4 illustrates the approach for modelling a manufacturing 
system where time-based PM is applied.  
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Figure ‎5-4 An approach for modelling time-based PM 
1) Develop the simulation model 
As assets can still breakdown unpredictably, both CM and PM are defined as 
possible maintenance strategies for each asset. Variables related to CM include 
MTBF, repair times and CM costs whereas variables related to PM include PM 
frequency, repair times and PM costs. As the simulation clock advances, two 
maintenance strategies are possible on each asset, either CM or PM. 
2) Manage the effects of Maintenance Actions on the same asset 
When machines have an unscheduled breakdown, a CM duration is sampled to 
set the CM repair time, CM cost is added for asset i, and MTBF is sampled to 
schedule the next CM. In addition, CM will be conducted on asset i which 
means it will not be available for production. 
However, when PM is due on asset i, PM duration is sampled to set the PM 
repair time and PM cost is added for asset i. Additionally, a sample from the 
MTBF distribution will be drawn and the next CM breakdown will be changed to 
reflect the fact that PM has occurred. Finally, PM will be conducted on asset i 
making it unavailable for use in the production system. Nonetheless, if the time 
of PM coincidentally occurred when asset i is broken down, the current PM will 
be skipped and the next PM will run as scheduled.  
Start
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system
Identify CM and PM as possible 
maintenance strategies for each 
asset
Run the simulation for T
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Advance the simulation clock 
to the next scheduled event
Simulation 
time<T ?
Is a Maintenance
Action (MA)
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• Update CM costs
• Sample next CM occurrence
Conduct CM on 
asset i
1. Develop the simulation model
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In this case, the third step of the approach is not required since none of the 
maintenance strategies considered for asset i could affect other assets in the 
system. 
5.4.2 Opportunistic Maintenance 
As a strategy, OM utilises the breakdown of an asset to maintain another asset. 
The approach for modelling OM is illustrated in Figure ‎5-5.  
 
Figure ‎5-5 An approach for modelling OM 
1) Develop the simulation model 
CM and OM are identified as maintenance strategies for each asset. Variables 
related to CM include MTBF, repair times and CM costs whereas variables 
related to OM include repair times and OM costs. When the simulation starts, 
the clock will advance running the simulation model until a CM becomes due to 
an asset in the system. The effects of CM on the same asset are managed in 
the next step.  
2) Manage the effects of Maintenance Actions on the same asset 
The asset subjected to CM will be made unavailable to conduct the required 
maintenance activities. Additionally, CM costs will be incurred and the next 
breakdown will be scheduled. 
3) Manage the effects of Maintenance Actions on other assets 
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All other machines on OM strategy in the system will be stopped for OM during 
which an OM cost will be incurred and a sampling for OM duration will take 
place. In addition, the next breakdown will be rescheduled according to the 
MTBF sampling. If OM coincidentally occurs while the asset has broken down it 
will be skipped without incurring any costs. 
5.4.3 Condition Based Maintenance with Periodic Inspections 
CBM strategy aims to further enhance the overall performance of assets by 
ensuring maintenance interventions are conducted only when needed. This is 
achieved by monitoring the condition of the asset and intervening when the 
condition exceeds a pre-set threshold. Figure ‎5-6 shows a modelling approach 
for CBM where the condition of assets is monitored by periodic inspections. 
 
Figure ‎5-6 An approach for modelling CBM with periodic inspections 
1) Develop the simulation model 
Both CM and CBM are defined as maintenance strategies for each asset. CM 
variables include MTBF, repair times and CM costs whereas CBM variables 
include inspection frequencies, inspection costs, CBM thresholds, CBM repair 
times and CBM costs. CM and CBM effects are managed in the next step. 
2) Manage the effects of Maintenance Actions on the same asset 
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The path of CM is similar to the one discussed above in time-based PM. 
However, in this case, the degradation level for asset i is set to the normal 
operation level after each CM.  
If the MA was periodic inspection as part of the CBM strategy, a check is made 
to ensure the current wear level of asset i exceeds the CBM threshold. A 
sampling from CBM duration will then take place to conduct CBM on asset i in 
addition to updating CBM costs. The degradation level for asset i is set to the 
normal operation level and the next CM will be rescheduled according to the 
sampling of MTBF.  
If an inspection reveals a value of degradation level less than the CBM 
threshold then CBM will be skipped and the next inspection will run as 
scheduled. However, CBM costs will be updated to add the incurred inspection 
cost. 
In this case, the third step is not required as the considered strategies cannot 
affect other assets. 
5.5 Numerical Applications 
In this section, we demonstrate the application of the modelling approach 
through two numerical examples. Output data relating to maintenance 
strategies are presented for verification purposes.  
5.5.1 Description of the Manufacturing System 
The modelling approaches are demonstrated on an illustrative manufacturing 
system. As shown in Figure ‎5-7, the system includes six machines with buffers 
between them. Parts are drawn into the system via two parallel lines. The first 
line consists of machines 1 and 2 whereas the second line consists of machines 
3, 4 and 5. Parts from both lines are assembled by machine 6 which then ships 
the last product out of the system. 
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Figure ‎5-7 Layout of an illustrative manufacturing system 
Parts are always available upon demand. Maintenance strategies are only 
applicable for machines 2, 5 and 6. Cycle times, MTBF data and repair times 
are represented by statistical distributions and are shown in Table ‎5-2. 
Table ‎5-2 Cycle times, MTBF data and repair times 
Machine Cycle time MTBF Repair time 
M1 Uniform (1.2,2.5) N/A N/A 
M2 Uniform (1.4,1.8) NegExp (44.2) Weibull (3,5) 
M3 Uniform (1.5,1.75) N/A N/A 
M4 Uniform (0.8,1.2) N/A N/A 
M5 Uniform (0.9,1.3) NegExp (52.6) Weibull (1.4,3) 
M6 Uniform (0.8,1.6) NegExp (71.8) Weibull (2,6) 
5.5.2 Accessing the Event Queue  
Events can be accessed and rescheduled in Witness using four functions as 
shown in ‎Appendix B. These functions can be used to loop through the 
scheduled events for a certain asset, identify the affected ones and apply the 
required changes. 
5.5.3 Example 1: Time-Based Preventive Maintenance 
In this example, both CM and PM are applicable. Perfect maintenance is 
assumed meaning a machine becomes as good as new after undergoing either 
PM or CM. 
The approach for modelling time-based PM discussed above will be used here. 
Both CM and PM variables and matrices are defined as shown in Figure ‎5-8. 
Mc1 Mc2
Mc4 Mc5
Mc6
Mc3
B1 B2
B3 B4 B5
Part1
Part2
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CM 
MTBF(i): the mean time between failures for the next CM action on machine i 
MTBF_Parameters(i): the statistical distribution parameters for mean time 
between failures. 
CM_Duration(i): the total duration for the current CM action for machine i. 
CM_Duration_parameters (i, p): the statistical distribution parameters for CM 
repair times. 
CM_Cost: a variable to accumulate the CM costs in the system. 
No_of_CM: a variable to count the number of CM actions in the system 
 
PM 
PMfreq(i): the frequency of conducting PM for machine i. 
PM_Duration (i): the total duration for the current PM action for machine i. 
PM_Duration_Parameters (i,p): the statistical distribution parameters for PM 
repair times. 
PM_Cost: a variable to accumulate the PM costs in the system. 
No_of_PM: a variable to count the number of PM actions in the system. 
Where i = 1, 2, 3. p = 1, 2. 
Figure ‎5-8 CM and PM variables and matrices 
The initialised values for PM matrices are presented in Table ‎5-3. All other 
matrices and variables are initialised to zero at the start of the simulation. To 
illustrate the ability of the approach to model stochastic maintenance 
operations, PM repair times are sampled from a lognormal distribution using the 
unique parameters for each machine found in the matrix 
PM_Duration_Parameters. 
Table ‎5-3 Initialised values for PM matrices 
Matrix PMfreq PM_Duration_Parameters 
M2 values 50 1 2.2 
M5 values 60 2.5 3 
M6 values 80 2 3.2 
Both CM and PM are defined as breakdown types in machines 2, 5 and 6. As 
illustrated in Figure ‎5-9, time between failures is assigned to MTBF(i) for CM 
whereas it is assigned to PMfreq(i) for PM. In addition, repair time for CM is 
assigned to CM_Duration(i) whereas in PM it is assigned to PM_Duration(i). 
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Figure ‎5-9 Defining CM and PM in the breakdown window for machine 2 
If CM is due on one of the assets, CM costs will be incurred, the number of 
conducted CM will be increased by 1 and both the MTBF and CM repair time 
will be sampled and updated. 
However, if PM is due on one of the machine while it is broken, the PM repair 
time will be set to zero indicating the skipping of the current PM action. 
Otherwise, a PM repair time will be sampled. A loop through the scheduled 
events for that particular machine will then find the next CM action and 
reschedule it. PM costs as well as the number of PM actions conducted will be 
updated. 
The simulation is run for 500 time units to validate the modelling approach. 
Table ‎5-4 presents the results for machine 2. Witness schedules the first 
breakdown in the simulation by halving its time. Therefore, the first CM occurred 
at time 22.3 where the MTBF for that instance was 44.6. Similarly, the first PM 
occurred at time 25 although PMfreq for machine 2 was set to 50 (see 
Table ‎5-3). 
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Table ‎5-4 Simulation results for verification (M2) 
Time MA 
PM CM 
original CM 
time 
sample 
MTBF 
new CM 
time 
CM 
duration 
22.3 CM 
 
3 
25 PM PM is skipped as machine is under CM   
66.9 CM    3.1 
74.6 CM    2.9 
75 PM PM is skipped as machine is under CM   
77.6 CM     5.8 
125 PM  153 70.6 195.6   
175 PM  195.6 43.9 218.9   
218.9 CM    2.1 
225 PM  255.2 107 329.07   
275 PM 329.07 67.4 342.4   
325 PM 342.4 11.3 336.3   
336.3 CM   4.1 
375 PM  388.5 44.5 419.5   
419.5 CM    5.2 
425 PM  689.8 53.5 478.5   
475 PM  478.5 18.9 493.9   
493.9 CM    4.7 
As expected, CM occurs stochastically throughout the simulation. In addition, if 
PM is scheduled while the machine is under CM, the PM action will be skipped. 
Finally, PM actions reschedule the next CM actions by sampling from the 
relevant distribution. The results are consistent for machines 5 and 6. 
5.5.4 Example 2 : Condition Based Maintenance with Periodic 
Inspections 
Relevant maintenance strategies in this example include CM and CBM. CM 
data and variables are taken from the previous example. CBM variables are 
defined as shown in Figure ‎5-10. 
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Wear (i): wear level for machine i 
CBM_Threshold(i) : CBM threshold for machine i 
Inspection _freq (i): the frequency for conducting inspections on machine i 
CBM_Duration (i): the total duration for the current CBM action for machine i 
CBM_Duration_Parameters (i,p): the statistical distribution parameters for CBM repair 
times 
Inspection_cost  : a variable to accumulate the inspection costs in the system 
CBM_Cost: a variable to accumulate the CBM costs in the system 
NO_of_CBM: a variable to count the number of CBM actions in the system 
Figure ‎5-10 CBM variables 
All CBM variables and matrices are set to zero at the beginning of the 
simulation except for those shown in Table ‎5-5. Wear levels are the condition 
indicators and are assumed to start at the normal operating conditions. 
Table ‎5-5 Initialised values for CBM matrices 
Matrix Inspection 
_freq 
CBM_Duration_Parameters Wear CBM_Threshold 
M2 values 36 1 2.2 2 9.5 
M5 values 72 2.5 3 2.4 10 
M6 values 60 2 3.2 2.6 8.75 
CM and CBM are defined as breakdown types for machines 2, 5 and 6. MTBF(i) 
is set as the time between failures for CM whereas Inspection _freq (i) is set for 
CBM. MS is the function that manages interactions between maintenance 
actions. 
CM will have similar actions to the previous example. However, in this case 
wear levels will be set to the normal operating conditions following a CM action. 
In CBM, an inspection will take place to check the condition of the machine. If it 
does not exceed the CBM threshold, the CBM duration will be set to zero 
indicating the skipping of the current CBM action. Nonetheless, if the condition 
exceeds the CBM threshold a CBM action will take place resulting in 
rescheduling the next CM action. 
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Table ‎5-6 shows M6 simulation results for the purpose of validation. As 
expected, CM timings vary due to the fact that it is being drawn from a statistical 
distribution. In addition, CBM actions are skipped when the wear level is less 
than the CBM threshold. However, when the inspection reveals a wear level 
that exceeds the threshold a CBM action is taken resulting in rescheduling of 
the next CM action. Likewise, results are consistent for machines 2 and 5. 
Table ‎5-6 Simulation results for verification (M6) 
 
Time 
 
MA 
CBM CM 
wear 
level 
original CM 
time 
sample 
MTBF 
new CM 
time 
CM 
duration 
29 CM   4 
30 CBM 2.6  Wear (6) < CBM_Threshold (6)   
87 CM   1.4 
90 CBM  2.6  Wear (6) < CBM_Threshold (6)   
119.4 CM   5 
150 CBM  13.4 180.8 28 178   
178 CM   12.7 
190.7 CM   6.2 
210 CBM 2.6  Wear (6) < CBM_Threshold (6)   
211 CM   1.5 
270 CBM  10.7 303.2 38.9 308.9   
308.9 CM   5.4 
314.4 CM   3.9 
330 CBM 8  Wear (6) < CBM_Threshold (6)   
390 CBM 18.8 410.1 279.4 669.4   
450 CBM 13.4 669.4 91.3 541.3   
5.6 Discussion 
This study set out with the aim of developing an approach for modelling 
complex maintenance systems using DES. A generic approach as well as 
approaches for common maintenance strategies were presented. Two 
numerical examples were provided to validate the approach. 
The proposed approach enables the modelling of the complexity found in real 
maintenance systems. In particular, the approach enables the modelling of the 
following: 
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 Multi-unit manufacturing systems. Without restrictions on the number of 
units. 
 Non-identical units. Without restrictions placed on the manufacturing or 
the maintenance characteristics of the units. In other words, each unit in 
the system can have its own stochastic manufacturing behaviour as well 
as its own stochastic maintenance behaviour. 
 Several maintenance strategies and policies simultaneously. For the 
purpose of optimisation, each unit can have several applicable 
maintenance strategies. A variable can dictate the selection of a 
maintenance strategy. Therefore, the optimisation can result in a different 
strategy and different parameters for each unit in the system. 
 Maintenance integrated with inter-related systems such as production 
and spare parts management. The proposed approach was designed for 
easy integration with already developed manufacturing systems. This 
enables the utilisation of the maturity DES has reached in production and 
logistics. 
 Complex maintenance systems without over-simplified assumptions such 
as instantaneous repair, perfect maintenance or perfect inspection. 
A typical DES software provides additional features that facilitate and speed up 
the modelling process. For example, machines, labour and breakdown modules 
are built in most of the DES software packages. In addition, visual animation is 
displayed which enhances the communication between stakeholders and 
facilitates the validation process. 
Accessing the event queue appeared to be the most suitable approach for the 
context of this approach. Other approaches were explored during the 
development of the proposed approach including forced breakdowns and using 
dummy machines to trigger machine actions. However, the alternative 
approaches resulted in much more complexity compared to the proposed 
approach. Using forced breakdown and repair does not seem to be able to 
handle more than one maintenance strategy for each machine. As a result, the 
use of additional modules to control maintenance strategies becomes 
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necessary. Similarly, using dummy machines to trigger breakdowns, different 
maintenance activities and the interactions amongst them result in a simulation 
that is at least three times as large as the original model. Furthermore, verifying 
the model becomes difficult.  
Nonetheless, relying on accessing of the event queue seems to somewhat limit 
the generality of the approach to some maintenance strategies. In particular, 
age-based models cannot be modelled using the proposed approach. This is 
due to the fact that stochastic breakdowns will be based on the time the asset 
spends in an operational mode. That will be affected by the stochastic dynamics 
of both production and maintenance. Therefore, the exact simulation time 
cannot be known in advance resulting in inability of access to that event.  
5.7 Summary 
Existing approaches for modelling maintenance rely on oversimplified 
assumptions which prevent them from reflecting the complexity found in 
industrial systems. Such assumptions are related to the scope of the simulation 
model, the number of assets, the manufacturing and maintenance 
characteristics of assets or the number of applicable maintenance strategies in 
the model. 
Here, we develop a novel approach for modelling complex maintenance 
systems. The proposed approach enables the modelling of non-identical multi-
unit manufacturing systems without restrictions on either maintenance or 
manufacturing characteristics. The approach can be integrated with DES 
manufacturing and spare parts models making it possible to build on the 
success DES achieved in these fields. Numerical examples are provided for the 
purpose of validation. 
This modelling approach will serve as a base for future maintenance 
optimisation studies. The ability of modelling simultaneous maintenance 
strategies makes it possible to conduct simulation-based optimisation studies 
where maintenance strategies are optimised for each asset in the system. In 
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other words, the optimisation engine will explore various maintenance strategies 
along with its parameters for each asset.  
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6 FRAMEWORK DEMONSTRATION AND INDUSTRIAL 
CASE STUDIES  
6.1 Introduction 
As described in Chapter ‎2, recent evidence suggests that little research is 
conducted on the simulation optimisation of industrial case studies. This 
prospective study was designed to make an important contribution to the field of 
simulation optimisation by presenting two empirical case studies in addition to 
an academic case study. Data is collected from a tyre re-treading factory and a 
petro-chemical plant. In order to demonstrate its applicability to industrial case 
studies, simulation-based optimisation was conducted using both the proposed 
framework and modelling approach. 
This chapter first outlines the methodology including data collection and 
analysis, the approach to modelling maintenance systems and optimisation 
algorithms utilised in the study. This is followed by a demonstration of the 
framework through an academic case study. Sections ‎6.4 and ‎6.5 present the 
findings of the industrial case studies. Cross case examination and analysis are 
conducted in section ‎6.6 and conclusions are presented in section ‎6.7. 
6.2 Methodology 
6.2.1 Data Collection 
The flowchart in Figure ‎6-1 illustrates the data collection process followed by 
the researcher. The aim was to collect maintenance and production data from 
two manufacturing systems from different sectors. During the initial contact, the 
discussion was focused on the level of data sharing. The researcher would then 
proceed to the next level with companies that show interest by organising an 
explanatory visit. Essential information such as the manufacturing layout and 
maintenance strategies were captured throughout the visit in an initial 
assessment form (see Appendix ‎C.1). Based on the aim, two factories were 
selected. For data confidentiality purposes, these will be labelled as industrial 
case A and industrial case B. 
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Figure ‎6-1 Data collection stages 
The visit usually started with induction and safety training, followed by a site 
tour to all the relevant departments and an explanation of the manufacturing 
processes. A discussion was then conducted to determine which production line 
will be the focus of the research. That is usually decided based on the most 
critical assets from the maintenance point of view where maintenance 
managers are faced with continuous challenges in keeping the equipment 
available as planned. Interviews and site visits were then scheduled with the 
relevant production manager to understand the manufacturing process in detail. 
The data was collected mainly from manuals and records. This was further 
clarified by engineers and managers in the industry. However, if the required 
data was not available due to poor documentation or confidentiality, 
approximate distributions such as Uniform or Triangular distributions are utilised 
by collecting available data such as maximum, mode and minimum values [85]. 
Collected data included a list of all equipment in the production line, the detailed 
record for all maintenance interventions including durations, spare parts 
involved, cost estimations, maintenance technicians as well as PM plans and 
execution. An example of collected data is shown in Appendix ‎C.2. 
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6.2.2 Data Analysis 
Raw data needed to be analysed in order to use it as an input to the simulation 
optimisation process. For example, raw data included the start and finish date 
and time of each maintenance intervention for all assets. Therefore, the 
durations had to be calculated and separated for each asset. In addition, data 
for different maintenance strategies had to be categorised and analysed 
independently. 
In order to capture the variability in maintenance systems, stochastic data were 
fitted into statistical distributions [85]. The analysis included plotting the 
empirical data in a histogram. A statistical software package (Stat-Fit) was used 
to auto-fit the empirical data into theoretical distributions. At this stage, 
transforming some of the input data was required in order to obtain a better fit to 
theoretical distributions. The suggested distribution was further confirmed via 
goodness of fit tests as well as various graphical approaches such as 
Probability - Probability Plot and Quantile - Quantile Plot (see Appendix ‎D.1). 
Witness does not allow imposing minimum and maximum values on some 
statistical distributions, which presents a risk of producing infeasible high values 
in the simulation model [85]. Therefore, times for maintenance actions were 
restricted to the minimum and maximum values found in the empirical data. 
If CBM is investigated in the maintenance system, the degradation process of 
assets needs to be modelled. Condition of assets is monitored by measuring 
the vibration levels. The convention used is to measure the vibration signal 
zero-to-peak (PK) regularly in mm/Sec. A sample of data obtained on condition 
monitoring is shown in Appendix ‎D.2. It is assumed that only maintenance 
interventions can enhance the state of assets and that the degradation process 
is stochastic with independent increments. Therefore, only ascending and 
stationary trends from the condition monitoring data were analysed. To enable 
the modelling of degradation increments, the increments are calculated over 
five day periods. The data points with no increments were considered as ‘no 
changes in the condition indicator’. Minimum, mode and maximum data points 
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are used as an input to a Triangular distribution that defines the degradation of 
the asset.  
6.2.3 Simulation Modelling 
Maintenance strategies were modelled according to the proposed approach 
described in Chapter 5. Main assumptions include perfect maintenance where 
assets become as good as new following maintenance interventions and perfect 
inspections that reveal the real condition of the asset. As shown in Figure ‎6-2, 
MTBF is defined as the mean time between the start of any two consecutive 
failures. 
 
Figure ‎6-2 MTBF notation  
Simulation models were developed by Witness 14 as it is already available 
within the research group. Each simulation is run for a number of replications to 
account for the variability arising from stochastic maintenance and production 
processes. Replications are conducted by running the same simulation model 
while changing the streams of random numbers used to sample from statistical 
distributions. A graphical method [85] is adopted to define a sufficient number of 
replications. It involves plotting the cumulative mean of the simulation output 
over a number of replications. The line becomes flat gradually which suggests 
that sufficient replications have been reached.  
As simulation models start with empty conditions (no parts are present in the 
system), there is a chance of an initialisation bias. Introducing a warm up period 
enables the model to reach a steady state before beginning the optimisation 
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process. Welch’s method [129] cited in [85] is based on calculating the moving 
average of simulation output using the following formula: 
𝑌𝑖(𝑤) =  {
∑ 𝑌𝑖+𝑠
𝑖−1
𝑠=−(𝑖−1)
2𝑖−1
                    if 𝑖 = 1, … , 𝑤
∑ 𝑌𝑖+𝑠
𝑤
𝑠=−𝑤
2𝑤+1
       if 𝑖 = 𝑤 + 1, … , 𝑚 − 𝑤
  
Where: 
𝑌𝑖(𝑤) = moving average of window size 𝑤  
𝑌𝑖 = time-series of output data (mean of the replications)  
𝑖 = period number 
𝑚 = number of periods in the simulation run 
The moving average Yi(w) is plotted in a line graph. The warm-up period is 
identified as the point in simulation time where the line becomes flat. 
6.2.4 Model Validation 
The simulation model was validated considering both white-box and black-box 
validation approaches [85]. In white-box validation, it is determined whether the 
internal construct of the model represent the real world with sufficient accuracy. 
Black-box validation however, aims to determine whether the overall model 
produce results with sufficient accuracy. The purpose of the simulation model is 
to represent the production line and its maintenance operations. 
White-box validation methods were performed by the researcher and a 
simulation expert. It included the following: 
 Checking the model code: continuously revising the code and checking 
the data and model logic. 
 Visual checks: animating the simulation and monitoring the behaviour of 
various elements, running the simulation model event by event and 
comparing the expected behaviour of items against the model. 
 Inspecting output reports for individual elements: This includes built-in 
reports such as asset utilisation, down times, repair times and average 
time a part spends in the system. In addition, specific output to trace 
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asset degradation and the effect of maintenance actions were coded to 
be printed continuously for checks. 
Likewise, black-box validation methods were adopted by comparing the 
simulation results to the current industrial systems. This includes production 
throughput, asset downtimes and asset availability. Historical data were used 
for the purpose of comparison. Additionally, knowledgeable experts from the 
concerned company were engaged to ensure valid representation of the model 
output.  
6.2.5 Single Objective Optimisation 
SOO was run using a Witness plug-in, Witness Optimizer which provides a 
number of optimisation algorithms including SA, Hill Climb and Random 
Solutions. Hill Climb is a local search heuristic algorithm that changes a single 
element in each iteration depending on the objective function performance. The 
main advantage of this algorithm is that it uses less memory and it makes rapid 
progress. However, one of its known limitations is that it performs local rather 
than global search. This will likely result in local optimum solution while there 
might be a better global solution as shown in Figure ‎6-3 [130]. 
 
Figure ‎6-3 Global and local optimum solutions. Adapted from [130] 
Solution space
Objective function
global minimum
local minimum
Initial solution
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In contrast, Random Solutions is simply randomising the values of decision 
variables without a structured algorithm to guide it to better solutions. This 
method can search globally but without the capability to learn from evaluations. 
Therefore it is seen as inefficient and unlikely to result in global optimum. It is 
used to find initial feasible solutions for complex problems [91]. 
Simulated Annealing (SA) combines the advantages of both Hill Climb and 
Random Solutions. The concept comes from the annealing process in 
metallurgy to harden metals. Metals are melted in high temperature at the start 
and then cooled gradually in a controlled environment to obtain desired 
attributes. In simulated annealing, the algorithm is controlled by a factor often 
referred to as the temperature. Similar to the original application, the 
temperature starts high which allows the algorithm to explore the solution space 
even if that means accepting worse solutions. However the temperature 
gradually decreases as the algorithm learns and the focus is switched to finding 
a local improvement to the best solution so far [130]. 
Preliminary analysis was conducted by running the optimisation several times 
while changing the number of evaluation for each algorithm and monitoring the 
performance. It is observed that all three algorithms struggle to improve the 
objective function after around 150 evaluations. Therefore the maximum 
number of evaluations without improvements was set to 200 for all algorithms. 
Experiments were run using Witness optimizer version 5 which is a product of 
Lanner Group. 
6.2.6 Multi-Objective Optimisation 
The simulation model was also linked to an optimisation engine to conduct 
MOO since this capability is not provided by Witness Optimizer. An interface 
was developed to connect Witness to GAnetXL [131], a Genetic Algorithm 
Optimisation add-in for Microsoft Excel. The application is written in C++ to 
allow interactions with Microsoft Excel.  
GAnetXL employs GA which is a population based evolutionary algorithm. The 
first population which contains the first set of decision variables is created 
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randomly. The decision variables are sent to the simulation model for the 
purpose of evaluation. In order to produce the second set of solutions, a 
number of operators are applied including selection, crossover, mutation and 
elitism operators. The selection operator aims to choose from the old population 
to fill a mating pool giving more probability to better solutions. Crossover and 
mutation operators aim to create variations amongst some of the selected 
solutions in the mating pool to produce a new population. The elitism operator 
ensures that better solutions are kept from both old and new populations. In the 
current research, the optimisation process is terminated when it reaches the 
maximum number of generations [132]. 
MOO can result in a set of non-dominated solutions. In other words, a set of 
trade-off solutions where none of them achieve better than the others in all the 
objectives. GAnetXL solves multi-objective optimisation using Non-dominated 
Sorting GA (NSGA II) where the elitism operator ensures the new populations 
incorporate the non-dominated solutions [132]. The crossover rate used in this 
research is 0.8 whereas the mutation rate is 0.05. Similar values for these 
operators were used in simulation based optimisation of maintenance using GA  
[40; 47]. 
The simulation optimisation was run using population size of 50 for 100 
generations. The number of generations is increased gradually if the algorithm 
is showing progress. Similarly, population sizes of 75 and 100 are used. Each 
combination of population size and generations was run using three different 
random seeds. Non-dominated solutions from the different random seeds were 
used to plot the data.  
6.3 Academic Case Study 
6.3.1 Description of the Manufacturing System  
This section demonstrates the framework using a published case study [36]. As 
illustrated in Figure ‎6-4, the manufacturing system consists of six non-identical 
machines. There are buffers after each machine with the exception of machine 
6 where processed parts are shipped out of the system. Spare parts provision 
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follows a (s, Q) policy where s is the minimum threshold and Q is the number of 
units ordered. Only three technicians are available in the maintenance crew. 
 
Figure ‎6-4 The manufacturing system layout. Source [36] 
Failure patterns for machines are assumed to follow Weibull and Exponential 
distributions, two of the most widely used distributions to model lifetime in 
reliability and maintenance engineering [133]. Cycle times follow Triangular 
distribution and vary between machines. Repair times for CM and PM tasks 
follow a Uniform distribution and vary between machines as well. All related 
distributions along with their parameters are shown in Table ‎6-1. 
Table ‎6-1 Cycle times, breakdown patterns and repair times for the 
manufacturing system. 
Machine Cycle time Breakdown 
pattern 
CM duration PM duration 
Mc1 Triangle(3, 6, 12) Weibull(2, 3) IUniform (1,3) IUniform (0.2,1) 
Mc2 Triangle(4, 5, 11) Weibull(4, 2) IUniform (1.2,3.5) IUniform (0.8,2.5) 
Mc3 Triangle (3,9,10) Weibull(2, 2.5) IUniform (1.7,2.3) IUniform (1,1.5) 
Mc4 Triangle (5,9,10) Weibull (3,1) IUniform (1.5,3) IUniform (1,1.5) 
Mc5 Triangle (7,9,13) NegExp (2.5) IUniform (0.7,2.5) IUniform (0.5,1.6) 
Mc6 Triangle (5,10,14) NegExp (3) IUniform (1,2.2) IUniform (0.4,1.8) 
Spare provision policy is under continuous review and it includes (s, Q) where Q 
units are ordered each time the stock level reaches s. Lead times are stochastic 
and follow a uniform(72, 168) distribution. 
All machines are subject to CM when their degradation reaches a specific 
threshold. They are also subject to PM at predetermined intervals (PMfreqi). PM 
and CM cannot occur at the same time. If a machine is broken down, all PM 
activities will be postponed until the machine is fixed. If a machine is undergoing 
preventive maintenance it will not be working and thus its degradation level 
Mc1
Mc6Mc5
Mc4
Mc3
Mc2
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remains constant. Maintenance resources are centralised. Therefore, in the 
event of a breakdown or a scheduled maintenance a signal is sent to 
maintenance technicians. If available, a technician is sent directly to perform the 
task and will be locked for the duration of the task. Upon the completion of the 
task, the technician will be sent back to the resources pool. Transportation 
times from and to the resources pool are neglected. A first-come, first-serve 
policy is adopted where the priority is given to the first occurring task. 
Maintenance tasks are assumed to be perfect where the machine becomes as 
good as new after maintenance actions. In addition, machines are assumed to 
deteriorate only when in use. 
Maintenance cost includes the cost of both preventive and corrective 
maintenance tasks and is incurred whenever these tasks are executed. The 
cost of spare parts includes the cost of ordering which is incurred whenever 
inventory for the spare part of asset i (SPi) falls below the reorder level si and 
the cost of holding which is incurred for every unit of time a spare part spends in 
the inventory. Unavailability cost is incurred for every time unit a machine is not 
available due to maintenance tasks, shortage of spare parts or waiting for 
labour. The costs are constant during the simulation and are as follows: 
 Corrective maintenance = 2000/task 
 Preventive maintenance = 750/task 
 Holding cost = 2/unit/hour 
 Order cost = 100/order 
 Unavailability penalty = 300/ unavailable machine hour 
Hours were considered to be the time unit for the simulation. The model was 
run for 10 years = 87600 hours with a warm up period of 1 year = 8760 hours 
and 3 replications. 
6.3.2 Framework Demonstration 
The framework is followed step by step as follows: 
1. Define the scope of the optimisation: Maintenance optimisation is 
conducted on critical machines only: 1, 4 and 6. In this example, it is 
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possible to alter the spare management policy. However, it is not possible to 
alter any production measures. Therefore the optimisation scope will include 
both maintenance and spare parts policy. Spare parts policy parameters for 
each machine, namely s and Q will be considered as decision variables. 
2. Identify applicable maintenance strategies and policies: CM will be set 
as a possible maintenance strategy for all three machines. In addition, time-
based PM is applicable in all three machines. Therefore, PM frequencies will 
be considered as decision variables. However, neither CBM nor self-
maintenance are applicable to any machine in this manufacturing system. 
3. Formulate the objective function: Production schedules are mostly stable 
and this optimisation does not aim to improve quality initiatives. Both 
minimising the cost and maximising the availability are considered important 
in this case. Machine unavailability incurs cost and can be incorporated in 
the cost function. Therefore, minimising the total cost will be the only 
objective. We consider the optimisation scope when detailing the cost 
function. As we are optimising maintenance and spare parts jointly, spare 
parts costs including the order and holding costs will be part of the cost 
function. In addition, both CM and PM maintenance costs will be detailed 
and added to the cost function. Hence, the objective function ‘Total Cost’ 
can be formulated as follows: 
Minimise Total Cost= maintenance cost+ spare parts cost+ unavailability cost 
Where,  
Maintenance cost = PM cost + CM cost, and, 
Spare parts cost= order cost+ holding cost 
4. Define the decision variables: Nine decision variables have been identified 
in the previous steps. These are the spare parts policy parameters (s, Q) as 
well as the preventive maintenance frequency PMfreq for the selected 
machines (i): 1,4 and 6. Three additional decision variables (MSi) are 
required to reflect the choice of maintenance strategy, either CM or PM. No 
more decision variables are required in this problem. 
5. Define constraints: The maintenance system is well-known and therefore 
there is sufficient knowledge to define bounds for all decision variables. The 
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reorder level si can range between 0 to 15 while the order quantity Qi can 
range between 1 and 15. PM frequency for all machines (PMfreqi) can range 
between 1 and 3 weeks. MS will be either 0 if the selected maintenance 
strategy is CM or 1 if the selected maintenance strategy is PM. In addition, 
MS will be incorporated in the variable bounds for PMfreq to ensure it results 
in 0 if the selected maintenance strategy is CM [134]. No other constraints 
are required at this problem. Therefore the problem can be formulated as 
follows: 
Minimise Total Cost= maintenance cost+ spare parts cost+ unavailability cost 
1 week * (MSi) <PMfreqi< 3 weeks * (MSi) 
MSi= 0 for CM or 1 for PM 
0 <si< 15 
1 <Qi< 15 
Where i= 1, 4 and 6 
6. Select the optimisation algorithm: Following the framework results in the 
selection of algorithms for SOO. In addition, the current optimisation problem 
requires a global search. Amongst the available options provided by the 
framework is Simulated Annealing (SA). It is selected due to its availablility 
within the simulation software (WITNESS). The results of SA will be 
compared to two other optimisation algorithms available in WITNESS, 
namely Hill Climb and Random Solutions. Most of the algorithm settings are 
left to be set automatically including SA parameters such as splitting large 
variables, initial parameters, cooling rate and cooling steps. The maximum 
number of scenarios is set based on the number of possible solutions for the 
optimisation problem. As illustrated in Table ‎6-2, the solution space is vast 
which requires a large number of evaluations. Simplifying the problem may 
be possible which will be investigated in the next step. The maximum 
number of evaluations for all algorithms is set to 1,000 whereas up to 200 
moves are allowed without improvement. 
 119 
Table ‎6-2 Possible solutions for the optimisation  
Variables Ranges Current possible choices 
possible choices 
after 
simplification 
Remarks 
PMfreq1 168 504 336 14 changed from hour to day 
PMfreq4 168 504 336 14 changed from hour to day 
PMfreq6 168 504 336 14 changed from hour to day 
s1 0 15 16 8 changed from step 1 to step 2 
s4 0 15 16 8 changed from step 1 to step 2 
s6 0 15 16 8 changed from step 1 to step 2 
Q1 1 15 15 8 changed from step 1 to step 2 
Q4 1 15 15 8 changed from step 1 to step 2 
Q6 1 15 15 8 changed from step 1 to step 2 
MS1 0 1 2 2 changed from step 1 to step 2 
MS4 0 1 2 2 no change 
MS6 0 1 2 2 no change 
Possible solutions 4,195,092,529,152,000 5,754,585,088  
7. Set the simulation optimisation: Variability analysis is conducted in order 
to set the required number of replications. As shown in Figure ‎6-5, the 
simulation is run repeatedly while the objective function (Total Cost) is 
recorded for each replication. In addition, a moving average is calculated. 
The moving average line seems to stabilise around the 16th replication and 
hence the number of replications will be set to 16 to ensure we obtain a 
better estimate of (Total Cost) mean. Warm-up period is set to five days to 
avoid the initialisation bias since the manufacturing system starts with no 
parts in machines or buffers. The run length is set to one year to reflect the 
fact that the maintenance department plans annually for its operations. The 
cost baseline in the model before optimisation is 1,520,508 cost units. 
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Figure ‎6-5 Variability analysis for the academic case 
One simulation run requires an average of 1 minute and 17 seconds on a 
PC with Intel Core i7-2600 CPU @ 3.40 GHz. At least several thousand 
evaluations are required for a problem with similar search space which 
consumes a long time. A thousand evaluations using SA are run with the 
current optimal formulation before attempting to simplify the problem. 
Figure ‎6-6 shows the objective values (maintenance cost) for each 
simulation optimisation run. In addition, the best result achieved (minimum 
maintenance cost) is tracked during the simulation optimisation cycle. The 
optimisation resulted in cost reduction of 16.6% compared to the base 
model. The whole simulation optimisation required 18 hours and 45 minutes 
to run. It is observed that small changes in the variables PMfreqi
 have 
insignificant effect on the total cost. Therefore it seems that simplifying the 
problem by discretising the decision variables will reduce the solution space 
with possibly minimal effect on the objective function. 
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Figure ‎6-6 Optimisation results before simplifying the problem 
The problem can be simplified by planning the PM for each machine by day 
instead of hour which reduces the possible values for each PMfreq from 336 
to 14. In addition, both order quantity and order level can change two values 
at a time halving the number of their possible values. The solution space is 
reduced drastically as shown in Table ‎6-2. In addition to cost, the production 
throughput is considered an important measure to be taken into account 
when planning maintenance. Therefore, it will be tracked and recorded as a 
response in all simulation optimisation runs. 
Table ‎6-3 presents a comparison of the best results achieved by each 
optimisation algorithm for the simplified problem along with computation time 
and number of evaluations. As described in Section ‎6.2.4, the maximum 
number of evaluations without improvements was set to 200 for all 
algorithms. SA achieved the best result with 16.7% reduction in the total cost 
compared with the base model. The optimisation was terminated after 684 
evaluations because it did not achieve an improvement in the objective 
function for 200 consecutive evaluations. The total computation time was 15 
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hours. It is interesting to note that by simplifying the problem, SA achieved a 
slightly better result consuming much less computation expenses. 
Table ‎6-3 Computation time and best results for different optimisation algorithms  
Optimisation algorithm Number of 
evaluations 
Computation 
time 
(hh:mm) 
Best result 
(cost reduction 
%) 
1 Random Solutions 1,000 21:56 -14.5% 
2 Hill Climb 459  09:48 -12.9% 
3 Simulated Annealing 684 15:00 -16.7% 
8. Decision making: Figure ‎6-7 compares the best performance for the three 
optimisation algorithms. Hill climb converged rapidly but it struggled to 
achieve significant improvements after the 28th evaluations and it could not 
achieve any improvement after the 259th evaluation. This result may be 
explained by the fact that Hill Climb is not capable of conducting global 
search and therefore is bound to be trapped in a local minimum. This is 
further supported by the fact that both Random Solutions and SA were able 
to find better solutions. 
 
Figure ‎6-7 Comparison of the algorithms' performance  
The firm’s management might consider spending up to 10% more on 
maintenance if that will result in achieving higher productivity defined by the 
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total throughput of the manufacturing system. Figure ‎6-8 below provides the 
outcomes obtained from plotting throughput vs. cost for the best 10% of the 
SA optimisation results. From the chart, it is apparent that the minimum cost 
corresponds with the maximum throughput. This could be because the 
production line has reached its maximum capacity, making additional 
investments in maintenance infeasible. Therefore the firm’s management 
would not have to attempt to balance throughput and maintenance cost for 
this problem. 
 
Figure ‎6-8 Plotting Cost vs. Throughput for the best 10% of the results 
Nonetheless, the optimisation resulted in more than 100 solutions where the 
cost is in the range of 1% more than the minimum cost achieved while the 
throughput is 1080 which is the maximum value reached. Table ‎6-4 presents 
the top ten optimal solutions. From this data, we can see that the optimal 
maintenance strategy is PM for all machines. In addition, PM frequency does 
not change for the top ten solutions. Some spare management policy 
parameters such as Q4 and Q5 change resulting in a slight change in the 
cost function. Other considerations that were not taken into account in this 
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study might affect the choice of the optimal solution such as quantity 
discounts. 
Table ‎6-4 Top ten optimal solutions 
Scenario A B C D E F G H J I 
Cost 1,266,117 1,266,142 1,266,261 1,266,273 1,266,286 1,266,292 1,266,317 1,266,404 1,266,417 1,266,417 
PMFreq1 384 384 384 384 384 384 384 384 384 384 
PMFreq4 216 216 216 216 216 216 216 216 216 216 
PMFreq6 216 216 216 216 216 216 216 216 216 216 
MS1 1 1 1 1 1 1 1 1 1 1 
MS4 1 1 1 1 1 1 1 1 1 1 
MS6 1 1 1 1 1 1 1 1 1 1 
Q1 5 5 5 5 5 5 5 5 5 5 
Q4 5 5 3 5 3 5 3 11 11 11 
Q6 11 7 11 7 7 15 11 5 11 11 
s1 4 4 4 4 4 4 4 4 4 4 
s4 2 2 2 2 2 2 4 2 4 2 
s6 4 4 4 6 4 4 4 4 4 4 
Throughput 1080 1080 1080 1080 1080 1080 1080 1080 1080 1080 
6.4 Industrial Case A 
6.4.1 Description of Factory A  
Industrial case A takes place in a tyre re-treading factory comprised of two main 
production lines:  
 Trucks and lorries 
 Tractors and heavy equipment 
The production line for trucks is considered more critical as it is experiencing 
greater demand. Therefore it was selected for the case study. As illustrated in 
Figure ‎6-9, the production line involves eleven processes as follows: 
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Figure ‎6-9 Tyre re-treading manufacturing process – trucks production line 
1. Initial inspection: casing is thoroughly inspected by a technician who 
determines if it is suitable for re-treading and if so the type of work to be 
performed on the tyre 
2. Buffing: the worn tyre tread is entirely removed from the casing. The 
technician buffs and cuts the tyre to a specific radius and diameter on an 
expandable station 
3. Skiving: embedded foreign objects and loss wires are removed to 
ensure a clean and solid surface 
used tiresinitial inspection
buffingskiving
cementing
repairing
tread cutting
tread preparation
tread buildingenveloping
curingfinal inspection
Start
End
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4. Cementing: a thin layer of concentrated rubber solution is sprayed on 
the casing 
5. Repairing: minor defects such as small punctures and holes are fixed  
6. Tread cutting: treads are prepared and cut for each tyre according to its 
size and customer requirements 
7. Tread preparation and building: a new layer of compact pre-cured 
tread is built on the tyre casing. A thin layer of special bonding rubber is 
placed between the pre-cured tread and the casing 
8. Enveloping: the tyre is bagged in a flexible envelope then vacuumed 
completely 
9. Curing: the tyre is positioned in a heated chamber to start the process of 
vacuumisation under high pressure which results in a homogenous and 
permanent bonding of the pre-cured tread to the tyre casing 
10. Unloading: taking the tyres from the chamber and separating it from the 
envelop 
11. Final inspection: the re-treaded tyre is inspected thoroughly before 
shipping to customers 
The cycle times for each process are shown in Table ‎6-5. 
 127 
Table ‎6-5 Case A machine cycle times 
 Process 
Number of 
workstations 
Cycle time (hours) 
Setup time 
(hours) 
1 Initial inspection 1 Triangle (0.05,0.08,0.25) N/A 
2 Buffing 1 Triangle (0.08,0.13,0.25) N/A 
3 Skiving 3 Triangle (0.05,0.25,0.5) N/A 
4 Cementing 1 Triangle (0.08,0.1,0.12) N/A 
5 Repair 2 Triangle (0,0.12,0.5) N/A 
6 Tread cutting 1 Triangle (0.07,0.08,0.17) N/A 
7 
Tread preparation and 
building  
1 Triangle (0.08,0.17,0.25) N/A 
8 Enveloping  1 Triangle (0.08,0.12,0.20) N/A 
9 Curing 1 Triangle (4,5,6) 0.17  
10 Unloading 1 Triangle (0.003,0.03,0.08) N/A 
11 Final inspection 1 Triangle (0.03,0.08,0.12) N/A 
All machines require labour to operate except curing. However, the curing 
machine needs a labour to set it up which involves loading tyres to the chamber 
and switching the machine on. Therefore, the curing process can continue to 
work out of shift hours since it does not need any operators. As shown in 
Table ‎6-6, most workers are multi-skilled which enables the production manager 
to reschedule the workforce regularly to ease bottlenecks.  
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Table ‎6-6 Labour skills in case A 
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Labour 1            
Labour 2            
Labour 3            
Labour 4            
Labour 5            
Labour 6            
Labour 7            
Labour 8            
Labour 9            
Labour 10            
Labour 11            
There are two possible rejection scenarios for tyres within the production line: 
1. 30% are rejected at the initial inspection mainly because they are 
deemed unsuitable for re-treading 
2. 5% are rejected from the skiving area. The operator can see defects in 
the case now more clearly having the old tread removed. This results in 
finding some tyres that are not suitable for re-treading 
In addition, there is a rework loop: 
 5% of tyres fail the final inspection stage and have to go back to tread 
preparation and building  process and then proceed again as normal  
Figure ‎6-10 shows the simulation layout for Case A. 
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Figure ‎6-10 Case A simulation layout 
6.4.2 Maintenance Operations 
Documentation of maintenance interventions is minimal. No records are held for 
downtimes and reasons of failure. In addition, CM is the only applied 
maintenance strategy. The explanation given by the factory management was 
that most breakdowns can be fixed manually by the operator in a relatively short 
time. However, there are a few incidents where breakdowns resulted in long 
unavailability but it was not possible to track the details due to poor 
documentation. Therefore, all maintenance data were captured from the 
maintenance team. Repair times follow the triangular distribution which uses 
three parameters: minimum, mode and maximum [85]. MTBF data follow the 
Uniform distribution which uses minimum and maximum parameters since it 
was not possible to establish the mode parameters. The most critical processes 
from maintenance point of view as well as their associated breakdown and 
repair data are shown in Table ‎6-7. 
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Table ‎6-7 Industrial case A breakdown and repair data 
Machine MTBF (hours) Repair time (hours) 
Buffing Uniform(160, 192)  Triangle (1, 10,30)  
Cementing  Uniform(160, 192) Triangle (1,1.5,2) 
Building machine Uniform(320, 384) Triangle (1,4,20) 
Enveloping  Uniform(160, 192) Triangle (1.5,2,2.5) 
Curing Uniform(1920, 2304) Triangle (24,48,72) 
Several assumptions were necessary to model PM. PM repair times are a third 
of CM repair times. In addition, PM is conducted internally and involves routine 
maintenance activities such as changing or topping oil, lubricating, cleaning, 
fixing electric wires …etc. However, CM often involves spare parts and requires 
professionals from outside the factory. This will be reflected in higher 
maintenance costs for CM as can be expected. Table ‎6-8 presents both CM 
and PM costs in US Dollars ($). CM costs vary depending on the type of failure. 
For example, the buffing machine frequently breaks down as result of a broken 
gear which has to be fixed at an external workshop. The enveloping machine 
breakdown is due to a broken arm and can be fixed internally by replacing the 
part or using welding. 
Table ‎6-8 CM and PM costs for case A 
Machine (Mci) CM costs ($) PM costs ($) 
Buffing (Mc1) 3,200 300 
Cementing (Mc2) 1,200 200 
Building (Mc3) 450 150 
Enveloping (Mc4) 200 50 
Curing (Mc5) 3,500 400 
6.4.3 Simulation Based Optimisation for Case A Maintenance 
System 
The framework is followed step by step as follows: 
1. Define the scope of the optimisation: The assets in interest are already 
identified as shown in Table ‎6-7. Currently, the firm’s management is 
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interested in investigating maintenance strategies only. As the factory is 
located in an industrial area, spare parts are available locally from several 
suppliers. Investing in a warehouse for spare parts is not being considered. 
In addition, the management were not considering investing in creating more 
buffer spaces for Work In Progress. 
2. Identify applicable maintenance strategies and policies: In addition to 
CM, time-based PM is applicable for the critical machines. CBM will require  
investment and skilled labour which is not a possibility in the current 
situation. 
3. Formulate the objective function: The two relevant objectives for this case 
are maximising the production throughput and minimising the maintenance 
cost. The maintenance cost function consists of CM and PM costs. 
4. Define the decision variables: In addition to the maintenance strategy and 
the PM frequency for each machine, an additional decision variable from the 
maintenance resources group is considered. Up to two maintenance 
technicians costing each $24,000 per year can be hired to assist with 
maintenance actions as opposed to the current situation where operators 
are conducting the maintenance tasks. 
5. Define constraints: There is not sufficient knowledge to set the bounds for 
the PM frequency for each machine. Therefore, an estimate is made based 
on the minimum and maximum MTBF data. PM frequency bounds will be set 
to be between half the minimum MTBF and twice the maximum MTBF for 
each machine. Maintenance strategies (MSi) can be either 0 or 1 which 
represents CM and PM respectively. In addition, the variable MSi will be 
included in the bounds of PMfreqi to force it to equal to zero if the chosen 
maintenance strategy was CM. Maintenance technicians can range between 
0 and 2. 
The optimisation problem can be formulated as follows: 
Minimise: Maintenance Cost 
Maximise: Production Throughput 
Subject to: 
80 * (MS1) <PMfreq1< 288 * (MS1) 
80 * (MS2) <PMfreq2< 288 * (MS2) 
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160 * (MS3) <PMfreq3< 576 * (MS3) 
80 * (MS4) <PMfreq4< 288 * (MS4) 
960 * (MS5) <PMfreq5< 3456 * (MS5) 
 
MS1= 0 for CM or 1 for PM 
MS2= 0 for CM or 1 for PM 
MS3= 0 for CM or 1 for PM 
MS4= 0 for CM or 1 for PM 
MS5= 0 for CM or 1 for PM 
 
0 < Maintenance technician <2 
6. Select the optimisation algorithm: The framework suggests suitable 
optimisation algorithms based on a series of questions. The current 
optimisation problem is multi-objective. In addition, it requires global search. 
NSGA II is one of the options provided by the framework for similar 
problems. As Witness Optimizer does not include the required optimisation 
algorithm, GANetXL was connected to Witness as described in Section ‎6.2. 
7. Set the simulation optimisation: The simulation run-length is set to two 
years. A variability analysis was conducted to establish the required number 
of replications. As can be seen from Figure ‎6-11, throughput begins to 
stabilise around the 8th replication. However, when considering maintenance 
cost, the moving average starts to stabilise after the 13th replication. 
Therefore, the number of replications will be set to 13 for this case.  
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Figure ‎6-11 Variability analysis for case A simulation model considering 
throughput as an objective 
 
 
Figure ‎6-12 Variability analysis for case A simulation model considering 
maintenance cost as an objective 
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can be concluded from both figures that 30 days is sufficient for the model to 
settle into steady state.  
 
Figure ‎6-13 Warm-up analysis for case A simulation model considering 
throughput as an objective 
 
Figure ‎6-14 Warm-up analysis for case A simulation model considering 
maintenance cost as an objective 
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random seeds. Starting with a population size of 50 and 100 generations, 
the number of generations is increased gradually as long as GA is making 
progress. If no significant improvements in the results are apparent, the 
population size is set to 75 and then 100 and the process is updated. Only 
non-dominated solutions from the different random seeds were used to plot 
the data. The full optimisation plan along with computational expenses are 
shown in Appendix ‎E.1. 
The non-dominated optimal solutions for each combination of population 
size and number of generations are shown in Appendix ‎E.2. It is observed 
that none of the optimal solutions are close to the boundary set previously 
for decision variables. Therefore, there is no need to re-set the variables 
bounds and repeat the experiments. 
8. Decision making: The current business environment is generally stable. 
MOO produces a number of non-dominated solutions. This provides 
flexibility to the decision maker since trade-off analysis can be made as the 
business environment changes. 
Figure ‎6-15 presents the results for a population size of 50. The results 
improved gradually while increasing the number of generations. However, 
the improvements in 400 generations were limited. It is interesting to 
observe that higher number of generations produce less spread and fewer 
solutions. It is possible that the pareto front is narrow. Therefore, as the 
algorithm converge we get fewer solutions.  
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Figure ‎6-15 Case A Non-Dominated solutions: population size: 50, number of 
generations: 100, 150, 200, 300 and 400. (Some data points are not shown in the 
graph) 
The algorithm made little progress for different number of generations of 
population size 75 as shown in Figure ‎6-16. In addition, changes in the 
spread or number of solutions are minimal. In general, population size 75 
achieved better results compared with population size 50. 
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Figure ‎6-16 Case A Non-Dominated solutions: population size: 75, number of 
generations: 100, 150, 200, 300 and 400. (Some data points are not shown in the 
graph) 
Population size 100 was run for 100, 150 and 200 generations only due to 
the limited progress made (see Figure ‎6-17). The spread was significantly 
less than that of both population sizes 50 and 75. 
 
Figure ‎6-17 Case A Non-Dominated solutions: population size: 100, number of 
generations: 100, 150, 200 
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All non-dominated solutions are plotted in Figure ‎6-18. In addition, the 
complete solutions including the optimal decision variables for all non-
dominated solutions are shown in Appendix ‎E.2. The curve representing 
population size 75 and 400 generations appears to achieve the best 
solutions resulting in maximum production throughput and minimum 
maintenance cost. 
 
Figure ‎6-18 Case A all Non-Dominated solutions. (Some data points are not 
shown in  the graph) 
The optimal solutions for the population size 75 and 400 generations are 
shown in Table ‎6-9. All the optimal solutions consider PM for all machines. In 
addition, no maintenance technicians are considered. Therefore, it can be 
concluded that PM is the optimum strategy for all machines and no 
additional specialised maintenance technicians are required at this stage. 
Selecting the optimum PMfreq from the set of non-dominated solutions 
depends on the business environment and whether investing more in 
maintenance can be justified by the increase in the production output. 
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Table ‎6-9 Case A non-dominated solutions, population size: 75, number of 
generations: 400 
Decision Variables Objectives 
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Throughput 
(Tyres) 
Cost ($) 
 158   159   313   158   1,884   1   1   1   1   1  0  15,334.54   29,050.00  
 158   159   313   156   1,884   1   1   1   1   1  0  15,341.85   29,100.00  
 160   159   314   135   1,895   1   1   1   1   1  0  15,345.69   29,400.00  
 160   154   306   145   1,911   1   1   1   1   1  0  15,347.08   29,600.00  
 160   158   282   147   1,903   1   1   1   1   1  0  15,351.92   29,650.00  
 160   154   274   145   1,903   1   1   1   1   1  0  15,352.15   29,900.00  
 160   147   306   147   1,903   1   1   1   1   1  0  15,352.23   29,950.00  
 160   158   314   159   1,405   1   1   1   1   1  0  15,353.92   30,250.00  
 160   158   314   159   1,389   1   1   1   1   1  0  15,355.62   30,650.00  
 159   159   318   154   1,389   1   1   1   1   1  0  15,356.77   30,700.00  
 160   159   274   157   1,407   1   1   1   1   1  0  15,356.92   30,750.00  
 160   154   274   159   1,407   1   1   1   1   1  0  15,357.08   30,900.00  
 159   159   270   152   1,405   1   1   1   1   1  0  15,364.92   30,950.00  
 160   159   274   143   1,391   1   1   1   1   1  0  15,368.92   31,350.00  
 160   154   274   147   1,389   1   1   1   1   1  0  15,371.54   31,450.00  
6.5 Industrial Case B 
6.5.1 Description of Factory B  
Industrial case B is held in a large petrochemical company. Its products include: 
Aromatics, Acetic Acid, Purified Terephthalic Acid (PTA) and Bottle Grade 
Chips (PET) as illustrated in Figure ‎6-19. 
 
Figure ‎6-19 Plants in industrial case B 
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are held separately in an asset management software. The focus of the current 
study is on one production line in the Polyester Plant, namely, Solid State 
Polycondensation (SSP) line. Polyester is formed by the polycondensation of 
PTA and Ethylene Glycol (EG) in a continuous manner using specialised 
catalyst in a series of reactors. The manufacturing process in SSP is illustrated 
in Figure ‎6-20. 
 
Figure ‎6-20 SSP flow diagram 
Four main processes are involved as follows: 
1. Pre Crystallisation: 
 Amorphous chips from the silo are conveyed via pneumatic conveying & 
rotary feeder into buffer vessels in which throughput of SSP is controlled 
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 Chips are partially crystallised in the fluidised bed with a closed loop hot 
air system 
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2. Crystallisation 
 Chips are heated & further crystallised in the Rotary Crystalliser  
 Hot pure Nitrogen from Nitrogen Purification Unit (NPU) is passed 
through the crystalliser to separate Oligomer, Acetaldehydes & moisture 
etc. 
3. Solid State Polymerisation Reactor 
 Chips from the Crystalliser are fed to SSP reactor via a vertical tube 
 The partially crystallised chips are subjected to high temperature 
treatment in O2 and H2O free environment  
 Removal of volatile impurities (H2O, EG etc.) is accomplished by 
diffusion to chips surface and carried out by hot pure nitrogen stream 
4. Cooling and de-dusting: The hot chips from reactor are cooled and de-dust 
for bagging  
The residence time for fluids in each stage is shown in Table ‎6-10. 
Table ‎6-10 Residence time for fluids in each stage 
 Stage Residence time (hours) 
1 Pre Crystallisation Uniform (0.33,0.5) 
2 Crystallisation Uniform (0.5,1.0) 
3 Solid State Polymerisation Reactor Uniform (10,20) 
4 Cooling and de-dusting Uniform (0.67,0.83) 
As fluid is continuously moving in the production line, if one machines breaks 
down, the whole line will be stopped. In addition, if the production line is 
stopped continuously for two hours or more, it has to be drained. Therefore, all 
machines will scrap the fluids. The simulation layout is shown in Figure ‎6-21. 
 
Figure ‎6-21 Case B simulation layout 
Pre-
Crystallisation
Start End
Amorphous
Chips
Crystallisation
Solid State 
Polymerisation 
Reactor
Cooling & 
De-dusting
 142 
6.5.2 Maintenance Operations 
A range of maintenance strategies are applied including CM, OM and CBM. 
Table ‎6-11 shows CM and OM data. The standard rate for a labour hour is 
$144. However, OM costs 66% less since it can occur when the asset has just 
been maintained. An additional cost of $5,000 is incurred whenever CM occurs 
to reflect the fact that unscheduled breakdowns can result in relocation of 
maintenance and operation resources. CBM requires an investment of $50,000 
per machine to cover the costs of required equipment, software, support and 
training. Each scheduled inspection costs $432 which includes taking the 
measurement and conducting the required analysis. 
Table ‎6-11 CM and OM data for case B 
Asset MTBF CM Repair time OM repair time 
Pre-Crystalliser Weibull (0.586, 598) 1/ Gamma (0.564, 
0.391) 
1/ Beta (0.744, 
14.6) 
Crystalliser Gamma (0.61, 3830) 1/ Gamma (0.92, 
0.309) 
Triangular (1, 12, 
180) 
Reactor Weibull (0.676, 969) 1/ Beta (0.507, 
1.22) 
Triangular (1, 8, 
1080) 
Cooling Gamma (0.563, 3350) 1/ Beta (0.529, 
1.99) 
Triangular (1, 28, 
240) 
The condition of each machine is modelled according to the data presented in 
Table ‎6-12. Inspections are conducted while the production line is operated. 
Whenever a maintenance action occurs on a machine, the condition is reset to 
the normal operation level. 
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Table ‎6-12 Condition monitoring data for case B 
Asset Probability of no 
change in the 
condition indicator 
Asset degradation (PK 
mm/Sec) / 5 days 
Normal operation 
level (PK mm/Sec) 
Pre-Crystalliser 63% Triangular (0.103, 0.207, 
0.413) 
0.43 
Crystalliser 84% 0.1 2.65 
Reactor 53% Triangular (0.105, 0.209, 
5.018) 
1.85 
Cooling 15% Triangular (0.102, 0.1021, 
0.562) 
1.85 
6.5.3 Simulation Based Optimisation for Case B Maintenance 
System 
The framework is followed step by step as follows: 
1. Define the scope of the optimisation: Discussions with both production 
and maintenance teams resulted in the identification of the critical assets as 
shown in Table ‎6-10. Spare parts policies are decided centrally for the whole 
corporation. Therefore, it is not possible to alter spare parts parameters. In 
addition, it is not possible to invest in extra buffer systems. As a result, the 
optimisation scope will be limited to the maintenance system only. 
2. Identify applicable maintenance strategies and policies: In addition to 
considering CM as a maintenance strategy, OM is considered since the 
production line is continuous and the opportunity of a breakdown can be 
seized to conduct maintenance actions. CBM with periodic inspections is 
applicable and is considered as a possible maintenance strategy. It appears 
that CBM with periodic inspections is more efficient than time-based PM. 
This is because in the latter, maintenance is preformed regularly forcing a 
shutdown without considering the condition of assets. Inspections in CBM 
are conducted without affecting the operational status of the production line. 
The production line will be stopped to execute CBM only when it is 
necessary. Therefore, time-based PM is not considered in this case. 
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3. Formulate the objective function: Maximising production throughput is the 
main concern for the company. However, this objective has to be achieved 
at the minimum possible cost. Maintenance costs include the costs of 
conducting CM, OM and CBM. 
4. Define the decision variables: The decision variables suggested by the 
framework are: the maintenance strategy for each machine, the inspection 
frequency for each machine and the CBM threshold for each machine. No 
other decision variables are required for this problem. 
5. Define constraints: OMi, CMi and CBMi are defined as decision variables 
that represent the selected maintenance strategy for each machine. The 
value 1 means the maintenance strategy is selected whereas the value 0 
means the maintenance strategy is not selected. Since only one 
maintenance strategy can be selected for each machine at any time, the 
following constraint needs to be added: OMi + CMi + CBMi = 1 
Inspections bounds can be set to take place between 15 and 60 days. CBM 
threshold values range between the normal operation level and the 
maximum vibration level. The optimisation problem can be defined as 
follows: 
Minimise: Maintenance Cost 
Maximise: Production Throughput 
Subject to: 
0.43 <CBM threshold1< 14 
2.65 <CBM threshold2< 14 
1.85 <CBM threshold3< 15 
1.85 <CBM threshold4< 14 
0 <OM1< 1 
0 <CM1< 1 
0 <CBM1< 1 
0 <OM2< 1 
0 <CM2< 1 
0 <CBM2< 1 
0 <OM3< 1 
0 <CM3< 1 
0 <CBM3< 1 
0 <OM4< 1 
0 <CM4< 1 
0 <CBM4< 1 
OM1 + CM1 + CBM1 = 1 
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OM2 + CM2 + CBM2 = 1 
OM3 + CM3 + CBM3 = 1 
OM4 + CM4 + CBM4 = 1 
360 <Inspection frequency1< 1440 
360 <Inspection frequency2< 1440 
360 <Inspection frequency3< 1440 
360 <Inspection frequency4< 1440 
 
OMi, CMi, CBMi and Inspection frequencyi are integers 
6. Select the optimisation algorithm: Following the framework flowchart 
results in selecting multi-objective optimisation as well as a problem that 
requires global search. As a result, NSGA II is one of the alternative 
optimisation algorithms that are suitable for this type of problem. It is 
selected to solve the optimisation problem in hand. 
7. Set the simulation optimisation: The simulation run-length is 3 years. 
Figure ‎6-22 and Figure ‎6-23 show the variability analysis of the simulation 
model considering throughput and maintenance cost as the objective 
respectively. It appears that the objective function stabilise after 11 
replications. Therefore, it will be selected as the number of replications for 
this case. 
 
Figure ‎6-22 Variability analysis for case B simulation model considering 
throughput as an objective 
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Figure ‎6-23 Variability analysis for case B simulation model considering 
maintenance cost as an objective 
Figure ‎6-24 and Figure ‎6-25 show the analysis conducted on both 
throughput and maintenance cost respectively to select the required warm-
up time. It can be concluded that 25 days are sufficient for the simulation 
model to reach a steady state since changes in the moving average are 
minimal after this period. 
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Figure ‎6-24 Warm-up analysis for case B simulation model considering 
throughput as an objective 
 
Figure ‎6-25 Warm-up analysis for case B simulation model considering 
maintenance cost as an objective 
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NSGA II was run for a combination of population sizes and generations. The 
optimisation plan along with the computational expenses are presented in 
Appendix ‎F.1. 
8. Decision making: It is interesting to observe that NSGA II produced a 
limited number of non-dominated solutions as shown in Figure ‎6-26. In fact, 
instead of the expected non-dominated front, the optimisation resulted in a 
single optimal solution. This could be an indication that maintenance cost 
and throughput are not conflicting objectives in this case. It is also 
interesting to observe that increasing the number of generations improved 
the results slightly for population size 50 while it did not improve the results 
at all for population sizes 75 and 100. 
 
Figure ‎6-26 Case B all Non-Dominated solutions 
The optimal solution is presented in Table ‎6-13. From this data, we can see 
that the optimum maintenance strategy is different for each machine. The 
optimum maintenance strategy for the pre-crystallisation process is CBM. An 
associated periodic inspection is suggested to be scheduled every 783 
hours and CBM to be conducted if the vibration level exceeds 2.41 PK 
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mm/Sec. OM is the optimum maintenance strategy for the crystallisation 
process. CM is the optimum strategy for both the reactor and the cooling 
processes.  
Table ‎6-13 Optimal solution for case B 
Decision variables 
CBM threshold1 2.41 
CBM threshold2 6.11 
CBM threshold3 13.39 
CBM threshold4 6.24 
OM1 0 
CM1 0 
CBM1 1 
OM2 1 
CM2 0 
CBM2 0 
OM3 0 
CM3 1 
CBM3 0 
OM4 0 
CM4 1 
CBM4 0 
Inspection frequency1 783 
Inspection frequency2 1,434 
Inspection frequency3 709 
Inspection frequency4 1,037 
Objectives 
Cost ($) 1,181,926.31 
Throughput (Tons) 6,147.61 
It is surprising to see that CM is the optimum maintenance strategy for two 
processes while more advanced maintenance strategies are available. This 
could be attributed to the high expenses associated with the installation of 
CBM which significantly affects the cost function. As this production line is 
continuous, OM can result in unnecessary delays for shutdowns. However, it 
appears that aged-based or time-based PM – implying periodic shutdowns - 
could prove beneficial for this type of production line. 
Although the decision variables CBM threshold and inspection frequency are 
only significant if the selected maintenance strategy is CBM, it is still 
considered in the solution string by the optimisation algorithm even if the 
selected maintenance strategy is CM or OM. The current optimisation engine 
requires all decision variables to be defined at the same level. It is not 
possible to include a given decision variable only if another decision variable 
has certain values. As a result, in some runs, the optimisation algorithm 
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would change the parameters of a maintenance strategy that is not selected 
resulting in wasting time by conducting meaningless simulation optimisation 
cycles. 
6.6 Discussion 
The objective of this chapter is to apply both the proposed simulation-based 
optimisation framework and the proposed modelling approach to different case 
studies. As shown in Table ‎6-14, the examined cases included an academic 
case and two industrial cases. The applications varied in terms of sector, size, 
number of manufacturing processes and level of maintenance documentation.  
Table ‎6-14 Main features of cases 
 Academic case Industrial case A Industrial case B 
Sector N/A Tyre retreading Petro-chemicals  
Company size N/A Small < 50 employees Large > 300 employees 
Number of 
manufacturing 
processes 
6 11 4 
Maintenance 
documentation 
N/A Minimal Updated regularly in SAP  
Applicable maintenance 
strategies 
CM and PM CM and PM CM, OM and CBM 
Optimisation scope Maintenance and spare parts 
policies 
Maintenance  Maintenance  
Optimisation objectives Min Total costs (maintenance 
cost + spare parts cost + 
unavailability cost) 
Max throughput 
Min maintenance cost 
Max throughput 
Min maintenance cost 
Decision variables Maintenance strategy 
PM frequency 
Spare parts policy parameters: 
reorder level and order quantity 
Maintenance strategy 
PM frequency 
Maintenance technicians 
Maintenance strategy 
CBM inspection frequency 
CBM threshold 
 
Very little was found in prior studies on discussing the scope of optimisation, 
investigating applicable maintenance strategies or formulating the optimal 
problem. However, in the current research, the simulation-based optimisation 
framework guided the process of connecting the simulation model to the 
optimisation engine. Application of the framework resulted in different 
optimisation scope, applicable maintenance strategies and optimal problem 
formulation for each case. 
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Observing a typical machine degradation cycle in the simulation models led to 
the conclusion that production dynamics and labour availability have a 
significant impact on maintenance performance. A typical machine degradation 
cycle is shown in Figure ‎6-27. The machine will degrade as long as it is in use. 
If there are no parts to be processed due to the breakdown of a preceding 
machine or due to shortages of raw materials, the machine will become idle and 
hence its degradation level remains constant. When the degradation level 
reaches the breakdown threshold the machine will stop working instantly and it 
will be repaired as soon as there are available spare parts and labour. PM is 
conducted periodically every PMfreqi unit of time. These results further confirm 
the risk of ignoring the discussion of involving production dynamics or labour 
availability in the simulation optimisation [104]. 
 
Figure ‎6-27 A typical machine degradation cycle 
While the majority of prior studies focused on optimising the parameters of a 
given maintenance strategy, the results of industrial case B is one of the first to 
show the possibility of optimising maintenance strategies resulting in a different 
maintenance strategy for each asset. Since a change in one element of the 
simulation model such as buffer capacity or PMfreq for any asset in the system 
might affect the maintenance performance, it is difficult to assume an optimum 
maintenance strategy for any given asset. Therefore, it is suggested to evaluate 
all applicable maintenance strategies for critical assets in the system. The 
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modelling of complex industrial systems involving various maintenance 
strategies was made possible using the proposed modelling approach. 
Production throughput and maintenance cost were found to be conflicting 
objectives in case A. Conducting PM in shorter frequencies seems to increase 
the maintenance cost and increase the throughput at the same time. Similar 
trade-off solutions between cost and availability [40; 47], cost and reliability 
[135] and cost and profit [61] can be found in literature. One unanticipated 
finding from the academic case was that maintenance cost and production 
throughput might be non-conflicting in some cases. This could be due to the fact 
that the production reached its maximum capacity as can be indicated from 
Figure ‎6-8. The results of case B might confirm this finding. The two objectives 
appear to be initially conflicting, but as the solutions converge, only one non-
dominated solution emerged indicating that objectives might be in fact non-
conflicting [4]. 
In NSGA II, one may expect better solutions as the population size is increased. 
However, the results of this study shows that increasing the population size may 
lead to worse solutions. Population sizes 50 and 75 achieved better solutions in 
case A compared to population size 100. It is difficult to explain this result, but it 
might be related to the fact that each optimisation problem requires a certain 
population size and number of generations to achieve the best balance between 
diversity and conversion while considering present limitations such as time and 
computation expenses. In general, it is understood that increasing the 
population size leads to better diversification in solutions whereas running the 
algorithm for more generations leads to better conversion to the optimal front 
[4]. In this case, it is possible that larger population sizes negatively affected the 
progression of the algorithm towards the pareto front by attempting to achieve 
better diversity. 
It was interesting to find out that none of the factories contacted by the 
researcher during data collection utilised simulation to optimise their 
manufacturing systems. This might have somewhat affected the availability of 
data. In industrial case A, collecting accurate data on manufacturing processes 
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and maintenance operations was seen by the firm’s management as a 
secondary issue. Although maintenance records were available in industrial 
case B, it required a considerable amount of analysis in order to make it usable 
for simulation purposes. For example, maintenance orders were created by 
different SAP users for the same maintenance task. This requires the manual 
removal of duplicating records in order to obtain accurate repair times.   
While investigating multiple maintenance strategies, the optimisation algorithm 
might search in a useless space because some variables depend on the choice 
of maintenance strategy. For example, in case B inspection frequency and CBM 
threshold are relevant only if the selected maintenance strategy is CBM.  
However, NSGA II would search for inspection frequency and CBM threshold 
for an asset even if the selected maintenance strategy was CM or OM. This 
may reduce the algorithm’s efficiency and result in running unnecessary 
simulations.  
One of the issues that emerged from these findings is the high computational 
expenses associated with simulation-based optimisation of complex 
maintenance systems. Conducting such experiments in timely manner require 
multiple powerful workstations and inevitably multiple software licenses. This is 
an important issue for future research. 
Notwithstanding these limitations, the current study suggests that the 
simulation-based optimisation is a promising framework that can be utilised in a 
wide range of complex industrial systems. 
6.7 Summary 
In this chapter, the aim was to demonstrate both the simulation-based 
optimisation framework and the modelling approach using industrial 
applications. This study has shown that the framework can guide the process of 
connecting the simulation model to the optimisation engine in case studies that 
vary in terms of sector, size, number of manufacturing processes and level of 
maintenance documentation. In addition, the current research is one of the first 
to optimise various maintenance strategies and its parameters while 
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considering production dynamics and spare parts management. This was 
possible using the proposed maintenance modelling approach. 
The results of this study indicate that optimising the parameters of a given 
maintenance strategy without optimising the choice of maintenance strategy 
can lead to sub-optimal solutions. The findings of this research provide insights 
for non-conflicting objectives in maintenance systems. Minimising maintenance 
cost might in fact lead to maximum availability or maximum production 
throughput. This would be a fruitful area for further work. 
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7 DISCUSSION AND CONCLUSIONS 
This study set out with the aim of developing a simulation-based optimisation 
framework for maintenance systems. This chapter presents a discussion of key 
research findings and considers its implications. Research contributions are 
outlined and described. In addition, research limitations are identified and their 
potential impact is explained. Suggestions for further work and research are put 
forward. Finally, this thesis is concluded by comparing the objectives with the 
research achievements. 
7.1 Discussion on Key Research Findings 
7.1.1 State of the Art in Simulation-Based Optimisation of 
Maintenance Systems 
It is observed that there is a potential as well as a growing interest amongst 
researchers to utilise simulation in optimising maintenance systems. The state 
of the art in simulation-based optimisation of maintenance was established by 
systematically classifying the published literature and outlining main trends in 
modelling and optimising maintenance systems.  
Much of the research assumes PM is the only applicable maintenance strategy. 
This naturally leads to optimising PM parameters without considering alternative 
maintenance strategies. CBM received less attention. A possible explanation for 
this might be that it is less adopted in practice compared to PM. Nonetheless, 
the investigation of applicable maintenance strategies in the optimised system 
is rarely discussed. 
Most researchers apply their suggested models in academia away from 
industrial systems. Developing theoretical models and demonstrating their 
applicability on simple academic case studies seems to have contributed to the 
gap between academia and practice. By contrast, industrial maintenance 
systems are becoming notably complex comprising of non-identical multi-assets 
that have various levels of dependencies amongst them.  
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In addition, researchers tend to model and optimise maintenance in isolation of 
other inter-related systems such as production and spare parts management. 
This can partly explain the fact that minimising maintenance cost and 
maximising availability are the most reported maintenance objectives whereas 
maximising throughput received much less attention. In general, only a few 
attempts are made to discuss the selection of optimisation objectives. Likewise, 
discussion of the other elements in optimal problem formulation such as 
decision variables and constraints is minimal.  
Single-objective optimisation dominates the literature. The need for solving 
multi-objective problems is usually dealt with by combining several objectives in 
one objective. However, such approaches require setting weights that reflect 
preferences. Multi-objective optimisation can handle several objectives without 
the need to make compromises between objectives. Once the solutions are 
obtained, the decision can be made according to the specific environment [4]. 
Only limited research utilised multi-objective optimisation. 
Discrete Event Simulation (DES) was the most reported technique in modelling 
maintenance systems. This can be seen as an extension to the popularity DES 
achieved in modelling manufacturing systems in general. Typical DES 
softwares provide a number of attractive features such as rapid modelling, 
animation, automatically collected performance measures and statistical 
analysis. 
The use of modern optimisation methods to solve maintenance problems such 
as GA and SA were the most reported in literature. This may be due to the 
ability of such optimisation methods to solve the complexity present in 
maintenance problems. However, limited research was found on comparing the 
performance of optimisation algorithms. 
In general, approaches to optimise maintenance varied significantly in literature. 
These include a wide range of optimisation objectives, decision variables and 
optimisation algorithms. Moreover, very little was found in literature on 
comparing and selecting the optimum maintenance strategy. Overall, these 
studies highlight the need for a framework that provides a unified approach to 
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optimising maintenance systems. The framework can provide assistance to a 
user including investigating applicable maintenance strategies, formulating the 
optimisation problem and dealing with issues in contemporary maintenance 
systems. 
7.1.2 A Framework for Simulation-based Optimisation of 
Maintenance Systems  
Frameworks that guide the optimisation process are well established in 
literature [5; 91]. These frameworks are generic and can be applied to any 
optimisation problem. Few frameworks for maintenance optimisation exist. 
However, they are either inapplicable in complex optimisation problems [97] or 
do not provide adequate details to an academic/ practitioner in a decision 
structure [11; 98]. In addition, none of the simulation optimisation studies 
covered in the review of literature applied one of the existing frameworks or 
followed a structured approach which further supports the need for a novel 
framework. 
Framework requirements were established through two main sources of 
published research. Surveys on maintenance simulation optimisation were 
examined to document comments on the approaches authors follow while 
optimising maintenance systems. In addition, advanced and future maintenance 
strategies were documented to ensure they can be accommodated in the 
proposed framework. Obtained requirements were categorised into two types: 
user-related requirements and maintenance-related requirements. 
Requirements emerged mainly from issues in contemporary maintenance 
systems as well as gaps in the research. Uncertainty arises from the 
unpredictable nature of assets in addition to the lack of accurate maintenance 
data. Conflicting objectives are a feature of most engineering problems 
including maintenance. Complexity in maintenance systems is increasing as a 
result of a large number of inter-related components. Research in the field 
usually attempts to find a solution to a specific maintenance problem which has 
resulted in a large volume of publications. Consequently, it has become difficult 
for a user to match a maintenance problem in hand with published maintenance 
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models. In addition, these maintenance models are difficult to understand and 
interpret. These issues are reformulated and classified as user-related 
requirements. 
Two additional issues were reformulated and classified as maintenance-related 
requirements. These include: (i) over-looking systems that have a substantial 
impact on maintenance such as production and spare parts management and 
(ii) assuming that a given maintenance strategy is the optimum without 
evidence. Two more requirements were added based on research papers on 
upcoming trends in maintenance: (i) incorporating new maintenance strategies 
to ensure the continued applicability of the proposed framework, and (ii) 
integration with e-maintenance which provides several advantages and is 
expected to grow in the future. 
The proposed framework was developed using a standard flowchart tool due to 
its familiarity and ability to depict decision structures clearly. It provides a 
systematic methodology that details the steps required to connect the 
simulation model to an optimisation engine. Unlike existing frameworks, the 
proposed framework was developed based on requirements captured from 
literature. Not only it provides guidance in terms of formulating the optimisation 
problem for the maintenance system at hand but it also provides support and 
assistance in defining the optimisation scope and investigating applicable 
maintenance strategies. Additionally, it considers current issues relating to 
maintenance systems both in research and in practice such as uncertainty, 
complexity and multi-objective optimisation. A comparison of both the proposed 
framework and the existing frameworks against the requirements revealed its 
ability to address more requirements than any of the existing frameworks. 
The proposed framework, while conceptual, would be helpful to guide both 
researchers and practitioners in attempting to optimise maintenance systems. 
Moreover, it is possible for a software platform to be deigned based on the 
framework. This will facilitate its use as well as providing an opportunity for the 
framework to be integrated with e-maintenance. 
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7.1.3 A Novel Approach for Modelling Complex Maintenance 
Systems Using Discrete Event Simulation 
The proposed framework outlined in the previous section cannot be applied 
using existing approaches for modelling maintenance. Analytical models are 
generally developed for a specific system comprising of a single unit or several 
identical components which limits their applicability to industrial systems [13]. 
Other modelling approaches that use simulation [31; 40; 60] have a number of 
limitations. The maintenance system is modelled separately from other inter-
related systems such as production and spare parts logistics. In addition, these 
approaches are used to model one maintenance strategy only. 
A novel approach for modelling maintenance using DES is proposed. The 
proposed approach enables the modelling of interactions amongst various 
maintenance strategies and their effects on the assets in a non-identical multi-
unit system. The flexibility of DES ensures that a wide range of maintenance 
models can be simulated including methods for modelling asset degradation, 
the degree to which a maintenance action can successfully detect a failure and 
the degree to which a maintenance action can restore the asset to as good as 
new. The ability of the proposed approach to integrate with manufacturing 
simulation models without affecting their performance means that it can utilise 
the success DES achieved in the areas of production and spare parts 
management. In addition, typical DES softwares provide advantages such as 
rapid modelling and visual interactive simulation. 
The approach is based mainly on the ability to access events queues and alter 
them in DES. A central function manages the applicable maintenance strategies 
in the system and the interactions amongst them. In addition to a generic 
approach, three common cases are provided including Time-Based PM, OM 
and CBM with periodic inspections. Unlike conceptual frameworks in the 
literature [16; 126], the proposed approach was demonstrated using two 
numerical examples. 
The proposed approach enables the application of the proposed conceptual 
framework. Moreover, modelling complex maintenance systems may help to 
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better understand the effect of various maintenance strategies. In addition, it 
opens the doors to optimising maintenance systems on a strategic level.  
7.1.4 Demonstration and Validation 
Recent evidence suggests that little research is conducted on the simulation 
optimisation of industrial case studies [104]. This study was designed to make 
an important contribution to the field of simulation optimisation by presenting 
two empirical case studies: a tyre re-treading factory and a petro-chemical 
plant. In addition, the industrial case studies are used to demonstrate the 
effectiveness of both the proposed conceptual framework presented in 
Chapter ‎4 and the proposed maintenance modelling approach presented in 
Chapter ‎5. 
Using the proposed framework, simulation-based optimisation was conducted 
on three cases that vary in terms of industry sector, size, number of 
manufacturing processes and level of maintenance documentation. Unlike 
majority of studies in the field, following the structured framework enabled 
discussing and selecting a suitable optimisation scope and applicable 
maintenance strategies as well as formulating a customised optimisation 
problem for each case. 
Observing a typical machine degradation cycle in the simulation models led to 
the conclusion that production dynamics and maintenance resources have a 
significant impact on maintenance performance which seems to be consistent 
with findings in earlier studies [16; 33; 86; 87].  
In addition, current findings support previous research which highlighted the 
need for multi-objective optimisation in solving maintenance problems [11; 114]. 
A set of trade-off solutions were found to be present between production 
throughput and maintenance cost. Higher maintenance costs lead to higher 
throughput. These results that highlight conflicting objectives match those 
observed in earlier studies [40; 47; 61; 135]. However, one interesting finding is 
that production throughput and maintenance cost may not be conflicting 
objectives in some cases. Solutions with higher maintenance costs have lower 
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throughput. This result may be explained by the fact that improving 
maintenance means intervening in the right time to avoid the implications of 
unexpected breakdowns such as higher costs, longer unavailability and lower 
throughput. It is possible that at the beginning of the optimisation, the objectives 
are conflicting while the optimisation algorithms experiment with decision 
variables and improve the results. However, as the optimal set of variables is 
reached the objectives are no longer conflicting. 
The results of the study suggest that over-looking the optimisation of 
maintenance strategies may lead to sub-optimal solutions. The complexity of 
maintenance problems makes it difficult to assume a given maintenance 
strategy is the optimum for each asset in the system. Modelling multiple 
maintenance strategies was made possible by the proposed maintenance 
modelling approach. 
The industrial case studies presented suggest that the proposed framework can 
be utilised in a wide range of complex industrial systems. In addition, it provides 
support to a user while attempting to optimise maintenance systems through 
simulation. 
7.2 Research Contributions 
The main aim of this research is to develop a simulation-based optimisation 
framework for maintenance systems. The framework development was based 
on a systematic review of published research. The proposed framework was 
validated using industrial case studies. What follows is an outline of the main 
contributions to knowledge achieved from the current research. 
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7.2.1 State of the Art in Simulation-Based Optimisation of 
Maintenance Systems  
The state of the art in simulation-based optimisation of maintenance was 
reported by systematically classifying the published literature and outlining main 
trends in modelling and optimising maintenance systems. With the aim of 
identifying current practices, outstanding issues and common limitations, 
analysis was conducted on various aspects including application areas, 
maintenance strategies and policies, simulation software and modelling 
techniques, optimisation methods and software, optimisation objectives, 
decision variables and constraints. In particular, the following research gaps 
were identified: 
1. Optimising multiple maintenance strategies 
2. Optimising complex maintenance systems 
3. Optimising maintenance in conjunction with the production system and 
maintenance resources 
4. Utilising multi-objective optimisation in maintenance 
5. Applications on industrial case studies 
6. Discussing the optimisation problem formulation 
Three major contributions emerged from this study: 
(i) A simulation based optimisation framework for maintenance 
systems 
(ii)  An approach for modelling complex maintenance systems using 
DES  
(iii) Optimising maintenance of industrial systems using both the 
proposed framework and the modelling approach 
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These research gaps can be addressed by developing a systematic 
methodology that provides assistance in formulating the optimisation problem 
and dealing with issues surrounding maintenance problems. 
7.2.2 Requirements of the Proposed Framework  
This research extends our knowledge by identifying nine requirements for 
simulation-based optimisation framework for maintenance systems. The 
requirements were established by examining review papers in maintenance 
optimisation as well as publications on future maintenance applications. 
Furthermore, existing maintenance optimisation frameworks were examined 
and evaluated against these requirements. 
7.2.3 Proposed Simulation-Based Optimisation Framework  
The conceptual framework is a systematic methodology that provides detailed 
assistance for optimising maintenance simulation models. A step-by-step flow 
chart guides a user in defining the optimisation scope, identifying applicable 
maintenance strategies, formulating the optimisation problem, selecting the 
optimisation algorithm, setting the simulation parameters and interpreting the 
results enabling practitioners and researchers to customise the maintenance 
problem to their specific needs. 
Additionally, it considers current issues relating to maintenance systems both in 
research and in practice such as uncertainty, complexity and multi-objective 
optimisation. A comparison of the proposed framework and existing frameworks 
against the requirements revealed its ability to address more requirements than 
any of the existing frameworks. 
7.2.4 Proposed Approach for Modelling Maintenance Strategies and 
Policies  
A novel approach for modelling complex maintenance systems was proposed 
enabling the modelling of non-identical multi-unit manufacturing systems without 
restrictions on maintenance or manufacturing characteristics. A generic 
approach as well as approaches for modelling common maintenance strategies 
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were presented including time-based PM, OM and CBM. The approach can be 
integrated with DES manufacturing and spare parts models making it possible 
to build on the success DES achieved in these fields. Additional advantages of 
using DES include rapid modelling and visual interactive simulation. 
The proposed approach enables the modelling of the complexity found in real 
maintenance systems. In particular, the approach enables the modelling of the 
following: 
 Multi-unit manufacturing systems, without restrictions on the number of 
units 
 Non-identical units, without restrictions placed on the manufacturing or 
the maintenance characteristics of units 
 Several maintenance strategies and policies simultaneously 
 Maintenance integrated with inter-related systems such as production 
and spare parts management 
 Complex maintenance systems without over-simplified assumptions such 
as instantaneous repair, perfect maintenance or perfect inspection 
The validation of the proposed approach was achieved through numerical 
examples. 
7.2.5 Demonstration and Industrial Case Studies 
Both the conceptual framework and the maintenance modelling approach were 
validated using three cases that vary in terms of industry sector, size, number of 
manufacturing processes and level of maintenance documentation. Two of the 
case studies are from the industry in addition to an academic case study. This is 
a further contribution since limited empirical case studies can be found in 
research.  
7.3 Research Limitations   
7.3.1 Generalisation of Research Findings 
The proposed simulation-based optimisation framework was developed for 
industrial maintenance systems in a production context. It is based on extensive 
 165 
review of literature. In addition, it was validated through an academic case and 
two industrial systems. In general, it appears that the proposed framework can 
be applied to maintenance in production systems. However, a note of caution is 
due here since the generalisation of the framework’s applicability cannot be 
claimed for the whole variety of maintenance systems in industry. 
7.3.2 Modelling Age-Based Maintenance Strategies 
The proposed modelling approach does not enable the modelling of age-based 
maintenance strategies. Accessing the events queue in DES is possible for 
time-based strategies since the exact simulation time of the next stochastic 
breakdown can be determined. On the contrary, in age-based strategies where 
breakdowns depend on the time the asset spends in an operational mode, it is 
more difficult to track the breakdown time. This is partly due to the various 
variable factors affecting the asset state such as production dynamics and 
maintenance interventions. Although it may not be possible to track and access 
the exact breakdown instance in simulation time beforehand, in principle, it is 
possible to sample from a statistical distribution and reschedule the next 
breakdown by resetting the available age the asset has before it breaks down.  
7.3.3 Validation of Simulation Results 
Simulation by definition is an abstract and simplification of a real system. 
Difficulties of validating simulation models are well documented [85]. A 
simulation model can be validated partly by comparing its results with the real 
system. In maintenance systems, simulation models can be validated by 
comparing production and maintenance results with historical records. In 
addition, maintenance managers can be engaged in the validation process 
especially if visual animation is present. However, one of the main advantages 
of simulation is the ability to experiment with a system without changing any 
aspect of it in the real world. While it may be possible to validate the as-is 
model, it is challenging to validate the optimal solution especially when 
considering new maintenance strategies where no historical records exist. 
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7.3.4 Computational Expenses in Simulation Optimisation 
The ability of simulation to model complex systems comes at the risk of running 
into high computational expenses. The cost of simulation software and multiple 
powerful workstations are relatively high. Even then, simulation optimisation will 
consume a long time as shown in the current research. It may be needed to 
investigate ways to increase the efficiency of the optimisation algorithms. The 
search of the optimisation algorithms in useless spaces as found in the current 
research might lead to loss of efficiency. This is because the choice of some 
decision variables affect the relevancy of others. Some maintenance strategies 
require a unique set of parameters such as frequency for PM and various 
thresholds for CBM. The parameters of CBM are irrelevant if the choice of 
maintenance strategy is PM. Currently, the optimisation algorithms conduct their 
search in all parameters for all defined maintenance strategies although only 
relevant parameters would have an effect on the simulation results. In some 
instances, the optimisation algorithm would change the parameters of a 
maintenance strategy that is not selected resulting in wasting time by 
conducting meaningless simulation optimisation cycles. This can be targeted to 
increase computational efficiency of simulation optimisation. 
7.4 Future Work 
7.4.1 A Framework for Maintenance Simulation 
Developing a framework for simulating maintenance systems would be a fruitful 
area for further work. The simulation framework can suggest various modelling 
approaches based on the current maintenance system characteristics and 
configuration. It can help in deciding how to model maintenance strategies and 
what simulation techniques are most appropriate to the system in interest. 
7.4.2 Developing a Platform to Enable Integration with E-
Maintenance 
There is a growing interest in the concept of e-maintenance. The ability to gain 
remote access to the maintenance information infrastructure through various 
means, the integration of maintenance with other functions within organisations, 
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the enhanced collaboration opportunities, and the utilisation of real time data to 
design optimum maintenance strategies are some of the potential benefits of e-
maintenance [108]. The proposed simulation-based optimisation framework can 
be extended further to support integration with e-maintenance. This may enable 
the utilisation of continuous data streaming to support decision-making in real 
time. 
7.4.3 Reducing Computational Expenses 
One of the issues that emerge from these findings is the high computational 
expenses associated with simulation-based optimisation of complex 
maintenance systems. Conducting such experiments in timely manner require 
multiple powerful workstations and inevitably multiple software licenses. A 
possible area of future research would be to investigate approaches for 
reducing computational expenses. In addition, the search of the optimisation 
algorithm in useless space as found in the current research might be reduced to 
lead to approaches where more efficiency is realised. 
7.5  Conclusions  
Maintenance plays an important role in sustaining and improving asset 
availability. This project was undertaken to advance the research and 
applications of maintenance by developing a simulation-based optimisation 
framework. In this section, insights from this research are presented followed by 
a comparison of research findings with the research objectives.  
The findings of this research provide the following main insights: 
 Nine requirements for the simulation-based optimisation framework of 
maintenance systems are extracted from review papers in maintenance 
optimisation as well as publications on future maintenance applications. 
In addition, existing frameworks do not meet most of these requirements 
 This study is one of the first to optimise maintenance strategies 
simultaneously with their parameters while considering production 
dynamics and spare parts management. The results of this study 
suggest that over-looking the optimisation of maintenance strategies may 
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lead to sub-optimal solutions. The complexity of maintenance problems 
makes it difficult to assume a given maintenance strategy is the optimum 
for each asset in the system 
 The findings of this research provide insights for non-conflicting 
objectives in maintenance systems. In some cases, it appears that 
traditional trade-offs between maintenance cost and asset availability or 
maintenance cost and production throughput are not present. 
The research objectives described earlier are compared with the findings of this 
study as follows: 
1. Identify current practices, outstanding issues and common limitations 
related to the field of maintenance simulation and optimisation. 
The state of the art in simulation-based optimisation of maintenance was 
reported by systematically classifying the published literature. Articles were 
analysed based on various aspects including application areas, 
maintenance strategies and policies, simulation software and modelling 
techniques, and optimisation methods and software, yielding an outline of 
research gaps and directions for future research. 
2. Define typical variables, constraints and objectives for maintenance 
optimisation. 
The review of the literature revealed a number of typical variables, 
constraints and objectives for maintenance optimisation. The most reported 
of these elements were highlighted.  
3. Identify the requirements of a simulation-based optimisation 
framework for maintenance systems. 
This research extends the knowledge by identifying nine requirements that 
are categorised as user-related requirements and maintenance-related 
requirements. The requirements were established by examining review 
papers in maintenance optimisation as well as publications on future 
maintenance applications. 
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4. Develop a simulation-based optimisation framework for maintenance 
systems at operational level. 
A conceptual framework for optimising maintenance simulation models is 
proposed. It is a systematic methodology that guides a user in defining the 
optimisation scope, identifying applicable maintenance strategies, 
formulating the optimisation problem, selecting the optimisation algorithm, 
setting the simulation parameters and interpreting the results enabling 
practitioners and researchers to customise the maintenance problem to their 
specific needs. Additionally, it considers current issues relating to 
maintenance systems both in research and in practice such as uncertainty, 
complexity and multi-objective optimisation. 
5. Develop an approach for modelling maintenance strategies and 
policies in complex systems using Discrete Event Simulation. 
A novel approach for modelling complex maintenance systems was 
proposed enabling the modelling of non-identical multi-unit manufacturing 
systems without restrictions on either the maintenance or manufacturing 
characteristics. A generic approach as well as approaches for common 
maintenance strategies were presented. The approach can be integrated 
with DES manufacturing and spare parts models making it possible to build 
on the success DES achieved in these fields. Additional advantages of using 
DES include rapid modelling and visual interactive simulation. The approach 
was validated using numerical examples. 
6. Validate the proposed framework through industrial case studies. 
Two industrial case studies were presented to validate the proposed 
framework. Following the structured framework on a tyre re-treading factory 
and a petro-chemical plant enabled selecting the suitable optimisation 
scope, applicable maintenance strategies and formulating the optimisation 
problem for each case. 
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 : Analysis of Published Literature on Appendix A
Simulation Based Optimisation in Maintenance 
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[31] DES matlab 
Fibonacci 
algorithm 
not 
disclosed 
CBM no no no no no no no no yes no no min cost 
[38] DES 
VLE 
simulator 
direct search 
Nelder-
Mead 
(simplex) 
method 
not 
disclosed 
PM no yes no no no no no no no no no 
max 
availability 
[33] DES Promodel GA 
SimRunn
er 
PM yes yes no no no no no no no no no 
max total 
throughout 
[39] agent based Anylogic GA 
OptQues
t 
PM yes yes no no yes no no no no no no min cost 
[35] agent based Java 
Approximat
ed 
Neighbourh
ood 
Evaluation  
(local 
search) 
IBM  
ILOG 
CPLEX 
12.3 
CM no no no no yes yes no no no no no 
min life cycle 
maintenance 
cost 
[36] DES witness 
simulated 
annealing + 
random 
solution + 
climb hill 
witness 
optimize
r 
PM no yes no no yes yes no no no no no 
min total 
cost 
[37] DES 
not 
disclosed 
manual 
not 
disclosed 
PM no yes no no no no no no no no no min cost 
[34] DES 
not 
disclosed 
Penalty 
function 
not 
disclosed 
CBM no Yes no no no no no no no yes no min cost 
[32] 
not 
disclosed 
not 
disclosed 
manual 
not 
disclosed 
PM no yes no no no no no no no no no max profit 
[40] DES 
not 
disclosed 
GA 
not 
disclosed 
CBM yes yes yes no no no no no yes no yes 
cost and 
availability 
[42] 
not 
disclosed 
not 
disclosed 
not 
disclosed 
not 
disclosed 
CBM no no no no no no no no yes no no 
max avg 
revenue per 
unit time 
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[43] 
DES for 
systems 
states and 
continuous 
for machine 
degradation 
not 
disclosed 
direct search 
cyclic 
coordinate 
method 
not 
enough 
info 
CBM no yes yes no no no no no yes no no min cost 
[41] 
not 
disclosed 
not 
disclosed 
GA + 
simulated 
annealing 
not 
disclosed 
PM yes yes no no yes no no no no no no min cost 
[44] DES 
not 
disclosed 
IPA 
infinitesimal 
perturbation 
analysis 
not 
disclosed 
PM no yes no no no no yes no no no no min cost 
[48] DES 
PMOST, 
AutoSche
d AP 
not 
disclosed 
IBM 
optimisa
tion 
software 
library 
and ILOG 
CPLEX 
PM yes yes no no no no no no no no yes 
max 
availability. 
min PM and 
inventory 
costs, max 
throughput 
[50] DES MEAROS GA 
not 
disclosed 
PM no no no no no no no no yes no no min cost 
[6] 
Stochastic 
Petri-Nets 
not 
disclosed 
manually by 
running 
simulation 
scenarios 
not 
disclosed 
PM no yes no yes no no yes no no no no 
min 
maintenance 
cost and max 
through 
output 
[47] 
not 
disclosed 
not 
disclosed 
GA NSGA 2 Python CBM no no no no no no no yes no no yes 
min shop 
capacity, min 
cost and max 
availability 
[45] DES automod 
evolution 
strategy 
autoStat CBM yes no no no no no no no no no no 
max 
throughput 
[46] 
approximate 
dynamic 
programmin
g 
automod 
markov 
decision 
process 
automod PM no no no yes no no no no no no no 
minimise 
WIP and CT 
[49] agent based 
not 
disclosed 
GA 
not 
disclosed 
PM no no no no no yes no no no no yes 
min working 
hours and 
max no of 
skilled 
workers 
[51] Continuous VENSIM 
not 
disclosed 
VENSIM PM yes no no yes no no no no yes no no 
min distress 
on roads 
[53] 
DES : cell 
transmission 
model - 
mesoscopic 
traffic 
simulation 
C++ GA C++ PM no yes no no no no no no no no no 
min cost and 
travel time 
for users 
[57] DES matlab 
manual 
optimisation 
matlab PM no yes no no no no no no no no no 
max 
availability or 
min cost 
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[54] DES Arena 
different 
optimisation 
algorithms 
(OptQuest) 
OptQues
t 
CBM no no no no no no no no yes no no min cost 
[55] DES arena 
different 
optimisation 
algorithm 
included in 
OptQuest 
OptQues
t 
CBM no no no no no no yes no no no no min cost 
[7] DES 
visual 
slam 
language 
manual and 
anova using 
multi-
criteria 
decision 
making 
statgrap
hics 
PM no yes no no yes no no no no no no 
min cost and 
max 
availability 
[56] DES excel 
manual 
optimisation 
not 
disclosed 
PM yes no no yes no no no no no no no 
min 
maintenance 
cost 
[52] DES 
java 
language 
manually by 
running 
simulation 
scenarios 
manually 
by 
running 
simulatio
n 
scenarios 
+  
NEMROD 
PM no yes no no no no no no no no no 
min sys cost 
or max 
availability 
[58] DES 
not 
disclosed 
GA 
not 
disclosed 
PM yes yes no no no no no no no no no 
max net 
present 
worth 
[59] DES Arena 
GA with 
multi-
objective 
function: 
pareto 
(NSGA2) and 
non-pareto 
visual 
basic 
PM yes no no yes no no no no no no yes 
max 
production 
rate- min 
total 
immobilizatio
n time- min 
occupation 
rates 
[63] DES 
not 
disclosed 
GA 
not 
disclosed 
CBM no no no no no no no no no yes no max profit 
[62] 
not 
disclosed 
Epanet2.0 
GA, NPGA-2, 
NSGA-II 
C++ PM no yes no no no no no no no no no min cost 
[60] DES 
resource - 
action - 
operation 
direct search 
Nelder- 
Mead 
not 
disclosed 
PM no yes no no no no no no no no no min cost 
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[64] DES Arena 
different 
optimisation 
algorithm 
included in 
ISSOP 
software 
such as 
enumeratio
n, quasi 
gradient 
strategy, 
Monte Carlo 
strategy and 
GA 
ISSOP 
(intellige
nt 
system 
for 
simulatio
n and 
optimisa
tion) 
CM yes no no no no no no no no no yes 
min costs, 
max orders 
and min 
process time 
[61] DES 
witness + 
Monte 
Carlo 
GA NSGA 2 - 
multi-
objective 
evolutionary 
algorithms 
matlab PM yes yes no no no no no no no no yes 
minimise 
cost and 
maximise 
profit 
[65] DES Witness GA NSG2 Matlab PM yes yes no no no no no no no no yes 
min cost and 
max profit 
[66] DES Arena GA 
not 
disclosed 
PM yes yes no no yes no no no no no no min cost 
[68] DES Promodel GA 
SimRunn
er 
PM no yes no no no no no no yes no no min cost 
[14] DES 
not 
disclosed 
GA multi-
objective 
evolutionary 
algorithms 
NSGA-II 
not 
enough 
info 
PM yes yes no no no no no no no no yes 
min cost and 
max profit 
[67] 
not 
disclosed 
C++ GA C++ CM no no no no no yes no no no no no min cost 
[69] DES Arena 
scatter 
search 
OptQues
t 
PM no no no no yes no no no no no no max profit 
[18] 
continuous - 
Euler 
scheme 
not 
disclosed 
direct 
search: 
simple 
search in the 
space of 
decision 
variables 
not 
disclosed 
CBM no no no no no no no no no no no min cost 
[70] 
Latin 
hypercube 
sampling 
not 
disclosed 
GA 
not 
disclosed 
PM no no no no no no no no no no no 
min cost or 
max 
performance 
[71] DES ARENA 
manual 
optimisation 
not 
disclosed 
PM yes yes no no no no no no no no no 
max 
availability 
[17] DES Promodel 
manual and 
design of 
experiments 
statgrap
hics 
PM no yes no no no no yes no no no no min cost 
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[72] 
DES in 
general but 
continuous 
for machine 
aging and 
inventory of 
products 
visual 
slam 
language 
manual and 
design of 
experiments 
statgrap
hics 
PM no yes no no no no no no no no no min cost 
[3] 
mixed-
integer 
programmin
g 
IBM 
EasyMod
eler 
not 
disclosed 
OSL 
package 
PM yes yes no no no no no no no no no 
max 
availability. 
Min 
inventory, 
min PM 
costs, max 
throughput 
[21] DES 
resource - 
action - 
operation 
simulated 
annealing 
psudo 
code 
CM no no no no no no no no no no no 
min 
completion 
time (of all 
prescribed 
jobs) , 
conformance 
to promised 
jobs delivery 
dates?, min 
WIP 
[73] 
not 
disclosed 
MATLAB GA 
not 
disclosed 
PM yes yes no no no no no no no no no min cost 
[74] 
markov 
chains 
not 
disclosed 
manual and 
design of 
experiments 
statgrap
hics 
CM no no no no no no no no no no no min cost 
[75] DES Promodel GA 
not 
disclosed 
PM no yes no no no no no no no no no min cost 
[76] 
traffic 
simulator 
paramics GA 
not 
disclosed 
PM no no no no no no no no no yes no 
min total 
travel time 
for vehicles 
[77] 
system 
dynamics 
not 
disclosed 
the modified 
powell 
method 
direct 
search 
PM no yes no no no no yes no no no no 
min cost and 
max 
availability 
[79] DES C++ SIM GA 
not 
disclosed 
PM yes yes no no no no no no no no no 
max 
throughput 
[78] 
markov 
chains 
not 
disclosed 
manually by 
running 
simulation 
scenarios 
not 
disclosed 
CBM yes no yes no no no no no no no no 
min cost of 
inspection, 
repair and 
reliability 
[81] DES 
not 
disclosed 
EA 
not 
disclosed 
PM no yes no no no no no no no no no min cost 
[80] DES 
SIMSCRIP
T II.5 
not 
disclosed 
not 
disclosed 
PM no yes no no yes no no no no no no min cost 
[82] 
not 
disclosed 
simne 
not 
disclosed 
not 
disclosed 
CM no no no no yes no no no no no no not disclosed 
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  : Functions used to access the event queue Appendix B
in Witness 
Table ‎B-1 A list of functions used in Witness to access the event queue. Source: 
Witness manual 
Function Definition 
GetEventTime (Element 
Name, Event Index) 
returns an integer value that is the number of events 
that are currently scheduled in the Event Queue for the 
specified element 
GetEventBreakdownNo 
(Element Name, Event 
Index) 
returns an integer value that identifies the breakdown 
number of the specified event (according to its order in 
the machine breakdown window). If the event is not a 
breakdown event then zero is returned. 
GetEventTime (Element 
Name, Event Index) 
returns a real value that is the time that the specified 
index event is scheduled to occur 
SetEventTime(Element 
Name, Event Index, New 
Event Time) 
sets the scheduled time of the specified event to the 
new event time 
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 : Data Collection Appendix C
C.1 Initial assessment form 
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C.2 A Sample of Collected Data 
 
 193 
 : Data Analysis Appendix D
D.1 A Sample of Data Fitting: Pre-Crystallizer CM repair time 
 
Figure ‎D-1 Histogram of input data 
 
Figure ‎D-2 Results of Auto-fitting the input data to statistical distributions 
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Figure ‎D-3 Results of goodness of fit tests 
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Figure ‎D-4 Histogram comparison of empirical data with Probability Denisty 
Function of proposed distribution  
 
Figure ‎D-5 Cumulitive Distribution Function (CDF) - comparison of proposed 
distribution with the empirical data 
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Figure ‎D-6 Probability - Probability Plot of empirical CDF against proposed 
distribution CDF 
 
Figure ‎D-7 Quantile - Quantile Plot of empirical inverse CDF against proposed 
distribution inverse CDF 
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Figure ‎D-8 Probability difference between the empirical CDF and the proposed 
distribtuion CDF 
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D.2 A Sample of the Analysis of Asset Conditions: Pre-
Crystallizer 
 
 
 
Figure ‎D-9 Capturing data points on ascending and steady lines in the condition 
graph 
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 : Case A Optimisation Results Appendix E
E.1 Optimisation Plan and Computation Expenses 
Experiments were run on PC with Intel Core i7-2600 CPU @ 3.40 GHz 
(Population, generation) Random seed 1 Random seed 2 Random seed 3 
(50,100) 
Estimated time: 36:30 hours 
1427660 9489665 600233823 
(50,150) 
Estimated time: 54:15 hours 
371618932 9489721 171113 
(50,200) 
Estimated time: 17:45 hours 
(50,300) 
Estimated time: 17:45 hours 
(50,400) 
Estimated time: 17:45 hours 
 
(Population, generation) Random seed 1 Random seed 2 Random seed 3 
(75,100) 
Estimated time: 54:15 hours 
6003759 333124 374474 
(75,150) 
Estimated time: 27:15 hours 
(75,200) 
Estimated time: 27:15 hours 
(75,300) 
Estimated time: 54:15 hours 
(75,400) 
Estimated time: 54:15 hours 
 
(Population, generation) Random seed 1 Random seed 2 Random seed 3 
(100,100) 
Estimated time: 74:30 hours 
67442 2640 20881 
(100,150) 
Estimated time: 37:20 hours 
(100,200) 
Estimated time: 37:20 hours 
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E.2 Optimal Solutions 
Table ‎E-1 Case A non-dominated solutions, population size: 50, number of 
generations: 100 
Decision Variables Objectives 
P
M
fre
q
1  
P
M
fre
q
2  
P
M
fre
q
3  
P
M
fre
q
4  
P
M
fre
q
5  
M
S
1  
M
S
2  
M
S
3  
M
S
4  
M
S
5  
M
T
 Throughput Cost 
 148   155   307   154   1,906   1   1   1   1   1  0  15,314.38   30,350.00  
 148   154   306   152   1,906   1   1   1   1   1  0  15,329.00   30,400.00  
 159   125   318   152   1,869   1   1   1   1   1  0  15,330.08   31,350.00  
 159   125   286   152   1,869   1   1   1   1   1  0  15,337.15   31,650.00  
 148   155   307   154   1,392   1   1   1   1   1  0  15,337.46   31,950.00  
 148   154   306   152   1,392   1   1   1   1   1  0  15,338.92   32,000.00  
 159   125   286   152   1,805   1   1   1   1   1  0  15,341.77   32,050.00  
 148   155   306   138   1,394   1   1   1   1   1  0  15,345.46   32,200.00  
 159   125   316   104   1,869   1   1   1   1   1  0  15,348.08   32,300.00  
 155   135   274   114   1,392   1   1   1   1   1  0  15,349.08   33,600.00  
 148   113   242   136   1,394   1   1   1   1   1  0  15,350.92   36,200.00  
 148   203   306   152   1,394   1   1   1   1   1  0  15,352.85   73,153.85  
Table ‎E-2 Case A non-dominated solutions, population size: 50, number of 
generations: 150 
Decision Variables Objectives 
P
M
fre
q
1  
P
M
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q
2  
P
M
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q
3  
P
M
fre
q
4  
P
M
fre
q
5  
M
S
1  
M
S
2  
M
S
3  
M
S
4  
M
S
5  
M
T
 Throughput Cost 
160 155 302 142  1,904  1 1 1 1 1 0  15,346.85   29,650.00  
160 155 302 142  1,392  1 1 1 1 1 0  15,349.77   31,250.00  
160 155 302 126  1,392  1 1 1 1 1 0  15,360.31   31,550.00  
160 153 174 126  1,392  1 1 1 1 1 0  15,360.38   35,165.38  
Table ‎E-3 Case A non-dominated solutions, population size: 50, number of 
generations: 200 
Decision Variables Objectives 
P
M
fre
q
1  
P
M
fre
q
2  
P
M
fre
q
3  
P
M
fre
q
4  
P
M
fre
q
5  
M
S
1  
M
S
2  
M
S
3  
M
S
4  
M
S
5  
M
T
 Throughput Cost 
 160   159   302   158   1,904   1   1   1   1   1   0  15,324.31   29,200.00  
 160   155   302   158   1,904   1   1   1   1   1   0  15,337.15   29,400.00  
 160   159   302   142   1,904   1   1   1   1   1   0  15,341.46   29,450.00  
 160   155   302   142   1,904   1   1   1   1   1   0  15,346.85   29,650.00  
 160   159   302   140   1,394   1   1   1   1   1   0  15,349.15   31,100.00  
 160   154   302   142   1,394   1   1   1   1   1   0  15,363.54   31,250.00  
 160   155   302   126   1,394   1   1   1   1   1   0  15,368.31   31,550.00  
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Table ‎E-4 Case A non-dominated solutions, population size: 50, number of 
generations: 300 
Decision Variables Objectives 
P
M
fre
q
1  
P
M
fre
q
2  
P
M
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q
3  
P
M
fre
q
4  
P
M
fre
q
5  
M
S
1  
M
S
2  
M
S
3  
M
S
4  
M
S
5  
M
T
 Throughput Cost 
 160   159   302   158   1,848   1   1   1   1   1  0  15,339.85   29,200.00  
 160   155   302   158   1,848   1   1   1   1   1  0  15,348.08   29,400.00  
 159   157   315   156   1,382   1   1   1   1   1  0  15,356.31   30,900.00  
 159   157   314   136   1,390   1   1   1   1   1  0  15,364.85   31,200.00  
 160   155   302   126   1,394   1   1   1   1   1  0  15,368.31   31,550.00  
Table ‎E-5 Case A non-dominated solutions, population size: 50, number of 
generations: 400 
Decision Variables Objectives 
P
M
fre
q
1  
P
M
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q
2  
P
M
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q
3  
P
M
fre
q
4  
P
M
fre
q
5  
M
S
1  
M
S
2  
M
S
3  
M
S
4  
M
S
5  
M
T
 Throughput Cost 
 160   159   302   158   1,848   1   1   1   1   1  0  15,339.85   29,200.00  
 160   155   302   158   1,848   1   1   1   1   1  0  15,348.08   29,400.00  
 159   159   315   141   1,406   1   1   1   1   1  0  15,351.31   30,500.00  
 159   159   315   140   1,406   1   1   1   1   1  0  15,351.69   30,550.00  
 159   159   314   157   1,391   1   1   1   1   1  0  15,355.69   30,700.00  
 159   157   315   156   1,391   1   1   1   1   1  0  15,363.69   30,900.00  
 159   157   314   136   1,390   1   1   1   1   1  0  15,364.85   31,200.00  
 160   155   302   126   1,394   1   1   1   1   1  0  15,368.31   31,550.00  
Table ‎E-6 Case A non-dominated solutions, population size: 75, number of 
generations: 100 
Decision Variables Objectives 
P
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M
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P
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4  
P
M
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5  
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3  
M
S
4  
M
S
5  
M
T
 Throughput Cost 
 160   155   306   155   1,919   1   1   1   1   1  0  15,337.38   29,450.00  
 160   155   306   147   1,919   1   1   1   1   1  0  15,339.46   29,550.00  
 160   155   274   147   1,919   1   1   1   1   1  0  15,339.85   29,850.00  
 160   147   306   151   1,855   1   1   1   1   1  0  15,349.54   29,900.00  
 160   155   306   151   1,407   1   1   1   1   1  0  15,350.38   30,700.00  
 160   155   306   147   1,407   1   1   1   1   1  0  15,355.46   30,750.00  
 160   147   306   159   1,407   1   1   1   1   1  0  15,357.85   31,000.00  
 160   147   306   159   1,391   1   1   1   1   1  0  15,363.08   31,400.00  
 160   146   306   159   1,391   1   1   1   1   1  0  15,366.92   31,600.00  
 158   92   184   148   1,374   1   1   1   1   1  0  15,367.08   38,907.69  
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Table ‎E-7 Case A non-dominated solutions, population size: 75, number of 
generations: 150 
Decision Variables Objectives 
P
M
fre
q
1  
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2  
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P
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P
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5  
M
S
1  
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3  
M
S
4  
M
S
5  
M
T
 Throughput Cost 
 158   156   315   156   1,884   1   1   1   1   1  0  15,330.15   29,300.00  
 160   155   306   155   1,919   1   1   1   1   1  0  15,337.38   29,450.00  
 160   155   306   147   1,919   1   1   1   1   1  0  15,339.46   29,550.00  
 160   154   274   155   1,919   1   1   1   1   1  0  15,339.92   29,750.00  
 160   154   274   147   1,919   1   1   1   1   1  0  15,348.92   29,850.00  
 160   147   306   151   1,855   1   1   1   1   1  0  15,349.54   29,900.00  
 160   159   274   159   1,407   1   1   1   1   1  0  15,352.31   30,700.00  
 160   155   306   147   1,407   1   1   1   1   1  0  15,355.46   30,750.00  
 160   154   274   159   1,407   1   1   1   1   1  0  15,357.08   30,900.00  
 159   159   270   152   1,405   1   1   1   1   1  0  15,364.92   30,950.00  
 159   159   270   152   1,389   1   1   1   1   1  0  15,366.38   31,350.00  
 160   146   306   159   1,391   1   1   1   1   1  0  15,366.92   31,600.00  
 158   92   184   148   1,374   1   1   1   1   1  0  15,367.08   38,907.69  
Table ‎E-8 Case A non-dominated solutions, population size: 75, number of 
generations: 200 
Decision Variables Objectives 
P
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P
M
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4  
P
M
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5  
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1  
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3  
M
S
4  
M
S
5  
M
T
 Throughput Cost 
 158   159   313   156   1,884   1   1   1   1   1  0  15,341.85   29,100.00  
 160   159   306   145   1,903   1   1   1   1   1  0  15,342.23   29,400.00  
 160   154   306   145   1,911   1   1   1   1   1  0  15,347.08   29,600.00  
 160   154   274   147   1,911   1   1   1   1   1  0  15,350.62   29,850.00  
 159   159   318   146   1,405   1   1   1   1   1  0  15,353.38   30,450.00  
 159   159   318   154   1,389   1   1   1   1   1  0  15,356.77   30,700.00  
 160   154   274   159   1,407   1   1   1   1   1  0  15,357.08   30,900.00  
 159   159   270   152   1,405   1   1   1   1   1  0  15,364.92   30,950.00  
 160   159   274   143   1,391   1   1   1   1   1  0  15,368.92   31,350.00  
 160   154   274   147   1,389   1   1   1   1   1  0  15,371.54   31,450.00  
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Table ‎E-9 Case A non-dominated solutions, population size: 75, number of 
generations: 300 
Decision Variables Objectives 
P
M
fre
q
1  
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2  
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P
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1  
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3  
M
S
4  
M
S
5  
M
T
 Throughput Cost 
 158   159   313   156   1,884   1   1   1   1   1  0  15,341.85   29,100.00  
 159   159   318   136   1,901   1   1   1   1   1  0  15,346.23   29,400.00  
 160   154   306   145   1,911   1   1   1   1   1  0  15,347.08   29,600.00  
 160   154   274   147   1,911   1   1   1   1   1  0  15,350.62   29,850.00  
 160   154   274   145   1,903   1   1   1   1   1  0  15,352.15   29,900.00  
 160   147   306   147   1,903   1   1   1   1   1  0  15,352.23   29,950.00  
 159   159   318   146   1,405   1   1   1   1   1  0  15,353.38   30,450.00  
 159   159   318   154   1,389   1   1   1   1   1  0  15,356.77   30,700.00  
 160   154   274   159   1,407   1   1   1   1   1  0  15,357.08   30,900.00  
 159   159   270   152   1,405   1   1   1   1   1  0  15,364.92   30,950.00  
 160   159   274   143   1,391   1   1   1   1   1  0  15,368.92   31,350.00  
 160   154   274   147   1,389   1   1   1   1   1  0  15,371.54   31,450.00  
Table ‎E-10 Case A non-dominated solutions, population size: 75, number of 
generations: 400 
Decision Variables Objectives 
P
M
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P
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4  
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5  
M
T
 Throughput Cost 
 158   159   313   158   1,884   1   1   1   1   1  0  15,334.54   29,050.00  
 158   159   313   156   1,884   1   1   1   1   1  0  15,341.85   29,100.00  
 160   159   314   135   1,895   1   1   1   1   1  0  15,345.69   29,400.00  
 160   154   306   145   1,911   1   1   1   1   1  0  15,347.08   29,600.00  
 160   158   282   147   1,903   1   1   1   1   1  0  15,351.92   29,650.00  
 160   154   274   145   1,903   1   1   1   1   1  0  15,352.15   29,900.00  
 160   147   306   147   1,903   1   1   1   1   1  0  15,352.23   29,950.00  
 160   158   314   159   1,405   1   1   1   1   1  0  15,353.92   30,250.00  
 160   158   314   159   1,389   1   1   1   1   1  0  15,355.62   30,650.00  
 159   159   318   154   1,389   1   1   1   1   1  0  15,356.77   30,700.00  
 160   159   274   157   1,407   1   1   1   1   1  0  15,356.92   30,750.00  
 160   154   274   159   1,407   1   1   1   1   1  0  15,357.08   30,900.00  
 159   159   270   152   1,405   1   1   1   1   1  0  15,364.92   30,950.00  
 160   159   274   143   1,391   1   1   1   1   1  0  15,368.92   31,350.00  
 160   154   274   147   1,389   1   1   1   1   1  0  15,371.54   31,450.00  
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Table ‎E-11 Case A non-dominated solutions, population size: 100, number of 
generations: 100 
Decision Variables Objectives 
P
M
fre
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2  
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5  
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M
S
4  
M
S
5  
M
T
 Throughput Cost 
 160   157   304   142   1,897   1   1   1   1   1  0  15,337.15   29,650.00  
 160   153   304   140   1,897   1   1   1   1   1  0  15,337.38   29,900.00  
 160   157   304   142   1,833   1   1   1   1   1  0  15,338.31   30,050.00  
 160   157   304   140   1,769   1   1   1   1   1  0  15,341.62   30,100.00  
 160   156   307   152   1,542   1   1   1   1   1  0  15,342.92   30,300.00  
 160   153   272   142   1,739   1   1   1   1   1  0  15,343.00   30,550.00  
 160   153   304   140   1,547   1   1   1   1   1  0  15,343.46   30,700.00  
 160   153   304   126   1,547   1   1   1   1   1  0  15,351.38   30,950.00  
 158   137   318   138   1,567   1   1   1   1   1  0  15,351.62   31,550.00  
Table ‎E-12 Case A non-dominated solutions, population size: 100, number of 
generations: 150 
Decision Variables Objectives 
P
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P
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M
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M
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M
T
 Throughput Cost 
 160   157   312   142   1,897   1   1   1   1   1  0  15,339.77   29,500.00  
 160   157   304   140   1,769   1   1   1   1   1  0  15,341.62   30,100.00  
 158   158   314   138   1,567   1   1   1   1   1  0  15,345.85   30,150.00  
 160   157   312   126   1,547   1   1   1   1   1  0  15,349.54   30,600.00  
 160   153   304   126   1,547   1   1   1   1   1  0  15,351.38   30,950.00  
 158   137   318   138   1,567   1   1   1   1   1  0  15,351.62   31,550.00  
 160   137   282   96   1,547   1   1   1   1   1  0  15,352.00   33,050.00  
 
Table ‎E-13 Case A non-dominated solutions, population size: 100, number of 
generations: 200 
Decision Variables Objectives 
P
M
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P
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M
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M
S
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M
T
 Throughput Cost 
 160   157   312   142   1,897   1   1   1   1   1  0  15,339.77   29,500.00  
 158   158   314   154   1,567   1   1   1   1   1  0  15,341.00   29,900.00  
 160   157   304   140   1,769   1   1   1   1   1  0  15,341.62   30,100.00  
 158   158   314   138   1,567   1   1   1   1   1  0  15,345.85   30,150.00  
 160   157   312   126   1,547   1   1   1   1   1  0  15,349.54   30,600.00  
 160   153   304   126   1,547   1   1   1   1   1  0  15,351.38   30,950.00  
 158   137   318   138   1,567   1   1   1   1   1  0  15,351.62   31,550.00  
 160   137   282   96   1,547   1   1   1   1   1  0  15,352.00   33,050.00  
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 : Case B Optimisation Results Appendix F
F.1 Optimisation Plan and Computation Expenses 
Experiments were run on PC with Intel Core i7-2600 CPU @ 3.40 GHz 
(Population, generation) Random seed 1 Random seed 2 Random seed 3 
(50,100) 
Estimated time: 17:36 hours 
2555 977121 681 
(50,150) 
Estimated time: 08:48 hours 
(50,200) 
Estimated time: 08:48 hours 
 
(Population, generation) Random seed 1 Random seed 2 Random seed 3 
(75,100) 
Estimated time: 31:04 hours 
34747 55999 18547 
(75,150) 
Estimated time: 15:32 hours 
(75,200) 
Estimated time: 15:32 hours 
 
(Population, generation) Random seed 1 Random seed 2 Random seed 3 
(100,100) 
Estimated time: 38:46 hours 
4667 955121 6481 
(100,150) 
Estimated time: 21:33 hours 
(100,200) 
Estimated time: 21:33 hours 
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F.2 Optimal Solutions 
Table ‎F-1 Case B non-dominated solutions, population size: 50, number of generations: 100 
Decision Variables Objectives 
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4  
Cost Throughput 
4.37 4.09 8.92 6.98 0 1 0 1 0 0 0 1 0 0 0 1 1,138 491 943 602  1,302,895.07   5,925.34  
8.03 12.61 8.93 6.98 0 0 1 1 0 0 0 1 0 0 0 1 1,114 747 607 602  1,324,137.64   5,990.11  
7.76 12.61 8.93 6.98 0 0 1 1 0 0 0 1 0 0 0 1 986 747 1,015 602  1,325,509.58   5,990.80  
Table ‎F-2 Case B non-dominated solutions, population size: 50, number of generations: 150 
Decision Variables Objectives 
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Cost Throughput 
4.37 4.09 8.92 6.98 0 1 0 1 0 0 0 1 0 0 0 1  1,138   491   943   602   1,302,895.07   5,925.34  
7.76 12.61 8.93 6.98 0 0 1 1 0 0 0 1 0 0 0 1  786   747   607   602   1,314,678.32   6,017.05  
 208 
Table ‎F-3 Case B non-dominated solutions, population size: 50, number of generations: 200 
Decision Variables Objectives 
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Cost Throughput 
4.37 4.09 8.92 6.98 0 1 0 1 0 0 0 1 0 0 0 1  1,138   491   943   602   1,302,895.07   5,925.34  
7.76 12.61 8.93 6.98 0 0 1 1 0 0 0 1 0 0 0 1  786   747   607   602   1,314,678.32   6,017.05  
Table ‎F-4 Case B non-dominated solutions, population size: 75, number of generations: 100 
Decision Variables Objectives 
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Cost Throughput 
 4.15   13.51   13.23   5.48  0 0 1 1 0 0 0 1 0 0 1 0  639   1,027   391   826   1,226,747.60   6,056.25  
 5.59   8.36   12.60   4.41  0 0 1 1 0 0 0 1 0 0 1 0  504   1,301   415   1,051   1,231,569.54   6,066.48  
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Table ‎F-5 Case B non-dominated solutions, population size: 75, number of generations: 150 
Decision Variables Objectives 
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Cost Throughput 
 4.15   13.51   13.23   5.48  0 0 1 1 0 0 0 1 0 0 1 0  639   1,027   391   826   1,226,747.60   6,056.25  
 5.59   8.36   12.60   4.41  0 0 1 1 0 0 0 1 0 0 1 0  504   1,301   415   1,051   1,231,569.54   6,066.48  
Table ‎F-6 Case B non-dominated solutions, population size: 75, number of generations: 200 
Decision Variables Objectives 
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Cost Throughput 
 4.15   13.51   13.23   5.48  0 0 1 1 0 0 0 1 0 0 1 0  639   1,027   391   826   1,226,747.60   6,056.25  
 5.59   8.36   12.60   4.41  0 0 1 1 0 0 0 1 0 0 1 0  504   1,301   415   1,051   1,231,569.54   6,066.48  
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Table ‎F-7 Case B non-dominated solutions, population size: 100, number of generations: 100 
Decision Variables Objectives 
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Cost Throughput 
 2.41   6.11   13.39   6.24  0 0 1 1 0 0 0 1 0 0 1 0  783   1,434   709   1,037   1,181,926.31   6,147.61  
Table ‎F-8 Case B non-dominated solutions, population size: 100, number of generations: 150 
Decision Variables Objectives 
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Cost Throughput 
 2.41   6.11   13.39   6.24  0 0 1 1 0 0 0 1 0 0 1 0  783   1,434   709   1,037   1,181,926.31   6,147.61  
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Table ‎F-9 Case B non-dominated solutions, population size: 100, number of generations: 200 
Decision Variables Objectives 
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Cost Throughput 
 2.41   6.11   13.39   6.24  0 0 1 1 0 0 0 1 0 0 1 0  783   1,434   709   1,037   1,181,926.31   6,147.61  
 
 
 
