We consider second order divergence form elliptic operators with W 1,1 coefficients, in a uniform domain Ω with Ahlfors regular boundary. We show that the A ∞ property of the elliptic measure associated to any such operator implies that Ω is a set of locally finite perimeter whose boundary, ∂Ω, is rectifiable. As a corollary we show that for this type of operators, absolute continuity of the surface measure with respect to the elliptic measure is enough to guarantee rectifiability of the boundary. In the case that the coefficients are continuous we obtain additional information about Ω.
Introduction
with Ahlfors regular boundary, the matrix A is locally Lipschitz and its gradient satisfies a Carleson condition then the A ∞ property of the elliptic measure associated to any such operator implies that ∂Ω is uniformly rectifiable, that is Ω is an NTA domain. In [ABHM] , Akman et al. obtained a qualitative version of these results. See also [AGMT] for related work.
One of the main motivations of this paper is to understand whether the elliptic measure of divergence form operator distinguishes between a rectifiable and a purely unrectifiable boundary. Geometrically we consider bounded uniform domains Ω ⊂ R n with n ≥ 3 (see Definition 2.3) with Ahlfors regular boundary (see Definition 2.5). Analytically we consider second order divergence form elliptic and symmetric operators with W 1,1 (Ω)∩L ∞ (Ω) or C(Ω) coefficients whose elliptic measure is an A ∞ weight in the sense of [HMU] (see Definition 2.15) with respect to the surface measure σ = H n−1 ∂Ω. Our goal is to understand how the analytic information yields geometric insight on the domain and its boundary. More precisely, let Ω ⊂ R n open and bounded, with n ≥ 3. We consider uniformly elliptic divergence form operators L = − div(A(X)∇), where A(X) = (a ij (X))
is a real symmetric matrix satisfying either A ∈ W 1,1 (Ω) ∩ L ∞ (Ω) or A ∈ C(Ω). We assume that there exist constants 0 < λ < Λ < ∞ such that A L ∞ (Ω) ≤ Λ and for all X ∈ Ω, (1.1) λ|ξ| 2 ≤ A(X)ξ, ξ ≤ Λ|ξ| 2 , for all ξ ∈ R n \ {0}.
Our main goal is to understand the extent to which the regularity of the elliptic measures of these operators determines the structure of the boundary. In particular we care about whether the absolute continuity (quantitative or qualitative) of surface measure with respect to elliptic measure ensures the exterior corkscrew property of the domain or the rectifiability of its boundary. Theorems 1.1, 1.2 and 1.3 provide answers to these queries.
Theorem 1.1. Let Ω ⊂ R n be a bounded uniform domain with Ahlfors regular boundary. Let L = − div(A(X)∇) with A ∈ W 1,1 (Ω) ∩ L ∞ (Ω) satisfying (1.1). Suppose that the elliptic measure ω L ∈ A ∞ (σ) in the sense of [HMU] (see Definition 2.15), then Ω is a set of locally finite perimeter, whose measure theoretic boundary coincides with its topological boundary H n−1 -a.e. Thus ∂Ω is (n − 1)-rectifiable.
Theorem 1.2. Let Ω ⊂ R n be a bounded uniform domain with Ahlfors regular boundary. Let L = − div(A(X)∇) with A ∈ W 1,1 (Ω) ∩ L ∞ (Ω) satisfying (1.1). Suppose X 0 ∈ Ω is such that δ(X 0 ) ∼ diam Ω, and denote ω = ω X 0 L . Then if σ ≪ ω, ∂Ω is (n − 1)-rectifiable. Theorem 1.2 should be understood as a corollary of Theorem 1.1. In fact modulo a stopping time argument the proof can be reduced to applying a local version of Theorem 1.1. By taking this approach we would like to emphasize the fact that, in this area, quantitative results yield qualitative ones. See section 6. Theorem 1.3. Let Ω ⊂ R n be a bounded uniform domain with Ahlfors regular boundary. Let L = − div(A(X)∇) with A ∈ C(Ω) satisfying (1.1). Suppose that the elliptic measure ω L ∈ A ∞ (σ) in the sense of [HMU] (see Definition 2.15), then there exists r Ω > 0 such that Ω satisfies the exterior corkscrew condition for all r < r Ω . In particular Ω is an NTA domain.
It is important to differentiate the result in Theorem 1.3 and those in [HM1] , [HMT1] and [HMU] . The key difference is that although one shows that the domain is NTA, the constants are not "uniform" in the sense that they do not depend only on the allowable constants, namely the dimension n, the ellipticity constants of A, the Ahlfors constants, and the constants that determine the uniform character of the domain. Here r Ω is obtained via compactness and there might depend a priori on the domain Ω itself.
After this paper was posted it was brought to our attention that Azzam and Mourgoglou [AM] were also working in similar questions. Both sets of hypotheses are different and therefore so are the results. The techniques are drawn from harmonic analysis and geometric measure theory. These bodies of work complement each other well and contribute to a fast evolving field.
We would like to thank the referee for the careful reading of the paper and very useful suggestions.
Preliminaries
In this section we provide a few definitions, properties of the Green function and elliptic measure, and some important properties of W 1,1 functions on uniform domains. From now on we simply use ω to denote the elliptic measure ω L , when there is no confusion as to what the underlying operator is.
Definition 2.1. The domain Ω is said to satisfy the (interior) corkscrew condition (resp. exterior corkscrew condition) if there are M, R > 0 such that for any q ∈ ∂Ω, r ∈ (0, R), there exists a corkscrew point (or non-tangential point) A = A(q, r) ∈ Ω (resp. A ∈ Ω c , the complement of domain Ω) such that (2.1) |A − q| < r and δ(A) := dist(A, ∂Ω) > r M .
Definition 2.2. The domain Ω is said to satisfy the Harnack chain condition if there are universal constants C 1 > 1 and C 2 > 0, such that for every pair of points A and A ′ in Ω satisfying
there is a chain of open Harnack balls B 1 , B 2 , · · · , B M in Ω that connects A to A ′ . Namely, A ∈ B 1 , A ′ ∈ B M , B j ∩ B j+1 = Ø and
for all j. Moreover, the number of balls M satisfies (2.3) M ≤ C 2 (1 + log 2 Λ).
Definition 2.3. A domain Ω ⊂ R n is said to be uniform if it satisfies: (i) the interior corkscrew condition and (ii) the Harnack chain condition.
Definition 2.4. A uniform domain Ω ⊂ R n is said to be NTA if it satisfies the exterior corkscrew condition.
For any q ∈ ∂Ω and r > 0, let ∆ = ∆(q, r) denote the surface ball B(q, r) ∩ ∂Ω. We always assume r < diam Ω.
Definition 2.5. We say that the boundary of Ω is Ahlfors regular if there exist constants C 2 > C 1 > 0, such that for any q ∈ ∂Ω and any radius r > 0,
where σ = H n−1 | ∂Ω is the surface measure.
It was proved in [Zh] (section 3) that a domain in R n with n ≥ 3 with Ahlfors regular boundary satisfies the so-called capacity density condition and is in particular Wiener regular.
Definition 2.6. A domain Ω ⊂ R n with n ≥ 3 is said to satisfy the capacity density condition (CDC) if there exist constants c 0 , R > 0 such that
, for any q ∈ ∂Ω and any r ∈ (0, R).
For any compact set K, the p-capacity with 1 ≤ p < ∞ is defined as follows:
Moreover, if Ω is a uniform domain satisfying the CDC (in particular if ∂Ω is Ahlfors regular) and L = − div(A∇) with A ∈ L ∞ (Ω) satisfying (1.1), the work of Grüter and Widman [GW] guarantees the existence of a Green function. The work in [HMT2] describes the behavior of the Green functions with respect to the elliptic measure. In particular the results proved in [JK] for harmonic functions on NTA domains extend to solutions of L on uniform domains with the CDC. We summarize below the results which will be used later in this paper.
Theorem 2.7. Given an open bounded connected domain Ω ⊂ R n , there exists a unique function G : Ω × Ω → R ∪ {∞}, G ≥ 0 such that the following hold:
(1) for each y ∈ Ω and r > 0,
, and for 0 < ǫ ≤ p − 1
where |Ω| denotes the Lebesgue measure of Ω. Therefore (2.6), (2.7) and Theorem 2.7 (1) imply that for any 1 ≤ q < n/(n − 1) the Green function G = G(·, y) satisfies
Recall that if a domain Ω is Wiener regular, by [LSW] Ω is regular for L as well. In this case there exists a family of probability measures {ω X } X∈Ω such that if Lu = 0 in Ω and u = f on ∂Ω with
The following results are proved in detail in [HMT2], the arguments are closely related to those in [JK] . When we refer to the allowable constants, we mean the dimension n, the ellipticity constants λ and Λ, the L ∞ (Ω) norm of A, c 0 as in (2.4) and the constants that describe the uniform character of Ω which is M as in (2.1), (2.2) and (2.3).
Lemma 2.9. Let Ω be a uniform domain satisfying the CDC. There exists β > 0 (depending on the allowable constants) such that for q ∈ ∂Ω and r < diam Ω, and u ≥ 0 with Lu = 0 in B(q, 2r) ∩ Ω, if u vanishes continuously on ∆(q, 2r) = B(q, 2r) ∩ ∂Ω, then
where C depends on the allowable constants.
Corollary 2.10. Let Ω be a uniform domain satisfying the CDC. There exists m 0 > 0 depending on the allowable constants such that for any q ∈ ∂Ω and r < diam Ω,
Here A(q, r) denotes a non-tangential point for q at radius r.
Lemma 2.11. Let Ω be a uniform domain satisfying the CDC. Let q ∈ ∂Ω and r < diam Ω. If u ≥ 0 with Lu = 0 in Ω ∩ B(q, 4r) and u vanishes continuously on ∆(q, 4r), then (2.13) u(X) ≤ Cu(A(q, r)), for X ∈ Ω ∩ B(q, r).
Here C > 0 depends on the allowable constants.
Lemma 2.12.
Let Ω be a uniform domain satisfying the CDC. There exists C > 0 depending on the allowable constants such that for q ∈ ∂Ω and r < diam Ω/M ,
where G(·, X) is the Green function of L in Ω with pole X as defined in Theorem 2.7 and ω X is the elliptic measure of L with pole X as in (2.12).
Lemma 2.13. Let Ω be a uniform domain satisfying the CDC. Let q ∈ ∂Ω and 0 < r < diam Ω/2M , if X ∈ Ω \ B(q, 2M r), then for s ∈ (0, r),
where C only depends on the allowable constants.
We also need the following representation formula whose proof requires a number of approximation arguments which appear in detail in [HMT2].
Proposition 2.14. Let Ω be a uniform domain satisfying the CDC.
denote the Green function of L in Ω with pole X 0 and ω X 0 the corresponding elliptic measure. Then for any ϕ ∈ C ∞ c (R n ),
In the statement of Theorems 1.1 and 1.3 we assume that ω L ∈ A ∞ (σ) in the sense of [HMU] . This is a uniform scale invariant notion of A ∞ -weight.
Definition 2.15. The elliptic measure of Ω is said to be of class A ∞ with respect to the surface measure σ = H n−1 ∂Ω in the sense of [HMU], which we denote by ω ∈ A ∞ (σ), if there exist positive constants C and θ such that for any surface ball ∆ = B(q, r) ∩ ∂Ω, with r ≤ diam Ω, the elliptic measure with pole at A(q, r) satisfies
where A(q, r) ∈ Ω is a non-tangential point for q at radius r.We assume that (2.14) holds for any surface ball ∆ ′ ⊂ ∆ and and Borel subset E ⊂ ∆ ′ .
In the next lemma we describe the properties of W 1,1 (Ω)∩L ∞ (Ω) which are crucial to our arguments. Recall that uniform domains are (ǫ, δ) domains in the language of Jones, see [Jo] . Thus they are extension domains and in particular, if
, where C depends on n and the constants describing the uniform character of Ω.
Lemma 2.16. Let Ω be a uniform domain with Ahlfors regular boundary. Let A ∈ W 1,1 (Ω). Then for H n−1 a.e. q ∈ ∂Ω there exists a symmetric constant coefficient elliptic matrix A * (q) (with constants depending on the allowable constants) such that
Proof. By the previous remark, there existsĀ ∈ W 1,1 (R n ) such thatĀ| Ω = A and Ā W 1,1 (R n ) ≤ C A W 1,1 (Ω) . By Theorem 1 section 4.8 in [EG] we have that ifĀ ∈ W 1,1 (R n ), then there exists a Borel set E ⊂ R n such that cap 1 (E) = 0 (recall the definition in (2.5) with p = 1) and
exists for all x ∈ R n \ E. In addition
Note that by Theorem 3 in section 5.6 in [EG] since cap 1 (E) = 0 then H n−1 (E) = 0. Hence (2.16) holds for H n−1 a.e. q ∈ ∂Ω. Since for every q ∈ ∂Ω and 0 < r < diam Ω there exists A(q, r) ∈ Ω such that B(A(q, r), r/M ) ⊂ Ω ∩ B(q, r) (see (2.1)), we have
where c n denotes the volume of a unit ball in R n . Thus for q ∈ ∂Ω \ E B(q,r)∩Ω 
for q / ∈ E. Since (1.1) holds for any ξ ∈ R n \ {0}, we have
Letting r tend to 0 we conclude that
Since A is symmetric, so is ffl B(q,r)∩Ω A for every q and r > 0. Moreover for A ∈ L ∞ (Ω), ffl B(q,r)∩Ω A is uniformly bounded in q and r. Thus A * (q) is a real uniformly elliptic symmetric matrix and (2.15) holds for H n−1 a.e. q ∈ ∂Ω. Definition 2.17. Let {D j } j be a sequence of non-empty closed subsets of R n . We say D j converge to a closed set D ∞ in the Hausdorff distance sense and write
is called the Hausdorff distance between two non-empty closed subsets E, F of R n .
Definition 2.18. Let {µ j } be a sequence of Radon measures on R n . We say µ j converge weakly to a Radon measure µ ∞ and write µ j ⇀ µ ∞ , if f µ j →ˆf µ ∞ for any bounded continuous function f .
We finish this section by stating a compactness type lemma for Radon measures which are uniformly doubling and "bounded below". Lemma 2.19. Let {µ j } j be a sequence of Radon measures. Let C 1 , C 2 > 0 be fixed constants. Assume i) 0 ∈ spt µ j and µ j (B(0, 1)) ≥ C 1 for all j, ii) For all j ∈ N, q ∈ spt µ j and r > 0,
If there exists a Radon measure µ ∞ such that µ j ⇀ µ ∞ , then µ ∞ is doubling and
in the Hausdorff distance sense uniformly on compact sets. Recall that if µ is a Radon measure, then spt µ = {x ∈ R n : µ(B(x, r)) > 0 for any r > 0}.
Proof. Since 0 ∈ spt µ j for all j, given any subsequence of µ j there exists a further subsequence µ j k and a closed set Σ ∞ such that spt µ j k → Σ ∞ in the Hausdorff distance sense uniformly on compact sets. For x ∈ Σ ∞ there exist
, and supp ϕ ⊂ B(x, r). In particular we have supp ϕ ∩ spt µ ∞ = Ø. For k large enough, we also have ϕ ≡ 1 on B(x j k , r/4). Hence (2.20)
Since {x j k } is a bounded sequence in B(x, 1), there is l ∈ N such that |x j k | < 2 l for all j k . Then we have B(0, 1) ⊂ B(x j k , 2 l+1 ). Let m ∈ Z such that 2 −m ≤ r < 2 −m+1 , then we have
, which contradicts (2.20). Thus Σ ∞ ⊂ spt µ ∞ . Notice that this shows that any subsequential limit of spt µ j is included in spt µ ∞ .
On the other hand, if y ∈ spt µ ∞ , r > 0 and {j k } is the subsequence above we have
For r = 1 there existsj 1 such that for j k ≥j 1 , µ j k (B(y, 1)) > 0. Thus there is y 1 ∈ B(y, 1)∩ spt µj
To show that µ ∞ is doubling let x ∈ spt µ ∞ and r > 0. There exist x j ∈ spt µ j such that x j → x. Thus for j large enough |x j − x| < r/4. Since µ j ⇀ µ ∞ we have
3 Blow-up and pseudo blow-up domains
In this section we consider tangent objects as a way to understand the fine structure of ∂Ω, under the assumptions of Theorem 1.1 and 1.3. This requires looking at the tangent and pseudo-tangent domains and the corresponding functions and measures obtained via a blow-up. While tangent objects provide pointwise infinitesimal information, pseudo-tangents provide "uniform infinitesimal" information. The key point is to observe that the blow-ups or pseudo blow-ups of the operators satisfying the hypotheses of Theorems 1.1 and 1.3 lead to a constant coefficient operators. Our goal is to show that under these assumptions the tangent and pseudo-tangent objects satisfy the hypothesis of Theorem 3.1, which is a simple generalization of Theorem 1.23 in [HMU] . The details of its proof can also be found in [HMT1] . Getting to the point where we can apply this Theorem requires showing first that if Ω ∞ is a blow-up or pseudo blow-up of Ω, then Ω ∞ is an unbounded uniform domain with Ahlfors regular boundary.
To accomplish this we also need to blow up the Green function. Moreover the blow-up limit of the given elliptic operator, denoted by L ∞ , has constant coefficient. Once we have this, to show that ω L∞ ∈ A ∞ (σ ∞ ) for the blow-up domain and the limiting operator, we need to construct the elliptic measure ω Z L∞ for any Z ∈ Ω ∞ as a limiting measure compatible with the initial blow-up. Let X 0 ∈ Ω and L = − div(A∇). Let G(X 0 , ·) be the Green function for L with pole X 0 and ω = ω X 0 L the corresponding elliptic measure. For j ∈ N, let q j ∈ ∂Ω and r j > 0 such that q j → q ∈ ∂Ω and r j → 0. In some cases we assume that q j = q for all j ∈ N. We now consider
We follow the following conventions:
• For X ∈ Ω we denote δ(X) = dist(X, ∂Ω) and for Z ∈ Ω j we denote δ j (Z) = dist(Z, ∂Ω j ).
• For any q ∈ ∂Ω and r ∈ (0, diam ∂Ω), we use A(q, r) to denote a non-tangential point in Ω with respect to q at radius r, i.e.
|A(q, r) − q| < r, and δ(A(q, r)) ≥ r M .
• If X ∈ Ω j we denote by X = q j + r j X ∈ Ω .
• For any p ∈ ∂Ω j and r ∈ (0, diam ∂Ω j ), we use
as a non-tangential point in Ω j with respect to p at radius r. Here p = q j + r j p.
Note that, modulo a constant, u j is the Green function for the operator
Moreover ω j is the corresponding elliptic measure with 0 ∈ spt ω j and ω j (B(0, 1)) = 1. If p ∈ ∂Ω j and r
Hence {σ j } and {ω j } satisfy conditions i) and ii) of Lemma 2.19. The three theorems below describe what happens as we let j tend to infinity in the sequences defined in (3.1), (3.2) and (3.3).
Theorem 3.2. Let Ω ⊂ R n be a uniform domain with Ahlfors regular boundary. Let L A = − div(A(X)∇) be a divergence form uniformly elliptic operator in Ω, assume that A ∈ L ∞ (Ω). Using the notation above, modulo passing to a subsequence (which we relabel) we conclude the following
(2) Let Ω ∞ = {u ∞ > 0}, then Ω j → Ω ∞ and ∂Ω j → ∂Ω ∞ in the Hausdorff distance sense uniformly on compact sets.
(3) Ω ∞ is a non-trivial unbounded uniform domain.
(4) There is a doubling measure ω ∞ such that ω j ⇀ ω ∞ . Moreover spt ω ∞ = ∂Ω ∞ .
(5) There is an Ahlfors regular measure µ ∞ such that
Definition 3.3. The domain Ω ∞ is a pseudo-tangent domain to Ω at q. The function u ∞ is a pseudo-tangent function to G(X 0 , ·) at q. The measures µ ∞ and ω ∞ are pseudo-tangent measures to σ j and ω j at q respectively. If q j = q for all j then Ω ∞ , u ∞ , µ ∞ and ω ∞ are called tangents at q.
Theorem 3.4. Let Ω ⊂ R n be a uniform domain with Ahlfors regular boundary. Let L = − div(A(X)∇) be a divergence form uniformly elliptic operator in Ω. Assume that A ∈ C(Ω). Then using the notation in Theorem 3.2 we have that the function u ∞ satisfies
Furthermore ω ∞ is the harmonic measure corresponding to u ∞ , in the sense that
Theorem 3.5. Let Ω ⊂ R n be a uniform domain with Ahlfors regular boundary.
Then for H n−1 a.e. q ∈ ∂Ω, using the notation in Theorem 3.2, under the assumption that q j = q for every j we have that the corresponding function u ∞ satisfies (3.8)
with pole at ∞. Furthermore ω ∞ is the harmonic measure corresponding to u ∞ , in the sense that
Here A * (q) is obtained as in Lemma 2.16.
Proof of (1) in Theorem 3.2 Fix R > 1, for j ≥ j 0 large enough we may assume
. Note that 0 ∈ ∂Ω j and (A(q j , r j ) − q j ) /r j ∈ Ω j is a non-tangential point for 0 at radius 1 for Ω j , we denote it by A j (0, 1). Moreover
Let A j (0, R) ∈ Ω j denote a non-tangential point to 0 at radius R, then by Harnack's inequality we have
Thus for any Z ∈ Ω j ∩ B(0, R), using Lemma 2.11 we have
Extending u j = 0 on Ω c j we conclude that the sequence {u j } j≥j 0 is uniformly bounded in B(0, R). Since for each j, L j has ellipticity constants bounded below by λ and above by Λ,
and Ω j is uniform and satisfies the CDC (as ∂Ω j is Ahlfors regular) with the same constants as Ω, then combining Lemma 2.9 with DeGiorgi-Nash-Moser we conclude that the sequence {u j } j is equicontinuous on B(0, R) (in fact uniformly Hölder continuous with the same exponent). Using Arzelà-Ascoli combined with a diagonal argument applied on a sequence of balls with radii going to infinity, we produce a subsequence (which we relabel) such that u j → u ∞ uniformly on compact sets of R n . Note that the boundary Cacciopoli inequality yieldŝ
Applying the boundary Harnack principle (see (2.13)) and Harnack inequality to estimate G(X 0 , A(q j , 2Rr j )) by G(X 0 , A(q j , r j )) and noting that A(q j , 2Rr j ) can be joined to A(q j , r j ) by a chain of length independent of j, (3.11) becomeŝ
Finally applying Lemma 2.12 in (3.12) yields
Recalling that the functions {u j } are uniformly bounded in B(0, R), we conclude that
Thus there exists a subsequence (which we relabel) which converges weakly in W 1,2
Proof of (2) in Theorem 3.2 Let Ω ∞ = {u ∞ > 0}. Since 0 ∈ ∂Ω j for all j, modulo passing to a subsequence (which we relabel) we have
Here Γ ∞ and Λ ∞ are closed sets, and the convergence is in the Hausdorff distance sense uniformly on compact sets.
On the other hand since the u j 's are uniformly Hölder continuous on compact sets
Applying Harnack inequality in Ω, we know there is a constant C = C(ǫ, |p|) such that
where the constant C ′ is independent of j. However, since for j large enough
the lower bound (3.14) combined with (3.15) implies that u ∞ ≡ 0 on B(p, ǫ) which contradicts our assumption. Therefore p ∈ ∂Ω ∞ , and Λ ∞ ⊂ ∂Ω ∞ .
To show that ∂Ω ∞ ⊂ Λ ∞ , we assume that p / ∈ Λ ∞ , thus since Λ ∞ is a closed set, there exists ǫ > 0 such that B(p, 2ǫ) ∩ Λ ∞ = Ø. Since Λ ∞ is the Hausdorff limit of ∂Ω j we have that for j large enough
Thus there exists a Harnack chain joining A(q j , r j ) to (q j + pr j ) of length independent of j and depending on ǫ and |p|. By Harnack's inequality G(X 0 , q j + pr j ) ∼ G(X 0 , A(q j , r j )) which combined with (3.10) yields
Hence for X ∈ B(p, ǫ) ⊂ Ω j , again by Harnack inequality and (3.16) we have u j (X) ∼ u j (p) ∼ 1 with constants independent of j. Letting j → ∞ we have that u ∞ (X) ∼ 1 for X ∈ B(p, ǫ/2). Thus
. By uniform convergence of u j in B(p, ǫ/2) we have that u ∞ (X) = 0 for X ∈ B(p, ǫ/2), which implies B(p, ǫ/2) ⊂ {u ∞ = 0} and p / ∈ ∂Ω ∞ . Hence ∂Ω ∞ ⊂ Λ ∞ and we conclude Λ ∞ = ∂Ω ∞ .
We now show that Γ ∞ = Ω ∞ . Note that if Z ∈ Ω ∞ , u ∞ (Z) > 0 and for j large enough u j (Z) > 0 also. Thus Z ∈ Ω j for all j large enough and Z ∈ Γ ∞ , which yields Ω ∞ ⊂ Γ ∞ . Since Γ ∞ is closed we conclude Ω ∞ ⊂ Γ ∞ . Let X ∈ Γ ∞ . Assume there is ǫ > 0 such that B(X, 2ǫ) ⊂ Ω c ∞ , in particular B(X, 2ǫ) ∩ ∂Ω ∞ = Ø. Since ∂Ω ∞ is the limit of ∂Ω j 's, for j large enough B(X, ǫ) ∩ ∂Ω j = Ø. By the definition of Γ ∞ , there is a sequence X j ∈ Ω j converging to X. Thus for j large enough B(X, ǫ) is a neighborhood of X j and moreover B(X, ǫ) ∩ Ω j = Ø since X j ∈ Ω j . Since B(X, ǫ) ∩ ∂Ω j = Ø we conclude that B(X, ǫ) ⊂ Ω j . Using a similar argument to the one used to obtain (3.16) we have
which concludes the proof of (2).
Proof of (3) in Theorem 3.2 Recall that since Ω is a uniform domain there is M > 1 such that for all q ∈ ∂Ω and r ∈ (0, diam Ω) there is a point A(q, r) ∈ Ω such that
Note that since each Ω j is a dilation and translation of Ω (3.17) also holds for q ′ ∈ ∂Ω j and r ∈ (0, diam Ω j ).
Let p ∈ ∂Ω ∞ and r > 0. Since ∂Ω j → ∂Ω ∞ , we can find p j ∈ ∂Ω j such that p j → p. For each j there exists A j = A j (p j , r/2) such that
Note that for j large enough
Modulo passing to a subsequence (which we relabel) we can find a point A(p, r) such that A j → A(p, r) and for j large enough
Since each Ω j satisfies the Harnack chain property with the same constant as Ω we have that u j (A j ) ∼ u j (A j (0, 1)) with a comparison constant that only depends on r and |p j | thus for j large enough with a comparison constant that only depends on r and |p|. Since u j (A j (0, 1)) ∼ 1, we conclude that u j (Y ) ∼ 1 with a comparison constant that only depends on r and |p|. Hence u ∞ (Y ) > 0 and
which ensures that Ω ∞ satisfies the corkscrew condition.
Fix X, Y ∈ Ω ∞ . Since ∂Ω j → ∂Ω ∞ and Ω j → Ω ∞ , for j large enough
here d ≤ 1 is a constant dependeing on X, Y to be determined later. Fix an j sufficiently large, we have X, Y ∈ Ω j and
Since Ω j satisfies the Harnack chain property with the same constants as Ω, there are constants c 1 < c 2 < 1 (independent of j) and balls B 1 , · · · , B K (the choice of balls are dependent of j) connecting X to Y in Ω j and such that
Combining (3.21) and (3.22), we know
Combining (3.23) again with (3.21), we find a constant
Recall (3.20), we conclude
Thus B k ⊂ Ω ∞ , and moreover,
Combined with (3.21) we get
To summarize, we find balls B 1 , · · · , B K in Ω ∞ that satisfy (3.24) and connect X to Y , and the number of balls satisfies (3.22). Therefore Ω ∞ satisfies the Harnack chain condition. This combined with (3.19) shows that Ω ∞ is a uniform domain with constants comparable to those of Ω.
Proof of (4) and (5) in Theorem 3.2 As noted right after (3.4) and (3.5), {σ j } and {ω j } satisfy conditions i) and ii) of Lemma 2.19. Moreover for R > 0,
since σ is Ahlfors regular; and
since ω is doubling. Therefore modulo passing to a subsequence (which we relabel) we have
where µ ∞ and ω ∞ are Radon measures. By Lemma 2.19, µ ∞ and ω ∞ are doubling measures and
Since σ j is Ahlfors regular, it is clear that spt σ j = ∂Ω j ; by the doubling property of ω j and that ω j (B(0, 1)) = 1 we also know spt ω j = ∂Ω j . Recall ∂Ω j → ∂Ω ∞ , (3.25) yields
To show that µ ∞ is Ahlfors regular let q ∈ ∂Ω ∞ and let q j ∈ ∂Ω j such that q j → q. For r > 0 and j sufficiently large
Note that (3.26) and (3.26) guarantee that µ ∞ is Ahlfors regular. Moreover by Theorem 6.9 of [Ma] , there are constants C 1 and C 2 such that
Proof of Theorem 3.4 Let ψ ∈ C ∞ c (R n ). Suppose spt ψ ⊂ B(0, R) for some large R > 0. Let j be large enough, so that the pole X 0 / ∈ B(q j , 4r j R). Define ϕ j (Z) = ψ Z−q j r j and note that spt ϕ j ⊂ B(q j , r j R) thus X 0 / ∈ spt ϕ j . Using Proposition 2.14 as well as a change of variables we have
For Z ∈ B(0, R), we have |q − (q j + r j Z)| ≤ |q − q j | + r j R, since q j → q, r j → 0 then lim j→∞ (q j + r j Z) = q. Therefore since A ∈ C(Ω), we have A(q j + r j Z) → A(q ∞ ) uniformly on B(0, R). By (1), (2) and (4) 
, and ∂Ω j → ∂Ω ∞ in the Hausdorff distance sense. Moreover ω j ⇀ ω ∞ with spt ω j → spt ω ∞ = ∂Ω ∞ . Hence letting j → ∞ in (3.27) we obtain (3.7).
Proof of Theorem 3.5 Recall we proved in Lemma 2.16 that for H n−1 a.e. q ∈ ∂Ω there exists A * (q) a symmetric constant-coefficient elliptic matrix such that (2.15) holds. For such q consider the blow-up given by Theorem 3.2 where q j = q for all j. As in the proof of Theorem 3.4 we have for ψ ∈ C ∞ c (R n ) and j large enough,
Note that as in the proof of Theorem 3.4, the right hand side
loc (R n ). Thus for j large enough since ψ ∈ C ∞ c (R n ), by triangle inequality and Hölder inequality we have
On the other hand since A ∈ L ∞ (Ω), and by construction |A * (q)| ≤ C A L ∞ (Ω) , we have that
Hence by combining (2.15), (3.29), (3.30) and (3.31) we obtain
Thus combining (3.28) and (3.32), we conclude the proof of (3.9) and Theorem 3.5.
Analytic properties of the blow-up and pseudo blow-up domains
As mentioned in section 3, in order to apply Theorem 3.1 we need to study the elliptic measures of the blow-up domain with finite poles. In this section we construct these measures by a limiting procedure which is compatible with the blow-up procedure used to produce the tangent and pseudotangent domains.
Theorem 4.1. Let Ω ⊂ R n be a uniform domain with Ahlfors regular boundary. Let L = − div(A∇) with A ∈ C(Ω) or A ∈ W 1,1 (Ω) ∩ L ∞ (Ω). Suppose that the elliptic measure ω ∈ A ∞ (σ) in the sense of [HMU] . Assume that Ω ∞ is either the pseudo-tangent or the tangent domain obtained in Theorem 3.2, where in the case of A ∈ W 1,1 (Ω) ∩ L ∞ (Ω) we use q j = q for every j and only consider points q satisfying (2.15) and L ∞ is the corresponding operator as in Theorem 3.4 or 3.5, then ω L∞ = ω ∞ ∈ A ∞ (σ ∞ ) in the sense of [HMU] (see Definition 2.15).
Proof. Our goal is to show that the elliptic measure of L ∞ with finite pole can be recovered as a limit of the elliptic measures of L j = − div(A j (Z)∇) with finite pole, where A j (Z) = A(q j + r j Z) in Ω j , and that the A ∞ property of elliptic measures is preserved when passing to a limit.
, and consider the Dirichlet problem
Here ω Z j is the harmonic measure of L j in Ω j with pole Z. By definitions of Ω j and L j it is not hard to see ω
By the maximum principle sup
Since the domains Ω j have Ahlfors regular boundaries with the same constants, DeGiorgi-NashMoser and the assumption that the boundary data f is Lipschitz yield that the solutions {v j } are equicontinuous on compact sets of R n . Thus the sequence {v j } is equicontinuous and uniformly bounded. Furthermore using the variational properties of v j we know that
The uniform ellipticity of L j yields
Modulo passing to a subsequence (which we relabel) we have that there is a continuous function v ∈ W 1,2 loc (R n ) with ∇v ∈ L 2 (R n ) and such that v j → u uniformly on compact sets of R n and ∇v j ⇀ ∇v in L 2 (R n ). Note that a priori the choice of a subsequence could depend on the boundary data f , which will be problematic. We will show later that this is not the case.
We claim that the function v solves the Dirichlet problem
Note that for p ∈ ∂Ω ∞ there exist p j ∈ ∂Ω j with p j → p. Using the continuity of v and f at p, the uniform convergence of v j to v on compact sets (for example on B(p, r)) and the fact that v j = f on ∂Ω j , we have
Combined with the continuity of v in R n we conclude that u tends to f continuously towards the boundary ∂Ω ∞ . Let ξ ∈ C ∞ c (Ω ∞ ). Since Ω j and Ω ∞ are open domains satisfying Ω j → Ω ∞ and ∂Ω j → ∂Ω ∞ uniformly on compact sets, a standard argument shows that a compact set contained in Ω ∞ is eventually contained in Ω j . Thus ξ ∈ C ∞ c (Ω ∞ ) implies ξ ∈ C ∞ c (Ω j ) for j sufficiently large. By (4.1) we have that (4.5)ˆ A(q j + r j Z)∇v j , ∇ξ dZ = 0.
Letting j → ∞ in (4.5) and proceeding as in the proofs of Theorem 3.4 and 3.5, we conclude that
where A * (q) = A(q) when A ∈ C(Ω) and A * (q) is as in Theorem 3.5 in the case when A ∈ W 1,1 (Ω) ∩ L ∞ (Ω). Thus in either case we have L ∞ v = 0 in Ω ∞ . Since the tangent domain Ω ∞ is unbounded, the solution to the Dirichlet problem (4.3) may not be unique. It may not even satisfy the maximum principle. We need more work to show the function v we just constructed is indeed a solution we want, in particular it is indeed the solution that gives rise to the elliptic measure of Ω ∞ .
Suppose that f is compactly supported in B(0, R 0 ). Given ǫ > 0 there is j ǫ,R 0 ∈ N such that for j ≥ j ǫ,R 0 , the Hausdorff distance between ∂Ω i ∩ B(0, R 0 ) and ∂Ω ∞ ∩ B(0, R 0 ) is small enough so that any p j ∈ ∂Ω j ∩ B(0, R 0 ), there is p ∈ ∂Ω ∞ such that since f is uniformly continuous on
For Z ∈ Ω ∞ there exists a sequence Z j ∈ Ω j such that Z j → Z and all lie in B(0, M R 0 ) for M large enough. Since sup Ω j |v j | ≤ sup ∂Ω j |f |, v j → v and Ω j → Ω ∞ uniformly on compact sets. For ǫ > 0 there is j ′ ǫ,R 0 ,M ∈ N such that for j ≥ j ′ ǫ,R 0 ,M , using (4.6) we have
Therefore (4.7) yields sup Ω∞ |v(Z)| ≤ 3ǫ + sup ∂Ω∞ |f | for all ǫ > 0, and thus sup Ω∞ |v(Z)| ≤ sup ∂Ω∞ |f |. To summarize, for any f ∈ C c (R n ) ∩ W 1,2 (R n ) we construct a continuous function v satisfying
and satisfying the maximum principle sup ∂Ω∞ |v| ≤ sup ∂Ω∞ |f |.
We observe that even though the constructions are different, in the case when the boundary value function f is non-negative and f ∈ C c (R n ) ∩ Lip(R n ) ∩ W 1,2 (R n ) we produce the same bounded solution v as the one constructed in [HM1] for the unbounded domain Ω ∞ (see page 13 of [HM1] for details).
[Note that the construction in [HM1] is for the Laplacian but holds for any constant coefficient operator]. We denote the solution constructed in [HM1] by u. Recall that u = lim R→∞ u R , where u R is the solution to L ∞ u R = 0 in the bounded domain Ω R = Ω ∞ ∩ B(0, 2R) with boundary value f η(·/R). Here η is a smooth cut-off function such that 0 ≤ η ≤ 1, η = 1 for |Z| < 1 and spt η ⊂ {Z ∈ R n : |Z| < 2}. Assume f is compactly supported on B(0, R 0 ). Then for any R ≥ R 0 , by the maximum principle u R ≤ v in Ω R , thus the limit u ≤ v on Ω ∞ . Set w = v − u, it is a non-negative solution to L ∞ w = 0 in Ω ∞ with vanishing boundary value. Fix Z ∈ Ω ∞ , since Ω ∞ is a uniform domain with Ahlfors regular boundary, by Lemma 2.9 for any Z ∈ Ω ∞ with δ ∞ (Z) < r 2 (4.9)
Letting r → ∞ in (4.9) we get w(Z) = 0. Thus v ≡ u in Ω ∞ . Recall that at this point for f ∈ C c (R n ) ∩ Lip(R n ) ∩ W 1,2 (R n ) we are only able to find a subsequence (possibly depending on f ) converging to a continuous function v that solves (4.8). We claim that in the case when also f ≥ 0, the entire sequence v j converges to v. In fact given two arbitrary subsequences {v j k } and {v j ′ k } of {v j }, the argument above shows that either sequence has a further subsequence that converges to a continuous function, denoted by v 1 and v 2 respectively. Both functions v 1 and v 2 satisfy the equation (4.8) and maximum principle. Once again by the previous argument they are both equal to u, thus v 1 = v 2 in Ω ∞ . Therefore the entire sequence {v j } converges to a same continuous function v = u. In general if f is not necessarily non-negative, we just decompose it into two non-negative
The argument above yields v ± satisfying (4.8) with boundary data f ± respectively. Then v = v + − v − is a solution to (4.8) with boundary data f and satisfying the maximum principle. Hence for any Z ∈ Ω ∞ fixed, the operator Λ Z :
is positive bounded (with respect to the · L ∞ (R n ) norm) linear functional. Hahn-Banach theorem allows us to extend Λ Z to a positive bounded linear functional on all of C c (R n ), with the same operator norm. We still denote the functional as Λ Z : C c (R n ) → W 1,2 (R n ). By Riesz representation theorem there exists a unique family of Radon measures {ω Z ∞ } Z∈Ω∞ such that
Recall that the sequence {u j } converges uniformly to u in compact sets. Thus combining (4.2) and (4.10) we have that for all
A standard approximation argument shows that (4.11) holds for all f ∈ C c (R n ). And we conclude that ω Z j ⇀ ω Z ∞ as Radon measures, for any Z ∈ Ω ∞ .
To show that ω ∞ ∈ A ∞ (σ ∞ ) (recall σ ∞ = H n−1 ∂Ω ∞ is the surface measure) in the sense of [HMU] , let p ∈ ∂Ω ∞ and r > 0, and
Recall that we denote by A(p, r) a non-tangential point in Ω ∞ to p at radius r; see the proof of Theorem 3.2 (3). Since ∂Ω j → ∂Ω ∞ , there exist p j ∈ ∂Ω j such that p j → p and thus for j large enough A(p, r) is also a non-tangential point to p j in Ω j with radius 2r. Since m ∈ ∂Ω ∞ , there also exist m j ∈ ∂Ω j such that m j → m. In particular for j sufficiently large (4.12) |m j − m| < s 5 .
Since the Ω j 's are uniform and satisfy the CDC with the same constant and since the operators L j 's have ellipticity constants bounded by λ and Λ, we conclude from Corollary 2.10 and Lemma 2.13 that ω A(p,r) j is doubling with a universal constant (independent of j, p, r), denoted by C. Hence by Theorem 1.24 in [Ma] we have Again by Theorem 1.24 in [Ma] and (4.13) we have
Let m j = q j + r j m j and p j = q j + r j p j in ∂Ω, by the definition (3.3) of ω j ,
The assumption B(m, s) ⊂ B(p, r) implies |m − p| ≤ r − s. Thus by m j → m, p j → p we have
Recall that A(p, r) is a non-tangential point in Ω j to the boundary point p j at radius 2r. Therefore after rescaling from Ω j to Ω, we have that q j + r j A(p, r) is a non-tangential point to the boundary point p j at radius 2rr j , and that
By the assumption that ω L ∈ A ∞ (σ) (see Definition 2.15), we conclude that
Combining (4.14), (4.15) and (4.16), using the definition (3.3) of σ j , σ j ⇀ µ ∞ and that σ = H n−1 | ∂Ω and µ ∞ are Ahlfors regular with the the same constant, we get
Recall that µ ∞ is equivalent to the surface measure σ ∞ = H n−1 ∂Ω ∞ (see Theorem 3.2 (5)). Hence (4.17) yields that for any open set V ⊂ ∆(m, s) ⊂ ∆(p, r) with p, m ∈ ∂Ω ∞ (4.18) ω
For any E ⊂ B(m, s) closed, since σ ∞ is a Radon measure, given any ǫ > 0 there is an open set V satisfying E ⊂ V ⊂ B(m, s) and σ ∞ (V \ E) < ǫ. Note that for any x ∈ E, there is r x > 0 such that B(x, 2r x ) ⊂ V and E ⊂ ∪ x∈E B(x, r x ). Since E is compact we can extract a finite subcover
Thus σ ∞ (U \ E) < ǫ, and using (4.18) we have
Letting ǫ → 0 we have that for any closed set E ⊂ B(m, s)
Since both ω A(p,r) ∞ and σ ∞ are Radon measures, (4.19) holds for any Borel set E ⊂ B(m, s), which concludes the proof of Theorem 4.1.
Corollary 4.2.
Let Ω ⊂ R n be a uniform domain with Ahlfors regular boundary. Let L = − div(A∇) with A ∈ C(Ω) (resp. A ∈ W 1,1 (Ω) ∩ L ∞ (Ω)). Suppose that the elliptic measure ω ∈ A ∞ (σ) in the sense of [HMU] . Then any pseudo-tangent domain Ω ∞ (resp. tangent domain at a point q ∈ ∂Ω satisfying (2.15)) is an NTA domain with constants depending only on the allowable constants.
Proof. Theorem 4.1 combined with Theorem 3.1 ensures that under the hypotheses of Theorem 1.3 (resp. Theorem 1.1), all pseudo blow-ups of Ω (resp. all blow-ups of Ω at points q ∈ ∂Ω satisfying (2.15)) are uniform domains with uniformly rectifiable boundaries with constants depending on the allowable constants. By [AHMNT] we conclude that all such domains are NTA domains with constants depending only on the allowable constants.
5 Proof of Theorems 1.1 and 1.3
Given Corollary 4.2, we may assume that all pseudo-tangent domains in the case A ∈ C(Ω) or tangent domains at points q ∈ ∂Ω satisfying (2.15) in the case A ∈ W 1,1 (Ω) ∩ L ∞ (Ω) are NTA domains with exterior corkscrew constant M ∞ . That is if Ω ∞ is obtained via this blow-up procedure then for any p ∈ ∂Ω ∞ and r > 0, there exists
and in particular
Proof of Theorem 1.3 We want to show that there exists r Ω > 0, such that Ω satisfies the exterior corkscrew condition with constant 2M ∞ for all q ∈ ∂Ω and all r < r Ω . Assume that such an r Ω does not exist, then there are sequences r j → 0 and q j ∈ ∂Ω such that we cannot find a corkscrew point in Ω c with constant 2M ∞ at q j ∈ ∂Ω with radius r j . Consider Ω j = (Ω − q j )/r j , then apply Theorem 3.2, Corollary 4.2 and (5.1) to find a point
Since Ω j → Ω ∞ locally uniformly on compact sets, for j large enough
Theorem 6.1. Let Ω ⊂ R n be a bounded uniform domain with Ahlfors regular boundary. Let
Assume there are uniform positive constants C 0 , θ so that for any surface ball ∆ = ∆(q, r) ⊂ G, the elliptic measure with pole at A ∆ satisfies
where A ∆ is a non-tangential point with respect to ∆, and (6.1) holds for all surface balls ∆ ′ ⊂ ∆ and all Borel sets E ⊂ ∆ ′ . Then G is (n − 1)-rectifiable.
Remark. Note that the assumption (6.1) is a local version of ω ∈ A ∞ (σ) in the sense of [HMU] .
Recall that the proof of Theorem 1.1 consists of understanding the blow-ups of the domain Ω at some q ∈ ∂Ω and showing that the A ∞ property of the elliptic measure holds for the tangent domain Ω ∞ . Since tangent objects only provide infinitesimal information at the blow-up point it is not surprising that only local assumptions are necessary to obtain rectifiablilty.
Proof. If G is empty, there is nothing to prove, so we assume G = Ø. Since G is an open subset of an Ahlfors regular boundary and σ ≪ ω, we have σ(G) > 0 and thus ω(G) > 0. Consider 
Note that in the proof of Theorem 4.1, the construction of the elliptic measure ω ∞ does not require the A ∞ property of ω. It only uses the fact that Ω is a uniform domain with Ahlfors regular boundary and that A * (q) exists. Moreover, we still have ω Z j ⇀ ω Z ∞ for any Z ∈ Ω ∞ . Recall the notations in the proof of Theorem 4.1 (note that in this case, we have the blow-up point q j = q for all j): there are sequences ∂Ω j ∋ p j → p ∈ ∂Ω ∞ , ∂Ω j ∋ m j → m ∈ ∂Ω ∞ , and we let m j = q +r j m j , p j = q + r j p j on ∂Ω. A close look at the proof of Theorem 4.1 shows that to prove (6.2) it is enough to show (4.16), which we rewrite here:
Moreover since G is open, for any q ∈ G ⊂ G we can find a surface ball ∆ 0 = ∆(q, r 0 ) ⊂ G. Hence if j is large enough (so that r j is small enough), we have the surface ball
is contained in G. Therefore we may apply the assumption (6.1) to the surface ball
with non-tangential pole q + r j A(p, r) and to the Borel set E = q + r j V ⊂ ∆ m j , 6 5 sr j and obtain (6.3). (Recall that σ = H n−1 | ∂Ω .) By the same argument as in the proof of Theorem 4.1 we conclude that the tangent domain Ω ∞ satisfies ω ∞ ∈ A ∞ (σ ∞ ) in the sense of [HMU] . Hence as in the Theorem 1.1, we have that G ⊂ ∂ * Ω, where ∂ * Ω is the measure-theoretic boundary of Ω. A local version of Theorem 1 in Section 5.11 in [EG] ensures that G is rectifiable, and so is G.
Before reducing Theorem 1.2 to Theorem 6.1, we recall some results on uniform domains with the CDC which are needed for the proof.
Lemma 6.2 (Change of pole formula). Let Ω be a bounded uniform domain satisfying the CDC and L = − div(A(X)∇) be an elliptic operator satisfying (1.1). Let X 0 ∈ Ω be fixed and denote the elliptic measure by ω = ω X 0 . Suppose q ∈ ∂Ω and r < diam Ω/4 are such that X 0 / ∈ B(q, 4r), we denote ∆ = B(q, r) ∩ ∂Ω. Then for any surface ball ∆ ′ ⊂ ∆ we have
where A ∆ is a non-tangential point to surface ball ∆.
Proof. By Corollary 2.10, we know (6.5) follows directly from
i.e. the boundary comparison principle. See [Zh] for the proof of the comparison principle when Ω is a uniform domain with Ahlfors regular boundary. For the case when we only assume Ω satisfies the CDC, the proof is to appear in detail in [HMT2] .
In fact (6.5) holds if we replace the surface ball ∆ ′ by any Borel set E ⊂ ∆, i.e.
By Vitali covering lemma we may extract a countable collection of pairwise disjoint balls {∆ j } j∈J such that
By (6.5), (6.7) and the doubling properties of ω and ω A ∆ , we have (6.8) and similarly
Now suppose E is a Borel set contained in ∆. Since ω A ∆ is a Radon measure, for any ǫ > 0 we can find an open set V ǫ ⊃ E such that ω A ∆ (V ǫ \E) < ǫ. We may assume V ǫ ⊂ ∆ (if not, just replace V ǫ by V ǫ ∩ ∆). Combined with (6.8) we get (6.10)
we can similarly use (6.9) to show ω A ∆ (E) ω(E)/ω(∆). This finishes the proof of (6.6).
Lemma 6.3 (Dyadic grids on Ahlfors regular set, see [DS1] , [DS2] , [Ch] ). Let Ω be a domain with Ahlfors regular boundary. There exist positive constants a 0 , η, and C 1 depending only on n and the Ahlfors regular constants, such that for each k ∈ Z there is a collection of Borel sets ("cubes")
where J k denotes some (possibly finite) index set depending on k, satisfying
(iii) for each (j, k) and each m < k, there is a unique i such that
Proof of Theorem 1.2 Let k 0 ∈ Z be the smallest integer such that
Since ∂Ω is bounded, by property (v) of Lemma 6.3 there are finitely many cubes in the collection
We apply a stopping time argument to the descendants of each cube Q ∈ D k 0 . Let N ≥ N 0 be an integer and let F N = {B l } ⊂ D be the collection of maximal "bad" dyadic cubes with respect to the "stopping criterion" that
In particular Q is not (a descendent of) a cube in
Note that Λ N ⊂ Λ N +1 and (6.12)
We claim that σ(R 0 ) = 0. In fact by the definition of R 0 , each q ∈ R 0 is contained in some bad cube B (N ) ∈ F N , satisfying for every N ≥ N 0
Hence every q ∈ R 0 falls into one of two cases:
• there is a sequence N i → ∞ such that σ(B (N i ) )/ω(B (N i ) ) > N i for all i, in which case we say q ∈ R b
0
• there is a sequence N ′ i → ∞ such that σ(B (N ′ i ) )/ω(B (N ′ i ) ) < 1/N i for all i, in which case we say q ∈ R s 0 .
Note that both R b 0 and R s 0 are Borel sets. Since σ ≪ ω, the Radon-Nikodym derivative h = dσ/dω is in L 1 (ω) and is finite ω-almost everywhere. Therefore by the Lebesgue differentiation theorem, (6.13) h(q) = ∞ for ω-a.e. q ∈ R b 0 , and (6.14) h(q) = 0 for ω-a.e. q ∈ R s 0 .
Since h is finite ω-almost everywhere, (6.13) implies that ω(R b 0 ) = 0, and thus σ(R b 0 ) = 0. On the other hand by (6.14) we have σ(R s 0 ) =´R s 0 hdω = 0 since ω is a finite measure. We conclude that σ(R 0 ) = σ(R b 0 ∪ R s 0 ) = 0. Hence to show ∂Ω is rectifiable, it suffices to show Λ N is rectifiable for all N ≥ N 0 (see (6.12)).
Recalling the definition of Λ N (see (6.11)) we define a collection of cubes • If Q ∈ D N is a "good cube", all of its descendants are "good cubes" in D N .
• The set Λ N = ∪ Q∈D N Q can be decomposed into a countable union of disjoint cubes in D N with diameter less then δ(X 0 )/4.
Let Q 0 ∈ D N be such that 4 diam Q 0 ≤ δ(X 0 ). For any descendant Q of Q 0 (thus Q ∈ D N ), by (6.16) we have
To show that (6.1) holds, the next step is to prove that (6.17) holds if we replace the dyadic cube Q by any Borel set E ⊂ Q 0 . The argument is similar to the one used in the proof of the change of pole formula (6.6), except that now we need to work with dyadic "cubes" instead of surface balls. Suppose V ⊂ Q 0 is (relatively) open. For any x ∈ V let Q x be a dyadic cube containing x such that Q x ⊂ ∆(c x , C 1 r x ) ⊂ V.
Here C 1 , c x ∈ Q x and r x = 2 −kx are such that properties (iv) and (v) of Lemma 6.3 hold. In particular diam Q x ≤ C 1 r x , and Q x contains some surface ball ∆(c x , a 0 r x ). Then V ⊂ ∪ x∈V ∆(c x , C 1 r x ). By Vitali covering lemma there is a countable collection of pairwise disjoint balls {∆(c x j , C 1 r x j )} j∈J such that (6.18) V ⊂ j∈J ∆ c x j , 5C 1 r x j .
By (6.17), (6.18), the doubling property of ω and the fact that ∆(c x , a 0 r x ) ⊂ Q x , we have
Since σ is a Radon measure, (6.19) holds if we replace open set V by any Borel set E ⊂ Q 0 (see proof of (6.10)). That is (6.20)
where C only depends on C 1 , a 0 and the doubling constant of ω, and which in turn only depend on the depend on n, the Ahlfors regular constant of σ and the uniform character of Ω. Since σ is Ahlfors regular, it is also a doubling Radon measure. Noting that (6.16) and (6.17) are symmetric in σ and ω. By reversing their roles in (6.19) and (6.20) we obtain that for any Borel set E ⊂ Q 0 (6.21)
Given a surface ball ∆ ′ ⊂ Q 0 and a Borel set E ⊂ ∆ ′ , combining (6.20) with the left hand side of (6.21) applied to ∆ ′ we obtain
For ǫ small enough, define
Note that Q * 0 (ǫ) is open. Here r Q 0 = 2 −k for some k ∈ Z, τ = τ (ǫ) is in (0, a 0 ) such that C 1 τ η ≤ ǫ, and both parameters are to guarantee that properties (iv) and (v) Thus to show Q 0 is rectifiable, it suffices to show Q * 0 (ǫ) is rectifiable for ǫ small enough. We finish the proof by applying Theorem 6.1 to the open set Q * 0 (ǫ). Suppose ∆ ′ ⊂ ∆ are surface balls in Q * 0 (ǫ), and that E ⊂ ∆ ′ ⊂ ∆ is a Borel set. Recall that 4 diam Q 0 ≤ δ(X 0 ) so by the change of pole formula (6.5) and (6.6) we have (6.24)
Combining (6.24) and (6.22) we get
That is to say Q * 0 (ǫ) satisfies the assumption (6.1) of Theorem 6.1 with uniform constants C 0 = CN 4 and θ = 1. Therefore we conclude that Q * 0 (ǫ) is (n − 1)-rectifiable, and using (6.23) we also have that Q 0 is (n−1)-rectifiable. By (6.12) ∂Ω = R 0 ∪∪ N ≥N 0 Λ N with σ(R 0 ) = 0. Since each Λ N can be written as a countable disjoint union of cubes in D N with diameter less than δ(X 0 )/4 (see (6.15)) and the properties stated thereafter) such as Q 0 , we deduce that each Λ N is (n − 1)-rectifiable and so is ∂Ω.
