Abstract-In this paper, we propose a robot behavior generation scheme that generates behaviors based on the senses of "curiosity" and "boredom," to create a companion robot named SELF with which humans do not get bored. The scheme was developed using a simple but unique simulation environment. A red ball and a blue ball were displayed on the computer, and the human subject moved the red ball. A behavior generator was designed based on natural interhuman interaction patterns, utilizing conditional probability. The autonomous learning capability of SELF was realized by updating this conditional probability. Our studies reveal that interaction capability and animal-like speed are required for a companion robot. In addition, this paper shows how SELF can have a sense of curiosity and boredom as seen in animals, including humans, by using the developed scheme. The impressions of the robot behavior generated by the proposed scheme were examined using the simulation environment where the blue ball was controlled by the proposed scheme.
INTRODUCTION
Robot healing and entertainment are new fields for the practical application of autonomous robots. For autonomous robots used for surgery or dangerous operations, the accuracy and reliability are critically important. Therefore, the technological hurdles are higher. In contrast, more imperfections are forgivable in the entertainment and healing robots. However, due to lack of progressive features that will keep users entertained and involved, conventional robot pets are destined to lose popularity [1] . To give people a feeling of attachment to robot pets, Shibata has developed a robot pet named Paro appealing enough to make users want to touch them [2] . Fujita, the creator of the pet robot AIBO (SONY Corp.), regards a wider variety of actions and a larger random selection of actions as the essential element to stimulate human interest [3] . However, those are still insufficient and various key elements remain missing.
In this paper, as a first step in developing an appealing robot pet, we multilaterally and quantitatively analyzed boredom through experiments [4] . We consider it possible to provide a mechanical system with ongoing appeal if interactions between the user and the mechanical system are analyzed in greater depth. We hope to find clues to a behavior algorithm that will enable a robot to coexist with people. The key point for not boring a human easily is the interactive ability of the robot. We would like to produce a robot that has a thirst for knowledge, and it autonomously learns various things through interactions with its surroundings including humans. In order to realize the autonomous actions, we use a probability model [5] . We named our robot "SELF" to represent the individualistic nature of the word self. The hardware of SELF is shown in Fig. 1 . SELF is able to execute the same action in the simulation because SELF can move omni-directionally by using Omniwheels, As the sensor system, a video camera, a laser range finder, sixteen touch sensor tapes, an optical gyroscope, and an encoder for every wheel were used. The command was transmitted via wireless LAN.
II. IMPRESSION OF ROBOT ACTION
In this section, we analyze how a human impressed by a robot. Fig. 2 shows the simulation environment. There are two balls on the screen. The size of the screen is 700 pixels high and 1000 pixels long. The diameter of the ball is 40 pixels. A subject is allowed to move the red ball freely with a mouse.
A program for the blue ball in simulation gave ten types of action patterns as shown in Table 1 Each subject was required to interact with the blue ball on the screen until he got bored with it, and then the subject was requested to respond to the impression of the action on a 7-point scale. The action patterns were repeated from 1 to 10. The subjects participating in the experiment were 30 males and females from in their teens to thirties. Fig. 3 is the experimental result of SD method and shows the actions of the robot and the impression given to the human based on the actions. The parentheses beside actions represent the average interaction time. Results of the experiment are as follows:
(1) If the human cannot interact with a robot, the impression of the robot is not preferable. (2) Following and fleeing actions at moderate speed create the agreeable impression that the robot is interesting, animallike, and attached. In this case, the interaction time is long.
(3) Actions to be conducted in the same manner as those in (2) but at an extremely high speed create the disagreeable impression that the robot is simple, uninteresting and boring.
III. EFFECT OF INFORMATION TRANSFER EFFICIENCY Nakata et al. has shown the method of calculating the information transfer efficiency in the interaction between two persons using dyadic interaction [6] . They discuss the relationship between the information transfer efficiency and the human impression using a touch-type robot of which the appearance is a teddy bear. The evaluation items are "intention," "interest, " and "prettiness." In this study, we examined the similar relationship from the viewpoint of the boredom for the same nine evaluation items as those in Section II. Information transfer efficiency, consisting of distinguishability and controllability, shows the influence on the actions of a transmitter and a receiver. Distinguishability shows the ratio that the difference in the actions of the one is reflected in the actions of the other. Controllability shows the ratio that the one can control the choice of actions of the other.
In previous studies, we have revealed that the reaction actions of the robot are classified into four types: "following action," "fleeing action," "no interferential action," and "no action [4] , [5] ." For the experiments in this section, the following and fleeing actions that were the least boring in Section II are adopted. Here the no interferential action is the random motion. Three reaction modes are used for the experiments as follows: (RI) non-random 1-to-I reaction, (R2) semirandom reaction, and (R3) full-random reaction. The information transfer efficiencies are 1, 0.5, and 0 respectively. In RI, if a subject (a red ball) approaches a robot (a blue ball), then the robot flees. If the subject flees from the robot, then the robot approaches. If the distance of the each other is over a fixed value, then the robot moves at random. If the subject is still, then the robot is also still. Therefore the subject can easily guess the reaction pattern of the robot. In R2, the reaction probability is a half. In R3 all the reactions happen at the equal probability.
Each of the ten male college students in their twenties participating in this experiment as a subject was required to interact with all reaction modes of the blue ball. They ranged from (RI) to (R3) against each of the evaluation items to examine the impression. "Simple," for example, corresponds to the items to be selected such as "least complicated," "secondly complicated," and "most complicated." Mann-Whitney U test was used for the test of statistics. Fig. 4 shows the result of the test and the impression for each reaction mode. (R2) was more complicated than (RI) and the level of significance was 1 00. IV. BEHAVIOR GENERATOR FOR SELF In this section, we discuss the behavior generator for SELF. We propose a behavior generator for SELF by based on probability theory that is the simplest one of dynamic Bayesian networks (DBNs). "Bayesian networks are directed acyclic graphs in which the nodes represent variables, the arcs signify the existence of direct causal influences between the linked variables, and the strengths of these influences are expressed by forward conditional probabilities [7] ." Dynamic Bayesian networks are expanded in order to handle time series data [8] . Reasoning phase and Introspection phase referring to Inamura's paper [9] - [10] .
A. Observation Phase
In the observation phase, SELF observes the distance and angle between it and its partner, and classifies the behaviors of the partner into four groups: "fleeing action," "following action," "no interferential action" and "no action".
The criteria of the judgment of behaviors are based on the parameter Dps and 0 shown in Fig. 6 . Xp(t) and Xs(t) are the present positions of the partner and SELF respectively, and t represents discrete time. Xp(t + 1) is the next position of the partner. Dps is the distance from Xp(t) to Xs(t) . 0 is an angle between the vector from Xp(t) to Xs(t) and the vector from Xp(t) to Xp(t + 1) .
If the two balls move apart within 400 pixels and 0 is not between 90 deg and -90 deg, the behavior is regarded as "fleeing action." The value of 400 pixels was determined through experiments. The "following action" is judged from the value of Odist that is variable according to the distance between the two balls as follows:
where L is the diagonal length of the simulation screen. The value of Odist becomes small when the two balls move apart. If the two balls move apart within 400 pixels and 0 is less than Odist , the behavior is regarded as "following action." If Xp(t + 1) is equal to Xp(t) repeatedly, the behavior is regarded as "no action." Any behavior that does not belong to the above three groups is regarded as "no interferential action".
B. Learning Phase
A matrix called a Conditional Probabilities Table (CPT) is formed based on the network topology. It expresses the relationship between each node. In this study, the CPT is as follows:
(P(pl sl) ... P(p4 sl) CPT =.
. P(pl s4) ... P(p4 s4)) (2) The CPT is composed of two nodes: S= {sl, s2, s3, s4 } is a node that represents the actions of SELF, and P= {pl, p2, p3, feels bored and wants to experience other reactions from the object. Consequently, he will test other actions. We assume that humans feel animal-like impressions to the object if the above reaction can be realized, and such an interaction algorithm is connected to the prevention of boredom of humans.
In order that SELF may produce these behaviors autonomously, we use the following variable D that is the difference of information quantity: Fig. 8 . Relationship between the value of S and action transition probability. p4 3 is a node that represents the reactions of its partner. The suffix of s andp corresponds to the behaviors respectively.
The conditional probability P(pj si) (i, j = 1,2,3,4), which represents that the partner's reaction pj was observed after SELF chose the action si, is calculated as follows: P(pj si) = P(P = pi S = si) = P (pj, Si)
P(si)(3 and each probability is filled in the CPT correspondingly.
C. Reasoning Phase SELF infers what reaction its partner takes after it chose some action. In effect, if SELF chooses an action si, SELF can infer the next partner's reaction by referring to the behavior that has the highest probability in i line of the CPT.
D. Introspection Phase
In general, humans learn the reaction patterns of some unknown object through the process of reasoning and confirmation. At first, humans feel interest if the reaction of an object is the same as what he anticipated, and he repeats the same action toward the object. After some trials, however, he (4) where Pa(pj) is an actual probability that the partner took the reactionpj. Pe(pj) is an estimated probability by SELF. If those two probabilities are equal, D is equal to zero. We model the boredom as follows:
Two types of boredom functions 'h and Cl are considered for the short-term and long-term boredom, and the parameters are set as follows: a =0.8, , =10, and a =0.04, , =200, respectively (see Fig. 7 ). The parameter S that decides the action transition probability of SELF is calculated as follows:
In the beginning, SELF keeps the same action if S is small, that means SELF's prediction is correct. In the course of time, however, SELF tends to change its action because of its programmed "short-term boredom." Fig. 8 shows the relationship between the value of S and the action transition probability.
V. IMPRESSION OF THE BEHAVIOR OF SELF
In this section, we analyze how humans are impressed by the behaviors of SELF. As a comparison, the arbitrary action was produced as well as SELF, but it changed its action at random every 1.0 s. The adjective pairs were the same as those in Section II.
Each subject was required to interact with the blue ball on the screen until he got bored with it, and then he was requested to respond to the impression of the behavior on a 7-point scale. The subjects participating in the experiment were 22 males and females from in their twenties to fifties. Fig. 9 is the experimental result of the Mann-Whitney U test. SELF was more "friendly" at the significant level 1%, and was more "attached" and "obedient" at the significant level 500. SELF produced preferable impression such as "interesting" and "not boring" although there is no difference within the significant level 500. Arbitrary action is more "animal-like" than the behavior of SELF at 0.3 point on average. The questionnaires said that the former and the latter looked like a cat and a dog respectively. We had another two questions about the impression of SELF. The first question, Ql, was "Which behavior do you want to try again?" and the second question, Q2, was "Which one do you want to live with." As for the Ql and Q2, the behavior of SELF was selected 12 to 10 and 16 to 5, respectively. There is a difference at the significant level 1% under the MannWhitney U test. According to the results of the questions, these behavior of SELF is preferable for the long-term boredom.
VI.
CONCLUSIONS AND FUTURE WORKS In this study, we quantitatively analyzed the interaction between a human and a robot, and clarified the following points:
(1) People naturally receive the impression that following and fleeing actions at an appropriate speed are interesting and are not boring. (2) People receive the impression that a robot related to interaction is animal-like and that it somehow presents the substance of life, provided that the information transfer efficiency is 0.5. (3) Compared with an arbitrary action, the behavior for the companion robot SELF was friendly, attached and obedient, and its impressions were agreeable.
