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Resumo
Estas notas foram elaboradas para apoio à leionação da forma anónia de Jordan
na unidade urriular 21003-Álgebra Linear II, do primeiro ano da Lieniatura em
Matemátia e Apliações da Universidade Aberta.
A sua utilização pressupõe que os estudantes tenham tido ontato prévio om
os oneitos de Álgebra Linear usualmente ensinados num primeiro urso semestral
introdutório, inluindo as noções de valor e de vetor próprio e o problema da diago-
nalização de apliações lineares e de matrizes. Na Universidade Aberta estes assuntos
são abordados tendo por base os textos [2℄ e [3, Capítulo 1℄. Com estes pressupostos,
as presentes notas são essenialmente auto-ontidas, sendo a exeção o Teorema de
Sylvester (Lema 20), uja demonstração é remetida para a referênia [7℄.
Diversos exemplos ajudam a motivar os resultados e ilustram a sua apliação.
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1 Dois exemplos de motivação
Saber quando é que uma dada matriz A é, ou não, diagonalizável, é um problema que
a ompletamente resolvido pelo seguinte Teorema, ujo estudo é feito em qualquer urso
0
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introdutório de Álgebra Linear (f., e.g., [2, 3, 4, 6, 8℄). Este resultado também esla-
ree omo onstruir uma matriz diagonalizante de A. A proposição é, para além da sua
importânia teória, de fáil apliação prátia e, por isso, extremamente útil.
Teorema 1. [3, Teorema 1.42℄. Seja A ∈ Mn×n(K).
(a) Se A tem exatamente n valores próprios distintos λ1, . . . , λn ∈ K, então A é
semelhante à matriz diag(λ1, . . . , λn) ∈ Mn×n(K).
(b) Se A tem k ≥ 1 valores próprios distintos λ1, . . . , λk ∈ K, então são equivalentes
as armações seguintes:
(i) A é diagonalizável.
(ii) n = ma(λ1) + · · ·+ma(λk) e ma(λi) = mg(λi) para todo 1 ≤ i ≤ k.
(iii) n = mg(λ1) + · · ·+mg(λk).
(iv) E = Eλ1 ⊕ · · · ⊕Eλk .
(v) A semelhante


diag(λ1,..., λ1) 0 · · · 0
0 diag(λ2,..., λ2) · · · 0
.
.
.
.
.
.
.
.
.
0 0 · · · diag(λk,..., λk)

.
(vi) pA(x) = (λ1 − x)
n1(λ2 − x)
n2 · · · (λk − x)
nk
, onde n1 + n2 + · · · + nk = n e
ni = ma(λi) = mg(λi) para 1 ≤ i ≤ k.
Além disso, em qualquer dos asos (a) ou (b), a matriz P ujas olunas são preisamente
os vetores próprios das bases de Mλi é uma matriz diagonalizante de A, i.e. P
−1AP
é diagonal.
É laro que nem todas as matrizes são diagonalizáveis. Nestas breves notas iremos
estudar algumas das oisas que podem ser armadas quando estamos perante asos em que
a matriz não é diagonalizável. Esta é a situação mais geral e o resultado a que hegaremos
inluirá o aso diagonalizável omo situação partiular.
É onveniente omeçarmos por analizar alguns exemplos partiulares, os quais nos
sugerirão o aminho a explorar no aso geral.
Exemplo 2. Comeemos por onsiderar um endomorsmo f : R3 → R3 que é representado,
em relação a uma erta base B de R3, pela matriz
A =M(f ;B,B) =

2 −1 10 3 −1
2 1 3

 ∈ M3×3(R).
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Como
pA(x) =
∣∣∣∣∣∣
2− x −1 1
0 3− x −1
2 1 3− x
∣∣∣∣∣∣ =L1+L2
∣∣∣∣∣∣
2− x 2− x 0
0 3− x −1
2 1 3− x
∣∣∣∣∣∣
= (2− x)
∣∣∣∣∣∣
1 1 0
0 3− x −1
2 1 3− x
∣∣∣∣∣∣ =L3−2L1 (2− x)
∣∣∣∣∣∣
1 1 0
0 3− x −1
0 −1 3− x
∣∣∣∣∣∣
= (2− x)(−1)1+1
∣∣∣∣3− x −1−1 3− x
∣∣∣∣ = (2− x)[(3 − x)2 − 1]
= (2− x)2(4− x),
então 2, 4 são os valores próprios de f (e de A). Além disso,
ma(2) = 2 e ma(4) = 1,
e omo temos
mg(2) = 3− rank (A− 2I3) = 3− rank

0 −1 10 1 −1
2 1 1

 = 3− 2 = 1,
onluímos que, neste exemplo,
mg(2) = 1 < 2 = ma(2)
e, a apliação do ritério (b)-(ii), ou (b)-(iii), do Teorema 1, a matriz A não é diagonalizável.
Não sendo A diagonalizável, ou seja, não existindo nenhuma matriz invertível P tal
que P−1AP seja uma matriz diagonal, ontinua a ser bastante importante saber se não
haverá uma matriz invertível P para a qual esta transformação de semelhança resulte numa
matriz bastante mais simples do que A e que atue sobre as matrizes de Mn×1(R) de um
modo mais transparente e fáil de entender. No fundo, é este o objetivo da diagonalização:
simpliar, quer oneptualmente, quer em termos de álulo, o efeito da ação de uma
apliação linear num determinado espaço vetorial, e, não sendo possível diagonalizar, seria
interessante termos um proesso sistemátio que fosse, para estes ns, quase tão eiente.
Não é laro, à partida, se algo poderá ser feito neste sentido, e, se sim, o quê, mas a
onsideração do Exemplo 3 seguinte irá forneer pistas importantes que apliaremos ao
aso da presente matriz no Exemplo 4.
Consideremos agora um outro exemplo.
Exemplo 3. Seja B ∈M6×6(K) a matriz
B =


λ1 1 0 0 0 0
0 λ1 1 0 0 0
0 0 λ1 0 0 0
0 0 0 λ2 1 0
0 0 0 0 λ2 0
0 0 0 0 0 λ3


,
onde os λj ∈ K são esalares arbitrários que, neste exemplo, suporemos serem diferentes
entre si. Sendo B uma matriz triangular, os seus valores próprios são os elementos da
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diagonal prinipal, ou seja, λ1, om ma(λ1) = 3, λ2, om ma(λ2) = 2, e λ3, om ma(λ3) =
1. É fáil onluir que os subespaços próprios de B são Eλ1 = 〈e1〉, Eλ2 = 〈e4〉 e Eλ3 = 〈e6〉,
Conrme!
onde
(
e1, e2, . . . , e6
)
é a base anónia de K6. Portanto, Eλ1⊕Eλ2⊕Eλ3 = 〈e1, e4, e6〉 6= K
6
e a Teorema 1(b)-(iv) permite onluir que B não é diagonalizável.
Observe-se que, se bem que a matriz B não seja diagonalizável, ela é, ainda assim,
bastante próxima de ser diagonal, ou seja:
• B é uma matriz diagonal por bloos, B = diag(B1, B2, B3), onde os bloos ao longo
da diagonal prinipal são matrizes quadradas B1 ∈ M3×3(K), B2 ∈ M2×2(K), B3 ∈
M1×1(K),
• ada bloo Bj é uma matriz triangular superior om uma estrutura partiularmente
simples: os elementos na diagonal prinipal são iguais ao valor próprio λj e, se a
dimensão do bloo for superior a 1, todos os elementos na diagonal aima da diagonal
prinipal são iguais a 1, sendo todos os restantes elementos iguais a zero.
Portanto, de erto modo, se bem que B não seja diagonalizável, a sua estrutura é quase
tão simples omo a de uma matriz diagonal. Por exemplo, a ação de B sobre os restantes
vetores da base anónia deK6 que não os vetores próprios de B,
(
e2, e3, e5
)
, é notavelmente
simples:
Be2 = λ1e2 + e1 ou seja (B − λ1I6)e2 = e1
Be3 = λ1e3 + e2 ou seja (B − λ1I6)e3 = e2
Be5 = λ2e5 + e4 ou seja (B − λ2I6)e5 = e4,
ao passo que a sua ação sobre os vetores próprios é
Conrme!
Be1 = λ1e1 ou seja (B − λ1I6)e1 = 0
Be4 = λ2e4 ou seja (B − λ2I6)e4 = 0
Be6 = λ3e6 ou seja (B − λ3I6)e6 = 0.
As igualdades anteriores permitem onluir que
e2 ∈ N (B − λ1I6)
2
porque (B − λ1I6)
2e2 = (B − λ1I6)(B − λ1I6)e2
= (B − λ1I6)e1 = 0
e3 ∈ N (B − λ1I6)
3
porque (B − λ1I6)
3e3 = (B − λ1I6)
2(B − λ1I6)e3
= (B − λ1I6)
2e2 = 0
e5 ∈ N (B − λ2I6)
2
porque (B − λ2I6)
2e5 = (B − λ2I6)(B − λ2I6)e5
= (B − λ2I6)e4 = 0.
Observe que estas igualdades permitem onluir que, se bem que o espaço K6 não seja
a soma direta dos subespaços próprios da matriz B, ou seja Eλ1⊕Eλ2⊕Eλ3 = N (B −
λ1I6)⊕N (B − λ2I6)⊕N (B − λ3I6) = 〈e1, e4, e6〉 6= K
6
, veria-se que se pode esrever
N (B−λ1I6)+N (B−λ1I6)
2+N (B−λ1I6)
3+N (B−λ2I6)+N (B−λ2I6)
2+N (B−λ3I6) =
〈e1, e2, e3, e4, e5, e6〉 = K
6. Melhor ainda, omo
v ∈ N (B − λI)k ⇒ (B − λI)k+1v = (B − λI)(B − λI)kv = (B − λI)0 = 0
⇒ v ∈ N (B − λI)k+1,
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ou seja, N (B − λI)k ⊂ N (B − λI)k+1, podemos, a partir dos álulos anteriores, onluir
que
K6 = N (B − λ1I6)
3⊕N (B − λ2I6)
2⊕N (B − λ3I6).
Ou seja, mesmo não sendo o espaço vetorial K6, onde atua a matriz B, obtido omo soma
direta dos subespaços próprios de B (aso fosse, B seria diagonalizável, o que sabemos
não ser o aso), ele pode ser obtido omo soma direta de subespaços que são núleos de
matrizes obtidas por poteniação daquelas utilizadas para denir os subespaços próprios
1
.
Estes subespaços são hamados subespaços próprios generalizados, e os elementos não-nulos
destes subespaços são hamados vetores próprios generalizados.
Conluindo: este exemplo exibe uma situação em que a matriz não é diagonalizável e,
portanto, não existe nenhuma base de K6 na qual B possa ser esrita omo uma matriz
diagonal, mas existe uma base de K6, onstituida por vetores próprios generalizados (que,
neste aso, são vetores da base anónia de K6), em relação à qual a apliação linear é
representada pela matriz B om a estrutura simples apresentada.
O problema que, naturalmente, agora se oloa é o de saber se, para uma qualquer
matriz deMn×n(K) não-diagonalizável, também oorrerá a situação evideniada no Exem-
plo 3. Ou seja, será que, om base em subespaços aluláveis a partir da matriz dada, é
possível esolher uma base adequada de Kn, na qual a matriz possa ser expressa numa
forma quase diagonal. Tentemos apliar à matriz do Exemplo 2 a estratégia de esolher
uma base utilizando os subespaços próprios generalizados.
Exemplo 4. Consideremos novamente a matriz do Exemplo 2
A =

2 −1 10 3 −1
2 1 3


e alulemos os subespaços próprios, assoiados aos seus valores próprios:
• O espaço próprio assoiado ao valor próprio λ1 = 4 é o núleo de A− 4I3, ou seja, é
onstituido pelos elementos v = [v1 v2 v3]
T ∈M3×1(R) que satisfazem (A− 4I3)v =
0. Como
−2 −1 10 −1 −1
2 1 −1

 −→
−L2
L3+L1

−2 −1 10 1 1
0 0 0

 −→
L1+L2

−2 0 20 1 1
0 0 0

 −→
−1/2L1

1 0 −10 1 1
0 0 0

 ,
podemos onluir que
(A− 4I3)v = 0⇔
{
v1 − v3 = 0
v2 + v3 = 0
⇔
{
v3 = v1
v2 = −v3
⇔ v = v1[1 − 1 1]
T,
qualquer que seja v1 ∈ R. Conlui-se daqui que N (A − 4I3) = 〈[1 − 1 1]
T〉, e
dimN (A− 4I3) = 1
• O espaço próprio assoiado ao valor próprio λ2 = 2 é o núleo de A − 2I3, ou
seja, são as matrizes u = [u1 u2 u3]
T ∈ M3×1(R) que satisfazem (A − 2I3)u = 0.
Analogamente ao aso anterior, omo
0 −1 10 1 −1
2 1 1

 −→
L3↔L1

2 1 10 1 −1
0 −1 1

 −→
L3+L2
L1−L1

2 0 20 1 −1
0 0 0

 −→
1/2L1

1 0 10 1 −1
0 0 0

 ,
1
Note que as potênias em ausa são exatamente as multipliidades algébrias dos orrespondentes
valores próprios!
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podemos onluir que
(A− 2I3)u = 0⇔
{
u1 + u3 = 0
u2 + u3 = 0
⇔
{
u3 = −u1
u2 = u3
⇔ u = u1[1 − 1 − 1]
T,
qualquer que seja u1 ∈ R. Conlui-se daqui que N (A − 2I3) = 〈[1 − 1 − 1]
T〉, e
dimN (A− 2I3) = 1
Como vimos anteriormente, tem-se ma(2) = 2 (f. pág. 2). Seguindo o proesso que
explorámos no Exemplo 3, alulemos N (A − 2I3)
2
. Um elemento w = [w1 w2 w3]
T ∈
M3×1(R) está em N (A− 2I3)
2
se e só se (A− 2I3)
2w = 0. Como
(A− 2I3)
2 =

 2 0 2−2 0 −2
2 0 2

 −→
L2+L1
L3−L1

2 0 20 0 0
0 0 0

 −→
1/2L1

1 0 10 0 0
0 0 0

 ,
podemos onluir que
(A− 2I3)
2w = 0⇔ w1 + w3 = 0⇔ w = [w1 w2 − w1]
T,
para quaisquer w1, w2 ∈ R. Portanto, N (A − 2I3)
2 =
{
[w1 w2 − w1]
T : w1, w2 ∈ R
}
e
onluimos que dimN (A − 2I3)
2 = 2. Observamos sem diuldade (basta tomar aima
w1 = 1, w2 = −1) que
N (A− 2I3) = 〈[1 − 1 − 1]
T〉 ⊂ N (A− 2I3)
2.
Assim, tomemos para base de N (A − 2I3)
2
o onjunto onstituido pelo vetor próprio
[1 − 1 − 1]T e por um vetor próprio generalizado w = [w1 w2 − w1]
T
que satisfaça
(A− 2I3)w = [1 − 1 − 1]
T
. Os vetores que satisfazem esta ondição são os seguintes
0 −1 10 1 −1
2 1 1



w1w2
w3

 =

 1−1
−1

⇔ { w2 − w3 = −1
2w1 + w2 + w3 = −1
⇔ w = [w1 w1 − 1 − w1]
T,
onde w1 é um real arbitrário. Se esolhermos w1 = 0 temos o vetor próprio generali-
zado [0 − 1 0]T. Construamos agora uma matriz P ujas olunas são os vetores próprios
e o vetor próprio generalizado usando primeiro o orrespondente a λ1 = 4 e depois os
orrespondentes a λ2 = 2, ou seja,
P =

 1 1 0−1 −1 −1
1 −1 0

 .
Conlui-se sem diuldade que a inversa desta matriz é
P−1 =

 12 0 121
2 0 −
1
2
−1 −1 0

 .
Portanto, A é semelhante à matriz J denida por
J = P−1AP =

 12 0 121
2 0 −
1
2
−1 −1 0



2 −1 10 3 −1
2 1 3



 1 1 0−1 −1 −1
1 −1 0

 =

 4 0 00 2 1
0 0 2

 ,
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ou seja, se onsiderarmos a base de R3 onstituida pelas olunas de P a apliação linear
que era representada pela matriz A passa a ser representada pela matriz J .
Antes de terminar o nosso trabalho sobre a matriz A, onvém observar que, tal omo
no aso das matrizes diagonalizáveis, em que existem, em geral, várias matrizes diagonais
semelhantes à matriz dada, diferindo entre si apenas na ordem pela qual são esritos os
elementos da diagonal prinipal, também no aso das matrizes não diagonalizáveis a ordem
dos bloos ao longo da diagonal prinipal vem alterada se tomarmos os vetores próprios e
os vetores próprios generalizados por ordem distinta. Verique esta armação para o aso
do presente exemplo refazendo os álulos aima, agora usando, para onstruir a matriz P ,
primeiro os vetores próprios e vetores próprios generalizados assoiados a λ2 = 2 e depois
o vetor próprio assoiado a λ1 = 4.
Exeríio 5. Considere a matriz A =
[
i 1
1 −i
]
∈ M2×2(C). Verique que A não é diago-
nalizável. Aplique o argumento utilizado no Exemplo 4 para provar que P−1AP =
[
0 1
0 0
]
,
identiando a matriz P .
Os resultados obtidos no Exemplo 4 e no Exeríio 5 são um bom prenúnio de que,
dada uma matriz não diagonalizável, poderá ser possível, por uma esolha uidadosa dos
vetores próprios generalizados, obter uma base do espaço em relação à qual a transformação
linear seja representada por uma matriz por bloos partiularmente simples, do tipo da
matriz B do Exemplo 3. Estas matrizes por bloos designam-se por matrizes de Jordan
ou formas anónias de Jordan
2
, e a demonstração de que qualquer matriz quadrada A
é semelhante a uma erta matriz de Jordan J , bem omo o eslareimento do modo de
onstruir a matriz P da semelhança, P−1AP = J , será o objetivo da restante parte deste
apítulo.
2 Denições e os resultados fundamentais
A partir desta altura trabalharemos exlusivamente om o orpo de esalares omplexos
K = C e todos os espaços vetoriais que onsideraremos serão sobre C.
Iremos também identiar sempre a matriz x = [x1 x2 · · · xn]
T ∈ Mn×1(C) om o
vetor x = (x1, x2, . . . , xn) ∈ C
n
.
Para xar ideias quanto ao problema que estamos a tentar resolver, neessitamos de
introduzir alguns oneitos e notações, parte dos quais já foi informalmente referida nos
exemplos da seção anterior.
2
Marie Ennemond Camille Jordan (18381922), matemátio franês atualmente relembrado fun-
damentalmente pelo teorema da urva de Jordan (em Topologia) e pelas formas anónias de Jor-
dan (em Álgebra Linear). É urioso observar que o Jordan do método de eliminação de Gauss-
Jordan [2, pág. 106℄ refere-se a um outro matemátio, o alemão Wilhelm Jordan (18421899).
Uma breve biograa de Camille Jordan (e de muitos outros matemátios) pode ser onsultada em
http://www-history.ms.st-and.a.uk/BiogIndex.html
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Denição 6. Seja A ∈ Mn×n(C). Seja λ ∈ C um valor próprio de A.
• Diremos que um vetor não-nulo v ∈ Cn é um vetor próprio generalizado da matriz
A, assoiado ao valor próprio λ, se v ∈ N (A− λIn)
n, ou seja (A− λIn)
nv = 0.
• Diremos que um vetor v ∈ Cn é um vetor próprio generalizado de ordem k da
matriz A, assoiado ao valor próprio λ, se (A−λIn)
kv = 0 mas (A−λIn)
k−1v 6= 0.
• Sendo v um vetor próprio generalizado de ordem k da matriz A, assoiado ao
valor próprio λ, o onjunto de vetores uj = (A − λIn)
k−jv, om j = 1, . . . , k
diz-se uma adeia de Jordan de omprimento k.
Note-se que os vetores próprios generalizados de ordem 1 são os vetores próprios.
Observação. Seja v um vetor próprio generalizado de ordem k assoiado a um valor
próprio λ. Consideremos os vetores da adeia de Jordan uj = (A − λIn)
k−jv, om j =
1, . . . , k. É importante reparar nos seguintes fatos simples:
(a) o vetor uk da adeia de Jordan de omprimento k é um vetor próprio generalizado
de ordem k, pois uk = (A− λIn)
0v = Inv = v.
(b) o vetor u1 de qualquer adeia de Jordan é um vetor próprio: de fato, omo v é um
vetor próprio generalizado de ordem k, tem-se u1 = (A − λIn)
k−1v 6= 0 e também
(A− λIn)u1 = (A− λIn)
kv = 0.
() generalizando as situações anteriores: o vetor uj de uma adeira de Jordan de om-
primento k é um vetor próprio generalizado de ordem j: de fato, omo v é um vetor
próprio generalizado de ordem k, tem-se 0 6= (A − λIn)
k−1v = (A − λIn)
j−1(A −
λIn)
k−jv = (A−λIn)
j−1uj , e (A−λIn)
juj = (A−λIn)
j(A−λIn)
k−jv = (A−λIn)
kv =
0.
(d) os vetores da adeia de Jordan satisfazem as igualdades seguintes
(A− λIn)u1 = 0
(A− λIn)u2 = u1
.
.
.
(A− λIn)uk = uk−1,
ou, esquematiamente,
uk −−−−→
A−λIn
uk−1 −−−−→
A−λIn
· · · −−−−→
A−λIn
u2 −−−−→
A−λIn
u1 −−−−→
A−λIn
0.
(e) As igualdades do ponto anterior, relaionando entre si os diversos vetores de uma
adeia de Jordan, podem ser esritas de um modo equivalente e mais abreviado do
seguinte modo: onstruindo a matriz deMn×k(C) ujas olunas são os vetores uj da
adeia de Jordan, esritos por ordem resente de j, tem-se, para k > 1,
(A− λIn)[u1| . . . |uk] = [u1| . . . |uk]
k−1∑
j=1
eje
T
j+1, (1)
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onde ej são os vetores da base anónia de C
n.Mais expliitamente, podemos observar
que a matriz
∑k−1
j=1 eje
T
j+1 é do seguinte tipo (o aso exempliado pressupõe que
k > 5)
k−1∑
j=1
eje
T
j+1 =


0 1 0 . . . 0
0 0 1 . . . 0
0 0 0 . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 . . . 1
0 0 0 . . . 0


.
Para simpliar a esrita usaremos a seguinte notação: para k > 2 esreveremos
Jk =
∑k−1
j=1 eje
T
j+1.
(f) Se v for um vetor próprio generalizado de ordem n (a mesma ordem que a dimensão
do espaço Cn onde A atua), e se os vetores da orrespondente adeia de Jordan
forem linearmente independentes, então a matriz P = [u1| . . . |un] é invertível e a
equação (1), (A−λIn)P = PJn, pode ser esrita omo P
−1(A−λIn)P = Jn, ou seja
P−1AP − λP−1InP = Jn ⇔ P
−1AP = λIn + Jn. Observe que
λIn + Jn =


λ 1 0 . . . 0 0
0 λ 1 . . . 0 0
0 0 λ . . . 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 . . . λ 1
0 0 0 . . . 0 λ


.
Como podemos suspeitar a partir dos exemplos da seção anterior, as matrizes deste
tipo desempenharão um papel importante no que se segue, pelo que onvém aordar
na nomenlatura e notação a usar.
Denição 7. • Um bloo elementar de Jordan , ou uma élula elementar de Jordan
é uma matriz k × k da forma Jk = [0], se k = 1, ou, se k > 2,
Jk =
k−1∑
j=1
eje
T
j+1 =


0 1 0 . . . 0 0
0 0 1 . . . 0 0
0 0 0 . . . 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 . . . 0 1
0 0 0 . . . 0 0


.
• Um bloo de Jordan , ou uma élula de Jordan é uma matriz k × k da forma
Jk(λ) = λIk + Jk.
• Uma matriz J hama-se uma forma anónia de Jordan se for uma matriz diago-
nal por bloos J = diag(J (1), J (2), . . . , J (p)) onde as matrizes quadradas J (j) são
bloos de Jordan.
O nosso primeiro teorema fundamental é o seguinte:
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Teorema 8. Seja A ∈ Mn×n(C) e suponha que A tem exatamente k valores próprios
distintos, λ1, . . . , λk ∈ C. Então:
Cn =
k⊕
j=1
N (A− λjIn)
n.
Este resultado tem várias onsequênias importantes, a primeira das quais é que permite
onluir que qualquer matriz quadrada A, om elementos em C, é semelhante a uma matriz
diagonal por bloos diag(A(1), . . . A(k)), onde ada bloo A(j) orresponde à ação de A no
espaço N (A−λjIn)
n
(relembre [3, Teorema 1.29℄). Isto, só por si, não seria espeialmente
relevante, uma vez que não nos fornee informações sobre a estrutura de ada um dos
bloos A(j). O que torna o Teorema 8 importante é o fato de, à usta dos vetores próprios,
dos vetores próprios generalizados, e das adeias de Jordan de A, podermos esolher bases
dos espaços N (A−λjIn)
n
tais que ada bloo A(j) seja uma forma anónia de Jordan. É
exatamente isto que garante o resultado seguinte, que, para os nossos objetivos, onstitui
o teorema fundamental para as apliações:
Teorema da Deomposição de Jordan 9. Seja A ∈ Mn×n(C) e suponha que A tem
exatamente k valores próprios distintos, λ1, . . . , λk ∈ C, om multipliidades algébrias
αj = ma(λj) e multipliidades geométrias mg(λj) = γj . Então, existe uma matriz
invertível P ∈ Mn×n(C) tal que
AP = PJ,
onde J = diag(J (1), . . . , J (k)) é uma forma anónia de Jordan e ada bloo J (j) satisfaz
(a) J (j) ∈Mαj×αj (C) tem um únio valor próprio λj om ma(λj) = αj ;
(b) J (j) é uma matriz diagonal por bloos, om o número de bloos igual a γj, sendo
ada um desses bloos uma élula de Jordan Jq(λj);
() A dimensão da maior élula de Jordan Jq(λj) de J
(j)
é igual a q = νj :=
min
{
ℓ ∈ N : dimN (A− λjIn)
ℓ = dimN (A− λjIn)
ℓ+1
}
6 αj.
(d) Seja np o número de élulas de Jordan Jp(λj) om dimensão p, no bloo J
(j)
.
Então tem-se
dimN (A− λjIn)
ℓ − dimN (A− λjIn)
ℓ−1 =
∑
p>ℓ
np, ℓ = 2, . . . , αj ;
(e) Sejam r1, . . . , ri os índies das olunas de J orrespondentes a uma das suas
élulas de Jordan Ji(λj). Então, a oluna pr1 de P é um vetor próprio assoiado
ao valor próprio λj e, se i > 1, as olunas pr om 2 6 r 6 ri são vetores próprios
generalizados que onstituem uma adeia de Jordan ontendo pr1 , esritos pela
ordem om que surgem nessa adeia, quando esta é lida da direita para a esquerda.
Os dois teoremas fundamentais que aabámos de enuniar têm grande importânia
prátia mas as suas demonstrações são algo elaboradas. Por isso, a demonstração destes
teoremas será feita om apreiável detalhe, através da identiação prévia da linha geral
do argumento e da sua deomposição numa sequênia de lemas mais simples. Isto resulta
numa exposição relativamente longa mas, espera-se, mais inteligível do que outras mais
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breves existentes na literatura matemátia. O que se apresenta nas duas seções seguintes
foi fundamentalmente inspirado nas demonstrações em [5, 7℄. O leitor interessado poderá
onsultar também as demonstrações existentes em outros textos de fáil aesso, omo por
exemplo [4, 6, 8℄.
Antes mesmo de prosseguir om a demonstração destes resultados, é importante e
onveniente ver de que modo o podemos utilizar para a análise de situações onretas, algo
que faremos de seguida, om um exemplo de diuldade média.
3 Uma apliação do teorema da deomposição de Jordan
Nesta seção exempliaremos a apliação do Teorema 9 à transformação de uma matriz
não diagonalizável de dimensão 7.
Exemplo 10. Seja A ∈ M7×7(C) a matriz
A =


2 0 0 0 0 0 1
0 3 0 0 1 0 0
0 0 3 0 0 0 0
0 0 1 3 0 0 0
0 0 0 0 3 0 0
0 0 0 1 0 3 0
0 0 0 0 0 0 2


.
Pretendemos determinar uma forma anónia de Jordan J e uma matriz invertível P tal
que P−1AP = J.
Apliando o teorema de Laplae ao álulo do determinante det(A − λI7) onluimos
que o polinómio araterístio de A é PA(λ) = (2− λ)
2(3−λ)5, o que nos permite armar
imediatamente o seguinte quanto aos valores próprios de A:
λ1 = 2 : α1 = ma(2) = 2,
λ2 = 3; α2 = ma(3) = 5.
Por outro lado, o álulo dos vetores próprios assoiados a estes valores próprios resulta
em
N (A− 2I7) = 〈e1〉, e portanto γ1 = mg(2) = 1
N (A− 3I7) = 〈e2, e6〉, e portanto γ2 = mg(3) = 2.
(2)
Daqui podemos estabeleer as seguintes onlusões:
(a) A matriz A não é diagonalizável (porque tem pelo menos um valor próprio om a
multipliidade geométria diferente da algébria, de fato, isto até oorre nos dois
valores próprios)
(b) O Teorema 9(a) permite onluir que A é semelhante a uma forma anónia de Jordan
J = diag(J (1), J (2)), onde J (1) é uma matriz 2×2 om um só valor próprio λ1 = 2 e
J (2) é uma matriz 5×5 om um só valor próprio λ2 = 3.
() O Teorema 9(b) permite-nos armar que J (1) é onstituida por uma únia élula de
Jordan e, sendo de dimensão 2, onluimos que
J (1) =
[
2 1
0 2
]
.
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(d) O Teorema 9(b) permite-nos também armar que J (2) é onstituida por duas élulas
de Jordan. No entanto, omo J (2) é uma matriz quadrada de dimensão 5, esta
informação sobre o número de bloos não é suiente para distinguir entre as duas
possibilidades distintas

3 0 0 0 0
0 3 1 0 0
0 0 3 1 0
0 0 0 3 1
0 0 0 0 3

 ou


3 1 0 0 0
0 3 0 0 0
0 0 3 1 0
0 0 0 3 1
0 0 0 0 3


(note que, por exemplo, o aso em que o primeiro bloo tem dimensão 4 e o segundo
dimensão 1 é identio ao da primeira matriz aima por troa das olunas apropriadas
da matriz P , pelo que apenas os dois asos aima são qualitativamente distintos).
(e) Para o eslareimento da estrutura de bloos da matriz J (2) reorremos à parte
(d) do Teorema 9, para o que neessitamos de alular as dimensões dos diversos
espaços próprios generalizados de A assoiados ao valor próprio λ2 = 3. Não oferee
diuldade (embora possa ser um pouo demorado...) obter os seguintes resultados:
A− 3I7 =


−1 0 0 0 0 0 1
0 0 0 0 1 0 0
0 0 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 0 0 −1


,
pelo que N (A− 3I7) = 〈e2, e6〉, e dimN (A− 3I7) = 2;
(A− 3I7)
2 =


1 0 0 0 0 0 −2
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 0 0 0 1


,
pelo que N (A− 3I7)
2 = 〈e2, e4, e5, e6〉, e dimN (A− 3I7)
2 = 4;
(A− 3I7)
3 =


−1 0 0 0 0 0 3
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 −1


,
pelo que N (A− 3I7)
3 = 〈e2, e3, e4, e5, e6〉, e dimN (A− 3I7)
3 = 5;
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(A− 3I7)
4 =


1 0 0 0 0 0 −4
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 1


,
pelo que N (A− 3I7)
4 = 〈e2, e3, e4, e5, e6〉, e dimN (A− 3I7)
4 = 5.
Assim, onluímos que ν2 = 3 e, pela alínea () do Teorema 9, a maior élula de
Jordan do bloo J (2) tem dimensão 3. Este mesmo resultado poderia ser obtido
reorrendo à alínea (d) do Teorema 9: se designarmos por np o número de élulas de
J (2) om dimensão p, omo sabemos, pela alínea anterior, que a dimensão do maior
bloo não pode ser superior a 4, podemos onluir de
0 = 5− 5 = dimN (A− 3I7)
4 − dimN (A− 3I7)
3 =
∑
p>4
np = n4
que o maior bloo terá de ter dimensão 3 ou inferior. Como sabemos da alínea anterior
que J (2) (que tem dimensão 5) tem exatamente dois bloos, não resta alternativa do
que ser um de dimensão 2 e outro de dimensão 3.
Portanto, neste aso, não preisamos de reorrer a mais equações do sistema do
Teorema 9(d) para onluirmos que o bloo J (2) terá de ser o indiado no segundo
aso na alínea () aima.
(f) A utilização das alíneas (a), (b) e (d) do Teorema 9 permitiu-nos hegar à onlusão
de que uma matriz de Jordan J semelhante a A é
J =


2 1
0 2
3 1
0 3
3 1 0
0 3 1
0 0 3


,
onde as posições não expliitamente indiadas na matriz são iguais a zero. Agora
utilizaremos a alínea (e) do Teorema 9 para determinar uma matriz P que estabelee
a relação de semelhança P−1AP = J entre A e J . Este proesso de esolha da base
apropriada dos espaços próprios generalizados pode ser algo elaborado e o Teorema 9
não é explíito quanto ao modo de o fazer. De um ponto de vista prátio, é importante
desenvolver um proesso sistemátio para a determinação destas bases, o que será
feito na Seção 5 e apresentado no Algoritmo 1, mas, no presente aso, em que as
dimensões dos espaços próprios generalizados são baixas, onseguiremos (om alguma
sorte...) identiar as adequadas adeias de Jordan sem problemas de maior, apenas
por tentativa-e-erro, omo veremos de seguida. Para tornar mais laro o argumento,
designaremos por pr, om 1 6 r 6 7, as olunas da matriz P = [p1| . . . |p7].
A élula de Jordan J (1) envolve apenas as olunas p1 e p2. Pela alínea (e) do Teo-
rema 9 sabemos que p1 é um vetor próprio de A assoiado ao valor próprio λ1 = 2.
Atendendo a (2), podemos tomar p1 = e1. Novamente pela alínea (e) do Teorema 9,
a oluna p2 é um vetor próprio generalizado pertenente a uma adeia de Jordan
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ontendo p1, ou seja, atendendo ao que se esreveu na observação (d) na página 8,
(A − 2I7)p2 = p1, e portanto, esrevendo p2 = (u1, . . . , u7), e reordando que já
onluimos que p1 = e1,

0 0 0 0 0 0 1
0 1 0 0 1 0 0
0 0 1 0 0 0 0
0 0 1 1 0 0 0
0 0 0 0 1 0 0
0 0 0 1 0 1 0
0 0 0 0 0 0 0




u1
u2
u3
u4
u5
u6
u7


=


1
0
0
0
0
0
0


⇒ p2 =


u1
0
0
0
0
0
1


,∀u1 ∈ C.
Tomando u1 = 0 obtemos o vetor próprio generalizado p2 = e7. Relembrando os
resultados sobre os diversos espaços próprios generalizados assoiados ao vetor pró-
prio λ2 = 3 que obtivemos aima, na alínea (e), e reordando as equações que os
elementos de uma adeia de Jordan têm neessariamente de satisfazer (f. página 8)
é fáil onluir que se tem
e3 −−−−→
A−3I7
e4 −−−−→
A−3I7
e6 −−−−→
A−3I7
0,
e5 −−−−→
A−3I7
e2 −−−−→
A−3I7
0.
Reparando que a primeira élula de Jordan de J orrespondente a λ2 = 3 tem
dimensão 2, teremos de usar os vetores próprios generalizados da segunda adeia
de Jordan (que também tem omprimento 2) para obter as orrespondentes olunas
de P : pela alínea (e) do Teorema 9 onluimos que p3 = e2 e p4 = e5. O mesmo
argumento apliado à primeira adeia de Jordan esrita aima permite onluir que
as orrespondentes olunas de P são p5 = e6, p6 = e4 e p7 = e3. Portanto, a matriz P
que orresponde à forma anónia de Jordan esrita aima é P = [e1|e7|e2|e5|e6|e4|e3].
Se pretendermos veriar que a matriz P a que hegámos atua, de fato, do modo
indiado, resta-nos alular
3 P−1 e P−1AP para veriarmos que esta última matriz
é igual à forma de Jordan J que esrevemos no iníio desta alínea.
4 Demonstração do Teorema 8
O objetivo desta seção é apresentar a demonstração do Teorema 8, o qual, omo já se refe-
riu, onstituiu a ferramenta teória fundamental para provar o Teorema da Deomposição
de Jordan que estudaremos na seção seguinte.
O Teorema 8 fornee uma deomposição de Cn numa soma direta de espaços nulos de
matrizes, pelo que é importante omeçarmos om um resultado auxiliar sobre este tipo de
subespaços vetoriais de Cn.
Lema 11. Seja B ∈ Mn×n(C) e suponha que B
ju = 0, para algum j ∈ N+ e algum
vetor u ∈ Cn. Então Bnu = 0.
3
Para abreviar o trabalho envolvido, e porque o álulo de matrizes inversas não é o que, nesta altura,
nos preoupa, poderemos reorrer a um dos vários loais da internet que permitem efetuar esses álulos
automatiamente, por exemplo http://www.bluebit.gr/matrix-alulator/.
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Demonstração. A armação é óbvia para u = 0, pelo que onsideraremos apenas o aso
em que o vetor u é não-nulo. É também óbvio que se Bj1u = 0 então Bj2u = 0, para todos
os j2 > j1, pois B
j2u = Bj2−j1Bj1u = Bj2−j10 = 0. Em partiular, isto prova a armação
do Lema quando j 6 n.
Seja k o menor inteiro positivo tal que Bku = 0. Considere-se o onjunto onstituido
pelos vetores
u,Bu,B2u, . . . , Bk−1u. (3)
Este onjunto é linearmente independente. De fato, se
c0u+ c1Bu+ c2B
2u+ . . . ck−1B
k−1u = 0, (4)
apliando Bk−1 a ambos os membros desta igualdade e relembrando que Bku = Bk+1u =
Bk+2u = . . . = 0 (f. aima), onlui-se que c0B
k−1u = 0. Como k é, por hipótese, o
menor dos expoentes positivos j para os quais Bju = 0, tem-se Bk−1u 6= 0 e, portanto,
c0 = 0. Substituindo este resultado em (4), multipliando ambos os membros da igualdade
por Bk−2 e apliando o mesmo argumento, onlui-se que c1 = 0. É evidente que repetindo
este proesso k − 1 vezes obtém-se cm = 0, para todos os m = 0, 1, . . . , k − 1. Mas, então,
os k vetores em (3) são linearmente independentes e, portanto, tem de se ter k 6 n, o que,
pelo que se provou no iníio, implia que Bnu = 0.
Comeemos, então, o estudo da deomposição de Cn em somas diretas de subespaços
pelo seguinte resultado geral:
Lema 12. Seja B ∈ Mn×n(C). Então
Cn = N (Bn)⊕ Im(Bn). (5)
Demonstração. Comeemos por provar que a soma é uma soma direta, isto é, que o únio
vetor omum a ambos os subespaços é o vetor nulo. Como u ∈ N (Bn) ⇒ Bnu = 0 e
omo u ∈ Im(Bn) ⇒ u = Bnv, para algum v ∈ Cn, se u ∈ N (Bn) ∩ Im(Bn) ter-se-á
neessariamente 0 = Bnu = Bn(Bnv) = B2nv, para algum vetor v. Mas o Lema 11
apliado à igualdade B2nv = 0 permite onluir que Bnv = 0, ou seja, que u = 0 e,
portanto, a soma no enuniado é uma soma direta. Que a soma é todo o Cn é uma
onsequênia lara do Teorema da Dimensão apliado à matriz Bn (f., por exemplo, [2,
Proposição 4.73℄).
Interessa-nos onsiderar B = A− λ1In no Lema 12 e ir substituindo o espaço Im(A −
λ1In)
n
por (somas diretas de) espaços nulos N (A− λkIn)
n
, a m de obter o resultado ex-
presso no enuniado do Teorema 8. Para este objetivo é naturalmente importante relaionar
os espaços Im(A− λ1In)
n
e N (A− λ2In)
n
, o que faremos no Lema 14. Aí neessitaremos
do seguinte resultado auxiliar
Lema 13 (Binómio de Newton). Se duas matrizes A,B ∈ Mn×n(C) omutam, então,
para qualquer m ∈ N,
(A+B)m =
m∑
j=0
(
m
j
)
AjBm−j.
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Demonstração. A demonstração utiliza a indução. Para m = 1 nada há a provar. Se
m = 2 tem-se
(A+B)(A+B) = A2 +AB +BA+B2 = A2 + 2AB +B2 =
2∑
j=0
(
2
j
)
AB2−j,
onde a segunda igualdade vem da hipótese da omutatividade: BA = AB. A veria-
ção da propriedade da hereditariedade envolve apenas um álulo algébrio simples om
somatórios, para o qual é apenas preiso reordar a lei de Pasal
(m−1
j−1
)
+
(m−1
j
)
=
(m
j
)
[1, pág. 41℄ (ou reordar a expressão
(n
k
)
= n!k!(n−k)! para os oeientes binomiais, a qual
permite deduzir failmente esta lei). Deixamos esta parte omo exeríio.
Lema 14. Seja A ∈ Mn×n(C), sejam λ1, λ2 ∈ C e onsidere λ1 6= λ2. Então
N (A− λ2In)
n ⊆ Im(A− λ1In)
n.
Demonstração. Provaremos que qualquer u ∈ N (A − λ2In)
n
também está em Im(A −
λ1In)
n
. Tome-se um u ∈ N (A− λ2In)
n
arbitrário. Então,
0 = (A− λ2In)
nu
= (A− λ1In + (λ1 − λ2)In)
nu
=
n∑
j=0
(
n
j
)
(A− λ1In)
j(λ1 − λ2)
n−ju
= (λ1 − λ2)
nu+ (A− λ1In)
n∑
j=1
(
n
j
)
(A− λ1In)
j−1(λ1 − λ2)
n−ju.
Como, por hipótese, λ1 6= λ2, podemos dividir esta expressão por (λ1 − λ2)
n
e esrever a
igualdade omo
u = (A− λ1In) q(A)u︸ ︷︷ ︸
=v
, (6)
onde q é a função polinomial de grau n− 1 denida por
q(A) = −
n∑
j=1
(
n
j
)
(A− λ1In)
j−1(λ1 − λ2)
−j .
Agora repare-se que o que (6) arma é que u ∈ Im(A − λ1In), pois existe um v tal que
u = (A−λ1In)v. Mas então, substituindo esta expressão para u no membro direito de (6),
e tendo em atenção que q(A)(A− λ1In) = (A− λ1In)q(A), obtém-se
Porquê?
u = (A− λ1In)
2q(A)v.
Substituindo de novo esta expressão para u no membro direito de (6) e repetindo este
proedimento um número suientemente grande de vezes (n−1 vezes, no total), obtém-se
u = (A− λ1In)
n q(A)n−1v︸ ︷︷ ︸
=w
,
o que mostra que u é a imagem, por (A−λ1In)
n, de um vetor w, ou seja u ∈ Im(A−λ1In)
n
,
o que onlui a demonstração.
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Portanto, tendo estabeleido que N (A − λ2In)
n
é um subespaço de Im(A − λ1In)
n
,
podemos esrever Im(A− λ1In)
n = N (A− λ2In)
n⊕F, para algum subespaço F ⊂ Im(A−
λ1In)
n
apropriado. Este é o tema do próximo lema.
Lema 15. Nas ondições do Lema 14, tem-se
Im(A− λ1In)
n = N (A− λ2In)
n⊕
(
Im(A− λ1In)
n ∩ Im(A− λ2In)
n
)
.
Demonstração. Comeemos por observar que o Lema 12 permite esrever
Cn = N (A− λ2In)
n⊕ Im(A− λ2In)
n.
Portanto, omo Im(A− λ1In)
n = Cn ∩ Im(A− λ1In)
n, temos
Im(A− λ1In)
n =
(
N (A− λ2In)
n⊕ Im(A− λ2In)
n
)
∩ Im(A− λ1In)
n,
e, devido à inlusão provada no Lema 14, onlui-se
4
que a igualdade aima pode ser esrita
omo
Im(A− λ1In)
n = N (A− λ2In)
n⊕
(
Im(A− λ2In)
n ∩ Im(A− λ1In)
n
)
,
omo pretendiamos provar.
Observe-se que, usando os resultados dos lemas 12 e 15, podemos esrever
Cn = N (A− λ1In)
n⊕N (A− λ2In)
n⊕
(
Im(A− λ2In)
n ∩ Im(A− λ1In)
n
)
.
Isto sugere imediatamente que, ontinuando a apliar suessivamente o Lema 15 obtere-
mos somas diretas dos espaços próprios generalizados orrespondentes aos diversos valores
próprios e de um espaço que é a interseção dos espaços das imagens orrespondentes. Por-
tanto, se provarmos que
k⋂
j=1
Im(A − λjIn)
n = {0}, onde λ1, . . . , λk são todos os valores
próprios distintos de A, então a apliação suessiva do Lema 15 resultará no Teorema 8.
Lema 16. Seja A ∈ Mn×n(C), sejam λ1, . . . , λk ∈ C todos os seus valores próprios
distintos. Então
k⋂
j=1
Im(A− λjIn)
n = {0}.
Demonstração. Seja M =
k⋂
j=1
Im(A − λjIn)
n. É laro que 0 ∈ M pois 0 é sempre um
elemento de qualquer subespaço vetorial e todos os Im(A−λjIn)
n
são subespaços vetoriais
de Cn. Queremos provar que M não ontém mais nenhum vetor para além de 0. Para tal
provaremos primeiro que M é invariante para A, ou seja, se u ∈ M, então também Au ∈
M : onsidere u ∈ M, portanto, para todos os j = 1, . . . , k, tem-se u ∈ Im(A− λjIn)
n
, ou
seja, existem vj tais que u = (A−λjIn)
nvj ; mas então, para ada j, Au = A(A−λjIn)
nvj =
(A−λjIn)
nAvj , ou seja Au ∈ Im(A−λjIn)
n, para todos os j e, portanto, Au ∈ M. Tendo
Porquê?
4
Prove que se U, V,W são subespaços de um espaço vetorial X tais que X = U⊕V e U ⊆ W , então
W = W ∩X = W ∩ (U⊕V ) = (W ∩ U)⊕(W ∩ V ). Exiba um ontra-exemplo que mostra que a ondição
de W onter um dos subespaços não pode ser eliminada (onsidere asos em X = R2).
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provado que M é invariante para A, então é laro que u ∈ M⇒ Au ∈ M⇒ A2u ∈ M⇒
. . .
Assuma-se agora que existe um vetor u ∈ M\{0} e onsidere-se o onjunto onstituido
pelos n+ 1 vetores de Cn
u,Au,A2u, . . . , Anu. (7)
Como temos n+ 1 vetores de um espaço vetorial de dimensão n, sabemos que o onjunto
onstituido pelos vetores em (7) é linearmente dependente. Portanto, existem onstantes
cj ∈ C, não todas nulas, tais que
c0u+ c1Au+ c2A
2u+ · · ·+ cnA
nu = 0. (8)
Seja p o maior inteiro para o qual cp 6= 0. Então, (8) pode ser esrito omo
c0u+ c1Au+ c2A
2u+ · · · + cpA
pu = 0.
Portanto, esta igualdade é da forma P (A)u = 0, onde P (x) = a0 + c1x + · · · + cpx
p
.
Usando o Teorema Fundamental da Álgebra sabe-se que existe uma fatorização P (x) =
cp(x − µp) · · · (x − µ1), para p onstantes omplexas µp (não neessariamente distintas).
Utilizando esta fatorização pode-se esrever (8) omo
cp(A− µpIn) · · · (A− µ2In)(A− µ1In)u = 0. (9)
Temos, portanto, as seguintes p possibilidades:
(1) (A− µ1In)u = 0.
(2) (A− µ1In)u 6= 0 mas (A− µ2In)(A− µ1In)u = 0.
.
.
.
(p) (A− µp−1In) · · · (A− µ1In)u 6= 0 mas (A− µpIn)(A− µp−1In) · · · (A− µ1In)u = 0.
No aso (1) temos que µ1 é um valor próprio de A e u um vetor próprio. No aso (2)
temos (A − µ2In)v = 0 para v = (A − µ1In)u ∈ M \ {0}, portanto, µ2 é um valor
próprio de A e v um vetor próprio assoiado. Prosseguindo do mesmo modo para as p
diferentes possibilidades, podemos onluir que, se existir algum vetor não nulo u ∈ M,
então existirá também w ∈M\{0} tal que (A−µIn)w = 0, para algum µ ∈ C, ou seja, w
é um vetor próprio de A, orrespondente a um valor próprio µ. Mas omo, por hipótese,
os únios valores próprios distintos de A são λ1, . . . , λk, isto signia que µ tem de ser
um destes valores, digamos µ = λm, e, portanto, w ∈ N (A − λmIn) ⊂ N (A − λmIn)
n
.
Por outro lado, omo w ∈ M, temos também w ∈ Im(A − λmIn)
n
e, portanto, w ∈
N (A − λmIn)
n ∩ Im(A − λmIn)
n, o que implia que w = 0. Esta ontradição mostra que
não podem existir vetores u 6= 0 em M, o que prova o lema.
Demonstração do Teorema 8. Como se referiu antes do enuniado do Lema 16, a demons-
tração do Teorema 8 está, agora, essenialmente ompleta: Considerando B = A−λ1In no
Lema 12, apliando k − 1 vezes o Lema 15, e, por último, usando o Lema 16, onluimos
que
Cn =
k⊕
j=1
N (A− λjIn)
n,
omo pretendiamos.
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5 Demonstração do teorema da deomposição de Jordan
Na seção anterior estabeleemos que, sendo A ∈ Mn×n(C) om valores próprios distintos
λ1, . . . , λk, então
Cn =
k⊕
j=1
N (A− λjIn)
n
(10)
Este tipo de deomposições do espaço omo soma direta de subespaços permite onluir
que é possível esolher bases do espaço de tal modo que os endomorsmos sejam repre-
sentados por matrizes diagonais por bloos (veja, por exemplo, [3, Teorema 1.29℄). Como
este resultado tem enorme importânia, quer prátia, quer teória, não é demais voltar a
rederivá-lo na situação onreta da deomposição (10):
Seja Bj =
(
v
(j)
1 , . . . , v
(j)
αj
)
uma base de N (A − λjIn)
n
. Um argumento inteiramente
análogo ao que foi usado na demonstração do Lema 16 permite onluir que o espaço
N (A−λjIn)
n
é invariante para A: u ∈ N (A−λjIn)
n ⇒ (A−λjIn)
nAu = A(A−λjIn)
nu =
A0 = 0⇒ Au ∈ N (A−λjIn)
n. Então, a deomposição em soma direta (10) e a invariânia
dos espaços próprios generalizados de A signia que a apliação de A a um vetor arbitrário
de N (A − λjIn)
n
resultará ainda num vetor desse mesmo espaço próprio generalizado (e
que, portanto, será ombinação linear dos vetores de Bj) ou, de modo equivalente, sendo
Pj a matriz de dimensão n× αj ujas olunas são os vetores da base Bj , pode-se esrever
APj = PjA
(j)
onde A(j) é uma matriz αj × αj (que representa a ação da matriz A apenas no espaço
próprio generalizado N (A− λjIn)
n
, quando neste se xa a base Bj).
Se agora denirmos uma matriz P = [P1 |P2 | · · · |Pk], de dimensão n×n, onde Pj são
as matrizes orrespondentes aos diferentes espaços próprios generalizados de A, onluimos
que, atendendo ao esrito aima, P satisfaz
AP = P diag
(
A(1), A(2), . . . , A(k)
)
,
ou seja,
P−1AP = diag
(
A(1), A(2), . . . , A(k)
)
.
O nosso objetivo nesta seção é mostrar que é possível esolher uma base Bj para ada
um dos espaços próprios generalizados de A de modo a que ada um desses bloos A(j)
seja uma forma anónia de Jordan e, portanto, a matriz A seja, ela própria, semelhante
a uma forma anónia de Jordan. Conseguir isto onstituirá, de fato, uma demonstração
do Teorema da Deomposição de Jordan.
A leitura da Observação
5
nas páginas 8-9 sugere-nos algumas observações importantes
aera da esolha da base apropriada de N (A− λjIn)
n
.
Uma primeira é a seguinte: se u(1), . . . , u(γj) forem vetores próprios linearmente inde-
pendentes de A, assoiados ao valor próprio λj (om multipliidade algébria e geométria
satisfazendo αj > γj), e se onseguirmos onstruir uma adeia de Jordan (om ompri-
mento adequado) para ada um destes vetores próprios, então a matriz Pj , ujas olunas
são os vetores próprios generalizados que integram estas adeias, será a matriz pretendida.
Há, nesta altura, várias diuldades levantadas por esta abordagem; uma é que, partindo
de uma base de N (A−λjIn) não é laro se é, sequer, possível onstruir uma adeia de Jor-
dan orrespondente (note que, pela sua própria denição  Denição 6 , as adeias de
5
Cuja releitura, nesta altura, é fortemente reomendada.
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Jordan são onstruídas a partir de vetores próprios generalizados e não de vetores próprios
e não é óbvio que, para um vetor próprio arbitrário, os sistemas de equações que permitem
alular os vetores das adeias de Jordan tenham soluções), outra diuldade, relaionada
om esta, é a de onheer o omprimento das várias adeias de Jordan em ausa.
As diuldades aludidas no parágrafo anterior, bem omo, novamente, a inspeção da
Observação nas páginas 8-9, permite-nos uma segunda observação importante: as bases de
vetores próprios de A assoiados ao valor próprio λj que nos interessa onsiderar para ons-
truir as adeias de Jordan devem ser onstituidas por vetores u(k) do tipo (A−λj)
mk−1vk,
om vk vetores próprios generalizados de A assoiados a λj e 1 6 k 6 γj . Ou seja, os
vetores que onstituem uma base de N (A − λjIn) interessante serão, não apenas veto-
res deste espaço próprio, mas também imagens de alguns vetores de Cn por apliação de
uma erta potênia (ainda desonheida) da matriz A− λjIn, ou seja, serão elementos de
Im(A− λjIn)
k−1
.
Isto sugere que estudemos os subespaços
Nk = N (A− λIn) ∩ Im(A− λIn)
k−1, (11)
onde λ é um valor próprio de A
Comeemos, então, por alguns resultados simples relativos à estrutura dos espaços nulos
de matrizes.
Lema 17. Seja B ∈ Mn×n(C) e suponha que, para algum inteiro positivo k, o vetor u ∈
Cn é um elemento de N (Bk). Então, a sequênia
(
Bk−1u,Bk−2u, , . . . , u
)
é linearmente
independente se e só se Bk−1u 6= 0.
Demonstração. Seja Bk−1u 6= 0. Suponha que existem oeientes α0, . . . , αk ∈ C tais que
α0u + α1Bu + αk−1B
k−1u = 0. Apliando Bk−1 a ambos os membros desta igualdade e
relembrando que u ∈ N (Bk) tem-se
Bk−1
(
α0u+ α1Bu+ αk−1B
k−1u
)
= α0B
k−1u = 0,
impliando que α0 = 0. Prosseguindo analogamente onluimos que todos os αj são nulos
e, portanto, que a sequênia
(
Bk−1u,Bk−2u, , . . . , u
)
é linearmente independente.
A reíproa é evidente, já que se Bk−1u = 0 a sequênia é linearmente dependente, por
um dos vetores que a integram ser o vetor nulo.
Como onsequênia imediata deste lema onluimos que os vetores próprios generali-
zados que onstituem uma mesma adeia de Jordan são linearmente independentes.
A independenia linear de vetores próprios generalizados orrespondentes a vetores
próprios distintos (ou seja, de vetores próprios generalizados de adeias de Jordan distintas)
é uma onsequênia simples do Lema 14 : sejam λk valores próprios distintos de A e sejam
uj 6= 0 tais que (A − λjIn)
nuj = 0. Se α1u1 + α2u2 + · · · + αkuk = 0 então −α1u1 =
α2u2+· · ·+αkuk. Como −α1u1 ∈ N (A−λ1In)
n
e omo, por apliação repetida do Lema 14
a ada uma das parelas do membro direito da igualdade, α2u2+· · ·+αkuk ∈ Im(A−λ1In)
n,
onluimos, atendendo à soma direta no Lema 12, que o valor omum destes dois vetores
tem de ser o vetor nulo, pelo que tem de se ter α1 = 0 e a igualdade de partida reduz-se
a α2u2 + · · · + αkuk = 0. A repetida apliação do argumento a esta igualdade permite
onluir que todas as onstantes αj têm de ser nulas e, portanto, os vetores onsiderados
são linearmente independentes.
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Lema 18. Seja B ∈ Mn×n(C). Então:
(a) N (Bp) ⊆ N (Bp+1), para qualquer inteiro p > 1;
(b) Se N (Bj) = N (Bj−1), para algum inteiro j > 2, então N (Bj+1) = N (Bj);
() Para qualquer inteiro j > 1, veria-se N (Bj) 6= {0} ⇔ N (Bj+1) 6= {0}.
Demonstração. A demonstração da parte (a) já se enontra no primeiro parágrafo da de-
monstração do Lema 11.
Para provar a alínea (b) suponha-se queN (Bj) = N (Bj−1) e onsidere-se u ∈ N (Bj+1).
Então, omo 0 = Bj+1u = Bj(Bu), deduz-se que Bu ∈ N (Bj). Portanto, pela hipótese,
também Bu ∈ N (Bj−1), o que quer dizer que 0 = Bj−1Bu = Bju, ou seja, u ∈ N (Bj).
Com isto provámos que, se N (Bj) = N (Bj−1), então N (Bj+1) ⊆ N (Bj). Esta inlusão,
juntamente om a inlusão ontrária forneida pela alínea (a), prova a igualdade preten-
dida.
Para a demonstração da parte () onsideraremos separadamente as duas impliações.
Seja u 6= 0 um elemento de N (Bj). Então Bj+1u = BBju = B0 = 0, ou seja, u é também
um elemento de N (Bj+1). Para demonstrar a impliação ontrária provaremos a ontra-
reíproa: suponha-se agora que N (Bj) = {0}, ou seja, se w é tal que Bjw = 0 então
tem-se neessariamente w = 0. Seja agora v tal que Bj+1v = 0. Então BjBv = Bj+1v = 0
e portanto Bv = 0, onluindo-se daqui que v ∈ N (B). Mas, pela parte (a), sabemos que
é válida a inlusão N (B) ⊆ N (Bj) = {0}, pelo que se pode onluir que v = 0 e, portanto,
que N (Bj+1) = {0}, omo pretendiamos.
O resultado da alínea (a) do Lema 18 podem ser imediatamente apliado aos espaços
nulos de potênias de A− λIn para onluir que
{0} ( N (A− λIn) ⊆ N (A− λIn)
2 ⊆ · · · . (12)
Mas podemos onluir bastante mais: omo todos os espaços N (A − λIn)
k
são subes-
paços de Cn, na adeia (om uma innidade) de inlusões (12) terá de existir um inteiro
positivo ℓ para o qual N (A − λIn)
ℓ = N (A − λjIn)
ℓ+1. Seja ν a menor dessas potênias,
isto é,
ν = min
{
ℓ ∈ N : N (A− λIn)
ℓ = N (A− λIn)
ℓ+1
}
. (13)
Então, pela alínea (b) do Lema 18, onluímos que se tem (supondo que ν > 1; se ν = 1
as igualdades omeçariam logo após o primeiro espaço próprio)
{0} ( N (A− λIn) ( · · · ( N (A− λIn)
ν = N (A− λIn)
ν+1 = · · · . (14)
Voltando a utilizar os Lemas 11 e 18 podemos renar ainda um pouo mais a adeia de
inlusões (14), em partiular, é fáil onluir que ν 6 n: de fato, seja j > n e onsidere
u ∈ N (A−λIn)
j
, ou seja (A−λIn)
ju = 0; pelo Lema 11 tem-se (A−λIn)
nu = 0 e portanto
N (A− λIn)
j ⊆ N (A− λIn)
n. Daqui, onjuntamente om a inlusão reíproa, impliada
pela alínea (a) do Lema 18, onluimos que N (A − λIn)
j = N (A − λIn)
n, para todos os
j > n, pelo que ν 6 n.
Uma onsequênia imediata destes resultados é o seguinte orolário do Teorema 8, onde
por νj se representa a onstante ν denida em (13) quando o valor próprio é λ = λj .
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Corolório 19. (do Teorema 8) Seja A ∈ Mn×n(C) e suponha que A tem exatamente
k valores próprios distintos, λ1, . . . , λk ∈ C. Então:
Cn =
k⊕
j=1
N (A− λjIn)
νj .
Portanto, tem-se que qualquer vetor u ∈ Cn pode ser esrito, de forma únia, omo
u = u1 + u2 + · · · + uk, onde uj ∈ N (A − λjIn)
νj ⇔ (A − λj)
νjuj = 0, om j = 1, . . . , k.
Isto implia que, qualquer que seja o u ∈ Cn, veria-se sempre que (A − λ1In)
ν1 · . . . ·
(A − λkIn)
νku = 0, ou seja, tem-se (A − λ1In)
ν1 · . . . · (A − λkIn)
νk = 0. O polinómio
Conrme!
µA(x) =
∏k
j=1(x−λj)
νj
é hamado o polinómio mínimo, ou o polinómio minimal, da matriz
A. Como aabámos de provar, trata-se de um polinómio que é um aniquilador da matriz A
(i.e., µA(A) = 0) e, tal omo suedia om o polinómio araterístio pA, odia algumas
das suas propriedades. Não iremos explorar nesta altura as propriedades dos polinómios
mínimos, mas é interessante referir, sem demonstração, duas das suas propriedades:
• Para qualquer matriz A, quadrada, µA é o (únio) polinómio mónio
6
de menor grau
que aniquila a matriz A.
• Para qualquer matriz A, quadrada, µA é um divisor de qualquer polinómio aniquila-
dor de A; em partiular µA divide o polinómio araterístio pA (que é um polinómio
aniquilador de A, pelo Teorema de Cayley-Hamilton).
O leitor mais urioso poderá onsultar as demonstrações destas e doutras propriedades do
polinómio mínimo em [7, Seções 2.2.1 e 2.5.2℄. Note-se que, omo onsequênia imedi-
ata da segunda propriedade referida, tem-se sempre νj 6 αj , onde αj é a multipliidade
algébria de λj (e é igual ao expoente a que está elevado o termo x − λj no polinómio
araterístio de A).
Retomemos agora a adeia de inlusões (14). Esta pode ser onvertida numa orrespon-
dente adeia de inlusões para os subespaços Im(A− λIn)
k
usando para tal, por exemplo,
o Teorema da Dimensão (f. [2, Proposição 4.73℄): à medida que k aumenta os espaços
nulos N (A−λIn)
k
vão ando maiores (ou permaneem iguais) e, omo, pelo Teorema da
Dimensão, dimN (A−λIn)
k+dim Im(A−λIn)
k = n, a dimensão dos espaços das imagens
de (A − λIn)
k
terá de ir ando menor (ou permaneer igual) à medida que k aumenta.
Mais rigorosamente, de (14) onlui-se que:
Cn ) Im(A− λIn) ) · · · ) Im(A− λIn)
ν = Im(A− λIn)
ν+1 = · · · . (15)
Consequentemente, intersetando ada um destes subespaços de Cn (e o próprio Cn) om
N (A − λIn) e relembrando a notação introduzida em (11), a adeia de inlusões (15)
transforma-se em
7
N1 ⊇ N2 ⊇ · · · ⊇ Nν+1 = Nν+2 = · · · . (16)
Seja n˜j = dimNj = dim
(
N (A − λIn) ∩ Im(A − λIn)
j−1
)
. As desigualdades em (16)
impliam que
n˜1 > n˜2 > · · · > n˜ν+1 = n˜ν+2 = · · · . (17)
6
Um polinómio diz-se mónio se o oeiente do termo de maior grau é igual a 1.
7
Observe-se que, em geral, não se pode garantir que as inlusões em (16) são estritas.
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Seguidamente, esreveremos n˜j apenas em termos das dimensões dos espaços nulos,
onretamente veremos que se pode esrever
n˜j = dimN (A− λIn)
j − dimN (A− λIn)
j−1, (18)
ou seja,
n˜1 = dimN (A− λIn)
n˜2 = dimN (A− λIn)
2 − dimN (A− λIn)
n˜3 = dimN (A− λIn)
3 − dimN (A− λIn)
2
.
.
.
n˜ν = dimN (A− λIn)
ν − dimN (A− λIn)
ν−1 > 1
n˜ν+1 = dimN (A− λIn)
ν+1 − dimN (A− λIn)
ν = 0.
(19)
Para obter (18) neessitamos do seguinte resultado uja demonstração, que não iremos
apresentar, pode ser onsultada em [7, págs. 111-112℄.
Lema 20. (Teorema de Sylvester) Sejam B ∈Mm×n(C) e C ∈ Mn×p(C). Então
r(BC) = r(C)− dim
(
N (B) ∩ Im(C)
)
.
É interessante notar que este resultado onstitui um renamento de um resultado mais
elementar que é usualmente estudado em ursos introdutórios de Álgebra Linear, a saber,
a desigualdade r(BC) 6 r(C) (f. [2, Proposição 4.71℄).
A utilização do Teorema de Sylvester para a dedução de (18) a partir de (11) envolve
novamente o Teorema da Dimensão, a m de relaionar as quantidades dimN (X) e r(X) =
dim Im(X). Conretamente, apliando o Teorema da Dimensão à igualdade forneida pelo
Teorema de Sylvester tem-se
n− dimN (BC) = r(BC) =
(
n− dimN (C)
)
− dim
(
N (B) ∩ Im(C)
)
,
ou seja,
dim
(
N (B) ∩ Im(C)
)
= dimN (BC)− dimN (C).
Agora, tomando nesta última igualdade B = A − λIn e C = (A − λIn)
j−1
e relembrando
a denição de Nj , (11), obtém-se imediatamente (18).
Retomemos agora (18) ou, mais expliitamente, as igualdades (19).
Reordemos que n˜j é a dimensão do espaço vetorial N (A − λIn) ∩ Im(A − λIn)
j−1.
Então, do resultado n˜ν+1 = 0 obtido na última igualdade de (19) podemos onluir que
o maior bloo de Jordan terá, neessariamente, dimensão igual a ν: a existênia de um
bloo de Jordan de dimensão m equivale a dizer que podemos inluir omo vetores da
base vetores próprios generalizados que formam uma adeia de Jordan de omprimento m
(relembre a Observação nas páginas 8-9):
v ∈ N (A− λIn)
m
(A− λIn)v ∈ N (A− λIn)
m−1
(A− λIn)
2v ∈ N (A− λIn)
m−2
.
.
.
(A− λIn)
m−1v ∈ N (A− λIn);
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onsidere-se agora m = ν + 1. Como n˜ν+1 = 0, então N (A − λIn) ∩ Im(A − λIn)
ν = {0}
e, portanto, qualquer que seja o v que tomemos, o únio vetor (A − λIn)
νv que está
em N (A − λIn) é o vetor nulo, o que é uma ontradição om a hipótese da adeia ter
omprimento m = ν + 1.
Exatamente o mesmo argumento, repetido agora para m = ν, permite onluir que
o maior bloo de Jordan tem dimensão igual ν. Adiionalmente, omo N (A − λIn) ∩
Im(A − λIn)
ν−1
é um espaço vetorial om dimensão n˜ν , sabemos que possui exatamente
n˜ν vetores linearmente independentes, ou seja existem exatamente n˜ν adeias de Jordan
om omprimento igual a ν e, portanto, a matriz tem exatamente n˜ν bloos de Jordan de
dimensão igual a ν.
Comentário 21. Isto onlui a demonstração da parte () do Teorema 9.
Podemos repetir o argumento para as restantes igualdades de (19), prosseguindo sues-
sivamente de baixo para ima. Há, todavia, um uidado a ter: ao onsiderar a igualdade
para n˜j = dimNj = dim
(
N (A − λIn) ∩ Im(A − λIn)
j−1
)
é importante reordar a adeia
de inlusões (16) e, portanto, o fato do valor de n˜j não ser igual ao número de adeias de
Jordan om omprimento j, mas sim ao número total de adeias de Jordan om ompri-
mento maior ou igual a j, e, portanto, também ao número total de bloos de Jordan de
dimensão maior ou igual a j.
Comentário 22. Isto onlui a demonstração da parte (d) do Teorema 9.
A última apliação deste argumento é feita, naturalmente, à primeira igualdade de (19).
Aqui tem-se n˜1 = dimN(A − λIn). Note-se que a quantidade no membro direito é, por
denição, a multipliidade geométria, γ, do valor próprio λ e a do membro esquerdo é,
pelo que se deduziu aima, igual ao número total de bloos de Jordan orrespondentes a
este valor próprio. Estas duas quantidades são, portanto, iguais.
Comentário 23. Isto onlui a demonstração da parte (b) do Teorema 9.
Retomemos outra vez as igualdades (19) e adiionemo-las. É evidente que obtemos
n˜1 + n˜2 + n˜3 + · · · + n˜ν = dimN (A− λIn)
ν = dimN (A− λIn)
n = α,
onde α é a multipliidade algébria de λ. Esta igualdade signia que (n˜1, . . . , n˜ν) onstitui
uma partição do inteiro positivo α, (onsulte [1℄).
Por outro lado, a disussão anterior sobre a relação entre o número n˜j e a soma do
número de bloos de Jordan de dimensão superior ou igual a j permite onluir o seguinte:
designemos por m1 > m2 > · · · > mγ o omprimento de ada uma das γ adeias de Jordan
(sabemos que existem γ adeias de Jordan porque já provámos a alínea (b) do Teorema 9
 f. Comentário 23 , e sabemos também que o tamanho da maior adeia é m1 = ν
porque também já provámos a alínea () do Teorema 9  f. Comentário 21). Seja nℓ o
número de bloos de Jordan de dimensão igual a ℓ, ou seja8
nℓ = #{i : mi = ℓ}.
8
Repare que isto é exatamente a denição de nℓ: é o número total dos mis que são iguais a ℓ, ou seja,
é o número total dos índies i que orrespondem a mi om o mesmo valor ℓ.
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Consequentemente,
n˜j =
ν∑
ℓ=j
nℓ =
ν∑
ℓ=j
#{i : mi = ℓ} = #{i : mi > j},
e, portanto, as partições (n˜1, . . . , n˜ν) e (m1, . . . ,mγ) são partições onjugadas
9
. Portanto,
utilizando este fato, sabemos que
mj = #{i : n˜i > j}. (20)
Um álulo simples permite onluir que m1 +m2 + · · · +mγ = α e, omo a soma de
todos os mj é igual à quantidade total de vetores nas adeias de Jordan, e tendo presente
que estes são todos linearmente independentes (f. página 20 após a demonstração do
Lema 17), onluimos om isto o eslareimento da estrutura da matriz de Jordan J , i.e.,
sabemos agora quantos bloos de Jordan a onstituem e quais as dimensões de ada um
desses bloos. Resta-nos eslareer omo, na prátia, onseguimos determinar uma base
N (A− λIn)
ν
apropriada para onseguirmos onstruir a matriz de semelhança.
Antes, porém, voltamos brevemente às partições e suas onjugadas para introduzir um
oneito que é muito útil, na prátia, para relaionar as duas, em partiular quando os
números envolvidos não são muito grandes. Para partições envolvendo quantidades n˜j
não muito elevadas os elementos mk da partição onjugada podem ser failmente obtidos
reorrendo ao diagrama de Ferrers (f. [1, pp. 18-19℄ ou [7, pp. 135-136℄), uma entidade
uja onstrução e utilidade ilustraremos a seguir. Considere-se a partição (n˜1, . . . , n˜5) =
(6, 4, 3, 3, 1) e onstrua-se um diagrama em que na primeira linha se desenham 6 pontos,
na segunda 4 pontos, et., até à quinta linha, om 1 ponto:
n˜1 : • • • • • •
n˜2 : • • • •
n˜3 : • • •
n˜4 : • • •
n˜5 : •
Este é o diagrama de Ferrers da partição onsiderada. Para obter a partição onjugada
(m1, . . . ,mγ) reete-se o diagrama relativamente à sua diagonal prinipal (i.e., troam-
se as linhas om as olunas), e lêem-se os valores de mk ontando o número de pontos
na orrespondente linha, ou seja, para o exemplo onreto em onsideração a partição
onjugada é (5, 4, 4, 2, 1, 1):
m1 : • • • • •
m2 : • • • •
m3 : • • • •
m4 : • •
m5 : •
m6 : •
9
Dada uma partição a = (a1, a2, . . . , ap), a partição onjugada de a é a partição a
∗ = (a∗1, . . . , a
∗
q) tal
que a∗k é o número de ajs que são superiores ou iguais a k. Por exemplo, sendo a = (6, 4, 3, 3, 1), então
a∗ = (5, 4, 4, 2, 1, 1), ou seja a∗1 = 5 uma vez que na partição a existem 5 termos superiores ou iguais a 1 (de
fato, todos eles o são), e a∗2 = 4 porque em a existem 4 termos superiores ou iguais a 2 (a saber: 6, 4, 3, 3),
et. É fáil de alular neste exemplo que (a∗)∗ = a. Esta igualdade é, de fato, válida para qualquer
partição a, resultado que não demonstramos mas que veriaremos que é óbvio a partir do diagrama de
Ferrers da partição (f. texto).
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Obviamente que o proesso de reexão do diagrama pode ser evitado lendo os valores mk
da partição onjugada diretamente da ontagem dos pontos nas olunas do diagrama de
Ferrers original:
:
m
1
:
m
2
:
m
3
:
m
4
:
m
5
:
m
6
n˜1 : • • • • • •
n˜2 : • • • •
n˜3 : • • •
n˜4 : • • •
n˜5 : •
É evidente daqui que a onjugada de uma onjugada é a partição original, pois orresponde
a, sempre no mesmo diagrama, passar de uma leitura em linhas para uma leitura em olunas
e, novamente, para uma leitura em linhas.
Retomemos agora a questão da determinação de uma base apropriada. Pelo que já
zemos, preisamos apenas de provar que existe uma base de N (A− λIn) do tipo{
(A− λIn)
m1−1v1, . . . , (A− λIn)
mγ−1vγ
}
,
o que faremos seguidamente:
Algoritmo 1.
1. Para onstruir uma tal base, omeemos por tomar uma base Bν = {b1, . . . , bn˜ν} do
espaço vetorial n˜ν-dimensional Nν = N (A − λIn) ∩ Im(A − λIn)
ν−1. Naturalmente
que os elementos bj de Bν são do tipo bj = (A−λIn)
ν−1vj, 1 6 j 6 n˜ν. Por outro lado,
sabe-se que ν = m1 = . . . = mn˜ν , pelo que se pode esrever bj = (A − λIn)
mj−1vj ,
Convença-
se disto om
diagramas
de Ferrer!
sendo 1 6 j 6 n˜ν . Os vetores próprios pertenentes a Bν são aqueles om base nos
quais se onstroem as n˜ν adeias de Jordan de omprimento máximo (= ν).
2. Claro que se n˜ν < γ temos de aresentar a Bν vetores adequados de modo a obter a
base pretendida.
Sendo este o aso, prosseguimos na adeia de inlusões (16) para subespaços de N1 =
N (A− λIn) suessivamente maiores:
Se n˜ν−1 > n˜ν, esolhemos de Nν−1 um número n˜ν−1 − n˜ν de vetores linearmente
independentes, quer entre si, quer om os vetores de B. Estes vetores são do tipo
Novamente: use
diagramas de
Ferrer para se
onvener disto!
bj = (A − λIn)
ν−2vj , n˜ν + 1 6 j 6 n˜ν−1. Analogamente ao aso anterior, neste
aso tem-se ν − 1 = mn˜ν+1 = . . . = mn˜ν−1, pelo que se podem esrever estes vetores
adiionais na forma bj = (A−λIn)
mj−1vj, om n˜ν +1 6 j 6 n˜ν−1. Assim, reunindo
este vetores à base Bν de Nν, onseguimos obter uma base Bν−1 de Nν−1. Os vetores
próprios de Bν−1 \ Bν são aqueles om base nos quais se onstroem as n˜ν−1 − n˜ν
adeias de Jordan ujo omprimento é o segundo maior.
Se n˜ν−1 = n˜ν , a base Bν de Nν é também uma base Bν−1 de Nν−1.
3. Prossegue-se agora suessivamente, ao longo dos espaços suessivamente maiores, na
adeia de inlusões (16) até se obter a base pretendida.
Regressando ao iníio desta seção (página 19), o que aabámos de onluir é que ada
bloo diagonal A(j) em que o Teorema 8 permitiu deompor a matriz A pode ser transfor-
mado num bloo de Jordan por uma mudança de base apropriada, que era exatamente o
que pretendíamos provar.
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Comentário 24. Isto onlui a demonstração do Teorema 9.
Convém observar que ninguém no seu devido juízo faz à mão os álulos inerentes à
apliação do Teorema da Deomposição de Jordan 9 a matrizes de dimensões elevadas. Em
partiular, o algoritmo envolvido na determinação da base apropriada de vetores próprios
pode ser de apliação prátia extremamente trabalhosa para matrizes de dimensão apenas
moderadamente elevada. Na esmagadora maioria dos asos que trataremos a dimensão do
espaço próprio relevante será baixa pelo que a apliação do algoritmo para a determina-
ção da base virá bastante simpliada, e, por vezes, a determinação da base apropriada
pode mesmo ser feita, de modo eiente, por tentativas a partir da base do espaço próprio
generalizado da matriz, omo suedeu no aso que onsiderámos no Exemplo 10 Convém
também relembrar que existem outros algoritmos para a determinação de bases de Jor-
dan (as quais, omo também se referiu anteriormente, estão longe de serem únias!), mas
nenhum deles paree ser omputaionalmente mais vantajoso do que os restantes.
Para organizar as ideias, sumarizamos agora o proedimento envolvido na determinação
da forma anónia de Jordan de uma matriz:
Sumário 1. Seja A ∈ Mn×n(C).
1. Determine todos os k valores próprios distintos de A, λ1, . . . , λk, e as suas multiplii-
dades algébrias ma(λj) = αj e geométria mg(λj) = γj . A partir destes dados pode
onluir o seguinte:
(a) A matriz de Jordan orrespondente a A é uma matriz diagonal por bloos, om
k bloos J = diag(J (1), . . . , J (k)).
(b) Cada bloo J (j) tem de dimensão αj, e é, também, uma matriz diagonal por
bloos, sendo todos os seus bloos élulas de Jordan om o mesmo valor próprio
λj .
() O número de élulas de Jordan que onstituem ada J (j) é igual a γj .
2. Para ada λj , determine as dimensões dos vários espaços N (A − λjIn)
k
, para k =
1, 2, . . . , até hegar ao primeiro valor de k para o qual o dimN (A − λjIn)
k =
dimN (A− λjIn)
k+1
. Chame a esse valor νj . A partir deste dado onlui o seguinte:
(a) A dimensão da maior élula de Jordan que integra J (j) é igual a νj
3. Calule as quantidades n˜ℓ = dimN (A−λjIn)
ℓ−dimN (A−λjIn)
ℓ−1, om ℓ = 1, . . . , νj ,
forme om elas a partição (n˜1, . . . , n˜ν) de αj e, usando (20) ou reorrendo ao dia-
grama de Ferrers, alule a partição (m1, . . . ,mγj ) onjugada da partição (n˜1, . . . , n˜ν).
Com este dado onlui o seguinte:
(a) As élulas de Jordan que onstituem J (j) têm exatamente as dimensões dadas
pelos números da partição (m1, . . . ,mγj ).
4. A determinação da base de Jordan pode ser feita reorrendo ao Algoritmo 1, ons-
truindo as orrespondentes adeias de Jordan, e ordenando os vetores de aordo om
o desrito na alínea (e) do Teorema da Deomposição de Jordan 9.
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6 Mais dois exemplos
Exemplo 25. Seja A ∈ M5×5(C) a seguinte matriz
A =


1 0 −2 0 4
0 1 0 −1 1
0 0 1 0 0
0 0 0 1 3
0 0 0 0 1

 .
Iremos determinar uma forma de Jordan J semelhante a A e uma orrespondente ma-
triz de semelhança P seguindo o proedimento estudado anteriormente (nomeadamente o
Sumário 1 e o Algoritmo 1).
(i) Comeemos por alular os valores próprios: sendo A uma matriz triangular, os seus
valores próprios são os elementos da diagonal prinipal. Portanto o únio valor
próprio é λ = 1, om α = ma(λ) = 5.
Nesta altura podemos, por apliação dos pontos 1.(a) e 1.(b) do Sumário 1, podemos
garantir que a matriz A é semelhante a uma forma anónia de Jordan J (1).
(ii) Calulemos os espaço próprio N (A− I5): Como
A− I5 =


0 0 −2 0 4
0 0 0 −1 1
0 0 0 0 0
0 0 0 0 3
0 0 0 0 0

 .
onlui-se failmente que os vetores u ∈ C5 para os quais de (A− I5)u = 0 são todos
os do tipo u = (u1, u2, 0, 0, 0) e, portanto, dimN (A−I5) = 2, ou seja γ = mg(λ) = 2.
Este resultado permite-nos onluir, por apliação do ponto 1.() do Sumário 1, que
J (1) tem duas élulas de Jordan.
(iii) Calulemos agora os espaços N (A − I5)
k
. Não é difíil (nem sequer é trabalhoso!)
onluir que
(A− I5)
2 =


0 0 0 0 0
0 0 0 0 −3
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

 e (A− I5)3 = 0
donde se deduz que
N (A− I5)
2 = {(a1, a2, a3, a4, 0) : a1, . . . , a4 ∈ C} , dimN (A− I5)
2 = 4
N (A− I5)
3 = C5, dimN (A− I5)
3 = 5
e, naturalmente, a partir da última linha, N (A− I5)
4 = C5, pelo que ν = 3.
Portanto, por apliação do ponto 2.(a) do Sumário 1, a maior élula de Jordan de
J (1) tem dimensão 3.
Note-se que, neste aso, omo sabemos que J (1) tem dimensão 5, tem duas élulas,
e a maior delas tem dimensão 3, onluímos logo que a outra élula tem dimensão
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2, sem neessidade de reorrer ao álulo das quantidades n˜k e mk. Podemos, assim,
neste aso, ignorar por ompleto o ponto 3 do Sumário 1. Sabemos, nesta altura, que
o Teorema da Deomposição de Jordan garante a existênia de uma matriz invertível
P tal que
P−1AP = J = J (1) =


1 1 0
0 1 1
0 0 1
1 1
0 1

 ,
onde os elementos não expliitamente esritos valem zero. Resta-nos determinar a
matriz P , o que faremos nos pontos seguintes:
(iv) Sabemos já que ν = 3. Seguindo o Algoritmo 1, omeemos por determinar uma
base de N3 = N (A − λI5) ∩ Im(A − λI5)
2. Já sabemos, pelo ponto (ii) aima, que
N (A − I5) =
{
(u1, u2, 0, 0, 0) ∈ C
5 : u1, u2 ∈ C
}
, Por outro lado, no ponto (iii) já
alulamos a matriz (A − I5)
2
, pelo que a determinação do seu espaço das imagens
é, agora, imediata: Im(A − I5)
2 =
{
(0, β, 0, 0, 0) ∈ C5 : β ∈ C
}
. Os vetores omuns
a estes dois espaços serão os elementos de N3 e portanto, neste aso, é evidente que
N3 = 〈(0, 1, 0, 0, 0)〉.
Portanto, pelo ponto 1 do Algoritmo 1, onluímos que a adeia de Jordan de om-
primento 3 pode ser onstruída usando o vetor próprio (0, 1, 0, 0, 0). Faremos isto
mais adiante, em (vi).
(v) Continuando a apliar o Algoritmo 1, o outro vetor próprio de A que servirá para
onstruir o bloo de dimensão 2 é esolhido de entre os elementos do espaço N2 =
N (A−λI5)∩Im(A−λI5) que são linearmente independentes do vetor já esolhido em
(iv). Conlui-se sem diuldade que Im(A− I5) =
{
(f, g, 0, h, 0) ∈ C5 : f, g, h ∈ C
}
.
Intersetando este onjunto om o espaço próprio N (A − λI5) onlui-se que N3 ={
(f, g, 0, 0, 0) ∈ C5 : f, g ∈ C
}
. Temos que esolher neste espaço um vetor linear-
mente independente do vetor esolhido no ponto (iv) anterior. Esolhemos, por
exemplo
10
, (1, 1, 0, 0, 0).
Portanto, pelo ponto 2. do Algoritmo 1, onluímos que a adeia de Jordan de
omprimento 2 pode ser onstruída usando o vetor próprio (1, 1, 0, 0, 0). Faremos
isto a seguir.
Note-se que, om isto, estamos de posse de todos os vetores próprios linearmente in-
dependentes de que neessitamos para onstruir as adeias de Jordan que onstituem
a matriz P pretendida.
(vi) Calulemos agora as duas adeias de Jordan ujos vetores onstituirão a base de C5
que prouramos.
• Cálulo da adeia de Jordan de dimensão 3: vimos no ponto (iv) que esta
adeia é a que ontém o vetor próprio (0, 1, 0, 0, 0). Designemos este vetor por
p1. Sabemos que a adeia de Jordan é onstituida pelo vetor p1 e ainda por
mais dois vetores p2 e p3, que satisfazem (A − I5)p2 = p1 e (A − I5)p3 = p2.
10
Uma esolha talvez mais natural e simples seria tomar (1, 0, 0, 0, 0). Deixamos esta esolha omo
exeríio para o leitor!
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Para o primeiro destes sistemas, esrevendo p2 = (p1,2, p2,2, . . . , p5,2), tem-se

0 0 −2 0 4
0 0 0 −1 1
0 0 0 0 0
0 0 0 0 3
0 0 0 0 0




p1,2
p2,2
p3,2
p4,2
p5,2

 =


0
1
0
0
0

⇔


p3,2 = 0
p4,2 = −1
p5,2 = 0
⇔ p2 =


p1,2
p2,2
0
−1
0

 ,
onde p1,2 e p2,2 são omplexos arbitrários. Esolhamo-los omo sendo zero.
Então o vetor p2 vem p2 = (0, 0, 0,−1, 0).
Para o segundo sistema, esrevendo p3 = (p1,3, p2,3, . . . , p5,3), tem-se


0 0 −2 0 4
0 0 0 −1 1
0 0 0 0 0
0 0 0 0 3
0 0 0 0 0




p1,3
p2,3
p3,3
p4,3
p5,3

 =


0
0
0
−1
0

⇔


p3,3 = −
2
3
p4,3 = −
1
3
p5,3 = −
1
3
⇔ p3 =


p1,3
p2,3
−23
−13
−13


,
onde p1,3 e p2,3 são omplexos arbitrários. Tal omo zemos no alulo anterior,
esolhamo-los omo sendo zero. Então o vetor p3 vem p3 =
(
0, 0,−23 ,−
1
3 ,−
1
3
)
.
• Cálulo da adeia de Jordan de dimensão 2: vimos no ponto (v) que esta adeia
é a que ontém o vetor próprio (1, 1, 0, 0, 0). Designemos este vetor por p4.
Sabemos que a adeia de Jordan é onstituida pelo vetor p4 e ainda por mais
um vetor p5 que satisfaze (A− I5)p5 = p4. Esrevendo p5 = (p1,5, p2,5, . . . , p5,5),
pode-se resolver o sistema obtendo


0 0 −2 0 4
0 0 0 −1 1
0 0 0 0 0
0 0 0 0 3
0 0 0 0 0




p1,5
p2,5
p3,5
p4,5
p5,5

 =


1
1
0
0
0

⇔


p3,5 = −
1
2
p4,5 = −1
p5,5 = 0
⇔ p5 =


p1,5
p2,5
−12
−1
0


,
onde p1,5 e p2,5 são omplexos arbitrários. Novamente, efetuamos a esolha mais
simpliadora de assumir que estas onstantes são iguais a zero. Então o vetor
p5 vem p5 =
(
0, 0,−12 ,−1, 0
)
.
Com isto, estamos na posse de ino vetores p1, . . . , p5 que onstituem uma base om
as araterístias pretendidas. Antes de passar ao ponto nal do exemplo onvém
observar o seguinte:
 houve diversas esolhas feitas aera dos valores de onstantes omplexas arbi-
trárias. Esolhas diferentes produzirão bases diferentes e, onsequentemente,
matrizes de semelhança, P , diferentes. No entanto, todas elas resultarão a
mesma matriz de Jordan P−1AP .
 podemos omprovar diretamente que as adeias de Jordan onstruidas a partir
de p1 e de p4 têm mesmo os omprimentos 3 e 2, respetivamente. Se tentarmos
prolongá-las para além de p3 e de p5, respetivamente, veriamos que tal não é
possível: por exemplo, se quisermos prolongar a adeia onstruída a partir de p1
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para além de p3 teremos de onseguir enontrar um vetor q ∈ C
5
que satisfaça
(A − I5)q = p3. No entanto, é fáil onluir que este sistema é impossível.
Faça-o!
O mesmo se passa om o orrespondente sistema para a adeia baseada em
p4. É laro que estas veriações são inúteis: o Algoritmo 1 arma-nos que é
exatamente isso que se passa!
(vii) (Grand nale!) Usando as adeias aluladas no ponto anterior e ordenando-as de
aordo om a alínea (e) do Teorema da Deomposição de Jordan 9, obtemos P =
[p1 | p2 | p3 | p4 | p5], ou seja,
P =


0 0 0 1 0
1 0 0 1 0
0 0 −23 0 −
1
2
0 −1 −13 0 −1
0 0 −13 0 0


.
Calulando a inversa vem
P−1 =


−1 1 0 1 0
2 −2 2 −1 −3
0 0 0 0 −3
1 0 0 0 0
−2 2 −2 0 4

 .
e efetuando as multipliações P−1AP onluimos que
P−1AP =
=


−1 1 0 1 0
2 −2 2 −1 −3
0 0 0 0 −3
1 0 0 0 0
−2 2 −2 0 4




1 0 −2 0 4
0 1 0 −1 1
0 0 1 0 0
0 0 0 1 3
0 0 0 0 1




0 0 0 1 0
1 0 0 1 0
0 0 −23 0 −
1
2
0 −1 −13 0 −1
0 0 −13 0 0


=


1 1 0
0 1 1
0 0 1
1 1
0 1

 ,
omo sabíamos que teria de aonteer.
Exemplo 26. Seja agora a matriz Y =


3 −1 1 1 0 0
1 1 −1 −1 0 0
0 0 2 0 1 1
0 0 0 2 −1 −1
0 0 0 0 1 1
0 0 0 0 1 1


. Tal omo no exem-
plo anterior, pretendemos determinar uma forma de Jordan J semelhante a Y e uma
orrespondente matriz de semelhança P seguindo o proedimento estudado anteriormente
(nomeadamente o Sumário 1 e o Algoritmo 1).
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(i) Comeemos por alular os valores próprios de Y , ou seja, os zeros do seu polinómio
araterístio pY (λ) = det(Y − λI6). Proedendo à eliminação de Gauss na matriz
Y −λI6 e reordando qual o efeito que as operações elementares sobre linhas têm no
determinante da matriz (vd., e.g., [2, Teorema 3.16℄), onlui-se que
pY (λ) =
=
∣∣∣∣∣∣∣∣∣∣∣∣
3− λ −1 1 1 0 0
1 1− λ −1 −1 0 0
0 0 2− λ 0 1 1
0 0 0 2− λ −1 −1
0 0 0 0 1− λ 1
0 0 0 0 1 1− λ
∣∣∣∣∣∣∣∣∣∣∣∣
=
(1−λ)ℓ6
1
1− λ
∣∣∣∣∣∣∣∣∣∣∣∣
3− λ −1 1 1 0 0
1 1− λ −1 −1 0 0
0 0 2− λ 0 1 1
0 0 0 2− λ −1 −1
0 0 0 0 1− λ 1
0 0 0 0 1− λ (1− λ)2
∣∣∣∣∣∣∣∣∣∣∣∣
=
ℓ6−ℓ5
1
1− λ
∣∣∣∣∣∣∣∣∣∣∣∣
3− λ −1 1 1 0 0
1 1− λ −1 −1 0 0
0 0 2− λ 0 1 1
0 0 0 2− λ −1 −1
0 0 0 0 1− λ 1
0 0 0 0 0 λ(λ− 2)
∣∣∣∣∣∣∣∣∣∣∣∣
=
(3−λ)ℓ2
1
(1− λ)(3 − λ)
∣∣∣∣∣∣∣∣∣∣∣∣
3− λ −1 1 1 0 0
3− λ (1− λ)(3− λ) λ− 3 λ− 3 0 0
0 0 2− λ 0 1 1
0 0 0 2− λ −1 −1
0 0 0 0 1− λ 1
0 0 0 0 0 λ(λ− 2)
∣∣∣∣∣∣∣∣∣∣∣∣
=
ℓ2−ℓ1
1
(1− λ)(3 − λ)
∣∣∣∣∣∣∣∣∣∣∣∣
3− λ −1 1 1 0 0
0 (λ− 2)2 λ− 4 λ− 4 0 0
0 0 2− λ 0 1 1
0 0 0 2− λ −1 −1
0 0 0 0 1− λ 1
0 0 0 0 0 λ(λ− 2)
∣∣∣∣∣∣∣∣∣∣∣∣
=
(3− λ)(λ− 2)2(2− λ)(2 − λ)(1− λ)λ(λ− 2)
(1− λ)(3 − λ)
= λ(λ− 2)5
Convém observar que, à partida, este resultado só será válido se λ 6= 1 e λ 6= 3
(devido aos álulos efetuados nas segunda e quarta igualdades). Mas omo sabemos
que pY (λ) é um polinómio denido em todo o C, se em C\{1, 3} é dado pela expressão
pY (λ) = λ(λ − 2)
5
, então (por uniidade do prolongamento por ontinuidade) esta
mesma expressão terá de ser válida em todo o C.
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Da expressão de pY onlui-se que
λ1 = 0 é um valor próprio om ma(0) = 1⇒ mg(0) = 1.
λ2 = 2 é um valor próprio om ma(2) = 5.
Isto permite-nos onluir que as formas anónias de Jordan semelhantes e Y são do
tipo J = diag
(
J (1), J (2)
)
, onde J (1) = [0] e J (2) é uma matriz de dimensão 5.
(ii) Investiguemos agora as dimensões dos espaços próprios de Y , ou seja, as multiplii-
dades geométrias dos seus valores próprios. Sabemos por resultados gerais que a
multipliidade geométria de λ2 = 2 é mg(2) 6 ma(2) = 5. Vejamos a que é, de
fato, igual a multipliidade geométria de λ2 = 2. Por denição, esta quantidade é
a dimensão do espaço próprio assoiado a λ2 = 2, isto é, mg(2) = dimN (Y − 2I6).
Como N (Y − 2I6) = {v ∈ C
5 : (Y − 2I6)v = 0}, e omo

1 −1 1 1 0 0
1 −1 −1 −1 0 0
0 0 0 0 1 1
0 0 0 0 −1 −1
0 0 0 0 −1 1
0 0 0 0 1 −1


−−−→
ℓ2−ℓ1
ℓ4+ℓ2
ℓ6+ℓ5


1 −1 1 1 0 0
0 0 −2 −2 0 0
0 0 0 0 1 1
0 0 0 0 0 0
0 0 0 0 −1 1
0 0 0 0 0 0


−−−−→
ℓ1+
1
2
ℓ2
ℓ5+ℓ3
−
1
2
ℓ2
1
2
ℓ5


1 −1 0 0 0 0
0 0 1 1 0 0
0 0 0 0 1 1
0 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 0 0


onluimos que
(Y −2I6)v = 0⇔


1 −1 0 0 0 0
0 0 1 1 0 0
0 0 0 0 1 1
0 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 0 0




v1
v2
v3
v4
v5
v6


= 0⇔


v1 − v2 = 0
v3 + v4 = 0
v5 + v6 = 0
v6 = 0
⇔ v =


a
a
b
−b
0
0


,
para quaisquer a, b ∈ C. Ou seja, mg(2) = dimN (Y − 2I6) = 2. Como este valor
é diferente do valor da multipliidade algébria, onluímos que a matriz Y não é
diagonalizável e, pelo ponto 1.() do Sumário 1, a matriz J (2), que tem dimensão 5,
é onstituida por dois bloos de Jordan.
(iii) O eslareimento da estrutura de J (2) requer o onheimento dos espaços próprios
generalizados, a m de se identiar o valor de
ν2 := min
{
ℓ ∈ N : dimN (Y − 2I6)
ℓ = dimN (Y − 2I6)
ℓ+1
}
,
que, de aordo om o ponto 2.(a) do Sumário 1, é igual à dimensão do maior
bloo de Jordan de J (2). Para tal há que alular as dimensões dos espaços próprios
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generalizados, dimN (Y − 2I6)
ℓ, até que estas estabilizem:
(Y − 2I6)
2 =


0 0 2 2 0 0
0 0 2 2 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 2 −2
0 0 0 0 −2 2


=⇒ dimN (Y − 2I6)
2 = 4
(Y − 2I6)
3 =


0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 −4 4
0 0 0 0 4 −4


=⇒ dimN (Y − 2I6)
3 = 5
(Y − 2I6)
4 =


0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 8 −8
0 0 0 0 −8 8


=⇒ dimN (Y − 2I6)
4 = 5
Conlui-se, então, que ν2 = 3, e, portanto, o maior bloo de Jordan de J
(2)
tem
dimensão 3. Como esta matriz tem dimensão 5 e é onstituida por dois bloos de
Jordan (f. onlusões anteriores) podemos onluir daqui que, a menos de ordena-
ções dos bloos, a matriz de Jordan J semelhante a Y é
J =


0
2 1
2 1
2
2 1
2


,
sendo iguais a zero as posições ujo valor não está expliitamente indiado.
(iv) Comeemos por alular um vetor próprio assoiado ao valor próprio λ1 = 0, pois,
neste aso, omo as multipliidades são iguais a 1 o aso é de simples resolução: para
alular o espaço próprio assoiado ao valor próprio λ1 = 0 omeemos por apliar
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eliminação de Gauss à matriz Y − 0I6 = Y :

3 −1 1 1 0 0
1 1 −1 −1 0 0
0 0 2 0 1 1
0 0 0 2 −1 −1
0 0 0 0 1 1
0 0 0 0 1 1


−−−→
ℓ6−ℓ5
ℓ3−ℓ5
ℓ4+ℓ5


3 −1 1 1 0 0
1 1 −1 −1 0 0
0 0 2 0 0 0
0 0 0 2 0 0
0 0 0 0 1 1
0 0 0 0 0 0


−−−−→
ℓ1+ℓ2
ℓ2+
1
2
ℓ3
ℓ2+
1
2
ℓ4


4 0 0 0 0 0
1 1 0 0 0 0
0 0 2 0 0 0
0 0 0 2 0 0
0 0 0 0 1 1
0 0 0 0 0 0


e daqui onlui-se que
(Y − 0I6)v = 0⇔


4 0 0 0 0 0
1 1 0 0 0 0
0 0 2 0 0 0
0 0 0 2 0 0
0 0 0 0 1 1
0 0 0 0 0 0




v1
v2
v3
v4
v5
v6


⇔ v =


0
0
0
0
a
−a


,
para qualquer a ∈ C. Esolhamos o vetor p1 = (0, 0, 0, 0, 1,−1) ∈ N (Y ) para
primeira oluna da matriz de mudança de base P .
(v) Para o aso dos vetores da base de Jordan orrespondentes a λ2 = 2 usemos o Algo-
ritmo 1. Começando om o passo 1 do algoritmo, prouremos uma base de Jordan
que orresponda ao bloo de jordan de maior dimensão. Sabemos já que ν2 = 3. Já
tendo alulado (Y − 2I6)
2
na alínea b), obtemos failmente Im(Y − 2I6)
2 :
(Y − 2I6)
2u =


0 0 2 2 0 0
0 0 2 2 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 2 −2
0 0 0 0 −2 2




u1
u2
u3
u4
u5
u6


=


2u3 + 2u4
2u3 + 2u4
0
0
2u5 − 2u6
−2u5 + 2u6


e omo as onstantes uk são arbitrárias, onlui-se daqui que os vetores que podem ser
obtidos omo imagem, por apliação de (Y − 2I6)
2
de vetores de C6 são os vetores
do tipo (α,α, 0, 0, β,−β), ou seja Im(Y − 2I6)
2 = {(α,α, 0, 0, β,−β) : α, β ∈ C}.
Sabemos da alínea b) que N (Y − 2I6) = {(a, a, b,−b, 0, 0) : a, b ∈ C}, pelo que
podemos onluir quest
N3 = N (Y − 2I6) ∩ Im(Y − 2I6)
2 = {(a, a, 0, 0, 0, 0) : a ∈ C}.
Uma base deste espaço é onstituida pelo vetor próprio p2 = (1, 1, 0, 0, 0, 0). Este
é o vetor próprio orrespondente a maior bloo de Jordan (o de dimensão 3). Os
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restantes vetores da orrespondente adeia de Jordan são as soluções de:

1 −1 1 1 0 0 1
1 −1 −1 −1 0 0 1
0 0 0 0 1 1 0
0 0 0 0 −1 −1 0
0 0 0 0 −1 1 0
0 0 0 0 1 −1 0


−→


1 −1 0 0 0 0 1
0 0 1 1 0 0 0
0 0 0 0 0 2 0
0 0 0 0 0 0 0
0 0 0 0 −1 1 0
0 0 0 0 0 0 0


que resulta nos vetores (1 + v2, v2, v3,−v3, 0, 0) e, xando as onstantes (arbitrárias)
v2 e v3 omo sendo zero, se obtém p3 = (1, 0, 0, 0, 0, 0); e ainda

1 −1 1 1 0 0 1
1 −1 −1 −1 0 0 0
0 0 0 0 1 1 0
0 0 0 0 −1 −1 0
0 0 0 0 −1 1 0
0 0 0 0 1 −1 0


−→


1 −1 0 0 0 0 1/2
0 0 1 1 0 0 1/2
0 0 0 0 0 2 0
0 0 0 0 0 0 0
0 0 0 0 −1 1 0
0 0 0 0 0 0 0


que resulta em (v2 − 1/2, v2, v3, 1/2 − v3, 0, 0) e, xando as onstantes (arbitrárias)
v2 e v3 omo sendo zero. se obtém p4 = (1/2, 0, 1/2, 0, 0, 0).
(vi) Finalmente, para as olunas de P orrespondentes ao bloo de Jordan de dimensão
2, apliamos o passo 2 do algoritmo: onsideremos, então, o espaço N2 = N (Y −
2I6) ∩ Im(Y − 2I6). Obtemos sem diuldade Im(Y − 2I6) :
(Y − 2I6)u =


1 −1 1 1 0 0
1 −1 −1 −1 0 0
0 0 0 0 1 1
0 0 0 0 −1 −1
0 0 0 0 −1 1
0 0 0 0 1 −1




u1
u2
u3
u4
u5
u6


=


u1 − u2 + u3 + u4
u1 − u2 − u3 − u4
u5 + u6
−u5 − u6
−u5 + u6
u5 − u6


e atendendo à arbitrariedade das onstantes uk os vetores obtidos por apliação de
Y − 2I6 são do tipo (α, β, γ,−γ, δ,−δ). Atendendo a que, omo hjá vimos, N (Y −
2I6) = {(a, a, b,−b, 0, 0) : a, b ∈ C}, onlui-se que
N2 = N (Y − 2I6) ∩ Im(Y − 2I6) = {(a, a, b,−b, 0, 0) : a ∈ C}.
Preisamos de esolher um vetor deste espaço que seja linearmente independente do
vetor de N3 ⊂ N2 que já esolhemos anteriormente, a saber (1, 1, 0, 0, 0, 0). Uma
esolha possível é p5 = (0, 0, 1,−1, 0, 0). Com base neste vetor próprio onstroi-se a
adeia de Jordan orrespondente ao bloo de Jordan de dimensão 2:

1 −1 1 1 0 0 0
1 −1 −1 −1 0 0 0
0 0 0 0 1 1 1
0 0 0 0 −1 −1 −1
0 0 0 0 −1 1 0
0 0 0 0 1 −1 0


−→


1 −1 0 0 0 0 0
0 0 1 1 0 0 0
0 0 0 0 1 1 1
0 0 0 0 0 0 0
0 0 0 0 0 2 1
0 0 0 0 0 0 0


que resulta em (v1, v1, v3,−v3, 1/2, 1/2) e, xando as onstantes (arbitrárias) v1 e v3
omo sendo zero. se obtém p6 = (0, 0, 0, 0, 1/2, 1/2).
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(vii) Coligindo os vetores próprios e vetores próprios generalizados, onluímos que uma
matriz P é
P =


0 1 1 1/2 0 0
0 1 0 0 0 0
0 0 0 1/2 1 0
0 0 0 0 −1 0
1 0 0 0 0 1/2
−1 0 0 0 0 1/2


.
Pode-se alular sem diuldade que
P−1 =


0 0 0 0 1/2 −1/2
0 1 0 0 0 0
1 −1 −1 −1 0 0
0 0 2 2 0 0
0 0 0 −1 0 0
0 0 0 0 1 1


e que P−1Y P é preisamente a matriz de Jordan J anteriormente obtida.
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