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Abstract
In this paper, we study the L2 functions on U(2n)/O(2n) and Mp(n,R). We relate them using the
oscillator representation. We first study some isometries between various L2 spaces using the compactifi-
cation we defined in [H. He, An analytic compactification of the symplectic group, J. Differential Geom.
51 (1999) 375–399]. These isometries were first introduced by Betten and Ólafsson in [F. Betten, G. Ólaf-
sson, Causal compactification and Hardy spaces for spaces of Hermitian type, Pacific J. Math. 200 (2)
(2001) 273–312].1 We then give a description of the matrix coefficients of the oscillator representation ω
in terms of algebraic functions on U(2n)/O(2n). The structure of L2(U(2n)/O(2n)) enables us to de-
compose the L2 space of odd functions on Mp(n,R) into a finite orthogonal direct sum, from which an
orthogonal basis for L2(Mp(n,R)) is obtained. In addition, our decomposition preserves both left and right
Mp(n,R)-action. Using this, we define the signature of tempered genuine representations of Mp(n,R). Our
result implies that every genuine discrete series representation occurs as a subrepresentation in one and
only one of (⊗pω) ⊗ (⊗2n+1−pω∗) for p with a fixed parity, generalizing some result in [M. Kashiwara,
M. Vergne, On the Segal–Shale–Weil representations and harmonic polynomials, Invent. Math. 44 (1978)
1–47]. Consequently, we prove some results in the papers by Adams and Barbasch [J. Adams, D. Barbasch,
Genuine representations of the metaplectic group, Compos. Math. 113 (1) (1998) 23–66] and by Móeglin
[C. Móeglin, Correspondance de Howe pour les paires reductives duales: quelques calculs dans le cas
archimédien, J. Funct. Anal. 85 (1) (1989) 1–85] without going through the details of the Langlands–Vogan
parameter. In a weak sense, our paper also provides an analytic alternative to the Adams–Barbasch theorem
on Howe duality [R. Howe, Transcending invariant theory, J. Amer. Math. Soc. 2 (1989) 535–552].
© 2006 Elsevier Inc. All rights reserved.
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1 I was informed by Prof. Ólafsson of his work shortly after I finished this paper.0022-1236/$ – see front matter © 2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.jfa.2006.11.008
H. He / Journal of Functional Analysis 244 (2007) 536–564 537Keywords: Oscillator representation; Compactification; Howe duality; Symmetric space
1. Introduction
Harmonic analysis on symmetric spaces often involves analysis of spherical functions and
spherical representations. In the compact case, Helgason’s theorem gives the classification of
spherical representations and the eigen-decomposition of the L2 space. In the noncompact Rie-
mannian case, the spherical functions are fairly complicated. For SL(2,R) or more generally
groups of real rank one, spherical functions are related to a class of special functions called
the hypergeometric functions [12,18]. To study hypergeometric functions, typically one needs to
study their series expansions and the differential equations defining them. Generally speaking,
matrix coefficients of semisimple Lie groups, can be approached by Harish-Chandra’s power
series expansion at “infinity,” or the Eisenstein integral [12,13]. Holomorphic methods also con-
tribute to the studies of matrix coefficients.
Oscillator representation first appeared in the papers of Shale, Segal and Weil as a “projective”
representation of the symplectic group. It is quite different from the representations traditionally
being studied by people like Gelfand and Harish-Chandra. Its construction is not as direct. In spite
of this, the purpose of this paper is to show that, for the oscillator representation and its tensor
products, the matrix coefficients take a much simpler form and can be studied systematically.
Furthermore, the matrix coefficients of the oscillator representation connects the analysis on
U(2n)/O(2n) with analysis on Mp(n,R). Our approach also allows us to analyze Howe duality
in a way that is different from those of Móeglin, Adams and Barbasch [1,14,16].
Let Fn be the Fock space [2]. Let Pn be the space of polynomials in n complex variables.
Then Pn ⊂ Fn. Let (ω,Fn) be the Segal–Bargmann model of the oscillator representation of
Mp(n,R) [5,17]. Put
Λ(g) = (ω(g)1(z),1(z)), (1)
where 1(z) is the constant function 1. Let u,v ∈ Pn. Then Mω(u⊗ v)(g) = (ω(g)u, v) is called
a matrix coefficient of ω, with respect to Pn. It can be easily shown that Mω(u⊗v)(g)Λ(g) descends
into a function of Sp(n,R). Throughout this paper, the function Mω(u ⊗ v)/Λ will always be
regarded as a function on Sp(n,R). It turns out this function has intriguing algebraic and analytic
properties.
In [6], we define an analytic compactification H : Sp(n,R) → U(2n)/O(2n) using the
Segal–Bargmann kernel. By [9], this analytic compactification can be realized as follows.
Let P2n be the Siegel parabolic subgroup of Sp(2n,R). Let X = Sp(2n,R)/P2n. It is clear
that X ∼= U(2n)/O(2n). Let Sp(n,R) × Sp(n,R) be diagonally embedded in Sp(2n,R). Then
Sp(n,R) × Sp(n,R) acts on X. In [9], we prove that there is a unique open and dense orbit X0
in X and furthermore X0 ∼= Sp(n,R). The identification of X0 with the image of H is given in
the Appendix of [9]. I should mention that our compactification H is included in the list of a
more general set of compactifications called causal compactifications (see [3, p. 294]). So the
compactifications I defined in [9] have some overlap with the causal compactifications in Betten–
Ólafsson’s list on [3, p. 294].
Let f be a function on Sp(n,R). Let f 0 be the push-forward of f from Sp(n,R) to
U(2n)/O(2n). In this paper, we prove two results concerning this push-forward.
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L2(Sp(n,R), |Λ(g)|4n+2 dg) and L2(U(2n)/O(2n)).
Here |Λ(g)| is regarded as a function on Sp(n,R). This theorem is equivalent to [3, Theo-
rem 5.1] for the group Sp(n,R). The second result states that the push-forward of Mω(u⊗v)(g)
Λ(g)
is
an algebraic function on U(2n)/O(2n) and it is contained in
⊕
i0 C(0,0,...,0,−2i)(U(2n)/O(2n))
(see Theorem 4.1).
Let us fix more notations before we state more results. Let  be the nonidentity element in
double covering of the identity in Sp(n,R). We call a representation π of Mp(n,R), genuine if
π() = −1. We say that a function on Mp(n,R) is odd if f (g) = −f (g). Let ωp,q = (⊗pω)⊗
(⊗qω∗). Let ωc be the real representation ω equipped with a conjugate linear multiplication.
Since ω is unitary, ω∗ ∼= ωc. Let Pp,q = (⊗pPn) ⊗ (⊗qPcn). Using the compactification H, we
give a description of the matrix coefficients of ωp,q .
Theorem 1.2. The push-forward of (ωp,q(g)u, v)/ΛpΛq spans the space⊕
λ∈2Sq,p
Cλ
(
U(2n)/O(2n)
)
,
where
Sq,p =
{
(λ1  λ2  λq  0 · · · 0 λ′1  · · · λ′p)
∣∣ λi, λ′j ∈ Z}
for p+ q  2n. Here Cλ(U(2n)/O(2n)) is a space of algebraic functions on U(2n)/O(2n) that
is equivalent to the irreducible representation of U(2n) with highest weight λ. See 3.4 for the
definition of Sq,p for p + q  2n+ 1.
In connection with the eigen-decomposition of L2(U(2n)/O(2n)), Theorems 1.1 and 1.2
imply the following.
Theorem 1.3 (Orthogonal decompositions). Let Mp,q be the linear span of matrix coefficients
of ωp,q with respect to Pp,q . We have the following orthogonal decompositions:
L2−
(
Mp(n,R)
)= ⊕ˆ
p odd
Mp,2n+1−p, L2−
(
Mp(n,R)
)= ⊕ˆ
p even
Mp,2n+1−p.
Furthermore, this decomposition preserves both the left and the right Mp(n,R) action.
The spaceM0,2n+1, a Hardy space, is studied in [3].
Let Π2−(Mp(n,R)) be the set of equivalence classes of irreducible tempered genuine rep-
resentations of Mp(n,R). Let Π2p,q(Mp(n,R)) be the set of equivalence classes of irreducible
representations that are weakly contained in ωp,2n+1−p . In this paper, we prove that
Theorem 1.4.
Π2p,2n+1−p
(
Mp(n,R)
)∩Π2p ,2n+1−p (Mp(n,R))= ∅1 1
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Π2−
(
Mp(n,R)
)= ⋃
p odd
Π2p,2n+1−p
(
Mp(n,R)
)
,
Π2−
(
Mp(n,R)
)= ⋃
p even
Π2p,2n+1−p
(
Mp(n,R)
)
.
Let π be a genuine tempered representation of Mp(n,R). Now we define the signature of π
to be (pe,2n+ 1 − pe,po,2n+ 1 − po) if
π ∈ Π2pe,2n+1−pe
(
Mp(n,R)
)∩Π2po,2n+1−po(Mp(n,R)),
where pe is even and po is odd. Our definition of signature is closely related to the Howe du-
ality [14]. It can be shown that a tempered genuine representation π has signature (pe,2n +
1 − pe,po,2n + 1 − po) if and only if π occurs in R(Mp(n,R),ω) for the dual pair
(Sp(n,R),O(pe,2n+ 1 −pe)) and for the dual pair (Sp(n,R),O(po,2n+ 1 −po)). However,
the connection is not obvious. Our Π2p,2n+1−p(Mp(n,R)) only includes irreducible representa-
tions that occur in the weak closure of (⊗pω) ⊗ (⊗2n+1−p(ω∗)), while R(Mp(n,R),ω) refers
to those irreducible representations that occur as quotients in (⊗pω)⊗ (⊗2n+1−p(ω∗)) infinites-
imally.
In [15], Kashiwara and Vergne proved that the representations occur in ⊗2n+1ω are holomor-
phic discrete series representations of Mp(n,R). From Theorem 1.4, we obtain
Corollary 1.1. Fix a parity of p. Every irreducible genuine discrete series representation occurs
as a subrepresentation of
(⊗pω)⊗ (⊗2n+1−p(ω∗))
for a unique p.
The pair (p,2n+ 1 −p) is exactly the signature. For p = 0,2n+ 1, the intertwining operator
from (⊗pω)⊗(⊗2n+1−pω∗) to each discrete series representation can be computed and explored
effectively. This has been done in [15]. For p = 0,2n+ 1, the intertwining operator
(⊗pω)⊗ (⊗2n+1−p(ω∗))→ π
is not easy to describe. Our approach does not provide means to compute the signature of a
discrete series representation. The question of obtaining the signature of a discrete series repre-
sentation can be found in [1]. In fact, Adams and Barbasch proved
Theorem 1.5. [1, Theorems 3.3, 5.1] Fix a parity of p. There is a one-to-one correspondence
between the discrete series representations of SO(p,2n+ 1 − p) (0 p  2n+ 1) and genuine
discrete series representations of Mp(n,R). There is a one to one correspondence between the
disjoint union of the admissible duals of SO(p,2n + 1 − p) (0 p  2n + 1) and the genuine
admissible dual of Mp(n,R).
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We also prove
Theorem 1.6. Fix a parity of p. There is a one to one correspondence between the irreducible
tempered representations of SO(p,2n + 1 − p) (0 p  2n + 1) and irreducible genuine tem-
pered representations of Mp(n,R).
In essence, our theorem is a L2 Howe duality for (O(p,2n+ 1 − p),Mp(n,R)).
2. Compactification of Sp(n,R) and invariant measures
The computations in this section concerning invariant measures are not new. They have been
done by Betten and Ólafsson in a more general setting [3].
2.1. Setting
Let V be a 2n-dimensional real vector space. Let {e1, e2, . . . , e2n} be a basis for V . Let J =( 0 In
−In 0
)
. We equip V with the following structures:
1. The standard symplectic form Ω(u,v) = utJv.
2. The standard real inner product (u, v) = utv.
3. The complex structure
en+i = −iei (i = 1,2, . . . , n).
We denote V equipped with the above complex structure by V C. We equip V C with the standard
complex inner product (,)C. Then
(u, v)C = (u, v)+ iΩ(u, v).
Let Sp(n,R) be the symplectic group preserving Ω(,). Let O(2n) be the orthogonal group pre-
serving (,). Let U(n) be the unitary group of (V C, (,)C). Then U(n) = Sp(n,R) ∩ O(2n) and
U(n) is a maximal compact subgroup of Sp(n,R).
Put
a = {diag(λ1, λ2, . . . , λn,−λ1,−λ2, . . . ,−λn) ∣∣ λi ∈ R, i ∈ [1, n]}.
Then a is a maximal split Cartan subalgebra of sp(n,R). Let A be the analytic group generated
by a. Let Ko be the opposite group of K . Then Sp(n,R) has a KAK decomposition and K ×Ko
acts on Sp(n,R).
Let S2n be the space of 2n × 2n symmetric unitary complex matrices. S2n can be identified
with U(2n)/O(2n) as follows
j :g ∈ U(2n) → ggt ∈ S2n. (2)
The group U(n)×U(n) acts on S2n as follows:
τ(k1, k2)s = diag(k1, k2)s diag
(
kt1, k
t
2
) (
k1, k2 ∈ U(n)
)
.
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Sp(n,R), let
H(k1 expHk2) =
(
k1 0
0 k2t
)(
tanhHC −i sechHC
−i sechHC tanhHC
)(
k−11 0
0 k2
)
,
where H = (λ1, λ2, . . . , λn,−λ1,−λ2, . . . ,−λn) and HC = (λ1, λ2, . . . , λn). Then
1. H is a well-defined map from Sp(n,R) to S2n.
2. H is an analytic embedding.
3. The image of H is open and dense in S2n.
4. Identify K ×Ko with K ×K by
(k1, k2) →
(
k1, k
−1
2
)
.
Then H : Sp(n,R) → S2n is K ×Ko-equivariant.
5. Let f be a matrix coefficient of a unitary irreducible representation of Sp(n,R). Then f can
be pushed forward to a continuous function f 0 on S2n.
In short, H is an analytic compactification of Sp(n,R). For an arbitrary function f on
Sp(n,R), we will use f 0 to denote the push-forward of f to H(Sp(n,R)). If f 0 has a con-
tinuous extension over S2n, then the extension must be unique. In such a case, f 0 will be used to
denote the unique extension. See [6] for details.
2.2. Invariant measure on U(2n) with respect to the generalized Cartan decomposition
Generalized Cartan decomposition is studied in Heckman and Schlichtkrull’s book [11]. Un-
like the Cartan decomposition which is associated with a symmetric pair (G,Gσ ), generalized
Cartan decomposition is built on a symmetric triple (G,Gσ ,Gτ ) with (σ, τ ) a commuting pair
of involutions. We start with the structure theory.
Define
σ(g) =
(
In 0n
0n −In
)
g
(
In 0n
0n −In
)
, τ (g) = g.
Let U = U(2n), K = O(2n) and H = U(n)×U(n). Let
p = {iB ∣∣ Bt = B, B ∈ gl(2n,R)}
and
q =
{(
0 A
−At 0
) ∣∣∣A ∈ gl(n,C)} .
Then
Uτ = K, Uσ = H, k ⊕ p = u, h ⊕ q = u.
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t =
(
cos θ −i sin θ
−i sin θ cos θ
)
,
where θ ∈ Rn. tpq is a maximal Abelian subalgebra in p ∩ q. Then the generalized Cartan
decomposition [11, Theorem 2.6, p. 194] says that every g ∈ U can be written as a product
k(g)t (g)h(g). Moreover,
dg = J (t) dt dk dh
with
J (t) =
∏
α∈Σ+pq
∣∣tα − t−α∣∣m+α ∣∣tα + t−α∣∣m−α .
Here m+α = dimu+α and m−α = dimu−α are the multiplicities of the complex root space
u+α =
{
x ∈ uC
∣∣ στ(x) = x, [h,x] = α(h)x, ∀h ∈ tpq},
u−α =
{
x ∈ uC
∣∣ στ(x) = −x, [h,x] = α(h)x, ∀h ∈ tpq}.
This result is due to Heckman and Schlichtkrull.
Theorem 2.2. For
t =
(
cos θ −i sin θ
−i sin θ cos θ
)
,
J (t) = c
∣∣∣∣∏
i>j
(cos 4θi − cos 4θj )
∣∣∣∣
∣∣∣∣∏
i
cos 2θi
∣∣∣∣.
Here c is some constant.
Proof. Notice
στ
(
U1 V
−V t U2
)
=
(
U1 −V
V t U2
)
.
Thus
u+ =
{(
U1 iV
iV t U2
) ∣∣∣Ut1 +U1 = 0 = Ut2 +U2, U1,U2,V ∈ gl(n,R)
}
,
u+
C
=
{(
U1 V
V t U2
) ∣∣∣Ut1 +U1 = 0 = Ut2 +U2, U1,U2,V ∈ gl(n,C)
}
.
Similarly,
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{(
iU1 V
−V t iU2
) ∣∣∣Ut1 = U1, U t2 = U2, U1,U2,V ∈ gl(n,R)
}
,
u−
C
=
{(
U1 V
−V t U2
) ∣∣∣Ut1 = U1, U t2 = U2, U1,U2,V ∈ gl(n,C)
}
.
Let C = 1√
2
( In In
In −In
)
. Then
C
(
0 iθ
iθ 0
)
C−1 = i
(
θ 0
0 −θ
)
,
C
(
U1 V
W U2
)
C−1 = 1
2
(
U1 +U2 +W + V U1 −U2 +W − V
U1 −U2 −W + V U1 +U2 −W − V
)
.
Therefore
Cu+
C
C−1 =
{(
X Y
Z −Xt
) ∣∣∣ Y t + Y = Zt +Z = 0} ,
Cu−
C
C−1 =
{(
X Y
Z −Xt
) ∣∣∣ Y t = Y, Zt = Z} .
Let ei(θ) = θi . Then
m+±ei±ej = m−±ei±ej = 1 (i = j),
m+2ei = 0; m−2ej = 1.
By [11, Theorem 2.7, p. 194],
J (t) =
∣∣∣∣22n2−n∏
i>j
cos(θi − θj ) sin(θi − θj ) cos(θi + θj ) sin(θi + θj )
∏
i
cos(2θi)
∣∣∣∣
= 2n2
∣∣∣∣∏
i>j
sin(2θi − 2θj ) sin(2θi + 2θj )
∏
i
cos(2θi)
∣∣∣∣
= c
∣∣∣∣∏
i>j
cos(4θi)− cos(4θj )
∏
i
cos(2θi)
∣∣∣∣.  (3)
Under the generalized Cartan decomposition, the map j :U(2n) → U(2n)/O(2n) (see
Eq. (2)) becomes,
h
(
cos θ −i sin θ
−i sin θ cos θ
)
k → h
(
cos 2θ −i sin 2θ
−i sin 2θ cos 2θ
)
ht ∈ S2n (h ∈ H, k ∈ K).
Thus the invariant measure ds for S2n is given by J (t) dhdθ for s = ht2ht .
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s = h
(
cos θ −i sin θ
−i sin θ cos θ
)
ht ,
the U(2n)-invariant measure on S2n is given by
ds = c
∣∣∣∣∏
i>j
(
cos(2θi)− cos(2θj )
)∣∣∣∣
∣∣∣∣∏
i
cos θi
∣∣∣∣dhdθ.
2.3. The Jacobian |dH(g)/dg|
Consider the group G = Sp(n,R) and the root system
Σ(a,g) = {±ei ± ej (i > j); ±2ei(i, j ∈ [1, n])}.
Under the Cartan decomposition g = k1 expHk2 with (k1, k2) ∈ U(n)×U(n),
dg =
∣∣∣∣ ∏
α∈Σ+(a,g)
sinhα(H)
∣∣∣∣dk1 dk2 dλ
=
∣∣∣∣∏
i>j
sinh(λi − λj ) sinh(λi + λj )
∏
i
sinh 2λi
∣∣∣∣dλdk1 dk2
= 2−n2
∏
i>j
∣∣(exp(λi − λj )− exp(−λi + λj ))(exp(λi + λj )− exp(−λi − λj ))∣∣
×
∏
i
∣∣(exp(2λi)− exp(−2λi))∣∣dk1 dk2 dλ
= 2−n2
∏
i>j
∣∣(exp 2λi + exp(−2λi)− exp 2λj − exp(−2λj ))∣∣
×
∏
i
∣∣(exp(λi)− exp(−λi))(exp(λi)+ exp(−λi))∣∣dk1 dk2 dλ. (4)
Recall from Theorem 2.1, H is U(n)×U(n)-equivariant and
H : expH = diag(expλ, exp(−λ))→ ( tanhλ −i sechλ−i sechλ tanhλ
)
=
(
cos θ −i sin θ
−i sin θ cos θ
)
.
Thus
cos θ = tanhλ; sin θ = sechλ.
It follows that
− sin θi dθi = sech2 λi dλi; cos θi dθi = − sechλi tanhλi dλi.
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dθi
dλi
= − sechλi = − sin θi, dλi
dθi
= − csc θi = − coshλi.
We state the following theorem concerning the Jacobian of H.
Theorem 2.3. Let ds be a U(2n)-invariant measure on S2n. Let dg be a Haar measure on
Sp(n,R). Let g = k1 expHk2 with H = diag(λ1, . . . , λn,−λ1, . . . ,−λn). Then
dH(g) = c
(∏
i
sechλi
)2n+1
dg.
Proof. For every i > j ,
(
exp(2λi)+ exp(−2λi)− exp(2λj )− exp(−2λj )
)(
sech2 λi sech2 λj
)
= 16exp(2λi)+ exp(−2λi)− exp(2λj )− exp(−2λj )
(expλi + exp(−λi))2(expλj + exp(−λj ))2
= 16 (expλi + exp(−λi))
2 − (expλj + exp(−λj ))2
(expλi + exp(−λi))2(expλj + exp(−λj ))2
= 16
(
1
(expλj − exp(−λj ))2 −
1
(expλi − exp(−λi))2
)
= 4(sech2 λj − sech2 λi)
= 4(sin2 θj − sin2 θi)
= 2(cos 2θi − cos 2θj ). (5)
For every i, we have
sech2 λi
(
expλi − exp(−λi)
)(
expλi + exp(−λi)
)= 4 tanhλi = cos θi, (6)
− sechλi dλi = dθi . (7)
Multiplying these three equations together and taking the absolute value, we obtain
∏
i>j
∣∣(exp(2λi)+ exp(−2λi)− exp(2λj )− exp(−2λj ))(sech2 λi sech2 λj )∣∣
×
∏
i
∣∣sech2 λi(expλi − exp(−λi))(expλi + exp(−λi))∣∣∏
i
| sechλi |dλi
= c
∏∣∣(cos 2θi − cos 2θj )∣∣∏ | cos θi |dθi. (8)
i>j i
546 H. He / Journal of Functional Analysis 244 (2007) 536–564Since H is U(n)×U(n)-equivariant, from Corollary 2.1 and Eq. (4), we obtain
c
(∏
i
sechλi
)2n+1
dg = dH(g).
Here c is used as a symbolic constant. 
Corollary 2.2. (See [3, Theorem 5.1].) The push-forward f → f 0 defines an isometry between
L2(Sp(n,R), (
∏
sechλi(g))2n+1 dg) and L2(S2n, ds).
3. Functions on S2n and Sp(n,R)
3.1. Helgason’s theorems
Let (U,K) be a reductive symmetric pair of compact type (see [12]). Let π be an irreducible
representation of U . π is said to be spherical if there exists a nonzero vector that is fixed by
π(K). Let p be the orthogonal complement of k in u. Let tp be a maximal abelian subalgebra
of p. Let M be the centralizer of tp in K . Let t be a maximal toral subalgebra of u containing tp.
Theorem 3.1 (Helgason’s theorem). Let π be an irreducible representation of U . Then π is
spherical if and only if π(M) leaves the highest weight vector fixed. Furthermore the spherical
vector is unique up to a scalar.
Let S = U/K . An immediate consequence of Helgason’s theorem is the decomposition theo-
rem of square integrable functions on S .
Theorem 3.2. Let L2(S) be the space of square integrable functions with respect to the U -
invariant measure on S . Then L2(S) is the closure of⊕
μ spherical
Cμ(S).
Here Cμ(S) is equivalent to the irreducible unitary representation with highest weight μ.
Now let U = U(n), K = O(n). Then (U,K) is a reductive symmetric pair of compact type.
Even though Helgason’s original theorem assumes that U is simply connected and semisimple,
it remains valid for (U(n),O(n)). Let
tp =
{
diag(iθ1, iθ2, . . . , iθn)
∣∣ θi ∈ R}.
Then the Weyl group W(U,K) is the permutation group on {θi}. The centralizer
M = { = diag(1, 2, . . . , n) ∣∣ i = ±1}⊆ Tp.
Let Vλ be an irreducible representation of U(n) with the highest weight
λ = (λ1  λ2  · · · λn).
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π()v0 =
n∏
i=1
(i)
λi v0.
Therefore Vλ has a K-fixed vector if and only if every λi is even. We say that λ is even if every
λi is even. We obtain
Corollary 3.1. Consider the reductive symmetric pair (U(n),O(n)). An irreducible representa-
tion Vλ of U(n) is spherical if and only if λ is even. Moreover, we have
L2(S) =
⊕ˆ
λ even
Cλ(S),
where Cλ(S) is an irreducible representation with highest weight
λ = (λ1  λ2  · · · λn).
3.2. The metaplectic function
For a 2n× 2n matrix g, define
Cg = 12 (g − JgJ ).
Suppose that
g =
(
A B
C D
)
.
Then
Cg =
( A+D
2
B−C
2
C−B
2
A+D
2
)
.
Define
CCg =
A+D
2
+ i B −C
2
.
It is known that CCg ∈ GLn(C) when g ∈ Sp(n,R) (see [17]). One can now write down the
metaplectic group Mp(n,R) precisely as follows (see [17]):
Mp(n,R) = {(λ, g) ∣∣ g ∈ Sp(n,R), λ2 det(CCg )= 1}.
Define the metaplectic function Λ on Mp(n,R) to be Λ(λ,g) = λ. Then Λ2 = det(CCg )−1 is a
function on Sp(n,R). |Λ(λ,g)| = |detCCg |−1/2 is also a function on Sp(n,R).
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CCg = k1 cosh
(
HC
)
k2.
Thus
Λ2(g) = det(CCg )−1 = det(k−12 sech(HC)k−11 )= det(k2 sech(HC)k1)
and |Λ2(g)| =∏i sechλi(g). Over S2n, define a function
det12 : s =
(
s11 s12
st12 s22
)
∈ S2n → det s12.
From our definition of H, we see immediately that
Λ(g)2 = det(CCg )−1 = det(k2 sech(HC)k1)= det12(iH(g)).
So the push-forward of Λ2 under H is (
Λ2
)0 = indet12.
Let V be the standard 2n-dimensional Hilbert space with orthonormal basis
{e1, e2, . . . , e2n}.
Let U(2n) act on V canonically as unitary operators. Then (∧n,∧nV ) becomes a unitary repre-
sentation of U(2n). In particular,
det12(s) =
(∧n(s)e1 ∧ e2 ∧ · · · ∧ en, en+1 ∧ en+1 ∧ · · · ∧ e2n).
We summarize our discussion in the following theorem.
Theorem 3.3. The push-forward of Λ2 under H is
indet12(s) = in
(∧n(s)e1 ∧ e2 ∧ · · · ∧ en, en+1 ∧ en+1 ∧ · · · ∧ e2n),
where e1 ∧ e2 ∧ · · · ∧ en is a highest weight vector of ∧n and en+1 ∧ en+2 ∧ · · · ∧ e2n is a lowest
weight vector.
3.3. An isometry between L2(S2n) and L2−(Mp(n,R))
Let  be the nonidentity element in the metaplectic lifting of the identity element in Sp(n,R).
We say that a function f on Mp(n,R) is odd if
f (g˜) = −f (g˜) (g˜ ∈ Mp(n,R));
we say that a function f on Mp2n(R) is even if
f (g˜) = f (g˜) (g˜ ∈ Mp(n,R)).
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L2+(Mp(n,R)) be the space of even square integrable functions of Mp(n,R). We identify
L2+(Mp(n,R)) with L2(Sp(n,R)). For any f ∈ L2−(Mp(n,R)), observe that fΛ2n+1 is an even
function. Regarding fΛ2n+1 as a function on Sp(n,R), we define
I :f ∈ L2−
(
Mp(n,R)
)→ (fΛ−2n−1)0.
I (f ) is a function on S2n.
Theorem 3.4. (See [3, Theorem 7.1].) With a proper choice of the invariant measure on
Mp(n,R), the map I defines isometry from L2−(Mp(n,R)) to L2(S2n).
Proof. Let f,h ∈ L2−(Mp(n,R)). Then
(f,h)L2(Mp(n,R)) =
∫
g˜∈Mp(n,R)
f (g˜)h(g˜) dg˜
=
∫
Mp(n,R)
(
fΛ−2n−1
)
(g˜)
(
hΛ−2n−1
)
(g˜)
∣∣Λ4n+2(g˜)∣∣dg˜
= 2
∫
Sp(n,R)
(
fΛ−2n−1
)
(g)
(
hΛ−2n−1
)
(g)
∏
i
sech2n+1 λi(g) dg
= 2
∫
S2n
I (f )(s)I (h)(s) ds
= 2(I (f ), I (h))
L2(S2n).  (9)
3.4. An orthogonal decomposition of L2(S2n)
Let Zn be the integral lattice of n dimension. Let 2Zn be the sublattice of even integers. Let det
be the determinant function of s ∈ S2n. The determinant function is a weight (−2,−2, . . . ,−2)
function on S2n ∼= U(2n)/O(2n). For p + q  2n, we define a subset of Z2n:
Sp,q = {
p︷ ︸︸ ︷
λ1  λ2  · · · λp 
2n−p−q︷ ︸︸ ︷
0 = 0 = · · · = 0
q︷ ︸︸ ︷
μ1  · · · μq}.
For p + q  2n + 1, we define to Sp,q be the union of Ss,t with s  p, t  q and s + t  2n.
Write
m = (
2n︷ ︸︸ ︷
m,m, . . . ,m);
Sp,q + m = {λ+ m | λ ∈ Sp,q}.
Let O(S2n) be the space of regular functions on S2n.
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O(S2n) =
⊕
p even, p+q=2n+1
Cλ∈Sp,q+p∩2Z2n(S2n),
O(S2n) =
⊕
p even, p+q=2n+1
Cλ∈Sp,q−p∩2Z2n(S2n),
O(S2n) =
⊕
q even, p+q=2n+1
Cλ∈Sp,q−q∩2Z2n(S2n),
O(S2n) =
⊕
q even, p+q=2n+1
Cλ∈Sp,q+q∩2Z2n(S2n).
Proof. We will only prove the first statement. It suffices to show that for any λ even, there exists
a unique p + q = 2n+ 1 with p even such that λ ∈ Sp,q + p. Observe that λ ∈ S2i,2n+1−2i + 2i
if and only if λ2i+1  2i and λ2i−1  2i. If λ1  0, then λ ∈ S0,2n+1. Otherwise λ1  2. If
λ3  2, then λ ∈ S2,2n−1 + 2. Otherwise λ3  4. If λ5  4, then λ ∈ S4,2n−3 + 4. We continue
on this process. If λ2i+1  2i and λ2i−1  2i, then λ ∈ S2i,2n+1−2i + 2i. Finally, if λ2n−1  2n,
λ ∈ S2n,1 + 2n. 
Theorem 3.6.
O(S2n) =
⊕
p+q=2n
Cλ even, λ∈Sp,q+2p(S2n).
Proof. Suppose that λ is even. Notice that λ ∈ Sp,q + 2p if and only if λp  2p  λp+1. If
λ1  0, then λ ∈ S0,2n. Otherwise, λ1  2. If λ2  2, then λp  2p  λp+1 for p = 1. So λ ∈
S1,2n−1 + 2. Otherwise, λ2  4. If λ3  4, then λp  2p  λp+1 for p = 2. So λ ∈ S2,2n−2 + 4.
We continue on this process until p = 2n for which λ2n  4n. So λ ∈ S2n,0 + 4n. 
Let F be an L2 function on S2n. Then F has a Helgason–Peter–Weyl expansion
F =
∑
λ even
Fλ,
where Fλ ∈ Cλ(S2n). Let S be a subset of Z2n. Let L2(S2n)(S) be the subspace of L2-functions
whose HPW expansion only contains Fλ with λ ∈ S. We have
Theorem 3.7.
L2(S2n) =
⊕
p even, p+q=2n+1
L2(S2n)
(
Sp,q + p ∩ 2Z2n
)
,
L2(S2n) =
⊕
q even, p+q=2n+1
L2(S2n)
(
Sp,q − q ∩ 2Z2n
)
,
L2(S2n) =
⊕
p+q=2n
L2(S2n)
(
Sp,q + 2p ∩ 2Z2n
)
.
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Let me first introduce the Bargmann–Segal model of the oscillator representation. Let V = Cn
and
dμ(z) = exp
(
−1
2
‖z‖2
)
dz1 . . . dzn
be the Gaussian measure. For simplicity, let dz be the Euclidean measure on V . Let Pn be the
space of polynomials on V . We define an inner product on Pn
(f, g) =
∫
f g dμ(z).
It is well known that
(
zα, zβ
)= 0 (α = β),(
zα, zα
)= 2αα!
(see [2]). Here we follow the multi-index convention and
2α = 2|α|, |α| =
n∑
i=1
αi.
Now let Fn be the completion of Pn. Then Fn is precisely the space of square integrable analytic
functions on V (see [2]).
For (λ, g) ∈ Mp(n,R), we define
ω(λ,g)f (z) =
∫
V
λ exp
(
1
4
(
izt ,wt
)H(g)( iz
w
))
f (w)dμ(w).
Then (ω,Fn) is a faithful unitary representation of Mp(n,R) (see [17]). This model is often
called the Bargmann–Segal model of the oscillator representation.
4.1. Matrix coefficient maps
Let φ,ψ ∈ Pn. Define the map of matrix coefficient
Mω :Pn ⊗Pn → C∞
(
Mp(n,R)
)
as follows:
Mω(φ ⊗ψ)(g) =
(
ω(g)φ,ψ
)
, ∀g ∈ Mp(n,R).
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Mω(φ ⊗ψ)(λ,g) =
(
ω(λ,g)φ(z),ψ(z)
)
=
∫
V×V
λ exp
(
1
4
(
izt ,wt
)H(g)( iz
w
))
φ(w)ψ(z) dμ(w)dμ(z)
=
∫
V×V
λ exp
(
1
4
(
zt ,wt
)H(g)( z
w
))
φ(w)ψ(−iz) dμ(w)dμ(z)
=
∫
V×V
λ exp
(
1
4
(
zt ,wt
)H(g)( z
w
))
φ(w)ψ(iz) dμ(w)dμ(z)
= Λ(λ,g)
∫
V×V
exp
(
1
4
(
zt ,wt
)H(g)( z
w
))
φ(w)ψ(iz) dμ(w)dμ(z).
(10)
For any function f ∈P2n, we define a function on S2n
W(f )(s) =
∫
V×V
exp
(
1
4
(
zt ,wt
)
s
(
z
w
))
f (z,w)dμ(z) dμ(w). (11)
If we identify Pn ⊗Pn with P2n by
j :φ(w)⊗ψ(z) → φ(w)ψ(iz),
then W(j (φ ⊗ψ)) is the push-forward of Mω(φ ⊗ψ)(λ,g)/Λ(λ,g).
Lemma 4.1. Let U(2n) act on C2n as unitary operators. Let U(2n) act on S2n canonically. Then
W is a U(2n) equivariant linear transform from P2n to OS2n .
Proof. For g ∈ U(2n), g acts on S2n by τ(g)s = gsgt . We compute
Wf
(
g−1s
(
g−1
)t)= ∫
C2n
exp
(
1
4
(
zt ,wt
)
g−1s
(
g−1
)t ( z
w
))
f
((
z
w
))
dμ(z) dμ(w)
=
∫
C2n
exp
(
1
4
(
zt ,wt
)
s
(
z
w
))
f
(
g−1
(
z
w
))
dμ(z) dμ(w). (12)
Thus W is U(2n)-equivariant. 
Let M1 be the linear span of matrix coefficients of (ω,Pn). So M1 ⊂ C∞(Mp(n,R)). Let
W1 to be the linear span of W(f ) with f ∈P2n. Here 1 is used to indicate that only one oscillator
representation is involved as we will be discussing tensor products of the oscillator representation
later. Notice that W1 is just the push-forward of M1/Λ. Let Pm2n be the polynomials of 2n
variables of homogeneous degree m. Then it is well known that Pm2n is an irreducible unitary
representation of U(2n) with highest weight (0,0, . . . ,0,−m). We obtain
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⊕
i∈N C(0,0,...,0,−i)(S2n).
Observe that for an odd function f in P2n, Wf (s) = 0. One can easily see that for any even m,
W
(Pm2n) = 0
since (ω(1)zα,wα) = 0. Therefore
Theorem 4.1.
W1 =
⊕
i∈N
C(0,0,...,0,−2i)(S2n).
In particular, W1 is a subspace of algebraic functions on S2n. Furthermore, W1 is the push-
forward ofM1/Λ under H.
Here we regardM1/Λ as a set of functions on Sp(n,R).
4.2. The contragradient ω∗
Let ω∗ be the contragradient representation of ω. So for δ ∈ F∗n and u ∈ Fn, ω∗(g)δ(u) =
δ(ω(g−1u)). By Riesz representation theorem, δ can be identified with uδ ∈Fn such that
δ(u) = (u,uδ).
It follows that (u,uω∗(g)δ) = ω∗(g)δ(u) = δ(ω(g−1)u) = (ω(g−1)u,uδ) = (u,ω(g)uδ). There-
fore
uω∗(g)δ = ω(g)uδ.
Let Pcn be Pn with complex conjugate linear scalar multiplication. In other words, multiplication
of λ ∈ C on f ∈ Pcn is just λf . Then we may define a new representation ωc by equipping
(ω,Fn) with the complex conjugate linear scalar multiplication and the inner product
(u, v)ωc = (v,u)ω.
Clearly, ω(g) = ωc(g). The matrix coefficient
(
ωc(g)u, v
)= (v,ω(g)u)= (ω(g)u, v)= Mω(u⊗ v)(g).
Observe that ω∗ ∼= ωc. The identification is given by δ → uδ .
Theorem 4.2. The push-forward of Mωc(u⊗ v)/Λ spansW1 =⊕i∈N C(2i,0,...,0)(S2n).
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Notice that functions inM1 are all bounded functions. Theorem 4.1 implies
Lemma 4.3. For u,v ∈Pn, |Mω(u⊗ v)| Cu,v|Λ(λ,g)| for some constant Cu,v .
Here |Λ(λ,g)| = ∏ni=1(sechHi(g))1/2. For simplicity, write it as |Λ(g)|. To obtain more
precise estimates on Mω for f ∈ Pn ⊗Pn and beyond, we prove the following lemma.
Lemma 4.4. Suppose that f ∈ L1(z,w, exp− 14 (‖z‖2 + ‖w‖2) dz dw). Then∥∥Wf (s)∥∥
max
 ‖f ‖
L1(z,w,exp− 14 (‖z‖2+‖w‖2) dz dw).
Proof. Notice that
exp
(
1
4
(
zt ,wt
)
s
(
z
w
))
 exp
(
1
4
(‖z‖2 + ‖w‖2)).
We have ∀s ∈ S2n
∣∣Wf (s)∣∣= ∣∣∣∣
∫
C2n
exp
(
1
4
(
zt ,wt
)
s
(
z
w
))
f
((
z
w
))
dμ(z) dμ(w)
∣∣∣∣

∫
C2n
exp
(
1
4
(‖z‖2 + ‖w‖2))∣∣∣∣f
((
z
w
))∣∣∣∣ exp
(
−1
2
(‖z‖2 + ‖w‖2))dzdw
=
∫
C2n
∣∣∣∣f
((
z
w
))∣∣∣∣ exp−14(‖z‖2 + ‖w‖2)dzdw
= ‖f ‖
L1(z,w,exp− 14 (‖z‖2+‖w‖2) dz dw).  (13)
Theorem 4.3. Suppose that u and v are smooth vectors in (ω,Fn). Then there exists a constant
Cn such that∥∥W(u⊗ v)(s)∥∥
max
C2n
∥∥u(z)v(w)(1 + ‖z‖)n+1(1 + ‖w‖)n+1∥∥
L2(z,w,exp− 12 (‖z‖2+‖w‖2) dz dw)
and for every g ∈ Mp(n,R)
∥∥Mω(u⊗ v)(g)∥∥
 C2n
∥∥u(z)v(w)(1 + ‖z‖)n+1(1 + ‖w‖)n+1∥∥
L2(z,w,exp− 12 (‖z‖2+‖w‖2) dz dw)
∣∣Λ(g)∣∣.
Proof. Since u is smooth, zαu ∈Fn. By Schwartz inequality,
(∫ ∣∣u(z)∣∣ exp−1‖z‖2 dz)2  ∫ ∣∣∣∣u(z)(1 + ‖z‖)n+1 exp−1‖z‖2
∣∣∣∣2 dz
∫ ∣∣(1 + ‖z‖)−n−1∣∣2 dz.4 4
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‖u‖
L1(z,exp− 14 (‖z‖2) dz)  Cn
∥∥u(z)(1 + ‖z‖)n+1∥∥
L2(z,exp− 12 ‖z‖2 dz).
By the previous lemma,
∣∣W(u⊗ v)(s)∣∣ C2n∥∥u(z)v(w)(1 + ‖z‖)n+1(1 + ‖w‖)n+1∥∥L2(z,w,exp− 12 (‖z‖2+‖w‖2) dz dw).
It follows that
∣∣Mω(u⊗ v)(g)∣∣
 C2n
∥∥u(z)v(w)(1 + ‖z‖)n+1(1 + ‖w‖)n+1∥∥
L2(z,w,exp− 12 (‖z‖2+‖w‖2) dz dw)
∣∣Λ(g)∣∣. 
4.4. Tensor products of oscillator representations
Let
ωp,q =
p︷ ︸︸ ︷
ω ⊗ω ⊗ · · · ⊗ω⊗
q︷ ︸︸ ︷
ωc ⊗ωc ⊗ · · · ⊗ωc,
Pp,q =
(⊗pPn)⊗ (⊗qPcn).
Let Mp,q be the linear span of matrix coefficients of (ωp,q,Pp,q). Then Mp,q/(ΛpΛq) ⊂
C∞(Sp(n,R)). Define
Wp,q = ⊗pW ⊗ ⊗qW :f1 ⊗ f2 ⊗ · · · ⊗ fp+q ∈ ⊗pP2n ⊗ ⊗qPc2n →
p∏
i=1
W(fi)
p+q∏
i=p+1
W(fi).
Let Wp,q be the image of Wp,q . According to a theorem of Kashiwara and Vergne [15], the
U(2n)-types in (⊗pP2n)⊗ (⊗qPc2n) are parametrized by
(m1 m2  · · ·ms 
2n−s−t︷ ︸︸ ︷
0,0, . . . ,0 n1  n2  · · · nt )
with s  q , t  p and s + t  2n. It is easy to see that the set of parameters is exactly Sq,p .
According to Helgason’s theorem, the U(2n) types in OS2n are parametrized by even highest
weights. We have
Lemma 4.5.Wp,q =⊕λ∈Sq,p∩2Z2n Cλ(S2n).
Proof. We only need to show that every Cλ(S2n) with λ ∈ Sq,p ∩ 2Z2n indeed occurs in Wp,q .
Let
λ = (m1 m2  · · ·ms 
2n−s−t︷ ︸︸ ︷
0,0, . . . ,0 n1  n2  · · · nt )
556 H. He / Journal of Functional Analysis 244 (2007) 536–564with s  q, t  p. Recall that
W1 =
⊕
i∈N
C(0,0,...,0,−2i)(S2n).
Let v−2i be the highest weight vector of C(0,0,...,0,−2i)(S2n). Then vλ =∏ti=1 vni ∏si=1 v−mi is a
highest weight vector in Cλ(S2n). Furthermore, vλ is inWp,q since
Wp,q = span
{
p∏
i=1
fi
p+q∏
i=p+1
fi
∣∣∣ fi ∈W1 ∀i
}
.
Thus Cλ(S2n) ⊂Wp,q . 
By Theorem 4.1, we have
Theorem 4.4. The matrix coefficients of ωp,q can be written as ΛpΛqf (H(g)) with f ∈Wp,q .
SoWp,q is the push-forward ofMp,q/ΛpΛq under H.
4.5. The function det12
Recall
det12(s) =
(∧n(s)e1 ∧ e2 ∧ · · · ∧ en, en+1 ∧ en+1 ∧ · · · ∧ e2n).
Let Vλ be an irreducible constituent of the linear span of
{
det
(
gsgt
) ∈ C∞(S2n) ∣∣ g ∈ U(2n)}.
Here λ is a dominant weight. Then
• λ is even;
• Vλ contains a vector of weight (−1,−1,−1, . . . ,−1);
• λ is in the convex hull spanned by permutations of (0,0, . . . ,0,
n︷ ︸︸ ︷
−2,−2, . . . ,−2).
Thus λ = (0,0, . . . ,0,
n︷ ︸︸ ︷
−2,−2, . . . ,−2).
Lemma 4.6. The function det12(s) ∈ Cλ(S2n) with λ = (0,0, . . . ,0,
n︷ ︸︸ ︷
−2,−2, . . . ,−2). Further-
more, for every s ∈ S2n,
det12(s) = (−1)n det−1(s)det12(s).
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sition
s =
(
k1 0
0 k2
)(
cos θ −i sin θ
−i sin θ cos θ
)(
kt1 0
0 kt2
)
.
The determinant
det12(s) = det(ik1 sin θk2)
= (−1)n(det k1)−2(det k2)−2 det(−ik1 sin θk2) = (−1)n det s−1det12(s). 
The function det−1 is regarded as a function on S2n. It is of the weight (2,2, . . . ,2) due to the
left multiplication by g−1.
4.6. An orthogonal decomposition of L2−(Mp(n,R))
Theorem 4.5. (Mp,q,Mp1,q1) = 0 if p1 + q1 = p + q = 2n + 1, p1 = p and p1 ≡ p (mod 2).
Furthermore,
L2−
(
Mp(n,R)
)= ⊕ˆ
p+q=2n+1, p odd
Mp,q,
L2−
(
Mp(n,R)
)= ⊕ˆ
p+q=2n+1, p even
Mp,q .
Proof. Suppose that p1 + q1 = p + q = 2n+ 1, p1 = p and p1 ≡ p (mod 2). Assume that p is
odd and q is even. For f ∈Mp,q , recall that I (f ) = (fΛ−2n−1)0. According to Theorem 3.4, it
suffices to show that
(
I (Mp,q), I (Mp1,q1)
)= 0
and
L2(S2n) =
⊕ˆ
p+q=2n+1,p odd
I (Mp,q).
According to Theorem 3.3 and Lemma 4.6, the push-forward of (Λ/Λ)q is just
(−1)nq/2
(
det12(s)
det12(s)
)q/2
= (−1)n+nq/2 det(s)−q/2.
It follows that
I (f ) = (fΛ−2n−1)0 = (fΛ−pΛ−q)0((Λ)q)0.
Λ
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I (Mp,q) = det(s)−q/2Wp,q .
From Theorem 4.5,
I (Mp,q) =
⊕
λ∈Sq,p
det s−q/2Cλ(S2n) =
⊕
λ∈q+Sq,p
Cλ(S2n).
Our first assertion follows from Theorem 3.5. Our second assertion follows similarly from The-
orem 3.5. 
We denote the closure ofMp,q by cl(Mp,q). Then
L2−
(
Mp(n,R)
)= ⊕
p+q=2n+1, p odd
cl(Mp,q);
L2−
(
Mp(n,R)
)= ⊕
p+q=2n+1, p even
cl(Mp,q).
Corollary 4.1 (Orthonormal basis). There exists, Bp,2n+1−p , a set of elements in
Pp,2n+1−p ⊗Pp,2n+1−p
such that {Mωp,2n+1−p (b)}b∈Bp,2n+1−p is an orthonormal basis in cl(Mp,2n+1−p). In particular,
all Mωp,2n+1−p (b) is bounded by a multiple of ‖Λ(g)‖2n+1.
This corollary follows from Theorem 4.4.
5. Signature of genuine tempered representations
Theorem 5.1. Let p + q = 2n+ 1. Let Mp(n,R) act on L2−(Mp(n,R)) from both left and right.
Then cl(Mp,q) is a left and right subrepresentation. Let Pp,q be the projection of L2−(Mp(n,R))
onto cl(Mp,q). Then Pp,q is Mp(n,R)-equivariant.
Proof. Fix (p, q). Let B be the linear space spanned by
ωp,q(g)u, g ∈ Mp(n,R), u ∈ Pp,q .
Clearly, Mp(n,R) acts on B from left. Let MB be the set of matrix coefficients with respect
to B . ThenMB is a Mp(n,R)-space.
Claim.Mp,q ⊆MB ⊆ cl(Mp,q).
Clearly Mp,q ⊆MB . To prove the second inclusion, let u,v ∈ Pp,q . Fix g1 ∈ Mp(n,R).
It suffices to show that g → (ωp,q(gg1)u, v) is in cl(Mp,q). Since ωp,q(g1)u is an analytic
function, ωp,q(g1)u has a Taylor expansion. Let ui be its ith Taylor polynomial in terms of
H. He / Journal of Functional Analysis 244 (2007) 536–564 559the total degree. Since ωp,q(g1)u is smooth, zαwβui(z)v(w) → zαwβωp,q(g1)u(z)v(w) in
L2(z,w,dμ(z,w)). By Theorem 4.3,
Wp,q(ui ⊗ v)(s) → Wp,q
(
ωp,q(gg1)u⊗ v
)
(s)
in sup-norm in C(S2n). In particular, Wp,q(ui ⊗ v)(s) is uniformly bounded by a constant func-
tion. Recall that
∣∣Mωp,q (ui ⊗ v)(g)∣∣= ∣∣Wp,q(ui ⊗ v)(H(g))∣∣∣∣Λ(g)∣∣2n+1
and |Λ(g)|2n+1 ∈ L2(Sp(n,R)). It follows that Mωp,q (ui ⊗ v)(g) → Mωp,q (ωp,q(gg1)u⊗ v)(g)
in L2(Mp(n,R)). Thus, g → (ωp,q(gg1)u, v) is in cl(Mp,q).
Now g ∈ Mp(n,R) preserves on MB and MB is dense in cl(Mp,q). By the unitar-
ity of ωp,q(g), g preserves on cl(MB) = cl(Mp,q). So cl(Mp,q) is a subrepresentation of
L2−(Mp(n,R)) under the left regular action. The rest of the theorem follows easily. 
5.1. Signature of genuine discrete series representation
Let D be a genuine discrete series representation of Mp(n,R). Let u,v be K-finite vectors
in D. Then Du,v(g) = (D(g)u, v) is in L2−(Mp(n,R)). Now under the decomposition
L2−
(
Mp(n,R)
)= ⊕
p+q=2n+1, p odd
cl(Mp,q),
Du,v(g) decomposes into a sum of functions in cl(Mp,q). What we want to show is that Du,v(g)
in actually in one and only one of cl(Mp,q).
Theorem 5.2. Fix a parity of p and let p + q = 2n + 1. Let D be a genuine discrete series
representation of Mp(n,R). Then there exists a unique p such that the matrix coefficients of D
are in cl(Mp,q). Equivalently, there exists a unique p such that D is a subrepresentation of
cl(Mp,q).
Proof. Let D be a genuine discrete series representation. Let HD ⊗ˆ H ∗D be the irreducible
subrepresentation of Mp(n,R) × Mp(n,R) occurring discretely in L2−(Mp(n,R)). Consider
Pp,q(HD ⊗ˆH ∗D). There exists a (p, q) such that Pp,q(HD ⊗ˆH ∗D) = 0. Since Pp,q is Mp(n,R)×
Mp(n,R)-equivariant, Pp,q(HD ⊗ˆ H ∗D) is a Mp(n,R) × Mp(n,R) representation. Because of
the irreducibility of HD ⊗ˆH ∗D , Pp,q(HD ⊗ˆH ∗D) is equivalent to HD ⊗ˆH ∗D . By Schur’s lemma,
Pp,q |HD⊗ˆH ∗D = λIHD⊗ˆH ∗D . Since Pp,q is a projection, Pp,q |HD⊗ˆH ∗D = IHD⊗ˆH ∗D . So for any other
p1 + q1 = 2n + 1 and p1 ≡ p (mod 2), Pp1,q1(HD ⊗ˆ H ∗D) = 0. Therefore, there exists a unique
p such that HD ⊗ˆHD ⊂ cl(Mp,q). Our assertion follows. 
Definition 5.1. Let D be a genuine discrete series representation of Mp(n,R). Fix a parity of p.
We call (p,2n + 1 − p) the signature of D for p odd (even) if the matrix coefficients of D are
in cl(Mp,2n+1−p). We denote the odd p by po and the even p by pe. We call (pe,2n+ 1 − pe;
po,2n+ 1 − po) the signature of D.
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Let p+ q = 2n+ 1. Recall that the matrix coefficients of ωp,q are in L2(Mp(n,R)). By a the-
orem of Cowling, Haagerup and Howe [4], the representations in the weak closure of ωp,q are
all tempered. Let Π2p,q(Mp(n,R)) be the support of ωp,q . Let Π2−(Mp(n,R)) be the set of equiv-
alence classes of irreducible tempered representations with π() = −1. The set Π2−(Mp(n,R))
is a discrete union of Rn/W where n is a nonnegative integer and W is a certain Weyl group.
The Fell topology on Π2−(Mp(n,R)) is the natural topology. The representation L2−(Mp(n,R))
is supported on Π2−(Mp(n,R)) (see [19, 14.12]).
Theorem 5.3. Fix a parity of p. Π2−(Mp(n,R)) is the disjoint union of Π2p,2n+1−p(Mp(n,R)).
Proof. Fix a parity of p. First of all, we want to prove that Π2−(Mp(n,R)) =⋃
p Π
2
p,2n+1−p(Mp(n,R)). Put U = Π2−(Mp(n,R)) −
⋃
p Π
2
p,2n+1−p(Mp(n,R)). Then U is
open with respect to the Fell topology. If the Plancherel measure of U is zero, then L2−(Mp(n,R))
is supported on the closure of
⋃
p Π
2
p,2n+1−p(Mp(n,R)). Since Π2p,2n+1−p(Mp(n,R)) is already
closed, we have
Π2−
(
Mp(n,R)
)=⋃
p
Π2p,2n+1−p
(
Mp(n,R)
)
.
We are done. Now suppose that the Plancherel measure of U is nonzero. Let L2−(Mp(n,R),U1)
be a nontrivial subspace of L2−(Mp(n,R)) supported on a closed subset U1 in U . Let
f be a nonzero function in L2−(Mp(n,R),U1). Notice that ωp,2n+1−p is supported on
Π2p,2n+1−p(Mp(n,R)). It follows that f ⊥Mp,2n+1−p for all p with a fixed parity. By The-
orem 4.5, f (g) = 0 for all g. This is a contradiction. So U = ∅ and
Π2−
(
Mp(n,R)
)=⋃
p
Π2p,2n+1−p
(
Mp(n,R)
)
.
Next, we want to show that if p1 = p2 and p1 ≡ p2 (mod 2) then Π2p1,2n+1−p1(Mp(n,R)) ∩
Π2p2,2n+1−p2(Mp(n,R)) = ∅. Notice that Theorem 4.5 only implies that the intersection is of
Plancherel measure zero. Suppose that
(π,Hπ) ∈ Π2p1,2n+1−p1
(
Mp(n,R)
)∩Π2p2,2n+1−p2(Mp(n,R)).
Let u be a nonzero K-finite vector in Hπ . Suppose that u is in the K-type σ . Consider Mπ(u⊗u).
Since π is weakly contained in Π2p1,2n+1−p1(Mp(n,R)), there exists a sequence of elements
ui ∈Pp1,2n+1−p1 such that Mωp1,2n+1−p1 (ui ⊗ui) → Mπ(u×u) uniformly over any compact set.
We may further assume that ui are all of the K-type σ and {‖ui‖} is bounded. Let p = p1 and
p ≡ p1 (mod 2). By Theorem 4.5, Mωp1,2n+1−p1 (ui ⊗ ui) ⊥Mp,2n+1−p . Now we want to apply
the Dominated Convergence Theorem to show that Mπ(u ⊗ u) ⊥Mp,2n+1−p . By a theorem of
Cowling, Haagerup and Howe, |Mωp1,2n+1−p1 (ui ⊗ ui)| are uniformly bounded by CΞ(g) where
Ξ(g) is Harish-Chandra’s basic spherical function [4]. All functions inMp,2n+1−p are bounded
by |Λ|2n+1. It is easy to see that Ξ(g)|Λ|2n+1 ∈ L1(Mp(n,R)). So by the dominated convergence
theorem, Mπ(u ⊗ u) ⊥Mp,2n+1−p for all p = p1 and p ≡ p1 (mod 2). Similarly, Mπ(u ⊗
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Mp,2n+1−p for all p ≡ p1 (mod 2). By Theorem 4.5, Mπ(u⊗u) = 0. We reach a contradiction.
We have finished showing that
Π2p1,2n+1−p1
(
Mp(n,R)
)∩Π2p2,2n+1−p2(Mp(n,R))= ∅.
Definition 5.2. Let π be a genuine tempered representation of Mp(n,R). Fix a parity of p. We
call (p,2n+1−p) the signature of π for p odd (even) if π ∈ Π2p,2n+1−p(Mp(n,R)). We denote
the odd p by po and the even p by pe . We call (pe,2n+ 1 − pe;po,2n+ 1 − po) the signature
of π .
From the proof of Theorem 5.3, we obtain
Corollary 5.1. Fix a parity of p. Then π ∈ Π2−(Mp(n,R)) is in Π2p,2n+1−p(Mp(n,R)) if and only
if the K-finite matrix coefficients of π are all perpendicular to Mp1,2n+1−p1 for every p1 = p
with p1 ≡ p (mod 2).
Notice that any K-finite matrix coefficient f (g) is bounded by a multiple of Ξ(g) and func-
tions inMp1,2n+1−p1 are all bounded by Λ2n+1. So it makes sense to say that(
f (g),Mp1,2n+1−p1
)= 0.
In fact, we can make a stronger statement.
Corollary 5.2. Fix a parity of p. Then π ∈ Π2−(Mp(n,R)) is in Π2p,2n+1−p(Mp(n,R)) if and
only if there exists a K-finite matrix coefficient f of π and a matrix coefficient F inMp,2n+1−p
such that ∫
Mp(n,R)
f (g)F (g)dg = 0.
Proof. We prove the only if part by contradiction. Suppose (f (g),Mp,2n+1−p) = 0 for every
K-finite matrix coefficient of f . Since π ∈ Π2p,2n+1−p(Mp(n,R)), by the previous corollary,
(f (g),Mp1,2n+1−p1) = 0 for every p1 = p with p1 ≡ p (mod 2). By Theorem 4.5, f = 0
almost everywhere. π is not a representation.
Now suppose that there exists a K-finite matrix coefficient f of π and a matrix coefficient F
inMp,2n+1−p such that ∫
Mp(n,R)
f (g)F (g)dg = 0.
If π /∈ Π2p,2n+1−p(Mp(n,R)), then by Theorem 5.3, there exists a p1 = p and p1 ≡ p (mod 2)
such that π ∈ Π2p1,2n+1−p1(Mp(n,R)). By Corollary 5.1, (f,Mp,2n+1−p) = 0. So∫
Mp(n,R) f (g)F (g)dg = 0. This is a contradiction. 
562 H. He / Journal of Functional Analysis 244 (2007) 536–564Theorem 5.4. Let D be a genuine discrete series representation of Mp(n,R). Fix a parity of p.
Then there is a unique p such that D is equivalent to a subrepresentation of ωp,2n+1−p .
Proof. Since D is tempered, D is in the weak closure of ωp,2n+1−p for a unique p. Because D
is isolated in Π2−(Mp(n,R)), D must occur as a subrepresentation of ωp,2n+1−p . 
Comparing this theorem with Theorem 5.2, we see that Definition 5.2 coincides with Defini-
tion 5.1 for discrete series representations.
5.3. Howe duality and a theorem of Adams and Barbasch
To define signature beyond tempered representations, we encounter some serious technical
difficulties. The trouble is that the push-forward of the matrix coefficients of a nontempered π
may fail to be locally integrable near the boundary with respect to a certain measure. At this stage,
we do not know how to overcome this obstacle. Nevertheless, we can bypass this by relating our
results to the Howe duality [14].
Let Π(G) denote the admissible dual of a semisimple Lie group G. Let
R(Mp(n,R),ωp,2n+1−p)
be those π in Π(Mp(n,R)) such that π occurs as a quotient of ωp,2n+1−p infinitesimally. Howe’s
theorem then states that there is a one-to-one correspondence betweenR(Mp(n,R),ωp,2n+1−p)
and R(O(p,2n + 1 − p),ωp,2n+1−p). We denote the Howe duality for (Mp(n,R),O(p,2n +
1 − p)) by θ(2n;p,2n+ 1 − p) and θ(p,2n+ 1 − p;2n).
A result of Adam and Barbasch states that θ(2n;p,2n + 1 − p) induces a one-to-one corre-
spondence between Π−(Mp(n,R)) and the disjoint union of Π(SO(p,2n+ 1 −p)) for p with a
fixed parity. In particular, Π−(Mp(n,R)) is the disjoint union of R(Mp(n,R),ωp,2n+1−p) for p
with a fixed parity. We can now define a signature of an irreducible genuine representation π to
be (p,2n + 1 − p) if π ∈R(Mp(n,R),ωp,2n+1−p). Is this definition different from ours when
π is tempered? The answer is No.
We shall now use the theory developed in [7] to show that
Theorem 5.5. Let π be a tempered representation. Then π ∈ Π2p,2n+1−p(Mp(n,R)) if and only
if π ∈R(Mp(n,R),ωp,2n+1−p) (see [14]).
Proof. Let π be a genuine tempered representation of Mp(n,R). Suppose that
π ∈ Π2p,2n+1−p
(
Mp(n,R)
)
.
Then by [10, Definition 3.2.1], π is in the semistable range of θ(2n;p,2n + 1 − p). Let f be
a K-finite matrix coefficient of π . By Corollary 5.2, (f (g),Mp,2n+1−p) = 0. By [7, Theo-
rem 1.1], π ∈R(Mp(n,R),ωp,2n+1−p).
Conversely, since π is in the semistable range of θ(2n;p,2n+ 1 − p), by [7, Theorem 1.1],
(f (g),Mp,2n+1−p) = 0 for a K-finite matrix coefficient f (g) of π . By Corollary 5.2, π ∈
Π2p,2n+1−p(Mp(n,R)). 
Finally, let me state a theorem concerning tempered representations of SO(p, q) and
Mp(n,R).
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Π2−(Mp(n,R)) and
⋃
Π2(SO(p,2n+ 1 − p)).
Proof. Fix a parity of p. We give our proof in two steps.
First, let π be a tempered irreducible representation of SO(p,2n + 1 − p). By [10, Defini-
tion 3.2.1], π is in the semistable range of θ(p,2n + 1 − p;2n). By [8, Theorem], θ(p,2n +
1 − p;2n)(π) exists. By [10, Lemma 6.2.1 and Example 2], θ(p,2n + 1 − p;2n)(π) is a tem-
pered irreducible representation.
Second, let π ∈ Π2−(Mp(n,R)). Let (p,2n+ 1 − p) be its signature, depending on the parity
of p. By [10, Definition 3.2.1], π is in the semistable range of θ(2n;p,2n + 1 − p). From
Theorem 5.5, θ(2n;p,2n + 1 − p)(π) is nonvanishing. By [10, Lemma 6.3.1 and Example 3],
θ(2n;p,2n+ 1 − p)(π) is a tempered irreducible representation. 
We formulate the following conjecture concerning Howe duality (see [14]).
Conjecture 1. Let (G1,G2) be a real reductive dual pair. Then π occurs in R(MG1,ω) if and
only if the matrix coefficients of π can be approximated by the restrictions of matrix coefficients
of ω onto MG1 uniformly on compacta.
5.4. p + q = 2n+ 2: Some results of Móeglin
C. Móeglin treats the case p+q = 2n+2 with p,q both even. One of her results is that every
π ∈ Π(Sp(n,R)) occurs as a quotient of ωp,2n+2−p for some even integer p. In this section,
I shall briefly show that every tempered representation π occurs as a quotient of ωp,2n+2−p for
an even integer pe and an odd integer po. We need the following lemma.
Lemma 5.1. The linear span of {Mp,2n+2−p | p even} is dense in L2(Sp(n,R)) and the linear
span of {Mp,2n+2−p | p odd} is also dense in L2(Sp(n,R)).
This lemma follows directly from Theorem 4.4 and Lemma 4.5. The proof is omitted. We now
have
Theorem 5.7. Fix a parity of p. Let π ∈ Π2(Sp(n,R)). Then π ∈R(Sp(n,R),ω(p,2n+ 2 −p;
2n)) for at least one p.
Finally, let me make a conjecture concerned with the question about the growth of matrix
coefficients at ∞.
Conjecture 2. Let π be a unitary irreducible representation of Sp(n,R) with an integrable in-
finitesimal character. Let Mπ(u⊗ v)(g) be a K-finite matrix coefficient. Then the push-forward
Mπ(u⊗ v)(g)0 onto S2n is analytic.
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