Abstract. The landing property of the stretching rays in the parameter space of bimodal real cubic polynomials is completely determined. Define the Böttcher vector by the difference of escaping two critical points in the logarithmic Böttcher coordinate. It is a stretching invariant in the real shift locus. We show that stretching rays with non-integral Böttcher vectors have non-trivial accumulation sets on the locus where a parabolic fixed point with multiplier one exists.
It is well known that the behaviour of the critical points plays an important role in the dynamics of polynomials. The dynamical positions of the critical points or critical values often yield a parametrization of the parameter space. For example, in case of quadratic polynomials, there is only one critical point and the Böttcher coordinate of the critical value gives the parametrization of the complement of the Mandelbrot set, the connectedness locus. Compared with the quadratic polynomials, the parameter space of cubic polynomials is fairly complicated since they have two critical points. In fact, the connectedness locus for the cubic polynomials is not locally connected (cf. [La] ), while the Mandelbrot set is conjectured to be locally connected. This is characteristic to cubic or higher degree polynomials; the relative dynamical position of the two critical points plays an essential role in its proof.
Stretching rays are defined through a qc-deformation of almost complex structures, called the stretching, along the radial directions of the Böttcher coordinates. In the quadratic case, this corresponds to the stretching of the radial Böttcher coordinate of the critical value and gives rise to external rays. Thus the notion of stretching rays is a generalization of that of external rays for the Mandelbrot set to higher degree polynomials.
In the quadratic case, the external angle, the angular Böttcher coordinate of the critical value, is invariant on each ray, labels each ray and determines a combinatorial property of its dynamics. This enables us to show those rays with rational angles land at some points. However, in the cubic case, they are real one-dimensional rays in the complex two-dimensional parameter space. Hence, it is not easy to find enough invariants to characterize each ray. This makes it difficult to study their landing property in the whole parameter space.
In this article, we investigate the landing property of stretching rays in the family of real cubic polynomials:
Since this family is real two-dimensional, one invariant is enough to characterize each stretching ray. Moreover, the boundary of the connectedness locus is simple and smooth; it consists of parts of two real algebraic curves P er 1 (1) and P reper (1)1 in the notation of [Mi1] . Therefore stretching rays must accumulate on these curves. Figure 1 is the parameter space of our family. The black region is the connectedness locus. Its complement is gradated in order to emphasize stretching rays. In the real shift locus E 2 (R), we will define a stretching-invariant, the Böttcher vector, by the difference of two critical points in the coordinate: ζ = log log |ϕ P (z)|/ log 3, where ϕ P is the Böttcher coordinate for P . It follows that stretching rays in the real shift locus are level curves of the Böttcher vector map. On the other hand, if a map in the escape locus has an attracting cycle of period k with multiplier λ, k and λ are both invariant on the stretching ray through the map. Hence we can draw their pictures; see Figures 1 and 2. There E 2 (R) is gradated by the Böttcher vector, while the locus E 1 (R), where only one critical point escapes, is gradated by the period of the attracting cycle.
Here we give the summary of our results. Let P er 1 (1) be the locus consisting of maps having a parabolic fixed point with multiplier one. Our main result, Theorem 6.1, states that stretching rays with non-integral Böttcher vectors above P er 1 (1) do not land at any point on P er 1 (1) (but, of course, they accumulate on it). We also show that each stretching ray with integral Böttcher vector above P er 1 (1) does land at a point on P er 1 (1). Figure 2 is an enlargement of a small box near the leftdown corner of Figure 1 and suggests that stretching rays oscillate like the graph of sin(1/x) as they approaches P er 1 (1). As the Böttcher vector tends to an integer, the width of oscillation tends to zero. This allows the coexistence of landing and non-landing rays.
Historically, the locus P er 1 (1) has been investigated to reveal the features of the cubic dynamics different from that of quadratic dynamics. We add our result as one more evidence to it; see [D-H] , [Mi1] , [La] and [E-Y] . Let P reper (1)1 be the locus consisting of maps whose critical value P (− √ A) is a fixed point. We show that all stretching rays in the real shift locus below P er 1 (1) land on P reper (1)1 and we characterize the landing points:
Conversely, we will show that each such point is the landing point of uncountably many stretching rays. This result is closely related to the work of [K] stated below. We also consider the locus E 1 (R). As we mentioned above, the multiplier of an attracting cycle, if any, is invariant under stretching. This assures that most stretching rays land in this locus. We will show that all stretching rays in E 1 (R) actually land by virtue of the theorem on density of hyperbolicity in the real quadratic family (cf. [G-S] , [Ly] ).
There are very few works on the landing of stretching rays for degree greater than two. Kiwi [K] has considered critical portraits in the visible shift locus of complex polynomials of arbitrary degree and has characterized their impressions in terms of rational laminations. Especially, he has shown that the impression of a strictly preperiodic critical portrait consists of a single polynomial, whose critical points are strictly preperiodic. Willumsen [W] gave necessary conditions for stretching rays to accumulate on some part of P er 1 (1) in the family of complex cubic polynomials. Our study is much inspired by her work. Quite recently, Buff and Henriksen [Bu-He] has also shown the existence of stretching rays (external rays) with non-trivial accumulation sets in the parameter space of the family f b (z) = e 2πiθ z + bz 2 + z 3 , b ∈ C where θ is a non-Brjuno number. Schleicher pointed out that he had also found that some external rays of the multicorn do not land.
Acknowledgment.
The authors would like to express their hearty thanks to John Milnor and Mitsuhiro Shishikura for valuable advice. We also thank Weixiao Shen for explaining to us the notion of the radial Julia set and its relation to our problem in Subsection 6.4.
Complex cubic polynomials
In this paper, we study cubic polynomials as maps from the complex plane C to itself, and consider their iterations. In this section, we shall recall some standard definitions and notations about complex dynamics of cubic polynomials. Basic references are [B] and [B-H1] .
2.1. The parameter space of complex cubic polynomials. Let P be the family of monic centered cubic polynomials, i.e., polynomials of the form
The polynomial P is called centered if the critical points ω 1 and ω 2 of P in C are central, i.e., ω 1 + ω 2 = 0. Any cubic polynomial is complex affine conjugate to a unique polynomial of this form. We identify P with the (A, B) parameter space C 2 . Then C 2 can be considered as the set of complex affine conjugacy classes of cubic polynomials.
2.2. The mappings h P and ϕ P . The main tools for analyzing the dynamical behavior of a polynomial P are the Green's function of the filled-in Julia set K (P ) and the Böttcher coordinate ϕ P of P .
We denote by K(P ) the set of points with bounded orbit and call it the filled-in Julia set of P . The boundary of K(P ) is called the Julia set of P and is denoted by J (P ) . We define the function h P : C → R + ∪ {0}, where R + denotes the set of positive real numbers, by
where log + |z| := max{0, log |z|}. h P measures the escape rate to infinity. Then h P has the following properties of the Green's function of K(P ): h P is continuous on C, harmonic on C \ K(P ), equal to 0 on K(P ), and h P (z) = log |z| + O(1) when |z| → ∞. Moreover, it satisfies the following functional equation,
We set
Since ∞ is a superattracting fixed point for any polynomial P , there exists a unique conformal map
, with the normalization ϕ P (z)/z → 1 as |z| → ∞. The map ϕ P is called the Böttcher coordinate of P . These two mappings are related by the identity
We call it the external ray of P of the external angle θ on U P . Note that the Böttcher coordinate ϕ P can be analytically continued by the above functional equation. Hence each external ray can be continued until it hits a point on the backward orbits of critical points. If it never hits such a point, it accumulates on J(P ).
2.3. The connectedness locus and the escape locus. The parameter space P is decomposed into two complementary subsets; the connectedness locus C, the set of polynomials with connected filled-in Julia set, and its complement in P, the escape locus E. Another characterization is that C consists of polynomials both of whose critical points are contained in K (P ) , whereas E consists of polynomials, one of whose critical orbits is unbounded. The escape locus E is subdivided further:
where E j is the set of polynomials whose j critical points escape to infinity.
Branner and Hubbard [B-H1] showed that the map P → H(P ) defines a trivial topological fibration H : E → R + where fibers S ρ := {P ∈ E | H(P ) = ρ} are homeomorphic to the three-dimensional spheres. Moreover, they also proved that B ρ := {P ∈ P | H(P ) ≤ ρ} is homeomorphic to the four-dimensional closed ball. Then the identity C = ρ>0 B ρ implies that C is compact and cellular, hence connected and full.
2.4. The wring construction and stretching rays. Let u = s + it ∈ H + be any complex number in the right half plane, i.e., s > 0. We shall associate to u a polynomial P u obtained from P by wringing the complex structure as follows.
The map f u (z) := z|z| u−1 is a quasiconformal diffeomorphism from {z ∈ C | |z| > 1} to itself commuting with P 0 (z) = z 3 . Recall that the Böttcher coordinate ϕ P conjugates P to P 0 on U P . Let σ u denote the P -invariant almost complex structure on C satisfying
where σ 0 denotes the standard complex structure on C. By the Measurable Riemann Mapping Theorem, there exists a unique quasiconformal map F u on C satisfying
Since F u depends holomorphically on u, so does P u . Thus we define a holomorphic map
u . This operation is called the wringing. We should remark that P u is hybrid equivalent to P from the definition of σ u . Hence it holds P u = P for P ∈ C by the straightening theorem in [D-H] .
For P ∈ E, we define the stretching ray through P by
s (z)) and H(P s ) = s · H(P ) for s > 0. Thus R(P ) actually forms a ray such that P s escapes to infinity if s → +∞ while it accumulates on ∂C, the boundary of the connectedness locus, if
We should remark again that any map in R(P ) is hybrid equivalent to P , which is crucial in our arguments below.
Invariants on stretching rays.
To analyze accumulation sets of stretching rays, it is helpful to find well-behaved invariants on stretching rays. For P ∈ E 2 , we define the Böttcher vector η(P ) by η(P ) := 1 log 3 log
, where ω j = ω j (P ), j = 1, 2 are two escaping critical points of P . Then, it easily follows that
(Later we set ω 1 = √ A, ω 2 = − √ A.) Thus we get the following.
For P ∈ E 1 we must consider other invariants on stretching rays and it is not easy to find them. On the other hand, if P has an attracting or a parabolic cycle of period k with multiplier λ, then k and λ are invariant on R(P ) since any map in R(P ) is hybrid equivalent to P . Proposition 2.2. For P ∈ E 1 , if P has an attracting or a parabolic cycle of period k with multiplier λ, then k and λ are invariant on R(P ).
Real cubic polynomials
In this section, we shall restrict our attention to real cubic polynomials whose critical points are both real. Basic reference for the parameter space of real cubic polynomials is [Mi1] . 2 . Moreover, we assume that our real cubic map is bimodal; in other words, its critical points are both real and distinct. We do not consider the positive A-axis, since {B = 0, A > 1} forms a stretching ray which trivially lands at (1, 0) while {B = 0, A ∈ [0, 1]} is contained in the connectedness locus. Then the set of these maps corresponds to R 2 + , the first quadrant of R 2 . Because a real polynomial can be also considered as a map from the real axis R to itself, Milnor introduced a partition of the parameter space R 2 + into four regions, R 0 , R 1 , R 2 , R 3 : P belongs to R 0 if K(P ) ∩ R, the real locus of the filled-in Julia set of P , consists of one fixed point of P . Let I be the smallest closed interval containing K(P ) ∩ R. Then for P / ∈ R 0 , P belongs to R j if the graph of P intersected with I × I has j distinct components. The following easily follows from the definition.
The following real algebraic curves play special roles in the parameter space R 2 + :
The boundary ∂C(R) of C(R) consists of P er 1 (1) where 0 ≤ A ≤ 1/9 and P reper (1)1 where 1/9 ≤ A ≤ 1.
The locus P er 1 (1) is the set of parameters which has a parabolic fixed point with multiplier one, while the locus P reper (1)1 is the set of parameters, one of whose critical values is a fixed point. P er 1 (1) is the boundary between R 0 and R 1 ∪ R 2 , whereas P reper (1)1 contains the boundary between R 2 and R 1 ∪ R 3 ; see Figure 3 .
In the region B < 4(A + 1/3) 3 corresponding to R 1 ∪ R 2 ∪ R 3 , P has three distinct real fixed points, which we denote by β P < β P < β P . Then it is easy to see
3 , β P = β P = A + 1/3 is the parabolic fixed point with multiplier one. In the region B > 4(A + 1/3) 3 corresponding to R 0 , P has only one real fixed point β P ; see Figure 4 . 2 is expressed by
Note that the multiplier of −2a is 9a 2 . Hence, if A < 1/9, −2a is attracting and must be equal to β P , that is,
This completes the proof. Now let us briefly look at the complex dynamical plane. For P ∈ R 0 , J(P ) is a Cantor set and intersects with R only at β P . Both rays R P (0) and R P (1/2) land at β P . For P ∈ R 3 , J(P ) is a Cantor set contained in R. In R 1 , J(P ) is connected, while J(P ) is disconnected but not necessarily a Cantor set in R 2 .
Critical orbits of
Proof.
for any k and the conclusion follows. In the region
Moreover, x k is strictly increasing, while y k is strictly decreasing. By induction on k, we show that
This completes the proof.
The next result easily follows from Figure 4 .
particular) escapes to ∞ if and only if there exists
It is easy to see that in
From Lemmas 3.4 and 3.3, it follows that
Hence its boundary ∂U is contained in the real analytic set
3.3. Stretching rays in R 2 + . Proposition 3.5. For P ∈ R 2 + , the stretching ray R(P ) is contained in R 2 + . Proof. ϕ P and f s commute with complex conjugation, hence so does F s , and
The following is a trivial case.
3 ) and at (1, 0) respectively.
Since two distinct stretching rays are disjoint, we roughly understand the location of accumulation sets of stretching rays from Lemma 3.6 and Figure 3 .
Consequently, nothing remains to be done in R 3 , hence in the following sections we just consider the landing problem of stretching rays in R 0 and R 2 .
3.4. Böttcher vectors in the real shift locus. We set ζ P (z) := log log ϕ P (z)/ log 3. We can characterize the Böttcher vector in terms of ζ P , which will play an essential role in the sequel.
Lemma 3.8. For any P ∈ E 2 (R), there exists k ∈ N such that for any n ≥ k,
In particular, η(P ) is a positive real number.
Proof. By Lemma 3.4, for any P ∈ E 2 (R) ∩ R 2 , there exists k such that
Since the external ray of angle 0 for P is the ray {x > β P } on the real axis, it follows that ϕ P (P n (± √ A)) > 1 is well defined for any n ≥ k. For P ∈ R 0 , the ray {x > √ A} on the real axis forms a part of the external ray R P (0) of angle 0. Thus ϕ P (P (± √ A)) > 1 is well defined and we can take k = 1. Then ζ P (P n (± √ A)) is well defined and satisfies
Hence the above equality follows.
Remark 3.9. Willumsen [W] has shown that, if R(P ) accumulates a point Q ∈ P er 1 (1), R P (0) bifurcates at a critical point and conjectured that another critical point also hits R P (0) after a finite iteration. These two conditions are always satisfied for P ∈ R 0 (cf. Proposition 3.7).
4. Landing property of stretching rays in E 2 (R) ∩ R 2
In this section, we consider the landing of stretching rays in the real shift locus E 2 (R) in the region R 2 . Since both critical points are real, we mainly consider the dynamics only on the real axis.
Let U be a connected component of E 2 (R) ∩ R 2 . As we remarked in Subsection 3.2, there is a unique k ∈ N satisfying (4.1)
for any P ∈ U and its boundary ∂U is contained in the real analytic set
Lemma 4.1. Every stretching ray in such a component U lands at a point
where α P and α P are preimages of β P other than β P . This relation is preserved under stretching. As P approaches P reper (1)1 ∩ ∂C(R), both points α P and α P tends to − √ A. Hence any accumulation point of the stretching rays in U satisfies
It defines a real analytic curve, which intersects the semi-algebraic curve P reper (1)1 ∩ ∂C(R) only at finite points. Thus the stretching ray in U must land at a point
Next we will show the converse statement. To show this, we need a lemma.
Lemma 4.2. Suppose
Proof. Differentiating both sides of P (β P ) = β P with respect to B, it follows that
Hence, we have only to show (∂/∂B)(
A 0 is a landing point of two stretching rays of the form P k+1 ( √ A) = β P . They are tangent to P reper (1)1 ∩ ∂C(R) at P 0 . This equation defines a real analytic curve through P 0 , which forms the boundary of a connected component of E 2 (R) consisting of P satisfying (4.1).
Figure 5. Stretching rays tangent to ∂C(R)
Proof. By Lemma 4.2 and the implicit function theorem, it follows that there exists locally a unique real analytic curve expressed by
> β P holds above this curve, this curve forms the boundary of a connected component U of E 2 (R). Since it is not contained in ∂C(R), it gives two stretching rays landing at P 0 . Since P reper (1)1 ∩ ∂C(R) is also smooth at P 0 , these two rays are tangent to ∂C(R) at P 0 .
Suppose that
Summarizing results in this section, we have the following.
Theorem 4.4. For any k ∈ N, there is a one-to-one correspondence between connected components U of E 2 (R) ∩ R 2 of the form:
and points
A 0 such that the stretching ray R(P ) for any P ∈ U lands at P 0 . The boundary of U consists of two stretching rays satisfying P k+1 ( √ A) = β P , which land tangentially at P 0 . Remark 4.6. In general, there are many connected components of E 2 (R) ∩ R 2 satisfying (4.1). For example, for k = 2, 3, there are exactly two components.
Note that the region R 2 seems to be disjoint from the visible shift locus, hence our result will not be included in that of [K] . Roughly speaking, a map in the shift locus is visible if each critical point is the terminating point of some external rays and its external angles are well defined. As for a precise definition, see [K] .
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YOHEI KOMORI AND SHIZUO NAKANE Figure 6 . Julia set of a map in E 2 (R) ∩ R 2 Figure 6 is the Julia set of a map in E 2 (R)∩R 2 . It presents a ternary decomposition of the complement of the filled-in Julia set. We can see some external rays and critical points. It suggests that external rays of angles 1/3 and 2/3 terminate at the critical point ω 2 = − √ A, while no external rays terminate at another critical point ω 1 = √ A.
5.
Landing property of stretching rays in E 1 (R)
In this section, we investigate the landing of stretching rays in E 1 (R). From Subsection 3.3, R(P ) for P ∈ E 1 (R) accumulates on P reper (1)1 ∩ ∂C(R). Recall that only one critical point escapes for P = (A, B) ∈ E 1 (R), which is equal to − √ A by Lemma 3.3. Hence √ A is contained in K(P ).
5.1. Hyperbolic rays land. Let P er k (λ) denote the set of maps P having an attracting k-cycle with multiplier λ. Assume that P ∈ E 1 (R) belongs to P er k (λ). Then k and λ is constant on R(P ) by Proposition 2.2. Hence R(P ) ⊂ P er k (λ). Let P 0 ∈ P reper (1)1 ∩ ∂C(R) be an accumulation point of R(P ). Then P 0 is also contained in P er k (λ). Since P er k (λ) is a real analytic set, its intersection with the semi-algebraic set P reper (1)1 ∩ ∂C(R) is locally finite. Thus R(P ) must land at a point P 0 ∈ P reper (1)1 . Hence we proved the following result.
, which is also contained in P er k (λ). Proof. Since every attracting cycle attracts a critical orbit, which lies on the real axis, the attracting cycle must be real. Hence its multiplier is also real. To show the Restricting it to the real axis, we get the monotonicity.
, it is the landing point of a unique stretching ray R(P ), where P ∈ P er k (λ).
Proof. First we show the existence of stretching rays landing at P 0 . By the implicit function theorem, any map in a neighborhood of P 0 also has an attracting k-cycle. By Lemma 5.2, there exist P ± ∈ P reper (1)1 ∩ ∂C(R) with multiplier λ ± around P 0 . Here is a small positive constant. On any arc joining P + and P − in the complement of C(R), there must be a map P ∈ P er k (λ). Thus there is a sequence in E 1 (R) ∩ P er k (λ) tending to P 0 . Since P er k (λ) is a real analytic set, it has a connected component through P 0 . This component yields a stretching ray landing at P 0 . Next we show the uniqueness of the stretching rays landing at P 0 . Suppose there exists another stretching ray R(P ) also landing at P 0 . Let V be the region bounded by R(P ) and R(P ); see Figure 7 . Stretching rays in V must land at P 0 . Then, by Proposition 5.1, the intersection of V and a small open neighborhood of P 0 is contained in P er k (λ). That is, the multiplier map is constant there. Hence it is constant everywhere, since it is real analytic. This is a contradiction. This completes the proof.
5.3. Non-hyperbolic rays also land. Assume that P ∈ E 1 (R) has no attracting cycles. We will show that R(P ) also lands at a map on P reper (1)1 . For our proof, the theorem on density of hyperbolicity in the real quadratic family is crucial.
Proposition 5.4. The stretching ray R(P ) through any P ∈ E 1 (R) lands at some point on P reper (1)1 .
Proof. We may assume that P has no attracting cycles. Branner and Douady [B-D] have shown that there exists a homeomorphism between M 1/2 , the 1/2-limb of the Mandelbrot set M and the limb F + of the connectedness locus F of the complex parameter space P reper (1)1 . Restricted to the real axis, this gives a homeomorphism between M 1/2 ∩ R and F + ∩ R, the P reper (1)1 -part of ∂C(R). On the other hand, Graczyk-Światek [G-S] and Lyubich [Ly] have shown that hyperbolic maps are dense in M ∩ R. Hence by means of this isomorphism between the real locus of M 1/2 and P reper (1)1 ∩ ∂C(R), we can show that the set of maps having attracting cycles are also dense in our family P reper (1)1 ∩∂C(R). Now, since the accumulation set I(P ) = R(P ) − R(P ) of R(P ) is a compact connected set of P reper (1)1 , it must be a closed subarc. If it is not a single point, it includes a hyperbolic subarc. By Proposition 5.3, each point on this subarc is the landing point of a unique stretching ray. This is a contradiction. Thus I(P ) must be a single point and R(P ) lands at that point.
5.4. Non-hyperbolic parameters are also landing points. To show the converse, we will use the following notations from [B] . For a complex cubic map P ∈ E, we denote its critical points by ω 1 and ω 2 . We may assume h P (ω 2 ) ≥ h P (ω 1 ); that is, H(P ) = h P (ω 2 ). We set
Let ω 2 be the co-critical point of ω 2 , i.e., it satisfies P (ω 2 ) = P (ω 2 ). For P ∈ S ρ and θ ∈ R/Z, put Φ ρ (P ) := ϕ P (ω 2 ) |ϕ P (ω 2 )| and
Theorem 9.1 in [B-H2] says that, in the complex parameter space, E 1 ∩ F ρ (θ) is either a single point or a homeomorphic copy of the Mandelbrot set. In our case, ω 2 = − √ A, ω 1 = √ A and ω 2 = 2 √ A > β P . Hence, it is easy to see that Φ ρ (P ) = 1 for P ∈ S ρ (R) := S ρ ∩ E(R) and S ρ (R) ∩ H ρ ⊂ F ρ (0).
Lemma 5.5. For each ρ > 0, S ρ (R) is a Jordan arc in
Proof. Since S ρ (R) intersects each stretching ray exactly at one point, it has neither self-intersection point nor closed loop component. On the other hand, it is a level curve of the function H(P ), which is equal to a real analytic function h P (− √ A) by Lemma 3.3. Hence it has no isolated point. In fact, its isolated point must be a local maximum or minimum point of H(P ) and for nearby ρ , S ρ (R) must have a loop component; a contradiction. Thus, each component of S ρ (R) can be continued to the A-axis or the B-axis. Then it must be a connected arc without self-intersection, hence a Jordan arc. 
e., just except the case treated in Proposition 4.3, there is a unique stretching ray landing at (A 0 , B 0 ).
Proof. By the density of hyperbolic maps in P reper (1)1 ∩ ∂C(R), there exist two sequences (A n , B n ), (A n , B n ) of hyperbolic parameters on P reper (1)1 converging to (A 0 , B 0 ) and satisfying A n < A 0 < A n . From Proposition 5.3, there exist stretching rays R n , R n landing at (A n , B n ), (A n , B n ) respectively. Let S n be the closed region bounded by R n , R n and the subarc {(A, B) ∈ P reper (1)1 | A n ≤ A ≤ A n }. Then S = n≥1 S n is a closed sector with vertex (A 0 , B 0 ) and the stretching ray R(P ) through P ∈ S \ {(A 0 , B 0 )} must land at (A 0 , B 0 ) . Next, we assume (A 0 , B 0 ) satisfies no critical orbit relation of the form
and we show only one ray lands there. Suppose two rays land there. Then the open sector region U bounded by these two rays is a subset of E 1 (R) by Proposition 4.3. Now we use the notations prepared above. It is easy to see that Question 5.9. For P ∈ E 1 (R), let K 0 be the connected component of K(P ) containing √ A, and denote
Then Branner and Hubbard [B-H2] showed that K(P ) is a Cantor set if and only if
is a polynomial-like map of degree two, which is hybrid equivalent to a quadratic polynomial p c (z) = z 2 + c. Since stretching gives a hybrid equivalence, the parameter c is constant on the stretching ray R (P ) . On the other hand, from the previous argument we know that R(P ) lands at a point P ∈ P reper (1)1 ∩ ∂C(R) which can be constructed from a quadratic polynomial p c (z) = z 2 + c by the surgery in [B-D] . Does c relate to c ?
Landing and non-landing of stretching rays in R 0
In this section, we consider landing and non-landing properties of stretching rays in R 0 . Here is the main theorem of this article.
Theorem 6.1. Suppose P ∈ R 0 and η(P ) is not integral. Then the stretching ray R(P ) does not land at any point on P er 1 (1) ∩ ∂C(R). That is, its accumulation set I(P ) is a non-trivial arc on P er 1 (1) ∩ ∂C(R). If η(P ) is integral, then R(P ) lands at some point on P er 1 (1) ∩ ∂C(R).
This section is devoted to the proof of this theorem. We give an outline of the proof here. In Subsection 6.1, we show that any stretching ray R(P ) with integral Böttcher vector η(P ) lands on P er 1 (1) ∩ ∂C(R).
The proof of the non-landing part is shown by contradiction. In Subsection 6.2, we define the Fatou vector on P er 1 (1). By a qc-deformation of this vector, we get a parametrization of P er 1 (1) by the Fatou vector. We are interested in the relation between the Böttcher vector η(P ) of a ray R(P ) and the Fatou vector τ (Q) of its accumulation point Q ∈ P er 1 (1) ∩ ∂C(R). To study this, in Subsection 6.3, we define the Böttcher vector η(Q, σ) also for Q ∈ P er 1 (1) ∩ ∂C(R) by means of the Lavaurs map g Q,σ , and partially characterize the accumulation set of each ray. Its complete characterization will be given in Section 7 by a more refined analysis.
Suppose a ray R(P ) lands at some Q ∈ P er 1 (1) ∩ ∂C(R). Then we show that η(P ) coincides τ (Q). If η(P ) is irrational, we show J(Q) is a real analytic curve, which is a contradiction. In Subsection 6.4, we consider the case where the Böttcher vector is non-integral rational. Then we need a stronger geometric property of J(Q) to get a contradiction. That is, we essentially use the fact that J(Q) is cusp at each point on the backward orbit of the parabolic fixed point β Q .
Stretching rays with integral Böttcher vectors.
First we shall show the stretching rays on which certain critical orbit relations hold actually land at points also having the same critical orbit relations. Note that P er 1 (1) ∩ ∂C(R) is parametrized by A (0 < A ≤ 1 9 ) and Q ∈ P er 1 (1) ∩ ∂C(R) can be written as
Lemma 6.2. g k is a monotone increasing function on
Proof. This is true for k = 0 since g 0 (A) = 4A √ A. Suppose k ≥ 1. By a direct calculation, we have
We do this by induction on k.
and the conclusion is true. Suppose it is true for k. By the induction hypothesis,
Hence the conclusion also holds for k + 1. This completes the proof.
Proof. The above estimate holds also for small perturbation Q A, (z) = z 3 − 3Az + 2(A + 1/3) 3/2 + , > 0 above P er 1 (1) ∩ ∂C(R). Thus there exists a unique real algebraic curve P (− √ A)−P k+1 ( √ A) = 0 through the point Q A k ∈ P er 1 (1)∩∂C(R). Since this critical orbit relation is preserved under stretching, it forms a stretching ray and is real analytic. Then it must land at some point on P er 1 (1) ∩ ∂C(R), since P er 1 (1) is also real analytic.
Although R(0) lies on the B-axis, it also defines a stretching ray. By continuity of the Böttcher vector map, we have the following. Let φ Q,− and φ Q,+ be the attracting and repelling Fatou coordinates respectively ( [D] , [La] and [Sh] ). Originally, they are defined only on the attracting and repelling petals Ω Q,− and Ω Q,+ respectively and satisfy the functional equation:
where T 1 (w) = w + 1 is the translation by one. They can be continued analytically by this relation. Especially φ Q,− is continued to the basin B Q . Fatou coordinates are unique up to additive constants. Therefore we normalize them with the conditions φ Q,± (c ± (Q)) = 0, where c ± (Q) is a real-valued continuous function contained in the domain of φ Q,± respectively. In particular, they satisfy c − (Q) < β Q < c + (Q) for all Q ∈ P er 1 (1) ∩ ∂C(R). Then φ Q,± are determined uniquely, depend continuously on Q and commute with complex conjugation; especially real valued on the real axis. Actually we will take c − (
and c + (Q) = c + , a fixed constant. We define the Fatou vector
, the difference of the critical points in the attracting Fatou coordinate. Note that this vector τ (Q) does not depend on the choice of the Fatou coordinates.
Proposition 6.5. The Fatou vector gives a real analytic parametrization of P er 1 (1) ∩ ∂C(R).
Proof. First we show that the Fatou vector map Q → τ (Q) has a local real analytic inverse in each connected component of R + \N by virtue of qc-deformation. Suppose k < τ 0 = τ (Q 0 ) < k + 1. Take any τ ∈ (k, k + 1). Consider the piecewise affine map S τ (x + yi) = s τ (x) + yi, where
It is easy to see that S τ is a qc-map from the strip V = {k ≤ Re w ≤ k + 1} onto itself, identity on its boundary, and satisfies S τ (τ 0 ) = τ . We extend it to the whole plane by the functional equation
. If we set σ τ = σ 0 outside the filled-in Julia set K Q0 , σ τ is Q 0 -invariant on C and depends real analytically on τ . Let ξ τ be the integrating qc-map of σ τ so that
is a Fatou coordinate of Q τ . Then τ (Q τ ) = τ . This gives a local real analytic inverse of the Fatou vector map τ .
The above argument does not work when τ 0 = k ∈ N. In this case, critical orbit relation
holds and Q 0 cannot be qc-conjugate to any maps nearby. We do qc-surgery instead of qc-deformation, because we have to change the dynamics.
We normalize the attracting Fatou coordinates by φ Q0,− (Q 0 (− √ A)) = 0. Note that this does not change the Fatou vectors. Then
Take a small open neighborhood U of 0 in the attracting Fatou coordinate and let s τ : U → U be a qc-map, identity on ∂U , s 0 = id and s τ (0) = τ ∈ (− , ) for some
Then the map R τ , defined by
is a quasi-regular map on B Q0 depending real analytically on τ . Let V 0 be a fundamental region of Q 0 containing V and set σ τ = φ * Q0,− s * τ σ 0 and σ τ = σ 0 on V 0 and R τ (V 0 ) respectively, and set
Thus we obtain a real analytic local parametrization Q τ of P er 1 (1) ∩ ∂C(R) around Q 0 = Q 0 with τ (Q 0 ) = k. This completes the proof.
The Fatou vector corresponds to 0 < τ(Q A ) < ∞ on 0 < A < 1/9. In terms of Fatou vectors, Proposition 6.3 can be expressed as follows.
Proposition 6.6. The stretching ray R(k) in R 0 with Böttcher vector k ∈ N lands at a map Q ∈ P er 1 (1)∩∂C(R) with τ (Q) = k. Conversely, any Q ∈ P er 1 (1)∩∂C(R) with τ (Q) = k ∈ N, is the landing point of the ray R(k).
The "limit" of R(k) as k → ∞ is also a stretching ray
which is equal to P er
6.3. Stretching rays with irrational Böttcher vectors. In the following two subsections, we show the non-landing part of Theorem 6.1. By qc-deformation of Böttcher vectors along S ρ ∩ R 0 just like the proof of Proposition 6.5, we can show the unique existence of the stretching ray in R 0 with a given Böttcher vector η > 0.
We denote it by R(η).
The proof is an application of the parabolic implosion analysis; see [D] , [La] , [Sh] or [W] . First we prepare some notions from the theory of parabolic implosion. The following lemma, a consequence of a direct calculation, assures the existence of the Fatou coordinates for Q A, .
Lemma 6.7. Let β ± QA, be the fixed points of Q A, bifurcating from β QA and let ρ ± ( ) be their multipliers. Then we have
So, let φ P,± be the Fatou coordinates of P ∈ R 0 , close to P er 1 (1) ∩ ∂C(R), normalized by φ P,± (c ± (P )) = 0. They are continuous up to P er 1 (1) ∩ ∂C(R). After perturbation, the gate between two fixed points β ± P is open and the incoming Fatou coordinate φ P,− can be regarded also as an outgoing Fatou coordinate φ P,+ and vice versa. Thus φ P,+ and φ P,− differ only by an additive constant. We call this differenceσ(P ) = φ P,+ (z)−φ P,− (z) the lifted phase and its class σ(P ) = [σ(P )] in C/Z the phase of P . Since all mappings are symmetric with respect to the real axis, the lifted phase is always real. Roughly speaking, minus the lifted phase is the time needed for the orbits of P to pass through the gate. 
We may assume P n tends to some Q ∈ P er 1 (1) ∩ ∂C(R) by taking a subsequence if necessary. Then it follows that Q k (c − ) ≥ c + , which is a contradiction. This completes the proof.
We also define, for Q ∈ P er 1 (1) ∩ ∂C(R) and forσ ∈ C, the Lavaurs map g Q,σ : Lemma 6.9. Suppose P n ∈ R 0 satisfies P n → Q ∈ P er 1 (1) ∩ ∂C(R) and σ (P n 
Proof. By the continuity of Fatou coordinates up to P er 1 (1) ∩ ∂C(R), we have
locally uniformly on B Q . This completes the proof.
Since, in our case, K(Q) is symmetric with respect to the real axis, connected and locally connected, its image in the repelling Fatou coordinate does not intersect the real axis. Then it follows that g Q,σ (± √ A) ∈ C−K(Q) for realσ. Hence, we can define the Böttcher vector η(Q, σ) with phase σ ∈ R/Z also for Q ∈ P er 1 (1)∩∂C(R):
It depends only on the phase and not on the choice of lifted phase because
Note that this definition depends on the choice of Fatou coordinates. In fact, if we add some constants to them, this changes the phase. This causes some difficulty in the next section. We define the σ-impression I η (σ) of R(η) by the set of points Q ∈ P er 1 (1) ∩ ∂C(R) such that there exists P n ∈ R(η) satisfying P n → Q and σ (P n 
Lemma 6.10. Suppose P n ∈ R 0 satisfies P n → Q ∈ P er 1 (1)∩∂C(R) and σ (P n 
Proof. By Lemma 6.9, for any liftσ of σ, there exists a sequence
Here we use the fact that ϕ Pn → ϕ Q locally uniformly in C − K(Q).
In the next section, we will prove the converse inclusion. Generally speaking, η(Q, σ) depends on σ. But we have
Proof. Suppose R(η) lands at Q. Then Lemma 6.8 says that, for any σ ∈ R/Z, there exists a sequence P n ∈ R(η) tending to Q and satisfying σ(P n ) = σ. By Lemma 6.10, it follows that η(Q, σ) = lim n→∞ η (P n 
This proposition is key to the proof of Theorem 6.1. Let In terms of the Lavaurs map, the Fatou vector is also written by
which easily follows from the definition. Now we can see the geometric meanings of τ (Q) and η (Q, σ) . That is, τ (Q) is the difference of g Q,σ (± √ A) in the repelling Fatou coordinate, while η(Q, σ) is their difference in the ζ Q -coordinate.
Proof. Since ψ Q is conformal, we have only to show the relation on the equator R/Z. Note that τ (Q) does not depend on σ while η(Q, σ) generally depends on σ. However, Proposition 6.11 assures its independence of σ if R(η) lands at Q. If we change σ, the positions of gσ(± √ A) in the repelling Fatou coordinate are translated according to that change. Nevertheless, their difference in the ζ Q -coordinate does not change. We can take σ arbitrarily. So we conclude that, if two points on the real axis of the repelling Fatou coordinate have difference τ (Q), then their images by ζ Q • φ Proof of Theorem 6.1 (irrational case). Note that we have not used the assumption that η is non-integral so far. Suppose η is irrational and R(η) lands at some Q ∈ P er 1 (1) ∩ ∂C(R). By using Lemma 6.12 recursively, we have has an attracting Fatou coordinate in the sector S − = {w ∈ C | Re(w − b − ) > −|Im(w−b − )|} for some b − ∈ R (cf. [Sh] ). Thus the immediate basin of β Q contains, locally at β Q , a sector region with angle 3π/2. Then J(Q) = ∂B Q cannot be smooth at β Q , consequently at all its preimages densely distributed on J(Q). Thus the case of irrational Böttcher vectors in Theorem 6.1 is proved.
Remark 6.13. The Fatou vector is defined also for complex cubic polynomials with parabolic cycles. In [W] she conjectured that no complex stretching ray accumulates at points in P er 1 (1) with non-real Fatou vectors and gave examples of Q and σ with non-real Böttcher vector η(Q, σ).
6.4. Stretching rays with rational Böttcher vectors. In this subsection, we consider the case of non-integral rational Böttcher vectors. We begin with a notion of the radial Julia set for a rational map f .
Definition 6.14 (cf. [Mc, Section 2] ). The radial Julia set J rad (f ) of a rational map f is defined as follows. First, p ∈ J(f ) belongs to J rad (f, r) if for any > 0, there exists a neighborhood U of p and n > 0 such that the diameter diam(U ) of U is less than and
is a homeomorphism. Then set
J rad (f, r).
We call a rational map f geometrically finite if every critical point on the Julia set J(f ) is preperiodic (cf. [Mc, Section 6] ). Note that each map Q ∈ P er 1 (1) ∩ ∂C(R) is geometrically finite. For a geometrically finite rational map, we can describe the complement of J rad (f ) in J(f ). 5/2 , whereas the area of the round disk is equal to π(k )
2 . This holds also for any point on the backward orbit of β Q , which contradicts Theorem 6.18. This completes the proof of Theorem 6.1.
Remark 6.20. Milnor pointed out that, in the family of real biquadratic polynomials P a,b (z) = (z 2 + a) 2 + b, a, b ∈ R, the stretching ray b = a has Böttcher vector 1/2 and lands at (1/4, 1/4). But this seems to be an exceptional case, because P a,a is the second iterate of the quadratic map p a (z) = z 2 + a.
Accumulation sets of stretching rays in R 0
In this section, we will characterize the sets I η (σ) and I(η) in terms of the Böttcher vector map η (Q, σ) . Note that the map η(Q, σ) and the set I η (σ) depend on the choice of Fatou coordinates. Theorem 7.1. I η (σ) = {Q ∈ P er 1 (1) ∩ ∂C(R) | η(Q, σ) = η}.
As a corollary, we have Corollary 7.2. R(η) accumulates Q if and only if η ∈ η(Q, R/Z). Consequently, for any Q ∈ P er 1 (1) ∩ ∂C(R), there exists at least one stretching ray accumulating Q.
Milnor found, in the pictures of non-landing stretching rays, that their oscillation is extremely regular and suggested the problems whether the set I η (σ) is a single point and whether it depends continuously on η and σ; see Figure 2 . Considering Theorem 7.1, these are true if and only if the map Q → η(Q, σ) is monotone increasing for any σ. The proof of Theorem 7.1 relies on the following. 
