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如“My car drinks gasoline”（我的汽车喝汽油）中“喝汽油”就是一种异于常
规的超常搭配，而这样一种超常搭配现象构成了隐喻表达的一个重要组成部分。 
    本文对隐喻语言中的异常搭配现象进行了研究，提出了基于实例的汉语语义
超常搭配识别的计算模型，并完成了系统实现。在此基础之上将汉语语义超常搭
配识别模型应用到汉语隐喻识别系统当中，取得了较好的效果。 
    本文的研究工作主要包括以下几个方面： 
    1. 隐喻及汉语语义超常搭配计算研究背景分析及相关研究综述。介绍了汉
语语义搭配及隐喻识别现有计算思想和方法，并在此基础上分析了几种方法之间
的差异和优劣。 
    2. 超常搭配的语言学分析。从语言学的角度对汉语超常搭配进行全面的分
析和总结，给出了超常搭配的定义，对常见的超常搭配现象进行了分类，并详细
讨论了超常搭配的语言与认知特征。 




























Metaphor, an ordinary everyday phenomenon of language use, has become the 
focus of mind and language mechanism. The comprehension of metaphor by machine 
will be a bottleneck problem in natural language understanding and machine 
translation. Therefore, great attention has been paid to computational mechanisms of 
metaphor within the last few decades. 
This paper researches on classified recognition of unconventional semantic 
collocations, which is one of most important types of metaphor recognition. Proposed 
an example-based classified recognition model of unconventional semantic 
collocations, and achieved a Chinese Metaphor Recognition System. 
Our research includes the following aspects: 
1. Introduced the background and significance of our research. And made a 
summarization of existing research results in this field, including semantic 
collocation and metaphor recognition. 
2. Made the semantic analysis and introduced the definition, classification and 
characteristics of unconventional collocations. 
3. Proposed the example-based classified recognition model of unconventional 
semantic collocations. Introduced the basic idea of this model, and the method 
of constructing the semantic example model bank. As were as given the 
experimental results of precision and recall. 
4. The application of semantic unconventional collocations used in Chinese 
metaphor computation. Introduced the Metaphor Role Dependency Schema, 
the construction of Chinese Metaphor Corpus, the embedded tree matching 
algorithm based on metaphorical dependency structure, and the design of 
Chinese Metaphor Recognition System. 
    Our research of semantic unconventional collocations is a good innovation, and 
according to the experimental results, shows that the method is feasible. 
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器翻译的效果就不会提高（周昌乐，2003，2007；Zhou et al.，2007）。 
    对隐喻的研究可以追溯到古希腊的亚里士多德。他提出的对比论和替代论一
直影响着修辞学领域的隐喻研究。但他仅将隐喻看作是词语层次的一种修辞方
式，将隐喻的功能看作是一种附加的、可有可无的“装饰”，缺乏对隐喻本质的
认识和阐述（周昌乐，2007）。20 世纪 30 年代以来，Richards 和 Black 分别
从修辞哲学和结构主义语言学角度提出了隐喻的互动理论学说（束定芳，2000），
把隐喻的研究推向了句子层面，指出隐喻的理解过程涉及本体概念和喻体概念之
间的互动过程，为后续认知语言学派的隐喻研究打下了理论基础。20 世纪 80 年













































































    关于汉语隐喻识别方面的研究目前语言学上主要有：基于语料库的识别规范















    第一步，通过搜索引擎，搜集各个领域语料。设定一个领域的关键字列表，
利用 OR 和 AND 逻辑操作符，组成一个查询语句。通过搜索引擎从 Internet 中
收集具体领域的语料库，然后利用英语语义分析器 apple pie parser（APP）分析
















    第二步，获取领域的特征谓词。由于从一个领域中获得每一个动词的选择优
先需要的时间复杂度过高，在 CorMet 中， Mason 退而求其次，采用事先从语料
库中获取一个重要动词的子集的方法。根据语料库中各词干在所有词干中的比率
与通用的频率词典进行比较，相对频率高的那些动词词干即为领域特征谓词。比
如在实验室领域（LAB），动词 vapor 在领域语料中的出现频率为 0.0007，在通
用英语频率词典中的频率为 5.2e-07，从而得到 vapor 的相对频率为 1325.237，这
表明 vapor 出现在 LAB 领域的概率远远高于一般的领域。根据相对频率，CorMet
取前 20 位的动词词干作为领域的特征谓词，如实验室领域 LAB 和金融领域
FINANCE 的领域特征。 
    谓词词干分别为{oxidize， sulfate， fluorine， vapor， titrate， adsorb， 
electroplate， valence， atomize， anneal， sinter， substitute， compound， hydrate， 
frit， ionize， deactivate， intermix， halogenate， solubilize }和{amortize， 
arbitrate， labor， overvalue， outsource， escrow， repurchase， refinance， 
forecast， invest， discount， stock， certify， bank， credit， yield， bond， 
rate， reinvest， leverage}. 






P(c)表示 Wordnet（Miller，1990)中节点 c 及其后继节点的出现概率，P(c|p)表示
概念 c 出现在动词 p 各个格位上的概率。 
                 （1.1） 
                              （1.2） 















的选择优先表示为一个四元组（verb，case，node，A），表示 Wordnet 节点 node
出现在东西 verb 的格位 case 上的选择优先度为 A。这样，一个谓词 verb 在格位
case 上的选择优先可以由一个向量来表示，其中的元素对应于 WordNet 中相应
节点与它之间的选择相关。然后利用 近邻 knn 聚类分析算法对这些节点进行聚
类，得到可以表示该领域的各类特征概念聚类，并记录支持各个概念类的谓词集。 
    第四步，确定概念转移方向.CorMet 利用极性（polarity）来确定两个概念在
隐喻句中的成分，极性表示两个概念或领域之间概念转移的方向和数量。当一个
概念在某个领域的语言特性被应用于在其他领域的另外一个概念时，极性就变为
非零。如果一个概念 a 适用的动词同样应用于概念 b，而有些 b 适用的动词在 a
中不适用，则称 a 为喻体（源）概念，b 为本体（目标）概念。CorMet 给出了计
算极性的详细算法。 
    后，CorMet 还给出了一个映射的评判标准，其中包括支持谓词个数、极
性值及同现的映射数，后面这个标准主要考虑到映射的系统性。 











































α 或者 β  α 或者 β  










                         隐喻回路： omm vvvv 124o1 αθβ 和 mmo vvvv 243m2 θβα  
图 1.1 隐喻网络 
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