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Abstract 
For a unique factorization of a matrix B, the effect of sparsity or other structure on 
measuring the sensitivity of the factors of B to some Change G in B is considered. In par- 
ticular, norm-based analyses of the QR and Cholesky factorizations are examined. If B 
is structured but G is not, it is shown that the expressions for the condition numbers are 
identical to those when B is not structured, but because of the structure the condition 
numbers may be easier to estimate. If G is structured, whether B is or not, then the ex- 
pressions for the condition numbers tan Change, and it is shown how to derive the new 
expressions. Cases where B and G have the same sparsity structure occur often: here, for 
the QR factorization an example Shows the value of the new expression tan be arbitrar- 
ily smaller, but for the Cholesky factorization of a tridiagonal matrix and perturbation 
the value of the new expression cannot be significantly different from the value of the old 
one. Thus taking account of sparsity tan show the condition is much better than would 
be suggested by ignoring it, but only for some classes of Problems, and perhaps only for 
some types of factorization. The generalization of these ideas to other factorizations is 
discussed. 0 1998 Elsevier Science Inc. All rights reserved. 
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1. Introduction 
For any unique factorization of a matrix B, for example the QR factoriza- 
tion of full column rank B when R is Chosen to have positive diagonal elements, 
we will be interested in how sensitive the factors are to changes in B. Recent 
work by Chang [l], (see also [2-7]), gave an approach to finding and analyzing 
exact expressions for the condition numbers of such factorizations. 
This approach is ideal for taking account of sparsity and other structure in 
the original matrix B and the Change to B represented by G. This Paper will at- 
tempt to clarify the basic ideas and produce initial meaningful results in this 
area. 
Before proceeding it is important to be clear about the terminology we use. 
Here a ‘condition number’ will always come from an inequality for which 
equality tan be attained. Thus for any given matrix B having a unique factor- 
ization, the condition number of some factor of B with respect to the factoriza- 
tion will come from an inequality whose upper bound is attainable, see for 
example Eq. (6) and its following sentence. So at no time we will use the term 
‘condition number’ loosely. Throughout the text the term ‘structure’ will refer 
to any known structure in a matrix, including any form of sparsity known a 
priori. If the sparsity of a matrix has some very regular structure, for example 
band form, we will either use the Standard name, or refer to it as structured 
sparsity. Thus structure is the most general term, sparsity more specific, and 
structured sparsity still more specific. We will show how to handle element 
structure (by which we mean that some equality relationships involving ele- 
ments hold, as for example in Toeplitz matrices), general sparsity, and struc- 
tured sparsity in finding, and sometimes analyzing, condition numbers. 
The simplest approach to the sensitivity analysis of a unique factorization of 
B appears to be to consider the factorization of B(t) - B + tG, and to take the 
derivative with respect to t of some matrix equation at t = 0 in Order to relate 
the derivatives of the factors to the derivative & = G, see for example the para- 
graph containing Eq. (4). We will use this approach. 
There are then two main objects whose structures are important in this anal- 
ysis, B, and B = G. Keep in mind these have different possible effects: 
Structure in B -) structure in the factors of B, 
Structure in 8 = G + structure in the derivatives of the factors. 
The case of structured B but unstructured G is straightforward: B+tG has no 
element or sparsity structure for t > 0, so its factors, and their derivatives even 
at t = 0, have no more structure than those in the unstructured case, so we sus- 
pect in general the expressions for the condition numbers will be identical to 
those for unstructured B. We will see for the QR and Cholesky factorizations 
that the expressions for the condition numbers of the upper triangular factor R 
X-W. Chang, C. C. Paige I Linear Algebra and its Applications 284 (1998) 53-71 55 
do not Change, but the values of these expressions may be easier to estimate 
compared with the unstructured case. The same observations apply to other 
factorizations in [l-7]. 
When G has structure we will see the expressions for the condition numbers 
will usually Change. This again applies to other factorizations in [l-7]. We will 
show how to take account of element structure or general sparsity in deriving 
the new condition numbers. 
One of the most common cases of structured G is where B and G have relat- 
ed structure. This tan arise when we consider meaningful physical changes, for 
example a Toeplitz Change in Toeplitz B. It tan also arise when G corresponds 
to the equivalent backward rounding error term resulting from a numerically 
stable finite precision computation for a sparse B, see for example [8]. Cases 
like this where B and G have related sparsity lead to considerable changes in 
the expression for the condition number, and by using simple examples, we 
show how to take account of such cases to derive the new condition numbers. 
Two questions then arise: Can these new condition numbers have significantly 
different values from the condition numbers for unstructured perturbations? 1s 
it worthwhile going to the extra effort of taking account of sparsity? 
To resch meaningful conclusions here, among all the available sparsity pat- 
terns, we examine very simple Problems having as much sparsity and structure 
as possible while remaining nontrivial. For if we obtain no significant advan- 
tage in a very sparse and structured case, we cannot expect advantages in more 
complex cases (that is, cases closer to the general unstructured case). In the QR 
factorization B = QR where B exhibits an important practical sparsity Pattern 
(see Eq. (9)) leading to upper bidiagonal R, and G has the same sparsity Pattern 
as B, we show the condition number for R which takes account of this structure 
tan be arbitrarily smaller than that which does not. For the Cholesky factor- 
ization A = R*R of tridiagonal A (again leading to upper bidiagonal R) with 
a tridiagonal perturbation M, we prove the improvement in value of the new 
condition number for R tan never be great (see Eq. (22)). This suggests for less 
sparse A and M, such as band A and M, and perhaps even for generally sparse A 
with M having the same envelope, for the Cholesky factorization the value of 
the condition number for R will not be improved much by taking account of 
the sparsity in M. 
In Section 2 we will give a short motivation for examining the sensitivity of 
factorizations, introduce a practical structured sparse Problem of the type we 
will use later as an example, and present some notation. In Section 3 we 
examine the QR factorization of full column rank B, treating a practical 
form of sparse B with a sparse perturbation in Section 3.1. Section 3.2 uses 
the QR factorization to illustrate how in general we tan handle some other 
perturbation structures. In Section 4 we examine the Cholesky factorization 
of symmetric positive definite A, treating structured A in Section 4.1, 
structured A with a structured perturbation in Section 4.2, and commenting 
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on our findings in Section 4.3. We give some Overall thoughts in Section 5. Ap- 
pendix A contains a somewhat long proof of Eqs. (20) and (21) which are re- 
quired in Section 4.2. 
2. A practical example of structure 
Sensitivity analysis of factorizations is important for at least two reasons. It 
is important when the factors have some meaning in their own right, and also 
where the analysis is useful as part of a larger analysis, for example in explain- 
ing the high accuracy of some computations. We give a simple example of the 
former that will also show why we might want to examine the sensitivity of fac- 
torizations of sparse and structured matrices. Consider the estimation Problem 
in which we know y and full column rank B so that 
y = Bx + u, b(u) = 0, @IU~) = cr?, 
where u is an unknown noise vector and GF(.) denotes the expected value. If we 
obtain the QR factorization of B 
B = QIR, QTQl = 1, R upper triangular, 
then solving R_? = QTy gives the best linear unbiased estimate (BLUE) X of x, 
and 
R&‘{ (X - x)(i - x)~}R~ = ~~1, 
so o-‘R is the factor of [&‘{ (X - n)(x - x)‘}]-’ , which has sometimes been called 
the “information matrix”. This is important in its own right, and we are inter- 
ested in how changes in B affect R. 
There is a large class of Problems of this form that have a great deal of struc- 
ture, see for example [9,11]. Suppose we have a discrete Kalman filtering prob- 
lem (because of the form of the noise vectors uk and rk, this is a restricted 
formulation designed to keep the illustration simple) 
Yk = ckxk +  uk, @uk) = 0, C%(uk#;) = $1, 
xk+l = -bJk + uk, &(Uk) = 0, C?(uku;f) = g21, (1) 
for k= 1,2,..., with uncorrelated noise vectors. The yk are known, and we 
want to estimate the xk. This becomes a linear least squares Problem 
y=Bx+u with yT-(y~,OT,y~,OT ,... ), x’-(xf,xT ,... ), and uT=(#T,uT, 
~2, ~2,. . .), which we tan solve via the QR factorization B = Q,R, where 
B, and the resulting factor R of the ‘information matrix’ have the block 
structure 
U_x)a=+~ - “Ilxll PUR ‘W xemD anlm le@?u!s lsa%eI ayl 
‘zllx(l alz am II!M aM SULIOU ayL .loyDaA %UOI auo OJU! 3 30 )led .n?@?ue!~) 
.xaddn ayl30 suunyo~ ayl Ouyw~s Aq pawo3 lol3an aql sr auo puom ayL 
Qaddn,, salouap ‘,n,,) auyap aM ‘asayl q)!~ .LLI 30 sluaura 
-Ia f wy ayl30 lopan ayl <!;3 Aq alouap ‘U,U~ 3 [“3 ‘ . . . ‘131 E (%) E 3 xyeuI 
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It was shown in [7], and it is easy to see that elements (1,l); (1,2), (2,2); 
. . ..(l.n),(2,n) ,... , (n, n) give, in that Order, the n(n + 1)/2 equations 
2, . vec(k) = 2, vec(QTG), z, SE 
rz . . 
rT n rT 
rT n r2 
L 
. . 
rT n 
with rj being the jth column of R. But fi must be upper triangular, so removing 
the strictly lower triangular elements of ri and the corresponding elements of 2, 
on the left gives 
WR . uvec(i) = ZR . vec(QTG), 
r11 Y_- r12 rll r12 r22 
. . . 
rh r11 
rh r2n r12 r22 4----_- . . . rh rzn . r,, 
(5) 
This has a unique solution, and since ]]uvec(ri)](, = ]Iz& etc. 
(6) 
For general G, QTG and therefore vec(QTG) may be Chosen arbitrarily in 
vec(@ = W,-‘Z,vec(QTG). So for any B, the upper bound is attainable, and 
]] Wi1ZRI12 is the condition number (using this choice of norms) for the R factor 
with respect to ]]QTG]jF, which measures that part of the perturbation lying in 
W(B), the range of B. For general B, as far as we know, it is expensive to esti- 
mate ]( W;‘ZRI12 d irectly. So the following upper bound on 1) W;1ZRI12 was ob- 
tained in [7]: 
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where D = diag( Si) and cc E maxl G i<j ( ,, j 6 /Si. Notice v%*(B), the best of the 
earlier known upper bounds on the condition number of R in the QR factor- 
ization (see [10,12]), is an upper bound on this (corresponding to D = 1 in 
the above). In practice we do not seek the infimum, but choose D to equilibrate 
the rows of R as far as possible while keeping CD < 1, then use Standard condi- 
tion estimators to estimate x2(De1R). This tan be done cheaply. For such a 
choice of D, experiments in [7] suggest that J--- 1 + &c2(D-‘R) is a good approx- 
imation to 11 W;‘ZRIIZ. 
When G has some structure, we usually cannot choose a G such that the up- 
per bound in Eq. (6) is attained. Unfortunately the above approach (from [7]) 
does not generalize successfully to such structured Problems. So now we re- 
place @R-in Eq. (4) by B, and obtain 
RTk + kTR = B=G + GTB, 
W . uvec(i) = 2. vec(G), 
where with the Same WR as in Eq. (5) 
bT 
b; b; 
b2 
w= WR, Z=Z,= . . . 
bn bT 
b; b; 
. 
Again this has a unique Solution and 
(7) 
(8) 
II4IF 
m 6 Ilw-1zl12f$. 
2 2 
Once again for any structure or sparsity in B, we tan choose unstructured G 
such that the upper bound is attained. Thus (( W-‘Zl/, tan be regarded as the 
condition number for the R factor (but now with respect to the full perturba- 
tion [[GI&) for unstructured perturbations in B, no matter what sparsity or 
structure B has. 
When structure in B leads to structure in R (for example band R), then both 
the condition numbers 11 W,F~Z~II~ and 1) W-‘ZII, may be estimated more cheaply 
tban when R has no sparsity. 
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The applications of this approach to [l-7] also lead to well-determined equa- 
tions similar to the form of Eq. (8). Whenever we meet this form it is clear that 
whatever structure B has, if G is unstructured so the vector on the right-hand 
side tan be Chosen arbitrarily, then the above remarks on the condition number 
will also hold. 
But in general if the perturbation G is sparse or otherwise structured, then 
we cannot usually choose G to achieve the upper bound, and the condition 
number in a case of unstructured G becomes an upper bound on the condition 
number for the case of structured G. However the new approach Eq. (8) to the 
QR factorization does generalize to the case of structured G. We first illustrate 
this with an interesting and practical example where B and G have the same 
sparsity. The ideas are simple, and should be easy to apply to any similar anal- 
ysis dealing with sparse or otherwise structured perturbations, whether B is 
structured or not. 
3.1. The QR factorization for B and G with the same structured sparsity 
Suppose (2n - 2) x n B has the structure (illustrated here for n = 4) 
bz2 
b32 
h b43 
b53 
ba 
(9) 
and that G has the same structure. Such structures arise naturally in Kalman 
filtering Problems, as tan be seen by taking the vectors &, yk, uk and vk to be 
scalars in Eq. (l), see Eq. (2). Because of the structure, R(t) in Eq. (3) and so 
k(t) will be upper bidiagonal, and Eq. (7) will be tridiagonal, so we need 
only include the (1,l) element, and for j = 2, . . . , n elements (j - 1, j) and 
(j,j), in deriving the new version of Eq. (8). That is in Eq. (8) we tan drop 
all but row 1, and for j = 2,. . . , n rows j(j + 1)/2 - 1 and j(‘j + 1)/2. We 
also drop each column of W corresponding to elements of uvec(@ which 
are necessarily zero (so we drop the same columns as rows above), and drop 
each column of Z corresponding to elements of vec(G) which are necessarily 
Zero. 
Thus we obtain the reduced System, (“ub” denotes “upper bidiagonal”), 
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WS. ubvec(k) = Ws 
hl 
kl2 
+22 
i13 
+33 
i34 
f44 
- zs 
g11 
IT21 
g22 
g32 
g42 
g43 
g53 
g63 
&l 
(for the n = 4 case of course) where 
I rl I r12 r1 I 
w, = 
n2 r22 
r23 r22 
r23 r33 
r34 r33 
r34 r44 
: 
hl h 
bz bz1 
bz2 bz h2 
z, = h3 h 
(10) 
(11) 
h3 bs3 ba 
bu ba 
be4 J 
It follows that 
and it is clear that the allowably nonzero elements of G may be Chosen to 
achieve the upper bound, so this is a condition number for this structured prob- 
lem. Here we tan estimate 11 W;‘ZSII~ in O(n) flops. 
It tan be shown via Eq. (A.3) in the Appendix that Ws-‘Zs is a submatrix of 
a row and column Permutation of W-‘Z (the proof is not trivial, but noting WR 
and W, in Eq. (A.3) are just W = WR and Ws here helps), so 
II &-‘-%ll~ < II W-‘Zll,. Th’ 1s suggests the new condition number 11 W;‘Zsl12 is 
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an improvement on (1 W-‘ZII,. We tan give simple examples to Show this im- 
provement tan be significant, for example 
B= 
10-8 
1 1 
10-4 
10-4 10-4 
10-4 
1 1 
ll VZsll2 = 1.0000, I)W-‘ZII, = 1.4142 x 104, 
IIW$-‘ZRIIz = 1.4142 x 104, d&(B) FZ 2.8284 x 104. 
3.2. Other forms of structure 
We briefly indicate how to handle other structures in the perturbation G. 
Suppose in Section 3.1 we are interested in how changes in just one element 
of B, for example bz, -+ bz1 + ty, affect k. From Eq. (10) we see 
ubvec@) = WsrZse2y, and we not only have the easy-tocompute condition 
number 11 Ws-‘ZsezII,, but we also have the rates of Change for individual ele- 
ments. We tan handle this case for unstructured B in Eq. (5) similarly. Such 
results may not be new, but it is nice to see how easily they fit into the approach 
here, and take account of any structure in B too. 
It is obvious how this extends to handling possible changes in any number of 
selected elements of B. In the structured case Eq. (10) we just eliminate those 
columns of Z, which correspond to zero elements in the g vector, that is corre- 
sponding to unchanging (nonzero) elements of B, giving Z!?, and the new con- 
dition number is IlW;‘~112. 
This approach also allows us to handle element structure in G easily. Here is 
a simple illustrative example. In what is called the constant coefficient case in 
Eq. (l), Ai = A2 = . . ., and C1 = C, = . . ., and in our n = 4 example Eq. (9) 
we would have bz2 = b43 = bu = - 1 with no error, bi1 = b32 = b53 = c say, 
and bz1 = b42 = be3 = a say. If we are only considering changes in the coeffi- 
cients a and c, a meaningful G would then have g22 = g43 = gw = 0, gll = 
g32 = gs3, and g21 = g42 = g63. The condition number is then 11 Ws’Z,[el + e4 
+e7, e2 + es + 4 112, which is easy to compute, even in the case of general n. 
4. The Cholesky factorization 
Let A E R”‘” be a symmetric positive definite matrix. Then A has a unique 
Cholesky factorization A = RTR, where R is an upper triangular matrix with 
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positive diagonal entries. If A = BTB in Section 2 or 3, the R here is identical to 
the R there. 
Suppose M is symmetric and ]1M1]2 < Omi”(A), the minimum Singular value 
(here eigenvalue) of A. Then A + tM is still symmetric positive definite for 
(tl< 1 and has a unique Cholesky factorization 
A(t) E A + tA4 = R(t)TR(t). (12) 
Here A(0) = A and R(0) = R. Write A’ 5 {$A(t)},=, = M and R = {$R(t)}l=o 
= l?(O). Differentiating Eq. (12) with respect to t at t = 0 gives 
A’=R~R+IPR=A~. (13) 
It was shown in [6] (and it is straightforward to see via the argument following 
Eq. (4)) that the upper triangle of Eq. (13) tan be written as a linear equation 
whose Solution is the vector of upper triangular elements of & 
WR . uvec(R) = D. uvec(M), (14) 
where WR has the same form as that in Eq. (5), and 
D = diag(4, 1, &, . . . , 1, . . . , 1, in) E [W(“(“+‘))‘2x(n(n”))‘2. 
For a norm-based analysis, we tan multiply by 
fi = diag(2, &, 2,. . . ,,$, . .L’ TI?,?) E [W(n(nf1))‘2x(n(n+‘))‘2 
2 n 
on both sides of Eq. (14), and define F& = fiFI$ and b = bD, to obtain 
WR . uvec(k) = D . uvec(M), (15) 
where, IluW@l12 = Il% and /Ib. uvec(M)l, = ]]A4]IF. Then since uvec(@ = 
W;‘[D. uvec(M)] and ]]A]]2 = IIRTRI12 = IIRlf2, we obtain 
!!!!!E <Q(A)- IWIIF 
IIRll2 IIAll2 ’ 
(16) 
where 
Q(A) = llCiiR’ll2l1Rll2~ 
Since it is clear that for any symmetric positive definite A, symmetric M # 0 
tan be Chosen to give equality in Eq. (16), IG-(A) is the condition number (for 
the choice of norms in Eq. (16)) for the Cholesky factorization. In [6] the fol- 
lowing bounds on rc~(A) were derived: 
; K;/~(A) <W(A) 6 +p(A), (17) 
Q(A) < ~>~K~(D-‘R)Q(R). (18) 
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In proving the lower bound in Eq. (17), IJR-’ j12 < 11 WR’ )12 was used, since RT 
is at the bottom right-hand corner of lower triangular IJ+,. The expression 
rc,(A)/fi in Eq. (17) was derived in [12,10], and was then the best of the 
known estimates for the condition of the Problem. It tan be seen from 
Eq. (18) that if the ill conditioning of R is mostly due to the bad scaling of 
the rows, then correct choice of D tan give q(D-‘R) very near one, and 
Q(A) will be close to the lower bound i r~i’~(A) since K~(R) = K:‘~(A). 
4.1. Cholesky factorization with structured A but unstructured M 
Note from the previous Paragraph that for unstructured symmetric perturba- 
tions M, Q(A) E 11 fit’ ~~2~~R~~2 is still the condition number even if A is struc- 
tured. For general A, it is unreasonably expensive to estimate m(A) directly, 
so we estimate the upper bound in Eq. (18) instead. This tan be done cheaply, 
and usually gives a reasonable approximation to kc (A). But if A is structured so 
R is too, then the estimation of J+(A) might not be difficult, and approximation 
techniques may not be necessary. We tan see this from examining the case of 
sparse A. It is known that RT has the same lower envelope as A, that is, if in the 
following diagram the lower triangle of A has nonzero elements denoted by *, 
then RT tan only have nonzeros in the indicated region (envelope) 
* 
* 
P--LZ?J 
* * 
* 
* * * 
If A has small envelope, for example band, then R will have many Zeros, PR 
will have many more zero elements, and KC(A) = 11 PR1 ~~2~~R~~2 will be easier to 
estimate. 
4.2. Cholesky factorization with structured M 
If the perturbation M has a fixed structure, then uvec(M) will not be fully 
general in Eq. (14), and Q(A) may no longer represent the condition number 
for the factor R. A common example is where A is sparse and M has the same 
envelope as A. This is true for instance if M is the equivalent backward round- 
ing error term resulting from finite precision computation of the Cholesky fac- 
tor, for in this case the computed factor R satisfies [8] (Thm. 10.3, p. 206) 
A+M=fiTü, IM\ 6 ~lk~I/fiI, E = (n + l)u/[l - (n + l)u], 
where u is the unit roundoff. Since RT has the same lower envelope as A, M here 
has the same envelope as A. 
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We will show here how to derive new condition numbers in such cases. In 
fact, now some elements of uvec(k) and uvec(M) in Eq. (15) are necessarily ze- 
ro, so we tan drop the corresponding columns in the related matrices in 
Eq. (15). Also we drop the equations that come from elements outside the (up- 
per) envelope in Eq. (13), to give (“E” and “env” denote “envelope”) 
tir . uenv.vec(ri) = & . uenv.vec(M), 
where we give an example to illustrate this shortly. Again, diagonal scaling has 
been Chosen to ensure @r . uenv.vec(M)II, = IIMIIF, so that 
!!!s <K&A)-. IIMIIF 
IPll2 II42 
Obviously the allowably nonzero elements of M may be Chosen to achieve 
the upper bound, so (for this choice of norms) 
QE(A) - 11 “E-’ ~~2~~R~~z 
is the condition number for this structured perturbation Problem. 
When A is tridiagonal, rij = 0 for j > i + 2, i.e., WR in Eq. (14) becomes 
w, 
r12 r11 
r12 r22 
r1 I 
r23 r12 r22 
r23 r33 
. 
rI2 r22 
0 1 r23 r33 
L_- 
. 
rnn 
If the perturbation M is also tridiagonal, then in Eq. (13) uvec@) and 
uvec(M), we see for i = 1, . . . , n - 2 that kij = mij = 0 for j 3 i + 2. Therefore 
in Eq.(14), for i=3 ,..., n and j=l,..., i-2, we tan discard rows 
t (i - 1)i + j of uvec(ri) and uvec(M), also rows and columns 4 (i - 1)i + j of 
WR and D. The perturbation Eq. (14) then becomes (“ub” denotes “upper bidi- 
agonal”) 
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Wa . ubvec(@ = DE . ubvec(M), 
where W, E R(2"-1)"(2"-1) has the form 
rll 
rl2 r22 
r23 r22 
r23 . 
(19) 
DE = diag(l/2,1,1/2,1,1/2,. . . ,l, 1/2) E lR(2”-1)x(2”-‘)~ 
ubvec(C) = [c~I, ~12, ~22, . . . ) Ci-l,i, c,i, . . . , cn-l.n, cnnIT E R2n-1 
for any C = (Cij) E Rn”“. Because of this structure in WE, the condition number 
~44 = llW~‘l1211~l12 = II(&V~)-~ll~ll~ll~ with & = di42, d%2, d%. . . , 
fi, 2) tan be estimated in O(n) flops, and no further approximation techniques 
are required. 
We want to know if structure tan significantly improve our measure of sen- 
sitivity. That is, tan we have ~ca(A) « JG+), meaning 11 F@i’ 112 « Ij@;’ l12? We 
examine the tridiagonal case closely here, for if we obtain no significant im- 
provement for this very sparse and structured case, we cannot reasonably ex- 
pect significant improvement for less sparse or structured cases. Since WE (or 
WE) is obtained by deleting the columns and rows of WR (or I&) which have 
the same indices, we certainly have 1) Wfl 112 < 11 W;'j12 (or 11 fi<’ 112 < (1 Pi1 112>, 
which suggests an improvement. Also we knew IIR-‘j12 6 11 WR' 112, and used this 
in proving the lower bound in Eq. (17). But now we cannot say [IR-’ 112 6
11 W;' 112, sowe might have an even lower bound on G--(A) than in Eq. (17). Un- 
fortunately, neither improvement is significant. Let IIXllu = maxijIx,I, then we 
tan show (see Appendix) 
II Ti-’ IIM = II w ILW (20) 
IV-’ IIM G II KT’ IIW> (21) 
so we cannot get a much better condition number or lower bound. 
In fact from Eq. (20), with F& = 6WR and F@a = & WE, we have 
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-%(A) < fkE(A) < @(A) n(n + 1) (22) 
showing K&) cannot be very much smaller than I+(A). From Eqs. (20) and 
(21) we have 
KCE@) = ll@&fi)-‘l1211Rl12 2 ~I~w~Lll~llRII 2 2 ; II~-%4II~112 
L L 
3 ~11~-111211~112 = &:i2w 
showing that rc~s(A) cannot be very much smaller than the 
Eq. (17). 
4.3. Comments on the sensitivity of the Cholesky factorization 
lower bound in 
So far our thorough analysis for the Cholesky factorization with sparse A 
and M has only been for symmetric tridiagonal A and M. Since this is among 
the most sparse of (irreducible positive definite) matrix forms, and does not 
lead to ~cs(A) being significantly smaller than x~(A), we suspect the Same re- 
sult will hold for all other band or block structures. We have not examined this 
further, however the following fact would appear to be useful in studying this, 
and is of practical use. When A and M are banded with width 2p + 1, lower tri- 
angular F@s is block banded, with block bandwidth p + 1. Then (1 @’ 11 tan be 
estimated in O(n$) flops, and so tan KCE(A), and for small enoughp no further 
approximation will be needed. 
5. Conclusions 
We saw the approach used by Chang [l] for deriving exact expressions for 
condition numbers of matrix factorizations tan also be used to examine the ef- 
fects of structure in the matrices on these condition numbers. Broadly we saw 
that there were two main effects in QR, Cholesky, and related factorizations, 
see for example [l-7]. 
The first effect occurs whenever the original matrix B has some structure, for 
then the factors may have more than the usual structure, and this tan lead to 
the condition numbers being easier to estimate than for the unstructured case. 
This happens because the condition numbers are expressed in terms of the 
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elements of the factors, and possibly of the elements of B. But if the 
perturbation has no structure, then the expressions for the condition numbers 
do not Change. In particular we looked at the Cholesky and QR factorizations, 
and showed if the matrix is structured but the perturbation is not, then the ex- 
pressions for the condition numbers (See [1,6,7]) are unchanged, but in the 
sparse case the condition numbers may be far easier to estimate than in the full 
case. 
The second effect occurs if the perturbation has some structure. In this case 
the expressions for the condition numbers derived for unstructured perturba- 
tions may no longer give the condition numbers of the structured Problem. 
We showed how to take account of element or sparsity structure, or both, in 
deriving the new expressions for the condition numbers. If the present ap- 
proach is used, the comments here and the techniques we exhibited appear 
to be generally applicable to the factorizations in [l-7] and elsewhere. 
Two important cases are where the perturbation has the Same sparsity struc- 
ture as B, which tan occur in examining the effects of perturbations in the 
physical coefficients of some Problem, or where the perturbation matrix has 
the same envelope as B, which tan occur if we are examining the effect of 
rounding errors in the computation of the factorization on the factors. We 
showed how the new condition numbers could be derived for such Problems. 
In these cases the new expressions for the condition numbers tan often be 
estimated directly and efficiently, often obviating the need for the approxima- 
tion techniques that appear to be needed in the full case. Then we examined 
the question: Could the new expressions give greatly improved condition num- 
bers? 
For the QR factorization we gave a practical example of structure in both the 
original and perturbation matrices where the value of the new expression 
for the condition number was never greater than that of the old expression, 
and showed with particular numbers that it could be very much less. This 
is a very encouraging result, showing that factors of certain sparse matrices 
have even better condition than we previously thought. This pleasing result 
might for example extend to the accuracy of the information matrix factor R 
in Eq. (2) for more general Kalman filtering problems. We conclude that struc- 
ture must be taken into account when assessing the condition of the QR fac- 
torization. 
For the Cholesky factorization we closely examined the case where both the 
original and perturbation matrices were symmetric tridiagonal, and showed 
that while the value of the new expression for the condition number was always 
bounded above by that for the old one, the differente could never be signifi- 
cant. Since this is the most sparse of (irreducible positive definite) matrix forms, 
we suspect similar results will hold for the Cholesky factorizations of all other 
band or block structures. Of course structure should still be taken into account 
to facilitate estimating the condition. 
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Appendix A 
A.I. Proof of Eqs. (20) and (21) in Section 4.2 
First we prove the easier Eq. (21) then use it to prove Eq. (20). The proofs 
use the simple fact that for k > i 2 j > 1 the (i,j)th block of the inverse of 
with Mi nonsingular, is 
(- 1 )‘-‘M,-‘&M;; N,_, . . . M,;‘, Ni+,M,:’ . CA.11 
Since R is upper bidiagonal, for i 2 j the (i, j)th element of ReT is 
(_l)i-1 f+J +,_ _ rjj+l rj+lj+2 ri-1.i -._..._ 
3 ?I > 
i>j; $jj=l, CA.21 
rii 5j rj+ij+l r,+I,i-l 
while from Eq.(19) for n>i>jal the (2i-1,2j-1) element of Wg’ is 
c#$/rii. In particular the (2i - 1,2i - 1) element of WK’ is l/rLi, so 
and Eq. (21) holds. 
To prove Eq. (20), let Ri denote the leading principal i x i submatrix of R. If 
we permute to the top left the rows and columns of WR that we previously dis- 
carded to get WE, we tan obtain 
PT W,P = [%];1: . R:;i’-’ 
. Fn-2 WE _ 
where fi z ez;+zri,i+ieT is (2n - 1) x i. PTWRP then has inverse 
(A.3) 
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-W$q 1 Wfl ’ so every element of WK’ is also an element of WC’, giving 
II 6’ IIM G II 4-l llw CA.4 
Since each Ri is a leading principal submatrix of upper triangular R, we also 
have with Eq. (21) that 
IIW IIM 6 IR-’ IIY G Il WZ IIM. (A.5) 
Finally we examine the ith block of Wf’FDi’, which is (2n - 1) x i, 
WEm’fiRiT = WE-‘e2,+2ri;+leTRrT > I,’ 
Now WE is lower bidiagonal, so W;‘e2r+2 has elements 1,2,. . . ,2i + 1 Zero, el- 
ement 2i + 2 is l/ri+l,i+l, and for k > i + 2 
where for k = i + 2 the squared term is replaced by unity. Combining this last 
expression with (A.2) Shows for k - 2 > i 2 j 2 1 
(-l)i’( WE1e2ii2ri,i+IeTRrT)2kj 
_%+l... ri+i i+2 t . rii2 i+3 rk-1 k >. .> 
% ri+ 1 ,i+ 1 ri+2,i+2 rk- 1 ,k- 1  
2 
.rk,k+l._ 1 
rkk rk,k ’ 
But 
1 
2 
.Tk,k+l.’ 
rkk rk,k ’ 
while 
_ ( WEl)2k,2j_, = y. . . ri+l.i+2] . [ ri+2,i+3 . . . ‘k-l& ] 2 ,F . J_, 
ri+ 1 ,i+ i ri+2,i+2 rk- 1 ,k- 1 rk,k 
sofork-22idj21 
I(WE1e2i+2ri,i+leTRIT)2kjI 6 max{l(WE1)2k,2i+31? I(wi1)2k,2j-ll)’ 
For the k = i + 1 case we tan show that for i 2 j > 1 
I( WE1e2i+2ri,i+leTRIT)2i+2jl G maX{I(WE1)2i+~,2j-ll~ I(wE1)2i+2,2i+211’ 
Similarly we tan show for k > i > j 2 1 
I(WE1e2i+2ri,i+leTRiT)2k+ljl f m=W%?)2k+1,2i+31r I(w<‘)2k+l,2j-lI) 
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and so )I Wg'fiR;TIIM < 11 Wf' IIM. But this result holds for all i = 1,2, . . . , n - 2, 
so II WE’W1 IIM 6 Il WE’ ll‘w which with Eq. (AS) Shows 11 Wi'IIH G 11 Wg'&,,. 
Combining this with Eq. (A.4) proves Eq. (20). 
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