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ÚVOD
Tato práce se zabývá možnostmi návrhu a instalace výpočetního clusteru. Důraz při
návrhu clusteru bude kladen zejména na jednoduchost a volnou dostupnost nástrojů
pro jeho vytvoření. K tomu výborně poslouží open-source nástroje a možnosti pro-
středí GNU/Linux. V práci budou uvedené nástroje blíže prozkoumány a popsány.
Na základě získaných znalostí bude navržen a realizován výpočetní cluster v
počítačové laboratoři na VUT. Výpočetní cluster a jeho provoz bude před uživateli
počítačů skryt tak, že nebude narušovat ani ovlivňovat jejich činnost. Na každém
PC bude nainstalován hypervizor, tvořen OS Linux, na kterém bude virtualizován
jak výpočetní uzel clusteru, tak OS Windows pro běžnou práci. Pro komunikaci mezi
uzly bude využito knihoven pro distribuované zpracování, které budou poskytovat
základ pro výpočetní prostředí Octave provádějící zadanou úlohu.
V kapitole první 1 bude popsán teoretický rozbor problematiky. Bude definován
pojem cluster, možnosti využití clusteru a popsány jeho základní typy, které se dnes
používají. Dále se budeme zabývat OS Linux, jeho dostupností a využitelností při
nasazení na výpočetních clusterech. Popíšeme volně dostupné knihovny pro tvorbu
a komunikaci distribuovaných výpočtů jako jsou PVM a MPI. V případě MPI se
budeme zabývat i jeho jednotlivými implementacemi. Závěrem budou popsány další
prvky jako je virtualizace, výpočetní software Octave, Secure Shell a možnosti sdílení
souborů pomocí NFS.
V kapitole druhé 2 bude definován návrh na realizování samotného výpočetního
clusteru na základě znalostí o používaných technologiích popsaných v předchozí
kapitole 1. Bude navržen způsob oddělení síťového provozu výpočetního clusteru od
provozu běžného pomocí VLAN, způsob řešení sdílení jednoho fyzického počítače
mezi výpočetní uzel a OS Windows a použití software pro výpočetní cluster.
V kapitole třetí 3 bude popsán postup instalace hypervizoru, Windows i výpočet-
ních uzlů clusteru. Následně budou popsány možnosti jeho konfigurace s správy. To
vše detailně, příkaz po příkazu. Hypervizor bude nastaven tak, aby provoz Windows
nebyl ovlivněn chodem clusteru a běžný uživatel neměl možnost do jeho funkce nijak




Pod pojmem počítačový cluster si lze představit systém na sebe úzce vázaných
počítačů propojených počítačovou sítí tak, aby pracovaly za jedním účelem a pro
okolí se jevily jako jeden výkonný superpočítač. Každý počítač clusteru, zvaný též
uzel (node), je propojen s okolními uzly vysokorychlostní lokální sítí pro přenos dat.
Na každém počítači běží samostatný operační systém a software pro poskytování
distribuovaných služeb, například pro paralelní zpracovávání dat.
Clustery jsou budovány za cílem dosažení vyššího výkonu a větší dostupnosti než
jednoduché počítače mohou poskytnout, za nižší cenu než jeden drahý superpočítač
s vysokým výkonem nebo spolehlivostí. Jedná se tedy o řešení jak ekonomicky únos-
nější, tak i spolehlivější, neboť při výpadku jednoho uzlu nemusí dojít k výpadku
celého clusteru, ale jen ke snížení jeho výkonu.
Pro tvorbu počítačového clusteru je možno použít běžný osobní počítač (PC)
střední třídy, nebo specializovaný stroj, u kterého je kladen důraz na faktory, jež
jsou vyžadovány u daného typu počítačového clusteru. Pak mohou být počítačovým
clusterem dva PC propojené síťovým kabelem, nebo mnoho speciálních uzlů ulože-
ných ve skříních (rack) v k tomu určené místnosti, jak je tomu v případě špičkových
clusterů 1.1.
Obr. 1.1: Příklad výkonného clusteru od společnosti NEC[2].
Počítačové clustery lze dle jejich použití dělit na několik základních skupin [20]:
• clustery s vysokou dostupností (High-Availability Clusters),
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• clustery s rozložením zátěže (Load Ballancing Cluster),
• úložné clustery (Storage Cluster),
• vysoce výkonné výpočetní clustery (High-Performance Computing).
Výše uvedené typy je možno, a také se tak děje, dle potřeby a uvážení kombinovat
pro dosažení optimálních vlastností systému.
1.1.1 Cluster s vysokou dostupností
Clustery s vysokou dostupností (high-availability clusters) jsou využívány u servero-
vých služeb, kde požadujeme nepřetržitý provoz s minimální nebo i nulovou dobou
výpadku. Toho je dosaženo redundantními částmi sítě, jako jsou přebytečné uzly,
spoje i záložní zdroje. V clusteru je tedy více uzlů schopných poskytovat stejnou
službu. Při výpadku uzlu, který službu poskytuje, je okamžitě nahrazen dalším,
který zaujme jeho roli. Tento proces by měl proběhnout automaticky, a to bez jaké-
hokoli zásahu administrátora. Proces je nazýván failover, tedy vlastnost umožňující
překonat selhání.
Tyto clustery se využívají pro provoz kritických služeb, jako jsou např. databáze,
firemní aplikace, důležité weby, DNS servery nebo souborové servery. Mnohdy je
z důvodu možnosti výpadku proudu, nebo konektivity v dané lokalitě nutno oddělit
uzly nejen logicky, ale i geograficky.
Stav všech uzlů v clusteru je monitorován pomocí signálu heartbeat a na jeho
základě je rozhodováno, který uzel bude poskytovat službu. Pokud by se přihodilo, že
by služba byla poskytována duplicitně na dvou uzlech a oba by se snažily zapisovat
do SAN (Storage Area Network – tedy společný prostor pro ukládání dat), mohlo
by dojít k poškození, nečitelnosti, nebo v lepším případě k duplicitě ukládaných dat.
Možné uspořádání clusteru s vysokou dostupností ukazuje obrázek 1.2.
1.1.2 Cluster s rozložením zátěže
Cluster s rozložením zátěže neboli Load-Balanced Cluster se, narozdíl od clusteru
s vysokou dostupností, využívá pro serverové aplikace tam, kde je třeba za účelem
dosažení vyššího výkonu rozložit vytížení mezi více uzlů clusteru, ať už za účelem
dosažení vyšší přenosové rychlosti, nebo nižší odezvy.
Výhody clusteru s rozložením zátěže se využívají zejména na vytížených webo-
vých serverech, kde je vyžadována okamžitá odezva, nebo na velkých souborových
serverech, kde jsou vysoké nároky na množství přenášených dat.
Zátěž mezi uzly rozkládá zařízení k tomu určené, nazývané vyvažovač zátěže,
neboli load balancer. Architektura takového load balancerem řízeného přístupu je
popsána na obrázku 1.3. Load balancer může přidělovat zátěž uzlům dvěma způsoby.
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Obr. 1.2: Logické zapojení clusteru s vysokou dostupností.
Obr. 1.3: Připojení k clusteru přes load balancer.
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Prvním je rovnoměrné rozdělení mezi uzly bez ohledu na jejich výkonost či stav. Toto
je vhodné v případě, že máme v clusteru stejně výkoné stroje a čas a nutný výkon pro
vykonání vyžadované operace bude vždy stejný. Druhou možností rozložení zátěže
je vyvážení dle nastavení administrátorem, zde si administrátor stanoví přidělování
spojení dle nároků na daný uzel a dle vytíženosti a výkonu uzlu. Tato možnost je
samozřejmě náročnější jak pro správce clusteru, tak i výpočetně obtížnější pro load
balancer. Z toho vyplývá další zvýšení zpoždění pro spojení.
1.1.3 Úložný cluster
Úložný cluster (storage cluster) je spojení dvou nebo více serverů pro ukládání dat
za účelem zvýšení přenosové rychlosti dat ke klientovi a pro zvýšení rychlosti zápisu
na disk.
1.1.4 Vysoce výkonný výpočetní cluster
Vysoce-výkoný výpočetní cluster (High-Performance Computing Cluster - HPCC)
je cluster určený pro High-Performace Computing (HPC). Nejvýkonnější výpočetní
cluster dnes dosahuje výkonu 54,902.4 TFlops/s [4] a má 3,120,000 jader.
High-Performance Computing
High-Performance Computing (HPC) je část počítačové vědy, která se zabývá su-
perpočítači a paralelními algoritmy, pro jejichž provádění je třeba vysoký výpočetní
výkon. Toho je zapotřebí v mnoha odvětvích [3]:
• řešení velkých vědeckých úkolů:
– pokročilý návrh produktů,
– enviromentální studie (předpověď počasí, geologické studie),
– výzkum,
• skladování a zpracování velkých objemů dat:





A právě tyto velice náročné úlohy lze provádět za pomoci výpočetího clusteru
(tento pojem dnes již splývá s pojmem superpočítač).
15
Beowulf cluster
Počítačový cluster typu Beowulf [1] je založen na běžně dostupném hardwaru (PC),
open-source (volně šířitelném) operačním systému (OS) a software. Z toho plyne, že
Beowulf cluster lze realizovat s velmi nízkými náhlady na hardware a software a při-
tom dosáhneme poměrně vysokého výkonu. Tedy s výborným poměrem cena/výkon.
Logickou strukturu Beowulf clusteru zobrazuje obr. 1.4. Z toho je patrné, že zá-
kladem jsou výpočetní uzly (Compute Nodes), na kterých běží open-source operační
systém Linux, za pomoci knihovny MPI pak na výpočetních uzlech mohou probíhat
paralelní aplikace. Celý cluster je řízen z řídícího uzlu (Master Node), který také za-
jišťuje napojení na okolní síť. Díky tomu se cluster navenek jeví jako jeden výkonný
superpočítač.
U clusterů typu Beowulf je možné, aby byly tvořeny z různých typů hardwaru,
z toho hlediska je lze dělit na dvě třídy [3]:
• třída 1 – celý cluster se skládá z běžně dostupného hardwaru a softwaru,
výhodou je příznivá cena a využití standardních technologií - tedy dobrá do-
kumentace a široká komunita uživatelů,
• třída 2 – cluster nemusí být nutně sestaven z běžně dostupného softwaru
a hardwaru, výhodu je větší specializovatelnost a vyšší výkon.
Výběr třídy je založen na rozpočtu a nárocích na cluster, třída 2 tedy nemusí
být pokaždé nejlepší volbou.
Obr. 1.4: Logická architektura clusteru typu Beowulf [3].
16
1.2 Linux
Operační systémy GNU/Linux jsou založeny na principech unixu. Jedná se o více-
úlohový a víceužívatelský operační systém. Linux je založen na principu open-source
softwaru, tedy je k dostání v podobě volně dostupných distribucí, které lze volně
šířit a upravovat bez omezení v podobě placené licence. Jedná se tedy o velmi levnou
variantu OS s podrobnou dokumentací a velkou komunitou uživatelů pracujících na
jeho vylepšení a rozšíření.
Z přehledu použití OS na nejvýkonnějších clusterech 1.5 vyplývá, že OS Linux
je dominantním OS pro výpočetní clustery.
Obr. 1.5: Zastoupení operačních systémů v TOP 500 nejvýkonnějších clusterech [4].
Distribuce Linuxu lze dělit na:
• komerční:
– SUSE,









CentOS Linux (Comunity enterprise Operating System) je volně šířitelná distribuce
založená na Red Hat Enterprise Linux (RHEL), se kterým je plně binárně kompa-
tibilní. RHEL je komerční distribuce poskytována pouze s placenou licencí, avšak
jelikož je distribuce složená z open-source balíčků a volně šířitelného softwaru, jsou
zdrojové kódy volně dostupné na ftp serverech firmy Red Hat.
CentOS je tedy RHEL distribuce, avšak ze zdrojových kódů jsou odstraněny
všechny části, jejichž šíření by odporovalo licenci (odkazy, loga, ochranné známky).
Tak se z CentOS stává plně kompatibilní distribuce s RHEL, která však ztrácí správu
a podporu firmy Red Hat. Aktualizace pak vychází s učitým zpoždění oproti RHEL
Svým zaměřením je vhodný především pro servery a pro systémy, kde je kladen
důraz na stabilitu, jelikož upozaďuje vzhled a nutnost instalace nejnovější, ale přitom
ne nutně stabiní verze.
1.3 Knihovny pro distribuované zpracování
Pro realizaci výpočetního clusteru je třeba zajistit komunikaci mezi uzly. K tomu
jsou určeny knihovny, které definují sadu instrukcí pro komunikaci mezi uzly a pro
provádění programu určeného k distribuovanému zpracování. Pro komunikaci uzlů
clusteru se používají zejména knihovny PVM a MPI.
1.3.1 PVM
Paralel Virtual Machine (PVM) je volně šířitelný software, který umožňuje použít
síť různých unixových nebo windowsových strojů tak, aby navenek fungovaly jako
jeden stroj s jedním paralelně pracujícím procesorem [5]. Vývoj PVM byl zastaven
roku 1999.
1.3.2 MPI
MPI (Message Passing Interface) je systém předávání zpráv mezi procesy programu
pro distribuované zpracování aplikací. Jedná se o rozhraní umožňující zasílání zpráv
mezi uzly, toho je využito při tvorbě aplikací (API). Je možné pracovat jak se sdí-
lenou, společnou pamětí, nebo již dnes častěji s pamětí distribuovanou [6]. Většina
uživatelů dnes používá MPI.
MPI pracuje na 5. vrstvě ISO/OSI a je nezávislé na programovacím jazyku -
zabývá se především komunikací mezi uzly. Lze tak využít libovolný programovací
jazyk (např. C++, javu, phyton, atd.).






MPICH je původní implementací MPI 1.x. Vyvíjí se dodnes, pracuje již s verzí MPI
3 pod názvem MPICH 2. Jedná se o volně dostupný a přenosný software. Je tedy
použitelný na většině unixových distribucí, OS X i na Microsoft Windows.
LAM/MPI
LAM/MPI je vysoce výkoná a dobře dostupná implementace MPI vydávaná Open
System Lab z Indiana University. Podporuje všechny MPI 1 standardy a většinu
MPI 2 standardů. Nejedná se pouze o knihovnu, ale i o nástroje pro provoz distri-
buovaných aplikací [6]. V dnešní době se však pozornost jejích vývojářů přesunula
spíše k projektu Open MPI.
Open MPI
Jedná se o open-source projekt, který se snaží sloučit výhody předchozích implemen-
tací MPI (LAM/MPI, LA-MPI, FT-MPI, Sun CT 6, MACX-MPI) a odstranit jejich
nevýhody [7]. Do projektů se zapojilo mnoho členů (včetně CISCO, IBM či Sun).
Implementace je opět využitelná na všech možných operačních systémech včetně
Linux, Solaris, OS X i Microsoft Windows. Dnes aktuální verze 1.8.1 [7]. Zahrnuje
i MPI verze 3.
1.4 NFS - Network File System
Jedná se o protokol pro distribuovaný souborový systém umožňující klientům při-
stupovat k vybraným lokálním adresářovým hierarchiím v heterogeních sítích [8]. Je
možné s ním pracovat pod systémy Unix, DOS, Windows, VMS, Linux a dalšími.
Sdílené soubory na vzdáleném počítači (souborovém serveru) vypadají, jako by byly
uloženy na lokálním počítači [9]. Díky tomu se koncový uživatel nemusí zatěžovat
s jakoukoli obsluhou.
Použítí sdílení souborů přes systém NFS vede ke snížení nároků na obsluhu,
administraci a snížení nároků na záznamovou kapacitu. Sdílené soubory nemusí být
přítomny na každém počítači, ale jsou přítomny na veřejném souborovém serveru,
administrátorovi tím odpadají problémy s aktualizacemi a zálohováním.
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1.4.1 Sdílení souborů
V OS Linux je pro sdílení souborů na souborovém serveru potřeba balík nfs-utils. Se-
znam exportovaných adresářů a jejich vlastnosti jsou uvedeny v souboru /etc/exports.
Každý řádek souboru exports odpovídá jednomu sdílenému souborovému systému
a zapisuje se ve tvaru [9]:
exportní-bod klient1(volby) [klient2(volby)...]
Exportní bod udává cestu ke sdílenému adresáři. Dále následuje seznam povole-
ných klientů s definovanými volbami pro každého z nich. Klienta je možno definovat
buď pomocí jeho IP adresy, nebo pomocí jeho doménového jména. Volby se udávají
v závorce a oddělují se čárkou bez mezer. Možnými volbami jsou[9]:
1. obecné volby:
• auth_nlm (auth_nlm) – je vyžadována autorizace protokolem NLM
(NFS Lock Manager),
• nohide (hide) – v případě připojení dvou adresářů, kde jeden náleží
pod hierarchii druhého, znamená volba hide, že uživatel nemusí explicitně
připojovat obě struktury, aby se dostal k podřazenému adresáři,
• ro (rw) – povolení pouze pro čtení, nebo i pro zápis,
• secure (insecure) – požaduje připojení pod bezpečným portem (číslo
nižší jak 1024), hierarchii může připojit pouze superuživatel,
• subtree_check (no_subtree_check) – kontroluje platnost souborů
v podstromech,
• sync (async) – server odpovídá na požadavky až po skutečném zápisu,
• wdelay (no_wdelay) – odložení požadavku na zápis při obdržení sou-
visejícího požadavku,
2. možnosti mapování uživatelských ID:
• root_squash (no_root_squash) – mapuje požadavky od uživatele
root tak, že zdánlivě pocházejí od užívatele nfsnobody,
• no_all_squash (all_squash) – mapuje požadavky od všech uživatelů
tak, že zdánlivě pocházejí od užívatele nfsnobody,
• anonuid=un a anonuid=gn – definuje uživatele pomocí un (číslo uži-
vatele) respektive gn (číslo skupiny).
Například /home klient(rw,sync) tak znamená, že adresář /home sdílíme klien-
tovi klient pro čtení i zápis a server bude odpovídat na požadavky až po skutečném
provedení zápisu.
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1.4.2 Připojení sdíleného souborového systému
Připojení k souborovému systému ze strany klienta se provádí buď pomocí příkazu
mount, nebo záznamem v souboru /etc/fstab, ze kterého se načítá seznam automa-
ticky připojovaných adresářových struktur po startu systému. Záznam pro připojení
systému NFS provedeme následovně:
server:/home /home nfs 0 0
První položkou je síťová cesta ke sdílenému adresáři skládající se z názvu počí-
tače, nebo jeho IP adresy. Druhým parametrem je bod, ke kterému chceme adre-
sářovou strukturu připojit. Další položka definuje souborový systém připojovaného
adresáře. Posledním parametrem je definování, který souborový systém má příkaz
fsck kontrolovat jako první. V našem případě vzdálený souborový systém není třeba
pomocí příkazu fsck kontrolovat.
1.5 Virtualizace hardwaru
Je technika vytvoření virtualního stroje, který se chová jako reálný operační systém
avšak, je logicky oddělen od hardware.
1.5.1 Hypervizor
Hypervizor (VMM – Virtual Machine Manager) je arbitr řídící přístup virtualizova-
ných strojů (tzv. host, VM – Virtual Machine) ke společnému hardwaru hostitele.
Může jim dle uvážení přidělovat dostupné systémové prostředky a oddělovat jejich
běh.
Hypervizory lze rozdělit na [10]:
• typ 1 nativní – hypervizor běží přímo na hostitelském hardwaru 1.6. Zde
monitoruje běh virtuálních strojů a přiděluje jim dostupné hardwarové pro-
středky,
• typ 2 hostovaný – hypervizor je spuštěn v prostředí OS, který běží na pří-
slušném hardwaru 1.7.
1.5.2 Virtualizace v Linux
V OS Linux se řeší virtualizace pomocí dvou knihoven:
• KVM (Kernel-based Virtual Machne) – jsou implementované kernelové
moduly v Linux umožňující realizovat hypervizor typu 1, jedná se o dnes častěji
využívané řešení,
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Obr. 1.6: Hypervizor typu 1.
Obr. 1.7: Hypervizor typu 2.
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• Xen – open-source projekt pro paravirtualizaci podporující jak 32-bitovou,
tak 64-bitovou architekturu.
1.6 Secure Shell
SSH (Secure Shell) je komunikační protokol pro TCP/IP sítě. Jedná se o zabezpe-
čený Shell (program vytvářející v operačním systému textové rozhraní pro uživatele)
pro vzdálenou správu. SSH oproti svým předchůdcům (rlogin nebo telnet) řeší bez-
pečnost přenosu hesla a komunikace při přenosu přes nedůvěryhodnou komunikační
síť (internet). Zabezpečení je řešeno šifrováním přenášených dat.
1.6.1 Secure Shell v OS Linux
V operačním systému Linux se v naprosté většině případů využívá volně dostupného
softwaru OpenSSH [15]. OpenSSH, dnes dostupný ve verzi 6.6 je program řešící jak
přístup pomocí zabezpečeného shellu (SSH), tak bezpečné kopírování (SCP - Secure
Copy) i zabezpečený přístup k FTP (File Transfer Protocol) serverům (SFTP -
Secute FTP).
OpenSSH je díky své rozšířenosti dostupný ve většině základních repozitářů pro
distribuce OS Linux. Lze jej tak velice snadno stáhnout a nainstalovat pomocí pro-
gramu pro správu balíčků v OS Linux (např. yum pro RHEL, nebo apt pro Debian).
Pro SSH se implicitně využívá port 22. Veškeré nastavení OpenSSH daemona se
provádí v konfiguračním souboru /etc/ssh/sshd_config. Zde lze nastavit možnosti
využití OpenSSH jako je například:
• Protocol – verze protokolu SSH, který je využit pro připojení (implicitně 2),
• Port – číslo portu použitého pro spojení (implicitně 22),
• AllowUsers AllowGroups – uživatelé a skupiny, které mají povolený pří-
stup,
• DenyUsers DenyGroups – uživatelé a skupiny, které mají zakázaný přístup,
• PermitRootLogin – povolení, či zakázání přihlášení s účtem systémového
arministrátora (root),
• PasswordAuthentication – vynucení nebo zakázání zabezpečeného přihla-
šování pomocí hesla,
• PubkeyAuthentication – přihlašování pomocí veřejného klíče,
• RSAAuthentication – přihlašování pomocí RSA zabezpečeného veřejného
klíče.
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Přihlašování pomocí veřejného klíče
Jako prevence slovníkových útoků se používají stále složitější, a tím i obtížněji za-
pamatovatelná hesla. Namísto toho lze používat přihlášení pomocí veřejného klíče.
Uživatel přihlašující se ke vzdálenému stroji vygeneruje identifikační pár klíčů.
Jeden veřejný, který předá klientovi, ke kterému se přihlašuje. Druhý privátní, jenž si
ponechá. Při žádosti o vzdálený přístup klient vygeneruje náhodný řetězec a odešle
žadateli. Žadatel jej podepíše s využitím privátního klíče a odešle nazpět. Klient
poté pomocí veřejného klíče ověří, zda se jedná o autorizovaného uživatele. Pokud
ano, povolí mu přístup.
OpenSSH využívá přístup s klíčem šifrovaným pomocí RSA, nebo DSA algo-
ritmu.
1.7 Octave
Octave je vyšší interpretační jazyk používaný primárně pro řešení matematických
problémů. S jeho pomocí lze řešit jak lineární, tak nelineární rovnice, zobrazovat
řešení ve formě grafů a mnoho jiného [14]. Základním rozhraním je interaktivní pří-
kazový řádek, lze však i psát složitější neinteraktivní programy. Matlab je s Octave
velice podobný, většina jejich zdrojových je kompatibilní, jeho užívání je však zpo-
platněno.
1.7.1 MPI v Octave
Pro distribuované programování je pro Octave vytvořen volně stažitelný balíček [13]
MPI (dříve OpenMPI_ext), který je určen pro komunikaci s knihovnou OpenMPI.
Tento balíček je stále vyvíjen a dnes je ve verzi 1.2.
Rozšiřující balíčky lze do Octave jednoduše stáhnout a nainstalovat pomocí pří-
kazu:
pkg install -forge "jméno balíčku"
, kde parametr -forge definuje zdroj, z kterého balíček stahujeme, a do místo úvo-
zovek následuje jméno balíčku, jež chceme do programu Octave doinstalovat. Celá
instalace se děje z prostředí příkazového řádku programu Octave.
Seznam nainstalovaných balíčků lze zobrazit pomocí příkazu:
pkg list
a načtení požadovaného balíčku provedeme příkazem:
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pkg load "jméno balíčku"
, všechny příkazy jsou opět použitelné v prostředí Octave.
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2 NÁVRH ŘEŠENÍ CLUSTERU
V rámci diplomové práce bude realizován výpočetní cluster. Tento cluster bude na-
vržen tak, aby bylo možno využít běžných PC určených pro každodenní práci. Tyto
počítače budou využity jako výpočetní uzly clusteru, avšak na každém počítači bude
nainstalován nejen výpočetní uzel, ale zároveň i běžné pracovní prostředí využitelné
pro potřeby práce uživatelů. Z toho důvodu bude na každém PC nainstalován hy-
pervizor a s jeho pomocí virtualizován výpočetní uzel a operační systém Windows
7 pro běžnou práci. Uživatel využívající Windows 7 by jsi neměl být vědom sku-
tečnosti, že pracuje na stroji, který je také využíván jako výpočetní uzel clusteru.
Také by neměl mít jakoukoli možnost zasahovat jak do běhu clusteru, tak do běhu
hypervizoru.
2.1 Počítačová síť
Je třeba oddělit síťový provoz výpočetního clusteru od běžného provozu OSWindows
tak, aby si uživatel nebyl vědom toho, že na stejném počítači, na kterém pracuje,
probíhají výpočty clusteru. Jelikož každý z počítačů dostupných pro tvorbu clus-
teru má jen jednu síťovou kartu, nelze provoz oddělit fyzicky, ale bude muset být
oddělen logicky. Dojde k tomu, že hypervizor bude rozdělovat provoz na jedné síťové
kartě tak, že ji bude sdílet pro oba operační systémy. Virtualizovanému operačnímu
systému se bude síťová karta jevit jako jeho vlastní a nebude si vědom toho, že se
o provoz dělí s jiným, taktéž virtualizovaným OS.
Každý operační systém bude mít jinou IP (Internet Protokol) adresu. Uzel vý-
početního clusteru statickou, pevně nastavenou administrátorem síťě, virtuální stroj
(VM - Virtual Machine) s OS Windows dynamickou, přidělenou od DHCP serveru.
Návrh logického oddělení síťového provozu je zřejmé z obrázku 2.1. Komunikace
výpočetního clusteru bude logicky oddělena pomocí tagované VLAN.
2.2 Výpočetní cluster
Výpočetní cluster bude komunikovat pomocí volně dostupných knihoven OpenMPI
v poslední dostupné verzi 1.8.1 [7]. Pro umožnění komunikace Octave prostřednic-
tvím OpenMPI, je třeba doinstalovat balíček MPI (dříve OpenMPI_ext), dostupný
ve verzi 1.2.0 na stránkách Octave Sourceforge [13]. Software Octave pak mezi jed-
notlivými uzly mezi sebou bude komunikovat prostřednictvím knihoven OpenMPI,
jak je zřejmé z obrázku 2.2.
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Obr. 2.1: Návrh počítačové sítě pro výpočetní cluster a logické oddělení síťového
provozu.
Pro fungování OpenMPI je potřeba, aby řídící uzel měl ke všem uzlům clusteru
přístup pomocí SSH bez nutnosti zadávání hesla.
Obr. 2.2: Komunikace mezi uzly a jednotlivými vrstvami.
2.3 Hypervizor
Hypervizor bude nainstalován na fyzický hardware počítače. Realizujeme ho operač-
ním systémem Linux, konkrétně distribucí CentOS Linux. Tato distribuce je volně
šířitelná a s důrazem kladeným na vysokou stabilitu. Zvolíme 64-bitovou variantu
v aktuální verzi 6.5. [16].
Úlohou hypervizoru bude virtualizace OS Windows a výpočetního uzlu clusteru
2.3. Těmto virtuálním strojům bude poskytovat přístup k hardwarovým prostřed-
kům a bude spravovat poměr jejich přidělování mezi tyto dva virtualizované stroje
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tak, aby uživatel používající OS Windows nepocítil zpomalení běhu OS Windows
vlivem probíhajících výpočtů na uzlu výpočetního clusteru. Naopak při neaktivitě
uživatele, či nižších nárocích spuštěných aplikací, budou prostředky přiděleny výpo-
četnímu uzlu. Tím bude dosaženo nejvyžšího možného výpočetního výkonu clusteru.
Prioritou však bude bezproblémový chod OS Windows.
Hypervizor bude také sdružovat síťovou komunikaci obou virtuálních strojů na
jedno fyzické rozhraní.
Hypervizor bude nastaven tak, aby se systém Windows zapnul hned po startu
hypervizoru a uživatel neměl přístup k hypervizoru během zapínání, chodu ani při
vypínání počítače.
Obr. 2.3: Řešení hypervizoru s uzly.
2.4 OS Windows pro běžnou práci
OSWindows bude virtualizován na hypervizoru. Bude se jednat o Windows 7 určený
pro výuku v laboratoři VUT, který pomocí speciálního software [18] převedeme na
obraz stroje spustitelný ve virtuálním prostředí. Tento obraz následně spustíme na
hypervizoru.
2.5 Řídící uzel a výpočetní uzly
Na instalaci výpočetních uzlů clusteru využijeme OS Linux opět distribuci CentOS
v 64-bitové variantě. Pro uzly výpočetního clusteru nám bude plně dostačovat mini-
mální instalace [16] pouze s příkazovým řádkem, do které si dodatečně doinstalujeme
balíky potřebné pro chod uzlu.
Řídící uzel realizujeme stejně jako ostatní uzly na hypervizoru. Řídící uzel bude
spouštět úlohy pro výpočetní cluster. Další jeho úlohou bude funkce NFS serveru,
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kde bude dalším počítačům poskytovat přístup k OpenMPI, abychom na každém
uzlu nemuseli instalovat knihovny pro distribuované zpracování zvlášť.
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3 REALIZACE VÝPOČETNÍHO CLUSTERU
Cluster bude realizován v laboratořích VUT na strojích s následujícími parametry:
• procesor 2,5 GHz, 4 jádra,
• paměť RAM 4 GB,
• disk 500 GB,
• operační systém Windows 7 64-bit,
• jedna síťová karta.
3.1 Instalace a konfigurace hypervizoru
Před instalací je třeba při startu počítače pomocí tlačítka del vstoupit do nastavení
BIOS a zapnout podporu virtualizační technologie v položce MB Inteligent Tweaker
(M.I.T) – Miscellaneous Settings – Virtualization Technology – Enabled. Pro změnu
priority bootování použijeme menu po stisku klávesy F12 a zvolíme instalační mé-
dium, v tomto případě USB, jelikož CD mechnika není na PC přítomna.
Jako operační systém pro hypervizor je využit open-source CentOS 6.5 x86_64.
Využijeme obraz s minimální instalací a poté doinstalujeme potřebné softwarové
balíky pomocí nástroje yum.
Při instalaci budeme postupovat podle následujících kroků:
• po nabootování instalačního disku USB s CentOS zvolíme možnost nainstalo-
vat nebo vylepšit stávající systém (Install or Upgrade an existing system),
• zvolíme, zda chceme provést kontrolu instalačního média - není nutné,
• jazyk instalace vybereme anglicky (English),
• rozložení klávesnice zvolíme pro americkou angličtinu (U.S. English),
• spustí se grafická instalace Anaconda,
• typ zařízení, na které budeme OS instalovat, zvolíme základní úložné zařízení
(Basic Storage Devices),
• na upozornění, že pokud jsou na disku nějaká data, tak je můžeme vymazat
reagujeme potvrzením (Yes, discard any data),
• umístění zvolíme Praha, Evropa (Europe, Prague),
• heslo roota zvolíme např. "VUTbr76k2n",
• rozdělení oddílů na disku provedeme ručně (Create Custom Layout) dle ta-
bulky 3.1,
• poté povolíme zformátování disku (Format) a zápis dat na disk (Write Changes
to Disk),
• jako místo instalace zavaděče (install boot loader) zvolíme /dev/sda,
• proběhne kopírování balíků a instalace systému.
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Oddíl Velikost(MB) bod připojení souborový systém
sda1 250 /boot ext4
sda2 1 024 swap
sda3 10 240 / ext4
sda4 133 120 /data ext4
Tab. 3.1: Rozdělení disku hypervizoru.
3.1.1 Instalace dodatečných balíků
Po instalaci hypervizoru je třeba doinstalovat některé balíky, které nejsou v mini-
mální instalaci obsaženy a my jich využijeme. To provedeme pomocí nástroje yum,
který je využíván pro stahování a instalaci softwaru z repozitářů pro distribuce po-
dobné Red Hat Enterprise Linux.
Budou to tyto balíky:
• openssh – pro vzdálenou zabezpečenou konzoli SSH,
• vim – textový editor v konzoli,
• yum-utils – doplňující nástroje pro program yum,
• tigervnc – nástroj pro připojování ke vzdálené ploše pomocí protokolu VNC,
• qemu-kvm – balík pro virtualizaci pomocí qemu,
• bridge-utils – nástroje pro tvorbu síťových mostů,
• libvirt – balík aplikací pro práci s virtualizačními nástroji.
Tyto balíky instalujeme pomocí příkazu yum ve tvaru:
yum install název_balíku
Dále nainstalujeme tyto skupiny:
• basic-desktop – základní verze grafického rozhraní,
• x11 – software pro vytvoření grafického prostředí (X Window System),
• virtualization – instalační skupina pro virtualizaci,
• virtualization-client – klient pro virtualizaci,
• fonts – fonty.
Skupiny instalujeme příkazem ve tvaru:
yum groupinstall název_skupiny
3.1.2 Spuštění grafického rozhraní
Automatické spouštění grafického rozhraní zapneme v souboru /etc/inittab změnou




Dále je potřeba ověřit přítomnost hardwarové podpory pro virtualizaci. Ta je pří-
tomna, pokud se v souboru /proc/cpuinfo nachází příznak vmx pro procesory Intel
(svm pro procesory AMD). Ověření provedeme pomocí příkazů:
cat /proc/cpuinfo | grep vmx
cat /proc/cpuinfo | grep svm
Pokud není hardvarová podpora virtualizace zapnuta, je třeba ji zapnout v BIOS
příslušného počítače.
3.1.4 Nastavení síťového rozhraní
Hypervizor je připojen pomocí rozhraní eth0, virtuální stroj s Windows připojíme
pomocí síťového mostu br0 a virtuální stroj s výpočetním uzlem pomocí VLAN,
kterou vytvořil správce sítě a přidělil nám číslo VLAN 1248. Podporu ovladačů pro
VLAN ověříme pomocí:
lsmod | grep 8021q
, pokud načteny nejsou učiníme tak příkazem:
modprobe 8021q
Pro správné fungování VLAN a mostu je nutno vypnout NetworkManager:
service NetworkManager stop
chkconfig NetworkManager off
Editací souboru /etc/sysconfig/network nastavíme síťové jméno počítače:
NETWORKING=yes
HOSTNAME=ponecháme původní
První položka zapíná podporu síťí, druhá specifikuje síťový název počítače.










Pro připojení uzlu clusteru vytvoříme rozhraní pro VLAN vytvořením souboru














a pro načtení změn restartujeme službu síťování:
service network restart
Pro automatické zapnutí mostu po startu a načtení ovladačů pro VLAN je třeba
přidat do souboru /etc/rc.local řádky:
ifup br0
modprobe 8021q
Síť hypervizoru s řídícím uzlem
U hypervizoru, na kterém bude nainstalován řídící uzel bude nastaven stejně s je-
dinou změnou. Síťovému mostu přidělíme IP adresu tak, aby se z něho bylo možné










Aby nám do instalace nezasahovaly pravidla SELinux, tak pro jistotu tuto službu
vypneme upravením řádku SELinux na disabled v souboru /etc/sysconfig/selinux :
# This file controls the state of SELinux on the system.
# SELINUX= can take one of these three values:
# enforcing - SELinux security policy is enforced.
# permissive - SELinux prints warnings instead of enforcing.
# disabled - No SELinux policy is loaded.
SELINUX=disabled
# SELINUXTYPE= can take one of these two values:
# targeted - Targeted processes are protected,
# mls - Multi Level Security protection.
SELINUXTYPE=targeted
3.1.6 Firewall
Je třeba povolit použití portu 22 pro přístup přes ssh ve firewallu iptables tak, že
do konfiguračního souboru /etc/sysconfig/iptables přidáme záznam:
-A INPUT -p tcp -m state --state NEW -m tcp --dport 22 -j ACCEPT
Dále pak povolit komunikaci na rozhraní br0 :
-A INPUT -i br0 -j ACCEPT




-A INPUT -i virbr0 -p udp -m udp --dport 53 -j ACCEPT
-A INPUT -i virbr0 -p tcp -m tcp --dport 53 -j ACCEPT
-A INPUT -i virbr0 -p udp -m udp --dport 67 -j ACCEPT
-A INPUT -i virbr0 -p tcp -m tcp --dport 67 -j ACCEPT
-A INPUT -m state --state RELATED,ESTABLISHED -j ACCEPT
-A INPUT -p icmp -j ACCEPT
-A INPUT -i lo -j ACCEPT
-A INPUT -p tcp -m state --state NEW -m tcp --dport 22 -j ACCEPT
-A INPUT -j REJECT --reject-with icmp-host-prohibited
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-A FORWARD -d 192.168.122.0/24 -o virbr0 -m state
--state RELATED,ESTABLISHED -j ACCEPT
-A INPUT -i br0 -j ACCEPT
-A FORWARD -j REJECT --reject-with icmp-host-prohibited
COMMIT
# Completed on Wed Dec 11 17:24:42 2013
Službu restartujeme:
service iptables restart
3.2 Automatický opožděný start výpočetního uzlu
Pri každém startu je třeba výpočetní uzel resetovat, startovat určitou prodlevou, aby
se stačilo načíst síťové rozhraní br0 pomocí kterého se bude uzel připojovat k VLAN
eth0.1248. K tomu nám poslouží jednoduchý skript nazvaný /root/autostart_node.sh:
virsh destroy node #vypne výpočetní uzel
sleep 60s; #počká 60 sekund
virsh start node #zapne výpočetní uzel
Skriptu přidělíme práva:
chmod 777 autostart.sh
Jeho automatické zapnutí nastavíme v nabídce System/Preferences/
StartupAplications.
3.3 Instalace a konfigurace golden node
Pro instalaci výpočetních uzlů bude využít tzv. "golden node", jedná se o základní
uzel, z kterého budou později klonováním vytvořeny ostatní uzly.
Pro složku, kde bude uzel instalován, je třeba přidělit příslušná uživatelská práva:
chmod 777 /data
Virtuální stroj vytvoříme pomocí příkazu virt-install a následujících parametrů:
virt-install --connect qemu:///system
--arch=x86_64 \ #(typ architektury)
--name node \ #(název VM)
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--ram 2048 \ #(velikost RAM)
--vcpus=4 \ #(počet virtuálních procesorů)
--disk path=/data/node,size=8 \ #(umístění na disku, velikost paměti 8GB)
--cdrom /data/cos.iso \ #(obraz instalačního cd)
--vnc \ #(povoleno připojení pomocí protokolu VNC)
--vnclisten=127.0.0.1 \ #(VNC na lokální IP adrese)
--vncport=5901 \ #(přiřadí port pro VNC)
--noautoconsole \ #(bez automatické konzole)
--os-type linux \ #(typ operačního systému)
--os-variant rhel6 \ #(druh OS Linux)
--video=cirrus \ #(grafická karta)
--network bridge=br0 \ #(připojení přes br0 k VLAN)
K virtuálnímu stroji se připojujeme buď pomocí tigerVNC, nebo nástroje virt-
viewer:
virt-viewer node
3.3.1 Instalace golden node
Po nabootování zavaděče z instalačního CD budeme postupovat dle následujících
pokynů:
• zvolíme možnost nainstalovat nebo vylepšit stávající systém (Install or Up-
grade an existing system),
• zvolíme, zda chceme provést kontrolu instalačního CD - není nutné,
• spustí se graficka instalace Anaconda,
• jazyk instalace vybereme anglicky (English),
• rozložení klávesnice zvolíme pro americkou angličtinu (U.S. English),
• typ zařízení, na které budeme OS instalovat, zvolíme základní úložné zařízení
(Basic Storage Devices),
• upozornění, že pokud jsou na disku nějaká data, tak je můžeme vymazat rea-
gujeme potvrzením (Yes, discard any data),
• umístění zvolíme Praha, Evropa (Europe, Prague),
• heslo roota zvolíme např. "password",
• rozdělení oddílů na disku provedeme ručně (Create Custom Layout) dle ta-
bulky 3.2,
• poté povolíme zformátování disku (Format) a zápis dat na disk (Write Changes
to Disk),
• jako místo instalace zavaděče (install boot loader) zvolíme /dev/sda,
• proběhne kopírování balíků a instalace systému,
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Oddíl Velikost(MB) bod připojení souborový systém
vda1 250 /boot ext4
vda2 1024 swap
vda3 zbytek / ext4
Tab. 3.2: Rozdělení disku golden node.
• restartujeme VM.
3.3.2 Vytvoření uživatele
Pro správnou funkci OpenMPI je třeba program instalovat a spouštět jako běžný
uživatel, ne jako systémový arministrátor root. Z toho důvodu je třeba vytvořit
uživatelský účet. Jako uživatelské jméno zvolíme "user" a jako heslo "user". Účet
vytvoříme pomocí příkazu:
useradd "uživatelské_jméno"
, uživatelské heslo pak pomocí:
passwd "uživatelské_jméno"
a po výzvě zadáme heslo pro uživatele, které pak ještě jednou pro kontrolu potvr-
díme.
3.3.3 Nastavení přístupu pomocí příkazu sudo
Pro užití příkazů, které vyžadují administrátorský přístup, je třeba použít přikazu
sudo (super user do). Nejprve je však nutno nastavit povolení ke spouštění příkazů
pomocí sudo pro uživatele "user". To provedeme přidáním řádky:
user ALL=(ALL) ALL
při editaci souboru sudoers pomocí příkazu:
visudo
, pak lze příslušné příkazy spouštět s opravněním superuživatele ve tvaru:
sudo "příkaz"
, kde doplníme příkaz, jenž chceme provést.
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3.3.4 Instalace dodatečných balíků
Po startu uzlu doinstalujeme potřebné balíky pomocí nástroje yum:
• openssh – pro vzdálenou zabezpečenou konzoli SSH,
• gcc – sada překladačů pro jazyk C,
• gcc-c++ – sada překladačů pro jazyk C++,
• vim – textový editor v konzoli,
• which – nástroj pro lokaci programů,
• yum-utils – doplňující nástroje pro program yum,
• nfs – NFS sdílení souborů,
• nfs-utils – nástroje pro NFS,
• openmpi – nástroje openMPI,
• open-mpi-devel – vývojářské nástroje pro openMPI,
• mpich2-devel – vývojářské nástroje pro MPICH2,
• mpich2 – knihovna MPICH2,
• make – utilita pro překlad zdrojových kódů,
• wget – nástroj pro stahování souborů z webových stránek.
• lapack-devel – knihovny pro lineární algebru,
• blas-devel – podprogramy pro lineární algebru.
3.3.5 Instalace Octave
K instalaci Octave je třeba přidat repozitář zdrojů třetích stran EPEL. Stáhneme
a nainstalujeme konfigurační soubor:
rpm -Uvh http://dl.fedoraproject.org/pub/epel/6/x86_64/
epel-release-6-8.noarch.rpm
Pomocí yum-builddep nainstalujeme potřebné závislosti pro Octave:
yum-builddep octave
Z důvodů nekompability nejnovější verze Octave s knihovnami OpenMPI stáh-










Z připraveného golden node budeme klonováním vytvářet zbylé uzly. Jeden řídící
s NFS serverem nazvaný master node, ostatní výpočetní (slave).
Při klonování je třeba v každém uzlu změnit nastavení síťového připojení v sou-
boru /etc/udev/rules.d/70-persistent-net.rules. Vymažeme položku týkající se zaří-
zení eth0 a přejmenujeme položku eth1 na eth0.
3.4 Konfigurace řídícího uzlu
3.4.1 Nastavení síťového rozhraní
Síťové jméno počítače a podporu VLAN nastavíme v souboru /etc/sysconfig/network:
NETWORKING=yes
HOSTNAME=mnode








a restartujeme síťovou službu:
service network restart
3.4.2 Instalace OpenMPI
Instalaci OpenMPI provedeme zkompilováním ze zdrojových souborů. Abychom ne-
museli kompilaci provádět na každém uzlu zvlášť, zkompilujeme OpenMPI pouze na
řídícím uzlu a knihovnu nasdílíme pomocí NFS ostatním uzlům tak, aby ji mohly
využít.




, dále nastavíme skupinu a vlastníka souboru jako účet nobody:
chown nobody:nobody /mirror
a změníme aktuální adresář na tuto složku:
cd /mirror








Zdrojové kódy zkompilujeme a nainstalujeme:
make
make install




3.4.3 Instalace podpory pro OpenMPI do Octave
Pro podporu distribuovaných výpočtů pomocí knihoven OpenMPI v Octave je do-
stupný na stránkách sourceforge [13] volně stažitelný balíček MPI (dříve OpenMPI_ext).
Tento balíček se v současné době (12.5.2014) nachází ve verzi 1.2.0 a pro jeho funkci
je třeba mít nainstalovaný Octave ve verzi 3.6.4, nebo vyšší. Pro jeho zkompilo-
vání je také třeba mít nainstalované knihovny OpenMPI a naexportované cesty ke
knihovnám a binárním souborům 3.4.2.




V tomto prostředí nainstalujeme balíček MPI příkazem:
pkg install -forge MPI
Přítomnost balíčku si můžeme ověřit pomocí příkazu:
pkg list
a v případě, že balíček načtený není , učiníme tak:
pkg load MPI
3.4.4 Konfigurace NFS serveru
Souborový server realizujeme pomocí NFS na řídícím uzlu (master node). Sdílet
budeme složku /mirror, kterou jsme vytvořili v minulém kroku a nainstalovali do ní
OpenMPI. Nastavení se provádí v konfiguračním souboru /etc/export:
/mirror *(rw,sync)
Zapnutí NFS daemona po startu OS povolíme příkazem:
chkconfig nfs on
Zapnutí služeb rpcbind a nfs provedeme příkazy:
service rpcbind start
service nfs start
Výpis sdílených složek můžeme zobrazit příkazem:
exportfs -a
Komunikaci NFS je potřeba povolit na portu 2049 v /etc/sysconfig/iptables při-
dáním řádku:
-A INPUT -m state --state NEW -m tcp -p tcp --dport 2049 -j ACCEPT
Službu iptables je třeba restartovat:
service iptables restart
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3.5 Instalace a konfigurace ostatních uzlů
Výpočetní uzly vytvoříme klonováním z golden node a poté je patřičně upravíme
a nakopírujeme na jednotlivé hypervizory.
3.5.1 Nastavení síťového rozhraní
Síťové jméno počítače nastavíme v souboru /etc/sysconfig/network:
NETWORKING=yes
HOSTNAME=nodex
, x vyjadřije číslo uzlu.







,kde je y = x + 1. Restartujeme službu síťování:
service network restart
3.5.2 Připojení sdílené složky
Abychom nemuseli opakovaně instalovat a kompilovat OpenMPI, připojíme se ke
sdílené složce na řídícím uzlu, na kterém je OpenMPI zkompilován.
Nejdříve je třeba vytvořit složku, ke které sdílenou složku připojíme:
mkdir -p /mirror
, dále je třeba sdílené složky připojit. Toho docílíme editací souboru /etc/fstab, kam
přidáme záznam:
mnode:/mirror /mirror nfs rw,hard,intr 0 0
Úspěšnost připojení otestujeme:
mount -a




3.5.3 Instalace MPI do Octave
Do Octave doinstalujeme dodatečný balík MPI tak, jak je popsáno v podkapitole
3.4.3. Před instalací balíku je třeba exportovat cesty:
export PATH="/mirror/openmpi-1.8.1/bin/:$PATH"
export LD_LIBRARY_PATH="/mirror/openmpi-1.8.1/lib/:$LD_LIBRARY_PATH"
3.6 Konfigurace výpočetního clusteru
3.6.1 DNS
Překlad doménových názvů pomocí DNS pak realizujeme v souboru /etc/hosts,







3.6.2 Seznam výpočetních uzlů








Pro správnou funkci MPI nastavíme přihlašování k ssh bez hesla za použití certifi-
kátu. Na řídícím uzlu je třeba vygenerovat certifikát:
ssh-keygen -t dsa
, následující požadavky pouze potvrdíme klávesou enter. Generátor vytvoří dvojici
klíčů. Jeden privátní id_dsa a druhý veřejný. Veřejný je potřeba rozkopírovat na
výpočetní uzly pomocí následujícího příkazu:
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scp id_dsa.pub user@nodex:~/ssh/id_dsa.pub
Na výpočetních uzlech jej nakopírujeme do souboru s autorizovanými klíči:
cat ~/.ssh/id_.pub>>~/.ssh/authorized_keys
Otisky každého počítače zapíšeme do souboru ~/.ssh/known_host:
ssh-keyscan -f hostfile
Nastavíme přístupová práva složkám:
chmod 700 .ssh
chmod 600 .ssh/authorized_keys
V souboru /etc/ssh/sshd_config na všech uzlech odkomentujeme položky:
PubkeyAuthentication yes
IdentityFile ~/.ssh/id_dsa
Povolíme komunikaci na portu 22 záznamem v iptables a službu restartujeme:
-A INPUT -m state --state NEW -m tcp -p tcp --dport 22 -j ACCEPT
service iptables restart
Možnost připojení ověříme příkazem:
ssh nodex
, kde x udává číslo uzlu. Po provedení tohoto příkazu bychom se měli bez dalších
výzev připojit k uzlu.
3.7 Instalace Windows
3.7.1 Vytvoření obrazu Windows
Obraz vytvoříme z funkčního PC využívaného pro výuku dříve, než na něj nainsta-
lujeme hypervizor. Na windows nainstalujeme software VMware vCenter Converter
Standalone [18] pomocí něhož obraz vytvoříme. Obraz vytvoříme ze zapnutého OS
a připojíme pouze disk C, který má cca 100 GB.
Obraz je třeba překopírovat na hypervizor, k tomu použijeme program WinSCP,
pomocí něhož se můžeme za pomocí SCP (Secure Copy Protocol) připojit k soubo-
rovému systému OS Linux a kopírovat soubory.
Následně je třeba obraz převést z formátu pro programy VMware na formát pro
qemu–kvm. K tomu slouží program qemu-img instalovaný s nástroji virtualizace.
Obraz převedeme následujícím příkazem:
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qemu-img convert windows7.vdmk windows7
Takto převedený obraz je již připraven k instalaci.
3.7.2 Instalace obrazu
Instalace Windows proběhne ve virtuálním prostředí hypervizoru. Instalaci spustíme
příkazem:
virt-install --connect qemu:///system \
--arch=x86_64 \ #(typ architektury)
--cpu host \ #(okopíruj parametry cpu hostitele)
--name windows7 \ #(název VM)
--ram 2048 \ #(velikost přidelené ram)
--vcpus=4 \ #(počet virtuálních cpu)
--disk path=/data/windows7 \ #(cesta k obrazu OS)
--import \ #(importovaný obraz)
--vnc \ #(umožnuje připojení pomocí VNC)
--vnclisten=127.0.0.1 \ #(vnc naslouchá jen na lokální adrese)
--vncport=5900 \ #(pro vnc bude použit port 5900)
--noautoconsole \ #(zamezí automatickému otevírání konzole)
--os-type windows \ #(typ OS)
--os-variant win7 \ #(varianta OS)
--autostart \ #(příznak pro automatické spouštění)
--host-device 001.003 \ #(připojení USB zařzení - klávesnice - hostitele
dle sběrnice)
--video=vga \ #(grafická karta typu vga)
--hvm \ #(nastaví plnou virtualizaci)
, tím připojíme obraz.
Pro připojení k síti bude využito překladu NAT přes rozhraní eth0, což je výchozí
volbou.
3.7.3 Nastavení grafické karty
Zvýšení dostupné grafické paměti pro virtuální stroj je nutno provést editací nasta-
vení:
virsh edit windows7
Zde změníme hodnotu grafické paměti na 65536 v sekci <video>, tedy na 64MB.
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3.7.4 Omezení uživatelského přístupu
Po zapnutí hypervizoru je třeba, aby hypervizor automaticky spustil jak výpočetní
uzel, tak Windows. Je třeba aby bylo možno s Windows běžně a bez omezení pra-
covat, a přitom uživatel neměl možnost nikterak ovlivnit chod hypervizoru. Z toho
důvodu je nutné aplikovat jistá omezení, aby se tomu zamezilo.
Autologin
Při zapnutí CentOS vyžaduje systém zadání přihlašovacích údajů. Tomu se vyhneme
automatickým loginem hned po startu operačního systému. K tomu je potřeba mít
nainstalované balíčky seahorse a gnome desktop manager :
yum install seahorse gdm
, po jejich instalaci nastavíme automatický login v konfiguračním souboru





Při běhu virtualizovaného OS Windows lze hypervizor bežící na pozadí ovlivňovat
pomocí klávesových zkratek. Této možnosti je třeba zamezit. Zkratkami, kterými je
možno ovlivnit běh hypervizoru, jsou:
• CTRL+ALT+DELETE – pro vypnutí počítače,
• CTRL+ALT+F1-F7 – pro přepínání aktivní konzole.
Zakázání použití klávesové zkratky CTRL+ALT+DELETE nastavíme v souboru
/init/control-alt-delete.conf zakomentujeme následující řádky:
#start on control-alt-delete
#exec /sbin/shutdown -r now "Control-Alt-Delete pressed"





Start a vypnutí Windows s hypervizorem
K atomatickému zapnutí Windows, k připojení přes VNC v režimu fullscreen ob-
razovky a vypnutí hypervizoru po vypnutí Windows použijeme následující skript
autostart.sh umístěný v domovské složce uživatele:
vncviewer \ #zapne vncviewer
-NoJPEG=1 \ #vypne kompresi obrazu JPEG
-FullScreen=1 \ #zobrazení na celou obrazovku
-PreferredEncoding=raw \ #upřednostňuje kódování raw
-FullColor=1 \ #využití barevného schématu fullcollor
-DotWhenNoCursor=0 \ #vypnutí tečky místo kurzoru myši
-MenuKey=F13 \ #neexistující klávesa pro menu
127.0.0.1:5900; \ #port a IP adresa zpětné smyčky pro připojení k VNC
halt #po ukončení vncvieweru vypne hypervizor
Skriptu je potřeba přidělit příslušná práva:
chmod 777 autostart.sh
Jeho automatické zapnutí nastavíme v nabídce System/Preferences/
StartupAplications.
3.8 Řízení rozložení zátěže
Systémové prostředky počítače budou hypervizorem sdíleny ve prospěch virtuali-
zovaných Windows tak, aby při zvýšených nárocích fungovaly bez omezení. V mo-
mentu, kdy budou systémové prostředky volné, budou dostupné výpočetnímu clus-
teru. Prostředky budou přidělovány v poměru 3:1 ve prospěch Windows. Nastavení
rozložení zátěže provedeme pomocí virsh:
virsh schedinfo --set cpu\_shares=3072 windows7
virsh schedinfo --set cpu\_shares=1024 node
3.9 Správa clusteru
Správa hypervizorů a stejně tak i výpočetních uzlů clusteru bude výhradně probíhat
pomocí připojení SSH. Pro správu hypervizorů se k nim můžeme připojit pomocí
jejich veřejného doménového jména. Pro hypervizor s master node příkazem:
ssh PC-SE5127-27.utko.feec.vutbr.cz
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Pro další počítače to půjde stejným příkazem, jen s tím rozdílem, že název se
bude měnit dle jména hypervizoru, ke kterému se chceme připojit.
Správa uzlu clusteru bude možná po připojení se k hypervizoru, na kterém je
nainstalován řídící uzel pomocí příkazu uvedeného výše. Z toho se k uzlům připojíme
přes SSH:
ssh 192.168.1.x













mpirun -n 4 --hostfile /mirror/hosts /mirror/mpi_hello_world/mpi_hello_world
V případě správné funkce programu nám jednotlivé uzly a jejich procesory po-
tvrdí, že se zapojily 3.1.
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Obr. 3.1: Snímek obrazovky úlohy řešené ve vytvořeném clusteru pomocí OpenMPI
Obr. 3.2: Snímek obrazovky úlohy řešené ve vytvořeném clusteru pomocí Octave.
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3.10.2 Octave
Distribuované zpracování pomocí Octave otestujeme programem staženým z [12].
Spustíme jej:
mpiexec --hostfile hosts -n 4 octave -q --eval //
"pkg load mpi; Pi(1E7,’s’)"
Program vypíše hodnotu pí, jak je vidět na obrázku3.2.
Nakonec výpisem procesů (obrázek 3.3) na výpočetních uzlech ověříme, zda vý-
počet probíhal s jejich pomocí:
ps aux| grep octave




V práci byly podrobně prozkoumány nástroje a postupy pro realizaci výpočetního
clusteru. Na základě získaných znalostí byl navržen a realizován výpočetní cluster v
laboratoři VUT.
Cluster byl vytvořen tak, aby na jednom počítači byl virtualizován jak výpočetní
uzel clusteru, tak OS Windows pro běžnou práci v laboratoři. Uživatel Windows
nemá možnost zasahovat do běhu clusteru ani není omezován jeho chodem. Pro
komunikaci mezi uzly bylo využito knihovny pro distribuované zpracování OpenMPI.
Jako výpočetního prostředí pak Octave.
Instalace clusteru byla testována na dvou počítačích v laboratoři. Cluster komu-
nikoval bez problémů, avšak efektivita jeho provozu byla omezena vysokými hard-
warovými nároky Windows. Uživatel OS Windows nemá přístup k výpočetnímu
clusteru. Dalšími možnostmi pro pokračování v práci jsou:
• Rozšíření clusteru
Rozkopírování výpočetních uzlů na více počítačů v učebně.
• Testování clusteru v provozu
Prozkoumat funkci clusteru i při běžném provozu v laboratoři při výuce v
probíhajícím semestru,
• Testování efektivity
Otestování výpočetního výkonu clusteru a porovnání s výkonem jednotlivých
počítačů a analýza vlivu provozu Windows na výkon clusteru.
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK
AMD firma vyrábějicí procesory – Advanced Micro Devices
API rozhraní pro programování aplikací – Application Programming Interface
BIOS základní vstupně-výstupní systém – Basic Input-Output System
CD kompaktní disk – Compact Disk
DHCP protokol dynamické konfigurace klienta – Dynamic Host Configuration
Protocol
DOS diskový operační systém – Disk Operating System
DNS server překladu doménových názvů – Domain Name Server
DSA algorytmus digitálního podpisu – Digital Signature Algorithm
EPEL dodatečné balíčky pro Enterprise Linux – Extra Packages for Enterprise
Linux
FTP protokol pro přenos souborů – File Transfer Protocol
HPC výpočty požadující vysoký výkon – High-Power Computing
HPCC vysoce-výkonný výpočetní cluster – High-Power Computing Cluster
IP protokol internetu – Internet Protocol
ISO/OSI Mezinárodní organizace pro normalizaci/propojení otevřených systémů –
International Organization for Standardization/Open Systems
Interconnection
KVM virtuální stroj založený na jádře – Kernel-based Virtual Machine
LAM/MPI lokální cluster/rozhraní předávající zprávy – Local Area
Multicomputer/Message Passing Interface
MPI rozhraní předávající zprávy – Message Passing Interface
MPICH přenosné rozhraní předávající zprávy – Message Passing Interface
Chameleon
NAT překlad síťových adres – Network Adress Translation
NFS síťový souborový systém – Network File System
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OS operační systém – Operatin System
PC osobní počítač – Personal Computer
PVM paralelní virtuální stroj – Parallel Virtual Machine
RAM pamět s libovolným přístupem – random-access memory
RHEL Red Hat Enterprise Linux
RSA šifra s veřejným klíčem – Rivest, Shamir, Adleman
SAN síťový prostor pro ukkládání dat – Storage Area Network
SCP bezpečné kopírování – Secure Copy
SFTP zabezpečený protokol pro přenos souborů – Secure File Transfer Protocol
SSH zabezpečený shell – Secure Shell
USB univerzální sériové rozhraní – Universal Serial Bus
VLAN virtuální lokální síť – Virtual Local Area Network
VM vyrtuální stroj – Virtual Machine
VMM správce virtuálních strojů – Virtual Machine Manager
VNC síťové připojení k grafickému rozhraní – Virtual Network Computing
VMS virtuální paměťový systém – Virtual Memory System
VUT vysoké učení technické
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