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Abstract
Motivated by the problem of longitudinal data assimilation, e.g., in the registration of
a sequence of images, we develop the higher-order framework for Lagrangian and Hamilto-
nian reduction by symmetry in geometric mechanics. In particular, we obtain the reduced
variational principles and the associated Poisson brackets. The special case of higher order
Euler-Poincare´ and Lie-Poisson reduction is also studied in detail.
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1 Introduction
Background. Many interesting mechanical systems, such as the incompressible fluid, the
rigid body, the KdV equation, or the Camassa-Holm equations can be written as the Euler-
Poincare´ equations on a Lie algebra g of a Lie group G. The corresponding Hamiltonian
formulations are given by Lie-Poisson equations obtained by Poisson reduction of the canonical
Hamilton equations on T ∗G.
A more general situation occurs if the original configuration space is not a Lie group, but a
configuration manifold Q on which a Lie group G acts freely and properly, so that Q → Q/G
becomes a principal G-bundle. Starting with a Lagrangian system on TQ invariant under the
tangent lifted action of G, the reduced equations on (TQ)/G, appropriately identified, are
the Lagrange-Poincare´ equations derived in Cendra, Marsden, and Ratiu [2001]. Similarly, if
we start with a Hamiltonian system on T ∗Q, invariant under the cotangent lifted action of
G, the resulting reduced equations on (T ∗Q)/G are called the Hamilton-Poincare´ equations,
Cendra, Marsden, Pekarsky, and Ratiu [2003], with an interesting Poisson bracket, the gauged
Lie-Poisson structure, involving a canonical bracket, a Lie-Poisson bracket, and a curvature
term.
Goals. The goal of this paper is to present the extension of this picture to the higher or-
der case, that is, the case when the Lagrangian function is defined on the kth-order tangent
bundle T (k)Q and thus depends on the first kth-order time derivatives of the curve. We thus
derive the kth-order Lagrange-Poincare´ equations on T (k)Q/G and obtain the kth-order Euler-
Poincare´ equations on T (k)G/G ≃ kg in the particular case Q = G, together with the associated
constrained variational formulations.
On the Hamiltonian side, using the Legendre transform T (2k−1)Q→ T ∗
(
T (k−1)Q
)
associated
to the Ostrogradsky momenta, we obtain what we call the Ostrogradsky-Hamilton-Poincare´
equations on T ∗
(
T (k−1)Q
)
/G and, in the particular case Q = G, the Ostrogradsky-Lie-Poisson
equations.
Motivation and approach. Our motivation for making these extensions to higher order of
the fundamental representations of dynamics in geometric mechanics is to cast light on the
options available in this framework for potential applications, for example, in longitudinal data
assimilation. However, these applications will not be pursued here and we shall stay in the con-
text of the initial value problem, rather than formulating the boundary value problems needed
for the applications of the optimal control methods, say, in longitudinal data assimilation. For
further discussion of the motivation for developing the higher-order framework for geometric
mechanics in the context of optimal control problems, in particular for registration of a sequence
of images, see Gay-Balmaz, Holm, Meier, Ratiu, and Vialard [2012].
2
2 Geometric setting
We shall begin by reviewing the definition of higher order tangent bundles T (k)Q, the connection-
like structures defined on them, and the description of the quotient of T (k)Q by a free and
proper group action. For more details and explanation of the geometric setting for higher or-
der variational principles in the context that we follow here, see Cendra, Marsden, and Ratiu
[2001]. We also recall the formulation of the kth-order Euler-Lagrange equations and the as-
sociated Hamiltonian formulation obtained through the Ostrogradsky momenta. We refer to
de Leon and Rodrigues [1985] for the geometric formulation of higher order Lagrangian and
Hamiltonian dynamics.
2.1 Higher order tangent bundles
The kth-order tangent bundle τ
(k)
Q : T
(k)Q → Q of a manifold Q is defined as the set of
equivalence classes of Ck curves in Q under the equivalence relation that identifies two given
curves qi(t), i = 1, 2, if q1(0) = q2(0) = q0 and in any local chart we have q
(l)
1 (0) = q
(l)
2 (0), for
l = 1, 2, . . . , k, where q(l) denotes the derivative of order l. The equivalence class of the curve
q(t) at q0 ∈ Q is denoted [q]
(k)
q0 . The projection
τ
(k)
Q : T
(k)Q→ Q is given by τ
(k)
Q
(
[q](k)q0
)
= q0.
It is clear that T (0)Q = Q, T (1)Q = TQ, and that, for 0 ≤ l < k, there is a well defined fiber
bundle structure
τ
(k,l)
Q : T
(k)Q→ T (l)Q, given by τ
(k,l)
Q
(
[q](k)q0
)
= [q](l)q0 .
Apart from the cases k = 0 and k = 1, the bundles T (k)Q are not vector bundles. We shall use
the natural coordinates (q, q˙, ..., q(k)) on T (k)Q induced by a coordinate system on Q.
A smooth map f : M → N induces a map
T (k)f : T (k)M → T (k)N given by T (k)f
(
[q](k)q0
)
:= [f ◦ q]
(k)
f(q0)
. (2.1)
In particular, a group action Φ : G×Q→ Q naturally lifts to a group action
Φ(k) : G× T (k)Q→ T (k)Q given by Φ(k)g
(
[q](k)q0
)
:= T (k)Φg
(
[q](k)q0
)
= [Φg ◦ q]
(k)
Φg(q0)
. (2.2)
When the action Φ is free and proper we get a principal G-bundle T (k)Q →
(
T (k)Q
)
/G. The
quotient
(
T (k)Q
)
/G is a fiber bundle over the base Q/G. The class of the element [q]
(k)
q0 ∈ T
(k)
q0 Q
in the quotient
(
T (k)Q
)
/G is denoted
[
[q]
(k)
q0
]
G
.
2.2 Higher order Euler-Lagrange equations
Consider a Lagrangian L : T (k)Q → R defined on the kth-order tangent bundle. We will
often use the local notation L
(
q, q˙, ...., q(k)
)
instead of the intrinsic one L
(
[q](k)q0
)
. A curve
q : [t0, t1]→ Q is a critical curve of the action
J [q] =
∫ t1
t0
L
(
q(t), q˙(t), ...., q(k)(t)
)
dt (2.3)
3
among all curves q(t) ∈ Q whose first (k − 1) derivatives q(j)(ti), i = 0, 1, j = 0, ..., k − 1, are
fixed at the endpoints if and only if q(t) is a solution of the kth-order Euler-Lagrange equations
k∑
j=0
(−1)j
dj
dtj
∂L
∂q(j)
= 0. (2.4)
These equations follow from Hamilton’s variational principle,
δ
∫ t1
t0
L
(
q(t), q˙(t), ...., q(k)(t)
)
dt = 0.
In the δ-notation, an infinitesimal variation of the curve q(t) is denoted by δq(t) and defined
by the variational derivative,
δq(t) :=
d
dε
∣∣∣∣
ε=0
q(t, ε), (2.5)
where q(t, 0) = q(t) for all t for which the curve is defined and ∂
jq
∂tj
(ti, ε) = q
(j)(ti), for all ε,
j = 0, 1, . . . , k − 1, and i = 0, 1. Thus δq(j)(t0) = 0 = δq
(j)(t1) for all j = 0, ..., k − 1.
Examples: Riemannian cubic polynomials and generalizations. As originally intro-
duced in Noakes, Heinzinger, and Paden [1989], Riemannian cubic polynomials (or 2-splines)
generalize Euclidean splines to Riemannian manifolds. Let (Q, γ) be a Riemannian manifold
and D
Dt
be the covariant derivative along curves associated with the Levi-Civita connection ∇
for the metric γ. The Riemannian cubic polynomials are defined as minimizers of the functional
J in (2.3) for the Lagrangian L : T (2)Q→ R defined by
L(q, q˙, q¨) :=
1
2
γq
(
D
Dt
q˙,
D
Dt
q˙
)
. (2.6)
This Lagrangian is well-defined on the second-order tangent bundle since, in coordinates,
D
Dt
q˙k = q¨k + Γkij(q)q˙
iq˙j, (2.7)
where Γkij(q) are the Christoffel symbols at the point q of the metric γ in the given basis. These
Riemannian cubic polynomials have been generalized to the so-called elastic 2-splines through
the following class of Lagrangians
L(q, q˙, q¨) :=
1
2
γq
(
D
Dt
q˙,
D
Dt
q˙
)
+
τ 2
2
γq(q˙, q˙), (2.8)
where τ is a real constant, see Hussein and Bloch [2004]. Another extension are the kth-order
Riemannian splines, or geometric k-splines, where
L
(
q, q˙, ..., q(k)
)
:=
1
2
γq
(
Dk−1
Dtk−1
q˙,
Dk−1
Dtk−1
q˙
)
, (2.9)
for k > 2. As for the Riemannian cubic splines, L is well-defined on T (k)Q. Denoting by R the
curvature tensor defined as R(X, Y )Z = ∇X∇Y Z − ∇Y∇XZ − ∇[X,Y ]Z, the Euler-Lagrange
equation for elastic 2-splines (k = 2) reads
D3
Dt3
q˙(t) +R
(
D
Dt
q˙(t), q˙(t)
)
q˙(t) = τ 2
D
Dt
q˙(t), (2.10)
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as proven in Noakes, Heinzinger, and Paden [1989], Hussein and Bloch [2004]. For the higher-
order Lagrangians (2.9), the Euler-Lagrange equations read, Camarinha, Silva Leite, and Crouch
[1995],
D2k−1
Dt2k−1
q˙(t) +
k∑
j=2
(−1)jR
(
D2k−j−1
Dt2k−j−1
q˙(t),
Dj−2
Dtj−2
q˙(t)
)
q˙(t) = 0. (2.11)
Remark 2.1 It is important to note that the higher order Lagrangians (2.8), (2.9) are functions
defined on the manifolds T (2)Q and T (k)Q, respectively, and not on curves q(t) ∈ Q. Therefore,
the notation D
Dt
q˙ in formula (2.8) means the expression in terms of q˙ and q¨ seen as independent
elements in the manifold T (2)Q.
2.3 Quotient space and reduced Lagrangian
We now review the geometry of the quotient space
(
T (k)Q
)
/G relative to the lifted action Φ(k),
in preparation for the reduction processes we shall present in the next sections.
The quotient space
(
T (k)Q
)
/G. Consider a free and proper right (resp. left) Lie group
action Φ of G on Q. Let us fix a principal connection A on the principal bundle π : Q→ Q/G,
that is, a one-form A ∈ Ω1(Q, g) such that
A(ξQ(q)) = ξ, Φ
∗
gA = Adg−1 ◦A, resp. Φ
∗
gA = Adg ◦A,
where ξQ is the infinitesimal generator associated to the Lie algebra element ξ. Recall that by
choosing a principal connection A on the principal bundle π : Q → Q/G, we can construct a
vector bundle isomorphism
αA : (TQ)/G→ T (Q/G)⊕ AdQ, αA
(
[[q]q0 ]G
)
:=
(
Tπ ([q]q0) , [q0,A ([q]q0)]G
)
, (2.12)
where ⊕ denotes the Whitney sum and the adjoint bundle AdQ → Q/G is the vector bundle
defined by the quotient space AdQ := (Q× g) /G relative to the diagonal action of G.
We now recall from Cendra, Marsden, and Ratiu [2001] how this construction generalizes to
the case of kth-order tangent bundles. The covariant derivative of a curve σ(t) = [q(t), ξ(t)]G ∈
AdQ relative to a given principal connection A is given by
D
Dt
σ(t) =
D
Dt
[q(t), ξ(t)]G =
[
q(t), ξ˙(t)± [A(q˙(t)), ξ(t)]
]
G
, (2.13)
where the upper (resp. lower) sign in (±) corresponds to a right (resp. left) action. In the
particular case when σ(t) = [q(t),A(q˙(t))]G, we have
D
Dt
σ(t) =
[
q(t), ξ˙(t)
]
G
=: [q(t), ξ2(t)]G , (2.14)
D2
Dt2
σ(t) =
[
q(t), ξ¨(t)± [ξ(t), ξ˙(t)]
]
G
=: [q(t), ξ3(t)]G , (2.15)
and, more generally,
Dl
Dtl
σ(t) = [q(t), ξl+1(t)]G , ξl+1(t) = ξ˙l(t)± [ξ(t), ξl(t)], (2.16)
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where ξ1(t) := ξ(t) and l = 1, . . . , k. The bundle isomorphism α
(k)
A
:
(
T (k)Q
)
/G→ T (k)(Q/G)⊕
kAdQ that generalizes (2.12) to the kth-order case is defined by
α
(k)
A
([
[q](k)q0
]
G
)
=
(
T (k)π
(
[q](k)q0
)
, σ(0),
D
Dt
∣∣∣∣
t=0
σ(t),
D2
Dt2
∣∣∣∣
t=0
σ(t), ...,
Dk−1
Dtk−1
∣∣∣∣
t=0
σ(t)
)
, (2.17)
where σ(t) := [q(t),A(q˙(t))]G, q(t) is any curve representing [q]
(k)
q0 ∈ T
(k)Q such that q(0) =
q0, and kAdQ denotes the Witney sum of k copies of the adjoint bundle. We refer to
Cendra, Marsden, and Ratiu [2001] for further information and proofs. We will use the sugges-
tive notation (
ρ, ρ˙, ..., ρ(k), σ, σ˙, ..., σ(k−1)
)
= α
(k)
A
([
[q](k)q0
]
G
)
(2.18)
for the reduced variables.
Remark 2.2 It is important to observe that the notation D
j
Dtj
∣∣∣
t=0
σ(t) in the quotient map
(2.17) stands for the intrinsic expression obtained via (2.14)–(2.16) from the element
[
[q]
(k)
q0
]
G
∈(
T (k)Q
)
/G.
In (2.18) the dot notations on ρ and σ have not the same meaning: ρ, ρ˙, ..., ρ(k) are natural
coordinates on T (k)(Q/G), whereas σ˙, ..., σ(k−1) are elements in AdQ, all seen as independent
variables. When dealing with curves, ρ(i) really means the ordinary time derivative in the local
chart, whereas σ(i) means the covariant derivative D
i
Dti
σ.
The reduced Lagrangian. If L : T (k)Q→ R is a G-invariant kth-order Lagrangian, then it
induces a Lagrangian ℓ defined on the quotient space
(
T (k)Q
)
/G. If a connection is chosen,
then we can write the reduced Lagrangian as
ℓ = ℓ
(
ρ, ρ˙, ..., ρ(k), σ, σ˙, ..., σ(k−1)
)
: T (k)(Q/G)⊕ kAdQ→ R.
The case of a Lie group. Let us particularize the map α
(k)
A
to the case where Q is the Lie
group G. The adjoint bundle AdG can be identified with the Lie algebra g via the isomorphism
AdG→ g, [g, ξ]G 7→ η := Adg ξ, resp. [g, ξ]G 7→ η := Adg−1 ξ. (2.19)
The principal connection is the Maurer-Cartan connection
A(vg) = g
−1vg, resp. A(vg) = vgg
−1
and one observes that the associated covariant derivative D
Dt
[g(t), ξ(t)]G of a curve [g(t), ξ(t)]G
in AdG corresponds, via the isomorphism (2.19), to the ordinary time derivative in g:
d
dt
η(t) =
d
dt
(
Adg(t) ξ(t)
)
, resp.
d
dt
η(t) =
d
dt
(
Adg(t)−1 ξ(t)
)
.
Therefore, in the case Q = G, the bundle isomorphism α
(k)
A
:
(
T (k)G
)
/G → kAdG ≃ kg
becomes
αk
([
[g](k)g0
]
G
)
:=
(
g˙(0)g(0)−1,
d
dt
∣∣∣∣
t=0
g˙(t)g(t)−1, . . . ,
dk−1
dtk−1
∣∣∣∣
t=0
g˙(t)g(t)−1
)
, (2.20)
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respectively,
αk
([
[g](k)g0
]
G
)
:=
(
g(0)−1g˙(0),
d
dt
∣∣∣∣
t=0
g(t)−1g˙(t), . . . ,
dk−1
dtk−1
∣∣∣∣
t=0
g(t)−1g˙(t)
)
, (2.21)
where kg denotes the sum of k copies of g. Note that in this particular case, one may choose
g0 = e since we have
[
[g](k)g0
]
G
=
[
[gg0]
(k)
e
]
G
. The reduced Lagrangian is thus a map ℓ =
ℓ(ξ, ..., ξ(k−1)) : kg→ R.
2.4 Ostrogradsky momenta and higher order Hamilton equations
It is well-known that the Hamiltonian formulation of the kth-order Euler-Lagrange equations is
obtained via the Ostrogradsky momenta defined locally by
p(i) :=
k−i−1∑
j=0
(−1)j
dj
dtj
∂L
∂q(i+j+1)
, i = 0, ..., k − 1.
So, for example, we have
p(0) =
∂L
∂q˙
−
d
dt
∂L
∂q¨
+ ...+ (−1)k−1
dk−1
dtk−1
∂L
∂q(k)
and p(k−1) =
∂L
∂q(k)
.
These momenta are encoded in theOstrogradsky-Legendre transform Leg : T (2k−1)Q→ T ∗
(
T (k−1)Q
)
that reads locally Leg
(
q, q˙, ..., q(2k−1)
)
=
(
q, ..., q(k−1), p(0), ..., p(k−1)
)
. We refer to de Leon and Rodrigues
[1985] for the intrinsic definition of the Legendre transform as well as for the geometric formu-
lation of higher order Lagrangian dynamics. In the same way as in the first order case, the
Poincare´-Cartan forms associated to L are defined by
ΘL := Leg
∗Θcan ∈ Ω
1
(
T (2k−1)Q
)
and ΩL := Leg
∗Ωcan ∈ Ω
2
(
T (2k−1)Q
)
,
where Θcan and Ωcan are the canonical forms on T
∗
(
T (k−1)Q)
)
. The energy function EL :
T (2k−1)Q→ R associated to L is defined by
EL
(
[q](2k−1)
)
=
〈
Leg
(
[q](2k−1)
)
, [q(k−1)](1)
〉
− L
(
[q](k)
)
,
where the bracket denotes the duality pairing between T
(
T (k−1)Q
)
and T ∗
(
T (k−1)Q
)
. Locally
we have
ΘL =
k−1∑
i=0
p(i)dq
(i), ΩL =
k−1∑
i=0
dq(i) ∧ dp(i), EL =
k−1∑
i=0
p(i)q
(i+1) − L(q, ..., q(k)).
The Lagrangian L is said to be regular if ΩL is a symplectic form or, equivalently, if Leg is a
local diffeomorphism. In this case the solution of the kth-order Euler-Lagrange are the integral
curves of the Lagrangian vector field XL ∈ X
(
T (2k−1)Q
)
defined by
iXLΩL = dEL.
When Leg is a global diffeomorphism, then L is hyperregular and the associated Hamiltonian
is defined by
H := EL ◦ Leg
−1 : T ∗
(
T (k−1)Q
)
→ R
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In this case, the kth-order Euler-Lagrange equations are equivalent to the canonical Hamilton
equations associated to H : T ∗
(
T (k−1)Q
)
→ R and are locally given by
d
dt
q(i) =
∂H
∂p(i)
,
d
dt
p(i) = −
∂H
∂q(i)
, i = 0, ..., k − 1.
The solution is the integral curve of the Hamiltonian vector fieldXH ∈ X
(
T ∗
(
T (k−1)Q
))
defined
by
iXHΩcan = dH.
3 Higher order Euler-Poincare´ reduction
In this section by following Gay-Balmaz, Holm, Meier, Ratiu, and Vialard [2012], we derive
the kth-order Euler-Poincare´ equations by reducing the variational principle associated to a
right (resp. left) G-invariant Lagrangian L = L(g, g˙, ..., g(k)) : T (k)Q → R in the special case
when the configuration manifold Q is the Lie group G and the action is by right (resp. left)
multiplication.
Constrained variations. As we have seen, the reduced Lagrangian ℓ = ℓ(ξ1, ξ2, ..., ξk) :
kg→ R is induced by the quotient map T (k)G→ T (k)G/G = kg given by
(g, g˙, ..., g(k)) 7→
(
ξ, ..., ξ(k−1)
)
, where ξ := g˙g−1, resp. ξ := g−1g˙ (3.1)
and obtained by particularizing the quotient map of (2.17). The variations of the quantities in
the quotient map (3.1) are thus given by
δξ =
d
dt
η ∓ [ξ, η]
δξ˙ =
d
dt
δξ
δξ¨ =
d2
dt2
δξ (3.2)
......
δ
dj
dtj
ξ =
dj
dtj
δξ,
where η = (δg)g−1, resp. η = g−1(δg) for right, resp. left invariance. Therefore, the variations
η ∈ g are such that η(j) vanish at the endpoints, for all j = 0, ..., k − 1.
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Hamilton’s principle. The Euler-Poincare´ equations for the reduced Lagrangian ℓ follow
from Hamilton’s principle δS = 0 with S =
∫
ℓ dt by using these variations, as
δ
∫ t2
t1
ℓ
(
ξ, ξ˙, ..., ξ(k−1)
)
dt =
k−1∑
j=0
∫ t2
t1
〈
δℓ
δξ(j)
, δξ(j)
〉
dt =
k−1∑
j=0
∫ t2
t1
〈
δℓ
δξ(j)
,
dj
dtj
δξ
〉
dt
=
k−1∑
j=0
∫ t2
t1
〈
(−1)j
dj
dtj
δℓ
δξ(j)
, δξ
〉
dt
=
∫ t2
t1
〈
k−1∑
j=0
(−1)j
dj
dtj
δℓ
δξ(j)
,
d
dt
η ∓ [ξ, η]
〉
dt
=
∫ t2
t1
〈(
−
d
dt
∓ ad∗ξ
) k−1∑
j=0
(−1)j
dj
dtj
δℓ
δξ(j)
, η
〉
dt ,
and applying the vanishing endpoint conditions when integrating by parts. Therefore, station-
arity (δS = 0) implies the kth-order Euler-Poincare´ equations,
(
d
dt
± ad∗ξ
) k−1∑
j=0
(−1)j
dj
dtj
δℓ
δξ(j)
= 0. (3.3)
Formula (3.3) takes the following forms for various choices of k = 1, 2, 3:
If k = 1: (
d
dt
± ad∗ξ
)
δℓ
δξ
= 0,
If k = 2: (
d
dt
± ad∗ξ
)(
δℓ
δξ
−
d
dt
δℓ
δξ˙
)
= 0, (3.4)
If k = 3: (
d
dt
± ad∗ξ
)(
δℓ
δξ
−
d
dt
δℓ
δξ˙
+
d2
dt2
δℓ
δξ¨
)
= 0.
The first of these is the usual Euler-Poincare´ equation. The others adopt a factorized form in
which the Euler-Poincare´ operator (d/dt± ad∗ξ) is applied to the Euler-Lagrange operation on
the reduced Lagrangian ℓ(ξ, ξ˙, ξ¨, ...) at the given order.
The results obtained above are summarized in the following theorem.
Theorem 3.1 (kth-order Euler-Poincare´ reduction) Let L : T (k)G → R be a G-invariant
Lagrangian and ℓ : kg → R the associated reduced Lagrangian. Let g(t) be a curve in G and
ξ(t) = g˙(t)g(t)−1, resp. ξ(t) = g(t)−1g˙(t) be the reduced curve in the Lie algebra g. Then the
following assertions are equivalent.
(i) The curve g(t) is a solution of the kth-order Euler-Lagrange equations for L.
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(ii) Hamilton’s variational principle
δ
∫ t1
t0
L
(
g, g˙, ..., g(k)
)
dt = 0
holds using variations δg such that δg(j) vanish at the endpoints for j = 0, ..., k − 1.
(iii) The kth-order Euler-Poincare´ equations for ℓ : kg→ R hold:
(
d
dt
± ad∗ξ
) k−1∑
j=0
(−1)j
dj
dtj
δℓ
δξ(j)
= 0. (3.5)
(iv) The constrained variational principle
δ
∫ t1
t0
ℓ
(
ξ, ξ˙, ..., ξ(k)
)
= 0
holds for constrained variations δξ = d
dt
η ∓ [ξ, η], where η is an arbitrary curve in g such
that η(j) vanish at the endpoints, for all j = 0, ..., k − 1.
We now quickly recall from Gay-Balmaz, Holm, Meier, Ratiu, and Vialard [2012] how the
higher order Euler-Poincare´ theory applies to geodesic splines on Lie groups.
Example: Riemannian 2-splines on Lie groups. Fix a right, resp. left invariant Rieman-
nian metric γ on the Lie group G and let ‖ · ‖2 be its corresponding squared metric. Consider
the Lagrangian L : T (2)G→ R for Riemannian 2-splines, given by
L(g, g˙, g¨) =
1
2
∥∥∥∥ DDtg˙
∥∥∥∥
2
, (3.6)
in whichD/Dt denotes covariant derivative in time. It is shown in Gay-Balmaz, Holm, Meier, Ratiu, and Vialard
[2012] that the reduced Lagrangian ℓ : 2g→ R associated to L is given by
ℓ(ξ, ξ˙) =
1
2
∥∥∥ξ˙♭ ± ad∗ξ ξ♭∥∥∥2 , (3.7)
where ♭ : ξ ∈ g 7→ γe(ξ, ·) ∈ g
∗ is the flat operator associated to γ. From formula (3.4) with
k = 2 one then finds the 2nd-order Euler-Poincare´ equation(
d
dt
± ad∗ξ
)(
d
dt
η♭ ± ad∗η ξ
♭ ± (adη ξ)
♭
)
= 0, with η♭ := ξ˙♭ ± ad∗ξ ξ
♭. (3.8)
If the metric is both left and right invariant (bi-invariant) further simplifications arise. Indeed,
in this case we have ad∗ξ ξ
♭ = 0 so that η = ξ˙ and the equations in (3.8) become(
d
dt
± ad∗ξ
)
ξ¨ ♭ = 0 or
...
ξ ∓
[
ξ, ξ¨
]
= 0, (3.9)
as in Crouch and Silva Leite [1995]. Note that in this case, the reduced Lagrangian (3.7) is
given simply by ℓ(ξ, ξ˙) = 1
2
‖ξ˙‖2.
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4 Higher order Lagrange-Poincare´ reduction
Here we generalize the method of Lagrange-Poincare´ reduction in Cendra, Marsden, and Ratiu
[2001] to higher order G-invariant Lagrangians defined on T (k)Q. Recall from §2.1 that we
consider a free and proper right (resp. left) action Φ of G on Q and its lift Φ(k) on the kth-order
tangent bundle T (k)Q. By fixing a principal connection A on the principal bundle π : Q→ Q/G,
the quotient space
(
T (k)Q
)
/G can be identified with the bundle T (k)(Q/G)⊕ kAdQ.
Constrained variations. The main departure point is to compute the constrained variations
of (
ρ, ρ˙, ..., ρ(k), σ, σ˙, ..., σ(k−1)
)
= α
(k)
A
([
[q](k)q0
]
G
)
∈ T (k)(Q/G)⊕ kAdQ (4.1)
induced by a variation δq(t) = d
ds
∣∣
s=0
q(t, s) of the curve q(t) ∈ Q. Since
(ρ, ρ˙, ..., ρ(k)) = T (k)π
(
[q](k)q0
)
= [π ◦ q](k)ρ ,
the variations δρ of ρ are arbitrary except for the endpoint conditions δρ(j)(ti) = 0, for all
i = 1, 2, j = 1, .., k − 1. The variations of σj may be computed with the help of a fixed
connection A. For σ(t) := [q(t),A(∂tq(t))]G ∈ AdQ, we have
δσ(t) =
D
Ds
∣∣∣∣
s=0
σ(t, s) =
D
Ds
∣∣∣∣
s=0
[q(t, s),A(∂tq(t, s))]G
(2.13)
=
[
q(t),
d
ds
∣∣∣∣
s=0
A(∂tq(t, s))± [A (δq(t)) ,A(∂tq(t))]
]
G
=
[
q(t),
d
dt
A(δq(t)) + dA (δq(t), ∂tq(t))± [A (δq(t)) ,A(∂tq(t))]
]
G
=
[
q(t),
d
dt
A(δq(t)) + B (δq(t), ∂tq(t))
]
G
=
D
Dt
[q(t),A(δq(t))]G ∓ [q(t), [A(∂tq),A(δq(t))]]G + [q(t),B (δq(t), ∂tq(t))]G .
This computation implies
δσ(t) =
D
Dt
η(t)∓ [σ(t), η(t)] + B˜(δρ(t), ρ˙(t)) (4.2)
for η(t) := [q(t),A(δq(t))]G ∈ AdQ and where B := dA ± [A,A] ∈ Ω
2(Q, g) is the curvature
2-form and B˜ ∈ Ω2(Q/G,AdQ) is the reduced curvature. Our conventions are [A,A](u, v) :=
[A(u),A(v)] for all u, v ∈ TqQ.
For σ˙, using the formula
D
Dt
D
Ds
σ(s, t)−
D
Ds
D
Dt
σ(s, t) = ±
[
B˜(ρ˙, δρ), σ
]
leads to
δσ˙(t) =
D
Ds
∣∣∣∣
s=0
σ˙(s, t) =
D
Ds
∣∣∣∣
s=0
D
Dt
σ(s, t) =
D
Dt
D
Ds
∣∣∣∣
s=0
σ(s, t)∓
[
B˜(ρ˙, δρ), σ
]
=
D
Dt
δσ(s, t)∓
[
B˜(ρ˙, δρ), σ
]
.
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Then, similarly
δσ¨(t) =
D
Ds
∣∣∣∣
s=0
σ¨(s, t) =
D
Ds
∣∣∣∣
s=0
D
Dt
σ˙(s, t) =
D
Dt
δσ˙(s, t)∓
[
B˜(ρ˙, δρ), σ˙
]
=
D2
Dt2
δσ(s, t)∓
D
Dt
[
B˜(ρ˙, δρ), σ
]
∓
[
B˜(ρ˙, δρ), σ˙
]
.
In general, one finds
δσ(j)(t) =
D
Ds
∣∣∣∣
s=0
σ(j)(s, t) =
Dj
Dtj
δσ(s, t)∓
j−1∑
p=0
Dp
Dtp
[
B˜(ρ˙, δρ), σ(j−1−p)
]
. (4.3)
Hamilton’s principle. We can now compute the kth-order Lagrange-Poincare´ equations.
Using Hamilton’s principle we have
δ
∫ t2
t1
ℓ
(
ρ, ρ˙, ..., ρ(k), σ, σ˙, ..., σ(k−1)
)
dt
=
k∑
j=0
∫ t2
t1
〈
δℓ
δρ(j)
, δρ(j)
〉
dt+
k−1∑
j=0
∫ t2
t1
〈
δℓ
δσ(j)
, δσ(j)
〉
dt.
The first term produces the usual expression
∫ t2
t1
〈
k∑
j=0
(−1)j
dj
dtj
δℓ
δρ(j)
, δρ
〉
dt.
For the second term, we have∫ t2
t1
〈
δℓ
δσ(j)
, δσ(j)
〉
dt
=
∫ t2
t1
〈
δℓ
δσ(j)
,
Dj
Dtj
δσ
〉
dt∓
j−1∑
p=0
∫ t2
t1
〈
δℓ
δσ(j)
,
Dp
Dtp
[
B˜(ρ˙, δρ), σ(j−1−p)
]〉
dt
=
∫ t2
t1
〈
(−1)j
Dj
Dtj
δℓ
δσ(j)
, δσ
〉
dt∓
j−1∑
p=0
∫ t2
t1
〈
(−1)p
Dp
Dtp
δℓ
δσ(j)
,
[
B˜(ρ˙, δρ), σ(j−1−p)
]〉
dt
=
∫ t2
t1
〈
(−1)j
Dj
Dtj
δℓ
δσ(j)
, δσ
〉
dt±
j−1∑
p=0
∫ t2
t1
〈
(−1)p ad∗σ(j−1−p)
Dp
Dtp
δℓ
δσ(j)
, B˜(ρ˙, δρ)
〉
dt
upon dropping endpoint terms. We then insert expression (4.2) for δσ in the first summand
which becomes∫ t2
t1
(〈(
−
D
Dt
∓ ad∗σ
)
(−1)j
Dj
Dtj
δℓ
δσ(j)
, η
〉
−
〈〈
(−1)j
Dj
Dtj
δℓ
δσ(j)
, iρ˙B˜
〉
, δρ
〉)
dt.
We thus obtain the system of kth-order Lagrange-Poincare´ equations
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

k∑
j=0
(−1)j
dj
dtj
δℓ
δρ(j)
=
〈
k−1∑
j=0
(
(−1)j
Dj
Dtj
δℓ
δσ(j)
∓
j−1∑
p=0
(−1)p ad∗σ(j−1−p)
Dp
Dtp
δℓ
δσ(j)
)
, iρ˙B˜
〉
,
(
D
Dt
± ad∗σ
) k−1∑
j=0
(−1)j
Dj
Dtj
δℓ
δσ(j)
= 0.
(4.4)
These equations recover the higher order Euler-Poincare´ equations (3.3) in the special case
Q = G. For k = 1, (4.4) reduces to

δℓ
δρ
−
d
dt
δℓ
δρ˙
=
〈
δℓ
δσ
, iρ˙B˜
〉
(
D
Dt
± ad∗σ
)
δℓ
δσ
= 0
(4.5)
in agreement with the Lagrange-Poincare´ equations obtained in Cendra, Marsden, and Ratiu
[2001]. For k = 2 we get

δℓ
δρ
−
d
dt
δℓ
δρ˙
+
d2
dt2
δℓ
δρ¨
=
〈
δℓ
δσ
, iρ˙B˜
〉
+
〈
−
D
Dt
δℓ
δσ˙
∓ ad∗σ
δℓ
δσ˙
, iρ˙B˜
〉
,(
D
Dt
± ad∗σ
)(
δℓ
δσ
−
D
Dt
δℓ
δσ˙
)
= 0.
(4.6)
Case of zero curvature. Note that when the curvature vanishes, then the Lagrange-Poincare´
equations are simply given by the kth-order Euler-Lagrange equations for the variables (ρ, ρ˙, ..., ρ(k))
together with the kth-order Euler-Poincare´ equations in the variables
(
σ, σ˙, ..., σ(k−1)
)
.
The results obtained above are summarized in the following theorem.
Theorem 4.1 (kth-order Lagrange-Poincare´ reduction) Consider a free and proper ac-
tion of a Lie group G on a manifold Q and let L : T (k)Q → R be a G-invariant Lagrangian.
Choose a principal connection A ∈ Ω1(Q; g) on the principal bundle π : Q → Q/G and let
ℓ : T (k)(Q/G) ⊕ kAdQ → R be the associated reduced Lagrangian. Let q(t) be a curve in Q
and let
(
ρ, ρ˙, ..., ρ(k), σ, σ˙, ..., σ(k−1)
)
be the reduced curves obtained via the relation (4.1). Then
the following assertions are equivalent.
(i) The curve q(t) is a solution of the kth-order Euler-Lagrange equations for L.
(ii) Hamilton’s variational principle
δ
∫ t1
t0
L
(
q, q˙, ..., q(k)
)
dt = 0
holds using variations δq such that δq(j) vanish at the endpoints for j = 0, ..., k − 1.
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(iii) The kth-order Lagrange-Poincare´ equations for ℓ : T (k)(Q/G)⊕ kAdQ→ R hold:

k∑
j=0
(−1)j
dj
dtj
δℓ
δρ(j)
=
k−1∑
j=0
〈
(−1)j
Dj
Dtj
δℓ
δσ(j)
∓
j−1∑
p=0
(−1)p ad∗σ(j−1−p)
Dp
Dtp
δℓ
δσ(j)
, iρ˙B˜
〉
,
(
D
Dt
± ad∗σ
) k−1∑
j=0
(−1)j
Dj
Dtj
δℓ
δσ(j)
= 0.
(iv) The constrained variational principle
δ
∫ t1
t0
ℓ
(
ρ, ρ˙, ..., ρ(k), σ, σ˙, ..., σ(k−1)
)
= 0
holds for variations δρ of ρ with the endpoint conditions δρ(j)(ti) = 0, for all i = 1, 2,
j = 0, .., k − 1 and for constrained variations
δσ(j) =
Dj
Dtj
δσ ∓
j−1∑
p=0
Dp
Dtp
[
B˜(ρ˙, δρ), σ(j−1−p)
]
with δσ =
D
Dt
η ∓ [σ, η] + B˜(δρ, ρ˙),
where η is an arbitrary curve in AdQ such that D
j
Dtj
η vanish at the endpoints, for all
j = 0, ..., k − 1.
Example: Wong’s equations. A standard example ofG-invariant Lagrangian in the context
of a principal bundle Q→M = Q/G is the Kaluza-Klein Lagrangian
L(uq) =
1
2
γπ(q)(Tπ(uq), Tπ(uq)) +
1
2
κ (A(uq),A(uq)) ,
where γ is a Riemannian metric on M , κ is an Ad-invariant inner product on the Lie algebra
g, and A is a principal connection. The reduced Lagrangian induced on TQ/G ≃ TM ⊕ AdQ
reads
ℓ(ρ, ρ˙, σ) =
1
2
γρ(ρ˙, ρ˙) +
1
2
κ¯(σ, σ),
where κ¯ is the bundle metric induced by κ on AdQ. The Lagrange-Poincare´ equations associ-
ated to this Lagrangian are thus given by
D
Dt
ρ˙ = −
〈
µ¯, iρ˙B˜
〉
,
D
Dt
µ¯ = 0,
where µ¯ := κ¯(σ, ) ∈ Ad∗Q, Cendra, Marsden, and Ratiu [2001]. These equations are known
asWong’s equations and arise in at least two different interesting contexts. The first of these, in
the work of Wong [1970], Sternberg [1977], Weinstein [1978], and Montgomery [1984], concerns
the dynamics of a colored particle in a Yang-Mills field. In this case, µ¯ is the generalized charge,
the right hand side of the first equation represents the generalized Lorentz force associated to
the magnetic field B˜, and the second equation the expresses charge conservation. The second
context is that of the falling cat theorem of Montgomery [1990], Montgomery [1993].
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A natural second order generalization of the Kaluza-Klein Lagrangian would be
L(q, q˙, q¨) =
1
2
γπ(q)(Tπ(q˙), Tπ(q˙)) +
λ21
2
γπ(q)
(
D
Dt
Tπ(q˙),
D
Dt
Tπ(q˙)
)
+
1
2
κ (A(q˙),A(q˙)) +
λ22
2
κ
(
d
dt
A(q˙),
d
dt
A(q˙)
)
. (4.7)
One easily checks that this Lagrangian is G-invariant. Recall from (2.13) that the covariant
derivative of a curve [q(t), ξ(t)]G ∈ AdQ relative to the principal connectionA is
D
Dt
[q(t), ξ(t)]G =[
q(t), ξ˙(t)± [A(q˙(t)), ξ(t)]
]
G
. So, in the particular case ξ(t) = A(q˙(t)), we have
D
Dt
[q(t),A(q˙(t))]G =
[
q(t),
d
dt
A(q˙(t))
]
G
.
This shows that the associated reduced Lagrangian is
ℓ(ρ, ρ˙, ρ¨, σ, σ˙) =
1
2
γρ(ρ˙, ρ˙) +
λ21
2
γρ
(
D
Dt
ρ˙,
D
Dt
ρ˙
)
+
1
2
κ¯(σ, σ) +
λ22
2
κ¯(σ˙, σ˙).
As in the case of Wong’s equations, we define µ¯ := κ¯(σ, ) ∈ Ad∗Q. We note the formula
D
Dt
µ¯ = κ¯
(
D
Dt
σ,
)
,
where the same symbol D/Dt is used to denote the covariant derivative in both Ad∗Q and
AdQ. We can thus write the functional derivatives as
δℓ
δσ
= µ¯ and
δℓ
δσ˙
= λ22
D
Dt
µ¯
From this expression we compute the second order Lagrange-Poincare´ equations (4.6) as

D
Dt
ρ˙(t)− λ21
D3
Dt3
ρ˙(t)− λ21R
(
D
Dt
ρ˙(t), ρ˙(t)
)
ρ˙(t) = −
〈(
µ¯− λ22
D2
Dt2
µ¯∓ ad∗σ
D
Dt
µ¯
)
, iρ˙B˜
〉
(
D
Dt
± ad∗σ
)(
µ¯− λ22
D2
Dt2
µ¯
)
= 0.
(4.8)
Remark 4.2 Recall that the motivation we discussed at the outset for developing the higher-
order framework for geometric mechanics involved formulating the boundary value problems
needed for the applications of higher-order optimal control methods in, for example, the ap-
plication of geometric splines in longitudinal data assimilation. For further discussion of the
motivation for developing the higher-order framework for geometric mechanics, additional ref-
erences and an illustrative finite-dimensional example for template matching on the sphere, see
Gay-Balmaz, Holm, Meier, Ratiu, and Vialard [2012].
The higher-order Wong’s equations (4.8) are relevant from the viewpoint of geometric
splines, when they are regarded as adding a lower-order “elastic tension” in the higher-order
spline equations, rather than being regarded as a higher-order deformation of the initial value
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problem for Wong’s equations. Indeed, from the viewpoint of the initial value problem, adding
the geometric spline terms would be regarded as a singular perturbation of the lower-order
case. That is, adding lower-order terms is a deformation; adding higher-order terms is a singu-
lar perturbation. Therefore, adding lower-order elastic terms to splines is simpler to interpret
than adding higher-order terms to systems such as Wong’s equations that are understood at
the lower order. This was also the original philosophy in the adding “tension” to splines in
Schweikert [1966]. Thus, the present section might be fruitfully regarded as a deformation of
the spline equations, rather than as a singular perturbation of Wong’s equations. To make this
interpretation more explicit, one might transfer the λ-parameters to the Kaluza-Klein terms,
rather than the higher-order spline terms in the Lagrangian (4.7).
5 Ostrogradsky-Lie-Poisson reduction
In this Section we present the Hamiltonian side of the higher-order Euler-Poincare´ reduction
carried out in Section 3. It consists of a generalization of the Lie-Poisson formulation to higher
order, that uses Ostrogradsky momenta defined in §2.4 and encoded in the Legendre transform
Leg : T (2k−1)G→ T ∗
(
T (k−1)G
)
.
Legendre transform. Given a reduced Lagrangian ℓ : kg→ R, the reduced Legendre trans-
form is leg : (2k − 1)g→ T ∗(k − 1)g× g∗,
leg(ξ, ξ˙, ..., ξ(2k−1)) =
(
ξ, ξ˙, ..., ξ(k−2), π(1), ..., π(k−1), π(0)
)
, π(i) =
k−1∑
i=0
(−1)i
d
dt
δℓ
δξ(i)
,
so that, for example,
π(0) =
δℓ
δξ
−
d
dt
δℓ
δξ˙
+ ... + (−1)k−1
dk−1
dtk−1
δℓ
δξ(k−1)
and π(k−1) =
δℓ
δξ(k−1)
.
As before, notations such as d
j
dtj
δℓ
δξ(i)
means the expression obtained by developing the formula
in terms of the independent variables (ξ, ξ˙, ..., ξ(2k−1)). The reduced energy associated to ℓ is
eℓ : (2k − 1)g→ R given by
eℓ
(
ξ, ..., ξ(2k−2)
)
=
〈
leg
(
ξ, ..., ξ(2k−2)
)
,
(
ξ, ..., ξ(k−2), ξ˙, ..., ξ(k−1), ξ
)〉
− ℓ
(
ξ, ..., ξ(k)
)
=
k−1∑
i=0
〈
π(i), ξ
(i)
〉
− ℓ
(
ξ, ..., ξ(k−1)
)
,
where the bracket in the first line denotes the duality pairing between T ∗(k − 1)g × g∗ and
T (k − 1)g× g.
Poisson structure. The reduced Poisson bracket induced on T ∗(k−1)g×g∗ by the canonical
symplectic structure on T ∗
(
T (k−1)G
)
is the sum of the canonical bracket on T ∗(k−1)g and the
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Lie-Poisson structure on g∗, that is,
{f, g}
(
ξ, ξ˙, ..., ξ(k−2), π(1), ..., π(k−1), π(0)
)
= {f, g}can
(
ξ, ξ˙, ..., ξ(k−2), π(1), ..., π(k−1)
)
+ {f, g}±(π(0))
=
k−1∑
j=1
(
δf
δξ(j−1)
δg
δπ(j)
−
δg
δξ(j−1)
δf
δπ(j)
)
±
〈
π(0),
[
δf
δπ(0)
,
δg
δπ(0)
]〉
.
The associated Ostrogradsky-Lie-Poisson equations are hence


(
∂t ± ad
∗
δh
δpi(0)
)
π(0) = 0 ,
∂tξ
(j−1) =
δh
δπ(j)
, ∂tπ(j) = −
δh
δξ(j−1)
, j = 1, ..., k − 1,
(5.1)
In the hyperregular case, when h is associated to a reduced Lagrangian ℓ via the Legendre
transform, that is, h = eℓ ◦ leg
−1, we have
h
(
ξ, ξ˙, ..., ξ(k−2), π(1), ..., π(k−1), π(0)
)
=
k−1∑
j=0
〈
π(i), ξ
(i)
〉
− ℓ
(
ξ, ξ˙, ..., ξ(k−1)
)
and one easily checks that these equations are equivalent to the kth-order Euler-Poincare´ equa-
tions (3.3). This follows from the definition of the momenta π(i), i = 1, .., k − 1, and the
equalities
δh
δξ(i)
= π(i) −
δℓ
δξ(i)
, i = 0, ..., k − 2
δh
δπ(i)
= ξ(i), i = 0, ..., k − 1.
Example: Riemannian 2-splines on Lie groups. The Legendre transform leg : 3g →
T ∗g× g∗ associated to the second order reduced Lagrangian (3.7) is
leg
(
ξ, ξ˙, ξ¨
)
=
(
ξ, π(1), π(0)
)
,
where
π(1) =
δℓ
δξ˙
= ξ˙♭ ± ad∗ξ ξ
♭ =: η♭ and π(0) =
δℓ
δξ
−
d
dt
δℓ
δξ˙
= ∓
(
ad∗η ξ
♭ + (adη ξ)
♭
)
− η˙♭.
So the Hamiltonian formulation of the 2-splines equations reads

(
∂t ± ad
∗
δh
δpi(0)
)
π(0) = 0 ,
∂tξ =
δh
δπ(1)
, ∂tπ(1) = −
δh
δξ
,
(5.2)
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where the Hamiltonian h : T ∗g× g∗ is given by
h(ξ, π(1), π(0)) =
〈
π(0), ξ
〉
+
〈
π(1), ξ˙
〉
− ℓ(ξ, ξ˙)
=
1
2
‖π(1)‖
2 +
〈
π(0), ξ
〉
∓
〈
π(1), (ad
∗
ξ ξ
♭)♯
〉
.
6 Ostrogradsky-Hamilton-Poincare´ reduction
In this Section we present the Hamiltonian side of the higher order Lagrange-Poincare´ reduction
carried out in Section 4. It consists of a generalization of the Hamilton-Poincare´ formulation
to higher order, that uses Ostrogradsky momenta defined in §2.4 and encoded in the Legendre
transform Leg : T (2k−1)Q → T ∗
(
T (k−1)Q
)
. We refer to Cendra, Marsden, Pekarsky, and Ratiu
[2003], §7, for the first order case, that is, the Hamilton-Poincare´ reduction. As in §4, we
consider a free and proper action of a Lie group G on the manifold Q and we suppose that the
Lagrangian L : T (k)Q → R is G-invariant under the action Φ(k). In this case, the Poincare´-
Cartan forms ΘL, ΩL, and the energy EL are G-invariant, that is,(
Φ(2k−1)
)∗
ΘL = ΘL,
(
Φ(2k−1)
)∗
ΩL = ΩL, EL ◦ Φ
(2k−1) = EL
and the Legendre transform is G-equivariant:
Leg ◦ Φ(2k−1) =
(
Φ(k−1)
)T ∗
◦ Leg,
see de Leon, Pitanga, and Rodrigues [1994], where
(
Φ(k−1)
)T ∗
denotes the cotangent-lifted ac-
tion of Φ(k−1) on T ∗
(
T (k−1)Q
)
. Therefore, in the hyperregular case, the associated Hamiltonian
H is G-invariant: H ◦
(
Φ(k−1)
)T ∗
= H .
Legendre transform. By fixing a principal connection A on the principal bundle π : Q →
Q/G, the reduced space on the Hamiltonian side can be identified with the bundle
T ∗
(
T (k−1)(Q/G)
)
⊕ (k − 1) (AdQ⊕ Ad∗Q)⊕Ad∗Q
over
(
T (k−1)Q
)
/G ≃ T (k−1)(Q/G)⊕ (k − 1)AdQ. We will denote the reduced variables as
(
ρ, ..., ρ(k−1), γ(0), ..., γ(k−1), σ, ..., σ
(k−2), π(1), ..., π(k−1), π(0)
)
7→
(
ρ, ..., ρ(k−1), σ, ..., σ(k−2)
)
.
Given a reduced Lagrangian ℓ : T (k)(Q/G)⊕ kAdQ→ R, the reduced Legendre transform
is the bundle map
leg : T (2k−1)(Q/G)⊕ (2k − 1)AdQ→ T ∗
(
T (k−1)(Q/G)
)
⊕ (k − 1) (AdQ⊕ Ad∗Q)⊕ Ad∗Q
covering the identity on T (k−1)(Q/G)⊕ (k − 1)AdQ and given by
leg
(
ρ, ..., ρ(2k−1), σ, ..., σ(2k−2)
)
=
(
ρ, ..., ρ(k−1), γ(0), ..., γ(k−1), σ, ..., σ
(k−2), π(1), ..., π(k−1), π(0)
)
,
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with
γ(i) =
k−i−1∑
j=0
(−1)j
∂j
∂tj
∂ℓ
∂ρ(i+j+1)
, i = 0, ..., k − 1 (6.1)
π(i) =
k−i−1∑
j=0
(−1)j
Dj
Dtj
δℓ
δσ(i+j)
, i = 0, ..., k − 1. (6.2)
The reduced energy eℓ : T
(2k−1)(Q/G)⊕ (2k − 1)AdQ→ R is thus given by
eℓ
(
ρ, ..., ρ(2k−1), σ, ..., σ(2k−2)
)
=
k−1∑
i=0
〈
γ(i), ρ
(i+1)
〉
+
k−1∑
i=0
〈
π(i), σ
(i)
〉
− ℓ
(
ρ, ..., ρ(k), σ, ..., σ(k−1)
)
,
where γ(i) and π(i) are given by (6.1) and (6.2).
Reduced Hamilton equations. In the hyperregular case, one obtains the reduced Hamil-
tonian by Legendre transform as h = eℓ ◦ leg
−1 and we have
∂h
∂ρ
= −
∂ℓ
δρ
∂h
∂ρ(i)
= γ(i−1) −
∂ℓ
δρ(i)
, i = 1, ..., k − 1
∂h
∂γ(i)
= ρ(i+1), i = 0, ..., k − 1 (6.3)
δh
δσ(i)
= π(i) −
δℓ
δσ(i)
, i = 0, ..., k − 2
δh
δπ(i)
= σ(i), i = 0, ..., k − 1.
Using these relations and (6.1)-(6.3), we can rewrite the second equation of (4.4) as(
D
Dt
± ad∗ δh
δpi(0)
)
π(0) = 0,
D
Dt
σ(j−1) =
δh
δπ(j)
,
D
Dt
π(j) = −
δh
δσ(j−1)
, j = 1, ..., k − 1. (6.4)
With the help of (6.2) and (6.3) we can write the right hand side of the first equation in (4.4)
as
k−1∑
j=0
〈
(−1)j
Dj
Dtj
δℓ
δσ(j)
∓
j−1∑
p=0
(−1)p ad∗σ(j−1−p)
Dp
Dtp
δℓ
δσ(j)
, iρ˙B˜
〉
=
〈
π(0) ∓
k−1∑
j=0
j−1∑
p=0
(−1)p ad∗σ(j−1−p)
Dp
Dtp
(
π(i) −
δh
δσ(j)
)
, i δh
δγ(0)
B˜
〉
=
〈
π(0) ∓
k−1∑
j=1
ad∗σ(j−1) π(j), i δh
δγ(0)
B˜
〉
,
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where in the second line we used the convention that δh
δσ(j)
= 0 when j = k − 1, and in the
last equality we used the fact that many terms cancel out by the equation D
Dt
π(j) = −
δh
δσ(j−1)
in
(6.4).
Thus, we have shown that the kth-order Lagrange-Poincare´ equations (4.4) can be rewritten
in terms of h as


d
dt
γ(0) = −
δh
δρ
−
〈
π(0) ∓
k−1∑
j=1
ad∗σ(j−1) π(j), i δh
δγ(0)
B˜
〉
,
d
dt
ρ =
δh
δγ(0)
d
dt
γ(i) = −
δh
δρ(i)
,
d
dt
ρ(i) =
δh
δγ(i)
, i = 1, ..., k − 1
(
D
Dt
± ad∗ δh
δpi(0)
)
π(0) = 0
D
Dt
σ(i−1) =
δh
δπ(i)
,
D
Dt
π(i) = −
δh
δσ(i−1)
, i = 1, ..., k − 1.
We refer to this system as the Ostrogradsky-Hamilton-Poincare´ equations. They can
be obtained by Poisson reduction of the canonical Hamilton equations on T ∗(T (k−1)Q), inde-
pendently on a preexisting Lagrangian formulation. They reduce to the higher order canonical
Hamilton equations when G = {e}, to the Hamilton-Poincare´ equations when k = 1, and to
the Ostrogradsky-Lie-Poisson equations when Q = G.
For example, the Hamiltonian formulation of the second order Wong equations (4.8) reads

d
dt
γ(0) = −
δh
δρ
−
〈
π(0) ∓ ad
∗
σ π(1), i δh
δγ(0)
B˜
〉
,
d
dt
ρ =
δh
δγ(0)
d
dt
γ(1) = −
δh
δρ˙
,
d
dt
ρ˙ =
δh
δγ(1)(
D
Dt
± ad∗ δh
δpi(0)
)
π(0) = 0
D
Dt
σ =
δh
δπ(1)
,
D
Dt
π(1) = −
δh
δσ
.
Poisson structure. We now derive the reduced Poisson bracket obtained by Poisson reduc-
tion of the canonical symplectic form on T ∗(T (k−1)Q). Given a function
f = f
(
ρ, ..., ρ(k−1), γ(0), ..., γ(k−1), σ, ..., σ
(k−2), π(1), ..., π(k−1), π(0)
)
on the reduced space T ∗(T (k−1)(Q/G)) ⊕ (k − 1) (AdQ⊕ Ad∗Q) ⊕ Ad∗Q, its time derivative
reads
f˙ =
k−1∑
i=0
(
∂f
∂ρ(i)
ρ˙(i) +
∂f
∂γ(i)
γ˙(i)
)
+
k−1∑
j=1
(
δf
δσ(j−1)
D
Dt
σ(i−1) +
δf
δπ(j)
D
Dt
π(j)
)
+
δf
δπ(0)
D
Dt
π(0).
20
Using this formula and the Ostrogradsky-Hamilton-Poincare´ equations, one obtains the follow-
ing expression for the Poisson bracket
{f, g} = {f, g}can
(
ρ, ..., ρ(k−1), γ(0), ..., γ(k−1)
)
+ {f, g}can
(
σ, ..., σ(k−2), π(1), ..., π(k−1)
)
±
〈
π(0),
[
δf
δπ(0)
,
δg
δπ(0)
]〉
+
〈
π(0) +
k−1∑
j=1
ad∗σ(j−1) π(j), B˜
(
∂f
∂γ(0)
,
∂g
∂γ(0)
)〉
.
In the first order case, this bracket consistently recovers the gauged-Lie-Poisson bracket intro-
duced in Montgomery, Marsden, and Ratiu [1984]; see also Montgomery [1986] and Cendra, Marsden, Pekarsky, and Ratiu
[2003].
7 Conclusions
This paper has developed the higher-order framework for Lagrangian and Hamiltonian reduction
by symmetry in geometric mechanics. The extension of the framework of geometric mechanics
is made to the higher order case when the Lagrangian function is defined on the kth-order
tangent bundle T (k)Q and thus depends on the first kth-order time derivatives of the curve.
The kth-order Lagrange-Poincare´ equations on T (k)Q/G have been derived and the kth-order
Euler-Poincare´ equations on T (k)G/G ≃ kg have been obtained in the particular case Q = G,
together with the associated constrained variational formulations.
On the Hamiltonian side, the Legendre transform T (2k−1)Q → T ∗
(
T (k−1)Q
)
associated to
the Ostrogradsky momenta has been applied to obtain what we call the Ostrogradsky-Hamilton-
Poincare´ equations on T ∗
(
T (k−1)Q
)
/G and, in the particular case Q = G, the Ostrogradsky-
Lie-Poisson equations.
These are only the first steps needed in developing the higher-order framework of geometric
mechanics and reduction by symmetry for applications, particularly in the registration of a
sequence of images, as begun in Gay-Balmaz, Holm, Meier, Ratiu, and Vialard [2012].
In this paper we only considered unconstrained dynamics. It would be interesting to gener-
alize the ideas developed here to the case of higher order nonholonomic systems and vako-
nomic systems, by extending the approach of Cendra and Grillo [2007], Grillo [2009], and
Colombo and Mart´ın de Diego [2011].
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