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Abstract. We study numerically the density profile in the six-vertex model with domain
wall boundary conditions. Using a Monte Carlo algorithm originally proposed by Allison and
Reshetikhin we numerically evaluate the inhomogeneous density profiles in the disordered and
antiferromagnetic regimes where frozen corners appear. At the free fermion point we present
an exact finite-size formula for the density on the horizontal edges that relies on the imaginary
time transfer matrix approach. In all cases where exact analytic forms for the density and the
arctic curves are known the numerical method shows perfect agreement with them. This also
suggests the possibility of its use for accurate quantitative purposes.
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1. Introduction
The six vertex model is a well-known and studied model in statistical mechanics. It was
proposed long ago by Linus Pauling [1] to model the ice-water transition and has become
an important example of the crucial role that boundary conditions may play in systems that
satisfy local constraints such as the ice-rule. The model was solved by Elliot Lieb [2] for
periodic boundary conditions with transfer matrix techniques, leading to the famous phase
diagram as a function of the control parameter ∆; see also [3]. The influence of the boundary
conditions is however so severe [4] that it is legitimate to ask which among them lead to the
free energy found by Lieb and which do not. In particular, in [5] it was proved that with so
called Domain Wall Boundary Conditions (DWBC), the extensive part of the free energy is not
the same as with periodic boundary conditions. The DWBC were originally introduced in [6]
to analyze the norm of Bethe Ansatz eigenstates; a pedagogical discussion is contained in [7].
The authors of [5] used a determinant representation of the partition function [8,9] in order to
derive Toda differential equations, whose asymptotic solutions gave the extensive part of the
free energy. Subleading corrections to the free energy as a function of the system size were
later determined in [10] in all the phases of the model.
Recent interest in the six vertex model with DWBC was also triggered by the
phenomenon of phase separation [5, 11, 12] and its manifestation through the appearance of
an arctic curve or in a more general jargon a limiting shape [13, 14].
The arctic curve is the boundary between a disordered region that lies in its interior and
a completely frozen domain in its exterior. At the free fermion point ∆ = 0, the arctic curve
is an ellipse [15], as can be argued from the mapping between the model and dimer coverings
on the Aztec diamond [16,17]. Moreover when a = b and c =
√
2a, see formula (5) in Sec. 2,
the ellipse is actually a circle: the arctic circle. The density profile on the vertical or horizontal
edges studied in this paper and defined later in Sec. 2 is equivalent to the polarization
considered in [12, 18]. When ∆ = 0 it can be derived exactly by introducing a diagonal-
to-diagonal transfer matrix [19] and exploiting free fermionic techniques in imaginary time
that are very close to usual real time quantum mechanical methods.
Away from the free fermion point, exact expressions are known for the arctic curve,
conjectured in the disordered [20] (|∆| ≤ 1) and antiferromagnetic [21] (∆ < −1) regimes;
see also [22]. However no results are available for the density. Attempts of deriving it as a
solution of a partial differential equation that generalizes to arbitrary values of ∆ or includes
other type of boundary conditions are in progress [23, 24].
The problem of determining the density of the six vertex model with DWBC on the whole
phase diagram is intrinsically difficult. Therefore the implementation of a reliable numerical
method is of clear relevance. An important step in this direction was taken by Allison and
Reshetikhin in 2005 [25], who proposed a Monte Carlo algorithm to generate a typical state.
Such a state could then be compared with the known phase diagram for periodic boundary
conditions. The authors obtained typical states for all phases. In particular it was found that in
the antiferromagnetic regime (∆ < −1) , three phases can coexist. Earlier numerical studies
were done in [12, 26], where different Monte Carlo algorithms were used, and recently
in [27]. In this paper we reconsider the Allison-Reshetikhin algorithm as a tool to obtain
numerical estimates of the density profile in the disordered and antiferromagnetic regimes,
where essentially no exact results are known.
We test the algorithm at ∆ = 0, relying on explicit formulas in [19]. In particular we
present an exact finite size expression for the density on the horizontal edges at the free
fermion point that shows excellent agreement with the numerics. This is an original and strong
test of the reliability of the numerical method that also suggests the possibility of its use to
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obtain accurate quantitative results and not only qualitative information on the phase diagram.
The paper is organized as follows. In Sec. 2 we review the imaginary time approach
to the six vertex model with DWBC and present an exact finite size formula for the density
at ∆ = 0. In Sec. 3 and Sec. 4 we show numerical results for the density profile in the
disordered and antiferromagnetic regimes. We also provide a comparison between the exact
arctic curves conjectured in [20, 21] and the their numerical estimate both in the disordered
and anti-ferromagentic regimes. Our conclusions and perspectives are gathered in the final
section.
Finally we note that when ∆ = 0, the effect of the side-length of the lattice, N , has also
been studied from a different point of view. In [16,28,29], the fluctuations of the boundary of
the arctic circle in the thermodynamic limit were shown to be given by a determinantal process
known as the Airy process [30]. Suitably defined two-point correlation functions divided by
a factor N1/3 should be proportional to the Airy kernel [31]. Unfortunately the numerical
resolution is not good enough to make a quantitative study in this case.
2. The Six Vertex Model with DWBC as a fermionic model in imaginary time
xy
•〈ρh(x, y)〉
N
−N
im
ag
in
ar
y
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m
e
:
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space : x′
|Bi〉 = |DW 〉
〈Bf | = 〈DW |
Figure 1. The six-vertex model on a N ×N square lattice with DWBC (N = 9 in the figure)
is obtained from the discrete imaginary time evolution of fermionic trajectories on a strip when
the initial and final state is the domain wall initial state. The coordinate system (x, y) is defined
as above with 〈ρh〉 the density of fermions on the horizontal edges discussed in the main text.
We briefly review the imaginary time formalism discussed in [19] to the six vertex model
with DWBC. Consider an infinitely long strip embedded into a square lattice, as depicted
in Fig. 1. The horizontal coordinate x′ is conventionally called space and the vertical y′
imaginary time; both are discrete. The total height of the strip in Fig. 1 is 2(N + 1). N
is taken odd for simplicity. We assume that each edge of the lattice can host a fermionic
particle. We mark the edge with a thick line if the particle is present, and with a thin line
if it is absent. More precisely, to any edge is associated the Hilbert space C2 on which the
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a1
weight a
a2 b1
weight b
b2 c2c1
weight c
Figure 2. When one or two fermionic particles denoted by thick lines meet at one vertex of
the lattice, we have six possible vertices. We assign to each of them the weights a, b and c as
above. Fermionic trajectories on the lattice are then in one-to-one correspondence with allowed
configurations of the six vertex model.
fermionic creation and annihilation operators cx′ and c
†
x′ act; pictorially |0〉 is a thin edge
and c†x′ |0〉 a thick one. Notice also that fermionic spatial and temporal coordinates are semi-
integer. Fermionic trajectories cannot cross and evolve in discrete imaginary time, according
to the following dynamical rule. When one or two fermions meet at one vertex, six possible
different processes may take place that we label as a1, a2, b1, b2, c1, c2; see Fig. 2. We then
assign three weights a, b and c to any one of those, according to Fig. 2. These processes are
the matrix elements of the six-vertex R-matrix [32] Rx′,x′+1. The R-matrix acts on the four
dimensional Hilbert spaceC2⊗C2 of two neighbouring fermionic particles located at spatial
semi-integer coordinates x′ and x′ + 1. Since fermionic trajectories cannot cross, they are in
one-to-one correspondence with a particular edge configuration of the six vertex model. This
is of course equivalent to the usual line interpretation, see for example [18]. Given the R-
matrix we can construct two transfer matrices implementing evolution in imaginary time by
simply taking Te/o =
∏
x′∈2Z±1/2Rx′,x′+1. The elementary evolution operator can be, for
example, the double row-to-row transfer matrix T˜ = TeTo. In the imaginary time formalism
boundary conditions are imposed only on the edges at the top and bottom of the strip. We
fix weights of the edges at constant y′ = ±(N + 12 ), see the two dashed lines in Fig. 1.
In the fermionic language this is equivalent to specifying two particular boundary states |Bi〉
and |Bf 〉 as initial and final states for the discrete fermionic imaginary-time evolution. The
partition function for the lattice model is then the amplitude
Z = 〈Bf |T˜NTe|Bi〉 = 〈Bf |T 1/2e T 2NT 1/2e |Bi〉, (1)
with T 2 = T 1/2e ToT
1/2
e an hermitian operator. The formalism can be adapted to compute
correlation functions rather straightforwardly. Perhaps the most relevant example is the
fermion density 〈ρeven(x′, y′)〉 = 〈c†x′,y′cx′,y′〉 at the point (x′, y′) with x′ − y′ ∈ 2Z. The
fermion density is given by the equation
〈ρeven(x′, y′)〉 =
Z−1〈Bf |T 1/2e T 2
(
N∓1/2−y′
2
)
T 1/2e c
†
x′cx′T
−1/2
e T
2
(
N∓1/2+y′
2
)
T 1/2e |Bi〉, (2)
where the upper and lower signs in the exponents of T 2 refer to y′ ∈ 2Z ± 12 respectively.
A particularly interesting choice of the boundary state |Bi〉 and |Bf 〉 is the so-called domain-
wall initial state |DW 〉, which corresponds to the fermionic state at fixed imaginary time;
|DW 〉 = ∏x′<0 c†x′ |0〉. Graphically, the domain wall initial state is the edge configuration at
fixed semi-integer y′ coordinate with all lines thick for negative x′ and thin otherwise. It is
easy to realize that choosing these peculiar boundary states at the top and bottom of the strip
we can build a square lattice with N ×N sites, coloured in gray in Fig. 1, whose sides satisfy
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DWBC. Taking x′ = n + 12 and y
′ = m + 12 , n −m ∈ 2Z and introducing the new integer
lattice coordinates (x, y) according to
x =
m+ n+ (N + 1)
2
, 0 ≤ x ≤ N, (3)
y =
m− n+ (N + 1)
2
, 1 ≤ y ≤ N, (4)
we can interpret the eigenvalues of ρh(x, y) ≡ ρeven(x′(x, y)), y′(x, y)) to be 1 if the
horizontal edge (x, y) is occupied, and 0 otherwise; see Fig. 1. Thus, in particular, at every
horizontal edge (x, y), 0 ≤ 〈ρh(x, y)〉 ≤ 1. The function 〈ρh〉 is equivalent to the polarization
considered, for example, in [12, 18].
So far, the imaginary-time formalism is rather general. However, actual calculations can
be performed only when the R-matrix is the exponential of a quadratic form in the fermionic
creation and annihilation operators. Defining [3]
∆ =
a2 + b2 − c2
2ab
, (5)
this condition restricts the analytical study of the six-vertex with the above method to ∆ = 0:
the so-called free fermion point. At this point, we parameterize a = c cosψ and b = c sinψ
and assume ψ ∈ [0, pi/2]. In [19] a finite-size formula was obtained for 〈ρeven(x′, y′)〉 in
terms of a double integral. An equivalent formula was also before obtained in [29] for the
density inside the Aztec diamond§.
To allow comparison with Monte Carlo data, it is convenient to expand the double
integral in a convergent series of one-dimensional integrals‖ and derive the following
expression for the finite-size density of fermions on the horizontal edges
〈ρh(x, y)〉 =
∞∑
j=0
F+j F
−
j , F
±
j =
∫ pi
−pi
dκ
2pi
√
cosψ − i sinψ tanκ
cos2 ψ cos2 κ+ sin2 κ
e±iΦ±i(j+
1
2 )κ. (6)
The phase Φ is given by
Φ = k(κ)
(
n+
1
2
)
+
√
N2 − (m+ 1/2)2 e
α(m)ε(−κ)− e−α(m)ε(κ)
2i
, (7)
and it depends on the lattice coordinates x and y through (3) and (4). The functions α and ε
are defined by
α(m) = arctanh
(
m+ 1/2
N
)
, ε(κ) = log
(
1 + tan ψ2 e
iκ
1− tan ψ2 eiκ
)
, (8)
and k(κ) is the bijective map tan k = tanκcosψ . It can be shown that although derived for odd
N , (6) holds also for even N . In the limit ψ → 0, the phase α can be eliminated by a change
of the contour of integration in (6). However, this does not appear to be the case in general.
In the scaling limit (x, y, N → ∞ and x/N , y/N constant) we can get simpler expressions
for the fermionic densities 〈ρh〉 and 〈ρv〉 on the horizontal and vertical edges. These formulas
can be derived by stationary phase techniques; we remand to [19] for all the details, see also
the right panel of Fig. 4.
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Figure 3. Left. The high state on the left and the low state on the right. The high state contains
three vertices flippable up and the low state three vertices flippable down. Right.The flip-up
operation. The flip-down operation is obtained by time reversal.
3. Numerical Technique
Consider the six vertex model with DWBC on a N × N square lattice as in Fig. 1. We may
represent each configuration of the partition function as a collection ofN fermionic paths that
do not cross or share an edge, but may intersect at a vertex. For simplicity we will refer to the
fermionic paths in imaginary time as curves.¶ Since the number of curves is fixed, any state
may be obtained from any other state by mere perturbation of curves, and without breaking
any curve. The Monte Carlo algorithm introduced by Allison and Reshetikhin in [25] is based
on this observation. If instead one wishes to consider periodic boundary conditions, then some
other method will have to be implemented, see for example [26] or [12]. We now describe in
greater detail the numerical technique proposed in [25] and that is used in this paper.
The local move of such a Monte Carlo method is a perturbation of one of the curves
seen in Fig. 3 at one vertex. We call these perturbations flips. There are two kinds of these;
flip up and flip down. We illustrate a flip up in the right panel of Fig. 3. An example of a flip
down is the reverse of the process seen in the figure. Not all vertices are flippable. The six
vertex rule must still be satisfied after the flip. In the high configuration in the left panel of
Fig. 3 there are three vertices flippable up and none flippable down. In the low configuration
in Fig. 3 the situation is the opposite; three vertices are flippable down and none flippable up.
In a configuration there may also be vertices flippable both up and down. With our boundary
conditions, the number of curves, N , is of course conserved. We may think of the process of
flips as a Markov process on the set of allowed configurations. What follows is an outline of
the algorithm used.
Each flip involves four vertices. We call the vertex that gets flipped v = (x, y); the
coordinate x is a half integer with 0 < x < N and y is an integer 1 ≤ y ≤ N , see Fig. 1. Let
us consider the case where the flip is up. The weight of the local state S is then
Wv(S) = w(x, y)w(x, y + 1)w(x− 1, y + 1)w(x− 1, y) (9)
before the flip, where each w(·, ·) = a, b, c is the weight of a single vertex. After the flip, the
§ See in particular formula (2.21) in [29], we are grateful to the referee for clarifying this point.
‖ Notice however that for m close to ±N the density (6) is the the product of an exponentially large function with
an exponentially small one. Therefore a certain care must me taken when handling the numerical integration.
¶ Note that this is different from periodic boundary conditions: With periodic boundary conditions, for every number
s in the range 0 ≤ s ≤ N , the partition function contains at least one state (configuration) whose number of curves
is exactly s.
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state S has been changed to a new state S′ whose weight is
Wv(S
′) = w′(x, y)w′(x, y + 1)w′(x− 1, y + 1)w′(x− 1, y). (10)
It is easy to see that there are sixteen different states S. We call the greatest of the sixteen
weights (which of course need not all be distinct) W0.
To begin the Markov process, we first read a global state from a file. For example, we
may begin with the high state seen in Fig. 3. We then determine which vertices are flippable
down only, flippable up only, and flippable both ways. We then randomly generate pairs of
vertex coordinates (x, y) until we find a vertex v which is flippable. We then execute the flip
with a probability which depends on the state S′ after the flip. We must distinguish between
the case where the vertex is flippable only one way and the case where it is flippable both
ways. In the latter case we must also decide which way to flip it. First, let us consider the case
where there is only one way to flip. We then flip the vertex with probability
P =
Wv(S
′)
2W0
. (11)
When the vertex is flippable both ways, there are two different local states S′ which we call
S′1 and S
′
2. With probability
P1,2 =
Wv(S
′
1) +Wv(S
′
2)
2W0
(12)
we execute a flip. If it is decided that a flip should be executed, we must decide which one of
them it should be. We flip to state S′j with probability
Pj =
Wv(S
′
j)
Wv(S′1) +Wv(S
′
2)
. (13)
If a flip has occurred, then the flippability of the points near the flipped vertex will change.
Thus the lists of flippable vertices must be updated. After this change has been done, we begin
to search for flippable vertices again. We define a Monte Carlo sweep to be N2 vertex flips.
We continue this process until the system has thermalized. As a practical criterion we assume
thermalization has occurred when the shape of the boundary of the frozen region does not
seem to change any more. A comparison between the arctic curve obtained with Monte Carlo
and the exact curves derived in the thermodynamic limit in [20, 21] will be reported in the
next sections.
Finally we also checked that the integrated autocorrelation time scales very slowly with
the lattice side-length N ; that is an indication that we are sampling statistically independent
configurations. This analysis is reported in the inset on the left panel in Fig. 4, where we
plotted the integrated autocorrelation time τ against N with ∆ = 0 and a = b. The measured
quantity is the number of vertices of type c, and the time unit is 1/8 of a Monte Carlo sweep.
4. Disordered regime |∆| ≤ 1
We implemented the algorithm described in the Sec. 3 to study numerically the density
profile in the disordered regime. We begin with a test of the algorithm at ∆ = 0 where
analytic expressions for the density are known. We further consider the case ψ = pi/4, i.e.
a/c = b/c = 1/
√
2. On the left panel of Fig. 4 is shown a comparison between Monte
Carlo data and (6) obtained with N = 63 and different rows of the lattice y = 1, 9, 31: the
agreement is excellent. For N = 32 and N = 64, similar graphs were plotted in [12], where
the authors used a different Monte Carlo algorithm and an unpublished integral representation
of the exact expectation value. Notice that for finite N , the density shows plateaux whose
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0.5
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(N − x′)/2
〈ρv〉; dy′e = 0
〈ρh〉; dy′e = 0
〈ρv〉; dy′e = −200
〈ρh〉; dy′e = −200
Figure 4. Left. From top to bottom the density profiles are plotted along a row at constant
vertical coordinate y = 1, 9, 31; see Fig. 1. The lattice as length-side N = 63, ∆ = 0 and
a = b. Inset: Integrated autocorrelation time as a function of the lattice side-length N , see
Sect. 3 for details. Right. Density profile on horizontal and vertical edges along the NW-SE
diagonal (dy′e = 0) and on a direction parallel to it (dy′e = −200). The side-length of the
lattice is N = 500; black solid curves denote analytic formulas in [19]. When dy′e = 0, the
plots of 〈ρv〉 and 〈ρh〉 can barely be distinguished. This is expected when N is large [19].
number increases as we move towards the center of the lattice. The presence of such a
staircase pattern is related to the fact that moving from left to right the density decreases
by a finite amount when crossing a fermionic trajectory. Moreover, since there are N particles
travelling inside the gray region in Fig. 1, this effect is more pronounced for smaller lattices.
The same phenomenon happens in real-time evolution, as discussed for example in [33–35].
In the thermodynamic limit N → ∞, the density profile becomes smoother as can be seen
on the right panel of Fig. 4, where we considered a lattice with side-length N = 500. In
particular, we show a comparison between the asymptotic formulas obtained in [19] for the
densities on horizontal and vertical edges 〈ρh〉 and 〈ρv〉 along the NW-SE diagonal in (x, y)
coordinates (or dy′e = 0) and parallel to the same diagonal (dy′e = −200). The agreement is
again excellent: exact curves are plotted in black and barely visible. The tails of the density
profiles in this case are described by the Airy kernel [28, 29], see also [16], but unfortunately
the numerical resolution is not good enough to allow a quantitative study here. We plan to
come back on this problem in the future.
To obtain the curves on the right panel of Fig. 4, we ran the code for 105 Monte Carlo
sweeps to achieve thermalization, and then measured the density after each of the following
35000 Monte Carlo sweeps. For a lattice with side-length N = 500 the whole process
might take approx. 45h of CPU time. We did not investigate in detail the dependence of
the thermalization time from the size of the lattice but expectation is that it will increase
polynomially [25].
Similar plots of the density profiles can be obtained in the whole disordered regime. As an
example, in the left panel of Fig. 5 we show the expectation value of the density on horizontal
edges, 〈ρh〉, on the NW-SE diagonal (dy′e = 0) at ∆ = −1 (a = b). We also show the
expectation value of the density on the vertical and horizontal edges at constant dy′e = −200.
In the plot solid black curves denote again the exact asymptotic formula at ∆ = 0, as in Fig. 4.
Now, of course, these curves are included only for comparison. Numerical results at ∆ 6= 0
could be affected by finite size effects in a different way with respect to ∆ = 0 and this type of
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0 100 200 300 400
0.0
0.5
1.0
(N − x′)/2
〈ρh〉; dy′e = 0
〈ρv〉; dy′e = −200
〈ρh〉; dy′e = −200
0 50 100 150 200 250
0.0
0.5
1.0
∆ = −3/2 (〈ρv〉; dy′e = 0)
∆ = −10 (〈ρ〉; y′ = 0)
Figure 5. Left. Various density profiles at ∆ = −1 for N = 500 and a = b as discussed in
the main text. For comparison, the same black solid curves as in the right panel of Fig. 4 are
shown. Right. In red, the expectation value of the density on vertical edges when ∆ = −3/2
and a = b. The measurement is done diagonally with y′ = −1/2. The points have been joined
by a curve for graphical reasons. In blue, the expectation value of the density on vertices at
∆ = −10 and a = b.
correction is largely unknown. In any case our numerical results at ∆ = −1 show now a more
pronounced oscillatory pattern, see in particular the blue curve in Fig. 5 left. Unfortunately
at present an analytic understanding of this phenomenon is not available. Finally we tested
the average arctic curve obtained from Monte Carlo against its exact expression conjectured
in [20] at both ∆ = − 12 and ∆ = −1 for equal weights a = b. The results are in the left
panel of Fig. 6 and show impressive agreement already at N = 500. In particular the first
two pictures on the left show typical lattice configurations for these values of ∆. In the other
two next to them is plotted 2〈ρ〉 − 1, where ρ is the density on a vertex; vertex a1 has density
ρ = 1, a2 has density 0, and the remaining four vertices have density 1/2. In the SW corner
of the lattice the boundary conditions force 〈ρ〉 = 1/2. The blue continuous curve is the exact
arctic curve in [20] and the red one is the arctic circle, shown for comparison. To our best
knowledge a comparison between the analytic expression for the limiting shapes and their
numerical estimate was performed only at ∆ = 0 and at the ice-point ∆ = 12 , exploiting the
Coupling From the Past sampling method [36].
5. Antiferromagnetic regime ∆ < −1
In the antiferromagnetic regime, an antiferromagnetic bubble will form in the middle of the
lattice when ∆ is sufficiently below −1 [25]. It consist of alternating c1 and c2 vertices, and
it is therefore doubly degenerate. In the limit ∆ → −∞ this antiferromagnetic island will
assume a rectangular shape [12, 25]. The state inside the bubble may shift over time during
the Monte Carlo simulation, and this shift takes longer time the larger the bubble is; that is,
the further ∆ is below −1. For this reason, it may take a very long time to accurately measure
the expectation value of the density on edges. If ∆ is far below −1, such a measurement
may impractical with our Monte Carlo algorithm. However, we think that the measurement of
the expectation value of the density on vertices is still accurate, since ρ is the same for both
antiferromagnetic states.
In the right panel of Fig. 5 we have plotted 〈ρv〉 for ∆ = −3/2 and 〈ρ〉 for ∆ = −10.
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Figure 6. Left. Typical configurations in the disordered regime at ∆ = −1/2 on top and
∆ = −1 at the bottom, both for a = b and N = 500. On the right we plot 〈2ρ〉 − 1
in the SW corner, blue curves are analytic predictions in [20] and the red curve is the arctic
circle. Right. Typical configurations in the antiferromagnetic regime at ∆ = −2 on top and
∆ = −10 at the bottom, both for a = b and N = 300. On the right we plot 〈2ρ〉 − 1 in the
SW corner, blue curves are analytic predictions in [21] and the red curve is the arctic curve at
∆ = −1.
Both values of ∆ pertain to N = 300. The vertex density 〈ρ〉 is measured along the main
diagonal from NW to SE (y′ = 0), and 〈ρv〉 is measured on vertical edges one half step
below the same diagonal. If we compare the right panel of Fig. 4 with the left panel of Fig. 5,
we observe that oscillations are more pronounced in the antiferromagnetic regime than when
|∆| ≤ 1; similar findings are discussed in [37] with a different algorithm. Furthermore the
existence of a non-critical antiferromagnetic phase in the center of the lattice is also confirmed
by the emergence of a flat central region with constant 〈ρ〉 = 1/2. In the right panel of Fig. 6,
we have gathered two typical lattice configurations; at ∆ = −2 and ∆ = −10 respectively.
The mean value 2〈ρ〉−1 is also included. The blue curve is the conjectured arctic curve in [21]
and the red one is the arctic curve at ∆ = −1, shown for comparison. The agreement between
the limiting shape and the one obtained from the Monte Carlo data is excellent. Looking at the
pictures with ∆ = −10 in the right panel of Fig. 6, we also see clearly that there is another
curve which separates the disordered region from the antiferromagnetic region in the center.
This curve has four cusps and can be clearly identified in the three dimensional density plot
with ∆ = −10 and N = 300 in Fig. 7. In the thermodynamic limit N →∞ three phases can
coexist: a frozen phase in each of the four corners, surrounding a disordered inhomogeneous
phase which surrounds a non-critical antiferromagnetic droplet. This antiferromagnetic region
at the center is dominated by vertices of type c. At present no analytic understanding of the
phenomenon of separation is available. It is worth mentioning that an analogous coexistence
of three phases can also be found in a free fermionic model with staggered magnetic field,
when time evolution is performed in imaginary time from a domain-wall initial state, see for
example Fig. 15 in [19]. In the limit of strong magnetic field the gapped region with Ne´el
order also appears to have a rectangular shape [38].
Finally, the presence of such an antiferromagnetic bubble for large negative values of ∆
can be argued from a quantum mechanical point of view. We recall that the in the so-called
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x
y
∆ = −10
Figure 7. The expectation value of the density on vertices, 〈ρ〉, when ∆ = −10 and a = b.
The coexistence of three different phases is clearly seen. The antiferromagnetic region in the
middle is surrounded by a disordered region, which in its turn is surrounded by a ferromagnetic
region.
Hamiltonian limit [3, 39] the diagonal-to-diagonal transfer matrix of the six-vertex model
described in Sec. 2 can be written as T˜ = 1 + εHXXZ + O(ε2), where HXXZ is the XXZ
Hamiltonian and ε a small parameter; explicitly
HXXZ = −
L∑
i=1
(
σxi σ
x
i+1 + σ
y
i σ
y
i+1 + ∆σ
z
i σ
z
i+1
)
. (14)
Here L is the total length of the chain (the strip in Fig. 1) that is taken to be very large, so that
the boundary conditions at the two ends are unimportant. From now on, we shall assume that
the ends are free. The Hamiltonian (14) conserves the total magnetization M =
∑
i σ
z
i and it
has been tacitly assumed that M = 0. The eigenvectors of the quantum Hamiltonian describe
a typical configuration along a row of the statistical mechanical model, i.e. a line at constant
imaginary time y′ in Fig. 1.
For ∆ < −1 the chain has a gapped ground state with Ne´el ordering; in the limit
∆ → −∞ the ground state is either the Ne´el or the anti-Ne´el state. As we have discussed
in Sec. 2, DWBC in the six vertex model can be obtained by evolution in imaginary time,
starting from a domain wall initial state. In the spin basis where σzi is diagonal, we have
|DW 〉 = | ↑↑↑ . . . ↑↓↓↓ . . . ↓〉. The state of the chain after imaginary time T (in units
of ε) is obtained as |DW (T )〉 = e−THXXZ |DW 〉. For large imaginary time the initial
state is projected into the lower energy state with the same magnetization, in the case of
the domain wall initial state this is the gapped antiferromagnetic ground state. This simple
argument shows that far apart from the upper and lower boundaries of the strip in Fig. 1,
lattice configurations in the Hamiltonian limit should manifest an antiferromagnetic order, at
least near the center.
6. Conclusions and Perspectives
In this paper we have implemented the algorithm of Allison and Reshetikhin to study density
profiles in the six-vertex model with DWBC, varying the control parameter ∆. We have also
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performed several tests of the reliability of the Monte Carlo algorithm. In particular we have
compared data for the density at the free fermion point with exact results derived in the
thermodynamic limit in [19] and with an explicit finite size formula presented in Sec. 2. We
have also showed that the arctic curves extracted from the numerics are in excellent agreement
with the curves conjectured in [20, 21] both in the disordered and anti-ferromagnetic regime.
This analysis suggests that the algorithm in [25] can be used for quantitative purposes,
although in the antiferromagnetic regime it might be impractical due to the presence of two
degenerate ground states where the Markov chain could be trapped.
We have then confirmed the coexistence of three different phases in the antiferromagnetic
regime and showed that the density profiles present in this case a flat central region and an
inhomogeneous part with more pronounced oscillations. It would be interesting to analyze
whether also a Tracy Widom distribution at the edges of the profile arises as argued in [20]
for the whole disordered regime.
Many generalizations are possible and are currently under investigation by the authors.
Among them we mention the study of the phase diagram for other type of boundary
conditions like alternating boundary conditions [40, 41] or partial domain wall boundary
conditions [42, 43]. The algorithm can also easily be adapted to lattices of different shape,
such as an L-shape [44].
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