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Abstract
The aim of this paper is to collect applications, variants, generalizations of Redei’s theorems on
fully reducible lacunary polynomials over nite elds. We focus on applications in nite geo-
metry, but also applications in algebraic number theory and group theory are mentioned. c© 1999
Elsevier Science B.V. All rights reserved.
1. Introduction
A polynomial over a eld F is called fully reducible if it factors into linear factors
over F . A polynomial is lacunary if in the sequence of its coecients a long run
of zeroes occurs. The monograph ‘Lacunary polynomials over nite elds’ by Laszlo
Redei is devoted entirely to such polynomials and their applications. One of the ap-
plications | on the number of directions determined by the graph of a function | is
very important in nite geometry. This was rst recognized by Bruen [17,18], see also
Bruen and Thas [22]. The ideas were developed further by Blokhuis, which led to the
proof of Blokhuis’ famous 3(p + 1)=2 lower bound on the size of a blocking set in
PG(2; p). For a very nice account on applications of Redei’s theorem before Blokhuis’
generalizations we refer to Alon [1].
In this survey some applications, variants, and generalizations of Redei’s theorems
are collected. The results of Blokhuis on blocking sets and their consequences are not
discussed here in detail. The excellent survey paper by Blokhuis [8] is recommended.
However, we try to make clear the points where Blokhuis’ results are connected to
Redei’s ones. In general, only those results on blocking sets are mentioned, which
are somehow related to Redei’s original work. There are two types of such results:
the results of Blokhuis, Pellikaan and Sz}onyi generalize the notion of a Redei-type
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blocking set, while the results of the present author resemble the theorem of Redei on
the number of directions determined by the graph of a function.
Most of the applications are in nite geometry. There is a section on the applications
in group theory, and here also some applications of Blokhuis’ theorem are discussed.
The present survey is not intended to be complete. More results related to Redei’s
work can be found in [8,19,41].
2. Redei's problems on lacunary polynomials
Let us rst sum up the algebraic part of Redei’s work. He considers the following
main problems in his book.
Problem I. Let d be a xed divisor of q − 1. Determine those polynomials
f(x) = x(q−1)=d + g(x) which are fully reducible, are not divisible by x, do not have
multiple roots, and deg(g)6(q− 1)=d2.
Problem II. Determine the polynomials f(x) 2 GF(q)[x]nGF(q)[xp], which have the
form f(x) = xq + h(x), are fully reducible and deg(h)6(q+ 1)=2.
For the geometric applications also the case when f(x) is a polynomial in xp will
be important. This modication of Problem II. will be called Problem II0. In this case
a lower bound for the degree of h was given in Redei’s book [43, Paragraph 33].
The rst problem is simpler, it is completely solved in [43, Paragraph 9].
Theorem 2.1 (Redei [43, Theorem 5]). For d> 2 the solutions of Problem I are the
Euler-binomials x(q−1)=d −  (where  = u(q−1)=d for a non-zero u). For d = 2 there
are other solutions; namely the polynomials
(x(q−1)=4 − )(x(q−1)=4 − ); (2 = 1; 2 =−1)
when q  1 (mod 4).
The second problem is more dicult but it has a lot of applications in nite
geometry. The proof appears in [43, Paragraph 10], [44], but also in a more general
context in [8]. Since it is used in the proof of Theorem 2.3, we include it here.
Theorem 2.2 (Redei [43, Paragraph 10]). Let f(x)= xq+ g(x) be fully reducible and
suppose that f0(x) 6= 0. Then deg(g)>(q+ 1)=2; or f(x) = xq − x.
Proof. f0(x) 6= 0 implies that g(x) cannot be a constant. Consider g(x) + x. Since
f(x) = (xq − x) + (g(x) + x), every root of f is a root of g(x) + x. Let F(x) be the
greatest common divisor of f(x) and xq − x. Then F(x) divides (xq − x), and also
g(x) + x. On the other hand, the roots of f(x)=F(x) are just the multiple roots of f,
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and f(x)=F(x) divides f0(x). f(x)= xq+ g(x) implies f0(x)= g0(x), hence f(x)=F(x)
divides g0(x). Now
f(x)
F(x)
 g0(x) and F(x) j (g(x) + x)
imply that
f(x) divides (g(x) + x)g0(x):
Since f0(x) 6= 0 and g(x) is not a constant, g0(x) is not zero (as a polynomial). If
g(x) + x = 0, then f(x) = xq − x; otherwise deg(f)6deg(g) + deg(g0)62 deg(g)− 1.
This indeed implies deg(g)>(q+ 1)=2.
So we see that the conditions in Problem II are given so that it can only have
solutions in the ‘marginal’ case deg(g) = (q + 1)=2. The book of Redei is devoted to
this problem, however, in the case when q is prime, the solutions can be determined
relatively easily.
Theorem 2.3 (Redei [44, p. 348]). If q=p 6= 2 prime; then the solutions of Problem II
are
f(x) = (x + a)((x + a)(p−1)=2 − )((x + a)(p−1)=2 − ) ( =1; = 0; 1):
Proof (sketch) (see Redei [44]). We simply continue the proof of Theorem 2.2. Let
g(x) = a0x(p+1)=2 + a1x(p−1)=2 +    + a(p+1)=2. Using a translation x ! x + c we can
suppose that a1 = 0.
If deg(g) = (q + 1)=2, then the degree of f(x) and (g(x) + x)g0(x) are the same,
hence
a20
2
(xq + g(x)) = (g(x) + x)g0(x): (1)
Therefore,
(i) g(x) + x and g0(x) are fully reducible
(ii) g(x) + x divides xq − x, that is it has only simple roots.
In Eq. (1) the left-hand side is lacunary, so from the fact that on the left-hand
side the coecient of xp−1; : : : ; x(p+3)=2 is zero we can derive a lot of (linear)
equations for the coecients of g(x). Since g(x) + x =
P(p+1)=2
i=0 aix
((p+1)=2)−i + x and
2g0(x) =
P(p−1)=2
i=0 (1 − 2i)aix((p−1)=2)−i, the kth equation (coming from the coecient
of xp−k) is
kX
i=0
(1− 2i)aiak−i = 0 (k = 1; : : : ; (p− 3)=2): (2)
Using a1=0 it implies a1=a2=  =a(p−3)=2=0. Therefore g(x)=a0x(p+1)=2+a(p−1)=2x+
a(p+1)=2. Using this form, (i) and (ii), the theorem follows with some more, tedious
but straightforward, computation.
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In the general case (q=pn) Redei completely characterizes the solutions of Problem
II for p> 7 or n63. The book [43] is almost entirely devoted to this problem (and
its applications), see also Alon [1].
Theorem 2.4 (Redei [43, Theorem 17]). Let f(x) =
Pq
i=0 aix
i be a fully reducible
polynomial over GF(q); where q=pn for a prime p> 7; and suppose that aq=1; ai=0
for (q + 1)=2<i<q and f0(x) 6= 0. Suppose; further; that f(x) 6= xq − x. Then
a(q+1)=2 6=0 and f(x) can be obtained as follows. Let  be +1 or −1 and let p =
p0<p1<   <pk = q be integers satisfying p0jp1j : : : pk and (p0 − 1)j(p1 − 1)j : : :
j(pk − 1). Let a0; a1; : : : ; ak−1 be elements of GF(p) satisfying (ai) 2 f0; g; where
 is the quadratic character; and suppose the elements %i 2 GF(pi) are dened; for
06i< k; by
%0 = a0; %1 = (a1 − %0)(p0−1)=(p1−1);
%2 = ((a2 − %0)(p0−1)=(p1−1) − %1)(p1−1)=(p2−1); : : : ;
%i = ((: : : ((ai − %0)(p0−p1)=(p1−1) − %1)(p1−1)=(p2−1) −    − %i−1)(pi−1−1)=(pi−1));
and %k 2 GF(pk) is arbitrary. Dene
c(x) = (: : : ((x + %k)(pk−1)=(pk−1−1) + %k−1) : : :)(p1−1)=(p0−1) + %0:
Then
f(x) =
xq − x
c(x)(p−1)=2 + 
(c(x)(p−1)=2 − )
for some  2 f0; 1g.
The theorem is actually less complicated than it looks. For q=p it gives k=0 and c(x)=
x+a, so we get back Theorem 2.3. If q=ph and h is a prime then c(x)=N (x+%)+a
and f(x) = (N (x + %) + a)((N (x + %) + a)(p−1)=2 − )((N (x + %) + a)(p−1)=2 − ).
Here  and  are dened in Theorem 2.4 and N is the norm-function from GF(q)
to GF(p), that is N (x) = x(q−1)=(p−1). Intuitively, what happened is that in place of
x + a we put the expression N (x + %) + a in the solutions given in Theorem 2.3. In
the general case we can repeat this procedure for each chain of subelds in GF(q).
Note that Theorem 2.2 was generalized by Blokhuis [7,8] to polynomials of the
form xqg(x) + h(x) and the conclusion was that the maximum of the degrees of g and
h is at least (q + 1)=2. Unfortunately, in the more general case the solutions are not
characterized.
The next theorem gives the lower bound in case of Problem II0. In Redei’s book
these polynomials are called the degenerate solutions of Problem II.
Theorem 2.5 (Redei [43, Theorem 18]). Let h(x) = xq=p
e
+ g(x) for some 16e<n
(where q=pn; n>2). Suppose that h is fully reducible and h0(x) 6= 0. If e6n=2; then
deg(g)>
q+ pe
pe(pe + 1)
:
If e>n=2; then deg(g)>pe.
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This theorem was also extended to the more general h(x) = xq=p
e
f(x) + g(x) case by
Blokhuis [8], who also improved the bound slightly. Namely, he proved (see also [3])
that maxfdeg(g); deg(f)g>d(q=pe+1)=(pe+1)epe. This theorem is essentially sharp
if e is a divisor of n, where q=pn. The particular case e=n=2 plays an important role in
various applications to multiple blocking sets, so this case received much attention. The
bound simply gives maxfdeg(f); deg(g)g>pq, and the trace and the norm functions
show that it is sharp. Ball [2] and Gacs and Sz}onyi [34] characterized the trace and
the norm, and they also showed that maxfdeg(f); deg(g)g= 2pq is not possible.
Recently, Blokhuis et al. [13] improved Theorem 2.5 when n=3<e< 2n=3. To il-
lustrate the results, we will concentrate on the case e = n=2. As mentioned above, in
this case Theorem 2.5 is sharp, since the trace function from GF(q) to GF(
p
q) is fully
reducible and deg(g) =
p
q. However, if h is not the trace function, then we showed
that deg(g)>
p
q( 14 +
p
(
p
q+ 1)=2).
The general result of Blokhuis, Storme and the author is the following.
Theorem 2.6 (Blokhuis et al. [13]). Let f2GF(q)[x] be fully reducible; f(x)=xqg(x)+
h(x); where (g; h)=1. Let k <q be max(deg(g); deg(h)). Let e be maximal such that
f is a peth power. Then we have one of the following:
(1) e = n and k = 0;
(2) e>2n=3 and k>pe;
(3) 2n=3>e>n=2 and k>pn−e=2 − 32pn−e;
(4) e = n=2 and k = pe and f(x) = aTr(bx + c) + d or f(x) = aN (bx + c) + d
for suitable constants a; b; c; d. Here Tr and N; respectively; denote the trace and the
norm function from GF(q) to GF(
p
q);
(5) e = n=2 and k>ped 14 +
p
(pe + 1)=2e;
(6) n=2>e>n=3 and k>p(n+e)=2 − pn−e − pe=2; or if 3e= n+ 1 and p63; then
k>pe(pe + 1)=2;
(7) n=3>e> 0 and k>ped(pn−e + 1)=(pe + 1)e;
(8) e = 0 and k>(q+ 1)=2;
(9) e = 0; k = 1 and f(x) = a(xq − x).
Before turning to the applications in nite geometry, let us see an algebraic appli-
cation of Theorems 2.2 and 2.3.
Theorem 2.7 (Redei [43, Theorem 26]). Let % be a pth root of unity; S=a0+a1%+  
+ ap−1%p−1 6= 0; a0 +   + ap−1 =p; ai 2 N; ai <p. In other words; S is a p-term
sum consisting of pth roots of unity (p 6= 2); so that not all terms in S are equal
and S is not 1+ %+   + %p−1. If S is divisible by (1− %)t then t6(p− 1)=2. Let  
be the Gaussian sum
P
%i
2
. If S is divisible by (1 − %)(p−1)=2 then for some integer
a we have
%aS =  ; or %aS =− ; or %aS = 12(p  ):
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Then Redei goes on to specialize Theorem 2.7 for sums of type S=%%2  
%p−1. Using Theorem 2.1 he proves that such an S can be divisible by at most the
[(p− 1)=4]th power of (1− %) if it is dierent from the exceptions given in Theorem
2.7. Using Theorem 2.1 also the case of equality can be characterized. As far as I
know, this is the only place where Theorem 2.1 is applied. These results were proved
independently by Carlitz [26]. Redei also proved similar divisibility conditions for
certain signed sums, in which not all pth roots of unity occur, see [43, Theorem 27].
Theorem 2.7 can be applied to give an easy proof of a recent result on planar
functions. A function f : F ! F is planar if x ! f(x + a) − f(x) is bijective for
every a 6= 0. Trivial examples of planar functions are quadratic functions over elds
of odd characteristic.
Theorem 2.8 (Hiramine [38], Gluck [36] and Ronyai{Sz}onyi [45]). Over the eld
GF(p); p prime; every planar function is quadratic.
Proof (sketch). Let f be our planar function and let ki = jfx : f(x) = igj. Intuitively,
the ki’s are just the number of common points of the graph of f and the line y = i.
Consider the complex number  =
P
ki%i. Using the planarity of f it is not dicult
to see that  =p. Now the prime-factorization of p is p= u(1− %)p−1, u is a unit in
Z[%] (and 1− % is a prime), hence one can show that  is divisible by (1− %)(p−1)=2.
For these facts in algebraic number theory, see [15]. Theorem 2.7 tells us that  is
either   or (p )=2. The second case can be ruled out, since  has absolute valuep
p. If = , then the ki’s are 0,1 or 2, that is the horizontal lines intersect the graph
of f in at most 2 points. Since the horizontal direction does not play any special role,
the same is true for every non-vertical direction. This means that the graph of f is an
arc and Segre’s theorem gives that it must be a conic (together with the innite point
of the vertical lines).
For monomial functions the results was proved earlier by Johnson [40]. Note that
there is a natural generalization of the result for q=pn, namely to decide whether the
exponents in a planar function are of the form pi + pj or pi or not. These examples
occur in the paper by Dembowski and Ostrom [29], who conjectured the assertion
in Theorem 2.8 and also this more general one about the exponents in the case q =
pn. Recently Coulter and Matthews [28] disproved the conjecture by showing that
f(x) = x(3
a+1)=2 is planar over GF(3e) if and only if a and e are relatively prime and
a is odd. Starting from this class of planar functions one obtains planes of Lenz{
Barlotti type II.
3. The number of directions determined by a set of q points in an ane plane
The main geometric problem in Redei’s book (see Paragraph 36) is this: given a func-
tion f on GF(q) how many dierent values can the dierence quotients (f(x)−f(y))=
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(x − y) take? Geometrically, this is equivalent to the following question. How many
directions are determined by a set U of q points in the ane plane AG(2; q)? A
direction (or an innite point of AG(2; q)) is determined by U if there is a pair of
points in U so that the line joining them passes through this innite point. The innite
points of a line with equation Y = mX + b is denoted by (m).
The tool used in Redei’s book to deduce an answer to this question from the algebraic
theorems above, is the study of the so-called Redei polynomial. Consider a subset
U = f(ai; bi): i = 1; : : : ; jU jg of the ane plane AG(2; q). Recall that the lines of this
plane have equation X = c or Y − yX + x = 0. The Redei polynomial of U is
H (X; Y ):=
Y
i
(X + aiY − bi) = X jU j + h1(Y )X jU j−1 +   + hjU j(Y ): (3)
Note that for all j=1; : : : ; jU j: deg(hj)6j. The trick will always be to consider H (X; Y )
for a xed Y = y. In the case q = p, the answer to the main question of this section
is particularly attractive.
Theorem 3.1 (Redei and Megyesi [43, Theorem 240]). A set of p points in AG(2; p);
(p prime); is either a line or determines at least (p+ 3)=2 directions.
Proof (sketch). Let D be the set of directions determined by U and suppose that
12D. The point (y) is not determined by U if and only if Hy(x)= xp− x. Therefore
hj(y) = 0 for at least q+ 1− jDj dierent y’s, which implies that h1(y); : : : ; hq−jDj(y)
are identically zero. If one considers Hy(x) for y 2 D, then Hy(x) = xp + gy(x) with
deg(gy)6jDj − 1 and it is fully reducible. Theorem 2.2 gives jDj − 1>(p+1)=2.
This result, together with Theorem 2.2 was rediscovered by Dress et al. [30]. An
elegant proof of Theorem 3.1 without using Redei’s theory of lacunary polynomials
was given by Lovasz and Schrijver [41], who also characterized the set U in the
extremal case.
Theorem 3.2 (Lovasz and Schrijver). A set U of p points in AG(2; p) determining
(p+ 3)=2 directions is projectively equivalent to
f(0; a): a(p−1)=2 = 1g [ f(b; 0): b(p−1)=2 = 1g [ f(0; 0)g: (4)
This actually follows also from Theorem 2.3 above, but this was not noticed in
Redei’s book. For p65 the theorem can be veried directly.
Proof for p>7 (sketch). Geometrically Theorem 2.3 says the following: for a de-
termined direction y the polynomial H (X; y) either has (p − 1)=2 double roots and
just one simple, or it has one root with multiplicity (p + 1)=2 and (p − 1)=2 simple
roots. Every point of U lies in a collinear triple (otherwise U would determine at
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least p − 1 directions), hence U is indeed contained in the union of two lines which
have (p + 1)=2 points in U . Looking at the polynomials more closely will give the
result.
It would be very interesting to go a step further, that is to show that a set determining
more than (p + 3)=2 directions must determine substantially more. If U is contained
in the union of two lines, then it determines q+ 1− d directions for some divisor of
q− 1 (or q in the general case). This was proved in [50] using Kneser’s theorem. The
examples were known before, and can be found in Redei’s book (Examples 5 and 6
on p. 228). One can modify the example in (4) in the following way: take a subgroup
H of the multiplicative group, and on the x-axis take the points (b; 0) with b 62 H , on
the y-axis take the points (0; a) with a 2 H . Then the set determines exactly the slopes
m 62 H (and 0;1). Replacing the two axes by two parallel lines and the subgroup
H by a subgroup of the additive group one can obtain examples of sets determining
q+ 1− d directions for djq.
There are no examples, other than the ones in Theorem 3.2, known that determine
fewer than 2(q+2)=3 directions. Recently, Gacs [33] obtained partial results supporting
the conjecture that in AG(2; p) a set of p points is either a line or the set mentioned
in Theorem 3.2 or determines at least 2(p+ 2)=3 directions.
In the general case q= pn the following theorem is proved in Redei’s book.
Theorem 3.3 (Redei [43, Theorem 24]). Let f : K ! K (K=GF(q)) be any function;
and let N be the number of directions determined by the graph of f. Then either N=1;
and f is linear; or N>(q + 1)=2; or 1 + (q − 1)=(pe + 1)6N6(q − 1)=(pe − 1) for
some e; 16e6[n=2].
Slight improvements on Redei’s theorem are contained in Blokhuis et al. [10]. For
example, we proved that N>(q+3)=2 (instead of (q+1)=2) and that the e’s for which
n=3<e<n=2 do not occur.
Essentially, the same question was studied also from an algebraic starting point.
This formulation of the problem was also motivated by combinatorial applications: the
existence of complete mappings and constructions of Latin squares.
The algebraic setup is the following: given a polynomial f(x), how many elements
c 2 GF(q) can exist for which f(x) + cx is a permutation polynomial. Note that such
a (c) is precisely a direction not determined by the graph of f. The paper [31] by
Evans, Greene and Niederreiter is a good source for results formulated in the algebraic
setting. Essentially, they prove N>(q+3)=2, which is probably the rst appearance of
this improvement. Evans, Greene and Niederreiter also rediscovered parts of Redei’s
result and settled the case of monomial polynomials completely. [31] also contains a
detailed list of references.
Let us mention nally a result by Cohen [25] showing that a polynomial of modest
degree determines almost all directions.
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Theorem 3.4 (Cohen [25]). Let f2GF(p)[x]; p prime; be a permutation polynomial.
If p>n= deg(f)>1 and p>(n2 − 3n+ 4)2; then for every c 6= 0: f(x) + cx is not
a permutation polynomial.
Recently, Blokhuis et al. [9] proved the ultimate version of Redei’s theorem by
showing that e must divide n and by characterizing all the examples. It essentially
conrms the conjecture in [10]. Before stating the result we need a denition.
K2 may be mapped to L=GF(q2) by (a; b) 7! a+ b, for arbitrary ;  2 L with
= 62 K . If F is a subeld of K , then K and hence also L is a vector space over F .
A subset V of K2 will be called F-linear, if it is mapped in this way to a F-subspace
of L. It is easy to check that this property is well dened, that is, it is independent of
the choice of  and  dening the mapping.
Theorem 3.5 (Blokhuis et al. [9]). Let U K2 be a point set of size q containing
the origin; let D be the set of slopes of secants of U; and put N :=jDj. Let e (with
06e6n) be the largest integer such that each line with slope in D meets U in a
multiple of pe points. Then we have one of the following:
(i) e = 0 and (q+ 3)=26N6q+ 1;
(ii) e = 1; p= 2; and (q+ 5)=36N6q− 1;
(iii) pe > 2; ejn; and q=pe + 16N6(q− 1)=(pe − 1);
(iv) e = n and N = 1.
Moreover; if pe > 3 or (pe=3 and N = q=3+1); then U is GF(pe)-linear; and all
possibilities for N can be determined explicitly (in principle).
For example, if q = p3 then the theorem implies that U is either equivalent to the
graph of the trace function or the graph of xp.
It is perhaps interesting to note that the second lemma of the proof is analogous to
the dierential Eq. (1) in the proof of Theorem 2.3. Namely, we have that
f(x) = xq=p
e
+ g(x) = ((g(x))p
e
+ x)g0(x);
if f is fully reducible, and deg(g)6(q−pe)=(pe(pe− 1)) if pe>4 or deg(g)<q=p2e
if pe = 2; 3.
4. Some applications of Redei's theorem in group theory
Let us continue with the applications in group theory. The rst bunch of applications
is related to and motivated by Hajos’ theorem for abelian groups. In his famous solution
to Minkowski’s conjecture Hajos translated the problem to a problem on factorizations
of an abelian group. Factorizations of abelian groups have been studied extensively,
we refer to the papers [27,47,48] for a full bibliography of the work of Hajos, Redei,
Sands, Corradi, Szabo among others. Let us rst mention a surprising theorem of Redei
which is essentially a consequence of Theorem 3.1. A factorization of a group G is a
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pair of subsets A and B of G such that each g 2 G can be written uniquely as g= ab
for some a 2 A, b 2 B. This implies that G = AB and jGj= jAjjBj. A factorization is
called normed if the neutral element e of G is contained in A and B.
Theorem 4.1 (Redei [44, 43, Theorem 28]). Consider a normed factorization G=AB
of the group G = Cp  Cp. Then either A or B is a subgroup.
A simple proof of this theorem was given by Wittmann [53]. A dierent geometric
proof relies on the fact (see [41]) that A and B cannot determine the same direction
if they are considered as subsets of AG(2; p). Theorem 3.1 then says that one of the
factors determines less than (p+ 1)=2 directions, hence it is a line.
The fact that the two factors cannot determine the same direction remains true if we
try to factorize an elementary abelian group of order ph, h> 2 and jAj= p, see [44,
S.6, p. 345]. This motivates the problem of generalizing Redei’s theorem to higher
dimensions. Consider the next case, that is elementary abelian groups of order p3. By
purely combinatorial methods one can show that a subset of p2 points in AG(3; q)
determines at least 1 + p(p + 3)=2 directions and in case of equality the subset is a
cone (with vertex on the plane at innity) over the set mentioned in Theorem 3.2.
(This result also follows from more general results of Heim [37] about blocking sets
of PG(3; q) with respect to lines.) If this cone is the factor A then one can easily nd
a plane through the vertex of the cone which intersects A in just one line. If we choose
one{one point on each line parallel to it, then the obtained set B of p points is not a
subgroup, and also A is not a subgroup; therefore the full analogue of Redei’s theorem
is not true. However, in the example the set B is contained in a proper subgroup. This
motivates the following conjecture of Redei (see [43, Problem 5]):
In a normed factorization (Cp)3 = AB one of the factors must lie in a maximal
subgroup.
The conjecture has been veried for small primes, see Szabo [46]. To support a
proof of the generalization for larger p’s it would be helpful to show that a set of p2
points not containing a line determines almost all directions in AG(3; p). This seems to
me quite interesting in itself. A more optimistic generalization of Theorem 4.1 would
be to consider normed factorizations of (GF(q);+) (GF(q);+) and ask for an extra
condition guaranteeing that one of the factors is a GF(q)-subspace (geometrically a
line). The example of two suitably chosen Baer subplanes shows that such an extra
condition is indeed necessary. This problem was explicitly posed by Corradi and Szabo
in [27, p. 38].
A dierent generalization of Theorem 4.1 is the following.
Theorem 4.2. Let G=Cp  Cp and consider a normed factorization into t subsets
A1; : : : ; At of prime order. Then at least one Ai is a subgroup.
A slight modication of Redei’s factorization problem plays also a role in the the-
ory of perfect graphs, see Basco [16]. The problem has its combinatorial root in the
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(0; 1)-factorization of the matrix J − I . Let e denote the neutral element of the group
G. A near-factorization of G is a pair of subsets S and T of G such that each g 2 G,
g 6= e, can be written uniquely as g= st for some s 2 S, t 2 T and e cannot be written
in this form. This means that jSjjT j= jGj − 1 and ST =G n feg. To avoid trivial cases
1<jSj<jGj − 1 is always supposed. If the group G = hgi is cyclic and jGj − 1 = st,
then
S = fg; g2; : : : ; gsg; T = fe; gs; g2s; : : : ; g(t−1)sg
is easily seen to be a near-factorization. Factorizing S and T further and multiplying
dierently, or in other words using de Bruijn’s ‘Degenerate British Number Systems’
[23] it is not dicult to construct even more near factorizations. On the other hand,
no non-cyclic abelian groups are known that admit a non-trivial near-factorization. The
following non-existence result is due to de Caen et al. [24].
Theorem 4.3 (de Caen et al. [24]). If the (not necessarily abelian) group G has the
elementary abelian group (Cp)m as a quotient group; then for any near-factorization
G − e = ST;
jSjp−1  jT jp−1  1 (mod p)m; if p is an odd prime; while
jSj  −jT j  1 (mod 2)m; if p= 2:
As a particular case, Theorem 4.3 gives that the group Cp  Cp does not have a
near-factorization with jSj=p1. Since this looks like a geometric problem, it would
be very nice to obtain a geometric proof of this.
Further restrictions and admissible operations on near-factorizations can be found
in [16,24]. Besides cyclic groups only the dihedral groups are known to have near-
factorizations. Actually, similarly to the case of cyclic groups, the dihedral groups have
a near-factorization ST = G − e, where jSj can be any divisor of jGj − 1.
Some years ago it was noticed by Ott, and by Dress{Klin{Muzychuk that Redei’s
theorem supports an elementary proof of Burnside’s theorem on permutation groups
of prime degree. Actually, Dress{Klin{Muzychuk rediscovered the theorem of Redei,
Megyesi (Theorem 3.1 here, and also Theorem 2.2). For this application, the reader is
referred to [30,42].
In characterizing transitive permutation groups of degree p2, Wielandt proved a
geometric theorem using group theory. It was noticed by Blokhuis{Seidel that it is an
almost direct consequence of Redei’s theorem.
Theorem 4.4 (Wielandt’s visibility theorem, Blokhuis and Seidel [12]). Let G be a
permutation group on the points of AG(2; p) (p prime) containing all the translations.
Let GO be the stabilizer of the origin and S be a set of k lines (16k6(p + 1)=2)
through the origin. If GO leaves the set of points on a line of S invariant; then every
g 2 GO maps a line of S onto a line.
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A nice application of Blokhuis’ theorem, still in the eld of permutation groups,
is due to Aron Bereczky. Roughly speaking, it guarantees that any permutation group
whose degree is divisible by a high power of p contains a xed point free p-element.
Theorem 4.5 (Bereczky [4]). Let p> 2 be a prime; a>1. If p+16b< 3(p+1)=2;
then every transitive permutation group of degree pab contains a xed point free
p-element.
Perhaps it is worthwhile to state the lemma in the proof that explicitly uses Blokhuis’
bound.
Lemma 4.6 (Bereczky [4]). Let P be a nite p-group; M1; : : : ; Mk (k < 3(p + 1)=2)
be maximal subgroups of it. If M1 [    [Mk = P; then there are p + 1 of the Mi0s
that cover P.
Intuitively, one sees that for elementary abelian groups of order p3, it is just
Blokhuis’s theorem in the dual setting. For arbitrary elementary abelian groups of
order pn Bereczky uses induction on n, and the case of other p-groups can be reduced
to the elementary abelian case by considering the factor group with respect to the
Frattini-subgroup.
5. The number of directions determined by a subset
Another natural generalization of Redei’s problem on the number of directions is to
consider sets having fewer than q points. The following Segre-type result was proved
by the present author.
Theorem 5.1 (Sz}onyi [51]). Let U AG(2; q); jU j= q− n; n6pq=2. Then U either
determines at least (q + 1)=2 directions or it is contained in a set V with jV j = q
which determines the same directions as U .
If jU j= q− 1 one can exclude the rst possibility, and the conclusion resembles the
existence of a nucleus of a (q+1)-arc: to a set U of q− 1 points one can always nd
a qth point u so that U [fug determines the same directions as U . For q=p prime the
bound on jU j can be lowered to n< (p+45)=20 from n6p−pp=2. The real version
of this theorem is probably that U must determine at least (p+ 3)=2 directions. Also
in the general case, it seems very likely that (q+1)=2 in the theorem can be replaced
by (q + 3)=2, and probably the bound can also be improved substantially. However,
some bound on q is necessary here, as the following example shows. Let q = 7 and
take a parallelogram in AG(2; q) together with its center. Then we have n=2 and our
5-set determines exactly 4 directions.
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Proof (sketch). Let U = f(ai; bi): i = 1; : : : ; q − ng be our D-set of q − n points of
AG(2; q) and D be the set of directions determined by it. We can suppose that 1 2
D, and write up the Redei polynomial (see (3))
H (x; y) =
q−nY
i=1
(x + yai − bi) =
q−nX
j=0
hj(y)xq−n−j:
Let Hy(x):=H (x; y). Note that deg(hj)6j. Then Hy(x) is a divisor of xq−x if and only
if the elements −aiy+ bi (i=1; : : : ; q− n) are pairwise distinct, that is when (y) 62 D.
In this case we can nd out what (xq − x)=Hy(x) is. First introduce a notation: Let A
be a (multi)set of elements of GF(q). The kth elementary symmetric polynomial of
these elements will be denoted by k(A). If Ay = f−aiy + bi: i = 1; : : : ; q− ng, and
f(x; y) = xn − 1(GF(q) n Ay)xn−1 + 2(GF(q) n Ay)xn−2 −+   
+(−1)nn(GF(q) n Ay))
then one can see that Hy(x)f(x; y) = xq − x if y 62 D. Hence f(x; y) factors in
distinct linear factors if (y) 62 D, which means that it has at least (q + 1 − jDj)n
GF(q)-rational points. Moreover, each component h of f inherits this with deg(h)
instead of n(=deg(f). Comparing this with Weil’s estimate (or the Stohr{Voloch esti-
mate in the prime case) for the number of GF(q)-rational points on a curve of degree n
one gets that the components of f must be linear and they are dened over GF(q). The
coecients of the linear components give the points that can be added to U without
changing D.
Now, we try to illustrate what the lacunary polynomial approach gives. In a sense
this argument is a (slight) generalization of Redei’s approach to Theorems 2.2 and 3.1.
Observe that xq + g(x; y) =Hy(x)f(x; y) has degree exactly q as a polynomial in two
variables. Since for q+1− jDj values of y (y 62 D) this polynomial is just xq− x, the
coecients of xq−1; : : : ; xjDj are identically zero as polynomials in y. So if we consider
Hy(x)f(x; y) for a xed y 2 D, then it will be a polynomial of type xq+gy(x), where
the x-degree of gy(x) is at most jDj−1. The only dierence with respect to Problem I
is that xq+ gy(x) is not necessarily fully reducible; it only has a fully reducible factor
of degree at least q − n. For the sake of simplicity we shall omit the subscript y,
and suppose also that q = p is a prime. Let h(x) = xq + g(x) our polynomial, and let
f(x) be the factor of h that is not fully reducible. Note that if h0(x) = 0 (for some
y), then the points of U are contained in a line with slope y. Then h(x)=f(x) is fully
reducible, hence its zero polynomial (that is the polynomial having as simple roots
the roots of h(x)=f(x)) divides the greatest common divisor of h(x) and xq − x. The
multiple roots of h(x)=f(x) are roots of h0(x), hence h(x) divides (g(x)+ x)g0(x)f(x).
Here g0(x) = h0(x) 6= 0 as we have remarked earlier. g(x) + x = 0 would imply that
y 62 D, hence the polynomial (g(x) + x)g0(x)f(x) is not identically zero. Comparing
the degrees one gets that 2deg(g)−1+n>q, that is deg(g)>(q+1−n)=2. Combining
this with the estimate deg(g)6jDj − 1 we get jDj>(q+ 3− n)=2. Therefore, we have
proved the following result.
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Theorem 5.2. A set of p − n points in AG(2; p) is either contained in a line; or it
determines at least (p+ 3− n)=2 directions.
As was noted in [51, Remark 5, p. 144], the same result follows from Proposition
0:1 of [49]. Observe that for n=0 we get back the theorem of Redei and Megyesi and
for n= 1 the theorem for the ‘nucleus’ of a (q− 1)-set mentioned after Theorem 5.1.
Let us note a nice consequence of this special case for sets having square dierences.
It is well known (see e.g. [19,41]) that the Redei{Megyesi theorem (Theorem 3.1)
implies that a set S of GF(p2), p prime, must be the subeld GF(p) if it contains
0; 1 and the dierence of any two elements of S is a square in GF(p2). This was a
conjecture of MacWilliams and van Lint for general q. They proved the prime case,
and Blokhuis [6] conrmed the conjecture in the general case. A simpler proof appears
in Bruen and Fisher [21]. Now any of the theorems above implies immediately that a
set of q− 1 points with square dierences is necessarily contained in a set of q points
with square dierences, hence it is contained in the subeld GF(p). The remark after
Theorem 5.1 gives it for arbitrary q’s.
6. Blocking sets
Note that Redei’s original result (Theorem 3.3.) is a theorem about blocking sets, as
was pointed out by Bruen, see [22]. A blocking set is just a set of points intersecting
every line. Blocking sets containing a line will be called trivial. A blocking set is
minimal if no proper subset of it is a blocking set. If U is a set of q points and D
is the set of directions determined by U , then B:=U [ D will be a blocking set in
PG(2; q). It has the special property that the line at innity ‘ meets B in exactly jBj−q
points. The resulting blocking set is minimal if D is not the entire line at innity. One
can always show that jB n ‘j>q. Blocking sets achieving equality are called of Redei
type (with respect to the line ‘). If B is a minimal blocking set of Redei type with
respect to ‘ then B n ‘ can be considered as a graph of a function. Hence the results
of Section 3 can be employed.
It is worthwhile to mention that Blokhuis’ ingenious proof for the lower bounds on
the size of blocking sets followed more or less Redei’s line of proof. He rst general-
ized Redei’s result (Theorem 2.2) to polynomials of the form xqh(x)+g(x) (instead of
xq + g(x)), then used a polynomial similar to the Redei polynomial introduced above.
A nice question for Redei-type blocking sets is the following: given a set U of
q points in PG(2; q), how many lines at innity can be chosen so that U does not
determine every direction (with respect to the line at innity). Bruen [20] showed that
whenever there is a line so that U determines less than q=2+1 directions, then for the
other lines (disjoint from U ) U determines every direction.
A natural step after studying Redei-type blocking sets is to study blocking sets which
are of almost Redei type. In this direction Blokhuis, Pellikaan and Sz}onyi proved the
following theorems.
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Theorem 6.1 (Blokhuis et al. [11]). Let B be a minimal non-trivial blocking set and
L a line intersecting B in jBj−q−m points; where m6pq=2. If m> 2 and not divisible
by p; then jBj>q + (q + 1)=2 + m. If m = 1; 2 (and p> 2); then jBj>3(q + 1)=2.
Finally; if m is divisible by p and jBj< 3(q+1)=2 then each line meets B in 1 modulo
p points (whence jBj  1 (modp)) and jBj6q+pq=2 + (q− 1 +pq=2)=(p− 1).
Theorem 6.2 (Blokhuis and Polverino [14]). Let q=p be a prime and jBj=3(p+1)=2.
Suppose that ‘ meets B in at most (p+ 3)=2− 3 points. Then jB \ ‘j6(p+ 3)=2−
(p+ 45)=20.
Intuitively, the theorem says that a blocking set of minimum cardinality cannot be
too close to being of Redei type. The two missing cases (m=1; 2 with the notation of
Theorem 6.1) were dealt with by Gacs et al. [35] and Gacs [32]. For m= 1 we have
that q67 and for q=7 there is a sporadic example which is not of Redei type. For a
description the reader is referred to [5], [8] or [35].
Proof of Theorems 6.1 and 6.2 (sketch). Let U =BnL be the ane part of B, and let
D=B\L be the set of innite points of B. So jDj= l, and D is the set of ‘directions’
for which there is a line of that direction missing U . For simplicity, we suppose that
(1) 2 D. Let U = f(ai; bi) : i = 1; : : : ; q + mg, and write the usual (see (3)) Redei
polynomial
H (X; Y ) =
q+mY
i=1
(X + aiY − bi) =
q+mX
j=0
hj(Y )X q+m−j;
where hj(Y ) is a polynomial of degree at most j in Y and h0(Y ) = 1. If we consider
H (X; Y ) as a polynomial in X , for some xed value Y = y we shall use the notation
Hy(X ) = H (X; y).
Now observe that (y) 62 D if and only if Hy(X ) is a multiple of X q − X . Then
Hy(X )=(X q − X ) is simply Hy(X )=(X q − X ) = Xm + h1(y)Xm−1 +    + hm(y); for
(y) 62 D. Dene the polynomial F(X; Y ) by
F(X; Y ) = Xm + h1(Y )Xm−1 +   + hm(Y );
then its degree is equal to m and Hy(X )=(X q − X ) = F(X; y) for (y) 62 D. To count
the number of points on F (or rather on irreducible components of F) is slightly more
dicult than in the proof of Theorem 5.1. If G is an irreducible component of F with
G0X 6= 0 and s=deg(G), then G has at least (q+ jDj−1)s−s(s−1) points over GF(q).
Again, comparing this with the bounds in Weil’s theorem or Stohr{Voloch’s theorem
implies that the curve must be the union of linear components. Similarly to Segre’s
theory of arcs, the existence of linear components can be excluded if the blocking set
is minimal, hence the blocking set cannot be too small. In the case when p divides m
and m6
p
q=2 the components of F are necesarily the form U (Xp; Y ), which implies
that the lines meet B in 1 modulo p points.
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It would be very interesting to prove these results using lacunary polynomials.
Recently, the present author proved the following Redei-type result for blocking sets,
which is a renement of the previous method. The intuitive idea behind the proof is
that the previous curve F (or rather the components G with G0X 6= 0) associated to
the blocking set cannot depend on the choice of the line at innity, if the blocking
set is small. The main idea is to associate a pair of curves having the same set of
GF(q)-rational points to the blocking set. This pair of curves comes from the decom-
position
H (X; Y ) = (X q − X )F(X; Y ) + (Y q − Y )G(X; Y );
where F is just the curve dened above and G is the curve obtained in a similar way
by xing X instead of Y . Before stating the theorems, let us mention that this method
implies a conjecture of Blokhuis saying that every line intersects B in 1 modulo p
points, if B is a minimal blocking set of size less than 3(q+ 1)=2.
Theorem 6.3 (Sz}onyi [52]). Let B be a minimal blocking set in PG(2; q); q = pn.
Suppose that jBj< 3(q+1)=2. Then q+1+ q=(pe +2)6jBj6q+9q=(4pe) for some
e; 16e6n=2. Furthermore; each line meets B in 1 modulo p points; and for pe 6= 4; 8
they meet it in 1 modulo pe points.
Theorem 6.4 (Sz}onyi [52]). Let q=p2 and B be a minimal blocking set which is not
a Baer-subplane. Then jBj>3(q+ 1)=2.
Note that this result is sharp, there are blocking sets consisting of 3(q+1)=2 points
in PG(2; q). There are Redei-type examples, constructed in the same way as the ones
in the theorem of Lovasz{Schrijver, see (4) in Theorem 3.2. These examples are called
projective triangles in Hirschfeld’s book [39].
Of course, knowing of Blokhuis’ recent characterization of small Redei-type blocking
sets (see [9]) it seems now desirable (and not hopeless) to extend his results for
arbitrary blocking sets with the aid of Theorem 6.3.
Blokhuis and Polverino [14] observed that the intervals of Theorem 6.3 can be
shortened using the varience trick and the fact that lines meet B in 1 modulo pe
points. Actually, one can prove that the index e in Theorem 6.3 will be the e in
Blokhuis’ sense for at least one point of B, which means that the lower bound can be
replaced by the bound coming from the lacunary polynomial approach. So the better
intervals are these
q+ 1 + pe

q=pe + 1
pe + 1

6jBj61 + (p
e + 1)(q+ 1)−p
2
;
where = (1 + (pe + 1)(q+ 1))2 − 4(pe + 1)(q2 + q+ 1).
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This improved bound is enough to determine the possible sizes of minimal blocking
sets in PG(2; p3). It gives that jBj = q + p2 + 1 or jBj = q + p2 + p + 1. There are
Redei-type blocking sets of this cardinality, but it is not known whether the blocking
set has to be of Redei-type or not.
Notes added in proof. Recently, P. Polito and O. Polverino constructed small non-
Redei type blocking sets in PG(2; q), q = ph, h>4. [P. Polito, O. Polverino, On small
blocking sets, Combinatorica 18 (1998) 133{137]. On the other hand, O. Polverino
proved that for q = p3 all small blocking sets in PG(2; q) are of Redei type.
7. For further reading
The following references are also of interest to the reader: [5,11].
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