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1Railway Junction Traffic Control by Heuristic Methods
Ho, T.K. Yeung, T.H.
Abstract:  Traffic conflicts at railway junction are very common, particularly at congested rail
lines.  While safe passage through the junction is well maintained by the signalling and
interlocking systems, minimising the delays imposed on the trains by assigning the right-of-way
sequence sensibly is a bonus to the quality of service.  Deterministic method has been adopted to
resolve the conflict, with the objective of minimising the total weighted delay but the
computational demand remains significant.  This paper reviews and explores the applications of
different heuristic methods to tackle this problem, elaborating their feasibility in various aspects
and comparing their relative merits for further studies.  As most heuristic methods do not always
guarantee global optimum, this study focuses on the trade-off between computation time and
optimality of the resolution.
1 Introduction
Railways are the major means of transportation in most modern cities.  Demands on the quantity
and quality of railway service increase with the development of industry and commerce.  To
improve quantity, closer headway is achieved by upgrading the signalling system and utilising
advanced communication technology.  However, there are limitations on further headway
improvement due to the physical sizes and braking rates of the trains; and track layouts.  The
main concern for the quality of a railway service is punctuality (or regularity in systems with
tight headway).  The causes of disturbance to the normal service, like traction equipment faults
and excessive boarding times, are in general unpredictable. Elimination of all disturbances is
impossible because there are many factors which are out of the control of railway engineers and
management.  Therefore, measures need to be found and enforced to reduce the effects of
disturbance to the normal service.
A railway network contains various track configurations.  Some sections of tracks can be
approached by traffic from more than one directions, such as a converging junction.  If the
2timetable is fully observed, there should not be any conflict of right-of-way at the junctions.
However, when a train has already been delayed for some reason, it may approach the junction
so late that the progress of other trains near the junction has to be altered in order to avoid
collision.  Junction traffic control is therefore important to maintain safety and reduce further
delays whenever conflict arises.
The simple junction conflict resolution policy, first-come-first-served (FCFS), is still commonly
used as it is easy to implement.  However, the corresponding right-of-way assignment does not
take into account the implications of possible delay aggravation on the trains and subsequent
conflicts at the adjacent junctions.  In order to put the delay in the equation of finding the optimal
conflict resolution, evaluation of the possible right-of-way assignments is inevitable.  When the
number of trains to be affected by the conflict is small, say 3 or 4 trains, an exhaustive search
through all right-of-way assignments is an acceptable method.  As more trains are involved and
the size of the possible right-of-way assignment set grows rapidly (e.g. 4 trains on each of the
two converging routes of a junction leads to a total of 70 possible right-of-way assignments),
exhaustive search becomes impractical if a real-time resolution is required.
A deterministic dynamic programming approach [1] has been adopted to divide this multi-stage
decision-making problem into a number of single-stage problems.  Its major merits are that it
only examines a small subset of the possible right-of-way assignments and the optimal resolution
is guaranteed to be an element of this subset.  The computation time is significantly shortened
and the global optimality of the resolution is assured.   In the same study, FCFS has also been
confirmed to be a quite effective method when the conflict is not too severe.
Despite the reduction of computation time with dynamic programming, the computational
demand remains considerably substantial, particularly when the same approach is further
expanded to area (i.e. multiple-junction) control.  In practice, the optimal solution in this traffic
problem is not necessarily well superior to the alternatives.   A near optimal solution may be
very much reasonable; and if it requires less computation time, it certainly offers a more
practical solution.
This paper aims to discuss the feasibility of the application of a completely different approach,
heuristic methods, to tackle this conflict-resolution problem.  The trade-off between computation
time and optimality is of the primary concern.  The heuristic methods are particularly useful in
optimisation when an analytical model of the problem is not available or too complicated to
3realise.  Because of the non-linear characteristics of signalling constraints, traction equipment,
service demands and traffic conditions, the relationship between the right-of-way assignment and
the objective function of this optimisation process, such as the total weighted delay, is anything
but straightforward.   An analytical model is always clouded by assumptions and limitations.
Thus, heuristic methods are in a good position to hold their ground here.
While heuristic methods have found numerous successful applications in management science
and scheduling problems [2][3][4], their applications in railway systems are very rare.  In spite of
the attempts to introduce heuristic methods to service rescheduling [5], station control [6], power
system monitoring [7][8], signalling design [9] and train movement [10], very few of these
applications have actually been implemented in real systems.  Railway operations have more
than two centuries of history in keeping safety as the top priority, which is undisputedly
necessary.  When most heuristic methods, and in a broader sense, artificial intelligence methods,
come into the scene only in the last two decades and usually require no analytical models, they
may give the false impression that they are too new to be trustworthy and there is no room to fit
the safety margins in.  In fact, heuristic methods just offer an alternative means to devise a
pragmatic solution within a reasonable time span, but not a different way to carry out the
operations.  Safety is still maintained by the signalling and interlocking systems as usual.
In this study, the applications of genetic algorithms, simulated annealing and tabu search to find
a resolution for junction conflict are described.  Their performance will be evaluated by
simulation.  While the main purpose is to investigate the feasibility of the above heuristic
methods, it also paves the way for further investigation and arouses awareness of alternatives to
aid railway operations.
2 Railway Junction and Conflict Resolution
A single converging railway junction usually constitutes two incoming routes.  In case of
conflict, trains arrive at the junctions from the two directions and two queues may form
accordingly.  They are waiting for their turns to pass through the junction and their movement is
safeguarded by the signalling and interlocking systems.  Regardless of how the resolution is
devised and what it is eventually, no overtaking is assumed on each route (i.e. no sidings in the
4vicinity of the junction) so that the order of trains on each route remains before and after they
pass the junction.
The conflict-resolution process is equivalent to scheduling two ordered queues of jobs into a
single processor while minimising the total weighted tardiness of the jobs.  It therefore becomes
a typical single-machine scheduling problem in which the queues are operated under the first-in-
first-output (FIFO) discipline.  The resolution is a right-of-way assignment sequence indicating
the order of how the two converging routes are given the right-of-way so that the current first
train on the respective queue is allowed to pass through the junction.  As a result, it can be
denoted as a sequence of binary variables.
If the two converging routes are defined as routes 0 and 1, the right-of-way assignment sequence
can be expressed as
}{ iuS = : }1,0{∈iu  for 101 nni +≤≤
where 0n  and 1n  are the initial numbers of trains on routes 0 and 1 respectively.
If )(aN  is defined as the number of occurrences of an event a, all possible S's must satisfy the
constraint
          0)0:( nuuN ii ==  and 1)1:( nuuN ii == (1)
The objective function C of optimising this single-machine schedule problem is the total
weighted tardiness of the trains, penalising lateness without awarding any train running ahead of
schedule.
( )( )∑ −=
j
jjj dcwC 0,max (2)
jw  is the weighting factor of the train, indicating its priority or importance of service.  jc  is the
completion time of the job and it is defined as the instant when the train clears a certain point
(e.g. overlap point) beyond the junction.  jd  is the due date of the job and it is the time when the
train clears the same point as if there were no conflict.  It can be attained from the timetable, if
available, or by simple simulation.
53 Heuristic Methods
The conflict resolution is an optimisation problem in which the best solution Sˆ  is searched from
a large set of possible right-of-way sequences S's.  Three heuristic methods of searching
optimum in a defined space, genetic algorithm, simulated annealing and tabu search, are
discussed here.
3.1 Genetic Algorithm
A genetic algorithm (GA) is a mathematical search technique based on principles of natural
selection and genetic combinations [11].  It, when applied to scheduling problems, regards a
possible sequence S as an individual or chromosome.  Each chromosome is characterised by its
fitness, which is measured by the objective function.  A set of chromosomes is taken from the
pool of S's to form the population the first generation.  There are two basic steps to evolve
through the generations, selection and replacement.  The former is to decide which chromosome
in the generation is deemed to be fit to produce off-springs whilst the latter is to allow the
chromosome with the worst fitness to vanish in order to make room for the better off-springs to
compete.  A new generation thus consists of the surviving and the reproduced chromosomes of
the previous generation.
3.1.1 Preliminary Study: Mutation and cross-over are the most commonly used operations
[12] to obtain off-springs when the chromosomes are represented by binary strings.  Despite the
binary nature of the chromosomes in this application, simple mutation and cross-over may lead
to violation of the constraint (1) as the total number of trains on the converging routes should
remain constant.   A different approach has been adopted in a previous study [13] to allow
reproduction of chromosomes.  An immediate neighbourhood (N1) is defined and the generation
evolves with one of the N1 neighbours of the fittest chromosomes.  The evolution process is as
follows:
Step 1 : Set g=1
Randomly select m possible right-of-way assignment sequences
Step 2 : Evaluate the cost of each sequence
Identify the sequences with the highest and least cost, gS '  and gSˆ respectively
Randomly select an N1 neighbour from gSˆ  to replace gS '
6Step 3: Increment g by 1
If g = maximum number of generations, stop, else, go to Step 2
Two sequences, aS  and bS , are N1 neighbours if and only if, for }{ ia uS =  and }{ ib vS = , there
exists j, 11 10 −+≤≤ nnj  such that 1+≠ jj uu , 1+= jj vu  and jj vu =+1 ; and kk vu = , for all k,
11 10 −+≤≤ nnk , jk ≠  and 1+≠ jk .  In case of 10 nnj += , aS  and bS  are N1 neighbours
when 1uu j ≠ , jvu =1  and 1vu j = ; and kk vu = , for all k, 12 10 −+≤≤ nnk .  N1 allows the
swapping of a pair of adjacent '0' and '1' in a sequence.
It was found that the computation time can be vastly reduced when compared with the dynamic
programming and the final resolution is usually within 5-10% of the optimal one.  However,
there are cases where the generation evolution only leads to local optimum.  It is therefore
necessary to introduce different neighbourhood definitions in order to provide an exit route out
of the local optimum.
3.1.2 Neighbourhood definitions: Two GAs, adopting neighbourhood definitions N2 and
N3 respectively [14], have been proposed with the purpose of opening up the space for the
production of off-springs in a generation.  N2 and N3 are defined as below:
N2:
aS  and bS  are N2 neighbours if and only if, for }{ ia uS =  and }{ ib vS = , there exist j and k,
10,1 nnkj +≤≤  and kj ≠  such that kj uu ≠ , kj vu =  and jk vu = ; and ll vu = , for all l,
101 nnl +≤≤ , jl ≠  and kl ≠ .  N2 ensures a larger set of possible neighbours by allowing any
pair of '0' and '1' to be swapped in a sequence.
N3:
aS  and bS  are N3 neighbours if and only if, for }{ ia uS =  and }{ ib vS = , there exist m pairs of
non-overlapping (j,k),  10,1 nnkj +≤≤  and kj ≠  such that kj uu ≠ , kj vu =  and jk vu = ; and
ll vu = , for all l, 101 nnl +≤≤ , jl ≠  and kl ≠ .
With ( )10 ,min nnn = , m is chosen randomly from { }n,,2,1 !  according to the probability
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mP .  Two pairs, ( )11 , kj  and ( )22 , kj , are non-overlapping if and
only if 21 jj ≠  and 21 kk ≠ .
N3 further opens up the neighbourhood space as the swap of more than one pairs of '0' and '1' is
allowed.  ( )mP  is chosen to limit the possibility of swapping too many pairs because the higher
the number of pairs to be swapped, the narrower of the neighbourhood space becomes and the
more likely the cross-reproduction between two chromosomes in successive generations is.
The study [14] showed that the GA with N1 usually provides a reasonable resolution in a few
generations if there is just adequate time for a few generations.  When further generation
evolution is allowed, the resolutions obtained by GAs with N2 and N3 are more likely to move
closer to the optimal solution.  If there is an imbalance of traffic demands between the two
converging routes, N3 loses its edge gradually and eventually becomes N2.  While N2 and N3
provide a get-away route from the local optimum, the neighbourhood may only contain worst
chromosomes and therefore their convergence toward the global optimum is usually slower.
Provision of different neighbourhood definitions to GA approach is just like juggling the trade-
off between convergence rate and optimality in one dimension.  In order to bring the
investigation to the higher level, different heuristic methods can be applied to lead the search out
of local optimum with different approaches.
3.2 Simulated Annealing
Simulated annealing (SA) has its origin from a completely different field - physical annealing
process of condensed matter.  Worse chromosomes are not necessarily excluded from being off-
springs for generation evolution, though on a probabilistic basis, in an attempt to guide the
search out of local optimum [15].  In other words, unlike GA, SA has an intrinsic capability of
moving out of local optimum, given the appropriate conditions.  If C(S) is the cost of a right-of-
way assignment sequence S, the evolution process of SA employed in this study is given below:
8Step 1: Set g=1
Randomly select a, where 0<a<1; and define gg a=β
Randomly select 2 possible assignment sequences and evaluate their costs
Find the sequence 0S  which gives the lower cost and set 10 SS =
Define the lower cost ( )0SC  as the aspiration criterion
Step 2: Select a candidate sequence S from the specified neighbourhood of gS
If ( ) ( ) ( )gSCSCSC <<0 , set SS g =+1  and go to step 3
If ( ) ( )0SCSC ≤ , set SSS g == +10  and go to step 3
If ( ) ( )gSCSC ≥ , generate a random number gr  from a uniform (0,1) distribution
If ( ) ( ) ( )


 −
=≤
g
g
gg
SCSC
SSPr βexp, , set SS g =+1 ; otherwise, set gg SS =+1  and go to
step 3
Step 3: Increment g by 1
If g = maximum number of generations, stop, else, go to Step 2
Each generation always contains two elements, 0S  and gS , the best sequence so far and the
evolving sequence respectively.  Because of the probabilistic nature of gr  and ( )SSP g , , gS
reproduces, but not necessarily providing better off-springs.  While worse solution is allowed,
the probability of accepting a non-improving sequence is however lower in later iterations of the
search process as gβ  decreases with g.
3.3 Tabu Search
Tabu search (TS) is similar to SA in the sense that they both keep an aspiration criterion
throughout the search process and a worse solution may be resulted from one generation to
another.  However, the ways they enable generation evolution are completely different.
SA relies on probability to evolve while TS does it with a deterministic nature.  To be precise,
TS uses memory.  TS is based on the fact that human intelligence includes the experience and
knowledge stored in human memory [16].  Therefore, intelligent problem solving must
incorporate memory of some form.  TS introduces a tabu-list, containing the changes made in the
previous generation evolution.  It then guides the neighbour selection with the information
9collected during the search.  A bad choice of neighbour may steer the search off track
momentarily but it can yield useful information on how the search strategy should be changed.
This study adopts the following TS searching process:
Step 1: Set g=1
Randomly select an initial sequence 1S
Set 10 SS =  and ( )0SC  as the aspiration criterion
Step 2: Identify the possible sequences from the specified neighbourhood of gS
Exclude the sequences which involve a move prohibited by the tabu-list
From the remaining sequences, find the sequences S, which produces the least cost
( )SC
Set SS g =+1  and enter the reverse change describing the move SS g →  at the top of
the tabu-list
Delete the bottom entry in the tabu-list and push other entries one position down
If ( ) ( )0SCSC < , set SS =0
Step 3: Increment g by 1
If g = maximum number of generations, stop, else, go to Step 2
With the tabu-list to limit some of the possible moves, the number of sequences need to be
evaluated at each generation may be different.  Besides, the size of the tabu-list has to be chosen
sensibly.  If it is too large, most of the possible moves, including the move leading to the
optimum solution, will be eliminated.  On the other hand, a small tabu-list may not be able to
provide sufficient information to rectify the searching strategy.
4. Simulation Results
4.1 Setup
The three heuristic methods with different neighbourhood definitions have been evaluated by
computer simulation under various traffic conditions.  Even though one of the advantages of
heuristic methods is to avoid exhaustive search, the cost evaluation of a small subset of possible
sequences still leads to very high computational demand, particularly when the number of trains
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involved is high.  In order to maintain a reasonable computation time, an event-based train
movement simulation [17], which was developed for this purpose, is employed here.
A vast amount of simulation runs have been carried out, only selected results are given here to
highlight the performance of the heuristic methods.  Different combinations of 0n  and 1n
provide various traffic demands.  Table 1 shows the total number of possible sequences in each
case, which varies significantly even with slight changes of 0n  and 1n , as well as the imbalance
of traffic demands on the two converging routes.
4.2 Genetic Algorithms and Simulated Annealing
In GA, a generation size of two is chosen so that it is the same for both GA and SA.  The factor a
is chosen to be 0.9 for SA.  Even though different values have been used, the results do not differ
too much.
For both GA and SA, the evolution from one generation to the next requires cost evaluation of
only one possible sequence.  As the computation time for the cost evaluation of all possible
sequences can be assumed to the same and the computation can be carried out on different
hardware platforms, comparison of relative timing, instead of absolute timing, seems to be more
appropriate.  The cost evaluation of one possible sequence is defined as the basic time unit.  Each
generation therefore takes one time unit.
The choice of sequences for the first generation plays an important role in the convergence
toward the optimal solution.  In order to smooth out this effect, 20 tests have been carried out for
each traffic condition with each GA.  In the test, the members of the initial generation are
selected randomly from the possible sequences.  The average cost over the 20 tests is then
calculated and its difference from the minimum cost attained by dynamic programming provides
the benchmark.  Figures 1-8 illustrate the relative cost difference from that of the optimal
resolution along the generation evolution.  GA and SA with the three neighbourhood definitions
N1, N2 and N3 are denoted by GA1, GA2, GA3, SA1, SA2 and SA3 respectively.  The
generation evolution process is terminated when the number of generations reaches half of the
possible number of sequences.
As shown in Figures 1 and 2, when the traffic demands on the two converging routes are similar
and the number of possible sequences is small, the performance of GA and SA with different
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neighbourhood definitions is very much comparable.   The limited size of the pool of possible
sequences does not leave too many neighbours for the generation evolution, regardless of the
means to define neighbourhoods.  *
When the traffic demands become imbalance, as illustrated in Figures 3-6, the significant
difference comes from N1 as GA1 produces much better performance.  The convergence rate of
SA1 is much slower, which can be explained by the possible occurrence of worse off-springs.
However, it progressively edges toward the optimum whilst GA1 settles very quickly, quite
likely at local optimum, and shows very little improvement after a few generations.  N2 and N3
provide similar performance with GA and SA because N3 converges to N2 when either 0n  or 1n
is small (i.e. ( )10 ,min nn  is confined).
Figures 7 and 8 show that GA and SA can produce solutions very close to the optimal one when
the overall population of possible sequences is large.  It is because the advantage of opening up
neighbourhood for the generation evolution process can be fully taken when there are a large
number of possible sequences.  Further, N2 performs slightly worse than the other two.  Even
though N2 allows a more open neighbourhood than N1 does, it does not necessarily ensure a
better one.  N3, on the other hand, provides a much wider neighbourhood, which may contains
worse, as well as better, neighbours.
4.3 Tabu Search
The process starts with a randomly chosen sequence.  Like GA and SA, this choice may affect
the rate of convergence.  Thus, a number of tests have been undertaken with different starting
sequences and the mean of the relative difference to the optimal cost is recorded.  At each
generation, it is likely that evaluation of more than one sequences is required.  Hence, the
computation time is usually more than one time unit per generation and its average is also taken
for comparison with GA and SA.  The process stops when the accumulated computation time
unit exceeds half of the number of the possible sequences.
Only N1 and N2 are applied to TS because N3 may have different number of swaps in each
generation, which makes the content of the tabu-list incompatible.  TS with the two
neighbourhood definitions are denoted as TS1 and TS2 and the corresponding relative difference
to the optimal cost and the computation time units (in bracket) are shown in the Tables 2-5.  The
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size of the tabu-list is kept as one in the first two tests when the number of possible sequence is
small; and it is enhanced to two in the latter two tests.
The results apparently show that a smaller number of generations are required to achieve
convergence toward the optimal solution.  However, the total computation time units along the
generations are quite substantial.   Bearing in mind that GA and SA only need one computation
time unit per generation, the convergence rate is in fact slightly slower than GA and SA.
With a wider neighbourhood, TS2 requires even fewer generations, generally within 2 to 3, to
reach the optimal solution, which is however coupled by more computation time units per
generation as each generation contains more possible sequences.
Imbalance demand on the two routes, as illustrated in Table 3, does not favour a fast
convergence because the neighbourhood space is relatively smaller.  From Table 4, a slightly
imbalance demand allows much better convergence.   When there is a balanced demand on the
two routes and the number of possible sequences is high (Table 5), the convergence tends to be
very fast.  Around 10 computation time units are sufficient to bring the cost to 1% from the
optimal one.  Besides, as TS is capable of guiding the search intelligently regardless of the
neighbourhood definition, N1 is proven to be adequate for TS.  One generation with N2 usually
requires so many computation time units that the room for trade-off between optimality and
computation time is severely limited.
5. Initial Generation
The initial generations of the three heuristic methods have been chosen out the pool of the
possible sequences randomly.  While there are no particular constraints or rules on the choice of
the first generation, it is possible and practical to impose some guidelines in order to assist the
search.  In fact, if the initial generation is in the locality of the optimal solution, the search is able
to reach the optimal solution very quickly without the need of being led out of the local
optimum.
The simplest and the most commonly used scheduling practice, first-come-first-served (FCFS),
is usually not too far from the optimal solution of this traffic problem, particularly when traffic is
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not very heavily congested [1].  FCFS is therefore used here as a member of the initial
generations, in an attempt to explore the possibility of improving the performance of the
heuristic methods.
5.1 Genetic Algorithm and Simulated Annealing
The initial generations in GA and SA contain two possible sequences.  FCFS is one and the other
is still chosen randomly, the average of the relative difference to the optimal cost over a number
of tests is then taken.  Simulation runs with the same traffic demand conditions as in the
previously section have been carried out.  The results with the three neighbourhood definitions
are given in the Figures 9-16.
In general, FCFS provides an upper hand at the beginning of the search as the initial difference
to the optimal cost has been drastically reduced.  However, when the relative difference settles
down after a few generations, the presence of FCFS in the initial generation does not induce any
advantage.
No single neighbourhood definition is superior over the others even though N1 performs
marginally better in most cases.  If FCFS is in the neighbourhood of the optimal solution, which
is not unusual, N1 is adequate to lead the search toward it.  Figure 11 shows an example that N1
takes the search exactly to the optimum.  On the other hand, N2 and N3 may lead the search out
of the neighbourhood despite the presence of optimal solution in the neighbourhood, wasting a
few generations on shadow-chasing.
The results also confirm that GA and SA can take the search much closer to the global optimum
when the number of the possible sequences gets higher (i.e. more trains are involved in the
conflict).
5.2 Tabu Search
TS only needs one member in the initial generation, so FCFS is applied directly.  The relative
difference from the optimal cost and the computation time units required in each generation are
listed in Tables 6-9.  Again, only N1 and N2 are used with TS.
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The impacts of using FCFS in the initial generation on TS are similar to those on GA and SA.  A
vastly improved start is noted in all cases under investigation, but the tug-of-war between
computation time and optimality has not been helped one way or another.
Fewer generations are evolved through to attain solution of similar optimality in TS1 when
compared with those by TS1.  Nevertheless, the computation time units required by TS1 and TS2
are very much comparable.  Larger pool of possible sequences always enables the search to get
much closer to the optimal solution.
6 Conclusions
This paper presents a study of applying heuristic methods to obtain an optimal right-of-way
assignment sequence for railway junction traffic conflicts.  Starting from a study on genetic
algorithm, a number of methods including simulated annealing and tabu search have been
investigated.  They all attain the solution by certain evolutionary processes.  Different
neighbourhood definitions are also introduced to the evolutionary processes in order to prevent
the search from being trapped at the local optimum.  When the neighbourhood is opened up,
worse sequences may turn up and then slow down the convergence toward the optimal solution.
The trade-off between computation time and optimality is therefore prime interest of this study.
The results show that the three heuristic methods provide similar balance between computation
time and optimality, which is better than the dynamic programming approach from a practical
viewpoint.  Solutions of better optimality can be obtained when more trains are involved in the
conflicts and the numbers of trains on the two converging routes are similar.  Indeed, highly
effective resolution methods are not absolutely necessary if only a few trains are in the conflict
and the possible sequences are limited and explicit.  When the first-come-first-served policy is
employed as the seed of the evolutionary processes, it often provides a very remarkable
beginning for the search.
If the time required to come up with a solution is critical, a starting generation containing FCFS
with the neighbourhood N1 should be adequate for any of the three methods to produce a
reasonable solution.  While more time is available, N2 and N3 provide better possibility of
improving the optimality of the solution with a few more generations.  Further works can be
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done on different means to lead the search out of local optimum while keeping the extra
computation time low.  Mutation and crossover operations are the obvious candidates for genetic
algorithms.
This study describes an example of adopting an artificial intelligence approach to a traditional
and safety-sensitive engineering problem.  Even though this approach is definitely not the
solution to all problems of the same nature, it deserves an opportunity to be considered as one of
the possible solutions.
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Figure 1  Relative difference from the optimal
cost with GA ( 30 =n , 31 =n )
Figure 2  Relative difference from the optimal
cost with SA ( 30 =n , 31 =n )
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Figure 3  Relative difference from the optimal
cost with GA ( 20 =n , 51 =n )
Figure 4  Relative difference from the optimal
cost with SA ( 20 =n , 51 =n )
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Figure 5  Relative difference from the optimal
cost with GA ( 30 =n , 41 =n )
Figure 6  Relative difference from the optimal
cost with SA ( 30 =n , 41 =n )
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Figure 7  Relative difference from the optimal
cost with GA ( 40 =n , 41 =n )
Figure 8  Relative difference from the optimal
cost with SA ( 40 =n , 41 =n )
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Figure 9  Relative difference from the optimal
cost with GA and FCFS ( 30 =n , 31 =n )
Figure 10  Relative difference from the optimal
cost with SA and FCFS ( 30 =n , 31 =n )
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Figure 11  Relative difference from the optimal
cost with GA and FCFS ( 20 =n , 51 =n )
Figure 12  Relative difference from the optimal
cost with GA and FCFS ( 20 =n , 51 =n )
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Figure 13  Relative difference from the optimal
cost with GA and FCFS ( 30 =n , 41 =n )
Figure 14  Relative difference from the optimal
cost with SA and FCFS ( 30 =n , 41 =n )
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Figure 15  Relative difference from the optimal
cost with GA and FCFS ( 40 =n , 41 =n )
Figure 16  Relative difference from the optimal
cost with SA and FCFS ( 40 =n , 41 =n )
30 =n , 31 =n 20 =n , 51 =n 30 =n , 41 =n 40 =n , 41 =n
Number of possible
sequences
20 21 35 70
Table 1 Total number of possible sequences under different traffic demands
Generation 1 2 3 4 5
TS1 39.55(1) 10.98(3.6) 5.15(4) 2.7(3.56) 0(5.2)
TS2 39.55(1) 5.65(9) 2.16(9) - -
Table 2 Relative difference from the optimal cost and computation time units with TS ( 30 =n ,
31 =n )
Generation 1 2 3 4
TS1 66.33(1) 24.11(3.5) 12.59(4) 8.71(4)
TS2 66.33(1) 5.69(10) - -
Table 3 Relative difference from the optimal cost and computation time units with TS ( 20 =n ,
51 =n )
20
Generation 1 2 3 4 5
TS1 24.87(1) 6.87(4) 3.86(4.67) 2.5(4.64) 1.78(4.84)
TS2 24.87(1) 4.19(12) 0.5(12) - -
Table 4 Relative difference from the optimal cost and computation time units with TS ( 30 =n ,
41 =n )
Generation 1 2 3 4 5 6
TS1 17.6(1) 3.77(4.65) 1.01(5.65) 0.39(4.42) 0.26(5.81) 0.26(6.19)
TS2 17.6(1) 1.24(16) 0.22(16) - - -
Table 5 Relative difference from the optimal cost and computation time units with TS ( 40 =n ,
41 =n )
Generation 1 2
TS1 21.37(1) 0(6)
TS2 21.37(1) 0(9)
Table 6 Relative difference from the optimal cost and computation time unit with TS and FCFS
( 30 =n , 31 =n )
Generation 1 2 3 4
TS1 19.6(1) 11.79(4) 11.79(4) 11.79(4)
TS2 19.6(1) 0(10) - -
Table 7 Relative difference from the optimal cost and computation time units with TS and FCFS
( 20 =n , 51 =n )
Generation 1 2
TS1 7.64(1) 0(4)
TS2 7.64(1) 0(15)
Table 8 Relative difference from the optimal cost and computation time units with TS and FCFS
( 30 =n , 41 =n )
Generation 1 2 3 4 5 6
TS1 1.21(1) 0.45(6) 0.45(8) 0.45(6) 0.45(6) 0.45(6)
TS2 1.21(1) 0.45(16) 0.45(16) - - -
Table 9 Relative difference from the optimal cost and computation time units with TS and FCFS
( 40 =n , 41 =n )
