Gypsilab is a Matlab toolbox which aims at simplifying the development of numerical methods that apply to the resolution of problems in multiphysics, in particular, those involving FEM or BEM simulations. The specifities of the toolbox, in particular its ease of use, are shown together with the methodology we have followed for its development. Example codes that are short though representative enough are given both for FEM and BEM applications. A performance comparison with FreeFem++ is also provided.
Introduction
The finite element method (FEM) is nowadays extremely developed and has been widely used in the numerical simulation of problems in continuum mechanics, both for linear and non-linear problems. Many softwares exist among which we may quote free ones (e.g. FreeFem++ [8] , FENICS [12] , FireDrake [13] , Xlife++ [11] , Feel++ [9] , GetDP [14, 15] , etc.) or commercial ones (e.g. COMSOL [16] ). The preceding list is far from being exhaustive as the method has known many developments and improvements and is still under active study and use. Numerically speaking, and without entering into too much details, let us say that the peculiarity of the method is that it is based on a variational formulation that leads to sparse matrices the size of which is typically proportional to the number of unknowns. Direct or iterative methods can then be used to solve the underlying linear systems.
On the other hand, the boundary element method (BEM) is used for problems which can be expressed using a Green kernel. A priori restricted to linear problems, the method inherently possesses the faculty of handling free space solutions and is therefore currently used for solving Laplace equations, wave scattering (in acoustics, electromagnetics or elastodynamics), or Stokes equations for instance. Although it leads to dense matrices, which storage is proportional to the square of the number of unknowns, the formulation is usually restricted to the boundary of the domain under consideration (e.g. the scatterer), which lowers the dimension of the object that needs to be discretized. Nevertheless, due to computer limitations, those methods may require a special compression technique such as the Fast Multipole Method (FMM) [5, 7] , the H-matrix storage [6] or the more recent Sparse Cardinal Sine Decomposition [1, 2, 3] , in order to be applied to problems of sizes relevant for an accurate simulation. In terms of softwares available for the simulation with this kind of methods, and probably due to the technicality sketched above, the list is much shorter than before. In the field of academic, freely available softwares, one can quote BEM++ [10] , or Xlife++ [11] . Commercial softwares using the method are for instance the ones distributed by ESI Group (VAone for acoustics [25] and E-Field [26] for electromagnetism), or Aseris [27] . Again, the preceding list is certainly not exhaustive.
Eventually, one can couple both methods, in particular to simulate multiphysics problems that involve different materials and for which none of the two methods apply directly. This increases again the complexity of the methodology as the user needs to solve coupled equations that are piecewise composed of matrices sparsely stored combined with other terms that contain dense operators or compressed ones. How to express such a problem? Which format should be used for the matrix storage? Which solver applies to such cases, an iterative or a direct one? Eventually, the writing of the software still requires abilities that might be out of his/her field of expertise.
As a sake of example, it is very important to notice that, to the knowledge of the authors, the only freely available software, which uses the BEM, and for which the way of programming is comparable to FreeFem++, is BEM++ that has been interfaced into FENICS.
The preceding considerations have led us to develop the toolbox openFEM which aims at simplifying and generalizing the development of FEM-BEM coupling simulation algorithms and methods. Written as a full Matlab suite of routines, the toolbox can be used to describe and solve various problems that involve FEM and/or BEM techniques. We have also tried to make the finite element programming as simple as possible, using a syntax comparable to the one used in FreeFem++ or FENICS/FireDrake and very close to the mathematical formulation itself which is used to discretize the problems. The toolbox is a part of a more general environment, called Gypsilab, that contains several toolboxes:
• openMSH for the handling of meshes;
• openDOM for the manipulation of quadrature formulas;
• openHMX that contains the full H-matrix algebra [6] , including the LU factorization and inversion;
• openFEM for the finite element and boundary element methods.
Other toolboxes are also developed inside Gypsilab that we plan to describe elsewhere.
Eventually, although the main goal is not the performance, the toolbox openFEM may handle, on classical computers, problems whose size reaches a few millions of unknowns for the FEM part and a few hundreds of thousands of unknowns for the BEM when one uses compression. For FEM applications, this performance is very much comparable to already proposed Matlab strategies [22, 23, 24] , though with much higher generality and flexibility.
The present paper explains in some details the capabilities of the toolbox openFEM together with its use. Explanations concerning the implementation are also provided that give insight of the genericity of the approach. In order to simplify the exposition, we focus here on FEM or BEM applications, leaving coupled problems to a forthcoming paper.
Due to its simplicity of use, we strongly believe that the software described here could become a reference in the field. Indeed, applied mathematicians, interested in developing new FEM-BEM coupled algorithms need such tools in order to address problems of significant sizes for real applications. Moreover, the software is also ideal for the prototyping of academic or industrial applications.
Simple examples
We show in this Section a series of small example problems and corresponding Matlab listings.
A Laplace problem with Neumann boundary conditions
Let us start with the writing of a finite element program that solves the partial differential equation (PDE)
where the right-hand side function f belongs to L 2 (Ω).
Here Ω stands for a domain in R 2 or R 3 . The variational formulation of this problem is very classical and reads:
The finite element discretization is also straightforward and requires solving the same variational formulation where H 1 (Ω) is replaced by one of its finite dimensional subspaces (for instance the set of continuous and piecewise affine on a triangular mesh of Ω in the case of linear P 1 elements).
We give hereafter the openFEM source code used to solve such a problem in the case where the domain under consideration is the unit disk in R 2 , and the function f is given by f (x, y, z) = x 2 .
1 % L i b r a r y p a t h s 2 addpath ( ' . . / openDom ' ) 3 addpath ( ' . . / openMsh ' ) 4 addpath ( ' . . / openFem ' ) 5 % Mesh o f t h e d i s k 6 N = 1 0 0 0 ; 7 mesh = mshDisk (N, 1 ) ; 8 % I n t e g r a t i o n domain 9 Omega = dom( mesh , 3 ) ; 10 % F i n i t e e l e m e n t s 11 Vh = fem ( mesh , ' P1 ' ) ; 12 % Matrix and RHS 13 f = @(X) X( : , 1 ) .ˆ2 ; 14 K = i n t e g r a l ( Omega , grad (Vh) , grad (Vh) ) + i n t e g r a l (Omega , Vh , Vh) ; 15 F = i n t e g r a l (Omega , Vh , f ) ; 16 % S o l v i n g 17 uh = K \ F ; 18 f i g u r e 19 graph (Vh , uh ) ;
We believe that the listing is very clear and almost self explanatory. Besides initialization (lines 2-4), one recognizes the meshing part in which a disk is meshed with 1000 vertices (lines 6-7), the definition of an integration domain (line 9), the finite element space (line 11), the variational formulation of the problem (lines 13-15) and the resolution (lines 17). Let us immediately insist on the fact that the operators constructed by the integral keyword are really matrices and vectors Matlab objects so that one can use classical Matlab functionalities for the resolution (here the backslash operator \). Ploting the solution (lines [20] [21] leads to the figure reported in Fig. 1. 
Fourier boundary conditions
We now consider the problem
Again, the variational formulation of the problem is standard and reads as follows (1) on a unit disk using Gypsilab.
The preceding code is modified in the following way (we have taken the example where g(s) = 1).
1 % L i b r a r y p a t h s 2 addpath ( ' . . / openDom ' ) 3 addpath ( ' . . / openMsh ' ) 4 addpath ( ' . . / openFem ' ) 5 % C r e a t e mesh d i s k + boundary 6 N = 1 0 0 0 ; 7 mesh = mshDisk (N, 1 ) ; 8 meshb = mesh . bnd ; 9 % I n t e g r a t i o n domains 10 Omega = dom( mesh , 7 ) ; 11 Sigma = dom( meshb , 3 ) ; 12 % F i n i t e e l e m e n t s p a c e 13 Vh = fem ( mesh , ' P2 ' ) ; 14 % Matrix and RHS 15 K = i n t e g r a l ( Omega , grad (Vh) , grad (Vh) ) ... 16 + i n t e g r a l (Omega , Vh , Vh) ... 17 + i n t e g r a l ( Sigma , Vh , Vh) ; 18 g = @(x ) o n e s ( s i z e ( x , 1 ) , 1 ) ; 19 F = i n t e g r a l ( Sigma , Vh , g ) ; 20 % R e s o l u t i o n 21 uh = K \ F ; 22 f i g u r e 23 graph (Vh , uh ) ;
Compared to the preceding example, a boundary mesh and an associated integration domain are also defined (lines 8 and 11). Let us note the piecewise quadratic (so-called P 2 ) element used (line 13) which leads to use more accurate Figure 2 : Numerical solution of (2) on a unit disk using Gypsilab.
integration formulas, respectively with 7 points for the triangles (line 10) and 3 points per segment for the boundary mesh (line 11). Again, the result obtained is plotted in Fig. 2 .
An eigenvalue problem
We end up this section by showing an example of a 3D problem, namely, the computation of the first eigenvalue/eigenvectors of the Laplace operator in the parallelepipedic volume [0, 1]×[0,
, with Dirichlet boundary conditions. Mathematically speaking the problem writes as finding couples (λ, u) solution to the eigenvalue problem
where
. Now the problem is posed in 3D and we need to force (homogeneous) Dirichlet boundary conditions. The corresponding Matlab listing becomes 1 % L i b r a r y p a t h s 2 addpath ( ' . . / openDom ' ) 3 addpath ( ' . . / openMsh ' ) 4 addpath ( ' . . / openFem ' ) 5 % C r e a t e mesh o f t h e cube + boundary 6 N = 1 e4 ; 7 mesh = mshCube (N, [ 1 0 . 5 0 . 5 ] ) ; 8 meshb = mesh . bnd ;
Notice the enforcement of Dirichlet boundary conditions on the finite element space (line 13), the assembling of the rigidity and mass matrices (lines 15-16). The results obtained by the preceding code for the computatoin of the first 10 eigenelements of the Laplace operator with Dirichlet boundary condition is given in Table 1 
Finite element programming in Matlab
Programming the finite element method in Matlab is very attractive and has already been considered by many people (see for instance [17, 18, 19, 20, 22, 23, 24] ), probably because the language is easy to use and already contains the most recent linear solvers. It is important to notice that the language is usually very powerful when one uses its vectorial capabilities. Therefore, the traditional assembling of the matrices coming from finite element discretizations being often written using a loop over the elements with indirect adressing, might lead to prohibitive execution times in Matlab. This problem was identified a long time ago and several ways have already been proposed to circumvent it. In particular, in [22] , are given and compared different alternatives that lead to very efficient assembling. Many languages are also compared (C++, Matlab, Python, FreeFem++), and it is shown that the C++ implementation only brings a slight improvement in performance. Other Matlab implementations are proposed in the literature (see e.g. [17, 19, 20, 23, 24] ), but they all suffer from the lack of generality. The problem solved is indeed very often the Laplacian with piecewise linear finite elements and one needs to adapt the approach for any different problem.
We have followed yet another strategy that has the great advantage to be very general and easily adaptable to a wide variety of possible operators to build and solve, and which also enables the user to assemble matrices that come from the coupling between different finite elements. Moreover, we will see that the method also leads to reasonably good assembling times. To this aim, we give the following example from which one can understand the generality of the approach and the way openFEM is coded.
Let us consider the case of assembling the mass matrix.
To be more precise, we call T a conformal triangulation 1 on which one has to compute the matrix A whose entries are given by
Here we have used the notation (φ i ) 1≤i≤N to denote the basis functions of the finite element (discrete) space of dimension N . To gain generality, the preceding integral is usually not computed exactly, but rather approximated using a quadrature rule. Thus, calling (x k , ω k ) 1≤k≤M the set of all quadrature points over T , we write
Introducing now the two matrices W and C (respectively of size M × M and M × N ) defined by
we may rewrite (5) as
the approximation coming from the fact that a quadrature rule has been used instead of an exact formula. In particular, we notice that if the quadrature formula is exact in (5), then the approximation is in fact an equality. From the preceding considerations the procedure that enables to assemble the sparse mass matrix can be summarized as:
• Knowing the triangulation (resp. tetrahedral mesh), and a quadrature formula on a reference triangle (resp. tetrahedron), build the set of quadrature points/weights (x k , ω k ) 1≤k≤M .
• Knowing the finite element used (or, equivalently, the basis functions (φ j ) 1≤j≤N ) and the quadrature points (x k ) 1≤k≤M , build the matrices W and B.
• Eventually, compute A = B t W B .
Notice that the matrices W and B are usually sparse. Indeed, W is actually diagonal, while B has a non zero entry B jk only for the quadrature points x k that belong to the support of φ j . In terms of practical implementation, the matrix W is assembled using a spdiags command while the matrix B is built using a vectorized technique.
The preceding procedure is very general and does only rely on the chosen finite element or the quadrature formula. Moreover, the case of more complicated operators can also be treated with only slight modifications. Indeed, if one considers the case of the Laplace operator, for which the so-called rigidity matrix is given by
one may write similarly
from which one deduces
where the matrix W is the same than before and the matrices C x , C y and C z are given for 1
In openFEM all those matrices are built "on the fly" upon request of the user of the desired final matrix. This might slow down a bit the method to the benefit of a very little footprint in memory and much higher genericity. or in other words, to keep in memory as little information as possible. The main underlying idea is that storing many matrices (even sparse) might become memory consuming, and recomputing on demand the corresponding quantities does not turn to be the most costly part in usual computations. Having this idea in mind helps in understanding all the "philosophy" that we have followed for the development of the different toolboxes. Moreover, the whole library is object oriented and the toolboxes have been implemented as value classes.
The mesh and the integration domain
openFEM is built in strong interaction with the toolboxes openMSH and openDOM which are respectively devoted to handle meshes ans quadrature formula. Namely, we distinguish between two geometrical objects:
• The mesh. It is a purely geometric object with which one can compute only geometric quantities (e.g. normals, volumes, edges, faces, etc.). A mesh can be of dimension 1 (a curve), 2 (a surface) or 3 (a volume) but is always embedded in the dimension 3 space and is a simplicial mesh (i.e. composed of segments, triangles or tetrahedra). It is defined by three tables :
-A list of vertices, which is a table of size N v × 3 containing the three dimensional coordinates of the vertices ;
-A list of elements, which is a table of size N e × (d + 1), d being the dimension of the mesh and N e the number of elements ;
-A list of colours, which is a column vector of size N e × 1 defining a colour for each element of the mesh, this last table being optional.
A typical msh object is given by the following structure. The openMSH toolbox does not yet contain a general mesh generator per se. Only simple objects (cube, square, disk, sphere, etc.) can be meshed. More general object may be nevertheless loaded using classical formats (.ply, .msh, .vtk, .stl, etc.). Since the expected structure for a mesh is very simple, the user may also his/her own wrapper to create the above tables.
Any operation on meshes (e.g. intersection or union of different meshes, extraction of the boundary, etc.) is coded inside the openMSH toolbox. Let us emphasize that upon loading, meshes are automatically cleaned by removing unnecessary or redondant vertices or elements.
• The domain which is a geometric object on which one can furthermore integrate. Numerically speaking, this is the concatenation of a mesh and a quadrature formula, identified by a number, that one uses with the corresponding simplices of the mesh, in order to integrate functions. The default choice is a quadrature formula with only one integration point located at the center of mass of the simplices.This is usually very inaccurate, and this is almost always mandatory to enhance the integration by taking a higher degree quadrature formula. A domain is defined using the dom keyword. For instance, the command
defines an integration domain Omega from the mesh, using an integration formula with 4 integration points. If such an integration formula is not available, the program returns an error. Otherwise, the command creates an integration domain with the structure shown by the following output. We believe that making the construction of the quadrature formula very explicit helps the user to pay attention to this very important point, and make the right choice for his/her application. In particular, for finite element computing, the right quadrature formula that one needs to use depends on the order of the chosen finite element. Integration functionalities are implemented in the openDOM toolbox (see below).
The Finite Element toolbox (openFEM)
Finite element spaces are defined through the use of the class constructor fem. Namely, the command 1 Vh = fem ( mesh , name ) ;
creates a finite element space on the mesh (an arbitrary 2D or 3D mesh defined in R 3 ) of type defined by name. At the moment of the writing of this paper 3 different families of finite elements are available:
• The Lagrange finite elements. The orders 0, 1 and 2 are only available for the moment. They corresponds to piecewise polynomials of degree 0, 1 and 2 respectively. They are available in 2D or 3D.
• The edge Nédélec finite element. It is a space of vectorial functions whose degrees of freedom are the circulation along all the edges of the underlying mesh. This finite element is defined in both 2D and 3D. In 2D is implemented a general form for which the underlying surface does not need to be flat.
• The Raviart-Thomas, also called Rao-Wilton-Glisson (RWG) finite elements. Also vectorial, the degrees of freedom are the fluxes through the edges (in 2D) or the faces (in 3D) of the mesh. Again, the 2D implementation is available for general non-flat surfaces.
For the two last families, only the lowest orders are available. The value of the variable name should be one of 'P0', 'P1', 'P2', 'NED', 'RWG' respectively, depending on the desired finite element in the preceding list.
Besides the definition of the finite element spaces, the toolbox openFEM contains a few more functionalities, as the following.
• Operators. Operators can be specified on the finite element space itself.
Indeed, we have already seen the example
which returns the matrix of the Laplacian. Available operators are:
-grad, div, curl, which are differential operators that act on scalar or vectorial finite elements.
-curl, div, nxgrad, divnx, ntimes. Those operators are defined when solving problems on a bidimensional surface in R 3 . Here n stands for the (outer) normal to the surface and all the differential operators are surfacic. Such operators are commonly used when solving problems with the BEM (see below).
• Plots. Basic functions to plot a finite element or a solution are available.
Namely, we have introduced
where Vh is a finite element space to plot the degrees of freedom the define its functions, and 1 surf ( Vh , u ) ;
in order to plot a solution. In that case the figure produced consists in the geometry on which the finite element is defined coloured by the magnitude of the u. Eventually, as we have seen in the first examples presented in this paper, the command graph plots the graph of a finite element computed on a 2D flat surface.
1 graph ( Vh , u ) ;
The integral keyword (openDOM)
Every integration done on a domain is evaluated through the keyword integral.
Depending on the context explained below, the returned value can be either a number, a vector or a matrix. More precisely, among the possible syntaxes are
where dom is an integration domain on which the integral of the function f needs to be computed. In that case the function f should be defined in a vectorial way, depending on a variable X which can be a N × 3 matrix. respectively stand for the (3 dimensional) functions
Since domains are all 3 dimensional (or more precisely embedded in the 3 dimensional space), only functions of 3 variables are allowed.
• I = integral(dom, f, Vh); In that case, f is still a 3 dimensional function as before while Vh stands for a finite element space. The returned value I is a column vector whose entries are given by
for all basis function φ i of the finite element space.
• I = integral(dom, Vh, f); This case is identical to the previous one but now, the returned vector is a row vector.
• A = integral(dom, Vh, Wh); where both Vh and Wh are finite element spaces. This returns the matrix A defined by
where φ i (resp. ψ j ) stands for the current basis function of Vh (resp. Wh).
• A = integral(dom, Vh, f, Wh); This is a simple variant where the entries of the matrix A are now given by
As a matter of fact, the leftmost occuring finite element space is assumed to correspond to test functions while the rightmost one to the unknowns.
Generalization of the approach to the BEM
It turns out that the preceding approach, described in section 3, can be generalized to the Boundary Element Method (BEM). In such contexts, after discretization, one has to solve a linear system where the underlying matrix is fully populated. Typical examples are given by the acoustic or electromagnetic scattering. Indeed, let us consider a kernel 2 G(x, y) for which one has to compute the matrix A defined by the entries
This is very typical when one implements the BEM with a Galerkin approximation, the functions (φ i ) 1≤i≤N1 and (ψ j ) 1≤j≤N2 , being basis functions of possibly different finite element spaces. Taking discrete integration formulas on Σ 1 and Σ 2 respectively defined by the points and weights (x k , ω k ) 1≤k≤Nint1 and (y l , η l ) 1≤l≤Nint2 , leads to the approximation
which enables us to write in a matrix form
In this formula, the matrices W x and W y are the diagonal sparse matrices defined as before in (6) which depend on the quadrature weights ω k and η l respectively. The matrices Φ and Ψ are the (usually sparse) matrices defined as in (7) for the basis functions φ i and ψ j respectively, and G is the dense matrix of size
Again, building the sparse matrices as before, one only needs to further compute the dense matrix G and assemble the preceding matrix A with only matrix products.
Generalization of the integral keyword (openDOM)
In terms of the syntax, we have extended the range of the integral keyword in order to handle such integrals. Indeed, the preceding formulas show that there are very little differences with respect to the preceding FEM formulations. Namely, we now need to handle • Any kernel depending on two variables provided by the user;
• As before, two finite element spaces that are evaluated respectively on x and y.
Furthermore, other formulations exist for the BEM, such as the so-called collocation method, in which one of the two integrals is replaced by an evaluation at a given set of points. This case is also very much used when one computes (see the section below) the radiation of a computed solution on a given set of points.
To handle all these situations three possible cases are provided to the user:
• The case with two integrations and two finite element spaces. This corresponds to computing the matrix
and is simply performed in Gypsilab by the following command.
1 A = integral ( Sigma1 , Sigma2 , Phi , G , Psi ) ;
As before, the first finite element space Phi is considered as the testfunction space while the second one, Psi, stands for the unknown. The two domains on which the integrations are performed are given in the same order than the finite element spaces (i.e. Phi and Psi are respectively defined on Σ 1 and Σ 2 ).
• The cases with only one integration and one finite element space. Two possibilities fall in this category. Namely the computation of the matrix
for a collection of points y j and the computation of the matrix
for a collection of points x i . Both cases are respectively (and similarly) handled by the two following commands.
In all the preceding commands, G should be a Matlab function that takes as input a couple of 3 dimensional variables X and Y of respective sizes N X × 3 and N Y × 3. It should also be defined in order to possibly handle sets of such points in a vectorized way. As a sake of example, G(x, y) = exp(ix · y) can simply be declared as
where it is expected that both X and Y are matrices that contain 3 columns (and a number of lines equal to the number of points x and y respectively).
Regularization of the kernels
It is commonly known that usual kernels that are used in classical BEM formulations (e.g. Helmholtz kernel in acoustics) are singular near 0. This creates a difficulty when one uses the BEM which may give very inaccurate results since the quadrature rules used for the x and y integration respectively may possess points that are very close one to another. However, the kernels often possess a singularity which is asymptotically known.
In the toolbox, we provide the user with a way to regularize the considered kernel by computing a correction depending on its asymptotic behavior. As a sake of example, we consider the Helmholtz kernel which is used to solve the equations for acoustics (see section 5.4 for much more details)
This kernel possess a singularity when x ∼ y which asymptotic expansion reads as
The idea is that the remainder is probably well approximated using Gauss quadrature rule and we only need to correct the singular part coming from the integration of The first line, as we have already seen assemble the full matrix defined by the integral
where (φ i ) i stands for the basis functions of the finite element space Vh. The second line, however, regularizes the preceding integral by considering only the asymptotic behavior of G. This latter term computes and returns the difference between an accurate computation and the Gauss quadrature evaluation of
The Gauss quadrature is evaluated as before while the more accurate integration is computed using a semianalytic method in which the integral in y is computed analytically while the one in x is done using a Gauss rule. The correction terms are only computed for pairs of integration points that are close enough. Therefore the corresponding correction matrix is sparse.
Coupling with openHMX
As it is well-known, and easily seen from the formula (13), the matrices computed for the BEM are fully populated. Indeed, usual kernels G(x, y) (e.g. the Helmholtz kernel) never vanish for any couple (x, y) which therefore leads to a matrix G in (13) for which no entry vanishes. Furthermore, the number of integration points N int1 and N int2 is very often much larger than the corresponding numbers of degree of freedom. This means that the matrix G will have a size much larger that the final size of the (still fully populated) matrix A 3 . Both these facts limit very much the applicability of the preceding approach on classical computers to a number of degrees of freedom of a few thousands, which is often not sufficient in practice. For this reason we also provide a coupling with the Gypsilab toolbox openHMX [28] in order to assemble directly a hierarchical H−matrix compressed version of the preceding matrices. Namely, for a given tolerance tol, the commands 1 A = integral ( Sigma1 , Sigma2 , Phi ,G , Psi , tol ) ; 2 B = integral ( Sigma1 , y_j , Phi ,G , tol ) ; 3 C = integral ( x_i , Sigma2 ,G , Psi , tol ) ; return the same matrices than before, but now stored in a hierarchical H−matrix format, and approximated to the desired tolerance. In particular, this enables the user to use the +, −, * , \, lu or spy commands as if they were classical Matlab matrix objects.
These generalizations, together with the possibility of directly assemble Hmatrices using the same kind of syntax, seem to us one of the cornerstones of the openFEM package. To our knowledge, there is, at the moment, no comparable software which handles BEM or compressed BEM matrices defined in a way as general as here.
Acoustic scattering
As a matter of example, we provide hereafter the resolution of the acoustic scattering of a sound soft sphere and the corresponding program in GypsilabopenFEM. For this test case, one considers a sphere of unit radius S 2 , and an incident acoustic wave given by
where k is the current wave number and d is the direction of propagation of the wave. It is well known that the total pressure p tot outside the sphere is given by p tot = p inc + p sca where the scattered pressure wave obeys the formula
In the preceding formula, the Green kernel of Helmholtz equation is given by (14) and the density λ is computed using the so-called single layer formula
for x ∈ S 2 . This ensures that p tot = 0 on the sphere. Solving the equation (17) with the Galerkin finite element method amounts to solve the weak form
where the test function µ and the unknown λ belong to a discrete finite element space. We take the space P 1 defined on a triangulation T h of S 2 . The preceding program follows the traditional steps for solving the problem. Namely, one recognizes the spherical mesh and domain (lines 11-12), the radiative mesh on which we want to compute and plot the solution, here a square (lines 14-15), the incident plane wave (line 21), the Green kernel definition (line 23), the finite element space (line 25), the assembling of the operator (line 27-28), the construction of the right-hand side (line 30), and the resolution of the problem (line 32). The rest of the program consists in computing from the solution λ of (17), the total pressure on the radiative mesh, and plot it on the square mesh. Notice that due to the presence of the tol parameter in the assembling of the operator (and also of the radiative operator), the corresponding matrices are stored as H−matrices. Notice also that the key part of the method (assembling and resolution) are completely contained between lines 21-32. The figures of the total pressure are given in Fig. 3 for the two cases N = 10 4 and N = 9 · 10 4 . The H-matrix produced in the former case is shown in Fig. 4 . Figure 3 : Magnitude of the pressure produced in the acoustic scattering by a unit sphere of a plane wave coming from above, using Gypsilab. On the left, the sphere is discretized with 10 4 vertices and the frequency is 10 3 Hz. On the right the sphere is discretized with 9 · 10 4 vertices and the frequency used is 3 · 10 3 Hz. 
Electromagnetic scattering
In electromagnetic scattering, formulations involving integral equations discretized with the BEM are also commonly used. We refer the reader to [4, 21] for an overview of classical properties of integral operators and discretizations. Three formulations are used to compute the magnetic current J = n × H on the surface of the scatterer. Namely, we distinguish
• The Electric Field Integral Equation (EFIE)
where the single layer operator T is defined by
and E inc,t is the tangential component of the incident electric field.
• The Magnetic Field Integral Equation (MFIE)
where the double layer operator K is defined by
and H inc,t is the tangential component of the incident magnetic field.
• The Combined Field Integral Equation (CFIE), used to prevent the illposedness of the preceding formulations at some frequencies. It is a linear combination of the Electric and Magnetic Field Integral Equations
As before, the kernel is the Helmholtz Green kernel defined by (14) . The classical finite element formulation for this problem uses the RaviartThomas elements for J which are available in openFEM. The key part of the program assembling the CFIE operator and solving the scattering problem is given hereafter. For simplicity, we only focus on the assembling and solving parts and do not provide the initialization part and the radiation and ploting parts. 18 % F i n i t e e l e m e n t s 19 Vh = fem ( s p h e r e , 'RWG' ) ; 20 % F i n i t e e l e m e n t mass matrix 21 Id = i n t e g r a l ( sigma , Vh , Vh) ; 22 % F i n i t e e l e m e n t boundary o p e r a t o r 23 T = 1 i * k / ( 4 * p i ) * i n t e g r a l ( sigma , sigma , Vh , Gxy , Vh , t o l ) ... ; 27 % F i n i t e e l e m e n t boundary o p e r a t o r 28 nxK = 1 / ( 4 * p i ) * i n t e g r a l ( sigma , sigma , nx (Vh) , Hxy , Vh , t o l ) ; 29 nxK = nxK+1/(4 * p i ) * r e g u l a r i z e ( sigma , sigma , nx (Vh) , ' grady [ 1 / r ] ' , Vh) ; 30 % L e f t hand s i d e 31 LHS = −b e t a * T + (1− b e t a ) * ( 0 . 5 * Id − nxK) ; 32 % Right hand s i d e 33 RHS = b e t a * i n t e g r a l ( sigma , Vh ,PWE) ... 34 − (1− b e t a ) * i n t e g r a l ( sigma , nx (Vh) ,PWH) ; 35 % S o l v e l i n e a r system 36 J = LHS \ RHS ;
As one can see, the program is a direct transcription of the mathematical weak formulation of the problem. This follows the same lines as in the acoustic scattering problem except for the operators that are different and the finite element used. Notice also the regularization of the double layer kernel in line 29.
Performances

Performances in FEM
In this section we compare Gypsilab with FreeFem++. The machine that we have used for this comparison possesses Xeon X5675 processors with a frequency of 3.07 GHz and 146 GB of memory. Although the machine is equipped with two such processors, meaning that up to 12 cores could be used for the computation, we only chose a single core to run the test, both for FreeFem++ and Matlab which is therefore launched using the -singleCompThread option. We have chosen in what follows to assemble three dimensional finite element matrices with three different finite elements, namely, the Lagrange piecewise linear P 1 , the Raviart-Thomas RT 0 and the order 0 Nédélec elements. We use the notation (φ i ) i , (ψ i ) i and (θ i ) i for the set of basis functions for those three finite elements respectively. In the tables below we show the computational time needed to assemble the three sparse matrices
where C is the unit cube in R 3 meshed regularly, with (N + 1) 3 points and consider values for N that range from 20 up to 100 depending on the case. This leads to a number of degrees of freedom which is given as N dof . Eventually, we have used FreeFem++ version 3.34 and Matlab R2017a to run the test. The first Table 2 , shows the timings for the assembling of the Laplacian matrix A 1 with P 1 finite elements. In Table 3 , we give the assembling time of the matrix A 2 where 3D Raviart-Thomas finite elements are used. Eventually, in Table 4 , we give the assembling time of the matrix A 3 where 3D Nédélec finite elements are used. We observe that both FreeFem++ and Gypsilab give assembling times that are very similar, even for quite large matrices (up to roughly 10 6 × 10 6 ). Here, there is a clear advantage in terms of speed for Gypsilab. Indeed, for each case the time to assemble the matrix is roughly the half of that of FreeFem++.
From these tables, we can observe that, although not yet as complete as FreeFem++, Gypsilab-openFEM has performances very much comparable. It is therefore a right tool for prototyping models in an efficient way. Table 3 : Timings for the assembling of the matrix A 2 for Raviart-Thomas finite elements. The unit cube C is meshed with (N + 1) 3 points, N ranging from 20 to 60 and the total number of degrees of freedom is given by N dof .
N
Performances in BEM
We report in this section the performances attained by the acoustic scattering of the sphere previously described. Here, the goal is not to compare with another software and we have used a 4 core machine to run the test. The Gypsilab toolbox takes advantage of the mutlicore parallelism. We give hereafter the timings for different meshes of the sphere corresponding to an increasing number N of degrees of freedom in the underlying system. The first part of Table 5 gives the timings to assemble the full BEM matrix for sizes ranging from 1000 to 150000 degrees of freedom. Above 10000 unknowns, the matrix of the kernel computed at the integration points no longer fits into the memory of the available machine and the swap in memory significantly slows down the code Table 4 : Timings for the assembling of the matrix A 3 for Nédélec finite elements.
The unit cube C is meshed with (N + 1) 3 points, N ranging from 20 to 70 and the total number of degrees of freedom is given by N dof . making the method impracticable. Therefore, we turn to use the hierarchical compression for the matrix, i.e. the H−matrix paradigm available through the use of openHMX. This enables us to increase the size of reachable problems by an order of magnitude and more. This is reported in the bottom part of Table  5 . Notice that the frequency of the problem is adapted to the precision of the mesh as shown in the last column of the table.
In order to see the effect of the frequency on the construction of the Hmatrix and the resolution, we have tried to fix the frequency to 316 Hz (the smallest value for the preceding case) and check the influence on the assembling, regularization and solve timings in the problem. The data are given in Table 6 . It can be seen that the underlying matrix is much easier compressed and quickly assembled and the resolution time is also significantly reduced. Indeed, the time to assemble the H-matrix becomes proportional to the number of unknowns.
Conclusion
The openFEM toolbox of the package Gypsilab is a numerical library written in full Matlab that allows the user to solve PDE using the finite element technique. Very much inspired by the FreeFem++ formalism, the package contains classical FEM and BEM functionalities. In this latter case, the library allows the user to store the operators in a H-matrix format that makes it possible to factorize the underlying matrix and solve using a direct method the linear system. We are not aware of any comparable software that combines ease of use, generality and performances to the level reached by openFEM. We have shown illustrative examples in several problems ranging from classical academic Laplace problems to the Combined Field Integral Equation in electromagnetism. Eventually, a short performance analysis shows that the library possesses enough performance to run problems with a number of unknowns of the order of a million in reasonable times. A lot remains to be done, as extending the available finite elements, proposing different compression strategies or coupling FEM and BEM problems, that we wish to study now. In particular solving coupled FEM- Table 5 : Timings in seconds for assembling, regularize and solve the problem of acoustic scattering given in section 5.4. The second half of the table corresponds to the timings using the H−matrix approach using in the GypsilabopenHMX package. For problems of moderate size it is slightly faster to use the classical BEM approach, while the sizes corresponding to the bottom lines are beyond reach for this method. Notice that when we solve this problem using the H−matrices, a complete LU factorization is computed. This is not optimal in the present case, in particular when compared to other compression techniques such as the FMM, since the underlying linear system is solved only once (with only one right hand side).
BEM problems in Gypsilab will be the subject of a forthcoming paper.
Finally, Gypsilab is available under GPL licence [28] and therefore makes it a desirable tool for prototyping.
