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Abstract: The number of points x = (x1, x2, ...xn) that lie in an integer cube C
in Rn and satisfy the constraints
∑
j hij(xj) = si, 1 ≤ i ≤ d is approximated by
an Edgeworth-corrected Gaussian formula based on the maximum entropy density
p on x ∈ C, that satisfies E∑j hij(xj) = si, 1 ≤ i ≤ d. Under p, the variables
X1, X2, ...Xn are independent with densities of exponential form. Letting Si denote
the random variable
∑
j hij(Xj), conditional on S = s,X is uniformly distributed
over the integers in C that satisfy S = s. The number of points in C satisfying
S = s is p{S = s} exp(I(p)) where I(p) is the entropy of the density p. We estimate
p{S = s} by pZ(s), the density at s of the multivariate Gaussian Z with the same
first two moments as S; and when d is large we use in addition an Edgeworth factor
that requires the first four moments of S under p. The asymptotic validity of the
Edgeworth-corrected estimate is proved and demonstrated for counting contingency
tables with given row and column sums as the number of rows and columns ap-
proaches infinity, and demonstrated for counting the number of graphs with a given
degree sequence, as the number of vertices approaches infinity.
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21 Maximum entropy estimation of the number of integer points
Let x = (x1, x2, ...xn) be a vector in R
n. For arbitrary R1 → R1 functions hij
define Si =
∑
j hij(xj), 1 ≤ i ≤ d. Let Q be counting measure on a cube C of inte-
gers in Rn. Consider the surface S = s in Rn consisting of points x that satisfy the
sums Si =
∑
j hij(xj) = si, 1 ≤ i ≤ d. The volume of the surface Q{S = s} > 0 is
the number of points that lie in C and in the surface {S = s}. For PU the uniform
distribution on the cube C, Q{S = s} = PU{S = s}Q{C}.
Let X = (X1, X2, ...Xn) be n random variables uniformly distributed over the
cube. Since the random variables are independent, the central limit theorem will
apply to the sums Si =
∑
j hij(Xj) under suitable conditions on the h. Thus we
might approximate the probability PU{S = s} by pZ(s), the density at s of a mul-
tivariate Gaussian Z with the same first and second moments as S. We expect this
approximation to work well when the mean of S is close to the selected values s,
but not so well in the tails of the distribution. Therefore we propose maximum
entropy Gaussian estimation of the volume using an approximating Gaussian with
mean value s. This procedure is called exponential tilting; see, for example, [KT03].
The entropy of a discrete random variable X having density p (with respect to
counting measure) is:
(1) I(p) = −E{log p(X)}.
We find the maximum entropy distribution P described in [J57] , with density p on
a cube C of integers in Rn satisfying ES = s. If there is a density of exponential
form
(2) P{X = x} = p(x) = exp{
∑
ij
λihij(Xj) + λ0}
where the λi are chosen to satisfy the expectations ES = s, and to ensure that∑
x∈C p(x) = 1, then this density may be shown to be the unique maximum en-
tropy density subject to the constraints ES = s.
Under P , the variables X1, X2, ...Xn are independent with densities
(3) pj(xj) = exp{
∑
i
λihij(xj) + υj}.
And, conditional on S = s, X is uniformly distributed over the integers x in C that
satisfy S = s, with
(4) p(x) = exp{
∑
i
λisi + λ0} = exp{−I(p)},
since
(5) I(p) =
∑
x
[−p(x) log p(x)] = −E{
∑
ij
λihij(Xj) + λ0} = −
∑
i
λisi − λ0
Thus, for any x that satisfies S = s,
(6) Q{S = s} = P{S = s}/p(x) = P{S = s} exp{I(p)}.
The entropy term in this formula was suggested in some special cases in [B09].
We again estimate P{S = s} by pZ(s), the density at s of a multivariate Gaussian
3Z with the mean and covariance of S. The advantage in using the maximum en-
tropy P is that the mean of the Gaussian is s, so that ”debiased” estimation takes
place at the mean.
If the h functions are just multiples, say hij(Xj) = AijXj , then the maximum
entropy density p consists of independent exponential form densities
(7) pj(x) = exp{θjx− c(θj)}
on the Xj with canonical parameters θj =
∑
i λiAij and expectations c
′(θj). The
parameters λi are chosen so that
∑
j Aijc
′(θj) = si.
Because p is maximum entropy, the θj may also be characterized [Ba09] as the
unique maxima of the p-entropy
∑
j [c(θj) − θjc′(θj)] for a given θ subject to∑
j Aijc
′(θj) = si. And then
(8) Q{S = s} = P{S = s}/
∏
j
exp{θjc′(θj)− c(θj)} = P{S = s} exp{I(p)}.
So far, we have followed the approach in [BH10a] of maximum entropy gaussian
approximation. However, when the number d of sums Si approaches infinity, and
the variances of the sums are O(d), the relative error in Gaussian approximation
to the true density for the ith sum will be typically P{Si = si}/pZi(si) − 1 =
O(1/d) and the error in approximating the true density for d sums will be about
(1 + O(1/d))d − 1 = O(1). In order to get an accurate approximation we need to
consider the Edgeworth corrections to the Gaussian approximation, which use the
third and fourth cumulants of the S distribution.
In [MW90], McKay and Wormald produced an asymptotic formula for the num-
ber of near regular graphs on n vertices with k edges, where k is proportional to
n. They derive the formula by a saddlepoint approximation to Cauchy’s integral
for determining a coefficient in a generating function. Their generating function
turns out to be the characteristic function of the sums S appropriate for this prob-
lem. The maximum entropy Edgeworth approximation generalises their formula to
graphs with widely varying degree sequences in [BH10b]. The maximum entropy
method can also be used to estimate the number of graphs with given degree se-
quences and with additional edge specifications such as specified cliques or colorings
of the graph.
In [CM05], [GMW06], [CM07], [CGM08], [MG] ,Canfield, Greenhill, McKay,
Wormald, and Wang extended the Cauchy integral approach to asymptotic enu-
meration of two way contingency tables of integers in which the marginal sums are
known, with the row sums nearly equal and the column sums nearly equal. The
integers may be non-negative, or constrained to be 0-1. The maximum entropy
Edgeworth approximation, (see also [BH09]), generalises their formulae to the case
of varying marginal sums. The formulae require the first four moments of certain
sums of independent random variables. The maximum entropy table entries are
independent geometric variables when the integers in the tables are non-negative,
and independent Bernoulli variables when the integers are 0-1.
The advance in the maximum entropy Edgeworth approximation is that it pro-
vides a unified method for the problems mentioned above, and for generalisations
of them, using a standard statistical approximation,( see for example [K06]), based
4on the first four moments of sums of independent variables determined by the max-
imum entropy distributions.
Diaconis and Efron [DE85] study the distribution of a chi-square statistic for the
uniform distribution over contingency tables with fixed margins. The number of
rows and columns are fixed, but the total count approaches infinity. If instead the
table entries are bounded, but the numbers of rows and columns approach infin-
ity, we expect that a maximum entropy approach should yield a valid asymptotic
estimate of the distribution. Here the maximum entropy table entries are integer
Gaussians: Gaussian variables, with arbitrary means and variances, constrained to
be integers.
52 The Edgeworth approximation for integer random variables of increas-
ing dimensionality.
Let Xd be a sequence of d−dimensional integer random variables having mean
0. Suppose that the determinant of the lattice generated by values of Xd having
positive probability is ∆d. We wish to estimate the probability P{Xd = 0} using
the first four moments of Xd.
Define Qa(t) = 1 if maxi |ti| ≤ a,Qa(t) = 0 if max |ti| > a.
We use the d-dimensioned characteristic function φd(t) = E(it
′Xd), with t a column
vector in Rd, and t′ the corresponding row vector:
(9) P{Xd = 0} = (2pi)−d
∫
Qpiφd(t).
The cumulant term Krd(t) is the polynomial term of degree r in the expansion
logφd(t) =
∑∞
r=1
ir
r!K
r
d(t). Specifically,
(10) K2d(t) = E(t
′Xd)
2, K3d(t) = E(t
′Xd)
3, K4d(t) = E(t
′Xd)
4 − 3(K2d(t))2.
The variance-covariance matrix Vd, is determined by the second cumulant:
(11)
∑
ij
titjVd(i, j) = K
2
d(t).
Define κ3d = Ed{K3d(t)2}, κ4d = EdK4d(t) where the expectation Ed is with respect
to t ∼ N(0, V −1d ), a Gaussian variable with mean 0 and variance-covariance V −1d .
The Edgeworth approximation to P{Xd = 0} is
(12) Pˆ{Xd = 0} = ∆d(2pi)−d/2|Vd|−1/2 exp(−κ3d/72 + κ4d/24).
The approximation consists of the density at zero of a Gaussian with variance-
covariance Vd, multiplied by an Edgeworth term correcting for the departure from
Gaussianity.
We will use the order of magnitude notation
f(d) = o(g(d)) : f(d)/g(d)→ 0 as d→∞,(13)
f(d) = O(g(d)) : lim sup
d
|f(d)
g(d)
| <∞.(14)
Theorem 1 Let Ed denote expectation with respect to t ∼ N(0, V −1d ). Suppose
that for some M, ε =M
√
log d/d,
κ3d = O(1), κ
4
d = O(1),(I)
Ed
{
Qε exp[
1
12
K4d ]
}
= O(1),(II)
Qε[logφd(t)−
∑4
r=2
Krd(t)
ir
r!
] = o(1),(III)
Ed
{
Qε exp[−1
6
iK3d(t) +
1
72
κ3d +
1
24
K4d(t)−
1
24
κ4d]
}
→ 1 as d→∞,(IV)
∫
Qpi−Qε
|φd(t)|/
∫
Qε
|φd(t)| = o(1).(V)
6(13) Then P{Xd = 0}/Pˆ{Xd = 0} → 1 as d→∞.
Comments on conditions:
The theorem doesn’t prove too much itself, but rather outlines a program for prov-
ing the validity of the approximation in particular cases.
Conditions I,II bound the third and fourth cumulants. Condition III,IV require that
the third and fourth cumulants affect the characteristic function integral through
the summary cumulants κ3d, κ
4
d. Condition V requires that contributions to the
characteristic function integral be negligible outside a small cube centered at 0. In
particular this causes the determinant of the lattice of possible values of Xd to be
1 for d large enough.
Proof: Let K34(t) = − 16 iK3d(t) + 172κ3d + 124K4d(t)− 124κ4d.
From I,II,
(14)
Ed{Qε| expK34(t)|2} ≤ exp[ 136κ3d + 112K4d(t)− 112κ4d] = O(1),
Ed {Qε exp[K34(t) + o(1)]} − Ed {Qε exp[K34(t)]}
= o(1)Ed {Qε exp[K34(t)]}
= o(1)
(
Ed
{
Qε| expK34(t)|2
})1/2
= o(1),
From III,IV
(15)
∆d(2pi)
−d
∫
Qε(t)φd(t)/Pˆ (Xd = 0} = Ed
{
Qε exp[
1
2K
2
d(t) + logφ(t) +
1
72κ
3
d − 124κ4d]
}
= Ed {Qε exp[K34(t) + o(1)]} = Ed {Qε exp[K34(t)]}+ o(1)→ 1 as t→∞.
Thus
(16)
∫
Qεφd/
{
(2pi)d/2|Vd|−1/2 exp[− 1
72
κ3d +
1
24
κ4d]
}
→ 1.
A similar argument shows that, since | exp[K3d(t)i3/3!]| = 1,
(17)
∫
Qε|φd|/
{
(2pi)−d/2|Vd|1/2 exp[ 1
24
κ4d]
}
→ 1.
This shows that
∫
Qε|φd| = O(1)|
∫
Qεφd|.
Thus from condition V ,
(18)
∫
Qpiφd/
∫
Qεφd → 1.
We now show that condition V requires the determinant ∆d of the lattice to be
1 for d large enough. In the contrary case, consider the reciprocal lattice in d di-
mensions consisting of all vectors a for which a′Xd is integer with probability one.
The determinant of this lattice is the reciprocal of the determinant of the original
lattice, and so the reciprocal determinant is less than or equal to 1/2. There must
be a non-zero point in the reciprocal lattice which lies in the half-unit cube; thus
there is a non-zero point t = 2pia lying in the cube Qpi(t) = 1 for which a
′Xd is
integer. Now φd(t + u) = E{exp(i(t + u)′Xd)} = E{exp(iu′Xd} = φd(u), since
exp(2pia′Xd) = 1. Thus the integral |φd(t)| in the neighbourhood of t = 2pia equals
its integral in the neighbourhood of 0, which contradicts V.
7Since ∆d = 1, combining (15) and (18) gives
(19) P{Xd = 0}/Pˆ{Xd = 0} = (1 + o(1))
∫
Qpiφd/
∫
Qεφd → 1 as d→∞,
which concludes the proof.
83 Numbers of contingency tables with given row and column sums
Consider a contingency table of non-negative integers Xij , 1 ≤ i ≤ m, 1 ≤ j ≤ n
with row and column sums Ri =
∑
j Xij , Cj =
∑
iXij . We wish to estimate the
number of tables satisfying the constraints Ri = ri, Cj = cj . Define the dimension
d = (m+ n− 1) integer vector Sd :
(20)
Sjd = Rj − rj , 1 ≤ j ≤ m,
S(k+m)d = Ck − ck, 1 ≤ k ≤ n− 1.
Following the program of section 2, the Edgeworth approximation begins with the
maximum entropy distribution for {Xjk} with expectations ERj = rj , ECk = ck,
which consists of independent geometrics with expectations µjk:
(21) P{Xjk = x} = ( µjk
1 + µjk
)x/(1 + µjk),
where log(1 + 1/µjk) = αj + βk and parameters αj , βk are chosen for which
(22) ERj =
∑
k
µjk = rj , ECj =
∑
j
µjk = ck.
The existence of parameters αj , βk satisfying the marginal constraints is shown in
[B09]. The maximum entropy entries µjk are uniquely determined. α + c, β − c is
a solution if and only if α, β is a solution.
The conditional distribution of {Xjk} under the constraints {R = r, C = c}, (equiv-
alently {Sd = 0}), is uniform. The number of integers satisfying the constraints
is
(23) Q(Sd = 0) = P{Sd = 0} exp(I(P )) = P{Sd = 0}
∏
jk
(1 + µjk)
1+µjkµ
−µjk
jk .
The probabilityP{Sd = 0} is approximated by
(24) Pˆ{Sd = 0} = (2pi)−d/2|Vd|−1/2 exp(−κ3d/72 + κ4d/24),
depending on the first four cumulants of Sd, as explained in section 2. See [BH09,BH10a]
for further discussion.
Each element of Sd is the deviation from its mean of a sum of independent geomet-
rics with expectations {µjk}. The mean-centered geometric characteristic function
with expectation µ is
(25) ψµ(t) = e
−iµt/(1− µ(eit − 1)).
From theorem 1, the validity of the asymptotic estimate may be assessed by the
limiting behavior of the characteristic function of Sd, with parameters
(26)
tj = vj , 1 ≤ j ≤ m, tm+k = wk, 1 ≤ k ≤ n− 1, wn = 0,
φd(t) = E {exp (i[v′(R− r) + w′(C − c)])} =
∏
jk
ψµjk (vj + wk)
We sometimes use t to refer to all the parameters in the characteristic function,
and at other times use v, w to treat separately the parameters in the characteristic
function associated with the rows and columns respectively.
Use xn ∼ yn if xn/yn → 1 and xn ≈ yn if lim sup |xn/yn| <∞, lim sup |yn/xn| <
∞.
Theorem 2
9Suppose that , as d = m+n− 1→∞,m ≈ n ≈ min ri ≈ max ri ≈ min ci ≈ max ci.
Assume that
(27) lim inf
(1 + nmax ri )(1 +
m
max ci
)
(1 + mn∑ ri )
> 1,
The cumulants Krd(t) of t
′Sd are the sums of the corresponding cumulants of the
geometrics with expectations µjk and parameters tjk = vj + wk ,
(28)
K2d =
∑
jk t
2
jkµjk(1 + µjk)
K3d =
∑
jk t
3
jkµjk(1 + µjk)(1 + 2µjk)
K4d =
∑
jk t
4
jkµjk(1 + µjk)(1 + 6µjk(1 + µjk)).
Let K2d = t
′Vdt. Let Ed denote expectation with respect to t ∼ N(0, V −1d ).
Then
(29) P{Sd = 0}/(2pi)−d/2|Vd|−1/2 exp(− 1
72
Ed{(K3d)2}+
1
24
EdK
4
d)} → 1
Remark on conditions: Our proof requires that the relative sizes of the maxi-
mum entropy entries be bounded asymptotically, and that the absolute sizes are
bounded away from zero and infinity. In [BH09] we prove validity of the Edgeworth
approximation dropping the condition that the absolute sizes be bounded away
from infinity.
Proof:
We will show conditions I-V of theorem 1 hold.
Lemma 3.1 maxµij ≈ minµij ≈ 1.
Proof:
Let Ω be the set of m× n matrices µ satisfying
(30)
µij > 0,
i ≤ k, j ≤ l ⇒ µij ≥ µkl,
(1 + 1/µij)(1 + 1/µkl) = (1 + 1/µil)(1 + 1/µkj).
Since the previous equation holds if and only if log(1 + 1/µjk) = αj + βk, these
matrices consist of the maximum entropy geometric expectation matrices corre-
sponding to the possible non-increasing positive row sums r1 ≥ r2 ≥ ...rm > 0 and
the possible non-increasing positive column sums c1 ≥ c2 ≥ ...cn > 0.
Lemma 3.1.1
The maximum entry µ11 achieves its maximum over µ ∈ Ω for given values of
r1 =
∑
k µ1k, c1 =
∑
j µj1, T =
∑
jk µjk when µ12 = · · · = µ1j = · · · = µ1n, µ21 =
. . . µi1 · · · = µm1. And the minimum entry µmn achieves its minimum for given
values of rm, cn, T when µm1 = . . . µ1j · · · = µm(n−1), µ1n = . . . µ2n · · · = µ(m−1)n.
Proof:
The result is trivial if either r1 = T/m or c1 = T/n ; it will be useful, for uniqueness,
to forbid these conditions.
We first prove that the maximum entry µ11 achieves its maximum over µ ∈ Ω
for given values of r1 =
∑
k µ1k, c1 =
∑
j µj1, T =
∑
jk µjk when µ12 = · · · = µ1j =
· · · = µ1n, µ21 = . . . µi1 · · · = µm1. Equivalently, since by (30), µ is determined
by its first row and column, it is equivalent to maximize µ11 over choices of u =
{µj1, 2 ≤ j ≤ m}, v = {µ1k, 2 ≤ k ≤ n}, for given values of r1, c1, T . We need to
10
show that the maximal µ occurs when (u, z) ∈ Ξ, where all the u′s are equal and
all the z′s are equal.
Consider first the maximization of T over µ ∈ Ω with r1, c1, µ11 fixed, which is
equivalent to maximizing T over choices of (u, z) which are constrained to lie in a
compact polyhedron so that r1, c1, µ11 are fixed.
Add a further constraint by fixing z, so that the maximization occurs by vary-
ing only the entries u. From (30), for i > 1,
(31) (1 + 1/µij) = (1 + 1/µi1)(1 + 1/µ1j)/(1 + 1/µ11) = λj(1 + 1/µi1)
where λj = (1 + 1/µ1j)/(1 + 1/µ11) ≥ 1 is fixed given the first row, and by the
forbidden equality, λj > 1 for at least one j. For i > 1, it follows that µij is a
concave function of µi1 determined by the fixed λj , and by the forbidden equality∑
j µij = g(µi1) where g is strictly concave in µi1, and depends only on the fixed λj .
Thus T =
∑
j µ1j +
∑
i>1 g(µi1) is a strictly concave function of u with a unique
maximum at u0, say. If u0i1 6= u0(i+1)1, then by strict concavity of g,
2g(12 [u
0
i1 + u
0
(i+1)1]) > g(u
0
i1) + g(u
0
(i+1)1), so the function T may be improved by
replacing both u0i1 and u
0
(i+1)1 by
1
2 [u
0
i1 + u
0
(i+1)1], a contradiction. Thus µ21 =
· · · = µi1 = · · · = µm1 at the maximum.
Now return to the maximization of T over u, z with r1, c1, µ11 fixed. The max-
imum of T , say T (µ11), occurs for some (u, z), and it may be improved, from the
previous paragraph, unless (u, z) ∈ Ξ, so these conditions hold at the maximum.
In addition, the maximizing point (u, z) is unique, given r1, c1, T . Thus, at the
maximum,
(32)
T = r1 + c1 − µ11 + (m− 1)(n− 1)µ22
1 + 1µ22 = (1 +
m−1
c1−µ11
)(1 + n−1r1−µ11 )
µ11
1+µ11
It will be seen from (32) that µ22 and therefore T (µ11) are both decreasing func-
tions of µ11.
Finally, we turn to the maximization of µ11 over µ ∈ Ω with r1, c1, T = T 0 fixed,
accomplished by considering all choices of u, z constrained to lie in a compact set Γ
so that r1, c1, T = T
0 are fixed. Then µ11 = µ
0
11 is maximized at some point (u
0, z0)
in Γ. If (u0, z0) /∈ Ξ, we can find, (u1, z1) ∈ Ξ maximizing T for the given r1, c1, µ011,
so that T (µ011) > T
0. Since µ011 is maximal, the value of µ11 at the point (u
1, z1)
given r1, c1, T = T
0 must satisfy µ111 ≤ µ011. Also, the maximal value of T given
r1, c1, µ
1
11 is achieved at the unique point (u
1, z1) ∈ Ξ, so that T 0 = T (µ111). Since
T (µ11) is decreasing in µ11, T
0 = T (µ111) ≥ T (µ011) which contradicts T (µ011) > T 0
and establishes that the maximum of µ11 over µ ∈ Ω with r1, c1, T = T 0 fixed
occurs at a point (u, z) ∈ Ξ .
A similar argument is used for the minimum of µ11, first minimizing T for fixed
rm, cn, µmn over possible choices of the last row and column, showing that that
the values of last column other than the last entry are equal, and the values of the
last row other than the last entry are equal. And then transfer this result to the
minimization of µmn for fixed rm, cn, T .
11
This concludes the proof of lemma 3.1.1.
From lemma 3.1.1, the minimum entry µmn for given rm, cn, T occurs when µm1 =
· · · = µ1j = · · · = µm(n−1), µ1n = · · · = µ2n = · · · = µ(m−1)n. In this case
(33)
(n− 1)µm1 + µmn = rm ⇒ µm1 = O(1),
(m− 1)µ1n + µmn = cn ⇒ µ1n = O(1),
(n− 1)µ11 + µ1n = r1 ⇒ µ11 = O(1),
1 + 1/µmn = (1 + 1/µm1)(1 + 1/µ1n)/(1 + 1/µ11) = O(1).
This guarantees that µmn is bounded away from zero in the extreme case where
it takes its smallest value, so it must be bounded away from zero in every case.
Also µmn < r1/n is bounded away from ∞ by the first assumption. Thus µmn ≈ 1
as required.
The maximum entry µ11 for given m,n, r1, c1, T occurs when µ12 = · · · = µ1j =
· · · = µ1n, µ21 = · · · = µi1 = · · · = µm1. We will show for this maximal entry that
lim supµ11 <∞ if and only if lim inf[(1 + n/r1)(1 +m/c1)/(1 + nm/T )] > 1.
(34)
(n− 1)µ1n + µ11 = r1,
(m− 1)µm1 + µ11 = c1,
(n− 1)µmn + µ1n = (T − r1)/(m− 1),
1 + 1/µ11 = (1 + 1/µm1)(1 + 1/µ1n)/(1 + 1/µmn).
It follows that µ1n ≈ 1, µm1 ≈ 1, µmn ∼ T/mn. If lim supµ11 < ∞, then µ1n ∼
r1/n, µm1 ∼ c1/m, and
(35) (1 + 1/µ11) ∼ (1 + n/r1)(1 +m/c1)/(1 + nm/T ) > 1.
Conversely, if lim inf[(1 + n/r1)(1 +m/c1)/(1 + nm/T )] > 1,
(36)
(1+1/µ11) = (1+1/µm1)(1+1/µ1n)/(1+1/µmn) > (1+n/r1)(1+m/c1)/(1+1/µmn),
so also lim inf(1 + 1/µ11) > 1, which implies lim supµ11 < ∞, as required. This
concludes the proof of Lemma 3.1.
Lemma 3.3
(37) log |Vd| − d log d = O(d).
Let δij = 1 if i = j, δij = 0 if i 6= j. Then
(38) Ed(tirtjs) +O(d
−2) ≈ [δij + δrs]d−1.
Proof:
Let λjk = µjk(1 + µjk). The quadratic form t
′Vdt = K
2
d =
∑
jk t
2
jkλjk is increasing
in each λjk, so that the determinant |Vd| is also increasing in each λjk; thus |Vd| ≤
|Vd(λ11)| where Vd(λ11) is the covariance matrix corresponding to the quadratic
form K2d =
∑
jk t
2
jkλ11, for which |Vd(λ11)| = λd11mn−1nm−1. Similarly, |Vd| ≥
|Vd(λmn)| = λdmnmn−1nm−1. Thus log |Vd| − d log d = O(d). This result may also
be obtained by noting that |Vd| is a sum of mn−1nm−1products of d coefficients
λjk.
Again, since the quadratic form t′Vdt is increasing in each λjk, necessarily the
quadratic form t′V −1d t is decreasing in each λjk, so bounds for the variances induced
12
by t ∼ N(0, V −1d ) are obtained by setting all the λjk equal to λ11 or to λmn. This
establishes that Edt
2
i ≈ d−1.
To bound the off-diagonal terms in Vd, note that t ∼ N(0, V −1d ) allows us to
determine the conditional distribution v|w from the quadratic form t′V −1t with w
fixed, and similarly the conditional distribution w|v. Indeed the vj are independent
given w, and the wk are independent given v. This gives a relationship between the
v and w covariance matrices which produces the required bound on the off-diagonal
terms. A result similar to lemma 3.3 is proved in [BH09] using non-probabilistic
methods.
(39)
Define α = 1/
∑
ij λij , αi = 1/
∑
j λij , αij = αiλij ,
v¯ = α
∑
ij λijvi, w¯ = α
∑
ij λijwj , v˜i = vi − v¯, w˜j = wj − w¯.
Note that µ11 ≈ µmn ≈ 1⇒ minij(αij/α
∑
k λkj)− ε ≥ 0 some ε > 0.
And vi|w ∼ N(−
∑
r αijwj , αi) independently for different i. Then
(40)
E{v¯|w} = E{∑i(α/αi)vi|w} = −∑i α∑r λijwj = −w¯,
E{v˜i|w} = −
∑
j αijw˜j ,
Ed{vivj |w} = αiδij +
∑
rs αirαjswrws,
Ed{v˜ivj |w} = αiδij − α+
∑
rs αirw˜rαjsws,
Ed{v˜iv¯|w} =
∑
rs αirw˜rw¯,
Ed{v˜iv˜j} = αjδij − α+
∑
rs αirαjsEd{w˜rw˜s},
= αjδij − α+
∑
rs(αir − εα
∑
k λkr)αjsEd{w˜rw˜s} since
∑
kr λkrw˜r = 0.
Note that Edt
2
i ≈ d−1 ⇒ Edw˜2r = O(d−1).
Also α ≈ d−2,maxαij ≈ d−1, α˜ir = αir − εα
∑
k λkr ≥ 0,
∑
r α˜ir = 1−ε.
(41)
Edv˜iv˜j ≤ αjδij − α+O(d−1)max(Edw˜2r) +
∑
r 6=s α˜irαjsmaxr 6=sEdw˜rw˜s,
≤ αjδij +O(d−2) + (1− ε)maxr 6=sEdw˜rw˜s,
maxi6=j Edv˜iv˜j ≤ O(d−2) + (1− ε)maxr 6=sEdw˜rw˜s.
Similarly,
(42)
mini6=j Edv˜iv˜j ≥ O(d−2) + (1 − ε)minr 6=sEdw˜rw˜s,
maxi6=j |Edv˜iv˜j | ≤ O(d−2) + (1 − ε)maxr,s |Edw˜rw˜s|.
The joint distribution of the v˜i, w˜r depends on the joint distribution of the tjk and
so does not depend on the particular particular linear combination of vj , 1 ≤ j ≤
m,wk, 1 ≤ k ≤ n that is set zero to reduce the dimensionality of these m+ n terms
to d = (m+ n− 1). Thus the reverse result holds conditioning on the v˜i:
(43)
maxr 6=s |Edw˜rw˜s| ≤ O(d−2) + (1− ε)maxi6=j |Edv˜iv˜j |
maxi6=j |Edv˜iv˜j |,maxr 6=s |Edw˜rw˜s| = O(d−2)
A similar argument shows that max
i,j
|Edw˜iv˜j | = O(d−2). Also
(44) t′V t =
∑
ij
t2ijλij =
∑
ij
(v˜i + w˜j)
2λij + (v¯ + w¯)
2/α
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so that v¯+ w¯ is independent of v˜i, w˜j with variance α ≈ d−2. Concluding the proof
of lemma 3.3,
(45)
Ed(tirtjs) = Ed(v˜i + w˜r + v¯ + w¯)(v˜j + w˜s + v¯ + w¯)
= Edv˜iv˜j + Edv˜iw˜s + Edw˜r v˜j + Edw˜rw˜s + Ed(v¯ + w¯)
2
Ed(tirtjs) +O(d
−2) ≈ [δij + δrs]d−1.
We now apply theorem 1 by verifying the conditions I-V. Similar propositions
to I-IV are proved using similar methods in [BH09].
CONDITION I: κ3d = O(1), κ
4
d = O(1).
(46)
κ3d = Ed(K
3
d)
2 = Ed(
∑
jk t
3
jkµjk(1 + µjk)(1 + 2µjk))
2 = O(
∑
jkrs |Edt3jkt3rs)|,
Edt
3
jkt
3
rs = 9Edt
2
jkEdt
2
rsEdtjktrs + 6(Edtjktrs)
3
From lemma 3.3,
(47)
Edtjktrs = O(d
−2 + (δjr + δks)d
−1),
Edt
3
jkt
3
rs = O(d
−4 + (δjr + δks)d
−3).
In the O(d4) terms in the sum
∑
jkrs Edt
3
jkt
3
rs, there are O(d
3) terms in which
(δjr + δks) > 0; thus the sum over all terms is O(1).
κ4d = EdK
4
d is the sum of d
2 terms of O(d−2), so it also is bounded.
CONDITION II: Ed{Qε exp[ 112K4d(t)]} = O(1).
For X,Y joint normal with mean zero,
(48)
cov(X4, Y 4) = 72EX2EY 2E2XY + 24E4XY
cov(t4jk, t
4
rs) = O(d
−6 + (δjr + δks)d
−4)
Since there are only d3 covariances for which (δjr + δks) > 0,
(49) Ed(K
4
d − κ4d)2 = Ed(K4d − EdK4d)2 = O(
∑
jkrs
|cov(t4jk, t4rs)|) = O(d−1).
From [D87] Corollary 5, since K4d − κ4d is a polynomial of degree 4 in Gaussian
variables,
(50)
r > 1⇒ Ed|K4d − κ4d|2r ≤ r4r [Ed(K4d − κ4d)]r ≤ Crd−r,
Pd{K4d ≥ κ4d + 1} ≤ Crd−r.
When t ∼ N(0, V −1d ), the multivariate normal density is A exp[− 12K2d(t)]. Thus
Ed exp[αK
2
d(t)] = (1− 2α)−d. Also, since the µjk are bounded, K4dQε ≤ Cε2K2dQε.
Thus
(51)
EdQε exp[
1
12K
4
d(t)] ≤ Ed exp[ 112 (κ4d + 1)] + Ed{Kd4 ≥ κ4d + 1} exp( 112Cε2K2d)
= O(1) + Ed
1/2{Kd4 > κ4d + 1} (1 − 16CM2 log d/d)−d/2
= O(1) + C
1/2
r d−r/2d
1
3CM
2
= O(1) for r > CM2.
CONDITION III: Qε[logφd(t)−
∑4
r=2K
r
d(t)
ir
r! ] = o(1).
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For a geometric with mean µ ≈ 1, the log centered characteristic function ψµ has
the standard Taylor series expansion:
(52)
logψµ(t) =
∑4
r=2K
r(it)r/r! +O(1)|t|5,
logφd(t) =
∑
jk logψµjk (tjk) =
∑4
r=2K
r
di
r/r! +O(1)
∑
jk |tjk|5,∑
jk |tjk|5 = O(d2ε5) = o(1),
as required.
CONDITION IV: EdQε exp[−iK3d(t)/6 + κ3d/72 +K4d(t)/24− κ4d/24}]→ 1.
We will first show that K3d =
∑
jk t
3
jkµjk(1+µjk)(1+ 2µjk) has the same moments
in the limit as a normal distribution N(0, κ3d).
Define uα = tjk[µjk(1 + µjk)(1 + 2µjk)]
1/3 where α ranges over the pairs of
indices in A = {(j, k), 1 ≤ j ≤ m, 1 ≤ k ≤ n}. Let G be the graph on A with
edges (α, β) ∈ G whenever either the first or second index of α, β are the same. In
particular, (α, α) ∈ G.
(53)
Eduαuβ = O(d
−2+G(α,β)),
Edu
3
αu
3
β = O(d
−4+G(α,β)).
Let {Xα} denote a multivariate normal with EXα = 0, EXαXβ = Edu3αu3β. We
will show that K3d =
∑
α u
3
α and
∑
αXα have moments differing by O(d
−1). The
first two moments are identical, by definition, and the odd moments are zero for
both variables. For the 2rth moment:
(54)
Ed(
∑
α u
3
α)
2r =
∑
αEd(u
3
α1u
3
α2 ..u
3
α2r) ,
E(
∑
αXα)
2r =
∑
αE(Xα1Xα2 ..Xα2r ).
The terms Ed(u
3
α1u
3
α2 ..u
3
α2r tend to be larger when many of the pairs of αi have
edges in G; this size is compensated by the fact that fewer sets of α1, α2, ..α2r have
many edged pairs. In order to count such sets, for each α1, α2, ..α2r we define a set
of directed trees τ(α) = {τ1(α), τ2(α), ..τt(α)} on the α-indices (1, 2, .., 2r).
The tree τ1(α) is initialised with root 1; then progress through the α-indices in
order, attaching j to k if (αj , αk) ∈ G , and k is the smallest index already attached
to the tree for which (αj , αk) ∈ G. The tree τi(α) is constructed similarly on the
set of α-indices not attached to the trees {τ1(α), τ2(α), ..τi−1(α)}; begin with the
root ri, the lowest α-index not attached to previous trees, and progress through the
α-indices in order, attaching j to k if (αj , αk) ∈ G , and k is the smallest α-index
already attached to the tree τi(α)for which (αj , αk) ∈ G.
For a set of trees τ = {τ1, τ2, ..τt} partitioning the α-indices {1, ..2r}, the num-
ber of α1, α2, ..α2r for which τ(α) = τ is O(d
2r+t); to see this, consider the ith
tree τi which has ,say, α-indices j1 = ri, j2, ..jni . As αj1 , αj2 , ..αjni pass through
the O(d2ni ) possible values in Ani , αj1 passes through O(d
2) values, but the re-
maining αjk in the tree τi each pass through only O(d) values, since each such
αjk is constrained by (αjk , αjk′ ) ∈ G for some fixed k′ < k. Thus the number of
αj1 , αj2 , ..αjni with τi(α) = τi is O(d
ni+1). Noting that
∑
i ni = 2r, the number of
α1, α2, ..α2r for which τ(α) = τ is the product of these quantities O(d
2r+t).
For a particular α1, α2, ..α2r with trees τ(α) of sizes n1, ..nt , Wick’s formula for
E(Xα1Xα2 ..Xα2r ) is the sum over all partitions into r sets of pairs of variables, of
the product of the covariances for those variables. The maximal order products
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occur when the pairs of variables designated in the partition lie as frequently as
possible within one of the trees in τ(α). Smaller order terms may be ignored because
their number is bounded for r fixed. If all the tree sizes ni are even, the maximal
product occurs when each pair of variables designated in the partition has an edge
in one of the trees; the covariance for each such variable is O(d−3), so the product
is O(d−3r). If there are s odd terms ni, there are s/2 pairs lying in different trees
and having smaller covariances, so
(55)
E(Xα1Xα2 ..Xα2r ) = O(d
−3r−s/2),∑
α|τ(α)=τ E(Xα1Xα2 ..Xα2r ) = O(d
−r+t−s/2).
Now
(56) − r + t− s/2 = −1
2
∑
ni + t− s/2 = 1
2
∑
ni even
(2− ni) + 1
2
∑
ni odd
(1− ni).
Thus
(57)
∑
α|τ(α)=τ E(Xα1Xα2 ..Xα2r ) = O(1) if maxni ≤ 2,∑
α|τ(α)=τ E(Xα1Xα2 ..Xα2r ) = O(d
−1) if maxni > 2.
For a particular α1, α2, ..α2r with trees τ(α) of sizes n1, ..nt, Wick’s formula
for Ed(u
3
α1u
3
α2 ..u
3
α2r) is the summation over all partitions into 3r sets of pairs of
variables, of the product of the covariances for those variables. Again, the maximal
terms occur when the pairs of variables lie as frequently as possible within the trees
of τ . If all the tree sizes are even, the maximal product is O(d−3r). If there are s
odd tree sizes, there are s/2 pairs with smaller covariances, so again
(58)
∑
α|τ(α)=τ Ed(u
3
α1u
3
α2 ..u
3
α2r) = O(1) if maxni ≤ 2,∑
α|τ(α)=τ Ed(u
3
α1u
3
α2 ..u
3
α2r) = O(d
−1) if maxni > 2.
Thus, in equation (54) we need only consider summation over α whose trees have
maximal size 2. Let τ(2k, 2r− 2k) denote the trees {(1), (2), (3), ..(2k)(2k+1, 2k+
2)...(2r−1, 2r). There are (2r2k) such τ with 2k elements of size 1 and r−k elements
of size 2.
Case 1. ρ(0, 2r): All trees of size 2
For example, α = (11), (12), (22), (23) has trees {(1, 2), (3, 4)}.
For a particular α with this partition, Wick’s formula for E(Xα1Xα2 ..Xα2r )
gives a term E(Xα1Xα2)..E(Xα2r−1Xα2r ) of O(d
−3r) when the Wick’s partition
corresponds to τ(0, 2r), and terms of O(d−3r−1) when the Wick’s partition includes
some terms that are not concordant with τ(0, 2r).
Also, Wick’s formula for Ed(u
3
α1u
3
α2 ..u
3
α2r) gives a term E(u
3
α1u
3
α2)..E(u
3
α2r−1u
3
α2r)
of O(d−3r) by summing over the partitions of the 6r variables uαi that conform
to τ(0, 2r); for example, the variables uα1 , uα1 , uα1 , uα2 , uα2 , uα2 will be paired in
15 ways. All other partitions of the 6r variables have at least one pairing not
conforming with τ(0, 2r), and the corresponding covariance for that pair is O(d−2),
so that the contribution of all other partitions is O(d−3r−1).
By definition,E(Xα1Xα2)..E(Xα2r−1Xα2r ) = E(u
3
α1u
3
α2)..E(u
3
α2r−1u
3
α2r ). Thus
(59) E(Xα1Xα2 ..Xα2r ) = E(u
3
α1u
3
α2 ..u
3
α2r−1u
3
α2r) +O(d
−3r−1).
Case 2 ρ(2r, 0): All trees of size 1.
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For a particular α with this partition, Wick’s formula for E(Xα1Xα2 ..Xα2r ) sums
E(Xαi1Xαi2 )..E(Xαi2r−1Xαi2r ) over all partitions of α into r pairs of variables.
Wick’s formula for Ed(u
3
α1u
3
α2 ..u
3
α2r ) consists of a leading term in which, for each i,
two of the uαi are paired; the other terms have at least one uαi paired with three
uα’s that it is unlinked to, and the corresponding covariances have smaller order.
The leading term is thus the sum 9rEu2α1Eu
2
α2 ...Eu
2
α2rE(uαi1uαi2 )..E(uαi2r−1uαi2r )
over all partitions of α into r pairs of variables.
Noting that E(Xαi1Xαi2 ) = 9Eu
2
α1Eu
2
α2E(uα1uα2) +O(d
−6), obtain that
(60) E(Xα1Xα2 ..Xα2r ) = E(u
3
α1u
3
α2 ..u
3
α2r−1u
3
α2r) +O(d
−4r−1).
Case 3 ρ(2k, 2r − 2k): 2k trees of size 1, r − k trees of size 2
For a particular α with this tree, Wick’s formula for E(Xα1Xα2 ..Xα2r ) has
leading product terms in which the partition of the 2r terms is such that the
terms Xα2k+1Xα2k+2 ..Xα2r are paired conforming to the last r− k trees of size 2 in
τ(2k, 2r − 2k). Thus
(61)
E(Xα1Xα2 ..Xα2r ) = E(Xα1Xα2 ..Xα2k)E(Xα2k+1Xα2k+2 ..Xα2r ) +O(d
−3r−k−1)
Similarly, for a particular α with this partition, Wick’s formula for Ed(u
3
α1u
3
α2 ..u
3
α2r )
has leading terms in which the partition of the 6r terms is such that the terms
u3α2k+1u
3
α2k+2
..u3α2r are paired conforming the last r− k trees of size 2 in τ(2k, 2r−
2k). Thus
(62)
E(u3α1u
3
α2 ..u
3
α2r ) = E(u
3
α1u
3
α2 ..u
3
α2k)E(u
3
α2k+1u
3
α2k+2 ..u
3
α2r−1u
3
α2r ) +O(d
−3r−k−1)
From the equivalences in case 1 and case 2,
(63) E(u3α1u
3
α2 ..u
3
α2r) = E(Xα1Xα2 ..Xα2r ) +O(d
−3r−k−1)
Since there are O(d3r+k) different α with the trees τ(2k, 2r − 2k),
(64) ∑
τ(α)=τ(2k,2r−2k)
E(u3α1u
3
α2 ..u
3
α2r) =
∑
τ(α)=τ(2k,2r−2k)
E(Xα1Xα2 ..Xα2r ) +O(d
−1)
Since this equivalence holds for all partitions with element size at most 2, and the
contributions from other partitions are negligible,
(65)
∑
E(u3α1u
3
α2 ..u
3
α2r) =
∑
E(Xα1Xα2 ..Xα2r ) +O(d
−1)
as required.
We have shown thatK3d =
∑
α u
3
α and
∑
αXα have moments differing by O(d
−1).
Since
∑
αXα(κ
3
d)
−1/2 ∼ N(0, 1), and a normal random variable is determined
uniquely by its moments, K3d(κ
3
d)
−1/2 → N(0, 1) in distribution as d→∞.
For Z ∼ N(0, 1), P{|Z| > A} ≤ exp(− 12A2).
Thus Qε → 1 in probability as d→∞, since for, M large enough
(66)
Pd{Qε = 0} ≤
∑
i
Pd{|ti| > M
√
log d/d} ≤ d exp(−M2 log d/O(1))→ 0 as d→∞.
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Thus EdQε exp[−iK3d(t)T (κ3d)−
1
2 ] → E exp[iTN(0, 1)] = exp(− 12T 2) uniformly
in any finite interval T 2 ≤ A. Since |κ3d| ≤ C, the convergence is uniform in
T 2 ≤ κ3dA/C. Now choose A = C to get convergence at T = (κ3d)−1/2 :
(67) EdQε exp[−1
6
iK3d(t) +
1
72
κ3d]→ 1.
Since K4d − κ4d → 0 in probability, and using condition IV,
(68)
|EdQε exp[− 16 iK3d(t) + 172κ3d](exp 124 [K4d(t)− κ4d]− 1)|
≤ CEdQε| exp 124 [K4d − κ4d]− 1| → 0
Thus, as required, EdQε exp[− 16 iK3d(t) + 172κ3d + 124K4d(t)− 124κ4d]→ 1.
CONDITION V: For some M , ε =M
√
log d/d,
∫
Qpi−Qε
|φd|/
∫
Qε
|φd| = o(1).
A similar result is proved in [BH09] using analytic methods.
Proof: We define a probability Pd on t1, ...tm+n = v1, ..vm, w1, ..wn ∈ (−pi, pi]m+n
with density proportional to |φd|. To prove condition V, we need to show, for some
M , Pd{maxi |ti| ≥ ε|tm+n = 0} → 0 as d → ∞. The method evaluates the con-
ditional probability of large deviations in any single parameter ti when the rest of
the parameters are well behaved.
Since the geometric variable is integer, the geometric characteristic function has
period 2pi, so individual geometric characteristic functions ψµjk have values near 1
when the argument vj + wk has values near 2pi or −2pi. This will not happen for
many pairs vj , wk, but is best handled by transformation of each vj and wk from
(−pi, pi] to the unit circle {x|eix = 1}:
(69) v˜j = e
−ivj , w˜k = e
iwk , v¯ = 1m
∑
j v˜j , w¯ =
1
n
∑
k w˜k.
Lemma 3.4: With constants O(1) independent of d, j, k,
(70) exp[−|v˜j − w˜k|2O(1)] ≤ |ψµjk (vj + wk)| ≤ exp[−|v˜j − w˜k|2/O(1)].
Proof:
For constants k(µ),K(µ), and for all t,
(71)
exp[−|eit − 1|2k(µ)] ≤ |ψµ(t)|2 = 1
1 + µ(µ+ 1)|eit − 1|2 ≤ exp[−|e
it − 1|2K(µ)].
Also |ei(vj+wk) − 1|2 = |v˜j − w˜k|2. Since µjk ≈ 1, the lemma is proved.
Lemma 3.5 :
(72)
Define R2 =
∑
jk |v˜j − w˜k|2.
Then, for some M,Pd{R > dε} = exp[−d/O(1)].
This lemma guarantees that only t values where most of the |v˜j − w˜k| are small
make significant contributions to the probabilities Pd.
Proof : From (70),
(73)
∏
jk
|ψµjk (vj + wk)| ≤ exp[−R2/O(1)].
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We have previously used
∫
to denote integration over the d variables t1, ..tm+n−1,
and we will now use
∫
m+n to denote integration over all variables t1, ..tm+n. From
conditions I-IV, theorem 2 implies that
∫
Qεφd/Pˆ{Xd = 0} → 1,
so
∫ |φd| ≥ | ∫ Qε|φd| = exp(− 12d log d + O(d)) . The integral of |φd| over the first
m+ n− 1 parameters is the same for each choice of tm+n, so the integral over all
m+ n parameters is
∫
m+n
|φd| = 2pi
∫ |φd|.
Thus, for M large,
(74)∫
m+n{R ≥ dε}|φd| ≤
∫
m+n exp[−d2ε2/O(1)] ≤ exp[−M2d log(d)/O(1) +O(d)],
Pd{R ≥ dε} =
∫
m+n{R ≥ dε}|φd|/
∫
m+n |φd| = exp[−d/O(1)].
Lemma 3.5: For M large enough, maxi Pd{|v˜i − w¯| > ε} = exp[−d/O(1)].
Proof:.
(75) From lemma 3.5, for some M,Pd{R > dε} → 0 as d→∞,
Define R−i =
∑
jk,j 6=i |v˜j − w˜k|2. Of course R−i ≤ R. For i ≤ m,
(76) R−i ≤ dε⇒ m
∑
k
|w˜k − w¯|2 ≤ d2ε2 ⇒ min
k
|w˜k − w¯| ≤ (m
n
+
n
m
)1/2ε = ε1.
By the metric inequality, the interval Ik = {v˜| |v˜ − w˜k| ≤ ε1} on the unit circle, of
length at least 2ε1, is such that |v˜ − w¯| ≤ 2ε1 for v˜ ∈ I.
Letting t−i = {tj, j 6= i}, note that the conditional density of ti|t−i is proportional
to
∏
k |ψik|. Then, for t−i satisfying R−i ≤ ε, and M2 chosen large enough,
(77)
exp[−∑k |v˜i − w˜k|2O(1)]| ≤ ∏k |ψik| ≤ exp[−d|v˜i − w¯|2/O(1)],
Pd{|v˜i − w¯| > ε2|t−i} ≤ exp[−dε22/O(1)]/
∫ ∏
k |ψik|dti,
1 ≥ Pd{|v˜i − w¯| ≤ 2ε1|t−i} ≥ exp[−dε21O(1)]
∫ |v˜i − w¯| ≤ 2ε1}dti/ ∫ ∏k |ψik|dti,
1 ≥ 2ε1 exp[−dε21O(1)]/
∫ ∏
k |ψik|dti
Pd{|v˜i − w¯| > ε2|t−i} ≤ exp[−dε22/O(1) + dε21O(1)]/2ε1
= exp[−d/O(1)].
The same M2 holds for all i because µjk ≈ 1, so the O(1) bounds hold for all i.
Finally, again with the same O(1) for all i,
(78)
Pd{|v˜i − w¯| > ε2} = Pd{Pd{|v˜i − w¯| > ε2|t−i}{R−i ≤ ε}}+ Pd{Pd{|v˜i − w¯| > ε2|t−i}{R−i > ε}}
≤ exp[−d/O(1)]Pd{R−i ≤ ε}+ Pd{R−i > ε}
maxi Pd{|v˜i − w¯| > ε2} = exp[−d/O(1)].
Now, under Pd, the variable w˜n is independent of the variable maxij |t˜i− t˜j |. Also,
if maxij |t˜i − t˜j | ≤ ε ≤ 1, w˜n = 1, then maxi |ti| ≤ 2ε. (We need to constrain ε
so that maxi |ti| ≤ pi/2 to avoid difficulties with the period 2pi of the geometric
characteristic function.) Then, for some constants M2,M3,M4,M5,M6,
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(79)
Pd{max |v˜i − w¯| > ε2} ≤
∑
i Pd{|v˜i − w¯| > ε2} = exp(−d/O(1))
Pd{max |w˜i − v¯| > ε3} = exp(−d/O(1))
Pd{w¯ − v¯| > ε4} = exp(−d/O(1))
Pd{maxij |t˜i − t˜j | > ε5} = exp(−d/O(1))
Pd{maxij |t˜i − t˜j | > ε5|w˜n = 1} = exp(−d/O(1))
Pd{maxi |ti| ≤ ε6|wn = 0} = exp(−d/O(1))
This concludes the proof of the validity of condition V.
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4 Equal row and column sums
Consider the special case of [CM07]where the row sums are equal, and the column
sums are equal, so that ri = µn, cj = µm. In this case |Vd| = nm−1nm−1σ2(m+n−1)
where σ2 = µ(1+µ). In moment calculations, it is convenient to consider the linear
transform
(80)
U =
∑
j vj/m+
∑
k wk/n,
Vj = vj +
∑
k wk/n, 1 ≤ j ≤ m,
Wk = wk +
∑
j vj/m, 1 ≤ k ≤ n.
Note that Qε(t) = 1 ⇒ |U | ≤ 2ε, |Vj | ≤ 2ε, |Wk| ≤ 2ε. When t ∼ N(0, V −1d ), the
U, V,W are multivariate Gaussian in d dimensions with
(81)
U ∼ N(0, 1/mnσ2),
Vj ∼ N(0, 1/nσ2) independent , 1 ≤ j ≤ m,
Wk ∼ N(0, 1/mσ2) independent , 1 ≤ k ≤ n,
U, Vj − U,Wk − U independent .
Then
(82)
K2d = [−mnU2 + n
∑
j V
2
j +m
∑
kW
2
k ]σ
2,
K3d = [−mnU3 + n
∑
j V
3
j +m
∑
kW
3
k ]σ
2(1 + 2µ),
K4d = [−mnU4 + n
∑
n V
4
j +m
∑
kW
4
k + 6
∑
j (Vj − U)2
∑
k (Wk − U)2]σ2(1 + 6σ2),
(83)
Ed(K
3
d)
2 = 3(5(m+ n− 1)2 − 4(m− 1)(n− 1))(1 + 4σ2)/(mnσ2),
EdK
4
d = 3(m+ n− 1)2(1 + 6σ2)/(mnσ2),
Pˆ{Sd = 0} = (2piσ2)−(m+n−1)/2m(1−n)/2n(1−m)/2×
exp([6(m− 1)(n− 1)− (m2 + n2 − 1)(1 + 1/σ2)]/12mn).
Dropping terms O(1/d), the exponential term is exp[ 12 − (mn + nm )(1 + 1/σ2)/12].
Now the number of points satisfying R = r, C = c is estimated as:
(84)
Qˆ(R = r, C = c) = Pˆ{R = r, C = c) exp(I(P )) = Pˆ (Sd = 0)[(1 + µ)1+µµ−µ]mn
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Using data from [CM07] , page 5,
Table 1: Estimated number of contingency tables
with given constant row sums and constant column sums
Rows Cols Summand mean Exact Edgeworth [CM07]1.2
10 10 2 1.10 1059 1.12 1059 1.23 1059
3 3 100/3 1.33 107 1.23 107 1.68 107
3 49 49/3 1.01 1068 4.04 10147 1.25 1068
3 9 11 2.79 1021 2.84 1021 3.49 1021
18 18 13/18 7.95 10127 8.05 10127 8.50 10127
30 30 1/10 2.23 1059 2.23 1059 2.32 1059
The hideously bad approximation at m = 3, n = 49, mean = 49/3 occurs
because the n/m terms in the Edgeworth correction are no longer accurate. (In
[CM07], Canfield and MacKay express their approximation as a correction to Good’s
joint hypergeometric approximation, rather than as a correction to the multivariate
Gaussian approximation; this approach produces an estimate that does not involve
n/m terms.)
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5 The number of graphs with a specified degree sequence
Consider a symmetric table of 0−1 integersXij = Xji, Xii = 0, 1 ≤ i ≤ n, 1 ≤ j ≤ n
with given row sums Di =
∑
jXij = di. The row sums are the degrees of the undi-
rected graph in which Xij = 1 corresponds to an edge between nodes i, j. As before
we use Di for a random variable, di for a particular value. The random variables
{Di} take values on {0, 1, ..(n− 1)}n. We wish to estimate the number of graphs
with the specified degree sequence.
The Edgeworth approximation begins with the maximum entropy distribution
on {Xij} with expectations EDi = di, which consists of independent Bernoullis
with expectations µij :
(85) P{Xij = x} = µxij(1 − µij)1−x,
where
(86) log(µij/(1− µij)) = αi + αj ,
and the parameters αi are chosen so that
(87) EDi =
∑
j
µij = ri,
provided that there exist α that solve these equations. See [BH10b] for conditions
on the degree sequences for such α’s to exist.
The conditional distribution of {Xij} given the degrees {di} is uniform. The number
of graphs with the specified degree sequence is
(88) q(D) = P{D = d} exp[I(P )] = P (D = d)/
∏
i<j
(1− µij)1−µijµµijij .
The probabilityP{D = d} is estimated by
(89) Pˆ{D = d} = 2(2pi)−n/2|Vn|−1/2 exp(−κ3n/72 + κ4n/24)
determined by the first four cumulants of D following the program of section 2.
The reason for the initial factor 2 is that the sum of the degrees is even; the
lattice of all possible degree sequences has determinant ∆ = 2. The characteristic
function over the cube (−pi, pi]n concentrates at t = 0 and also at t = pi ; the
Gaussian formula for the integral near t = 0 produces the same value near t = pi,
so the total integral is twice the formula for the integral near t = 0. For nearly
regular graphs, graphs whose degrees are in the ratio 1 + o(n−1/2), the Edgeworth
formula reproduces the asymptotic formula in [MW90].
Each element of D is a sum of independent Bernoullis with expectations {µij}.
The validity of the asymptotic estimate depends on the behaviour of the character-
istic function of D − d, with parameters tj , 1 ≤ j ≤ n, setting tjk = tj + tk,
(90) φn(t) = E{exp(it′(D − d)} =
∏
j<k
ψµjk (tjk) =
∏
j<k
e−itjkµjk (1 + µjke
itjk)
The cumulants Krn(t) of t
′D are the sums of the corresponding cumulants of the
Bernoullis with expectations µjk and parameters tjk = tj + tk ,
(91)
K2n =
∑
j<k t
2
jkµjk(1− µjk) = t′Vnt,
K3n =
∑
j<k t
3
jkµjk(1− µjk)(1 − 2µjk),
K4n =
∑
j<k t
4
jkµjk(1− µjk)(1 − 6µjk(1− µjk)).
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Then the Edgeworth approximation terms are κ3n = En(K
3
n)
2, κ4n = En(K
4
n),
where the expectation En is under the assumption t ∼ N(0, V −1). We show in
[BH10b] that the formula (88) is valid under similar conditions for the contingency
table case, namely that the binomial expectations are relatively bounded as n goes
to infinity.
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6 Regular graphs
Consider a regular graph, where the degrees all equal to d . Then µ = d/(n − 1);
let v = µ(1 − µ).
(92)
Vn(i, j) = v(1 + δij(n− 2)),
|Vn| = 2(n− 1)(n− 2)n−1vn,
V −1n (i, j) =
− 1
2(n−1)
+δij
(n−2)v ,
En(ti + tj)(tr + ts) =
[− 2
n−1+δir+δis+δjr+δjs]
(n−2)v .
These expectations may be derived directly, without inverting V , by noting that
t′Vnt ∼ χ2n has mean n and variance 2n. The final equation is used in evaluating
the third and fourth cumulants, using Wick’s formula:
(93) EX4 = 3(EX2)2, EX3Y 3 = 9EX2EY 2EXY + 6(EXY )2.
(94)
κ3n = µn(K
3
n)
2 = 6[(1− 4v)2/v][4(n− 2)2 + 1]/[n(n− 1)],
κ4n = µnK
4
n = 6(1/v − 1)(n− 2)/(n− 1).
For n even, the estimated number of regular graphs of degree d is
(95)
Pˆ{D = d} exp(I(P )) = Pˆ{D = d}[(1− µ)1−µµµ]−(n−1)/2, where
Pˆ{D = d} = 2(2piv)−n/2
[
2(n− 1)(n− 2)n−1
]−1/2
×
exp
(
− 13
[
(1/v − 4) (n−2)2+1/4n(n−1) + 14 (1/v − 6)n−2n−1
])
,
or Pˆ{D = d} = exp (−n2 log(2pivn) + 0.5 log 2 + 56 − 112v +O( 1n )) .
The last formula is identical to the formula given by McKay and Wormald
in[WM07]. The previous formula improves the accuracy for modest n by carry-
ing the n − 1 and n − 2 terms which give the exact contributions from the third
and fourth cumulants. Note that the approximation is symmetric about the degree
d = (n− 1)/2, µ = 1/2. This is as it should be, since the number of regular graphs
with degree d is the same as the number of complementary regular graphs with
degree n− 1− d.
The estimated number of graphs is maximized at µ = 1/2, taking the value
(2n−2/pin)
n/2
exp(1/2)
√
2.
This can’t be too far off, since we get 2n(n−1)/2 graphs by assigning the n(n −
1)/2 edges in all possible ways, and we would expect most of the degrees in that
population of graphs to be about d = (n− 1)/2. The other terms in the expression
are the Gaussian correction to get the degrees exactly d, and then the Edgeworth
correction that identifies a constant ratio departure from the Gaussian formula in
the limit.
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Table 2: Log number of labelled regular graphs
+ error in Edgeworth approximation
Vertices/Degree 3 4 5 6
8 9.87+.06
9 13.84+.04
10 16.23+.10 18.01+.04
11 22.37+.05
12 23.17+.14 26.90+.06 28.72+.03
13 31.58+.08 35.28+.03
14 30.60+.18 36.42+.09 40.18+.04 42.04+.03
15 41.39+.10 48.98+.03
16 38.46+.20 46.49+.11 52.31+.06 56.11+.03
17 51.71+.12 63.41*
18 46.68+.23 57.05+.13 65.04+.08 70.88*
• * numbers are not computed, but estimated from the Edgeworth formula
• The approximation works best when the degree is near half the number
of vertices, and gets progressively worse for fixed degree as the number of
vertices increases. However, the approximations are not too bad even near
the edges; for example the error for 40 vertices and degree 2 is .6 on the log
scale, which is about a ratio of 2.
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7 Irregular Graphs
Consider now graphs with n1 vertices of degree d1, n2 vertices of degree d2. The
maximum entropy summands are independent Bernoullis on the edges with prob-
abilities
p11 for the edges (i, j), 1 ≤ i < j ≤ n1,
p12 for the edges (i, j), 1 ≤ i ≤ n1 < j ≤ n1 + n2,
p22 for the edges (i, j), n1 < i < j ≤ n1 + n2.
The maximum entropy choice of the p’s is the unique solution , when it exists, to
(96)
(n1 − 1)p11 + n2p12 = d1,
(n2 − 1)p22 + n1p12 = d2,
p11
1−p11
p22
1−p22
= ( p121−p12 )
2.
The Bernoulli variances are vij = pij(1− pij). The random degrees Di have covari-
ance matrix V :
(97)
Vii = (n1 − 1)v11 + n2v12, 1 ≤ i ≤ n1,
Vii = (n2 − 1)v22 + n1v12, n1 < i ≤ n1 + n2,
Vij = v11, 1 ≤ i 6= j ≤ n1,
Vij = v12, 1 ≤ i ≤ n1 < j ≤ n1 + n2,
Vij = v22, n1 < i 6= j ≤ n1 + n2,
|V | = ((n1 − 2)v11 + n2v12)n1−1((n2 − 2)v22 + n1v12)n2−1×
[(2n1 − 2)v11 + n2v12)((2n2 − 2)v22 + n1v12)− n1n2v212].
In the case where n1 = n2 = n/2, d2 = n − d1 − 1, n/4 < d1 < 3n/4, then
p12 = 1/2, p11 = 1 − p22 = (d1 − 14n)/(12n − 1), v11 = v22, v12 = 14 , and the
covariances of the tij = ti + tj needed for κ
3
n, κ
4
n are:
(98)
A = (12n− 2)v11 + n/8
Q = ((n− 2)v11 + n/8)2 − (n/8)2,
V −1ii = 1/A+ V
−1
12
V −1ij = {n/16− v11 [(n− 2)v11 + n/8]} /(AQ), 1 < i < j ≤ n/2,
V −1ij = − 14/Q, 1 ≤ i ≤ n/2, n/2 < j ≤ n,
|V | = ((12n− 2)v11 + n/8)n−2Q,
Nij = {1 ≤ i ≤ n/2}{n/2 < j ≤ n}+ {n/2 < i ≤ n}{1 ≤ j ≤ n/2},
Entijtkl = 4V
−1
12 + (δik + δil + δjk + δjl)/A+ 4(V
−1
1n − V −112 ){Nik +Nil +Njk +Njl}
(99)
K3n = v11(1− 2p11(
∑
1≤j<k≤n/2 t
3
jk −
∑
n/2<j<k≤n t
3
jk)
K4n = v11(1− 6v11)(
∑
1≤j<k≤n/2 t
4
jk +
∑
n/2<j<k≤n t
4
jk)− 38
∑
1≤j≤n/2<k≤n t
4
jk
The Gaussian approximation:
(100)
QˆG{D = d} = 2(p11 log p11 + p22 log p22)−n(n−2)/4(log 2)−n
2/4(2pi)−n/2|V |−1/2.
The initial 2 is the determinant of the lattice of possible degree sequences. The
second term is the contribution from the Bernoulli probabilities, the exponential
value of the entropy. The last term is the Gaussian contribution for the probability
that D = d. The Edgeworth correction multiplies by the factor
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exp(−κ3n/72 + κ4n/24) computed by κ3n = En(K3n)2, κ4n = EnK4n where the expec-
tation is taken under the assumption t ∼ N(0, V −1).
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Table 3: Log number of graphs with irregular degree sequences
Degree Sequence Exact Gauss Edgeworth
44443333 9.59 10.22 9.64
666666555555 28.45 29.03 28.46
77777774444444 24.21 24.83 24.33
The Edgeworth formula is significantly more accurate than the Gaussian formula.
The Edgeworth formula is more accurate when the degrees are nearly equal.
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