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ABSTRACT 
Satellite tracking provides an opportunity to learn about how animals choose to 
move and about the covariates of movement. Quantitative methodology for this 
problem has lagged behind the remote sensing technology that provides both ani-
mal tracks and covariate information. A statistical framework capable of providing 
appropriate hypothesis testing has to couple very different types of data: highly au-
tocorrelated time series of observed locations (the track), with 2-dimensional maps of 
" covariate data. In addition, animals respond to internal motivations, representable 
only as theorised motivations. Behaviour is likely to be highly complex and to be 
only approximately understood so that process error cannot be ignored. Observa-
tion error should be accounted for separately from process error because longitude 
is typically more difficult to estimate than latitude, and because estimates of ob-
servation error are sometimes available. State space models account separately for 
observation and process errors, and model the serial correlation inherent in tracks. 
State space models offer great flexibility, nevertheless, the means of incorporating 
diverse movement behaviours and covariate information is not immediately clear. , 
Traditionally, these models require that time series be equally spaced in time (sel-
dom the case with observed tracks) and they have presented substantial difficulties 
in inference. 
This thesis presents a flexible Bayesian state space modelling framework suitable 
for application to tracks. Movement behaviour is incorporated through advection 
fields that represent movement hypotheses. These are calculated using theories re-
garding movement behaviour, possibly coupled with covariate information. The de-
viance information criterion DIC measures the weight given by observed track data 
to alternative proposed hypotheses regarding movement behaviour. In simulation, 
DIC successfully discriminated the advection fields, and therefore the movement 
hypotheses, used to simulate track data. DIC is less sensitive than the Bayes factor 
is, to the priors, an advantage in a fielq in which little prior information is available. 
Markov chain Monte Carlo sampling successfully facilitated nonlinear, non-Gaussian 
model forms while avoiding the inference problems encountered by practitioners of 
sequential importance sampling. Latent locations are estimated, allowing realistic, 
nonlinear path estimation. Inertia, a tendency for directional persistence, is incor-
porated. The Bayesian approach allows the incorporation of prior information and 
eases inference. Temporal shifts in behaviour are also modelled. The method is 
demonstrated in practice, using satellite tracks from white sharks in Australia. The 
problem of modelled animals becoming trapped in semi-enclosed areas and stepping 
across narrow barriers is discussed and a proposed solution, using Laplace's equation 
to provide advective flow around obstacles, is demonstrated. 
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CHAPTER 1 
GENERAL INTRODUCTION 
Understanding animal movements and identifying the factors that influence these 
movements has long been a goal of ecological research (Turchin, 1998; Okubo, 1980; 
Okubo & Levin, 2001). Better understanding of animal movements can improve 
natural resource management through mitigation of unwanted bycatch (Broekhuizen 
et al. , 2003), guiding the selection of new protected areas (Maury & Gascuel, 1999; 
van Vuren, 1998), and forecasting the impact of climate change on population dis-
tributions (Bowler & Benton, 2005). 
Information on the movements of animals can be obtained from a number of sources, 
even examination of their tissues. Otolith microchemistry, for example, may reveal 
which bodies of water a fish has resided in during its life, by the isotopes found in 
sections of its ear bones (Elsdon & Gillanders, 2003). Mitochondrial and nuclear 
DNA investigation revealed that while male white shark DNA is shared between 
Australia and Africa, female genetic material is not, indicating that males travel 
across the Indian ocean whereas females are resident (Pardini et al. , 2001). How-
ever, the most powerful techniques for revealing animal movements are tagging and 
tracking methods. A single track of a female white shark showed that she travelled 
from South Africa to· Australia, and subsequent photo-identification that she ~e­
turned to South Africa. Thus the conclusions of the genetic study were overturned: 
although only male genetic material is exchanged it is the females that travel to 
collect it and carry it back home (Bonfil et al. , 2005). 
Most statistical methods require large numbers of independent observations from 
which inferences may be drawn. A single track, composed of non-independent obser-
vations taken from a single individual, is unsuitable for application of most statistical 
methods other than those of time series methodology (Chatfield, 2004). Here the 
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track itself, a sequence of serially correlated observations, is the time series. 
Further difficulties must be overcome: time series methods have been developed 
primarily for identifying patterns evident within a long series of sequential observa-
tions, so that this pattern can be forecast into the future. The underlying reasons 
for this pattern, and its covariates, are often of secondary importance. An annual 
seasonal oscillation, for example, may be evident and can be projected into future 
years. In order to detect such a seasonal pattern, observations will be required from 
at least two, usually many more, past years. Seasonal patterns are very likely to 
occur in animal movement behaviour, but animal tracking data are usually mea-
sured in weeks or months, not years. Such tracks are therefore unlikely to yield 
repeated observations of past patterns, but rather a single instance, or perhaps 
only a part of, a particular pattern. Tracks must therefore be understood, not by 
recognising a repeating pattern, but rather by identifying the external covariates or 
internal motivations that drive the moving animal, so that future movements may 
be forecast using future projections of these covariates (such that those forecast by 
oceanographic or meteorological models). Time series techniques typically do not 
make use of large datasets of covariate information because such correlates of the 
repeating patterns found in the data are of secondary importance. In the case of 
animal tracking data, however, these covariates are of importance. 
A family of time series methods is presented in this thesis that is capable of combin-
ing covariate information with observed tracks. Movement behaviour, as a response 
to measured environmental variables or to theorized internal states, is hypothesized 
by the investigator. Alternative behavioural hypotheses are formulated, and the 
support given to each by an observed track is measured. As further tracks are col-
lected, and hypotheses tested, theories of movement behaviour may be refined. In 
this way, it is hoped, understanding of the, no doubt, complex movement behaviour 
of animals will be gained incrementally. 
Databases of satellite tracks are growing around the world (Coyne & Godley, 2005) 
and statistical methods capable of using these tracks for inference about movement 
behaviour are badly needed. It is not expected that any theory of animal behaviour, 
implemented as a statistical model, will be exactly correct. Instead, it is hoped that 
the process of model selection and model building will facilitate incremental learn-
ing regarding the movement behaviour of animals. As Box (1979) famously said 
'all models are wrong but some are useful'. This thesis presents a statistical model 
for animal movement behaviour that can be used together with methods of model 
comparison and observed animal tracks to make inference about the motivations of 
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movement behaviour. Hypothesized movement behaviours are unlikely to exactly 
replicate the motivations of a moving animal, instead the aim of this work is to pro-
vide a tool that measures the support given by track data to hypotheses of movement 
behaviour so that by discarding and refining hypotheses a greater understanding of 
movement behaviour can be gained incrementally. 
This chapter briefly discusses the four elements required for this process: track 
data; covariate information; a model capable of using a hypothesis of movement 
behaviour, together with candidate covariate information, to simulate the track of 
a moving animal; and a means of measuring the support given by an observed track 
to the model generated simulation. Finally, an outline of the thesis is given. 
1.1 Track data 
Track data have been collected by direct observation (by eye or using a camera) or 
through radio- (or sonar-) tracking, either by an investigator physically following 
a tagged animal, or through arrays of monitoring devices placed in the region in 
which an animal moves. More recently, however, the tracking of moving animals, 
even those that travel great distances across oceans or that fly over mountain ranges, 
has been made easier by advances in satellite tracking technology (Priede & French, 
1991; White & Garrott, 2006). Researchers no longer have to follow along after the 
animals they are tracking, holding radio-receivers. Satellites and GPS systems pro-
vide accurate, frequent position fixes for animals that move on the surface of the land 
or ocean. Satellite communication is not possible for those that move beneath wa-
ter, seldom or never surfacing. For these animals, archival tags are required. These 
store information, including light-level data from which location may be inferred, 
and must either be retrieved or after a pre-determined time, detach themselves from 
their host animal, float to the surface, and send their information to satellites. This 
. . 
technology, although expensive, is now widely used. Coyne & Godley (2005) report 
that between 1995 and 2005 a five-fold increase was reported in the numbers of 
animals tracked by the Argos satellite system. However, due to the expense of this 
technology, available tracks typically represent only a small number of individuals 
from any population. 
A track, as defined in this thesis, is a sequence of location estimates for a mov-
ing animal that is serially correlated and is often recorded at irregular intervals. 
Tracks are serially (auto-) correlated because the location of an animal, an hour 
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hence, has more to do with its present location and its speed of travel than its ulti-
mate destination. Satellite tracked locations are not equally-spaced in time because 
the tags communicate with satellites when possible, they cannot do so when the 
animal to which they are attached is submerged, or inside a rocky cave, or when 
no satellites are overhead (Priede & French, 1991). Radio-tracking is also likely to 
provide irregularly-timed location estimates and even archival tags, which record 
information at regular intervals, are only able to provide information from which 
location can be estimated at dawn and dusk, provided the animal is not diving too 
deeply and cloud cover is not too great, so that even these tags may provide some-
what irregularly-timed locations. 
The error structure of observed track locations can be somewhat unusual. The 
Argos system grades every location that it provides into one of six error classes. 
The error structure associated with each class has been shown to be normally dis-
tributed but ellipsoidal, having greater variance in longitude than in latitude; the 
extent of this variance differs among error classes (Vincent et al. , 2002). Tracks de-
rived from archival tag light level information also show greater errors in longitude 
than in latitude (Sibert et al. , 2003). 
1.2 Covariates and hypotheses of behaviour 
The satellite technology used to collect track data has also facilitated the collec-
tion of environmental information. The MODIS system, for example, measures sea 
surface temperature and colour for the oceans. Measurements of ocean height are 
used to infer movements of ocean currents. These data have been used to develop 
accurate, mid-scale ocean and atmosphere models as well as maps of terrestrial 
conditions (Campbell, 2006; Ryerson, 1998). Such environmental information is 
typically available in the form of 2- or 3-dimensional grids. 
Moving animals may respond to particular environmental cues, for example, tuna 
appear to move so as to remain in waters of particular temperatures (Block et al. , 
1998). Observed tracks of moving animals may contain cues that would allow inves-
tigators to infer which environmental variables are possible covariates of movement 
behaviour, and which are not. 
One way of inferring whether an environmental variable is a determinant, or at 
least a correlate, of movement behaviour, is to overlay observed tracks on a map of 
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environmental information and to see, by eye, whether there seems to be any corre-
spondence. Most investigations will at least begin with an informal investigation of 
this sort, but scientific enquiry requires more rigorous, formal statistical testing of 
hypotheses. Therefore, a statistical method is required that can relate two very dif-
ferent sorts of information: tracks, and maps of environmental covariate information. 
Of course, moving animals will not only respond to observed and observable fea-
tures of their environment, they will also respond to features that investigators have 
not observed, such as the presence of prey animals or conspecifics, and they will 
respond to internal motivations such as a desire to move to a spawning area during 
a breeding season. Some of these behaviours might be included, implicitly, in a 
model of movement behaviour, as random noise. More persistent behaviours, such 
as migration, will also have to be accounted for. The statistical model for movement 
behaviour would therefore also need to incorporate behaviours that do not relate to 
observed covariate information, such as migrations or movements towards spawning 
grounds. 
It is envisioned that investigators wishing to use track data to make inferences about 
the motivations for movement behaviour will form competing hypotheses. Some of 
these will relate to covariate information, others will identify areas towards, or away 
from, which the animal is thought to move at particular times. The same covariate 
information may be used, in different ways, by competing hypotheses that predict 
different responses. For example, it may be thought that a particular animal uses 
the earth's magnetic field as a navigational aid. It may do this naively, moving 'up-
stream' through the magnetic field until it finds an area that matches the magnetic 
properties of the location towards which it wishes to move, or it may have a memory 
of the irregularities in the field between its starting point and target location and 
may correct for these. It is also recognized that different hypotheses regarding the 
motivations of a moving animal may lead, indistinguishably, to similar theorized 
behaviour. For example, a marine animal moving along the east coast of Australia 
could be following a line of bathymetry, could be using the sounds of coastal waves to 
remain a particular distance from the coast, or could be maintaining an orientation 
with respect to the earth's main magnetic field. These factors appear to be almost 
perfectly correlated in this region, so that these three hypotheses are unlikely to be 
distinguishable using track data. 
More than one of the behaviours discussed above could occur simultaneously - an 
aquatic animal may undertake a migration, navigating using the earth's magnetic 
field, and may respond to preferred water temperatures encountered on the way by 
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slowing down, perhaps to feed. 
1.3 Modelling framework 
Combined with present computing power, remotely sensed information gives re-
searchers the opportunity to investigate which of the measured variables of the 
environment through which an animal moves, appear to affect its movement be-
haviour. 
A numerical model capable of combining track data with hypotheses regarding be-
haviour (which may use covariate information) must couple very different types of 
information: tracks, maps of covariate data, and pure theory. In addition, the model 
must be robust to responses to unobserved factors for which no specific theory is 
available, such as responses to other, untagged, animals. Movement behaviour is 
likely to be highly complex and individuals are unlikely to all behave in the same 
manner. Theoretical models can therefore be expected to be significantly in error, so 
that process errors should be modelled. Observation errors should also be modelled; 
track locations, even when collected using GPS enabled satellite tags, are imprecise. 
These observation errors must be unequal in latitude and longitude. Such a model 
must also be able to account for the irregular time steps typical of non-archival 
tracking data. In addition, it would be useful to have the facility to estimate latent 
(unobserved) locations. Long delays can occur between subsequent observed loca-
tions and, because the assumption is usually made that animals move in a straight 
line between observed locations, this can sometimes result in unrealistic behaviour. 
For example, an aquatic animal may return a location estimate from one side of an 
island or spit, and its next location from the opposite side, so that a straight-line 
interpolation would indicate that it had crossed the land barrier. Even without 
an intervening barrier, the hypothesis of movement behaviour implemented by the 
model might predict a more complicated path between two distant points than that 
given by a straight line. For these reasons, it would be desirable to have the ability 
to include latent locations in a model of movement behaviour. 
State space models (SSMs) provide a promising framework for overcoming these 
difficulties (Patterson et al. , 2007; Hilborn, 1990; Newman, 1998, 2000). SSMs rep-
resent a system as a time series of unobserved states (such as the true location of a 
moving animal), and a separate, but related, set of observations of these states. This 
structure allows estimation of errors in both the observations, and in the process 
that gives rise to the unobserved states (process errors) (Harvey, 1990). The SSM 
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will model the track as a time series, therefore taking account of its inherent serial 
correlation. Each track would be modelled individually, therefore, data from a large 
number of individuals are not required. However, tracks from several individuals 
can be combined in a hierarchical framework (Jansen et al. , 2003; Newman, 2000; 
Newman & Lindley, 2006). Sibert et al. (2003) and Jansen et al. (2006) have 
shown that the unusual error structure of satellite tracking data can be accommo-
dated within an SSM framework. 
Some challenges remain. SSMs represent time in a discrete fashion, giving the state 
of a system at a series of equally spaced points in time. Satellite tracking provides 
data that are irregular as it relies on the animal surfacing and the tracker signalling 
an overhead satellite. Others have applied SSMs to satellite tracking data by 'regu-
larising' the data through calculation of some form of weighted average (Flemming 
et al. , 2006), by assuming that all observations occurring within a time step were 
taken at the same time (Jansen et al. , 2006), or by interpolation (Tremblay et al. , 
2006). Jansen et al. (2005) represent irregular time steps in the model itself through 
the observation equation. Their observations of location are time-weighted averages 
of an underlying regularly-timed series of unobserved locations (the state variables). 
As an alternative, this thesis presents an SSM framework in which locations are ir-
regularly spaced in time, and the duration of each time step is accounted for within 
the model's state equation. 
Published movement models applied to tracking data typically include only a single 
potential covariate for movement, if any. Jansen et al. (2003) made the variance of 
the process errors a function of sea surface temperature (SST) so that turtles slowed 
when they entered warmer water. Behaviour, not mediated by a covariate, has been 
included as a tendency to drift in a particular direction (Jansen et al. , 2005, 2006), 
as switching between alternative parameter sets (Jansen et al. , 2005; Morales et al. , 
2004), or as deviation from a pre-specified route (Flemming et al. , 2006). However, 
behaviour is likely to result from a combination of all of these factors operating at 
once, and perhaps a need to follow a navigational route as defined, for example, by 
landmarks, the earth's magnetic field or star patterns. 
This thesis presents a method of representing movement behaviour as one or more 
advection fields that push the moving animal in particular directions. Separate 
models (co-models) use observed covariate information and theories on how and 
when animals choose to move, to generate 2-dimensional sets of advection forces. 
These advections represent the direction in which the theory, possibly coupled with 
observations of the environment, indicates that the animal will move. Any num-
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ber of advection fields can be incorporated into the model - the overall direction of 
movement is given by a weighted, linear combination of advection forces. 
The influence of the environment on the movements of the animal causes future loca-
tions to be dependent on past locations (and the state of the environment at the past 
locations) so that the problem becomes highly nonlinear. In the past, the usefulness 
of SSMs has been limited by difficulties in inference for nonlinear, and non-Gaussian, 
forms of this model. Now Markov chain Monte Carlo (MCMC) methodology and 
current computing power offer release from these constraints (Buckland et al. , 2004; 
Newman & Lindley, 2006; Thomas et al. , 2005; Jansen et al. , 2003, 2005, 2006) 
although some challenges remain and this is an area of active research (Buckland 
et al. , 2004; Newman & Lindley, 2006). A great advance has been provided by the 
WinBUGs software (Spiegelhalter et al. , 2004), which allows users to specify even 
quite complicated models, making inference about their parameters using MCMC 
methodology. This software has been used to implement SSMs in population dy-
namics (Meyer & Millar, 1999b) and movement contexts (Rivot et al. , 2004; Jansen 
et al. , 2006; Morales et al. , 2004; Thompson et al. , 2005). However, this software, 
currently, does not allow the incorporation of potentially large datasets of covariate 
information, or the additional coding required to represent complex movement be-
haviours. Buckland et al. (2004), Newman & Lindley (2006), and Thomas et al. 
(2005), in companion papers, describe a method of inference for SSMs using Se-
quential Importance Sampling (Liu & Chen, 1998; Liu, 2004). However, a serious 
drawback of this method is 'particle depletion', which leads to overestimation of 
high density regions of the posterior and underestimation of low density regions. 
One of the authors' proposed solutions to the problem is to use MCMC. This thesis 
presents an SSM model implemented in the R statistical software (R Development 
Core Team, 2007) that uses MCMC methodology for statistical inference. 
Moving animals have been observed to show inertia, a tendency for consistency 
of direction (Roberts et al. , 2004; Guilford et al. , 2004; Bartumeus et al. , 2005), 
and this too must be incorporated into realistic models of movement. Inertia can 
be imposed on the direction of motion by adding an additional layer to the state 
equation, making it a structural time series. 
Movement models typically assume that animals travel in straight lines between 
observations (e.g. Jansen et al. , 2006; Kareiva & Shigesada, 1983; Sibert et al. , 
2003). This assumption can cause difficulties, such as when an obstacle (such as 
a landmass in the case of an aquatic animal) intervenes and when, as often hap-
pens for aquatic animals that do not need to surface to breathe, long delays occur 
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between observations of location. The model presented in this thesis is capable of 
estimating latent locations so that a probabilistic estimation of actual location, even 
at unobserved times, is obtained. 
Behaviour may change seasonally, or with maturity. In this thesis, this is mod-
elled by allowing the coefficients for the advection fields to be functions of time. In 
addition, the changes in these coefficients can be correlated, so that as one grows 
in importance, another diminishes. For example, the end of a breeding season can 
be represented by the combination of an advection field for movement away from 
a breeding ground, with another for movement towards it. A negative correlation 
between these coefficients will allow movement away from the breeding ground to 
strengthen over time while that for movement towards it weakens. Thus, by the end 
of the breeding season, the net direction of movement would have reversed. 
A common problem of movement models that do not explicitly model navigation, is 
a tendency for simulated animals to become trapped in semi-enclosed parts of the 
landscape and, conversely, to step across barriers narrower than their step length. If 
navigation is under investigation, then the advection field that is generated by a co-
model implementing a navigational method, might steer the moving animal around 
obstacles. For example, an animal that navigates by following a line of bathymetry 
will not approach shallow bays in which it might become trapped, and would not 
approach narrow peninsulas closely enough to step across them. However, if the 
navigational method does not incorporate a means of avoiding obstacles, or if navi-
gation is not explicitly of interest, then some other means is required to avoid this 
problem. This commonly encountered problem has not been given much attention 
in the literature. This is presumably because studies of movement behaviour that 
are concerned with where animals choose to move and which covariates trigger their 
movements, are not focussed on navigation - how animals get where they are going. 
Entrapment may appear to be a modelling artefact. This thesis draws attention to 
the impm:tance of this problem and suggests a method whereby Lap.lace's equation 
for diffusion may be used to generate an advection field that flows, and guides the 
moving animal, around obstacles. This does not entirely solve the problem of step-
ping across narrow barriers but it is hoped that this work will at least encourage 
explicit recognition of the problem and encourage debate that may lead to other 
solutions. 
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1.4 Hypothesis selection 
The fourth, and final, aspect necessary for inference about movement behaviour, 
is a means of measuring the support given by an observed track to a model that 
represents a hypothesis concerning movement behaviour. It is unlikely that any 
model of movement behaviour will closely resemble the real, complex, behaviour 
of the tracked animal - in particular, responses to unobserved covariates cannot be 
modelled, some behaviours may be very complex, and some cues may be very local. 
Therefore, point estimates of the parameter values of the movement model may 
not always be of great interest. Bayesian methods, which provide marginal prob-
ability distributions for parameter values, seem more appropriate. It is expected 
that the model will be used to discriminate between broadly different hypotheses of 
behaviour. The Bayes factor is used to provide a measure of support given by the 
track data to alternative hypotheses of behaviour, each represented by a movement 
SSM that uses a particular set of advection fields that were generated by co-models 
of theorized behaviour. 
1. 5 Thesis structure 
Chapter 2 reviews the literature on methods of collection of track data, and methods 
of quantitative analysis of movement with emphasis on state space methods, and 
places the work presented in this thesis within that context. 
Chapter 3 describes an SSM framework for modelling a track whose sequence of lo-
cation observations may be irregularly-timed. The model framework includes both 
observation and process errors, and allows for inertia and for unobserved (latent) lo-
~ations. Movement behaviour is represented by advection ~elds that are calculated 
by co-models, external to the main movement model. This allows great flexibility 
and for the representation of a wide range of behaviour types as well as the use of 
datasets of potential covariates for movement. Examples are given of the ways in 
which behaviour might be represented as advection fields, and simulation tests are 
presented to illustrate the properties of the model. The MCMC method used to 
estimate the posterior distribution of the model is described. 
Chapter 4 extends the state equation of the SSM model to allow behaviour to 
change with time. Simulations are presented that explore the accuracy of param-
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eter inference in scenarios in which one behaviour diminishes in importance over 
time while another, correspondingly, increases in importance. 
Chapter 5 describes the Bayes factor and several methods for approximating the 
marginal likelihood, a difficult integral which is required for calculating the Bayes 
factor. This chapter shows that, in simulation, model comparison measures can 
select the movement behaviour that was used to generate the data, over a similar 
candidate behaviour. The deviance information criterion (DIC) is a more robust 
measure, in this regard, than the Bayes factor, which is sensitive to the choice of 
prior. 
Chapter 6 shows that the harmonic mean estimator of the marginal likelihood (the 
normalising constant for the posterior) provides estimates that are insufficiently ac-
curate for practical model comparison. This finding is in contrast with advice given 
in the literature. A manuscript based on this chapter has been accepted for publi-
cation by the Australian and New Zealand Journal of Statistics. 
Chapter 7 demonstrates that Laplace's equation can be used to generate an ad-
vection field that will guide moving individuals around obstacles and semi-enclosed 
areas such as bays. Use of the heat equation presents a solution to, and highlights 
a common problem experienced by, those modelling moving individuals. 
Chapter 8 validates the modelling techniques presented in thesis by an application 
of the movement modelling and model comparison framework to observed tracks 
of white sharks in South Australian waters. It was shown that the hypothesis that 
white sharks navigate by following a line of bathymetry is not supported by the data. 
A general discussion of the work presented in this thesis appears in the final chapter, 
Chapter 9, where avenues for future work are discussed. 
Appendix 10 lists the symbols used in Chapters 3 and 4, together with a short 
description, and their dimensionality. 
The MCMC method (a variant of Gibbs sampling) used in this thesis requires 
the calculation of conditional distributions. Appendix 11 describes the general 
methodology used to calculate these from the posterior distribution, and subse-
quent appendices present specific calculations for a gamma conditional (Appendix 
12), a multivariate normal conditional (Appendix 13), and a Wishart conditional 
(Appendix 14) distribution. All of these calculations pertain to the conditional dis-
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tributions used in Chapter 4, however those used in Chapter 3 were derived using 
the same methodology. Each appendix presents the most complex example, for the 
relevant distribution, of the conditional calculations performed as part of this work. 
The other conditionals presented in Chapters 3 and 4 can therefore be regarded as 
subsets of the calculations presented. 
The simulation presented in Chapter 6, to illustrate that the harmonic mean es-
timator of the marginal likelihood is inadequate for practical model comparison, is 
an extremely simple one that can be implemented in the R programming language 
(R Development Core Team, 2007) in a few lines. This code is given in Appendix 
15. 
CHAPTER 2 
Literature review: Quantitative 
analysis of track data with emphasis on 
state space models 
2 .1 Abstract 
This chapter provides definitions for terms used throughout the thesis, and gives an 
overview of relevant parts of the literature. Track data have been collected by direct 
observation, through use of acoustic and radio tags, using archival tags and, most 
recently, using GPS-enabled tags that transmit position information to satellites. 
Datasets of track information are accumulating around the world and empirical 
methods are needed that can be used, together with track data, to make inference 
about animal movement behaviour. 
The use of track data presents a number of challenges. The sequence of locations 
that constitute a track is highly autocorrelated. Both observation and process error 
are likely to be substantial and fjhould be modelled separately because information 
is often available on the structure of observation error. Location fixes occur when 
the investigator is close to the animal (for radio-tracking) or when the tag is able to 
communicate with overhead satellites (for GPS tags) so that time steps are typically 
unequal. Large gaps can occur between location estimates, particularly in the case 
of marine animals which may spend long periods submerged. 
A model capable of making inference about movement behaviour would need to be 
flexible enough to model a wide variety of theorized, possibly complex behaviours. 
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It is necessary to calculate some measure of the support given by the data to com-
peting theories of animal movement behaviour. 
Quantitative methods applied to track data and to tag-recapture data include a vari-
ety of empirical (mostly descriptive) methods, random walk and advection-diffusion 
models, bulk transfer processes and individual-based models. A promising area for 
modelling the highly autocorrelated tracks is time series modelling and, in particu-
lar, state space models (SSMs). 
SSMs account for the autocorrelation in the track, they model observation and 
process error separately, and their ability to use structural time series gives the 
model builder great flexibility in the behaviours that can be incorporated into the 
model. Historically, the use of SSMs has been limited by difficulties in inference. 
Great advances in numerical integration using the powerful Monte Carlo methods 
have offered a solution to this problem, encouraging the use of SSMs in a wide 
range of fields. Examples are given from the field of wildlife population modelling 
and animal movement modelling. Solutions for challenges regarding inference for 
SSMs are still being found and this thesis attempts to contribute to that field. A 
Bayesian framework facilitates the estimation of a posterior probability distribution 
for the location of the animal throughout the tracking period, rather than yielding 
a single, optimal, track. 
The preferred method of model comparison for Bayesian models is the Bayes factor, 
which involves a difficult integral that can be estimated using a number of tech-
niques. Simpler, but possibly less accurate methods are available but of these, the 
most suitable for application to SSMs is the deviance information criterion DIC. 
2.2 Introduction 
Observations of animal movements can be divided into spotting and tracking. Spot-
ting involves noting the presence of animals at particular locations at particular 
times without following them as they move. For example, it might be noted that 
swallows are present in the southern hemisphere only during the austral summer 
and in the northern hemisphere only during the boreal summer. The resulting hy-
pothesis that swallows migrate between hemispheres at the end of summer could 
be tested by a more sophisticated method of spotting: marking individual birds 
and recapturing them, repeatedly, in different hemispheres. Such mark-recapture 
techniques depend on an ability to recognize individual animals or groups, either 
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through existing natural markings such as the pattern of scars on the skins of sharks 
(Bonfil et al. , 2005) and whales (Graham & Roberts, 2007), or through application 
of artificial marks such as tattooing, branding, clipping, and tagging (Turchin, 1998). 
Spotting methods are useful for inferring movements such as migration and dis-
persal, where an individual remains in one location for some time, and then moves, 
relatively rapidly, to another location where it again resides. However, spotting 
methods are unlikely to provide insight into day-to-day movements, such as for-
aging or perhaps mating behaviours. These are likely to result from a mixture of 
internal motivations, such as hunger and a desire to return to a feeding area that 
has yielded success in the past, and responses to external factors such as stumbling 
across a favourable feeding area, or preferring particular habitat types, a motiva-
tion attributed to tuna (Block et al. , 1998). Cues for such day-to-day movements 
may instead be inferred from the results of tracking techniques. Here, animals are 
followed as they move, either physically or electronically, and their location is mea-
sured with sufficient frequency to yield a track, which is defined in this thesis as an 
autocorrelated set of sequential timed locations. 
A track might consist of movements occurring at three scales. First, small move-
ments, or darts, will occur on a scale similar to that of the track's observation errors. 
Although these will doubtless have some cause, even if it is a purely neurological 
one (Turchin, 1998), the presence of observation errors will render such small-scale 
movements prohibitively difficult to study. Second, the track will reveal medium-
scale day-to-day movements such as foraging. Third, the track may capture part of 
a large-scale movement, such as a migration, that occurs at a scale larger than the 
track itself. Tracks therefore lend themselves best to the study of the medium-scale, 
day-to-day movements that occur at a scale greater than that of observation errors 
but smaller than the scale of the track itself. Nevertheless, any highly directed 
large-scale movement that might be occurring during the tracking period would 
have to be explicitly accounted for in a model of movement behaviour, pr:obably as 
a preference for movement in a particular direction. From the point of view of an 
investigator attempting to uncover the causes of medium-scale, day-to-day move-
ments the smaller-scale movements can be regarded as random noise. 
Spotting methods have been available for a long time so that migratory movements 
are relatively well understood and mathematical methods for simulating them have 
had time to develop (e.g. Sibert & Fournier, 1994; Sibert et al. , 1996, 1999). Track-
ing by direct observation has long been available for insects because the space in 
which they move is sufficiently small to allow observation by a stationary camera, 
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or to allow a human to follow without risk of being left behind. Insect movements 
seem to be well described by correlated random walks (Kareiva & Shigesada, 1983) 
or by purely random walks and therefore by their continuous analogue, the diffusion 
model (Turchin, 1998). 
Tracking of larger, and therefore more widely ranging and faster moving, animals 
is dependent on more sophisticated technology. Radio and ultrasound equipment 
has allowed investigators to follow tagged animals, either on foot or from a vehicle 
or vessel, but the need for the presence of an investigator may alter the behaviour 
of the animal and limits the duration of tracking. Since the 1970s, tags have been 
available that obtain and transmit accurate position data using satellites so that 
tagged animals can be tracked remotely for a period of time that is limited only 
by battery life. Satellite remote sensing also yields datasets of variables such as sea 
surface temperature and terrestrial vegetation type that may be determinants of 
movement - at least those movements occurring at the medium-scale. In addition 
to providing covariate information for inference using tracks observed in the past, 
remotely sensed information has been used in the development of three-dimensional 
computer models of ocean and weather conditions from which forecasts are available 
for these potential movement determinants (e.g. Oke et al. , 2005; Brassington et al. 
, 2007). With all of this information, better understanding and prediction of the 
movements of animals should be possible. However, much of this data is relatively 
new and the techniques required for coupling the highly autocorrelated, individual-
istic, tracks of single animals with maps of environmental conditions and theories 
about how animals might be behaving, are still in early stages of development. 
The purpose of this chapter is to review animal tracking methodologies and pub-
lished quantitative analyses of tracking data. The chapter begins by defining some 
of the terms that will be used throughout the thesis, then outlines tracking technolo-
gies, and finally discusses the types of quantitative analysis that have been applied 
to tracking data. The argument is made that state space models (SSMs) offer par-
ticular promise for modelling movement behaviour (Jonsen et al. , 2005; Patterson 
et al. , 2007), and this framework is therefore given greatest attention in the re-
view. A brief outline is provided of the rather confusing nomenclature of SSMs, 
along with details of the SSM framework, and a discussion of practical application 
of SSMs, which includes their troublesome inference, published applications of SSMs 
to movement modelling, and hierarchical SSMs. Finally, a discussion is presented 
on methods of model comparison with emphasis on those applicable to SSMs. This 
work has an aquatic and, in particular, a marine focus but the computations pre-
sented in this thesis are equally applicable to the movements of terrestrial animals. 
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Terrestrial references are also given, where possible. 
2.2.1 Definitions 
The term track is used in this thesis to mean a sequence of observed positions 
of a moving individual, with these observations sufficiently close in time for the 
sequence to be autocorrelated. Path indicates the true positions of the moving indi-
vidual. The (true) path differs from the (observed) track due to observation errors. 
Tag-recapture data are not considered to constitute a track because recaptures are 
typically made sufficiently far apart in time for locations to be uncorrelated. These 
data tend, rather, to be correlated with the location of the person or instrument 
that observes the presence of the animal. 
The term moving is used in this thesis to indicate all forms of travel including 
migration, dispersal, foraging and small seemingly random movements. Unlike the 
work of Turchin (1998), this thesis does not distinguish between forms of movement 
because the modelling framework presented in later chapters encompasses move-
ment at all scales. 
The term movement behaviour is used to indicate changes of location by an in-
dividual in response to external and internal cues. External cues are aspects of 
an individual's environment such as temperature, habitat type and ocean currents. 
Internal cues are motivations such as a desire to move towards a known feeding 
or pupping ground. Social behaviours, such as attraction to, or avoidance of, other 
individuals is not something explicitly considered in this work. The modelling frame-
work presented here has been developed for application to a single observed track; 
however, it could be extended to a hierarchical form so that several tracks could 
be considered. In this form, interactions between tagged animals might conceivably 
be examined. The response of a tagged animal to an another, untagged, animal, 
cannot be inferred without supplementary information regarding the presence of the 
untagged animal. 
The term covariate is used in this thesis to indicate any measurable (usually en-
vironmental) quantity that may be a determinant of movement behaviour or may, 
at least, show correlation with movement behaviour. It is understood that such 
correlation may not be indicative of a causal relationship. 
A random walk is a simple model that describes movement as a series of steps, 
each drawn from a probability distribution. The successive steps of a purely ran-
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dom walk are independent, whereas those of a correlated random walk are correlated 
with one another (Turchin, 1998). For example, Brownian motion is a particular 
form of purely random walk in which each step is drawn from a normal distribution 
(Chakravarti, 2004). A Brownian motion in 2-dimensional space uses a bivariate 
normal distribution. When step lengths are drawn from a Levy distribution the 
result is another type of purely random walk called a Levy flight (Klafter et al. , 
1996; Shlesinger, 2001; Chakravarti, 2004). When the Levy distribution is used to 
describe the velocity of steps, rather than their length, the result is called a Levy 
walk. Correlated random walks occur when the distance or direction of the previ-
ous step affect those of the next. Animals often display directional persistence, or 
inertia, so that purely random walks may not be appropriate descriptors of animal 
movement (Bartumeus et al. , 2005). 
Objects following any of these forms of random walk are described as walkers. 
2.3 Collecting track data 
Track data may be collected by a variety of methods. 
2.3.1 Direct observation 
Quantitative analyses typically require large volumes of data; something that has 
not historically been available in the field of animal movement behaviour because, 
prior to the invention of satellite tracking devices, this data typically had to be col-
lected by the labour intensive means of following the animal. An exception to this 
are observations on insects (Turchin, 1998) whose movement behaviour has been 
relatively well studied, presumably because they are relatively easy to follow. Many 
insects are large enough to see while small enough to move without severe restriction 
within the confines of a room. Those studied within a laboratory setting, where the 
area in which they can move is bounded, can be followed using a camera (Jeanson 
et al. , 2003; Wiktorsson et al. , 2004). Many of the more mobile insects, such as 
butterflies, are nevertheless slow enough to be followed on foot (Root & Kareiva, 
1984). Insect populations are typically numerous, therefore lending themselves to 
mark-recapture studies, which, while not yielding track information, can be used to 
infer large-scale migrations. 
2.3. COLLECTING TRACK DATA 19 
2.3.2 Aquatic acoustic listening stations 
Passive acoustic listening stations are placed, stationary, in aquatic areas, often in 
arrays. They are capable of detecting the passage of appropriately tagged animals 
within a range of 600 to 800m (Heupel et al. , 2006). Although it is possible to use 
arrays of at least two listening stations to assess the location of a tagged animal by 
triangulation and therefore to track it, such tracks are typically small-scale due to 
the range limitation of this method. A large number of listening stations would be 
required to broaden the scale. Nevertheless, this method can be of use for smaller 
animals such as rock lobster (Ftusher et al. , 2003). A similar method, which has 
a longer detection range, has been applied off the coast of Alaska where an array 
of hydrophones records the vocalizations of migrating bowhead whales (Clark & 
Ellison, 2000). 
2.3.3 Radio and acoustic tracking 
Radio-tracking devices allow investigators to use hand-held, or vehicle mounted re-
ceivers to follow animals to which they have attached a radio transmitter (White 
& Garrott, 2006; Kenward, 2001; Mech & Barber, 2002). Acoustic (ultrasound) 
transmitters have been used for following marine animals (Sundstrom et al. , 2001; 
Strong et al. , 1992, 1996; Goldman & Anderson, 1999) but for brevity the term 
'radio' is used, here, inclusively. By this means, free-ranging animals can be tracked 
provided they are large enough to carry the device, and provided the investigator 
is able to follow. Radio devices have been attached to birds as small as grouse 
(Boag, 1972), and herring gulls (Amlaner et al. , 1979), and to mammals as small 
as lemmings (Brooks & Banks, 1971) and voles (Leuze, 1980). For larger animals, 
the limitation is not the animal's ability to carry the transmitter but rather the 
investigator's ability to follow. Strong et al. (1992, 1996) required a small vessel to 
follow nine ultrasonically tagged white. sharks for periods of up to 28 hours. Animals 
that undertake large migrations can only be followed for a small part of their route 
and flying animals are particularly difficult to follow. 
Tagged animals can be tracked by triangulation, from two stationary elevated plat-
forms (White & Garrott, 2006). While this does away with the need to physically 
follow the animal, it limits the tracking area to the range of the radio receiver. 
Quantitative analyses of radio-tracking data have concentrated on methods for 
home range estimation (Voight & Tinline, 1980; Larkin & Halkin, 1994; Lawson 
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& Rodgers, 1997), identification of preferred habitat, and estimation of population 
size and survival rates (White & Garrott, 2006; Becker, 1991). 
Radio-tracking allows tracking of animals that are more wide-ranging than insects 
but, like direct observation, is labour intensive. It is limited to animals that can 
be physically followed, or that do not wander out of range. Models of movement 
behaviour that make use of track data will typically assume that the track is rep-
resentative of natural movements, unaffected by observation. This is unlikely to be 
true of radio-tracked animals that have been physically followed by investigators 
who are close enough to detect the signals from their tags. 
2.3.4 Archival tags and Satellite trackers 
Archival tags are microprocessors, attached to animals, that regularly record and 
time stamp certain features of the environment such as light intensity and water tem-
perature (Horning & Hill, 2005). Less sophisticated archival tags are not satellite 
enabled, they have to be retrieved before their stored information can be down-
loaded. However, newer archival tags detach themselves after a pre-programmed 
period of time and float to the surface of the ocean where they transmit their stored 
information via satellite (Block et al. , 1998). Those that self-detach and transmit 
to satellite are called pop-off Archival Transponding Tags (PAT). Daily location can 
be inferred from the light level data by noting the timing of sunrise and sunset. 
These tags are deployed on aquatic animals that seldom, or never, surface because 
satellite links cannot be established during underwater transit. 
Terrestrial animals, and aquatic animals that frequently surface, permit the use 
of attached devices that frequently transmit radio signals carrying location informa-
tion to overhead satellite networks, such as Argos (Priede & French, 1991). Satellite 
tracking of animals using these Platform Terminal Transmitters (PTTs), or GPS 
(Global Positioning System) tags, was first reported in the early 1970s (Beuchner 
et al. , 1971). Initially bulky, the earliest satellite trackers could only be deployed 
on large animals such as bears (Craighead et al. , 1971; Lentfer & DeMaster, 1982). 
By the mid-1980s trackers had become smaller and the first seabird study became 
possible (Parmalee et al. , 1985). Now GPS trackers can be attached to animals at 
least as small as pigeons (Guilford et al., 2004). The duration of the tracking period 
is limited only by the battery life and durability of the transmitter; investigators 
can follow animals from their office computer, and the behaviour of tracked animals 
is influenced only by the trauma of capture and the presence of the transmitter, 
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not by the presence of a radio-receiver bearing human following along behind them. 
Location is estimated using GPS, usually with greater accuracy than that inferred 
from the light data collected by archival tags. Satellite tracking is a much less labour 
intensive, and less invasive, method of tracking animals than its predecessors. While 
the presence of the tag, or the trauma of capture and release, may alter the behaviour 
of the tracked animal, this problem is inherent in all other tagging methods except 
for the non-invasive practice of recognising individuals using natural markings, and 
even then an observer is usually present. Satellite tags are expensive, however, and 
their batteries typically last for only weeks or months so that conventional tagging 
is still preferable for investigations that do not require accurate, frequent, position 
fixes. 
Datasets of tracking information for medium and larger terrestrial and marine ani-
mals are accumulating around the world. Between 1995 and 2005 a five-fold increase 
was recorded in the number of animals tracked by the Argos system (Coyne & God-
ley, 2005). These animals are unlikely to move in the instinctive, programmed, way 
typical of insects so that the models developed for insects are likely to be inappro-
priate for application to satellite-tracked individuals. 
Not only have satellites advanced our animal tracking ability, they have also al-
lowed the measurement of environmental variables (to which moving animals may 
be responding) on a global scale. For example, the MODIS system (Shutler et al. 
, 2005) measures sea-surface temperature and colour (a proxy for phytoplankton 
and hence productivity) (Campbell, 2006; Ryerson, 1998) for the oceans as well as 
monitoring the land. These data have not previously been available so that new 
methods must be developed for incorporating such map-based data into ecological 
models. 
The sophistication of data collection technology has outpaced that of analytical 
methodology - new methods are needed. 
2.4 Quantitative methods 
2.4.1 Empirical methods 
Empirical approaches to movement analysis are those that yield generalizations 
about movement behaviour through calculation of summary statistics from track 
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data (Austin et al. , 2004). For example, track data have been used to calculate the 
statistical properties of individual steps (e.g. Coughlin et al. , 1992; Lowry et al. 
, 2001) - properties such as the distances moved (step lengths) and directions or 
turning angles between successive observed locations. 
Empirical studies are often focused on understanding search strategy by examin-
ing the efficacy of different kinds of walk for finding scattered targets such as food 
plants (Bartumeus et al. , 2005). Zollner & Lima (1999) found that correlated 
random walks are better than purely random walks as search strategies for finding 
habitat patches in a fragmented landscape. Levy flights have been shown to provide 
an optimal search strategy for locating sparsely distributed targets (Viswanathan 
et al. , 1999; Bartumeus et al. , 2005). Bertrand & Atiquipa (2005) showed that 
the movements of anchovy fishers, searching for schools, followed a levy flight whose 
characteristics were correlated with the degree of clustering of their target fish. 
Levy mediated walks have been found in the tracks of diverse animal species, in-
cluding soil amoebas (Levandowsky et al. , 1997), fruit flies (Cole, 1995), albatross 
(Viswanathan et al. , 1996), jackals (Atkinson et al. , 2002), and elephants (Xiaohua 
et al. , 2007). 
Investigators wishing to assess the directedness of a walker have used the concept 
of fractal dimension (e.g. Fritz et al. , 2003). A fractal is "a rough or fragmented 
geometric shape that can be subdivided in parts, each of which is (at least approx-
imately) a reduced-size copy of the whole" (Mandelbrot, 1983). This property is 
termed scale independence. The fractal dimension is a measure of the ability of the 
fractal to fill space. A straight line has a fractal dimension of 1 (taken to be the most 
directed form of walk), whereas a purely random (undirected) walk has a fractal di-
mension equal to its spatial dimension (such as 2 or 3). Turchin (1996) criticizes this 
method on the basis that animal tracks are usually better described by a correlated 
random walk, not a purely random walk, so that the underlying assumption of scale 
independence is violated and fractal methods cannot be meaningfully applied. Ben-
hamou (2004) agreed and suggested a sinuosity index for application to search paths. 
Kareiva & Shigesada (1983) present a method for testing whether individuals are 
moving according to a correlated random walk, using frequency distributions of 
observed step lengths and turning angles as well as observed net squared displace-
ment. They derived a general model for a correlated random walk, which yields an 
expected net squared displacement as a function of the number of steps taken. In-
vestigators use their observed tracking data to form frequency distributions of step 
lengths and turning angles from which the method predicts expected net squared 
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displacements for their study population. Sufficient deviation of the observed net 
squared displacement from this expectation indicates that the study organisms are 
moving according to a process other than a correlated random walk. Although this 
work has been widely applied to insects (e.g. Root & Kareiva, 1984) as originally in-
tended, it has more general applicability, for example it has been applied to caribou 
(Bergman et al. , 2000), seals (Austin et al. , 2004), and elephant herds (Xiaohua 
et al. , 2007). Barrett & Lowen (1998), building on the work of Waser (1976), have 
done similar work for random walks that include barriers. 
Track information has been used to define home range, the area or volume over 
which an animal or population normally travels in pursuit of its routine activities 
(Okubo & Levin, 2001). At its simplest, the home range is given by a polygon 
enclosing all available location estimates for an individual or a population (White 
& Garrott, 2006). A more useful concept than that of a bounded area of activity is 
the utilisation distribution introduced by Jennrich & Turner (1969), which gives the 
proportion of their time that an animal or group of animals spend within a region 
of space (Matthiopoulos, 2003). This idea results in a contoured map instead of a 
single polygon. This too can be estimated in a very direct, empirical way by plac-
ing a grid over the area of interest, interpolating the track between location fixes, 
and summing the number of tracks that cross each cell (McConnell et al. , 1999). 
Alternatively, kernel density methods may be used (Wood et al. , 2000; Worton, 
1989; Matthiopoulos, 2003). Here a form of density distribution (the kernel), such 
as a Gaussian, is selected, and each location is considered to be at the centre of a 
distribution of this form. A spread parameter, such as the variance in the case of a 
Gaussian kernel, must also be specified. The sum of all the overlapping distributions 
is taken to represent the utility distribution. More sophisticated kernel methods use 
environmental data to tune the spread parameters of the individual distributions 
(Worton, 1989; Matthiopoulos, 2003; De Bie & Cristianini, 2004; Muller et al. , 
2001). More so than home range, the concept of the utility distribution inherently 
incorporates aspects of animal behaviour. Therefore, where. home range methods 
tend to be very empirical, utility distributions are more often estimated using mod-
els that take account of environmental factors (such as habitat preference) that may 
influence the animal's choice of location. Indeed, habitat preference alone may be 
the focus of the study (Mauritzen et al. , 2003). 
Another area of research that may incorporate aspects of movement behaviour 
is that of location estimation. Track data collected through direct observation, 
radio-tracking, and satellite tracking give relatively precise estimates of location 
but archival tags do not give direct position estimates. Instead, their time-stamped 
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measures of ambient light are used to estimate the times of sunrise, sunset, and 
noon and consequently latitude and, with less precision, longitude, using a computer 
model. In addition to light, archival tags typically measure temperature and pres-
sure (a proxy for depth). The temperature measure can be used along with satellite 
remotely sensed ocean temperatures or model-derived temperatures at depth to fur-
ther refine these model estimated location estimates (Teo et al. , 2004; Royer et al. , 
2005). Sumner et al. (n.d.) used knowledge of elephant seal foraging behaviour and 
swimming speed to refine geolocation estimates for elephant seals foraging in the 
Antarctic. Their model provides probability distributions of likely location. Sibert 
et al. (2003) and Sibert et al. (2006) used a state space model to simultaneously 
estimate location, tag shedding position, and movement parameters from archival 
tag data for tunas. 
2.4.2 Random walks and advection-diffusion models 
A random walk model represents a path as a series of discrete steps between suc-
cessive locations. They may be parameterized either in terms of the successive 
locations, or in terms of the successive steps. In the first case, locations will be 
drawn from a distribution such as a normal or a Levy, and in the second, step 
lengths will be drawn from one distribution, such as a normal, and turning angles 
will be draw from another, such as a wrapped Cauchy or Weibull distribution (e.g. 
Morales et al. , 2004; Zollner & Lima, 1999). Many models of movement behaviour 
include some form of random walk component. 
The continuous limit of a pure random walk is a simple diffusion model (Okubo, 
1980), which is described using a differential equation. Non-random, directed move-
ment can be achieved by adding an advection term, yielding an advection-diffusion 
model (Sibert, 1984). Other aspects of behaviour, such as a tendency for individuals 
to aggregate, can also be added (Mullen, 1989) but these require more sophisticated 
systems of differential equations (see Okubo, 1980; Okubo & Levin, 2001) which are 
correspondingly more difficult to solve (Dalgaard & Larsen, 1990). These models 
have been widely used (Skellam, 1951; Beverton & Holt, 1957; Jones, 1976; Grun-
baum, 1999, 2000; Sibert et al. , 2003; Crittenden, 1994; Maury et al. , 2001; Maury 
& Gascuel, 1999; Sibert et al. , 1999) and can incorporate envirorunental data such 
as habitat type (Ovaskainen, 2004), but are difficult to work with and are not as 
easy to build in a modular way as are models that use difference rather than differen-
tial equations. The solution of the resulting system of partial differential equations 
quickly becomes algebraically intractable (Grunbaum, 2000), placing limitations on 
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the complexity of the behaviour that can be modelled in practice. 
Advection-diffusion models are of most value when modelling systems in which 
movement is most strongly influenced by passive drift, such as larvae moving in 
ocean currents (e.g. Kasai et al. , 1992; Walters et al. , 1992), rather than by active 
swimming. In fact, Yamamura et al. (2003) argues against using diffusion models 
on the grounds that random walk models achieve the same result but have more bi-
ologically meaningful parameters than the difficult to interpret diffusion coefficient. 
2.4.3 Bulk transfer process 
Models that simulate the path taken by a moving individual often use a random walk 
and may therefore be called a 'random walk model', or may go by some other name 
when the random walk forms only a minor part of the whole. Similarly, models that 
do not simulate the path but simply allow organisms to move between pre-defined 
areas (boxes), according to a matrix of transition probabilities, are said to use a 
bulk transfer process (Sibert & Fournier, 1994) or are called box models (Porch, 
1995). Confusingly, this is often termed a Markov process (Myers et al. , 1997) and 
the models that use them are called Markov process models (Matis et al. , 1992). 
Unfortunately, the term 'Markov process' could equally be applied to a random walk. 
If the population is modelled as a group, proportions of the whole will be redis-
tributed among areas at each time step according to the transition matrix. Alterna-
tively, if individuals are modelled, a random number will be drawn for each individ-
ual, at each time step, and the transition matrix will be used to decide whether, and 
where, each individual will move. While random walks are suitable for modelling 
track data, bulk transfer processes lend themselves to tag-recapture data. They are 
most appropriate when the focus of the investigation is on the movements between 
metapopulations (e.g. Matthiopoulos, 2005~. 
The continuous (in time but not space) analogue for this type of model is one 
in which a movement rate parameter replaces the probability of moving within a 
time step (Polacheck, 1990). 
2.4.4 IBMs 
At the other end of the spectrum from differential equation models are the individual-
or agent-based models, which are characterized by discrete variables, flexibility, and 
2.4. QUANTITATIVE METHODS 26 
ease of construction. Each individual in a population is modelled separately, and 
aspects of its life are modelled as events that occur with a particular probability. 
Random numbers are generated so that Bernoulli trials can be conducted for each 
process in the life of each individual. Movement may be modelled as a random walk, 
with probability distributions governing steps, or as a bulk transfer process, with 
a transition matrix giving the probability of moving from one area (or box) to any 
other (Myers et al. , 1997). 
IBMs are tremendously flexible and easy to construct so that almost any degree 
of realism can be attained (DeAngelis & Gross, 1992; Grimm, 1999; Werner et al. , 
2001; Bian, 2003). Several IBMs can be joined in an interacting hierarchy (Palmer, 
1992). Their flexibility and almost infinite capacity for complexity is both their 
strength and their downfall because a model that too closely replicates reality does 
not provide useful generalizations about the system being modelled (Grimm, 1999). 
It is not clear how to estimate the parameters of IBMs. Typically, comparison of 
IBM results and observations is by eye (e.g. Railsback, 2001; Wiktorsson et al. , 
2004; Ollason et al. , 1997), by comparing summary statistics (e.g. Haas et al. , 
2004) or uses a statistical goodness-of-fit test such as a Chi-squared (French et al. 
, 1989). None of these methods easily lends itself to the iterative process of model 
fitting whereby parameter values are selected to maximize the fit between model 
and data. The parameter values and probability distributions used by IBMs are 
usually derived directly from data, however, inference is usually forgone and these 
parameter values are held fixed (e.g. Broekhuizen et al. , 2003; Bartsch et al. , 2004; 
Railsback et al. , 2003). Inference for IBMs has been achieved using neural networks 
and the genetic algorithm (Huse et al. , 1999; Huse, 2001; Wang & McKenzie, 1999; 
Eiane & Parisi, 2001). However, this process somewhat negates the advantage of 
IBMs that they are easy to use, and the parameters of neural networks seldom have 
biological meaning. 
Given their realistic complexity, IBMs do offer promise as operating models, from 
which 'data' is simulated that may be used as 'observations' for simulation testing 
of other statistical models (Xiao, 2000). In addition to ecology, IBMs are used in 
the fields of computer simulation (for games), robotics (to control the movements 
of autonomous individuals) (Hostetler & Kearney, 2002; Wang & McKenzie, 1999), 
and have been used in modelling the stock market (Farmer, 2001). 
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2.4.5 Time series models and state space models 
A time series is a collection of observations made sequentially through time (Chat-
field, 2004). Time series models specifically account for the inherent autocorrelation 
in this sequence. Just as the advection-diffusion model can be seen as the continu-
ous analogue of a discrete random walk, so the continuous analogue of a time series 
model is the stochastic differential equation model (Harvey, 1990). The overlapping 
nature of all the models discussed here is evident in the fact that the simple advec-
tion model is a special case of the stochastic differential equation model (Preisler 
et al. , 2004). Again, the continuous model is more difficult to solve and less flexible 
to work with than the discrete time models (McDonald & Sandal, 1999). Neverthe-
less, stochastic differential equation models have been applied to animal track data 
(Brillinger et al. , 2002), which invariably have unequal time steps. 
Classical time series analysis concentrated on the modelling of stationary time series 
(those whose mean does not change over time), the autoregressive integrated moving 
average (ARJMA) models of Box & Jenkins (1976) being dominant. Non-stationary 
time series (whose mean exhibits a trend over time) can be made stationary by differ-
encing - this is the precept of the ARIMA models (Chatfield, 2004), however, differ-
encing does not always produce a stationary time series nor is stationarity always of 
interest. Non-stationary time series can be modelled using structural models, which 
decompose the time series into trend, seasonality and irregular variation (Chatfield, 
2004). This idea is developed further in the state space model (SSM) (Harvey, 
1990) - a flexible, general framework for modelling time series that can encompass 
most ARJMA models as special cases (Durbin & Koopman, 2001). Although tradi-
tional time series and state space models can be regarded as equivalent (Aoki, 1987), 
the emphasis of SSMs is on modelling trend rather than on reduction to stationarity. 
An attractive feature of state space models is their ability to estimate both process 
and observation errors, and to separately estimate the variances of each. Traditional · 
models incorporate only one source of error or, if two, require that one of these, or 
their ratio, be fixed. The state space framework is a flexible one, allowing realistic 
incorporation of behaviours and external variables that might influence behaviour. 
The very natural way in which SSMs allow for autocorrelation lends them to appli-
cation to track data. For these reasons, the state space modelling framework shows 
promise for modelling movement behaviour. It has been applied to the behaviour 
of fishing vessels (Dorn, 2001) and to satellite track data for moving animals (both 
real and simulated) (Jansen et al. , 2003, 2005, 2006; Flemming et al. , 2006; Sibert 
et al. , 2003) as well as to location estimation from archival tag data (Sibert et al. 
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, 2003; Sumner et al. , n.d.). Section 2.5 discusses the SSM framework in greater 
detail and shows how it has been adopted, and is still being developed, by natural 
resource modellers. 
2.4.6 Discrete states and hidden Markov models 
Models of behaviour sometimes recognize discrete behaviour states such as 'feed-
ing', 'travelling', and 'searching' and allow the parameters of the model governing 
behaviour to differ for each state. In this way Morales et al. (2004) modelled move-
ment behaviour as a set of random walks and Jansen et al. (2005) as a switching 
state space model. 
Both Morales et al. (2004) and Jansen et al. (2005) were interested in modelling 
the path of the moving animal but, in other cases, the focus of the investigation 
has been on identification of these discrete behavioural states (e.g. Franke et al. , 
2004, 2006). In such cases an appropriate modelling framework is a discrete time 
series model, in which the state variable takes on discrete values (MacDonald & 
Zucchini, 1997). Of these, the focus of this section will be on the hidden Markov 
model (HMM) (Rabiner, 1989), which has been used to model movement behaviour 
(Franke et al. , 2004, 2006). 
Just as bulk transfer models use a transition matrix to govern the probability of 
moving from one area into another, HMMs use a transition matrix to govern the 
probability that the state variable will switch between discrete states. 
Franke et al. (2004) present an HMM for caribou, which they applied to track data 
in the form of a sequence of step lengths and turning angles. They pre-specified the 
number of behavioural states (three) but made no assumptions about the parameter 
values for each state. The modelling process allocated each step to a behavioural 
state and estimated the transition matrix. This allowed the investigators to re-
examine the data and to speculate on the behaviours associated with the three 
states (they called them 'bedding', 'foraging' and 'relocating'). By applying the 
model to data from different individuals and comparing the results, they concluded 
that individuals used the same areas in different ways. By comparing the associ-
ations between states and the habitats in which those occurred, the authors were 
able to speculate on different habitat usages. 
Franke et al. (2006) used a similar HMM applied to wolf satellite tracks in the 
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form of step length, turning angle and travel rate to identify kill sites. They used 
either a 2-state or a 3-state model, both of which identified one state that repre-
sented feeding on a carcass. They were able to compare their model-predictions of 
kill sites with known kill-sites identified during twice-daily aerial surveys and found 
that the models correctly identified 74-77% of kill sites with those of the largest 
prey, caribou, most likely to be correctly identified because those carcasses took 
longest to consume. 
In companion papers Guilford et al. (2004) and Roberts et al. (2004) present an 
HMM for pigeon navigation applied to bird flight tracks in the form of a sequence 
of track complexity measures. They conclude that three distinct behavioural states 
exist. These correspond to high-complexity behaviour immediately following re-
lease when the birds are most disoriented; medium-complexity (medium entropy) 
behaviour during which birds do not alter their course unless reasonably sure of the 
direction to their loft; and low-complexity (high entropy) behaviour when birds are 
close enough to their loft to be sure of its position. 
Discrete state models provide insights into movement behaviour that could inform 
subsequent model-building of models that explicitly simulate movement paths. Al-
ternatively, state switching can be incorporated into state space models of movement 
behaviour (Morales et al. , 2004; Jonsen et al. , 2005; Fruhwirth-Schnatter, 2001; 
Kim & Nelson, 1999). 
2.5 SSMs in more detail 
2.5.1 Nomenclature 
It is perhaps not surprising that a modelling framework as flexible and therefore as 
broadly encompassing as the state space model should be presented in the litera-
ture with somewhat confused terminology. Harvey (1990), who did not originate 
these models but who did much to advance their use, uses the term 'state space 
model'. Many models can be expressed in state space form. Buckland et al. (2004) 
points out that even IBMs can be expressed as SSMs (more of this below), so that 
names such as linear trend model, and structural time series model (Freeman & 
Kirkwood, 1995) or (nonlinear) structural equation model (Lee & Song, 2004; Lee 
& Tang, 2006) can be as validly applied to certain formulations as can the term state 
space model (Schnute, 1994). Borchers et al. (2002) used the term 'state model', 
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Newman & Lindley (2006) used 'hidden process model' and Buckland et al. (2004) 
and Thomas et al. (2005) used 'state space model' even though all work in the 
same organisation. Adding to this confusion is the work of West & Harrison (1997), 
who present a Bayesian approach (Harvey (1990) mainly worked with maximum 
likelihood) to that subset of SSMs whose coefficients update with time. (Such a 
model is presented in Chapter 4.) They term these linear, or nonlinear, dynamic 
models. Further, some authors appear to reserve the term SSM for linear, Gaussian 
forms, although this is not done by Harvey (1990). The term 'state space model' is 
used in this thesis and is applied in its most general sense to encompass nonlinear, 
non-Gaussian, forms and those whose parameters update with time. 
2.5.2 Model framework 
The following description of the state space modelling (SSM) framework uses the 
notation of Schnute (1994) who presents a generic state space framework for models 
that are not necessarily either linear or Gaussian. 
State space models represent the progress through time of an unobserved state 
vector X whose value Xt during time step t is a first-order Markov function F(·) of 
its value in the previous time step Xt-1, a vector of control variables Zt, and the 
model parameters (), with stochastic error 8t (the process error) 
(2.1) 
The state equation could take the form of a structural time series, consisting of any 
number of layers. Even an IBM could be written in SSM form by adding a separate 
line to the state equation for each individual (Buckland et al. , 2004). 
Observations yt made during time step tare related to the state variable Xt though 
some function G(·) of the parameters (), and possibly the control vector Zt, with 
stochastic error Et 
(2.2) 
The control vector Z represents observed data that, unlike the observations Y, do 
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not depend directly on the states Xt. The parameters of the distributions of the 
random errors r5t and Et (which are not necessarily normal) are model parameters 
and are thus part of the vector 0. These errors are assumed to be independent of 
one another, and between time steps. 
These two equations, together with the parameters and distributional forms of the 
error terms, and an assumption regarding the initial condition of the state variable, 
complete the specification of the state space model (Harvey, 1990). If the model 
equations are linear and the errors are assumed to be normally distributed then the 
model is termed a liuear, normal SSM. 
Likelihoods 
The likelihood function L(Y I Z, 0) provides a deductive way of comparing the 
probability of the data Y under different values of the parameters 0 (and given the 
control variable Z) (Pawitan, 2001). This definition is common to both Bayesian 
and classical statistics. Bayesians and classicists differ, however, in their treatment 
of parameters and latent data and therefore in their view of alternative quantities, 
perhaps incorrectly termed 'likelihoods', that may be used for inference. These are 
described below. In this context the likelihood itself has been termed the true like-
lihood, for clarity. 
The control variable Z, often omitted from discussions regarding likelihoods (e.g. 
de Valpine, 2002), is retained here because it is pertinent to the modelling frame-
work presented in Chapters 3 - 5. 
State space models consider latent data or unobserved states X in addition to 
parameters 0. To a classicist, the latent data are random variables or nuisance 
parameters that must be integrated out before. inference can be made regarding 
the model parameters 0, which are assumed to have some fixed, true value. To 
a Bayesian, both parameters and latent data are random variables and it is valid 
to make inferences about both. In the Bayesian context an SSM is a hierarchical 
model because the unobserved states (hyperparameters), being random variables, 
are functions of other random variables (the parameters). 
The joint distribution p(Y, X I Z, 0) of the observed data Y and the latent data 
or unobserved states X, given the parameters 0 and the control data Z, can be 
expressed in augmented form 
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p(Y, x I z, 0) = p(Y I x, z, 0) p(X I z, 0). (2.3) 
This quantity has been termed the hierarchical likelihood (Pawitan, 2001, Section 
16.3), the errors in variables (EV) likelihood (de Valpine, 2002), the penalized likeli-
hood (Millar & Meyer, 2000b), and the complete data likelihood (Robert & Casella, 
1999). The term 'complete data likelihood' is the term preferred in this thesis be-
cause it recognizes that equation 2.3 is the true likelihood if both X and Y are 
observed. 
Because X is not observed, the true likelihood (for both Bayesians and classicists) is 
given by equation 2.3 integrated across the latent data or unknown states X, which 
is the same as integrating across the process errors (de Valpine, 2002) 
L(Y I z, 0) = J p(Y I X, z, 0) p(X I z, 0) dX. (2.4) 
For state space models this is usually a high dimensional integral, and is thus the 
cause of difficulty regarding inference (Buckland et al. , 2004). 
In Bayesian terms, the probability p(X I Z, 0) (equation 2.3) of the latent data 
or unobserved states X given the control data Z and parameters 0 can be regarded 
as a prior for X, with respect to a likelihood p(Y I X, Z, 0) for the data Y given the 
states X, the control vector Z, and the parameters 0 (Schnute, 1994). To distinguish 
this from other densities, in this thesis p(Y I X, Z, 0) is termed the full likelihood. 
For a Bayesian, it is valid to use the complete data likelihood for inference, par-
ticularly if the values of the states X are of interest (Schnute, 1994). However, 
de Valpine (2002) indicates that while the true likelihood has desirable asymptotic 
statistical properties, the complete data likelihood may lack these. This likelihood 
cannot be used for classical maximum likelihood estimation without first specifying 
the value of one of, or the ratio between, the error variance components of 0 (for 
the errors in the observations Y and the latent data X). This is unnecessary in a 
Bayesian estimation of the joint posterior for all model parameters (and perhaps 
latent data X). 
While de Valpine (2002) indicates that the complete data likelihood may lack the 
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desirable asymptotic qualities of the true likelihood, he concedes that in typical fish-
eries modelling cases asymptotic properties may have little relevance due to paucity 
of data and that the greater uncertainty is in how to adequately represent a com-
plicated system as a set of equations. The same argument would apply, if anything 
more strongly, to modelling of movement behaviour where it is far from clear what an 
adequate representation would be, or even what the components are, of behaviour. 
The Monte Carlo approach to the problem of calculating the high dimensional inte-
gral for the true likelihood recognizes that equation 2.4 indicates that the true like-
lihood L(Y I Z, 0) is the expectation E[p(Y I X, Z, O)] with respect to p(X / Z, 0). 
Thus if x<i), i = 1 ... N represents an independent set of draws of X fromp(X I Z, 0) 
then 
N 
L(Y I z, o) = ~ L p(Y I x<il, z, o) (2.5) 
t=l 
is the Monte Carlo estimate of the true likelihood. This is termed the simulated 
likelihood by Millar (2004) (although it is not a likelihood but rather an estimator 
of the true likelihood) who uses a multivariate normal approximation to p(X I Z, 0) 
to estimate the true likelihood by importance sampling. Although the variance as-
sociated with this estimator can be unacceptably large, Millar (2004) was able to 
successfully apply it to several models including an SSM. 
2.5.3 Hierarchical SSMs 
The term hierarchical SSM (noting that a Bayesian SSM is already a hierarchical 
model) is used to describe and· SSM whose parameters are drawn from hyperdistri-
butions defined by hyperparameters (Jansen et al. , 2006)[J[e.g.J. Here, a separate 
model is fitted to each individual from which observations were made, so that each 
has its own parameters. The parameters for all individuals are considered to be 
jointly distributed - the hyperprior. The hyperprior and its (hyper)parameters form 
a higher model layer, thus the term 'hierarchical'. 
The constraint imposed by the hyperprior restricts the number of degrees of free-
dom introduced by the additional parameters. In this way separate (but jointly 
distributed) parameters may be estimated for several individuals whose behaviour 
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is governed by the same model (Jonsen et al. , 2006; Dorn, 2001; Newman, 2000; 
Rivot et al. , 2004; Newman & Lindley, 2006). Environmental covariates can be 
included in the hierarchical layer, as is recommended by Newman & Lindley (2006). 
A general framework for hierarchical SSMs is presented by Gamerman & Migon 
(1993) and suitable hyperpriors for variance parameters are discussed by Gelman 
(2006). 
2.5.4 Inference for SSMs 
The main stumbling block to the widespread implementation of SSMs has been 
difficulty in inference (Buckland et al. , 2004). Either, the likelihood must be in-
tegrated across all possible values of the state variables, and then the parameter 
values estimated, or the high dimensional problem of estimating both parameter 
and state values must be solved. The earliest hope for a solution to this prob-
lem was the Kalman filter (Schweppe, 1965; Kalman, 1960; Kalman & Bucy, 1961; 
Meinhold & Singpurwalla, 1983), a recursive algorithm which provides maximum 
likelihood estimates of the state of the system as well as of the error variances (Har-
vey, 1990). Unfortunately, the Kalman filter is only applicable to linear, Gaussian 
SSMs. The advance of SSMs has also been dependent on improving computer tech-
nology, with the use of even the relatively straightforward Kalman filter possible 
only once sufficient computing power had become available for its implementation 
for high dimensional models (Harvey, 1990). 
Kalman filter 
The Kalman filter allowed modellers to recast existing models, which typically in-
cluded only one source of error, in the state space form using both process and 
observation errors. The greater realism afforded by this approach was attractive 
and it was shown that the results of fisheries population dynamics models could 
differ significantly when recast in this fashion (Schnute, 1991; Kimura et al. , 1996). 
For this reason linear, normal SSMs using the Kalman filter were adopted and ap-
plied to the simpler stock assessment models such as the production or biomass 
dynamics (Freeman & Kirkwood, 1995; Reed & Simons, 1996) and delay-difference 
models (Kimura et al. , 1996) and even to simple age-structured models (Sullivan, 
1992). Movement was also incorporated into some SSM population models (New-
man, 1998, 2000) although these simulate bulk transfer, not movement paths. 
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Realistic applications in biology typically require nonlinear equations (Anderson-
Sprecher & Ledolter, 1991; Gautestad & Mysterud, 2005; Millar & Meyer, 2000b; 
Thomas et al. , 2005; Trenkel et al. , 2000) and t-distributed error forms provide 
more robust inference (Jansen et al. , 2005). Attempts have been made to apply 
adapted forms of the Kalman filter to nonlinear cases; the most cited examples being 
the extended Kalman filter (Anderson & Moore, 1979) and the unscented Kalman 
filter (Julier et al. , 1995; Julier & Uhlmann, 2004). Vachhani et al. (2006) presents 
a combination of the two, able to cope with constraints on parameter values. Al-
though these approaches may work well in simple cases ( Groennevik & Evensen, 
2001) and have been applied in more complex cases (Sibert et al. , 2006) simulation 
has shown that they can be unacceptably inaccurate, particularly when the problem 
is highly nonlinear (Wang, 2007; Pella, 1993; Gudmundsson, 1994, 1995; Punt, 2003). 
Monte Carlo methods 
Widespread use of nonlinear, non-Gaussian SSMs had to await the next break-
through - even more powerful computing technology and the effective but highly 
computer intensive Monte Carlo methods (Stewart, 1983; Carlin et al. , 1992; Buck-
land et al. , 2004; Newman & Lindley, 2006; Thomas et al. , 2005; Hobbs & Hilborn, 
2006) that provide a means of numerically evaluating otherwise intractable distribu-
tions. A particular boost to this research has been the availability of the WinBUGS 
statistical program (Spiegelhalter et al. , 2004; Meyer & Millar, 1999a), which has 
made SSMs more accessible, particularly to biological modellers (Rivot et al. , 2004; 
Jansen et al. , 2006; Morales et al. , 2004; Thompson et al. , 2005). 
Monte Carlo methods circumvent the need to analytically evaluate the likelihood, 
and posterior, and consequently free the investigator to consider nonlinear, non-
Gaussian forms. These are discussed in greater detail in Section 2.6. 
Other methods 
Other methods of inference, beside those discussed above, may hold promise for 
use with SSMs. de Valpine & Hastings (2002) and de Valpine (2002) present NISS 
(numerically integrated state space method) for fitting state space models to time 
series of population abundances. Based on the algorithm of Kitigawa (1987) the 
method uses the logic of the Kalman filter but because it is implemented numeri-
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cally, can accommodate nonlinear and non-Gaussian models. This is a non-Bayesian 
method, using maximum likelihood estimation. NISS has been shown to perform 
better than the Kalman filter when applied to a linearized population dynamics 
model that included both observation and process errors. Nevertheless it gave quite 
biased estimates for some simulations and Punt (2003) recommended that future 
studies attempt Monte Carlo methods instead. 
Kalman filtering and MCMC are not necessarily mutually exclusive, Carter & Kohn 
(1994) used Gibbs sampling to carry out Bayesian inference on a linear state space 
model but used a Kalman filter to generate the unobserved states. 
2.5.5 SSMs in wildlife population and movement modelling 
Nonlinear, non-Gaussian SSMs are now available to natural resource modellers. 
Schnute (1994) presents a statistical SSM framework that encompasses most mod-
els used in fisheries science and Buckland et al. (2004) and Thomas et al. (2005) 
show how the SSM framework can encompass most wildlife population dynamics 
models previously written as matrix population models (see Caswell, 2001). An ap-
plication of this framework to salmon is given by Newman & Lindley (2006). Meyer 
& Millar (1999a) developed a nonlinear SSM form of the traditional fisheries delay-
difference model, and more complex age-structured models were produced (Schnute, 
1991; Millar & Meyer, 2000a). 
Where diffusion models treat movement as a continuous process in both time and 
space, SSMs treat time as discrete, but are flexible with regard to space. Early 
SSMs applied to animal movement problems used a small number of large areas 
and a bulk transfer approach for moving animals between these areas (Newman, 
1998, 2000). Tag-recapture data were used and although more detailed movement 
models are now possible, this method is still applicable particularly when applied 
to tag-recaptures (Harrison et al. , 2006). Increases in computing power and the 
availability of satellite tracking data have resulted in the development of continuous 
space SSMs (Jansen et al. , 2003, 2005, 2006; Flemming et al. , 2006). 
An advantage of the separation of observation errors from process errors in the 
context of modelling satellite tracks is that this facilitates modelling of the unusual 
error structure of GPS location data, separately from the process errors likely to 
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result from incomplete understanding of highly complex behaviours. Observation 
errors in longitude are typically greater than in latitude (Sibert et al. , 2003; Vincent 
et al. , 2002), whereas there is no reason to assume different variances for latitude 
and longitude in the process errors. As mentioned in Chapter 1, when Argos pro-
vides a sequence of locations, it also allocates each location to one of six quality 
grades. Vincent et al. (2002) collected a dataset of known and corresponding Argos 
estimated locations from which Jonsen et al. (2005) estimated t-distributed errors 
separately for latitude and for longitude. There is no reason to assume such cat-
egorisation for process errors, which one would be forced to do if modelling both 
observation and process errors as a single error source. 
2.6 Monte Carlo methods 
For distributions that are analytically intractable, or whose analytical form cannot 
be obtained, Monte Carlo methods provide a means of making draws from that 
distribution. From these samples, properties of the distribution and expectations 
with respect to that distribution can be estimated (Gilks et al. , 1996). These meth-
ods are commonly used in Bayesian analyses because of the need to estimate the 
posterior distribution, or at least quantities relating to it, such as its mode and 
marginal distributions for the parameters. Nevertheless, Monte Carlo methods are 
not themselves either Bayesian or classicist. 
Commonly used Monte Carlo methods include the importance samplers (Gelfand & 
Smith, 1990) and the Markov chain Monte Carlo (MCMC) methods, in particular 
Gibbs sampling (Geman & Geman, 1984; Tanner & Wong, 1987; Gelfand & Smith, 
1990), and the Metropolis-Hastings algorithm (Metropolis et al. , 1953; Hastings, 
1970). All of these methods have many variants, for more detailed descriptions see 
Gilks et al. (1996) and Chib & Greenberg (1996). 
2.6.1 Importance samplers 
Importance samplers bear some resemblance to the Metropolis-Hastings algorithm 
in that parameters are sampled from a distribution that is not the distribution of 
interest but that is chosen for its similarity to that distribution and for its ease 
of sampling. Parameter values are sampled from the importance distribution and 
are then weighted by the ratio of the densities of the sampling distribution and the 
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distribution of interest, evaluated at sample. Importance sampling methods can be 
made more efficient by using the accumulated sample to improve the importance 
distribution during the execution of the algorithm. Examples include sampling im-
portance re-sampling (SIR) (Rubin, 1987, 1988; McAllister & Ianelli, 1997), adaptive 
importance sampling (Evans, 1988; Kloek & van Dijk, 1978; West, 1993) and local 
adaptive importance sampling (Givens & Raftery, 1996), and annealed importance 
sampling (Neal, 2001). 
A particular subset of importance sampler that has shown promise for applica-
tion to time series models, the sequential importance samplers (SIS) (Liu & Chen, 
1998; Liu & West, 2001) have been used by Trenkel et al. (2000), Buckland et al. 
(2004), Thomas et al. (2005), and Newman & Lindley (2006). These avoid the high 
dimensional integral of the SSM likelihood by splitting it into a sequence of lower di-
mensional integrals, one for each time step. The inherent time sequence of the SSM 
lends itself to this method. First, a large number of samples are drawn from the pri-
ors for the parameters and the initial states. Each set of parameter and initial state 
values, called a 'particle', is stochastically projected one time step forward using the 
state equation. The observation equation is then applied to these state values and 
the corresponding density distribution of these 'observations' is used to weight the 
original particles. Particles are then re-sampled from this weighted density. The 
process is repeated for each time step and the set of particles remaining at the end 
of the time-period provides an estimate of the posterior density given all the data 
(Thomas et al. , 2005). The chief difficulty encountered when using this method is 
particle depletion, whereby particles with small weights are unlikely to survive to the 
end of the time-period and those with large weights can be oversampled. Buckland 
et al. (2004) and Thomas et al. (2005) attempt to overcome this problem by using 
SIS with re-sampling and kernel smoothing (SISR/KS). However, this led to a new 
problem, that of having to select an appropriate smoothing parameter for the kernel. 
2.6.2 Markov Chain Monte Carlo 
The versatile MCMC methods are used in this thesis - detailed descriptions of these 
applications are given in Chapters 3 and 5. This section gives a broad overview of 
MCMC methods, and Section 2.6.3 discusses methods of investigating convergence 
of MCMC sampling chains. 
MCMC methods provide a set of draws from a distribution of interest (usually 
the likelihood or posterior), which can be used to calculate quantities of interest 
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relating to that distribution, a simple example being the mode of the distribution. 
Each draw is likely to consist of a number of quantities, such as parameter val-
ues, which may be grouped into blocks. For the remainder of this section it will 
be assumed that the distribution of interest is a joint distribution for the model 
parameters (where the term 'parameter' includes all estimated quantities including 
unobserved data or states). 
A popular MCMC method, the Gibbs sampler, requires that the full conditional 
distributions be known for all parameter blocks. The investigator selects a set of 
parameter values from the parameter space to serve as a starting point. A value 
is then drawn randomly from the conditional distribution for one of the parameter 
blocks, using the starting values for all the remaining parameters. This draw is 
stored, and is used to make a draw from the conditional distribution for one of the 
other parameter blocks. That value, in turn, replaces the starting value for the sec-
ond parameter block and sampling proceeds until a draw has been made for every 
parameter block, yielding a new parameter set. This constitutes a single iteration 
of the Gibbs sampler. The new set of values is used to perform another iteration, 
yielding another set of parameter values - thus sampling proceeds as a Markov chain. 
Sampling proceeds until a large number of parameter sets have been drawn from the 
distribution of interest, and the investigator is satisfied that convergence has been 
achieved. Measures of convergence are discussed in Section 2.6.3. 
Another popular MCMC method, the Metropolis-Hastings sampler, may be used 
when conditional distributions are not available for one or more parameter blocks 
- a proposal distribution is used instead. Greater efficiency is achieved by closer 
resemblance of this distribution to the distribution of interest. Again, a starting 
set of parameter values is chosen by the investigator and a draw is made for one 
of the parameter blocks, this time from the proposal distribution. Unlike Gibbs 
sampling, this candidate draw is not automatically accepted. A Bernoulli trial is 
performed, and the candidate value is accepted with a probability equal to the ratio 
of the distribution of interest to the density of the proposal distribution, evaluated 
at the candidate location. If the ratio exceeds 1, the candidate is always accepted. 
Therefore, draws taken from regions of parameter space where the proposal distri-
bution has greater density relative to the distribution of interest, will be accepted 
less often, and those from regions where the proposal distribution has low density 
will be accepted more often. Draws from high density regions of the proposal dis-
tribution will be made too often, relative to the distribution of interest, but the 
lower acceptance rate compensates for this. Draws from low density regions of the 
proposal distribution, made too seldom, are correspondingly accepted more often. 
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A chain generated in this fashion converges asymptotically on the distribution of 
interest (Gilks et al. , 1996; Gamerman & Lopes, 2006). 
Gibbs sampling is a special case of the Metropolis-Hastings sampler, and these 
have been combined as a Metropolis-Hastings within Gibbs sampler (Geweke & 
Tanizaki, 2001) and applied to SSMs (Gamerman, 1998; Millar & Meyer, 2000b; 
Lee & Song, 2004; Lee & Tang, 2006; Wang, 2007). This is the methodology used 
by the WinBUGS software (Spiegelhalter et al. , 2004) and its predecessor BUGS, 
which primarily implement Gibbs sampling but can also insert a Metropolis-Hastings 
step (Spiegelhalter et al. , 2004). 
Typically, those who have used MCMC methods to solve high dimensional SSM 
problems have not attempted SIS and those who have concentrated on SIS have 
not yet explored MCMC methods (Buckland et al. , 2004; Thomas et al. , 2005). 
A number of variants on all of these methods exist (see Chib & Greenberg (1996) 
for a comprehensive review of MCMC samplers) so that there may be potential 
for greater efficiency in SSM inference. To give some examples, MCMC methods 
may be used in conjunction with rejection sampling (Tierney, 1994) and also with 
stochastic versions of the EM algorithm (Celeux & Diebolt, 1985). Tanner & Wong 
(1987) introduced data augmentation to improve the efficiency of the Gibbs sam-
pler. Haario et al. (2006) presents a method for improving the efficiency of the 
Metropolis-Hastings algorithm, combining two earlier ideas, delayed rejection and 
adaptive Metropolis, to produce a hybrid that can be more efficient than either alone. 
MCMC has opened a road to nonlinear, non-Gaussian SSMs. Nevertheless, many 
challenges remain and inference for SSMs is still an area of active research (Buck-
land et al. , 2004; Newman & Lindley, 2006), even for normal linear Kalman filtered 
approaches (Dennis et al. , 2006). 
2.6.3 Convergence 
It can be seen from the description, above, of MCMC samplers that the influence of 
the starting set of parameter values, whose selection is left up to the investigator, 
may influence the early draws of parameter values, but that this influence can be 
expected to wane. For this reason a burn-in period is often recommended where 
early draws are discarded (Gilks et al. , 1996). 
The Markov chain nature of these samplers results in correlation between subse-
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quent draws so that it might be advisable to thin the chain by discarding all but 
the jth iteration (where j is some positive integer). 
The set of draws made by the Monte Carlo methods described above will, asymptot-
ically, resemble the distribution of interest: so-called convergence. By plotting the 
values of each parameter against iteration, a visual representation is available from 
which the influence of the starting value, the serial correlation of the chain, and to 
some degree the convergence, may be assessed by examining any trend or cyclicity 
in this trace plot. Ideally, no evidence of pattern or trend should be visible. It is also 
desirable to begin the chain again at a different starting point and to assess whether 
a similar trace is seen, once the influence of the starting point has reduced (Gelfand 
et al. , 1990; Sorensen & Gianola, 2002). A number of more formal estimates of 
convergence are available (see Gamerman & Lopes, 2006; Gilks et al. , 1996; Robert 
& Casella, 1999; Cowles & Carlin, 1996; Raftery & Lewis, 1992; Gelman & Rubin, 
1992; Geweke, 1992). 
Several of these diagnostics have, conveniently, been implemented in the CODA 
software available through WinBUGS and R (Best et al. , 1996). The Geweke di-
agnostic assesses convergence of the mean of the chain using time series techniques 
(Geweke, 1992). The Gelman and Ruben statistic uses two or more starting points 
(and therefore chains) to compare the within chain and between chain variances for 
each parameter (Gelman & Rubin, 1992). The Raftery and Lewis diagnostic, based 
on two-state Markov chain theory, uses a single chain to estimate the number of iter-
ations to discard during 'burn-in' as well as a minimum number of iteration required 
for convergence (Raftery & Lewis, 1992). The Heidelberger and Welch diagnostic 
tests for convergence, and assesses 'burn-in' by testing the chain for stationarity, 
sequentially discarding the first 103 of the chain until stationarity is achieved or 
until 503 of the chain remains (Heidelberger & Welch, 1983). CODA also reports 
autocorrelation at a range of lags in the chain (for each variable) as well as reporting 
cross-correlations .between variables or each chain. High autocorrelation and high 
cross-correlation indicate slow convergence (mixing). High cross-correlations may 
indicate a need for reparameterization (Best et al. , 1996). 
Ideally, convergence is assessed for every element in the parameter space, that is, for 
every scalar parameter and for every element of every parameter vector and matrix. 
For models that have a large number of parameters (such as those investigated in 
this thesis, which typically have in excess of 170 parameter and state elements) this 
task is not feasible and convergence is instead assessed by applying diagnostic tests 
to all scalar parameters and a random selection of elements of larger matrices, as 
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well as to quantities of interest such as the log-likelihood. Diagnostic tests were 
concentrated on a subset of the sensitivity tests to which the model was subjected 
and, in particular, to those simulation tests in which the estimation model most 
differed from the model used to simulate the data. The selection of the number of 
iterations to use to ensure convergence was deliberately generous. 
2. 7 Model comparison 
2.7.1 Methods 
The ability to assess whether the data are more consistent with one model than 
with another is an important aspect of inference. For models that are nested (the 
parameter set for one of the models is a subset of that used by the other) and that 
use maximum likelihood, the likelihood ratio test can be used to choose the model 
that best, and most parsimoniously, represents the data. In the context of realis-
tic SSMs applied to movement data, this test will be available for only a small subset. 
When models are not nested, or maximum likelihood is not used, alternative statis-
tics to the likelihood ratio test must be used. The classical Bayesian means of com-
parison is the Bayes factor (Kass, 1993; Kass & Raftery, 1995; Lavine & Schervish, 
1999). When only two models are compared, and the prior is a point hypothesis, 
the Bayes factor reduces to the likelihood ratio (Carlin & Louis, 2000). The Bayes 
factor is discussed in detail in Chapter 5. 
The Bayes factor can be difficult to calculate, so that computationally easier alter-
natives are often used. The most common are Akaike's information criterion AIC 
(Akaike, 1973), Schwartz's Bayesian information criterion BIC (Schwarz, 1978), and 
a generalisation of the two, the deviance information criterion DIC (Spiegelhalter 
et al. , 2002; Berg et al. , 2004). The primary justification for using AIC is that it is 
asymptotically (with increasing sample size) equivalent to the Bayes factor. AIC is 
a function of the maximum likelihood (MLE) and the number of model parameters 
r 
AIC = -2 log(MLE) + 2r. (2.6) 
AIC has been found to overestimate the optimal number of parameters needed by 
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the model (Carlin & Louis, 2000; Kadane & Lazar, 2004). BIC is preferred, being 
more parsimonious (Kass & Raftery, 1995; Kadane & Lazar, 2004). It differs from 
AlC only in that the 2 in the penalty term is replaced by a function of the sample 
size n 
BIC = -2 log(MLE) + log(n) r. (2.7) 
The model having the smallest AIC or the smallest BIC is the one given most evi-
dence by the data. A popular variant on AIC, AICc corrects for overdispersion, see 
Burnham & Anderson (1998). 
The sample size, or the number of parameters, may not be easily identifiable. For 
models that use a mixture of fixed and random effects, the number of parameters is 
not clear. Neither is it always clear what the effective sample size is, for example, 
when multiple measures were taken from each of a number of individuals. The DIC 
presents a solution to these problems. It does not require specification of the sample 
size, and it calculates a measure of the effective number of parameters. DIC, in its 
simplest form, is given by a function of the expected value of the likelihood L(O) 
with respect to posterior p( (} / y), and the likelihood evaluated at the posterior mean 
iJ 
DIC= 2 Eo1y[ -2 log L(O)] + 2 log L(iJ). (2.8) 
Again, it is the model corresponding with the lowest value that is considered to be 
most consistent with the data. Further information on the calculation of DIC is 
given in Chapter 5. 
. . 
Different model selection methods applied in the same situation, might select differ-
ent models so that the concept of the 'best' model must be defined in the context 
of the model selection statistic being used. Only in simulation, where data is gen-
erated using a model whose parameter values are known, and that model is one of 
the candidates from which the 'best' model is selected, can the concept of a 'true' 
model be used. Outside of simulation, it is highly unlikely that any of the candidate 
models will be an exact replica of the process that generated the data, so that the 
term 'best' model must be defined more loosely as a closer approximation to the true 
process. Further discussion and reviews on model selection methods can be found 
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in Kadane & Lazar (2004), Hoeting et al. (1999), Han & Carlin (2001), DiCiccio 
et al. (1997), and Gelfand & Dey (1994). 
Rather than selecting the 'best' model, an approach that is more consistent with 
Bayesian thinking is to specify a prior distribution for all candidate models and 
then to estimate their joint posterior probability. This approach, Bayesian Model 
Averaging (BMA), is particularly appropriate when a model output is used to guide 
decision-making. BMA yields a probability measure for each possible value of that 
model output, which can be used in calculating the risk associated with a corre-
sponding management action. Different models will each produce different posteriors 
for the value of the quantity of interest, a posterior for the models themselves can be 
used to weight those model posteriors, and consequently to produce a weighted aver-
age. BMA can be achieved in a number of ways, including by using Bayes factors as 
weights (Hoeting et al. , 1999). Alternatively, the parameter space can be expanded 
to include all model parameter spaces, and a model index can be introduced so that 
a joint posterior can be estimated. Such methods include the product space search 
method for Gibbs sampling (Carlin & Chib, 1995) and its Metropolized variant (Del-
laportas et al. , 2002), reversible jump MCMC (RJMCMC) (Green, 1995), which 
uses a Metropolis-Hastings methodology, independence sampling Congdon (2006) 
and the hybrid Gibbs-RJMCMC sampler (Walker et al. , 2006). These methods can 
also be used to estimate the Bayes factor (Huelsenbeck et al. , 2004; Congdon, 2006; 
Han & Carlin, 2001). 
In the field of movement modelling, inference is at an early stage. For many animal 
species, satellite tracking presents the first viable tracking method available. There-
fore, little prior information is likely to be available for movement behaviour. Little 
is likely to be known regarding which external and internal cues might be influencing 
moving individuals, or how these individuals respond. The work of investigators is 
to sift hypotheses of movement behaviour, establishing which are most consistent 
with available tracking data. Model selection tools would therefore be of more value 
than model averaging, which is primarily a means of accurately quantifying uncer-
tainty and therefore the risk associated with making a decision based on current 
knowledge. Conceivably, situations might exist where movement behaviour could 
be used to guide management decisions and model averaging might then be useful, 
for example, in selecting the location of a proposed marine protected area. However, 
the present study focuses on hypothesis testing and therefore on model selection. 
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2.7.2 Movement studies 
The few published SSM studies of movement behaviour have tended to focus on 
model fitting rather than on model comparison. Jansen et al. (2006), when pre-
senting an SSM applied to satellite tracks for leatherback turtles, state that their 
future work will include some measure of model comparison but state that DIC 
cannot be applied to models such as theirs that use robust t-distributed observation 
errors. The t-distribution is not an exponential family, therefore the likelihood is 
not guaranteed to be log-convex. Thomas et al. (2005) present an SSM framework 
for application to wildlife population dynamics modelling and are mindful of future 
management decisions that may be based on their framework. They too have not 
yet included model comparison in their work but hope to do so in the future. They 
suggest using AIC to give a form of penalized likelihood weighting to alternative 
models for subsequent model averaging. Alternatively, they hope to extend their 
SIS algorithm so that it can perform Bayesian model averaging. 
Newman (1998) used BIC with an SSM that modelled the movement of salmon 
between areas as a bulk transfer process. Wiktorsson et al. (2004) also used BIC, 
in their case with random walk models of insects moving within an enclosed arena. 
Harrison et al. (2006) used AIC with a Bayesian SSM that applied a bulk transfer 
process to seals moving between metapopulations; tag-recapture data were used. 
The WinBUGs package (Spiegelhalter et al. , 2004) calculates the DIC statistic 
so that investigators who implement their models in WinBUGs typically use DIC 
for model comparison (Morales et al. , 2004). As WinBUGs appears to be a popular 
tool for implementation of SSMs in biology it is likely that DIC will be widely used. 
However, the caution raised by Jansen et al. (2006) regarding t-distributed errors 
introducing log-concavity, should be noted. 
Lee & Song (2004) and Lee & Tang (2q06) used the Bayes factor in conjunction 
with an SSM. Rivot et al. (2004), too, used the Bayes factor however their calcula-
tion used the harmonic mean estimator, which Chapter 6 demonstrates should not 
be used, despite published assurance to the contrary (Kass & Raftery, 1995). 
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2.8 This study 
The state space model has many aspects that make it suitable for modelling move-
ment behaviour. It is a time series method, able to model the inherent autocorrela-
tion in track data, it is flexible, allowing the relatively easy incorporation of a wide 
range of behaviours, it explicitly models both process and observation errors, and 
early problems of inference have largely been overcome. DIC is a model comparison 
method suitable for use with SSMs. Subsequent chapters show that it has been pos-
sible to develop a flexible state space modelling framework for representing a wide 
range of movement behaviours and that this has been used together with simulated 
tracks to successfully distinguish the behaviour that was used to simulate the track. 
This model was applied to track data from white sharks to investigate whether they 
navigate by following a line of bathymetry (isobath). The method showed that this 
was not the case. During this investigation a number of lessons were learned and 
avenues for future work uncovered, these are discussed in the final chapter. 
CHAPTER 3 
Structural time series modelling 
framework for animal movement 
behaviour 
3.1 Abstract 
A flexible Bayesian state space movement modelling framework has been developed 
for application to track data. The framework models observation and process errors 
separately, accounts for the autocorrelation inherent in track data, and accommo-
dates irregular time steps between location observations. Movement behaviour is 
incorporated using one or more advection fields, which are calculated externally to 
the main model, using co-models. These co-models incorporate theories regarding 
how animals might be moving, and may use covariate data. An advection field indi-
cates the direction in which an animal is inclined to move, depending on its present 
location. Advection fields can be combined, as a weighted sum, so that more than 
one motivation can be combined to provide an overall movement behaviour. The 
use of advection fields 'and the separation of the co-models from the main mod~l 
provides great flexibility in the range of behaviours that can be modelled. 
Track data often includes large gaps (in both time and distance) where no ob-
servations were made. Straight-line interpolation between such points may not be 
realistic, particularly if impassable barriers separate observed locations. To cater 
for this, the modelling framework allows the estimation of latent locations. Inertia, 
the directional persistence often evident in animal movements, is also modelled. 
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A model, selected from the family of models represented by this modelling frame-
work, is applied to tracks simulated using advection fields representing either move-
ment in a constant direction, or movement that changes direction depending on 
location. Constant advection fields allow the use of the Gibbs sampling MCMC 
routine whereas changing fields require that a Metropolis-Hastings step be used to 
estimate the true path taken by the animal. Simulations were conducted using ei-
ther a single advection field, or two fields operating together. 
Simulations showed that it is difficult to distinguish between inertia and advec-
tion, however, when these have different directions for at least part of the track, the 
model is capable of disentangling them. When more than one advection field is used 
together, the more they differ the less correlated their coefficients will be. It is also 
difficult to estimate the precision parameters for the observation and process errors, 
the model is guided by the prior for these quantities. However, incorrect estimation 
of these precision parameters does not appear to bias the remaining model param-
eters. 
The effect of incorrect parameter estimation on model comparison is explored in 
Chapter 5. 
3.2 Introduction 
This chapter presents a flexible, state space movement modelling framework capable 
of representing the movement behaviour of individuals whose movements are a be-
havioural response to external covariates (such as ocean currents or habitat types) 
as well as internal motivations (such as a desire to move towards a spawning or 
feeding ground). 
. . 
Movement behaviour is introduced using advection fields that represent preferred 
movement directions. The preferred direction varies with location and could also 
vary with time in order to reflect changes in the animal's environment or its in-
ternal state. In this way, both learning and seasonal behaviours can be modelled. 
More than one motivation for movement can be introduced into the same model, 
by using more than one advection field. The overall movement direction is given by 
a weighted sum of the advection fields. The coefficients that weight the advection 
fields are estimated parameters of the movement model. 
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Movement is assumed to occur on a Euclidean plane, rather than a globe. For 
any but the most widely migratory animals, which move from the poles to the equa-
tor and beyond, this will be a reasonable assumption. Applications to animals that 
are moving close to the poles would require a remapping of the spherical co-ordinates 
of latitude and longitude so that the pole is, effectively, at a more distant point on 
the globe (e.g. Bruce et al. , 2001). 
The advection fields are calculated from co-models, each of which represents a hy-
pothesis regarding how an animal may choose to move. If the hypothesis involves a 
covariate of movement, such as sea surface temperature or bathymetry, then these 
data are used within the co-model to calculate an advection field representing the 
way in which the animal responds to the covariate. In the examples presented in 
this thesis, the co-models are run prior to the main movement model, so that the re-
sulting advection fields are static with time and their parameters are not estimated. 
However, it is theoretically possible to incorporate the co-models into the movement 
model so that their parameters become parameters of the movement model. This 
would significantly add to computational load and confounding of parameters is 
possible, so that exploration of this possibility is left for future work. 
The modelling framework presented here has been developed for application to track-
ing data and can be used to compare competing hypotheses regarding movement 
behaviour (and therefore likely covariates of movement). Such model comparison is 
shown in Chapter 5. 
As motivated in Chapter 2, a Bayesian state space modelling framework is con-
sidered to be highly suitable for this problem. It considers both observation and 
process errors, accounts for the autocorrelation inherent in track data, and is flexible 
enough to incorporate a wide range of behaviours. Methods are available that allow 
inference and model comparison for state space models (SSMs). 
In the framework presented here, the usual assumption of regular time steps has 
been adapted so that the irregularly timed observations typical of tracking data can 
be modelled. Unobserved locations can be included in the model, obviating the 
need to make the usual assumption that a tracked animal moved in straight lines 
between all observed locations. 
In many cases, movement behaviour will be complex, or, at least, not yet well under-
stood. Therefore, proposed movement behaviours are unlikely to exactly resemble 
the real behavioural mechanism used by the tracked animal. However, as shown in 
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Chapter 5, model comparison methods can be used, together with the movement 
modelling framework presented here, to discriminate between broadly different be-
havioural motivations. In addition, estimation of the parameters of the movement 
model (without model comparison) can reveal the relative influence on the tracked 
individual's movements of various covariates of behaviour. If several advection fields 
are included in the same model, their relative importance, or weight, is given by 
the estimated coefficient for each. An estimated value close to zero indicates that 
an advection field (and the covariate, if any, that it uses) is not influencing the 
movement of the tracked individual. 
In order to better understand this modelling tool and its ability to correctly identify 
the relative importance to movement of alternative advection fields (or motivators 
for movement), this chapter uses simulation testing to examine the model's ability 
to recover the parameter values used to generate simulated data, and explores bias 
and confounding of the parameters. 
The aim of this chapter is to present a flexible modelling framework for applica-
tion to irregularly timed tracking data that allows investigators to incorporate a 
number of quite different hypothesized behavioural responses to covariates and to 
internal states, using advection fields. This model is used, together with tracking 
data, to make inference about movement behaviours. The term 'track' is reserved 
for the sequence of observations of location whereas 'path' refers to the correspond-
ing true, unobserved, locations of the animal. 
3.3 Methods 
A flexible state space framework is presented for modelling a wide range of hypothe-
sized movement behaviours. This model allows for a range of choices for the residual 
error structures, the way in which time is discretized, and the form of the structural 
time series used for the state equation. From the resulting family of models one is 
selected for illustration. 
Movement behaviour is represented in this model as a set of advection fields that 
direct the individual's movements. Examples are discussed in Section 3.3.3. The 
location of the animal determines the advection forces to which it is subjected. Each 
advection field is calculated prior to the implementation of the movement model and 
represents an idea of how the animal might be behaving. Hypotheses of movement 
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behaviour, and covariate information such as remotely sensed sea surface temper-
atures or oceanographic model-generated current data, are used to generate these 
advection fields (using co-models). 
This example of a model drawn from the family of models represented by the frame-
work presented here, has been implemented in R (R Development Core Team, 2007). 
Although WinBUGs (Spiegelhalter et al. , 2004) has been a successful tool for model 
development and inference for similar applications (Jonsen et al. , 2003, 2005, 2006, 
2007; Morales et al. , 2004) it is as yet unable to facilitate the large datasets of 
covariate information that are likely to be required by users of this model. This 
model requires a Metropolis-Hastings step in order to allow for nonlinearity in the 
path, resulting from the dependence of the animal's location on the covariates. In 
addition, R provides the necessary flexibility for coding the co-models that convert 
this covariate information into the advection forces used by the movement model. 
The symbols used in this chapter are listed in Appendix 10, which also gives a brief 
description, and their dimensionality. 
3.3.1 Observation equation 
Let x1 ... XN denote the true positions Xk = (xk1, Xk2) of the tracked individual 
at a set of (possibly irregularly spaced) times t1 ... tN. For some subset of times 
{tk [ k E O}, the tracking process yields an observation of the individual's location 
Yk = (Ykl, Yk2). These are related to the true locations through the observation 
equation 
k EO. (3.1) 
The observation errors Ek are assumed to be independent and to follow a bivariate 
normal distribution with precision (the inverse of variance) rY = diag ( rf, ri) 
(3.2) 
Only n ( n :-:::; N) locations are observed, the remainder are latent. 
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3.3.2 State equation 
The state equations describe the true (unobserved) locations Xk = (x1k, X2k) of the 
tracked individual's path. The difference in successive locations is modelled in terms 
of an inertial effect given by velocity Vk = (vlk, V2k), an advection effect Xk (3, and 
an error term t;,k. The influence of velocity and advection scales with the duration 
of the step f).k = tk+l - tk 
(3.3) 
The advection terms represent the individual's tendency to move in response to both 
environmental factors and to internal states. Here xk = Xk(Xk) is a 2 x m matrix 
representing the effect of m advection forces operating at Xk. The dependence on 
Xk is omitted for clarity, and because Xk Will be independent Of Xk when advection 
is constant (the same at all locations). The symbol (3 represents a vector of m re-
gression coefficients representing the degree to which each advection force influences 
movement. 
The inertial term, velocity Vk, represents a tendency for the individual to show 
directional persistence. Here Vk can be loosely interpreted as a velocity (although 
advection also imparts a component of velocity to the path), and is modelled as a 
random walk 
(3.4) 
The path t;,k and velocity (k error ter.ms are again assumed to be independent and 
to have a bivariate normal distribution whose precision is a diagonal matrix Tx = 
diag ( r[, r:f), and Tv = diag ( rf, r2), but now the variance scales with time step f).k 
- consistent with Brownian motion and, consequently, the process of diffusion where 
variance scales with time (Chakravarti, 2004), 
t;,k "'N (o, f).k ( rx)- 1) 
(k "'N (0, fj.k (rv)-1) 
k = 1. .. (N -1) 
k = 1. .. (N - 2). 
(3.5) 
(3.6) 
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3.3.3 Modelling behaviour using advection 
The advection components of the model represent the behaviour of the moving in-
dividual in response to stimuli. Their calculation may require the development of a 
behavioural co-model for each advection component, each representing a hypothesis 
regarding how the individual's behaviour is affected by that stimulus. 
In the simplest scenario, a tendency to move northwards is given by a northwards 
advection of constant magnitude at all locations. 
Somewhat more complex, a tendency to drift along with a current is given by an 
advection field that, at any point, has magnitude and direction equal to that of the 
ocean current, as determined by an oceanographic model or by observations. In this 
example, both magnitude and direction vary with location. The advection field, like 
location, is considered to be continuous in space, although it may be interpolated 
from a grid. 
An even more complex example is given by navigation towards a specific (goal) 
location using the earth's magnetic field as a guide. Here a hypothesis is required 
regarding how the animal experiences the geomagnetic field and how it processes 
that information to yield a heading towards the goal location. This would be coupled 
with a model, or observations, of the geomagnetic field that provides a map of the 
geomagnetic gradients. The result would be an advection field (map) giving the di-
rection in which the animal would move, from any given location. The geomagnetic 
field is not regular therefore the advection map is unlikely to give direct bearings 
towards the goal location. If the moving individual remembers the irregularities of 
the magnetic field through which it is moving, and consequently updates its men-
tal map, then the advection field must update at each time step. If such a memory 
component is modelled then the advection field at any given time step would depend 
not only on the location of th.e individual at that time but also on previous locations. 
Alternative hypotheses regarding how the geomagnetic field is used by the ani-
mal would yield alternative advection fields. Each alternative field, or set of fields, 
would be incorporated into an alternative movement model. The model comparison 
methods presented in Chapter 5 could then be used to establish which model, and 
therefore which hypothesis, is given greatest support by the observed track. 
Each advection component in this model is thus given by a co-model, which combines 
either environmental data or suggested internal state with a theory of behaviour to 
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yield an advection field giving a direction and magnitude for all locations that a 
moving animal might occupy. 
3.3.4 Posterior, Likelihood, Priors and Initial conditions 
Schnute (1994) presents a general framework for state space models, allowing for 
nonlinear state equations and non-Gaussian error. His formulation encompasses the 
Bayesian context in which the complete parameter set includes both parameters () 
and unknown states (in this case x and v). In a Bayesian analysis there is no for-
mal distinction between state variables and parameters, all are treated as random 
variables (de Valpine, 2002). Nevertheless, for clarity, in this work the terms 'pa-
rameter' and 'state variable' are used separately. 
In Schnute's formulation, Vis a control vector that represents observed data that, 
unlike y (and X), do not depend directly on x. It is assumed to be known without 
error. The posterior p(x, v, () I y, V) is proportional to 
p(x,v,() I y, V) r:x.p(y I x,v,(), V) p(x I v,O, V) p(v I 0, V) p(O). (3.7) 
Here p(x I v, (), V) is termed the prior for x and similarly p( v I (), V) is the prior for v. 
The advection term X may be dependent on x, making this problem highly nonlin-
ear. In this formulation V represents the totality of environmental and behavioural 
information to which the individual might respond. The advection term X repre-
sents the subset of V to which the individual actually responds. For example, in 
an oceanographic context, V might represent the entire remotely sensed sea surface 
temperature (SST) field, in which case X would represent the SST values at the in-
dividual's true locations x. In the equations below, the symbol Vis used to indicate 
dependence on control data (advection), but X is used to indicate that the specific 
values X(x) are required. 
The probability of the data y given the full parameter set is p(y I x,v,(), V). This 
density is dependent on only the true locations x and the precision parameter for 
the observation errors, through equation 3.2. Because the observation errors are as-
sumed to be independent between time steps, this density is a product of n bivariate 
normals (equation 3.2) 
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p(y Ix, v, 0, V) = II P(Yk I Xk, 0). 
kEO 
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(3.8) 
In fact, because the covariance terms are zero (equation 3.2) this is a product of 2 n 
normals. 
The density for the true locations given the velocities p(x I v, 0, V) is the prod-
uct of the prior placed on the first location, and the location errors (from equation 
3.5). It is assumed that these errors are independent between time steps, again 
yielding the product of bivariate normals (and in fact, again, of 2(N - 1) normals) 
N 
p(x I v,O, V) =p(x1I0) IIp(xk I Xk-l, Vk-1,0, xk-1). (3.9) 
k=2 
Similarly, the density for the velocity terms given the parameters and control vector 
V is the product of a prior on the first velocity v1 (an initial condition) and the 
errors from the stochastic process for velocity (equation 3.6) 
N-1 
p(v [ 0, V) = P(v1 [ 0) II p(vk [ Vk-1, 0). 
k=2 
(3.10) 
To reflect uncertainty in knowledge of the first location and first velocity, bivariate 
normal priors are placed on these, again the variance is a diagonal matrix rx0 = 
diag ( rf0 , rf0). These represent the model's initial conditions 
(3.11) 
(3.12) 
These priors are selected for conjugacy with the normal likelihood. A multivariate 
normal prior is assumed for /3 
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/3 ,.., MVNm (/30, ~o) (3.13) 
and conjugate gamma priors are assumed for the precisions for the observations 
T;',..,Gamma(a~, b;), i=l,2 (3.14) 
and similarly for the precisions for the path locations Tix and velocities Tiv. 
3.3.5 Conditional distributions 
Having used conjugate priors, it is possible to calculate the exact conditional dis-
tributions for the parameters ( Tx, Tv, TY, and /3) and the v states but not for the x 
states in cases where X depends on x. The method for calculating these conditional 
distributions is described in Appendix 11. Specific calculations for a gamma, and 
for a multivariate normal conditional are given in Appendix 12 and Appendix 13. 
These pertain to the model presented in Chapter 4 but are very similar to those 
presented here, except that they present some additional complications because in 
that chapter f3 is allowed to vary with time. 
Conditional distributions for all parameters and states are presented below, but 
first the three error terms are expressed as matrices. 
The observation errors E (equation 3.1) are functions of the observed locations y 
and their corresponding true locations P x 
E = y-Px. (3.15) 
Here P is an n x N matrix of zeros and ones that drops the locations for which no 
observation has been made, while retaining ordering, leaving only the subset of x 
relating to the time steps k E 0 during which an observation is made 
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{ 
1 if the jth observation is made during time step k 
P3k = 0 otherwise. 
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(3.16) 
The location errors ~ (equation 3.3) are functions of the difference in the true lo-
cations Dxx (Dx is a matrix that produces the N -1 first differences of x), the 
time steps Ax = diag(b.), the velocities v, and the partitioned advection matrix 
[X1 ,BI X2 ,8] 
(3.17) 
Here X1 and X2 are N - 1 x m matrices such that the kth row of Xi is the ith row 
of xk. 
Velocity (equation 3.4) is a random walk so that the errors in velocity (are simply 
the first differences of v 
(3.18) 
where Dv is the matrix that produces the N - 2 first differences of v. 
When stating the conditional distributions for the parameters, 0( -r:;') is used to 
indicate all parameters except r:;1. The conditionals for the precision terms are 
gamma distributions. The conditional for the precision for the observations riY, 
i=l. .. 2is 
(3.19) 
and for the precision for the path r:, i = 1 ... 2 is 
(3.20) 
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and for the precision for the velocities riv, i = 1 ... 2 is 
(3.21) 
The conditional distribution for the advection coefficients f3 is a multivariate normal 
(3.22) 
with mean 
2 
µ/3 = "'/3 '"°' [,,...x v;T (D A )] + "'-1 /3 L__, L....J "· A-0 x Xi - xVi L__,o o 
i=l 
and variance 
The conditional distribution for the inertial state (velocity) v is multivariate normal 
Vi I (), x, V-i, y, v f"V MVNN-1 (µ~' :Ei') (3.23) 
with mean 
and variance 
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~v [ x A v DT A-1 D vO 'T ,.rr]-1 LJi = Ti x + Ti v v v + Ti .LvO .L-i7o • 
Here, Av is a diagonal matrix of time steps excluding the last /).N-1, and Iva is a 
column vector of length N - 1 of the form (1, 0, 0, ... , Of that increases the dimen-
sion of vo and Tivo by adding zeros. 
If advection were constant ( X independent of x) the conditional for x could be 
calculated, and would be a multivariate normal. The symbol Xi I X-i is used to 
indicate the vector of longitudes for all locations given the vector of latitudes for all 
locations (or all latitudes given all longitudes) 
Xi I (}, X-i, v, y, v "'N (µ~' :E~) (3.24) 
with mean 
and variance 
~x _ [ y pT p + x DT A-1 D + xO 'T IT ]-1 
.ui - Ti Ti x x x Ti .LxO xO 
where Ixo is a column vector oflength N of the form (1, 0, 0, ... , o)T that increases 
the dimensionality of xo and Tixo by adding zeros. 
3.3.6 MCMC 
Conditional distributions have been calculated for the parameters ( Tx, Tv, TY, and 
(3) and for the v states. Had a conditional for the x states been available, Gibbs sam-
pling could have been used to make draws from the joint posterior distribution and 
thereby the marginal distributions for all parameters and states. Because a Bayesian 
form has been used, all parameters and states are considered to be random variables. 
For brevity, the term 'parameter' is used in the following brief description of Gibbs 
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sampling to mean both parameters and states. 
Given a set of starting values for all but one parameter, Gibbs sampling proceeds by 
making a random draw from the conditional distribution for that parameter. The 
new value joins the set of starting values and a draw is made from the conditional 
distribution for another parameter. This proceeds until one draw has been made 
from the conditionals for all parameters. These actions represent a single iteration 
of the sampler. The resulting set of values represents one draw from the posterior 
distribution, and becomes the starting set for the next iteration. Each set of values 
is stored, and sampling proceeds at least until the investigator is satisfied that the 
sample has converged on the true posterior distribution. 
Measurement of convergence is difficult because the underlying distribution is un-
known and the sample is inherently autocorrelated. Nevertheless, a number of indi-
cators of convergence have been presented, although their authors acknowledge that 
they can fail to accurately diagnose convergence (Gelman & Rubin, 1992; Geweke, 
1992; Roberts, 1992; Cowles & Carlin, 1996). These have been incorporated into 
the CODA software, which is accessible through the R programming language (R 
Development Core Team, 2007) and has been integrated into the WinBUGs package 
(Spiegelhalter et al. , 2004). 
Lacking a conditional distribution for x, this component of the Gibbs iteration 
is replaced with a Metropolis-Hastings step. Let b represent a proposed set of val-
ues for x that is drawn from a proposal distribution q(·, ·), which is selected for its 
similarity to the true conditional p(x I 0, v, y, V). This proposal is accepted, the set 
of values for x from the previous iteration a, with probability o:(a, b) 
. { 7r(b) q(b, a)} 
o:(a, b) =mm 1, 7r(a) q(a, b) . (3.25) 
where 7r ( ·) is the posterior distribution. This is known up to an unknown normalizing 
constant but because 7r(·) appears in both the numerator and denominator this 
constant is cancelled out. The proposal distribution q( a, b) represents a step from 
a to b. The 'conditional' for x (equation 3.24), which is a true conditional only if 
the whole advection field V is constant at all locations, was used as the proposal 
distribution 
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q(a, b) =p(b I O,v,y,X(a)) (3.26) 
and similarly for q(b, a). Note that the notation used here differs from equation 3.24 
in that, for clarity, the subscript i denoting Cartesian coordinate, has been dropped, 
along with the reference to X-i· This indicates that x can be updated in one step 
because x 1 and x2 are independent of one another. 
If advection takes the same values at all locations then X(a) = X(b) = X and 
q(·, ·) is the true conditional for x, which is equal to the posterior multiplied by a 
term c that is constant with respect to x. The values for all parameters and the 
v states are held constant while performing this Metropolis-Hastings step for x so 
that, if advection is constant 
q(a,b) =p(b I O,v,y,X) =7r(b) c (3.27) 
And similarly for q(b, a). Substituting equation 3.27 into equation 3.25, the ac-
ceptance probability for the Metropolis-Hastings step (when advection is constant) 
becomes 
. { 7r(b) 7r(a) c} 
a(a, b) =mm 1, 7r(a) 7r(b) c = 1 (3.28) 
so that this step reverts to Gibbs sampling when advection is constant. 
The first 1000 MCMC draws were discarded in order to reduce the effect of the 
starting values .. The subsequent 200 OOO iterations were retained. Converg~nce was 
checked by running several chains, each with different starting points and ensuring 
that the results did not differ noticeably among chains. The CODA diagnostic soft-
ware was used to test for convergence of the chains. 
3.3. 7 Simulation scenarios 
This model can be used in two ways in order to make inferences about the movement 
behaviour of animals, given observed tracks. In both cases, hypotheses regarding 
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how animals might be moving must first be formulated (possibly using covariate 
data), and these must be used to generate advection fields (which then represent 
those hypotheses). First, the movement model, with more than one advection field, 
can be applied to track data and the coefficients of the advection fields estimated. 
Examination of the marginal posterior distributions for the advection coefficients 
will indicate whether or not the animal is responding to each advection field, and 
what relative importance each field has for movement. 
Second, more than one version of the movement model can be produced, each using 
a different (set of) advection field(s). In this case the estimated parameter values of 
the models are not of interest and model comparison methods (explored in Chapter 
5) are used to measure the weight given by the observed track to each competing 
model, thus sifting more likely hypotheses from less likely ones. In this case, the 
whole movement model represents the hypothesis regarding movement behaviour. 
The first of these scenarios is explored in this chapter, and the second in Chap-
ter 5. The present chapter uses simulation tests to explore the model's ability to 
correctly estimate parameter values. In order to do this, a particular form of model 
was selected from the family of models made available by the modelling framework 
presented above. This was used, together with the advection fields described below, 
to generate simulated track data. The model was then fitted to this data and the 
resulting parameter estimates were compared with their true values. 
Four advection scenarios are considered (Figure 3.1). First, the simplest kind of 
advection field is used - one that represents constant movement towards the north 
(Figure 3.la); here advection and inertia are likely to operate in the same direction 
and, when this advection field is used for estimation, the path x is estimated by 
Gibbs sampling. Second, a gyre is used to represent movement around a central 
point. Here the direction of advection changes with every step so it is likely to 
operate in a different direction from inertia (Figure 3.lb). Next, in order to test 
the model's ability to discriminate the coefficients of two advection fields, combi-
nations of advection forces were specified. The third simulation scenario uses two 
constant advection fields, a northerly flow combined with an easterly flow, giving 
an overall movement to the northeast (Figure 3.lc). Again, when used in estima-
tion, this advection scenario would result in Gibbs sampling for the path x. The 
fourth advection scenario combines a constant northerly flow with a clockwise gyre 
(Figure 3.ld), requiring Metropolis-Hastings within Gibbs sampling because of the 
nonlinearity introduced by the gyre. 
0 
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Figure 3.1: Advection fields, or combinations of fields, for the four simulations used 
to generate tracks; (a) a single northwards flow; (b) a single clockwise gyre; ( c) 
combined northwards and eastwards flows; and (d) combined northwards flow with 
clockwise gyre. Plots (c) and (d) show only the vector sum of the two fields that 
are used in these scenarios. The path x that was simulated using each (set) of fields 
is shown in grey, with a large black dot indicating the first location. The observed 
locations (track) y are shown as black, joined, dots. 
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The four simulation scenarios were used to generate four tracks for individuals mov-
ing according to each (set of) advection field(s) (Figure 3.1). The parameter values 
used for these simulations are shown in Table 3.1. In order to allow the observed 
y and true x locations to vary to, what is hoped to be, a realistic degree, precision 
terms of Tx =TY= (1, 1) were used (variance, correspondingly is= 1). However, ve-
locity vis used to introduce inertia into the path; an imprecise Tv will allow frequent, 
sudden, direction changes whereas a precise Tv will force the track to be smoother. 
Note that an investigator could choose to exclude errors from the velocity state v 
altogether. As there is no reason to allow this error term to be large, a relatively 
precise value was chosen for the simulation Tv = (100, 100). 
A relatively small number of observed locations (=21) is assumed, in order to sim-
ulate a data poor situation. Real applications of this model are likely to involve 
a greater number of observations, but these may be offset by greater variability in 
advection fields that are calculated using environmental data. A latent location is 
inserted between every pair of observations, giving a total of 41 locations to estimate. 
Unequal time steps were generated from a normal distribution. 
Table 3.1: 'True' parameter values used to simulate tracks, are shown. Note that 
the shape a and rate b parameters of the gamma distribution can be calculated 
from the distribution's meanµ and variance a 2 using the formulae a= µ 2 /a2 and 
b = µ / a 2 . The gamma prior distributions are expressed both in terms of shape a 
and rate b, and mean and variance. 
Symbol Description Value 
N Number of locations 41 
n Number of observed locations 21 
m Number of advection fields 1 or 2 
X1 Initial location (-15, -8) 
V1 Initial velocity (0, 0) 
A Step durations (drawn randomly) ""' N(0.75, 0.3) 
{3 Coefficient of advection 1 or (1, 1) 
0 Index of observed locations 1,3, ... 41 
Ty Precision for observed locations y (1, 1) 
Tx Precision for locations x (1, 1) 
TV Precision for velocity v (0.01-1 ' 0.01-1) 
In all cases, the uncertainty likely to prevail regarding the true values of all of the 
precision terms (the path Tx, the observations TY, and the velocities Tv) was re-
flected by using priors whose variance was (1, 1), (Table 3.2). 
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No initial direction, or magnitude, was assumed for velocity vo = (0, 0), and 
this prior was chosen to be precise, Tvo = (1000, 1000). The first location on 
the track is likely to be a release location and therefore known with precision. 
Its prior was centred on the correct value, xo = ( -15, -8), and was precise, 
Txo = (0.001-1, 0.001-1), Table 3.2. 
In all estimation scenarios, the estimation model used a prior for the advection 
coefficients centred on zero /30 = O, favouring little or no influence on movement 
by any advection field. Therefore, influence will not be assumed unless the data 
indicate otherwise. 
Table 3.2: Priors used for estimation. Note that the shape a and rate b param-
eters of the gamma distribution can be calculated from the distribution's mean µ 
and variance a2 using the formulae a = µ2 /a2 and b = µ/a 2 . The gamma prior 
distributions are expressed both in terms of shape a and rate b, and also mean and 
variance. 
Symbol Description 
x 0 Mean initial location 
v0 Mean initial velocity 
Txo Precision for initial location 
Tvo Precision for initial velocity 
/30 Mean of multivariate normal prior for /3 
Eo Variance for prior for f3 
aY Shape for gamma prior for TY 
bY Rate for gamma prior for TY 
Mean for gamma prior for TY 
Variance for gamma prior for TY 
ax Shape for gamma prior for Tx 
bx Rate for gamma prior for Tx 
Mean for gamma prior for Tx 
Variance for gamma prior for Tx 
av Parameters for gamma prior for TV 
bv Parameters for gamma prior for Tv 
Mean for gamma prior for Tv 
Variance for gamma prior for Tv 
Value 
(-15, -8) 
(0, 0) 
(1000, 1000) 
(1000, 1000) 
0.0 
1 
(1, 1) or (25, 25) 
(1, 1) or (5, 5) 
(1, 1) or (5, 5) 
(1, 1) 
(1, 1) or (25, 25) 
(1, 1) or (5, 5) 
(1, 1) or (5, 5) 
(1, 1) 
(104 , 104 ) or (25e4 , 25e4 ) 
(100, 100) or (500, 500) 
(1, 1) or (500, 500) 
(1, 1) 
Three investigations were carried out. The first examined the ability of the move-
ment model to correctly estimate parameter and state values under ideal conditions. 
The same advection field(s) used to simulate the track was used in the estimation 
model, and the priors for the precision terms were centred on their simulation values. 
Four applications occurred, one for each of the advection scenarios shown in Fig-
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ure 3.1. Two of these scenarios involved two advection fields, used in combination, 
so that the estimator's ability to discriminate their coefficients could be examined 
(Figure 3.lc and d). Two scenarios used constant advection fields so that the Gibbs 
sampler was used for all parameters and states (Figure 3.la and c) whereas the 
remainder required a Metropolis-Hastings step for the path x (Figure 3.lb and d). 
The second investigation examines sensitivity to the prior for the precision param-
eters. This was examined by using a prior whose mean was five times that of the 
value used to simulate the data (Table 3.2); here, the track generated using the 
simplest advection scenario (constant northerly flow), Figure 3.la) was used in the 
estimation model. 
The third investigation examines sensitivity to incorrect advection fields. This was 
examined by applying an estimation model that assumed a constant northerly flow 
(Figure 3.la) to a track that was simulated using the most complex advection sce-
nario, northerly flow combined with a gyre (Figure 3.ld). 
3.4 Results 
When a single advection field is used in both the simulation and estimation of the 
track, and the priors for the precision parameters are centred on the values used in 
the simulation, all parameters and states are estimated without apparent bias (Fig-
ures 3.2 and 3.3). A possible exception is the precision for the observation errors rY, 
which has a heavy right-hand tail; but, being gamma distributed, some skewness is 
expected. The scenario that uses a constant northerly advection (Figure 3.2) has 
an oblong cloud of estimates of velocity as compared with the circular cloud for the 
scenario that uses a gyre (Figure 3.3). The constant advection scenario has both 
inertia and advection operating in the same direction so that there is greater un-
certainly regarding the value of velocity in the north-south direction compared with 
the east-west direction. This confusion does not occur in the gyre scenario because 
the direction of advection changes with time (Figure 3.3). Similarly, the estimates 
of location for the northerly scenario (Figure 3.2) are more spread in the east-west 
direction than the north-south direction whereas those for the gyre are more evenly 
spread in all directions. 
The precision for velocity rv is estimated with greater precision than those for 
observation rY and location rx because of the more precise mean value assumed for 
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this prior. Researchers may prefer to use this parameter, along with a precise prior, 
to set the smoothness of the path, rather than estimating it. 
Path location is estimated with greater precision when advection acts more strongly 
on movement. This can be seen by comparing the location estimates x for the sce-
narios that use a single advection field (Figures 3.2 and 3.3) with those that use two 
combined advection fields (Figures 3.4 and 3.5). In all cases the advection coefficient 
used to simulate the track was the same, f3 = 1, so that when the fields operate in 
the same direction the combined effect is doubled, making it easier for the model to 
discriminate between advection and random error. 
This paragraph discusses bias in the estimated parameter values, where an un-
biased estimator is one that produces estimates whose mean or median is equal to 
the true parameter value (Gelman et al. , 2004). In the histograms referred to here, 
such lack of bias will be clear from a symmetrical distribution of the posterior about 
the true value (indicated in the by shaded bars). The estimators that used a single 
advection field produced unbiased estimates of the coefficients /3 (Figures 3.2 and 
3.3), however those that use two advection fields show some bias (Figures 3.4 and 
3.5). The model that uses northerly combined with easterly advection (Figure 3.4) 
has an unbiased estimate of the coefficient for advection in the northerly direction 
/31 but that for easterly advection /32 is overestimated, indicating stronger movement 
towards the east. This is balanced by a westward bias in velocity v, while there is 
no bias for v in the north-south direction. This indicates confounding of velocity 
(inertia) with the advection coefficients f3. Once the animal had begun to move 
in an easterly direction, the tendency to continue doing so is attributed to inertia 
instead of to advection. 
The track that was simulated using northerly advection together with a gyre moves 
through a region in which the gyre has a largely northerly flow (Figure 3.ld) so 
that the coefficients for the two' advection fields are confounded. The coefficient for 
northerly flow is underestimated, while that for the gyre is overestimated (Figure 
3.5). 
Centring the prior for a precision parameter on an incorrect mean value (five times 
the correct value) causes the marginal for that parameter's posterior to shift cor-
respondingly (Figures 3.6 - 3.8), indicating that the data provide little information 
on the magnitude of these quantities. When the prior for the observation precision 
rY (Figure 3.6) has an incorrect mean, the marginal posterior for the path precision 
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Figure 3.2: Results from 200 OOO MCMC draws from the posterior of the estimation 
model that uses northerly advection (scenario 1) , applied to the track generating 
using this same advection. States are shown as Cartesian coordinates (the simulated 
values as open circles joined by white lines and the MCMC draws as a density plot). 
Parameters are shown as a fraction of their true values so that a correct value is 
given as 1; the bars that span this value are shaded in black. 
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Figure 3.3: Results from 200 OOO MCMC draws from the posterior of the estimation 
model that uses a clockwise gyre (scenario 2) , applied to the track generating using 
this same advection. States are shown as Cartesian coordinates (the simulated 
values as open circles joined by white lines and the MCMC draws as a density plot). 
Parameters are shown as a fraction of their true values so that a correct value is 
given as 1; the bars that span this value are shaded in black. 
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Figure 3.4: Results from 200 OOO MCMC draws from the posterior of the estimation 
model that uses northerly advection combined with easterly advection (scenario 3) , 
applied to the track generating using these same advections. States are shown as 
Cartesian coordinates (the simulated values as open circles joined by white lines and 
the MCMC draws as a density plot) . Parameters are shown as a fraction of their 
true values so that a correct value is given as 1; the bars that span this value are 
shaded in black. 
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Figure 3.5: Results from 200 OOO MCMC draws from the posterior of the estimation 
model that uses northerly advection combined with a gyre (scenario 4) , applied to 
the track generating using these same advections. States are shown as Cartesian 
coordinates (the simulated values as open circles joined by white lines and the 
MCMC draws as a density plot). Parameters are shown as a fraction of their true 
values so that a correct value is given as 1; the bars that span this value are shaded 
in black. 
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Tx becomes more precise. Similarly, when the prior for Tx has an incorrect mean, 
the marginal posterior for TY becomes more precise (Figure 3.7), indicating that the 
ratio of these parameters is more precisely determined than their absolute values. 
Reassuringly, misspecification of the precision terms TY and Tx have little or no 
effect on the marginal for the advection coefficient /3, except for a slight increase in 
precision when Tx is overestimated (Figure 3.7). 
Misspecification of the prior, and therefore a shift in the posterior, for the velocity 
precision Tv has no effect on the estimates of TY or Tx but causes a slight upward 
bias in the marginal for the advection coefficient f3 (contrast Figure 3.8 with Figure 
3.2). This indicates that for the range of values investigated here, Tv may be un-
correlated with the other parameters and the x states and can therefore be treated 
as part of the choice of model drawn from the family of possibilities presented by 
the modelling framework, rather than as a parameter that must be estimated. This 
upward shift in Tv (indicating increased precision, decreased variance) does result 
in greater precision in the estimation of the velocities v. 
When the northerly advection and gyre (Figure 3.ld) were used to generate the track 
but only the northerly flow (Figure 3.la) was used in estimation, a bias appeared 
in the posterior marginal velocity - the centre shifting to the southeast (Figure 3.9). 
In the region in which this animal is moving, the gyre exerts a northeasterly to 
easterly pressure. The northerly component of this explains the upward bias in the 
posterior for the coefficient for northerly flow ({3 North in Figure 3.9) and the shift 
in the posterior for v compensates for the easterly movement and to some extent 
the reduced northerly movement in the latter part of the track. 
The marginal posteriors for v for the scenarios that used correct advection fields 
were centred on (0,0), indicating no persistent directionality to inertia. The scenario 
that used an incorrect advection field shows a shift in the centre of the posterior for 
v to roughly (1,-0.5), Figure 3.9. 
3.5 Discussion 
A modelling framework is presented that is capable of estimating the parameters 
and states of a model applied to irregularly timed, autocorrelated tracking data. 
The model simulated an individual's response, in terms of movement behaviour, 
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Figure 3.6: Results from 200 OOO MCMC draws from the posterior of the estimation 
model that uses northerly advection (scenario 1) , applied to the track generating 
using this same advection. The prior for TY had a mean value five times the true 
value. States are shown as Cartesian coordinates (the simulated values as open 
circles joined by white lines and the MCMC draws as a density plot). Parameters 
are shown as a fraction of their true values so that a correct value is given as 1; the 
bars that span this value are shaded in black. 
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Figure 3.7: Results from 200 OOO MCMC draws from the posterior of the estimation 
model that uses northerly advection (scenario 1), applied to the track generating 
using this same advection. The prior for T x had a mean value five times the true 
value. States are shown as Cartesian coordinates (the simulated values as open 
circles joined by white lines and the MCMC draws as a density plot). Parameters 
are shown as a fraction of their true values so that a correct value is given as l ; the 
bars that span this value are shaded in black. 
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Figure 3.8: Results from 200 OOO MCMC draws from the posterior of the estimation 
model that uses northerly advection (scenario 1) , applied to the track generating 
using this same advection. The prior for T v had a mean value five times the true 
value. States are shown as Cartesian coordinates (the simulated values as open 
circles joined by white lines and the MCMC draws as a density plot). Parameters 
are shown as a fraction of their true values so that a correct value is given as 1; the 
bars that span this value are shaded in black. 
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Figure 3.9: Results from 200 OOO MCMC draws from the posterior of the estimation 
model that uses northerly advection (scenario 1) , applied to the track simulated 
using a combination of northerly advection and a gyre (scenario 4). States are shown 
as Cartesian coordinates (the simulated values as open circles joined by white lines 
and the MCMC draws as a density plot). Parameters are shown as a fraction of 
their true values so that a correct value is given as 1; the bars that span this value 
are shaded in black. 
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to a wide variety of forms of external as well as internal factors. This framework 
includes the estimation of latent locations so that the time resolution of the model 
may be increased when gaps exist in the track data. An illustration, drawn from 
the family of possible forms of this model, is used to show that, in simulation, the 
model correctly identifies parameter values and states, and this was found generally. 
In this framework, combinations of advection forces are used to represent hypotheses 
regarding movement behaviour. These are estimated using co-models that may use 
environmental data, such as SST fields, or may simply use theory, such as a tendency 
to travel northwards. Alternative co-models, representing alternative behavioural 
hypotheses, may use the same environmental data but different behaviours. For 
example, two co-models may both use SST data but one may reflect a tendency to 
move towards warmer water whereas the other reflects avoidance thereof. Different 
hypotheses of movement behaviour might lead to similar advection fields so that 
the method presented here might not always be able to choose among competing 
hypotheses. Similarly, a single idea such as that 'white sharks navigate using the 
earth's magnetic field' does not lead to a single advection field for a shark that 
is moving towards a known location using the geomagnetic field to guide it there. 
Would it be able to move straight there by the shortest route or would it curve 
in towards its goal due to non-orthogonality of the components of the geomagnetic 
field? Would it need to swim for a long distance in an arbitrary direction in order 
to sample the geomagnetic field before it could orientate? Each suggested answer 
to these questions would result in a different advection field so that from the point 
of view of someone using this modelling framework a 'hypothesis' of movement be-
haviour is a complete set of suggestions that leads to a single advection field. 
If advection fields used in combination in the same model are correlated with one 
another in the region through which the animal moves, then confounding will occur. 
Care should be taken to avoid this, unless the animal also moves through regions 
where these fields operate in independent directions. 
Inference regarding which advection forces are influencing movement behaviour can 
be made by including several advection forces in the model and then examining the 
estimated coefficients f3 which give an indication of the relative effect of each force. 
A zero estimate for one of the coefficients would indicate that the corresponding 
advection force is not effecting movement. However, this will only be possible when 
the advection fields used are not correlated in the areas through which the animal 
moves. As shown in Chapter 5, further inference can be made by constructing mod-
els that use different advection forces or combinations of advection forces and using 
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the Bayes factor to assess which best explain the observed track. 
The model is unable to estimate the precision parameters with accuracy, seem-
ing to rely on the influence of the prior. However, this does not lead to serious bias 
in the estimates of other model parameters. However, this might affect the results 
of model comparison, a problem that is explored in Chapter 5. 
The precision parameter for velocity Tv is largely uncorrelated with those for ob-
servation TY and location Tx. Its value influences the precision of the marginal for 
the advection coefficient f3 but has little influence on its location. In this investi-
gation, the variance = diag(l, 1) assumed for the prior for Tv was the same as that 
used for the other precision terms TY and Tx. However, because a much smaller 
mean value was assumed, there was less room for variation in the resulting marginal 
distribution Tv. This parameter influences the inertia, or smoothness, of the path, 
governing the rate at which the direction of inertia can change. The inertial prop-
erty of the path is considered to be part of the model selection choice made by the 
investigator. Thus Tv is considered to be a model setting, rather than a parameter 
whose estimated value is of interest, so that a more precise choice for the prior for 
Tv is acceptable. This, along with many other choices of model framework may, of 
necessity, be relatively arbitrary. Guidance, in this case, would come from the in-
vestigator's assessment of the directedness of the animal. Is the animal meandering 
aimlessly (imprecise velocity, a small value for Tv) or is it moving directly towards 
an apparent goal (precise velocity, a large value for Tv)? 
A shift in the centre of the posterior marginal for v, away from the origin, might 
indicate that the advection fields used in the estimation model are poor representa-
tions of the movement behaviour of the tracked animal. This indicates a directional 
persistence that has not been accounted for by the chosen advection fields, so that 
an additional motivation for movement exists that has not been included in the 
estimation. Investigation of further instances of incorrect choice of advection fields 
is desirable to test the robustness of this indicator of incorrect choice. Such exam-
inations were beyond the scope of this chapter. The primary aim of this thesis is 
to derive an effective method of model choice, rather than an accurate estimator 
of parameter values; therefore Chapter 5 presents investigations into the robustness 
of methods of model selection to incorrect model specification, including incorrect 
choice of advection field. 
This chapter's application of a discrete time model to a process that is continu-
ous in time, is an approximation. Alternative choices are available for the way in 
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which velocity v and the precision terms Tx and Tv were scaled with time. The 
Brownian motion option used here seemed to be the most natural. In principle, 
an exact solution would require methods such as stochastic differential equations 
(Jones & Ackerson, 1990), but it is not clear that the accuracy of the data likely to 
be available will warrant this level of time resolution. However, the ability to include 
latent locations does allow some control over the time resolution of the model. Typ-
ical tracking data include occasional long periods without position estimates and if 
these occur when the animal is passing through a region where the advection field 
undergoes significant change of direction then latent locations become necessary in 
order to describe the likely route taken. Nevertheless, when developing behavioural 
co-models, care should be taken to avoid algorithms that give rise to advection fields 
whose direction changes greatly over a short distance, as this will result in a move-
ment model that is sensitive to small errors in location. Such an example is given in 
Chapter 8 where the bathymetric observations used to generate an advection field 
were smoothed prior to use. 
The use of a Student-t distribution to describe observation errors would provide 
robust inference in the presence of outlying observations (Gelman et al. , 2004). 
Jansen et al. (2005) and Flemming et al. (2006) have demonstrated the use of 
t-distributed observation errors in state space models of movement behaviour. The 
purpose of this Chapter is to emphasize other, novel, aspects of this modelling 
framework, therefore a more tractable, Gaussian, error structure was chosen for this 
illustration. 
Jansen et al. (2003) modelled the tendency for an animal to move in a preferred 
direction by allowing non-zero covariance terms for their process error. This necessi-
tated the use of a Wishart distribution, less tractable than the gamma distributions 
used here. Directional preference is achieved more easily by means of advection. 
Many animals show inertia, or directional persis.tence, a tendency to continue mov-
ing in the same direction (Turchin, 1998), which it has been suggested, indicates 
navigational uncertainty (Guilford et al. , 2004; Roberts et al. , 2004). This is rep-
resented here by adding one level ( v) of stochastic trend to the structural time series 
that is the state equation, thus adding greater autocorrelation to the track. More 
levels could be added (Chatfield, 2004; Harvey, 1990) but these overcome the effect 
of advection to some degree, more strongly the more levels added. Similarly, greater 
precision in the errors in velocity (larger Tv) results in greater autocorrelation in the 
path. The choice of a single additional layer and relatively precise Tv gave paths 
that appeared consistent with the satellite tracks of white sharks (see Chapter 8). 
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Stochastic processes were applied to both the path x and the velocities v, but one 
of these error terms could have been omitted. Using both, simplified the mathemat-
ics and emphasized the state space nature of the model. However, it reduced the 
identifiability of the model because an additional precision parameter, and several 
additional states, had to be estimated. It might be preferable, in future, to remove 
one of these sources of error. 
Priors P(x1 I 0) and P(v1 I 0) were imposed on the initial conditions for both 
path x and velocity v. However, the initial location of the tagged animal is likely to 
be known with sufficient accuracy to warrant fixing the value of x1. It is less likely 
that v1, the velocity (additional to that given by advection) and inertial direction 
prior to capture, will be known, and even if it were, the trauma of capture and 
release might cause a change. However, given the model's poor ability to estimate 
v, the value assumed for v1 , or the degree of uncertainty assumed in its prior, are 
unlikely to affect the conclusions drawn from the modelling study. 
The 'conditional' for x (equation 3.24) is a good proposal distribution for x pro-
vided X does not show great variation over small distances (so that it is not locally 
smooth at the scale of the errors in the observations E and the true locations ~). It 
was found to be an adequate proposal distribution for the simulations presented in 
this thesis, but if less smoothly varying advection fields are used then the MCMC 
chain for x may not mix well. If this occurs, it will appear in trace plots of MCMC 
draws for x as periods during which the values of x do not change, because of re-
peated rejection of the proposed values. In such a case, it might be wise to consider 
alternative proposal distributions for x. These could be bivariate normals around 
the observed locations y, or around the x values from the previous MCMC step. 
Alternatively, the 'conditional' could be used as the proposal distribution but with 
the variance decreased by some constant. This retains the covariance structure of 
the 'conditional' but decreases the overall variance, thus reducing the proposed x 
value's distance from the mean of the proposal distribution and therefore increasing 
the chance that it lies within a region in which the advection field is locally constant. 
Alternatively, an appropriate nonlinear version of the Kalman filter could be used 
to estimate the state variables (Wang, 2007; Carter & Kohn, 1994). Note that when 
advection is independent of x (such as when the advection field has the same value 
at all locations) the Metropolis-Hastings within Gibbs scheme will reduce to Gibbs 
sampling, as illustrated by equation 3.28. 
Ideally, in each of the scenarios outlined in this (and subsequent) chapters sev-
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eral tracks would have been simulated and the results of model application to all 
tracks compiled. However, the computational burden of this work precludes such 
care. The presentation of several, different, scenarios across several chapters offers, 
instead, a degree of replication. During development several tracks were examined 
and the results presented here are typical. 
CHAPTER 4 
Changing behaviour through time 
4.1 Abstract 
Animal movement behaviour is subject to change over time, sometimes over the 
course of a single tracking period. In this chapter, the modelling framework pre-
sented in the previous chapter is extended to allow behaviour to change with time. 
This is achieved by allowing the coefficients (3 for the advection fields to be dynamic. 
The model allows for correlation in the changes for all coefficients so that, for ex-
ample, one behaviour can become dominant while another wanes. 
The change in the advection coefficients is allowed to follow a random walk. The 
estimated coefficient values are best at the middle of the tracking period, as the 
earliest and latest values are least constrained. There is considerable scope for con-
founding among advection coefficients. This could be curbed to some degree by us-
ing a truncated prior to prevent the estimation of negative values for the coefficients. 
4.2 Introduction 
Animal movement behaviours are subject to change over time. Changes may be 
cyclic, such as breeding behaviours and responses to seasonal changes in the abun-
dance and distribution of food sources. Alternatively changes may be in response to 
the environment, such as prey-switching behaviour when one food source becomes 
rare relative to others (Ostfeld, 1982). Others may be permanent changes such as 
those that occur as an animal matures e.g. breeding areas will be visited only after 
the onset of maturity (Manning & Dawkins, 1992). It is unlikely that long-term 
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changes such as those associated with maturity would be of great relevance over 
the time scale of track data, neither is a whole seasonal cycle likely to be evident, 
however the onset of such changes, over a period of weeks or months, is likely to be 
evident at the scale of a track. Therefore, it is desirable to allow modelled behaviour 
to change over time. It is also desirable to correlate the change in behaviours be-
cause it is conceivable that as one behaviour becomes more important another may 
fade (Manning & Dawkins, 1992). For example, during the onset of a mating season, 
the desire to find good foraging grounds may weaken while the desire to move to a 
spawning ground simultaneously increases. 
The model presented in Chapter 3 represents movement behaviour by means of 
advection fields that direct the movement of a tracked individual. A change in be-
haviour over time could be represented in one of three ways. First, the advection 
field could change with time in a pre-specified manner. Here, the co-model is run 
first, before the movement model, so that the specified change in advection, forms 
part of the hypothesis regarding movement behaviour. The parameters of the co-
model that give rise to the advection field are fixed, not estimable model parameters. 
This is not a flexible way of modelling changing behaviour. 
Second, the advection co-model could be integrated into the movement model so 
that they run simultaneously. Here, the parameters of the co-model are included in 
the estimated set of model parameters. This is likely to greatly increase the com-
putational burden and might lead to problems of estimability due to confounding 
of parameters, but it would be a very flexible means of estimating movement be-
haviour. Considerable further work would be required to investigate and develop 
the properties of such a model. 
Third, the model of the previous chapter can be extended to allow the coefficients 
of the advection fields to change with time. Each field has an associated coefficient 
that governs how strongly that field influences movement. A value of zero indicates 
that the field does not affect behaviour at all, a larger value indicates a stronger 
influence, and negative values cause the animal to move against the advection flow. 
In Chapter 3, the values of these coefficients are estimated by the model, and are 
then held fixed for all time steps so that the relative adherence of the moving animal 
to each advection field does not change over time. This is a more flexible approach 
than that of incorporating the behavioural change into a pre-specified advection 
co-model, and is less computationally burdensome and possibly more stable than 
incorporating the co-model into the movement model. Such state space models with 
dynamic coefficients (linear or nonlinear dynamic models) were the subject of West 
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& Harrison (1997) 's work. 
This chapter presents a version of the model presented in Chapter 3 that has dy-
namic advection coefficients so that behaviour can change over time. The change 
in the coefficients can be correlated so that the importance of one behaviour may 
increase while another, correspondingly, fades. 
4.3 Methods 
4.3.1 The model 
A full explanation of the movement modelling framework is given in Chapter 3. 
The current chapter concentrates on presenting the changes that result from allow-
ing that model's advection coefficient parameter {3 to change over time. Symbols 
used in this chapter are listed in Appendix 10 along with a brief description, and 
their dimensionality. 
To allow the response to advection to change over time, the set of advection co-
efficients {3 (Chapter 3) are replaced by Bk, the vector of coefficients specific to time 
step k , k = 1 ... N - 1. In turn, these are assumed to undergo a random walk (for 
reasons that are discussed later, a functional form is not imposed on this change) 
k = l. .. N-2. (4.1) 
The errors 'f/k are assumed to be independent between time steps. However, the 
changes occurring in the m advection coefficients may be correlated with one another 
;- that is, the errors 'f/k have a multivariate normal distribu~ion 
(4.2) 
with possibly non-diagonal variance matrix (TB )-1. Non-zero covariance terms 
would result in correlation between the changes in the coefficients. Because the 
change in behaviour occurs as a function of time and not time step, the m x m 
variance term (TB)-1 scales with the duration of the time step (.6.k = tk+l - tk) 
(equivalent to Brownian motion). 
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The state equation for the path (previously equation 3.3) is now 
k=l ... N-1. (4.3) 
The random walk for velocity, the term that introduces inertia to the path, is unal-
tered 
k = 1 .. . N - 2. (4.4) 
Recall that Xk = (xk1, Xk2) and Vk = (vk1, Vk2), representing the two Cartesian 
co-ordinates of location, and that the advection matrix xk has dimension 2 x m 
representing the m advection fields thought to influence movement behaviour, in 
each of the two Cartesian directions (Section 3.3.2). 
The observation equation 3.1 for Yk is unaltered 
Yk = Xk + €k k E 0' (4.5) 
and so are the error distributions for the observations 
(4.6) 
for the path 
(4.7) 
and for inertia 
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k = l ... N-2. (4.8) 
4.3.2 Priors 
Gamma priors were specified for the scalar precision terms for the errors in location, 
inertia and observation (see Section 3.3.4) corresponding with each of the Cartesian 
directions. However, the precision for the errors in the advection coefficients TB 
is not scalar because correlation has been allowed for. A conjugate Wishart prior 
(Diaconis & Ylvisaker, 1979) is adopted for the precision TB for the errors in the ad-
vection coefficients Bk. The Wishart can be thought of as a multivariate equivalent 
of the gamma distribution (Gelman et al. , 2004; Evans et al. , 2000) 
(4.9) 
Because the advection coefficients B, which were model parameters in Chapter 3, 
now follow a random walk with estimable error parameters, B now joins x and 
v as an unobserved state vector. Consequently, a prior must be specified for the 
advection coefficients in the first time step B1, like those for x1 and v1 (Section 
3.3.4). A multivariate normal prior is used, with mean Bo and 2 x 2 precision 
matrix TEO, which may have non-zero covariate terms 
(4.10) 
4.3.3 The posterior 
The coefficients B must now be included in the posterior (previously equation 3. 7) 
in terms of their dependence on the parameter vector(), which now represents only 
the precision parameters TY, Tx, Tv, and TB 
p(x,v,B,() / y) cxp(y / x,v,B,O) p(x / v,B,O) p(v / B,O) p(B / 0) p(O). (4.11) 
'1 
I 
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4.3.4 Conditional distributions 
Once again (as in Section 3.3.5) having used conjugate priors for the parameters, full 
conditional distributions can be calculated for all parameters and states with the ex-
ception of x when X depends on x. These conditional distributions are shown below. 
Their method of calculation is detailed in Appendix 11. Detailed calculations for a 
gamma conditional are shown in Appendix 12, for a multivariate normal conditional 
in Appendix 13, and for the Wishart conditional distribution for TB in Appendix 14. 
First, the error terms are expressed in vector form. 
The path location errors ~k at each time step k = 1 ... N - 1 are a function of 
the product of m advections for each Cartesian co-ordinate [Xk1 J Xk2] with m cor-
responding advection coefficients Bk· In order to express this in vector notation, 
the partitioned matrix [ X1 J X2 J is defined such that X2 is an (N - 1) x m(N - 1) 
matrix consisting of m blocks of (N -1) x (N -1) diagonal matrices. The diagonal 
elements of the mth block are the N - l advection terms of the mth advection field 
for coordinate i. 
The product X2 vec(B) is an N - 1 column vector of weighted sums (equivalent 
to [X1 J X2] /3 from equation 3.17, for each time step). Here, 'vec' is the vector-
ization operator (Harville, 1997), which stacks the columns of a matrix. The path 
location errors ~ are given by 
~ = Dxx -Ax (v + [x1 vec(B) J X2 vec(B)]). (4.12) 
As before, Dx is a matrix that gives the N - 1 first differences of x, and Ax is a 
diagonal matrix of step durations (Section 3.3.5). 
The errors in the random walk for the advection coefficients B is given by 
'f/=DvB (4.13) 
where Dv is a matrix that gives the N - 2 first differences for each column of any 
matrix that has N - 1 rows. 
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The observation errors are unchanged; equation 3.15 is repeated 
E =y-Px, (4.14) 
as are the errors in velocity; equation 3.18 is repeated 
( = Dvv. (4.15) 
When stating the full conditional distributions for the parameters, e(-rn is used 
to indicate all parameters except T~. Once again V represents the totality of envi-
ronmental and behavioural information to which the individual may respond and is 
not, therefore, dependent on location x (Section 3.3.4). 
The conditional for the precision matrix for errors in the advection coefficients TB 
is Wishart 
( 4.16) 
The conditional for the m(N - 1) x 1 vector of advection coefficients vec(B) is a 
multivariate normal 
(4.17) 
with mean 
and variance 
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Here Qs is an m(N - 1) x m matrix whose upper left m x m elements are the 
identity matrix of dimension m, and whose remaining elements are zero. This ma- _ 
trix operates on the parameters of the prior for the initial state B1 , increasing their 
dimensions to those of B by the addition of zeros. 
The matrix Ds returns the m(N - 2) first differences of the advection coefficients 
B such that Ds vec(B) = vec(Dv B). 
The dimensions of all these quantities are listed in Appendix 10. 
The states Vi, i = 1, 2 have a multivariate normal conditional distribution 
(4.18) 
with mean 
and variance 
where Iva is a column vector of length N - 1 of the form (1, 0, 0, ... , o)T, which ex-
pands the parameters of the prior for the initial condition v1 by adding zeros. 
If X were independent of x then the conditionals for each Xi, i = 1, 2 would be 
multivariate normal distributions of order N (the total number of locations includ-
ing latent locations) 
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Xi I O,x-i,v,y,B,X rv MVNN (µ~, E~) (4.19) 
with mean 
and covariance 
..,x _ [ y pT p x DT A-1 D ·xO., .,r]-1 LJi - Ti + Ti x x x + T - '/, .LxO .Lxo ' 
where 'Ixo is a column vector of length N of the form (1, 0, 0, ... , 0) T, which is used to 
expand the parameters of the prior distribution for the first location x1 to those of x. 
The conditional for the precision for the observation errors has not changed 
(4.20) 
and neither has that for the precision for the path location errors, although these 
errors ~i were calculated (by equation 4.12) using the new matrix product for the 
advections 
rt I 0(-rn,x,v,y, B, v rv Gamma (N; 1 +a~, ~ {[ A;1~i +bf). (4.21) 
The conditional for the inertial state is unaltered 
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4.3.5 Simulation and estimation 
A set of advection scenarios was chosen in order to simulation test this estimation 
model. Because correlations are allowed between advection fields, a minimum of 
two advection fields is needed to fully test the model. The simplest advection fields 
are constant, that is, the advection at all points is the same. A more complicated 
advection field, a circular gyre, is also considered in order to test the ability of the 
model to distinguish a constant advection field from one that changes direction with 
location. Two alternative pairs of simple advection fields are considered: first, a con-
stant northerly flow coupled with a northeasterly flow; second, a constant southerly 
flow coupled with an anticlockwise gyre (Figure 4.1). 
Initially, only one of the advection fields is important, but over time, adherence to 
that one diminishes as the other increases. Two likely functional forms were chosen 
for the change in the advection coefficients B: one in which the changes occur lin-
early, and another in which they follow an S-shaped curve so that no change occurs 
for a period followed by a period of rapid change and then another without change 
(Figure 4.1). 
These four scenarios are detailed in Table 4.1 and the parameter values used to 
simulate tracks are shown in Table 3.1. The changes in the advection coefficients B 
are assumed to occur smoothly with time, not with time step. Therefore, because 
time steps differ in duration, the plots of B against time step (Figure 4.1) are not 
smooth. 
Table 4.1: Description of four advection scenarios that use different functional forms 
for the changes in the advection coefficients B with time, and different advection 
fields. 
Name Change in B Advection Fields 
Scenario 1 Linear North; Northeast 
Scenario 2 Linear South, Gyre 
Scenario 3 S-shaped North; Northeast 
Scenario 4 S-shaped South, Gyre 
Estimation is by MCMC, as described in Chapter 3 and the priors are given in Ta-
ble 4.3. Because this investigation focuses on the estimation of changing advection 
coefficients B, the simulation used more precise (larger) values for the precision pa-
rameters for the observations rY, and for the path Tx than those used in Chapter 3. 
The same, precise, value was used for the precision for velocity Tv and which again 
(1) 
(2) 
(3) 
(4) 
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Figure 4.1: B values and corresponding advection fields used in the four simulation 
scenarios. The Bs drawn as black lines correspond with the advection forces shown 
as black arrows, and the greys similarly. The simulated track is overlaid; its starting 
point shown as a black dot 
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Table 4.2: Parameter values and dimensions used to simulate tracks. 
Symbol Description Value 
N Number of path locations x 41 
n Number of observed locations y 21 
m Number of advection fields 2 
Xl Initial location (-10, -10) 
VI Initial velocity (0, 0) 
A Step durations (drawn randomly) "'N(0.75, 0.3) 
xk Advection forces see Table 4.1 
B Coefficient of advection see Table 4.1 
0 Index for observed locations 1,3, ... 41 
Ty Precision for observed locations y (0.1-1 , 0.1-1) 
Tx Precision for locations x (0.1-1 , 0.1-1) 
TV Precision for velocity v (0.01-1 , 0.01-1) 
Bi Initial advection coefficients (1, 0) 
reflected the idea that this is regarded as a model setting rather than a parameter 
to estimate. Priors with relatively diffuse variances ( = 1) were used for all precision 
terms. 
Scenarios 1 and 4 use constant advection fields so that if these are used in the 
estimation model, then the MCMC routine will be at its most efficient, because it 
will revert to Gibbs sampling. Scenarios 2 and 4 use one non-constant advection 
field so that it is necessary to use a Metropolis-Hastings step to estimate the path x. 
For each of the four scenarios 100 OOO MCMC draws were made. Convergence 
was indicated (although not guaranteed) using the CODA diagnostic software pack-
age. 
4.4 Results 
The posterior marginal for velocity shows roughly half the spread seen in Chapter 
3, (Figures 4.2 to 4.5) because greater precision was used when simulating the path 
(larger Tx). Once again, the locations estimates are relatively good. 
A persistent, but small, downwards bias is seen in the posterior marginal for the 
precision for the errors in the path Tx (Figures 4.2 to 4.5). An even smaller, but 
again persistent, downward bias is seen in the corresponding precision for velocity Tv. 
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Table 4.3: Priors used in estimation. Note that the shape a and rate b parameters 
of the gamma distribution can be calculated from the distribution's mean µ and 
variance a 2 using the formulae a = µ2 /a2 and b = µ/a2 • The gamma prior dis-
tributions are expressed both in terms of shape a and rate b, and also mean and 
variance. 
Symbol Description 
x 0 Mean initial location 
v0 Mean initial velocity 
Txo Precision for initial location 
Tvo Precision for initial velocity 
Bo Mean initial advection coefficients 
TBO Precision for prior for B1 
no Degrees of freedom for Wishart prior for TB 
80 Scale matrix for Wishart prior for TB 
aY Shape for gamma prior for TY 
bY Rate for gamma prior for TY 
Mean for gamma prior for TY 
Variance for gamma prior for TY 
ax Shape for gamma prior for Tx 
bx Rate for gamma prior for Tx 
Mean for gamma prior for Tx 
Variance for gamma prior for Tx 
av Shape for gamma prior for TV 
bv Rate for gamma prior for Tv 
Mean for gamma prior for Tv 
Variance for gamma prior for Tv 
Value 
(-10, -10) 
(0, 0) 
(0.001-1 , 0.001-1) 
(0.001-1 , 0.001-1) 
(0, 0) 
diag(l, 1) 
2 
( 2.5 2 ) 2 2.5 
(0.01-1 , 0.01-1) 
(0.1-1 , 0.1-1) 
(0.1-1 , 0.1-1) 
(1, 1) 
(0.01-1 , 0.01-1) 
(0.1-1 , 0.1-1) 
(0.1-1 , 0.1-1) 
(1, 1) 
(le4, le4) 
(0.01-1 , 0.01-1) 
(0.01-1 , 0.01-1) 
(1, 1) 
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Figure 4.2: Est imat ion results for scenario 1, which uses linearly declining adherence 
to a northerly advection field combined with linearly increasing adherence to a 
northeasterly field. The x and v plots show the true values as white , open circles 
and the 100 OOO MCMC draws as a density plot . The precision parameters T Y, T x 
and T v are shown as a fraction of their true values, so that a correct value is given 
as 1; the bars that span this value are shaded in black. 
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Figure 4.3: Estimation results for scenario 2, which uses linearly declining adherence 
to a southerly advection field combined with linearly increasing adherence to a gyre. 
The x and v plots show the true values as white, open circles and the 100 OOO MCMC 
draws as a density plot . The precision parameters T Y, T x and T v are shown as a 
fraction of their t rue values, so that a correct value is given as 1; the bars that span 
this value are shaded in black. 
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Figure 4.4: Estimation results for scenario 3, which uses an S-shaped declining 
adherence to a northerly advection field combined with an S-shaped increasing ad-
herence to a northeasterly field. The x and v plots show the true values as white, 
open circles and the 100 OOO MCMC draws as a density plot. The precision param-
eters TY, T x and T v are shown as a fraction of their true values, so that a correct 
value is given as 1; the bars that span this value are shaded in black. 
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Figure 4.5 : Estimation results for scenario 4, which uses an S-shaped declining 
adherence to a southerly advection field combined with an S-shaped increasing ad-
herence to a gyre. The x and v plots show the true values as white, open circles 
and the 100 OOO MCMC draws as a density plot. The precision parameters T Y, T x 
and T v are shown as a fraction of their true values, so that a correct value is given 
as 1; the bars that span this value are shaded in black. 
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The reason for this is not clear. The precision for the observations appears unbiased. 
Because the priors for the precision parameters are centred on their simulation 
values, their marginal posteriors are unbiased . These parameters are notoriously 
difficult to estimate (Rivot et al. , 2004) and, had the priors not been centred on the 
correct values, the results would have been biased, as demonstrated in Chapter 3. 
The precision parameters for the path rx and for the observations rY are estimated 
within a range of approximately 0.6 to 1.4 times the true value. A precise value 
was used for inertia rv so that the marginal for this parameter has less room for 
variation, ranging within 4% of the true value (Figures 4.2 to 4.5). 
The precision matrix rB was not used to simulate the values of the coefficients 
B so there is no true value with which to compare the results. However, in the sim-
ulation, the coefficients for the two advection fields change in opposite directions, 
therefore the estimated covariate terms should be negative, as they are (Table 4.4). 
Greater variation is seen in the coefficients for the first advection field (0.65, 0.75, 
0.73 and 0.64 in Table 4.4), compared with the second advection field (0.18, 0.30, 
0.21 and 0.34) in all scenarios. This indicates greater variability in the B values, 
over the time steps, for the coefficients of the first advection field. The reason for 
this is not clear but it might also be indicated in Figure 4.6 where the median (the 
white line) for the estimates of the first advection field (left-hand plots) has a ten-
dency to veer away from the overall trend during the final time steps. 
Table 4.4: Average estimated (co)variance (rB)- 1. For every one of the 100 OOO 
posterior draws, the covariance between the vectors B1 and B2 was estimated, and 
the average over these 100 OOO covariances is given in this table. Results are given 
for the four pairs of advections that represent the four simulation scenarios listed in 
Table 4.1. 
Scenario 1 
0.65 -0.06 
-0.06 0.18 
Scenario 3 
0.73 -0.08 
-0.08 0.21 
Scenario 2 
0.75 -0.01 
-0.01 0.30 
Scenario 4 
0.64 -0.06 
-0.06 0.34 
While the true advection coefficients Bk range from 0 to 2, the 95% credibility in-
terval for their estimates ranges much more widely, from roughly -2.5 to 3.5 (Figure 
4.6). The negative values are of most concern because this causes the animal to 
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Figure 4.6: Marginal posteriors for the ~oefficients B for advection scenarios 1-
4, listed in Table 4.1. The posterior median is indicated by a white line, a 95% 
credibility interval by thin black lines, and shading indicates posterior density. The 
true values used in the simulation are indicated by a thick black line. 
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move against the advection field instead of moving along with it. This results from 
confounding when the two advection fields flow in opposite directions. The model 
cannot distinguish between an animal that moves with an advection field that flows 
in a particular direction, and one that moves against an advection field that flows in 
the opposite direction. This results in a wide spread of B estimates of which some 
are negative. 
Confounding also occurs when the two advection fields flow in the same direction. 
For example, in both scenarios 1 and 3 (which use the same advection fields - a 
northerly and a northeasterly flow) the coefficient B for the constant northerly flow 
is consistently overestimated while that for the constant northeasterly flow is un-
derestimated, during the first 25 steps (Figure 4.6a and c). After the first 25 steps, 
the coefficient for northerly flow becomes negative, indicating southerly movement, 
and this is compensated by an increase in the coefficient for northeasterly flow. 
It is difficult to distinguish advection from inertia. For example, the early steps 
of scenario 3, which should be following a northerly advection, are deviated to the 
west (Figure 4.6c). This is due to the chance drawing of a large, southwesterly, 
random deviate for inertia at the second step ((2 ). The autocorrelation in inertia 
propagates that deviation so that the median values for the estimates of B for this 
part of the track are negative for the northeasterly flow, thus giving a southwest-
erly component to the track. The estimates of B for the northerly flow are correct 
(Figure 4.lc). 
As the influence that an advection field has on movement wanes, so the model's 
ability to estimate its value declines. In all scenarios shown in Figure 4.6 the left-
hand plot shows the advection field that dominates at the beginning of the walk and 
declines to zero by the end. By the final 10 steps the posterior median for the left-
hand plots is biased by 0.5 to 1.0 units, whereas, the median for the corresponding 
right-hand plot shows little or no .bias. This indicates that the two coefficients are 
not showing confounding with one another, rather, inertia is compensating for the 
mis-specification of the left-hand coefficients. 
The model also has difficulty estimating the first coefficient value Bo, underesti-
mating this in all cases (Figure 4.6). The prior for Bo has a mean of zero, and the 
data lack sufficient information on this parameter to wholly overcome the effect of 
the prior. 
The results for the gyre (Figure 4.6b and d, right-hand plots) show less bias than 
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those for the constant northeasterly flow, consistent with the finding in Chapter 3 
that the coefficient for an advection field that constantly changes direction is more 
accurately estimated because there is less scope for confounding with inertia. 
The shape of the functional form for B, whether linear or S-shaped, does not seem 
to effect the model's ability to correctly estimate the values of the coefficients. 
4.5 Discussion 
The estimation model was able to discern an increasing adherence to one advection 
field in conjunction with a decreasing adherence to another. The negative correla-
tion between the sets of coefficients B for the two fields was correctly estimated. 
However, the values for the coefficients at the ends of the track (the earliest and 
latest time steps) are less well estimated than those in the middle, because the data 
are less informative about these. A random walk was used to describe the change 
in the coefficient values, therefore the value of the coefficient in any time step is 
constrained by those in the previous and next time steps. Those at the ends are 
thus less constrained. 
A functional form could be imposed on the change in the coefficients. This would 
result in the coefficients at the ends of the track being estimated with greater pre-
cision. However, greater bias would also result unless this functional form closely 
approximated the true behaviour of the animal. In the (likely) absence of such 
knowledge it seems best to allow the coefficients to change according to a random 
walk, allowing the data to reveal the pattern of the change. The smoothness of 
the change is also a model estimated property, given by the precision for the errors 
in the coefficients TB. The change can be smooth (large precision values) or large 
fluctuations can be permi~ted between time steps (small precision values). 
Confounding can occur between the coefficient estimates B when the advection 
fields used in the model flow in a similar direction in the area through which the 
animal moves. This was also seen in the model whose coefficients were time invari-
ant (Chapter 3). Although the model is unable to discriminate the absolute values 
of these coefficients, their sum is expected to be correct, unless confounding with 
inertia occurs in addition. Unless prior information is available regarding the values 
of one of the coefficients, or their ratio, it will not be possible to discriminate such 
advection fields. 
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The model's ability to estimate negative B values can lead to confounding of ad-
vection fields that flow in opposite directions. This could be solved by disallowing 
negative B values - by using a truncated prior, or truncated likelihood. 
Confounding with inertia was seen here, and also in the model that had time invari-
ant (Chapter 3) coefficients. This problem is less severe when advection fields are 
used that change direction frequently. The model's inability to distinguish between 
persistence of direction due to inertia and that due to advection might be solved by 
combining the tracks from several animals, all following the same advection fields 
but having different random deviates, in a hierarchical model. The tracks simulated 
in these chapters had relatively few observed locations (n = 21), which is likely to 
have exacerbated the problem. Real applications are likely to use more observations, 
and more directionally variable advection fields. 
The slight bias in the precision parameters for the path and the velocity requires 
further investigation. There may be confounding with the precision for the change 
in the coefficients TB, which could be investigated by simulating the change in B 
using specified TB values. Confounding could not be investigated in the simulation 
presented here because no TB value was used in the simulation. 
A small value for no yields a diffuse prior distribution but the distribution will 
be improper unless no 2:'.: m (Gelman et al. , 2004). Because the Bayes factor is used 
to compare alternative models (Chapter 5), improper priors cannot be used Kass & 
Raftery (1995). It might be possible to compare models that have similar structure 
such that the improper priors, in a sense, cancel one another out (Kass & Raftery, 
1995). However, dissimilar models cannot be compared. One of the models from 
Chapter 3 could not be compared with the model presented in this chapter if the 
Wishart prior was improper. Therefore, no = m was used to reflect uncertainty 
while still allowing the use of Bayes factors. 
This chapter examines gradual replacement of one movement behaviour by another; 
no scenario is examined in which a single advection field is used, having a time vari-
ant co-efficient. Such a scenario would represent the weakening of some behaviour 
in favour of purely random motion (or the strengthening of some behaviour, away 
from purely random motion). The purpose of this thesis to develop methods for 
examining movement behaviour, it does not consider cases of purely random move-
ment, unmodified by deliberate behavioural directives. 
CHAPTER 5 
Bayesian model comparison for 
movement model 
5 .1 Abstract 
This chapter examines methods of model comparison suitable for application to the 
modelling framework presented in Chapter 3. Two methods are applied - Bayes 
factor, and the deviance information criterion DIC. The Bayes factor, the primary 
means of Bayesian model comparison, requires the estimation of a difficult integral 
- the marginal likelihood. A number of estimators are available for this quantity 
- this chapter uses direct Monte Carlo estimation, the harmonic mean estimator, 
and three variants on Chib's Candidate's estimator. The details of the application 
of Chib's method are dependent on the type MCMC sampling performed. Appli-
cations are performed for Gibbs sampling, Metropolis Hastings within Gibbs, and 
one-block Metropolis-Hastings sampling. 
A model of movement behaviour, drawn from the family of models presented in 
Chapter· 3, was used to simulate a track for an animal moving nOFthwards along a 
preferred line of bathymetry. An advection field relating to an alternative movement 
hypothesis was proposed, suggesting that the animal simply moved in a northerly 
direction. The same movement model was then applied to the simulated track, using 
either the 'true' advection field, or the alternative field. 
However, the harmonic mean estimator gave different estimates of the Bayes factor 
to those produced by the Chib estimators and was unable to discriminate between 
the two proposed behaviours. The reasons for the failure of this published method 
are elucidated in Chapter 6. 
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Very similar estimates of Bayes factor resulted from the three Chib variants. When 
highly diffuse priors were not used, the Bayes factor successfully discriminated which 
of the two proposed advection fields was the one used to simulate the track. How-
ever, when a highly diffuse prior is used (variance=lOD) Bayes factor provides no 
evidence in favour of one model over the other. 
The DIC is less sensitive than the Bayes factor to the choice of prior, providing 
evidence in favour of the correct model in all simulations. It is much easier to cal-
culate than the Bayes factor, requiring only a set of draws from the posterior. The 
DIC is therefore the preferred estimator for model comparison using the movement 
modelling state space model presented in this thesis. 
Chapter 3 showed that the estimates of the precision parameters for the path rx, 
and the observations rY, are strongly influenced by the choice of prior. When the 
prior mean for these parameters is incorrect, the estimates are also incorrect, having 
the same mean as the prior. Nevertheless, these estimates did not influence model 
comparison so that the correct advection field was selected regardless of the mean 
value of the prior for the precision parameters. 
5.2 Introduction 
Chapter 3 presented a model of movement behaviour and demonstrated its ability, 
in simulation, to recover the 'true' parameter values used to simulate the track of a 
moving animal. However, in these simulations, the advection fields used in the esti-
mation model were similar to, or exactly the same as, those used in the simulation 
model. Except for different advection fields and changes in parameter values, the es-
timation and simulation models had the same structure. In reality, the complexity of 
movement behaviour is unlikely to be as closely replicated by the estimation model. 
For this reason, the exact parameter values estimated will not always be of great in-
terest to the investigator, as they may not have close biological analogues. Instead, 
in such cases, it would be more reasonable to compare competing hypotheses regard-
ing behaviour in order to evaluate which are most consistent with observed track 
data. In this way, it is hoped to eliminate hypothesized behaviours that are least 
likely to have given rise to the observed track. In this way proposed covariates of be-
haviour to which tracked animals do not appear to be responding can be eliminated. 
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The primary means of model comparison, in a Bayesian context, is the Bayes factor 
(Jeffreys, 1935, 1961), which can be interpreted as the posterior probability of one 
model compared with others (Carlin & Louis, 2000). Any number of models may be 
compared in this way and the Bayes factor can also be used as a weight for Bayesian 
model averaging (described in Section 2.7.1). 
In order to calculate the Bayes factor, the marginal likelihood, which is the nor-
malising constant for the posterior, must be calculated. This involves an integral of 
the likelihood, multiplied by the priors, across all possible values for the parameters 
and unknown states. Improper priors cannot be used in association with the Bayes 
factor because the unknown normalising factor of the improper prior will become 
incorporated into the marginal likelihood, preventing valid comparison between dif-
ferent models. Kass & Raftery (1995) notes that several authors, including Jeffreys, 
have used improper priors. However, these were cases where the two models being 
compared were very similar. It might be expected that the normalising constants 
of their priors are also similar and therefore cancel one another out in the ratio of 
their marginal likelihoods (which is the Bayes factor). 
Although MCMC provides accurate methods for estimating the shape of the poste-
rior, the normalising factor remains unknown. However, the set of draws from the 
posterior that MCMC does provide can be used to estimate the marginal likelihood. 
Many such estimators have been proposed. Path sampling (Meng & Wong, 1996) 
and its special case, bridge sampling (Gelman & Meng, 1998), are among the m\')st 
powerful but are complex in implementation and rely on good choices of importance 
distributions. Reciprocal importance sampling, RIS (Gelfand & Dey, 1994) is, in 
turn, a special case of bridge sampling. This is relatively simple to implement, but 
again requires careful selection of a distribution. This must be narrower-tailed than 
the posterior for all of the model's parameter space; a difficult achievement when 
dealing with a high dimensional problem. A special case, in turn, of RIS, is the 
harmonic mean estimator (Newton & Raftery, 1.994). This method is very simple 
to use, requiring only a set of draws from the posterior. Although it is known to be 
unstable, it is said to be sufficiently accurate for practical model comparison (no-
tably Rosenkrantz & Raftery (1994); Carlin & Chib (1995); Kass & Raftery (1995); 
Raftery (1996); Sorensen & Gianola (2002)). The accuracy of the harmonic mean 
estimator is revisited in Chapter 6, where it is shown to be unsuitable for practical 
model comparison. 
Laplace's method (Tierney & Kaldane, 1986) is a non-MCMC based approach that 
approximates the posterior using a multivariate normal distribution. The method 
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is straightforward to code, but is unreliable in high dimensional problems, such as 
the one presented here. Furthermore, it requires the inversion of a Hessian matrix, 
which in this case was large enough to generate computational problems. 
The marginal likelihood may be estimated by direct Monte Carlo integration by 
making draws from the prior and taking the ergodic average of the corresponding 
posterior densities. This method is trivial to code, and is reliable when the priors 
are precise, but as shown in Chapter 6, when the prior is diffuse, it converges too 
slowly to be of practical use. 
Chib's Candidates Method (Chib, 1995; Chib & Jeliazkov, 2001) is complex to use 
in that it requires the calculation of conditional distributions or the selection of ap-
propriate approximations to these. However, when MCMC sampling has been used 
these will already be available. This method is accurate even in high dimensional 
problems. However, it has high computational demands (although still much lower 
than direct Monte Carlo integration). As well as using a set of MCMC draws from 
the posterior, it also requires additional reduced runs. An attempt is made to reduce 
the computational burden by modifying the sampling approach, as described later. 
The difficulties in calculating the Bayes factor have encouraged the use of sev-
eral, very much more easily calculated, information criteria. These are the Bayesian 
information criterion BIC (or the Schwarz criterion) (Schwarz, 1978), Akaike's in-
formation criterion AIC (Akaike, 1973), and the deviance information criterion DIC 
(Spiegelhalter et al. , 1998, 2002). Comprehensive discussion on these methods can 
be found in DiCiccio et al. (1997), Kadane & Lazar (2004), and Kass & Raftery 
(1995), and greater detail than that presented in this chapter is given in Section 
2.7.1. 
Provided the prior has comparable precision to the likelihood, it can be shown 
that AIC is asymptotically equivalent to the Bayes factor (Kadane & Lazar, 2004; 
Kass & Raftery, 1995). This implies that as the sample size increases, both the 
prior and the likelihood become more informative - an unlikely situation. AIC has 
been found to overestimate the number of parameters needed by the model so that 
BIC, which differs only in that it more heavily penalizes models with more param-
eters, is favoured in this respect (Kass & Raftery, 1995; Kadane & Lazar, 2004). 
The justification for using BIC is that it is closely related to AIC, without the bias 
towards less parsimonious models, which in turn is justified as being asymptotically 
equivalent to the Bayes factor provided the prior becomes more informative as the 
sample size increases. Apart from the problem of precise priors, asymptotic qualities 
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are unlikely to be of help in movement behaviour problems where large sample sizes 
are unlikely. AIC and BIC require that the sample size, and BIC requires that the 
number of model parameters, be known. These methods are therefore not useful 
for model comparison involving SSMs where these quantities are difficult to define. 
For a typical SSM, the calculation of the true likelihood requires a high dimensional 
integration, so that iterative estimation of the maximum likelihood is likely to be 
prohibitive. AIC and BIC are used because, although less rigorous than the Bayes 
factor, they are computationally relatively undemanding (Kass & Raftery, 1995). 
This advantage does not extend to the case of an SSM where the likelihood is diffi-
cult to obtain. 
The DIC was developed as a solution to the problem of identifying the number 
of parameters, and the sample size, for hierarchical models. \i\Then the model is hi-
erarchical, the sum of the number of parameters and the number of states will give 
an overestimate of the sample size, whereas the number of parameters, alone, will 
give an underestimate. The sample size, too, may be unclear, for example, when the 
data consist of multiple measures from several individuals (Carlin & Louis, 2000). 
Both of these problems pertain to the movement model presented here. In non-
Bayesian terms, DIC can be regarded as a generalization of the AIC, but it has 
additional, Bayesian, justification through its use of the deviance statistic (Spiegel-
halter et al. , 2002). DIC is easy to calculate from a set of MCMC draws from the 
posterior but has the disadvantage that different model parameterisations (leading 
to different marginalizations of the likelihood) can give different DIC values (Carlin 
& Louis, 2000). 
The Bayes factor is known to be sensitive to the choice of prior, in particular, to 
diffuse priors (Kadane & Lazar, 2004; Aitkin, 1991; Gelfand, 1996) - a disadvantage 
not shared by AIC, BIC and DIC. Movement behaviour is, as yet, little understood 
so that it would be preferable to use a model comparison measure that is robust to 
the choice of prior. 
This chapter presents a simulation of the track of an animal that is moving ac-
cording to a set of advection fields, representing a specific movement behaviour. It 
is assumed that the behaviour that gave rise to this track is unknown, and sev-
eral competing hypotheses regarding movement behaviour are tested to see which 
is given best support by the data. Each competing hypothesis leads to an alterna-
tive set of advection fields, and therefore to an alternative version of the movement 
model presented in Chapter 3. For each of these models, the marginal likelihood is 
calculated, by several methods, along with the DIC, to evaluate whether both the 
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Bayes factor and DIC may be used to identify which model, and therefore which 
hypothesis, is best supported by the observed track. 
5.3 Methods 
5.3.1 Bayes factor 
The Bayes factor is interpreted on a scale originally proposed by Jeffreys (1961). 
Of the many variants available, the more conservative scale put forward by Kass & 
Raftery (1995), Table 5.1, is used here. 
Table 5.1: Scale presented by Kass and Raftery (1995) after Jeffreys (1961) for 
interpretation of the Bayes factor (Bi2) for model Hi compared with model H2. 
log(Bi2) Evidence for Hi 
< 1 Not worth more than a bare mention 
1 to 3 Positive 
3 to 5 Strong 
> 5 Very strong 
Given two models, Mi and M2, each with equal prior model probability, the Bayes 
factor Bi2 is the posterior odds of model Mi compared with model M2. It can be 
calculated as the ratio of the marginal likelihoods (Kass, 1993) 
(5.1) 
where 
Here p(y I 0, Mi) is the true likelihood (see Section 2.5.2) of the data y given pa-
rameters () and model Mi, and p( () I Mi) is the prior. 
Thus the calculation of the Bayes factor reduces to the calculation of marginal 
likelihoods m(y). Suppressing model dependence 
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m(y) = J p(y I 0) p(O) d(J. (5.2) 
In the case of the hierarchical model presented in this thesis (introduced in Chapter 
3), equation 5.2 includes unobserved states (equation 3.7), so that the marginal 
likelihood is 
m(y) = j p(y I x,v,O, V) p(x I v,O, V) p(v I 0, V) p(O) dx dv dO. (5.3) 
The parameter values, denoted (J, are the precision terms Tx, Tv, and TY, as well as 
the advection coefficients f3. The true locations x, and the velocities v, are states. 
The control variable V, which is not dependent on the states, is the totality of all 
advection data. From V, a subsample X is drawn, representing the advections to 
which the moving individual responded. This is dependent on x, X = X(x), unless 
advection is constant at all locations. 
From equation 5.3 it can be seen that the marginal likelihood can either be re-
garded as the expectation of p(y I x, v, 0, V) with respect to the priors for all the 
states p(x I v, 0, V) and p(v I 0, V) and parameters p(O), or as the expectation of 
the complete data likelihood p(y I x,v,O, V) p(x I v,O, V) p(v I 0, V) with respect 
to the prior p(O). In the description below, the first interpretation is used, so that 
the 'likelihood' is p(y I x, v, 0, V). For clarity, in this thesis this is termed the full 
likelihood. Section 2.5.2 gives a more detailed discussion on likelihoods and their 
terminology. 
5.3.2 Monte Carlo estimation 
The marginal likelihood (equation 5.3) may be estimated by direct Monte Carlo 
integration by making draws from the prior and taking the ergodic average of the 
corresponding unnormalized posterior densities 
(5.4) 
Here the superscript (j) indicates the j'th of J draws of the parameters (J from 
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their priors (equations 3.13 and 3.14), and of the states x from p(x I v, (), V) and 
v from p(v I (), V). Drawing x involves drawing Xi,1, i = 1, 2 from equation 3.11 
and then recursively applying equation 3.3 using values of f.i,k drawn from equation 
3.5. Drawing v, similarly, involves drawing Vi,l from equation 3.12 and recursively 
applying equation 3.4 using draws of (i,k from equation 3.6. The advections ,:l;'(J) 
are calculated, using the relevant advection co-model, to be those operating at the 
locations xUl. 
5.3.3 Harmonic Mean 
Given G MCMC draws of the parameters and states from the posterior, the harmonic 
mean estimate of the marginal likelihood (Newton & Raftery, 1994) is 
(5.5) 
A derivation for this equation is given in C}iapter 6. 
5.3.4 Chib's Candidates Method 
The precise details of Chib's Candidates method depend on the form of the MCMC 
sampling routine used. The following section describes three variants implemented 
in this thesis. First, Chib's method for Gibbs sampling uses the conditional dis-
tributions for the parameters and states to calculate ordinates for each using Rao-
Blackwellization (see Robert & Casella, 1999). This version is computationally 
intensive, requiring that the MCMC procedure be executed several times. Second, 
Chib's method for single block Metropolis-Hastings sampling requires only a single 
. . 
run of the MCMC routine. However, this MCMC variant is less efficient because all 
parameters and states are sampled in a single Metropolis-Hastings step even though 
conditional distributions are available for all but (possibly) one state ( x). Third, 
Chib's method for multiple block Metropolis-Hastings sampling is presented. When 
conditional distributions are available for all parameter blocks, this reduces to the 
Gibbs sampling variant. The calculations performed for this thesis use a combi-
nation of Gibbs and Metropolis-Hastings sampling. This makes use of the Chib 
method for multiple block Metropolis-Hastings sampling but some of the calcula-
tions reduce to the simpler Gibb's sampling form. As this methodology is rather 
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involved, Section 5.3.4, page 116, describes the procedure in point form. 
The Chib's Candidate's method (Chib, 1995; Chib & Jeliazkov, 2001) estimator 
recognizes that Bayes theorem holds for any specific set of parameter values so that, 
rearranging Bayes theorem (and using 'I/; to indicate all parameters and states) 
m( ) = p(y I 'I/;*) p( 'I/;*) 
Y p('I/;* I y) (5.6) 
where * indicates a specified set of values. For greatest efficiency Chib (1995) rec-
ommends using values corresponding to a high density area of the posterior. The 
posterior draw yielding the greatest full likelihood value is used here. All terms in 
the numerator on the right hand side of this equation may be calculated exactly, 
but p('I/;* I y) is more difficult. 
For Gibbs sampling 
Chib (1995) presents a method of estimating p('I/;* I y) from a set of draws from 
the posterior, made using Gibbs sampling. First, p( 'I/;* I y) is factorized into several 
ordinates, each of which is estimated separately. If MCMC is conducted using B 
parameter and state blocks 1/;1, ... , 'I/; B then the factorisation is 
p( 'I/;* I y) = p( 1/;r I y) p( 1/;2 I y, 1/;r) ... p( 'l/;'B I y, 1/;r' ... 1/;'B-1) (5.7) 
The first ordinate is estimated using the results of the full MCMC run. For each 
draw from the posterior (yielding 1/;~g) ... 'lj;~), where for all draws g = 1, ... G) the 
value of 1/;1 is set equal to the chosen value 1/;r and th~ full conditional distribution 
for 1/;1 is used to yield the estimate 
G 
ft('I/;* 1 y) = c-1 LP ( 1/;r I 1/;~g), ... 'I/;~) ,y). (5.8) 
g=l 
The second ordinate is estimated by fixing the value of 1/;1 at 1/;i, perfonning a 
reduced MCMC run that draws values for all parameters except 1/;1, replacing the 
resulting 1/;2 draws with 1/;2 and then averaging over the conditional for 1/;2. Because 
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the value of 1/J1 was fixed at 1/Ji prior to performing a reduced run, the resulting 
draws will be from p ( 1/J2 11/Ji, 1/J3, ... 'If; B, Y). 
Thus for each ordinate after the first, an additional run of the MCMC algorithm is 
required, each time fixing another parameter block at its specified *values. Unless 
there are latent data, the final ordinate requires no additional MCMC run - simply 
fix all blocks at their chosen values and calculate the corresponding density of the 
conditional for 1/J'B. Although this model includes latent locations, these are states 
and because this is a Bayesian implementation and all states and parameters are 
random variables, these locations are treated in the same way as parameters of the 
model. Therefore, no additional MCMC run is required. 
For single block Metropolis-Hastings sampling 
When the full conditional distribution is unavailable (such as that for the states x 
when the advection field is not constant) then neither Gibbs sampling nor equation 
5.8 can be used. Chib & Jeliazkov (2001) present an alternative formula for esti-
mating the marginal likelihood using a set of draws made by Metropolis-Hastings 
sampling. Consider Metropolis-Hastings sampling from the posterior using proposal 
distribution q( 'If;, 'If;' I y) for a move from 'If; to 'If;'. The probability of accepting the 
proposed value is 
I • { p(y 11/J') p( 'If;') q( 'If;, 'If;' I y) } 
a('lf;,1/J I y) =mm 1, p(y I 1/J) p('lf;) q('lf;',1/J I y) . (5.9) 
By the reversibility of the subkernel (Gilks et al. , 1996; Chib & Jeliazkov, 2001) 
a('lf;,1/J* I y) q('lf;,1/J* I y) p('lf; I y) = a('lf;*,1/J I y) q('lf;*,1/J I y) p('lf;* I y). (5.10) 
Integrating both sides with respect to 'If;, and making p('lf;* I y) the subject of the 
formula 
(1/J* I ) = f a('l/J,1/J* I y) q('l/J,1/J* I y) p('l/J I y) d'l/J. 
P Y J a ( 1/J*, 1/J I Y) q( 1/J*, 1/J I Y) d'l/J (5.11) 
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The numerator can be regarded as an expectation with respect to p('l/J I y) (the 
posterior), and the denominator as an expectation with respect to q( 'If;*, 'If; I y). 
Therefore, a Monte Carlo approximation for p('lf;* I y) is given by 
(5.12) 
where 'lf;(g), g = 1 ... G are draws from the posterior and 'lf;(J), j = 1 ... J are draws 
from the proposal distribution q( 'If;*, 'If; I y). Each time an MCMC run, or reduced 
run (which are still required if sampling is performed in several blocks), is performed, 
an additional set of draws is made from the proposal distribution. 
In the implementation presented in this thesis, the conditional distributions are 
available for all parameters and states except, sometimes, for x, so that a Metropolis-
Hastings step is used for x. When the advection field is constant, X is the same 
at all locations and the proposal distribution used for x reverts to the full condi-
tional distribution for x. In this case, the Metropolis-Hastings step reduces to Gibbs 
sampling (shown in Chapter 3, equation 3.28 and accompanying text). Note that 
equation 5.12 will likewise reduce to equation 5.8 because the proposed value will 
always be accepted a(·) = 1, and q(·) in equation 5.12 will become the full condi-
tional, p( ·) in equation 5.8. 
For multiple block Metropolis-Hastings within Gibbs sampling 
The previous sections described Chib's method for Gibbs sampling and for single-
block Metropolis-Hastings sampling. This section does not introduce any new for-
mulae, but shows how the techniques of the previous sections were applied to the 
Metropolis-Hastings within Gibbs sampling routine used in this thesis. The method 
is presented in terms of the parameters and states of this model. Note that when the 
model uses a constant advection field, the proposal distribution used for the path x 
becomes the full conditional for x so that the Metropolis-Hastings step used to draw 
x reduces to a Gibbs sampling step and the method described in this section reduces 
to Chib's method for Gibbs sampling (page 112). This procedure is described again, 
in point form, on page 116. 
The parameters (and states) were sampled as four blocks using a mixture of Metropolis-
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Hastings and Gibbs sampling. Note that the precision parameters rY, Tx and Tv are 
independent so that all three may be drawn together as a single T block. The four 
blocks were x, v, T and (3 so that Chib's equation 5.7 becomes 
p('l/J* I y) =p(x*,v*,r*,(3* I y) 
= p(x* I y) p(v* I y,x*) p((3* I y,x*,v*) p(r* I y,x*,v*,(3*) (5.13) 
The first, full, run of the sampler yielded G = 100 OOO draws of x(g), v(g), T(g) and 
(3(g), g = 1 ... G with associated full likelihood values. Gibbs sampling was used for 
v, T and (3 but a Metropolis-Hastings step was used for x, as described in Chapter 
3, Section 3.3.6, using the 'conditional' for x (equation 3.24) as the proposal dis-
tribution. The advection values X used in this equation were those corresponding 
with the values of x from the previous draw (or the starting values). 
From these G draws, and their associated full likelihoods, the set of values x*, 
v*, r* and (3* was selected that gave the largest likelihood. 
Having performed the Metropolis-Hastings step for x first, only the more efficiently 
Gibbs sampled states and parameters are left for the two subsequent reduced runs, 
in which x is held fixed at x*. First, with x fixed at x*, a further J = 100 OOO values 
were drawn of vCJ), (3(J), and rCJ), j = 1 ... J using Gibbs sampling. In addition, 
xCJ) was drawn from the proposal distribution q( x*, x). Here the advection values 
X used were those corresponding with the locations x*, X(x*). 
When performing the Metropolis-Hastings step for x, the transition probability 
a(a, b I y) for stepping from x = a to x = b, is given by equation 3.25 and sub-
sequent explanation in Chapter 3. The stored values drawn during the full run 
provide the numerator, and the values from the reduced run give the denominator 
of equation 5.12, which is used to calculate an estimate f>(x* I y) of the first ordinate 
of equation 5.13 
A * a-1 L:;=l a(x(g),x* I y) q(xC9),x* I y) 
p(x I y) = J-l "J ( * (1) I ) 
L.JJ=l a x ,x y 
(5.14) 
As described above, if the advection forces used in the movement model are constant 
at all locations so that X is not a function of x, then equation 5.14 reduces to an 
5.3. METHODS 116 
ergotic average of the conditional for x, of the same form as equation 5.15. 
The second ordinate of equation 5.13 is given by replacing all of the draws vU) 
by v* and then using the remaining draws f3(J) and r(j) to calculate the correspond-
ing density of the conditional distribution for v, p(v* I y,x*,r(J),f3(J)) (equation 
3.21), and taking their ergotic average 
J 
p(v* I x*,y) = J-1 I: p(v* I y,x*,r(J),13(3)). (5.15) 
t=l 
The third ordinate in equation 5.13, p(/3* I y, x*, v*) is calculated similarly to the 
second by fixing v at v*, performing a second reduced Gibbs sampling run which 
yields f3(t) and 7(t), t = 1 ... , T and then replacing the 13(t) by /3* and taking the 
average of the corresponding densities of the conditional distribution for f3 (equation 
3.22) 
T 
p(/3* I x*, v*, y) = r-1 I: p(/3* I y, x*, v*, r(t)). (5.16) 
t=l 
The fourth, and final, ordinate p( r* I y, x*, v*, {3*) requires no further MCMC sam-
pling, because it is simply the density of the conditional distribution for T when all 
states and parameters are set equal to their high density values, 'if;*. 
Substitution of the four ordinates into equation 5.13 gives an estimate of the pos-
terior at a high density location p( 'if;* I y). Substituting that, in turn, into the 
numerator of equation 5.6, along with the prior p( 'If;*) density and the full likeli-
hood p(y 11/J*) at this point, provides an estimate of the marginal likelihood. Note 
that the product df the prior and the likelihood is equal to the unnormalized pos-
terior so that equation 3.7 evaluated at 7/J* provides the numerator for equation 5.13. 
Algorithm for Metropolis-Hastings within Gibbs MCMC and Chib's method 
Applying Chib's method for calculating the marginal likelihood to Metropolis-Hastings 
within Gibbs sampling requires a full run of the MCMC sampler, followed by several 
reduced runs. At each stage, one or more quantities are calculated and stored for 
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later substitution into Chib's equations. This procedure was described above but, 
being relatively involved, is presented again in point form. 
First, the Metropolis-Hastings algorithm is given. 
1. Choose starting values for x, v, (3, and T: x<0l, v<0l, f3(o), and T(o). Those for 
x<0l were given by the observations y with a cubic spline used to interpolate 
the latent locations. Those for v<0l were given by the first differences of x<0l. 
2. Draw a, candidate values for x, from p(x I X(x<0l), v<0l, f3(0), T(Ol). Evaluate 
a(,,P, ,,P') where ,,P is ( x<0l, v<0l, f3(o), T(o)) and ,,P' is (a, v<0l, f3(o), T(o)). Set 
x<1l =a with probability min(l, a(,,P, ,,P')), else set x(l) = x<0l. 
4. Draw (3(1) from p(f3 I x<ll, v(l), T(Ol). 
6. Repeat from (b) yielding x(g), v(g), f3(g), and T(g), g = 1, ... , G, where G is 
100 OOO. 
Chib's method for estimating the marginal likelihood from a set of draws made us-
ing the Metropolis-Hastings within Gibbs algorithm above, follows. 
1. Execute the full MCMC algorithm (given above). From the resulting G sets of 
draws and their corresponding likelihood values, select those that correspond 
to the greatest likelihood: x*, v*, (3*, T*. 
(a) Calculate the numerator of equation 5.14, 81 = a-1 L::;=l a(x(g), x* I 
y) q(x(g), x* I y). 
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2. Fix x = x*, and set the starting values vC0l = v*, 13Co) = /3*, 7(o) = 7*. Repeat 
steps ( c) to ( e) (with x always equal to x*) above yielding vU), 13U), and 7(J), 
j = 1, ... , J, where J is 100 OOO. 
(a) In addition, for each loop through (c) to (e) above, draw x(J) from 
p(x I X(x*),vCJl,13Ul, 7(J)). 
(b) Calculate the denominator of equation 5.14, 82 = J-l L,f=l a(x*,xU) I 
y). 
(c) Estimate the ordinate for x using equation 5.14, p(x* I y) = 8i/82. 
(d) Estimate the ordinate for v, p(v* Ix*, y), using equation 5.15. 
3. Fix x = x*, v = v* and set the starting values 13Co) = /3*, and 7(0) = 7*. 
Repeat steps (d) to (e) above yielding 13Ct) and 7(t), t = 1, ... , T, where T is 
100 OOO. 
(a) Estimate the ordinate p(/3* I x*, v*, y) using equation 5.16. 
4. Estimate the ordinate p( 7* I y, x*, v*, /3*) by evaluating the conditional distri-
bution for 7 at the starred values. 
5. Estimate the marginal likelihood by evaluating the likelihood multiplied by 
the prior, at the starred values, and divide by the product of the four ordi-
nates, equation 5.6. 
5.3.5 DIC 
The deviance statistic D(y, 0) for a model for data y given parameters 0 is often 
defined as a function of its likelihood p (y I 0) (e.g. Sorensen & Gianola, 2002; Gelman 
et al. , 2004) (discussion on which likelihood this is, follows) 
D(y,O) = -2 log p(y I 0) (5.17) 
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although in truth, deviance also includes a term that relates to the likelihood of 
the saturated model; a term that can be considered to be a function of the data 
alone, not of the model (Carlin & Louis, 2000; Pawitan, 2001). For this reason, it 
can be ignored in the context of model comparison between different models that 
nevertheless use the same data. The deviance can be used to indicate lack-of-fit 
(Carlin & Louis, 2000). 
Using equation 5.17 as the definition of deviance, Spiegelhalter et al. (1998, 2002)'s 
deviance information criterion DIC can be expressed as the sum of the expected 
deviance with respect to the posterior D and the expected number of parameters 
PD 
DIC=D+pD. (5.18) 
DIC is thus a combination of a measure of lack-of-fit D, and a measure of model 
complexity pD, so that the preferred model is the one that returns the smallest DIC. 
The concept of the expected number of parameters pD, recognizes that hierarchical 
models, where hyperpriors introduce a degree of dependence between parameters, 
have lower dimensionality than they would, had the hyperprior not been specified, 
but that the degree of this reduction would depend somewhat on the information 
content of the data. Spiegelhalter et al. (2002) suggests that an estimate of the 
effective number of parameters may be given by the difference between the poste-
rior expectation for the deviance D, and the deviance evaluated at the posterior 
expectation of the parameters D(O) 
pD = D-D(O). (5.19) 
Combining equations 5.18 and 5.19 
DIC= 2D- D(O). (5.20) 
Given the set of draws (}(g), g = 1 ... G from the posterior that MCMC provides, 
a Monte Carlo estimate for the expectation D with respect to the posterior, D, is 
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given by the average of the log likelihood evaluated at each of the draws (Sorensen 
& Gianola, 2002) 
~ 1 G 
D = G L -2 logp(y I (J(Y)). 
i=l 
(5.21) 
The same set of draws can be used to estimate the posterior mean 0 by calculating 
the average, from the sample, of each component of the vector 0. Spiegelhalter et al. 
(2002) recommends using the geometric mean of the precision parameters (that is, 
the arithmetic mean of their logged values). Therefore, in this case, the geometric 
mean of rY, rx, and rv was used, whereas for all other quantities the arithmetric 
mean was used. Given the posterior mean 0, the deviance at the posterior mean 
D(O) can be found by substitution of 0 into equation 5.17. In this way, the DIC is 
easily calculated given a set of MCMC draws from the posterior. 
A difficulty when using DIC is specifying what the 'likelihood' is. Spiegelhalter et al. 
(2002) recommends using a likelihood from which nuisance parameters have been 
integrated out (the true likelihood) but acknowledges that this may not always be 
done for numerical reasons. The same model can give different DIC values depend-
ing on what marginalisation is used. Although it is not clear what marginalization 
to use for the likelihood, it is clear that the full likelihood would be an inappropriate 
choice because it ignores the dependence of the states on the parameters. Here, the 
complete data likelihood is used (see Section 2.5.2 for more information on likeli-
hoods in state space models). 
5.3.6 MCMC and convergence 
MCMC was applied in two ways in this· Chapter. First, MCMC was applied as 
Metropolis-Hastings within Gibbs, which reduces to Gibbs sampling when a con-
stant advection is used so that the advection X is not a function of location x and 
the proposal distribution for x is the full conditional distribution for x. 
Second, all parameters and states were drawn as a single block using Metropolis-
Hastings sampling. This was an attempt to reduce the computational load of Chib's 
method by avoiding reduced runs. The proposal distribution was the product of the 
conditional distributions for all parameters and states (including the 'conditional' 
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for x). Therefore, no reduced MCMC runs were required (section 2.1 of Chib & 
Jeliazkov (2001)), only a single application of equation 5.12. However, the sam-
pling step itself was inefficient relative to multiple block sampling because no Gibbs 
sampling was used so that the Metropolis step had a greater chance of being rejected. 
The first 1000 sets of draws were discarded from each MCMC run before performing 
an additional 100 OOO iterations. The CODA diagnostic software and examination 
of the trace indicated that this was sufficient to reduce the influence of the starting 
point and to achieve convergence. Assessment of convergence included running sev-
eral chains, each with different starting points and ensuring that the results did not 
differ noticeably among chains. 
5.3. 7 Spread of model comparison measures 
The MCMC and model comparison calculations were repeated 5 times, providing 
5 estimates of the marginal likelihood and the DIC for each scenario (in all cases 
the same 'observed' track was used) in order to calculate the coefficient of variation 
(c.v.) of each measure. Carlin & Louis (2000) terms this the 'brute force' method of 
assessing variance, but it is the only method available for DIC. The computationally 
intensive marginal likelihood estimates, and the DIC, showed little variation so that 
5 repeats, while a small number, seemed adequate. 
5.3.8 Simulation and estimation 
The movement of a white shark moving northwards along the east coast of Aus-
tralia, is simulated. It has been proposed that white sharks sometimes travel along 
lines of bathymetry (Barry Bruce, CSIRO, pers comm.). Therefore, a single track 
is simulated using an advection -field that flows northwards but that has a lateral 
component towards a preferred N-S line of bathymetry (Figure 5.1). The support 
given by the simulated data to each of two models is compared, one using the ad-
vection field used to simulate the data, and the other using a constant northerly 
flow. The parameter values used for the simulation are shown in Table 5.2. The 
velocities v, which add inertia to the path, are taken to be relatively precise, with 
precision parameter Tv = 0.01. The path and the observations are allowed greater 
variability with precisions Tx = TY = 1. 
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Figure 5.1: Advection fields for (a) the simulation and (b) the incorrect alternative 
hypothesis. The simulated path x is shown as thick grey line and the starting point 
for the path x1 as a large black dot. The simulated observations y are shown as 
small black dots. 
Table 5.2: Parameter values and dimensions used in simulating the track. 
Symbol Description Value 
N Number of locations 41 
n Number of observed locations 21 
m Number of advection fields 1 
A Step durations (drawn randomly) "'N(0.75, 0.3) 
x, Advection forces preferred depth 
constant northwards 
/3 Coefficient of advection 1.0 
Px Unobserved locations Xt, t = 2, 4, · · · , 40 
Xl Initial location -(-15, -8) 
V1 Initial velocity (0, 0) 
rY Precision for observed locations y (1-1, 1-1) 
Tx Precision for locations x (1-1, 1-1) 
TV Precision for velocity v (0.01-1, 0.01-1) 
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Three estimation scenarios were examined (Table 5.3). First, the gamma priors for 
the precision parameters for the path Tx and the velocities Tv have the correct mean 
and a somewhat diffuse prior whose variance is 1. Second, the priors have a mean 
that is 5 times the correct value and again a prior whose variance is 1. Third, the 
prior means are correct but the priors are very diffuse, having a variance of 100. 
In all scenarios, the prior for the precision for velocity is taken to have a mean of 
0.01 and a variance of 1, because this parameter is considered to be a model setting 
rather than a parameter of interest. Note that the shape a and rate b parameters 
of the gamma distribution can be calculated from the distribution's mean µ and 
variance 0"2 using the formulae a= µ2/0"2 and b = µ/0"2 • Table 5.3 expresses the 
gamma prior distributions both in terms of shape a and rate b, and also mean and 
variance. 
Symbol 
f3o 
'TO 
XO 
Table 5.3: Priors used for estimation. 
Description 
Mean of multivariate normal prior for (3 
Precision for prior for (3 
Prior mean initial location 
rx0 Precision for initial location 
v 0 Prio mean initial velocity 
rvo Precision for initial velocity 
av Scale for gamma prior for 'TV 
bv Rate for gamma prior for Tv 
Mean for gamma prior for rv 
Variance for gamma prior for rv 
Estimation scenario 1, for Tx and rY 
ax = aY Scale for gamma priors 
bx = bY Rate for gamma priors 
Mean for gamma priors 
Variance for gamma priors 
Estimation scenario 2, for rx and rY 
ax = aY Scale for gamma priors 
bx = bY Rate for gamma priors 
Mean for gamma priors 
Variance for gamma priors 
Estimation scenario 3, for rx and rY 
ax = aY Scale for gamma priors 
bx = bY Rate for gamma priors 
Mean for gamma priors 
Variance for gamma priors 
Value 
0 
1 
(-15, -8) 
(1000, 1000) 
(0, 0) 
(1000,1000) 
(le4 , le4 ) 
(100, 100) 
(0.01- 1 ' 0.01-1) 
(1, 1) 
(1, 1) 
(1, 1) 
(1-1,1-1) 
(1, 1) 
(25, 25) 
(5,5) 
(0.2-1 , 0.2-1) 
(1,1) 
(0.01, 0.01) 
(0.01, 0.01) 
(1-1, 1-1) 
(100,100) 
The prior for the coefficients (3 has a mean of zero, to reflect the prior assumption 
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that any advection field included in the model is not effecting movement, and has 
a precision of 1. The prior for the first location is centred on the observation of 
the first location and is taken to be very precise. The prior for the first velocity is 
similarly precise and has a mean at the origin (0, 0) (Table 5.3). 
5.4 Results 
As the lengthy Methods section of this chapter attests, the chance of an implemen-
tation mistake in either coding or methodology of the variants on the Chib method, 
is high. The harmonic mean and Monte Carlo methods, although impractical for 
use with the full problem considered here, are much more easily implemented. The 
Monte Carlo method has the additional advantage of not making use of MCMC 
outputs, and therefore provides a wholly independent alternative estimate to that 
provided by the other methods. Therefore, in order to test the R code used in the 
full version of the model, a version was run that used precise priors centred on the 
true parameter values. The estimated marginal likelihood for all versions of the 
Chib method, the harmonic mean, and the Monte Carlo method all agreed to one 
decimal place. 
When using more realistic, diffuse, priors the Monte Carlo method failed to converge 
even for chains of 1 OOO OOO iterations (Figure 5.2). The harmonic mean method 
appears to converge and give stable results across chains but does not return a cor-
rect estimate (Table 5.4). This failure has also been shown in Chapter 6 and by 
Rosenkrantz & Raftery ( 1994). 
The Bayes factors computed using the Chib & Jeliazkov (2001) method for estimat-
ing the marginal likelihood provide positive to very strong evidence in support of 
the correct model over the model that ignores depth preference (Table 5.4) in the 
two scenarios that used somewhat diffuse priors (variances of 1) for the precision 
parameters for the path and the observations. It did so even when the mean of those 
priors was five times the correct value. However, when highly diffuse priors are used 
(variances of 100) the incorrect model is favoured (Table 5.4). Interestingly, the 
two Chib & Jeliazkov (2001) estimates of the marginal likelihood agree more closely 
and give stronger evidence in favour of the correct model in the scenario that has 
the priors for the precisions for the path Tx and the observations rY centred on an 
incorrect value (scenario 2, Table 5.4). The scenario that uses highly diffuse priors 
for the precision parameters shows an even higher c.v., possibly indicating lack of 
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Oe+OO 2e+05 4e+05 6e+05 8e+05 1 e+06 
Length of MGMC chain 
Figure 5.2: Trace of marginal likelihood estimated by Monte Carlo integration plot-
ted against the number of MCMC draws made from the joint prior distribution. 
The estimate of the marginal likelihood made using Chib's method is shown, as a 
horizontal line, for comparison. 
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convergence, although this is not as great a problem over the parameter space of 
the alternative (incorrect) model (Table 5.4). 
Table 5.4: Mean (and coefficient of variation c.v.) estimated marginal likelihoods 
and the Bayes factor for two competing models, one using the correct and the other 
an incorrect advection field. Estimation was by the multiple block (CJ), and single 
block (CJl) Chib & Jeliazkov (2001) methods and the harmonic mean method 
(HM). The final column gives an evaluation of the evidence in favour of the correct 
model. Results are shown for the three estimation scenarios detailed in Table 5.3, 
which use different priors for the precision parameters rx and rY. 
Estimator log(Marginal likelihood) 
Correct Incorrect 
log(Bayes factor) Evidence for 
correct model 
Estimation scenario 1: correct means, variances = 1 
CJ -92.8 (2.63) -95.3 (0.33) 2.5 
CJl -90.5 (2.23) -95.1 (0.23) 4.6 
HM -76.1 (0.93) -75.9 (0.93) -0.2 
Estimation scenario 2: incorrect means, variances= 1 
CJ -104.9 (1.23) -120.3 (0.033) 15.4 
CJl -105.8 (1.23) -120.4 (0.13) 14.6 
HM -75.2 (1.23) -65.1 (3.23) -10.1 
Estimation scenario 3: correct means, variances= 100 
CJ -155.8 (17.03) -99.5 (0.13) -56.3 
CJl -154.5 (12.23) -99.6 (0.43) -54.9 
HM -76.6 (1.53) -75.0 (5.73) -1.7 
Positive 
Strong 
None 
Very strong 
Very strong 
None 
None 
None 
None 
The Bayes factor computed using the harmonic mean estimator, favours the in-
correct model in all scenarios, and shows greater c.v. than the other estimators. 
Chapter 6 shows that this estimator performs unacceptably in cases such as this 
where the prior is diffuse. 
DIC identified the correct model in all three scenarios. It was relatively stable, 
having lower c.v., on the whole, than those for the marginal likelihood calculations 
(Tables 5.4 and 5.5). 
Table 5.5: Deviance Information Criterion (DIC) for the three estimation scenarios 
detailed in Table 5.3. 
Scenario DIC Difference 
Correct Incorrect 
1 299.5 (0.23) 349.5 (0.13) 50.0 
2 233.8 (0.13) 296.4 (0.13) 62.6 
3 267.6 (1.93) 329.2 (0.13) 61.6 
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5.5 Discussion 
The Bayes factor is used to compare a null model with any number of alternative 
models, and although it can also be used for Bayesian model averaging (Hoeting 
et al. , 1999), it differs in this way from AIC, BIC, and DIC, which compare a suite 
of models simultaneously without the need to identify one as the null model. It 
is given by the ratio of the marginal likelihoods of the two models. The marginal 
likelihood is the integral of the likelihood with respect to the prior across all possible 
values for the parameters. If the alternative (non-null) model has a marginal likeli-
hood that is at least 3 times that of the null model on a log scale then it is considered 
that the data provide sufficient evidence in favour of this model over the null model 
(Kass & Raftery, 1995). A more diffuse prior, indicating greater ignorance, will 
give greater weight to parameter values with low corresponding likelihood so that 
the more diffuse the prior, the smaller the marginal likelihood. Bartlett's paradox 
(Bartlett, 1957) notes that such non-informative priors for the alternative models 
will cause the Bayes factor to favour the null model over the alternative (Kadane & 
Lazar, 2004). For this reason, it has been argued that diffuse priors, while appro-
priate for estimation problems, should never be used in conjunction with the Bayes 
factor (Aitkin, 1991). The closely related Lindley's paradox (Lindley, 1957) notes 
that if the prior is very diffuse, as the number of model parameters increases, less 
weight is placed on any alternative so that the marginal likelihood decreases such 
that the Bayes factor will favour more parsimonious models (Gelfand, 1996). 
Model comparison using Bayes factor in conjunction with the modelling framework 
presented here, correctly identified the advection field (and therefore the hypothesis 
regarding movement behaviour) that was used to simulate the track data, except 
when a highly diffuse prior (variance=lOO) was used for the precision parameters 
for the observations and the path. The advice against using highly diffuse priors 
when using the Bayes factor is supported by these results. However, highly diffuse 
priors reflect uncertainty in model parameters. While studies such as that of Vin-
cent et al. (2002) may provide an indication of the precision of the observations, 
allowing the use of an informative prior, it is unlikely that prior information will 
exist for the precision of the path, so that a diffuse prior is likely to be desirable. 
Movement behaviour is, as yet, poorly understood so that precise priors are unlikely 
to be appropriate for most parameters of models of movement behaviour. 
The much less computationally intensive deviance information criterion DIC also 
identified the correct model in all scenarios, even when highly diffuse priors were 
used. It would seem to be preferable to use DIC for model comparison when priors 
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are, of necessity, diffuse. DIC is less sensitive to the choice of prior, is much easier 
to compute, and showed, in most cases, a low c.v. relative to the Bayes factors 
computed here. Unlike alternatives such as AIC and BIC, DIC does not require 
that the sample size or the number of parameters be known, which makes it a use-
ful tool for application to hierarchical or mixed effects models, such as the model 
presented in this thesis. It is easily calculated from a set of MCMC draws and is 
not computationally taxing with regard to repeated integration of the likelihood. 
Kass & Raftery (1995) recommend (prior to the appearance of DIC in the liter-
ature) that BIC, which requires less computation than the Bayes factor, be used 
as a rough approximation, and that calculation of the Bayes factor be reserved for 
more detailed analyses. Because of the sensitivity of the Bayes factor to the choice 
of prior, they recommend that, if the Bayes factor is used, sensitivity analysis should 
be performed using a reference set of priors. 
Other forms of the Bayes factor are available that attempt to overcome some of 
their problems (in particular, sensitivity to the prior), although these typically have 
problems of their own (Kass & Raftery, 1995; Kadane & Lazar, 2004). 
The work discussed in this thesis emphasizes model selection over parameter es-
timation, indeed the interest is not always in the parameter values themselves but 
rather in sifting less likely from more likely hypotheses. Prior information is likely 
to be lacking so that it seems preferable to use the less sensitive DIC in future 
work. However, DIC is sensitive to the parameterisation of the hierarchical model 
(Spiegelhalter et al. , 2002; Carlin & Louis, 2000) and, as discussed in Section 3.5, 
the modelling framework presented here allows for several alternative formulations, 
the choice of which is sometimes arbitrary in terms of biological realism. These may 
not prove to be arbitrary in terms of DIC, a potential problem that requires further 
investigation. 
In practice, it is not expected that any hypotheses regarding movement behaviour 
and their associated advection fields will be correct, in terms of exactly represent-
ing the animal's true complex behaviour, but it is expected that the tools presented 
here will be successful in discriminating more likely hypotheses from less likely ones. 
This work is not concerned with exact and unbiased calculation of parameters or 
advection fields, but it is instead hoped to discern major trends in behaviour. 
CHAPTER 6 
The Harmonic Mean Estimator for the 
Marginal Likelihood is not Appropriate 
for Practical Model Comparison 
This chapter is based on a manuscript that bas been accepted by the Australian 
and New Zealand Journal of Statistics for publication as a short note. 
6.1 Abstract 
To calculate the Bayes factor, a Bayesian mechanism for model comparison, the 
marginal likelihood must be estimated. Of the numerical methods available for esti-
mating this integral the most attractively simple, and widely used, is the harmonic 
mean method. Although its instability is acknowledged in the literature, it is said 
to be accurate enough for practical model comparison. A simple example is used 
to show that when the posterior is sufficiently lighter-tailed than the prior, this 
. . 
method fails, having insufficient accuracy to allow model choice using the Bayes 
factor. Furthermore, results can be highly inaccurate while giving the appearance 
of convergence. 
Keywords: Bayes Factor; importance sampling; Markov chain Monte Carlo 
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6.2 Introduction: Bayes factor and the marginal 
likelihood 
Model comparison is an important aspect of mathematical inference. In the case of 
Bayesian computation, the primary means of model comparison is the Bayes factor 
Jeffreys (1935); Kass & Raftery (1995). Its calculation involves a difficult integral -
the marginal likelihood or normalising factor for the posterior. Only in very simple 
cases is it possible to calculate this quantity analytically, it must usually be esti-
mated. 
Although MCMC provides accurate methods for estimating the shape of the poste-
rior, the normalising factor remains unknown. However, the set of draws from the 
posterior that MCMC does provide can be used to estimate the marginal likelihood. 
Many estimators have been proposed. These include the Laplace approximation 
(Tierney & Kaldane, 1986; Lewis & Raftery, 1997) and its variants (see Gilks et al. 
, 1996; DiCiccio et al. , 1997), Candidate's method (Chib, 1995; Chib & Jeliazkov, 
2001) and four nested importance sampling estimators, bridge sampling (Gelman 
& Meng, 1998), path sampling (Meng & Wong, 1996), Reciprocal Importance Sam-
pling (Gelfand & Dey, 1994) and the harmonic mean method (Newton & Raftery, 
1994). Reviews can be found in DiCiccio et al. (1997) and Kass & Raftery (1995). 
The easiest of these to implement, the harmonic mean method proposed by Newton 
& Raftery (1994), requires nothing more than a set of independent draws from the 
posterior. 
Although the inherent instability of the harmonic mean estimator is acknowledged 
in the literature, it is said to be sufficiently accurate for practical model compari-
son (notably Rosenkrantz & Raftery (1994); Carlin & Chib (1995); Kass & Raftery 
(1995); Raftery (1996); Sorensen & Gianola (2002)). This has lead other authors to 
use the method in good faith e.g. Rivot et al. (2004) write 'It is well known that the 
(harm<Jnic mean estimator) ... may be quite unstable ... However, this approximation 
is likely to give results that are accurate enough for the interpretation in the loga-
rithmic scale (Kass and Raftery, 1995) '. They proceed to use this estimator and no 
other to perform model comparison. The harmonic mean is also the only method of 
model comparison included in a widely used statistical package (MrBayes: Huelsen-
beck & Ronquist (2001); Ronquist & Huelsenbeck (2003)). 
The suggestion that the harmonic mean estimator is adequate for practical model 
comparison is disputed. An example is presented that shows that this estimator 
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is inadequate even in a trivial case. Moreover, the method is weakest when the 
data are most informative. Little confidence should be placed in this estimator. De-
spite repeated warnings regarding instability this point is not made in the literature. 
The harmonic mean method is contrasted with the next most complex importance 
sampling estimator, Reciprocal Importance Sampling RIS (Gelfand & Dey, 1994) 
and conclude that if simplicity is required RIS is to be preferred. 
6.3 Methods 
6.3.1 Importance sampling the marginal likelihood 
Both the harmonic mean and RIS estimators can be derived by noting that for any 
density f(O) 
(6.1) 
Applying Bayes Theorem to the denominator yields 
I J(O) m(y) 1 = p(y I O)p(O) p(O I y) df) 
so that 
I f (0) -I m(y)=[ p(ylO)p(O)p(Oiy)dO] . 
If o< i), i = 1, ... , n are independent draws from the posterior p( () I y), the Monte 
Carlo estimate is 
A 1 N [ f(o<il) J-1 
m(y) = N ~ p(y I ()(i))p(()(i)) (6.2) 
Although the aim is to solve J f(O) df), MCMC provides draws from the posterior 
which is therefore, in this case, the importance sampling density. The success of 
importance sampling rests on the congruence of the importance sampling density 
and the density distribution of(), in this case f(O). Efficiency derives from their 
similarity; accuracy from a guarantee that p(O I y) is more diffuse than f(O) across 
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the domain of() (Geweke, 1989). For a Central Limit Theorem to apply to the esti-
mator the importance sampling density, in this case p(() I y), must be more diffuse 
than f(O) (Geweke, 1989). 
The harmonic mean estimator results from choosing f(O) to be the prior p(O) 
Clearly a poor choice. If the data contains any information at all, the prior will be 
more diffuse than the posterior. Consequently Kass & Raftery (1995) have described 
the harmonic mean estimator as lacking a central limit theorem. 
The RlS estimator, equation 6.2, leaves the choice of f(O) to the investigator. The 
most efficient choice would be the posterior itself however it is important to err on 
the side of caution in ensuring that /(0) is less diffuse than the posterior for all (). 
6.3.2 Simulation 
To evaluate the harmonic mean and RlS estimators, consider the simple example of 
i.i.d. data Yi, i = 1, ... , n, 
Yi,..., N(µ, 1) 
with normal prior 
the posterior is 
(6.3) 
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where 
and 
f =To +n. 
Direct integration yields the marginal likelihood 
Values of µ = 0, µo = 0, and To = 0.1 were used and the simulation was repeated 
for four data sample sizes n = 1, 5, 50, and 500. The RJS estimator was applied 
using, for f(µ) (equation 6.1) 
µ,.., N(P,, l.5f) 
(P, and f given by equation 6.3). The most efficient choice for f(µ) is the poste-
rior (Meng & Wong, 1996) but the more realistic situation is simulated in which 
the posterior is unknown and the operator errs on the side of caution by using a 
thinner-tailed distribution. 
R code (R Development Core Team, 2007) for this simulation is given in Appendix 
15. 
6.4 Simulation results 
Figure 6.1 shows a single MCMC chain for each of four data sample sizes. Percentiles 
of the results from 100 chains are shown in Table 6.4. The harmonic mean operator 
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performs poorly, and its performance worsens as the sample size of the data increases 
(Figure 6.1). Large 'jumps' occur whenever a parameter value is drawn from the 
tails of the posterior distribution and there is little sign of convergence to the true 
marginal likelihood value even after 1000 OOO posterior draws. By contrast, the 
RIS estimator converges quickly and smoothly so that it is difficult to distinguish 
graphically. 
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Figure 6.1: Error in the estimated log marginal likelihood for an increasing number 
of draws from the posterior distribution is shown. Results are shown for four data 
sample sizes n. The harmonic mean (HM), and the Reciprocal Importance Sampling 
(RIS) estimators are shown. 
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Table 6.1: Showing 5, 50 and 95 percentiles from 100 repeated estimations of the 
error in the marginal likelihood (m(y)-m(y)). Each estimation m(y) used 1000 OOO 
draws from the posterior. Results are shown for four values of n for the harmonic 
mean and the RIS estimators. 
n Harmonic mean RIS 
5 50 95 5 50 95 
1 -0.07 0.13 0.21 -0.003 0.0004 0.003 
5 0.24 0.62 0.73 -0.003 0.0003 0.003 
50 1.01 1.70 1.79 -0.004 0.0001 0.003 
500 2.50 2.84 2.94 -0.003 0.0005 0.003 
6.5 Discussion 
The harmonic mean estimator fails because it violates a central requirement of im-
portance sampling: that the importance sampling density have heavier tails than 
the density distribution of() (Geweke, 1989). The posterior distribution must have 
lighter tails than the prior if the data contain any information at all and is therefore 
always a poor choice for the importance sampling density. Yet this is the distribu-
tion used by the harmonic mean estimator. Consequently Kass & Raftery (1995) 
state that the harmonic mean estimator lacks a Central Limit Theorem, in other 
words, estimation precision does not increase with number of draws made. A value 
from the extremes of the likelihood distribution may be drawn at any time resulting 
in a large inverse value and consequently a large 'jump' in the harmonic mean esti-
mate (Figure 6.1). The estimator is at its worst when the data are more informative 
(in this case a larger sample size) or the prior is more diffuse. The harmonic mean 
estimator will perform best when the prior and posterior are most similar. Hsiao 
et al. (2000) used priors based on actual prior information and found that the 
harmonic mean gave similar results to those of other estimators. By contrast in a 
comprehensive simulation Lopes & West (2004) found that the harmonic mean was 
one of few estimators "that performed poorly. Poor performance has been shown h'ere. 
A number of authors (Rosenkrantz & Raftery, 1994; Carlin & Chib, 1995; Raftery, 
1996) state that the harmonic mean estimator is sufficiently accurate for evaluating 
the Bayes factor on the scale presented by Jeffreys (1961), see Table 2. Here a 
difference of more than 1 in the marginal likelihoods is considered to be positive 
evidence. In this simple example the harmonic mean estimator produced errors of 
this magnitude in most simulations (Table 1). Furthermore, by equation 5.1 the er-
ror in the marginal likelihood may be doubled when computing the log Bayes factor. 
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The insidious aspect of this estimator is the apparent stability of the biased re-
sult shown in Figure 6.1. This is very likely to be taken as an indication that the 
harmonic mean estimate has converged to the correct value. 
Many good, alternative estimators exist (see DiCiccio et al. (1997); Sorensen & 
Gianola (2002)) including very good Monte Carlo estimators (Meng & Wong, 1996; 
Gelman & Meng, 1998) however the harmonic mean estimator survives, despite its 
known instability, because of its simplicity. 
The RIS method performs well provided the importance sampling density has lighter 
tails than the posterior. In practical implementation it differs from the harmonic 
mean method only in the need to select the importance sampling distribution. This 
might require an additional MCMC calculation in order to estimate an approxima-
tion to the posterior. However, because the importance sampling density need not 
be a close approximation to the posterior, just lighter-tailed, crude approximation 
from a short MCMC run can be offset by a greater reduction in the heaviness of 
the tails. The need to make an appropriate choice is a limitation of the method 
(Chib, 1995; DiCiccio et al. , 1997) but a poor choice only causes the RIS estimator 
to suffer the failing already inherent in the harmonic mean estimator. 
6.6 Conclusions 
The harmonic mean estimator will always be unreliable because the posterior dis-
tribution will always be less diffuse than the prior. Its performance will worsen, 
however, as the ratio of the prior to the posterior variance increases. This can arise 
through greater information content in the data or through the use of diffuse priors. 
Furthermore, apparent stability in the result is no guarantee of convergence. 
. . 
This Chapter proposes one alternative to the harmonic mean estimator however 
many others exist (see DiCiccio et al. (1997) for a thorough review). The RIS 
estimator, while performing well in simulation tests (Newton & Raftery, 1994; Kass 
& Raftery, 1995) does require a good approximation of the posterior and therefore 
might not always be the preferred estimator. However, it will always be preferable 
to the harmonic mean estimator. 
Previous simulation tests may have been conducted with optimistically informative 
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priors and greater caution is suggested when recommending the harmonic mean es-
timator. The RlS estimator is better and hardly more complicated. It has both a 
Central Limit theorem and finite variance (Chib, 1995). The support for practical 
application of the harmonic mean estimator in the literature seems unjustified. 
CHAPTER 7 
Using Laplace's equation to guide 
moving individuals around obstacles. 
7.1 Abstract 
A frequently encountered problem when model~ing the movements of animals occurs 
when modelled animals become trapped in semi-enclosed parts of their landscape, or 
cross impassable barriers that are narrower than their step length. The navigational 
methods used by real animals to prevent entrapment in semi-enclosed areas such as 
bays (for marine animals) are not well known. Such navigational methods may be 
complex and if they are not the focus of the modelling study then their inclusion 
in a model would not be desirable. Few published studies discuss the methods used 
to overcome the problem of entrapment. Those that do, allow animals to die when 
they meet a barrier, or to rebound for several steps. 
Models applied to satellite tracking data typically involve few individuals so that 
these cannot be allowed to die on encountering a barrier. The rebound rule has 
worked well in individual-based modelling studies, but it would be difficult to incor-
porate into a statistical model that requires analytical evaluation of the equations 
governing behaviour. This chapter presents an alternative solution, using an advec-
tion field to guide moving animals past barriers. 
This advection field is derived using Laplace's equation for the diffusion of heat (or 
a chemical substance) through a medium. A target location is identified towards 
which the animal moves - this is treated as a heat source. Barriers (such as land, for 
a marine animal) are treated as insulators so that heat flows around these barriers. 
An advection field is derived by taking the first differences of the equilibrium heat 
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values. Two boundary conditions, Neumann and Dirichlet, are considered for the 
boundaries at the edge of the barriers and at the edge of the landscape. Dirichlet 
conditions (where the boundary takes on a specific value, zero heat in this case) 
applied to the barrier edge, cause animals to be directed away from the barrier 
whereas Neumann conditions for the barrier edge allow animals to skirt closely past 
the barrier. Which of these is more appropriate will depend on the nature of the 
animal under investigation. Some marine animals, such as white sharks, do enter 
shallow coastal waters whereas others, such as blue sharks, do not. It is not desir-
able to couple a Dirichlet barrier edge condition with a Neumann landscape edge 
because this causes simulated animals to be pushed towards the landscape boundary. 
Simulations are presented for artificial landscapes, illustrating the importance of 
selecting a sufficiently large landscape, or fine grid scale and showing the effects 
of different choices for boundary conditions. A real example, using a section of 
the South Australian coast is used to contrast the results of this Laplace-advection 
method with not using any method, using a rebound rule in which the animal re-
traces its steps, or using a rebound rule in which the animal moves in a random 
direction. 
Although the focus of this investigation was on presenting a solution to the problem 
of guiding animals p~t obstacles, the use of Neumann boundary conditions could 
present a partial solution to the problem of animals stepping across narrow barriers 
because it directs animals away from such barriers. This chapter presents an elegant 
method that can be used to guide animals past impassable barriers, towards a target 
location. 
7.2 Introduction 
Few investigators who have modelled the paths of individuals moving through a 
landscape have escaped the problem of their simulated individuals becoming trapped 
against obstacles in the landscape. Individuals that are moving blindly towards a 
target location will become stuck when they encounter an object in their path. 
Those individuals that use simple avoidance rules that take them around smooth 
obstacles can nevertheless become trapped in semi-enclosed parts of the landscape. 
Another problem occurs when the moving object steps over what was intended to 
be an impassable obstacle. This occurs when the width of the obstacle is smaller 
than the length of a step. Whilst these problems are mentioned informally, they 
seldom appear in the literature. Perhaps authors regard the problem as too trivial 
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to mention or perhaps it is the various solutions developed on the fly that are too 
ad hoe to draw attention to. 
I have encountered these problems in the course of modelling the movement of ma-
rine animals through a landscape in which coastlines provide impassable barriers, 
bays present opportunities for entrapment and small islands and narrow peninsulas 
present themselves for stepping across. In the rest of this paper the term 'object' 
will be replaced with 'animal' and 'obstacle' with 'land' but this work is equally 
applicable to any particles actively moving through an environment containing bar-
riers. 
Real animals must have strategies for escaping entrapment. Ecological concepts 
such as the desire to maximize fitness and minimize risk will inform the animal's 
decisions. Its ability to remember past experiences and characteristics of its envi-
ronment will inform these decisions. For some animal groups these escape strategies 
are reasonably well known. The movements of small terrestrial insects are relatively 
easy to study, consequently these are well understood. Ants have been found to 
use dead reckoning and memorized landmarks (Grocott, 2003), foraging butterflies 
conform to a simple random walk (Root & Kareiva, 1984). Jeanson et al. (2003) 
found that beetles placed in a container, followed a random movement pattern until 
they encountered the wall of the container. There they became trapped, following 
the wall endlessly. In most natural circumstances, wall following would presumably 
eventually lead to escape. 
Models that simulate the movements of animals require rules that prevent unre-
alistic behaviour such as entrapment or barrier crossing. Wiktorsson et al. (2004) 
used a reflection condition so that the collembolan insects they were modelling re-
bounded when meeting an obstacle. Murphy et al. (2004), modelling the seasonal 
distributions of krill, allowed modelled krill to become trapped whenever they met 
the coast or ice-edge (a no-slip boundary in fluid dynamic terms). Because they were 
modelling large numbers of individuals, enough always escaped so that a meaning-
ful distribution could be formed. Broekhuizen et al. (2003) guided their foraging 
albatross using a series of waypoints. Modelled birds fly to the nearest waypoint 
that will not require that they fly over land. Given sufficient waypoints on the map, 
this strategy allowed the birds to move to their observed foraging areas and to re-
turn home. Tracked birds were observed to make sudden large changes of direction 
between straight flight legs, so that the modelling strategy seemed to mimic that 
used by real birds. Bennett & Tang (2006) give a thorough review of ways in which 
agent-based models can represent the decision-making process and spatial knowl-
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edge of a moving animal. However, none of these concepts deals with the minutiae 
of moving an animal past an obstacle in its path. 
Birds and marine animals are more difficult to follow than terrestrial insects. For 
example, studies of birds typically discuss 'vanishing direction', the direction in 
which the birds were flying when they were last seen, rather than flight path. Re-
cently, however, satellite-tracking devices have opened a window on the movements 
of animals large enough to carry them, allowing modellers the opportunity to inves-
tigate questions regarding their overall navigational strategies, many of which exist 
as unproved theories regarding how these animals might be navigating. Proposed 
navigational strategies include a magnetic compass (Walker et al. , 2002; Cain et al. , 
2005; Lohmann & Lohmann, 2006), celestial compass (Gould, 1998), olfactory sense 
(Wallraff, 2004; Pascual & Quinn, 1991), and memorized landmarks (Benhamou 
et al. , 1995). 
A model of navigation using memorized landmarks is unlikely to encounter prob-
lems of entrapment within the landscape. However, models that investigate whether 
animals are following a compass, such as a magnetic or celestially derived compass, 
probably would. The focus of such an investigation is likely to be whether the over-
all path taken by the animal shows anomalies that can be explained by one of these 
compasses and not another. For example, the earth's magnetic field has persistent 
irregularities; animals using a geomagnetic compass would not take the shortest dis-
tance between two points but would follow a theoretically predictable curve. Such 
deviations would allow an investigator to place greater weight on one hypothesized 
compass over another. The exact mechanism whereby such an animal extracted 
itself from a bay or moved around an obstacle would not be of interest. Clearly, 
animals must have some strategy for moving along coastlines until they have passed 
the obstructing land and are able to resume their preferred course. Pascual & Quinn 
(1991) showed, using observations and models of migrating salmon, that directed 
strategies such as an ability to distinguish waters from different rivers by scent are 
needed to explain observed navigational success. 
Unless the actual strategy that the moving individual employs to avoid obstacles 
is of interest to the modeller, it is not necessary to exactly replicate that strategy 
in simulation. If the aim is to investigate a navigational strategy such as a form 
of compass derived by sensing external factors, the simulation need only accurately 
replicate the emergent behaviour of the animal with respect to obstacle avoidance. 
Thus a clumsy ad hoe solution, which might not be worthy of drawing attention to 
in the publication of the model, might be sufficient. 
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This paper proposes an elegant, general, solution to this problem that uses Laplace's 
heat (diffusion) equation to generate an advection field that flows towards a point 
of attraction while flowing smoothly around obstacles. A marine example is con-
sidered in which an animal moves towards a target location in the ocean, using the 
(Laplace) advection field to navigate around intervening landmasses. 
7.3 Methods 
The problem is considered of an animal navigating across a landscape (terrestrial 
or aquatic) towards a particular location, its goal. The goal is considered to be a 
heat source, so that a temperature gradient occurs across the landscape. Obstacles 
to movement that occur in the landscape are considered to be temperature insula-
tors. A moving animal can navigate towards the goal by following the temperature 
gradient, moving towards greater warmth. Doing so will guide the animal around 
the obstacles. 
A grid is imposed on the landscape, dividing it into cells, some of which the an-
imal may enter (water) and others not (land). This method is applicable to any 
landscape, and grid resolution is chosen by the investigator to suit their particular 
problem. A target cell is identified and this constitutes the moving animal's goal. 
The simulation presented in this chapter used the C++ programming language 
for rapid calculation of equilibrium temperature states, and the R programming en-
vironment (R Development Core Team, 2007) for subsequent simulations of moving 
individuals and for graphical outputs. 
7.3.1 Heat diffusing through a grid 
The partial differential equation governing the spread of heath through a conduct-
ing 2-dimensional medium (with spatial co-ordinates x and y) is the same as that 
governing the diffusive spread of particles (or randomly walking individuals) (Okubo 
& Levin, 2001; Murray, 1989) 
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ah = k (a2h + a2h). 
at 8x2 8y2 (7.1) 
In a diffusion example, h would represent the number of particles, or moving indi-
viduals, and the rate constant k would be termed the diffusion constant D. 
At equilibrium ~~ = 0, and the system is governed by Laplace's equation 
(7.2) 
Laplace's equation can easily be solved on a 2-dimensional grid by applying Jacobi's 
method to the finite differences. This effectively results in the temperature of each 
cell being the average of that of its four cardinal neighbours, and the problem can 
be solved iteratively. The cell containing the heat source is given a constant temper-
ature value, and the temperature of every remaining cell is replaced by the average 
of its four cardinal neighbours; this process is repeated until the system reaches 
equilibrium. 
7.3.2 Boundary conditions 
At a boundary, one may either assume Dirichlet conditions (the boundary takes on 
a specified value, h = 0) or Neumann conditions (the flux at the boundary takes on 
a specified value, ~~ = 0), (Mayers & Morton, 2005). It is not clear which is the 
more appropriate, therefore both are considered. 
There are two types of boundary cell to consider: the cells on the outermost edge 
of the grid (the grid boundary), and the land cells that are adjacent to water cells 
(the land boundary). 
In the Dirichlet case, all boundary cells take on a temperature of zero. In the 
Neumann case, the land boundary cells take on the average value of their non-land 
cardinal neighbours and the grid boundary cells, which have only one non-boundary 
cardinal neighbour, take on its value. This leads to four scenarios 
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(a) both boundaries are Dirichlet; 
(b) a Dirichlet land boundary and a Neumann grid boundary; 
(c) a Neumann land boundary and a Dirichlet grid boundary; and 
(d) both boundaries are Neumann. 
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The final scenario (d) leads to an accumulation of heat within the landscape so 
that at equilibrium, all cells have the same temperature. Therefore there is no tem-
perature gradient from which to calculate advection forces. This scenario is not 
considered further. 
7.3.3 Advection from temperature gradient 
The equilibrium temperature grid was converted into vectors for a moving animal to 
follow, by differencing adjacent cells in each of the x- and y-directions. This yielded 
a set of vectors (U, V) corresponding to an advection field. As the aim is to use 
the temperature gradients to give direction, not speed, to an animal's movements, 
these vectors were converted to unit vectors ( u, v) by dividing each by its length 
..;u2 + v2 
u 
u = --;::=== 
..;u2 + v2' 
v 
v----;::=== 
- Ju2 + v2· (7.3) 
7.3.4 Simulated landscapes: central landmass 
A landscape containing a central landmass surrounded by water was simulated on 
a 500 by 500 cell grid. One of these cells, to the northeast of the landmass, was 
allocated as a heat source - the goal towards which an animal would move. The 
'method described in Section 7.3.1 was used to generate 'an advection field corre-
sponding with each of the first three boundary condition scenarios listed in that 
section (Figure 7 .1). 
Another set of three advection fields was calculated, again corresponding with the 
four boundary conditions, but for a 500 by 500 grid containing a smaller landmass 
(Figure 7.2). This is equivalent to placing a coarser grid on a larger area, so that 
the landmass is less dominant on the grid. 
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(a) (b) 
(c) 
Figure 7.1: Advection fields generated from a temperature gradient around a sim-
ulated landmass that dominates the landscape. A 500 by 500 cell grid was used . 
Boundary conditions were (a) Dirichlet land and grid ; (b) Dirichlet land and Neu-
mann grid; and ( c) eurnann land and Dirichlet grid. Colours indicate temperature 
on a log scale (hottest cells are red, coolest green). 
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(a) (b) 
(c) 
Figure 7.2: Advection fields calculated from a temperature gradient around a rel-
atively small central landmass. A 500 by 500 cell grid was used. White indicates 
land, colours indicate temperature on a log scale (hottest cells are red, coolest 
green). Boundary conditions were (a) Dirichlet land and grid; (b) Dirichlet land 
and Neumann grid; and (c) eumann land and Dirichlet grid. 
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7.3.5 Simulated landscap e: South Australia 
The problem of entrapment within semi-enclosed bays was considered , using a sec-
t ion of the South Aust ralian coast to illust rate how the use of Laplace's equa tion can 
prevent simulated animals becoming trapped in bays. Bathymetry data collected by 
Geosciences Australia (Petkovic & Buchanan , 2002) was used to define t he coastline 
of a section of South Australia where Australian white shark researchers commonly 
capture, t ag, and release sharks for tracking purposes. The seal colonies on the 
Neptune Islands (Figure 7.3) are seen to be a fo cal point for white sharks. From 
here, tagged sharks swim eit her eastwards or westwards, apparent ly following the 
coastline or a line of bathymetry, and lat er return to the Neptune Islands (Bruce 
et al. , 2006) . Those that return from the east must negotiate Coffin Bay (Figure 
7.3) and although this a notorious spot for shark at tacks (Bruce pers comm) it is not 
believed that real sharks become trapped in the bay in the way that those simulated 
using a simple movement model do. 
~+--~~~~~~~~~~~~~~~~~ 
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Figure 7.3: Part of t he gulf region of South Australia , grey indicates land and white 
ocean. 
In order to contrast movement using temperature-derived advection fields, with sim-
ple, naive navigation towards a target location, an advection field was derived that 
would move an animal from any point on t he landscape direct ly towards a target 
cell placed in the cent re of t he Nept une archipelago (Figure 7.4) . This is equivalent 
to an animal using an accurate compass sense to move direct ly towards a target 
location. 
l ..l .l .l ..1 ..l ..l ...I .J ..l 
'.l .l ..l ..l ..l ..l .J .J .J 
• ..l ..l ..l ..l ..l .J .l .J .J 
• .l .l ..l .l .l .J .l .J .J 
7.3. METHODS 
• ..l ..l .l ..l ..l ..l .l .l ..l ..l .J .J 
• ..l ..l ~ ..l .l .l .l .l .l ..l ..l ..l ..l 
• .l ..l .l .l .l ..l ..l .l .l ..l .l ..l .J .J 
• .l .l .l .l .l .l ..l ..l ..l ..l .l ..l .J 7 
• .l .l ..l ..l .l .l ..l ..l ..l .l ..l ..l .l ..I 
• > > > .l > .l .l .l .l .lo ..l ..l 
:::::::::::::~. ~ 
V \;' lo- \.. Lo- I.. L L L 
V V \; " L- t. 1.. L L. L 
VV. Yl.o-1..1.LLLL 
•>>>>>>>>>>>>>>>>> 
•>>>>>>>>>>>>>>>>>>>>>>>. <<<<<<<< 
•>>>>>>>>>>>>>>>>>>?>>7-r ,..'('"('('('<<<< 
• > > ) > > > > > > > > .,. > .,. > > .., > , 7 7 ., .... ,.. f" f" (' .. (' (' (' (' 
•>>>>>>>??>> >?>?"7?777 .,.., .... ,..,.. f""t""\\'C"'C' 
• > > > > > > > ., > > 7 , 7 7 ., ? 7 7 7 ., .., .., " A ,.. r- r r r '\ t'" · 'f" <' 
•>>??>777?777777777?"1'1..,AA,..l'r"t"f"T"f"f"f" 
. ,.,..,..,..,.,,,,.,,.,,-, .,.,"l..., .,., ............ ,,.,..,.. ,..,..f'"t"f"f"'t" 
.,.,..,..,.,.,.,,,,,,,,,..,.,.,..,., ............ ,..,..,..,..,.. 
•?777?? 7 77777'T7'T'1'1'1.,.., ........ AAA,_,..~ 
•777777777777.,7.,.,.,..,..,.., ................ ,,.,..,..,.. 
Figure 7.4: Advection directly towards t he Neptune Islands 
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By contrast, t he temperature-derived advection method was used to generate ad-
vection fields that flow, from the ocean, around the islands, towards the target cell 
in t he centre of the Neptune archipelago (Figure 7.5). Again, a 500 by 500 cell grid 
was used. 
7.3.6 Simulated movement 
Simulations were performed of the movements of ten animals from a point in the 
ocean , westwards of the landm ass shown in Figures 7.1 and 7.2 , towards the goal 
(heat source) cell in the northeast, around the intervening landmass. Animals wer'e 
started at a location in t he northwest (with slight variation in their starting point) . 
Movement proceeded by simple random motion, but with an additional advection 
component, so that the animal's location during t ime step k , Xk = (xk1, Xk2) is a 
funct ion of the previous location X k-l , plus advection X k-1 = (u k-1, v k-1) at t he 
previous location, and random error 
Xk = Xk- 1 + X k- 1 + ~k-1 · (7.4) 
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(a) (b) 
(c) 
Figure 7.5: Advection fields for part of South Australia calculated from a tempera-
ture gradient. A 500 by 500 cell grid is used. White indicates land, colours indicate 
temperature on a log scale (hottest cells are red, coolest green). Boundary condi-
tions were (a) Dirichlet land and grid; (b) Dirichlet land and Neumann grid; and 
(c) Neumann land and Dirichlet grid. 
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Each component of the random error ~k = (~kl, ~k2) has a normal distribution with 
variance a 2 
~ki,.,,, N(O, a 2), i = 1, 2. (7.5) 
Each step taken by an animal was simulated by making a draw from this normal 
distribution but if the proposed location was on land, then it was rejected and an-
other draw made, until a valid (non-land) location was obtained. The animal was 
placed at the centre of the cell into which this location fell. This introduces a degree 
of approximation to a true random walk so that the effects of the grid resolution 
need to be considered when interpreting the results of the simulation. 
For most simulations, a variance of a 2 = 22 was used, but the effect of altering 
the step size of the animals was examined by using variances of a 2 = 12 and a 2 = 32 . 
Finally, the effect of temperature-derived advected movement is contrasted with 
more conventional simulations in which animals move directly towards a target, us-
ing simple rules to avoid obstacles. In this case equation 7.4 was used again but the 
temperature-derived advection field was replaced by one that directed the animal 
towards the target location by the shortest route, ignoring the intervening land. 
First, animals walked towards the target with no additional rules should they en-
counter an obstacle. Second, a rebound rule was used - if the mean of the normal 
distribution described equations 7.4 and 7.5 was on land, then the animal moved 
in the reverse direction of advection for the next 30 steps. Third, once an animal 
encountered land it chose a random direction for each of the next 30 steps. After 
30 steps, the animals resumed their original course towards the target cell. The 
number 30 was chosen as a compromise that gave the animal a chance of escape 
without unrealistically long digressions. 
7.4 Results 
7.4.1 Central landmass 
Boundary conditions have a profound effect on the advection flow (Figure 7.1). 
When the land has a Dirichlet boundary (Figure 7.la and b) the animal is repelled 
from the land and an area of divergence forms to the northwest of the landmass. 
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When the land boundary is Neumann (Figure 7.lc) advection in this region is more 
laminar. When the grid boundary is Dirichlet (Figures 7.la and c) the animals are 
repelled from the grid boundary. 
The Dirichlet boundary condition causes the boundary to be cold and therefore 
to repel a moving animal. When the landmass has this condition, the animal does 
not move inshore (Figure 7.6 a and b) whereas when the boundary is Neumann it 
does closely approach the coast (Figure 7.6 c). When the grid boundary has the 
Neumann condition the animal is able to approach and when this is coupled with a 
repelling Dirichlet land boundary it is pushed outwards towards the grid boundary 
(Figure 7.6b); clearly, an undesirable combination. A Dirichlet grid boundary seems 
best. Whether this is used with a Dirichlet or a Neumann land boundary will de-
pend on the characteristics of the species under investigation - some prefer inshore 
areas, others avoid them. 
In each simulation, all of the animals take the same pathway around the landmass, 
moving either to the north or to the south. One can imagine examples in which this 
might be desirable as some animals do take ancestral pathways around landmasses. 
However, one would usually prefer that a group of individuals split, randomly, when 
moving around obstacles. 
This illustrates the importance of choosing a sensible grid. In this simulation, the 
land dominates the simulated landscape. Land and grid boundaries are close enough 
for their boundary effects to combine in their influence on the advection flows around 
the landmass. There is little space between them for positioning the starting point 
for the moving animals. This point will be positioned in either a northward or a 
southward flow, causing all animals to travel in the same direction around the land-
mass. 
By drawing the grid more widely (Figure 7.2) the starting point can be in an area 
of westerly flow so that as the animals approach land their positions diverge. When 
they reach land, some will arrive in a position of northward flow and others in 
southward flow (Figure 7.7c). Those simulations that used a Dirichlet land bound-
ary, which results in a divergent advection field to the northwest of the landmass, 
require an even larger grid (Figures 7.7a and b). 
Another solution is to randomly scatter the animals about the starting point at 
the beginning of the simulation. 
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(a) (b) 
(c) 
Figure 7.6: Paths taken by ten marine animals moving towards a target on the 
other side of a landmass that dominates the landscape. Boundary conditions were 
(a) Dirichlet land and grid; (b) Dirichlet land and eumann grid; and (c) Neumann 
land and Dirichlet grid. Colours indicate temperature on a log scale (hottest cells 
are white, coolest red). 
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Wherever Laplace's equation is used in this way, care will have to be taken to 
ensure that undesirable conditions are not imposed on the moving animals. 
7 .4.2 South Australian sharks 
If ten modelled sharks follow a compass bearing (given by the advection shown in 
Figure 7.4) from a position to the west, directly towards the Neptune Islands, they 
move into Coffin bay (Figure 7.3). Doing nothing when encountering land results in 
entrapment (Figure 7.8a). Reversing the direction of travel simply causes the animal 
to swim in and out of the bay repeatedly (Figure 7.8b), although one animal does 
escape by random chance. Choosing a random direction in which to swim succeeds 
only when the simulation unrealistically causes the animal to leap over the narrow 
peninsula (Figure 7.8c). 
When the movement of the .ten sharks was directed by an advection flow calculated 
using Laplace's equation (Figure 7.5) for a heat source located in the middle of the 
Neptune archipelargo, the sharks all avoid Coffin bay altogether (Figure 7.9). This 
is true even when the land has the Neumann boundary condition, because the tem-
perature gradient emanating from the target cell draws the sharks further out from 
the coast. Once again, the Dirichlet land boundary coupled with the Neumann grid 
boundary seems a poor choice, leading to implausible behaviour (Figure 7.9b). 
The variance u 2 of the random walk affects the step sizes taken by the moving 
animals. The smooth tracks resulting from the assumption u2 = 12 appear unre-
alistic ( 7. 9) . If the variance is large, animals are more likely to step across narrow 
peninsulas or small islands - with u2 = 32 the Neptune islands are obscured by the 
paths of sharks stepping across them (Figure 7.10). A Di,richlet land boundary can 
partially help to prevent. this by keeping the animals away from some land areas 
(Figure 7.lOa and b), however this solution would not suit animals that do move 
close inshore, and does not work for the islands at the target location. 
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(a) (b) 
r 
(c) 
Figure 7.7: P aths taken by ten marine animals moving towards a target on the other 
side of a landmass. White indicates land, colours indicate temperature on a log scale 
(hottest cells are white , coolest red). Boundary conditions were (a) Dirichlet land 
and grid; (b) Dirichlet land and Neumann grid; and (c) Neumann land and Dirichlet 
grid. 
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(a) (b) 
( c) 
Figure 7.8: Paths taken by ten simulated white sharks following a simple random 
walk, advected directly towards a target location in the eptune islands, along the 
South Australian coast. When coming across land the animals' preferred direction 
(a) does not change; (b) reverses; or (c) is chosen randomly. Land is coloured grey 
and the ocean is white. 
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(a) (b) 
(c) 
Figure 7.9: Paths taken by ten simulated marine animals moving along the South 
Australian coast towards the Neptune Islands. Boundary conditions were (a) Dirich-
let land and grid; (b) Neumann land and grid; and (c) Dirichlet land and Neumann 
grid. The random walk used a variance of a 2 = 12 . Colours indicate temperature 
on a log scale (hottest cells are white, coolest red). 
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(a) (b) 
( c) 
Figure 7.10: Paths taken by ten simulated marine animals moving along the South 
Australian coast towards the Neptune Island. Boundary conditions were (a) Dirich-
let land and grid ; (b) Neumann land and grid; and (c) Dirichlet land and Neumann 
grid. The random walk used a variance of a 2 = 32 . Colours indicate temperature 
on a log scale (hottest cells are white, coolest red). 
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7. 5 Discussion 
The problem of simulating the ability of moving animals to avoid entrapment in 
semi-enclosed parts of the landscape, to move around obstacles, and not to step 
across narrow barriers, has received little attention in the literature. The solutions 
employed by investigators are often ad hoe - need exists for strategies that are sim-
ple to implement, and that reproduce the observed behaviour of animals, while not 
necessarily accurately reproducing the strategies that they are using. This chapter 
proposes one solution to the problems of avoiding obstacles and avoiding entrapment 
in semi-enclosed areas, using Laplace's equation to calculate advection fields that 
flow around obstacles and past semi-enclosed areas. This is not considered to be 
the definitive solution to these problems, indeed it does little to prevent simulated 
animals stepping across narrow barriers. This solution can lead to undesired flows 
such as the divergence to the northwest generated in Figure 7.la and c. However, 
this solution is simple to understand, easily generalizable, and effectively guides 
simulated moving objects around barriers towards a target. It is hoped that this 
work will at least serve as a starting point, and a catalyst, for discussion concerning 
these neglected problems. 
This chapter examines gradual replacement of one movement behaviour by another; 
no scenario is examined in which a single advection field is used, having a time vari-
ant co-efficient. Such a scenario would represent the weakening of some behaviour in 
favour of purely random motion (or the strengthening of some behaviour, away from 
purely random motion). The purpose of this thesis to develop methods for exam-
ining movement behaviour, it does not consider cases of purely random movement, 
unmodified by deliberate behavioural directives. 
CHAPTER 8 
Application of movement model and 
model comparison to tracking data for 
white sharks in South Australia 
8.1 Abstract 
The state space movement modelling framework developed in this thesis was applied 
to observed tracks for white sharks in South Australia. The DIC statistic was used 
for model comparison. The hypothesis was examined that the sharks were navi-
gating by following the 80m isobath (line of bathymtry). Alternative hypotheses, 
presented as foils to the isobath-following hypothesis, were that sharks remained 
50m from shore, and that sharks travel in certain compass directions. In simula-
tion, the DIC was able to successfully discern that the isobath hypothesis had been 
used to simulate tracks, even though the alternative hypotheses lead to very similar 
advection fields. 
When all advection·fields were included in a single movement model, the 95% ~redi­
bility interval for the coefficient for the isobath-following field was the only one that 
did not include zero. This indicates that the model can be used in two ways to make 
inference about movement: using DIC applied to competing movement models, and 
by including competing movement hypotheses in a single model. 
Application of these methods to the observed tracks showed little support for the 
isobath-following hypothesis. Most support was shown for the hypothesis that the 
animals follow compass bearings - the least explanatory of the hypotheses examined. 
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The movements of the sharks appeared to be more complex than any of the pro-
posed hypotheses, in particular, behaviour appears to switch between travelling and 
foraging states. Future applications of this model will consider the use of mixtures 
of normal distributions in order to model such behaviour-switching. 
8.2 Introduction 
Conventional tagging methodology has yielded a great deal of knowledge regarding 
the broad movements and population dynamics of sharks (Kohler & Turner, 2001). 
Now, newer satellite tracking provides an opportunity for evaluating hypotheses 
regarding animal navigation (Alerstam, 2003). The movements of animals that un-
dertake long ocean crossings have been shown to be consistent with navigation using 
the position of the sun and stars (Leis & Carson-Ewart, 2003; Bonfil et al. , 2005), 
light polarization patterns, odours, wind and water currents, temperature gradients 
and salinity (Quinn, 1994), the earth's main magnetic field (Boles & Lohmann, 2003; 
Montgomery & Walker, 2001; Cain et al. , 2005) and magnetic anomalies (Klimley, 
1993). 
Elasmobranch movements have been attributed to responses to a large number of 
internal and external cues, including the general condition of the shark, water cur-
rents, light levels, time of year, geographic location, water masses, oxygen levels, 
and in particular, presence or absence of prey, ambient water temperature, bot-
tom type and magnetic gradient (Sundstrom et al. , 2001). Individual white sharks 
Carcharodon carcharias undertaking movements between regularly frequented areas 
have been shown to follow similar paths, termed migration corridors (Weng et al. , 
2007) or common highways (Bruce et al. , 2006). White sharks have been recorded 
moving considerable distances across oceans, from the south coast of South Africa 
to western.Australia and back (Bonfil et al. , 2005), from southern Au~tralia to New 
Zealand (Bruce et al. , 2006), from New Zealand to the Australian Great Barrier 
Reef (NIWA press release, 24 December 2007) and from the Californian coast to 
the Hawaiian islands. The means by which white sharks navigate between these 
areas is unknown, although celestial cues, such as the position of the sun or star 
constellations, have been suggested (Bonfil et al. , 2005). 
White sharks, like many other shark species, show 'yo-yoing' oscillatory diving while 
travelling, in that they repeatedly swim from the surface to depth and back again 
(Klimley et al. , 2002; Bruce et al. , 2006; Carey & Scharold, 1990). The purpose 
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of these oscillations is unknown, but this behaviour would allow sharks, at least in 
waters shallower than their maximum diving range (at least 450m, Boustany et al. 
(2002)), to assess the depth of the water through which they are travelling. This 
would be true even if depth sounding were not the primary purpose of the oscillatory 
movements (Bruce et al. , 2006). 
White sharks may use a range of navigational strategies and cues, and may use 
different strategies for long ocean crossings than for coastal movements. Bruce 
et al. (2006) have speculated that in coastal areas of South Australia white sharks 
may navigate by following lines of bathymetry. In this chapter, satellite tracks col-
lected from three white sharks tagged off the South· Australian coast are used to 
investigate this suggestion. A fourth track is used to illustrate the importance of 
selecting a smooth advection field to represent a hypothesis of movement. 
Previous chapters presented a state space model capable of simulating a wide range 
of movement behaviours. Simulation tests showed that the model can correctly es-
timate the coefficients of the advection fields used to simulate a track (Chapter 3). 
Although precision parameters for the errors in the track and the observations were 
not well estimated, this did not affect the ability of the model comparison measures, 
(the Bayes factor and the deviance information criterion DIC) from correctly iden-
tifying the candidate behaviour that was used to simulate the track. It was shown 
(Chapter 5) that the DIC performs at least as well as the more computationally 
intensive Bayes factor, and performs better when a highly diffuse prior is used for 
the precision parameters. 
This chapter applies the movement model developed in earlier chapters to track-
ing data collected from white sharks in South Australia and uses the DIC to gauge 
which of several competing hypotheses regarding navigational behaviour is given 
most support by the data. The focus is on the theory that white sharks navigate 
by following a line of bathymetry (an isobath). The opposing hypotheses against 
which this is tested were chosen for their similarity to the isobath-following advec-
tion field. Simulation testing was used to ascertain that when tracks are simulated 
using the isobath-following hypothesis, then the modelling framework used here is 
able to distinguish this hypothesis from the similar, alternative hypotheses. 
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8.3 Methods 
8.3.1 Data 
Tracks from four white sharks moving off the coast of South Australia (Figure 8.1) 
were obtained as part of an on-going investigation into the movements of white 
sharks in Australian waters, Bruce pers commn. Bruce et al. (2006) describes the 
methodology and initial findings of that study. All four sharks were tagged during 
November 2004 and were tracked until February 2005 using Argos satellite tags. 
Only those sections of the track in which the shark moved within this coastal region 
of South Australian were used, because this is the area in which navigation by depth 
is suggested to be evident (Barry Bruce, pers comm.). Sharks 1 and 3 traversed the 
region and then turned sharply and began to retrace their steps. In these cases, the 
track was truncated at the turning point. 
Bathymetry data were obtained from Geosciences Australia (Petkovic & Buchanan, 
2002) at a resolution of 0.01 degrees of latitude by 0.012 degrees of longitude. This 
gives a roughly 1 x lkm grid. This application assumes that movement occurs on 
a Euclidean plane, rather than a sphere - a reasonable assumption on the relatively 
small scale of this investigation. 
A smooth advection field is necessary because the Metropolis-Hastings step, used 
to make draws of the path (true) locations of the tracked animal from the poste-
rior, requires that advection be locally constant (see Section 3.5). Smoothing the 
bathymetry correspondingly smooths the advection field that represents navigation 
by following an isobath. 
The bathymetry data were smoothed using six passes of a 25 x 25 cell block smoother. 
Each cell that was more than 12 cells away from the edge of the landscape grid was 
considered to be the central cell of a 25 x 25 cell block, and its depth was replaced 
by the average depth of the surrounding block. Cells that were within 12 rows or 
columns of the grid boundary were not smoothed, as sharks did not approach these 
boundaries. The size of the block, and the number of passes by the smoother, were 
chosen so that the resulting advection field for isobath following appeared smooth. 
Nevertheless, the resulting advection field is not perfectly smooth (Figure 8.2a). 
However, this is probably realistic because a white shark's perception of the bathy-
metric landscape is unlikely to be perfect. The sharks' oscillatory diving would 
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Figure 8.1: Sections of observed tracks for four white sharks (identified by name 
and number) tagged off South Australia. The track is white and the first location 
is a black triangle. Bathymetry is indicated by shading and by contours, which are 
shown every 20m up to a depth of 200m. 
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Figure 8.1. Continued from previous page. Sections of observed tracks for four 
white sharks (identified by name and number) tagged off South Australia. The 
track is white and the first location is a black triangle. Bathymetry is indicated by 
shading and by contours, which are shown every 20m up to a depth of 200m. 
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provide a sampling of depths at intervals. If sharks do use bathymetry to navigate, 
they would be using an approximation to the actual bathymetric landscape. The 
smoothing routine applied here might mimic the imperfect perception of bathymet-
ric gradients that might be used by a real shark in navigating towards a goal. 
8.3.2 Simulated tracks 
The movement model applied in this chapter has already been simulation tested 
(Chapter 3). However, aspects of the problem presented in the present chapter are 
novel and might result in difficulties in identification of the hypothesis that best 
supports the data. Novel aspects include the presence of land, advection fields that 
are more likely to violate the assumption of locally constant advection (see Section 
3.5), and large variance in the duration of time steps. In addition, it is unknown 
whether the model can distinguish between the relatively similar advection fields 
used in this chapter (and described in the following sections). 
Therefore, for each of the four observed tracks, an additional four tracks were simu-
lated. These simulations used the observed starting location x1 , the observed time 
steps l:l.k, observed number of locations N (with the addition of latent steps, as 
described in Section 8.3.5 below), and observed overall direction of travel (eastward 
or westward). 
The simulated location of the track Yk at time step k, k E 0 is a function of 
the true location Xk of the animal, and normally distributed error Ek· This was 
given by equation 3.1, and is repeated here 
Yk = Xk +Ek 'k E 0. (8.1) 
Some true locations may be unobserved (latent) so that 0 is a subset of the time 
steps k = 1, ... , N. 
Four paths were simulated by starting each animal at its observed starting loca-
tion x1 , and then advancing the animal by the observed, plus latent, number of 
steps using equation 3.3. This equation is repeated here, and for simplicity of pre-
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sentation no subscript is used to denote the individual shark 
k=l ... N. (8.2) 
The inertial term, velocity vk, which represents a tendency for the individual to show 
directional persistence, is given by a random walk (equation 3.4, repeated below) 
(8.3) 
The errors in the track Ek were drawn randomly from a normal distribution with 
mean zero and precisions rY (see equation 3.2, repeated below) 
k = 1E0. (8.4) 
The errors in the path ~k and velocity (k were drawn randomly from normal dis-
tributions with mean zero and precisions scaled by the duration of the time step 
(equation 3.5, repeated below) 
~k ""N (o, t:.k (r:i:)-1) 
(k ""N (0, ~k (rv)-1) 
k = 1 ... (N -1) 
k = 1 ... (N - 2). 
(8.5) 
(8.6) 
The advection field X used to simulate the track pertained to navigation by fol-
lowing an isobath (the 'Depth' field described in Section 8.3.3). Shark 3 (Bomber) 
moved westwards whereas all other sharks moved eastwards so that a different vari-
ant of this field was used for shark 3. 
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The parameter values used for the simulation are shown in Table 8.1. 
Table 8.1: Parameter values and settings used when simulating four shark tracks. 
The starting locations, time steps and number of locations were those observed when 
tracking four white sharks in South Australia. 
Symbol 
N-n 
A 
/3 
..,...Y _..,...Y 
'1 - '2 
rf = r~ 
r! = r2 
Description 
Number of observed locations (sharks 1-4) 
Number of latent locations (sharks 1-4) 
Number of advection fields 
Initial location, Shark 1 
Step durations 
Shark 2 
Shark 3 
Shark 4 
Advection coefficient (for 'Depth') 
Precision for observations 
Precision for path 
Precision for velocity 
Michael: movement close to land 
Value 
39,38,24,44 
14,0,1,26 
1 or 3 
(128.510, -32.123) 
(136.250, -35.386) 
(136.277, -35.456) 
(131.172, -31.442) 
Range: 0.25h to 48h 
5 
(1, 1) 
1 
0.1-1 
The first observed location for shark 4, Michael, was discarded because it was on 
land (doubless due to an observation error). The second location was very close to 
land. The advection field that reflects westward movement, navigating by isobath-
following, flows westwards in the region of this observed location. There is very 
little bathymetric slope in this region so that the westward flow dominates, push-
ing the simulated track onto the land. Rejection sampling was used to prevent the 
simulated track moving onto land, but for 2 steps a non-land location could not be 
found after 10 OOO draws. In these cases, the most recently drawn non-land location 
was accepted. 
8.3.3 Advection fields 
Three alternative advection fields were generated, each corresponding to a different 
hypothesis regarding how white sharks might be navigating. The means of turning 
these hypotheses into advection fields are described in the following sections. 
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Over most of the region considered, the ocean lies to the south of the land, therefore, 
over land, all advection fields specify a southerly flow in order to deflect sharks that 
reach land, back towards the water. 
Depth: isobath following 
The hypothesis was examined that white sharks, when travelling eastward or west-
ward along the south coast of Australia, prefer to travel along the 80m line of 
bathymetry (isobath) (Bruce et al. , 2006), which they use as a navigational aid. 
Advection with respect to longitude (the east-west direction) was given by a con-
stant, the sign of which determines whether movement will be eastward or westward. 
Advection with respect to latitude (the north-south direction) was calculated from 
smoothed bathymetric data for the South Australian region. The resulting advec-
tion field flows eastward or westward with a bias towards the 80m depth contour. 
First, for every cell in the grid of latitude h and longitude j the absolute value 
Ah3 of the difference between the depth Dhj of that cell and the preferred depth 
( 80m) was calculated 
(8.7) 
Advection with respect to longitude X1 is given by a constant W, normalized by 
Lh3 , the length of the advection vector for the hth row and jth columns, so that the 
result is a unit vector 
(8.8) 
Advection with respect to latitude X2 is given by the normalized first differences in 
Ah3 for the columns adjacent to column j, normalized by Lh3 
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(8.9) 
The normalising factor Lh1 is the length of the vector given by the numerators above 
(8.10) 
so that [(X1)h1 , (X2 )h1] is a unit vector. Unit vectors are used so that the speed of 
movement of the shark is governed by the advection coefficients {3 and the precision 
parameters for the path and for velocity, and not by the bathymetric slope. 
This results in two advection fields, one in which W has positive sign, so that 
sharks move in an easterly direction (8.2a) and another in which W is negative 
so that sharks move westwards (8.2b). The advection fields that result from un-
smoothed bathymetric data is shown in Figure 8.3, for contrast. 
Note that the value of the constant W affects the extent to which eastward or 
westward advection dominates the north-south direction given by bathymetry. A 
value of W = 4 was used here. Larger values resulted in excessively weak iso-bath 
directed flow, and smaller values resulted in sharp changes in advective direction 
across the preferred isobath. The resulting zig-zag pattern of a simulated track is 
shown in Section 8.4.1 and the difficulties that such sharp changes present to the 
MCMC routine are discussed in Section 8.4.2. 
Distance: coastline following 
The 'Depth' hypothesis is the primary focus of this investigation, but alternatives 
are required against which to test that hypothesis. A closely related hypothesis 
for this region where isobaths parallel the coast, is that sharks follow the coastline, 
remaining a constant distance away from it. A distance of 50km from the shore was 
chosen after examination of the observed tracks, so as to reflect the modal distance 
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Figure 8.2: Smoothed bathymetric data were used to calculate advection fields 
(white arrows) representing navigation by following the 80m isobath and a preference 
for travel (a) eastwards, or (b) westwards. Bathymetry is indicated by shading and 
by contours, which are shown every 20m up to a depth of 200m. 
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Figure 8.3: Unsmoothed bathymetric data results in somewhat erratic advection 
fields (white arrows) representing navigation by following the 80m isobath and a 
preference for travel (a) eastwards, or (b) westwards. Bathymetry is indicated by 
shading and by contours , which are shown every 20m up to a depth of 200m. 
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kept by the observed sharks (recall that this hypothesis is included as a foil for the 
'Depth' hypothesis, rather than as a proposed navigational strategy). 
An advection field reflecting the hypothesis of navigation by coastline following, 
was calculated in the same way as that for isobath following, except that the depth 
of each cell was replaced by its distance to the nearest coastal cell. Coastal cells 
were defined as those that have at least one land neighbour and at least one water 
neighbour. Non-coastal cells are either water (depth greater than zero), or land. 
For each water cell, the distance to each of the land cells was calculated using the 
Haversine formula, which assumes a spherical earth, to calculate the distance be-
tween two latitude-longitude co-ordinates (Sinnott, 2004). The smallest of these 
distances was retained d. The smoothed bathymetry data were used to define the 
coastline, in this instance smoothing may be regarded as equivalent to the natural 
integration that might occur due to imperfect sensing of the location of the coastline. 
For each cell in row h and column j the absolute value Ah3 of the difference between 
the distance to the nearest landmass d and the preferred distance (50km) is given 
by 
(8.11) 
Advection with respect to longitude X 1 is again given by a constant W, normalized 
by Lhj, the length of the advection vector, so that the result is a unit vector 
(8.12) 
Advection with respect to latitude X2 is again given by the normalized first differ-
- -
ences in Ahj for the columns adjacent to column j, normalized by Lh3 
(8.13) 
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The normalising factor Lhj is the length of the vector given by the numerators above 
(8. 14) 
so that [(X1)hj , (X2)hj] is a unit vector, as explained in Section 8.3.3. For nota-
tional clarity, subscripts indexing advection field (such as 'Depth' or 'Distance') are 
omitted from the symbols X1 and X2. 
Again, both positive and negative signed values are used for the constant W so 
t hat two advection fields are derived, one for sharks that move in an easterly direc-
tion (Figure 8.4a) and another for sharks that move westwards (Figure 8.4b). 
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Figure 8.4: White arrows indicate advection fields representing a preference for 
remaining 50km from the coast and for moving (a) eastwards, and (b) westwards. 
Bathymetry is indicated by shading and by contours, which are shown every 20m 
up to a depth of 200m. 
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Direction: preferred direction 
A simple alternative hypothesis, which reflects a lack of understanding regarding how 
sharks navigate, is that sharks move due southwest or northeast when in Spencer 
Gulf, and due northwest or southeast when westwards of Spencer Gulf (Figure 8.5). 
The corresponding advection fields are shown in Figure 8.5. 
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Figure 8.5: White arrows indicate advection fields representing a preference for 
travel (a) southeasterly in Spencer Gulf and northeasterly outside of it, and (b) 
northeasterly in Spencer Gulf and southeasterly outside of it. Bathymetry is indi-
cated by shading and by contours, which are shown every 20m up to a depth of 
200m. 
8.3.4 Movement model and estimation 
The state space model for movement described in Chapter 3 is used in the present 
chapter. Observation errors were estimated separately for latitude and longitude 
due to the known error structure of satellite tracking data (described in Section 
2.5.5). The Argos error classification was ignored in this first application to ob-
served tracks. The deviance information criterion DIC was used to evaluate the 
support given by the data to alternative choices of advection field. 
For each tracked animal (for both the observed and simulated tracks), each of four 
models were applied. Each model used a different (set of) advection field(s): 
1. Depth: the 80m contour is followed (Figure 8.2), 
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2. Distance: the shark follows the coastline at a distance of 50km (Figure 8.4), 
3. Direction: movement is due NW-SE or NE-SW (Figure 8.5), 
4. All: all three of the above methods are used by the shark. 
The fourth model, which combines all advection fields, was introduced in order 
to investigate the ability of the model to eliminate incorrect advection fields by es-
timating advection coefficient values close to zero. This ability can be evaluated 
by applying the model to the tracks that were simulated using only the 'Depth' 
advection field. 
The priors used during estimation are shown in Table 8.2. Note that the prior 
for the precision for velocity Tv is larger than that used in previous chapters (0.1-1 
instead of 0.01-1 ). This allows for the greater variation in speed of travel by real 
sharks than that simulated in previous chapters. Real sharks travel at speed be-
tween areas and are then resident for a period, which is equivalent to slowing down. 
A larger variance is used for the prior for the advection coefficients f3 (100 instead of 
1) which reflects the larger values used for f3 (5 instead of 1). Larger f3 values more 
closely approximated the overall observed speed (and therefore distance covered) of 
the sharks. 
Symbol 
Xo 
TxO 
Vo 
Tvo 
/30 
Eo 
y y x 
a1,a2 ,a 
bf,b~,bx 
Table 8.2: Prior distributions used in the movement model. 
Description 
Mean initial location, Shark 1 
Shark 2 
Shark 3 
Shark 4 
Precision for initial location 
Mean initial velocity 
Precision for initial velocity 
Mean of multivariate normal prior for f3 
Variance for prior for /3 
Scale for gamma priors for TY and Tx 
Rate for gamma priors for Ty and r 
Mean for gamma priors for Tx and TY 
Variance for gamma priors for Tx and TY 
Scale for gamma prior for Tv 
Rate for gamma priors for Tv 
Mean for gamma priors for Tv 
Variance for gamma priors for Tv 
Value 
(128.510, -32.123) 
(136.250, -35.386) 
(136.277, -35.456) 
(131.155, -31.471) 
1000 
(0, 0) 
1000 
0 or (Q, 0, 0) 
100 or diag(lOO, 100, 100) 
(1, 1, 1) 
(1, 1, 1) 
(1, 1, 1) 
(1, 1, 1) 
(100, 100) 
(10, 10) 
(0.1, 0.1) 
(1, 1) 
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8.3.5 Time and latent locations 
Time steps were measured in 12 hour units. Latent locations, equally spaced in 
time, were introduced between any two observations that were more than 48 hours 
apart. The smallest number of latent locations required to reduce each time step to 
48 hours or less, was used. 
A large number of observations occurred within seconds or minutes of one another, 
most occurring in pairs. This probably indicates that the usual time spent at the 
surface by a shark is roughly twice the average time required to establish a posi-
tion fix. However, it is possible that locations could occur in clusters, which would 
give excessive weight to some locations. These repeated measures greatly increased 
computation time, and caused difficulties with computer memory overflow. To solve 
this problem, any observed location that occurred within 15 minutes of an earlier 
observation was excluded. This eliminated between 483 and 523 of the observed 
locations for each track. The resulting loss of information is discussed in Section 8.5. 
8.3.6 DIC and MCMC 
The Markov chain Monte Carlo method used to estimate posterior quantities for 
the movement model was described in Section 3.3.6, and the method of calculating 
the deviance information criterion DIC from such a set of MCMC draws from the 
posterior, was described in Section 5.3.5. The MCMC and subsequent DIC calcula-
tions were repeated 5 times, in order to calculate a measure of spread for the DIC 
(see Section 5.3. 7). In this case, the standard deviation is reported. 
When using the observed track for shark 1, Sam, it was necessary to thin the MCMC 
chain to achieve apparent convergence. For the models that used the 'Direction' and 
'Distance' hypotheses, every 20th draw of the chain w,as retained; for the 'All' model 
every 30th, and for the 'Depth' model every lOOth draw was retained. Thinning was 
required due to sharp changes in the advection field in the vicinity of the coastline, 
this is discussed in Section 8.4.2. 
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8.4 Results 
8.4.1 Simulated tracks 
For each observed track, another track was simulated using the observed starting 
location, number of locations, and time steps. Latent locations were added so that 
no time step was longer than 48 hours. 
The 'Depth' advection field was used to simulate these tracks. This field was gener-
ating using a weight W = 4, which was found to provide a good compromise between 
dominance of east-west motion over north-south (isobath following) motion. When 
larger values are used the east-west motion almost eliminates the isobath-directed 
motion, and when smaller values are used simulated tracks can converge rapidly on 
the 80m isobath and then zig-zag across it (e.g. Figure 8.6). 
Shark 1 (Sam) simulated, 13 = 8 
Longitude 
Figure 8.6: Simulated track for shark 1, Sam, using an advection field (white arrows) 
that reflects a preference for the 80m isobath. A weight of W = 1 allows north-south 
isobath-directed movement to be relatively dominant over east-west movement, re-
sulting in a zig-zag track across the isobath. A relatively large advection coefficient 
of /3 = 8 has been used to make this pattern clearer. 
The tracks for sharks 1 and 4 included several latent locations so that the 'observed' 
subset, when joined by straight lines, gives a misleading impression of the path 
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taken by the shark (white connected dots in Figure 8.7). Track 2 has no latent 
locations and track 3 has only one (Table 8.1) so that the path and 'observed' track 
are indistinguishable (Figure 8. 7). 
The simulated track for shark 2, Rolf, does not move northwards like its observed 
counterpart because the advection field based on following an isobath in an east-
ward direction does not allow for northerly movement into this gulf. The observed 
track for shark 2 cannot, therefore, be expected to support the hypothesis that the 
'Depth' advection field governs movement (Figure 8.1 vs Figure 8.7). 
The track for shark 3, Bomber, covers less distance than the corresponding ob-
served track (Figure 8.1 vs Figure 8.7) indicating that the observed shark had a 
higher overall speed of travel. 
8.4.2 Convergence: movement close to land 
A southerly advection flow was chosen over land- resulting in a sharp change in the 
direction of the advection field at the coast. Such a change violates the assumption 
of locally constant advection that underpins the decision to use the 'conditional' 
distribution for the path x as its proposal distribution (see Section 3.3.6). This 
proposal distribution would be the full conditional distribution for the path x, if 
advection were constant. When advection is not locally constant, this becomes a 
poor choice. 
Most tracks did not stray close to the land so that the sharp change in advec-
tive direction at the coast presented no difficulties. However, the observed track 
for shark 1 has several locations close to land. This was sufficient to result in poor 
mixing of the MCMC chain for the path x (Figure 8.8a), and a consequent need to 
thin the chain (Figure 8.8b). 
This difficulty is more strongly illustrated by Shark 4, Michael. The first observed 
location for Michael was on land and subsequent observed locations were closer to 
land that those of the other sharks (Figure 8.1). As discussed in the Methods sec-
tion, two simulated locations for this shark were also on land (Figure 8. 7) because, 
in the near-inshore region, the advection field used to simulate the track directed 
this shark towards land. Because both the observed and simulated tracks include 
locations in the coastal region, where advection changes direction sharply, both fail 
to converge when the MCMC chain is not thinned (Figure 8.9). Extensive thinning 
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Shark 1 Simulated 
130 132 134 136 
Longitude 
Shark 2 Simulated 
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Longitude 
Figure 8.7: Simulated tracks (shown as connected white dots) that used the observed 
start location, number of locations and time steps observed for four white sharks 
(identified by name and number) tagged off South Australia. T he simulated path 
is shown as black dots , the 'observed' locations are white dots joined by a white 
line. The tracks were simulated using the 'Depth ' advection field (shown as white 
arrows). Bathymetry is indicated by shading and by contours, which are shown 
every 20m up to a depth of 200m. 
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Shark 3 Simulated 
130 132 134 136 
Longitude 
Shark 4 Simulated 
Longitude 
Figure 8.7: Con tinued from previous page. Simulated t racks (shown as connected 
white dots) that used the observed star t location, number of locations and time 
steps observed for four white sharks (identified by name and number) tagged off 
South Australia . The simulated path is shown as black dots, the 'observed ' 
locations are white dots joined by a white line. The tracks were simulated using 
the 'Depth' advection field (shown as white arrows) . Bathymetry is indicated by 
shading and by contours, which are shown every 20m up to a dep th of 200m. 
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Figure 8.8: Trace plots (the x-axis shows the MCMC iteration number) for the 
longitude of the fifth location x51 in the path of the observed track for shark 1, Sam 
(a) before thinning, and (b) after thinning. Results are presented for the model that 
uses the 'Depth' advection field . The selection of this particular component of the 
x matrix was arbitrary. 
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would be required to achieve convergence, requiring prohibitive amounts of com-
puter time. This illustrates the importance of selecting advection fields that do not 
vary sharply in the region surrounding the track. 
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Figure 8.9: Trace plots (the x-axis shows the MCMC iteration number) for the 
longitude of the fifth location X51 in the path of (a) the simulated track, and (b) 
the observed track for shark 4, Michael. Results are presented for the model that 
uses the 'Depth' advection field. The selection of this particular component of the 
x matrix was arbitrary. 
8.4.3 Estimation using simulated tracks 
In all cases, the DIC selected the correct model ('Depth') when applied to the simu-
lated tracks (Table 8.3). However, the model that uses all three advection fields is a 
very close second, differing by only 1, 2, and 5 units. Spiegelhalter et al. (2002) sug-
gest that models within 1-2 units of the best model deserve consideration whereas 
those within 3-7 units have considerably less support. In addition, the standard 
deviations for the DIC statistic for the 'Depth' and 'All' models range between 1.3 
and 4.6, so that the difference between their DIC values falls within two standard 
deviations. Therefore, if this had been a real example in which the true model were 
unknown, it would not have been possible to discount the 'All' model. 
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Table 8.3: The mean and standard deviation (in parentheses) of five repeated cal-
culations of the deviance information criterion DIC for the alternative hypotheses, 
using simulated tracks. The 'All' hypothesis combined the three advection fields 
'Depth', 'Distance' and 'Direction'. An asterisk indicates the lowest DIC value in 
each column. 
Hypothesis DIC 
Track 1 Track 2 Track 3 
Depth 650* (2.1) 312* (2.0) 278* (3.0) 
Distance 658 (1.2) 392 (0.3) 344 (0.2) 
Direction 742 (0.4) 424 (0.1) 344 (0.2) 
All 650 (1.3) 313 (1.5) 283 (4.6) 
The 'All' model includes the 'Depth' advection field as well as two others, which 
were not used to generate the simulated tracks. For all simulated tracks, the 95% 
credibility interval for the posterior for the coefficient of the 'Depth' advection field 
/31 in the 'All' model does not include zero, whereas those for the other two fields (/32 
and f33 ) do include zero and have their median close to zero (Figure 8.10, righthand-
most panels). A zero value for a coefficient of advection indicates that that advection 
field does not influence movement. Thus the results of the three applications of the 
'All' model indicate that the 'Depth' advection field has the greatest influence on 
movement, however the DIC is unable to separate this model from the one that uses 
'Depth' alone, perhaps indicating a lack of parsimony in the DIC statistic in this 
context. 
Note that the negative values estimated for the coefficients f3 indicate that the 
shark swims against the advection field. Negative estimates occur for the model 
that uses all advection fields. As the advection fields are quite similar, negative 
values for some fields will be balanced by positive values for other fields. In some 
cases, this will serve to exaggerate the slight differences between the fields, possibly 
providing a better fit to errors (noise) in the track. 
For all simulated tracks the 'All' model suggests that one of /32 or /33 has a negative 
median posterior value, never more negative than -0.25 (Figure 8.10, righthand-most 
panels). This is balanced by a corresponding slight overestimate of the coefficient 
f31 . This presumably results from confounding with the inertial term, as discussed 
in Section 3.5. 
The 95% credibility intervals for the posteriors estimated using the correct advection 
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Figure 8.10: Credibility intervals (953) for parameters estimated from simulated 
tracks. The 53 and 953-iles are marked by squares, the median by a dash, and the 
mean by an open circle. The estimated values are divided by their true (simulation) 
value so that the grey horizontal line at 1 indicates a correct estimate. The true 
value for /32 and {33 is zero (marked by a dotted line), so that their estimates were 
divided by the true value for /31. 
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parameters estimated from simulated tracks. The 53 and 95%-iles are marked by 
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at 1 indicates a correct estimate. The true value for /h and {33 is zero (marked by 
a dotted line), so that t:Q.eir estimates were divided by the true value for {31 . 
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field ('Depth') are largely unbiased (Figure 8.10). When incorrect advection fields 
are used, the posteriors for the precision parameters are biased when compared with 
the 'true' values. In particular, that for the track Tx is biased downwards in most 
cases, e.g. the two inner panels for sharks 2 and 3. Note that the r parameters are 
precisions, not variances, so that these smaller values indicate more variation in the 
path, allowing greater variability in speed and direction and presumably making 
up for deficiencies in the ability of these incorrect advection fields to explain the 
simulated track. 
8.4.4 Estimation using observed tracks 
When applied to the observed tracks, the hypothesis that indicates travel in a fixed 
compass direction (the simplest and least explanatory hypothesis) is selected in two 
cases (Table 8.3) and in the third case (shark 2) it differs by only 1 unit from the 
'best' model - the model that uses all advection fields. 
Table 8.4: The mean and standard deviation (in parentheses) of five repeated cal-
culations of the deviance information criterion DIC for the alternative hypotheses, 
using observed tracks. The 'All' hypothesis combined the three advection fields 
'Depth', 'Distance' and 'Direction'. An asterisk indicates the lowest DIC value in 
each column. 
Hypothesis DIC 
Track 1 Track 2 Track 3 
Depth 1158 (0.8) 565 (0.4) 553 (0.4) 
Distance 1164 (0.2) 562 (0.4) 550 (0.3) 
Direction 1150* (0.3) 550 (0.2) 547* (0.5) 
All 1152 (0.3) 549* (0.2) 547 (0.5) 
For all ~bserved tracks, the difference between the DIC values fort.he 'All' and 'Di-
rection' models does not deserve consideration, being only 2 units or less. The 'All' 
model can be ignored - the simulations showed that this model can mimic single 
hypothesis models by, effectively, eliminating advection fields by setting their coef-
ficient values to zero. Examination of the advection coefficients for the 'All' model 
(right-handmost plot, Figure 8.11) shows that the 'All' model is, indeed, mimicking 
the 'Direction' model in this way. For sharks 1 and 2 only the 'Direction' coefficient 
does not include zero and for shark 3 all coefficients include zero in their 953 Cl 
but this is most peripheral for the 'Direction' Cl ({33). The simulations showed that 
DIC is insufficiently parsimonious to distinguish two such models. 
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For track 3, the DIC value for the coastline following hypothesis falls within 3 units 
of the best model, but otherwise no model that uses a single advection field comes 
within 7 units of the compass direction model (Table 8.4). The 'Direction' hypoth-
esis is thus given greatest weight by the observed tracks. 
The 953 credibility intervals (Cl) for the posterior marginals for the simulated 
tracks were presented as a ratio of their true values (Figure 8.10). The Cls for the 
observed tracks must be presented without such normalisation, making this plot 
(Figure 8.11) more difficult to interpret. For greater clarity, the posterior means for 
the observed tracks are presented in Table 8.5. 
Table 8.5: Posterior mean parameter values for four movement hypotheses for each 
of three observed shark tracks. 
Track Hypothesis (long) (lat) Parameter 
Ty 
1 
T.y 
2 Tx TV f31 f32 {33 
Shark 1 Depth 1.71 2.07 0.005 9.98 11.22 
Shark 1 Distance 1.78 2.08 0.005 9.97 9.08 
Shark 1 Direction 1.70 2.10 0.006 9.96 10.18 
Shark 1 All 1.72 2.08 0.005 9.98 -0.83 4.05 8.24 
Shark 2 Depth 2.57 2.76 0.015 9.99 1.77 
Shark 2 Distance 2.55 2.82 0.018 9.98 7.78 
Shark 2 Direction 2.61 2.78 0.015 9.98 3.11 
Shark 2 All 2.56 2.81 0.019 9.98 -6.79 3.62 9.31 
Shark 3 Depth 1.50 1.65 0.0030 9.96 8.14 
Shark 3 Distance 1.49 1.68 0.0034 9.95 12.15 
Shark 3 Direction 1.45 1.67 0.0033 9.97 10.91 
Shark 3 All 1.50 1.64 0.0035 9.96 -4.15 4.88 11.25 
Note that the normalisation of the results shown in Figure 8.10 can lead to con-
fusion when compared with the unnormalized results in Figure 8.11. For example, 
many of the advection coefficient f3 posteriors have a mean value of roughly 10 for 
both the simulated (see the true value in Table 8.1) and observed posteriors, but 
these appear to have a value of 1 in Figure 8.10 and a value of 10 in Figure 8.11. 
Similarly, the precision for velocity Tv, which has also has a mean of roughly 10 for 
both simulated and observed results, appears to be only 1 in Figure 8.10 because 
the estimated value has been divided by the true value (of 10, Table 8.1). 
All observed tracks show strikingly small posterior values for the precision of the 
track Tx (Table 8.5), indicating greater variation in the observed path than that 
assumed in the simulation. Previous simulations (Section 3.5) have shown that the 
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posterior median for this precision rx is, typically, the same as its prior. However, 
the simulations in this chapter show that when the advection field differs from that 
used to simulate the track, small values of rx are estimated (Figure 8.10). 
Similarly, past simulations showed that the mean estimated precision for the ob-
served locations rY tends to be similar to its prior mean. However, the results 
for the observed tracks show greater estimated mean values for the rY parameters 
(ranging between 1.45 and 2) than their posterior mean of 1. This pattern, too, was 
seen in the simulation results in this chapter (Figure 8.10) for the cases when an 
incorrect advection field was applied. Further discussion is given in Section 8.5. 
The mean posterior values for the precision for velocity rv are similar to the prior 
mean (= 10), even though the prior was no more informative than those used for 
the other precision parameters (Table 8.2). 
8. 5 Discussion 
The calculations presented in this chapter lead to a number of useful lessons regard-
ing the use of this modelling framework, and pointed the way to future work. One 
such lesson is that the DIC should be used to compare models that each implement 
a single hypothesis regarding movement (although each hypothesis might use more 
than one advection field to achieve a combined effect). Models that incorporate 
competing hypothesis should not be included in the DIC comparison. The results 
of such models might closely resemble those of single-hypothesis models (due to 
advection coefficient estimates of zero) and DIC appears not to be sufficiently par-
simonious to distinguish such models. 
When comparing models that each implemented a single movement hypothesis, the 
DIC statistic proved a successful model comparison tool for this movement mod-
elling framework. In simulation, the DIC value for the correct model ('Depth') was 
smaller by more than 2 standard deviations from the next smallest model. 
The proposal distribution used to sample for the path x using the Metropolis-
Hastings algorithm is motivated by the assumption that advection is locally constant 
in the region of each location. When this assumption is violated, as it was by the 
assumption that advection over land has a southerly flow whereas a more easterly 
or westerly flow was used in coastal regions, then this Metropolis-Hastings step be-
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comes inefficient. This resulted in the need for some thinning of the MCMC chain 
for shark 1, Sam. For shark 4, which approached land even more closely, having 
some simulated locations on land, the amount of thinning required was prohibitive. 
This could have been avoided by not introducing the sharp change in the direc-
tion of advection over land. Alternatively, rejection sampling, within the MCMC 
routine, could be used to prevent the selection of locations that are on land, as 
used by Sumner et al. (n.d.). An advection field based on Laplaces's equation 
can guide modelled animals around obstacles such as land, as shown in Chapter 7. 
This methodology was not used in this initial investigation so as not to complicate 
the behavioural hypotheses with concerns regarding choices of boundary condition. 
However, this is another avenue for future investigation. 
Likewise, abrupt changes in advection fields in the areas where sharks do move 
should be avoided. In this investigation an abrupt change in the north-south di-
rection across the 80m isobath, and the 50m distance from shore, were avoided by 
allowing an easterly or westerly flow to dominate. Discontinuities in the bathymetry 
data, which could also lead to sudden direction changes in an advection field based 
on bathymetric slope, were smoothed away. 
Although abrupt changes in advection fields can be avoided, it would be desirable 
to have a proposal distribution that is more robust to such discontinuities. Some 
avenues for future investigations into such proposal distributions are discussed in 
Section 9.1. However, these are likely to be less efficient than the proposal distri-
bution used in this chapter when advection fields are locally constant, so that the 
selection of smoothly varying advection fields, where this is possible without loss of 
realism, will continue to be preferable. 
Assumptions had to be made when converting bathymetry to an advection field 
pertaining to a preferred isobath. First, a particular isobath had to be chosen (80m 
in this case, Barry Bruce pers comm.). This is discussed in the next paragraph. 
Second, an advection field that merely directs the animal towards this isobath is 
not sufficient - an overall direction of movement had to be imposed. This could 
have been done by using two advection fields, one representing movement towards 
the 80m isobath, and another representing movement due east or due west. The 
model would estimate coefficients for each field, and would therefore have estimated 
the relative weighting of these fields. However, the use of two advection fields to 
represent a single movement hypothesis would have complicated the assessment of 
competing hypotheses by combining them all into a single model. In this chapter, 
the isobath-directed and east-west motion were combined into a single field, with 
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their relative weight specified through the parameter W. This facilitated inference 
using the 'All' model. However, it would be advantageous to perform subsequent 
calculations that use two advection fields so that the model can estimate the rela-
tive weighting between the two fields. The same is true of the coastline following 
hypothesis, for which a weight W was also used (see equation 8.11). 
In addition to the W parameter, the co-model that converts bathymetry to an 
advection field has a parameter that specifies which isobath the animal will follow. 
The co-model for coastline following, similarly, has a parameter that specifies the 
animal's preferred distance from shore (50km, in this chapter). Because these co-
models were executed prior to the movement model, these parameter values (80m 
depth and 50km from shore) had to be chosen beforehand and might not have been 
optimal. Running the co-model alongside the movement model would allow the pa-
rameters of the co-model to become estimated parameters. This has not yet been 
pursued. 
The unit in which the time steps Lit are measured (e.g. minutes,hours or days) 
is unimportant in terms of parameter estimation. However, it does affect the scale 
of other parameters that affect the speed at which the tracked individual moves. 
These are the coefficients (3 and the precision parameters for the path rx and for 
velocity rv. The coefficients (3 scale the average speed at which the tracked individ-
ual moves as well as dictating how strongly the animal is influenced by advection 
(an inherent confounding). The precision parameters affect the variability in speed. 
The time steps scale all of these parameters so that a larger mean time step measure 
would result in a smaller mean value for the other parameters. This would not affect 
the path estimates or the model comparison results but should be considered when 
prior values and starting points for the MCMC routine are chosen, particularly for 
the precision parameters because their prior mean has been shown to influence their 
posterior mean. 
8.5.1 Application to observed white shark tracks 
The application of the movement modelling framework developed in this thesis to 
observed tracks for white sharks in South Australia shows that this framework, 
along with the use of the DIC statistic for model comparison, was successful in 
evaluating the ability of hypothesized movement behaviours to explain observed 
tracks. In this case, two explanatory navigational behaviours (isobath following and 
coastline following) were proposed, along with a descriptive hypothesis (movement 
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in a compass direction). The descriptive hypothesis was most consistent with the 
observations, indicating that neither of the explanatory hypotheses provided an ad-
equate fit to the data. Simulation showed that the framework was, gratifyingly, able 
to distinguish between the relatively similar advection fields used in this application. 
The modelling framework can be used in two ways to make inference about move-
ment behaviour. First, DIC was successful in selecting the correct model (out of 
all models that used a single advection field) despite the similarity of the advection 
fields used by those models. Second, examination of the marginal posteriors for the 
advection coefficients (3 for the model that included all three advection fields showed 
that 953 Cls for the advection fields that were not used to simulate the track in-
cluded zero, unlike the Cl for the advection field that was used to simulate the track. 
Application of this modelling framework, and model comparison, to observed shark 
tracks shows that there is little support for the hypothesis that sharks travel along 
a preferred isobath, nor for the hypothesis that they remain a preferred distance 
from the coast. The data was most consistent with a descriptive hypothesis that 
simply states that sharks move in a southwesterly or northeasterly direction when 
in Spencer Gulf, and in a northwesterly or southeasterly direction when westwards 
of Spencer Gulf. For shark 2, which moves north into Spencer Gulf, this was the 
obvious conclusion because neither of the explanatory advection fields allowed for 
such movement. For sharks 1 and 3, however, this result could not have been pre-
dicted by simply looking at the data and the directions of the advection fields. 
The low estimates for rx, and the deviation in the estimates of rY (between 1.5 
and 2.8) from their prior mean (of 1), are at odds with previous simulations (Chap-
ter 3) which have shown that the mean prior for these precision parameters usually 
dictates the size of their estimates. Interestingly, the same pattern is seen in the 
simulation results, particularly for sharks 2 and 3 (Figure 8.10), but only in the two 
cases where.the wrong advection field is used. A lower precision forth~ path allows 
the model to more easily accommodate variation from the predicted behaviour so 
that a low rx may indicate that the advection field in use is not consistent with 
the track. However, labelling an estimated value as 'low' actually suggests that the 
value is downwardly biased, which cannot be known without knowing the true value 
of the parameter. One could consider that, for a precision parameter, a difference 
between the estimated value and the mean of the prior indicates a bias. However, 
this is not a conclusive indication of bias because other influences could cause such 
a difference, for example, the choice of unit for the time step affects the size of the 
precision estimates through its influence on the speed of the animal. 
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It is interesting to note that the observation precisions for longitude and latitude 
are very similar, although the means are slightly smaller for longitude (indicating 
greater variation), despite the findings of others that measures of longitude are much 
more variable than measures of latitude (Sibert et al. , 2003; Vincent et al. , 2002). 
The reason for the upward bias in the observation precision rY that was found, in 
simulation, to accompany the downward bias in rx is unclear. Often, observations 
of location were followed by further observations made within minutes or seconds 
of one another. In this investigation only the first observation in any 15 minute pe-
riod was retained. This was done to prevent implicit weighting of certain locations 
and to circumvent difficulties that occurred due to shortage of computer memory (a 
problem to which the R language is prone). These observations could have provided 
valuable information on observation precision. By treating 15 minutes intervals as 
single periods of time during which multiple measures of a single location occur, the 
problem of implicit weighting of locations could be overcome. Improvements to the 
computer code, by storing less information in the computer memory and more on 
disk could circumvent any further memory problems. 
The indications are that none of the hypotheses presented here is a good expla-
nation of the behaviour of the tracked animals. This may result from suboptimal 
choices for the preferred isobath (80m) and preferred distance from shore (50km), 
or it may indicate that the sharks are using a different navigational method from 
those proposed, or it may be due to the model not taking account of behavioural 
switching between different navigational strategies (different behavioural modes). 
A suboptimal choice for the preferred depth or distance from shore seem unlikely to 
give sufficient cause for the selection of the least explanatory advection field, 'Direc-
tion'. In particular, the distance from shore (50km) was selected after examination 
of the observed tracks. Nevertheless, this potential problem could be remedied by 
allowing the parameters of the co-models to be esti:r;nated within the movement 
model so that the values that give a best fit to the track can, in principle, be found. 
It is possible that the sharks may be using a different navigational strategy from 
those proposed here. Navigation may, for example, use the earth's magnetic field, or 
may use landmarks. Klimley (1993) found an association between the movements of 
hammerhead sharks and slope changes in the magnetic intensity of magnetic anoma-
lies in the area, rather than topographic features, whereas Klimley et al. (2002) 
found that individuals belonging to three species of sharks moving through a canyon 
off the coast of California appeared, at times, to be loosely associated with topo-
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graphic features. Magnetic anomalies are often associated with geographic features, 
such as large under-sea mountains of iron-containing rock, so that the two hypothe-
ses could often be confounded. 
Behavioural switching seems to be evident in the observed tracks. Some animals 
travelled directly from one place to another, and then remained at that place for 
some time, then travelled on to another location. When travelling, the sharks move 
rapidly and presumably use some navigational method. When remaining at a lo-
cation they presumably use a different navigational method to prevent inadvertent 
straying away from that location. Speed differs between these behavioural modes. 
Some sharks were seen to reach an eastern-most or western-most point and then 
turn around and begin retracing their steps. These tracks were truncated at the 
turnaround point but a behaviour-switching model would have allowed the use of 
the full tracks. State switching models (such as the Hidden Markov model discussed 
in Chapter 2 may overestimate the frequency at which switching occurs. A prefer-
able method might be to use mixtures of normal distributions. 
CHAPTER 9 
General conclusion 
Databases of tracking data are accumulating around the world (Coyne & Godley, 
2005) but the quantitative techniques necessary to use these tracks to make inference 
about animal movement behaviour and its underlying motivations are, as yet, at an 
early stage of development. This thesis presents a Bayesian state space modelling 
framework capable of measuring the support given by track data to hypotheses re-
garding movement behaviour. The framework is innovative because it uses advection 
fields to facilitate the inclusion of a wide range of hypothesized behaviours; it also 
caters for unequal time steps, latent location data, and a tendency for directional 
persistence (inertia). An MCMC algorithm is used for inference so that nonlinear 
and non-Gaussian models are accommodated. DIC provides a tool for model com-
parison. Implementation in the R software package (R Development Core Team, 
2007) provides flexibility for use of large datasets and coding of co-models that give 
rise to the advection fields used by the movement model. 
State space models (SSM) show great promise in the area of animal movement 
modelling because of their flexibility and because they can include both observation 
and process error (Harvey, 1990; Patterson et al. , 2007). Both of these are impor-
tant sources of variation in the context of modelling movement behaviour. Track 
data includes location errors that may range from hundreds of meters to whole de-
grees of latitude or longitude (Vincent et al. , 2002; Sibert et al. , 2003). The process 
of movement behaviour is, as yet, poorly understood, especially in a context that 
involves many individuals that can react in different ways. 
Movement behaviours, constituting responses to internal states of the individual, or 
to external environmental cues, are represented in this thesis using advection fields. 
These are calculated using co-models, which combine hypotheses regarding how an 
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animal might behave with, where relevant, environmental data. Each co-model, 
leading to one advection field, constitutes a hypothesis regarding an aspect of move-
ment behaviour. However, movement can be seen as a combined response to several 
behaviours. A linear combination of advection fields (behaviours) can be created, 
using weights (coefficients) that are model-estimated parameters. Behaviour can 
also be allowed to change over time by means of dynamic coefficients so that some 
behaviours can become more dominant during the tracking period while others fade. 
The use of a Bayesian framework results in the estimation of a posterior proba-
bility for the location of the animal, rather than a single optimal track. Bayesian 
estimation also provides a posterior distribution for all other model parameters and 
states. Such a probabilistic result can facilitate risk assessment, for example, when 
estimating the potential for overlap between seabird distributions and fishing oper-
ations (Broekhuizen et al. , 2003). 
Using this modelling framework, inference regarding movement behaviour is pos-
sible in two ways. First, inference can be achieved through examination of the 
marginal posterior distributions for the advection coefficients. Greater weight indi-
cates greater influence by a particular advection field (and therefore hypothesized 
behaviour) on movement behaviour. However, confounding can occur between the 
coefficients for advection fields that flow in similar directions over the area through 
which the tracked animal moves, and confounding can also occur between these 
parameters and inertia, a tendency for directional persistence. Second, state space 
models that use different (sets of) advection field(s) can be applied to the same 
observed track and the support given by the data to each alternative model, and 
therefore hypothesis regarding movement behaviour, assessed. In simulation, the 
deviance information criterion DIC was able to identify the model that was used to 
simulate the data. The Bayes factor, a theoretically well-grounded Bayesian model 
comparison tool, may give support to the wrong model when priors are highly dif-
fuse. ,Bayes factors are also more computationally challenging ,because a difficult 
integral must be estimated, whereas DIC is easily computed from a set of MCMC 
draws from the posterior. Informative priors are unlikely to be available in the 
nascent field of movement behaviour so that DIC is to be preferred to Bayes fac-
tors as a model comparison tool in this context. DIC should be used to compare 
models that each implement a single hypothesis regarding behaviour (implemented 
as one of more advection fields). Nested models should not be compared using DIC 
because calculations presented in Chapter 8 show that DIC may not be sufficiently 
parsimonious in this context, preferring the more complicated model. 
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Unfortunately, interesting hypotheses exist that cannot be tested using track data 
because the covariate information is unavailable. In particular, this includes re-
sponses to other animals that are not observed or tracked. Individuals are likely 
to move in response to predators or prey and may respond to others of their own 
species, either by following or by avoiding them. 
It is conceivable that hypotheses will exist that lead to almost identical behaviour, 
which cannot be discriminated. However, this modelling framework has been suc-
cessful in discriminating hypotheses regarding movement that lead to very similar 
behaviours (Chapter 8). 
To date, the development of state space models applied to track data has concen-
trated on inference and on accounting for the error structure of tagging data (Sibert 
et al. , 2003; Jansen et al. , 2005, 2003). These authors have stressed the suitability 
of the SSM framework for modelling movement behaviour, in particular because it 
models both process and observation errors. The suitability of a Bayesian approach 
has also been emphasized because it allows the incorporation of prior information, 
where available. It simplifies inference for SSMs, avoiding the integration of the 
likelihood, and does not require that the ratio between the observation and process 
error variances be specified. 
The observation errors typical of satellite tracking data might best be represented 
using t-distributed errors as well as multiple error categories (Jansen et al. , 2005, 
2006). The framework presented in this thesis used normal observation errors to 
simplify the problem of calculating the conditional distributions used in Gibbs sam-
pling. However, the Metropolis-Hastings within Gibbs algorithm used here could be 
extended to accommodate the error structure more appropriate to satellite tracking 
data. This approach to inference has facilitated the use of a nonlinear state equation. 
Unusually, the modelling framework presented .here accounts for the duration of 
each time step in the state equation, allowing error to propagate in accordance with 
the duration of the step and scaling advection and inertia to the duration of the 
step. This explicitly accounts for the unequal time steps typical of satellite track-
ing data. SSMs naturally model equally-spaced observations, a problem that other 
authors have approached by interpolating the data points (Flemming et al. , 2006; 
Jansen et al. , 2006; Tremblay et al. , 2006), or by introducing an interpolation into 
the observation equation Jansen et al. (2005). 
Published applications of SSMs to track data have avoided complex hypotheses re-
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garding behaviour. SSMs have been used to refine estimates of true location (Sibert 
et al. , 2003; Sumner et al. , n.d.). Flemming et al. (2006) examined the deviation 
of turtle's paths from a theoretically ideal great circle route, estimating from this 
the each animal's degree of navigational confusion. Jonsen et al. (2006) and Jonsen 
et al. (2007) showed that foraging and migrating turtles follow different behavioural 
patterns during the day than at night. Behavioural changes are interpreted through 
changes, i.e. state-switching, in the variance, or speed parameters of these models. 
Using this approach to modelling behaviour, it is unclear how arbitrarily complex 
behaviours might be introduced. The advection field approach presented in this 
thesis provides a flexible means for incorporating behaviours of almost any level of 
complexity into an SSM applied to track data. 
9.1 Future work 
An important addition to the model framework would be the ability to combine data 
from several tracks in a hierarchical framework. This would allow several animals 
that are all considered to be moving in response to the same cues to be included 
in the model. Each would have parameter values drawn from a hyperdistribution 
so that individuals would be allowed to differ and yet would behave in a broadly 
similar way. The inclusion of several tracks, in this way, would increase the power 
of the model to discriminate amongst advective fields (Jonsen et al. , 2006). 
The Metropolis-Hastings step used for drawing values for the path locations x uses, 
for the proposal distribution, the distribution that would be the full conditional 
for x if advection were the same at all possible locations. Provided that advec-
tion changes smoothly with location, so that it can be considered to be locally 
constant, this proposal distribution performs well, as shown in Chapters 3, 4, 5, 
and 8. When advection is constant, this Metropolis-Hastings step becomes a Gibbs 
sampling step, never rejecting any proposed set of values, and is therefore highly 
efficient. It is therefore preferable to use smoothly varying advection fields. 
However, the investigator may not wish to expend the additional effort that may be 
required to ensure a smoothly varying field. For example, it may be hypothesized 
that the animal's movements are a response to an environmental variable. This 
variable may have natural discontinuities, like the bathymetry data used in Chapter 
8, or observation errors may have introduced noise into the environmental data. It 
may be necessary to smooth such environmental data prior to calculating a set of 
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advection fields that represent a movement response to this data. It is also conceiv-
able that behaviours may be hypothesized that cannot, without loss of realism, be 
rendered smoothly. For these reasons, it is desirable to have, as an alternative to 
the proposal distribution presented in this thesis, one that is more robust to sharp 
direction changes in the advection field. One way to do this, albeit at the cost of 
greater computational time, would be to make draws for each location separately, 
instead of drawing all at once. Alternatively, the red-black method of drawing every 
second location, resulting in two blocks, more efficiently exploits the loss of memory 
in the chain that causes locations 1 and 3 to be less correlated than locations 1 and 
2. Even doing this, difficulties are likely to occur for those locations situated in 
regions where advection changes sharply. A series of diffuse bivariate normal pro-
posal distributions, each centred on an observed location, could be used as proposal 
distributions. An alternative is to use a modified form of the 'conditional' distri-
bution for x, used in this thesis. For instance, the covariance term calculated for 
this multivariate normal 'conditional' for x could continue to be used, but the mean 
could be replaced, either by the observed locations, or by the locations accepted 
in a previous MCMC step. Yet another alternative is to avoid the MCMC step 
for x altogether by using one of the modified Kalman filters developed for nonlinear 
problems to estimate the state variables x and v (Wang, 2007; Carter & Kohn, 1994). 
The incorporation of t-dist'ributed errors and error categories·, such as those used 
by Sibert et al. (2003) and Jansen et al. (2003) would facilitate application of 
this modelling framework to Argos tracking data. The computational burden of 
calculating the required conditional distributions would, however, be much greater. 
A version of the movement model was presented in Chapter 4 that allows move-
ment behaviour to change over time through dynamic advection coefficients. These 
advection coefficients were estimated with difficulty, showing wide credibility inter-
vals and some bias due to confounding with the coefficients for different fields and 
due to lack of information in the data for coefficients near the start and eJ;1.d of the 
track. This model could be improved, to some extent, by constraining the coeffi-
cients to be positive. This could be achieved through a truncated prior. 
In the simulations presented in this thesis, the co-models that calculate the ad-
vection fields were implemented prior to implementing the main model so that the 
advection fields were static, and could only be weighted by the movement model. 
It is possible, instead, to incorporate the co-model into the main model so that 
the parameters of the co-model can be estimated together with those of the main 
model. In this way, the data could be used to inform the advection fields. This 
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would prevent the rejection, by model comparison, of hypothesized behaviours that 
are broadly correct but that have been implemented using non-optimal parameters. 
For example, an animal may navigate by following a preferred line of bathymetry. 
If it follows the 80m isobath but a co-model is implemented using the lOOm isobath, 
then the resulting advection field may not adequately describe the behaviour of the 
animal, even though it is correct in essence. 
Application of this model to observed track data for white sharks revealed a ten-
dency for sharks to switch between behavioural modes. Sharks moved in a highly 
directed manner between locations (presumably foraging areas) and then remained 
at these locations for some time (presumably feeding). Speed of travel differed 
greatly between these 'travelling' and 'resident' behavioural modes and it is likely 
that navigational behaviour did too. in future, mixtures of normal distributions 
could be used to simulate different behavioural modes. 
A single investigation presented in Chapter 3 suggested that an asymmetric pos-
terior for velocity might give an indication of incorrect specification of advection 
fields. Such posteriors resulted from an application of the movement model to white 
shark tracks (Chapter 8). More extensive simulation testing of the effect of incor-
rect selection of advection fields, and of other aspects of model structure, than that 
shown in Chapter 3 would reveal whether or not asymmetry in the posterior for 
velocity can be used as an accurate indicator of an incorrect advection field and, 
perhaps, could provide information on how that field could be improved. 
Further experience with application of this framework to a variety of real situations 
and hypothesized behaviours would further elucidate its strengths and weaknesses 
and, it is hoped, contribute to better understanding of animal movement behaviour 
and to better use of existing track datasets. 
CHAPTER 10 
Description, and dimensions, of 
symbols used in this thesis 
Symbol 
Dimensions 
i 
k 
N 
n 
m 
States 
x 
v 
B 
Bi 
Table 10.l: Description of symbols used in this thesis, to-
gether with their dimensions. 
Description 
Index for Cartesian coordinates of location 
Index for time steps 
Number of locations 
Number of observed locations 
Number of advection fields 
Path (true locations) 
True location at beginning of first time step 
True location at beginning of time step k 
ith coordinate of true lo.cation at beginning 
of time step k 
Velocity 
Velocity during first time step 
Velocity during time step k 
ith coordinate of velocity at beginning 
of time step k 
Coefficients of advection for all time steps 
Coefficients of advection for first time step 
Dimension 
i = 1, 2 
k= l. .. N 
scalar 
scalar 
scalar 
Nx2 
1 x 2 
1 x 2 
scalar 
(N -1) x 2 
1 x 2 
lx2 
scalar 
(N -1) x m 
1 x m 
Continued on Next Page ... 
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Symbol 
Bk 
vec(B) 
Parameters 
/3 
() 
Errors 
€ 
Data 
y 
Y1 
Yk 
Yki 
Table 10.l continued 
Description 
Coefficients of advection for time step k 
Stacked columns of B matrix 
Coefficients of advection (time invariant) 
Precision for observed locations y 
rY for one Cartesian coordinate 
Precision for true locations (path) x 
rx for one Cartesian coordinate 
Precision for velocity v 
rv for one Cartesian coordinate 
Covariance for B 
Vector of all model parameters 
Errors in observed locations y 
Errors in y at time step k 
ith coordinate for all errors in y 
Errors in true locations (path) x 
Errors in x at time step k 
ith coordinate for all errors in x 
Errors in velocity 
Errors in v at time step k 
ith coordinate for all errors in v 
Errors in advection coefficients B 
Errors in B at time step k 
Track (observed locations) 
Track at beginning of first time step 
Track at beginning of time step k 
ith coordinate of track at beginning 
of time step k 
Time when observation Yk was made 
Time difference tk+l - tk (duration 
of time step k) 
Time step durations 
Diagonal matrix of time steps 
Av Diagonal matrix of time steps, except the last 
Continued on Next Page ... 
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Dimension 
1 xm 
m(N -1) x 1 
m x 1 
2x2 
scalar 
2x2 
scalar 
2x2 
scalar 
mxm 
NA 
nx2 
lx2 
nxl 
(N -1) x 2 
lx2 
(N -1) x 1 
(N - 2) x 2 
lx2 
(N - 2) x 1 
(N -2) x m 
1 xm 
nx2 
lx2 
lx2 
scalar 
scalar 
scalar 
(N - 1) x 1 
(N -1) x (N - 1) 
(N - 2) x (N - 2) 
Symbol 
v 
x,x,x 
Table 10.l continued 
Description 
All covariate information (independant of x) 
Advection forces: the subset of V 
operating at x 
Xk Advection forces, k = 1 ... m 
Xki, Xki, Xk2 Advection forces on ith coordinate during 
kth time step 
Xi, X1, X2 Advection forces on ith coordinate, 
kth row of Xi is ith row of Xk 
Xi m advection forces for N - 1 time steps, 
m diagonal blocks of them columns of Xi 
Operational matrices 
Priors 
no 
Differencing matrix for observations 
Differencing matrix for velocities and B 
Differencing matrix for vec( B) 
Selects observed locations 
Index of observed locations 
Expansion vector = (1, 0, 0, ... , 0, Of 
Expansion vector= (1, 0, 0, ... ,Of 
E . (Im O) xpans10n matrix = 
0 0 
Mean initial location 
Precision for initial location 
Mean initial velocity 
Precision for initial velocity 
Mean of multivariate normal prior for /3 
Variance for prior for /3 
Shape for gamma prior for TY 
Shape for gamma prior for Tx 
Shape for gamma prior for Tv 
Rate for gamma prior for TY 
Rate for gamma prior for Tx 
Rate for gamma prior for Tv 
Mean of multivariate normal prior for B 1 
Precision for prior for B1 
Degrees of freedom for Wishart prior for TB 
Continued on Next Page ... 
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Dimension 
NA 
see below 
2xm 
1 xm 
(N-1) x m 
(N - 1) x m * (N - 1) 
(N-1) x N 
(N - 2) x (N - 1) 
m(N - 2) x m(N - 1) 
nxN 
nxl 
Nx 1 
(N -1) x 1 
m(N -1) x m 
1 x 2 
2x2 
1 x 2 
2x2 
m x 1 
mxm 
2xl 
2xl 
2xl 
2xl 
2xl 
2xl 
1 xm 
mxm 
scalar 
Symbol 
So 
Table 10.1 continued 
Description 
Scale matrix for Wishart prior for rB 
Conditional distribution parameters 
µf3 Mean of conditional for (3 
Ef3 Variance of conditional for (3 
Mean of conditional for B 
Variance of conditional for B 
Mean of conditional for Vi 
Variance of conditional for Vi 
Mean of conditional for Xi 
Variance of conditional for Xi 
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Dimension 
mxm 
mx 1 
mxm 
m(N -1) x 1 
m(N - 1) x m(N - 1) 
(N -1) x 1 
(N - 1) x (N - 1) 
Nx 1 
NxN 
CHAPTER 11 
Posterior for calculation of conditional 
distributions for Chapter 4 
This appendix shows the unnormalized posterior distribution for the model de-
scribed in Chapter 4, and describes how this can be used to derive conditional dis-
tributions for the parameters and states of that model. Calculations for a gamma, 
a multivariate normal, and a Wishart conditional are given in appendices 12 to 14. 
The conditionals presented in Chapter 3 can be derived using the same method-
ology. The calculations underlying Chapter 4 are described, rather than those of 
Chapter 3, because the advection coefficients used in Chapter 4 vary with time, 
making these less straightforward to work with. 
11.1 Conditional distributions 
The conditional distribution p( a I b) for some variable a, given another variable or set 
of variables b, is given by their joint" distribution p( a, b) divided by the distribution 
for b, p(b), (Sorensen & Gianola, 2002) 
( I b) = p( a, b) pa p(b) . (11.1) 
If a represents one of the parameters or states of the movement model given in 
Chapter 4, and b represents all of the other parameters and states and the data y, 
then the joint distribution p(a, b) is the posterior. 
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The posterior is the product of the likelihood and the priors, divided by an unknown 
normalising constant, the marginal likelihood m(y). The normalising constant for 
the conditional, p(b), is also unknown. However, the conditional must be a density 
function, and because priors have been used that are conjugate with the likelihood, 
the form of this density is known (Diaco~s & Y1visaker, 1979). All one need do is 
identify all of the terms in the unnormalized posterior that involve the variable a 
and express these in the required distributional form. It will then be clear, from the 
form of that distribution, what normalising constant is required. This constant will 
represent m(y)/p(b). 
11.2 Posterior distribution 
First, the unnormalized posterior must be expressed in full. In this, and subsequent 
appendices, dependence on the control data V is suppressed, for clarity, but note 
that the conditional given for x is not a true conditional when x is a function of 
X, that subset of the advection V that operates at the locations x. The symbol () 
is used to represent the model parameters, the prior p(()) has been expanded. The 
posterior p(x, v, B, () I y) is proportional to 
p(x,v,B,() I y) cxp(y I x,v,B,()) p(x I v,B,()) p(v I B,()) p(B I e) 
p(rY) p(rx) p(rv) p(rB). (11.2) 
The symbols used in this appendix are described in Chapter 4 and are listed in 
Appendix 10. 
The likelihood of tlie data given the full parameter set p(y I x, v, B, 0) is derived 
from the observation equation (equation 4.5) and the normal error distribution for 
the observations (equation 4.6). Because the en:ors are independent between time 
steps, the overall density is the product of the n normal distributions for each obser-
vation (recall that there are N time steps but only n, n:::; N of these are observed). 
In addition, the two Cartesian components of each observation are independent of 
one another so that the product consists of 2n normal distributions 
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2 
p(y Ix, v, B, 0) =II II P(Yki I Xki, 0) 
i=l kEO 
= (27r)-n I TY In exp [-~ t LT: ET El 2 
i=l kEO 
(11.3) 
Here TY is a 2 x 2 diagonal matrix whereas T[ is scalar. The n x 2 vector of observation 
errors E is given by 
E=y-Px. (11.4) 
The distribution p(x I v, 0), which may be termed the prior for the unobserved state 
x (Schnute, 1994) is derived from the state equation for x (equation 4.3), and the 
distribution for the errors in x (equation 4. 7), multiplied by the prior for x1 , (the 
initial condition for x, equation 3.11). These errors are independent between time 
steps as well as between Cartesian coordinates, therefore the probability density is 
the product of 2 (N - 1) normal distributions 
2 N 
p(x I v,B,O) = IIp(xii I 0) IIp(Xki I Xk-li, Vk-ii,O, xk-li) 
i=l k=2 
= (h )-1 I r"' 1 l exp H ~ 7;'0 (x,1 - x;o)'] (11.5) 
· (2")-(N-l) I r" l{N-l) exp[-~ ~ 7f ({"{ A;1 {,) l · 
Her'e Tx is a 2 x 2 diagonal matrix whereas Tt is scalar. The vector of path location 
errors ~ is given by 
(11.6) 
The distribution p( v I B, 0), the prior for the unobserved state v, which gives inertia, 
is derived from the state equation for v (equation 4.4) and the error distribution for 
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v (equation 4.8), multiplied by the prior for v1 (the initial condition for v, equation 
3.12). Because these errors are independent between time steps as well as between 
Cartesian coordinates, the probability density is the product of 2 (N - 2) normal 
distributions 
2 N 
p(v I B,O) =II p(vii I 0) IIp(vki I vk-Ii, 0) 
i=l k=2 
= (2.r)-1 I r"° ll exp H t, r,"0 (vi. - v?) 2] (11.7) 
· (2")-(N-2l I r• 1(N-2l exp[-~ t, r; (([A;' C•)] · 
Here Tv is a 2 x 2 diagonal matrix whereas T~ is scalar. The vector of errors in 
velocity ( is given by 
( = Dvv· (11.8) 
The distribution p(B I 0), the prior for the unobserved state B, the coefficients 
of advection, is derived from the state equation for B (equation 4.1) and the error 
distribution for B (equation 4.2), multiplied by the prior for B1 (the initial condition 
of B, equation 4.10). Because these errors are independent between time steps, but 
not between advection sources, the probability density is the product of (N - 1) 
multivariate normal distributions 
N-1 
p(B I 0) = p(B1 I 0) II p(Bk I Bk-I, 0) 
k=2 
m BO N-2 [ 1 BO T] (11 9) 
= (27r)-2 IT 1-2- exp - 2 (B1 - Bo) T (B1 - Bo) · 
m(N-2) l B 1 [ 1 T 1 B) ] 
. (27r)- 2 JA; ® T [2 exp - 2 ,,, (A;;- ® T "I 
where TB is an m x m matrix that may have non-zero off-diagonal elements. The 
vector of errors in the advection coefficients "I is given by 
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1J = Dv B. (11.10) 
The gamma prior distributions for the three precision terms TY, Tx, and Tv are all of 
the same form. Thus we present this density only once, using T to represent any one 
of these three precision terms and a and b to represent the parameters of their prior 
distributions aY, ax, av, and bY, bx, bv. The subscript i = 1, 2 denotes Cartesian 
coordinate 
(11.11) 
The Wishart prior distribution for the precision for the advection coefficients TB is 
(11.12) 
where no and So are the parameters of the Wishart prior (equation 4.9). 
CHAPTER 12 
Calculation of gamma conditional 
distribution for T!J i 
The precision terms for the observations T;', the locations T{, and the velocity Tt 
used in Chapters 3 and 4 all have gamma priors and corresponding gamma condi-
tional distributions (conjugate with the normal likelihood), (Diaconis & Ylvisaker, 
1979). The derivation of the conditionals for all of these precision terms is very 
similar, therefore only that for Tix is presented. 
The full posterior, given in Appendix 11 is the product of 2n normal distribu-
tions for the observation errors t:; 2(N - 1) normals for the path location errors ~; 
2(N - 2) normals for the velocity errors (; N - 2 multivariate normals of order m 
for the errors in the advection coefficients T/i 2 normal distributions each for path 
location x 1 and velocity v1 during the first time step, and a multivariate normal of 
order m for the advection coefficients during the first time step B1; gamma priors for 
the precisions for observation TY, path location Tx, and velocity Tv, and a Wishart 
prior of degree m for the precision for the advection coefficients Tf3. 
Terms in T{ appear in two densities. First p(x Iv, B, 0), equation 11.5 
(12.1) 
where 
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(12.2) 
Note that / rx /(N-l) in equation 11.5, where rx is a diagonal matrix diag(r:f, r:f), 
2 N-1 is equivalent to the product IIi=l ( rn-2-. 
Second, is the prior for Tix, ignoring constants 
(12.3) 
Putting these together, and using 0(-rn to represent all parameters except for rt 
(12.4) 
The form required for a gamma distribution, again ignoring constants, is 
(12.5) 
Examining the powers of r,:, it can be seen that 
(12.6) 
and examining the exponentiated term, it can be seen tpat 
(12.7) 
CHAPTER 13 
Calculation of multivariate normal 
conditional distribution for B 
The path location x and velocity v states and the advection coefficients ((3 in Chapter 
3 and B in Chapter 4) all have normal or multivariate normal conditional distribu-
tions (although that for x is a true conditional only if the advection field is constant 
so that x is independent of advection X). The conditionals for x and v consist of 
several independent normal distributions, but it is convenient for MCMC sampling 
to express these as multivariate normals so that the whole state vector may be up-
dated in a single MCMC step. The calculations for deriving these four multivariate 
normal distributions (for x, v, (3 and B) are similar, therefore only one is presented. 
The calculation for B was chosen because it is the most complicated, involving a 
'vec' operator, and having the m elements of B correlated within each time step. 
Because conjugate multivariate normal priors are used with a normal likelihood, 
the conditional distribution for B is a multivariate normal (Diaconis & Ylvisaker, 
1979). The posterior distribution can be expressed as the product of several dis-
tributions. To calculate the conditional. it is necessary to isolate those parts of the 
posterior that pertain to B and show that they can be written in the form of a 
multivariate normal. There is no need to keep track of terms that are constant with 
respect to B because once the mean and variance of the conditional distribution 
have been calculated it will be known, from the form of the multivariate normal 
density, what the constant for that density has to be. 
The full posterior, given in Appendix 11 is the product of 2n normal distribu-
tions for the observation errors e; 2(N - 1) normals for the path location errors .;; 
2(N - 2) normals for the velocity errors (; N - 2 multivariate normals of order m 
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for the errors in the advection coefficients T/i 2 normal distributions each for path 
location xi and velocity vi during the first time step, and a multivariate normal of 
order m for the advection coefficients during the first time step Bi; gamma priors for 
the precisions for observation rY, path location Tx, and velocity Tv, and a Wishart 
prior of degree m for the precision for the advection coefficients r/3. 
In order to update B in a single MCMC step, a multivariate normal conditional 
for Bis required. It is therefore necessary to work, not with the (N -1) x m matrix 
B, but instead with them* (N -1) column vector vec(B), consisting of the stacked 
columns of B. 
Terms that are constant with respect to B can be ignored, leaving terms from only 
three densities. First, p(x [ v, 0), the prior for x (equation 11.5), ignoring terms that 
are constant with respect to B 
(13.1) 
where 
The second and third distributions are components of p(B [ 0) (equation 11.9), 
which is the product of two distributions, both functions of the B. The first of these 
is the prior distribution describing the initial condition Bi, ignoring constants, and 
transposing both Bi anti Bo (which does not affect the scalar result) 
(13.2) 
However, the terms of this distribution must be expanded to match that of vec(B), 
and B[ must be replaced by a function of vec(B). Therefore the expansion matrix 
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QB is introduced. The product QB B'{; is an m(N - 1) column vector whose first 
m elements correspond with B'{; and whose remaining elements are all zero. The 
product QB TBo Q'J; is an m(N-1) xm(N-1) matrix whose top-left mxm elements 
correspond with TEO, and all other elements are zero. Note that the product Q'J; QB 
is the identity matrix of dimension m 
(13.3) 
Equation 13.2 can be rewritten as 
p(Bi I fJ) ex exp[-~ (Bf - B6)T Q'J; QB TEO Q'J; QB (Bf - B6)] 
[ 1 ( T T)T BO T ( T T)] =exp - 2 QB Bi - QB B 0 QB T QB QB Bi - QB B 0 . (13.4) 
Noting that QB Bf = QB Q'J; vec(B) 
p(Bi I fJ) ex exp [ - ~ (QB Q'J; vec(B) - QB B6)T QB TBo Q'J; 
(QB Q'f;vec(B)-QB B;f) ]. (13.5) 
. . 
The second part of p(B I fJ), ignoring constants with respect to B, is 
(13.6) 
This distribution is rewritten by replacing B with vec(B), and introducing the 
matrix DB, which gives the first differences of vec(B) such that DB vec(B) = 
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vec(Dv B). This matrix has non-zero elements (DB)jj = -1 and (DB)iJ+m = 1 for 
all j = 1, ... , m(N - 2). Equation 13.6 becomes 
Thus, the posterior distribution consists of a constant with respect to B, multiplied 
by three exponentiated terms (given by equations 13.1, 13.4 and 13.7). These are 
all of quadratic form in vec(B). The multivariate normal conditional for vec(B) will 
have the form 
(13.8) 
where the mean µB and variance :EB are to be calculated. 
Expanding, and ignoring a constant term 
p(B I y, x, v, 0) ex exp [vec(Bf :E.£/ vec(B) - 2 µ~ :E_B1 vec(B)] , (13.9) 
which uses the result µ~ vec(B) = vec(B)T µ~ because the terms on both sides of 
the equals sign are scalar and are therefore equal to their transform. 
Expanding equations 13.1, 13.4 and 13.7, collecting their quadratic terms, setting 
these equal to the quadratic term in equation 13.9, and solving for :E_B1 , reveals that 
(13.10) 
Collecting linear terms in vec(B) from the expansion of equations 13.1, 13.4 and 
13. 7, setting these equal to the linear term from equation 13.9, and solving for µB 
reveals that 
216 
This result is given as equation 4.17 in Chapter 4. 
CHAPTER 14 
Calculation of Wishart conditional 
distribution for TB 
The precision parameter for the advection coefficients TB has a Wishart prior which 
can be regarded as the multivariate form of the gamma distribution, which was used 
for the scalar precision terms r{, Tix, and rt. The conjugate conditional distribution 
is also Wishart (Diaconis & Ylvisaker, 1979) 
(14.1) 
where n and S are quantities that will be calculated in this appendix. 
The full posterior, given in Appendix 11 is the product of 2n normal distribu-
tions for the observation errors e; 2(N - 1) normals for the path location errors~; 
2(N - 2) normals for the velocity errors (; N - 2 multivariate normals of order m 
for the errors in the advection coefficients "Ii 2 normal distributions each for path 
location x1 and velocity v1 during the first time step, and a multivariate normal of 
order m for the advection coefficients during the first time step B1 ; gamma priors for 
the precisions for observation rY, path location Tx, and velocity rv, and a Wishart 
prior of degree m for the precision for the advection coefficients rf3. 
Of these, only two densities that are not constant with respect to TB. The first 
is the Wishart prior for TB (equation 11.12), ignoring constants 
217 
218 
(14.2) 
The second is p(B J 0) the multivariate normal prior for B, equation 11.9, ignoring 
constants 
p(B I 0) 
cxj A;;-1 ®TB I~ exp{-~ r? (A;;-1 ®TB) 77} 
= Jf l~klTBI~ exp {-~'T/k [~klTB] (7Jkf} 
k=l 
N-2 ~ { l N-2 } 
= !! ~kl TB exp -2 ~ 'T/k TB ('T/kf ~kl (14.3) 
= ITBI N2
2 IT ~;!!f exp{-~ trace ['T/k TB ('T/kf A;;-1]} 
k=l 
= ITBI N2
2 rt ~;!!f exp{-~ trace [(7Jk)T A;;-1 'T/k TB]}. 
k=l 
Here 'T/k = Bk+l - Bk is a row vector of length m, and 77 = Dv Bis an (N - 2) x m 
matrix of first differences of B. The matrix Av is made up of time steps ~t, t = 
1. .. N-2. 
Note that the trace could be introduced because the exponentiated term above 
is a sum of scalar terms, and that the properties of the trace allow the rearrange-
ment of the terms inside. 
Putting equations 14.2 and 14.3 together, again ignoring constants with respect 
to TB, and using 0(-TB) to indicate all parameters except for TB 
(14.4) 
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The aim, a Wishart density (equation 14.1), again ignoring constants, has the form 
(14.5) 
Examining the powers of TB in equations 14.4 and 14.5 it can be seen that 
n=no+N-2 (14.6) 
and from the exponentiated terms it can be seen that 
(14.7) 
as shown in equation 4.16. 
CHAPTER 15 
R code for Figure 6.1 
N <- 1000000 
r <- 1. 5 
muO <- O; 
tauO <- 0.1 
set.seed(954) 
ni <- c(1,5,50,500) 
# Number of samples 
# RIS variance scaling 
# Prior mean 
# Inverse variance for prior 
# Seed for random number generator 
# Number of data points 
loglik <- double(N) # Storage for log-likelihood values 
par(mfrow=c(2,2), mar=(c(3,3,2,1)+0.1), oma=c(2,2,1,1)+0.1) 
for (i in 1:4) { 
n <- ni[i] 
x <- rnorm(n,0,1) 
# Draw from posterior 
mu<- rnorm(N,(muO*tauO+sum(x))/(n+tau0),1/sqrt(n+tauO)) 
loglik <- colSums(outer(x,mu,dnorm,log=T)) # Likelihood 
## RIS 
logimp <- dnorm(mu,(muO*tauO+sum(x))/(n+tauO),r/sqrt(n+tauO) 
,log=T)-dnorm(mu,mu0,1/sqrt(tauO),log=T)-loglik 
## Estimated log marginal likelihoods (harmonic mean, RIS, exact) 
logHM <- min(loglik)-log(cumsum(exp(min(loglik)-loglik))/1:N) 
logRIS <- -log(cumsum(exp(logimp-min(logimp)))/1:N)-min(logimp) 
logM <- (log(tauO/(n+tauO))-n*log(2*pi)-mu0-2*tauO+(mu0 
*tauO+sum(x))-2/(n+tauO)-sum(x-2))/2 
220 
## Plot 
xvals <- seq(1/N,1,length.out=N) 
plot(xvals,logHM-logM,type="l",ylim=c(-1,4),col="black" 
221 
,lty=1,xlab='"',ylab="") #Harmonic mean 
lines(xvals,logRIS-logM,lty=2); abline(h=O,col="grey")# RIS 
title(paste("n = ",n),cex=1.0) #Title 
if (i==1) legend("topright", c("HM", "RIS",), lty=c (1,2), col=c (1, 1)) 
} 
mtext("Length of MCMC chain (millions)",side=2,outer=TRUE) 
mtext("Error in log[m(y)]",side=1,outer=TRUE) 
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