Abstract Most common vector quantization (VQ) is Linde Buzo Gray (LBG), that designs a local optimal codebook for image compression. Recently firefly algorithm (FA), particle swarm optimization (PSO) and Honey bee mating optimization (HBMO) were designed which generate near global codebook, but search process follows Gaussian distribution function. FA experiences a problem when brighter fireflies are insignificant and PSO undergoes instability in convergence when particle velocity is very high. So, we proposed Cuckoo search (CS) metaheuristic optimization algorithm, that optimizes the LBG codebook by levy flight distribution function which follows the Mantegna's algorithm instead of Gaussian distribution. Cuckoo search consumes 25% of convergence time for local and 75% of convergence time for global codebook, so it guarantees the global codebook with appropriate mutation probability and this behavior is the major merit of CS. Practically we observed that cuckoo search algorithm has high peak signal to noise ratio (PSNR) and better fitness value compared to LBG, PSO-LBG, Quantum PSO-LBG, HBMO-LBG and FA-LBG at the cost of high convergence time. 
Introduction
Image compression plays a significant role in multimedia applications. Presently establishment of image compression techniques with excellent reconstructed image quality is a crucial and challenging task for researchers. Image compression is aimed to transmit the image with lesser bits. Identification of redundancies in image, perfect and suitable encoding technique and transformation technique are the main factors for image compression. The primary image compression technique was JPEG [1] introduced by a group called Joint Photographic Expert Group (JPEG). Quantization is of two types: scalar quantization and vector quantization. Vector quantization being a non-transformed compression technique, is a powerful and efficient tool for lossy image compression. The main aim of vector quantization was to design an efficient codebook that contains a group of codewords to which input image vector is assigned based on the minimum Euclidean distance. The primary and most used vector quantization technique is Linde Buzo Gray (LBG) algorithm (in 1980) [2] . LBG algorithm is simple, adaptable and flexible, and is based on the minimum Euclidean distance between the image vector and corresponding codeword. It produces a local optimal solution but, does not guarantee the best global solutions. LBG algorithm final solution depends on initial codebook which is generated randomly. Patane & Russo proposed an enhanced LBG (ELBG) algorithm that improves the local optimal solution of LBG algorithm [3] . The basic idea of ELBG is optimal utility of codewords, a powerful instrument to overcome the main drawbacks of clustering algorithms and the result shows better performance than LBG and its performance is independent on initial codebook. Projection Vector Quantization (PVQ) adopts the quadtree decomposition for segmenting the image into variable sized blocks which are well represented by the single orientation reconstruction (SOR) and it shows improved performance in both subjective and objective qualities compared with the case that uses fixed sized blocks [4] . Objectbased VQ is performed in three phases, initialization, iterative and finalization. The initialization phase is based on Max-Min algorithm. The iterative phase is an adaptive LBG algorithm. The finalization frees the codebook from redundancy [5] . A quad tree (QT) decomposition algorithm allows VQ with variable block size by observing homogeneity of local regions [6] , but Kazuya et al. (in 2008) observed that complexity of local regions of an image is more essential than the homogeneity [7] . So a vector quantization of images with variable block size quantifying the complex regions of the image using local fractal dimensions (LFDs) is proposed. proposed a fuzzy vector quantization for image compression based on competitive agglomeration and a novel codeword migration strategy [8] . Dimitrios et al. proposed a learning mechanism to systematically design fast fuzzy clusteringbased vector quantizers by combining three learning modules [9] . However, a multivariate vector quantization (MVQ) approach is used for compression of hyperspectral imagery (HSI). His effective codebook is designed by using the fuzzy C-mean (FCM). Results shows that proposed MVQ outperforms conventional VQ in mean square error (MSE) and reconstructed image quality [10] . Wang and Meng observed that image compression can also be performed with transformed vector quantization in which image to be quantized is transformed with discrete wavelet Transform (DWT) [11] .
In the recent past soft computing techniques have developed in the fields of engineering and technological problems. Rajpoot et al. designed a codebook by using an ant colony optimization (ACO) algorithm [12] . They designed a codebook using ACO by representing the wavelet coefficient in a bidirectional graph and defining a suitable mechanism for placing edges on the graph and proved better than LBG but, convergence time is high. So Tsaia et al. proposed a fast ant colony optimization for codebook generation by observing the redundant calculations in ACO algorithm [13] . They improved the speed of convergence of ACO by identifying the redundant calculations in designing a codebook and proved better than ordinary ACO. In addition, particle swarm optimization vector quantization [14] , is based on updating the particle global best (gbest) and local best (pbest) solutions and it outperforms LBG algorithm. The gbest holds highest fitness value among all populations and pbest holds the best fitness value of corresponding particle. Feng et al. showed that evolutionary fuzzy particle swarm optimization algorithm [15] has better global codebook and performance is better than PSO and LBG algorithms. QPSO was proposed by Wang (2007) to solve the 0-1 knapsack problem [16] and to improve the performance of PSO. The QPSO performance is better than PSO; it computes the local points from the pbest and gbest for each particle and updates the position of the particle by choosing appropriate parameters u which is a random number lying between 0 and 1 and z is non-negative constant lower than 2.8. Chang et al. proposed a tree structured vector quantization for fast codebook design with the help of employing the triangle inequality to achieve efficient codewords with the cost of high convergence time [17] . So Yu-Chen et al. proposed a fast codebook search algorithm that employs two test conditions to speed up the image encoding procedure without incurring any extra image distortion. According to the results, an average 95.23% reduction in execution time can be achieved when there was a codebook of 256 codewords [18] . Sanyal et al. (2013) applied a new approach in selection of chemotaxis steps of basic Bacterial foraging optimization algorithm (BFOA) which leads the algorithm to develop a near optimal codebook for image compression with good reconstructed image quality and high peak signal to noise ratio [19] . They choose a fuzzy membership functions as a objective function which is optimized by the modified Bacterial foraging optimization and compared the results with other optimization techniques. Horng and Jiang applied honey bee mating optimization algorithm for vector quantization [20] . HBMO has high quality reconstructed image and better codebook with small distortion compared to PSO-LBG, QPSO-LBG and LBG algorithm. Horng (in 2012) applied a firefly algorithm [21] to design a codebook for vector quantization. Firefly algorithm is encouraged by social activities of fireflies and the occurrence of bioluminescent communication. Fireflies with less brighter intensity values move toward the brighter intensity fireflies if there are such. Otherwise they move randomly. The FA undergoes a problem when there are no such brighter fireflies in the search space, so Chiranjeevi et al. proposed a modified FA in which fireflies follow a specific strategy when there are no such brighter fireflies in the search space [22] . Chiranjeevi and Jena applied a bat optimization algorithm for efficient codebook design with appropriate selection of tuning parameters (loudness and frequency) and proved better in PSNR and convergence time than FA [23] . Color images are also compressed with VQ by compressing raw data before demosaicking and perform mosaicking to reconstruct the R, G and B bands. A novel VQ technique for encoding the wavelet decomposed color image using Modified Artificial Bee Colony (ABC) optimization algorithm and results are compared with Genetic Algorithm and ordinary ABC with standard LBG algorithm and results show higher PSNR indicating better reconstruction [24] .
In our proposed method, we applied Cuckoo search for the first time to design effective and efficient codebook which results in better vector quantization and leads to a high peak signal to noise ratio (PSNR) with good reconstructed image quality. Cuckoo search algorithm is applicable for maximizing/minimizing many linear and nonlinear problems. In this work, first time we grabbed application of cuckoo search algorithm for efficient and effective codebook design. The parameter setting of PSO, QPSO, HBMO and FA is a crucial task and improper tuning of parameters affects the performance of the algorithm. The CS algorithm, on the other hand is simple and involves only two tuning parameters (skewness and mutation probability). For this reason, the algorithm outperforms the existing PSO, QPSO HBMO and FA for linear and nonlinear numerical optimization problems. The CS algorithm needs initialization of number of populations and number of iterations which are common to all algorithms. A balance between exploitation and exploration is important for any optimization technique which affects the performance of technique. The CS algorithm is a global optimizer to explore the search space which gives efficient/optimal codebook. From the above discussion, it arises that the CS algorithm is best in exploitation. In this paper, the performance of CS is compared with the PSO, QPSO, HBMO and FA. The CS is shown to be better in efficient codebook design leading to a good image compression. This paper is organized into five sections including the introduction. In Section 2 recent methods of codebook design are discussed along with their algorithms. The proposed method of CS-LBG algorithm is presented with the procedure in Section 3. The results and discussions are given in Section 4. Finally the conclusion is given in Section 5.
Vector quantization
Vector Quantization is carried out in three steps-encoder, channel and decoder. The schematic diagram of Vector Quantization is shown in Fig. 1 . The diagram consists of three blocks in which each block has a different working principle. Block 1 is the encoder section which includes generation of image vectors, codebook generation and indexing. Image vectors are generated by subdividing the input image into immediate and non-overlapping blocks. Generation of efficient codebook is the major task in vector quantization. A codebook contains a group of codewords of size equal to nonoverlapping block size. An algorithm is said to be better algorithm if its generated codebook is efficient. After a successful generation of the codebook, each vector is indexed with the index number from index table. These index numbers are transmitted to the receiver. Block 2 is the channel through which indexed numbers are transmitted to the receiver. Block 3 is a decoder section which includes index table, codebook and reconstructed image. The received indexed numbers are decoded with receiver index table. The codebook at the receiver is the same as that of transmitter codebook. The received index numbers are assigned to its corresponding codewords and these codewords are arranged in a manner that the size of the reconstructed image is the same as that of the input image.
LBG vector quantization algorithm
The most commonly used VQ is Generalized Lloyd Algorithm (GLA) also called Linde-Buzo-Gray (LBG) algorithm. The distortion becomes smaller after recursively executing the LBG algorithm, but it provides local codebook. The algorithm is as follows:
Step 1: Begin with initial codebook C 1 of size N. Let the iteration counter be m = 1 and the initial distortion
Step2: Using codebook C m = {Y i }, partition the training set into cluster sets R i using the nearest neighbor condition.
Step 3: Once the mapping of all the input vectors to the initial code vectors is made, compute the centroids of the partition region found in step 2. This gives an improved codebook C m+1 .
Step 4: Calculate the average distortion D m+1 . If D m À D m+1 < T then stops, otherwise m = m + 1 and repeat step 2 to step 4.
PSO-LBG vector quantization algorithm
The PSO was proposed by Kennedy and Eberhart in the year 1995 [25] . It is based on social behavior of bird flocking or fish schooling. There are two categories of PSO models: gbest and lbest models. Chen et al. [26] used the PSO gbest model to design a codebook for vector quantization by initializing the result of a LBG algorithm as gbest particle so that it increases the speed of convergence of PSO. In PSO particles/codebooks alter their values based on their previous experience and the Block Figure 1 Encoding and decoding process of vector quantization.
Vector quantization using cuckoo search optimization techniquebest experience of the swarm to generate a best codebook. The structure of codebook for optimization techniques with size N c and length N b is shown in Fig. 2 . Here codebook is assumed as a particle. For a maximization problem, the quality or fitness of a solution can simply be proportional to the objective function. The PSO provides a near global codebook, but undergoes a problem when the velocity of particle value is maximized. The PSO algorithm follows:
Step 1: Run the LBG algorithm; assign its outcome as global best codebook (gbest).
Step 2: Initialize rest codebooks with random numbers and their corresponding velocities.
Step 3: Find out fitness values by Eq. (1) for each codebook.
where X i is the ith input image vector and C j is jth codeword of size N b in a codebook of size N c and u ij is 1 if X i is in the jth cluster, otherwise zero.
Step 4: If new fitness value of a codebook is better than old fitness (pbset) then assign its corresponding new fitness as pbest.
Step 5: Select the highest fitness value among all the codebooks and if it is better than gbest, then replace gbest with the selected highest fitness value.
Step 6: Update the velocities by Eq. (2) and update each particle to a new position by Eq. (3) and return to
Step 3.
where k is the number of solutions, i is the position of the particle and c 1 , c 2 are cognitive and social learning rates respectively. r 1 and r 2 are random numbers.
Step 7: Until stopping criterion is satisfied (Maximum iteration) repeat step 3 to step 7.
QPSO-LBG vector quantization algorithm
Unlike PSO, the QPSO computes the local point P i [8] from the pbest and gbest for ith codebook according to Eq. (4).
Furthermore, two parameters, u and z, are defined to update the position of the particle associated with the local point.
To sum up, the three parameters are used to update the particle. Here codebook is assumed as a particle. The detailed algorithm is as follows.
Step 1: Run the LBG algorithm; assign its outcome as global best codebook (gbest) and initialize the rest of codebooks and velocities randomly.
Step 2: Find fitness values of all codebooks by Eq. (1).
Step 3: If new fitness value of any codebook is better than old fitness value (pbset) then assign its corresponding new fitness as pbest.
Step 4: Select the highest fitness value among all the particles and if better than gbest, then replace gbest with highest fitness value.
Step 5: Select r 1 , r 2 and u randomly in range 0-1, further, the local point P i is calculated by using Eq. (4).
Step 6: Update each element of codebook X i by Eqs. (5) and (6) .
where z is non-negative constant and is less than 1= ln ffiffi ffi 2 p and t is the current iteration time.
Step 7: Repeat steps 3 to step 7 until stopping criteria are satisfied.
HBMO-LBG vector quantization algorithm
Many algorithms are proposed by the researchers based on the behavior of honey bees [27] . These algorithms are mainly
classified into two categories according to the nature of behavior: foraging behavior and the mating behavior. Karaboga and Basturk [28] proposed the Artificial Bee Colony (ABC) Algorithm based on the foraging behavior of the bees. HBMO is based on mating process of honey bees [29] . Here codebooks are assumed as Bees. The detailed algorithm for vector quantization is as follows.
Step 1: Assign the codebook of LBG algorithm as a queen Q and generate other codebooks (drones) randomly.
Step 2: Calculate the fitness of all the drones by Eq. (1) and assign largest as D best , if the D best is better than the queen Q fitness then queen Q is replaced by D best .
Step 3: Queen Q select a drone for mating if the drone passes the probabilistic condition Eq. (7) then add sperm of the drone in the spermatheca.
Step 4: The new brood is generated from the queen Q and the sperm by using Eqs. (8-10)
where b and a are random numbers between 0 and 1.
Step 5: Select a sperm from the spermatheca and generate a brood by applying a crossover operator between the queen and the selected drones.
Step 6: If the brood's fitness is better than the queen's fitness then replace the queen with the brood else if the brood's fitness is better than one of the drone's fitness then replace the drone with the brood.
Step 7: Repeat step 3 to step 7 until maximum iterations.
FA-LBG vector quantization algorithm
Firefly algorithm is introduced by Yang (in 2008) [30, 31] . The FA is inspired by the flashing pattern and characteristics of fireflies. In this algorithm we are assuming that brightness of a firefly is equal to objective function value. The lower intensity firefly (lower fitness value) moves toward brighter firefly (higher fitness value). Here codebooks are assumed as fireflies. The detailed FA algorithm is given below:
Step 1: Run the LBG algorithm and assign its outcome as brighter codebook.
Step 2: Initialize alpha (a), attractiveness (b 0 ) and light absorption coefficient (c) parameters. Initialize rest codebooks with random numbers.
Step 3: Find fitness value of each codebook by Eq. (1).
Step 4: Randomly select a codebook and record its fitness value. If there is a brighter codebook, then it moves toward the brighter codebook (highest fitness value) based on Eqs.
(11)- (13) .
Here X I is randomly selected codebook, X J is brighter codebook.
where u is a random number between 0 and 1, k = 1,2,. . . , N c , h = 1,2,. . . , L.
Step 5: If no firefly fitness value is better than the selected firefly then it moves randomly in search space according to Eq. (14)
Step 6: Repeat step 3 to step 5 until one of the termination criteria is reached.
Proposed CS-LBG vector quantization algorithm
PSO generates an efficient codebook, but undergoes instability in convergence when particle velocity is very high [32] . FA generates near global codebook, but it experiences a problem when there are no such significant brighter fireflies in the search space [33] . The Cuckoo Search algorithm is a nature inspired (behavior and breeding process of cuckoo birds) optimization algorithm developed by Yang and Deb (2009) at Cambridge University [34, 35] and is proposed for generation of the global codebook with one tuning parameter. It is applicable for both linear and nonlinear problems. Cuckoo birds emit beautiful sounds and its reproduction approach inspires the researchers. Cuckoo birds lay their eggs in the nests of host birds. If the host bird recognizes those eggs are not of its own, it throws them away or abandons the nest and searches for a nest at any new location [36] . Non-parasitic cuckoos, like most other non-passerines, lay white eggs, but many of the parasitic species lay colored eggs to match those of their passerine hosts. In some cases female cuckoo can mimic the color and pattern of eggs of some selected host nets [37] . This feature minimizes the probability of eggs being thrown away from the nest and causes an increment in productivity of cuckoos further [38] . Non-parasitic cuckoos leave the nest before they can fly, and some new world species have the shortest incubation periods among birds. The cuckoo breeding process is based on the current position of cuckoo and probability of better next position after a selected random walk with a number of chosen random step sizes. This random walk plays a major role in the exploration, exploitation, intensification and diversification of the breeding process [39] . In general this foraging of random walk and step size follows a probability distribution function. The probability distribution functions like Gaussian distribution, normal distribution, and Levy distribution [40] . In cuckoo search, random walk follows levy flight and step size follows levy distribution function as given in Eq. (21) . Levy flight is a random walk whose step follows the levy distribution function. In huge search space levy flight random walk is better than Brownian walk because of its nonlinear sharp variation of parameters. The direction of walk follows the uniform distribution function and steps of walk follow Mantegna's algorithm which gives both positive and negative numbers. The Levy distribution function is Vector quantization using cuckoo search optimization technique In cuckoo search, the algorithm for generation of random walk step is based mostly on Mantegna's algorithm. According to Mantegna's algorithm the step size of random walk of the cuckoo is given by Eq. (17) Step of random walk ¼ l 
where gamma function (C) is given in Eq. (22) CðbÞ ¼
The block diagram of vector quantization using a cuckoo search algorithm is shown in Fig. 3 . An image to be vector quantized is divided into immediate and non-overlapping blocks. These non-overlapping blocks are vector quantized with an LBG algorithm. The generated codebook of LBG algorithm is trained with the cuckoo search algorithm that satisfies the global convergence requirements and guarantees the Vector quantization using cuckoo search optimization techniqueglobal convergence properties. Furthermore, cuckoo search is able to search for a local codebook and global codebook with the help of control parameter called mutation probability (P a ). Mutation probability of 0.25 gives local codebook with 25% of convergence time and global codebook takes 75% of convergence time. Assign each non-overlapping block of the input image to one of the nearest codeword of trained codebook and its corresponding index number forms index table. These index numbers are transmitted over the channel and retrieved back with the help of the decoder at the receiver. All the decoded index numbers and the corresponding codewords are rearranged in a manner that the decompressed image size is the same as that of the input image. Cuckoo search algorithm works with following three idealized rules: Each cuckoo lays one egg at a time, and dumps it in a randomly chosen nest; the best nest with high quality of eggs (solutions) will carry over to the next generations; the number of available host nests is fixed, and a host can discover an alien egg with a probability P a 2 [0, 1]. In this case, the host bird can either throw the egg away or abandon the nest so as to build a Figure 7 Average PSNR of LENA image being Performed 5 times for selection of mutation probability. Figure 8 The average PSNR of six vector quantization methods for LENA image. completely new nest in a new location. Here each cuckoo nest is assumed as codebook. The flowchart of the cuckoo search algorithm is summarized in Fig. 4 . The detailed algorithm for vector quantization is as follows:
Step 1: (Initialization of parameters and solutions): Initialize number of host nests with each nest containing a single egg, mutation probability (P a ) and a tolerance. Run the LBG algorithm and assign its outcome as one of the nest/ egg and rest nests randomly.
Step 2: (selection of the current best solution): Calculate the fitness of all nests using Eq. (1) and select maximum fitness nest as current best nest nest best .
Step 3: (Generate new solutions with Mantegna's algorithm): New cuckoo nests (nest new ) are generated which are around current best nest with random walk (Levy flight). This random walk follows Levy distribution function which obeys Mantegna's algorithm. New nest is given as
where a is step size usually equal to one and Levy (k) is Levy distribution function is given in Eqs. (15), (16), (17) and (21) . For the sake of simplicity Eq. (23) is modified as
where step is a random walk follows Levy distribution function, Eq. (17) Step 4: (discard worst nets and replace with new nests): If the generated random number (K) is greater than mutation probability (P a ) then replace worse nests with new nests by keeping the best nest unchanged. New nests are generated by a random walk and random step size is given as
where stepsize ¼ r Â ðnest rand À nest rand Þ ðr is random numberÞ
Step 5: Rank the nests based on fitness function and select the best nest.
Step 6: Repeat step 2 to step 4 until termination criteria. À Á input vectors to be encoded using a codebook which is designed by any one of the algorithms.
Simulation results and discussion
The parameters used for comparison of proposed cuckoo search algorithm with others are bit rate/bits per pixel (bpp), Peak Signal to Noise Ratio (PSNR) and Mean Square Error (MSE) as given in Eqs. (27) , (28) and (29) respectively. PSNR and fitness values are calculated for all the images with different codebook sizes of 8, 16, 32, 64, 128, 256, 512 and 1024 Table 3 The average computation time of the test images by using the six different algorithms with the bit rate = 0.1875 and codebook size = 8. Table 6 The average computation time of the test images by using the six different algorithms with the bit rate = 0.3750 and codebook size = 64. codewords. The evaluation of data size of the compressed image for various codebook sizes of 8, 16, 32, 64, 128, 256, 512 and 1024 is carried out using bpp and quality of the reconstructed image is assessed by PSNR.
where Nc is codebook size and k is the size of a block. Table 9 The average computation time of the test images by using the six different algorithms with the bit rate = 0.5625 and codebook size = 512. where MSE is given in Eq. (29)
where M Â N is the size of the image, and I and J represent the coordinate values of pixel position of both the original and decompressed images. In our experiment, we have taken M = N a square image. f(I, J) is the original image and fðI; JÞ is the reconstructed image.
The parameter values of the cuckoo search algorithm used for simulating all the images are chosen based on the occurrence of maximum average PSNR value of experiments performed (three times in our case). Skewness parameter (b) = 2 and the mutation probability (P a ) = 0.55 are selected for optimization of the codebook based on the occurrence of maximum PSNR value as shown in Figs. 6 and 7 respectively. The parameters used for simulating PSO-LBG, QPSO-LBG and HBMO-LBG are the same as those referred in paper Figure 17 The average fitness values of six vector quantization methods for GOLDHILL image. [21] . The parameters used for simulating FA-LBG and CS-LBG are tabulated in Tables 1 and 2 respectively. To understand the performance of the proposed method, graphs showing the variation of average peak signal to noise ratio with respect to bit rate are plotted for each method. Figs. 8-12 show the average peak signal to noise ratio of different tested images against bit rate. Experimentally, it shows that the CS algorithm improves the PSNR values by around 0.2 dB at low bit rate and 0.3 dB at a higher bit rate. Experimentally, it is observed from the graphs that, for different codebook sizes, CS algorithm PSNR value is better than LBG, PSO-LBG, QPSO-LBG, HBMO-LBG and FA-LBG. The empirical simulation is performed on windows XP operating system with an Intel(R) Core(TM) i5-2540 and 2.60 GHz CPU with 2.94 GB RAM. Moreover, all the programs are written and compiled on MATLAB version 7.9.0 (R2009b). Tables 3-10 show the average computation time or convergence time of the different algorithms with different bit rates. Horng in his paper [20] simulated the five algorithms in 'C++6.0' with windows XP operating systems, taking 100 numbers of codebooks/solutions and 50 numbers of iterations. In our work, the six algorithms are simulated in MATLAB with 30 numbers of codebooks and 20 numbers of iterations. So there is some dissimilarity of average computational time between proposed CS-LBG and FA-LBG. In a similar way, Horng in his paper [21] simulated the five algorithms in MATLAB with 100 iterations. From observations of Tables  3-10 , LBG algorithm computational time is significantly lower as compared to all other algorithms, but of lesser PSNR and bad reconstructed image quality. On average, the CS algorithm is around 1.425 times slower than the firefly algorithm and honey bee mate optimization algorithm. Results and analysis also imply that the convergence rate, to some extent, is not sensitive to the parameter P a . CS algorithm is easy to implement because tuning of mutation probability is enough to design a global codebook, whereas for other methods many parameters are required to tune for global codebook design. The normal fitness values of the five experimented images using six vector quantization algorithms are plotted in Figs. 13-17 . The investigations confirmed that the fitness of the five test images using the CS-LBG algorithm is higher than the LBG, PSO-LBG, QPSO-LBG, HBMO-LBG and FA-LBG algorithm. Figs. 18-22 show the decompressed/reconstructed images of five images obtained by six vector quantization methods with a codebook size of 256 and block size of 16. It is observed that the decompressed/reconstructed image quality of the CS-LBG algorithm is superior to the quality of reconstructed images of LBG, PSO-LBG, QPSO-LBG, HBMO-LBG and FA-LBG algorithms.
Conclusions
In this paper, a cuckoo search algorithm based vector quantization is proposed for image compression. The peak signal to noise ratio of vector quantization is maximized by employing CS algorithm. The algorithm has been investigated by varying all possible parameters of CS for efficient codebook design and efficient vector quantization of training vectors. Intensification and diversification of the algorithm are achieved with mutation probability and skewness parameter. Intensification intends to search around the current best solutions and to select the best solutions, while diversification makes sure that the algorithm can explore the search space more efficiently, often by randomization. It is observed that the peak signal to noise ratio and quality of the reconstructed image obtained with CS algorithm are superior to those obtained with LBG, PSO-LBG, QPSO-LBG, HBMO-LBG and FA-LBG. From the simulation results it is observed that CS-LBG is around 1.425 times slower in convergence as compared to HBMO-LBG and FA-LBG. Slower convergence is the major drawback of the proposed method and will be improved by modifications in the algorithm in future scope. However, the CS-LBG algorithm requires less parameters than PSO-LBG, QPSO-LBG, HBMO-LBG and FA-LBG.
