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§ 1
Prolog – Forschungsfragen
Von 1998 bis 2000 wurde im Auftrag des Ministeriums fu¨r Schule, Wissenschaft und For-
schung (MSWF) des Landes NRW ein landesweiter Schulversuch
”
Mathematikunterricht
mit Computeralgebrasystemen (CAS)“ durchgefu¨hrt, der den Einsatz von CAS im Un-
terricht der Sekundarstufe II erproben und evaluieren sollte. Auf einer Sitzung der Ar-
beitsgruppen trug S. Grigutsch als externer Referent Befunde aus seiner im Jahre 1996
vero¨ffentlichten Arbeit mit dem Titel
”
Mathematische Weltbilder von Schu¨lern – Struk-
tur, Entwicklung, Einflussfaktoren“ vor. Das Weltbild der Schu¨ler wurde dabei auf fu¨nf
entscheidende Faktoren reduziert: den sog. Formalismus-Aspekt1, den Schema-Aspekt2,
den Prozess-Aspekt3, den Anwendungsaspekt4 sowie den Aspekt der rigiden Schemaori-
entierung5. So entstand die Anregung zu einem Forschungsvorhaben, das die Erfahrungen
des Autors als Teilnehmer am obigen Schulversuch wissenschaftlich aufbereiten, wesentlich
erga¨nzen und vertiefen sowie mit den Befunden der Grigutsch-Studie vernetzen mo¨chte.
Ein weiterer Ausgangspunkt neben diesen Einstellungsbefunden (Beliefs) war die Fra-
ge, welche Auswirkungen computerorientierte Lehr–Lernumgebungen fu¨r einen aktivieren-
den forschend-entwickelnden Unterricht zeigen, wie er in der aktuellen didaktischen Dis-
kussion im Nachgang der TIMS bzw. PISA-Studien vielfa¨ltig gefordert wird. Erhofft ist
dabei, dass ein solcher Unterricht mehr Kreativita¨tschancen und Mo¨glichkeiten zu nicht-
standardisiertem Argumentieren bietet sowie mathematische Routinen abschwa¨cht.
Schoenfeld’s Interaktionsmodell fu¨r (spontane) Lehr- und Lernprozesse basiert auf den
Variablen des (aktivierten) knowledge, (teacher’s) goals (action plans) und beliefs (im jeweils
aktuellen Kontext) und es stellt sich auch von hier die Frage, wie diese Erkla¨rungsvariablen
in einem CAS-gefu¨hrten Unterricht wirken. Wir untersuchen dabei speziell die sog. Beliefs6
und den Einfluss von CAS auf die Beliefsysteme.
1d. h. wie hoch Schu¨ler den formalen Charakter der Mathematik einscha¨tzen.
2also in welchem Maße die Mathematik aus Schu¨lersicht von Rechenregeln und Kalku¨len bestimmt ist
3in welchem Maße also der Mathematikunterricht fu¨r die Schu¨ler einen Prozess des Entwickelns – und
des (Nach-)Erschaffens von Mathematik – widerspiegelt
4wie hoch Schu¨ler die Anwendbarkeit und den Nutzen der Mathematik einscha¨tzen
5wie stark das Lernen von Mathematik von Pru¨fungszwa¨ngen beeinflusst wird
6Aktuell spricht Schoenfeld in [185] im weiteren Sinne von Orientierungen, die insbesondere Dispo-
sitionen, Beliefs, Wertscha¨tzungen, Geschmack und Pra¨ferenzen umfassen.
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Versteht man mit Fischer die Mathematik als Wechselspiel aus Darstellen, Operieren und
Interpretieren oder mit Ernest als Trias aus Tools, Prozess und System, so stellen sich
Fragen nach der Austarierung der jeweiligen Komponenten bei Einwirkung eines CAS.
Die Forschungsfragen, denen in dieser Arbeit daher nachgegangen werden soll, befassen
sich mit den Wirkungen eines CAS-intensiven Unterrichts auf die Schu¨ler7 unter diversen
Aspekten. Dabei soll der stoffdidaktische Fokus insbesondere auf der Linearen Algebra
liegen.
1. Welche didaktische Theorie ist der Nutzung eines CAS in der Schule angemessen?
– Welche besondere Struktur sollte das Design von CAS-Lernumgebungen gema¨ß
einer solchen Hintergrundtheorie aufweisen?
– Welche charakteristischen didaktischen Konstruktionen ermo¨glicht ein CAS, die
ein CAS-freier Mathematik-Unterricht nicht anbieten kann?
– Welche Design-Prinzipien sollten die Konstruktion von CAS-Lernarrangements an-
leiten?
– Wie sieht speziell eine mo¨gliche didaktische Rekonstruktion eines reformierten Kur-
ses in Linearer Algebra fu¨r die Schule aus?
2. Welchen Einfluss hat der Einsatz eines CAS auf die Lernprozesse (z. B. Grund- und
Handlungsvorstellungen) von Lernenden?
– Welche Lernhindernisse (epistemologische Barrieren) sind speziell in der Linearen
Algebra nachweisbar und wie kann ein CAS
”
therapeutisch“ entgegenwirken?
– Ermo¨glichen CAS-Lernarrangements vielfa¨ltigere Begriffsbildungsprozesse?
– Welche Auswirkungen hat ein intensiv genutztes CAS auf die Produktivita¨t und
die Performance der Schu¨ler im Unterricht der Linearen Algebra?
– Wie gestalten sich die unterrichtlichen Argumentationsmuster, das Explorations-
bzw. Problemlo¨sungsverhalten und die nachhaltige Entwicklung des Fachversta¨nd-
nisses von Grundkursschu¨lern bei intensiver CAS-Nutzung?
3. Welche mo¨glichen A¨nderungen ergeben sich hinsichtlich der epistemologischen U¨ber-
zeugungen bzw. des Fachversta¨ndnisses im Mathematikunterricht (belief structure)?
– Fu¨hrt ein computerintensiver Mathematikunterricht zu einer anderen Auffassung
von Mathematik?
– Sind Vera¨nderungen dieser Haltungen am Ende langfristiger und intensiver Nut-
zungsformen von CAS erkennbar und worin bestehen diese?
– Welche CAS-spezifischen Aspekte sind dabei nachweisbar (CAS-Weltbild)?
7Im Folgenden - wenn nicht explizit anderes gesagt ist - kurz und geschlechtsneutral fu¨r ”Schu¨lerinnen
und Schu¨ler“. Oft verwende ich auch den neutralen Begriff ”Lernende“.
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Kapitel 2 beginnt die Untersuchung daher mit lerntheoretischen und designpraktischen
U¨berlegungen zur Wissenskonstruktion und befasst sich insbesondere mit Fragen der Le-
gitimation eines computerintensiven allgemeinbildenden Mathematikunterrichts. Wa¨hrend
die Untersuchung der Kommunikationsrelation Schu¨ler–Lehrer Gegenstand der traditionel-
len Mathematikdidaktik war, tritt nunmehr die Notwendigkeit einer didaktischen Reflexion
der Relationen Schu¨ler–CAS und Lehrer–CAS hinzu.
Als didaktische Hintergrundtheorie wird in dieser Arbeit die sog. APOS-Theorie von E.
Dubinsky genutzt, die zusammen mit den sog. A.C.E.-Lernarrangements erstmals im deut-
schen Sprachraum ausfu¨hrlich erla¨utert und als eine Ausdehnung der Lerntheorie(n) von
Piaget auf den Erwerb ho¨herer bzw. abstrakter mathematischer Begriffsbildungen genutzt
wird. Gezeigt wird, dass sich der lerntheoretische Ansatz der APOS-Theorie zur Kon-
struktion vernetzten mathematischen Wissens in besonderer Weise mit Modularisierungs-
prozessen innerhalb eines CAS vertra¨gt, weil sich Phasen bzw. Ta¨tigkeiten der Software-
Technik
”
Modularisierung“ und Phasen bzw. Aktivita¨ten der mentalen Wissenskonstruk-
tion a¨hneln. Gezeigt wird auch, wie die APOS-Theorie – gelegentlich flankiert durch die
concept-image-Theorie von Tall/Vinner, die pra¨dikativ-funktionale Denkstiltheorie von I.
Schwank sowie die didaktische Modelltheorie der RME (Gravemeijer) – als Begru¨ndungs-
rahmen fu¨r unterrichtliche Episoden dienen kann.
Als Design-Prinzipien eines CAS–intensiven epistemologisch orientierten Mathematikun-
terrichts werden im Anschluss die acht Prinzipien der virtuellen Erfahrungsverankerung
(CAS–Experimente; CAS-Mikrowelten bzw. generische organizer), der metakognitiven Kla-
mmerung, des inkrementellen CAS-Spracherwerbs, der literaten Programmierung, der struk-
turierten Repra¨sentation mathematischen Wissens (in Modulen), der moderaten Model-
lierung, der limitierten kognitiven Ladung sowie des SONG-Repra¨sentationsformwechsels
formuliert und an Design-Beispielen verdeutlicht.
Kapitel 3 behandelt schulisch wesentliche Grundprobleme der Linearen Algebra als
Lehr-und Lerngegenstand und fahndet nach erkennbaren Versta¨ndnis-Barrieren. Als solche
identifizieren wir die Formalismusbarriere, die Implizitheitsbarriere, die Charakterisierungs-
barriere, die Geheimsprachen-Metapher, die Chama¨leonbarriere sowie die Abstraktions-
barriere. Bei letzterer elaborieren wir insbesondere die Erscheinungsformen der pseudoem-
pirischen und der funktionalen (prozeduralen) Abstraktion im CAS sowie die logisch-
mengentheoretische Abstraktion nach Lorenzen. Beispiele demonstrieren CAS-realisierte
Abstraktionen am Vektorbegriff als Vergessen von Details bzw. als Vergessen von Struk-
tur. Realisiert wird dies in geeignet designten CAS-Mikrowelten. Einige weitere ausgewa¨hlte
kognitive Versta¨ndnis-Barrieren wie z. B. die
”
Barriere des Praktischen Denkens“ (nach
Sierpinska) und die
”
pseudokonzeptuale Denkhaltung“ (Vinner) schließen sich an.
Anschließend werden didaktische Konsequenzen fu¨r die Grundlegung des geometrischen
Teils der CAS-Lerntrajektorie gezogen, die sich aus einer APOS-begru¨ndeten
”
genetischen
Dekomposition“ und der Analyse einiger vorliegender Lerntrajektorien ergeben.
Als Lo¨sungsansatze aus den fachwissenschaftlichen und didaktischen Communities fu¨r den
beschriebenen Problemmix werden ausfu¨hrlich die Curriculum-Revision der TLAG (Frank-
reich; insbesondere der Vorschlag von Rogalski) sowie die curriculare Revision der LACSG
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(USA) studiert und auf die Nutzung fu¨r die Zwecke dieser Untersuchung hin gesichtet.
Kapitel 4 beschreibt den Aufriss eines CAS-gestu¨tzten Grundkurses in Linearer Alge-
bra fu¨r die Sekundarstufe II. Ausgehend von den diskutierten Empfehlungen der LACSG
und gestu¨tzt auf die vorangegangene Untersuchung mo¨glicher epistemologischer Barrieren
wa¨hrend des Aufbaus tragfa¨higer Konzeptbildungen wird ein matrixorientierter computer-
intensiver Grundkurs zur Linearen Algebra skizziert, der CAS-Lernarrangements zur Un-
terstu¨tzung des Lernprozesses einbezieht. Der Kurs schließt an Vorkenntnisse der Schu¨ler
u¨ber das Lo¨sen von Gleichungssystemen mit zwei Unbekannten aus der Sekundarstufe I an,
weitet diesen Themenstrang aber um algebraische (Matrizen), geometrische (Unterra¨ume),
funktionale (lineare Abbildungen) und algorithmische (Gauss-Jordan-Elimination) Stra¨nge
auf. Nach dem Vorschlag von Vollrath gliedert sich das strategische Kursdesign in eine
globale Strategie mit der Angabe der leitenden Entwurfsprinzipien und der Gru¨ndung der
Themenstra¨nge, in die regionale Planung von Unterrichtssequenzen in Form von CAS-
Parcours sowie in die lokalen Planungen von reichhaltigen Unterrichtseinheiten zum Er-
werb der wesentlichen Leitbegriffe. Begleitend wird jeweils die Genese der zugeho¨rigen not-
wendigen CAS-Kompetenz (
”
Instrumentalgenese“) skizziert. Die Explizierung der globalen
Kursstrategie orientiert sich dabei an dem Modell der epistemologischen Wachstumsringe.
Unter den regionalen Kursstrategien findet sich als stoffdidaktische Innovation insbesonde-
re eine genetische Dekomposition und didaktische Rekonstruktion des wichtigen Konzeptes
der Pseudoinversen. Die lokalen Kurs-Strategien werden am Beispiel des sog. Stu¨cklisten-
problems exemplarisch verdeutlicht.
Kapitel 5 beschreibt die empirischen Untersuchungen zur Kla¨rung der dritten For-
schungsfrage. Zuna¨chst werden die Designzyklen und die Erfolgsquoten beim Einsatz der
entwickelten hypothetischen Lernarrangements betrachtet. Es schließen sich ausgewa¨hlte
Fallstudien zu unterrichtlichen Episoden an, die u. a. die oben genannte Kreativita¨ts-
erho¨hung durch ein CAS adressieren und insbesondere eine interessante Konstruktion
des Konzeptes der Pseudoinversen durch eine hochsensible Formelinspektion (Analogie-
schluss) aufzeigen. Die unter intensivem CAS-Einfluss gebildete epistemologische U¨berzeu-
gungsstruktur der Schu¨lergruppen wird in drei iterierten La¨ngsschnittuntersuchungen zum
Mathematik-Weltbild studiert und evaluiert. Der Befund der erhobenen CAS-M-Weltbilder
wird anschließend mit dem Referenz-Mathematikbild der Grigutsch-Untersuchung vergli-
chen. Voru¨berlegungen zur Konstruktion eines CAS-Weltbildes schließen die Untersuchung
ab. Dazu werden die Befunde aus einem CAS-Fragebogen pra¨sentiert, die in acht CAS-
Weltbildaspekten verdichtet werden. Diese Aspekte generieren einige Hypothesen zur Er-
kla¨rung der vorgefundenen Vera¨nderungen im mathematischen Weltbild der untersuchten
Kohorten. Methodisch werden dazu Elemente einer explorativen Datenanalyse eingesetzt.
§ 2
Lerntheoretische und
designpraktische U¨berlegungen zur
Wissenskonstruktion
Gegenstand der vorliegenden Studie ist ein vertieftes Studium der Bedeutung von CAS
im Zusammenhang unterrichtlicher Lehr- und Lernprozesse mit einem spezifischen Fo-
kus auf die Wissensdoma¨ne der elementaren Linearen Algebra. Dazu stu¨tzt sich diese
Arbeit wesentlich auf die (von mir leicht modifizierte) sog. APOS-Theorie1, die als sozial-
konstruktivistische Lehr- und Lerntheorie international als theoretischer Forschungsansatz,
zur praktischen Curriculumentwicklung und als computerbasierte fachdidaktische Lehr-
und Lernmethode eingesetzt wird. Sie versteht sich als Fortschreibung der entwicklungs-
psychologischen Stufentheorie Piaget’s und widmet sich speziell avancierteren mathemati-
schen Denkprozessen. Sie scheint daher fu¨r die vorliegende Zielsetzung besonders geeignet.
Diese Theorie war zwar urspru¨nglich fu¨r die Reform der US-amerikanischen Anfa¨nger-
vorlesungen (Undergraduate Math Education; UME) konzipiert, bietet nach der in dieser
Arbeit vertretenen Argumentation aber auch vielversprechende Anwendungsmo¨glichkeiten
im schulischen2 Bereich.
Die interaktive Konstruktion neuen mathematischen Wissens in typischen Instruktionsfol-
gen via Kommunikation zwischen Schu¨lern und Lehrpersonen untersucht z. B. Steinbring
in [189], [190] und umfassend in [191] aus epistemologischer Perspektive und Nu¨hrenbo¨rger
[166] speziell fu¨r sozial -interaktive Verstehens- und Versta¨ndigungsprozesse im Anfangsun-
terricht. Unser Fokus liegt dagegen auf Versta¨ndigungsprozessen von a¨lteren Schu¨lern mit
dem CAS und der Generierung von Wissen in der Interaktion mit dem CAS.
1Akronym fu¨r ActionyProcessyObjectySchema–Theorie; wird weiter unten detaillierter erla¨utert.
2neuere Forschungen der sog. RUME-Gruppe fokussieren aktuell den US-K-12 Bereich.
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2.1 Die APOS-Theorie und der A.C.E.-Zyklus
Die wissenschaftliche Grundlegung der
”
APOS“-Theorie erfolgte durch den nordamerika-
nische Mathematiker und Mathematik-Didaktiker Ed Dubinsky3. Seine Forschungsschwer-
punkte sind:
• eine Ausdehnung der Lerntheorie(n) von Piaget auf den Erwerb ho¨herer bzw. ab-
strakter mathematischer Begriffsbildungen
• die Untersuchung der Auswirkungen von Computer-Erfahrungen auf das Lernen ab-
strakter mathematischer Objekte
• Formen kooperativen Lernens im Undergraduate-Bereich
• die Entwicklung von neuen Zuga¨ngen zur elementaren Analysis und der abstrakten
Algebra, die u.a. auf Forschungsresultaten u¨ber Computereinsatz und kooperativen
Lernformen beruhen
• der Aufbau einer dazugeho¨rigen Forschungsgemeinschaft unter dem Titel Research
in Undergraduate Mathematics Education (kurz: RUME4).
U¨ber mehrere Jahre wirkt Dubinsky in verschiedenen Funktionen bei der AMS/MAA und
war bzw. ist Herausgeber verschiedener didaktischer Zeitschriften, u.a. von Mathematics
and Computer Science und Journal of Computers in Mathematics and Science Teaching,
des Journal of Computers in Mathematics and Science Teaching, des Journal of Mathe-
matical Behavior 5 sowie der AMS Zeitschrift CBMS6 Research in Collegiate Mathematics
Education7. Damit erkla¨ren sich eine Fu¨lle von Kooperationen und Fundorten in Dubinsky’s
Publikationsliste. Seine Forschungsresultate finden sich in der Publikation von 9 Bu¨chern
wieder, darunter Programming with Sets: An Introduction to SETL [46], Learning Abstract
Algebra with ISETL [86], Applied Calculus, Concepts & Computers [69] und Introduction
to Discrete Mathematics with ISETL [82].
3geboren am 7. Feb. 1935 in Philadelphia, wirkte ab 1964 als Professor zuna¨chst an verschiedenen Uni-
versita¨ten der USA und des Auslands (Polen, Ghana, Gastprofessur 1972 in Bonn), bevor er fu¨r 15 Jahre
(1972-87) an die Clarkson University in Potsdam/New York ging. Forschungsschwerpunkte in dieser Zeit
waren Problemstellungen aus der Funktionalanalysis. Mit dem Wechsel Dubinsky’s an die Purdue Uni-
versity in West Lafayette/Indiana (1987-96) war ein offensichtlicher Wechsel seiner Interessenschwerpunkte
verbunden, sein intensives Forschen galt nunmehr Fragestellungen aus der Didaktik der Mathematik. Ab
1996 bis zu seiner Emeritierung im Jahre 2000 arbeitet Dubinsky an der Georgia State Universtiy in
Atlanta/Georgia.
4In neueren Vero¨ffentlichungen auch als RUMEC bezeichnet, d.h. RUME-Community (Forschungsge-
meinschaft).
5mit R. Davis
6Conference Board of the Mathematical Sciences
7mit J. Kaput und A. Schoenfeld
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2.1.1 Zur historischen Entwicklung der APOS-Theorie
Bei einer Konferenz u¨ber Funktionalanalysis ho¨rte Dubinsky 1969 von J. Schwartz8 von der
mathematisch orientierten Programmierspache SETL9, die dieser am Courant–Institut in
New York fu¨r Ausbildungszwecke in Computerwissenschaften entwickelt hatte und die auf
mathematischen Konzepten wie Mengen, Folgen, Funktionen sowie einer implementierten
Aussagen- und Pra¨dikatenlogik basierte. Als sich Dubinsky anfang der 80iger Jahre erneut
mit SETL bescha¨ftigt, sto¨ßt er im Sprachreport auf einen Satz, der ihm die entscheidende
Erkenntnis bringt:
Das [mathematische] Wissen, das [zur Programmierung von SETL] vorausgesetzt wird, ist in etwa
dasselbe wie es fu¨r einen Anfa¨ngerkurs in Diskreter Mathematik erforderlich ist.10 vgl.
Dubinsky [68, S. 1]
Diese Beobachtung von Schwartz, dass Informatikstudenten beim Lernen der Program-
miersprache SETL interessiert und erfolgreich mathematische Konzepte benutzen, bringt
ihn auf die Idee, das Konzept von Schwartz umzukehren und Mathematikstudenten die
Grundbegriffe der Diskreten Mathematik u¨ber die Programmiersprache SETL mit Hilfe
von Computern zu vermitteln. Ein erster Kurs entsteht 198111 und Dubinsky stellt fest,
dass allein schon der Umgang mit der mathematisch orientierten Syntax von SETL den
Versta¨ndnisprozess der Studenten begu¨nstig:
”
Der Effekt war beeindruckend und fu¨hrte uns
Beobachter zu der Frage, welcher Mechanismus den Lernerfolg der Studenten verbessert
hatte.“, vgl. Dubinsky [68, S. 2].
Diese Erfahrungen mu¨nden in der Entwicklung einer interaktiven Variante von SETL (na-
mens ISETL), die in der Folgezeit in Vorlesungen u¨ber Diskrete Mathematik, Abstrakte
Algebra und Analysis vielfa¨ltig eingesetzt wird. Parallel dazu entwickelt Dubinsky die ge-
netische Epistemologie von Piaget fort mit dem Ziel, ihre Befunde auf die beobachteten
Lernprozesse junger Erwachsender im Undergrade-Bereich12 anzupassen. In einem fru¨hen
Artikel u¨ber das Induktionsprinzip fasst Dubinsky [58, S. 2] seine Vorstellungen u¨ber das
Wesen und den Erwerb mathematischen Wissens wie folgt zusammen:
Mathematisches Wissen besteht aus einer zusammenha¨ngenden Ansammlung von Schemata, die
jeweils einzelnen mathematischen Konzepten entsprechen. Ein Schema ist mehr als eine koha¨rente
Menge von kognitiven Objekten und Transformationen von und an diesen Objekten. Grob gespro-
chen: ein Versta¨ndnis von einen Konzept zu gewinnen heißt, ein oder mehrere entsprechende
Schemata zu konstruieren. Dieser Konstruktionsprozess wird als reflexive Abstraktion bezeichnet
und umfasst eine Reihe mentaler Aktivita¨ten wie z.B. Interiorisation (die Ausbildung eines internen
Prozesses, der einer bestimmten mathematischen Transformation entspricht), die Generalisation
(die Assimilation eines neuen Pha¨nomens an ein existierendes Schema), die Koordination (Verbin-
dung von zwei oder mehr Schemata) und die Enkapsulation (die Bildung eines mathematischen
Objekts aus einem kognitiven Prozess). [. . . ] Eine didaktisch entscheidende Frage ist, was diesen
8Mitautor von Dunford & Schwartz. Functional Analysis.
9SetLanguage
10eigene U¨bersetzung; wie auch in den folgenden Zitaten
11aus den spa¨ter das Lehrbuch von Baxter [16] entsteht
12d.h. K-12, College-Studenten in Anfangssemenstern
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Konstruktionsprozess13 fo¨rdert und wie wir als Lehrer zugeho¨rige hilfreiche Aktivita¨ten gestalten
ko¨nnen. [. . . Denn] Konzeptuelles Wissen ist nicht etwas, das verbal oder durch Beispiele u¨bertra-
gen werden kann, von einem der es besitzt, auf jemanden, der [. . . ] daran interessiert sein ko¨nnte,
es zu lernen. [. . . ] Piaget’s Antwort auf diese Frage liegt in seinem Konzept der A¨quilibration.
Der Lernende reagiert auf eine mathematische Problemsituation mit dem Versuch, diese in seine
existierenden Schemata zu assimilieren.
In den folgenden Jahren entstehen eine Fu¨lle von Vero¨ffentlichungen – oft in Kooperation
mit Mitarbeitern oder anderen Forschern –, die aus lerntheoretischer und epistemologi-
scher Perspektive die Behandlung des Funktionsbegriffs [81], [21], [84], [85], die Verkettung
von Funktionen [8], den Grenzwertbegriff [33], [74], den Ableitungs- und Integralbegriff
[7], [38], [61], [90], [91], [66] sowie zentrale Grundbegriffe der Algebra [62], [87], [6] (wie
bina¨re Operationen, Gruppenbegriff, Nebenklassen und Quotientengruppen in [41], [23],
[43] und speziell Symmetriegruppen [42], [96]) aus der Perspektive des Lernes mit Hilfe der
vermittelnden Computersprache ISETL reflektieren.
Ein Strang von fru¨hen Publikationen handelt von computerunterstu¨tzten Lernprozessen zu
Grundkonzepten der Mengenlehre [46], der Pa¨dikatenlogik [95] (speziell der Problematik
von Quantoren [97], [71], [94]) sowie der vollsta¨ndigen Induktion [57], [58] .
Einer Reihe weitere Aufsa¨tze befasst sich gezielt allgemeiner mit Lernprozessen aus kon-
struktivistscher Sicht und kreist zuna¨chst um das Piaget’sche Konzept der reflexiven Ab-
straktion [88], [63], [70], [59], [92], [60], [77], behandelt die Formalimus-Problematik [76],
[78], [62] sowie den expliziten Einbezug des Computers in den Lernprozess [56], [93], [83],
[80].
Erste Gedanken zur Behandlung der Linearen Algebra werden in [73] formuliert und wer-
den in dieser Arbeit im Zusammenhang mit der Konstruktion einer schulischen CAS–
Kurssequenz zur Lineare Algebra behandelt.
Die APOS–Theorie entsteht wa¨hrend dieser Forschungen im Bemu¨hen, den Mechanismus
der reflexiven Abstraktion genauer zu verstehen, der von Piaget eingefu¨hrt wurde, um im
kindlichen Lernprozess die Entwicklung des logischen Denkens zu beschreiben und auf das
Lernen ho¨herer mathematischer Konzepte zu u¨bertragen. Neben der APOS-Lerntheorie
scha¨lt sich im Verlaufe von ca. 15 Jahren ein zugeho¨riges Forschungsparadigma und die
Methodik des kooperativen A.C.E.-Lernzyklus heraus, vgl. [72], [67], [64], [65], [89].
Die Leitbegriffe dieser Theorie sind fu¨r unsere weitere Untersuchung von Bedeutung. Sie
werden daher aus obigen Vero¨ffentlichungen gesichtet und in ihren Kernaussagen zusam-
mengestellt.
2.1.2 Das lerntheoretische Grundkonzept der APOS-Theorie
Der Begriff APOS-Theorie leitet sich aus den Anfangsbuchstaben der zugeho¨rigen Grund-
begriffe der zugrunde liegenden konstruktivistischen Lerntheorie ab: Aktion – Prozess –
Objekt – Schema. Diese Begriffe benennen modellhaft die Entwicklungsphasen und jewei-
ligen individuellen Auspra¨gungsstadien bei der Bildung eines mathematischen Konzeptes
13d.h. die reflexive Abstraktion
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in einem Individuum in Form eines iterativen Prozesses, wobei jede Phase mit dem Er-
werb eines bestimmten mentalen Konstruktes abschließt. Der Prozess selbst ist dabei nicht
linear–sequenziell14 zu denken, sondern kann im einzelnen Individuum auch dialektisch
sprunghaft (d.h. einzelne Phasen u¨berspringend oder zu vorherigen Phasen zuru¨cksprin-
gend) verlaufen. Insofern ist die vorgeschlagene Phasierung der Theorie zuna¨chst als Mo-
dellierung eines sich der direkten Beobachtung entziehenden internen Vorgangs im Indivi-
duum zu verstehen. Zum Zwecke der lesbaren Darstellung wird die Abfolge hier (wie auch
in den Vero¨ffentlichungen) aber linear besprochen und am begleitenden Beispiel ’Erwerb
des Funktionsschemas’15 konkretisiert.
Ausgangspunkt der APOS-Lerntherie ist die folgende Hypothese, vgl. Dubinsky [89, S. 2]:16
Die hier dargestellte Theorie beruht auf der Annahme, dass mathematisches Wissen auf der Ten-
denz eines Individuums beruht, auf wahrgenommene mathematische Problemsituationen [mittels
Nachdenken]17 [in einem sozialen Kontext]18 mit der Konstruktion mentaler Aktionen, Prozesse
und Objekte zu reagieren und diese in Schemata zu organisieren, um den vorgefundenen Situa-
tionen Sinn zu verleihen und die zugeho¨rigen Probleme zu lo¨sen. In Bezug auf diese mentalen
Konstruktionen bezeichnen wir diese Theorie als APOS-Theorie.
Dieses
”
Axiom“ der APOS-Lerntheorie wird z.B. in Dubinsky [68, S. 7 ff] noch etwas genauer
entfaltet. Grund dafu¨r ist die Erfahrung, dass das mathematische Wissen eines Individuums
in einer konkreten Situation oder zu einem bestimmten Zeitpunkt nicht verfu¨gbar19 sein
kann, d.h. es muss in einer Problemsituation nicht zwangsla¨ufig zu einem Lernprozess
kommen. Insofern sind Erwerb und Besitz von Wissen zu unterscheiden.
Die Betonung des sozialen Kontextes beim Erwerb von mathematischem Wissen mag zwar
strittig sein, wird aber unter Verweis auf die kulturelle Entstehung der Mathematik als
Gemeinschaftsprodukt miteinander kommunizierender Experten in diese Grundannahme
aufgenommen und spa¨ter genuiner Bestandteil der Wissenskonstruktion in den konstruk-
tivistischen explizit–kooperativen Lernarrangements der A.C.E-Zyklen.
Der oben undefiniert verbliebene Begriff ’Konstruktion’ (von Wissen) wird in Dubinsky [77,
S. 4] beschrieben:
Ich glaube, dass eine Person dadurch lernt, dass sie aktiv etwas zu tun versucht oder etwas einen
Sinn geben mo¨chte und sie muss daher - fast bewußt - fundamentale A¨nderungen in jener vagen
Entita¨t vornehmen, die wir Verstand nennen. Es ist dieses Vornehmen mentaler Vera¨nderungen,
was ich Konstruieren20 nenne und es ist meine tiefe U¨berzeugung, dass ein Lehrer nur indirekt
14Dubinsky [89, S. 4]
15Ha¨ufig wird von Dubinsky auch die Bildung des ho¨heren Begriffs der Nebenklasse und der Quoti-
entengruppe aus der Gruppentheorie verwendet. Das Beispiel ’Funktionsbegriff’ hat aber fu¨r den Mathe-
matikunterricht einen prototypischeren Charakter.
16eigene U¨bersetzung; wie auch die nachfolgenden Zitate
17diese Erga¨nzung findet sich in einer a¨hnlichen Formulierung in Dubinsky [68, S. 8]
18Dieser erga¨nzte Zusatz findet sich in Cottrill [33, S. 4]. A¨hnlich formuliert Dubinsky [79]: ”Jedes
Individuum muss fu¨r sich selbst – in einem sozialen Kontext – verschiedenen koha¨rente Ansammlungen
von mentalen Objekten und Prozessen konstruieren, um mathematischen Problemsituationen Sinn geben
zu ko¨nnen.“
19z.B. blockiert durch affektive Umsta¨nde oder aktuelle Geda¨chtnishemmungen, die sich [z.B. in
Pru¨fungssituationen] auf Stichwortgabe wieder lo¨sen ko¨nnen
20Hervorhebungen von mir
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etwas tun kann, um seine Schu¨ler diese Vera¨nderungen konstruieren zu lassen. Dies macht mich
zu einem Konstruktivisten in meinen Zugang zur Mathematikdidaktik.
Dabei kann Konstruktion nach Dubinsky [68, S. 7] auch eine (mehr oder weniger vera¨nder-
te) Rekonstruktion bereits vorhandener Wissenbestandteile meinen, d.h.i.S. von Piaget
eine Akkomodation. In extensionalem Sinne ist das Ergebnis eines mentalen Konstrukti-
onsprozesses jedenfalls entweder eine Aktion, ein Prozess, ein Objekt oder ein struktiertes
Schema und wird als solches der wissenschaftliche Untersuchung mit Hilfe des zugeho¨rigen
Forschungsparadigmas zuga¨nglich.
Die zusa¨tzliche Komponente der APOS-Theorie gegenu¨ber klassischen Lerntheorien ist die
These bzw. der durch einschla¨gige Studien belegte Befund, dass der mentale (Re)Konstruk-
tionsprozess mathematischen Wissens durch eine mathematisch-orientierte Programmier-
sprache als Medium, innerhalb derer die Wissenskonstruktionen als Programmierkonstrukte
angebahnt oder repra¨sentiert werden, entscheidend gefo¨rdert wird. Die Gestaltung der zu-
geho¨rigen Lernarrangements ist dabei von entscheidender Bedeutung und wird daher noch
genauer diskutiert.
Aktionen, Prozesse, Objekte und Schemata als Produkte von Wissens(re)konstruktions-
prozessen werden in verschiedenen Studien z.T. unterschiedlich formuliert und an unter-
schiedlichen Fallbeispielen expliziert. An Stelle des urspru¨nglich fu¨r die Untersuchungen
benutzten Programmes ISETL wird hier das CAS MuPAD benutzt. Ein Forschungsziel
der vorliegenden Untersuchung wird es daher sein, zu untersuchen, ob sich vergleichbare
Befunde bei Anwendung der APOS-Lerntheorie unter Benutzung des CAS MuPAD auch
im Schulbereich nachweisen lassen.
(A) ktion
Die m.E. klarste und umfassenste Definiton des Begriffs Aktion findet sich in Dubinsky [75,
S. 12] :
Das Versta¨ndnis eines mathematischen Konzeptes beginnt mit der Ausfu¨hrung von Aktionen auf
(mentalen oder physikalischen) Objekten, welche diese in ein neues Objekte oder dasselbe mit
anderen Eigenschaften transformiert. Damit ein Individuum eine Aktion durchfu¨hren kann, muss
es in seinem Bewußtsein eine spezifische Auflistung von Instruktionen vorliegen haben und die
Aktion muss tatsa¨chlich bis zum letzten Detail durchgefu¨hrt werden. Ob dabei das Rezept fu¨r eine
Aktion von einer anderen Person gegeben wird, aufgeschrieben vorliegt oder aus dem Geda¨chtnis
zuru¨ckgerufen wird, das Individuum empfindet die Durchfu¨hrung der Aktion jedenfalls als von
außen gesteuert.21
A¨hnliche Formulierungen finden sich in Dubinsky [89, S. 2], Asiala [6, S. 2], Brown [23,
S. 1], Cottrill [33, S. 4] oder Dubinsky [68, S. 9], wo es heißt:
”
[. . . ] das Individuum
beno¨tigt vollsta¨ndige und verstehbare Instruktionen, die pra¨zise Details u¨ber die notwen-
digen Schritte geben, die in Verbindung mit dem Konzept vorzunehmen sind.“
21Der Begriff Transformation verbleibt in der APOS-Theorie undefiniert; man kann sich darunter a¨ußer-
lich sichtbare Manipulationen des Individuums vorstellen, die Gegenstand einer Forschungsanalyse sein
ko¨nnen. So heißt es z.B. in Dautermann [41] : ”Eine Aktion ist eine wiederholbare mentale oder physi-
kalische Manipulation, die ein Objekt irgendwie vera¨ndert.“
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Aktionen22 sind demnach als repetierbare, oftmals kleinschrittige Handlungen zu verstehen,
die unselbststa¨ndig la¨ngs a¨ußerer Stimuli oder Algorithmen erfolgen, so dass die resultieren-
de Aktionsvorstellung eines mathematischen Konzeptes daher notwendigerweise zuna¨chst
eng und begrenzt bleibt. Dennoch sind die wa¨hrend dieser (z.B. CAS-)Aktivita¨ten aus-
gelo¨sten mentalen Konstruktionen wichtig fu¨r den Beginn des weiteren Versta¨ndnis- und
Versta¨ndigungsprozesses (auch mit dem CAS). Sie reichern die Erfahrungsbasis des Indi-
viduums entscheidend an und pra¨parieren fu¨r das Ausbilden einer nachfolgenden konzep-
tuellen Prozess- und Objektvorstellung. Im Kern stoßen Aktionen mit dem Experten CAS
medial vermittelt aktiv reflexive Abstraktionen an, indem sie geeignete mentale Konstruk-
tionen auszulo¨sen versuchen; dies formuliere ich weiter unten als
”
Prinzip der virtuellen
Erfahrungsbasierung“. Im engeren Sinne versteht die APOS-Theorie unter Aktionen daher
reflexionsfo¨rdernde Handlungen mit der mathematischen Programmiersprache, in erweiter-
ter Interpretation auch mit einem CAS.
Auf eine mißlungene oder retardierte Aktionsvorstellung eines Konzeptes kann die Lernper-
son die ho¨heren Phasen im Versta¨ndnisprozess nicht erfolgversprechend aufsetzen: es kann
zum Abreissen des Versta¨ndnisses kommen. Dieses Pha¨nomen sollte sich bei einer theo-
retischen Analyse des aufgezeichneten Datenmaterials (Interview-Transkript, schriftliche
Aufzeichnung, Lo¨sungsversuch o.a¨) mit Hilfe der APOS-Theorie nachweisen lassen.
Ein a¨hnliche Betonung der Handlungsorientierung als Grundlage von selbststa¨ndigen Lern-
prozessen findet sich auch bei Wittmann und Hefendehl–Hebeker.
Beispiel [Funktionsbegriff; A-Niveau]: Der Funktionsbegriff ist einer der zentralen
mathematischen Begriffe und in der Literatur vielfach untersucht worden, u.a. von von
Tall & Vinner [196]. Die Probleme von Schu¨lern bei der ada¨quaten Bildung dieses Kon-
zeptes sind weithin bekannt. Aus Sicht der APOS-Theorie liegt ein Aktionsversta¨ndnis
einer Funktion bei einem Schu¨ler dann vor, wenn er z.B. (nur) einzelne Funktionswer-
te berechnen, den zugeho¨rigen Graphen zeichnen, den Funktionsterm umformen oder ein
situatives Problem erst nach Vorgabe einer (mo¨glichst einzigen) Formel modellieren kann.
Relevante versta¨ndniskritische Probleme ergeben sich z.B.
• wenn das Ergebnis einer Funktion(’saktion’) z.B. ein Wahrheitswert oder selbst wie-
der eine Funktion ist
• wenn Funktionen stu¨ckweise zu einer neuen Funktion zusammengesetzt werden (Ein-
gabe: mehrere Funktionen; Ausgabe: eine neue Funktion; Transformation bzw. Akti-
on: Herstellungsprozess),
• wenn die Ableitung oder das Integral (Integralfunktion) einer Funktion wieder als
Funktion zu deuten ist
22Ich u¨bernehme das Wort ”Aktion“ hier als terminus technicus der APOS-Theorie und spreche nicht
von Handlungen oder ”Ta¨tigkeiten am Computer“ oder mit dem CAS, auch um weiterhin den ersten
Buchstaben im Akronym APOS sinnvoll verwenden zu ko¨nnen.
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• beim Versta¨ndnis fu¨r Operationen von bina¨ren Relationen auf Mengen wie z.B. Ska-
larmultiplikation, Multiplikation mit einem Skalar, Vektor- und Matrizenoperationen
der Linearen Algebra.
Einen Ausschnitt einer mo¨glichen Interaktion mit dem CAS zeigt der folgende Screenshoot,
vgl. Abbildung 2.1.
Abbildung 2.1: stu¨ckweise Funktionen in ISETLW 3.0β und MuPAD 2.5
Die zu verstehende stu¨ckweise definierte Funktion wird dabei jeweils als ein CAS-Objekt
mit Hilfe einer if-then-else-Bedingung konstruiert und berechenbar gemacht. Insbesondere
wird damit eine Zeichnung zur gedanklichen Vorstellung des Funktionsgraphen mo¨glich.
(P) rozess
Der zweite zentrale Begriff der APOS-Lerntheorie ist der eines Prozesses bzw. die Pro-
zessvorstellung eines Konzeptes in einem Individuum. Eine Definition gibt Dubinsky [75,
S. 12]:
Eine ho¨here Stufe von Versta¨ndnis wa¨re eine Prozess-Konzeption, bei welcher das Individuum
die Aktionen interiorisiert. Es beno¨tigt keine expliziten Auflistungen oder Berechnungen mehr,
um eine Operation auszufu¨hren, sondern kann sich diese vorstellen und mental durchlaufen. Die
involvierten Transformationen werden als intern gesteuert betrachtet und das Individuum kann
sich die Umkehrung des Prozesses oder die irgendwie geartete Kombination zweier Prozesse vor-
stellen.23
Charakteristisch fu¨r die Versta¨ndnisstufe einer Prozessvorstellung ist demnach, das mathe-
matische Aktionen oder Transformationen von Aktionen von der lernenden Person nicht
23eigene U¨bersetzung. Weitere Umschreibungen findet man bei Dubinsky [89, S. 3], Brown [23, S. 2],
Cottrill [33, S. 4]. Asiala [6, S. 2] formuliert: ”Wenn das Individuum u¨ber eine Aktion reflektiert und
eine interne [mentale; wL] Operation konstruiert, die im wesentlichen die gleiche Transformation [wie die
Aktion; wL] durchfu¨hrt, so sagen wir, die Aktion sei zu einem Prozess interiorisiert worden.“
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mehr tatsa¨chlich ausgefu¨hrt werden mu¨ssen, vielmehr kann sie sich – wie bei einem Ge-
dankenexperiment – nun vorstellen, sie seien ausgefu¨hrt worden. Dabei wird die ehemals
externe24 Kontrolle durch eine intern–mentale ersetzt. Die Ausfu¨hrung als solche wird
im Gegensatz zur Aktionsvorstellung vom Individuum selbst kontrolliert, d.h. bewußt,
selbststa¨ndig und ohne a¨ußere Anleitung vollzogen. Erst nachdem das Individum eine
Prozessvorstellung eines (mathematischen) Konzeptes ausgebildet hat, kann ein Prozess
umgekehrt oder mit anderen Prozessen koordiniert werden. Auf dieser Entwicklungsebene
des Konzeptversta¨ndnisses wird also der Umgang mit Prozessen als solchen mo¨glich.
Nach den Befunden der APOS-Theorie wird auch diese Phase der Versta¨ndnisbildung durch
Nutzung eines CAS gefo¨rdert. Denn die zugeho¨rigen mentalen Konstruktionen werden in
der Sprache des CAS gespiegelt, konkretisieren die Erfahrungsbasis des Individuums und
werden zur Voraussetzung fu¨r die nachfolgende Objektvorstellung, die einen Prozess zu
einem Objekt verdichtet bzw. verdinglicht. Die Konkretisierung der Prozessvorstellung
z.B. in einem Algorithmus projiziert dabei den Stand der mentalen Prozessbildung nach
außen in die Ebene der CAS-Sprache und wird dort kommunizierbar und diagnostizierbar.
Im engeren Sinne versteht die APOS-Theorie unter Prozessen daher reflexionsfo¨rdernde
Handlungen mit Hilfe einer mathematischen Programmiersprache.
Beispiel [Funktionsbegriff; P-Niveau]: Im Unterschied zum Aktionsniveau, bei dem
eine Funktion u¨ber einen Term mit expliziten Verzweigungen definiert wurde, wird unter
Nutzung des MuPAD-Konzeptes piecewise() der Zusammenbau einer neuen Funktion
aus kompakten fertigen Teilfunktionen (bzw. Teiltermen) u¨ber vorgeschriebenen Bereichen
mo¨glich. Dabei ist die Teilfunktion schon als eigensta¨ndiges Funktionsobjekt denkbar.
Einen Ausschnitt einer mo¨glichen Interaktion mit einem CAS zeigt der folgende Screen-
shoot, vgl. Abbildung 2.2.
MuPAD erlaubt auch eine termbasierte (im Gegensatz zur oben pra¨ferierten zuordnungs-
basierten) Funktionsdefinition, welche einen mathematik–affineren Output liefert:
(O) bjekt
Die dritte Phase bei der Bildung ho¨herer mathematischer Konzepte ist der Erwerb einer
Objektvorstellung eines Konzeptes. Dazu heißt es bei Dubinsky [70, S. 5]:
”
Ein Individuum
24Dubinsky [70, S. 5]: ”Das bedeutet: eine interne mentale Operation wird konstruiert, die das gleiche
leistet, wie die mehr externe Aktion. Der Term ’extern’ will nicht irgendetwas vom Individuum separiertes
andeuten. Vielmehr hat er etwas mit Pha¨nomenen zu tun, bei denen der Zugriff hauptsa¨chlich u¨ber die
Sinne erfolgt und die das Individuum als nicht unter seiner Kontrolle interpretiert.“
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Abbildung 2.2: stu¨ckweise definierte Funktionen in MuPAD auf dem Prozess-
Niveau
denkt u¨ber einen Prozess als Objekt, wenn es u¨ber Operationen reflektiert,die auf diesen
Prozess als Ganzes wirken.“ und ausfu¨hrlicher in Dubinsky [89, S. 3] :
Ein Objekt wird ausgehend von einem Prozess dann konstruiert, wenn das Individuum einen
Prozess als solchen [als Ganzes; wL] wahrnimmt und erkennt, das Transformationen auf ihm wirken
ko¨nnen. Wenn es notwendig wird, Aktionen an einem Prozess durchzufu¨hren, so muß das Subjekt
den Prozess als Ganzes einkapseln25 und so ein [neues mentales Denk-; wL] Objekt erschaffen.
Fu¨r viele mathematischen Operationen ist es notwendig, ein Objekt wieder zu entkapseln26 und
wieder mit dem Prozess zu arbeiten, aus dem es geschaffen wurde.27
Nach dem Versta¨ndnis der APOS-Theorie hat eine Lernperson dann ein Objektversta¨ndnis
erreicht, wenn ein Prozess als Entita¨t gedacht werden kann unter Absehen seiner Genese
und der konstruktiven Details. Die zugeho¨rige Objektvorstellung entha¨lt als genuinen Be-
standteil daher eine bewußt gewordene Sensibilita¨t des Individuums fu¨r die Totalita¨t eines
Prozesses. Auf dieser Stufe der reflexiven Abstraktion wird aus einem kognitiv gedachten
Prozess daher ein neues kognitives Objekt im subjektiven Wissen konstruiert und kann
in dieser Form selbst zum Gegenstand weiterer Denk- und Umformungsprozesse werden.
Objekte i.S.d. APOS-Lerntheorie sind daher enkapsulierte verdinglichte Prozesse.
Aus lo¨sungsstrategischer Sicht ist bei konkreten mathematischen Problemsituationen ein
flexibler Umgang mit Denk-Objekten und den dahinterliegenden verdichteten Prozessen
wichtig. Erfolgsentscheidend ist dabei oft, flu¨ssig zwischen der Prozessvorstellung und der
Objektvorstellung eines mathematischen Konzeptes wechseln zu ko¨nnen. Metaphorisch
25im Original: encapsulate
26im englischen Originaltext: de-encapsulate
27Weitere Definitionsvorschla¨ge finden sich u.a. bei Dubinsky [74, S. 6], Brown [23, S. 2] oder Cott-
rill [33, S. 4].
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ko¨nnte man von der Fa¨higkeit eines Individuums zum Einfrieren eines Prozesses zu ei-
nem Objekt bzw. dem Wiederauftauen eines Prozesses aus einem Objekt sprechen. Ho¨here
mathematische Denkhandlungen werden an strukturierten Objektansammlungen und in
deren Relationsgeflecht vorgenommen, setzen daher ebenfalls erfolgreich vollzogene Ob-
jektbildungen (Enkapsulationen) voraus. Ist z.B. das Funktions-Konzept nicht erfolgreich
zu einem Denkobjekt gekapselt, wird das nachfolgende Sprechen u¨ber Funktionenmengen
(und Eigenschaften solcher Mengen) sinnleer, da ein ansprechbares Denkobjekt im Kopf
des Lernenden nicht vorliegt.
Wir werden zeigen, dass ein geeignetes CAS wie MuPAD die notwendigen Ein- und Entkap-
selungen28 von Prozessen zu Objekten didaktisch entscheidend fo¨rdern kann. Dazu stellen
wir geeignete virtuelle Erfahrungen29 als Ersatz fu¨r die fehlende allta¨gliche Erfahrung im
Rahmen entprechend designter CAS-Lernarrangements bereit.
Beispiel [Funktionsbegriff; O-Niveau]: Eine Lernperson versteht Funktionen als Ob-
jekte, wenn es z.B. Funktionen auf Gleichheit u¨berpru¨fen kann, Funktionsgraphen als Gan-
zes und nicht aus einzelnen Punkte entstanden denkt, Funktionen addieren oder Mengen
von Funktionen bilden kann. Sie verharrt dagegen auf einer Prozessvorstellung, wenn z.B.
die Addition zweier Funktionen nur im Rekurs auf die (elementweise) Konstruktion aus
ihren einzelen Teilfunktionen gedacht werden kann oder eine stu¨ckweise definierte Funktion
in ihre Bestandteilen zerlegt werden muss. Das folgende MuPAD-Beispiel demonstriert die
Anbahnung von Objektvorstellungen innerhalb einer CAS-Sprache.
Einen Ausschnitt einer mo¨glichen Interaktion mit dem CAS zeigt der folgende Screenshoot
in Abbildung 2.3.
Nach der Definition zweier einzelner Funktionen f und g wird das neue Funktionsobjekt
f_plus_g in #1# konstruiert. Die Wertverlaufsgleichheit der Summenfunktion mit der ele-
mentweisen Addition der Einzelfunktionen wird an Beispielen in #2# verifiziert. In #3# wird
das neue Funktionsobjekt f_plus_g gezeichnet und mit den Teilfunktionen verglichen.
(S) chema
Die abschließende Phase beim Erwerb konzeptuellen mathematischen Wissens im Rahmen
der hier diskutierten APOS-Theorie ist die Schemavorstellung, die eine Lernperson zu
einem mathematischen Konzept strukturiert organisiert. Dubinsky [80, S. 4] formuliert wie
folgt:
Alle Aktionen, Prozesse und Objekte, die ein Individuum bezogen auf ein bestimmtes mathe-
matisches Konzept gebildet hat, werden gemeinsam zu einem Schema gebu¨ndelt. Ein Schema
(welches wiederum vorher gebildete Schemata einbeziehen kann) ist eine [stukturierte; wL] Ge-
samtheit, welche koha¨rent in dem Sinne ist, dass das Individuum ein (implizites oder explizites)
28Vgl. dazu Dubinsky [68, S. 11] ”En- und Dekapsulationsprozesse werden in der didaktischen Litera-
tur als schwierig angesehen (Sfard, 1987) und nur wenige didaktische Strategien haben sich als hilfreich
erweisen, Lernpersonen in Situationen wie Funktionen oder Nebenklassen zu helfen. Ein Grund ist, dass
es wenig in unserer Erfahrung gibt, dass dem Ausfu¨hren von Aktionen mit Prozessen entspricht.“
29gema¨ß unserem unten formulierten Prinzip der Sicherung virtueller Erfahrung
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Abbildung 2.3: Addition zweier Einzelfunktionen zur einer neuen Funktion
(Objekt) und deren Graph
Versta¨ndnis davon hat, wann ein Pha¨nomen in den Gu¨ltigkeitsbereich eines Schemas fa¨llt und
wann nicht.
Weitere Aspekte des Schema–Begriffs lassen sich den Forschungsberichten der APOS-
Literatur entnehmen. Danach werden nur verstandene30 vorher gebildete Konzepte in ein
Schema eingelagert und fu¨hren zu einer entsprechend reichhaltigen Vorstellung. Schemati-
siertes Wissen i.S.d. APOS-Theorie31 ist bewußt konstruiertes und verstandenes Wissen,
das struktieriert bzw.
”
thematisiert32“ vorliegt und in mathematischen Problemsituationen
zur Lo¨sungsfindung
”
de–thematisiert33“ werden kann. Mit seiner expliziten Thematisierung
wird ein Schema selbst zu einem mentalen Objekt und damit mo¨glicher Gegenstand wei-
teren Nachdenkens. Die individuelle Wissensbildung erfolgt nach der APOS-Theorie daher
im Modell eines zyklischen Prozesses, vgl. dazu Cottrill [33, S. 4] :
Analog zu einem Prozess kann ein Individuum u¨ber ein Schema reflektieren und es transformieren.
Auf diese Weise wird das Schema selbst zu einem neuen Objekt. [..] Folglich haben wir eine Ent-
wicklung, die als eine spiralige Abfolge von Aktion, Prozess und Objekt innerhalb expandierender
Schemata angesehen werden kann.34
30vgl. Dubinsky [74, S. 12] ”Ein Schema [. . . ]entha¨lt alle Interpretationen eines mathematischen Kon-
zeptes zusammen mit Eigenschaften und Beziehungen, die das Individuum von einem Konzept versteht.“
31im Gegensatz zur naiven Interpretation keineswegs schemenhaft i.S.v. ”nebulo¨s“ oder schematisch
i.S.v. ”unverstanden anwendend“.32vgl. Asiala [6, S. 2] ”Ein Schema kann thematisiert sein und so eine neue Art von Objekt bilden; ein
so thematisiertes Schema kann ebenfalls entpackt werden, um auf die zugrundeliegenden Komponenten
des Schemas zuzugreifen.“
33vgl. Asiala [6, S. 2]
34A¨hnlich heißt es bei Dubinsky [68]: ”Man beachte, dass fu¨r Aktionen Objekte erforderlich sind,
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Fehlvorstellungen eines Individuums sind i.S. der APOS-Theorie interpretierbar als In-
dikatoren fu¨r eine mo¨glicherweise misslungene Schemavorstellung35 eines Konzeptes. Sie
ko¨nnen sich nachweisen lassen in einer fehlerhaften Thematisierung bzw. nur bruchstu¨ck-
haft gelingender De–Thematisierungen. Ursachen ko¨nnen in der Nicht-Koordination wich-
tiger thematischer Wissens-Bestandteile liegen.
Befunde der APOS-Theorie belegen nun, dass mathematische Programmiersprachen wie
CAS die Koordinierung von vorher konstruierten Objekte anbahnen bzw. direkt fo¨rdern
ko¨nnen.
Beispiel [Funktionsbegriff; S-Niveau]: Im Vorgriff auf den folgenden Abschnitt sei
eine sog. prima¨re genetische Dekomposition36 des Konzeptes
”
bina¨re Verknu¨pfung“ vorge-
stellt, die fu¨r die lineare Algebra zentral ist. Diese genetische Dekomposition beschreibt die
verschiedenen APOS-Phasen einer zu entwickelnden Vorstellung vom Konzept der bina¨ren
Relation wa¨hrend des Lernprozesses einer Lernperson:
A: Die Lernperson kann eine bina¨re Verknu¨pfung ausfu¨hren, wenn diese explizit als Term
vorliegt. Sie ist in der Lage, eine solche Verknu¨fung als Funktionen mit 2 Eingaben
zu verstehen.
P: Die Lernperson kann sich eine generische bina¨ren Verknu¨pfung vorstellen, bei der 2
Objekte (Eingaben) eingehen, mit diesen etwas passiert und ein neues mathemati-
sches Objekt herauskommt.
O: Die Lernperson kann sich verschiedene bina¨re Verknu¨pfungen auf einer Menge vor-
stellen und zwischen diesen unterscheiden; insbesondere kann sie eine bina¨re Ver-
knu¨pfungen entkapseln, um mit ihr als Prozess zu arbeiten.
S: Die Lernperson hat eine Vorstellung von einer bina¨ren Verknu¨pfung entwickelt, die
in Problemsituation aufgerufen und benutzt werden kann.
Eine Lernperson versteht demnach eine bina¨re Verknu¨pfung als eine Funktion zusammen
mit einer Menge dann als ein Schema, wenn sie z.B. die systematische Verknu¨pfung von
schon konstruierten Objekten und bina¨ren Verknu¨pfungen zum Schema der algebraischen
Struktur organisieren und koordinieren kann. Sie verharrt dagegen auf einer bloßen Ob-
jektvorstellung, wenn z.B. die bina¨ren Verknu¨pfungen auf einer Menge nur getrennt von
der zugrundeliegenden Menge vorgestellt werden ko¨nnen.
Das folgende MuPAD-Beispiel zeigt die Anbahnung der Schemavorstellungen zu den Kon-
zepten
”
bina¨re Verknu¨pfung“ und
”
Restklassenring“, formuliert innerhalb der CAS-Sprache.
Objekte erfordern Prozesse und Prozesse setzen Aktionen voraus, so ergibt sich ein gewisser spiraliger
Aspekt in unseren Betrachtungen.“
35Auf A¨hnlichkeiten mit den Begriffen Kernschemata (vgl. Ruf & Gallin), bzw. fundamentaler Ide-
en oder Grundvorstellungen (vom Hofe) sein hiermit verwiesen. Auch die concept image vs. concept
definition Dichotomie von Tall & Vinner zeigt offenkundige Analogien mit der Schemakonzeption der
APOS-Theorie.
36nach Brown; Do¨rfler spricht von ”hypothetischer Lerntrajektorie“.
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Einen Ausschnitt einer mo¨glichen Interaktion mit dem CAS zeigt der folgende Screenshoot,
vgl. Abbildung 2.4.
Abbildung 2.4: Anbahnung einer Schemavorstellung I
Kommentar: In #1# wird die zugrunde liegende Menge der 5-Restklasse definiert und die
zugeho¨rige bina¨re Verknu¨pfung add_5 mittels contains() nur fu¨r die Elemente der in #1#
definierten Menge Z5 zugelassen. In #3# werden Beispiele erprobt, bevor in #4# die Relation
add_5(.,.) durch einen infix-Operator vereinfacht notiert wird: dabei bleibt via Formel
#3# der Kontakt zur urspru¨nglichen 2-stelligen Funktion erhalten und lediglich als eine
andere Notation explizit konstruiert. Eine Additionstafel (interpretiert als Wertetabelle
der 2-stelligen Relation) bildet ein erstes Beispiel. Die zugeho¨rige Multiplikationstafel #8#
la¨ßt eine zweite bina¨re Operation auf der gleichen Menge operieren, siehe Abbildung 2.5.
Insgesamt gilt es den Begriff der bina¨ren Verknu¨pfung zuna¨chst als 2-stellige Funktion auf
einer Menge zu verstehen und zusammen mit dieser Menge und zugeho¨rigen Eigenschaften
(wie z.B. der Abgeschlossenheit) als neues eigenes Objekt zu denken. Dies wird oben ohne
Worterkla¨rungen durch Beobachtungen am Lern-Material innerhalb der CAS-Sprache an-
geregt. Auf diese Weise lassen sich anschließend z.B. die Begriffe des Inversen, des neuralen
Elementes etc. aus dem Datenmaterial mittels geeigneter Anfragen (’Experimente’, ’ange-
leiteten Erkundungen’) extrahieren.
Anmerkungen:
1. In Analogie zur APOS-Theorie sollen nach Wittmann [211, S. 103]
”
Grundkenntnisse
und Grundtechniken [. . . ] bei den Schu¨lern als kognitive Schemata verfu¨gbar werden.“
Dabei hat ein kognitives Schema
”
folgende Merkmale: Es ist plastisch (flexibel), modifi-
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Abbildung 2.5: Anbahnung einer Schemavorstellung II
zierbar (speziell generalisierbar und diskriminierbar), transferierbar, von u¨berflu¨ssigem
Beiwerk gereinigt (’abstrakt’) und mit anderen Schemata verzahnt.“
2. Bildhaft kann man sich den APOS-Prozess als eine Spirale vorstellen:
Abbildung 2.6: zyklischer Wissensbildungsprozess gema¨ß der APOS-Theorie;
das rechte Bild demonstriert dies am Beispiel des Funktionskonzepts
Zusammenfassend formuliert dazu Dubinsky [80, S. 5]
Eine basale Hypothese der APOS-Theorie ist nun, dass viele schwierige mathematischen Kon-
zepte (z.B. die Kettenregel, der Satz von Lagrange, die Konstruktion von Quotientengruppen)
fu¨r Schu¨ler besser zuga¨nglich werden, sobald sie geeignete Aktionen, Prozesse, Objekte und
Schemata konstruiert haben. Dazu lasse ich die Schu¨ler Computer-Programme schreiben, die
sie dazu fu¨hren diese spezifischen Konstruktionen auf dem Computer zu machen und dies kann
zu geeigneten Konstruktionen in ihren Vostellungen fu¨hren.
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Diese Darstellung bringt somit zum Ausdruck, dass im APOS-Wissensbildungsprozess
kein Stufung durchlaufen wird, sondern eher eine Phasierung des Lernprozesses erfolgt.
Daher liegt auch keine
”
Treppenmodellvorstellung des Fortschritts zu ho¨herere Erkennt-
nis“ vor, sondern das Durchlaufen von notwendigen Abschnitten zur Anbahnung des
Versta¨ndnisses.
2.1.3 Das zyklische A.C.E.-Lernarrangement
Das zur APOS-Lern-Lehr-Theorie von Dubinsky und seinen Mitarbeitern entwickelte zu-
geho¨rige Lernarrangement wird als
”
A.C.E.-Zyklus“ bezeichnet. Dieses Lernarrangement
wurde zuna¨chst als Ersatz fu¨r die traditionelle Vorlesung konzipiert, von deren Wirksam-
keit man nicht mehr u¨berzeugt war, und zielte auf die Fo¨rderung des Lernens avancierter
mathematischer Begriffsbildungen. Der Einsatz von Computern im Lehr-Lernprozess ver-
langte nach einer anderen Organisation. Daher wurden Wochenabschnitte gebildet, die
jeweils in drei Phasen unterteilt wurden, vgl. Dubinsky [68, S. 22]37:
Activities: Die Klasse trifft sich im Computer-Raum, wo die Studenten in Teams an Computer-
Aufgaben arbeiten, die entworfen sind, um jene spezifischen mentalen Konstruktionen an-
zubahnen, die von unserer Forschung38 empfohlen werden.Diese Computerlabor-Auftra¨ge
sind i.d.R. zu umfangreich, um in der vorhandenen Arbeitszeit bewa¨ltigt zu werden und
es wird erwartet, dass die Studenten auch zu anderen O¨ffungzeiten zum Arbeiten kommen
oder andere PC-Labors nutzen, um ihre Auftra¨ge zu beenden.
Class: Die Klasse trifft sich im Kursraum, wo die Studenten in Teams an Papier-Bleistift-
Aufgaben arbeiten, die auf den Computer-Aktivita¨ten aus dem Lab aufsetzen. Der Instruktor
fu¨hrt gruppeninterne Diskussionen, die darauf abzielen, den Studenten Gelegenheit zur Re-
flexion u¨ber ihre Rechnungen zu geben. Gelegentlich stellt der Instruktor auch Definitionen,
Erkla¨rungen und U¨berblicke bereit, um zu bu¨ndeln, u¨ber was die Studenten nachdenken.
Exercises: Vergleichsweise traditionelle Aufgaben werden angeboten, an denen die Studenten
wiederum in Teams arbeiten. Diese sollen ausserhalb von Kurs und Labor vervollsta¨ndigt
werden und stellen somit Hausarbeiten dar, welche die Laborarbeit erga¨nzt. Zweck der
Aufgaben fu¨r die Studenten ist es, die konstruierten Ideen zu versta¨rken, die gelernte Ma-
thematik zu benutzen und – gelegentlich – u¨ber Situationen nachzudenken, die erst spa¨ter
genauer studiert werden.
Erprobungsbericht von R. Smith. Details zu Organisation und Ablauf gibt Smith
[188] in einem ausfu¨hrlichen Erfahrungsbericht u¨ber die dreimalige eigene39 Erprobung
des innovativen Ansatzes40 in Vorlesungen zur Abstrakten Algebra und beschreibt, wie
kooperatives Arbeiten und die spezifischen integrierten Computeraktivita¨ten41 zur Kon-
struktion und Interiorisierung von Begriffen der Algebra konkret eingesetzt wurden.
37eigene U¨bersetzung
38sog. ”genetische Dekompositionen“, d.h. sorgfa¨ltig designte theoretische Lerntrajektorien.39der Konzept wurde an 5 Universita¨ten in Kanada, Israel und den USA erprobt. Smith selbst hatte
nach eigener Auskunft u¨ber abstrakte Algebra mehr als 28 Jahre gelehrt.
40gefo¨rdert von der NSF, s.o.
41mit ISETL 3.0
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Vor Erprobungsbeginn wurden die Studenten sowohl auf die erhofften Wirkungen als auch
auf die zu erwartende ho¨here Arbeitsbelastung durch die zusa¨tzliche Arbeit am Computer
hingewiesen. Die Kooperations-Gruppen bestanden aus jeweils 3-4 Studierenden, wobei
leistungsstarke Personen u¨ber die Teams verteilt wurden und zudem in jedem Team min-
destens eine Person PC–Erfahrung hatte. In den ersten beiden Versuchen waren die Teams
geschlechtsgemischt, im dritten Durchgang getrennt geschlechtlich zusammengesetzt. Nach
Smith erzielten die mixed-gender-Teams substanziell bessere Resultate. Insgesamt zeigt sich
ein tieferes Versta¨ndnis der erworbenen Konzepte, die sich insbesondere in erho¨hten Be-
weisfu¨hrungskompetenzen niederschlugen. Allerdings erlaubte der reformierte Kurs wegen
der PC-Einbeziehung nicht die volle thematische Abdeckung einer traditionellen Vorlesung
zur Abstrakten Algebra.
Die Gruppen trafen sich 4-mal in der Woche offiziell, dabei in der Anfangsphase der ersten
zwei Wochen ausschließlich42 im PC Labor. Die Abfolge war danach PC-Interaktion (A)
gefolgt von einer zweimaligen Kurs-Interaktion (C, C) sowie U¨bungen (E) im PC-Labor.
Die mathematische Konzeptbildung wurde jeweils durch PC-Aktivita¨ten (
”
A-Phase“) an-
geregt und zwar
”
with minimal explanation beforehand“. Im Kurs (
”
C-Phase“) wurden
Aktivita¨ten zur Verfeinerung der mentalen Konstruktionen und zu einem mehr forma-
len Versta¨ndnis gestellt, die durch traditionelle Hausu¨bungen (
”
E-Phase“) zur Festigung
erga¨nzt wurden. Die Klassen-Interaktion beschreibt Smith als einen
”
modifizierten Sokra-
tischen Dialog“. Der Instruktor gab Darlegungen zu einem Thema, fu¨hrte formale Defini-
tionen ein oder fasste die Ergebnisse studentischer Arbeit zusammen. Gelegentlich bewies
der Dozent einige der mathematischen Sa¨tze oder die Studenten formulierten eigene Sa¨tze
bzw. suchten Gegenbeispiele.
Ratschla¨ge zum Lo¨sen der gestellten Probleme wurden nicht gegeben. Stattdessen wurde
eine Fragekultur geschaffen, die eine mo¨glichst weitgehende eigene Lo¨sungssuche forcierte.
Jeder Frage an den Dozenten sollte intensives eigenes (Gruppen)Bemu¨hen vorausgehen.
Fragen an den Dozenten wurden daher i.d.R. lediglich mit Gegenfragen beantwortet43. Vor
der (formalen) Einfu¨hrung bzw. Behandlung allgemeiner Konzepte wie Gruppe o.a¨. wurden
von den Studenten informell zugeho¨rige Beispiele am PC untersucht.
Smith gibt dazu folgendes
Beispiel. Es soll der Begriff des Inversen eines Elementes mental mit Hilfe von ISETL
konstruiert werden.
U¨: Definiere Z12 und die Funktion inv auf Z12, die das additive Inverse eines Elementes von Z12
produziert.
Z12 := {0..11};
inv := func(x);
if x in Z12 then
42Grund war die notwendige Einarbeitung in die Software ISETL und das PC-System. Dies entspricht
auch meinen Erfahrungen, s.u.
43
”Dr. Smith, ich mo¨chte Ihnen eine Frage stellen, damit Sie mir eine Frage stellen ko¨nnen und ich
herausfinden kann, was ich eigentlich zeigen will.“
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return (choose g in Z12 | (x + g) mod 12 = 0);
end;
end;
Teste die Funktion durch Berechnen des additiven Inversen von 2, 5, 6, 11 und 0.
inv(2); inv(5); inv(6); inv(11); inv(0);
Verwende die angegebene Funktion, um folgende Fragen zu beantworten.
Was ist das Inverse des Inversen von 2? Was ist das Inverse des Inversen von 5?
inv(inv(2)); inv(inv(5));
Was ist die Summe von 6 und seinem Inversen?
Was ist die Summe von 11 und seinem Inversen?
(6 + inv(6)) mod 12; (11 + inv(11)) mod 12;
Eine mo¨gliche erste Interaktion zeigt folgender ISETL-Bildschirmauszug, vgl. Abbildung
2.7.
Abbildung 2.7: Informelle Erfahrungen zum Begriff des Inversen mit ISETL
Kommentar: Die Inversenbildung wird dabei programmsprachlich als eine ISETL-Funktion
repra¨sentiert, die zu einem vorgegebenen Element x ∈ Z12 ein geeignetes Element g ∈ Z12
sucht (mit Hilfe der system-immanenten Funktion choose, die nach einer erfolgreichen Exi-
stenzpru¨fung eine willku¨rliche Auswahl aus der Kandidatenmenge trifft), dessen Summe
mit x bei Division durch 12 den Rest 0 la¨ßt. Die nachfolgenen Tests stellen Erfahrungen
fu¨r die Lernperson im Umgang mit der Funktion inv bereit. Man beachte die program-
miersprachliche Repra¨sentation von x ∈ Z12 als ”x in Z12“ und den Operator ”|“ der
Mengenkomprehension, welcher der u¨blichen mathematischen Notation entspricht und die
Sprechweise
”
. . . mit der Eigenschaft, dass . . .“ programmiersprachlich abbildet.
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Beispiel: Thematisierung der Inversenbildung im CAS MuPAD
Zum Vergleich sei eine mentale Konstruktion des Konzeptes des Inversen mit MuPAD
demonstriert. Man beachte im Folgenden, dass die (blaue) Systemantwort bei der aktuellen
Vollzugshandlung einer Lernperson jeweils konkret entsteht, wa¨hrend sie im vorliegenden
Text fu¨r den Leser schon fertig zur Betrachtung vorliegt. Die Konstruktionshandlungen
mit ihren mentalen Wirkungen auf die Objektbildung
”
Inverse“ sind daher
”
beim reinen
Lesen“ des Bildschirmauszugs in Abbildung 2.8 nur zu erahnen.
Aktion & Prozessvorstellung Inverses: Zeile #1# konstruiert die zu betrachtende
Menge Z12 mit Hilfe des MuPAD-Sequenzoperators $ durch Hinschreiben des ersten und
letzten Elementes - das gedankliche Konstrukt erzeugt aber in der CAS-Antwortzeile die
komplett zu Ende gedachte Menge: der menschliche Beobachter erfasst dies mit dem Auge
und sieht seinen eigenen geistigen Entwurf besta¨tigt:
Abbildung 2.8: Inversenbildung I: die definierende Gleichung als 2-stelliger
Funktionsterm
Zeile #2# repra¨sentiert die Suche nach dem Inversen von 2 in der Menge Z12; der Term
links des Sequenzoperators stellt dabei den Term dar; dies wird in #3# als Funktionsterm
notiert und in #4# auf Z12 ausgewertet.
Der funktionalle Zusammenhang einer Zahl und seines Inversen u¨ber eine definierende
Gleichung wird in #6# und #7# angebahnt; hierzu ist ein Prozess-Versta¨ndnis des Konzep-
tes Funktion notwendig bzw. wird hier aufbauend konstruiert, das 2-stellige Funktionen
einschließt, s.o.
Objektvorstellung Inverses: Die programmtechnische Konstruktion von inv2 (die
”
2“
erinnert an eine 2-stellige funktionale Beziehung) in #8# als wahrheitswertige Funktion44
44Dazu wird die bewertete Relation in die Funktion bool eingesetzt; diese gibt den Wahrheitswert fu¨r
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Abbildung 2.9: Inversenbildung II: die definierende Gleichung als wahrheits-
wertiger 2-stelliger Funktionsterm sowie die reflexive Abstraktion vom Modul
inv2: Z12×Z12 → {true, false} mit zwei Eingaben erlaubt die Feststellung des Inversseins
(na¨mlich als true oder false ) zweier Elemente aus Z12 zueinander, vgl. #9# in Abbildung
2.9.
In #10# und #11# wird mental konstruiert, dass das Inverssein zusa¨tzlich abha¨ngig ist von
dem betrachteten Modul, d.h. vom zu Grunde liegenden Restklassenring – die zugeho¨rige
Funktion wird 3-stellig: inv3 .
Die kritische mentale Kontruktion des Inversen wird in #12# konkret am Beispiel des Inver-
sen der Zahl 5 in Z12 angebahnt und in #13# allgemein abgeschlossen: die Makro-Funktion
select filtert aus der Menge Z12 diejenigen Elemente aus, auf welche das durch die an-
gegebene anonyme45 Funktion beschriebene Pra¨dikat zutrifft. Die mentale Prozessbildung
abschließend abstrahiert man den Selektionsprozess #12# durch Substituieren der Konstan-
ten 5 durch eine Variable. Die resultierende einstellige Funktion inv1 konstruiert damit
das Schema der Inversenbildung innerhalb des CAS : die fu¨r den mathematischen Begriff
des Inversen konstitutive Eigenschaft spiegelt sich konstruktiv in der Programmierspra-
che und schafft dadurch die Mo¨glichkeit als mentales Objekt in der Wissendoma¨ne der
Lernperson repra¨sentiert zu werden. Insofern wird – vermittelt durch die Sprache des
CAS – der Wissenerwerb eines mentalen Konstruktes vollzogen. #13# setzt im u¨brigen
ersichtlich eine tragfa¨hige Schemavorstellung des Funktionskonzepts voraus. Der choose–
Befehl von ISETL wird als Selektionsprozess (
”
Filtern“) mittels einer Pra¨dikatfunktion
die aktuelle Belegung zuru¨ck.
45d.h. man hat der Pra¨dikatsfunktion gar keinen Namen gegeben, da sie nicht weiter referenziert wird,
sondern vielmehr nur lokal im Aufruf von select intererssiert.
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Abbildung 2.10: Inversenbildung III: reflexive Abstraktion der Inversenbil-
dung inv1 zu einem Operator mit einstellbarer Priorita¨t
rekonstruiert. Der MuPAD–Funktion select realisiert im Hintergrund den zugeho¨rigen
Existenz-Quantor, der Novizen bekanntlich erhebliche Versta¨ndnisprobleme bereitet. U¨ber
die materialisierte Codestrecke im CAS kann man im Anschluß versta¨ndnisvoll reden und
Verstehenssprozesse auslo¨sen, u¨ber diffuse
”
innere“ Vorstellungen dagegen nicht.
Inversen-Schema: Wie in der Mathematik u¨blich, kann die Inversenbildungsfunktion
(als Materialisierung des Prozesses) sprachlich als einstelliger Postfix-Operator (z.B. mit
dem hier gewa¨hlten freien Symbol ~) notiert werden: genau dies rekonstruiert #16# in der
Syntax des CAS MuPAD. Die Zeilen #17# und #18# demonstrieren dies, siehe Abbildung
2.10.
Zeile #19# fokussiert einige Subtilita¨ten und gibt Anlass zu weiteren Beobachtungen z.B.
nach der Frage der Priorita¨t des Operators
”
~“, dessen Bindung hier fu¨r den Novizen un-
erwartet nach der von
”
+“ kommt: 5+5~ = (5+5)~=10~=2. Diese Priorita¨t von
”
~“ la¨ßt
sich durch Wahl eines anderen Gewichts in #16# (Priorita¨tswert ist hier auf 1000 gesetzt)
a¨ndern. Jedenfalls ist mit dem Einkapseln der Funktion inv1 in einen Operator ~ der men-
tale Konstruktionsprozess des Wissenskonzeptes Inverse(nbildung) zu einem ersten Ab-
schluss gebracht und das Schema des Inversen ist i.S.d. APOS-Theorie thematisiert.
Kurzum: das thematisierte Inversenschema rekonstruiert den Inversen-Operator aus einer
1-stelligen Funktion (’Inverses von . . . ’), die wiederum aus der Prozessvorstellung einer 2-
stellige Relation (’x ist das Inverse von y’) destilliert wurde. Dies ist i.S.v. Do¨rfler zugleich
eine mo¨gliche
”
hypothetische Lerntrajektorie“ zur Inversenbildung.
Anmerkungen:
36 § 2. Lerntheoretische U¨berlegungen zur Wissenskonstruktion
1. Die hier skizzenhaft vorgetragene Thematisierung der Inversenbildung will also kein
schu¨lergema¨ßes Lernarrangement vorschlagen, sondern lediglich als Lernumgebungskern
eine mo¨gliche genetische Dekomposition im Wissensbildungsprozess fu¨r das mathema-
tische Konzept Inverse aufzeigen. Es sollte aber sichtbar geworden sein, dass das CAS
MuPAD eine sinnvolle Meta-Sprache bildet, innerhalb derer auch Schu¨ler und Schu¨le-
rinnen konstruktiv Wissen ausbilden ko¨nnen und dieses Wissen notational unterstu¨tzt
finden. Der vorgestellte APOS-Ansatz mit (einem anzupassenden A.C.E.-Lernzyklus)
kann sich daher fu¨r einen allgemeinbildenen Mathematikunterricht als tragfa¨hig erwei-
sen.
2. In den lediglich einzeiligen Codeschnipseln inv2 und inv1 wurde das zu erwerbende
mathematische Wissen zur Inversenbildung CAS-sprachlich materialisiert und zur Wis-
senskonstruktion vorbereitet. Diese wurden mathematik-nah funktional repra¨sentiert;
auf die Verwendung allgemeinerer Prozeduren (mit dem Schlu¨sselwort proc) wurde
wegen des ho¨heren
”
bu¨rokratischen“ Programmieraufwandes und des zugeho¨rigen men-
talen Aufwandes verzichtet. Prozeduren im eigentlichen Sinne werden in dieser Arbeit
ausschließlich zur Abstraktion von Verfahren eingesetzt. ISETL bietet dagegen lediglich
die Prozedur-Variante mit func an.
Nicht der Erwerb von Programmierkenntnissen steht im Zentrum, sondern die versta¨ndi-
ge Nutzung jener ma¨chtigen Sprach- und Ausdrucksmo¨glichkeiten des CAS, die klein-
schrittiges Programmieren (und Denken) nicht erfoderlich machen.
3. Man beachte den Unterschied in der Kommunikation des Nutzers eines modernen CAS
und einer mathematischen interpretierten Programmiersprache wie ISETL. Die Ant-
worten von MuPAD erfolgen
”
zwei-dimensional“ in mo¨glichst starker Anlehnung an die
mathematische Hochsprache. Die Lernperson wird daher en passent in die mathematik-
sprachliche Symbolik eingeu¨bt. Da die Bezeichnungssyntax vom Experten(system) CAS
oft auch vorgegeben wird, findet zugleich eine Einu¨bung in semi-professionelle Routinen
statt (User als Semi-Experte). Auf Details hierzu gehe ich unter der Frage der Eignung
gewisser CAS fu¨r den konstruktiven Lernprozess gema¨ß der APOS-Theorie na¨her ein.
4. Varianten des A.C.E.-Zyklus mit antizipierten genetischen Dekompositionen des Lern-
gegenstandes findet man z.B. in der Konzeption der hypothetischen Lerntrajektorie von
Simon (auch: Do¨rfler) oder dem Konzept des
”
generic organizer“ von Tall [195].
Zum Design von Lernumgebungen im A.C.E-Zyklus nach Cottrill
Als Beispiel betrachte man einen Auszug aus der Linearen Algebra von Cottrill46
Das Lehrmaterial liegt den Studierenden als Online-Buch vor. Es beginnt in jedem Unter-
kapitel mit ca. 10 Auftra¨gen fu¨r die A.-Phase. Danach folgen mathematische U¨berlegungen
46Diese Vero¨ffentlichung erschien erst nach Abschluß meiner Vorarbeiten im Jahre 2001; sie zeigt die
prototypische Gestaltung von Lehr-Lern-Material der APOS-Gruppe.
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Abbildung 2.11: A.C.E.-Zyklus am Beispiel der Linearen Algebra von Cott-
rill et al.: verkleinertes Original der Seiten 32(A), 34(C) des Online-Buches
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fu¨r die C.-Phase, die typischerweise mit vielen kognitionsstiftenden Zwischenfragen47 un-
terbochen sind. Diese Phase ist a¨ußerlich im Text als
”
Diskussion“smaterial (fu¨r den Kurs
mit/ohne Lehrperson) erkennbar und greift auf die wissenskonstruktiven Vor–Erfahrungen
aus der A.-Phase zuru¨ck. Die abschließende E.-Phase umfasst i.d.R. wieder je ca. 10 (oft
innermathematische) Aufgaben, siehe z.B. Abbildung 2.12.
Abbildung 2.12: E.-Phase im ACE-Zyklus, vgl. Cottrill a.a.O. 35(E).
Das zitierte Buch umfasst auf 389 Seiten in 7 themenzentrierten Kapiteln ca. 420 aus-
gewa¨hlte speziell konstruierte Auftra¨ge und Aufgaben.
2.1.4 Adaptionen des A.C.E.-Lernzyklus
A.C.E.–Fallstudie von Balas et al. In einer Fallstudie zur Analysis-Reform erprobten
Andrew Balas et al. [9] an der Universita¨t von Wisconsin-Eau Claire (USA) u¨ber 4 Se-
mester (2 Jahre) eine Abkehr vom traditionellen 4:048–Instruktionsformat. Die Kussta¨rken
in Analysis I schwankten dabei zwischen 15-35 Personen, fielen also in die Gro¨ßenordnung
deutscher Grundkurse der gymnasialen Oberstufe.
Diesen reformierten Kursen wurde zuna¨chst die Konzeption Dubinsky’s zusammen mit
einem A.C.E.-Zyklus im 2:249–Format zu Grunde gelegt; als mathematische Programmier-
umgebung wurde ISETL benutzt, fu¨r symbolische Berechnungen das CAS Derive.
Die Befunde zeigten, dass die teilnehmenden Studierenden die PC-Labors positiv annah-
men und die damit vermittelten inhaltliche Konzepte verstanden hatten. Ihren Erfolg
schrieben die Studierenden aber gro¨ßtenteils der kooperativen Kleingruppen-Arbeit zu.
Parallele anonyme Einstellungserhebungen wiesen zwiespa¨ltige Einstellungen50 nach. Die
47ohne Antworten; sie sind gedacht fu¨r die Gruppenphasen ohne PC-Arbeit
48d. h. 4 Einzelstunden Vorlesung, keine PC-Nutzung, keine kooperativen Lernformen
49d. h. eine 2-stu¨ndige Vorlesung und 2 einstu¨ndige PC-Labs
50Berichtet wird u¨ber gea¨nderte Sichtweisen zum Entstehen von Mathematik, Mathematik als lohnende
Bescha¨ftigung mit positiver Faszination, von einem gewachsenen Versta¨ndnis fu¨r das Funktionskonzept,
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Reaktion der Kollegen von Balas war skeptisch verhalten, in Folgekursen wurden Ma¨ngel
im ha¨ndischen Rechnen beklagt.
In einer nachfolgenden Erprobung wurde das Format auf 3:251-Format umgestellt und
der A.C.E.-Zyklus durch einen L.A.B.-Zyklus52 ersetzt: Mit einer vorangestellten Launch-
Phase wurde der Wunsch der Studierenden aufgegriffen, die PC-Aktionen durch einleitende
”
U¨berblicks-“Vortra¨ge vorzubereiten. Ziele der Labor-Phase waren dann u. a. die in der
Launch-Phase umrissenen Konzepte durch Explorationen und Experimentierhandlungen
zu erkunden sowie ein mathematisch reichhaltiges Lernarrangement fu¨r die Darstellung,
Erkundung und Reflexion mathematischer Konzepte der Analysis anzubieten. Zugleich
sollte das Lo¨sen komplexer Probleme mit Technologie-Unterstu¨tzung geu¨bt und die Ver-
mittlung von Technologie-Fertigkeiten fu¨r Folgeveranstaltungen bereit gestellt werden.
Die Befunde zeigten, dass die Studenten das revidierte 3:2-Format dem 2:2-Format vorzo-
gen. Ein multiple-choice-Test verglich die in einer traditionellen 4:0-Vorlesung vermittelten
Kenntnisse und Fertigkeiten mit denen in dem 3:2-Format erworbenen53. Die Ergebnis-
se zeigten eine signifikant bessere Performance der Studenten aus dem reformierten 3:2-
Format.
Befunde zur Genderproblematik. Nach Shelby et al.54 stellen Frauen eine unter-
repra¨sentierte Gruppe in den Informatikwissenschaften dar. U¨berdies wurde das Selbstver-
trauen als ein signifikanter Faktor fu¨r die Prognose der mathematischer Leistung fu¨r Frauen
erkannt. Shashani55 fand, dass dieses Selbstvertrauen bzgl. Mathematik positiv korrelliert
zu dem Selbstvertrauen in Informatik. Goulet & Clay56 sehen Hinweise darauf, dass Frau-
en auf PC-Labor-Erfahrungen nicht auf die gleiche Weise wie Ma¨nner reagieren, vermutlich
teilweise wegen der Computer-Umgebung selbst. Es wird daher vermutet, dass eine Lehr-
Lern-Umgebung, in der Studenten eine direktere Verbindung zwischen der Vorlesung und
dem PC-Labor vorfinden, fu¨r weibliche Studenten hilfreich sein ko¨nnten. Der Vergleich
ihrer Umfrage-Fakten weist jedenfalls darauf hin.
Als kritische Komponente fu¨r Akzeptanz und Lernerfolg eines CAS-Lernarrangements stellt
sich das Design auch unter lerntheoretischer Perspektive heraus.57 Danach wird es als
fo¨rderlich angenommen, wenn die Studenten direkter zwischen Vorlesung und PC-Erkundung
einer positiven Wertscha¨tzung von Selbstfinden, Selbstlo¨sen, Selbstdenken. Manche Studierende lernten
aber auch lieber nach dem Lehrbuch, glaubten ”nicht viel von den Computern zu lernen“, wu¨nschten
konzeptuelle Erla¨uterungen vor den PC-Labor Aktivita¨ten.
51d. h. 3 Einzelvorlesungen und eine 2-stu¨ndige Laborveransaltung
52Launch–Aktivita¨ten–Build; die Build-Phase entspricht dabei der E-Phase aus dem A.C.E.-Zyklus.
53Beide Kurse wurden im gleichen Semester vom gleichen Dozenten unterrichtet.
54L. Selby & K. Ryba & A. Young: Women in computing: What does the data show? New Zealand
Journal of Applied Computing and Information Technology, 2 (1998), no. 1, 74– 81.
55Lily Shashani: Gender differences in computer attitudes and use among college students. J. Educa-
tional Computing Research 16 (1997), no. 1, 37–51.
56M. Goulet & J. Clay: A comparison of student attitudes towards technology driven calculus activities
versus technology flexible calculus activities. University of Wisconsin-Eau Claire, Preprint, 1999.
57Balas verweist auf Studien von M. Prosser & K. Trigwell: Relations between perceptions of the
teaching environment and approaches to teaching. British Journal of Educational Psychology, 67 (1997),
25–35.
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wechseln ko¨nnen und die Dozenten die Zeitscheibe fu¨r PC-Arbeit und Kursarbeit somit
flexibler einteilen ko¨nnen.
Diese Befunde wurden in meinem Unterrichtsdesign beachtet, vgl. § 3.
2.1.5 weitere Lerntheorien fu¨r einen CAS-gestu¨tzten Mathematik-
unterricht
Ich verweise kurz auf wenige weitere mo¨gliche Lerntheorien, die fu¨r einen CAS-intensiven
Unterricht empfohlen worden sind.
1. Buchberger’s epistemologische Helix. Es handelt sich dabei um eine didaktische
Leitlinie zum Erkunden einer bekannten mathematischen Wissensdoma¨ne, die aber in er-
weitertem Sinne auch als eine Forschungsstrategie zum Erwerb von neuem mathematischen
Wissen dient. Eine ausfu¨hrliche Darstellung der Kreativita¨tsspirale58mit vielen Beispielen
findet sich in [124, S. 81-123].
Buchberger’s epistemologische Helix startet mit Problemstellungen oder der Betrachtung
von Beispielen, an denen ein Lernender mathematische Pha¨nomene beobachtet, eine Ver-
mutung aufstellt oder eine Beweisidee gewinnt. Wenn die Vermutung bewiesen ist, wird
sie zu einem Theorem, d. h. einem argumentativ abgesicherten Lehrsatz im Rahmen einer
Theorie. Entha¨lt der Lehrsatz zusa¨tzlich Formel- oder Verfahrenswissen, so kann dieses
Wissen in einem Algorithmus implementiert werden. Dieser Algorithmus kann auf neue
Daten, andere Beispiele oder weiterfu¨hrende Problemstellungen angewandt werden. Damit
erhebt sich die epistemologische Helix zur na¨chsten Windung. Buchberger’s epistemolo-
gische Helix empfiehlt also zur Genese von Wissen oder zur Lo¨sung von Problemen den
Durchlauf von 4 Phasen, siehe Abbildung 2.13.
Abbildung 2.13: Buchberger’s epistemologische Helix zur Wissensgenese
Jede Phase besitzt typische Aktivita¨ten.
58in Heugel at al. statt ’epistemologische Helix’
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1. die heuristisch-experimentelle Phase: Beispiele studieren, Hypothesen formulieren, Lo¨-
sungsstrategien planen, intuitive Konzeptionen ausbilden, induktives Schließen, CAS–
unterstu¨tzt experimentieren, Trial & Error-Situationen u¨berwinden, Repra¨sentationen
wechseln, Modellierungen vornehmen, etc.
2. die theoretisch-exaktifizierende Phase: Beweise fu¨hren, Begriffe (exakt) definieren, Schrit-
te begru¨nden, begriffliche Zusammenha¨nge und Abha¨ngigkeiten kla¨ren, Voraussetzun-
gen bedenken, Theorieversta¨ndnis erweitern, Wissen vernetzen, Argumentationsvermo¨-
gen scha¨rfen, etc.
3. die algorithmisch-operative Phase: komplexe Rechnungen ans CAS auslagern, Prozedu-
ren implementieren, Effizienz u¨berdenken, etc.
4. die interpretativ-anwendende Phase: Realita¨tsbezug herstellen, Resultate interpretieren,
Problemstellung aba¨ndern bzw. o¨ffnen, alternative Modellierungen heranziehen, Verglei-
che anstellen, Idealisierungen aufdecken, etc.
Didaktische Verku¨rzungen der epistemologischen Helix sollten i. Allg. zur Sicherung einer
ausgewogenen mathematischen Allgemeinbildung vermieden werden. Sie bestehen u.a. im
• Auslassen der Exaktifizierung bei stark genetischer Wissensgewinnung (nur abwechseln-
des Durchlaufen der Phasen
”
1-4-1-4–..“).
Beispiel: U¨berbetonung von Plausibilita¨t und Intuition
Gefahr: keine theoretisch-systematische Absicherung bzw. Einordnung in die Wissens-
basis
• U¨berspringen der Experimentalphase im
”
Beh.-Bew.-Ritual“ (
”
2-3-2-3-..“).
Beispiel: zu abstrakt theorieorientierter Unterrichtsgang
Gefahr: durch fehlende Erfahrungsbasis oder realita¨tsnahe Anwendungsbezu¨ge kommt
es zum Wegbrechen der Sinnhaltigkeit von Mathematik
• Reduzieren der Exaktifizierung bei zu starker Kalku¨lorientierung (
”
1-3-4-1-3-4-..“).
Beispiel: Fokussierung auf CAS-Experimente, Algorithmen und Rechenfertigkeiten
Gefahr: Verku¨mmern heuristischer und metakognitiver Kompetenzen
Anmerkung: In a¨hnlichem Sinne formuliert Graebe [107, S. 26] :
Eine solche Zunahme des Abstraktionsniveaus [. . . ] ist das Resultat eben dieser Erkenntnisspirale,
die die Mathematik wie jede andere (ernstzunehmende) Wissenschaft durchla¨uft: In einer Fu¨lle
von Experimenten werden Regelma¨ßigkeiten aufgedeckt, die im Weiteren zu Gesetzma¨ßigkeiten
verdichtet werden und schließlich in weiter ausgebauter und systematisierter Form als Kalku¨l
fu¨r neue Experimente zur Verfu¨gung stehen. Die Durchfu¨hrung von Experimenten setzt die Be-
herrschung des aktuellen Kalku¨ls voraus, die Aufdeckung von Regelma¨ßigkeiten im gewonnenen
Erfahrungsmaterial zusa¨tzlich eine geschulte Beobachtungsagabe, gepaart mit einem guten Schuss
Intuition. Will man allerdings die erkannten Regelma¨ßigkeiten zu Gesetzma¨ßigkeiten verdichten,
reichen Fertigkeiten im Umgang mit dem aktuellen Kalku¨l nicht mehr aus, sondern man muss in
der Lage sein, u¨ber diesen Kalku¨l selbst zu reflektieren. Eine solche Zunahme des Abstraktionsni-
veaus ist oft damit verbunden, dass man einzelne Elemente des aktuellen Kalku¨ls in Sinneinheiten
zusammenfasst und mit diesen als Ganzes operiert, wofu¨r sich symbolische Methoden anbieten.
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2. Die Geru¨stmethode von Kutzler. Die Geru¨stmethode59 ist eine von B. Kutzler
[142, S. 35] bzw. [143, S. 18], speziell fu¨r den CAS-Einsatz empfohlene Artikulation des
Mathematikunterrichts. Kutzler [143, S. 18] definiert:
Allgemein bezeichne ich mit Geru¨stmethode jede pa¨dagogisch begru¨ndete Folge von Verwen-
dung und Nicht-Verwendung eines Computers, Taschenrechners oder Taschencomputers fu¨r das
Trivialisieren, Experimentieren, Visualisieren oder Konzentrieren im Sinne von Automation oder
Kompensation.
Bei der erwu¨nschten Unterstu¨tzung traditioneller Lehrziele des Mathematikunterrichts
durch CAS argumentiert Kutzler mit zwei Metaphern:
• ein CAS wird als
”
intellektuelles Trainingsgera¨t“ in Analogie zum
”
Hometrainer“ als
Trainingsgera¨t fu¨r den Erwerb ko¨rperlicher Fertigkeiten betrachtet
• der Aufbau mathematischer Kompetenz (Wissen und Fertigkeiten) wird mit dem
Bau eines Hauses und der Gebrauch der CAS-Technologie mit dem unterstu¨tzenden
Einsatz eines Baugeru¨stes verglichen. Wird z. B. in einem ersten Schritt eine mathe-
matische Fertigkeit A unterrichtet und trainiert, so wird in einem zweiten Schritt eine
auf A aufbauende Fertigkeit B unterrichtet, wobei der Schu¨ler das CAS zur Lo¨sung
von Teilproblemen verwendet, die die Fertigkeit A voraussetzen. Im zweiten Schritt
kann sich der Schu¨ler also auf den Erwerb der
”
ho¨heren“ Fertigkeit B konzentrieren.
Intellektuelle Fitness und die Ausbildung von Problemlo¨sefa¨higkeiten sind nach Kutzler
zwei wesentliche Ziele des Mathematikunterrichtes, d. h. die Ausbildung der Schu¨ler in den
”
Disziplinen“ Denksport und Problemlo¨sen. Mangelnde Fitness bzw. verminderte
”
intellek-
tuelle Gesundheit“ manifestiert sich dabei z. B. in Symptomen wie Geda¨chtnis- und Kon-
zentrationsschwa¨che. Zur Steigerung der intellektuellen Fitness kann die CAS-Technologie
die Funktion eines Trainingswerkszeuges (
”
mathematischen Hometrainers“) u¨bernehmen.
Ziel beim Problemlo¨sen ist dagegen die Fa¨higkeit, gegebene Werkzeuge zur Lo¨sung eines
Problems zu nutzen - unter sinnvollem Einsatz der CAS-Technologie.
Kutzler sieht im CAS also ein Werkzeug, das mo¨gliche Unsicherheiten des Lerners auf der
handwerklichen Ebene kompensiert bzw. Fehler verhindert oder im Lernprozess auf die
hauptsa¨chlichen Lernschritte zu konzentrieren hilft, vgl. Abbildung 2.14.
Zur Demonstration der Nutzung eines CAS als Konzentrationshilfe i. S. v. Kutzler sei
hier eine klassische Problemstellung (nach Kutzler) aus der Linearen Algebra mit MuPAD
gezeigt.
Beispiel: Abstandsberechnung mit elementargeometrischen Methoden.
Zeigen Sie, dass der Punkt A=(1,2,3) nicht auf der Ebene Eb: x+z=5 liegt und berechnen Sie
den Abstand des Punktes A von der Ebene Eb.
59engl.: scaffolding-method
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Abbildung 2.14: abstu¨tzende CAS-Kompensation nach Kutzler [a.a.O.,
S. 34]; fu¨r die Zeit des Erlernens einer ho¨herwertigen Fertigkeit B wird ein
CAS-Geru¨st u¨ber dem ggfs. ”unvollsta¨ndigen Stockwerk“ niedrigerwertiger Fer-
tigkeiten A errichtet.
Bei der Lo¨sung dieser Aufgabe liegt der Fokus auf dem neu zu lernenden methodischen
Verfahren
”
Lotgerade aufstellen → Lotfußpunkt F berechnen → Abstand P zu F berech-
nen“. Alles andere, wie z. B. das Lo¨sen einer Gleichung in einer Variablen, die La¨nge eines
Vektors zu berechnen etc. sind dabei handwerkliche Grundvoraussetzungen, welche die
Schu¨ler beherrschen (sollten). Die folgende Graphik verdeutlicht die operativ begru¨ndeten
Unterbrechungen der gedanklichen Zugfolge im Lo¨sungsablauf bei einer CAS-freien
”
tra-
ditionellen“ Lo¨sung im Vergleich mit einer CAS-gestu¨tzten Lo¨sung: die CAS-freie Lo¨sung
unterbricht wiederholt die Lo¨sungsstrategie auf dem (S)chema–Niveau zwecks Zwischen-
rechnung auf dem (P)rozess-Niveau.
Traditionelle Lo¨sung der Problemstellung:
Lot−−→ • • Fußpunkt−−−−−→ • • Abstand−−−−→ :S-Level
↓ ↑ ↓ ↑
• Gleichung−−−−−−→
lo¨sen
• • La¨nge−−−−−→
berechnen
• :P-Level
CAS-Lo¨sung:
Lot−−→ • Fußpunkt−−−−−→ • Abstand−−−−→ :S-Level
Eine CAS-Lo¨sung vermeidet den wiederholten Niveau-Wechsel von der Strategie (S)- zur
Operativen (P)-Ebene und komprimiert die Lo¨sungshandlung auf der Schema-Ebene.
Die CAS-Lo¨sung im Detail zeigt Abbildung 2.15.
Kommentar zu Abbildung 2.15. #1# definiert die La¨ngenfunktion vermittels der MuPAD-
Funktion norm(.,2). #2# definiert den Datensatz der Aufgabenstellung. In #3# wird mit
dem Lot durch P in Richtung des Normalvektors der Ebene Eb das erste Lo¨sungsob-
jekt konstruiert. #4# lo¨st (
”
solve“) die Gleichung, die durch Einsetzen der Lotgleichung
Lot(t) in die Ebenengleichung entsteht. Man beachte, dass die konkrete Gestalt der Glei-
chung verdeckt bleibt und lediglich implizit formuliert wird. Das Ergebnis wird vom CAS
aber ru¨ckgemeldet und ergibt nach Einsetzen in die parametrisierte Lotgeradengleichung
in #5# den nach Plan gesuchten Fußpunkt F . #6# berechnet automatisch den gesuchten
Abstand.
Wie man sieht, braucht der Lernende nicht zwischen handwerklichen Fertigkeiten wie
”
Gleichung lo¨sen“ oder
”
Abstand berechnen“ und dem methodischen Handlungsplan zu
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Abbildung 2.15: CAS-vermittelte Konzentration auf die zentrale strategische
Handlungsfolge der vorgelegten Problemstellung.
ma¨andrieren, sondern kann sich ganz auf den Lo¨sungsprozess konzentrieren. Eine sto¨rende
Unterbrechung der Handlungsfolge durch Springen zwischen u¨bergeordneten (
”
Planen“)
bzw. untergeordneten (
”
Rechnen“) Handlungsebenen (
”
Stockwerke“) wird vermieden; dies
setzt allerdings eine entsprechende CAS-Kompetenz voraus. 
Im Sinne der APOS-Theorie wird hierbei eine Schemavorstellung (de-)thematisiert, die
CAS-technische Realisierung kommt aber auf algorithmischer Ebene ohne Module60 aus
und benutzt lediglich einzelne Funktionsaufrufe, d. h. die Geru¨stmethode von Kutzler ist
als funktionales Programmieren elementarer mathematischer Algorithmen rekonstruierbar.
2.2 Zur Legitimation eines computerintensiven allge-
meinbildenden Mathematikunterrichts
Bei der computerintensiven Nutzung von CAS61 im Mathematikunterricht stellt sich zu-
erst das Problem der Legitimation in einem auf Allgemeinbildung zielenden Unterricht an
o¨ffentlichen Schulen. Insbesondere ist zu fragen, welcher spezifische Nutzen fu¨r den Wis-
senserwerb und die Versta¨ndnisfo¨rderung im Mathematikunterricht aus der Verwendung
von CAS erwa¨chst. Dieser Legitimationsfrage gehen insbesondere Schneider & Peschek
[171] sowie ausfu¨hrlicher [172] nach. Eine deutschsprachige Ausarbeitung findet sich in
60dies wird weiter unten genauer elaboriert
61im Folgenden abku¨rzend fu¨r Computeralgebrasystem
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der Habilitationsschrift Schneider [183, S. 13–39], eine Zusammenfassung der wesentlichen
U¨berlegungen in dem Beitrag [133].
Die dort vorgetragene Argumentation la¨sst drei wesentliche Begru¨ndungen erkennen:
• CAS ist ein Mediator zur Stiftung von kultureller Koha¨renz zwischen den Generatio-
nen
• die Kommunikation mit einem CAS ist ein Modell fu¨r die Kommunikation mit einem
menschlichen Experten
• CAS erlaubt die Auslagerung des Operativen und damit einen emanzipierten Umgang
mit Wissen.
Diese Argumente sollen hier in ihren fu¨r uns wichtigen Aspekten kurz nachgezeichnet wer-
den.
Schneider [183] nimmt zur Legitimation eines CAS-orientierten Mathematikunterrichts vor
allem explizit Bezug auf das Allgemeinbildungskonzept von Heymann62, welches sieben
zentrale Aufgaben von o¨ffentlichen Schulen benennt: Lebensvorbereitung, Stiftung kulturel-
ler Koha¨renz, Weltorientierung, Anleitung zum kritischen Vernunftgebrauch, Entfaltung
von Verantwortungsbereitschaft, Einu¨bung in Versta¨ndigung und Kooperation sowie die
Sta¨rkung des Schu¨ler-Ichs.
Wa¨hrend eine intensive Nutzung von CAS im Mathematikunterricht von Teilen der mathe-
matischen Community und der Lehrerschaft als potentielle Gefa¨hrdung des Kulturgutes
Mathematik und seiner Weitergabe an die na¨chste Generation betrachtet wird, fo¨rdert
und unterstu¨tzt der Einsatz von CAS nach Schneider’s Argumentation gerade die Stiftung
dieser kulturellen Koha¨renz zwischen den Generationen. Denn ein CAS wirke als Mediator
zwischen Innovation und Tradition im Mathematikunterricht: zwar fu¨hrten CAS einerseits,
insbesondere durch die Mo¨glichkeit zur Auslagerung bzw. Trivialisierung von operativem
Wissen und Ko¨nnen, einen Bruch mit dem bisher (von Eltern) erlebten bzw. (von Lehr-
personen) gestalteten Unterricht herbei, anderseits wu¨rde ein Verzicht auf CAS im Mathe-
matikunterricht eine Missachtung der technologischen Entwicklung und damit einen Bruch
mit der aktuellen mathematischen Gegenwartskultur bedeuten, vgl. dazu Schneider [182,
S. 540 ff].
2.2.1 Kommunikation zwischen Experte und Laie als Leitlinie
eines allgemeinbildenden Mathematikunterrichts
Eine hochgradig differenzierte Gesellschaft ist gekennzeichnet von Kommunikations- und
Versta¨ndigungsprozessen von Laien mit Experten und von Experten untereinander auf di-
versen Wissensdoma¨nen. Daher wird kulturelle Koha¨renz zwischen den Mitgliedern einer
Gesellschaft und den Generationen in ihr insbesondere durch die Kompetenz des Um-
gangs von Laien mit Experten gestiftet: Der (z. B. mathematisch) allgemeingebildete, aber
62Dieses liegt auch den NRW-Richtlinien und Lehrpla¨nen von 1999 fu¨r Mathematik auf der Sekundarstufe
II am Gymnasium und der Gesamtschule zu Grunde.
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fachgebietspezifische Laie soll ada¨quate Fragen an den gebietspezifischen (ansonsten aber
auch
”
nur“ allgemeingebildeten) Experten stellen ko¨nnen und danach in der Lage sein,
die Antworten des Experten auf die urspru¨ngliche Fragestellung zu beurteilen, um sinn-
volle Konsequenzen ziehen zu ko¨nnen. Dazu sind nach R. Fischer
”
Grundwissen“ und
”
Reflexion“ die Schlu¨sselkompetenzen des Laien: Grundwissen ist
”
Voraussetzung fu¨r die
Versta¨ndigung mit Experten“, Reflexion ist
”
notwendig fu¨r die Beurteilung der Experti-
sen“. Das zur Erstellung einer Expertise notwendige operative Spezialwissen braucht beim
Laien daher nicht vorzuliegen, es ist an den Experten (z. B. an den Arzt, Juristen, Mathe-
matiker, das CAS) ausgelagert. Die angestrebte mathematische Allgemeinbildung – und
nach Schneider folglich auch die Rolle von CAS im Mathematikunterricht – soll sich daher
nach Fischer und Heymann am Kommunkationsmodell
Experte 
 (allgemeingebildeter) Laie
orientieren.
Diesem Allgemeinbildungsmodell liegt Fischer’s Auffassung von Mathematik zu Grunde,
die er in der nachfolgenden
”
metaphorischen Gleichung“ komprimiert formuliert hat
Mathematik = Darstellen + Operieren + Interpretieren
und die von Schneider [183, S. 17] wie folgt interpretiert wird:
Mathematik ist ein Wechselspiel zwischen Darstellen (Materialisieren abstrakter Sachverhalte), re-
gelhaftem Operieren und Interpretieren; mathematisches Tun meint Interaktion zwischen Mensch
und Darstellung(sform) mit dem Ziel, Aussagen u¨ber abstrakte Gegebenheiten zu gewinnen.
Peschek und Schneider [183, S. 26] bzw. Peschek [172, S. 11] verweisen fu¨r ihr Allgemein-
bildungsmodell der Wissensdoma¨ne Mathematik bezu¨glich seiner zugeordneten mathema-
tischen Kompetenzbereiche auf folgende Einteilung von Fischer, in der die zu erwerbenden
Fachkompetenzen in die drei Bereiche Grundwissen, operatives Wissen und Ko¨nnen sowie
Reflexionsfa¨higkeiten aufgeschlu¨sselt werden:
Fachkompetenzen:
• Grundwissen
↗ ↘
Allgemeinbildung 99K • operatives und algorithmi-
sches Wissen und Ko¨nnen
←→ Expertenausbildung
↘
• Reflexion
und Metakognition
Tabelle 2.1: Allgemeinbildungsmodell und mathematische
Kompetenzbereiche nach Fischer/Peschek/Schneider. Einge-
rahmt : Schlu¨sselkompetenzen; kleingedruckt : Expertenwissen. – Durch
99K sei angedeutet, dass der Umfang des fu¨r eine mathematische
Allgemeinbildung als unverzichtbar erachteten operativen Wissens
im Mathematikunterricht in der gegenwa¨rtigen didaktischen Dis-
kussion noch nicht abschließend ausgehandelt ist.
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Dazu heißt es resu¨mierend bei Schneider [183, S. 28] :
Die Kommunikation zwischen Lai/inn/en und Expert/inn/en kann sowohl im Hinblick auf inhalt-
liche Schwerpunktsetzungen63 wie auch im Hinblick auf die Unterrichtskultur eine wesentliche
Orientierung fu¨r den allgemeinbildenden (Mathematik-)Unterricht sein: Die Kompetenzschwer-
punkte des allgemeingebildeten Laien [. . . ] liegen beim Grundwissen und der Reflexion, fu¨r die
Ta¨tigkeit der Expert/inn/en sind daru¨ber hinaus vor allem weitergehende Kompetenzen im Be-
reich des Operierens erforderlich; Schule und Unterricht ko¨nnen als Modell der Interaktion und
Vermittlung zwischen Expert/inn/en und Lai/inn/en (Allgemeinheit) gesehen werden.
Betrachtet man die zeitlichen Unterrichtsanteile, die auf die Ausbildung der drei Kom-
petenzbereiche bzw. auf die Anteile an Darstellen, Operieren und verstehendem Deuten
im traditionellen CAS-freien Mathematikunterricht entfallen, so zeigt die folgende quali-
tative Einscha¨tzung nach Schneider [181, S. 134] eine unangemessene U¨berbetonung des
Operativen:
gegenwa¨rtig : angestrebt :
Repra¨sentation
Operation
Interpretation
Tabelle 2.2: gescha¨tzte Verteilung der effektiven Unterrichtszeit
auf die Kompetenzbereiche im gegenwa¨rtigen Mathematikunter-
richt O¨sterreichs
Wird eine ausgeglichenere Verteilung der zeitlichen Ressourcen im Mathematikunterricht
angestrebt, so besteht eine Mo¨glichkeit darin, diejenigen operativ–kalku¨llastigen und zei-
tintensiven Handlungen zuru¨ckzudra¨ngen bzw. ganz zu unterdru¨cken, die keinen Erkennt-
niszuwachs versprechen und daher vom CAS durchgefu¨hrt werden ko¨nnen. In diesem Sinne
ko¨nnen und sollten operative Handlungen an das CAS
”
ausgelagert“ werden.
2.2.2 Outsourcing des Operativen
Die Idee der Auslagerung des Operativen als didaktisches Prinzip 64 wird erstmals von
Peschek [170] formuliert und erneut in Peschek [172, S. 14–16] aufgegriffen65. Nach Pe-
schek ist ausgelagertes (auch: mathematisches) Wissen genuiner Bestandteil von Alltag
und Wissenschaft und ein wesentlicher Grund fu¨r Leistungsfa¨higkeit und Effizienz einer
hochindustrialisierten Gesellschaft:
”
Mathematik ist relativ gut gesichertes, sozial ausge-
handeltes, kodifiziertes Wissen, das in besonderem Maße eine Trennung von Verstehen und
Tun zula¨sst. [. . . und] auch dann funktioniert, wenn der Anwender schon la¨ngst nicht mehr
weiß warum.“66
63auch curricularer Designentscheidungen
64Dieses Auslagerungsprinzip wird in 2.3 in Abgrenzung zum Black-Box-Prinzip noch genauer diskutiert.
65vgl. auch Schneider [183, S. 33–36]
66vgl. Peschek [170, S. 406]
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Das Auslagerungsprinzip wird in der Anlage am Beispiel der Lo¨sung einer Abituraufgabe
der Zentralen Abiturpru¨fung im Fach Mathematik (Grundkurs) in Thu¨ringen 1998 gezeigt.
Dabei wird erkennbar, wie mathematik-affin die CAS-interne Syntax ausgebildet und da-
mit fu¨r den mathematischen Experten anna¨hernd selbst-erkla¨rend ist. Der Umfang der
dabei an das CAS auslagerbaren operativen Lo¨sungsanteile (wie Ableitungen und Inte-
grale berechnen, Lo¨sungsmengen bestimmen, Graph zeichnen etc.) liegt bei ca. 80 % der
30-punktigen Bewertungsvorgabe dieser Abituraufgabe. Allerdings wird die Kalku¨lkompe-
tenz des Bearbeiters durch seine Kommunikationskompetenz mit dem Experten(system)
CAS ersetzt : es mu¨ssen die syntaktisch und semantisch richtigen Anfragen formuliert und
die Antworten weiterverarbeitet werden, um zufriedenstellende Ergebnisse zu erzielen. Die
zugeho¨rigen notwendigen Denk- und Planungsprozesse lassen sich auf eine
”
Mathematik
auf Knopfdruck“ nicht reduzieren. Die CAS-Lo¨sung umfasst mit 18 Zeilen aber weniger
Textzeilen als der vorgelegte Aufgabentext.
Gleichzeitig verweist dieses Beispiel auf die Mo¨glichkeit weiterer Abstraktionen, die ihren
Niederschlag in Programmierkompetenzen des Benutzers finden (ko¨nnen): U¨berschreibt
man na¨mlich den angegebenen Funktionsterm durch einen anderen, so bleiben weite Teile
der Aufgabenstellung automatisiert lo¨sbar und lassen einen Algorithmus (Modul) allge-
meine Kurvendiskussion formulieren. Auf einer ho¨heren Ebene kommt es somit zur Aus-
lagerung mentaler Prozesse, die u¨ber die Mo¨glichkeit der Auslagerung des rein Operativen
hinausweisen. Darauf wird im Zusammenhang der Diskussion des sog. Modularita¨tsprinzips
spa¨ter eingegangen.
Zusammenfassung. Als Leitvorstellung eines allgemeinbildenden Mathematikunterrichts
dient in der folgenden Untersuchung das Kommunikationsmodell Laie – Experte. Bei einem
computerintensiven Mathematikunterricht mit Benutzung eines CAS als Expertensystem
ergibt sich somit das folgende CAS-didaktische kommunikative Diagramm:
CAS als Experte(nsystem)
=
Schu¨ler
als Novize
ff -
ff
-
Lehrperson
als (Teil)Experte
ff
-
Wa¨hrend die Untersuchung der Kommunikationsrelation Schu¨ler
 Lehrer Gegenstand der
traditionellen Mathematikdidaktik war, tritt nunmehr die Notwendigkeit einer didaktischen
Reflexion der Relationen Schu¨ler
 CAS und Lehrer
 CAS hinzu.
Daru¨ber hinaus verspricht ein computerintensiver Mathematikunterricht mit CAS in be-
sonderer Weise fu¨r die Lern-, Verstehens- und Versta¨ndigungsprozesse im Mathematik-
unterricht fo¨rderlich zu sein. Diesbezu¨gliche Ausfu¨hrungen werden von Schneider [183,
S. 7] allerdings explizit ausgespart:
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Abbildung 2.16: Zur Konstruktion der M2.A.K.E.-Lernarrangements
Meine Untersuchungen und U¨berlegungen in dieser Arbeit fokussieren auf das Lehrangebot und
die Unterrichtsgestaltung mit CAS; [. . . ] Diese Lernprozesse selbst und deren Reorganisation in
einem CAS-unterstu¨tzten Unterricht sind nicht Gegenstand dieser Arbeit.
Wa¨hrend Schneider den Fokus auf die curriculare Begru¨ndung von CAS legt und i. W.
Respra¨sentationsformen in Bezug auf CAS studiert, sind wir hier an einer unterrichtsrele-
vanten und versta¨ndnisorientierten Lehr-Lern-Theorie fu¨r CAS interessiert. Daher werden
die konkreten unterrichtlichen Vorschla¨ge von Schneider et al. erst nach der Formulierung
einer CAS–gema¨ßen Lerntheorie und der daraus ableitbaren Leitlinien (Prinzipien) eines
CAS–intensiven Mathematikunterrichts diskutiert und untersucht.
2.3 Zyklische M2.A.K.E.-Lernarrangements zur Orche-
strierung eines CAS–intensiven Mathematikunter-
richtes
Nach den Befunden von Smith, Balas et al. wurde fu¨r die nachfolgende Gestaltung der
CAS–Lernarrangements fu¨r die schulische Lineare Algebra der A.C.E.-Zyklus adaptiert
und insbesondere durch metakognitive Aktivita¨ten67 in der Launch-Phase sowie der Ru¨ck-
blicksphase gerahmt. Daraus resultierte folgende Design-Entscheidung, siehe Abbildung
2.16.
Nach einer kurzen Launch-Phase zum Zwecke der Orientierung arbeiten die Lerngrup-
pen paarweise und selbststa¨ndig-kooperativ an den Aktivita¨tselementen des vorgelegten
Lernarrangements. Dabei werden mathematische Pha¨nomene betrachtet, Reflexionen an-
geregt, Metakognitionen ausgelo¨st und es wird mathematisch im CAS experimentiert. Ort
der Aktivita¨ten ist der PC-Raum. Nach dem Vorschlag von Balas findet auch der Klas-
senunterricht im PC-Raum statt – jedoch bei abgeschaltetem PC. Dadurch ist das CAS
67zu den Design-Prinzipien siehe § 2.4.
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jeweils zuschaltbar, wenn die Lernumsta¨nde dies sinnvoll erscheinen lassen. Die Plenums-
phase (
”
whole Class teaching“) mit Pra¨sentationen, (Fehl–)Vorstellungsdiskussionen und
Konzeptfokussierungen findet erst nach ausreichender Zeitgabe nach den vorangegangenen
Erkundungen statt. In der Erprobungs-Phase des neu generierten Wissens und Ko¨nnens
werden die CAS-Worksheets wiederum paarweise selbststa¨ndig-kooperativ an zunehmend
offenen Problemstellungen bearbeitet, Vernetzungen gebildet sowie Lernprodukte herge-
stellt. Lernort ist ebenso der PC-Raum, aber auch die ha¨usliche Umgebung unter Nut-
zung von Email-Kommunikation. Insgesamt resultiert eine halboffene instruktionsgesteu-
erte CAS-Lernumgebung68.
Jede
”
M AKE (M“–Phase mit den zugeho¨rigen Instruktionen, Konstruktionen, Refle-
xionen und Metakognitionen dauert ca. 3-5 Unterrichtsstunden.
”
Hausaufgaben“ werden
in die CAS-Sheets integriert, insgesamt entsteht das Lerngefu¨hl eines selbstta¨tigen, selbst-
gesteuerten und kooperativen Lernens mit freier Verwaltung des eigenes Zeitbudgets. Auch
die Auswahl der Aufgaben aus dem Aufgabenpool (
”
k aus n“) ist freigestellt.
Die Folge vernetzter thematischer CAS-Lernarrangements mit denkbaren O¨ffnungen (z. B.
Erkundung mathematischer Eigenschaften der Inversen A−1 und deren Begru¨ndung vs.
Programmierung des Gauss-Algorithmus mit automatisierter Berechnung der Inversen)
pra¨sentiert sich der Lernperson so als
”
Online-Lernbuch“. Der gesamte Lernparcours ist da-
mit von anderen Lerngruppen/Lehrpersonen reproduzierbar, er ist zeitoffener69 und durch
die Orientierung an professionellen Arbeitsmustern frustrationsa¨rmer.
Die Betonung der Metakognitionsphasen mit informellen Vor-U¨berlegungen (advanced or-
ganizer) und fokussierenden Nachbetrachtungen bilden jeweils wu¨nschenswerte
”
metakog-
nitive Klammerungen“ der A.C.E.-Lernsequenzen; dies bringe ich hier mit der Notation
M.A.K.E.M bzw. M2.A.K.E70 zum Ausdruck.
Die so konzipierte Orchestrierung des Unterrichtsgeschehens soll fruchtbare emanzipatori-
sche Auswirkungen auf Lernende und Lehrende zeitigen und in der reduzierten Notwen-
digkeit der Geschehenskontrolle Zugzwa¨nge und Fehlroutinen des klassischen kurztaktigen
Unterrichts vermeiden helfen.
Dubinsky’s Konzept des A.C.E.-Zyklus steht hier in der Na¨he von Wittmann’s Aufassung
der Mathematikdidaktik als design science, vgl. Dubinsky [58, S. 2] :
”
Die Herausforderung
fu¨r den Lehrer besteht darin, Aktivita¨ten zu designen, die sie [die Lerner; W.L.] anleitet, die
notwendigen reflektiven Abstraktionen auszufu¨hren, um die in Frage stehenden Konzepte
zu konstruieren.“
68Dankwerts und Vogel sprechen (unabha¨ngig von der Nutzung eines CAS) von ”angeleiteten“ Er-
kundungen.
69i. S. v. nicht an die u¨bliche 45–min–Taktung gebunden
70Im Wort ”make“ wird zugleich die Aktionsorientiertheit des Ansatzes herausgestellt.
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2.4 Design-Prinzipien eines CAS–intensiven epistemo-
logisch–orientierten Mathematikunterrichts
Wa¨hrend die APOS-Lerntheorie einen Theorierahmen fu¨r einen CAS-intensiven Mathe-
matikunterricht abgibt und im (M.)A.C.E.-Zyklus ein zugeho¨riges Organisationsmodell
vorschla¨gt, fehlen leitende Prinzipien einer darauf abgestimmten Unterrichtsartikulation,
d. h. Leitlinien fu¨r die Ausformung der einzelnen CAS–Phasen. Aus der Konzeption der
APOS-Theorie lassen sich aber einige didaktische und methodische Prinzipien ableiten,
die die Konstruktion der nachfolgenden CAS–Lernarrangements zur Linearen Algebra be-
stimmt haben. Solche Prinzipien erlauben sowohl eine Analyse des Designs vorgelegter
Lernarrangements als auch die Planung eigener. Auf Prinzipien einer allgemeinen (d. h.
CAS-freien) Mathematikdidaktik verweisen wir auf Wittmann [211], der einen genetischen,
ebenfalls handlungsorientierten Ansatz auf Grund der Lerntheorie von Piaget vorstellt.
Im Folgenden gebe ich eine Begru¨ndung fu¨r die Auswahl dieser leitenden Prinzipien und
vergleiche sie mit einigen weiteren in der CAS-Literatur vorhandenen.
Diese Prinzipien bu¨ndeln zugleich eigene Erfahrungen und Beobachtungen im Umgang mit
CAS in den letzten 10 Jahren und im Umgang mit Programmiersprachen in Kursen u¨ber
Mathematik und Informatik seit ca. 20 Jahren. Sie versuchen diese Erfahrungen zu fokus-
sieren und fu¨r Dritte nach–erfahrbar zu machen. Sie sind im Misserfolgsfalle verwerfbar
und im Erfolgsfalle optimierbar. Im Sinne der Aktionsforschung sind diese Erfahrungen
mit konkretem Unterricht in Worksheets konserviert und von Kollegen im Nachvollzug
verifizierbar bzw. revidierbar. Sie verstehen sich als Startdesign eines zyklisch zu optimie-
renden Entwurfs. Die zugeho¨rigen Kurssequenzen explizieren diesen Entwurf, machen ihn
reproduzierbar und reliabel.
Nach Wittmann [211, S. vi]
”
ist die Konstruktion von zusammenha¨ngenden Problem- und
Aufgabensequenzen, bei deren Bearbeitung die Schu¨ler mathematische Einsichten gewin-
nen“ von zentraler Bedeutung71 i. S. einer Mathematik-Didaktik als Design Science.
Unsere Frage ist daher zuna¨chst, welche zusa¨tzlichen CAS-spezifischen Leitprinzipen die
Konstruktion substanzieller CAS–Lernarrangements steuern sollten. In diesem Kapitel wer-
den daher einige (z. T. aus der Literatur bekannte) Prinzipien eines CAS-intensiven Mathe-
matikunterrichts zusammen getragen, geeignet erga¨nzt und ihre mo¨gliche Eignung zum
Design von APOS-basierten konstruktivistischen Lernarrangements reflektiert.
Im Folgenden formuliere ich die acht CAS–Unterrichtsprinzipien
• der virtuellen Erfahrungsverankerung,
• der metakognitiven Klammerung,
• des inkrementellen CAS-Spracherwerbs,
• der literaten Programmierung,
• der strukturierten Repra¨sentation mathematischen Wissens in Modulen,
71eines genetischen Unterrichts
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• der moderaten Modellierung,
• der limitierten kognitiven Ladung,
• des
”
SONG“-Prinzips zwecks Repra¨sentationsformwechsels.
2.4.1 Das Prinzip der virtuellen Erfahrungsverankerung
In der Aktivita¨tsphase des A.C.E–Zyklus unterscheide ich zuna¨chst zwei hauptsa¨chliche
Handlungsformen, die den Einsatz von CAS im Lernprozess aus verschiedenen didakti-
schen Perspektiven nutzen: na¨mlich zum Vertrautmachen und Vertrautwerden mit ma-
thematischen Objekten, mathematischen Pha¨nomenen und zugeho¨rigen CAS-Strukturen.
Dies weitet zugleich den Blick auf eine experimentelle Mathematik mit CAS.
 Vertrautmachen.
Ho¨here mathematische Konzepte wie z. B. der Begriff eines Vektors und zugeho¨rige Ope-
rationen wie z. B. die Bildung einer Linearkombination von Vektoren sind oft einer di-
rekten Beobachtung nicht zuga¨nglich. Geeignete CAS–Lernarrangements sollten daher in
der Aktivierungsphase gezielt wichtige Erfahrungen anbieten, die fu¨r nachfolgende mentale
Kontruktionen oder Problemstellungen die Bedeutungshaltigkeit absichern. Das angebo-
tene Beobachtungs- und Bearbeitungsmaterial sollte dabei i.Mathematikunterricht S. von
Wittmann beziehungshaltig sein und das Vorversta¨ndnis dort anreichern, wo es auf in-
tuitiver Basis aus der Vorerfahrung der Schu¨ler nicht vorliegt. Diese medial gewonnenen,
virtuellen Erfahrungen ko¨nnen dann als Substitut fu¨r die fehlenden realen Erfahrungen
oder realen Handlungen an konkreten Objekten dienen, die ein lernendes Subjekt an Vorer-
fahrungen sonst mitbringt. Im Sinne von Bauersfeld wird also im individuellen Lerner ein
subjektiver Erfahrungsbereich sowie in seiner umgebenen sozialen Lerngruppe ein kollektiv
ausgehandelter intersubjektiver Erfahrungsbereich ausgebildet.
Die A-Phase im M2AKE-Lernzyklus muss daher nicht notwendig problemorientiert aus-
gestaltet sein, sondern sollte zuna¨chst eine wu¨nschenswerte Vertrautheit im Umgang mit
abstrakten Objekten (wie z. B. Matrizen oder Vektoren) bei gleichzeitig erfolgender intui-
tiver Handhabung der Software und der zugeho¨rigen syntaktisch korrekten symbolischen
Repra¨sentationen herstellen, d. h. mathematische Objekte oder Pha¨nomene und die asso-
ziierten CAS-Repra¨sentationen werden simultan in der gleichen CAS–Lernumgebung stu-
diert. Die Beobachtung der realen Auswirkungen eigener Handlungen an den symbolischen
Objekten des CAS am Bildschirm wirkt auf den Lernenden wie Handlungen mit konkreten
Materialien einer virtuellen Realita¨t und bereitet so die mentale Konstruktion mathema-
tischer Objekte und Prozesse – medial vermittelt – vor.
Die erhebliche Bedeutung der Erfahrung, die durch den Umgang mit konkreten Repra¨sen-
tanten gewonnen wird, betont auch Hefendehl [120, S. 3] bei der Wissensgenese im Geo-
metrieuntericht fu¨r die Bildung von Gro¨ßen wie La¨nge oder Fla¨che:
Die jeweiligen Gro¨ßenwerte sind gedankliche Konstrukte; diese bilden sich in einem dynamischen
Wechselspiel zwischen dem Hantieren mit konkreten Materialen [. . . ], einer zugeho¨rigen begriffli-
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chen Beschreibung und dem Umgang mit Bezeichnungssystemen zur Darstellung [. . . ]. So steht
die Erfahrung mit Gro¨ßen, die durch den Umgang mit konkreten Repra¨sentanten vermittelt wird,
erkenntnispsychologisch am Anfang [. . . ]. Es ist Aufgabe des Mathematikunterrichts, Lernanla¨sse
zu schaffen, die das dynamische Wechselspiel zwischen experimenteller Erfahrung und theoreti-
scher Betrachtung mo¨glichst effizient in Gang setzen.
In diesem Sinne sollten auch CAS–Lernarrangements beim Erwerb ho¨herer mathemati-
scher Konzepte geeignete Lernanla¨sse bereitstellen. Die no¨tigen virtuellen Erfahrungen
werden dabei u¨blicherweise u¨ber Simulationen, Animationen, Interaktionen, etc. innerhalb
von CAS-Worksheets ermo¨glicht. Die Lernenden sind dabei aktiv und engagiert beteiligt,
Interesse und Freude werden evoziert und so werden sie auf die folgenden Frage- und Pro-
blemstellungen eingestimmt.
Wegen der fundamentalen Bedeutung der virtuellen Erfahrung fu¨r die A.P.O.S.-Theorie
betrachten wir drei Beispiele.
Beispiel 1: funktionswertige Funktionen. Zu einer breit thematisierten Schemavor-
stellung72 des Funktionskonzeptes geho¨rt auch die Kenntnis, dass Funktionen als Werte
wieder Funktionen haben ko¨nnen. Zugeho¨rige Erfahrungen lassen sich traditionell nur u¨ber
Worterkla¨rungen und Beispiele vermitteln, diese bieten aber keine Gelegenheit fu¨r eigene
aktive Probierhandlungen. In geeigneten CAS kann man solche Vorstellungen nun virtuell
anbahnen.
Ein Beispiel ist die Partialsummenbildung PS : RN −→ RN, die jeder reellwertigen Folge
s : N −→ R (aufgefasst als Abbildung von der Menge N der natu¨rlichen Zahlen in die
Menge R der reellen Zahlen) die Folge ihrer Partialsummen PS(s) : N −→ R zuordnet
durch die Vorschrift n 7→ ∑ni=1 si. Ein Versta¨ndnis fu¨r diese Begriffsbildung la¨sst sich
durch eine geeignete CAS–Interaktion vor einer eventuellen definitorischen Pra¨zisierung
einleiten, siehe Abbildung 2.17.
Kommentar: In #1# wird eine Folge s von Zahlen als MuPAD-Funktion erkla¨rt und in
#2# werden einige Folgenwerte berechnet. In #3# wird die Partialsummenprozedur mit der
Variablen s (fu¨r die einzugebende Folge) definiert, die in #4# als Ru¨ckgabe73-Wert die
Funktion n->_plus(s(i) $ i=1..n) hat. Man beachte die sinnfa¨llige syntaktische Ana-
logie von MuPAD mit der mathematischen Nomenklatur. Die Systemantwort zum Aufruf
#5# zeigt, dass MuPAD PS(s) tatsa¨chlich als Funktion interpretiert. Von dieser Funktion
kann der Lernende daher Werte berechnen lassen #6#; die Schreibweise PS(s)(3) reflektiert
syntaktisch die richtige Prozessvorstellung und #7# demonstriert, dass man sogar die Fol-
ge, deren Partialsummenfolge man betrachten mo¨chte, als anonyme Funktion in der ersten
Variablen u¨bergeben darf. Wie der letzte Aufruf zeigt, darf dabei fu¨r die freie Variable
72in anderer Terminologie als reichhaltiges concept image (Tall/Vinner) bzw. als tragfa¨hige Grundvor-
stellung (vom Hofe) bezeichnet
73In MuPAD ist die letzte Anweisung im Prozedurko¨rper automatischer Ru¨ckgabewert, auch ohne ex-
plizites return. Man ha¨tte in obiger Prozedur PS also auch ausfu¨hrlicher schreiben du¨rfen .. begin
return(n-> plus(s(i) $ i=1..n)) end proc .
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Abbildung 2.17: Partialsummenbildung als Beispiel einer Funktion, deren
Funktionswert eine Funktion ist. Skizze eines SelbstLernarrangements.
sogar der gleiche Name benutzt werden, wie in Zeile #4# fu¨r PS(s) selbst, ohne dass das
CAS (wie vielleicht der Lernende) Namenskonflikte vermeldet, siehe Abbildung 2.18.
#8# fokussiert hier den Lernenden darauf, dass die Partialsummenbildung PS nicht als 2-
dimensionale Funktion aufzufassen ist und beugt somit – ohne Lehrerintervention – einer
mo¨glichen Fehlvorstellung vor. #9# und #10# machen klar, dass der naheliegende und
sinnvolle Versuch, PS direkt mit einem zweifachen Funktionsoperator -> zu konstruieren,
vom CAS-Interpreter (derzeit) nicht verstanden wird: PS muß technisch als Prozedur mit
der Option escape erka¨rt werden. Allerdings ist es mo¨glich, PS durch ein
”
Currying“74 aus
einer 2-dimensionalen Zuordnung zu gewinnen, vgl. #4# und #4#. Dieses Vorgehen ist auf
Schulniveau jedoch nicht zu empfehlen.
Beispiel 2: Die kanonische Isomorphie zwischen Matrizen und linearen Abbil-
dungen. Die kanonische Isomorphie L : Rm×n −→ Lin(Rn,Rm) zwischen dem Vektor-
raum Rm×n der reellwertigen Matrizen mit m-Zeilen und n-Spalten und dem Vektorraum
der linearen Abbildungen von Rn in Rm spielt in der Linearen Algebra eine wichtige Rol-
le. Dieser Isomorphismus wird bei vorgegebener Matrix A u¨ber die kanonische Zuordung
LA : X 7→ A ∗ X vermittelt. Die mathematisch u¨bliche Notation LA mit Tiefstellung des
Parameters A wird der Funktionsnotation L(A) bzw. L(A, .) i. Allg. vorgezogen, letztere ist
aber direkt im CAS formulierbar. Damit wird die folgende Kommunikation der Lernperson
mit dem CAS mo¨glich und vermittelt auch hier eine sinnhaltige virtuelle Anfangserfahrung
vor einer konzeptuellen Begriffspra¨zisierung, siehe Abbildung 2.19.
74ein Begriff der Programmiersprache Scheme
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Abbildung 2.18: Prozess des Currying einer bina¨ren Funktion (x; y) 7→
PS1(x, y) zu einer unita¨ren Funktion ho¨herer Ordnung x 7→ (y 7→ PS1(x, y)).
Abbildung 2.19: zur kanonischen Isomorphie L zwischen Matrizen und li-
nearen Abbildungen in Objektsicht
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Abbildung 2.20: zur kanonischen Isomorphie L zwischen Matrizen und li-
nearen Abbildungen, hier: absichtlich evozierte Fehlermeldungen
Kommentar: #1# definiert die Abbildung L in MuPAD, die jeder Matrix A die Abbildung
LA zuordnet, hier lediglich anonym notiert. Die vom CAS auf Anfrage L(A) kommuni-
zierte Anwort macht syntaktisch augenfa¨llig, dass L(A) eine Abbildung ist, die daher in
#4# fu¨r einen Vektor X ausgewertet werden kann. #5# bzw. #8# machen klar, dass diese
Abbildungen als Objekte addiert bzw. skalar-multipliziert werden ko¨nnen, wozu #6# bzw.
#9# die Vorstellungen erweitert und ausscha¨rft.
#11# bis #13# in Abbildung 2.20 pra¨parieren den Lernenden durch die evozierten Fehler-
meldungen des CAS auf die Beachtung der Dimensionen von Urbild- und Bildraum (im
Unterschied zu der Zeilen- und Spaltenzahl des Vektorraumes der Matrizen) und bereiten
so die anschließende C.-Phase vor.
Beide Beispiele weisen einige spezifische Vorteile eines CAS fu¨r das Sammeln virtueller ak-
tivita¨tsbasierter Grunderfahrungen auf, die in der prinzipiellen Unabha¨ngigkeit von Lern-
ort und Lernzeit sowie der beliebigen Repetierbarkeit der Lerntrajektorie liegen. Wird das
Worksheet na¨mlich u¨ber die aktuelle Unterrichtsstunde hinaus zur Verfu¨gung gestellt, so
kann die Lernperson die Lerngelegenheit erneut durchlaufen, so lange sie mo¨chte und so oft
sie es wu¨nscht. Die angebotenen Grunderfahrungen ko¨nnen durch ihre Konservierung im
Worksheet selbststa¨ndig oder mit einem Peer gefestigt werden. Im traditionellen Mathe-
matikunterricht mu¨ssen die Lernanla¨sse u¨blicherweise in reglementiertem Zeitrahmen an
vorgegebenen Orten von offiziellen Lehrpersonen jeweils aktuell organisiert angeboten wer-
den; sie sind flu¨chtig, d. h. von der Lernperson nur in der vorgesehenen Zeitschiene erlebbar:
Ein eigensta¨ndiges Nacherleben ist nahezu unmo¨glich. U¨ber die hier angedeuteten eman-
zipatorischen Wirkungen eines CAS fu¨r Lernende und Lehrende wird unten Genaueres
gesagt werden.
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Abbildung 2.21: Spielhandlungen mit Linearkombinationen als Vektorzug ;
der Spieler muss gedanklich den gru¨nen Spielstein la¨ngs seiner Bahn weit genug
verschieben und den blauen Spielstein in Gegen-Richtung auf den roten Ziel-
punkt verschieben. Die Gewinnstellung im rechten Bild mit der Parameterwahl
(2;-1) wurde hier zusa¨tzlich einkopiert.
Das folgende Beispiel hat prototypischen Charakter fu¨r die von mir vorgeschlagenen CAS–
Lernarrangements. Es mo¨chte einerseits aufzeigen, warum CAS fu¨r das Sammeln von
Grunderfahrungen gegenu¨ber traditionellen Lernarrangements in spezifischer Weise geeig-
net sind und andererseits die nachfolgenden Prinzipien eines CAS-intensiven Unterrichts
in Linearer Algebra motivieren.
Beispiel 3: CAS-Spielhandlungen zum Konzepterwerb
”
Lineare Abha¨ngigkeit“
und
”
Linearkombination“. Das folgende CAS–Lernarrangement zum selbststa¨ndigen
Wissenserwerb des Konzeptes der linearen Abha¨ngigkeit von Vektoren wird von den Ler-
nenden im Unterricht in Partnerarbeit als CAS-Parcours in einer Folge von Stationen
durchlaufen. Diese Stationen sind innerhalb eines MuPAD-Worksheets arrangiert, eine
a¨ußere Unruhe erzeugende Rotation mit Stationen an verschiedenen Tischen wird daher
nicht notwendig, vielmehr bleiben die Zweiergruppen wa¨hrend der gemeinsamen Aktivita¨t
konstant und bestimmen u¨ber Zeitscheibe und Aufenthaltsdauer jeder
”
Station“ innerhalb
eines vorgegebenen Zeitrahmens selbststa¨ndig.
CAS eignen sich in besonderer Weise zur Programmierung von virtuellen Spielhandlungen,
die ich gerne als anregendes, intensives Aktivita¨tsformat zu Beginn einer Konzeptbildung
ansetze, um Grunderfahrungen und Grundvorstellungen anzubahnen, siehe Abbildung 2.21.
Kommentar: In #0# wird die Programmierung der graphische Spielroutine als Black-Box75
75Dazu wird spa¨ter Genaueres ausgefu¨hrt.
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versteckt. Die Ausfu¨hrung von #2# erzeugt die graphische Ausgangssituation: Der gru¨ne
Spielpunkt ist von der Spielperson identifizierbar76 als erste Spalte der Matrix A (interpre-
tiert als Ortsvektor mit dem gru¨nen Punkt als Pfeilspitze), der blaue als die zweite Spalte
(interpretiert als Richtungsvektor, d. h. als anschließende Zugrichtung im Sinne von
”
von
Gru¨n aus um 4 nach rechts und um 1 nach oben ziehen“) und der rote Zielpunkt als dritte
Spalte von A. Die Zeichnung eines Kra¨fteparallelogramms wird unterdru¨ckt, um die Situa-
tion nicht zu u¨berfrachten. Die Aba¨nderung der Spielregeln und weitere Aushandlungen
bleiben als offene Aufgabenstellungen den Spielpartnern u¨berlassen. Im letzten Auftrag
wird die individuelle Mo¨glichkeit zur Absicherung der virtuellen Erfahrungsbasis explizit
angesprochen.
Didaktische Vorteile von Spielhandlungen zur Sicherung notwendiger Anfangserfahrun-
gen vor einem Konzeptbildungsprozess liegen u. a. in der individuellen Aushandlung der
Aktionsdauer durch die Spielpartner, in der sanften konzentrationsfo¨rdernden Konkur-
renzsituation und in der intuitiven formelfreien Problemstellung, die eine unmittelbare
Beobachtung der ausgelo¨sten Pha¨nomene in der virtuellen Realita¨t gestattet. Versta¨nd-
nisprozesse kommen durch Aushandlungen und Interpretationsversuche des CAS-Outputs
durch die Lernenden selbststa¨ndig in Gang. Die Lehrperson verbleibt in dieser Aktivita¨ts-
phase der Lernenden als Beobachter im Hintergrund und sammelt aus den Beobachtungen
Fragestellungen fu¨r die C.-Phase; der Unterricht entfaltet sich ohne a¨ußere Orchestrierung
selbst. Ein Aktionsversta¨ndnis des Konzeptes Linearkombination ist somit in Form eines
entdeckend–experimentellen Lernens angelegt.
 Experimentieren.
Wa¨hrend tastende Probierhandlungen das CAS eher als Spielzeug nutzen, steht beim Ex-
perimentieren ein zielsa¨tziges methodisches Handeln im Vordergrund, welches das CAS
als Werkzeug nutzt. Im Unterschied zum Vertrautmachen durch virtuelle Erfahrung als
Vorstufe eines Begriffsbildungsprozesses zielen virtuelle Experimentierhandlungen schon
sta¨rker auf einen Problemlo¨sungsprozess. Der Problemlo¨sungsprozess selbst orientiert sich
dabei am Wissenschaftsparadigma der empirischen Wissenschaften und den dort etablier-
ten Methoden der Erkenntnisgewinnung und zugeho¨riger heuristischer Strategien, vgl.
Buchberger’s epistemologische Helix. Dort hat das Experiment erkenntniskritischen Cha-
rakter. In Adaption dieser experimentellen Methode auf eine computer–unterstu¨tzte Ma-
thematik schreiben Heugl [124, S. 89] et al.:
Experimentieren heißt Beobachten unter kontrollierten Bedingungen. Zielloses Probieren bringt
selten Erfolg77. Ausgangspunkt fu¨r Ta¨tigkeiten in dieser Phase: Ein Problem, experimentelles Ma-
terial, Daten. Typische Denk- und Arbeitsweisen bei der Problemanalyse sind plausibles Schließen
und Experimentieren. Daten mu¨ssen geordnet, Fragen pra¨ziser formuliert werden. Bei offenen Auf-
gaben mu¨ssen Fragen ha¨ufig erst gefunden werden. Ziel dieser Phase: Finden einer Vermutung.
Danach wird ha¨ufig versucht, die Vermutung durch Tests zu erha¨rten.
76Man ko¨nnte durch eine Plot-Option das Koordinatengitter ganzzahlig eichen; dies wu¨rde in der Start-
position zwar die Ablesung erleichtern, aber bei nachfolgenden Zugversuchen die Spielfla¨che begrenzen,
s. u. Abb. 75.
77Dies ist m. E. ein zentrales Problem bei der Benutzung von dynamischer Geometriesoftware.
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Kautschitsch vergleicht mathematisches Experimentieren mit den Experimenten in den
Naturwissenschaften und kennzeichnet Experimentierhandlungen als
”
nicht zufa¨lliges, son-
dern gezieltes Herbeifu¨hren verschiedener mathematischer Situationen, die einen Beitrag
zur Fragestellung“ leisten. In Analogie zum Erkenntnisprozess in den Naturwissenschaften
unterscheidet er
• Sammeln von Daten
• Entnahme der relevanten Informationen
• Aba¨nderung von Bedingungen mit dem Ziel treffsicherer Prognosen
• hypothesenbasierte Voraussagen u¨ber das Eintreten von Ereignissen
• abschließende mathematische Wissensabsicherung z. B. durch Beweise.
Hier sind deutliche Verwandtschaften mit Buchberger’s epistemologischer Helix erkennbar.
Richtet man eine computerunterstu¨tzte Wissensbildung in der Mathematik am Forschungs-
paradigma der empirischen Wissenschaften aus, so birgt diese Orientierung die Gefahr eines
Missversta¨ndnisses: die prinzipielle potentielle Fehlerhaftigkeit des empirischen Erkennt-
nisprozesses bedingt durch die Ungenauigkeit der experimentellen Messmethoden ko¨nn-
te fa¨lschlicherweise auf die virtuelle Realita¨t der quasi–experimentellen CAS-Mathematik
u¨bertragen werden.
Einer der profundesten Kenner einer CAS-intensiven Mathematik ist der Mathematiker
und Physiker Stephen Wolfram78, der ab 1977 mathematische Computer-Experimente79
ansetzte, um Formeln aus der theoretischen Teilchenphysik zu gewinnen. Er berichtet
von seinen wahrgenommenen Einstellungen von Mathematikern zur experimentellen CAS-
Mathematik:
Mathematiker scheinen oft zu glauben, dass Computerexperimente irgendwie weniger pra¨zise sind
als ihre mathematischen Standardmethoden. [. . . ] Aber diskrete oder symbolische Berechnungen
ko¨nnen absolut pra¨zis sein. Und in einem gewissen Sinne kann die Darbietung eines partikula¨ren,
durch ein Experiment gefundenen Objektes [. . . ] als konstruktiver Existenzbeweis fu¨r ein solches
Objekt angesehen werden. Beim Ausu¨ben von Mathematik gibt es oft die Vorstellung, dass Beweise
die Resultate erkla¨ren sollten, die sie beweisen – und man nicht annehmen sollte, dass dies erreicht
werden ko¨nnte, wenn man nur ein Objekt mit gewissen Eigenschaften pra¨sentiert. Aber wenn man
in der Lage ist, im Detail darauf zu schauen, wie ein Objekt reagiert, wird in vielen Fa¨llen ein
viel besseres Versta¨ndnis erzeugt als durch einen standardma¨ßigen abstrakten mathematischen
Beweis.80
Eine mo¨gliche Ursache solcher Pra¨zisionsvorstellungen mag von der Diskussion prinzipieller
Approximationsfehler bei Na¨herungsrechnungen mit reellen Zahlen herru¨hren; dort setzt
78ab 1988 Chefentwickler des CAS Mathematica, vgl. Wolfram [212, S. 899]
79In einer historischen Notiz fu¨hrt Wolfram die Entstehung einer experimentell ausgerichteten Mathe-
matik auf Gauß, Ramanujan, Gibbs u. a. zuru¨ck, vgl. Wolfram [212, S. 991] .
80eigene U¨bersetzung, wie auch in den folgenden Zitaten
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die interne Stellenzahl der erreichbaren Genauigkeit Grenzen. Dagegen sind Rechnungen
mit rationalen, komplexen oder hyperkomplexen Zahlen oder symbolische Rechnungen mit
Variablen stets genau, d.h. rechenfehlerfrei auf der Basis der implementierten Algorithmen.
Nach Wolfram’s Ansicht ist der erreichbare Grad an Pra¨zisierung und theoretischer Durch-
dringung in einem naturwissenschaftlichen und einem virtuellen computerbasierten Expe-
riment vo¨llig unterschiedlich, beide Experimentalformate haben vo¨llig disparate Reliabi-
lita¨ts-, Validita¨ts- und Viabilita¨ts-Problematiken. So schreibt Wolfram [212, S. 108] :
In einem traditionellen wissenschaftlichen Experiment setzt man ein System aus der Natur an und
danach beobachtet man es, um zu sehen, wie es sich verha¨lt. Und in ziemlich der gleichen Weise
kann man ein Programm auf einem Computer ansetzen und dann beobachten, wie es sich verha¨lt.
Und der große Vorteil von solch einem experimentellen Ansatz ist, dass er von einem nicht verlangt
im Voraus exakt zu wissen, welche Art von Verhalten auftreten kann. Und genau das ermo¨glicht
es, genuin neue Pha¨nomene zu entdecken, die man nicht erwartet hatte. Erfahrungen aus den tra-
ditionellen Experimentalwissenschaften ko¨nnten es jedoch nahelegen, dass Experimente irgendwie
immer fundamental unpra¨zise sind. Denn wenn man mit einem System aus der Natur bescha¨ftigt
ist, ist es normalerweise unmo¨glich, es genau anzusetzen oder mit perfekter Pra¨zision zu messen
– und tatsa¨chlich kann es eine Herausforderung sein, ein traditionelles Experiment u¨berhaupt
wiederholbar zu machen. Aber fu¨r die Art von Computerexperimenten, die ich in diesem Buch
unternehme, gibt es kein derartiges Problem. Denn in fast allen Fa¨llen involvieren sie Programme,
deren Regeln und Anfangsbedingungen mit perfekter Pra¨zision spezifiziert werden ko¨nnen – so
dass sie exakt genauso ablaufen, wann immer und wo immer sie ablaufen. In vielfacher Weise ver-
mag diese Art von Computerexperimenten die besten theoretischen und experimentellen Zuga¨nge
zur Wissenschaft zu kombinieren. Denn ihre Resultate besitzen jene Pra¨zision und Klarheit, die
man von mathematischen oder theoretischen Aussagen erwartet. Und dennoch ko¨nnen diese Re-
sultate allein durch Beobachtungen entdeckt werden. Doch wie mit allen Arten von Experimenten
bedarf es einer hinreichenden Fertigkeit und Urteilskraft, um ein Computerexperiment anzusetzen,
welches bedeutungshaltige Resultate produziert.
Trotz der Entdeckung chaotischer Pha¨nomene ab 1962 durch Lorenz oder die computer-
basierten Forschungsresultate in der Zahlentheorie konstatiert Wolfram [212, S. 899]:
Aber ganz im Gegensatz zu fast allen anderen Zweigen der Wissenschaft verbleibt die Mainstream–
Mathematik sogar heute vo¨llig dominiert von theoretischen statt experimentellen Methoden.
Zusammenfassend formuliere ich daher das didaktische
Prinzip der virtuellen Erfahrungsverankerung: Die Verankerung des Lernprozesses
in selbstta¨tigen Handlungen des Lernenden sollte durch die Ausfu¨hrung von vertraut-
machenden Aktivita¨ten oder geeigneten virtuellen Experimentierhandlungen im CAS
gefo¨rdert werden. Dies ist deshalb so wichtig, da zentrale mathematische Konzepte der
Alltagserfahrung oft nicht direkt zuga¨nglich sind.
Da besonders im Bereich der Stochastik und der diskreten Mathematik geeignete Vorerfah-
rungen der Schu¨ler fehlen, scheinten virtuelle CAS-Experimente zum Aufbau einschla¨giger
Erfahrungen von besonderer Bedeutung fu¨r die Akzeptanz theoretischer U¨berlegungen zu
sein. Dazu folgendes
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Beispiel 4: eine experimentelle Behandlung des
”
Ziegenproblems“. Bei dem sog.
Ziegenproblem der elementaren Stochastik handelt es sich um folgendes Experiment, vgl.
z. B. Henze [123, S. 54] oder Hefendehl [122, S. 15] :
Bei einem Quiz hat ein Kandidat die Wahl zwischen drei verschlossenen Tu¨ren. Hinter zweien
sind Nieten (Ziegen) und hinter der dritten befindet sich ein Auto als Gewinn. Nach der ersten
Entscheidung des Kandidaten fu¨r eine zu o¨ffnende Tu¨r wird von einem Moderator – der weiß,
hinter welcher Tu¨r der Hauptgewinn ist – eine
”
Ziegen“-Tu¨r geo¨ffnet und der Kandidat darf
jetzt entscheiden, ob er eine andere Tu¨r wa¨hlen mo¨chte oder bei seiner ersten Wahl bleibt.
”
Paradoxerweise“ ist die Wahrscheinlichkeit zu gewinnen bei einem Wechsel der Tu¨r ho¨her und
betra¨gt 23 .
Diese Problemstellung dient u¨blicherweise der Offenlegung diverser Fehlvorstellungen und
wird kommunikativ durch Aushandlungsprozesse im Plenum angegangen. Wa¨hrend ver-
schiedene Argumentationen auf dem theoretischen Level (z. B. einer Vorlesung oder unter-
richtlichen Behandlung) vorgetragen werden konnten, bleibt eine mo¨gliche CAS-basierte
experimentelle Verifikation der Argumentationen oft ungenutzt.
Die folgende unterrichtliche Behandlung des Ziegenproblems fand im Differenzierungsbe-
reich Mathematik/Informatik einer Klasse 10 statt. Kerngedanke war durch eine Simulati-
on der Spielhandlung eine geeignete virtuelle Realita¨t als Voraussetzung fu¨r das Studium
des wahrscheinlichkeitstheoretischen Pha¨nomens zu schaffen, innerhalb derer die vorgetra-
genen Hypothesen der Schu¨ler u¨ber den Ausgang der Spielhandlung durch Experimente
falsifizierbar bzw. verifizierbar wurden.
Der Unterrichtsverlauf folgte der vorgeschlagenen Lerntrajektorie von Grabinger [108,
S. 32 ff] wo nach der Pra¨sentation der Problemstellung eine wahrscheinlichkeitstheoretische
U¨berlegung angestellt wurde, die erst im Nachgang durch eine Simulation verifiziert wurde.
Im aktuellen Unterrichtsverlauf offenbarten sich aber erhebliche Probleme beim theoreti-
schen Versta¨ndnis der Situation. Auch die im Lehrwerk angegebene Simulation wurde von
den Schu¨lern in einer Selbstarbeitsphase nur partiell verstanden und wurde daher noch-
mals im Plenum diskutiert; der angegebene Derive-Quelltext zum Simulations-Algorithmus
wurde anschließend von den Schu¨lern selbststa¨ndig nach MuPAD portiert, vgl. Abbildung
2.22.
Hier der Originalkommentar eines Schu¨lers zum Simulationsprogramm:
”
Ich lasse fu¨r das Auto und fu¨r den Kandidaten jeweils eine Tu¨r wu¨rfeln. Der Moderator wa¨hlt da-
nach die Tu¨r, hinter der eine Ziege ist bzw. die der Kandidat nicht gewa¨hlt hat (6-kandidat-auto).
Wenn der Kandidat am Anfang das Auto getroffen hat, wa¨hlt der Moderator entweder Tu¨r 1 oder
Tu¨r 2 aus (je nachdem hinter welcher Tu¨r das Auto nicht ist). Das ist ein geringfu¨giger Nachteil
meiner Prozedur, das Problem wirklich 1:1 nachzuspielen, tra¨gt aber nicht zur Vera¨nderung des
Ergebnisses bei. Nun wechselt der Kandidat seine Wahl und ich lasse pru¨fen, ob er nun auf die
Auto-Tu¨r gesetzt hat (6-kandidat-moderator=a).[Der Kandidat hat jetzt ja nicht mehr die Tu¨r,
die bei ’kandidat’ gewa¨hlt wurde.] Nun rechne ich noch die Wahrscheinlichkeit fu¨r den Gewinn in
Prozent aus. Ein weiterer ebenfalls geringfu¨giger Nachteil ist also, dass ich festsetze, der Kandidat
wechselt immer die Tu¨r. Es tra¨gt aber ebenfalls nichts zum Ergebnis bei.“
Erst die Beobachtung der konkreten Spielsimulation u¨berzeugte die Schu¨ler a posteriori von
der Gu¨ltigkeit der a priori vorgetragenen wahrscheinlichkeitstheoretischen Argumentation,
siehe Abbildung 2.23.
62 § 2. Lerntheoretische U¨berlegungen zur Wissenskonstruktion
Abbildung 2.22: Simulation des Ziegenproblems durch eine Modellierung,
basierend auf einer algebraischen U¨berlegung.
Abbildung 2.23: Simulation des Ziegenproblems; Ausgaben des ersten CAS-
Experiments bei 10 Versuchswiederholungen.
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Abbildung 2.24: Simulation des Ziegenproblems durch eine Modellierung,
die auf einer mengentheoretischen U¨berlegung basiert.
Die Klassenarbeit besta¨tigte ein zufriedenstellendes Versta¨ndnis des Problems und seiner
Lo¨sung. Zu meiner U¨berraschung hatte sich ein Schu¨ler zu Hause mit einer anderen Simula-
tion bescha¨ftigt: Er war mit den zahlentheoretischen U¨berlegungen offenbar nicht zufrieden
und schuf sich eine Modellierung des Spielverlaufs durch Betrachtung gewisser Mengen –
obwohl der Umgang mit Mengen unter MuPAD vorher nicht behandelt worden war81, siehe
Abbildung 2.24.
Auch hier sei der Originalkommentar des Schu¨lers zitiert:
”
Es wird eine Liste (LT) erstellt mit den 3 Tu¨ren. Danach wird die Tu¨r, die der Kandidat wa¨hlt
und die Tu¨r, hinter der das Auto steht durch eine Zufallssimulation ausgewa¨hlt. Aus der Tu¨rliste
werden sowohl die Autotu¨r (a) als auch die Kandidatentu¨r (k) entnommen, um an die Tu¨r zu
kommen, die der Moderator (m) o¨ffnet. Sollten die Autotu¨r und die Kandidatentu¨r identisch sein,
wird dem Moderator eine Tu¨r aufgezwungen. Dann wird eine neue Tu¨rliste (LT2) erstellt, in
der die Moderatortu¨r nicht enthalten ist. Dieser Liste wird die Kandidatentu¨r (k) entnommen.
Dadurch bleibt die Tu¨r (w) u¨brig, zu der der Kandidat wechselt. Als na¨chstes wird verglichen,
ob die neue Tu¨r dieselbe ist, hinter der das Auto steht. Die gesamte Prozedur wird beliebig oft
wiederholt und es wird die Gewinnwahrscheinlichkeit berechnet.“
Die Ausfu¨hrungen in der Klassenarbeit zeigten als Indiz fu¨r ein volles und tiefgehendes
Versta¨ndnis des Schu¨lers eine besondere Ausfu¨hrlichkeit der Darstellung.
Bei geringen Versuchswiederholungen la¨sst sich der Ablauf der Simulation gut verfolgen und
erzeugt die angestrebte virtuelle Erfahrung sowie ein Grundvertrauen in die Stimmigkeit
der theoretischen Begru¨ndung. Fu¨r eine große Zahl von Wiederholungen unterdru¨ckt man
81Nach seiner Auskunft reichte ihm allein das Studium der MuPAD-Hilfedatei und das Studium der dort
gezeigten Beispiele.
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Abbildung 2.25: Versuchsausgang bei beiden Simulationen fu¨r hohe Ver-
suchswiederholungen als Besta¨tigung des empirischen Gesetzes u¨ber die Sta-
bilisierung relativer Ha¨ufigkeiten, vgl. Henze [123, S. 20]. Die Stabilisierung
tendiert hier zu 66.6 %. Man erkennt am Zeitverhalten außerdem ein Indiz
dafu¨r, dass der algebraische Algorithmus effektiver zu sein scheint.
die Ausgabe der Simulation durch Auskommentieren der print-Anweisungen und la¨sst sich
neben dem Simulationsergebnis zusa¨tzlich die Rechenzeit ausgeben.
Vorschlag einer revidierten Lerntrajektorie. Angesichts der Beobachtungen scheint es sinn-
voller zu sein, nach der Vorstellung des Problems und einer intuitiv begru¨ndeten Hypo-
thesenbildung zuna¨chst eine Simulation der Situation z.B. mittels Mengen vorzunehmen.
Das ggfs. unerwartete, kontra-intuitive und experimentell gewonnene Versuchsergebnis gibt
dann Anlass fu¨r das Bemu¨hen um ein theoretisch begru¨ndetes Versta¨ndnis.
Vorteile und Nachteile eines CAS bei Experimentierhandlungen. Schneider [183,
S. 210–240] resu¨miert allgemeine didaktische U¨berlegungen, die insbesondere Vorteile beim
selbststa¨ndigem aktiven Erkunden mathematischer Sachverhalte (mit Freira¨umen fu¨r sub-
jektive Sichtweisen der Schu¨ler, einer Verbesserung der Fehlerkultur, etc.) und den bekann-
ten heuristischen Strategien erkennen lassen. Diese Vorteile sind als genuine Designziele in
den MAKE–Lernarrangements in allen Phasen des Zyklus schon implizit aufgegriffen.
Bezogen auf den Einsatz von CAS ortet sie Vorteile bei der Variation von Variablenbe-
legungen auf symbolischer Ebene (a. a. O., S. 222), der leichten Wiederholbarkeit von
Berechnungen (a. a. O., S. 222), dem raschen Wechsel von Darstellungsformen (a. a. O.,
S. 223), der Erkundung von Begriffsaspekten (a. a. O., S. 222; Beispiel: Funktionsunter-
suchungen), bei der selbststa¨ndigen Entdeckung mathematischer Regeln (a. a. O., S. 222;
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Beispiel: Kettenregel82) und Verfahren sowie der Simulation (a. a. O., S. 222; Modellierung;
Modellbewertung) von Sachverhalten.
An Nachteilen eines CAS-Einsatzes im Zuge experimentellen Handelns nennt Schneider
z. B.:
1. Durch die experimentelle Herleitung mathematischer Regeln wird gerade der operative Bereich in den Vor-
dergrund geru¨ckt und die Schu¨ler/innen erforschen Regeln, die von CAS beherrscht und an diese ausgelagert
werden ko¨nnen. [. . . ] la¨sst auch wenig Aspekte erkennen, die im Hinblick auf den Erwerb von Grundwissen
und Grundvorstellungen sowie fu¨r die Interpretation und Reflexion bedeutsam wa¨ren. Ein CAS–unterstu¨tztes
(Er-)Finden einer Vermutung [. . . ] basiert im Wesentlichen auf einer mo¨glichst geschickten Mustererkennung
[. . . ]. [a. a. O., S. 228]
Dagegen ist zu argumentieren, dass die oben von den Schu¨lern angegebenen Code-
strecken erhebliche Reflexionsanteile aufweisen und beweisartigen Charakter der in Rede
stehenden wahrscheinlichkeitstheoretischen Regel annehmen. Zudem ist das Erkennen
von Mustern und Regelma¨ßigkeiten in Pha¨nomenen geradezu typisch fu¨r das wissen-
schaftliche Forschen. Das Auslagern der Rechnungen (Za¨hlprozesse) an den Rechner ist
insofern unkritisch.
2. Wenn operative Ta¨tigkeiten in gro¨ßerem Umfang an CAS ausgelagert werden, dann hat dies auch zur Folge,
dass mit dem ha¨ndischen
”
U¨ben “ auf [. . . ] Gelegenheiten zur Entwicklung von Vorstellungen und Einsichten
verzichtet wird. [a. a. O., S. 237]
Dagegen ist einzuwenden, dass sich die Experimentierphase im MAKE-Zyklus wesentlich
auf die vorbegriffliche A-Phase verortet und letztlich einer profunden Hypothesenbildung
dient.
3. Gerade CAS-unterstu¨tztes experimentelles Arbeiten birgt aufgrund der einfachen und beliebigen Wieder-
holbarkeit der Experimente die Gefahr in sich, dass die Schu¨ler/innen – ohne entsprechende Lenkung des
Lehrers [. . . ] u¨ber ein pha¨nomenologisches Begriffsversta¨ndnis nicht hinauskommen und auch keine Not-
wendigkeit fu¨r eine gedankliche (theoretische) Weiterfu¨hrung ihrer empirischen Beobachtung sehen. [. . . ]
jedenfalls wird es entsprechender unterrichtlicher Interventionen und Maßnahmen seitens der Lehrer/innen
bedu¨rfen, um solche Effekte zu erzielen bzw. unerwu¨nschte Effekte zu reduzieren. [a. a. O., S. 240]
Gerade das Beispiel des Ziegenproblems zeigt allerdings, dass die Experimentierhand-
lung mit ihrer Modellbildung eine virtuelle Erfahrung schafft, die wegen des kontrain-
tuitiven Resultates zu einer nachtra¨glichen Begru¨ndung auffordert. Die APOS-Theorie
mit ihrer Konkretisierung im MAKE-Zyklus bleibt absichtsvoll nicht auf der A/P-Phase
stehen, sondern zielt auf die Ablo¨sung der experimentellen Handlungen zu Prozessen
und Konzepten. Der obige Einwand triff den MAKE-Zyklus daher nicht, da er in der
C-Phase CAS-freie Aktivita¨ten von metakognitvem Charakter ausdru¨cklich vorsieht.
Experimentierhandlungen fo¨rdern meines Erachtens daher die Selbststa¨ndigkeit der Schu¨ler
und bieten Gelegenheiten, einen Teil der Lernzeit zur Erfahrungsbildung an CAS-Handlungen
zu delegieren.
82Merkwu¨rdigerweise wird die Kettenregel im Lehrbuch von Prugger [175] aber keineswegs
selbststa¨ndig entdeckt, sondern verbleibt unentdeckt im Datenmaterial.
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2.4.2 Das Prinzip der metakognitiven Klammerung
Oder: das Prinzip vom zweifachen holistischen Spray. Nach den Befunden von
Balas et al. ist eine Adaption des origina¨ren (M)ACE-Zyklus insofern angeraten, als nach
den dort berichteten Erfahrungen vor dem Eintreten in den MAKE-Zyklus eine u¨berblicks-
artige Einfu¨hrung u¨ber Ziele und Inhalte im Plenum erfolgen sollte.
Um die aktive Selbstta¨tigkeit der Lernenden mo¨glicht weit zu erhalten, empfehle ich anstel-
le einer mo¨glichen lehrergesteuerten Einstimmung in ein Thema oder eine Problemstellung
eine metakognitive Anfangs-Reflexion in der Zweiergruppe. Dazu kann man in das CAS
integrierte
”
advanced organizer“ vorschalten, die ein zielgebendes Vorausschauen ermo¨gli-
chen und ein thematisches Gespu¨r entwicken helfen. Unterrichtspraktisch getestet wurden
z. B. Bilder83 mit unmittelbarem Aufforderungs- oder Fragecharakter (ohne Worte, oh-
ne Formeln, ohne Text) oder Problemstellungen, die simultan multiple Repra¨sentationen
als Kristallisationspunkte fu¨r metakognitive Interpretationen oder Diskurse in der Zwei-
ergruppe anbieten. Denkbar sind auch Animationen (CAS-erzeugte Filmschnipsel) oder
Black-Box-Abla¨ufe von Algorithmen als gedanklich vorweggenomme Handlungsfolgen auf
Prozess-Niveau.
Nach Abschluss des MAKE-Zyklus erfolgt analog eine reflexive metakognitive Ru¨ckbesin-
nung, die i. d. R. der letzte Auftrag der E-Phase ist. Neben Kurzzusammenfassungen,
Pra¨sentationsauftra¨gen oder selbst konstruierten Versta¨ndnistests lassen sich auch Kon-
zeptnetze oder Mindmaps verwenden. Im der CAS-freien Mathematikdidaktik kennt man
dies als Prinzip des vorwegnehmenden Lernens und als Prinzip der Fortsetzbarkeit, vgl.
Wittmann [211, S. 86]. Wegen der zwei den inneren (M)AKE(M)-Zyklus umrahmenden
Reflexions(’M’)phasen formuliere ich dieses Prinzip als
Prinzip der metakognitiven Klammerung:Metakognitive Reflexionen sollten vor
Eintritt und zum Abschluss einer mehrstu¨ndigen CAS-(M)AKE-Phase angeboten wer-
den. Diese wirken als mentale Orientierungsmarken, fokussieren auf eine ganzheitliche
Sicht der Lernaktivita¨ten und fo¨rdern strategisch-heuristische Methodenablo¨sungen aus
den vorangegangenen Aktivita¨ten.
Betrachten wir einige Beispiele.
Beispiel 1: eine metakognitive Anmutung des Gauß-Algorithmus. Die Lernen-
den betrachten Abbildung 2.26. Der Auftrag lautet:
Versucht mo¨glichst viel Sinn in die dargestellte Szene hineinzudenken. Erfindet eine denkbare
Aufgabenstellung. Was ko¨nnte die mittlere Zeile andeuten?
Gegeben sind Start- und Endsituation eines Gleichungssystems in Matrixform. Weder das
Gleichungssystem selbst noch der Algorithmus sind bekannt. Eine Reflexion zielt hier auf
die Grundvorstellung des Gauß-Verfahrens ab, welches danach durch multirepra¨sentati-
ve MuPAD-Aktivita¨ten handelnd erfahren wird. Spa¨ter soll dieses Bild als fundamentale
83deren ganzheitliche Sicht nach Wittmann eine ”simultane Erfassung von Handlungsketten“
ermo¨glicht, vgl. [a. a. O., S. 89]
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Abbildung 2.26: O¨ffnende metakognitive Klammer zu Beginn des Gauß-
Algorithmus.
Idee des Verfahrens im Kopf des Lernenden gespeichert und in eigenen Worten interpre-
tiert, d. h. mit Sinn hinterlegt werden ko¨nnen. Dieses Beispiel ist spa¨ter im Rahmen einer
Fallstudie noch Gegenstand einer genetischen Dekomposition bzw. der Konstruktion einer
zugeho¨rigen hypothetischen Lerntrajektorie.
Beispiel 2: ein holistischer Spray zum Skalarprodukt. Die Lernenden studieren im
Zugmodus des DGS Z.u.L.84 eine graphische Szene, bei der nur die Punkte X und Y auf
ihrer horizontalen Verbindungsgeraden XY frei ziehbar sind, siehe Abbildung 2.27.
In ganzheitlicher Sicht ist neben der Gleichheit (visuell als Pegelstand dargestellt; symbo-
lisch als Term; numerisch als Pegelho¨he) der Terme x1∗ y1 +x2∗ y2 auch die geometrische
Lage studierbar; dabei ist a∗cos(γ) als La¨nge p der senkrechten Projektion von OX auf OY
erkennbar. Neben dem direkten Erfassen und verbalen Beschreiben der Zusammenha¨nge
werden die Fragen nach dem Grund der Term-Gleichheit, einer geometrischen Deutung des
rechten Terms (er entha¨lt Winkel und La¨ngen, d. h. geometrische Gro¨ßen) und ihre Ver-
allgemeinerbarkeit auf ho¨here Dimensionen motiviert. Das anschließende CAS-Worksheet
hilft in einer Aktivita¨tsphase mit einigen Stationen diese Beobachtungen genauer zu er-
schließen.
Entscheidend ist fu¨r die Mo¨glichkeit einer metakognitiven Reflexion, dass in dieser ganzheit-
lich–animierten Szene wesentliche Zusammenha¨nge und Einsichten simultan erfasst werden
und ein CAS-Einsatz zuna¨chst unterbleibt.
84Diese in JAVA programmierte dynamische Geometrie–Software ”Zirkel.und.Lineal“ von R. Groth-
mann ist frei verfu¨gbar.
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Abbildung 2.27: ein holistischer Spray zum Skalarprodukt; a¨ndert man die
Eigenschaftsliste des rechten Pegels durch Lo¨schen von b∗ .. ab, so takten beide
Pegelsta¨nde im Zugmodus asynchron.
Dies ist zugleich ein Beispiel fu¨r das Prinzip der multiplen Repra¨sentationen (
”
SONG-
Prinzip“), das ich weiter unten formuliere.
Beispiel 3: eine metakognitive Rast im LinKomb-Spiel. Im LinKomb-CAS-Spiel
hatten die Lernenden durch freie Wahl der Streckfaktoren zwei oder mehrere Vektoren zu
einem Vektorzug in Richtung auf einen Zielpunkt zusammenzusetzen. Die Streckfaktoren
sind dabei zugleich die Lo¨sungen des zugeho¨rigen linearen Gleichungssystems. Diese Be-
obachtung wird durch Zwischenfragen evoziert, vor Durchfu¨hren der Lo¨sungsrechnung ist
also eine
”
metakognitive Rast“ eingelegt, um den Sinn der nachfolgenden Prozeduren zur
algebraischen Lo¨sungsermittlung zu erkennen, siehe Abbildung 2.28.
LinKomb1(x,y) bildet als Black-Box die Linearkombination x · ( 23 ) + y · ( 41 ), die mit der
zu erreichenden rechten Seite col(A,3)= ( 23 ) verglichen wird. Dies geschieht sowohl alge-
braisch als auch geometrisch (im Ausschnitt nicht gezeigt).
Beispiel 4: eine metakognitive Ru¨ckbesinnung auf die Theorie der LGS. Zum
Abschluss der Theorie der Linearen Gleichungssysteme wird den Lernenden eine themati-
sche Abbildung85 vorgelegt, vgl. Abbildung 2.29.
Der Auftrag fu¨r die Lernenden kann nun darin bestehen, mo¨glichst viele bekannte Situa-
tionen zu erinnern, zugeho¨rige Sa¨tze zu fomulieren, die Skizze als memotechnische Esels-
bru¨cke fu¨r Pru¨fungen zu verstehen, eine Bild-Interpretation zu verfassen, eine zugeho¨rige
85nach G. Strang [193, S. 166, 169, 352, 358]
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Abbildung 2.28: LinKomb1(x, y) als Black-Box einer Linearkombination
Abbildung 2.29: ein holistischer Ru¨ck-Blick auf die Theorie der linearen
Gleichungssysteme.
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Abbildung 2.30: Ein holistischer Ru¨ck-Blick auf die Theorie der linearen
Gleichungen mittels einer Konzeptkarte nach Park/Travers, a. a. O., S. 162.
Konzeptkarte mit wesentlichen Begriffen und Zusammenha¨ngen zu erstellen u. v. a. Diese
Abbildung wurde vorab schon wiederholt benutzt – allerdings unter Ausblendung der zum
betreffenden Zeitpunkt nicht interpretierbaren Bildbestandteile – und zeigt sich hier in
abschließender ganzheitlich-sinngebender Version.
Mit diesem
”
holistischen Spray“ ist die thematisierte Schemavorstellung der Theorie der Li-
nearen Gleichungssysteme abgeschlossen und sollte aus dieser Merkskizze mit Versta¨ndnis
dethematisiert werden ko¨nnen.
Beispiel 5: metakognitive Reflexionen mittels Konzeptkarten. Auch die Nutzung
von ConceptMaps86 z.B. nach Travers mit/ohne Vorgabe von Begriffslisten o. a¨. bietet sich
an, vgl. Abbildung 2.30. Empfohlen wird die Analyse schu¨lergefertigter Konzeptkarten auch
mit dem Vorschlag einer Punktbewertung nach der Anzahl der festgestellten zutreffenden
Aussagen, der genutzten Systematik, dem Grad der Beziehungshaltigkeit, dem Einbau
weiterer Konzepte sowie eventuell diagnostizierbarer Fehlvorstellungen. Aus einer solchen
Analyse wird eine Adjazenzmatrix erstellt, die statistisch (auch fu¨r Bewertungszwecke)
auswertbar ist.
2.4.3 Das Prinzip des inkrementellen CAS-Spracherwerbs
Nach meinen Erfahrungen sollte man vermeiden, spezielle systematische
”
Einfu¨hrungen in
das CAS“ anzubieten. Es reicht in der Regel vo¨llig aus anhand eines einfu¨hrenden Beispiels
die grundlegenden Funktionalita¨ten eines CAS-Worksheets wie Textfelder, Rechenbereiche
und Output-Zonen zu demonstrieren. Danach bietet es sich an die weitere CAS-Kompetenz
la¨ngs der thematischen Leitlinien just in time zu platzieren und sich parallel mit den ein-
86vgl. z. B. Park/Travers, a. a. O., S. 162 ff
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Abbildung 2.31: der LinKomb-Quellcode und zugeho¨rige Erkundungsauf-
tra¨ge
gefu¨hrten Objekten bzw. Prozeduren allma¨hlich ausbilden zu lassen. Dazu genu¨gen sehr
wenige CAS-Befehle, die durch Selbsterkundungen aus den offiziellen CAS-Helpfiles gelernt
werden ko¨nnen.
Prinzip des inkrementellen CAS-Spracherwerbs: CAS-Konzepte (Befehle oder
Prozeduren) sollten gemeinsam mit den eingefu¨hrten mathematischen Objekten bzw.
Algorithmen angeboten werden. Die gleichzeitige Betrachtung eines Konzeptes mit und
ohne CAS reduziert das subjektive Lerntempo und dient als variierte immanente Wie-
derholung bzw. als versta¨ndnisfo¨rdernder Repra¨sentationswechsel.
Beispiel: Konzeptbildung
”
Linearkombination“. Im Zusammenhang des Begriffs-
erwerbs
”
Linearkombination“ spielen die Lernenden das CAS-Spiel LinKomb. Erst nach
einigen aktivita¨tsbasierten Erfahrungen wird die Black-Box87 LinKomb geo¨ffnet und der
siebenzeilige Quellcode aufgedeckt, siehe Abbildung 2.31.
Die Analyse des CAS-Codes zeigt, dass LinKomb nur aus der Konstruktion und Zeichnung
von Objekten besteht: eines schwarzfarbigen Polygonzuges in #1# und dreier verschieden-
farbiger Punkte in #6# ff. Das Polygon selbst ist wiederum aus drei Punkten erzeugt,
dem Nullpunkt als Start sowie den Matrixspaltensummen als Zwischenpunkten. Diese drei
Punkte werden dabei jeweils durch eine Linie verbunden: Die entstehenden zwei Linien
repra¨sentieren die jeweiligen Spaltenvektoren der Gleichungssystemmatrix A. Die zusa¨tzli-
87fu¨r eine Diskussion dazu, s. u.
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Abbildung 2.32: Verifikation der schu¨lereigenen Codestreckena¨nderungen
anhand zugeho¨riger Visualisierungen
chen Punkte repra¨sentieren lediglich zusa¨tzlich die
”
Vektorspitzen“88. Die als Aufgabe ge-
stellte Analyse des Quellcodes la¨ßt die Lernenden en passant die (CAS–)Objekte Polygon
und Point zusammen mit ihren Optionen (wie Farbe und Stil) erkunden.
Ein vertieftes mathematisches Versta¨ndnis wird nun zusammen mit einem vertieften Syn-
taxversta¨ndnis durch den Auftrag zu einer zweifachen Aba¨nderung des vorliegenden Pro-
grammcodes erzeugt: es sind sowohl mehr als zwei 2-dimensionale Vektoren als auch 3-
dimensionale Vektoren (jeweils respra¨sentiert als Spalten einer Matrix) linear zu kombinie-
ren. Die dabei beobachtbaren neuen Pha¨nomene der linearen (Un-)Abha¨ngigkeit werden
anschließend in einer Aufweitung der Erkenntnishelix thematisiert: bildhafte Anschauung,
mathematische Konzeptbildung und CAS-sprachliche Expressivita¨t entwickeln sich simul-
tan89, siehe Abbildung 2.32.
2.4.4 Das Prinzip der literaten funktionalen Programmierung
Bei schu¨ler- bzw. lehrereigenen Konstruktionen von CAS-Routinen orientieren wir uns an
den drei Leitlinien
- der literaten Programmierung, d. h. der jeweilige CAS-Programmtext sollte fu¨r sich
88Eine direkte Realisierung von Vektoren mit dem CAS-Konzept arrows2d() war zwar mo¨glich, wegen
des unu¨bersichtlicheren und umfangreicheren Quellcodes wurde aber zu diesem Zeitpunkt darauf verzichtet.
89Weiter unten zeige ich, dass Schu¨ler auf diese Weise nachweislich auch Zugang zu eigensta¨ndigen
Abstraktionsprozessen finden, vgl. die schu¨lereigenen Routinen zum Lo¨sen von LGS auf der Basis der
Cramer–Regel bzw. zum Eliminieren von Parametern zur Herstellung der Koordinatenform einer Ebene
als Vorstufe des Gro¨bner–Algorithmus.
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selbst sprechen und in seinem eigenen Kontext mo¨glichst versta¨ndlich sein,
- der mo¨glichst durchga¨ngigen Nutzung eines funktionalen Programmierparadigmas, d. h.
mathematische Aktionen sollten durch CAS-Funktionen und derer Aufrufe zu realisie-
ren90 sein, und
- selbst kurze CAS-Programme sollten u¨bersichtlich und strukturiert gestaltet sein.
Kernighan [135, S. 2] als Vater der Programmiersprache C empfiehlt dazu:
Die Prinzipien des Programmierstils basieren auf Erfahrungswissen, nicht auf willku¨rlichen Re-
geln und Vorschriften. Programmcode sollte klar und einfach sein – einsichtige Logik, natu¨rliche
Ausdru¨cke, umgangssprachlicher Sprachgebrauch, bedeutungshaltige Namen, ordentliche Forma-
tierung, hilfreiche Kommentare – und sollte clevere Tricks und ungebra¨uchliche Konstruktionen
vermeiden.
Durch die Wahl eines hochsprachlichen CAS anstelle einer genuinen Programmiersprache
als Programmierumgebung wird von Beginn an die mathematische Welterschließung mit
der simultan erfolgenden CAS-Erschließung erleichtert, denn:
”
Da Programmieren inha¨rent
schwierig ist, mu¨ssen Studenten davor bewahrt werden, die zusa¨tzliche Bu¨rde einer kom-
plexen Sprache zu tragen.“, vgl. Reiser [178, S. 6] .
Die Programmiererschließung, die nach der APOS-Lerntheorie zur Wissenskonstruktion
wichtig ist, sollte dabei behutsam und graduell erfolgen – beginnend mit der einfachen Ana-
lyse und Synthese interpretativer Anweisungen fu¨r Daten und Befehle, u¨ber ein minimal–
invasives Code-Recycling91 durch Programmier-Laien hin zu semi-automatischen92 Algo-
rithmen zur Unterstu¨tzung der Lern– und Verstehensprozesse. Nur exemplarisch wird der
U¨bergang zu einem voll-automatischen professionellen Algorithmus vollzogen, wo der Laie
(Lernende) lediglich Nutzer der vom einem Experten (Lehrer) erstellten Prozedur ist. Die
Konstruktion einer (semi-professionellen) Library von Routinen als Realisierung der Idee
der Auslagerung des Operativen sollte auf Schulniveau ebenfalls nur exemplarisch93 erfol-
gen.
Auch Gudenberg [204, S. 5] fu¨hrt fu¨r die funktionale Sichtweise von Programmierung, die
wir hier auch fu¨r ein CAS einnehmen, wichtige Argumente auf:
. Der hohe Abstraktionsgrad erlaubt u¨bersichtliche Programme.
. Funktionale Sprachen werden zur Spezifikation beim
”
Programmieren im Großen“ verwendet.
. Die Semantik ist klar zu formulieren.
. Datenstrukturen lassen sich so eingeben, wie sie definiert sind.
. Bei Algorithmen ist die funktionale Spezifikation ausfu¨hrbar.
. Durch Interpretation ist die direkte Interaktion zwischen Benutzer und Rechner gewa¨hrleistet.
90s. u. die Demonstration des Gauss-Jordan-Algorithmus
91vgl. die obige Codestrecke zum LinKomb-Spiel
92Unser schulisches Beispiel ist der Gauss-Algorithmus via Elementarmatrizen. In der Staatsexamens-
arbeit von Pu¨ttmann setzten wir eine basale semi-automatische Version des Simplexalgorithmus der
linearen Optimierung ein.
93s. u. die Library zum Skalarprodukt.
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In diesem Sinne erlaubt ein CAS die mo¨glichst einfache Realisierung einer experimentellen
Mathematik, vgl. Wolfram [212, S. 109] :
Immer und immer wieder war es ein hochwichtiges einzelnes Prinzip, das ich lernen musste: die
besten Computerexperimente sind diejenigen, die so einfach und unkompliziert sind wie irgend
mo¨glich94. Und dieses Prinzip gilt sowohl fu¨r die Struktur der aktuell studierten Systeme – als
auch fu¨r die Prozeduren, die man benutzt, um sie zu studieren.
Zusammenfassend formuliere ich diese Einsichten als das
Prinzip der literaten funktionalen Programmierung im Kleinen: Programmier-
technische Aktivita¨ten mit dem CAS sollten sich an dem Leitgedanken der literaten
Programmierung, der funktionalen mathematik-affinen Sichtweise eines Algorithmus als
Funktion
”
Eingabe
Algorithmus−→ Ausgabe“ sowie der strukturierten Gestaltung auch klei-
nerer Codestrecken orientieren.
Bemerkung: CAS-Codestrecken konstruieren wir (d.h. Schu¨ler und Lehrer) zuna¨chst i. d. R.
”
bottom-up“, d. h. erfahrungsbasiert und sukzessiv erga¨nzend. Top-down-Entwu¨rfe sind ih-
rem Wesen nach eher deduktiv und daher zur APOS-Theorie als induktiver erfahrungsba-
sierter Theorie nicht passend. Auf der S(chema)-Stufe thematisierten strukturierten Wis-
sens kommt ihnen dagegen eine wichtige, lokal ordnende Bedeutung zu.
2.4.5 Das Prinzip der Modulkonstruktion zur strukturierten Re-
pra¨sentation mathematischen Wissens
Die Modularisierung ist eine Kernidee aus der objektorientierten Informatik. Die dahinter
liegenden zentralen Probleme sind die Bewa¨ltigung von Komplexita¨t und die Ermo¨glichung
von Wiederverwendbarkeit (
”
Recycling“). Eine leitende Modellvorstellung ist die der Stu¨ck-
liste zur Vorbereitung und Steuerung der materiellen technischen Fertigung bzw. Produk-
tion: Stu¨cklisten sind Verzeichnisse der Komponenten (Bau-Teile oder Bau-Gruppen), aus
denen das fertige Endprodukt zusammengesetzt wird. Teile und Gruppen ergeben fu¨r sich
genommen noch kein funktionsfa¨higes Endprodukt: sie mu¨ssen erst in der richtigen Art
und Weise und in der geeigneten Reihenfolge strukturiert zusammengesetzt werden.
U¨ber die softwaretechnische bzw. mathematikdidaktische Beschreibung und den Zweck
von Modularisierung gibt es in der Literatur verschiedene Aussagen. Diese werden im Fol-
genden zuna¨chst gesichtet und anschließend unter der Perspektive der APOS-Lerntheorie
neu geordnet, an Beispielen erla¨utert und zu einem CAS-didaktischen Prinzip verdichtet.
Abschließend werden aus dieser Sicht einige vorfindbare mathematikdidaktische Interpre-
tationen des
”
Modulprinzips“ kritisch betrachtet.
Modularisierung und Modularia¨t
Dieser Abschnitt fokussiert die Beschreibung und Kla¨rung der Begriffe Modul bzw. Modu-
larisierung. Diese stammen aus der ingenieurwissenschaftlichen und universita¨ren Softwa-
retechnik und haben sich historisch aus Erfahrungen mit der Bewa¨ltigung hochkomplexer
94Hervorhebung von mir, W.L.
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Programmierprobleme entwickelt. Das Modulkonzept bzw. die modulare Programmierung
wird von allen wichtigen prozeduralen und funktionalen Programmiersprachen und auch
von CAS unterstu¨tzt.
Imperativ-prozeduraler Programmierstil. Ab 1985 entwickelte N. Wirth an der
ETH in Zu¨rich ein neues Betriebssystem zusammen mit der neuen objektorientierten Pro-
grammiersprache Oberon als Nachfolger der ebenfalls von ihm konstruierten prozeduralen
Sprachen Pascal und Modula95. Ziel war, dieses große Software–Projekt durch einen ge-
gliederten Aufbau zu strukturieren und damit beherrschbar zu machen, vgl. Reiser [178,
S. 6]:
Pascal unterstu¨tzt zwar strukturiertes Programmieren, in der Zwischenzeit wurde aber in der
Softwaretechnik der modulare Entwurf wichtig. Dieser Begriff hat mindestens zwei Aspekte. Der
erste ist als Geheimnisprinzip (information hiding) bekannt: Jedes große System soll aus Modulen
zusammengesetzt werden, die relativ isoliert entwickelt werden ko¨nnen. [. . . ] Der zweite Aspekt
ist eher technischer Natur: die getrennte U¨bersetzung von Modulen.
Explizte Entwurfskriterien fu¨r die Sprache Oberon selbst waren mustergu¨ltige Einfachheit,
Effizienz und Flexibilita¨t; die sprachliche Einfachheit sollte die inha¨rente Komplexita¨t der
Aufgabenstellung, ein neues Betriebssystem in dieser Entwurfssprache ab ovo zu schreiben,
meistern helfen:
Das wirkliche Problem ist aber nicht der Speicherverbrauch, sondern die Unzuverla¨ssigkeit und
die Unflexibilita¨t (auch Wartbarkeit genannt) von großen Softwaresystemen. [. . . ] Man sollte sich
bewusst sein, dass die wichtigste Einzelmaßnahme der Steigerung der Zuverla¨ssigkeit eines Sy-
stems die Entfernung von u¨berflu¨ssigen Eigenschaften und Fa¨higkeiten sowie die Begrenzung
der Komplexita¨t ist. [. . . ] Um so irritierender ist der Umstand, dass sich viele Anwender durch
komplexe Systeme mehr beeindrucken lassen als durch ein o¨konomisches Design. [. . . ] Natu¨rlich
ist es viel leichter ein großes System zu entwerfen als ein o¨konomisches: Das Zweite erfordert
Erfahrung, sorfa¨ltige Planung und große Sorgfalt im Detail [. . . ]. [a. a. O, S. 6]
Der Informatiker und Mitentwickler der Sprache Oberon, Mo¨ssenbo¨ck [163, S. 11], betont
das Zusammenfassen von Daten (z. B. reellen Zahlenpaaren) und zugeho¨rigen Operationen
(z. B. Addition, Multiplikation etc. von solchen Zahlenpaaren, realisiert als Prozeduren oder
Funktionen in der verwendeten Programmiersprache) mit diesen Daten zu einem neuen
Ganzen (etwa dem Ko¨rper C der komplexen Zahlen), einem Modul96:
Ende der siebziger Jahre erkannte man, dass es Vorteile bringt, zusammengeho¨rende Daten und
Operationen zu einer Einheit – zu Modulen – zusammenzufassen. Programme wurden dadurch
“geordneter”. Module – als Sammlung von Daten und Prozeduren – entsprechen auch besser den
Komplexen der Problemwelt als einzelne Prozeduren.
Den Hauptzweck der Konstruktion von Modulen sieht Mo¨ssenbo¨ck in der damit erreich-
baren Reduktion von Komplexita¨t. Eine solche Reduktion ergibt sich z. B. dadurch, dass
95Der Name ist Programm: ein ’modularer’ Programmierstil sollte durch entsprechende Konstrukte der
Programmiersprache unterstu¨tzt werden.
96In erster Na¨herung stelle man sich also ein CAS-Modul als Realisierung eines Moduls i. S. der Algebra
vor.
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man einem Problem durch Modularisierung eine Struktur aufpra¨gt, die Abstraktion erho¨ht
und neue kompaktifizierende Entita¨ten schafft:
Wofu¨r verwendet man Module? Sie sind zuna¨chst einmal ein Strukturierungsmittel. Sie gruppieren
Daten und die zugeho¨rigen Operationen zu einer Einheit und schaffen damit Ordnung in einem
Programm. Module sind auch ein Abstraktionsmittel. Sie verbergen Implementationsdetails vor
anderen Modulen und bieten ihre Dienste u¨ber eine einfache Schnittstelle an. Module bilden eine
Mauer. Die in ihnen deklarierten Namen sind außerhalb nur dann bekannt, wenn man sie exportiert.
[. . . ] Ein Modul bildet schließlich eine U¨bersetzungseinheit. Sein Quellcode steht in einer eigenen
Datei und der aus ihm erzeugte Objektcode wird ebenfalls in eine eigene Datei geschrieben. Damit
sind Module die kleinsten austauschbaren Einheiten in einem System. [a. a. O., S. 26]
Auch Mu¨hlbacher [165] et al. betonen den Gesichtspunkt der Strukturierung komplexer
Aufgaben in gegliederte zusammenha¨ngende Teilprobleme. Daru¨ber hinaus beschreiben sie
den Kommunikationsprozess zwischen Moduln untereinander bzw. den Nutzern und einem
Modul als eine Import-Export-Relation:
Ein Modul ist eine Sammlung von Deklarationen fu¨r Konstanten, Typen, Variablen und Prozedu-
ren. [. . . ] Module ko¨nnen getrennt u¨bersetzt werden und sind so ein wichtiges Strukturierungs-
werkzeug, um komplexe Softwareaufgaben in kleine u¨berschaubare Einheiten zu zerlegen. [a. a. O.,
S. 105]
Die Erfahrung zeigt, dass große Softwareprojekte im ersten Entwurfsschritt in kleinere, mo¨glichst
abgeschlossene Teilaufgaben zu zerlegen sind, um die Gesamtkomplexita¨t u¨berhaupt in den Griff
zu bekommen. [. . . ] Der Klient soll eine abstrakte Sicht des Moduls bekommen, die ihm in der
Schnittstelle nur die Mechanismen zur Handhabung gewa¨hrt. [. . . ]
Ein Modul ist eine Zusammenfassung von Operationen und Daten zur Realisierung einer in sich
abgeschlosssen Aufgabe. Zur Kommunikation mit anderen Modulen ist eine Schnittstelle vorge-
sehen, die den Export und den Import von Daten und Operationen regelt. Zur Verwendung eines
Moduls muss die Kenntnis u¨ber seine Export-Schnittstelle genu¨gen. Das Modul selbst muss beim
Import anderer Module wieder deren Schnittstelle kennen. [a. a. O., S. 111]
Im Folgenden mo¨chte ich diese Definition97 von Mu¨hlbacher meinem Versta¨ndnis des Mo-
dulbegriffs zugrundelegen. Die aus der Literatur rekonstruierbaren wesentlichen begriffli-
chen Merkmale eines Software–Moduls sind daher
• die Bu¨ndelung von Daten und zugeho¨rigen Operationen zu einem neuen Ganzen
• die Trennung von
”
sichtbarem“ Interface und
”
verborgener“98 Implementation
• die Kommunikation mit der Außenwelt (Benutzer, andere Module) ausschließlich via
Interface mit Hilfe einer Import-Export-Funktion
97Eine a¨hnliche Definition gibt Claus [32, S. 393] ; er sieht als Zweck der Modularisierung eine u¨ber-
sichtliche und in Bezug auf A¨nderungen am Implementationsteil eines Moduls flexible Programmiertechnik :
”Ein Modul ist die Zusammenfassung von Konstanten, Datentypen, Variablen und Prozeduren zu einer
Einheit. Soll ein Modul von einem anderen genutzt werden ko¨nnen, so muss man angeben, welche Teile
dieses Moduls von außen sichtbar sein sollen und welche nicht. Grundsa¨tzlich bleibt aber die Implementie-
rung eines Moduls, also die konkrete Realisierung der Datentypen und Prozedurru¨mpfe, vor allen anderen
Moduln verborgen. [. . . ] Der Vorteil dieser Programmerstellung ist neben der U¨bersichtlichkeit auch die
Flexibilita¨t[. . . ]“ .
98in anderer Terminologie auch: ”ausgelagerter“
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Abbildung 2.33: Modul mit nutzbarem Interface-Teil und verschattetem
Implementations-Teil; die Kommunikation erfolgt u¨ber den Import bzw. Ex-
port von Funktionalita¨t durch das Interface. Die Funktionalita¨t selbst wird
von Experten im Implementationsteil bereitgestellt.
und ihr Hauptzweck wird gesehen in
• der Reduktion von Komplexita¨t bei umfangreichen Software-Aufgaben durch Struk-
turierung und Abstraktion
• der Flexibilta¨t in Bezug auf Code-Erweiterung und Code-Wartung
• der Methode der Modularisierung selbst als einer effektiven Software-Technik, bei
der ein komplexes Problem in Einzel-Module mit ausgegliederten Funktionalita¨ten
zerlegt wird.
Unter Modularisierung sei also im Folgenden der Prozess der Software-Konstruktion von
Moduln und unter Modularita¨t die Zerlegtheit in einzelne Module mit spezifizierten Aufga-
ben verstanden. Abbildung 2.33 fasst die obigen Charakterisierungen anschaulich zusam-
men.
Funktionaler Programmierstil. Nach dem Prinzip vom funktionalen Programmier-
paradigma werden die Operationen in einem (CAS-)Modul z. B. im CAS MuPAD durch
Funktionen realisiert. Gerade bei einem solchen Programmierstil bleibt die obige Perspek-
tive von Modularisierung erhalten, wie z. B. folgende Fundstellen aus der funktional ori-
entierten Programmierliteratur belegen.
Paulsen [168, S. 59] vergleicht die Modularisierung mit einem ingenieurma¨ßigen Design-
Handeln und bemerkt, dass die Modularita¨t eine wesentliche Voraussetzung fu¨r einen dif-
ferenzierten verteilten Arbeitsprozess mit ausgelagerten99 Teilaufgaben ist:
Ein Ingenieur versteht ein Gera¨t in Bezug auf seine Teil-Komponenten und diese wiederum in
Bezug auf deren Unter-Teile. Ein Fahrrad hat Ra¨der; ein Rad hat eine Nabe; eine Nabe hat ein
Lager, usw. Man braucht mehrere Stufen, bevor man das Niveau der individuellen Stu¨cke aus
99vgl. dazu Peschek’s Idee von der ”Auslagerung des Operativen“ in Bezug auf die Mathematik.
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Metall und Plastik erreicht. Auf diese Weise kann man das ganze Fahrrad auf einem abstrakten
Level verstehen oder Teile von ihm im Detail. Der Ingenieur kann das Design durch Modifikation
eines Bauteils verbessern, oft ohne an die anderen Bauteile zu denken.
Programme (die komplizierter sind als Fahrra¨der!) sollten auch aus Komponenten aufgebaut be-
trachtet werden. Traditionell ist ein Teilprogramm eine Prozedur oder eine Funktion, aber diese
sind zu klein – es ist so, als wolle man ein Fahrrad als aus Tausenden von Metallstu¨cken zusam-
mengesetzt verstehen. Viele neuere Programmiersprachen betrachten Programme daher als aus
Modulen bestehend, von denen jedes seine eigene Datenstruktur und zugeho¨rige Operationen de-
finiert. Das Interface eines jeden Moduls wird separat vom Modul selbst spezifiziert. Verschiedene
Module ko¨nnen daher von unterschiedlichen Teilnehmern eines Projektteams codiert werden; der
Compiler kann pru¨fen, ob jedes Modul seiner Interface–Spezifikation genu¨gt.
Ullman [201, S. 145] fokussiert auf den Prozess des Einkapselns von Datentypen, Opera-
tionen und Ideen zu einem Cluster, welches er ein Modul nennt, und bringt als zusa¨tzliche
strategische Zwecksetzung das sog. Code–Recycling ins Spiel:
Eines der großen Themen des modernen Programmiersprachen–Designs ist es, das Einkapseln
von Information zu erleichtern, d. h. Konzepte wie Typen100 und Funktionen auf diesen Typen
in einem Cluster so zu gruppieren, dass dieses nur in begrenzter Weise genutzt werden kann.
Ziel der Begrenzung ist nicht etwa das Programmieren zu erschweren, sondern 1. zu verhindern,
dass Daten in unkontrollierter Weise genutzt werden [. . . ] 2. die Wiederverwertung von Code
zu unterstu¨tzen [. . . ]. Ein Modul ist eine separat compilierbare Einheit, typischerweise ein File.
Die Mo¨glichkeit Module zu konstruieren, die Cluster von verwandten Ideen einkapseln, ist aus
den genannten Gru¨nden hochgradig nu¨tzlich. [. . . ] Eine wichtige Fa¨higkeit des Modul–Systems in
ML und anderen Sprachen ist das Verstecken von Informationen101. Wir verbergen Informationen
dadurch, dass gewisse Definitionen in einem Cluster außerhalb des Clusters nicht verwendbar sind.
Im Hinblick auf die oben bei N. Wirth nachweisbare historische Entstehung der Idee der
Modularisierung aus dem Wunsch zur programmiertechnischen Beherrschung sehr umfang-
reicher professioneller Projekte und Aufgabenstellungen, der sog.
”
Programmierung im
Großen“, unterscheidet Pepper [169, S. 33] bei konstruierten Modulen ebenfalls das sicht-
bare Interface (Benutzer-Schnittstelle) von der verborgenen eigentlichen Implementierung
und bindet mehrere Module in eine hierarchisch-geordnete Struktur ein:
Ernsthafte Softwareprodukte umfassen Hunderte oder gar Tausende von Funktionen und Typen.
Deshalb braucht man Mittel, um diese u¨berbordende Fu¨lle sinnvoll organisieren und u¨berschau-
bar strukturieren zu ko¨nnen. Im Software–Engineering hat sich dafu¨r der Begriff Modularisierung
eingebu¨rgert. [. . . ] die Module eines Softwareprodukts im Allgemeinen in einer Hierarchie von
Abha¨ngigkeiten organisiert sind. [. . . ] Ein Modulsystem fu¨r Operationen auf geometrischen Ob-
jekten besteht aus Modulen fu¨r Dreiecke, Rechtecke, Kreise, Linien, Punkte, usw. Alle diese
Einzelmodule sind zusammengefasst in einem Hauptmodul Geometry und alle basieren letztlich
auf einem Modul fu¨r die reellen Zahlen.
CAS als Hauptbeispiele fu¨r modulare Software–Produkte. CAS wie MuPAD sind
selbst modular konstruiert: das User-Fontend mit Notebook, Grafik etc. kommuniziert
100Mit Typen sind Datentypen gemeint; man stelle sich z. B. als Datentyp eine Menge vor mit zwei
bina¨ren Operation (wie z.B. ”+“ oder ”*“) auf ihr als Funktionen.101im Original: “information hiding”; im deutschen Software Engineering oft auch als ”Geheimnisprinzip“
(nach Parnas) bezeichnet.
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Abbildung 2.34: CAS wie MuPAD sind selbst modular konstruiert: Das
User-Fontend mit Notebook, Grafik etc. kommuniziert als Interface mit den
Kernmodulen, die durch herstellerseitige oder benutzerseitige Module erga¨nzt
werden ko¨nnen.
als Interface mit den Kernmodulen (
”
CAS-Herzstu¨ck“). Diese Kernmodule werden vom
Hersteller bzw. benutzerseitig durch eigene Module erga¨nzt, die in Bibliotheken (Libra-
ries) zusammengefasst werden. Diese Komponenten enthalten das mathematische Wissen
einer Doma¨ne. Der Kern selbst bietet als Funktionalita¨ten die Komponenten Memory-
manager, Multipra¨zisionsarithmetik, Modulmanager und Sprachinterpreter (mit den Teil-
Komponenten I/O-Parser, Evaluator, Simplifier) an. Module erscheinen dem Benutzer oft
auch als
”
packages“ (z. B. beim CAS Maple oder beim CAS Maxima),
”
Utility-Files“ (CAS
Derive) oder
”
Domains“ (CAS MuPAD). Dazu schreibt Creutzig [36, S. 116] , vgl. auch
Abbildung 2.34:
Grundlegende Datenstrukturen wie Zahlen, Mengen, Tabellen etc. werden vom MuPAD-Kern
als Domain-Typen zur Verfu¨gung gestellt. Daru¨ber hinaus hat der Nutzer die Mo¨glichkeit, sich
zusa¨tzlich im Rahmen der MuPAD-Sprache eigene Datenstrukturen zu konstruieren, mit denen
er dann symbolisch operieren kann.
Solche MuPAD–Domains (Module) sind z. B. Restklassenringe, Polynomringe, Ko¨rperer-
weiterungen wie Q[
√
2] etc. zusammen mit den zugeho¨rigen Operationen auf ihnen.
Modularisierung aus der Perspektive der APOS-Lerntheorie
Wenn die Strategie des modularen Designs hauptsa¨chlich auf die Reduzierung von Kom-
plexita¨t102 und ein o¨konomisches Recycling bei umfangreichen professionellen Aufgaben-
stellungen abzielt, so ist zu kla¨ren, warum und welche der dort gewonnenen Einsichten in
102Engel [98] weist darauf hin, dass Komplexita¨t mindestens zwei Aspekte hat: Umfang und Vernet-
zungsgrad. Komplexita¨t kann daher z. B. dadurch reduziert werden, dass man die Anzahl der Komponenten
und/oder die Anzahl der Verbindungen zwischen den Komponenten verringert. Neben einer solchen me-
thodischen Gruppierung und Strukturierung (als Werkzeug, die Anzahl der Verbindungen systematisch zu
optimieren) ist natu¨rlich die Reduktion der Anzahl der Komponenten selbst am wirksamsten. Darauf zielt
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einem allgemeinbildenden Mathematikunterricht mit geringer Komplexita¨t der Problem-
stellungen u¨berhaupt von Bedeutung sein ko¨nnten. Tatsa¨chlich wird man im Unterricht
lediglich wenige und u¨bersichtliche Modularisierungen durchlaufen ko¨nnen, im hier vorge-
stellten Grundkurs der Linearen Algebra waren es drei.
Die modulare Designtechnik ist ihrem Wesen nach eine analytische Methode, die Struk-
turen und systematische Zusammenha¨nge in komplexen Problemstellungen aufdeckt und
diese problemlo¨send auswertet. Lerngelegenheiten zu analytischen Erfahrungen, wie mit
einer inha¨renten Struktur umzugehen und eine gewonnene Systematik zielfu¨hrend auszu-
nutzen ist, sind aber auch in kleineren Projekten auf schulischem Niveau realisierbar. Die
didaktische Leitlinie ist dabei die prototypische Konstruktion von kleinen Moduln als Rea-
lisierung organisierten und strukturierten mathematischen Wissens und die Reflexion u¨ber
Strukturen und Dependenzen in einem Modul als metakognitive Ta¨tigkeiten. Modulares
Programmieren ist insofern begriffliches Programmieren. Das Ein- und Auskapseln von
Wissensblo¨cken wird medial erfahrbar und behandelbar, sein Erfahrungstransfer auf ande-
re Wissensformen somit vorbereitet.
Der lerntheoretische Ansatz der APOS-Theorie zur Konstruktion vernetzten mathema-
tischen Wissens vertra¨gt sich daher in besonders geeigneter Weise mit dem Modulari-
sierungsprozess unter dem Aspekt einer systematischen Strukturierung. Vergleicht man
na¨mlich Phasen und Ta¨tigkeiten der Software-Technik Modularisierung mit den Phasen
und Aktivita¨ten der mentalen Wissenskonstruktion gema¨ß der APOS-Theorie, so ergibt
sich folgende Gegenu¨berstellung:
mentales Konstrukt nach
A.P.O.S.-Lerntheorie:
software–technologisches Konstrukt
im Modularisierungsprozess:
Prozessvorstellung eines mathema-
tischen Konzeptes; mathematische
Funktion oder Objekt
einzelne Prozedur, individuelle
Funktion, singula¨rer Datentyp
einkapseln ↓↑ entfalten strukturieren ↓↑ redesignen
Objektvorstellung eines mathema-
tischen Konzeptes
Datenstruktur & Operationen
thematisieren ↓↑ dethematisieren verbergen103 ↓↑ exportieren
thematisierte Schemavorstellung
(Grundvorstellung, ”Chunk“ )
≈ strukturiertes Modul mit Interface
und Implementation (”Cluster“)
letzlich die Kapselung ganzer Wissensblo¨cke sowohl im Wissenserwerb als auch im Modularisierungsprozess
ab.
103alias kapseln alias auslagern (Peschek)
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Die Prozessvorstellung eines mathematischen Objektes im Erkenntnisprozess der APOS-
Theorie wird materialisiert als eine einzelne Prozedur oder Funktion, die als Teil–Funktion
eines zu konstruierenden Moduls anzusehen ist. Diese Funktionen und Daten werden in der
Objektvorstellung zu einem mentalen Objekt verdichtet; diese Enkapsulation wird analog
auf der programmtechnischen Seite als Datenkapselung im Modul vollzogen. Die themati-
sierte Schemavorstellung eines mathematischen Konzeptes entspricht schließlich dem fertig
stukturierten Modul. Der Fa¨higkeit eines Lernenden, die Schemavorstellung des Wissen-
konstruktes zur Problemlo¨sung flexibel zu thematisieren bzw. zu de-thematisieren, wird
auf der Software-Ebene reflektiert durch seine Fa¨higkeit, die Funktionalita¨ten des Moduls
(z. B. zur Wartung oder zum Redesign) zu reflektieren bzw. zur Problemlo¨sung zu ex-
portieren. Die mentale Kapselung des mathematischen Wissens in einem thematisierten
Schema wirkt simultan als Komplexita¨tsreduzierung und erzeugt eine mentale Entlastung
im Problemlo¨sungsprozess; ihr entspricht das Geheimnisprinzip der Implementationsde-
tails. Schließlich speichert ein Modul erworbenes und strukturiertes Wissen, es stellt da-
her eine Wissensrepra¨sentation dar. Der Modularisierungsprozess spiegelt dagegen den
Wissenserwerb, d. h. die lernpraktische Konstruktion von Wissen wieder. Die didaktische
Bedeutung der Modularisierung liegt daher in der Konstruktion strukturierter Wissensre-
pra¨sentationen.
Zusammengefasst kann man sagen: Die mentale reflexive Abstraktion zur mathematischen
Konzeptbildung findet ihr homomorphes Pendant im Modularisierungprozess zur program-
miertechnischen Modulkonstruktion: Die strukturierten beziehungsreichen mentalen Ob-
jekte in der thematisierten Schemavorstellung eines mathematischen Konstruktes im Indi-
viduum entsprechen in dieser Interpretation ihrer materialen Realisierung als strukturierte
Daten und Operationen im Modul. Damit werden die mentalen Strukturen, vermittelt u¨ber
die modularen Strukturen in einem Versta¨ndigungsprozess, kommunikativ zuga¨nglich ge-
macht.
Da eine Reduktion von programmiertechnischer Komplexita¨t (
”
Programmierung im Großen“)
Expertenwissen darstellt und auf Grund des Prinzipes des inkrementellen CAS-Spracherwerbs
”
im Kleinen“ aus mathematisch-didaktischer Perspektive daher nicht zentral ist, geht aus
schulischer Sicht Modularisierung und Strukturierung vor Codierung und obige U¨berlegun-
gen lassen sich zusammenfassen als
Das Prinzip der Modulkonstruktion als strukturierte Repra¨sentation mathe-
matischen Wissens (
”
Modularisierungsprinzip“): Die notwendige Erfahrung der
Bedeutung von Struktur und Systematik in mathematischen Begriffsbildungsprozessen
sollte durch prototypische Modularisierungen
”
im Kleinen“ durch selbstta¨tige Handlun-
gen im CAS analytisch gefo¨rdert werden. Module sollten als CAS-Werkzeuge erfahren
werden, die komprimierte Wissensblo¨cke der individuellen Wissensdoma¨ne als Entita¨ten
aufrufbar und (wieder)verwendbar machen.
Betrachten wir dazu drei Beispiele.
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Abbildung 2.35: Modularisierung der thematisierten Schemavorstellung ”Eu-
klidischer Vektorraum“.
Beispiel 1: eine Modularisierung der thematisierten Schemavorstellung
”
Eukli-
discher Vektorraum“. Am Ende des Erwerbs grundlegenden Wissens u¨ber das Ska-
larprodukt und elementarer Anwendungen im Rahmen einiger MAKE-Zyklen soll das er-
worbene Wissen (z. B. Definitionen und Sa¨tze) in einem selbst geschriebenen Modul zur
weiteren Verwendung strukturiert und systematisiert abgelegt werden. Der Zweck liegt im
(Re–)Konstruktionsprozess der Struktur (Vernetzung) selbst: der Sammlung der verstreu-
ten Definitionen und Sa¨tze aus den Worksheets sowie ihrer folgerichtigen Anordnung zu
einer
”
lokalen Ordnung“. Man beachte, dass in dem folgenden Modul also keine Definition
des Begriffs
”
Euklidischer Vektorraum“ gegeben wird, sondern die schon aktuell entfaltete
Grundvorstellung, d. h. die schon gewonnene thematisierte Schematisierung programm-
technisch reflektiert wird. Eine mo¨gliche strukturierte Modularisierung im Kleinen des
Konzeptes des Euklidischen Vektorraums zu diesem Zeitpunkt der Lerntrajektorie ko¨nnte
im Ergebnis so aussehen wie in Abbildung 2.35.
Kommentar zu Abbildung 2.35. Zeile #1# erzeugt den Konstruktor zum Datentyp Vektor
namens vec, d. h. zu eingegebenen Zahlen wird eine zugeho¨rige 1xn–Matrix konstruiert.
vec stellt eine bestimmte Sprech- und Schreibweise fu¨r Vektoren auf CAS-Sprachebene
zur Verfu¨gung, welche die Kommunikation erleichtern und die symbolische Notation kom-
paktifizieren soll: statt z.B. X:= matrix([[1],[2],[3]]); kann man damit gleichwertig
einfacher sprechen und notieren X:=vec(1,2,3).
#2# definiert das Skalarprodukt zweier Vektoren funktional mittels Sequenzoperator $ und
Summenbildung _plus u¨ber eine Zahlenfolge. nops berechnet die La¨nge der Zahlenfolge
und macht die Definition damit dimensionsunabha¨ngig.
#3#, #4# und #5# zeigen mo¨gliche alternative Implementationen des Skalarproduktes und
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demonstrieren verschattete Details; der Nutzer von skp braucht (im Prinzip) nicht zu
wissen, wie skp definiert wurde und welche Variante von skp zur konkreten Berechnung
tatsa¨chlich benutzt wird (Geheimnisprinzip, s. o.). #5# verwendet z. B. einfach die aus
dem objektorientiert programmierten (Experten–) MuPAD-Modul linalg mittels des ::–
Importoperators exportierte Funktion scalarProduct104; wie diese Funktion intern defi-
niert ist, weiß der Nutzer nicht – die implementierte Definition ist verborgen.
#6# definiert die La¨nge(nfunktion) laenge eines Vektors X als Wurzel (sqrt = square root)
aus dem Skalarprodukt von X mit sich selbst. #7# implementiert eine Definiton des Win-
kels zwischen zwei Vektoren. Mit der Anweisung #9# wird das Modul unter dem Namen
EuklidVR auf der Festplatte im MuPAD-Wurzelverzeichnis abgelegt.
Die folgenden Screen-Shots zeigen die Nutzung des kleinen Moduls EuklidVR aus Sicht der
Lernperson bzw. des Benutzers, z. B. bei Hausaufgaben oder im Abitur. Der read–Befehl
wirkt als Interface und stellt die gewu¨nschte Funktionalita¨t des Moduls bereit, d. h. ein
explizites Laden der Notebook–Datei Euklid.mnb mit den sichtbaren Implementationen
ist nicht mehr no¨tig105, weil ablenkend und sto¨rend – die Inhalte des Moduls sind als
erworbenes Wissen ausgelagert, man konzentriert sich auf die Nutzung des Wissens zur
Problemlo¨sung, vgl. Abbildung 2.36.
#1# importiert das ausgelagerte Wissen in den aktuellen Speicher (Geda¨chtnis), d. h. das
Modul exportiert sein Wissen fu¨r den Nutzer. In #2# werden Vektor-Paare im R2 konkret
bzw. im R3 symbolisch notiert und anschließend werden La¨ngen und Winkel berechnet.
#7# zeigt die Mo¨glichkeit der Definition eines neuen Datentyps MatC und einer erweiterten
zugeho¨rigen Operation scalarProduct: komplexwertige Matrizen werden u¨ber den Daten-
konstruktor MatC konstruiert; MatC selbst greift auf die vordefinierte Datenstrukturen des
Matrizen-Dom(ain)s und den Domain der komplexen Zahlen zuru¨ck, d. h. MatC
”
seien“ alle
Matrizen von komplexen Zahlen – genauso, wie man diese Definition liest, wird vom CAS
das zugeho¨rige Objekt konstruiert!106 In #8# konstruiert man zwei komplexe Vektoren und
wertet das verborgen implementierte scalarProduct auf ihnen aus, siehe Abbildung 2.37.
Bemerkung. Man beachte, dass das im Modul abgelegte Wissen strukturiert ist: Beispiels-
weise kann die Funktion winkel nicht vor der Funktion laenge und diese nicht vor skp
definiert werden, da sie selbst in ihren Definitionen #6# auf die vorige Funktion zuru¨ck-
greifen. Das CAS wu¨rde bei einer Konstruktion in umgekehrter Reihenfolge die jeweils
unbekannte Funktion anmahnen. Die konstruierte Struktur ist vertikal–linear. Definiert
man dagegen Winkel und La¨nge gema¨ß #6# und #8#, so resultiert eine Baum–Struktur, in
der auf der zweiten Ebene Winkel und La¨nge in gleicher Abha¨ngigkeit zu skp stehen.
Im Kurs wird die Aufgabe gestellt, Skalarprodukt, La¨nge und Winkel
”
gleichrangig“ zu
104Erfahrungsgema¨ß vergessen CAS–Novizen diese Schreibweise; man schreibt Scalarproduct bzw.
skalarprodukt o. a¨. Alle diese Notationen werden vom CAS falsch interpretiert: MuPAD ist case-sensitiv,
d. h. es unterscheidet Groß- und Kleinschreibung – die Kommunikation CAS
Laie ist gesto¨rt.
105Dies ist natu¨rlich mo¨glich, z. B. um das aktuelle Wissen der Schemavorstellung ”Euklidischer Vektor-
raum“ um neue Bestandteile (z. B. weitere Funktionen) zu erweitern.
106Dies ist im Vergleich mit einer entsprechenden Implementation in imperativen objektorientierten Pro-
grammiersprachen wie z. B. C++ eine erhebliche Vereinfachung.
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Abbildung 2.36: versteckter Wissensimport der thematisierten Schemavor-
stellung ”Euklidischer Vektorraum“ mit anschließender Nutzung zur Berech-
nung der La¨nge von Vektoren bzw. dem Winkel zwischen zwei Vektoren.
Abbildung 2.37: Erga¨nzung der thematisierten Schemavorstellung ”Euklidi-
scher Vektorraum“ um den neuen Datentyp MatC komplexwertiger Matrizen.
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definieren. Dies verlangt die De-Thematisierung des erworbenen strukturierten Wissens:
die via skp kompaktifizierte Definition der La¨nge107
• laenge := X -> sqrt( skp(X,X) )
wird dazu entpackt
• laenge := X -> sqrt( _plus( X[i]*Y[i] $ i=1..nops(X) ))
und ergibt als CAS-Antwort die u¨bliche Explizitformel: X 7→ √∑ni=1 XiYi. Eine direkte
Definition des Winkels kopiert man analog aus der expliziten La¨ngenformel zusammen;
wertet man dies mit variablen Vektoren aus, so teilt das CAS die gewu¨nschte Explizitformel
in mathematischer Notation mit:
• winkel:=(X,Y) -> arccos(_plus(X[i]*Y[i] $i=1..nops(X))
/
( sqrt(_plus(X[i]*X[i] $i=1..nops(X))
*sqrt(_plus(Y[i]*Y[i] $i=1..nops(X))))
)*180/PI
A := vec(x1,x2):
B := vec(y1,y2):
winkel(A,B);
Der Lernende erkennt den Wert strukturierender Reflexionen und ihre wissensbildende
Kraft. Zugleich demonstrieren die Moduldefinitionen den Sinn abku¨rzender Definitionen.
Die vorstehenden U¨berlegungen kann man wie folgt zusammenfassen:
skp skp skp− laenge− winkel
↓ ↙↘
laenge laenge winkel
↓
winkel
2− 6− 7 2− 6− 8
Tabelle: Unterschiedliche Modulstrukturen als Modell einer mentalen Wissenskonstruktion
im CAS: Vertikale bzw. baumartige bzw. horizontale Struktur je nach Abha¨ngigkeit der De-
finitionen im CAS-Modul. ”2-6-7“ bedeutet, dass die Definitonen #2# und #6# und #7# des
Moduls aktiviert wurden.
107Hier sieht man wieder sehr scho¨n die Auswirkung des Prinzips der funktionalen Programmierung: Die
La¨nge eines Vektors X ist die Wurzel (=”sqrt“) aus dem Skalarprodukt (=”skp“) des Vektors mit sich
selbst (=”X,X“) – man liest den Code wie man denkt bzw. spricht.
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Dies kann im Unterrichtsverlauf thematisiert werden und fu¨hrt zu durchaus unterschied-
lichen Vernetzungen, die entsprechend in den individuellen Konzeptkarten der Lernenden
im metagkognitiven Ru¨ckblick kondensieren ko¨nnten. Der Prozess der strukturierten Wis-
senskonstruktion wird jedenfalls exemplarisch CAS-gestu¨tzt als solcher thematisierbar und
produziert in der Folge ein allgemeinbildendes strategisches Meta–Wissen.
Beispiel 2: lernerseitige Modularisierung des Gauss-Algorithmus – ein Modul
zur Gauss-Elimination. Dieses Beispiel demonstriert die Verwendung von Hilfsfunk-
tionen, wie sie oben beschrieben worden waren. Das zugeho¨rige Modul und das in ihm
strukturiert niedergelegte Wissen ist von den Lernenden in einer CAS-Stationenarbeit
im MAKE-Design (partiell) selbst zu konstruieren. Innerhalb eines MuPAD-Worksheets
wird das Modul von den Lernenden erstellt und als Datei
”
GaussEli“ mittels der MuPAD-
Prozedur write(..) in unlesbarem Bina¨rformat gekapselt oder unter den
”
Initialisierungs-
kommandos“ innerhalb des Worksheets versteckt. Das Modul wird anschließend innerhalb
eines Schu¨ler-Worksheets mittels read(..) aufgerufen und verwendet:
• read("GaussEli"); export(linalg, nrows, ncols, col):
B:=matrix([[ 2, 4,-2, 2], // 2x+4y-2z = 2
[ 4, 9,-3, 8], // 4x+9y-3z = 8
[-2,-3, 7,10]]); // -2x-3y+7z = 10
v:=col(B,1); Gdown(col(B,1),1); Elimination_(B);
[ 2, 4,-2, 2]
[ 0, 1, 1, 4]
[ 0, 0, 0, 8]
Eine anschließende Aufgabe108 ko¨nnte verlangen, die Modulimplementation in MuPAD
nachzuvollziehen und die MuPAD-Wissensbasis um Kenntnisse der unbekannten, aber zur
Konstruktion von Gdown bzw. Elimination_ verwendeten linalg–Library–Funktionen wie
nrows, ncols, col zu erga¨nzen. Dazu kann man z. B. die MuPAD-Hilfe aufrufen. 
Beispiel 3: expertenseitige Moduln latools und digraph. Das Modul latools
wurde vom Autor nach vorliegenden Tools von Strang [193] entwickelt; dort lag das Mo-
dul als Mathematica sowie Maple–Quelltext vor. Die entsprechenden Codestrecken wurden
nach MuPAD portiert109 und um weitere Prozeduren, z. B. zur Visualisierung von Pro-
jektionen110, erweitert. Die dort versteckt implementierten Routinen werden von den Ler-
nenden zur Nutzung im Lernprozess bzw. Problemlo¨sungsprozess exportiert. Eine mo¨gli-
che selbststa¨ndige Programmierung u¨bersteigt die zeitlichen und programmiertechnischen
108Eine ausfu¨hrliche Darstellung dieses Beispiels findet sich in Lindner [154].
109Mit freundlicher Unterstu¨tzung durch M. Igel von der MuPAD-Group; er schrieb auch ein zugeho¨riges
MuPAD-LATEX-Handbuch mit Hyperlinks.
110teilweise vero¨ffentlicht in Lindner [153]
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Ressourcen von Lernenden und fo¨rdert keine allgemeine mathematische Wissensbildung –
dieses Modul wird daher als Fertigprodukt zur Verfu¨gung gestellt. In a¨hnlicher Weise kann
aus dem Modul digraph Wissen exportiert und eine Lerntrajektorie zum Einstieg in die
Matrizenrechnung111 designed werden.
Zur Diskussion des Modularisierungsprinzips
Die Einkapselung von erworbenem Wissen im CAS erfolgt u¨blicherweise in drei Phasen:
Nach einer ersten Phase mit Aktivia¨ten wie Verstehen, Strukturieren, Aufspu¨ren von Wis-
senseinheiten innerhalb eines Problembereichs kommt es in einer zweiten Phase zum in-
teraktiven Implementieren, Testen, Dokumentieren des Wissens im CAS; hier findet die
eigentliche Komprimierung bzw. Kapselung zu Modulen in der CAS-Sprache statt. In einer
dritten Phase werden Problemlo¨sungen mit Hilfe der Module mo¨glich: Deren Funktionen,
Algorithmen und Kalku¨le stehen nun als Ganzes zur Verfu¨gung und werden als gedankliche
Einheiten im Problemlo¨sungsprozess aufgerufen. Die hiemit verbundene Vereinfachung auf
der Problemlo¨sungsebene verschiebt den Schwerpunkt der mathematischen Ta¨tigkeit von
der Operation auf die Reflexion: auf mentale Lo¨sungsstrategien, Heuristiken und andere
Planungsta¨tigkeiten.
In Zusammenhang mit dem Modularisierungsprinzip diskutiere ich abgrenzend noch zwei
verwandte Konzepte der CAS-Didaktik: das BlackBox–WhiteBox–Prinzip von Bruno Buch-
berger und das Auslagerungsprinzip von Werner Peschek.
Modularisierungsprinzip vs. BlackBox–WhiteBox–Prinzip. Aus der Sicht des Mo-
dularisierungsprinzips lassen sich zwei verschiedene Nutzungsformen eines Moduls unter-
scheiden, unabha¨ngig davon, ob es schu¨lerseitig erstellt oder expertenseitig bereitgestellt
wird:
Interface  black Box/white Box−−−−−−−−−−−−→

 Implementation
←−−−−−−−−−−−−
white Box/black Box
: Die Lernenden ko¨nnen einerseits die Funktionalita¨t eines vorgegebenen Moduls u¨ber
sein sichtbares Interface (Aufrufbefehl) z. B. zum Experimentieren mit linearer Abha¨ngig-
keit nutzen, ohne die Implementation des zugeho¨rigen Konzeptes zu kennen. Da die Defi-
nitionen der wirkenden Funktionen fu¨r die Lernenden verborgen (
”
verschattet“ bzw.
”
im
Dunkeln liegend“) sind, arbeiten sie in einer BlackBox–Phase. Wird im Anschluss die Imple-
mentation (z. B. die zugeho¨rige symbolische Formulierung) aufgedeckt, studiert, bearbeitet,
abgewandelt oder ru¨ckwirkend rekonstruiert, so gehen sie in eine Phase verstehenden Ler-
nens u¨ber, in eine WhiteBox-Phase. Insgesamt haben sie daher eine BlackBox→WhiteBox–
Lerntrajektorie durchlaufen. Das Interface wird also als
”
schwarzer Kasten“ interpretiert,
dessen Inhalt im Verlaufe des Lernprozesses bekannt gemacht (
”
aufgehellt“) wird.
Eine solche Modulnutzung dient z. B. zur Erforschung einer unbekannten mathematischen
111vgl. Lindner [152, S. 199 ff]
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Wissensdoma¨ne mit Hilfe des CAS als Experte. Sie realisiert die heuristisch-experimentelle
A-Phase in einer Windung des A.C.E-Zyklus und stellt ein ohne CAS-Nutzung bisher so
nicht mo¨gliches unterrichtliches Lernarrangement dar. Mo¨gliche Aktivita¨ten sind u. a. die
experimentelle Beobachtung der Wirkung eines bisher unbekannten Algorithmus (z. B. der
Kettenregel) oder das Generieren von Hypothesen fu¨r nachfolgende Exaktifizierungsphasen.
Die WhiteBox-Phase dient bei dieser Nutzung zur Konzeptualisierung bzw. Exaktifizierung
der gebildeten Hypothesen bzw. Grundvorstellungen. Dabei ko¨nnen begriffliche Argumen-
tationen bzw. Beweisfu¨hrungen in der C-Windung des ACE-Zyklus die Konzeptbildung
abrunden (z. B. Beweis der Kettenregel).
: In einer
”
WhiteBox-Phase“ fu¨hrt der CAS-Unterricht z. B. nach dem MAKE-Zyklus
einsichtsvoll zur Gewinnung eines mathematischen Konzeptes oder zum Versta¨ndnis eines
Algorithmus; dieses Wissen wird in einem Modul implementiert. Gegebenenfalls werden
”
alte“-CAS-Module (
”
Boxen“) verwendet, die schon eine fru¨here erhellende Phase durch-
laufen haben und deren Inhalt zum erworbenen Wissensbestand za¨hlt. Ein Beispiel ist der
Erwerb von Grundfertigkeiten zum Lo¨sen linearer Gleichungungssysteme. Anschließende
”
BlackBox“-Phasen wenden die entwickelten mathematischen Konzepte bzw. Algorithmen
als erworbenes Wissen durch versta¨ndige Aktivita¨ten u¨ber das Interface in Problemlo¨sungs-
prozessen an. Die vorher verstandenen Operationen werden jetzt vom CAS
”
blind“ aus-
gefu¨hrt: Die weiße Box wird geschwa¨rzt (
”
zugeklappt“), d. h. operatives Modulwissen wird
an das CAS zweckhaft ausgelagert.
Man beachte, dass die in einem Modul gespeicherte Kompetenz ggfs. partiell erhalten blei-
ben muss (z. B. grundlegende Umformungstechniken, Regeln oder Definitionen), d. h. ein
Modul – hier interpretiert als BlackBox – wird gelegentlich wieder zu einer WhiteBox
”
aufgeklappt“. Ein eventueller Zeitgewinn durch BlackBox-Phasen in Problemlo¨seprozes-
sen kann fu¨r zusa¨tzliche metakognitive Aktivita¨ten genutzt werden.
In dieser Interpretation erscheint das sog. ––
”
Prinzip“ von Buchberger also ledig-
lich als spezielle Modulsicht und wird daher hier unter das Prinzip der Modularisierung
subsumiert. Dennoch spreche ich gelegentlich auch von einer BlackBox bzw. WhiteBox,
um in anschaulicher Weise die Fokussierung auf Interface bzw. Implementation–Sicht eines
Moduls zu betonen.
Die Mo¨glichkeit zur Modularisierung erweist sich als Kernkompetenz eines CAS, aus der
sich alle bekannten Prinzipien ableiten bzw. als Varianten interpretieren lassen. Dies opti-
miert und verschlankt insofern das hier betrachtete Lernmodell.
Anmerkungen:
1. Buchberger hatte urspru¨nglich ein WhiteBox/BlackBox-Modell formuliert, in dem die
”
weiße Phase“ ohne PC-Ta¨tigkeiten stattfinden sollte. Durch Unterrichtserfahrungen
(insb. von Heugl) wurden spa¨ter auch in dieser Phase Computeraktivita¨ten zugelassen.
Dies deckt sich mit dem Vorgehen im (M)A.C.E.-Zyklus.
2. Man beachte auch, dass in obiger Interpretation die BlackBox/WhiteBox-Sicht auf die
Nutzungsform von Modulen bezogen ist. Manchmal wird auch in dieser Arbeit in um-
gangssprachlicher Weise von
”
BlackBox“ gesprochen, wenn lediglich einzelne wirkungs-
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unbekannte Funktionen o. a¨. betrachtet werden. Dies wird aber aus dem Kontext klar
werden.
Modularisierungsprinzip vs. Prinzip der
”
Auslagerung des Operativen“. Pe-
schek formulierte sein Auslagerungsprinzip urspru¨nglich als Anti-These zum urspru¨ngli-
chen WhiteBox-BlackBox-Prinzip von Buchberger, dem die didaktische Empfehlung zu
Grunde lag, erst nach einer CAS-freien mathematischen Behandlung eines Konzeptes das
CAS in Problemlo¨sungsphasen als
”
BlackBox “einzusetzen. Peschek [170, S. 407] formuliert
dazu:
Die mathematische Ausbildung sollte sich bei der Einfu¨hrung wie auch bei der Anwendung ma-
thematischer Konzepte zeitgema¨ßer Mittel bedienen; sie sollte insbesondere auch versuchen ope-
ratives Wissen und operative Fertigkeiten an diese auszulagern, soweit dies didaktisch sinnvoll
mo¨glich ist. Sie hat dabei darauf bedacht zu sein, die Lerndenden
– zur effizienten Nutzung von mathematischen Black Boxes
– zur Beurteilung der Voraussetzungen, Wirkung, Reichweite und Grenzen der verwendeten Black
Boxes und
– zur Einsicht in die wissenschaftstheoretische wie auch gesellschaftliche Bedeutung der Verwen-
dung mathematischer Black Boxes zu befa¨higen. Ich nenne diese didaktische Prinzip Auslage-
rungsprinzip.
Es wird also explizit die Verwendung von CAS in der Einfu¨hrungsphase empfohlen, d. h. aus
der hier vertretenen APOS-Perspektive in der A/P-Phase einer Konzeptformung. Dies ist
aber schon Standpunkt der APOS-Theorie ab ca. 1985. Auch Peschek’s Sicht der BlackBo-
xes ist nicht neu und – wie oben na¨her ausgefu¨hrt – im Bereich der sog. objekt-orientierten
Programmierung (OOP) als Software-Design-Prinzip schon la¨nger bekannt. Ein Urteil u¨ber
Voraussetzungen, Grenzen etc. eines Moduls setzt m. E. jedoch einen Blick in seine Imple-
mentation (WhiteBox) voraus. Auch fu¨r Peschek [172, S. 15]112 sind zudem die Konzepte
Modul und BlackBox identisch:
In der Mathematik arbeiten wir sta¨ndig mit der Methode des outsourcing. [. . . ] Man braucht nicht
zu wissen, warum der Divisionsalgorithmus funktioniert, mit dem man arbeitet, um die richtige
Antwort beim Dividieren zu erhalten [. . . ]. Man benutzt viele dieser mathematischen Konzepte
und Prozeduren als
”
Kompromiss“113–Wissensstu¨cke, als Module, von denen man sehr wohl die
Wirkungen kennt und die Interfaces nach außen, um sie korrekt anzuwenden, aber ihre interne
Funktionsweise nicht kennt. (Solche Module, fu¨r die der Benutzer die interne Funktionsweise nicht
kennt, nennt man ha¨ufig
”
Black Boxes.“)
Damit liegt kein elaboriertes Modulkonzept vor und Module erscheinen insbesondere nicht
als systematisierte Wissensauslagerungen. Auch seine Interface-Interpretation ist schon bei
Mo¨ssenbo¨ck [163, S. 22] nachweisbar:
Ein Modul ist ein Baustein mit einer klar definierten Schnittstelle, der benutzt werden kann,
ohne zu wissen, wie er implementiert ist und der implementiert werden kann, ohne zu wissen, in
welchem Zusammenhang er spa¨ter benutzt wird.
112eigene U¨bersetzung
113im Original: compromised bits
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A¨hnlich formuliert auch R. Fischer:
Wie bemu¨hen uns, diese Wissenschaften [z. B. Mathematik; wL] versta¨ndlich zu machen, obwohl
ihr Wert fu¨r die Gesellschaft gerade darin liegt, dass sie funktioniert, ohne dass man sie versteht.
und spa¨ter Peschek [170, S. 406]:
Mathematik ist relativ gut gesichertes, sozial ausgehandeltes, kodifiziertes Wissen, das in beson-
derem Maße eine Trennung von Verstehen und Tun zula¨sst. [. . . und] auch dann funktioniert,
wenn der Anwender schon la¨ngst nicht mehr weiß warum.
Der Verdienst von Peschek besteht m. E. daher eher darin, dieses Prinzip in seiner Bedeu-
tung und Wirksamkeit fu¨r einen allgemeinbildenden Mathematikunterricht herausgehoben
und explizit in dem Wort
”
Auslagerungsprinzip“ griffig gefasst zu haben. Das Auslage-
rungsprinzip selbst ist durch das Prinzip der Modularisierung allerdings bereits hinreichend
erfasst. Zudem ist die Auslagerung mathematischer Operationen bereits auf dem P-Niveau
mittels Prozeduren (Funktionen) zu realisieren und beno¨tigt keine Module. Analysiert man
die unter der Projektleitung von Schneider/Peschek herausgegebenen Lehrbu¨cher zur Ana-
lysis von Prugger [176, S. 12] nach erkennbaren BlackBoxes (z. B. im Umkreis der Ket-
tenregel), so lassen sich i. d. R. nur einzeilige Funktionen bzw. Prozeduren rekonstruieren.
Eine systematische Verdichtung zu Modulen ist nicht erkennbar, wohl aber die von Peschek
[170, S. 407] im Aus lagerungsprinzip gewu¨nschte Verlagerung
”
von syntaktisch–operativen
Ta¨tigkeiten hin zu semantisch–begrifflichen“.
Peschek sieht ein CAS nach obiger Analyse eher als programmierbaren grafischen Taschen-
rechner denn als systematisch geordnete Wissensdoma¨ne, die ihr gebietsspezifisches lokales
Wissen in Modulen organisiert und auf gezielte Anfrage anbietet. Kritsch ist zudem anzu-
merken, dass ausgelagertes Wissen immer
”
schon erworbenes Wissen“ ist, im Lernprozess
geht es aber vornehmlich um den Erwerb von Wissen, d. h. eines werdenden Wissens als
Vorstufe und Voraussetzung fu¨r eine anschließende Auslagerung des erworbenen systema-
tisierten Wissens. Das oben formulierte Modularisierungsprinzip mit dem Import/Export-
Schema bzw. dem Kapseln/Entkapseln von Wissen beschreibt die Idee der Auslagerung
hinla¨nglich. Ein spezielles Prinzip der
”
Auslagerung des Operativen“ wird daher hier nicht
aufgenommen.
Anmerkungen:
1. Kutzlers Geru¨stmethode erweist sich im Kern als variantenreiche114 Verwendung der
WhiteBox-BlackBox vs. BlackBox-WhiteBox-Strategie115. Kutzler versteht Module we-
sentlich als BlackBoxes; aus seinen Beispielen wird klar, dass damit i. d. R. einzelne
Prozeduren gemeint sind, die algorithmische Aufgaben automatisieren. Insbesondere
werden Moduln, Makros und Black-Boxes identifiert, vgl. Kutzler [142, S. 38] :
114Kutzler schla¨gt 5 Anwendungsformen vor, gestuft nach der ”Wichtigkeit“ der grund legenden Fertig-
keit A, auf die eine nachfolgende Fertigkeit B aufbaut.
115
”Nach welchen Richtlinien soll der ’Hausbau mit Computeralgebra-Geru¨st’ erfolgen? Ab wann soll/
darf eine Operation automatisiert, d. h. zur Black-Box werden?“, [a. a. O., S. 34].
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Es ist eine grundlegende Methode in der Mathematik, etwas, das einmal erarbeitet wurde
nachfolgend zu verwenden. [. . . ] Die Verwendung dieses Modul-, Makro- oder Black-Box-
Prinzips116 wird daher auf die Schu¨ler [. . . ] generelle Bildungswirkung im Sinne der mathema-
tischen Arbeitsweise haben.
Dagegen ziehe ich eine Unterscheidung von Modulen als thematisierte Schemavorstellun-
gen auf dem S-Niveau und den prozeduralen Prozessvorstellungen auf dem P-Niveau im
Sinne der APOS-Theorie vor. Die Geru¨stmethode von Kutzler ist eher als funktionales
Programmieren elementarer mathematischer Algorithmen verstehbar.
2. Im Zusammenhang einer kurzen Diskussion von Prinzipien des Computer-Einsatzes geht
Hußmann [128, S. 38] auf das Modulprinzip ein:
”
Module entstehen durch das Zerle-
gen eines Problems in eigensta¨ndige Teile.“ Diese problemlo¨sungsorientierte Auffassung
von
”
Modul“ deutet eher auf die Anwendung des Divide&Conquer117-Prinzips in einem
Problemlo¨sungsprozess zur Algorithmenkonstruktion hin als auf einen Modularisierungs-
prozess mit strukturierten Daten und Operationen zur Wissensorganisation mit einer
Aufteilung in Interface und Implementation. Auch die Aussage
”
Die Modularisierung
von Problemen ist von essentieller Bedeutung fu¨r diese Prozesse, da sie komplexes Wis-
sen komprimiert.“ fokussiert erneut auf Probleme, wa¨hrend ein CAS-Modul Daten und
Operationen systematisiert. Wie oben ausgefu¨hrt ist der Aspekt der Komplexita¨t als
Expertenperspektive schulisch irrelevant; nicht rekonstruierbar ist auch, wie eine Kom-
primierung realisiert wird: mo¨glicherweise wird unter
”
Komprimierung“ die Benennung
einer Prozedur mit einem aufrufbaren Prozedur–Namen verstanden.
Hußmann bezieht u¨berdies das Modulprinzip auf Kutzler’s Geru¨stdidaktik und ordnet
es dieser sogar unter:
”
Die vierte Methode der Geru¨stdidaktik entha¨lt sozusagen die von
den Schu¨lerinnen erzeugten Module, welche im Rahmen des Begriffsbildungsprozesses
von KLIP die maßgeblichen sind. Damit ist das Modulprinzip auch Teil der Metho-
de 5 der Geru¨stdidaktik.“ Aus der hier vertretenen Sicht ist dies nicht zula¨ssig; denn
umgekehrt gilt: Eine Modularisierung als Konstruktion von auslagerbarem strukturier-
ten Wissen (na¨mlich Objekten und den zula¨ssigen Operationen auf diesen Objekten)
ermo¨glicht erst die mit dem Geru¨stprinzip vorgeschlagenen Kompensations- oder Kon-
zentrationsmethoden als BlackBox-Varianten.
Offenbar versteht Hußmann Module auch als einzelne vorhandene oder selbst geschrie-
bene Funktionen des CAS [a. a. O., S. 64]:
”
Das Modul ’Integral berechnen’118 schafft
der Schu¨lerin Freiraum, sich auf die Zusammenha¨nge von Funktion und Stammfunkti-
on zu konzentrieren. [...] Der Grenzwert von Produktsummen la¨sst sich wiederum als
Modul programmieren [...]“.
Ein
”
echtes“ Modul ließ sich in Hussmann [128] nicht auffinden. Rekonstruierend la¨sst
sich daher vermuten, dass Module bei Hußmann einzelne oder gesammelte problemlo¨sen-
de Prozeduren bzw. Derive–Funktionen sind, die als BlackBox agieren und in einen
116Kursivsatz von mir
117vgl. z.B. Ottmann [167, S. 1–24]
118gemeint ist der INTEGRATE-Befehl von Derive
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Abbildung 2.38: Modellierungsphasen nach Townend & Pountney.
Divide&Conquer–Lo¨sungsprozess eingebunden sind. Der m. E. entscheidende allgemein-
bildende Aspekt der Module als strukturierte mathematische Wissensrepra¨sentationen
wird damit aber nicht erfasst: Module enthalten eben i. d. R. auch thematisch zu-
geho¨rige Definitionen, Hilfsfunktionen, systematisch geordnete Operationen (Prozedu-
ren) etc. und die Modularisierung besteht in der Konstruktion eines solchen Moduls.
Problemlo¨sungs- und Modellierungsprozesse ko¨nnen dann anschließend mit Hilfe solcher
Moduln effizient unterstu¨tzt werden.
2.4.6 Das Prinzip der moderaten Modellierung
Nach der OECD-PISA 2000 Konzeption ist der Erwerb von Grundqualifikationen ein le-
benslanger Prozess, der im Bereich der Mathematik zur
”
mathematical Literacy“ fu¨hren
soll. Als Kern einer mathematical Literacy werden begriffliches Verstehen und mathemati-
sches Modellieren von innermathematischen oder realita¨tsbezogenen Kontexten (Situatio-
nen, Problemstellungen) angesehen. Die dahinter stehende mathematik-didaktische Kon-
zeption von Freudenthal ist als Realistic Mathematics Education (RME) bekannt.
Die Lo¨sung realistischer Problemstellungen als Modellierungsprozess. Die kon-
krete Bearbeitung und Lo¨sung einer mathematischen Aufgabenstellung wird dabei als Pro-
zess119der Erstellung, Verarbeitung, Interpretation und Validierung eines mathematischen
Modells verstanden, vgl. Abbildung120 2.38.
Dabei unterscheidet man i.d.R. folgende Phasen, die ich hier nur kurz skizziere und mich
im Wesentlichen auf die Monographie von Townend [199] stu¨tze.
119vgl. Baumert [15, S. 141 ff.]
120A¨hnliche Abbildungen findet man u. a. bei Lowe [160, S. 2] als 7-Box-Phasenschema nach Empfeh-
lungen der Open University (UK) und wohl erstmalig bei Burghes [24].
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• Modellbildung: Eine vorliegende problemhaltige Situation wird in eine innermathemati-
sche Problemstellung u¨bersetzt, d. h. mathematisiert.
• Verarbeitung: Ausgehend von einem Ansatz im mathematischen Modell (d. h. einer Glei-
chung, einer funktionalen Beziehung o. a¨.) sucht man nach mathematischen Lo¨sungen.
• Interpretation: Die gewonnene(n) Lo¨sung(en) wird noch innerhalb des mathematischen
Kontextes auf Konsequenzen u¨berpru¨ft.
• Validierung: Die gewonnene(n) Lo¨sung(en) wird aus dem mathematischen Kontext in
die situative Einbettung ru¨cku¨bersetzt und pru¨fend auf ihre Gu¨ltigkeit in Bezug auf die
Ausgangssituation beurteilt.
Ein mathematisches Modell ist also die U¨bersetzung eines Realweltproblems in ein ma-
thematisches Analogon. Dieses wird stellvertretend gelo¨st und die erhaltene Lo¨sung in
den Originalkontext ru¨cku¨bersetzt. Das Bu¨ndel an zugeho¨rigen Ta¨tigkeiten der einzelnen
Phasen nennt man
”
modellieren“.
Didaktische Aspekte des Modellierungsprozesses nach Townend & Poutney. Der
Modellbildungsprozess ist wissenschaftspropa¨deutisch orientiert, prinzipiell mit
”
offenem
Ende“, und wird im Verfeinerungsfalle iterativ durchlaufen. Dieses Vorgehen ist oft dia-
metral zur vorherrschenden
”
1-Problem-1-Lo¨sung“-Erwartung bzw. Erfahrung der Lernen-
den. In der Modellkonstruktionsphase werden von Townend & Poutney
”
4er“-Kleingruppen
mit Kreativita¨tstechniken (wie z. B. brain-storming) zur Produktion von ranggeordneten
Eigenschafts- und Annahmelisten empfohlen. Nur in solchen Gruppen (zufallsgebildet oder
gemischt rangselektiert) ko¨nnten Entwurfsideen in der no¨tigen Vielfalt hervorgebracht, aus-
getauscht, kritisiert und verteidigt werden. Dabei sollte ein Moderator (Lehrer) nicht mehr
als sechs 4er-Gruppen betreuen.
Zur Beurteilung der individuellen Schu¨lerleistung handelt die Gruppe intern einen Ge-
wichtsfaktor (<1) fu¨r jeden Einzelteilnehmer aus, dieser wird von der Lehrperson auf die
Gesamtleistung der Gruppe angewendet. Eine traditionelle zeitbeschra¨nkte Lernerfolgskon-
trolle scheint dem offenen kreativen Modellbildungsprozess unangemessen. Als Bewertungs-
grundlage sollten vielmehr ein schriftlicher Bericht (foliengestu¨tzter Report) und/oder eine
verbale bzw. postergestu¨tzte Pra¨sentation za¨hlen; dabei werden interpersonale mu¨ndliche
und schriftliche Kommunkationsskills ausgebildet.
Vorteile des Einsatzes von CAS im Modellierungsprozess. Die Fokussierung auf
metakognitive Reflexionen im eigentlichen Modellbildungsprozess regt zur Auslagerung von
Rechenoperationen oder graphischen Validierungen an. Durch Nutzung des CAS resultiert
eine Schonung der Zeitressourcen im Lernprozess und eine eventuell notwendige Iterie-
rung der Modellbildung wird emotional121 erleichtert. Auch die Behandlung realistischerer
121Umfangreiche oder komplizierte Rechnungen mo¨chte man nach einer Fehlerentdeckung ungerne wie-
derholen.
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Problemstellungen wird mo¨glich, wobei die interaktive Kleingruppenarbeit in CAS-
”
Labor-
atmospha¨re“ den Enthusiasmus fu¨r Mathematik erho¨hen und professionelle Arbeitsformen
anbahnen soll.
Trotz der unbestreitbaren Vorteile eines CAS im Modellbildungsprozess erwiesen sich bei
der unten berichteten Erprobung von CAS-Kursen in Linearer Algebra und analytischer
Geometrie die Modellbildungsphasen als Zeitfallen und fu¨r eine
”
positive“ Beliefbildung
als kritisch. In der Regel konnten die zu Beginn eines Themas gestellten einleitenden Mo-
dellierungsaufgaben nur von ca. 20–30% der Lernenden erfolgreich bearbeitet werden. Aus
Sicht der APOS-Theorie platziert man Modellbildungen m. E. daher strategisch besser in
die E(xercise)-Phase eines MAKE-Zyklus. Ich formuliere daher das
Prinzip der moderaten Modellierung: Umfangreichere CAS-gestu¨tzte Modellbild-
ungsprozesse sollten maßvoll und nicht zu komplex erst zum Abschluss einer mehrstu¨ndi-
gen (MAK)E-Phase angeboten werden, um die vorher konstruierten Wissensmodule an-
gemessen einzusetzen, das Selbstbild zu sta¨rken und negative Affekte gegenu¨ber der
Mathematik minimieren zu ko¨nnen.
Beispiele fu¨r einleitende und ausklingende Modellierungsprobleme in einer CAS-intensiven
Linearen Algebra zeige ich spa¨ter im Kontext der Darstellung der empirischen Resultate
dieser Untersuchung.
2.4.7 Das SONG-Prinzip
Das sog.
”
Window-Shuttle“-Prinzip nach Do¨rfler ist ein weiteres didaktisches Prinzip spe-
ziell fu¨r den CAS-gestu¨tzten Mathematik-Unterricht. Es handelt sich um eine CAS-gema¨ße
Realisierung des didaktischen Prinzips der multiplen Repra¨sentation bzw. des bekann-
ten Brunerschen E-I-S-Prinzips122 zur variationsreichen Darbietung bzw. Darstellung von
Lerngegensta¨nden.
Die Window-Shuttle-Technik. Schon in a¨lteren Versionen des CAS Derive konnte man
den Benutzer-Bildschirm in zwei Fenster (
”
Windows“) teilen: ein
”
Algebra“-(Text)Fenster
zur Eingabe von Formeln und ein Grafik-Fenster mit Zeichnungen. Zwischen diesen gleich-
zeitig offenen Fenstern konnte der Benutzer auf Tastendruck bzw. Mausklick wechseln.
Daher der Name
”
Window-Shuttling“, vgl. Abbildung 2.39.
Neuere CAS wie MuPAD123 bieten die gleiche Funktionalita¨t, jedoch werden Grafiken
unmittelbar an geeigneter Stelle in das Arbeitsblatt integriert. Mit der Maus kann man
dabei den Fokus auf den Anweisungstext oder die eingebettete Grafik setzen, d. h. zwischen
Text und Grafik wechseln (
”
shutteln“).
Funktionen des CAS im Lernprozess beim Window-Shuttling. In u¨bertragenem
122also: Enaktiv-Ikonisch-Symbolisch, d. h. ”handelnd vs. bildhaft vs. sprachlich“123oder MathPiper oder DGS wie GeoGebra
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Abbildung 2.39: Per Windows-Shuttling wechselt man in Derive 4.11 zwi-
schen den simultan geo¨ffneten Algebra- und Plot-Fenstern.
Sinne beruhen darauf die neuen CAS-didaktischen Mo¨glichkeiten, in verschiedenen
”
ge-
danklichen“ Fenstern auf einem CAS-Worksheet mehrere Darstellungsarten eines Objekts
gleichzeitig zu verwenden. Do¨rfler [50, S. 51 ff] bemerkt dazu:
Denkprozesse erfolgen oft vorteilhaft anhand gegensta¨ndlicher Vorstellungen, Repra¨sentationen,
Modellierungen der jeweiligen Problemsituation. [...] Es wird i. Allg. mental nicht abstrakt mit
definierten Eigenschaften [...] operiert, sondern gegensta¨ndlich mittels der mentalen Vorstellung
charakteristischer Exemplare oder sogar direkt an materiellen prototypischen Repra¨sentanten.
Deshalb sollte man dem Lernenden zuna¨chst verschiedene Prototypen eines Konzepts
pra¨sentieren und Relationen zwischen diesen Prototypen aufzeigen lassen. Erst danach
sei eine sinnhaltige Abstraktion zu einer z. B. verbalen Defintion eines Konzeptes sinnvoll.
Bekannte didaktische Vorteile von CAS in diesem Zusammenhang sind u. a.:
• die Darstellung verschiedener Repra¨sentationen eines Problems/Konzepts simultan in
verschiedenen Fenstern
• die Beobachtung der Auswirkungen von Manipulationen an Termdarstellungen auf die
zugeho¨rige Graphik
• die Untersuchung von interaktiven Parameteraba¨nderungen auf tabellarische Darstellun-
gen
• die Stimulierung von Begriffsbildungen resp. Problemlo¨sungen durch iteriertes Shuttlen
zwischen verschiedenen Darstellungen im CAS-Worksheet.
96 § 2. Lerntheoretische U¨berlegungen zur Wissenskonstruktion
Wir formulieren daher das
Prinzip des Window Shuttling alias das
”
SONG“-Prinzip: Jedes neue mathe-
matische Konzept sollte numerisch, graphisch, analytisch und deskriptiv (re)pra¨sentiert
werden. Dabei ist ein CAS zu einem raschen Wechsel bzw. der Vernetzung zwischen
diesen multiplen Repra¨sentationen hilfreich.
Anmerkungen:
1. Mit dem memotechnischen Merkwort
”
SONG“ habe ich das CAS-Prinzip der mul-
tiplen Repra¨sentation deshalb benannt, um an symbolische, mottoverdichtete (z. B.
als umgangssprachlicher
”
Merksatz“), numerische und graphische Darstellungsmo¨glich-
keiten eines Konzeptes zu erinnern. Die Einfu¨hrung eines neuen Konzepts wird so be-
schreibbar als didaktischer Auftrag zur
”
Komposition eines geeigneten Songs“ zusammen
mit seiner zugeho¨rigen Orchestrierung.
2. In Pletsch [173, S. 288] wird das SONG-Prinzip der multiplen Repra¨sentationen als
”
Rule of the Four“ bezeichnet. Bei Baumann [14, S. S. 3] wird daraus, verku¨rzt um die
sprachliche Merksatzverdichtung, die
”
didaktische Dreierregel“.
3. Das SONG-Prinzip zielt auf die kognitive Flexibilita¨t eines Lerners, die eine wichtige
Voraussetzung zur Bewa¨ltigung komplexer und offener Problemstellungen ist. Oft kann
diese Flexibilita¨t als die Fa¨higkeit betrachtet werden fließend zwischen den verschie-
denen mentalen Repra¨sentationen eines Objektes zu wechseln. Der Aufbau eines sol-
chermaßen flexiblen Wissensbestandes wird gefo¨rdert durch multiple Repra¨sentationen
zentraler mathematischer Konzepte wa¨hrend des Lernprozesses. Fu¨r eine Anwendung
im Zusammenhang mit dem Gauss-Algorithmus verweise ich auf Lindner [154].
Beispiel: Window-Shuttling – Modellieren von Daten. Es sei die Aufgabe gestellt:
Eine experimentell gewonnene Datenmenge wird durch eine lineare Funktion f beschrieben.
Folgende Werte wurden gemessen: f(101)=271.1, f(102.4)=275.6, f(104.6)=280.1, f(106)=283.6.
Durch einen Abschreibfehler ist ein Wert leider falsch angegeben worden. Auch der Zettel mit der
Termdarstellung ging verloren ...
Zur Lo¨sung wird die Problemstellung aus verschiedenen Perspektiven numerisch graphischanalytisch deskriptiv
(Beobachtungsfenstern,
”
windows“) betrachtet und analysiert.
Die graphische Darstellung der Datenmenge als Punktwolke (unverbundene Einzelpunkte
bzw. Polygon) hilft bei der Gewinnung einer modellierenden Funktion,
• Pgon := plot::Polygon(
[101, 271.1], [102.4, 275.6], [104,280.1], [106,283.6]);
plot(Pgon)
siehe Abbildung 2.40.
Mit dem CAS gewinnt man eine analytische Lo¨sung:
2.4. Designprinzipien eines CAS–intensiven Mathematikunterrichts 97
Abbildung 2.40: Ein Beispiel zum integrierten Window–Shuttling: Eine
A¨nderung am Term wirkt sich unmittelbar an der Grafik aus.
• solve({271.1=m*101+b, 283.6=m*106+b},{m,b})
[b=18,5, m=2.5]
deren Gu¨ltigkeit man (nach Aba¨ndern des falschen Punktes in der Datenmenge) graphisch
und numerisch verfizieren kann. 
2.4.8 Das Prinzip der limitierten kognitiven Ladung
Nach Befunden der Hirnforschung124 ko¨nnen maximal ca. 9 Wissenseinheiten simultan im
menschlichen Kurzzeitgeda¨chtnis gehalten werden. Diese prinzipielle Einschra¨nkung der
menschlichen Wissensbasis ist (insbesondere bei Novizen) im Verlauf von Lernprozessen
zu akzeptieren125. Angesichts dieser naturgegebenen Grenze kann ein CAS als Expertensy-
stem (neben der Auslagerung des Operativen) auch durch Auslagerung des
”
Memorativen“
gehirnentlastend wirken. Daher erscheint es ratsam, sich auf wenige ma¨chtige und wich-
tige CAS-Befehle (
”
eine Hand voll“ bzw. einstellig viele wie z. B. solve, gaussJordan,
plot) bei der nachfolgenden Konstruktion eines Kerncurriculums der Linearen Algebra zu
beschra¨nken. Ich erinnere an diese Einsicht als
Prinzip der limitierten kognitiven Ladung oder der 7±2 Chunks126 : Die grund-
sa¨tzliche Beschra¨nkung der Aufnahmekapazita¨t des menschlichen Kurzzeitgeda¨chtnisses
ist als Nebenbedingung im Lernprozesses zu bedenken. Die wa¨hrend einer Konzeptbil-
dung oder CAS-Aktivita¨t zu manipulierenden Objekte sollten eine einstellige Anzahl
mo¨glichst nicht u¨berschreiten.
124vgl. G. Miller: The magic number seven, plus or minus two: Some limits on our capacity for processing
information. Psych. Rev. 63 (1956), 81-97.
125vgl. dazu auch Schoenfeld [184]
126Ein ”Chunk“ (Block) ist in diesem Zusammenhang eine nicht weiter teilbare mentale Wissenseinheit.
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2.5 Zusammenfassung
Die konstruktivistisch orientierte APOS-Lerntheorie wurde in ihren wesentlichen Aussagen
zusammen mit ihrem wissenschaftlichen Forschungsparadigma dargestellt und ihre Eignung
fu¨r einen allgemeinbildenden CAS-intensiven Mathematikunterricht begru¨ndend nachge-
wiesen. Zur methodischen Artikulation wurde der urspru¨ngliche A.C.E.-Lernzyklus zu ei-
nem M2.A.K.E.-Lernzyklus aufgeweitet und so fu¨r schulische Erfordernisse angepasst. Als
Leitlinien zum konstruktiven Design von CAS-Lernarrangements la¨ngs einer M2.A.K.E.-
Trajektorie wurden CAS-didaktische Prinzipien vorgeschlagen und aus der Literatur be-
kannte Design-Prinzipien unter der neuen Perspektive kritisch betrachtet.
Die gewonnenen theoretischen Einsichten fasst die folgende U¨bersicht zusammen:
mentales Konstrukt nach
A.P.O.S.-Lerntheorie:
leitendes CAS-didaktisches Prinzip im
methodischen M2.A.K.E.-Zyklus:
[ o¨ffnende metakognitive Klammer
(Vorausschau; 1er holistischer Spray)
↓
Aktionsvorstellung
eines mathematischen Konzeptes
P der virtuellen Erfahrungsbasierung;
P des inkrementellen Spracherwerbs
↓
Prozessvorstellung
eines mathematischen Konzeptes
P der virtuellen Erfahrungsbasierung;
P der literaten funkt. Programmierung
↓
Objektvorstellung
eines mathematischen Konzeptes
P der funktionalen Programmierung
↓
Schemavorstellung
(Grundvorstellung, ’concept image’)
P der Modularisierung zur
strukturierten Wissensrepra¨sentation
↓
] schließende metakognitive Klammer
(Ru¨ckschau; 2er holistischer Spray)
Auf der Grundlage der hier formulierten theoretischen Forschungsperspektive und ihrer
methodischen unterrichtspraktischen Auspra¨gung wird im folgenden Kapitel ein Vorschlag
zum Redesign der schulischen Linearen Algebra/Geometrie erarbeitet.
§ 3
Zur Situation der Linearen Algebra
als Lehr- und Lerngegenstand
Betrachtet man die Vermittlung der spezifischen Konzepte der Linearen Algebra aus der
Perspektive der subjektiven Wissenskonstruktion, so spielen epistemologische Fragestel-
lungen eine entscheidenden Rolle. In der Monographie Tietze et al. [197, S. 132–148] gibt
es dazu lediglich einen kurzen Abschnitt von G. Wittmann; ihr Schwerpunkt ist u. a. die
Diagnose von Schu¨lerkonzepten zu den Begriffen des Vektors, der Parametergleichung ei-
ner Geraden und des Vektorraums. Filtert man das Literaturverzeichnnis von Tietze et
al., so fa¨llt zudem auf, dass wichtige neuere Befunde aus der internationalen Literatur zum
Thema, wie die Empfehlungen der nordamerikanischen Linear Algebra Curriculum Study
Group1 oder der franzo¨sischen Teaching Linear Algebra Group2 – bis auf drei Untersuchun-
gen von Dorier –, noch nicht beru¨cksichtig sind. Dies sei hier zuna¨chst geleistet.
Eine umfassende epistemologische Genese grundlegender Konzepte der Linearen Algebra,
ausgehend von der Theorie der linearen Gleichungungssyteme bis hin zur Funktionalanaly-
sis, gibt Dorier [51], einen knappen historischen U¨berblick skizzieren Artmann & To¨rner
[5]. Bis auf die fu¨r uns notwendige Analyse der Grundbegriffe ’Matrix’ und ’lineares Glei-
chungssystem’ (LGS) verweise ich daher auf diese Quellen. Da die universita¨re Lineare
Algebra als Lehrgegenstand direkt an den schulischen Lernprozess anschließt, ko¨nnen wir
uns aus einer Analyse der universita¨ren Situation Ru¨ckschlu¨sse auf und Empfehlungen fu¨r
die schulische Lineare Algebra erhoffen.
3.1 Grundprobleme der Linearen Algebra
Das Lernen und Lehren der Lineare Algebra in Schule und Universita¨t gilt als schwierig.
Eine Reihe vorliegender empirischer Studien zeigt dabei fu¨r den (Miss)Erfolg universita¨rer
Ausbildung eine a¨hnliche Situation auf wie die z. B. durch die PISA-Studie bewusst ge-
wordenen schulischen Lernerfolge. Die Befundlage der zugeho¨rigen Forschung wird lediglich
1Im Folgenden mit LACSG abgeku¨rzt; die dort zusammengestellten Artikel erschienen ab ca. 1993.
2Im Folgenden kurz mit TLAG bezeichnet.
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durch eine bisher fehlende vergleichbare Untersuchung in seiner Brisanz (noch) nicht offen-
bar. Die im Kern vergleichbare Situation la¨sst das Wirken a¨hnlicher Ursachen vermuten.
Diese liegen u. a. in der Existenz sog. epistemologisch-kognitiver Barrieren begru¨ndet. Ei-
nigen dieser Barrieren mo¨chte ich hier nachspu¨ren und die lokalen Erkla¨rungsversuche aus
der Forschungslage in fu¨r die Lineare Algebra wesentlichen Kernbarrieren bu¨ndeln. Daru¨ber
hinaus versuche ich eine vereinheitlichte Erkla¨rung der beobachteten Pha¨nomene auf der
Basis der um die Procept-Theorie von Tall, der concept definition vs. concept image (
”
cD-
cI“)-Theorie von Tall/Vinner und der pra¨dikativ vs. funktional (
”
pDfD“)-Denkstil-Theorie
von Schwank erweiterten3 APOS-Theorie zu geben.
Eine graphische Zusammenfassung der didaktischen Theorie entha¨lt die nachfolgende Ab-
bildung 3.1.
Abbildung 3.1: grundlegende Zusammenha¨nge und Grundtatsachen der di-
daktischen Hintergrundtheorie zur Erkla¨rung didaktischer Pha¨nomene in der
Linearen Algebra
Die spezifischen formalsprachlichen Aspekte der Linearen Algebra adressiere ich danach
durch die Geheimsprachen-Metapher als Modellvorstellung zur Erkla¨rung der nachweisba-
ren fachsprachlichen Missversta¨ndnis-Pha¨nomene.
3Das Procept-Modell fokussiert die Reversibilita¨t bzw. Flexibilita¨t der PO-Bildung und das cI-Modell
die Reichhaltigkeit der OS-Auspra¨gungen.
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3.2 Versta¨ndnis-Barrieren in der Linearen Algebra
Der didaktische Begriff der
”
kognitiven4 Barriere“ stammt von G. Bachelard (1938),
wurde aber erst von G. Brousseau (1983) fu¨r die Mathematikdidaktik wiederentdeckt und
fruchtbar zur Erkla¨rung mathematikdidaktischer Pha¨nomene herangezogen. Eine kognitive
Barriere ist ein Wissenselement, dass sich bei einer Person im Zusammenhang von Pro-
blemlo¨sungs- oder Verstehensprozessen als erfolgreich erwiesen und sich daher im Bewusst-
sein verfestigt hat. Angewendet auf andere Problemstellungen kann sich seine Existenz aber
als hinderlich erweisen und notwendige Adaptionen der Lernperson auf neue Gegebenhei-
ten erschweren. Ein bekanntes Beispiel ist die Einfu¨hrung der Bruchzahlen: Erfahrungen
und Regeln fu¨r natu¨rliche Zahlen bilden den Kern der implizit mitgelernten Beobachtung,
dass Malnehmen als Vergro¨sserung wirkt. Diese Erfahrung fu¨hrt aber einer epistemolgi-
schen Barriere, sobald die Lernperson auf eine Multiplikationsaufgabe mit Zahlen kleiner
als Eins trifft und Malnehmen nun als Verkleinerung wirkt. Das Aufspu¨ren nachweisba-
rer kognitiv-epistemologischer Barrieren, z. B. in Fehleranalysen oder Fehlversta¨ndnissen,
stellt eine wichtige Aufgabe der Fachdidaktik dar. Ihre Therapie kann z. B. durch das
Design sensibler curricularer Lernarrangements angegangen werden.
Die folgenden Ausfu¨hrungen sichten zuna¨chst einige wichtige kognitive und epistemologi-
sche Barrieren aus der Literatur zur universita¨ren Linearen Algebra, berichten von Versu-
chen curricularer Revisionen und ziehen Folgerungen fu¨r die schulische Lineare Algebra.
3.2.1 Epistemologische Versta¨ndnis-Barrieren
Im Folgenden werden vier wesentliche Versta¨ndnisbarrieren diagnostiziert: die Formalis-
musbarriere, die Implizitheitsbarriere, die Charakterisierungbarriere sowie die Abstrakti-
onsbarriere. Dabei wird analysierend begru¨ndet, warum diese Versta¨ndnishindernisse auf-
treten und therapeutisch vorgeschlagen, was didaktisch zur Abmilderung dieser Lernhemm-
nisse aus CAS-Sicht versucht werden sollte.
1. Die Formalismus-Barriere
In einer Folge von empirischen Studien untersuchten Dorier [54, S. 98] et al. von 1987
bis 1995 den Wissensstand und die Vorstellungen u¨ber Lineare Algebra von Studenten
nach dem ersten Universita¨tsjahr. An franzo¨sischen Universita¨ten beginnt eine typische
2-stu¨ndige Vorlesung u¨ber Lineare Algebra mit der axiomatischen Definition eines Vek-
torraumes, fu¨hrt u¨ber die Behandlung von Unterra¨umen, linearen Abbildungen, linearen
Gleichungssystemen und Linearformen zu Matrizen und deren Determinanten und endet
mit der Diagonalisierbarkeit von Matrizen.
Wa¨hrend die Lineare Algebra in Frankreich ab 19605 nach Bourbaki als eine axiomatische
Theorie endlich-dimensionaler Vektorra¨ume gelehrt6 wurde mit dem Ziel, den Geometrie-
4mit Fokus auf wissenschaftheoretischen Betrachtungen oft auch als epistemologische Barriere (obstacle)
bezeichnet
5so auch in der Schule fu¨r Schu¨ler ab 15 Jahren
6vgl. [a. a. O., S. 85]
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Unterricht auf der Struktur eines affinen Raumes pra¨zis zu begru¨nden, kam es nach dem
Scheitern der unterrichtlichen Implementation ab 1980 zum vo¨lligen Verdra¨ngen der for-
malen Behandlung geometrischer Themen und in der Folge davon zu einer Abnahme des
formalen Wissens.
Vor diesem Hintergrund lautete Frage 1 im Fragebogen von 1987, vgl. [a. a. O., S. 88]:
 Wahr oder falsch (begru¨nde deine Antwort): v und u seien zwei lineare Abbildungen
eines Vektorraumes in sich: v ◦ u = 0⇔ Bild(u) = Kern(v).
Ergebnis : Von 379 befragten Student(inn)en des zweiten Studienjahres aus 3 franzo¨sischen
Universita¨ten antworteten nur 23 % richtig, ca. 50 % der Antworten waren falsch und fast
ein Drittel antwortete u¨berhaupt nicht.
Hier sind drei ausgewa¨hlte Beispiele von studentischen Lo¨sungen:
A: Wenn v(u(x)) = 0 ⇒ v(y) = 0, also y ∈ Kern(v) folglich u(x) ∈ Kern(v) aber u(x) = y,
daher ∃x ∈ E|u(x) = y folglich y ∈ Bild(u), schließlich v ◦ u = 0⇒ Bild(u) = Kern(v).
B: falsch, weil v ◦ u = 0⇒ Bild(u) ∈ Kern(v) und nicht Bild(u) = Kern(v).
C: falsch, denn es gibt ein Gegenbeispiel: v = 2x+ 1 und u = 3x+ 2
Kern(v) =⇒ x = −1/2 und Bild(u) =⇒ y = 3x+ 2
Wir nehmen eine kurze fachdidaktische Analyse dieser Lo¨sungsvorschla¨ge vor und ziehen
daraus einige Konsequenzen.
A: Man diagnostiziert eine absonderliche Verquickung aussagenlogischer, pra¨dikatenlo-
gischer und umgangssprachlicher Elemente, impliziter Abku¨rzungen (z. B. y := u(x)),
willku¨rlich eingefu¨hrter Objekte (Was ist E? Ist an [nicht vorausgesetzte] Surjektivita¨t ge-
dacht?) sowie aussagen- und mengentheoretische Fehlschlu¨sse. Von der A¨quivalenz-Aussage
wird (unausgesprochen) nur ein Implikations-Anteil ausgefu¨hrt - all dies sind eindeutige
Hinweise auf Pseudo-Konzeptbildungen i. S. v. Vinner bzw. defizita¨re Schemavorstellungen
i. S. der APOS-Theorie.
B: zeigt einen verku¨rzten Schluss einer ansatzweise richtigen Argumentation. Jedoch wird
die Gleichheit der linearen Abbildungen sowie die Komposition nicht elementweise auf-
gelo¨st, um eine Mengeninklusion zu verifizieren. Es bleibt unklar, ob der Missbrauch des
Enthaltenseinszeichens ∈ statt des Mengeninklusionszeichens ⊂ auf einen syntaktischen
Notationsfehler oder ein semantisches Fehlversta¨ndnis hindeutet. Die Argumentation ist
elliptisch und ko¨nnte daher mo¨gliche Fehlvorstellungen kaschieren. Die Ku¨rze des Schlus-
ses ko¨nnte auch auf einen pra¨dikativen Denkstil i. S. v. Schwank seitens der Testperson
verweisen, wa¨hrend hier eher ein funktionaler angemessen scheint.
C: Die Testperson wa¨hlt implizit V := R, dann ist im Term v = 2x + 1 das Symbol
x := idR : R → R als lineare Abbildung zu interpretieren, in x = −1/2 ∈ R aber als
Vektor. Zudem ist v = 2x+1 gar keine lineare Abbildung, denn z. B. ist wegen v(0) = 1 6= 0
das Bild des Nullvektors nicht der Nullvektor: v ist also affin. Wie die Testperson aus der
letzten Zeile einen Widerspruch abliest, ist nicht rekonstruierbar: zwar ist Kern(v) implizit
u¨ber die Bedingungsgleichung v(x) = 0 definiert – das erkla¨rt die Aussage x = −1/2.
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Allerdings wird diese Gleichung aus einer falschen Pra¨misse gewonnen. Wird gedacht, dass
die syntaktisch willku¨rlich erzeugten Terme x = −1/2 und y = 3x + 2 syntaktisch gleich
sein mu¨ssten, um die Mengengleichheit Kern(v) = Bild(u) zu begru¨nden? 
Aus der Sichtung der Antworten diagnostizieren Dorier et al. als Ursachen fu¨r den Miss-
erfolg vor allem fehlende aussagenlogische und mengenspachliche Kenntnisse, insbesonde-
re das Verwechseln von Gleichheit und Inklusion sowie symbolsprachliche Konfusionen.
Zudem fehlen solide stu¨tzende Schulkenntnisse in geometrischer Koordinatengeometrie
oder der Theorie der linearen Gleichungssysteme, die eine intuitive Kontrolle der for-
malen Umformungen ermo¨glichen. Fu¨r die Studierenden tu¨rmen sich so die symbolisch-
formelsprachlichen Notationen zu einer unu¨berwindbaren epistemologischen Versta¨ndnis-
Sperre, zu einer
”
Formalismus-Barriere“. Aus der Analyse des gesamten Fragebogens zie-
hen Dorier et al. als Schlussfolgerung:
Von den Fertigkeiten aus der Linearen Algebra, die wir getestet haben, konnten wir feststellen,
dass weniger als 1/4 der Studenten wusste, wie man die Begriffe Bild und Kern einer linearen
Abbildung umformt und dass weniger als die Ha¨lfte der Studenten wusste, wie man ein 4x4-
System linearer Gleichungen umformt, wobei die numerische Berechnung leicht ist. Nahezu 1/3
der Studenten wusste nicht, wie man die Matrix einer linearen Abbildung berechnet, wenn der
Vektorraum verschieden von R , R2 oder R3, aber isomporph zu einem der drei ist. [...] Weniger
als 1/3 aller Studenten zitieren Rn als Beispiel eines Vektorraumes [...]. Fu¨r die Mehrheit der
Studenten ist Lineare Algebra nichts weiter als ein Katalog von sehr abstrakten Notationen [...].
U¨berdies werden sie begraben unter einer Lawine neuer Worte, neuer Symbole, neuer Definitionen
und neuer Sa¨tze. [a. a. O., S. 95]
Anmerkungen:
1. Offenbar erzeugt eine symbolsprachlich pra¨sentierte Problemstellung die stillschweigende
Aufforderung an die Testpersonen auch symbolsprachlich zu argumentieren – vermutlich
auf Grund eines impliziten didaktischen Kontraktes oder als Zugzwang zum Nachahmen
von Expertenhandeln. Bezeichnenderweise werden daher keine umgangssprachlich argu-
mentierenden Lo¨sungen und auch keine Argumentationen nach Repra¨sentationswech-
seln, z. B. holistisch ikonische Schemavorstellungen, zitiert. Folgende Lo¨sungsvarianten,
wie z. B. die in Abbildung 3.2 skizzierten, treten offenbar nicht auf:
• mo¨gliche diagrammatische Lo¨sung ohne Worte:
• mo¨gliche i. W. umgangssprachlich argumentierende Lo¨sung :
Ist v ◦ u = 0, so wird das u-Bild u(x) ∈ Bild(u) jedes Vektors x ∈ V wegen 0 = v(u(x)) =
(v ◦ u)(x) von der linearen Abbildung v auf den Nullvektor abgebildet, d. h. es ist u(x) ∈
Kern(v). Folglich ist Bild(u) ⊂ Kern(v) - auf eine Mengengleichheit ist aus der Voraus-
setzunglage nicht schließbar. Der Ru¨ckschluss ”⇐“ braucht nicht mehr gezeigt zu werden,
da schon eine Ha¨lfte der A¨quivalenz-Aussage falsifiziert ist.
• Gegenbeispiel durch eine Randfall-Analyse:
Wa¨hlt man z. B. fu¨r v und u jeweils die Nullabbildung v = u := 0: V → V , so ist zwar
v ◦ u = 0, aber es folgt nur Bild(u) = {0} $ V = Kern(v) fu¨r V 6= {0}.
104 § 3. Zur Situation der Linearen Algebra als Lehr- und Lerngegenstand
Abbildung 3.2: Das Diagramm zeigt in pra¨dikativem Denkstil die i.Allg.
vorliegende Inklusion und falsifiziert somit auf einen Blick die vorgelegte A¨qui-
valenzaussage.
Das Fehlen informeller oder holistisch-ikonischer Argumentationen und der Sog des For-
malen erzeugen offenbar eine derartige Versta¨ndnisarmut, dass sich in der Folge eine ef-
fektive Schemavorstellung nicht ausbildet. U¨ber didaktische Gegenmaßnahmen mit den
Regeln vernu¨nftiger Argumentation oder einer Meta-Kommunikation wird weiter unten
berichtet. Der benutzte Formalismus behindert jedenfalls ein sachgerechtes Versta¨nd-
nis, dieses didaktische Pha¨nomen wird daher im Folgenden als Formalismus-Barriere
bezeichnt.
2. Irritierend war fu¨r die Testpersonen vermutlich auch die offene Problemstellung
”
wahr
oder falsch: ...“ statt der vermutlich gewohnten geschlossenen, Sicherheit erzeugenden
Aufgabenstellung
”
Beweise: ...“
3. U¨ber eine mo¨gliche Stu¨tzung der aussagenlogischen bzw. symbolsprachlichen Kompe-
tenzen durch ein CAS als Symbolrechner argumentiere ich zusammenfassend unten.
2. Die Implizitheits-Barriere
In einer weiteren Reihe von empirischen Tests (1992 bis 1994) analysieren Dorier et al.
das Konzeptversta¨ndnis von Studierenden u¨ber lineare Unterra¨ume, die in impliziter Form
als System linearer Gleichungen bzw. in expliziter Repra¨sentation als linearer Spann von
erzeugenden Vektoren gegeben sind. Eine typische Problemstellung ist die folgende, vgl.
[a. a. O., S. 110 ff; Lo¨sungsdiskussion ab S. 123]:
 Seien E1, E2, E3 die Unterra¨ume im R4, die definiert sind durch die Gleichungen:
E1 : 3x− 2y − z + t = 0 E2 : x+ y + 2z − t = 0 E3 : 5x+ 3z − t = 07
(a) Vergleiche E3 und E1 ∩ E2.
Die erste Evaluation weist 70 % falsche Lo¨sungen (bei 76 % vertretbaren diversen Ansa¨tzen)
nach, die Fehlversta¨ndnisse ha¨ufen sich in Bezug auf Inklusion (21 %) und logischen Fehlern
(26 %):
7Im Test von 1993 werden die Gleichungen zur Unterscheidung zu den von ihnen erzeugten Unterra¨umen
mit e1, .. bezeichnet.
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Man kann sagen, dass der Begriff des Ranges einer Menge von Erzeugenden und der eines erzeug-
ten Unterraumes am Ende der Lernphase mehr oder weniger erworben sind; dass die Beziehung
zwischen Parametergleichung umd impliziter Gleichng von den meisten Studierenden auf einem
basalen Niveau verstanden wird, aber dass dies nur von einem Drittel der Studenten verwen-
det werden kann, sobald es in Relation mit aussagenlogischen Begriffen in Zusammenhang mit
Inklusion oder Schnitt benutzt werden muss. [a. a. O., S. 111]
Eine zweite Evaluation zeigt vergleichbare Resultate: von 125 Probanden lo¨sen die Auf-
gabe 24 %, aber 39 % scheitern trotz richtiger Lo¨sungsstrategie auf Grund logischer und
mengentheoretischer Fehler (Inklusionsbeziehung falsch gerichtet, Gleichheit statt Inklusi-
on etc.) und 36 % bleiben ohne erkennbare Lo¨sungsstrategie oder antworten gar nicht; das
Fazit ist ernu¨chternd:
Da man annehmen kann, dass letztere Gruppe auch Schwa¨chen in Logik und Mengenlehre hat,
kann man scha¨tzen, dass 3/4 der naturwissenschaftlich-mathematischen Studenten serio¨se Pro-
bleme in diesem Bereich haben.
Auch diese Resultate einer Aufgabenstellung auf Schulniveau sind desillusionierend. Die
Probleme resultieren nach Ansicht der Autoren sowohl aus den schon oben beobachteten
Schwa¨chen in Aussagenlogik und naiver Mengenlehre, aber auch aus dem unzureichenden
Versta¨ndnis fu¨r den Zweck von Parametern sowie der Beschreibung eines geometrischen
Objektes durch eine algebraische Gleichung.
Da anna¨hernd 40 % der Probanden u¨berhaupt keinen Ansatz formulieren ko¨nnen, vermute
ich hinter dieser Problemstellung das Wirken einer spezifischen epistemologischen Barriere,
deren tieferer Grund im Misslingen des flexiblen Wechselspiels von impliziter und explizi-
ter Darstellung linear-algebraischer Objekte vermutet werden darf. Da a¨hnliche Pha¨nome-
ne auch beim implizit durch eine Gleichung definierten Begriff des Kernes einer linearen
Abbildung auftraten, verweist dies m. E. auf eine generelle Schwierigkeit im Operieren
mit implizit definierten Objekten: Ich bezeichne diese epistemologische Barriere daher als
Implizitheits-Barriere.
Anmerkungen.
1. Man ko¨nnte vorschlagen, die Implizitheitsbarriere unter der Formalismus-Barriere zu
subsumieren. Wa¨hrend letztere aber symbolsprachliche Pha¨nomene adressiert, will er-
stere auf Probleme der psychologischen Akzeptanz implizit definierter mathematischer
Objekte durch den Lerner fokussieren: Implizite Objekte sind als
”
als-ob“-Objekte ge-
wissermaßen unfertig konstruiert, sie gewinnen ihre mentale Vorstellbarkeit erst indi-
rekt nach Umformungsprozessen. Im Sinne der APOS-Theorie ist mit ihnen eine volle
Objektvorstellung noch nicht verbunden, daher bildet sich eine angemessene Schema-
vorstellung nicht aus - der Lerner verharrt auf der Stufe der Prozessvorstellung8 und
kann keine thematisierten Lo¨sungsstrategien finden: Er befindet sich noch im Zustand
horizontaler Mathematisierung. Dies erkla¨rt obigen Befund.
8Er muss sozusagen gedanklich den Umformungsprozess zum expliziten Objekt im Geiste noch zu Ende
fu¨hren, d. h. vermag ein implizit definiertes Objekt noch nicht als Objekt sui generis zu akzeptieren.
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2. Verallgemeinernd ko¨nnte man die Implizitheitsbarriere aber als Spezialfall einer weiter-
reichenden
”
Komprehensions-Barriere“ fassen. Ihre tiefere Wurzel ist das unverstandene
pra¨dikatenlogische Komprehensionsaxiom. Dieses Axiom formuliert z. B. Dombrowski
[48, S. 11] wie folgt:
(Aussonderungs- oder Komprehensionsaxiom): Sei M eine Menge und H(...) eine Ausageform,
so dass alle Objekte a mit a ∈M zur Einsetzungsklasse ΩH von H(...) geho¨ren, so gibt es eine
Menge N, deren Elemente genau die Elemente a von M sind, fu¨r welche die Aussage H(a) wahr
ist. - In logischer Symbolik lautet dieses Axiom:∨
N
[(N ist eine Menge) ∧
∧
a
(a ∈ N ⇐⇒ a ∈M ∧H(a))]
Die in diesem Axiom als existent behauptete Menge N ist wegen (M1) auch eindeutig bestimmt
und wir bezeichnen e mit {b ∈M |H(b)}, also∧
a
[a ∈ {b ∈M |H(b)} ⇐⇒ a ∈M ∧H(a)].
Z. B. ist in der obigen Problemstellung der Unterraum E1 pra¨zis beschreibbar als {b :=
(x, y, z, t) ∈ R4|H(b)} mit H((x, y, z, t)) := 3x − 2y − z + t = 0. Diese Aussageform
H(...) sondert diejenigen Punkte aus der Menge M:=R4 aus, deren Koordinaten nach
Einsetzen in H die Gleichung erfu¨llen, d. h. H zu einer wahren Ausage machen. Dieses
Konstruktionsprinzip von Mengen ist im obigen Sinne aber implizit, da es aussondernd
(mit Hilfe einer Aussageform) wirkt und nicht aufza¨hlend ist.
3. Die Analyse der gewa¨hlten Lo¨sungsansa¨tze9 zeigt eine klare Pra¨ferenz fu¨r den Ansatz
einer
”
Gauss-Elimination fu¨r die Gleichungen E1 und E2“ bei ca. 50 % der Testpersonen
gegenu¨ber einem Vergleich der Parameterdarstellungen von E1∩E2 mit der von E3 bei
ca. 9 % oder der von ca. 9 % gewa¨hlten Strategie, dass die Erzeugenden von E1 ∩ E2
in E3 sind. Die bestehende direkte lineare Abha¨ngigkeit E1 + 2 ∗E2 = E3 wird nur von
ganz wenigen Testpersonen erkannt. Diese Befunde stehen im Einklang mit der obigen
Hypothese, denn die bevorzugte Wahl einer standardisierten Lo¨sungsroutine verweist
auf ein starkes prozessuales Versta¨ndnis und eine fehlgeschlagene Procept-Bildung.
4. Die Anbahnung einer pra¨dikativen Objektvorstellung kann durch ein CAS gefo¨rdert wer-
den: Abbildung 3.3 zeigt eine mo¨gliche Implementation der dritten Lo¨sungsstrategie. Der
implizit durch Bedingungsgleichungen definierte Durchschnitt der beiden Unterra¨ume
E1undE2_impl wird mittels expr2Matrix automatisch in Matrixform konvertiert; in die-
ser Form dient der Unterraum als Input fu¨r die Funktion matlinsolve, welche die Para-
meterdarstellung des Durchschnitts in interpretierbarer Form anzeigt. (Tatsa¨chlich kann
man sogar ohne diesen Zwischenschritt das Schnittobjekt in Parameterform durch die
Abbildungsverkettung schlagartig durch matlinsolve @expr2Matrix herstellen.) Da-
mit wird eine enge mentale Bindung von der Gleichung und ihrem a¨quivalentem Objekt
gestiftet, da das vektorielle Schnittobjekt simultan mit seiner impliziten Beschreibung
entsteht. Der Test in (4) und (5) verifiziert, dass die erzeugenden Basisvektoren des
Durchschnitts von E1 und E2 in E3 liegen.
9vgl. [a. a. O., S. 110 ff. und 113 ff.]
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Abbildung 3.3: Fo¨rderung der Objektvorstellung des Schnittgebildes durch
ein CAS; (2) zeigt links unmittelbar den Nullvektor als Element des Unter-
raumes, der sich damit als Vektorraum zu erkennen gibt, sowie eine mo¨gliche
(2-dimensionale) Basis.
3. Die Charakterisierungs-Barriere
Paul Lorenzen untersucht aus der Perspektive des mathematischen Konstruktivismus10
in seiner Wissenschaftstheorie umfassend die Frege-Russell-Theorie der Kennzeichnun-
gen (
”
Charakterisierungen“) im Rahmen seiner kritischen Rekonstruktion einer rationalen
Syntax11 und der Theorie mathematischen Wissens, vgl. [159, S. 203 ff] bzw. [157, S. 39
ff]. Seine Auffassung von der Einfu¨hrung der Kennzeichnungen in die natu¨rliche Sprache
wird in folgenden Auszu¨gen erkennbar:
Wie kann man wissen, daß es ein bestimmtes Objekt gibt, ohne daß man einen Eigennamen
(oder eine Darstellung [...]) fu¨r dieses Objekt hat? Antwort: Wenn das Objekt durch eine Aussage
bestimmt ist, wenn also eine Aussageform C(x) fu¨r genau ein x gilt. Wir sagen dann, daß C(x) ein
Objekt kennzeichnet. Statt eines Eigennamens benutzt man im Deutschen dann den bestimmten
Artikel mit einem Relativsatz
”
das x, fu¨r das C(x) gilt“ oder ku¨rzer
”
das x mit C(x)“. [159,
S. 203 ff]
10in der Nachfolge von Brouwer im Unterschied zum didaktischen Konstruktivismus z. B. der APOS-
Theorie.
11Dennoch lassen sich bei Lorenzen auch Spuren eines didaktischen Konstruktivismus erkennen, wenn
er schreibt: ”Der Sinn der Konstruktion einer rationalen Syntax liegt darin, daß wir nur dadurch unser
eigenes Denken und Sprechen verstehen lernen. Dieses Prinzip, daß wir nur das verstehen, was wir selber
herstellen ko¨nnen, [...].“, [156, S. 43] oder [157, S. 31]: ”Auch fu¨r die Unterscheidung von Ganzheiten unserer
Lebenswirklichkeit, wie etwa von Stileinheiten, muß gefordert werden, daß man methodisch mit Beispielen
anfange. Hier muss der Lernende selber teilhaben an einem Sinnganzen, etwa an einem Herstellungsprozeß
oder an einem Spiel, um die Unterschiede verstehen zu ko¨nnen.“
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Mit Recht weist Lorenzen auf das – auch epistemologisch und didaktisch bedeutsame –
Problem hin, dass man u¨ber solchermaßen gekennzeichnete Objekte auch sprachlich fingie-
rend sprechen kann, ohne dass die Existenz bzw. die eindeutige Existenz vorab bewiesen ist.
Im formalsprachlichen Novizen ohne logische Grundschulung entfaltet ein solcher (Miss–
)Gebrauch i. d. R versta¨ndnishemmende Wirkungen. Dazu schreibt Lorenzen [a. a. O.,
S. 206]:
[Es] ist vor der Verwendung eines Ausdrucks ιxC(x)12 stets zu pru¨fen, ob ”
ιxC(x)“ eine (echte)
Kennzeichnung ist (im Falle der eindeutigen Existenz) oder eine Pseudokennzeichnung (im Falle
dass kein x oder mehrere x mit C(x) existieren). Unabha¨ngig davon wollen wir die Ausdru¨cke
”
ιxC(x)“ als potentielle Kennzeichnungen [..] bezeichnen. ”
Der Verfasser der Illias“ ist z. B. eine
potentielle Kennzeichnung. [..]
”
Der Held der Odyssee“ ist dagegen eine echte Kennzeichnung.
[..]
”
Die gro¨ßte Primzahl“ ist eine Pseudokennzeichnung.13
Fu¨r eine kritische Rekonstruktion der Umgangssprache gilt daher:
”
Sa¨tze mit Pseudokenn-
zeichnung sind fu¨r vernu¨nftiges Argumentieren verboten.“, vgl. [156, S. 40]14.
Daran ha¨lt sich auch der professionelle Mathematiker und fu¨hrt im Anschluss an axio-
matisch-charakterisierende Definitionen i. d. R. auch Existenz- und Unita¨tsbeweise. Zwar
ist aus logischer Perspektive das mathematische Objekt damit korrekt konstruiert, nicht
jedoch aus kognitiv-psychologischer. Denn fu¨r das lernende Subjekt bedarf es zusa¨tzlich
der vorstellbaren Anschau und prozessualen Manipulation solcher Objekte, um tragfa¨hige
(Grund-)Vorstellungen aufzubauen. Logische Korrektheit allein ist nicht hinreichend zur
erfolgreichen Konzeptvorstellung, sie ist nach Lorenzen allerdings notwendig zur Vermei-
dung von Ta¨uschungen und zur Sicherung einer rationalen Argumentation.
Diese U¨berlegungen mo¨chte ich am Beipiel des Konzeptes der Pseudoinverse verdeutlichen.
Beispiel: zur Charakterisierung der Pseudoinversen. Als ich15 zum ersten Mal in
Max Koecher’s Lineare Algebra16 auf S. 94 las, dass es neben der vertrauten Lo¨sungsformel
x = A−1b fu¨r regula¨re lineare Gleichungssysteme auch eine solche fu¨r LGS mit singula¨rer
Systemmatix A gibt, war ich von dieser Ein- bzw. Aussicht fasziniert und wollte unbedingt
wissen, wie
”
Kehrmatrizen“ analog zu A−1 aussehen, die eine solche Umformung ermo¨gli-
chen. Doch trotz aufmerksamen Selbststudiums von § 2.8.1, S. 94–97 und § 6.7, S. 200–201
wollte sich keine klare Konzeptvorstellung vom Begriff einer Pseudoinversen einstellen, die
mehr enthielt als algebraisches Formel- bzw. Formalwissen.
Ru¨ckblickend habe ich dafu¨r folgende Erkla¨rung: Nach der axiomatischen Charakterisie-
rung von Pseudoinversen [a. a. O., S. 94]
12als symbolsprachliche Notation fu¨r den umgangssprachlichen Relativsatz ”das x mit C(x)“13A¨hnlich heißt es in [156, S. 41]: ”Damit das erste Pra¨dikat einen Eigennamen ersetzen kann, ist er-
forderlich, daß aus der Situation - allgemeiner: aus dem Kontext - hervorgeht, daß das Pra¨dikat eindeutig
einen Gegenstand kennzeichnet.“
14vgl. auch [a.a.O. S. 40, 42 ff, 43 unten und 31 Mitte.]
15Dieser Abschnitt gibt zugleich einen autobiographischen Ru¨ckblick auf eigene autodidaktische Lerner-
fahrungen im Umfeld des interessanten Konzeptes der Pseudoinversen.
16vgl. Koecher [139]
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Eine nxm Matrix B u¨ber K heißt ein Pseudo-Inverses der mxn Matrix A u¨ber K, wenn gilt:
ABA = A (PSI.1)
BAB = B (PSI.2)
folgte im zitierten Lehrtext eine mathematische Darstellung wesentlicher Eigenschaften
und Beziehungen und auf S. 200 eine weitere Charakterisierung, na¨mlich die der Moore-
Penrose-Inversen. Erst auf S. 201 erscheint in Aufgabe 1) die erste und einzige sichtbare
Pseudoinverse. Bis dahin konnten keinerlei mentale Vorstellungen aufgebaut werden, da
ausschließlich auf Symbolniveau operiert wurde. Zieht man als Lernender weitere Litera-
tur heran, so findet man z. B. in J. Werner [206, S. 71–74] die Pseudoinverse alternativ
u¨ber eine Singula¨rwertzerlegung definiert. Werner vermerkt auf S. 74 zusa¨tzlich, dass drei
a¨quivalente Definitionen mo¨glich sind. Dass die Eigenschaften aus Satz 6.5 den Term AA+
als Orthogonalprojektion ausweisen, wird aber erst in Aufgabe 6 auf S. 80 klar. Ha¨mmerlin
& Hoffmann [116, S. 91 ff] vermerken diese geometrische Erkenntnis bereits in Satz § 2.6.3
auf S. 91 und geben ein konkretes Beispiel auf S. 92. Sie selbst bezeichnen ihren Zugang
als
”
konstruktiv“, da die Berechnung einer Pseudoinversen aus der (komplizierten aber)
expliziten Darstellung der Singularwertzerlegung17 erha¨ltlich ist. Allen Darstellungen fehlt
jedoch ein elementarer handlungsbasierter Konzepterwerb, der vor der Verwendung cha-
rakterisierender axiomatischer Bedingungsgleichungen eine Objekterkundung mit stabilem
Vorstellungsaufbau leistet.
Ein elementarer CAS-explorativ gestu¨tzter Zugang zum Konzept der Pseudoinversen ist
in Lindner [153] beschrieben18. Er geht aus von intuitiv19 zu lo¨senden Approximations-
problemen, deren algebraische Lo¨sung u¨ber die Normalgleichung gefunden wird. In der
aus dem Problemkontext entnommenen Lo¨sungsformel wird die Wirkung einer Orthogo-
nalprojektion graphisch erkannt und algebraisch verifiziert; die Pseudoinverse tritt dabei
als Moore-Penrose-Inverse in einer expliziten Form als 2. Faktor des Lo¨sungsterms auf.
Immer steht sie aber als konkretes Objekt (Matrix) sicht- und CAS-manipulierbar im spe-
zialfa¨lligen Term (At ? A)−1 ? At vor Augen und nicht als ein abstrakt gekennzeichnetes
fiktives Objekt, das
”
notfalls“ auf Wunsch konstruiert werden ko¨nnte.
Die hier aufgedeckte didaktische Inversion in der u¨blichen Entwicklung des Konzeptes der
Pseudoinversen vertauscht die Schritte des vertikalen und horizontalen Mathematisierens,
d. h. sie arbeitet sozusagen entgegen der APOS-
”
Pfeilrichtung“
”
von S nach O zuru¨ck“,
ohne jemals A- oder P-Phasen durchlaufen zu haben. Die mathematische Schematisierung
mit ihrem Beziehungsreichtum wird dabei als Ausgangspunkt der U¨berlegungen genommen
und daraus ru¨ckwa¨rts die (eindeutige) Existenz eines gekennzeichneten (O)jektes erschlos-
sen. In der Folge entsteht keine Begriffsvertrautheit, die fehlende Explizitheit la¨sst die Vor-
stellung blind bleiben, die Konkretisierungen kommen zu spa¨t und wu¨rden dazu zwingen,
17Diese steht erst z. B. mit einem CAS mu¨helos zur Verfu¨gung.
18In der dort ausformulierten Lerntrajektorie habe ich mich bemu¨ht, den Gang des eigenen Erkenntnis-
fortschritts nachzuzeichnen.
19Ein einfacher geometrischer Zugang u¨ber einen Analogieschluss wird im Rahmen einer unterrichtlichen
Episode unten gezeigt. Er demonstriert die erhebliche Bedeutung formaler Analogien in mathematischen
Verallgemeinerungsprozessen.
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den Lernprozess nochmals invertiert zu durchlaufen. Was fehlt, sind explizit konstruierte
pseudo-empirische Objekte (d. h. betrachtbare Exemplare von Pseudoinversen), die Ob-
jektstudien zulassen. Was zudem fehlt, ist die quasi-vertraute Vorform (At ? A)−1 ? At, die
Bezu¨ge zum Wort Pseudoinverse algebraisch und syntaktisch aufscheinen lassen.
char. Gl. (PSI.1.2) axiom. Gl.
↓ ↑
allg. PInv allg. PInv
↙ ↓ ↘ 
algebraische Ei-
genschaften und
Beziehungen ...
MPI (MP.1.2) Lo¨se AX=B fu¨r
A z.B. singula¨r
MPI (At ?A)−1 ?At
↓ ↗ ↖
Optimallo¨sung algebr. Pha¨no.:
Lo¨se AX=B fu¨r
A z.B. singula¨r
geom. Pha¨no.:
Optimallo¨sung;
OrthogonalProj
Tabelle 3.1: Zur didaktischen Inversion bei der Einfu¨hrung des
Konzeptes der Pseudoinversen; links: klassischer universita¨rer top-
down Abstieg; rechts: elementarisierter bottom-up-Aufstieg zum
axiomatisch charakterisierten Konzept (mit Nutzung von CAS).
Anmerkungen.
1. Ein a¨hnliches Beispiel kennt die Differentialrechnung mit der Mo¨glichkeit z. B. die Sinus-
und Cosinus-Funktionen u¨ber ein Differentialgleichungssystem zu charakterisieren. Auch
hier ist die begleitende Kontrolle der U¨berlegungen durch den dann nicht vorliegenden
Graphen erschwert. Ein a¨hnliches Problem stellt sich bei der Charakterisierung des
natu¨rlichen Logarithmus durch die Stammfunktion
∫ t
1
1
x
dx, vgl. z. B. Artmann [3, S. 11
ff] oder Freudenthal [101].
2. Die tiefliegende Problematik der Konstruktion aktuell bzw. potentiell unendlicher Ob-
jekte bleibt hier undiskutiert, da ich im Rahmen dieser Untersuchung nur endlich-
dimensionale Vektorra¨ume betrachte.
3. Die hier am Beispiel der Pseudoinversen studierte epistemologische Barriere bezeichne
ich im Folgenden als Charakterisierungs-Barriere.
4. Die Abstraktions-Barriere
Die lineare Algebra gilt allgemein als die erste voll entwickelte abstrakte mathematische
Theorie, auf die der (ehemalige) Schu¨ler i. d. R. trifft. In der
”
Abstraktheit“ der Pra¨senta-
tion ihrer Inhalte wird eine wesentliche Versta¨ndnis-Barriere fu¨r den Erwerb ihrer leitenden
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Grundbegriffe gesehen. Aussagen von Studenten der Dorier-Untersuchung sind Belege fu¨r
diese Befunde.
Wenn eine Abhandlung als ’abstrakt’ attribuiert wird, so gilt sie gemeinhin als schwie-
rig und potentiell unversta¨ndlich, im Gegenstatz dazu gilt eine ’konkrete’ Darstellung
als prinzipiell versta¨ndlich. Daher identifizieren Lernende subjektiv Unverstandenes ha¨ufig
gefu¨hlsma¨ßig mit Abstraktem, ohne die zu Grunde liegenden Ursachen verstehen zu ko¨nnen.
Die zugeho¨rigen negativ geladenen Beliefs (Emotionen) wirken als innere Ablehnung im
weiteren Lehrprozess und fu¨hren bei als ’zu abstrakt’ empfundenen U¨berlegungen zum
’inneren Abschalten’.
Ich mo¨chte im Folgendem den mo¨glichen Ursachen auf zwei wichtigen Pfaden nachspu¨ren:
in der psychologisch-epistemologischen Abstraktionstheorie von Piaget und der mathema-
tisch-mengentheoretischen Abstraktionsexplikation durch P. Lorenzen. Begleitend mo¨chte
ich skizzieren, wie die im CAS explizierbare informatorisch-funktionale Abstraktion die
algebraische Abstraktionsbarriere mildert und somit Abstraktionsprozesse als wertvolle und
einsichtsfo¨rdende geistige Werkzeuge der Mathematik erfahrbar machen.
1. Reflexive Abstraktion nach J. Piaget. Piaget untersuchte verschiedene Formen
des Abstrahierens aus psychologischer Perspektive und bu¨ndelte seine U¨berlegungen im
Begriff der reflexiven Abstraktion. Nach von Glasersfeld beruht eine reflexive Abstrak-
tion wesentlich auf Re-Pra¨sentationen, die in (Wort-)Symbolen codiert werden. Dabei ist
mit Re-Pra¨sentation ein mentaler Akt des Subjekts gemeint, der eine vorausgegangene
eigene Handlungs-Erfahrung20 in das Bewusstsein zuru¨ck bringt, d. h. Re-Pra¨sentationen
sind autonome Vorstellungen21 des denkenden Subjektes. In diesem Kontext bezeichnet
nach Arnold [1, S. 8]
”
ein Wort dann ein Symbol, wenn es im Besitzer eine abstrahierte
Re-Pra¨sentation aufruft. Ein Wort/Symbol muss folglich mit einer begrifflichen Struktur
verknu¨pft sein, die erstens von der Erfahrung abstrahiert und zweitens zumindest in ge-
wissem Ausmaß verallgemeinert worden ist.“ Dieses Loslo¨sen von der Erfahrung und die
damit oft einhergehenden Verallgemeinerungen, die u¨berdies in Symbolen komprimiert re-
pra¨sentiert werden, ko¨nnen die fu¨r den Lerner barriere-bildenden Bestandteile im Abstrakti-
onsprozess ausmachen. Die symbol-sprachlich abstrahierten Repra¨sentationen stellen aber
die entscheidenden Wissensbasen (mathematischen Ontologien) fu¨r ein mathematisch han-
delndes Subjekt dar, die subjektiv vernetztes und verstandenes Wissen ausformen und eine
Grundlage weiter fu¨hrender zyklisch iterierter, reflexiver Abstraktionsprozesse sind.
Arnold [1, S. 11] verwendet bei der Konstruktion sog. Handlungsfelder fu¨r problemori-
entierte Lernsequenzen im Rahmen von Modellierungswochen fu¨r mathematisch begabte
Schu¨ler(innen) explizit reflexive Abstraktionen als Kern des mathematischen Modellierens:
20
”[...] wobei es sich also um eine autonome Konstruktion handelt, die in jedem Falle eine Wiederholung
eigener Erfahrung ist, nicht ein Stu¨ck irgendeiner vom Subjekt unabha¨ngigen objektiven Welt. Deshalb
besteht von Glasersfeld bei solchen mentalen Akten auf dem Bindestrich, um die bloße Bedeutung als
’Darstellung’ bei ’representation’ auszuschließen.“ [2, S. 8]
21Von Glasersfeld weist in diesem Zusammenhang auf die fehlerhafte und irrefu¨hrende U¨bersetzung
von ’representation’ als ’Darstellung’ i. S. einer Reproduktion (Kopie eines Originals) hin, wa¨hrend im
konstruktivistisch-epistemologischen Sinne aber eine gedankliche Vorstellung im Bewusstsein des Subjekts
gemeint ist.
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Das bedeutet, dass der Lehrer nicht nur sich selbst der fu¨r die jeweilige Problemsituation und
die mo¨glichen Lo¨sungen no¨tigen Operationen bewusst ist, sondern auch weiß, ob und wie seine
Schu¨ler diese Operationen erstens erhandeln und zweitens behandeln ko¨nnen, d. h. erstens ob und
wie die Schu¨ler durch (vorgestellte) Handlungen die Wirkung der Operationen auf die Objekte
erfahren ko¨nnen, und zweitens wie sie diese Operationen selbst objektivieren und diese neuen
Objekte derart repra¨sentieren ko¨nnen, dass die nun objektivierten Operationen fu¨r die Schu¨ler
miteinander verknu¨pfbar werden [...].
Im Sinne der APOS-Theorie ko¨nnen wir dies als U¨bergang von der Prozessvorstellung zur
Objektvorstellung im Rahmen einer thematisierten Schematisierung der Problemsituation
interpretieren. Arnold warnt vor dem Auslassen der Aktions- bzw. Prozessphase, die gerade
den konkreten Gehalt der Lernsituation ausmacht, und betont notwendige Ru¨ckkopplungen
der vertikalen Mathematisierung an die horizontale:
Besonders wichtig ist dabei, dass der Kontakt zur urspru¨nglichen Problemebene nicht abreißt,
die Ergebnisse und Resultate also im Hinblick auf die eingangs gestellten Fragen der Problem-
stellung fu¨r die Schu¨ler interpretierbar sind. Allgemein du¨rfte bekannt sein, dass der Lehrer nicht
etwa formales Denken als Darstellungsraum fu¨r die Operationen (in jedem Fall) als geeignet im
Unterricht ansehen darf, weil er dann im Allgemeinen keine Chance hat, die Gedankenwelt sei-
ner Rezipienten so anzusprechen, dass eine effektive Kommunikation u¨ber noch nicht formales,
aber schon mathematisches Denken beim Problemlo¨sen zustande kommen kann. Auch die spa¨tere
Einfu¨hrung der Schu¨ler in die Welt des Formalen ist dann kaum noch mo¨glich, wenn ohne die
zuvor entwicklete Basis reflexiv abstrakter Denkweisen schon zur Unzeit Formalismus erzwun-
gen worden ist [...], denn jedes wirkliche Verstehen ist ein (Nach-)Konstruieren mit eigenen
Erkenntnis-Werkzeugen. [a. a. O., S. 11]
Auch Piagets Stadium der aufgeschobenen Imitation innerhalb der reflexiven Abstraktion
das sich auf die Fa¨higkeit bezieht, eine Folge physischer Handlungen (geistig) zu durchlaufen, auch
wenn die Wahrnehmungssituation, die urspru¨nglich zur Koordination dieser Abfolge gefu¨hrt hat,
nicht aktuell gegeben ist. Wenn diese aufgeschobene Ausfu¨hrung also auch gar keine motorische
Aktivita¨t verlangt, so leistet sie doch die begriffliche Koordination der konstruierten Objekte [...],
es entsteht also eine Re-Pra¨sentation. [a.a.O., S. 11]
erweist sich in der Re-Interpretation i. S. der APOS-Theorie als Ausbildung der Prozess-
vorstellung eines Konstruktes (konstruierten Objektes).
Empirische vs. reflexive Abstraktion. Piaget unterscheidet22 zwischen reflexiver und
empirischer Abstraktion: Wa¨hrend die empirische Abstraktion aus der sensomotorischen
Erfahrung scho¨pft und durch die bloße Isolierung gewisser Eigenschaften einer Erfahrung
und ihre Fixierung als wiederholbare Kombination charakterisierbar ist, geht es bei der
reflexiven Abstraktion dagegen um die Ideen:
die der Geist durch das Reflektieren seiner eigenen Operationen gewinnt. Ein erster Typ dieser
Reflektion besteht in einem Prozess, welchen Piaget als re´fle´chissement bezeichnet, wohl am
besten als
”
Projektion“ u¨bersetzt. Projiziert wird dabei jeweils eine mentale Operation, welche sich
auf einer bestimmten Ebene vollzieht, auf eine gewissermaßen ho¨here Ebene des Denkens. Dabei
22vgl. auch Arnold [1, S. 21]
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werden die Operationen auf der urspru¨nglichen Ebene zu Objekten (auf der ho¨heren Ebene), mit
denen neu operiert wird, die in (neue) Beziehungen zueinander treten. Diese neuen Operationen
und Beziehungen (Relationen) werden natu¨rlich von der urspru¨nglichen Ebene her definiert und
mu¨ssen zur Lo¨sung der gestellten Probleme beitragen. [1, S. 21]
Kurz: im psychologisch-epistemologischen Begriff Piagets von der reflexiven Abstraktion
meint die Begriffskomponente Abstraktion also die Projektion auf eine ho¨here Ebene des
Denkens (
”
Abstraktionsniveaus“) und die Begriffskomponente Reflektion (
”
re´flexion“) ver-
weist auf die mehr oder minder bewusste kognitive Re-Konstruktion oder Re-Organisation
des Projizierten. Im Sinne der APOS-Theorie wird hiermit der U¨bergang von der AP-
zur OS-Phase beschrieben, die empirische Abstraktion markiert den U¨bergang von der
Aktions- zur Prozessphase im APOS-Zyklus.
Pseudoempirische Abstraktion. Diese tritt23 nur auf
”
wenn noch nicht formal dedu-
ziert werden kann oder soll, so dass die Objektivierung der Operationen (Operatoren) noch
sehr konkret erfolgt, man sich von allem ’ein Bild machen’ muss oder will, und wenn dafu¨r
u¨berhaupt geeignetes sensomotorisches Material zu finden ist.“ Die pseudoempirische Ab-
straktion ist auch deshalb von Bedeutung, weil sie es dem noch konkret Denkenden schon
ermo¨glicht
”
wesentliche Zu¨ge des Mathematisierens zu erfahren, eventuell lange bevor er
(oder sie) den Passierschein fu¨r den Eintritt in das Reich des Formalen erwerben kann.“,
vgl. [a. a. O., S. 13].
Piagets pseudoempirische Abstraktion entspricht in gewissem Sinne den semi-formalen Ak-
tivita¨ten auf CAS-Ebene; denn hierbei sind wesentliche mentale Operationen beteiligt,
wa¨hrend gleichzeitig ein materialisiertes Ta¨tigwerden des epistemischen Subjekts in der
Sprache des CAS mo¨glich wird.
Reflexion. Nach Arnold [a.a.O., S. 18] ist die eigentliche Reflexion
tatsa¨chlich von den drei Typen der reflexiven Abstraktion der komplizierteste, weil sie u. a. ein
(wachsendes) Bewusstwerden vom Ergebnis einer reflexiven Abstraktion beinhaltet. Diese ent-
wickelt sich spa¨ter als das Wissen, wie in einer bestimmten Situation zu handeln ist. Erst dann,
wenn es dem erkennenden Subjekt gelingt, retroaktiv das zu thematisieren, was es doch praktisch
schon konnte, wenn in ihm also die Frage aufkeimt:
”
Was habe ich da eigentlich gemacht?“ und
so durch eine Distanzierung von seinem praktischen (und daher kontextgebundenen) Ko¨nnen die-
ses zum Gegenstand des Fragens wird, erst dann kommt es unter dem Oberbegriff der re´flexion zu
dem, was Piaget
”
reflexives Denken“ oder
”
reflektierte Abstraktion“ nennt. Das re´fle´chissement
und die pseudoempirische Abstraktion sollte man zusammenfassen als Projektion oder anschauli-
che Organisation des zum Gegenstand gemachten Operativen der Problemebene (untere Stufe),
wodurch dann eine neue (ho¨here) operationale Ebene erreicht wird. Nur die reflektierte Abstrak-
tion sollte als bewusstes (mathematisches ) Denken hervorgehoben werden.
Im Sinne der APOS-Theorie interpretieren ich dies als eine a¨quivalente Beschreibung des
Prozesses der Schematisierung (S-Phase) einer Konzept-Vorstellung, d. h. Reflexionen im
Sinne Piagets formen die thematisierten Schemavorstellungen des mathematisierenden
Subjektes i. S. der APOS-Theorie.
23vgl. auch Arnold [2, S. 13]
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Im Folgenden wird demonstriert, wie die hier ausgefu¨hrten U¨berlegungen durch funktio-
nale Abstraktionen und Modularisierungen in einem CAS expliziert und damit verstehbar
gemacht werden ko¨nnen, insbesondere wenn man eine CAS-Sprache im funktionalen Pro-
grammierparadigma nutzt.
2. Funktionale (prozedurale) Abstraktion im CAS. Abstraktionen im obigen Sinne
sind den Informatikern sehr vertraut. Tatsa¨chlich liegen sie im Kern von mathematischen
bzw. informatorischen Problemlo¨sungsprozessen. So heißt es z. B. bei Pepper [169, S. 11]:
”
Unser wichtigstes intellektuelles Mittel fu¨r die Lo¨sung von Problemen ist die Abstraktion,
also das Weglassen der irrelevanten Details und die Konzentration auf das Wesentliche.
Als Ergebnis eines solchen Abstraktionsprozesses formen wir ein mentales Modell des be-
treffenden ’Weltausschnitts’. Um ein solches mentales Modell mit anderen kommunizieren
zu ko¨nnen, mu¨ssen wir ihm eine erfassbare Darstellung verleihen [...]“.
Harrison [119, S. 2] definiert prozedurale Abstraktion als
”
die Verwendung von Prozeduren
oder Funktionen, um einen einzelnen Auftrag zu kapseln und zu benennen.“
Hailperin et al. [114, S. ix] wa¨hlen sogar einen scheinbar widerspru¨chlichen Buchtitel Con-
crete Abstractions, um ihre Botschaft zu fokussieren: Informatik ist ihnen die
”
Wissenschaft
der konkreten Abstraktionen“ und eine Prozedur ist
”
eine Art von Abstraktion von dem,
was ein Berechnungsprozess genannt wird“.
Manis et al. [161, S. 375] unterscheiden syntaktische24, prozedurale und Daten-Abstraktion:
So wie uns die prozedurale Abstraktion hilft, Algorithmen zu verbergen und Daten-Abstraktion die
Repra¨sentationen versteckt, so erlaubt uns eine syntaktische Abstraktion neue Formen [Makros;
W.L.] zu erzeugen, die gebra¨uchliche Programmiertechniken darstellen und dabei die Art und
Weise zu verbergen, wie diese tatsa¨chlich implementiert sind.
Im Folgenden mo¨chte ich am Beispiel der funktional programmierten Rechteckregel (nu-
merische Integration) und am Konzept der linearen Kombination (lineare Algebra) zeigen,
wie mittels prozeduraler Abstraktion auf einer ho¨heren Ebene Gemeinsamkeiten beider
Konzepte erkennbar werden. In diesem Sinne kann eine prozedurale Abstraktion helfen,
im Kern gleiche Berechnungsmuster aufzudecken und Operationen abstrakt vergleichbar zu
machen.
 Beispiel: funktionale Programmierung der Rechteck-Regel (Integralrechnung).
Na¨herungsweise sei das Integral
∫ 1
0
x · ex dx nach der Rechtecksregel zu berechnen. In einer
pseudoempirischen Abstraktion wird in Abbildung 3.4 der Berechnungsprozess fu¨r die Un-
tersumme prozessual entwickelt, durch den Einsatz globaler funktionaler CAS-Sprachmittel
wie zip , map und $ (Sequenzoperator) werden programmiersprachliche Schleifenkonstruk-
te vermieden und jede einzelne Konzeptphase konstruktiv erhandelbar und im CAS leicht
behandelbar. Die Intervallla¨ngen zur gewu¨nschten Intervallzerlegung sowie die linkseitigen
24Nach Friedman et al. [104, S. 67] abstrahieren diese u¨bliche syntaktische Muster: ”Sie sind informell
als syntaktischer Zucker bekannt, da sie eine [Programmier-]Sprache besser gebrauchbar machen, aber
nichts Substanzielles hinzufu¨gen.“
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Funktionswerte werden als Listenobjekte sichtbar gebildet und benannt25; anschließend
wird mit zip im Reißverschlussverfahren multiplikativ die Liste aller einzelnen Rechtecks-
fla¨chen gebildet. Die Rechtecksumme entsteht als globale Summation (_plus) u¨ber die
eben konstruierte Liste,
”
diagrammatisch“ dargestellt:
fX dX Rechtecke Integral
...
. . .
mit zip−−−−−−−−−−−−−−→
multiplikativ buendeln zu
...
mit plus−−−−−−−−→
reduzieren auf
·
zwei Listen eine Liste eine Zahl
Alle diese selbst konstruierten Objekte (Listen) stehen als manipulierbare Objekte fu¨r wei-
Abbildung 3.4: pseudoempirische Abstraktion bzw. Aktionsvorstellung bei
der Rechtecksregel der Integralrechnung
tere Handlungen (z. B. Wahl eines anderen Integrationsintervalls, einer anderen Zerlegung,
einer anderen Funktion) bzw. zur progressiven Wissenskonstruktion zur Verfu¨gung, sie sind
zur Entwicklung geeigneter geistiger Vorstellungen
”
pseudo“-empirisch als CAS-Objekte
re-pra¨sentiert.
Abbildung 3.5 zeigt, wie der 5-schrittige Herstellungsprozess in das Wort (Symbol) Integral
syntaktisch-funktional abstrahiert worden ist; die Befehle zwischen den runden Klammern
25dX bzw. fX liegen symbolisch sehr nahe an der mathematischen Notation; das groß geschriebene X
verweist dabei semantisch auf eine Liste von kleinen x-Werten. Man beachte, dass zip geschickterweise die
Listen-Elemente nur bis zum Minimum der betrachteten Listenla¨ngen bu¨ndelt.
116 § 3. Zur Situation der Linearen Algebra als Lehr- und Lerngegenstand
vor (1) und nach (5) werden als Einheit zusammengefasst und als ein Objekt in der Vor-
stellung unter dem Namen Integral aufrufbar durch
Integral(x -> x*exp(x), [i/5 $ i = 0..5])
wobei nur noch an den zu betrachtenden Funktionsterm und die gewu¨nschte Intervall-
Zerlegung als isolierte Objekte zu denken ist - vom weiteren Herstellungsprozess wurde
damit bereits abstrahiert. Dennoch bleiben die tatsa¨chlich beno¨tigten konstruierten Hilfs-
Abbildung 3.5: funktionale Abstraktion bzw. Objektvorstellung bei der
Rechtecksregel der Integralrechnung
objekte wie dX oder fX weiterhin als globale Variablen verfu¨gbar und inspizierbar26: z. B.
zeigt Abbildung 3.6 die Liste der Rechtecksfla¨chen bei der gleichen Zerlegung unter der
Wurzel-Funktion sqrt nach Aufruf des Namens Rechtecke; gleichzeitig wird sichtbar, dass
man im Herstellungs-Prozess von der konkreten Funktion und der gewa¨hlten Zerlegung ab-
strahieren kann. Durch Verwendung lokaler Variablen (hier: lediglich noch Xs ) gelingt eine
vollsta¨ndige prozedurale Abstraktion; diese entspricht der reflektierten Abstraktion i. S. v.
Piaget bzw. der Schemavorstellung der APOS-Theorie. Zwischenphasen und Zwischen-
konstrukte sind ausgeblendet bzw. in einen einzigen Aufruf substituiert und nicht mehr
als individuelle Objekte existent und damit der externen Beobachtung entzogen. In die-
ser Form ko¨nnte das Konzept Integral als aufrufbare Entita¨t in einem CAS-Modul bzw.
26Dies gilt als schlechter Programmierstil, ist aber hier didaktisch sehr sinnvoll, da die Sichtbarkeit der
Zwischenresultate, z. B. zu Kontrollzwecken, erhalten bleibt: es wurde eben bewusst noch keine vollsta¨ndige
Abstraktion vollzogen.
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Abbildung 3.6: global verfu¨gbare Zwischenkonstrukte und erkennbare
Linearita¨t bei der Rechtecksregel der Integralrechnung
im subjektiven Wissensbereich als abstrahiertes Konzept unter
”
Vergessen der Details“
gespeichert werden, vgl. dazu Abbildung 3.7.
Abbildung 3.7: prozedurale Abstraktion bzw. Schemavorstellung bei der
Rechtecksregel der Integralrechnung
In (6) wird sichtbar, dass der so abstrahierte Prozess Integral eine Linearform darstellt.
Dies mache ich noch durch einen Vergleich mit dem Begriff der Linearkombination auf
ho¨herer Ebene studierbar.
Anmerkung: Natu¨rlich la¨ßt sich auch die Intervall-Additivita¨t des Riemann-Integrals im
CAS wahrnehmbar machen; dazu wird der zweite Parameter X in der funktionalen Ab-
straktion Integral(f,X) additiv zerlegt, siehe Abbildung 3.8.
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Abbildung 3.8: Intervall-Additivita¨t der funktionalen Integral-Abstraktion
(1) zeigt eine Intervall-Zerlegung, die aus der
”
Addition“ (im CAS realisiert als
”
·“-Ver-
kettung) zweier Teilzerlegungen konstruiert wurde. Formel (2) und (3) demonstrieren, wie
sich diese Verkettung gleichwertig als Addition der Integrale u¨ber den Teilzerlegungen
berechnen la¨ßt. Eine Probe steht in (4).
 Beispiel: funktionale Programmierung der Linearkombination. Definiert man das
Konzept einer Linearkombination (hier abgeku¨rzt: linKomb) von a und b in der u¨blichen
Weise funktional zuna¨chst in einem einfachen Falle als x ·a+y ·b, so wird zuna¨chst pseudo-
empirisch (experimentell) klar, dass diese Konstruktion offensichtlich fu¨r verschiedene Vek-
torra¨ume (hier: R, R2 und C) sinnvoll interpretierbare Resultate ergibt. Dies demonstriert
der Bildschirmauszug in Abbildung 3.9.
Abbildung 3.9: pseudoempirische Abstraktion bzw. Aktionsvorstellung beim
Konzept der Linearkombination
Abbildung 3.10 la¨sst am Beispiel des Vektorraumes der Polynome u¨ber Z zudem erkennen,
dass im CAS MuPAD die Koeffizienten aus dem Grundko¨rper als univariate konstante
Polynome interpretieren werden mu¨ssen, damit eine automatische Evaluation stattfindet.
Diese Reaktion des CAS ist mathematisch durchaus legitim. In (8) wird das urspru¨ngliche
Konzept verallgemeinert 27 auf eine beliebige endliche Anzahl von Summanden.
Die in (8) verallgemeinerte Formel linKomb2 zeigt ein mit der Rechtecksregel vergleich-
bares prozedurales Muster: In beiden Fa¨llen wird eine Liste (als geordnete Folge) von
Produkten aufaddiert. Dieses mental gleiche Berechnungs-Muster la¨sst sich innerhalb des
CAS auch syntaktisch erkennbar machen durch eine funktionale Re-Interpretation (Re-
Implementation) der abstrahierten Prozedur, wie Abbildung 3.11 zeigt.
In dieser abstrahierten Form wird der linear-algebraische Begriff Linearkombination im
selbstgewa¨hlten Wort-Symbol linKomb3 in der Wissensbasis der Lernperson verankert und
in vergleichbarer Weise auch explizit in einem CAS-Modul speicherbar.
27als ein Charakteristikum von Abstraktion i. o. Sinne.
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Abbildung 3.10: erste abstrahierende Verallgemeinerung des Konzeptes der
Linearkombination
Abbildung 3.11: zweite abstrahierende Verallgemeinerung des Konzeptes der
Linearkombination
 Beispiel: funktionale Programmierung des Korrelationskoeffizienten. Behandelt
man den Korrelationskoeffizienten nach28 Vogel & Wintermantel [203, S. 121], so verfu¨gen
die Schu¨ler(inn)en nach Abschluss der dritten Lerneinheit u¨ber die Berechnungsformel
rXY :=
1
n
∑n
i=1
(xi−x¯)(yi−y¯)
sXsY
, wobei fu¨r die Standardabweichung nach [a. a. O., S. 72] gilt:
sX :=
√
1
n
∑n
i=1(xi − x¯)2. Nach Ku¨rzen von 1n erha¨lt man folgenden Term zur Berechnung
von rXY , vgl. [39, S. 107]:
rXY =
∑n
i=1(xi − x¯)(yi − y¯)√∑n
i=1(xi − x¯)2
√∑n
i=1(yi − y¯)2
In Abbildung 3.12 la¨sst man fu¨r zwei vorgelegte Datensa¨tze29 zuna¨chst die Mittelwerte
mw als
”
Summe der Daten durch Anzahl der Daten“ in (1) berechnen. Damit bestimmt
28z. B. in der Jahrgangstufe 11 des Gymnasiums in Form einer Selbstlerneinheit
29hier die ersten 5 Datensa¨tze aus dem Dialekt-Projekt [47, S. 59]
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man anschließend die Liste der Abweichungen dX vom Mittelwert in (2), indem man die
anonyme30 Funktion x-> x-mw mittels map auf jedes Element x aus X wirken (
”
[ab]bilden“)
la¨sst. Auf diese Weise lassen sich der Za¨hler und die Faktoren im Nenner des Korrelations-
Abbildung 3.12: Aktions- und Prozessvorstellung des Konzeptes des Korre-
lationskoeffizienten
koeffizienten als Summe von multiplizierten gleichstehenden Datenpaaren erkennen und in
(3), (4) und (5) zu einer funktional abstrahierten Definition von rXY ausnutzen. Dies zeigt
Abbildung 3.13.
30unbenannte Funktion; diese ist im Sinne obiger Diskussion dennoch eindeutig gekennzeichnet als die-
jenige Funktion, die jedem Datum x aus dem Datensatz X seine Differenz zum Mittelwert zuordnet.
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Abbildung 3.13: funktionale Abstraktion des Konzeptes des Korrelationsko-
effizienten
Abstrahiert man zusa¨tzlich auch die Mittelwert-Bildung und die Berechnung der Abwei-
chungen vom jeweiligen Mittelwert funktional in eigene Symbole, vgl. (6) und (7), und nutzt
zusa¨tzlich die als syntaktische Abstraktion schon vorliegende Definition der Linearkombi-
nation LinKomb3, so wird die gesamte mathematisch unu¨bersichtliche Summendefinition
des Korrelationskoeffizienten rXY funktional abstrahiert in einer kurzen und begrifflich
klaren Definition formulierbar: rXY ist von ho¨herer Sicht aus Linearkombinationen (Ska-
larprodukten) von Abweichungen von Mittelpunkten gebildet, wie Abbildung 3.14 zeigt.
Abbildung 3.14: weitergehende funktionale Abstraktion des Konzeptes des
Korrelationskoeffizienten
An diesem Beispiel wird die funktionale Abstraktion als wertvolles Mittel mathematischer
Erkenntnis konkret erfahrbar, denn erst in der abstrakten Formulierung werden die im
Prinzip einfachen Berechnungs-Prozesse erkennbar und vergleichbar.
 Beispiel: Vergleich der drei Implementationen auf ”abstrakter Ebene“. Ein ab-
strakter Vergleich der Berechnungsprozesse von Rechteckregel, Linearkombinationen und
Korrelationskoeffizienten auf ’ho¨herer’ Ebene wird zuna¨chst die gleichartige mathematisch-
funktionale Konstruktion reflektieren. Die Lernperson nimmt wahr, dass auf abstraktem
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Niveau im ersten Falle eine Funktionswertfolge mit einer zugeho¨rigen Folge von Inter-
vallla¨ngen, im zweiten eine geordnete Koeffizientenmenge mit einer geordnenen Menge von
Vektoren und im letzten Falle Folgen von Abweichungswerten multiplikativ ver
”
zip“t wer-
den:
_plus(op( zip(K , V , _mult))) : linKomb
| |
_plus(op( zip(fX, dX, _mult))) : Integral
| |
_plus(op( zip(dX, dY, _mult))) : Za¨hler in rXY
In einer weiteren zyklischen funktionalen Abstraktion ko¨nnte man von den aktuell unter-
schiedlichen Eingaben abstrahieren und eine Funktion mit dem Kunstnamen skp definieren:
skp := (a,b) -> _plus(op( zip(a,b, _mult)))
Damit werden eine Linearkombination linKomb als skp(K,V), ein Integral als skp(fX,dX)
und ein Korrelationskoeffizient rXY(dX,dY) als skp(dX,dY)/(sqrt(skp(dX,dX))*sqrt(skp(dY,dY))) durch
individuell verschiedene Aufrufe der gleichen abstrakten Funktion skp mit verschiedenen
Werten identifiziert, d. h. alle drei mentalen Begriffs-Prozesse sind abstrakt gesehen gleich.
Dies bietet u. a. eine unterrichtlich mo¨gliche abstrakte Erkla¨rung der Linearita¨t des Inte-
grals bzw. des Korrelationskoefizienten und spa¨ter die Deutung von skp als Skalarprodukt.
Diese 2-fach iterierte reflexive Abstraktion bzw. Schematisierung von Integral und Linear-
kombination zum allgemeinen Skalarprodukt (realisiert innerhalb eines CAS) la¨sst sich in
einem Diagramm wie folgt zusammenfassen
skp
↑ 2. Abstraktion
plus(op(zip(..,.., mult))) ho¨here Abstraktionsebene
↗ ↑ ↖ 1. Abstraktion
Integral(f,X) Za¨hler in rXY LinKomb(K,V)
oder kurz unter Benutzung eines symbolischen Abstraktionsoperators31 Æ wie folgt notie-
ren32:
skp
Æ
Integral, rXY, LinKomb
plus(op(zip(..,.., mult)))
Anmerkungen.
1. Die in der Definition von LinKomb3 genutzte Typfreiheit des CAS erlaubt in beiden Kom-
ponenten unterschiedliche Objekte. Insofern ist LinKomb3 keine Bilinearform auf einem
31Das skandinavische Ligaturzeichen Æ mo¨ge hier als Symbol an AbstraktionsEbene oder empirische
Abstraktion erinnern.
32Lies: Integral, der Za¨hler in rXY und LinKomb werden via plus(..) auf einer ho¨heren Abstraktions-
Ebene zum skp verallgemeinert.
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Vektorraum, ja nicht einmal eine Form, d. h. eine reellwertige Funktion. Ein Vergleich
der drei Konzepte la¨sst aber diese Eigenschaften an Integral bzw. rXY als Besonderheit
erkennen und sich so im Rahmen einer anschließenden reflexiven Abstraktion zu einer
axiomatischen Charakterisierung eines inneren Produktes (Skalarproduktes) ausbauen.
Im Unterschied zu einer unvermittelten axiomatischen top-down-Einfu¨hrung des Ska-
larproduktes in Lehrbu¨chern der Linearen Algebra33 wird damit eine axiomatisierende
bottom-up-Hinfu¨hrung zum Skalarprodukt geleistet, denn neben der Bilinearita¨t lassen
sich natu¨rlich auch Symmetrie und positive Definitheit als wesentliche Eigenschaften
studieren. Im Sinne von Artmann [3, S. 73] wird
”
ein vorliegendes Material geordnet,
und es werden in relativ kurzen Schritten substantielle Ergebnisse hergeleitet. Damit
wird der eigentliche Sinn der Axiomatik [...] viel deutlicher sichtbar als bei den banalen
U¨bungen zu Vektorraum-Axiomen [...]“.
2. Die explizite Berechnung des Korrelationskoeffizienten rXY(dX,dY) durch
skp(dX, dY)/(sqrt(skp(dX, dX)) ∗ sqrt(skp(dY, dY)))
la¨sst sich bekanntlich geometrisch deuten als cos(ϕ) = <dX,dY >|dX|·|dY | . Damit kommen wichtige
grundlegende Begriffe der euklidischen Geometrie wie Winkel und La¨nge in den Fokus.
Die reflexive Abstraktion des Skalarproduktes aus algebraischer Perspektive wird durch
die geometrische Definition des Skalarproduktes geomSkp(X, Y ) := |dX| · |dY | · cos(ϕ)
erga¨nzt und fu¨hrt zur
”
Konstruktion eines Abstraktionsturms“:
<...,...>
Æ
algeSkp geomSkp
axiomatische Charakerisierung
algeSkp
Æ
Integral LinKomb
funktionale Charakerisierung
Eine mo¨gliche unterrichtliche Lerntrajektorie ko¨nnte den obigen Mustervergleich in einer
weiteren reflexiven Abstraktion thematisieren und das Skalarprodukt anschließend u¨ber
eine axiomatische Kennzeichung im u¨blichen Sinne gewinnen.
3. Es sei angemerkt, dass mit der syntaktischen Rekonstruktion des Korrelationskoeffizien-
ten rXY im CAS a priori kein semantisches Begriffsversta¨ndnis erzeugt wird. Vielmehr
wird erst a posteriori nach Einfu¨hrung des euklidischen Winkels in Klasse 12 im Rahmen
der oben skizzierten Trajektorie klar werden, dass rXY als verallgemeinerter abstrakter
Winkel in einem Datensatz (als Verallgemeinerung eines Winkels in einem 2- bzw. 3-
dimensionalen Datensatz) interpretiert werden kann. rXY ist dagegen auf dem Niveau
von Klasse 11 zuna¨chst nur visuell in Daten-Punktwolken mit Hilfe z. B. eines CAS
explorierbar und erzeugt nur ein intuitives Pra¨versta¨ndnis. Der Winkel-Begriff selbst
ist tiefliegend, vgl. z. B. die Ausfu¨hrungen von Dombrowski [49, S. 26 ff], Freudenthal
[102, S. 404–410; 438–454] oder Hefendehl [121, S. 179 ff].
33vgl. z.B. Bro¨cker [22, S. 109], Koecher [139, S. 149 bzw. S. 155] oder Blyth & Robertson [18,
S. 11]
124 § 3. Zur Situation der Linearen Algebra als Lehr- und Lerngegenstand
4. Genauso wie man im Abstraktionsprozess aufsteigend u¨ber algebraische und geometri-
sche Beschreibungen das Skalarprodukt im CAS charakterisierend konstruiert, so kann
man absteigend danach fragen, wie die intuitiv benutzten Werkzeuge zip oder map
konstruiert worden sind. Die Entfaltung dieser gekapselten Prozeduren fu¨hrt auf infor-
matorisches
”
Grundlagen“-Wissen.
5. Neben den Querbezu¨gen und innermathematischen Beziehungen, die auf abstrakter
ho¨herer Ebene im Sinne lokalen Ordnens im CAS re-konstruiert worden sind, wird ins-
besondere der Wissensbildungsprozess der reflexiven Abstraktion selbst im CAS explizit
thematisiert und in seiner Materialisierung als CAS-Modul fu¨r den Lerner konkretisiert
und damit entmystifiziert. Sieht man in Abstraktionsprozessen ein wesentliches Mittel
fu¨r die Gewinnung mathematischer Erkenntnis und zur Konstruktion von (nicht nur)
mathematischem Wissen, so kann – analog der Reflexion u¨ber mathematische Formeln
– mit gleichem Erkenntnisgewinn u¨ber syntaktische CAS-sprachliche Codestrecken re-
flektiert und anschließend Erkenntnis gewonnen werden. Die materiale Konstruktion im
CAS zeigt aber zusa¨tzlich die menschliche Konstruiertheit dieses Wissens explizit auf
und entfaltet in ihrer Demystifizierung eine humane Wirkung: dermaßen konkretisier-
te und er- und behandelbare Abstraktionen sollten keine
”
Abstraktionsbarriere“ mehr
auftu¨rmen. Neben der Auslagerung des Operativen (Peschek) erweisen sich Abstrak-
tionen in dieser Sicht als Auslagerungen von Reflexionen, zugeho¨rige Realisierungen
im CAS als Einu¨bung in den metakognitiven Wissensbildungs-Prozess der reflexiven
Abstraktion selbst. Der Lernperson sollte im Verlaufe von CAS-Trajektorien bewusst
werden, dass Abstraktionen die Einnahme einer Vogelperspektive bedeuten, mit der man
sich aus dem Wald erhebt, dessen Ba¨ume die Lichtung mit der Quelle der Erkenntnis
verdecken.
In diesem Sinne ist somit der Prozess der reflexiven Abstraktion als funktionale Abstraktion
im CAS re-konstruiert und damit expliziert worden.
3. Logisch-mengentheoretische Abstraktion nach Lorenzen. Die logisch-mengen-
theoretische Abstraktion oder klassifikatorische Abstraktion beschreibt, im Unterschied zur
funktionalen Abstraktion, die Begriffe aus Prozessen destilliert, die Konstruktion neuer Ob-
jekte aus vorhandenen. Das rationale Versta¨ndnis dieser Form von Abstraktion verdanken
wir zu wesentlichen Teilen den Untersuchungen von P. Lorenzen, der Aussagen u¨ber sog.
abstrakte Gegensta¨nde oder Abstrakta schrittweise kontrollierbar und damit u¨berhaupt
erst verstehbar rekonstruiert hat. Ihr Wesenskern ist die mengentheoretische Klassenbil-
dung nach einer vorgelegten A¨quivalenzrelation. Da dieser Prozess in der Linearen Algebra
geha¨uft – und fu¨r viele Lernpersonen zu ersten Male vorkommt – ist er eine Quelle vielfa¨lti-
ger Miss- und Unversta¨ndnisse: er bildet insofern ein eine entscheidene Versta¨ndnisbarriere.
Zuna¨chst sei daher an wichtige Einsichten von Lorenzen erinnert, die fu¨r unser Thema von
Bedeutung sind. Danach studieren wir exemplarisch den Vektorbegriff als eine zentrale klas-
sifikatorische Abstraktion in der linearen Algebra und zeigen eine mo¨gliche unterrichtliche
Behandlung unter Benutzung von CAS auf.
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Lorenzen [159, S. 194 ff] leitet seine U¨berlegungen u¨ber Abstraktionen mit den folgenden
nu¨chternen und desillusionierenden Worten ein:
Die Abstraktionsmethode liefert uns die Mo¨glichkeit, so zu reden, als ob wir u¨ber neue Ge-
gensta¨nde (abstrakte Objekte) redeten - obwohl wir nur in neuer Weise u¨ber die bisherigen
(konkreten Objekte) reden. Z. B. reden wir
”
abstrakt“ u¨ber Zahlen, Begriffe (Relationen) und
Sachverhalte, statt
”
konkret“ u¨ber Za¨hlzeichen, Pra¨dikatoren (mehrstellige Pra¨dikatoren) und
Aussagen zu reden.
Weiter heißt es [a. a. O., S. 197]34:
Jede A¨quivalenzrelation gestattet, von den Objekten, fu¨r die sie definiert ist, zu neuen
”
abstrak-
ten Objekten“ u¨berzugehen. Dieser U¨bergang, die Abstraktion, geschieht wie oben durch die
Beschra¨nkung der Aussagen u¨ber die fru¨heren Objekte auf die Aussagen, die bezu¨glich der A¨qui-
valenzrelation invariant sind. Die Abstraktion ist kein psychischer Prozeß, sondern ein logischer
Prozeß, d. h. eine Operation mit Aussagen.
Thiel [31, S. 26] verdeutlicht diesen Begriffsbildungsprozess am Beispiel vom Aufbau des
Zahlsystems:
Den U¨bergang von der Ziffernsprechweise zur Zahlensprechweise bezeichnen wir als Abstrakti-
on, die also kein psychischer Prozess ist, bei dem wir uns etwa besonders anstrengen mu¨ssten,
nicht an die graphischen Eigenschaften der Ziffern und an andere beim Wechsel des Za¨hlzei-
chensystems nicht u¨bertragbarer Eigenschaften zu denken. Die Abstraktion ist vielmehr ein rein
logischer Prozess, ein Operieren mit Aussagen, dessen logischer Charakter durch den Wechsel von
der Struktur der komplizierten Ausgangsaussage zur Struktur der neuen Aussage, die wir durch
den Abstraktionschritt erhalten, zum Vorschein kommt. [a. a. O., S. 131]
Weiter heißt es zum konstruierten Charakter der neuen Objekte, den Zahlen:
Die philosophische Pointe dieses U¨bergangs von allgemeinen Ausagen u¨ber Ziffern zu arithmeti-
schen Aussagen liegt darin, dass wir zwar zusa¨tzlich zur Rede u¨ber Ziffern die Rede u¨ber Zahlen
eingefu¨hrt haben, [...] deren Mo¨glichkeit nicht davon abha¨ngt, dass es etwa u¨ber die konkre-
ten Ziffern hinaus noch abstrakte Gegensta¨nde ga¨be, die wir als
”
Zahlen“ bezeichnen. Wir sind
m. a. W. keine neuen ontologischen Verpflichtungen eingegangen und haben an keiner Stelle un-
seres Weges in die Arithmetik u¨ber das Wesen der neuen Zahlen spekulieren mu¨ssen. [a. a. O.,
S. 133]
Die Reversibilita¨t des Abstraktionsprozesses ist zum Erhalt einer rationalen Begru¨ndung
wichtig:
Darstellung in unserem Sinn ist demgegenu¨ber eine fiktionale Beziehung in den Sinne, dass
wir die arithmetischen Aussagen wie Aussagen u¨ber neue Gegensta¨nde, die Zahlen, formulieren
[...] - wohl wissend, dass all diese [...] Redeweisen [...] eben Redeweisen sind, deren genauer,
unmissversta¨ndlicher Sinn durch Ru¨ckgang im Abstraktionsprozeß jederzeit aufgewiesen werden
kann. [a.a.O., S. 134]
34A¨hnliche Ausagen finden sich in [156, S. 108 ff] oder [a. a. O., S. 36] ”u¨blicherweise [wird] die Ab-
straktion, d. h. der U¨bergang von gewissen Objekten, zwischen denen eine A¨quivalenzrelation besteht,
zu abstrakten Objekten, derart daß die abstrakten Objekte die gegebenen Objekte bis auf A¨quivalenz
repra¨sentieren, zuru¨ckgefu¨hrt auf eine Mengenbildung, na¨mlich die Bildung von A¨quivalenzklassen.“
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Kann. Besser:
”
prinzipiell ko¨nnte“ – ist es doch gerade die strategische Absicht solcher
Konstruktionen, sich in diese letzten Niederungen und Details nicht (erneut) begeben zu
mu¨ssen, von denen man doch gerade abstrahieren wollte. Einen Rekurs wird man nur
beweistechnisch absichernd, i. d. R. nicht aus lerntheoretischer Ru¨cksicht vornehmen.
Thiel verdeutlicht diesen Vorgang na¨her, indem er Abstraktionsprozesse als Konstrukti-
onsprozesse innerhalb mathematischer Kalku¨le interpretiert, vgl. [a.a.O., S. 153]:
Jeder Abstraktionsschritt geht aus von konkreten Zeichen, und diese Zeichen sind in der Mathe-
matik stets Ergebnis von Konstruktionen nach Herstellungsregeln, deren Gesamtheit wir jeweils
einen
”
Kalku¨l“ zur Herstellung der Zeichen nannten. So hatten wir einen Kalku¨l zur Herstel-
lung von Strichlisten, und schon bei unserem ersten Abstraktionsschritt, der unter den Aussagen
u¨ber Strichlisten35 solche aussonderte, deren Geltung (oder Nichtgeltung) invariant gegenu¨ber
der Einsetzung der in ihnen vorkommenden Strichlisten durch nach anderen Kalku¨lregeln her-
gestellte, aber zu jenen
”
za¨hla¨quivalente“ Za¨hlzeichen ist, wurden durch die A¨quivalenzrelation
Konstruktionsergebnisse in Beziehung zueinander gesetzt. Die zuna¨chst zum Ausdruck der Inva-
rianzbeziehung formulierten Aussagen mit der A¨quivalenzrelation zwischen Za¨hlzeichen wurden
dann durch u¨bersichtliche neue Aussagen, na¨mlich Aussagen u¨ber fiktive neue Gegensta¨nde er-
setzt: Wir waren durch einen Abstraktionsschritt zu Aussagen u¨ber Grundzahlen u¨bergegangen.
Damit waren wir erstmals auf einer neuen
”
Ebene“, nicht mehr auf der Ebene der konkreten Ge-
gensta¨nde, von der wir ausgingen, sondern auf einer Ebene
”
abstrakter Gegensta¨nde“. U¨ber diese
fiktiven Gegensta¨nde die neuen Aussagen zu machen, bedeutete auch, fu¨r sie Bezeichnungen,
neue fiktionale Gegenstandsnamen zu verwenden, und damit hatten wir auch neue konkrete Ge-
gensta¨nde, na¨mlich die Namen der Grundzahlen. [...] Die Grundzahlen hatten wir dann wieder zu
Paaren zusammengefasst, und waren damit wieder Konstruktionsregeln fu¨r konkrete Gegensta¨nde
gefolgt. [a. a. O., S. 153]
Es scheint gerade die Rede u¨ber und der Umgang mit solchen fiktionalen menschlich kon-
struierten Gegensta¨nden und den dafu¨r erfundenen Bezeichnungen zu sein, die in ihrer
Loslo¨sung von der Konkretheit erhebliche Barrieren darstellen. Diese ku¨nstliche menschen-
gemachte Konstruiertheit mathematischer Denkobjekte kann - wie ich zeigen mo¨chte - im
feinfu¨hligen Nach-Konstruieren in der Sprache eines CAS materialisiert, explizit gemacht
und anschließend metakognitiv gemeinsprachlich reflektiert werden. Die Situation verkom-
pliziert sich aber speziell in der Linearen Algebra dadurch, dass hier eine Kaskade von
virtuellen Objektbildungen in schneller Folge aneinander gereiht und aufeinander aufge-
baut wird. So folgt auf die Abstraktion von Richtungen zu Vektoren (Pfeilklassen) die
Bildung affiner Unterra¨ume als Abstraktion vom auszeichnenden Ursprung der Ortsvekto-
ren und die Bildung projektiver Ra¨ume, die wiederum Geraden zu Vektoren erkla¨ren ... .
Ein Unversta¨ndnis auf einer Zwischenphase verschließt folglich ein volles Versta¨ndnis der
nachfolgenden Begriffsbildungen. Dieses Wechselspiel von Konstruktion und Abstraktion
ist typisch fu¨r die Lineare Algebra und fatal fu¨r den Lernprozess:
Das auffallendste Charakteristikum an dieser Weise des Aufbaus ist, dass [..] nicht lauter Stock-
werke derselben Art u¨bereinander gesetzt werden, um (beispielsweise) das Zahlengeba¨ude zu er-
richten. Jedem Abstraktionsschritt muss ja die Konstruktion der konkreten Figuren vorausgehen,
35vgl. auch Lorenzen selbst [156, S. 108 ff], wo er pointiert und spitz formuliert: ”Der Konstuktivist
beginnt mit einer Konstruktion der Zahlen, indem er zuna¨chst Ziffern konstruiert - etwa in der primitivsten
Form |, ||, |||,..., der Axiomatizist schreibt dagegen als Axiome an, daß es eine Zahl | ga¨be und dass es zu
jeder Zahl n eine weitere Zahl n| ga¨be.“
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die als Bezeichnungen der Gegensta¨nde fungieren, zwischen denen die zur Abstraktion beno¨tigte
A¨quivalenzrelation erkla¨rt wurde. [...] stets wechseln Konstruktionsstockwerke und Abstraktions-
stockwerke miteinander ab. Dieses Wechselspiel von Konstruktion und Abstraktion (Loren-
zen, 1965, 2036)37 ist eines der bedeutsamsten [...] Merkmale der mathematischen Denkweise
[...]. [a. a. O., S. 155]
Dieses logisch-mathematische Wechselspiel von Konstruktion und Abstraktion findet seine
didaktische Widerspiegelung in den Zyklen von AP– und OS–Phasierungen in der APOS-
Lerntheorie bzw. der wechselnden Abfolge von horizontalen und vertikalen Mathemati-
sierungsprozessen der RME-Entwicklungstheorie. Insofern besteht folgende Analogie der
Methoden: [
Konstruktion →↑ Abstraktion
]
∼
[
AP →↑ OS
]
∼
[
horiz.M. →↑ vert.M.
]
Im folgenden mo¨chte ich am Beispiel des Vektorbegriffs und des Vektorraumes verdeut-
lichen, wie mittels klassifizierender Abstraktionen diese Begriffe (re)konstruiert werden
ko¨nnten. Dabei werden prozedurale Abstraktionen helfen, die vorzunehmenden klassifika-
torischen Abstraktionen innerhalb des CAS-Kalku¨ls zu explizieren.
 Beispiel: algebraisch orientierte Anbahnung des Vektorraum-Begriffs im endlich-
diskreten Kontext. Will man erkundend die Begriffe A¨quivalenzrelation, Vektor und
Vektorraum in einem gemeinsamen Kontext anbahnen, so bietet sich ein endlich-dimensiona-
ler Vektorraum wie z. B. der Restklassenko¨rper Z7 mit den Restklassen als Vektoren (u¨ber
sich selbst als Koeffizienten-Ko¨rper) an. Ein solcher Vektorraum erlaubt auf Grund der
kleinen endlichen Anzahl seiner Elemente eine holistische Sicht auf wichtige Vektorraum-
Konzepte wie Vektor, Gegenvektor, Nebenklasse (Unterraum) etc. am diskreten vollsta¨ndig
u¨berschaubaren Modell38. Dazu ist fu¨r eine erfolgreiche handlungsorientierte Konzept-
aneignung entscheidend, dass eine syntaktisch u¨berzeugende Repra¨sentation der in Fra-
ge stehenden Objekte innerhalb des CAS konstruierbar ist und somit CAS-Dialoge mit
metakognitiven Reflexionen mo¨glich werden.
Eine mo¨gliche visuelle Repra¨sentation zum Aufbau virtueller Erfahrungen aus Wahrneh-
mungssituationen ist z. B. die 7-Uhr, vgl. Abbildung 3.15.
Die zugrunde liegende algebraische Struktur eines endlichen Ko¨rpers von 7 Elementen wird
in Abbildung 3.16 in (1) zur Erkundung bereit gestellt. In einer unterrichtlichen Lerntra-
jektorie ko¨nnte man statt R (fu¨r Restklasse) z. B. auch Uhr schreiben und dann zuna¨chst
kontexthaltig von Uhr(3) (
”
3 Uhr“) statt R(3) sprechen. Erste Beobachtungen in (2), (3)
und (4) zeigen, dass die Restklasse X=R(4) von der Zahl U = 4 mod 7 verschieden is t -
36vgl. Lorenzen [158]
37
”[besteht in] der Konstruktion immer neuer mathematischer Objekte auf einer Stufe der Betrachtung,
und dem U¨bergang zu einer neuen Stufe durch eine Abstraktion, deren Egebnis neue mathematische
’Objekte’ sind, die in wiederum neue Konstruktionen Eingang finden.“ [a. a. O., S. 69]
38Dies ist auch der Zugang von Cottrill et al. [34].
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Abbildung 3.15: Z7 als diskretes Modell eines Vektorraumes
trotz der syntaktisch gleichen Notation39! In (7) wird die in (6) beobachtbare Gleichheit
von R-Objekten explizit als A¨quivalenz-Relation definiert: zwei ganze Zahlen x und y wer-
den als gleich erkla¨rt, wenn ihre jeweiligen Restklassen gleich sind. Z. B. erweisen sich 4
und 11 laut CAS-Anfrage als a¨quivalent.
Abbildung 3.16: Zur CAS-Re-Konstruktion der Klassenbildung in Z7
In Abbildung 3.17 wird diese A¨quivalenz operativ notiert und damit innerhalb des CAS in
der konventionellen mathematischen Syntax formulierbar. (11) demonstriert sinnfa¨llig, wie
39Diese print-Notation kann man durch Umbiegen der Ausgabe-Routine von MuPAD aber aba¨ndern.
Nach Ausfu¨hren der Definition R::print := x -> [R::expr(x)]: ergibt die Anfrage R(4) die Antwort
[4]. Auch eine noch pra¨zisere Ausgabe, z. B. in der Form [4]mod7, ist mo¨glich. Ich belasse es hier zuna¨chst
bei der default-Einstellung.
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die A¨quivalenz als eine abstrakte Gleichheit auf R-Niveau erscheint. In Sinne von Lorenzen
haben wir damit ein Beispiel fu¨r eine Abstraktion (zu R-Klassen) im CAS nachvollziehbar
re-konstruiert. Der Dialog (12) zeigt im Kontrast zu (13) die Wirkung der Mengenbildung
zum Erhalt der Restklassen-Anzahl, wa¨hrend die Listenbildung in (13) den aktuellen ge-
danklichen Berechnungsprozess in seiner genauen Abfolge wiederspiegelt. (14) und (15)
zeigen die Abgeschlossenheit der Inversenbildung, in der Fehlermeldung (13) la¨sst das CAS
vom Nullelement R(7) gru¨ßen. (16) listet alle additiven Inversen (
”
Gegenvektoren“) dieses
Vektorraums auf.
Abbildung 3.17: Zur CAS-Re-Konstruktion der A¨quivalenzrelation in Z7
Abbildung 3.18 erlaubt Fehlversta¨ndnisse zu reflektieren (z. B. in (17), wo 6er-Restklassen
R6 und 7er-Restklassen R7 fehlerhaft vermengt werden, was vom CAS kontrolliert und
beanstandet wird) und neue abstrakte Objekte zu konstruieren: Die Operation der Ne-
benklassenbildung in (18) gibt Anlass zur Existenz neuer abstrakter Objekte, z. B. der
Nebenklasse NK[2] der Klasse der 2.
Ein vollsta¨ndiger Ausbau der hier nur ansatzweise skizzierten Lerntrajektorie wird weitere
Eigenschaften eines Vektorraumes erkunden lassen; wegen der Endlichkeit der zugrunde
liegenden Menge sind insbesondere Existenzaussagen (wie die Existenz inverser Vektoren)
oder Allausagen (wie Assoziativita¨t, Abgeschlossenheit oder Kommutativita¨t) vollsta¨ndig
mit dem CAS u¨berpru¨fbar. Eine Abstraktion i. S. einer Verallgemeinerung der beobach-
teten Pha¨nomene zum Vektorraum-Begriff wird man jedoch erst nach mindestens einer
weiteren Modellexploration vollziehen. Dazu bietet sich eine explizite Modellierung des An-
schauungsraumes innerhalb eines CAS an.
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Abbildung 3.18: Zur CAS-Re-Konstruktion von Nebenklassen in Z7
 Beispiel: Abstraktion als Vergessen von Details – eine Konkretisierung des Vektor-
raum-Begriffs im Anschauungsraum. Die hier vorgestellte Konzeption der Linearen Al-
gebra basiert auf einem apodeiktisch40 bzw. ostentativ41 eingefu¨hrten Matrixbegriff als in-
sofern
”
undefinierten“ Grundbegriff. Das zugeho¨rige MuPAD-Domain Dom::Matrix tra¨gt
dabei per Implementation bereits die algebraische Struktur eines Vektorraumes mit den
zugeho¨rigen Operationen. Auf diesem Basistyp setzen unsere folgenden Konstruktionen zur
versta¨ndnisvollen Einfu¨hrung des Vektorbegriffs auf.
Zur pra¨zisen und im CAS nachvollziehbaren Re-Konstruktion der zu unterscheidenden
mathematischen Konzepte Punkt, Richtung(svektor) und (Orts)Vektor nutzen wir den (im
mathematischen Sinne strukturlosen) Datentyp der Liste und die algebraische Struktur
Dom::Matrix der Matrizen. Damit ko¨nnen wir die in Artmann & To¨rner [4, S. 89] formu-
lierten unterschiedlichen Beschreibungssprachen Punktsprache, Pfeilsprache und Vektor-
sprache im CAS MuPAD kritisch rational rekonstruieren und mit erhandeltem Sinn hinter-
legen. Mit Hilfe des m. W. bisher nicht gebra¨uchlichen Hilfskonzeptes der Richtungsmatrix
gelingt hier sowohl eine eineindeutige Zuordnung zur graphischen Repra¨sentation im An-
schaungsraum als auch eine erkla¨rende klassifizierende Abstraktion der Richtungsmatrix
zum Begriff des Ortsvektors. Diese Abstraktion zum Begriff des Vektors wird zudem zum
Vergleich mit Hilfe von zwei unterschiedlichen A¨quivalenzrelationen gewonnen und so das
Verfahren der Abstraktion i. S. von Lorenzen im CAS expliziert. Eine reflexive Abstrak-
tion u¨ber das beobachtete Verfahren fu¨hrt anschließend zu einem tieferen Versta¨ndnis der
Abstraktionsmethode selbst. Aus den Erfahrungen mit verschiedenen Modellen (Z7, An-
40vgl. z. B. Bochenski [19, S. 93]
41vgl. z. B. Freudenthal [103, S. 123]
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schauungsraum, Matrixraum, Lo¨sungsra¨ume homogener linearer Gleichungssysteme) kann
man abschließend den abstrakten Begriffs des Vektorraums axiomatisieren.
Wie Abbildung 3.19 in der Zeile (f) zeigt, tragen Listen keine algebraische Struktur: Der
naheliegende Additionsversuch zweier Listen wird von MuPAD zuru¨ckgewiesen42 und ist –
wie wir gleich sehen werden – auch nicht sinnvoll. Eine mo¨gliche naive Identifikation des
n-Tupel-Raumes und der CAS-Listenstruktur wird damit von vornherein ausgeschlossen.
Stattdessen interpretieren wir eine MuPAD-Liste [...] als Punkt (genauer: als Koordina-
tenliste eines Punktes) im Anschauungsraum, die von MuPAD in einer graphischen Szene
auch als Punkt gezeichnet wird. Der fu¨r einen tieferen Lernprozess notwendige Wechsel der
Repra¨sentationsformen ist damit vorbereitet: (0) stellt drei Punkte im Anschauungsraum
dar. Die funktionale Definition (1) formuliert das Hilfs-Konzept einer Richtungsmatrix
rv(A,B) als eine 2xn-Matrix, in deren Spalten43 die beteiligten Punktkoordinaten stehen.
Ihr graphisches Pendant in einer MuPAD-Szene ist ein Richtungsvektor bzw. eine
”
gerich-
tete Strecke“, die vom Punkt A zum Punkt B zeigt. rv(A,B) ist damit die eindimensional
notierte CAS-Symbolfolge auf der Editor-Schreibzeile fu¨r die u¨bliche 2-dimensionale ma-
thematische Matrix–Notation
[A
...A+
−→
AB ].
Die in (2) vorgenommene syntaktische Zuckerung zu AB ist prinzipiell entbehrlich, stellt
aber im Folgenden eine hilfreiche und versta¨ndnisfo¨rdernde Abku¨rzung dar. Sie ist in diesem
Kontext mit einer Streckenbezeichnung nicht verwechselbar, da MuPAD im Dialog fu¨r AB
die Richtungsmatrix
(
1 3
2 1
)
ausgibt, also eine sinnhaltige Kompaktnotation fu¨r
”
−→
AB“ =
−−−−−−→(
1
2
)(
3
1
)
,
d. h. fu¨r die noch unausgewertete44 Richtungsvektor-Bildung. Aus einer solchen Richtungs-
matrix entsteht durch simultanes Subtrahieren der ersten Spalte von beiden Spalten die
Ortsmatrix (als Pra¨bildung zur spa¨teren Abstraktion zum Ortsvektor) ov(rv(A,B)). In
der funktionalen Definition von ov wird dazu technisch von einer vorgelegten 2xn-Matrix
X die 2xn-Matrix ihrer duplizierten ersten Spalte subtrahiert, (5) zeigt einige Beipiele.
Abbildung 3.20 visualisiert die definierten Konstruktionen. Die Richtungsmatrix AB =
rv(A,B) erzeugt in U¨bereinstimmung mit der Erwartung den Pfeil45 in der graphischen
42Das CAS Derive und der TI-92 ermo¨glichen eine solche Operation aus ”Gru¨nden der syntaktischen
Bequemlichkeit“ fu¨r den Nutzer; damit wird aber gerade eine tieferschu¨rfende Reflektion im hier vorgetra-
gende Sinne unterbunden.
43Die Transponierung ist notwendig auf Grund der default-Zeilenstruktur einer MuPAD-Matrix. Zu-
gleich sind solche Matrizen die geeigneten Eingaben fu¨r die Matrixbild-Routine [155, S. 108] und befolgen
Artmanns [3, S. 46] Ratschlag der besseren Lesbarkeit.
44Der didaktische Sinn besteht darin, an die Endpunkte des Vektors noch denken zu du¨rfen - z. B. zwecks
Skizzierung des Richtungsvektors zwischen den Punkten A und B – wa¨hrend
−−→
AB =
−−→( 2
−1
)
im mathemati-
schen Sinne schon die ausgewertete Vektorbildung, also die vollzogene Abstraktion anzeigt. Diese la¨sst die
ehemaligen Endpunkte ja zweckhaft nicht mehr erkennen, denn sie hat von ihnen abstrahiert.
45Man ko¨nnte statt rv als Name der Funktion (1) auch Pfeil verwenden.
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Abbildung 3.19: Zur CAS-Konstruktion der Begriffe Punkt, Rich-
tung(svektor) und Ortsvektor im Anschauungsraum niedriger Dimension
MuPAD–Szene (als Modell des Anschauungsraumes), der vom Anfangspunkt A zum End-
punkt B zeigt46. Wie man sieht, sind die graphischen Repra¨sentanten von Richtungsmatrix
und Ortsmatrix parallel, die Ortsmatrix beginnt per Konstruktion immer im Nullpunkt,
da ihre erste Spalte immer eine Nullspalte ist. Wie man in Bild (b) Zeile (7) erkennt,
zeigen die Ortsmatrizen zu AB bzw. BA in verschiedene Richtungen - in U¨bereinstimmung
mit der intuitiven Erwartung an das Symbol bzw. die Funktionalita¨t von rv(B,A), denn
die abendla¨ndische Leserichtung von Fließtexten verla¨uft von links nach rechts und un-
terstu¨tzt diese Erwartung aus der sprachlichen Leseerfahrung des Lerners zusa¨tzlich. Durch
die 2-spaltige Matrix-Darstellung ist daher die graphische und algebraische Repra¨sentation
der Begriffe Richtungsmatrix bzw. Ortsmatrix eindeutig geleistet: damit ist eine stimmi-
ge, sinnhaltige und direkt visualisierbare Pra¨-Vorstellung des Vektorbegriffs als 2xn-Matrix
aufgebaut. Darauf wird der nachfolgende Abstraktionsschritt zum u¨blichen Ortsvektor nun
aufbauen.
Ortsmatrizen haben als erste Spalte immer die Nullspalte; graphisch gehen die zugeho¨ri-
gen Pfeile folglich immer vom Nullpunkt aus, die gesamte Information steht daher in der
zweiten Matrixspalte, d. h. der Pfeilspitze. In diesem Sinne ist die Ortsmatrix der eindeuti-
ge Repra¨sentant aller parallel verschobenen Richtungsmatrizen, die durch Normierung auf
die Nullspalte in der ersten Komponente entsteht. Da die Nullspalte aber keine zusa¨tzliche
Information tra¨gt, kann man sie daher ohne Informationsverlust weglassen – in diesem
46Auf die Programmierung einer Pfeilspitze in B wurde der Einfachheit halber verzichtet; dieser Punkt
ist durch seine Koordinaten aber eindeutig verortbar und kann bei Bedarf in der ausgedruckten Szene
nachtra¨glich per Hand eine Spitze erhalten.
3.2. Versta¨ndnis-Barrieren in der Linearen Algebra 133
Abbildung 3.20: Zur CAS-Visualisierung der konstruierten Begriffe Punkt,
Richtung(svektor) und Ortsvektor
”
wegstreichenden“ Vergessen der ersten Spalte der Ortsmatrix besteht die Abstraktion, die
u¨brig bleibende einspaltige Matrix ist der Ortsvektor zur Richtungsmatrix AB, er
”
ist“ die
abstrahierte Richtungsmatrix. Der zu einer Ortsmatix ov(AB) geho¨rende Ortsvektor ist
daher einfach als Extraktion der 2-ten Spalte implementierbar47:
• vec := AB -> col(ov(AB),2)
Man beachte, wie diese funktionale Definition48 von vec den Abstraktionsprozess funktional
offenlegt: Man bildet zu zwei Punkten zuna¨chst die Richtungsmatrix mittels rv, aus ihr die
zugeho¨rige Ortsmatrix mittels ov und gewinnt daraus durch Auswahl der 2-Spalte (engl.
column) per vec den Ortvektor vec(A,B). Kurz:
A,B
rv−→ rv(A,B) =: AB ov−→ ov(AB) vec−→ vec(ov(AB))
Zur zeichnerischen Darstellung des Ortsvektors beno¨tigen wir aber den zugeho¨rigen (End)-
Punkt: Dies leistet die Definition (10) – die extrahierte 2-te Spalte wird dazu in eine Liste,
d. h. in obiger Interpretation in einen Punkt konvertiert.
Die Definitionen (12) bzw. (14) pra¨zisieren diese Abstraktionen durch die Angabe von
A¨quivalenzrelationen: Zwei Punktepaare heißen aequivalent, wenn die Ortsmatrizen ihrer
47 Die auch denkbare Definition vec := (A,B) -> col(ov(rv(A,B)),2) , die zwei Punkten
direkt ihren Ortsvektor als Fertigprodukt zuordnet, wu¨rde allerdings verhu¨llen, dass man den Ortsvektor
gedanklich aus der Abstraktion einer Richtungsmatrix gewinnt.
48Wa¨hlt man oben statt rv lieber den Namen Pfeil, so wird man jetzt analog statt vec besser den
Funktionsnamen Pfeilrichtung nehmen.
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Richtungsmatrizen gleich sind, d. h. wenn bei erzeugter fu¨hrender Nullspalte die zweiten
Spalten gleich sind. Die Definition aeq1 besagt das Gleiche – geht aber davon aus, dass
die Eingaben bereits zwei Richtungsmatrizen aus dem Zwischenprozess sind, also: Zwei
Richtungen werden als gleich erkla¨rt, wenn ihre zugeho¨rigen Ortsmatrizen gleich sind.
Beide Definitionen reflektieren genau die wahrgenommenen Beobachtungen der visuellen
Darstellung im Anschauungsraum. Tests beider Definitionen finden sich in (13) bzw. (15).
Abbildung 3.21: Zur CAS-Kennzeichnung a¨quivalenter Richtungsvektoren
durch den zugeho¨rigen Ortsvektor
Mit dem Infix-Operator ~ wird diese A¨quivalenzrelation konventionell formulierbar. (17)
zeigt: Der Richtungs
”
vektor“ AB ist i. d. S. a¨quivalent (
”
parallel“) zu seinem Orts
”
vektor“.
(18) zeigt, dass man einen Ortsvektor auch als Differenz aus zweiter und erster Spalte der
Richtungsmatix gewinnen kann; dies wird in der zweiten A¨quivalenzrelation (20) ausge-
nutzt: Zwei Richtung(smatriz)en sind ~~-a¨quivalent, wenn ihre Spaltendifferenzen gleich
sind (dabei wohlgemerkt so gebildet, dass in der ersten Spalte in U¨bereinstimmung mit der
ersten A¨quivalenzrelation eine Nullspalte entsteht). Damit gewinnt man nun Anschluss an
die u¨bliche Definition eines Ortsvektors
−→
AB = B − A, die z. B. der Behandlung linearer
Abbildungen in Lindner [155, S. 12 ff] zugrunde liegt.
Abbildung 3.23 und Abbildung 3.24 demonstrieren die vorgenommenen Konstruktionen im
3-dimensionalen Anschauungsraum.
 Beispiel: Abstraktion als Vergessen von Struktur – eine alternative Modellierung
des Vektor-Begriffs im Anschauungsraum. Wie wir im vorigen Beispiel gesehen haben,
legt der CAS-gestu¨tzte Versuch einer Pra¨zisierung des Vektorbegriffs im Anschauungsraum
die zugeho¨rige im Unterricht wirkende versta¨ndnishemmende Abstraktionsbarriere explizit
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Abbildung 3.22: Zur CAS-Kennzeichnung a¨quivalenter Richtungsvektoren
durch wertgleiche Spaltendifferenzen der Richtungsmatrix
offen. Es ist nicht mehr mo¨glich, durch umgangssprachliche Gla¨ttung der didaktischen
Problematik eine angemessene Unterscheidung der relevanten Begriffe vorzunehmen: Man
muss syntaktisch und semantisch explizit werden. Das Ringen mit dem CAS wird zum
Ringen um das eigene volle Versta¨ndnis.
Ich zeige daher eine zweite mo¨gliche Implementation dieser Begrifflichkeit im CAS Mu-
PAD und diskutiere im Anschluss Vor- und Nachteile beider Implementationen. Dieser
zweite Zugang pra¨zisiert die Rede von Vektorsprache, Punktsprache und Pfeilsprache49
und versucht eine kritische Rekonstruktion unter Zugrundelegung der Vektorraumstruktur
von Dom::Matrix. Dabei werden (gedankliche) Punkte und Vektoren zuna¨chst gemeinsam
als einspaltige Matrizen modelliert und zu zeichnende Punkte aus dem Spaltenvektor per
Konvertierung in eine strukturlose Liste realisiert, also durch abstrahierende Wegnahme
der Vektorraumstruktur. Das oben eingefu¨hrte Konzept der Richtungsmatrix wird jetzt
durch den Konkat-Operator
”
.“ von MuPAD realisierbar: A.B wird zur Grundvorstellung
der Richtung. Aus diesem Ansatz gewinnen wir durch eine Abstraktion das Konzept der
Pfeilrichtung bzw. des (Orts)Vektors. Wir demonstrieren die Stimmigkeit der Modellierung
durch die anschauungsraum-basierte Berechnung des Mittelpunktes einer Strecke sowie des
Schwerpunktes eines Dreiecks. Dies sind paradigmatische Beispiele aus dem Anfangsunter-
richt der schulischen Vektorrechnung. Die wechselseitige Befruchtung des Lernprozesses
durch den Wechsel zwischen der algebraischen bzw. graphischen Repra¨sentation dient dem
vertieften Versta¨ndnis wie auch den vorgenommenen Abstraktionen.
Abbildung 3.25 definiert in (0) die
”
Punkte“ A, B etc. als einspaltige Matrizen; mit die-
49vgl. [4, S. 89 ff]
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Abbildung 3.23: Vektorielle Kernkonzepte im 3-dimensionalen Anschauungs-
raum
sen kann man zwar wie gewohnt rechnen – aber Matrizen lassen sich mit dem CAS nicht
zeichnen. Dazu hat man die
”
Punktmatrix“ in eine Liste zu konvertieren. Die implemen-
tierte Punktbildung aus den 1xn-Matrizen zeigt, dass plotbare Punkte nicht addiert werden
ko¨nnen: von der Vektorraumstruktur wurde abstrahiert, die Operation
”
+“ muss man fu¨r
(
”
echte“) Punkte
”
vergessen“.
Grundlage der Veranschaulichung der Vektoroperationen im Anschauungsraum wird das
Nebeneinanderstellen von einspaltigen Matrizen: A.B
”
=[A
...B]“ erzeugt eine 2xn-Matrix, die
obige Richtungsmatrix, die wir interpretierend als Pfeil von A nach B lesen. A.B wird von der
Routine Matrixbild direkt als gerichtete Strecke von A nach B gezeichnet und ist damit
sowohl sinnfa¨llig notiert als auch eindeutig anschaulich interpretierbar. Man beachte: A.B
ist nicht der Richtungsvektor
−→
AB , dieser wird vielmehr erst durch eine Abstraktion hieraus
gewonnen: (2) implementiert diese Abstraktion unter dem Begriff Pfeilr(ichtungsvektor)
alias Ortsvektor, der dann die u¨bliche Interpretation gestattet: Pfeilr(A.B)
”
=
−→
AB“.
Dieser zweite Ansatz zur Rekonstruktion der Begrifflichkeit im CAS kommt daher mit einer
funktionalen Definition aus: man bildet zu zwei Punkten zuna¨chst die Richtungsmatrix A.B
mittels
”
.“ und aus ihr den zugeho¨rigen Ortsvektor per Abstraktion mittels Pfeilr. Kurz:
A,B
.−→ A.B Pfeilr−→ Pfeilr(A.B)
Der Zwischenschritt der Ortsmatrix-Bildung ist ohne funktionale Abstraktion hier auf Ma-
trixniveau durch eine Rechnung in den Komponenten lo¨sbar. Man kann diese Begriffsbild-
ungsphase daher auch vor die Bildung der Pfeilr-Abstraktion schalten und den Ortsvektor
B-A auch aus der Ortsmatrix N.(B-A) durch Auslesen der 2ten-Komponente gewinnen. Die
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Abbildung 3.24: Dreidimensionale Darstellung vektorieller Grundkonzepte
folgende U¨bersicht fasst diese U¨berlegungen zusammen:
A, B zwei Punktmatrizen
↓ .
A.B eine Richtungsmatrix
↓
N.(B-A) die Ortsmatrix
↓ Pfeilr-Abstraktion als
(B-A)
”
Vergessen“ von N: Vektorbildung
↓ Punkt-Abstraktion als
Liste(B-A)
”
Vergessen“ der Struktur: Punktbildung
Abbildung 3.26 gibt Gelegenheit zur Aneignung dieser Begrifflichkeit im Wechselspiel zwi-
schen algebraischer Termdarstellung und geometrischer Vorstellung. Dabei ko¨nnen mo¨gli-
che Fehlversta¨ndnisse reflektiv ausgera¨umt werden. Zum Beispiel ist N.Pfeilr(A.B + B.C)
die Richtungsmatrix von N(ull) in Pfeilrichtung der Summe, diese wird ersichtlich erst
durch Addition des Aufpunktes A in beiden Matrixkomponenten nach A verpflanzt. Dies
zeigen sowohl die geometrische Kontrolle des algebraischen Ausdrucks in (4) als auch die
simultan beobachtbaren Matrixeintra¨ge. Die hier vorgeschlagene Syntax gibt sehr scho¨n
diese u¨bliche affine Translation (Verschiebung) in den Punkt A wieder:
N.Pfeilr(A.B +B.C) −→ N.(N + Pfeilr(A.B +B.C)) −→ (A.(A+ Pfeilr(A.B +B.C))
Abbildung 3.27 zeigt die visuelle Darstellung der Vektoraddition: Wie man erkennt, ist
die im CAS gewa¨hlte Modellierung bzw. ermo¨glichte Symbolik N.A (lies:
”
Pfeil von N(ull)
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Abbildung 3.25: Eine alternative CAS-Re-Konstruktion der Begriffe Punkt
und Ortsvektor (=Pfeilr(ichtungsvektor) im Anschauungsraum
nach A“) sehr nahe an der gewohnten mathematischen Notation
−−→
NA , so dass die Diagonale
im Vektor-Parallogramm nach (1) als N.A+N.B (=N.(A+B)!) =
−−→
NA +
−−→
NB notierbar wird.
Dies ist in U¨bereinstimmung sowohl mit der angestrebten Begriffsbildung als auch mit der
vorhandenen Intuition. Die Farbgebung dient der erleichterten Identifikation der Objekte
in der Grafik; sie mildert das Fehlen der u¨blichen Vektor-Pfeilspitzen ab. (6) bereitet alge-
braisch und konstruktiv explizit die Abstraktion vor, dass die Richtung, in der man von A
zur Summe A+B gelangt, gleich ist der Richtung, die von N(ull) nach B weist. Man beachte,
dass man in der hier vorgeschlagenen Re-Konstruktion im CAS in den Komponenten der
Konkatenation (. . . ).(. . . )50 rechnen kann: Insofern ist (A-A).(A+B-A) identisch mit N.B,
wie eine Evaluation im CAS verifiziert.
Die Rechnungen (1) bis (4) in Abbildung 3.28 zeigen die CAS-Umsetzung zweier paradig-
matischer unterrichtlicher Beispiele der anfa¨nglichen Vektorrechnung bzw. Vektorzeichnung:
Wie berechnet bzw. erzeichnet man vektoriell den Mittelpunkt einer Strecke und den Schwer-
punkt eines Dreiecks. Die links stehende Formel fu¨r den Schwerpunkt S in (1) gelingt, weil
in der gewa¨hlten Modellierung Punkte als Matrizen eine algebraische Struktur besitzen,
d. h. man kann sie addieren. Das Ergebnis ist der zugeho¨rige Punkt (bzw. Ortsvektor).
Die rechts stehende Formel in (1) ermo¨glicht die direkte graphische Darstellung der Ope-
rationen als Ortsmatrizen. In (2) werden Zwischenpunkte bestimmt, die in der Skizze die
additive Zusammensetzung des Schwerpunktes aus drei gedrittelten Vektorzu¨gen parallel
zu den drei Ortsmatrizen alias
”
Kantenzu¨gen“ N.A , N.B und N.C sichtbar macht. (4) bzw.
50da dies bei den hier benutzten einspaltigen Matrizen als Input-Daten nichts weiter als eine zeichnerisch
interpretierbare 2xn-Matrix
(
...
...
)
ist
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Abbildung 3.26: Zur (farblich gekennzeichneten) Unterscheidung von Rich-
tungsmatrix, Ortsmatrix und Pfeilrichtung alias Ortsvektor
(3) zeigen im Einklang die algebraische Berechnung bzw. die vektorielle Er-Zeichnung des
Mittelpunktes MBC der Strecke BC.
In Abbildung 3.29 wird die obige algebraische Rechnung graphisch nachkonstruiert. Man
beachte, dass man zur Zeichnung des Dreiecks ABC statt A.B.C.A syntaktisch auch A.B
. B.C . C.A schreiben kann: Statt an einen durchgehenden Vektorzug von A u¨ber B nach
C und nach A zuru¨ck, denkt und betont man dann die Zusammensetzung des Dreiecks
ABC aus den Kanten A.B , B.C und C.A. Der blaue Vektorzug zeigt, dass man auch zum
Schwerpunkt S gelangt, wenn man vom Nullpunkt aus zuna¨chst nach A geht und von dort
aus 2/3 der Strecke in Richtung des Pfeiles zur Mitte der Strecke BC geht. Man beachte
die im CAS mo¨gliche passende symbolsprachliche Formulierung dieser mathematischen
Einsicht. Durch explorierende Aba¨nderung lediglich der drei Ausgangsdaten A, B und C
zu
• A:=matrix([1,2,5]): B:=matrix([3,1,3]): C:=matrix([2,5,4]):
N:=matrix([0,0,0]):
werden automatisch alle Rechnungen und die resultierende Grafik dreidimensional aktua-
lisiert.
Die folgende Tabelle fasst beide Modellierungen synoptisch zusammen:
mathematischer
Begriff
mathematisches
Symbol
mathematische
Darstellung
CAS-MuPAD
Modellierung.1
CAS-MuPAD
Modellierung.2
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Punkt A, B, ... (x;y)
oder
(
x
y
) [x,y];
als Liste ohne
Struktur
matrix([x,y]);
mit algebrai-
scher Struktur
Richtungsmatrix [A
...B]
(A;A+
−−→
AB )
(
a1 b1
a2 b2
)
rv(A,B)=:AB A.B
(lies:
”
A nach B“)
Ortsmatrix [N
...B −A]
(N ;
−−→
AB )
(
0 b1−a1
0 b2−a2
)
ov(AB) N.(B-A)
(Orts)vektor B-A−−→
AB
(
b1−a1
b2−a2
)
vec(ov(AB)) Pfeilr(A.B)
Denktyp funktional
orientiert
pra¨dikativ
bzw. operativ
orientiert
Tabelle 3.2: Zusammenfassende U¨bersicht u¨ber die verschiedenen
Repra¨sentationen des Vektorbegriffs im CAS MuPAD; N bezeich-
net den Nullpunkt bzw. den Nullvektor.
Anmerkungen.
1. Ein angemessenes Versta¨ndnis der erworbenen Abstraktion kann man an Problemstel-
lungen wie z. B. dem Folgenden testen. Geht man in Richtung Pfeilr(X,Y) von A aus
voran, so gelangt man ebenfalls nach B, d. h. der gleiche Endpunkt wird unabha¨ngig
von der Wahl der Richtungs-Repra¨sentanten erreicht:
• X:=matrix([4,-2]); Y:=matrix([6,-3]);
A+Pfeilr(A.B) = A+Pfeilr(X.Y)(
3
1
)
=
(
3
1
)
2. Im Unterschied z. B. zu Artmann & To¨rner [4, S. 89] bezeichnen wir den Pfeil ~x in der
Pfeilsprache durch die Matrix N.X, d. h. wir denken und notieren den Nullpunkt immer
dazu. Erst die Pfeilrichtung wird durch ~x notiert.
3. Wittmann untersucht in Tietze [197, S. 132 ff] epistemologische Probleme zum Vektor-
begriff und zum Begriff des
”
Vektorraumes als Strukturbegriff“. Die dort beschriebenen
sprachlichen und begrifflichen Versta¨ndnisschwierigkeiten der Schu¨ler – insbesondere
aufgrund fehlender Lerngelegenheiten zu A¨quivalenzrelationen – scheinen bei Nutzung
eines CAS durch die hier mo¨gliche Explizierung ausra¨umbar. Entsprechende Untersu-
chungen sind geplant. Wie das dort [a. a. O., S. 143] beschriebene Beispiel mit Fehlvor-
stellungen zur Mittelpunktsberechnung – die intuitiven Vorstellungen aufgreifend – in
einem CAS reflektiert werden ko¨nnte, wurde oben gezeigt.
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Abbildung 3.27: Visualisierung der Vektor-Addition im CAS MuPAD; Iso-
morphie von symbolsprachlicher Formulierung und zugeho¨riger Visualisierung
als Stu¨tze im Versta¨ndnisprozess
4. Der von Wittmann benutzte Begriff von Abstraktion als
”
das Ablo¨sen der Struktur von
den Modellen, unter Verallgemeinerung die Konkretisierung der Struktur in weiteren
Modellen“ [a. a. O., S. 156] zielt eher auf eine charakterisierende Axiomatik und nicht
auf eine reflexive Abstraktion. Statt des
”
Wechselspiels von Abstraktion und Verallge-
meinerung“ [a. a. O., S. 146] scheint mir Lorenzen’s Beschreibung der Abstraktion als
Wechselspiel von Konstruktion und Abstraktion fu¨r den Lernprozess zutreffender, betont
er doch die erhandelte Konstruiertheit neuen Wissens aus vorhandenen Objekten.
5. Die nach den unterrichtlichen Erfahrungen als langweilig empfundenen und offensichtlich
unfruchtbaren Begriffsbildungen im Umfeld des Vektorbegriffs ko¨nnen unter Nutzung
von CAS zum Design interessanter Lernarrangements aufbereitet werden. Die barriere-
bildenden Probleme - vgl. Anmerkung 2 - scheinen im U¨berspringen des Hilfsbegriffs
der Richtungsmatrix zu liegen, wodurch die reflektive Abstraktion zum Ortsvektor ver-
fru¨ht vollzogen wird, bevor die Schu¨ler das Zwischenstadium der Nutzung konkreter
Endpunkte zur Festlegung der Richtung handelnd u¨berwunden haben. So erkla¨rt sich
der zu beobachtende sta¨ndige Ru¨ckfall in die Streckenintuition. Das Weglassen der hier
aufgewiesenen Zwischenstufe verursacht nach meiner Vermutung das beobachtbare Un-
versta¨ndnis. Der handelnde Umgang mit den implementierten Objekten im sta¨ndigen
Wechselspiel von Anschauung und dem Zwang zu pra¨ziser syntaktischer Formulierung
im CAS ermo¨glicht dagegen den Erwerb stabiler Konzepte jenseits des bloßen Redens.
Zudem werden im hier vorgeschlagenen Zugang die Konzepte des n-Tuple-Raumes und
der Pfeilklassenbildung in einem Lernkontext gleichzeitig angeboten und miteinander
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Abbildung 3.28: Zur Berechnung des Mittelpunktes einer Strecke und des
Schwerpunktes eines Dreiecks im CAS
verwoben.
Zusammenfassung. Fassen wir die didaktischen Vorteile des hier skizzierten Zugangs
zum Vektorbegriff stichwortartig zusammen:
• Das Hilfs-Konzept der Richtungsmatrix erleichtert die Anfertigung passender graphi-
scher Repra¨sentationen, pra¨zisiert das implizite Konzept der Parallelita¨t und gestattet
handelnde Aktivita¨ten im Begriffsumfeld;
• die algebraische und visuelle Kontrollmo¨glichkeit der Vorstellungen durch explizite CAS-
Dialoge fo¨rdert ein angemessenes Grundversta¨ndnis;
• die intuitive Pfeilsprache wird rational und exekutierbar im CAS re-konstruiert und re-
pra¨sentiert, damit werden semantische Fehlversta¨ndnisse auf syntaktischer Ebene auf-
und entdeckbar;
• sowohl die mental-psychologischen als auch die logisch-mathematischen Abstraktionspro-
zesse selbst werden als CAS-sprachliche Begriff-Implementationen vollzogen und damit
einer metakognitiven methodischen Ru¨ckbesinnung erst zuga¨nglich gemacht.
3.2.2 Die Geheimsprachen-Metapher
Die hier diskutierten versta¨ndniskritischen epistemologischen Barrieren waren und sind Ge-
genstand vielfa¨ltiger Zeugnisse, die ein gewachsenes Unversta¨ndnis gegenu¨ber mathemati-
schen Ausdrucksformen und das Gefu¨hl der Fremdheit in Bilder und Metaphern fassen.
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Abbildung 3.29: ebene bzw. anschauungsra¨umliche Konstruktion von Mit-
telpunkt und Schwerpunkt im CAS MuPAD
Fachchinesisch. Abbildung 3.30 zeigt einen Ausschnitt einer Spaß-Postkarte51. Aber
ihre Botschaft ist bitterernst: der entnervte Dozent am Pult spricht fach-chinesisch, seine
Botschaft ist kryptisch, der Inhalt mathematisch, die Tafelmitte markiert ein Fragezeichen
als Symbol des Unverstandenen, triefend-blutrot droht die Klausur.
Im Kontrast dazu zeigt die zweite Szene Mathematik-Studenten im U¨bungssaal eines Ma-
thematischen Instituts52: man spu¨rt fo¨rmlich den ruhigen kommunikativen Gedankenaus-
tausch, erahnt die fachlichen Diskussionen, die miteinander an Tisch und Wandtafel gefu¨hrt
werden, das Ringen um gemeinsames Versta¨ndnis. Ein Dozent ist nicht erkennbar.
Zugangserschwernis. Enzensberger [99] bemu¨ht das literarische Bild der hochgezoge-
nen Zugbru¨cke vor der monolithischen Festung, die dem Anko¨mmling den Eintritt in die
mathematische Wissensburg erschwert bzw. vo¨llig verwehrt, weil sie das U¨berwinden der
Barriere des tiefen Burggrabens nicht ermo¨glicht und somit die Mathematik ins
”
Jenseits
der Kultur“ stellt. Er schreibt [a. a. O., S. 18],
daß die Mathematiker nicht nur wie andere Wissenschaftler u¨ber eine eigentu¨mliche Fachsprache,
sondern auch u¨ber eine Notation verfu¨gen, die sich von der gewohnten Schrift unterscheidet und
die fu¨r ihre Binnenkommunikation unentbehrlich ist. [...] Sie sind na¨mlich der Ansicht, daß ihre
Notation wunderbar deutlich und jeder natu¨rlichen Sprache weit u¨berlegen ist. Deshalb sehen sie
gar nicht ein, weshalb sie sich die Mu¨he machen sollten, ihre Ideen ins Deutsche [..] zu u¨bersetzen.
51von Gregor Sucharowski, Berlin, mit dem Titel: ”Es ist nicht leicht, Student zu sein“.52der Universtita¨t Go¨ttingen; die Aufnahme erfolgte am Tage zur Feier des 70. Geburtstages von B.
Artmann.
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Abbildung 3.30: Links: Mathematikvorlesung eines Dozenten in ’Fachchi-
nesisch’. Rechts: fachlicher Gedankenaustausch zweier Studierender vor einer
Tafel im Go¨ttinger Mathematik-Institut.
Der hier beschriebene formalsprachliche Aspekt, der wie oben ausgefu¨hrt, eine wesentliche
Versta¨ndnisbarriere nicht nur fu¨r die Lineare Algebra darstellt, kommt auch im Abschnitt
”
Semantische Anna¨herungen“ zum Ausdruck:
Es ist ein gutes Zeichen, daß sich in den letzten Jahren immer mehr Dolmetscher gefunden haben,
die darauf spezialisiert sind, die formale Sprache des Faches in natu¨rliche Sprachen zu u¨bersetzen.
[a. a. O., S. 42]
Die wissenschaftstheoretischen Hintergru¨nde fu¨r diese Entwicklung skizziere ich weiter un-
ten.
Nebelschwaden. Carlson [26, S. 35] fu¨hlt sich von dichtem Nebel
”
umgeben, wenn mei-
ne Lineare Algebra-Klassen die Konzepte von Unterraum, Spann und linearer Unabha¨ngig-
keit zu diskutieren beginnen.“ Nach seiner Erfahrung liegen die Gru¨nde darin, dass es sich
erstmals zentral um die Gewinnung von Einsicht und Versta¨ndnis in ein Begriffssystem han-
delt, wa¨hrend fast alle Erfahrungen der Schu¨ler auf Rechentechniken (Gauss-Algorithmus
etc.) gru¨nden - es gibt
”
keine Erfahrung mit dem Lernen von Ideen“. Er stellt fest:
”
The pro-
blem of poor student understanding of concepts, if not universal, is certainly wide-spread.“
Denn diese Konzepte werden
”
ohne substanzielle Verbindung mit der Vorerfahrung der Stu-
denten eingefu¨hrt [..] und ohne signifikante Beispiele oder Anwendungen.“ [a. a. O., S. 40]
Carlson benutzt die Metapher der Tanz-Lektion und gibt vor dieser Folie Ratschla¨ge fu¨r
eine konstruktive Auflo¨sung der Angst vor dem abstrakt Begrifflichen:
• Konzentrierte Praxis ist fu¨r das Lernen wesentlich.
• Angst behindert das Lernen; aber Lernen kann die Angst u¨berwinden.
• Praxis erfordet Motivation; Ermutigung und partieller Erfolg sind gute Motivatoren.
• Lernen erfolgt Schritt fu¨r Schritt.
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• Deine Eleganz muss mir beim Lernen nicht helfen.
Diese konstruktive Sicht des Lernprozesses ist in die Empfehlungen der LASG eingeflossen.
Wie mit CAS Konzepte dialogisch versta¨ndlich re-konstruiert werden ko¨nnen, habe ich am
Beispiel des Vektorbegriffs aufgezeigt.
Die Geheimsprachen-Metapher. Das pragmatische Obligat53 der wissenschaftlichen
Erkenntnis besagt nach Leinfellner [148, S. 14] :
”
Erkenntnis ist fu¨r den Menschen und
er selbst ist ihr Scho¨pfer, sowie der ihrer Methoden.“ Es steht im Einklang mit einer
prozessualen Sicht von Mathematik in einem fortwa¨hrendem statu nascendi. Nach dem
Obligat der sprachlich-begrifflichen Repra¨sentation
Erst wenn das Ergebnis des Erkenntnisprozesses in zusammenha¨ngender begrifflich–sprachlicher
Form [...] vorliegt, kann man es sinnvoll an Hand operativer und operationaler Kriterien u¨ber-
pru¨fen. [a. a. O., S. 15]
schiebt sich die Sprache(n) zwischen das Objekt der Erkenntnis und das erkennende Sub-
jekt. Dabei fu¨hrt der wissenschaftliche Pra¨zisierungsprozess von der Umgangssprache u¨ber
die Fachsprache (
”
Episprache“) zur theoretischen Sprache54 , im Falle der Mathematik
mit der Formelsprache sogar zu einer ku¨nstlichen Sprache. Zweck ist die semantische und
logische Unbestimmtheit der Umgangssprache zu eliminieren55.
Dieser Prozess der kritischen Konstruktion der mathematischen Wissenschaftssprache als
Formelsprache wird am sichtbaren Endprodukt in Form mathematischer Resultate nicht
mehr erkennbar, folglich wirkt die Mathematik auf den
”
ungeu¨bten Ta¨nzer“ esoterisch, sie
erscheint als Geheimwissenschaft (Geheimlehre): Geheimwissenschaften waren nur Einge-
weihten zuga¨nglich und ihre
”
Geheimnisse“ durfen nicht weiter verbreitet werden. Diese
Charakteristika treffen auf die Wissenschaft Mathematik nicht zu, werden doch mathe-
matische Erkenntnisse offen verbreitet und sind jedermann jederzeit frei zuga¨nglich. Dass
Mathematik als objektiv offene und freie Wissenschaft wegen der genannten epistemologi-
schen Barrieren paradoxerweise subjektiv fu¨r eine Lernperson unversta¨ndlich und geheim-
sprachlich wirken kann, bezeichne ich daher als Geheimsprachen-Metapher (Belief).
Wa¨hrend Geheimsprachen absichtsvoll ihre Botschaften so verschlu¨sseln, dass sie als un-
versta¨ndliche Zeichenfolgen geschu¨tzt werden, stellt das Geheimsprachen-Gefu¨hl gegenu¨ber
dem Lernen von Mathematik einen unwillkommenen affektiven Nebeneffekt im Lernprozess
dar.
Geheimsprache – Gemeinsprache – gemeinsame CAS-Sprache. CAS sind ku¨nst-
liche theoretische (Programmier)Sprachen, die insbesondere darauf abzielen mathemati-
sche Wissensdomainen zu implementieren und dabei den obigen Obligaten genu¨gen; sie
sind daher auch rational rekonstruierte Wissenschaftssprachen. Aus semiotischer Sicht hat
ein Wort einer Sprache drei Dimensionen56: eine syntaktische, eine semantische und eine
53als verpflichtende Vorstellung
54Lorenzen [159, S. 24 ff] bezeichnet eine solche ku¨nstlich konstruktiv aufgebaute Sprache als Ortho-
sprache, die zu ihrer Beschreibung benutzte Sprache als begru¨ndende Parasprache.
55vgl. [a. a. O., S. 24–27]
56vgl. z. B. Bochenski [19, S. 39 ff]
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pragmatische.
pragmatisch: in Relation zum Mit-Menschen
↗
Wort(Symbol) ◦ −→ semantisch: in Relation zur Bedeutung
↓
syntaktisch: in Relation zu anderen Worten
In Bezug auf ein CAS zielt die pragmatische Komponente auf die Kommunikation von
Mensch und Maschine: Der CAS-Dialog kommt in Gang durch Notation (selbst) hinge-
schriebener Bezeichner (identifier) im Eingabeeditor des CAS. Die Antwort des CAS er-
folgt i. d. R. mit mathematiknahen Bezeichnungen und ha¨lt dadurch den Dialog in Gang.
Insofern ist ein CAS-Dialog modellhaft fu¨r einen wissenschaftlichen Dialog in einer Wis-
senschaftssprache, der Umgang mit CAS ist die partielle Einu¨bung in wissenschaftliche
Rede und macht einen Teil ihrer didaktischen Relevanz aus.
Ein Wort (Symbol) ist auch ein Signum, d. h. es hat eine graphische Zeichengestalt. Es ist
a priori auch ein Signifikatum, d. h. es bezeichnet etwas. Jedoch: Ein Zeichen muss kein
Denotatum sein, d. h. es braucht nicht etwas zu bedeuten. Wie bei Pseudokennzeichnungen
sollte ein solcher Missbrauch in wissenschaftlichen Kontexten vermieden werden. Denn
wenn man keine Denotation vornehmen kann, kann man ein Symbol nicht entschlu¨sseln,
man versteht buchsta¨blich nichts. Diese Zusammenha¨nge werden u¨blicherweise in einem
semiotischen Dreieck diagrammatisch dargestellt:
Zeichen
↗↙semio.Dreieck↖↘
Bezeichnetes ←→ Bezeichnendes
Mit Fokus auf die Wissenskonstruktion ist aus mathematik-didaktischer Sicht das von
Steinbring vorgeschlagende epistemologische Dreieck von Bedeutung. Darin wird das Si-
gnifikatum durch den Referenzkontext, in dem ein Begriff gelernt wird, ersetzt:
Begriff
↗↙epist.Dreieck↖↘
Referenzkontext ←→ Symbol
Diese Situation ko¨nnen wir im CAS isomorph abbilden, indem als Referenzkontext z. B.
die Funktionsdefinition bzw. der Prozedurko¨rper eines Algorithmus verwendet wird. Fu¨r
den Begriff der Linearkombination mit dem Bezeichner LinKomb ergibt sich damit z. B.
das folgende CAS-epistemologische Dreieck fu¨r den Begriffserwerb:
Linearkombination
↗↙CAS.Dreieck↖↘
Prozedurko¨rper ←→ LinKomb
Im Prozedurko¨rper als Wissensblock kann die Semantik eines CAS-Begriffs aber expli-
zit eingesehen und damit (re)konstruiert werden. Im Unterschied zum epistemologischen
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Dreieck sind die benutzten Symbole jetzt aber exekutierbar, sie sind nicht an eine Bedeu-
tungsaushandlung mit Mitmenschen gebunden, ihre Bedeutungen ko¨nnen (auch) im Dialog
mit dem CAS selbst ausgehandelt (beobachtet) werden; es ist dieses Surplus, welches die
Bedeutung von CAS fu¨r den selbststa¨ndigen Lernprozess ausmachen kann. Die Mo¨glich-
keit zusa¨tzlich mit menschlichen Lernpartnern zu kommunizieren bleibt dabei erhalten.
Aus wissenschaftspropa¨deutischer Perspektive gestatten CAS-Re-Pra¨sentationen mathe-
matischer Konzepte damit die explizite Einu¨bung in die semiotische Diskrimination von
Zeichen, Bezeichnendem und Bezeichnetem.
Die beschriebenen Befunde u¨ber epistemologische Barrieren und Versta¨ndnisdefizite wur-
den in CAS-freien Lernumgebungen (Unterricht, Lehrveranstaltungen) beobachtet. Es ist
daher anzunehmen, dass der direkte U¨bergang von der Umgangssprache (
”
Gemeinspra-
che“57) zur formalisierten Wissenschaftssprache bzw. Formelsprache der Mathematik, die
beobachtete Effekte verursacht. Insofern ist zu untersuchen, ob der Einbezug einer Zwi-
schensprache (Parasprache) als gemeinsamer Pra¨zisionsplattform im Unterricht der linea-
ren Algebra die Geheimsprachen-Beliefs mildert bzw. ausra¨umt. Folgende Graphik ver-
deutlicht die Situation.
Formelsprache — Geheimsprache
∫ 2
1 e
x dx
formalisieren ↗ codieren ... m decodieren ↘ exekutieren ...
Symbolsprache — gemeinsame Sprache • int(e^x,x=1..2)
explizieren ↗ algorithmisieren ... m kommunizieren ↘verbalisieren, ...
Umgangssprache — Gemeinsprache Integral von e hoch x ...
Tabelle 3.3: Kommunikation u¨ber Mathematik in Umgangs-,
CAS-Symbol- und mathematischer Formelsprache. Die verschiede-
nen Ausdrucksformen sind am Beispiel einer Integralformel ver-
deutlicht.
In der reflektierten Nutzung von CAS als symbolischer Zwischensprache liegt daher ein
mo¨glicher Schlu¨ssel (Code), mathematische Konzepte und Formeln zu (de)codieren oder
versta¨ndig und kontrolliert zu (re)konstruieren. Daru¨ber wird genauer im na¨chsten Ab-
schnitt nachgedacht.
Anmerkungen.
1. Freudenthal [102, S. 557 ff] befasst sich im letzten Kapitel (§19) seiner Mathematik als
pa¨dagogische Aufgabe mit der Logik. Dabei unterscheidet er das Schematisieren (vgl.
APOS) und das Formalisieren:
57Ich benutze hier eine treffende Wortwahl von Wille [209].
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Das Denken a¨ußert sich nach außen sprachlich, und weitgehend ist es auch ein Mit-sich-selbst-
sprechen. [...] Ich mo¨chte, wo das Denken im engeren Sinne Gegenstand der mathematisierenden
Ta¨tigkeit ist, vom Schematisieren sprechen; wo das sprachliche Formulieren einen mathema-
tischen Charakter annimmt, also das Streben nach einer mathematisch einwandfreien Sprache
bemerkbar ist, will ich vom Formalisieren sprechen. [a. a. O., S. 558]
Auch er unterscheidet drei nebeneinander genutzte Sprachen: zwischen Gemeinsprache,
der Formelsprache als
”
der mathematischen Sprache um die Formeln herum“ [a .a. O.,
S. 583] und einer formalisierten Sprache. [a. a. O., S. 583 ff] und bemerkt [a. a. O.,
S. 584]:
”
Dies bewusste Manipulieren der Sprache muss obendrein allerlei zur Spracher-
ziehung im Allgemeinen beitragen“. Die Formelsprache nennt er auch
”
halbformalisierte
Zwischenform der adaptierten Umgangssprache“ oder eine
”
zu mathematischen Zwecken
zurechtgestutzte Version der Umgangssprache“, vgl. [a. a. O., S. 587].
Die Symbolsprache des CAS ist i. d. S. eine weitere Zwischenform bzw. ein Ausschnitt
der formalisierten Sprache, d. h. in obiger Sprachenpyramide zunehmender Pra¨zisierung
ist als oberster Schlussstein die formalisierte Mathematiksprache zu denken. Die Sym-
bolsprache des CAS benutzt (derzeit) keine 2-dimensionalen Symbole und hat in ihrer
Zeilenorientiertheit eine gro¨ßere Na¨he zur Umgangssprache, ihre Pra¨zision aber ist die
einer formalisierten Sprache. Die Einu¨bung in CAS ist daher auch ein Stu¨ck Einu¨bung
in die Pra¨zision einer formalisierten Sprache.
2. Um den Ver- und Entschlu¨sselungscharakter von Symbolsprache und Formalsprache,
insbesondere bei den mentalen Kapselungen von Definitionen und Prozessen, zu beto-
nen verwende ich in Aufgabenstellungen58 oft die Gegensatzpaare chiffrieren und de-
chiffrieren oder codieren und decodieren oder komprimieren und expandieren bzw. zipen
und entzippen als vertraute Prozesse des PC-Handlings. Auch Freudenthal bemerkt die
geheimsprachliche Komponente der Symbolsprache, ohne dies explizit so zu nennen. So
heißt es z. B. im Zusammenhang einer syntaktisch-sensiblen Bemerkung zum Konzept
der Gro¨ßenordnung [a. a. O., S. 497]:
In der analytischen Zahlentheorie kennt man [..] die Landauschen O und o, aber dem mo-
dern mathematisch-sprachlich Gebildeten wird es bei dieser Symbolik mit falsch verwendetem
Gleichheitszeichen, falsch angedeuteten Funktionen und geheimnisvollen Variablen unheimlich
zumute59. (f(x) = O(g(x)) bedeutet nicht, daß f(x) gleich dem Wert einer Funktion O fu¨r
das Argument g(x) ist, sondern daß f(x)/g(x) fu¨r große x beschra¨nkt bleibt.) [a. a. O., S. 497]
3. Die Beobachtung, dass Formeln aus umgangssprachlichem Klartext einen Geheimtext
machen ko¨nnen, verweist auf die mo¨gliche Entschlu¨sselungswirkung von CAS, denn die-
ses kann die syntaktisch richtig aufgeschriebene Formel wieder zum Leben erwecken,
d. h. kommunikationsfa¨hig machen. Im CAS kann man wie in der Mathematik selbst
diesen Prozess der ku¨nstlichen Konstruiertheit von Symbolen und Formeln stellver-
tretend lernen und so die wissenschaftliche Methode der Formalsprachenkonstruktion
58vgl. z. B. Lindner, Lernparcours Matrizen und Prozesse I
59Hervorhebung von mir. W.L.
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anbahnen. Insofern wird das CAS
”
zum Tanz mit der Symbolsprache“, zur herabgelas-
senen Zugbru¨cke, die eine Verbindung zum formalisierenden Mathematisieren herstellen
hilft.
4. Die umgangssprachliche Lautgestalt eines Konzeptes wird abgebildet in der Schreibform
einer CAS-Zeile. So wie man (mathematisch) spricht und etwas damit meint, so schreibt
man im CAS und das Gemeinte (die Semantik) wird u¨ber die CAS-Syntax verstanden
oder nicht: Die gelingende Kommunikation mit dem CAS wird zum Kommunkationsmo-
dell fu¨r das Nachdenken u¨ber eine mathematische Formel, zur CAS–konstruktiven Sinn-
erzeugung. Die Reaktion des CAS zeigt dabei, ob und wie ein sinnvoller Dialog zustande
gekommen ist. Darauf gru¨ndet sich die Hoffnung fu¨r einen sinngebenden Versta¨ndigungs-
prozess mit dem CAS. Ein CAS interpretiert die mathematische Sprache des Benutzers
und ist/heißt daher sinnvollerweise auch
”
Interpreter“. Im einem letzten Schritt wird
man die Zwischensprache des CAS nicht mehr beno¨tigen und als professioneller Ma-
thematiker direkt in der mathematisch-formalisierten Wissenschaftssprache formulieren
ko¨nnen.
5. Bardy (in [52]) vergleicht den Erwerb zentraler Begriffe der Linearen Algebra mit dem
Lernen einer Fremdsprache. Dieser Vergleich - und auch der eines CAS - mit einer
Fremdsprache hinkt: Denn Fremdsprachen sind - im anderem kulturellen Kontext -
natu¨rlich gewachsene Umgangssprachen und keine ku¨nstlichen Sprachen. Die Sprache
der Linearen Algebra ist dagegen eine wissenschaftliche Formalsprache, ihr Lernen folgt
daher anderen Gesetzen, mathematisches Versta¨ndnis gewinnt man nicht wie das Lernen
von Vokabeln. Wenn man z. B. weiß, das
”
span“ mit
”
Linearkombination“ zu u¨bersetzen
ist, so ist die eigentliche Bedeutung des Begriffs selbst mit dieser U¨bersetzung nicht
erfasst.
6. Im Sinne von Wittgenstein ko¨nnte man vielleicht formulieren: Alles was sich schul-
mathematisch klar sagen la¨sst, la¨sst sich CAS-sprachlich klar sagen. Was man CAS-
sprachlich nicht klar und einfach formulieren kann, davon sollte man schulisch schwei-
gen.
7. Wa¨hrend die wissenschaftliche Pra¨zision mathematischer Begriffe als Explikation im
CAS erfolgen kann, ist die gesprochene Umgangssprache Medium (Parasprache i. S. v.
Lorenzen) der (Selbst-)Reflexion u¨ber die geschriebene CAS-Sprache. Neben der Spra-
che des Lehrers bietet sie eine zweite parallele Unterrichtsprache zur Versta¨ndigung und
Verstehen mathematischer Konzepte an. Insofern dient sie der Auflo¨sung des begrifflich-
en Nebels und erfu¨llt damit neben ihrer genuin wissenschaftlichen Aufgabe auch eine
zutiefst humane.
8. Ein CAS erlaubt die Manipulierbarkeit und Spielbarkeit mit begrifflich-mathematischen
Kalku¨len, man vergleiche dazu die oben gezeigte Implementation des Vektorkalku¨ls.
Dabei wird das Ringen mit dem CAS zum Ringen mit der eigenen Expressivita¨t, d. h.
zum Bemu¨hen um ein tiefes statt eines oberfla¨chlichen Versta¨ndnisses, um ein Verstehen,
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das analog dem formalsprachlichen Versta¨ndnis eine Klarheit bis ins letzte syntaktische
Detail erfordert. Erst dann reagiert ein CAS in zufrieden stellender Weise.
9. Robert [179, S. 130] bemerkt in ihren Untersuchungen u¨ber Konzeptualisierungsebenen
ebenfalls die verschattende Wirkung der formalisierenden Fachsprache in der Linearen
Algebra:
Diese Formalisierung [...] macht nicht nur das Arbeiten auf einer neuen Ebene der Konzeptua-
lisierung mo¨glich, sondern erlaubt es auch neue Probleme anzugreifen, die ohne diese Forma-
lisierung nicht zuga¨nglich wa¨ren. Allerdings kann sich diese Formalisierung fu¨r die Lernenden
als vollsta¨ndig opak erweisen und ihre Nutzung kann folglich die Quelle eines bedenkenswerten
Bedeutungsverlustes sein. Tatsa¨chlich arbeiten wir nicht mehr mit Vorstellungen: ihrem We-
sen nach verdeckt das Formale, Vereinheitlichende, Verallgemeinernde die Bilder, die mit der
vorherigen mathematischen Sprache verbunden waren, aber dies ist genau einer ihrer denko¨ko-
nomischen Vorzu¨ge.
Hierbei werden
”
geometrische“ Sprachmittel (z. B. Ebene im Anschauungsraum), al-
gebraische Ausdru¨cke (z. B. die LGS-Repra¨sentation einer Ebene), abstrakte Begriffe
(z. B. Vektorraum) und metaphorische Sprachbilder (z. B. Funktionenraum) zusam-
men mit diversen Repra¨sentationsformen graphischer, tabellarischer und symbolischer
Form virtuos miteinander verwoben. Abschließend bemerkt Dorier [52, S. 274] daher
zu Recht:
Dozent und Text bewegen sich fortwa¨hrend zwischen diesen Sprachen, Registern und Darstel-
lungsformen ohne die notwendige Zeit zu geben, um diese Konvertierungen zu festigen und ihre
Gu¨ltigkeit zu diskutieren. Man scheint zu unterstellen, dass diese Umwandlungen ’natu¨rlich’ und
offensichtlich sind und u¨berhaupt keiner konzeptuellen Arbeit bedu¨rfen.
Fazit. Dorier [52, S. 274] zieht daher das Fazit: Die
”
Lineare Algebra ist ein ’explosives
Gemisch’ aus Sprachmitteln, Hintergru¨nden und Repra¨sentationsmitteln60.“ Wie diese dro-
hende Sprachverwirrung durch Einsatz einer didaktisch geeigneten CAS-Sprache als Zwi-
schensprache gemildert werden ko¨nnte, wurde bereits ansatzweise aufgezeigt. Im na¨chsten
Kapitel werden weitere Vorschla¨ge aus der Forschung zur Lo¨sung der Problematik darge-
stellt und diskutiert.
3.2.3 Die Chama¨leonbarriere
The teaching of linear algebra at a university level is almost universally regarded as a frustrating
experience for instructors and students alike. Hillel [127, S. 191]
Auch die Untersuchungen von Hillel [127] besta¨tigen61 die oben aufgezeigten epistemo-
logischen Barrieren und die entta¨uschenden Lehrresultate. Er weist in einer Fallstudie
aber zusa¨tzlich nach, dass der Gebrauch paralleler Repra¨sentationssprachen zur Vermitt-
lung geometrischer Sachverhalte und die damit notwendigen U¨bersetzungen zu zusa¨tzli-
chen mentalen Versta¨ndnisproblemen in der Linearen Algebra fu¨hren. Dies wird an zwei
60Alle fremdsprachliche U¨bersetzungen von mir (W.L.) – falls nicht ausdru¨cklich anders gesagt.
61vgl. [127, S. 191 unten]
3.2. Versta¨ndnis-Barrieren in der Linearen Algebra 151
Pha¨nomenen verdeutlicht: am Vektorkonzept und bei der Basisdarstellung von Vektoren
und linearen Abbildungen.
Im Folgenden beschreibe ich kurz die visuellen und symbolischen Repra¨sentationsformen
der betrachteten mathematischen Objekte Vektor bzw. Basisdarstellung, beschreibe die be-
obachteten Barrieren und ihre Reproduktion in einem eigenen Kurs. Anschließend disku-
tiere ich mo¨gliche Ursachen und stelle einen CAS-gestu¨tzten Lo¨sungsvorschlag zur U¨ber-
windung der Repra¨sentationsbarriere vor. Die hier wirkende Barriere bezeichne ich aus
Gru¨nden, die spa¨ter erkennbar werden, als
”
Chama¨leonbarriere“.
Beschreibungssprachen
Mit Hillel62 kann man drei verschiedene Beschreibungssprachen fu¨r Konzepte der Linearen
Algebra unterscheiden, die nach seinen Befunden Ursachen konzeptueller Lernschwiergkei-
ten sein ko¨nnen: es sind dies
– eine geometrisch-visualisierende Gemeinsprache, die z. B. vom 2-dimensionalen An-
schauungsraum, Richtungs- und Ortsvektoren, Punkten und Abbildungen spricht und
zeichnet; sie dient der Veranschaulichung und intuitiven Vorstellung der Konzepte mit
(
”
analytisch“) oder ohne (
”
synthetisch“) Benutzung von Koordinaten(systemen). We-
sentliche Operationen sind die anschauliche Parallelogrammregel zur Addition von Vek-
toren sowie die Streckung eines Vektors.
– eine algebraisch-konkrete Formelsprache, die z. B. von n-Tupeln X, dem n-Tuple-Raum
Rn und Matrizen T spricht und intuitiv komponentenweise rechnet; hier werden die an-
schaulichen Konzepte algebraischen Berechnungen zuga¨nglich gemacht, wobei Vektoren
und Punkte i. d. R. mit der Koordinatenspalte identifiziert werden.63
– eine formal-abstrakte Symbolsprache, die z. B. von Vektor v, Vektorraum V oder linearem
Operator T axiomatisch spricht und argumentiert; sie reflektiert die voll-ausgebaute
professionelle mathematische Theorie.
Will man im Lernprozess das formalsprachliche abstrakte Level anstreben, so sind die
anderen Beschreibungmittel u¨bliche Konkretisierungen (nach Harel) wa¨hrend der Abfol-
ge horizontaler und vertikaler Mathematisierungsphasen zum Wissensaufbau. Die dabei
notwendigen Repra¨sentationswechsel zwischen den drei Beschreibungsebenen bieten nach
Hillel jedoch erhebliche Barrieren fu¨r den Lerner. Dazu einige Beispiele.
62vgl. aber auch z. B. [4, S. 89], wo zwischen Vektorsprache, Pfeilsprache und Punktsprache differenziert
wird.
63vgl. z. B. [4, S. 89] ”Wenn wir im Folgenden von einem Pfeil
−→x sprechen, meinen wir nichts anderes
als den Vektor −→x = (x1x2), den wir uns vorteilhaft als jenen Punkt P mit dem Koordinatentripel (x1, x2, x3)
bzw. als Pfeil vom Nullpunkt nach P vorstellen.“ oder [22, S. 3] ”Ein Punkt oder Vektor in R
n ist ein
n-Tupel reeller Zahlen [...]. Zwei n-Tupel (Punkte, Vektoren) sind [..]“ oder [13, S. 196] ”Ein Punkt und ein
Vektor haben dieselben Koordinaten“ oder [193, S. 5] ”Es besteht eine perfekte U¨bereinstimmung zwischen
dem Spaltenvektor und dem Pfeil vom Ursprung zu dem Punkt, wo der Pfeil endet.“
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Beispiel 1: Vektorbegriff. Die physikalisch motivierte Pfeildar(vor)stellung im synthe-
tischen Anschauungsmodus wird leicht bru¨chig: So zeichneten fast alle Schu¨ler, die einige
Vektoren −→x = (x1
x2
)
mit der Nebenbedingung x1 +x2 = 1 darstellen sollten, die Gerade mit
der Gleichung x2 = −x1 + 1 und hielten fa¨lschlicherweise ”Richtungs-Vektoren“, die sie
auf die Gerade zeichneten, fu¨r die Lo¨sung - anstatt Ortvektoren zu zeichnen, die vom Ur-
sprung zu End-Punkten auf der Geraden zeigten. Im Koordinatenmodell des Tupelraumes
wurden die Koordinatenachsen nicht als von den Einheitsvektoren erzeugt erkannt und
andere Basen als die kanonische Basis wurden widerwillig akzeptiert. Selbst nach Wahl
eines synthetischen DGS (Cabri) wurden rein geometrische Aufgaben dennoch analytisch
in Koordinatensystemen angegangen. A¨hnlich wie auch von Harel beobachtet, wird an-
schaulichen
”
Gedanken“-Skizzen oft die intendierte Konzeptvorstellung nicht entnommen,
sondern nur die vordergru¨ndige Darstellung betrachtet:
[..] der Bezug auf ein geometrisches Bild meint eine Art Methaper fu¨r den allgemeinen Fall.
Die Lernenden jedoch scheinen solche Illustrationen oft wo¨rtlich zu nehmen. Sie operieren in der
’Bild-Haben-Ebene’ statt auf der ’Eigenschaft-Beobachten-Ebene’. [..] D. h. sie fokussieren auf
das Objekt der Metapher (’eine Projektion in einem Euklidischen Raum ist..’) anstatt auf seine
Eigenschaften (’eine Projektion in einem Euklidischen Raum ist wie..’). [a. a. O., S. 199]
Alle diese Beobachtungen weisen auf Retardierungen in Prozessvorstellungen hin, die auf
unfertigen bzw. ineffektiven Aktionserfahrungen aufbauen. Ein wirksame reflexive Abstrak-
tion vermag sich so nicht einstellen.
Die folgende U¨bersicht fasst diese U¨berlegungen zusammen:
abstrakter Modus:
Sprache der allgemeinen Theorie;
Vektorraum V , Transformationen
T , ...
Vorteil: allgemeine Konzepte
Nachteil: nicht direkt vermittelbar
↗↙Sprachmodi↖↘
geometrischer Modus:
Anschauungs ebene
raum
Ed, d = 2 bzw.
d = 3; Punkte, Richtungsvektoren,
Ortsvektoren, Abbildungen, ...
Vorteil: intuitiv anschaulich
Nachteil: synthetisch; nicht explizit,
fehldeutungsanfa¨llig
←→
algebraischer Modus:
n-Tupel-Raum Rn, Matrizen
Rmxn, ...
Vorteil: das explizite
Standard-Modell
Nachteil: koordinatenabha¨ngig,
Isomorphieprobleme
Beispiel 2: Basisdarstellung. In einer Fallstudie beschreibt Hillel den Lo¨sungserfolg von
Studenten in einer Folge von Tests, deren Problemstellungen insbesondere die Matrixdar-
stellungen von linearen Abbildungen behandeln. Hier sind drei ausgewa¨hlte Aufgaben:
A: Sei T : R2 → R3 eine lineare Abbildung, repra¨sentiert durch die Matrix A =
[
7 −3
2 1
8 0
]
mit
Bezug auf die Basis {(2, 1), (5, 3)} des R2 und {(1, 0, 1), (1, 1, 0), (1, 1, 1)} des R3. (i) Zeige:
T (2, 1) = (17, 10, 15). Wie lautet T (5, 3)? (ii) Schreibe (1, 0) und (0, 1) als Linearkombina-
tionen von (2, 1) und (5, 3). (iii) Bestimme die Matrixdarstellung von T mit Bezug auf die
Standardbasen von R2 und R3.
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Abbildung 3.31: Kommunikation u¨ber Vektoren bzw. Transformationen in
drei verschiedenen Repra¨sentationssprachen nach J. Hillel. Links: syntheti-
scher Anschauungsraum. Rechts: algebraisch-analytischer Koordinatenraum.
B: Sei T : R3 → R3 eine lineare Abbildung, repra¨sentiert durch die Matrix A =
[
1 2 3
3 4 5
6 7 8
]
mit
Bezug auf die Basis {(1, 1, 1), (2, 1, 0), (0, 5, 6)} des R3. Bestimme T (1, 1, 1).
C: Sei T : R3 → R3 eine lineare Abbildung, repra¨sentiert durch die Matrix A =
[
1 −1 0
0 1 −2
7 0 3
]
mit Bezug auf eine Basis {e1, e2, e3}. Bestimme die Matrix von T in der Basis {f1, f2, f3},
wobei f1 = e1− e2, f2 = e2 + e3, f3 = e1 ist.
Die Ergebnisse sind – bis auf C – desillusionierend; so geben auf die einfache Frage B mehr als die Ha¨lfte der
Probanden u¨berhaupt keine Antwort, nur 10 % lo¨sen die Aufgabe richtig. Selbst die vorgegebene Lo¨sung
in A.i wird von weniger als der Ha¨lfte erzielt wie auch die elementare Aufgabe A.ii:
Test TN r nb Art des Tests
A 18 [nur (i): 8; nur (ii): 8]; 4 2 Abschlussarbeit
B 29 3 17 U¨bungsaufgabe zu Beginn des 2ten
Semesters; Zusammenarbeit mit den
Nachbarn zugelassen
C 22 17 Wiederholungstest
Tabelle 3.4: Erfolgsbilanz in den 4 Testaufgaben von Hillel:
r = richtig gelo¨st; nb = nicht bearbeitet.
Aus der Evaluation glaubt Hillel auf das Vorliegen einer epistemologischen Barriere schließen zu ko¨nnen,
denn als ”Hauptfehler erwies sich die Vorstellung, eine Matrixspalte als Bild des entprechenden Basisvek-
tors zu nehmen.“, also z. B. T ([1, 1, 1]) = [1, 3, 6] und ”nicht Darstellungen dieser Bilder bezu¨glich einer
Basis. Die Schwierigkeit wird versta¨rkt durch die Tatsache, dass dies im Falle der kanonischen Basis eine
korrekte Interpretation ist.“, vgl. [a. a. O., S. 204]. Dass mit C eine ”abstraktere“ Problemstellung
64
erstaunlicherweise von 80 % Studenten korrekt gelo¨st wird, verlangt nach einer Erkla¨rung und wird zu
einer didaktischen Design-Konsequenz fu¨r den Entwurf der CAS-Lerntrajektorie fu¨hren.
Nach der hier vertretenen APOS-Lerntheorie hatten die Studenten keine wirksame
64zu der vom Autor in der zitierten Vero¨ffentlichung eine fehlerhafte Lo¨sung pra¨sentiert wird
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Konzeptvorstellung konstruiert und verharrten in einem Pra¨-Prozessstadium, da nicht einmal iso-
lierte Aktionen mit den vorliegenden Objekten versta¨ndig ausfu¨hrbar waren. Da die Lernenden
aber von diesen Begriffen reden, als ob sie diese verstanden ha¨tten, diagnostiziere ich die Bildung
einer Pseudo-Konzeptvorstellung i. S. v. Vinner.
Nachfolgend forsche ich zuna¨chst nach den Ursachen dieser
”
Repra¨sentationsbarriere“ und
ziehe daraus didaktische Konsequenzen fu¨r die Grundlegung des geometrischen (analyti-
schen) Teils der CAS-Lerntrajektorie. Nach der Konstruktion einer CAS-Mikrowelt, inner-
halb derer ein barrierenfreier Wissenserwerb ermo¨glicht werden soll, studieren wir mo¨gliche
Lo¨sungen obiger Aufgaben in der CAS–Mikrowelt und analysieren die obigen Fehlvorstel-
lungen zu A, B und C in diesem Rahmen vertieft.
Die Repra¨sentationsbarriere
Wa¨hrend der Repra¨sentationswechsel zwischen synthetisch-anschaulichem und analytisch-
algebraischem Darstellungsmodus einfach durch die Wahl eines Koodinatensystems er-
folgt, erweist sich nach Hillel der Wechsel vom abstrakten zum algebraischen Modus als
versta¨ndniskritisch: Dabei stellt sich die basisabha¨ngige Repra¨sentation von Vektoren oder
linearen Transformationen als ein Haupthindernis heraus. Denn die gewohnte Identifikati-
on von Vektoren bzw. linearen Abbildungen mit Zahlen-Tuplen wird dadurch erschu¨ttert,
dass das gleiche Objekt (z. B. ein Vektor) durch verschiedene n-Tupel dargestellt werden
kann -
”
diese Ambivalenz kann auf Lernerseite das komplette individuelle Vektorkonzept
zersto¨ren.“, vgl. [a. a. O., S. 201]. Ein solches Objekt der individuellen Ontologie ist nun
nicht mehr direkt anschaubar, sondern durch seine aktuellen Koordinaten verhu¨llt – sozu-
sagen
”
chama¨leonisiert“:
Weil die Darstellungen [von Vektoren und Operatoren] i. a. nicht eindeutig sind und von der Wahl
einer speziellen Basis oder eines Koordinatensystems abha¨ngen, ist das Versta¨ndnis einer solchen
Abha¨ngigkeit von einer Basis (und implizit: zu verstehen, was invariant bleibt) eine große Heraus-
forderung fu¨r Lernende. Sie mu¨ssen nicht nur in der Lage sein eine Matrixdarstellung bezgl. einer
gegebenen Basis eines gegebenen Operators zu finden, sondern mu¨ssen auch u¨ber Matrixdarstel-
lungen linerarer Operatoren als Gegensta¨nde einer Untersuchung sui generis nachdenken ko¨nnen
[...] [a. a. O., S. 199]
Punkte, Vektoren und Transformationen sind mathematische Objekte, Basisdarstellungen
und Basiswechsel dieser Objekte sind dagegen linear-algebraische Prozesse (Algorithmen),
die prinzipiell an der Seinsform (Ontologie) dieser Objekte nichts a¨ndern - wohl aber ihre
Erscheinungsform. Das kann so irritierend sein wie Pseudokennzeichnungen oder implizite
Darstellungen. Wa¨hrend aus unserer Perspektive daher zuna¨chst nur ein bru¨chiges Pro-
zessversta¨ndnis aus dem Misslingen der Lo¨sungsversuche abgelesen werden kann, vermutet
Hillel die Existenz und das Wirken einer epistemologischen Barriere:
Man ist versucht mit Piaget zu sagen, dass die Aktivita¨t der Darstellung einer linearen Abbildung
durch eine Matrix bezgl. einer Basis nicht als Operation internalisiert worden sei. Jedoch weist
die Hartna¨ckigkeit des Fehlers bei dieser Art von Problemen auf die Existenz einer Barriere, die
mehr konzeptueller Art ist und nicht nur ein Problem der Operationalisierung einer Prozedur.
[a. a. O., S. 205]
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Hillel argumentiert dabei fu¨r die Existenz von zwei epistemologischen Barrieren, die letzt-
lich in der Benutzung von verschiedenen Beschreibungssprachen wa¨hrend der Lernphasen
wurzelt:
• eine Anschauungsraum-Barriere, die aus der gewohnheits(u¨ber?)ma¨ßigen Nutzung
des Anschauungsmodus und des kartesischen Koordinatensystems herru¨hrt
• eine Tupelraum-Barriere, die in der algorithmischen Nutzung des Rn (der - mit Recht
- als das paradigmatische Modell eines endlich-dimensionalen Vektorraumes dient)
und der zugeho¨rigen (linear-) algebraischen Lo¨sungsmethoden gru¨ndet.
Er schreibt dazu [a. a. O., S. 205]:
In einem klassischen Aufsatz u¨ber epistemologische Barrieren hat Brousseau (1983 und 1997)65
ero¨rtert, dass ein mathematischer Begriff dann gelernt wird, wenn er mit anderen Begriffen ver-
knu¨pft ist und wenn er nutzbar ist und auch tatsa¨chlich zur Lo¨sung einer Reihe von Problemen
herangezogen wird, welche den Begriff mit Bedeutung aufladen. Wenn daru¨ber hinaus ein Begriff
gut funktioniert und dies fu¨r eine la¨ngere Zeit, nimmt er eine Bedeutung an, die seine Modifi-
kation, Generalisierung oder Verwerfung erschwert. Daher sehen wir in einem typischen Lineare
Algebra-Kurs zwei Arten von epistemelogischen Barrieren. Die erste stammt von der ’Vertrautheit’
der Lerner mit der analytischen Geometrie und dem Standard-Koordinatensystem [..] und wirkt
als Barriere, an eine Basis zu denken (anstatt an die Achsen) und u¨ber die Notwendigkeit, die
Basis zu wechseln. Die andere Barriere entsteht, weil die Studenten Begriffe lernen, die speziell mit
dem Rn verknu¨pft sind. Diese Begriffe lo¨sen eine Vielfalt von Problemen, die direkt oder indirekt
mit dem zentralen Begriff eines linearen Gleichungssystems verknu¨pft sind. Folglich wird dieses
algebraische Level selbst zur Barriere beim Lernen der allgemeinen Theorie und bei der Akzep-
tanz anderer Arten von Objekten wie Funktionen, Matrizen oder Polynomen als Vektoren. Dieses
Pha¨nomen ist wieder nicht spezifisch fu¨r die Lineare Algebra, sondern tritt in der Mathematik mit
Regelma¨ßigkeit auf, wenn man das Allgemeinheitsnivaeu anhebt.
Die Situation scheint paradox: Wa¨hrend die LACSG-Empfehlungen und die TLAG-Befunde
eine unterrichtliche Ausweitung analytisch-anschauungsgeometrischer Aktivita¨ten im Ko-
ordinatenraum als fo¨rderlich ansehen, wird eben darin von Hillel die Ursache von tiefgrei-
fenden Versta¨ndnisproblemen beim Erwerb linear-algebraischen Wissens gesehen.
Diese Problematik ist aber erst entscheidbar, wenn die in Frage stehenden algorithmischen
Prozesse seitens der Studenten verstanden und effektiv ausfu¨hrbar sind. Erst danach ko¨nnte
u¨ber weitere tieferliegende konzeptuelle Ursachen gemutmaßt werden. Bis dahin sollte man
zuna¨chst Fehler konzeptioneller Art vermuten, d. h. Fehler im Design der Lerntrajektorien
bzw. der dahinterliegenden genetischen Dekompositionen suchen bzw. vermuten. Analy-
siert man vorliegende empfohlene Lerntrajektorien zur elementaren Linearen Algebra, wie
sie in schulischen bzw. universita¨ren Lehrbu¨chern manifestiert sind, so stellt man eine gra-
vierende Problematik fest: Will man geometrische Objekte, wie Geraden oder Ebenen, die
nicht durch den Nullpunkt verlaufen darstellen, so beno¨tigt man zur algebraischen bzw.
geometrischen Beschreibung der geometrischen Objekte affine Begiffsbildungen, wa¨hrend
65 vgl. Brousseau, G.: Les obstacles e´piste´mologiques et les proble`mes en mathe´matiques.Recherches
en Didactique des Mathe´matiques, 4 (2), S. 164–198 und Theory of didactical situations in mathematics.
Dordrecht: Kluwer 1997.
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lediglich linear-vektorielle Konzepte zur Verfu¨gung stehen. Zwar lassen sich solche Objekte
im Anschauungsraum intuitiv repra¨sentieren und auch im algebraischen Modus im Koordi-
natenraum durch Koordinatengleichungen beschreiben, aber eine abstrakt-vektorielle Re-
pra¨sentation scheitert mit den vorhandenen begrifflichen Mitteln, da das beno¨tigte Konzept
des affinen Raumes nicht vorliegt. Dieses wird zwangsla¨ufig auch in universita¨ren Lehrwer-
ken erst nach der Vektorraumtheorie behandelt (wenn u¨berhaupt), vgl. z. B. Bro¨cker [22,
S. 240–244] oder Kramer [140, S. 107–132] oder Kersten [136, S. 222-227].
Ich skizziere daher zuna¨chst im Rahmen einer genetischen Dekomposition den mathema-
tischen Hintergrund und analysiere im Anschluss ausgewa¨hlte Lehrwerke auf mo¨gliche
Designfehler, die im angestoßenen Lernprozess zu obiger Repra¨sentationsbarriere fu¨hren
ko¨nnten. Abschließend konkretisiere ich die vorgelegte Dekomposition zu exemplarischen
Fragmenten einer CAS-gestu¨tzten Lerntrajektorie.
Zur Modellierung des Anschauungsraumes als affiner Raum
Die mathematische Repra¨sentation der Geometrie des Anschauungsraumes, soweit er fu¨r
die Schule von Belang ist, ist der affine Raum. Die zugeho¨rige Begriffsbildung ist avanciert
und beno¨tigt das Operieren einer Gruppe auf einer Menge. So definiert z.B. Dombrowski
[49, S. 171]:
Definition: Ein m-dim. R-affiner Raum (M,+, V ) besteht aus einer Menge M , einem m-dim.
R-VR V und einer einfach-transitiven Operation der additiven Gruppe des VR-es V auf M :
..+ .. : M × V −→M ((p, v) 7−→ p+ v). [...]
Erla¨uternd fa¨hrt er fort:
Die Elemente p ∈ M des R-affinen Raumes (M,+, V ) heißen Punkte, M sein Punktraum, die
Elemente v ∈ V Richtungsvektoren [...], das Operieren (p, v)→ p+ v wird zitiert als Abtragen
des Richtungsvektors v im Punkte p, und man nennt fu¨r p, a ∈M das Element q − p ∈ V 66 den
Verbindungsvektor von p nach q. [a. a. O., S. 172]
Entscheidend fu¨r die schulisch u¨bliche Elementarisierung ist nun folgende Erkenntnis ei-
ner zula¨ssigen Identifizierung des geometrischen Abtragungsprozesses und der algebraischen
Vektoraddition, die er meisterhaft wie folgt formuliert:
Zwischen dem Symbol fu¨r die Operation [des Abtragens] von V auf M (einem Pluszeichen) bzw.
dem fu¨r den Verbindungsvektor q − p [..] (einem Minuszeichen) einerseits und dem Symbol fu¨r
die Addition bzw. die Differenz von Vektoren im VR V andererseits wird typographisch nicht
unterschieden. Dies fu¨hrt bei sinnversta¨ndigem Gebrauch zu keinen Schwierigkeiten, bietet sogar
suggestive Vorteile [..].
”Goldene Regel“ des affinen Kalku¨ls: Alle syntaktisch sinnvollen Formeln u¨ber Punk-
te und Richtungsvektoren affiner Ra¨ume (M,+, V ), die fu¨r den speziellen affinen Raum V
selbst [..] richtig sind (und dort allein mittels Vektorrechnung in V verifiziert werden ko¨nnen)
gelten auch in beliebigen affinen Ra¨umen (M,+, V ).
Verantwortlich fu¨r die letztere Regel ist eine Isomorphie zwischen Abtragungsoperation bzw. Ver-
bindungsvektorbildung und Addition bzw. Differenzbildung im zugeho¨rigen Richtungsvektorrraum.
[a. a. O., S. 172]
66In seinen Ko¨lner Vorlesungen hatte er dafu¨r noch −→pq geschrieben, eine Bezeichnung die von Bro¨cker,
Kramer, Kersten und vielen Schulbu¨chern verwendet wird. Es ist bemerkenswert, dass P. Dombrowski
spa¨ter mit Bedacht auf eine neue Notion umsteigt. U¨ber mo¨gliche Gru¨nde reflektiere ich weiter unten.
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Diese mathematische Erkenntnis bietet die Grundlage fu¨r eine (schulische) Elementarisie-
rung, die nach Bro¨cker [22, S. 240]67 auch so formuliert werden kann:
Wa¨hlt man einen Ursprungspunkt o ∈M fest aus, so ist M [..] isomorph zu V [..]. Insofern bringt
die Betrachtung affiner Ra¨ume nichts Neues, alle Struktur steckt schon drin in dem Vektorrraum
[..] V . Allerdings, nicht jede in V sinnvolle Aussage ist auch sinnvoll als Aussage u¨ber M , nur
solche Aussagen, die von der Wahl des Ursprungspunktes unabha¨ngig sind [..].
In Analogie zu den Linearkombinationen von Vektoren beno¨tigt man zur expliziten Be-
schreibung der in Frage stehenden geometrischen Objekte noch sog. Affinkombinationen
von Punkten, die mit Hilfe baryzentrischer Koordinaten definiert werden, vgl. z. B. Dom-
browski [a.a.O., S. 173]:
(1) (t1, ..tn) ∈ Rn baryzentrisch :⇔ t1 + ...+ tn = 1
(2) Fu¨r ein Punkte-n-Tupel (p1, ...pn) ∈ Mn definiert man die Affinkombination von
(p1, ...pn) mit den baryzentrischen Koeffizienten
68 (t1, .., tn) ∈ Rn durch:
n∑
i=1
ti · pi := a+
n∑
i=1
ti · (pi − a)
mit a ∈M beliebig.
Ist nun wie im Koordinatenraum bzw. Anschauungsraum V = M = R3, so gehen diese
Konzepte ununterscheidbar ineinander u¨ber69 und eine (eigentlich strukturlose) Menge
tra¨gt nun zugleich doch eine algebraische Struktur - man muss also an M korrekterweise
zugleich als mit und ohne Struktur behaftet denken. Kramer [140, S. 111] fu¨gt daher einen
unterscheidenden Index aff ein
70:
Wir betrachten jetzt den Spezialfall V = Kn. In diesem Falle schreiben wir An(K) = A(Kn). Die
Elemente von Kn, d. h. die Vektoren, bezeichnen wir als n-Tupel x =
(
x1
..xn
) ∈ Kn und verstehen
darunter den entsprechenden Ortsvektor im Kn. Die Elemente von An(K) = A(Kn), d.h. die
Punkte, bezeichnen wir ebenfalls als n-Tupel mit dem Index aff , d.h. P =
(
x1
..xn
)
aff
∈ An(K) und
verstehen darunter den durch den Ortsvektor x =
(
x1
..xn
) ∈ Kn festgelegten Punkt von An(K).
67Den Verbindungsvektor bezeichnet er - wie auch viele Schulbu¨cher - als v = −→pq bzw. nach der Identi-
fikation auch als v = q − p.
68im Falle der affinen Unabha¨ngigkeit des Punktetupels auch als Koordinaten bezeichnet, vgl. z. B. [136,
S. 225]
69falls man nicht syntaktisch differenzierend aus ho¨herer Warte gegensteuert
70In Schulbu¨chern versucht man diese Unterscheidung dadurch nachzuahmen, dass ein Punkt P oft
als Zeilenvektor P (x, y) notiert wird und ein Richtungsvektor −→v als Spaltenvektor −→v = (xy), vgl. z. B.
[13, S. 195]. Warum man nach P z. B. kein Gleichheitszeichen setzt, bleibt unmotiviert. Gelegentlich
motiviert man die Unterscheidung von Punkt und Vektor auch wie folgt: ”Wenn wir geometrisch in der
Anschauungsebene denken und zeichnen, dann bezeichnen wir die Zahlen x, y als Koordinaten des Punktes
(x, y). Wenn wir algebraisch im Koordinaten”system“(ebene) denken und rechnen, dann bezeichnen wir
die Zahlen x, y als Koordinaten des Vektors
(
x
y
)
.“ Faktisch sind aber beides Objekte der gleichen Menge
R2 und nach der ”Goldenen Regel“ (s. o.) wird zudem spa¨ter spaltenweise ununterscheidbar mit Punkten
und Vektoren gerechnet.
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Anmerkungen:
1. Zeichnet man in der Anschauungs- oder Koordinatenebene einen festen Punkt P als Ur-
sprung aus, so mutiert die affine Anschauungs- bzw. Koordinatenebene zu einen punk-
tierten Vektorraum (
”
Tangentialraum“) und man kann wie gewohnt vektoriell rechnen
und zeichnen, vgl. z. B. Koecher [139, S. 4]:
Es sei E die anschauliche Zeichenebene und V die Menge aller von einem Punkt P von E
ausgehenden Pfeile71 . [..] V ist mit diesen beiden Verknu¨pfungen [Parallelogrammkonstruktion;
Streckung] ein Vektorrraum u¨ber E.
2. Falls man die gewu¨nschte mentale Vorstellung eines Punktes oder eines Vektors auch
ohne eine Zeichnung hervorrufen mo¨chte, so kann die Unterscheidung von Punkten und
Vektoren typographisch z. B. dadurch erfolgen, dass man die zugrunde liegende Menge
unterschiedlich bezeichnet, z. B.
”
ist“ nach [100, S. 16 ff] p ∈ Ed := Rd ein Punkt, aber
p ∈ Rd ein Vektor. Man
”
denkt“ bei Ed an die Anschaungs-Ebene bzw. den Euklidischen
Raum und bei Rd an die Reelle Koordinaten ebene
raum
. Eine andere Mo¨glichkeit ist p bzw. ~p
zu notieren; darauf sollte man wegen 3. jedoch verzichten.
3. Man beachte: In dieser Interpretation ist auch der Verbindungsvektor (
”
Richtungsvek-
tor“) v := q− p ein ursprungsbasierter Vektor und wird vom Nullpunkt aus gezeichnet.
Bei dieser Deutung steht der Verbindungsvektor dem Lerner eindeutig als ein mentales
Objekt vor Augen - die Auswahl eines Repra¨sentanten bzw. eine Klassenbildung (Iden-
tifizierung) oder A¨hnliches entfa¨llt. Damit ist eine kritische Versta¨ndnisbarriere, die aus
der Abstraktionsbarriere herru¨hrt, ausgera¨umt.
Bemerkung: Die Definition v := −→pq ist wegen v = q − p u¨berflu¨ssig und muss zu Re-
chenzwecken jeweils entpackt werden. Sie verstellt zudem durch die unno¨tige Kreation
eines neuen Symbols den einfachen algebraischen Kern der Gleichung v = q − p und
erschwert eine CAS-Implementation unno¨tig. Man weiß aus algebraischer Erfahrung,
dass bei Subtraktionen (Minuszeichen) die Reihenfolge eine Rolle spielt: mehr sagt das
Symbol −→pq auch nicht -
”
von p nach q“, d. h. man sieht in q − p die Spitze algebraisch
immer vorne - wie es bei vorne angespitzten Pfeilen eben u¨blich ist. Zugleich wird eine
mentale Belastung des Kurzzeitgeda¨chtnisses vermieden: −→pq + 2−→qp − −→pr beno¨tigt einen
Rechenschritt mehr als die schon algebraisch notierte Version (q−p)+2(p−q)− (r−p).
Vor allem aber: Die Notation −→pq verleitet dazu, den Pfeil zwischen p und q zu denken -
und dies ist nach obigen U¨berlegungen eine definitiv falsche Vorstellung.
4. Pointiert sollte man daher fachlich korrekt, aber schu¨lergema¨ß formulieren: Ein Vektor
ist (definiert als) die Differenz zweier Punkte. Ortsvektoren v = p − o = p sind damit
lediglich spezielle Vektoren.
5. Affinkombinationen kann man dann wie folgt von Linearkombinationen unterscheiden:
Eine Affinkombination von Punkten zu einem neuen Punkt hat immer die Koeffizien-
tensumme 1, wa¨hrend eine Linearkombination von Vektoren zu einem neuen Vektor
immer die Koeffizientensumme 0 hat.
71betonender Kursivsatz von mir. -w.L.
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Zusammenfassend ergibt sich daher die folgende genetische Dekomposition des Raumes
(Ebene) der Anschauung, die wir der Konstruktion von schulischen Lernarrangements zur
Linearen Algebra und Analytischen Geometrie mit Hilfe eines CAS zugrunde legen werden:
Punktmenge
M = Rd =: Ed
Vektorraum
V = Rd↘ ↙
affiner Raum
(Rd,+,Rd)
||
geometrische
Anschauung:
Ed als Modell de r
s
Anschauungs ebene
raumes↙ ↓ ↘
Punktrechnung
mit baryzentri-
schen Koordinaten
CAS-Implementation
des baryzentrischen
Kalku¨ls als Explizierung der
Abtragungsoperation
Vektorrechnung
mit ”Orts“vektoren
Die folgenden Abbildungen zeigen mit diesen Konzepten kompatible Repra¨sentationen in
den geometrischen Beschreibungssprachen der koordinatenfreien Anschauungsebene (geo-
metrischer Modus) und in der Koordinatenebene (algebraischer Modus) als geplantes Hand-
lungsfeld zur vorstellungsrobusten Konstruktion linear-algebraischen Wissens auf der Schu-
le. Abbildung 3.32 zeigt links die Anschauungsebene mit Auszeichnung eines Ursprungs,
damit ist dies eine korrekte Vorstellung eines Vektorraumes, der aus einem affinen Raum
entstanden gedacht werden kann und nach Entfernen des Ursprungs O wieder zu einem
solchen wird. Rechts findet sich die gleiche Darstellung in der algebraischen Beschreibungs-
sprache der Koordinatenebene: Durch ihre reicherer Struktur werden vielfa¨ltigere – auch
CAS-kontrollierte und CAS-gestu¨tzte – Aktivita¨ten des Lerners mo¨glich, wie z. B. die
algebraische Kontrolle geometrischer U¨berlegungen. Man beachte, dass von der (CAS-
)Startszene ab die affin-unabha¨ngigen Basis-Punkte (O,E1, E2) und die Basis-Vektoren
(E1− O,E2− O) eingezeichnet werden, um versta¨ndig-intuitiv in den Begriffen der noch
anzubahnenden abstrakten Konzeptvorstellungen wie Komponenten, Koordinaten, Kombi-
nationen oder Zerlegungen vorgreifend reden und denken zu ko¨nnen:
Im CAS schaltet man durch Ein/Ausblenden des Koordinatengitters bei Bedarf zwischen
beiden Bescheibungsmodi hin und her. Auch Szenen der synthetischen Geometrie wird
man daher in der Koordinatenebene vor-konstruieren. Ich verwende daher zur Anbahnung
von linear-algebraischen Konzeptvorstellungen ausschließlich die CAS-Koordinatenebene.
Die koordinatenfreie Zeichenebene als nicht-explizite
”
umgangssprachliche“ geometrische
Beschreibungssprache dient zusa¨tzlich vor allem kommunikativen Planungs- oder Ver-
sta¨ndigungsprozessen mit/zwischen den Lernpersonen. Solche Skizzen (vgl. oben Harel
bzw. Hillel) ko¨nnen im argumentativen Zweifel oder bei drohenden Fehlvorstellungen ex-
plizit in der CAS-Koordinatenebene versta¨ndnisfo¨rdernd re-konstruiert werden. Erst da-
nach ist die ho¨here abstrakte Ebene der begrifflichen Argumentation sinnvoll betretbar.
Im angestrebten Kurs ist daher der (affine) CAS-modellierte n-Tupelraum die gemeinsa-
me geometrische Explikationssprache. Darauf gru¨ndet sich die Mo¨glichkeit mit einem CAS
einsichtig Geometrie zu betreiben:
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Abbildung 3.32: punktierte (”zentrierte“) Anschauungsebene (links) und
ursprungsmarkierte Koordinatenebene (rechts) mit Einzeichnung von Ba-
sispunkten bzw. Basisvektoren als elementare anschauliche Vektorrra¨ume der
schulischen Linearen Algebra
Vektorraum V
als abstraktes Modell
der Zeichenebene bzw.
des Anschauungsraumes
↗↙Anschauungsebene↖↘
CAS-Bildschirm
als computersprachliche
Explizierung der affinen
Geometrie
←→
Koordinatenraum Rn
als konkretisierte Explikation
des allgemeinen Vektorraumes
(Anschauungsraum)
Kritische Analyse einiger Lehrwerke
Ausgehend von obiger genetischer Dekomposition des Anschaungsraumes analysiere ich
nun einige verbreitete Lehrwerke auf ihre Eignung zur barrierefreien Umsetzung obiger
U¨berlegungen. Betrachten wir dazu das Problem der sinnvollen Unterscheidung von affi-
nen und vektoriellen Objekten in verschiedenen Lehrwerken, da hierauf die Anbahnung
von effektiven und belastbaren Konzeptvorstellungen fu¨r die U¨berwindung der obigen Re-
pra¨sentationsbarriere entscheidend gru¨ndet.
1. Abbildung 3.33 aus Williams [210, S. 174] zeigt links die Darstellung eines Punk-
tes aus E3 und in der Mitte die eines Ortsvektors aus R3 im Koordinatensystem. Beide
Objekte werden syntaktisch nicht unterschieden, sondern als Zahlentripel (Zeilenvektor)
notiert. Dies fokussiert die Gleichheit der Objekte, la¨sst aber Fragen nach dem Unter-
schied unbeantwortet.72 Jedoch fehlt das Einzeichnen der Standard-Basis; damit wird eine
72A¨hnlich definieren Larson & Edwards [145, S. 160]: ”Ein Vektor in der [Anschauungs- bzw.
Koordinaten-] Ebene wird repra¨sentiert durch eine gerichtete Strecke, deren Anfangspunkt der Ur-
sprung ist und deren Endpunkt der Punkt (x1, x2) ist. [..] Bemerkung: Die Bezeichnung Vektor stammt
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Gewo¨hnung an Linearkombinationen und Ursprungsbasierungen nicht angebahnt. Darauf
wird z. B. in der rechten Grafik aus [4, S. 89 ff] Wert gelegt: Die Skizze verknu¨pft ge-
schickt anschauliche, algebraische und vektorielle Sichtweisen in U¨bereinstimmung mit den
obigen U¨berlegungen und erlaubt die Beschreibung geometrischer Pha¨nomene aus allen
Beschreibungsmodi; Punkte und Vektoren werden nicht unterschieden und als Spaltenvek-
tor notiert. So ist z. B. (2, 1, 0) ein Punkt, aber (2, 1, 2) ein Vektor. Die Autoren ziehen es
vor, die Unterscheidung von Punkten X und Vektoren ~x u¨ber die Einzelobjektnotation zu
leisten, wa¨hrend hier die Zugeho¨rigkeit zur globalen Menge durch E3 bzw. R3 unterschieden
wird.
”
Freie“,
”
verschobene“ Richtungsvektoren werden - wie schon in dieser Skizze - im
Lehrwerk konsequent vermieden: Alle Vektoren gru¨nden im Nullpunkt. Die Darstellung ist
daher in U¨bereinstimmung mit der Goldenen Regel der affinen Geometrie, eine irrefu¨hren-
de barrieregeladene Notation wie
−→
AB tritt im gesamten Buch nicht auf. Einen a¨hnlichen
Ansatz einer konsequent anschaulichen73 Vektorraumgeometrie und -theorie wa¨hlt auch
[10, S. 6], es gibt keine Verquickung mit affinen Konzepten, alle auftretenden Vektoren
sind Ursprungsvektoren, die mit großen Fettbuchstaben wie X notiert werden, von Punk-
ten ist nicht die Rede74 - und damit allerdings auch nicht von einem intuitiv bekannten
Konzept des Anschauungsraumes aus der Vorerfahrung der Schu¨ler: Der rigoros-korrekte
Ansatz wird mit einem mentalen Abstand zur Vorerfahrung erkauft.
2. Die folgende Abbildung 3.34 demonstriert, wie die u¨bliche (unbedachte?) Verwendung
von
”
freien“ Richtungsvektoren zu theoretischen Inkonsistenzen fu¨hrt, die sich in der Bil-
dung von Fehlvorstellungen niederschlagen ko¨nnen. Im linken Bild aus [136, S. 222] tritt
eine Abstraktionsbarriere auf: Die Gleichung v = −→pq ist mit der Skizze nicht stimmig,
denn visuell sieht der Lerner zwei verschiedene Pfeile (Objekte) - man muss interpretie-
ren (Repra¨sentant, Identifikation etc.), warum diese laut
”
algebraischer Gleichung“ gleich
[Klassen] sind, was fu¨r eine
”
Gleichheit“ gemeint ist etc. - eine fu¨r den anfa¨nglichen Lern-
prozess in der Schule belastende Situation. Die Abstraktionsbarriere verdeckt die eindeutige
vom lateinischen Wort vectus, und bedeutet soviel wie ”tragen“. Die Idee ist: Wenn du etwas vom Ur-
sprung zum Punkt (x1, x2) tra¨gst, so ko¨nnte der Weg dahin als gerichtete Strecke von (0,0) zu (x1, x2)
gezeichnet werden.“ Diese einfache Deutung wird in deutschen Schulbu¨chern leider nicht gegeben, wiewohl
z. B. Kroll [141, S. 25 ff] eine hinla¨ngliche historische Einleitung bietet.
73hier i. S. von anschauungsebenen-basierte bzw. anschauungsraum-basierte
74Blyth [17, S. 16 ff] spricht dagegen im matrixorientierten ersten Teil des Werkes nur von Punkten als
intuitiv vorbekannten Objekten der Anschauungsebene: Diese dienen z. B. als Inputs fu¨r Matrizen. Erst
nach der (axiomatischen) Einfu¨hrung des Vektorraum-Konzeptes S. 67 ff wird der Begriff Vektor benutzt.
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Abbildung 3.33: Zur korrekten Visualisierung von affinen Objekten (Punk-
ten) und vektoriellen Konzepten (Ortsvektoren) in verschiedenen Lehrwerken.
Sicht auf ein (sic!) mentales Objekt, der Lerner muss annehmen verschiedene Objekte
zu sehen - trotz aller Beteuerungen der Lehrperson. Es kommt zum Bruch visueller und
mentaler Vorstellungen, weil sich ein abstraktes Konzept (Restklasse) mit anschaulichen
Evidenzen (Pfeile) sto¨rt: Die algebraische Gleichheit steht im psychologischen Widerspruch
zur visuellen Verschiedenheit.
[100, S. 17] versucht Punkt-Koordinaten (Ablesen im globalen KOS) und Vektor-Koordinaten
(Ablesen am lokalen Steigungsdreieck) getrennt zu visualisieren; es wird im Gegensatz zum
linken Bild zwar nur ein Objekt (als Repra¨sentant des richtigen Richtungsvektors) gezeich-
net - allerdings beginnt der Vektor75 v = q − p = ~pq nicht mehr nullpunktsbasiert und die
Vektorrauminterpretation wird widerspru¨chlich. Zwar tritt die Abstraktionsbarriere dann
nicht auf, es kommt aber zur Kopplung mit einer falschen Vektorvorstellung:
”
Vektoren
ko¨nnen irgendwo im affinen Gela¨nde liegen“ und es bildet sich mo¨glicherweise eine Re-
pra¨sentations-Barriere aus. Zudem wird der Basisvektor ~e1 als Achsenbezeichnung benutzt
und verliert seine klare Bedeutung als Konstruktionsbestandteil in der Affinkombination
q = p + 2~e1 + 2~e2 bzw. der Linearkombination q − p = 2~e1 + 2~e2, die in Widerspruch
zur Positionierung der Daten in der Skizze gera¨t. Hier sollten die Basisvektoren(punkte) ~ei
besser an der 1 stehen und der Richtungsvektor nur angedeutet sein (gestrichelt) - woru¨ber
man dann wieder interpretierend sprechen mu¨sste, s. o.
Im Schulbuch [13, S. 196] wird versucht, Punkte und Vektoren aufwa¨ndig [aber irrelevant]
zu unterscheiden, die Koordinaten werden zeilen- bzw. spaltenweise notiert, Farbgebungen
mo¨chten zur Orientierung im Koordinatenssytem verhelfen. Aber entscheidend fehlt der
Ursprungsrepra¨sentant des Richtungsvektors und da diese Graphik den Erstkontakt des
Lerners mit einem Vektor darstellt, ruft diese Visualisierung eine massive Fehlvorstellung
hervor - Vektoren mu¨ssen offenbar und ersichtlich nicht ursprungsverhaftet sein. Auch die
Basisvektoren als
”
die“ ursprungsbasierten Prototypen von Richtungsvektoren fehlen und
ko¨nnen die Fehlvorstellung nicht mildern. Was aus der Skizze mental haften bleibt, ist der
75Farin [100, S. 18] unterscheidet Punkt und Vektor wie folgt: ”Betrachtet man also einen Vektor als
Differenz zweier Punkte, so erkennt man, dass es unendlich viele Vektoren mit derselben Richtung und
La¨nge gibt. [. . . ] Im Unterschied zu einem Punkt kann ein Vektor jedoch nicht zur Festlegung einer Position
verwendet werden.“
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”
Eindruck des rot und wichtig mitten im Anschauungsraum“ liegenden
”
Vektors“ - eine
fatale Langzeitwirkung.
Abbildung 3.34: Unterschiedliche Darstellungen von Richtungsvektoren in
verschiedenen Lehrwerken mit barrieregefa¨hrdeten Fehlvorstellungen.
3. Betrachten wir abschließend die unterschiedliche Darstellung affiner Geraden und ih-
re Wirkung auf die mo¨gliche Bildung von Fehlversta¨ndnissen. Die linke Abbildung 3.35
betont konsequent die Ursprungsbasiertheit aller Vektoren und verwendet daher korrek-
terweise zwei Punkte (affine Objekte) zur mentalen Konstruktion der affinen Geraden76.
In U¨bereinstimmung mit der mathematischen Hintergrundtheorie ankert der Richtungs-
vektor q − p massiv im Nullpunkt (hier wird also die Richtung
”
gemessen“77!) und die
gleichfarbige Gerade verla¨uft in seiner Richtung. Der Lerner sieht drastisch, dass auch al-
le u¨brigen Vektoren im Ursprung ansetzen und auf End-Punkte zeigen. Die Skizze ist in
perfekter Harmonie mit der affinen und vektoriellen Geometrie der Anschauungsebene und
fokussiert die richtigen Vorstellungen. Kein Vektor vagabundiert frei (besser: quer [auch:
zur Theorie]) herum, das Koordinatensystem ha¨lt sich dezent angedeutet im Hintergrund.
Die Skizze mischt meisterhaft synthetische und analytische Aspekte.
Dagegen ist die Darstellung im mittleren Bild aus [112, S. 216] eine merkwu¨rdige, we-
nig informative Mischung aus Anschauungsraum und angedeutetem Koordinatenraum, die
Textblase zeigt versta¨rkend auf
”
den querliegenden“ Richtungsvektor und der (Auf)Punkt
A der Geraden wird unno¨tig als
”
Stu¨tz“vektor78 gedeutet. Auch im rechten Bild aus [13,
S. 221] ist die Lage des Richtungsvektors fehlvorstellungsgefa¨hrdend gezeichnet79.
76vgl. analog [4, S. 95] oder die baryzentrische Deutung der Geradengleichung in [100]; s. u. unsere
CAS-Konstruktion dazu
77genauer: auf der Einheitsspha¨re
78Was ist, wenn die Gerade ”unterhalb des Ursprungs“ verla¨uft: ”fa¨llt sie dann von den Stu¨tzvektoren
ab“, verliert die Gerade in diesem Falle ihren Halt?
79 Griesel et al. [112, S. 204] definieren: ”Ein Vektor mit drei Koordinaten (auch dreidimensio-
naler Vektor genannt) ist ein geordnetes Zahlentripel, welches wir als Spalte schreiben.“ Diese Definition
ist letztlich apodeiktisch und besagt nichts; insbesondere ist ein Vektor damit von einem Punkt nicht
unterscheidbar – beide stammen aus dem R3. Auch der Versuch, eine Diskriminierung u¨ber eine andere
Notation (Punkt als Zeilentupel) zu erzwingen, kann wegen der prinzipiellen Isomorphie keine Einsicht
erzeugen.
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Abbildung 3.35: Korrekte und barrieren-evozierende Darstellungen affiner
Geraden in Schulbu¨chern.
Fazit: Haftet man die Richtungsvektoren (Richtungsraum) zu affinen Objekten (in der
Schule: Punkt, Gerade, Ebene) nicht konsequent am Nullpunkt an, so pra¨gt sich in der
Folge eine massive Fehlvorstellung aus, die mit ihrer Theorieinkonsistenz eine Repra¨sen-
tationsbarriere80 evoziert. Denn die Anschauungsebene und die hier gebundenen Konzept-
Vorstellungen ko¨nnen dann ihrer gedachten Funktion als U¨berwachungsinstanz (Monito-
ring) gegen Fehlhandlungen und als Anker eines intuitiven Vektorbegriffs nicht mehr nach-
kommen: Wenn Schu¨ler an Bilder mit querliegenden Verbindungsvektoren gewo¨hnt werden
- was sollte dann im Experiment von Hillel gegen die Skizzierung eines Vektors in einer
Geraden schu¨tzen?
Daher ist folgende Notiz von Koecher [139, S. 8] mit großer didaktischer Skepsis zu lesen,
denn die unheilvollen mentalen Folgen eines (unter Experten vielleicht hilfreichen) gezielten
mis-use sind mitzubedenken - diese ko¨nnten den erhofften Nutzwert erheblich reduzieren:
In der Anschauungsebene R×R ist es oft hilfreich, wenn man einen Vektor P , den man als Pfeil−−→
OP interpretiert hat, von dem Anfangspunkt O lo¨st und ihn als gerichteten Pfeil betrachtet, der
einen beliebigen Punkt der Ebene als Anfangspunkt besitzt. Alle solche Vektoren mit gleicher
La¨nge und Richtung werden dann identifiziert, das heißt, man kann sie unter Beibehaltung von
La¨nge und Richtung in der Ebene beliebig verschieben. Die Addition von P und P ′ erha¨lt man
dann als Endpunkt von P ′, wenn man P als Anfangspunkt fu¨r P ′ wa¨hlt. In diesem Zusammenhang
spricht man manchmal von
”
gebundenen“ und
”
freien“ Vektoren.
Das hier angemessene Konzept ist das eines Vektorfeldes81, wie es der Physiker gebraucht
- dies aber ist ein Objekt der Differentialgeometrie und die hier benutzten Konzepte sind
Tangentialra¨ume TpM und deren Bu¨ndel TM : lauter punktbasierte Vektorra¨ume, in denen
man alles lokal von einem Punkt aus linear vektoriell kombiniert.
Didaktische Konsequenzen I (analytisch-geometrisch)
Aus der obigen genetischen Dekomposition und der Analyse einiger vorliegender Lerntra-
jektorien ziehe ich fu¨r den Entwurf einer CAS-basierten Linearen Algebra bzw. Analyti-
80Auch unterscheidende Pra¨fixe wie Richtungs-, Orts-, Ursprungs- Vektor ko¨nnen der Konzeptvorstel-
lung nicht auf die Spru¨nge helfen, wenn zugeho¨rige Skizzen falsche Assoziationen anlegen.
81vgl. z. B. Reckziegel [177, S. 82]
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schen Geometrie folgende Entwurfskonsequenzen fu¨r den analytisch-geometrischen Teil der
Revision.
1. Um CAS-gestu¨tzt analytische Geometrie zu betreiben, modelliere ich Anschauungsebene
bzw. Anschauungsraum durch ein globales kartesisches Koordinatensystem (Bildschirm-
ebene) als algebraische Beschreibungssprache geometrischer Pha¨nomene.
2. Zur Anbahnung geeigneter verallgemeinerungsfa¨higer Vorstellungen werden dabei im-
mer die kanonische Basis sowie die affinen Basispunkte mit eingezeichnet. Dazu steht
eine CAS-Routine zur Verfu¨gung.
3. Alle Vektoren sind Ortsvektoren, die am Nullpunkt ansetzen. Jeder Vektor ist die algebra-
ische Differenz zweier affiner Punkte.
4. Affine Sachverhalte werden (im Leistungskurs) mit baryzentrischen Koordinaten in lo-
kalen Koordinatensystemen konkretisiert bzw. expliziert.
5. Konzeptdiskussionen und Kommunikationen ko¨nnen gelegentlich auch in der unpra¨zi-
sen
”
umgangsgeometrischen“ Anschauungsebene skizziert werden, um holistische Vor-
stellungen zu materialisieren. Explikationsfeld und geometrische Versta¨ndigungssprache
ist aber das CAS-Koordinatensystem.
6. Das abstrakte Modell des Anschauungsraumes als allgemeiner Vektorraum (genauer:
affiner Raum) bleibt der Einfu¨hrung an der Universita¨t u¨berlassen. Robuste Grund-
vorstellungen werden dazu gelegt. CAS-explizierte geometrische Einsichten sollten ein
klares Versta¨ndnis fo¨rdern, die Realisierung von anschaulichen Vorstellungen im CAS
verifiziert zugleich die Funktionsfa¨higkeit des affinen und vektoriellen Kalku¨ls.
Zum Test des Entwurfskonzepts modelliere ich die Wissenskonstruktion der Konzepte
Punkt, Vektor und baryzentrische Koordinaten im CAS MuPAD. Mit dem so implemen-
tierten Wissen wird exemplarisch die affine sowie vektorielle Berechnung und szenische
Darstellung des Mittelpunktes einer Stecke demonstriert. Abschließend skizziere ich eine
CAS-Lernumgebung zur Fo¨rderung des Versta¨ndnisses von Basistransformationen.
 Beispiel 1: Zur CAS-Modellierung von Punkt, Ortsvektor und Vektor. Das nachfol-
gende Modul implementiert eine MuPAD-Mikrowelt zur affinen Geometrie. Dieses Modul
definiert diejenigen Objekte und Prozesse, die als externe Handlungsbestandteile fu¨r das
Lernsubjekt zur Verfu¨gung gestellt werden: die Konstruktoren82 Punkt und Richtungs-
vektor zur Erzeugung geometrischer (plot-)Objekte der Mikrowelt in (1) bzw. (5) und den
Konstruktor Vektor zur Erzeugung der algebraische Vektoren des Vektorraumes der Mikro-
welt. Man beachte, dass nur mit diesen Vektoren der Mikrowelt gerechnet werden kann, da
hier Werte in der operierenden additiven Gruppe des einspaltigen R-Matrizenvektorraumes
82hier nicht im engeren Sinne der objektorientierten Informatik als Objekt-Konstruktor, sondern im
u¨bertragenen Sinne der Erzeugung eines Denkobjekts der Mikrowelt gemeint.
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erzeugt werden, vgl. Zeile (3). Zur vereinfachten CAS-Eingabe werden alle drei Basiskon-
struktoren als einstellige Pra¨fix-Operatoren definiert, vgl. (1), (4) und (6), und sinnfa¨llig
symbolisiert. Die Symbolisierung orientiert sich dabei an den gewohnten Sprech- und No-
tationsweisen. Als einzige Konstruktion neuer Punkte wird in (8) des Konzept der Af-
finkombination (baryzentrische Kombination) bereitgestellt. Dazu dient als Hilfsfunktion
der boolsche Test eines vorgelegten Zahlentupels auf Baryzentrita¨t in (7). In (10) wird
die Konstruktion eines globalen Koordinatensystems bereitgestellt. Modelliert werden alle
Objekte u¨ber dem Basistyp der unstrukturierten Zahlenliste.
Abbildung 3.36: Modul (Mikrowelt) zur spielerischen Erkundung der affinen
Geometrie.
Die folgende Tabelle fasst diese Modellierung synoptisch zusammen:
mathe. Begriff mathe. Symbol CAS-Symbol gelesen Bemerkung
geord. Tupel
der Koordinaten
(x, y) [x, y] die geordnete Ko-
ordinaten-Liste
ohne algebraische Re-
chenstruktur
Punkt A(x; y) ◦[x,y] der Punkt A mit
den Koordinaten x
und y
als Zeichenobjekt
ohne algebraische
Struktur
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Richtungs-
oder Ortsvektor
A−O = −→OA ∼>A der ursprungsbasierte
Ortsvektor83
als Ursprungs-Pfeil in
der Anschauungsebe-
ne
Vektor A = ~A ∼A der algebraische Vek-
tor
als Rechenobjekt des
Vektorraumes
Affinkomb.
∑n
i=1 ti · pi baryzKomb(
[t1,..,tn],
[p1,..,pn])
baryzentrische
Kombination
als explizite Realisie-
rung der Abtragungs-
operation
Verbindungs-
vektor
−−→
AB – – zielsa¨tzig: nicht im-
plementiert
Tabelle 3.5: zusammenfassende U¨bersicht u¨ber die mo¨glichen Ope-
rationen in der Mikrowelt Ebene affine Geometrie im CAS MuPAD
Die folgenden Beispiele demonstrieren mo¨gliche Handlungen in der Mikrowelt.
In der ersten Zeile werden die Koordinaten zweier Punkte A und B als Listen vorgegeben,
danach ihr Mittelpunkt vektoriell (vorangestelltes ∼) berechnet und als Punkt (vorange-
stelltes ◦) zum Zeichnen bereitgestellt. Der plot-Befehl zeichnet diese 6 Punkte (lauter
vorangestellte ∼) in einem 2-dimensionalen Koordinatensystem KOS2d, vgl. Abbildung
3.37.
Der folgende Aufruf demonstriert, dass die Funktion baryzKomb zuna¨chst lediglich die
Koordinatenliste eines neuen Objektes zur Verfu¨gung stellt, damit der Benutzer in zweiter
83Man beachte die Symbolwahl: So wie das Wort Richtungs-Vektor aus zwei Bestandteilen besteht, so
besteht das kennzeichnende CAS-Pra¨fix aus zwei Zeichen fu¨r ∼ Richtung und > Vektor. Dagegen bezeichnet
den algebraischen Vektor nur ein CAS-Pra¨fix ∼; kurz: nur mit CAS-Objekten mit dem Pra¨fix ∼ kann daher
gerechnet werden! Alle anderen Objekte der Mikrowelt dienen der zeichnerischen Konstruktion und lo¨sen
bei - versuchten Rechenvorga¨ngen - berechtigte Fehlermeldungen aus.
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Abbildung 3.37: Berechnung und Zeichnung von Mittelpunkten
Instanz entscheiden kann, was er mit diesen Koordinaten anfangen mo¨chte – weiterzeichnen
”
◦“ oder weiterrechnen
”
∼“:
A
↓
•
↙ ↘
Punkt A : ◦A ∼ A : Vektor A
Richtungsvektor A : ∼> A
Diese Dichotomie interpretiert eine vorgelegte Koordinatenliste in eindeutiger Weise und
schu¨tzt insofern auch syntaktisch vor einer Chama¨leonbarriere, die beide Objekte ununter-
scheidbar als bloße Koordinatenliste (n-Tupel) identifizien wu¨rde – der folgende Quellcode
erzeugt daher das linke Teilbild in der folgenden Abbildung 3.38.
und die folgende Codestrecke das rechte:
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Abbildung 3.38: Links: Baryzentrische Koordinaten und Affin-
Kombinationen von Punkten. Rechts: Richtungsvektoren zu den szenischen
Punkten.
Abbildung 3.38 zeigt im linken Bild, wie baryzentrische Koordinaten als relatives Koordi-
natensystem die relative Lage der Dreieckspunkte zueinander und zu den a¨ußeren Punkten
beschreiben. Man erkennt die affine Konstruktion von Seitenmittelpunkten und Schwer-
punkt des Dreiecks. Z. B. legen das baryzentrische Koordinatentripel [1, 0, 0] in der Affin-
kombination baryzKomb([1, 0, 0], [[1, 4], [4, 2], [3, 1]]) die Lage des Punktes [1, 4] in Bezug
auf die drei Punkte [[1, 4], [4, 2], [3, 1]] der 2-dimensionalen Ebene eindeutig fest, die Af-
finkombination baryzKomb([1/2, 1/2], [[1, 4], [4, 2]]) markiert den Mittelpunkt der Strecke
als von beiden Punkten gleich weit entfernt (als Maß des La¨ngenverha¨ltnisses der Teil-
strecken; Teilverha¨ltnis). Der in der Mikrowelt Lernende beobachtet inbesondere, dass ein
Koordinatentripel durchaus nicht einen ra¨umlichen Punkt festlegen muss, sondern dass dies
von der Wahl des Koordinatensystems abha¨ngt. In Analogie zum La¨ngenverha¨ltnis einer
Strecke lassen sich die obigen drei Schwerpunktskoordinaten, die im folgenden Bild in (2)
vektoriell berechnet werden, als die gleichen Fla¨chenverha¨ltnisse von Teildreiecken deuten,
vgl. die Dreicksfla¨chenberechnung [Faktor 1
2
wurde geku¨rzt] mit Hilfe der 2-dimensionalen
Determinante in (3):
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 Beispiel 2: Baryzentrische vs. vektorielle Berechnung des Mittelpunktes eines ebe-
nen oder ra¨umlichen Dreiecks. a. Abbildung 3.39 bietet eine Erkundungs- und Erkennt-
nissituation, in der die kartesischen Koordinaten [2, 1.5] des Mittelpunktes M zwischen
A := [1; 2] und B := [3; 1] als von seinen baryzentrischen Koordinaten [1
2
; 1
2
] unter-
schieden erlebt werden: der Mittelpunkt der Strecke AB wird alternativ durch eine Li-
nearkombination 1
2
−→
OA + 1
2
−−→
OB (Vektoraddition84) und eine Affinkombination 1
2
A + 1
2
B
konstruiert. Dabei wird aus pra¨dikativer Perspektive klar, wie sich die kartesischen Koor-
dinaten des Mittelpunktes der Norm-Strecke E1E2 zwischen E1 := [1, 0] und E2 := [0, 1] als
die baryzentrischen Koordinaten von M entpuppen (
”
Chama¨leon“): Die rote Gerade mit
der Gleichung x+y = 1 (d.h. y = −x+1) besteht per definionem aus lauter baryzentrischen
Koordinaten; die Lage des Punktes [1
2
; 1
2
] auf dieser Geraden liegt relativ zu den Endpunk-
ten der Strecke [1; 0] zu [0; 1] genau so in der Mitte wie der Mittelpunkt der Strecke AB
- daher hat auch deren Mittelpunkt die gleichen baryzentrischen Koordinaten [1
2
; 1
2
], d. h.
der Mittelpunkt einer Strecke ist durch die baryzentrischen Koordinaten [1
2
; 1
2
] eindeutig
gekennzeichnet - er ist eine affine Invariante. Die Lage eines Punktes auf der Norm
”
strecke“
x+ y = 1 dient als das Vergleichs-Maß fu¨r die relative Lage jeder anderen ebenen planeta-
rischen Drei-Punkt-Konstellation (
”
Teilverha¨ltnistreue“), vgl. Abbildung 3.39.
Der folgende Code-Auszug zeigt, wie man die Ortsvektoren zu den relevanten Punkten
einzeichnet und wie eine Animation in (3) mit Animationsparameter a die Resultierende
zum Mittelpunkt wachsen la¨sst.
b. Die folgende 3D-Szene demonstriert, dass die Bildung von Linearkombinationen und
Affinkombinationen im Anschauungsraum dem gleichen Muster85 folgt.
84Dabei sollte man nach der hier vertretenen Ansicht die Kantenzu¨ge nicht als freie Vektoren zeichnen,
sondern die Parallelogrammseiten als Strecken stricheln - letztlich ist nur die Vorstellung der richtigen
Richtung und La¨nge der Resultiernden entscheidend.
85Auch das zugeho¨rige Modul KOS3d bleibt semantisch unvera¨ndert; lediglich die Zeichenfolge 2d wird
durchga¨ngig durch 3d substituiert; das Modul wird daher verborgen.
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Abbildung 3.39: Zur Unterscheidung von kartesischen und affin-
baryzentrischen Koordinaten des Mittelpunktes einer Strecke als Ausdruck der
Chama¨leon-Barriere: das gleiche Objekt (Mittelpunkt) in verschiedener Gestalt
(Repra¨sentation).
c. Die abschließende graphische Szene in Abbildung 3.41 zeigt im linken Teilbild das
Standard-Simplex 43 ⊂ E3, dessen gepunktete ”Dach“-Fla¨che aus baryzentrischen Ko-
ordinaten besteht. Die folgende Codestrecke zeigt, wie diese kurze Sequenz baryzentrischer
Koordinatentripel-Listen im CAS erzeugt wird, zeigt die
”
Quersummen“-Proben auf Ba-
ryzentrita¨t und die zugeho¨rigen Affinkombinationen mit Hilfe dieser Koordinaten zu einem
raumfixen Punktetripel (
”
Dreieck“,
”
Planetenkonstellation“).
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Abbildung 3.40: Zur Konstruktion von Linear- und Affinkombinationen im
Anschaungsraum E3
Folgender Aufruf konstruiert das Norm-Simplex 43
und der nachfolgende Aufruf das ra¨umliche Dreick mit der Folge der Affinkombinationen
der Dreieckspunkte:
 Beispiel 3: Basistransformationen und Matrixdarstellungen. Hillels Befund86 , dass
eine Test-Mehrheit fortgeschrittener Studenten zu Aufgabe A.i, A.iii bzw. B u¨berhaupt
86vgl. Tabelle 3.4
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Abbildung 3.41: Links: Standard-Simplex mit sechs baryzentrischen Ko-
ordinatentriplen. Rechts: zugeho¨rige Affinkombinationen zu einem vorgelegten
ra¨umlichen Dreieck.
keinen Zugang87 fand, wurde beim zitierten Duisburger Test besta¨tigt. Auch hier konnte
nach einer internen Gruppendiskussion keine klare Lo¨sungsstrategie formuliert werden. Die
beobachtete Desorientierung wurde dadurch erha¨rtet, dass auf die Frage
”
Kann die Ma-
trix
(−1/2 −1/2
+1/2 −1/2
)
die identische Abbildung darstellen?“ mit Erstaunen reagiert wurde. Dem
entsprechend wurde die Frage
”
Wie lautet die Matrix der 2-dimensionalen Identita¨t?“ uni-
sono mit E =
(
1 0
0 1
)
beantwortet. Diese Fixierung von id an E ist eine weitere Auspra¨gung
der mentalen Chama¨leonbarriere, welche die Vorstellung verdra¨ngt, dass zur identischen
Abbildung id : R3 → R3, (x, y) 7→ (x, y) eine andere Matrix als die Einheitsmatix geho¨ren
ko¨nnte, und dahinter auf einen unfertigen Abstraktionsprozess im Umfeld der A¨hnlichkeit
(als A¨quivalenz-Relation) von Matrizen verweist.
Id
↓
[.?.]
↙ ↘[
1 0
0 1
]
?∼
[
− 1
2
− 1
2
1
2
− 1
2
]
Abbildung 3.42: Die Identita¨t id als Chama¨leon: ein mathematisches und
mentales Objekt mit verschiedenen Erscheinungsformen (Repra¨sentationen)
Da die Aufgabenstellungen wesentlich auf das Arrangieren von Schemavorstellungen einer
vertikalen Mathematisierung abzielten und die Lo¨sungsversuche erhebliche Defizite offen-
barten, kann man vermuten, dass die vorgelagerten APO-Prozesse in der Lerntrajektorie
87Der Mix aus Maple-Syntax matrix(..) und mathematischer Syntax in den Aufgabenstellungen von
Hillel sollte die Studenten nicht irritiert haben, da das CAS Maple benutzt worden war.
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misslungen waren. Es wurde daher eine CAS-Lerntrajektorie designed, die auf der Basis
(i. w. obiger Mikrowelt) zuna¨chst konkrete experimentelle Aktionen im 2-dimensionalen
Koordinatensystem anbot und insbesondere den Herstellungsprozess der Transitionsmatrix
zwischen zwei Basen als Matrixdarstellung von id - am Beispiel von A.ii - betonte. Danach
wurde mit der Gruppe als
”
abstrakte“ Orientierung (Schemavorstellung) ein kommutatives
Diagramm88 zur Lo¨sungsplanung erarbeitet. Auf dieser Grundlage gelang der Gruppe eine
erfolgreiche Lo¨sung von A.iii, B und C. Die Skizze einer genetischen Dekomposition der
Lernumgebung zeigt die U¨bersicht 3.6. Auf die prozedural versta¨ndniskritischen Stellen (1)
und (2) der Lerntraktorie gehe ich im Rahmen der CAS-Darstellung unten genauer ein.
Didaktische Konsequenzen fu¨r das globale Design eines Kurses u¨ber Analytische Geometrie
ziehe ich im Anschluss an die Darstellung der skizzierten Lerntrajektorie.
A.P.O.S.-Phase mathe. Konzept Hillel genetische Dekomposition
A: Basisentwicklung X =
∑n
i=1 ti ·Bi
X=LinKomb([t1, .., tn], [B1, .., Bn])
↓↑(1)
[X]B := [t1, .., tn]
A.i; B die Entwicklungs-Koeffizienten
ti als Koordinaten bzgl. der
Basis; drohende Barriere der
verfru¨hten Identifikation von
Koordinatenvektor [X] und X
↓ id : Rm → Rn lin. Abb.
P: Basiswechsel/Matrixdar. C ∗ [X] = B = id(B)
H ∗ [X] = T (G)
↓ (2)
A.ii Basiswechsel IdBC von Basis
B nach C als spezielle Ma-
trixdarstellung von id deuten;
als Matrixgleichung schreiben
↓ LGS lo¨sen
O: Transitionsmatrix [Id]BC , [T ]GH als Procept verstehen, d.h. als
Objekt (Lo¨sung der Matrixglei-
chung) und Prozess (Transfor-
mation der Koordinaten)
↓ Tr.-matrizen multiplizieren
S: Prozessdiagramm
Rm|G
TGH−−−−→ Rn|H
idBG
x xidCH
Rm|B −−−−→idBC R
m
|C
A.iii; C als Vorstellungsschema zur
Steuerung des und zur Orien-
tierung im Lo¨sungsprozess
Tabelle 3.6: APOS-Trajektorie und Skizze der zugeho¨rigen gene-
tischen Dekomposition zur Untersuchung der Repra¨sentationsbar-
riere bei den Problemstellungen von Hillel.
CAS-gestu¨tzte visuelle Anbahnung einer Konzeptvorstellung von Basistrans-
formationen in APOS–Phasen. A: Aktionen. Die Lerntrajektorie startet mit der
Beobachtung, dass derselbe Punkt P ∈ E2 in verschiedenen Basen B und C bzw. D und E
88Ja¨nich [131, S. 171] bietet eine kurze metakognitive Ero¨rterung u¨ber den Sinn solcher Diagramme.
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unterschiedlich repra¨sentiert wird und nur in der kanonischen Basis B die erwartete Norm-
Gestalt hat - eine erste und grundlegende Erfahrung zum Aufbrechen der Chama¨leon-
Barriere. Simultan wird ersichtlich, dass die Koordinaten eines Punktes P bzgl. eines
gewa¨hlten Koordinatensystems nichts weiter als die Koeffizienten seiner Basisentwicklung89
sind, vgl. Abbildung 3.43.
Abbildung 3.43: Basisentwicklung
Die folgende Codestrecke u¨bersetzt die Beobachtungen aus der graphischen Szene in die
Sprache des CAS, wobei die Lo¨sungen des Gleichungssytems (l) in (4) bis (6) ablesbar sind.
Man beachte, dass in (1) die identische Abbildung90 id : R2 → R2, (x, y) 7→ (x, y) als
Dom::Matrix-wertige Abbildung und damit explizit als lineare Abbildung definiert wird.
Als Input ist dabei zuna¨chst sowohl eine Koordinatenliste [x, y] als auch ein Spaltenvektor
∼ [x, y] der Mikrowelt zula¨ssig. Damit hat id zugleich nur in der kanonischen Basis B als
Matrixdarstellung die Einheitsmatix E. Man beachte auch, dass id zielsa¨tzig nicht – wie
es u¨blicherweise geschieht – u¨ber eine Matrixgleichung X → E ∗X definiert wird, weil da-
mit die Beobachtung des Pha¨nomens der Polymorphie nicht zum Vorschein ka¨me. (2) und
(3) definieren die betrachteten Basen; hierbei wird die Konstruktion von B und C durch
Benutzung des matrix-Konstruktors zeilenweise vollzogen - eine Ursache ha¨ufiger Fehler,
weshalb nach dieser Einsicht im Folgenden die Basen explizit u¨ber die Verschmelzung von
89vgl. auch Ja¨nich [130, S. 82]
90Erstaunlicherweise war den Duisburger Studenten diese folgende Zuordnungsvorschrift zur Definition
der Identita¨t nicht gela¨ufig.
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Spaltenvektoren der Mikrowelt zu einer spaltenweise interpretierbaren Matrix konstruiert
werden.
PO: Herstellungsprozess und Objektvorstellung. Eine lineare Abbildung (Transforma-
tion) T : V → W ist bekanntlich vollsta¨ndig und eindeutig durch ihre Aktion auf einer Basis
bestimmt, d. h. sind (vi)i=1..m bzw. (wj)j=1..n geordnete Basen der endlichdimensionalen
R-Vektorra¨ume V bzw. W , dann wird diese Aktion beschrieben durch die Darstellung der
Bilder T (vi) als Linearkombination der Basiselemente (wi), in diesem Fall der mit T := id
konkret (i. S. v. Harel):
x · C1 + y · C2 = B1 = id(B1) ∧ z · C1 + w · C2 = B2 = id(B2)
(a)⇐⇒ (C1...C2) ∗
(
x
y
)
= B1 ∧ (C1...C2) ∗
(
z
w
)
= B2
(b)⇐⇒ (C1...C2) ∗
(
x z
y w
)
= (B1
...B2)
(c)⇐⇒ C ∗X = B mit X =: [id]BC
(d)⇐⇒ X = C−1 ∗B ∨ gaussJordan(C...B) X
(CAS)⇐⇒ 1/C * B ∨ C|B
(Kt) [X]|C = [id]|BC ∗ [X]|B s.u.
Die gesuchten Entwicklungskoeffizienten der Matrix(
”
darstellung“) X = [id]BC der Iden-
tita¨t relativ zu den gewa¨hlten Basen B und C (d. h. die
”
Koordinaten“ von id) ergeben
sich aus zwei gekoppelten Matrixgleichungen (a) bzw. einer kompakten Matrixgleichung
(b), deren Lo¨sung X der Basiswechsel
”
ist“ und als ein Objekt (na¨mlich als die Matrix
1/C * B) vor Augen steht, wa¨hrend der Herstellungsprozess in die automatisierte Berech-
nung von C−1 ∗ B bzw. den Gauss-Algorithmus (C|B1).(C|B2) ausgelagert ist. Letztere
Notation wird im CAS-MuPAD durch folgenden benutzerdefinierten
”
Lo¨sungs“-Operator
”
|“ realisiert91 und legalisiert.
Gleichung (7) ist eine CAS-Probe der visuellen Ablesung der Koordinatentransformation
von [1, 2]|B auf CAS-Sprachebene und (8) errechnet diese neuen Koordinaten nach dem
Basiswechsel auf C gema¨ß obiger U¨berlegung (Kt):
91Ersetzt man dort den Verschmelzungsoperator ”.“ durch ein Komma ”,“, so wird der Berechnungs-
prozess auch kompakter als C|B notierbar.
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Die folgende CAS-Codestrecke zeigt in (5) die Matrix der Identia¨t relativ zu den Basen
C und D – dies beantwortet die Eingangsfrage - und berechnet mit (5) die Koordinaten
von P = [−2,−1]|C bzgl. D sowie deren Verifikation in (8). Man beobachte das versta¨nd-
nisfo¨rdernde Repra¨sentationswechselspiel zwischen visuellen und CAS-algebraischen Regi-
stern innerhalb der Mikrowelt.
Die folgende CAS-Szene verifiziert, dass die ungewohnte Matrixgestalt A der Identita¨t, vgl.
(8), nach Ru¨cktransformation (11) auf die Standard-Basis B die gewohnte Standard-Form
der Einheitsmatrix annimmt; der gesamte Denkprozess wird hierbei durch das kommutive
Diagramm im Kommentarvorspann geleitet, die Rechungen sind ausgelagert.
 Beispiel 4: Fehlvorstellungen vs. fehlerhafte Aufgabenstellungen in den Aufgaben von
Hillel. Der Analyse der Fehlversta¨ndnisse bei den Hillel-Problemen A, B und C seien
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eine theoretische U¨berlegung und jeweils die CAS-Lo¨sung in der Mikrowelt vorangestellt.
Betrachtet man das Bild T (X) = c ·C1 + d ·C2 eines beliebigen Vektors X = a ·B1 + b ·B2
unter einer linearen Abbildung T , so gilt:
T (X)
(e)
= T (a ·B1 + b ·B2) = T (LinKomb([a, b], [B1, B2])) [d.h. [X]|B = [a, b] ]
(f)
= a · T (B1) + b · T (B2) [weil T linear]
(g)
= a(x · C1 + y · C2) + b(z · C1 + w · C2)
(h)
= (ax+ bz) · C1 + (ay + bw) · C2
(i)
= (
(
x z
y w
)
∗
(
a
b
)
)1 · C1 + (
(
x z
y w
)
∗
(
a
b
)
)2 · C2
(j)
= ([T ]|BC ∗ [X]|B)1 · C1 + ([T ]|BC ∗ [X]|B)2 · C2
(k)
= LinKomb([T ]|BC ∗ [X]|B, [C1, C2])
(l)
=: c · C1 + d · C2 d.h. [T (X)]|C = [T ]|BC ∗ [X]|B = [c, d]|C
d. h.: Die Koordinaten von T (X) sind nach (j) bzw. (l) ablesbar aus dem Produkt der
Koordinatendarstellungen [T ] und [X].
zu Aufgabe HillelA: Die Lo¨sung in der CAS-Mikrowelt wird durch Einfu¨hrung der Iden-
tita¨t id zur Beschreibung der Basistransformationen in die Schemavorstellung des kommu-
tativen Diagramms systematisch eingeordnet und die gegebenen Daten werden bereitge-
stellt: Zeile (5) zeigt die Koordinaten
(
0
1
)
G
des Basis-Vektors G2 =
(
5
3
)
relativ zur Basis
G; das CAS-Resultat 5: ist nach (2a) sowie nach (j) als Koordinatentripel [T (G2)]H des
Bildvektors zu interpretieren und muss in (6) noch in der Bildraumbasis zum Bildvektor
T (G2) = (−2, 1,−3)t linear-kombiniert werden.
Die Lo¨sung zu A.ii entnimmt man der folgenden CAS-Rechnung, die zugleich eine explizite
Konkretisierung der obigen U¨berlegungen PO: (a) .. (d) in der CAS-Symbolsprache bietet;
3.2. Versta¨ndnis-Barrieren in der Linearen Algebra 179
die Antworten des CAS erfolgen in mathematischer Formelsprache.
Der folgenden CAS-Lo¨sung zu A.iii entnimmt man in (15) die Koordinatendarstellung der
linearen Abbildung T in der kanonischen Basis.
In A.i betrachten viele Studenten nach Hillel fa¨lschlicherweise das
”
Zwischenresultat“
(−3, 1, 0)t, d. h. die Koordinaten [T (G2)] von T (G2) als Ergebnis: Als Grund vermutet
Hillel [a. a. O., S. 69], dass
”
das Versta¨ndnis eines Vektors auf seiner Identifikation mit
einer Ziffernfolge basiert“ bzw.
”
dass die Spalten einer Darstellungsmatrix als Bilder der
Basisvektoren und nicht als Repra¨sentationen dieser Bilder in der Basis angesehen wer-
den.“. Da die spezifische Lerntrajektorie der Hillelschen Studenten nicht vorliegt und da
nach Einfu¨hrung des obigen kommutativen Diagramms (mit der Identita¨t zur Explizierung
des Basiswechsel) diese Ergebnisse nicht reproduzierbar waren, vermute ich eine andere
Form von Barriere. Das Problem ist m. E. nicht, dass
”
ein Vektor mit einer Ziffernfolge
identifiziert“ wird, sondern dass die Ziffernfolge eines vorliegenden Vektors je nach Kon-
text verschieden interpretiert werden muss und die dazu notwendige Orientierung ohne
Diagramm-Schemavorstellung oder stu¨tzende Notationshilfen verloren geht.
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(
5
3
)
↓
?
↙ ↓ ↘(
5
3
)
B
≡ 5 · (1
0
)
+ 3 · (0
1
)
=
(
5
3
) (
5
3
)
G
≡ (25
8
)
B
(
5
3
)
= 0 · (2
1
)
+ 1 · (5
3
) ≡ (0
1
)
G
∈ R2|B R2|G
idGB−→ R2|B R2|B
idBG−→ R2|G
Abbildung 3.44: Die Tupelnotation (:) als Chama¨leon: Eine mathematische
Notation tra¨gt verschiedene u¨berlagerte Bedeutungen (Interpretationen) – als
Vektor bzw. als seine Koordinaten bzgl. einer Basis.
Die n-Tupel-Notation
(
.
.
)
wird i. d. R. sowohl als Bezeichnung eines Vektors des Vektorrau-
mes Rm und zugleich als Bezeichnung der Liste seiner Koordinaten(vektor92) benutzt, d. h.
fu¨r die eindeutigen Entwicklungskoeffizienten in einer Non-Standard-Basis G des Rm|G. Es
ist diese Identifikation des Rm als Vektorraum mit seinem isomorphen93 Koordinatenraum
Rm|G, welche die Versta¨ndnisbarrieren verursacht und zur eindeutigen Objekt-Vorstellung
ein Zuru¨ckrechnen auf die kanonische Basis erfordert, kurz: Das eindeutige mentale Objekt
der Betrachtung wird durch eine basisabha¨ngige Repra¨sentation (Identifikation) vernebelt,
der Vektor steht sozusagen
”
nicht original“ vor Augen, sondern durch eine mathemati-
sche Isomorphie lediglich in gestaltvera¨nderter Form (
”
chama¨leonisiert“). Die Situation
verscha¨rft sich in Gegenwart einer nonstandard-basisrepra¨sentierten und daher nur indi-
rekt sichtbaren linearen Abbildung T : An T (2, 1) bzw. genauer T ((2, 1)) bzw. genauer
T (
(
2
1
)
) kann man (eigentlich) erst klar denken, wenn T als lineare Abbildung relativ zur
Standard-Basis vorliegt (liegen wu¨rde), denn auch
(
2
1
)
=
(
2
1
)
|B ist relativ zur Standard-
basis notiert - was bereits interpretierend erschlossen werden muss, da ein symbolisch-
notationelles Stu¨tzungssystem der gedanklichen Fu¨hrung im Beispiel nicht vorhanden ist.
Die z. T. sinnleeren und widerspru¨chlichen94 studentischen Antworten - auch zur analogen
Fragestellung in B – erkla¨ren sich m. E. daraus, dass der Problemlo¨ser weder weiß, wo er
sich im Lo¨sungsprozess befindet (im nachfolgenden Diagramm im Prozess der Umrechnung
(2) bzw. (3) auf eine andere Basis oder auf dem Niveau (1) der Nonstandardbasen) noch
wohin der Weg zielsetzend fu¨hren soll – zuru¨ck zum Niveau der Standardbasen in (1) bzw.
besser: einer basis- und matrixfreien Abbildungsdarstellung von T . Damit ist T als ein klares
(
”
Ziel“-)Objekt der Erkenntnis nicht gegeben, auf dem eine erfolgreiche Schematisierung
aufsetzen und die notwendigen Umrechnungen gema¨ß dem folgenden Diagramm auslo¨sen
ko¨nnte.
92Eine unterscheidende Notation wie [2, 1] statt
(
2
1
)
hilft nicht, da man beim Basiswechsel mit einer
Matrix linksmultiplizieren muss und daher als Input doch wieder einen Spaltenvektor (1-spaltige Matrix)
beno¨tigt. Ich behelfe mir hier mit einem Basis-Index
(
2
1
)
B
, wenn ein Koordinatentupel gemeint ist.
93bzgl. einer basisabha¨ngigen Isomorphie!
94wonach das Resultat T (2, 1) z. B. eine Zahl bzw. eine mehrspaltige Matrix sei, vgl. [a. a. O., S. 69]
3.2. Versta¨ndnis-Barrieren in der Linearen Algebra 181
R2|G
A=[T ]GH−−−−−−−−−−−−−−−→
(3) Niveau der Non-Std.-Basen
R3|H
idBG
x(2) (4)xidCH
R2|B
T≡[T ]BC−−−−−−−−−−−−−−−→
(1) Niveau der Standard-Basen
R3|C
Abbildung 3.45: Die basisabha¨ngige Matrixdarstellung [T ]... als Chama¨leon:
Die basisfreie lineare Abbildung T erscheint in verschiedenen Matrix-Gestalten
und muss aus der Standard-Darstellung [T ]BC rekonstruiert werden.
Die folgende CAS-Strecke zeigt die invariante Funktions-Form der linearen Abbildung T ,
die aus der Standard-Repra¨sentation (15) entnommen wurde und als Objekt der Erkenntnis
vor Augen stehen sollte; zugleich wird erfahrbar, dass die gesuchten Funktionswerte sich
hier direkt als Output ergeben.
Anmerkung: Die folgende Szene zeigt am dritten Prompt, dass der Versuch einer vereinfachten
CAS-sprachlichen Repra¨sentation der linearen Abbildung T als lediglich listenwertige Funktion
misslingt, da dann die Linearita¨t nicht repra¨sentiert wird.
zu Aufgabe HillelB: Die folgenden CAS-Skripten zeigen die oben diskutierte Barriere
der fru¨hzeitigen Identifikation von Vektor und Koordinaten; am zweiten Punkt werden
die Koordinaten des Vektors X :=∼ [1, 1, 1] nach der Basisentwicklung als [X] := [1, 0, 0]
abgelesen und als Input fu¨r T ∗ [X] verwendet. Der Output stellt die Koordinaten von
[T (X)] dar, die den gesuchten Bildvektor T (X) linear kombinieren.
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Dass Studenten geha¨uft T ∗ X = T ∗ (∼ [1, 1, 1]) bzw. T(1, 1, 1) = (1, 3, 6)95 als gesuchten
Wert ansehen, verweist – wie in A ausgefu¨hrt – auf die fehlerhafte Identifizierung von
Koeffizienten und Koordinaten oder schlimmer noch: auf ein orientierungsloses blindes
Rechnen mit gegebenen Daten.
zu Aufgabe HillelC: Betrachten wir zuna¨chst die kanonische CAS-Lo¨sung: Dazu reicht die
Bestimmung der Koordinatenmatrix ID = [id]FE aus dem gegebenen Gleichungssystem fu¨r
(f1, f2, f3) und die Betrachtung des obigen kommutativen Diagramms aus:
Die studentischen Lo¨sungen96 folgten dagegen nach Hillel einer anderen – wohl eingeu¨bten
– Lo¨sungsstrategie:
f1 = e1 − e2, f2 = e2 + e3, f3 = e1
(a)
=⇒ e1 = f3, e2 = f3 − f1, e3 = f2 − f3 + f1 (= [1, 1,−1]|F )
(b)
=⇒ T (f1) = T (e1)− T (e2) = e1 + 7e3 + e1 − e2 = · · · = 8f1 + 7f2 − 6f3, . . .
(c)
=⇒ [T (f1)]|F = [8, 7,−6], . . .
(d)
=⇒ [T ]|FF =
 8 4 77 3 7
−6 −5 −6

95Eine u¨berschla¨gige Rechnung ha¨tte diese Gleichheit unmittelbar falsifiziert; die Studenten waren von
ihren Fehlvorstellungen offenbar so stark u¨berzeugt, dass die Sicht auf (1, 1, 1) als ersten Basisvektor
automatisch die erste Matrixspalte als Bild des ersten Basisvektors evoziert – und nicht an die notwendige
Koordinatendarstellung von [X] als Input fu¨r die zugeho¨rige ”Koordinatendarstellung“ von T gedacht wird.
Vielleicht sollte man daher bei [T] statt von ”Matrixdarstellung“ in Analogie zu [X] vereinheitlichend von
”Koordinatendarstellung“ sprechen.96Hillels Darstellung der Lo¨sung ist im U¨brigen fehlerhaft, was die obige CAS-Kontrollrechnung en
passant aufdeckt.
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In (a) wird die Bildung der Inversen 1/ID (Basiswechsel) manipulativ implizit u¨ber einen
sukzessiven Substitutionsprozess vollzogen, (b) nutzt die Linearita¨t von T und die Substi-
tution (a) aus, woraus sich unmittelbar die erste Koordinaten-Spalte von [T ]|FF ergibt.
Hillel erkla¨rt [a. a. O., S. 71] den hierbei beobachteten sehr viel
”
ho¨heren Lo¨sungserfolg
gegenu¨ber der Benutzung von konkreten Basisvektoren“ dadurch, dass
”
der Student durch
die Nicht-Zahlentupel-Darstellung der Basisvektoren vor obigen Fehlschlu¨ssen gewarnt ist“.
Da nach obigen Beobachtungen der Lo¨sungserfolg auch mit der Orientierungsmo¨glichkeit
am kommutativen Diagramm in gleicher Weise anwa¨chst, scheint Hillels Erkla¨rung zu
kurzschlu¨ssig. Vielmehr verdeckt die hier mo¨gliche mechanische (
”
versta¨ndnislose“) Ma-
nipulation im Vektor-Kalku¨l vorhandene Fehlvorstellungen im Umkreis der begrifflichen
Unterscheidung von Koeffizienten in Basisentwicklungen und zugeho¨rigen Koordinaten,
von Vektorraum und zugeho¨rigem isomorphen Koordinatenraum. Die direkte Anwendung
der definierenden Vektor-Gleichung zur Ablesung der Matrixdarstellung von T operiert
allein auf dem Vektorraumlevel, das vor- und nachgeschaltete Umdenken auf Koordinaten-
darstellungen entfa¨llt und in der Folge wird eine Abstraktionsebene (eine Identifikation)
eingespart – das Matrixprodukt [T ] ∗ [X] tritt gar nicht zum Vorschein. Der abschließen-
de Ableseprozess fu¨r die Koordinatendarstellung erweist sich aus dieser Sicht lediglich als
”
Datenkompression“ und muss nicht notwendig als Isomorphie begriffen werden - die Ori-
entierungsfunktion des Diagramms im Lo¨sungsprozess wird in dieser Variante durch die
stu¨tzende Notation der unterscheidbaren Basisvektoren geleistet:
8f1 +7f2 −6f3
↘ ↓ ↙ Koordinatenbildung als Kompression (Identifikation)
(8, 7,−6)|F
Die Chama¨leonbarriere ko¨nnte sich aber auch in Test C verscha¨rft zeigen, wenn nach der
Repra¨sentation von T in der kanonischen Basis gefragt wu¨rde.
Didaktische Konsequenzen II (linear-algebraisch)
Fu¨r die Grundlegung des (linear-) algebraischen Teils einer CAS-gestu¨tzten Revision der
schulischen Linearen Algebra ziehe ich einige Konsequenzen. Die nachfolgende U¨bersicht
fasst die obigen U¨berlegungen dazu in einer Matrix zusammen. IIab markiert darin die
Chama¨leon-Barriere, welche die Sicht auf
”
die“ lineare Abbildung T durch die verschie-
denen Repra¨sentationen und Identifizierungen behindert. Diese vertikal wirksame Barrie-
re wird u¨berlagert von einer horizontalen multiplen Repra¨sentation der Funktionswert-
Darstellung T (X) einer linearen Abbildung in Zeile b und der zugeho¨rigen multiplen Re-
pra¨sentation eines zugeho¨rigen linearen Gleichungssystems T (X) = B in Zeile c. In Zeile
d wird die zugeho¨rige Repra¨sentation in der Anschauungsebene E2 und in e der modellie-
renden CAS-(MuPAD)Mikrowelt angegeben. Zusa¨tzlich haben sich zu jeder Sichtweise I,
II bzw. III eigene mathematische Sprach- und Notationsweisen, zugeho¨rige Argumenta-
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tionsmuster sowie visuelle Darstellungen herausgebildet:
I II III
a A˜ ∗ X˜
m∼=
b T (X) = A ∗X = A1 · x1 + A2 · x2 + . . .
c T (X) = B ⇔ A ∗X = B ⇔ A1 · x1 + A2 · x2 + · · · = B
d T :
(
x
y
) 7→ (ax+by
cx+dy
)
=
(
a b
c d
) ∗ (x
y
)
=
(
a
c
) · x+ (b
d
) · y
e T := x -> ∼[a*x[1]+..] = ∼[a,c].∼[b,d] ∗ ∼[x,y] = ∼[a,c]*x + ∼[b,d]*y
s Sprache der Abbildungen: Sprache der Matrixalgebra: Sprache der Vektorrechnung:
Funktionswert  Matrixmultiplikation  Linearkombination
Abbildung 3.46: Die ”Chama¨leon-Gleichung“ b: T (X) = A ∗X = ΣxiAi
wechselt an jedem Gleichheitszeichen Sprachebene, Argumentationsmuster und
visuelle Vorstellungen; zusa¨tzlich erschwert die A¨hnlichkeitsidentifikation IIab
die Ausformung eindeutiger mentaler Objekte. A := [T ]
Aus obigen Befunden ziehe ich daher fu¨r das Kursdesign einer CAS-gestu¨tzten schulischen
Linearen Algebra die folgenden Konsequenzen.
1. Lineare Abbildungen werden durchga¨ngig als Funktionen mit Zuordnungsvorschriften
in der Tupel-Notation der Analysis (an die die Schu¨ler gewo¨hnt sind) definiert97, also
z. B. T : R2 → R2, (x, y) 7→ (x + y, y − x) statt (x
y
) 7→ ( 1 1−1 1) ∗ (ab), vgl. Spalte (Id).
Damit ist (spa¨ter) automatisch eine eindeutige Repra¨sentation (IIb) als Matrix relativ
zu den Standard-Basen des Rn verbunden und es gilt der Memovers98
”
Die Matrix-
spalten sind die Bilder der Einheitsvektoren“. Eine repra¨sentationsfrei definierte lineare
Abbildung als genuines mentales Objekt der Betrachtung und die zugeho¨rige
”
Standard“-
Matrix sind damit mental und mathematisch verschiedene Objekte. Zwar sind nach (b)
T (X) = A ∗X wertverlaufsgleich und daher identifizierbar. Das Risiko dieser Identifi-
kation zeigt sich spa¨ter, wenn der Preis mit dem Auftreten von Fehl- und Unversta¨nd-
nissen gezahlt werden muss. Es erscheint daher ratsam, lineare Abbildungen zuna¨chst
basisfrei zu notieren und nicht mit Matrizen zu identifizieren: Die basisabha¨ngige Iso-
morphmie Lin(Rm,Rn) ∼=BC Mat(n,m,R) erweist sich – nicht nur schulisch – als ein
Kern-Hindernis.
2. Koordinatenvektoren werden (weitgehend) vermieden; stattdessen wird die zugeho¨rige
eindeutige Linearkombination (IIIb) la¨ngs einer Basis bevorzugt und daraus die Koor-
dinaten abgelesen. Selbst bei Benutzung der Standardbasis in der Anschauungsebe-
ne wird daher die explizite Notation x · E1 + y · E2 gegenu¨ber der komprimieren-
den Abku¨rzung [x, y]99 oder [x, y]|E vorgezogen, um eine Gewo¨hnung an Linearkom-
97vgl. auch Blyth [17, S. 92 ff] oder Ja¨nich [a. a. O., S. 78 (7)]
98vgl. z.B. Ja¨nich [a. a. O., S. 73] oder Artmann & To¨rner [a. a. O., S. 118]
99Wa¨hlt man als Namen der Basisvektoren z. B. i und j oder B und C, so bestehen die Zeichenfolgen
xB+yC und [x, y] beide aus jeweils 5 Zeichen, d. h. sie sind gleich lang und damit sogar kompressionsgleich.
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binationen zu ermo¨glichen. Damit sind vektorielle Rechnungen (z. B. Basistransfor-
mationen) und Visualisierungen – auch im CAS – erleichtert mo¨glich, Ambivalenzen
und Identifikationen werden vermieden. Dies erfolgt in Anlehnung an die Schreibweise
ai + bj + ck ≡ a · E1 + b · E2 + c · E3 ≡ [x, y, z] der Physik bzw. von a + bi ≡
(
a
b
)
der
Funktionentheorie. Die Deutung von Koordinaten als Koeffizienten einer Linear- bzw.
Affinkombination relativ zu einer Basis vermeidet mit der ∼=|BC–Isomorphie zugleich die
Notwendigkeit der zusa¨tzlichen Einfu¨hrung einer unterscheidenden Notation wie
”|B
“:
Die CAS-Funktionen LinKomb(.,.) bzw. baryKomb(.,.) der Mikrowelt bilden diesen
Prozess ab und fu¨hren in ihrer ersten Komponente das Koordinatentupel [. . . ] sowieso
konstruktiv mit, s. o. Tabelle 3.6. Insofern ist dieses Vorgehen auch konzepto¨konomisch,
da sie den zu bildenden Begriffsapparat der Wissensdoma¨ne minimiert.
3. Die Nutzung der Linearkombination x·E1+y ·E2 als implizite Notation der Koordinaten
[x, y] erlaubt zudem eine angemessene Procept-Bildung und fo¨rdert die thematisierte
Schematisierung (
”
Vernetzung“) der relevanten Konzepte: Denn x ·E1 + y ·E2 ist in der
Linearkombinationsform als flexibles Wissenselement sowohl prozessual (P-Phase) als
{Komponenten−Zerlegung
Parallelogramm−Addition oder objektiviert (O-Phase) als Ergebnisvektor interpretierbar.
4. Die Funktionsschreibweise linearer Abbildungen (Ic) und ihre nachgeordnete flexible In-
terpretation als Matrix (IIc)- oder Vektorgleichung (IIIc) ermo¨glicht die direkte Anbin-
dung an die Theorie der linearen Gleichungssysteme, da der Funktionterm einer linearen
Abbildung die linke Seite eines LGS darstellt: (x + y, y − x) = (2, 3) ist vom Schu¨ler
unmittelbar als LGS erkennbar im Gegensatz zu der Matrixgleichung
(
1 1
−1 1
) ∗ (x
y
)
=
(
2
3
)
,
die eine (kleine) Interpretation erfordert – diese Flexibilta¨t ist allerdings ein Lernziel
der Lerntrajektorie.
5. Basistransformationen werden schulisch im Zusammenhang des U¨bergangs zu Basen
aus Eigenvektoren beno¨tigt; es ist daher sinnvoll an Basen und Linearkombinationen
schon fru¨hzeitig gewo¨hnt zu sein. Insbesondere kann zur Produktion eines eindeutigen
Repra¨sentanten einer linearen Abbildung der Rekurs auf kanonische Basen und die zu-
geho¨rige Funktionsvorschrift angestrebt werden.
6. Lineare Abbildungen als Funktionen ermo¨glichen in kommutativen Abbildungs-Diagram-
men mentale quasi-visuelle Orientierungshilfen durch holistische Perspektiven bei funk-
tional – dynamischem Denkstil und fu¨hren so zu stabilen Vernetzungen auf der Schema-
(S)-Ebene; Matrizenprodukte haben eher statischen Charakter. Insbesondere werden
Identifikationen erspart bzw. expliziert. Lineare Abbildungen werden daher konsequent
durch Tupel-Zuordnungen definiert und (spa¨ter) durch Matrizen repra¨sentiert.
Diese didaktischen Entscheidungen sollen der Ausbildung einer mentalen Repra¨sentations-
oder Chama¨leon-Barriere vorbeugen, die sich in versta¨ndnissto¨renden Interpretationspro-
blemen in der Art obiger Befunde niederschlagen wu¨rde: Design-Fehler bei der ontologi-
schen Wissenskonstruktion ’baden’ die Schu¨ler als Lernbarrieren ’aus’. Fasst man Repra¨sen-
tations100 - bzw. Identifikationsprobleme als Spezialfall eines Abstraktionsprozesses i. S. v.
100vgl. auch Ja¨nich [a. a. O., S. 175 ff]
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Lorenzen auf, so erweist sich die Chama¨leon-Barriere im Kern als bedeutsame Variante
einer Abstraktions-Barriere.
Eine kurze Kritik ausgewa¨hlter Lehrwerke zur Linearen Algebra. Abschließend
seien einige Lehrbu¨cher unter Bezug auf obige didaktische Konsequenzen analysiert.
1. Artmann & To¨rner [4, S. 114] motivieren die Einfu¨hrung linearer Abbildungen aus der
vertrauten Betrachtung von linearen Gleichungssystemen, d. h. im Sinne von Tabelle IIc 
IIb. Die dort ausgeschriebene Zuordnung ~x 7→ A~x entspricht obigem Vorschlag. Ab S. 116
wird aber eine lineare Abbildung A mit der zugeho¨rigen Matrix A syntaktisch identifiziert;
dies ist nach obigen Befunden nicht zu raten. Zur Betonung des Abbildungsaspektes wird
jedoch die Funktionsnotation A : R3 → R3 und zur Unterscheidung Formulierungen wie
”
die durch die Matrix A = [..] definierte Abbildung A : R3 → R3“ benutzt, vgl. [a. a. O.,
S. 117], was die orientierungsfo¨rdernde Nutzung von Diagrammen gestattet, vgl. z. B.
[a. a. O., S. 123].
2. Blyth & Robertson [17, S. 92–109] definieren und studieren in U¨bereinstimmung mit
obigem Vorschlag lineare Abbildungen (wie Projektion, Differenzialoperator, Integralope-
rator, etc.) ein ganzes Kapitel lang via Abbildungsvorschriften, bevor der Zusammenhang
mit Matrixdarstellungen hergestellt wird.
3. Lay [146, S. 67 ff] vertritt die Sicht von Artmann & To¨rner, formuliert aber vorsich-
tiger
”
den Fokus auf Abbildungen, die mit der Matrizenmultiplikation assoziiert sind. Fu¨r
jedes x in Rn wird T (x) berechnet als Ax, wobei A eine mxn Matrix ist.“ Die Zuord-
nungsvorschrift wird aber nicht ausgeschrieben, so dass letztlich doch wieder eine starke
mentale Kopplung an die Darstellungsmatrix resultiert. Jedoch werden lineare Abbildung
T und Darstellungsmatrix A syntaktisch konsequent unterschieden. – Im Instruktor’s ma-
nual spricht Lay von
”
der“ Standard-Matrix A von T : Diese entsteht durch die Operation
von T auf der kanonischen Basis und ist daher ein sicheres mentales Objekt.
4. Baum et al. [13, S. 300 ff] behandelt sofort affine Abbildungen (130 Seiten nach Be-
ginn der Linearen Geometrie!) – lineare Abbildungen kommen sui generis nicht vor. Die
unterrichtliche Lerntrajektorie bietet einen unklaren Repra¨sentationsmix aus Affin- und Li-
nearkombinationen, Koordinaten- und Matrixdarstellungen im Lichte obiger Tabelle, Zeile
d; Matrizen kommen im Lehrwerk aber u¨ber 100 Seiten lang u¨berhaupt nicht mehr vor
(diese traten isoliert im Zusammenhang des Gauss-Algorithmus im ersten Kapitel auf).
Im oft noch verwendeten Leistungskurs-Band [25] wird a¨hnlich vorgegangen; zusa¨tzlich
wird die zu einer affinen Abbildung geho¨rende
”
Vektorabbildung101 “ [a. a. O., S. 217 ff]
betrachtet. Bei der Untersuchung von Normalformen affiner Abbildungen mittels Eigenvek-
toren treten unvermittelt Basistransformationen auf, vgl. [a. a. O., S. 240]. Die Neufassung
[12, S. 180 ff] hat ein sehr a¨hnliches Grund-Konzept: Hier kommt die Vektorabbildung102
nicht mehr vor und die
”
Affinkombination“s-Darstellung affiner Abbildungen ist gestri-
chen – wird aber in Herleitungen und Rechnungen noch verwendet. Matrixdarstellungen
relativ zu Non-Standard-Basen finden sich auf S. 201 ff. Affine Abbildung α und Darstel-
101als der lineare Teil einer affinen Abbildung, vgl. z. B. Dombrowski [49, S. 174].
102stattdessen spricht man jetzt von ”affinen Abbildungen mit den Fixpunkt O“
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lungsmatrix A werden zwar typographisch unterschieden, aber es wird wesentlich nur mit
Koordinatendarstellungen gerechnet. Die Auspra¨gung einer massiven Chama¨leon-Barriere
in Folge dieser Lerntrajektorie kann man daher prognostizieren.
5. Griesel et al. [112, S. 328 ff] behandeln
”
Abbildungen103 und Matrizen“ auf den letzten 8
von 147 Seiten. Die Abbildungsmatix T wird aus Bildpunktskoordinaten konstruiert. Man
spricht von der
”
Abbildungsmatrix“ T und von
”
der durch T vermittelten Abbildung“.
Eine klare Unterscheidung von Abbildung und Matrix findet nicht statt, vgl. [a. a. O.,
S. 329 ff] – eine Chama¨leon-Barriere ist zu prognostizieren, da explizite Basiswechsel aber
nicht thematisiert sind, verbleibt sie zuna¨chst unterschwellig.
6. Kroll et. al. [141, S. 141–158] definieren affine und lineare Abbildungen wechselweise
u¨ber Zuordnungsvorschriften [a. a. O., S. 142], Linear- bzw. Affinkombinatioen [a. a. O.,
S. 143] oder den Abbildungsgleichungen fu¨r die Koordinaten [a. a. O., S. 143]. Aus diesen
wird die Abbildungsmatrix104 der linearen Transformation entnommen, vgl. [a. a. O., S. 146].
Die Zuordnung selbst bleibt unbenannt, die Beziehung ~p ′ = A~p ist zentral. Orientierende
symbolische Diagramme sind daher nicht formulierbar.
Zusammenfassung
Vor der Folie zweier Versta¨ndnis-Barrieren wurden die wichtigen Grund-Konzepte Vektor
und lineare Abbildung nach je einer kritischen genetischen Dekomposition im Sinne der
APOS-Theorie im CAS rekonstruiert.
Die Chama¨leon-Barriere fokussiert dabei das Problem des Wiedererkennens des Gleichen
im Verschiedenen, der Invarianz in der Polymorphie. Es wurde gezeigt, dass schon ein un-
geeignet eingefu¨hrter anschaulicher bzw. algebraischer Vektorbegriff Ursache vielfa¨ltiger
Irritationen sein kann, die sich bis hin zu Fehlversta¨ndnissen im Umfeld von Basistransfor-
mationen und Matrixdarstellungen linearer Abbildungen auswirken ko¨nnen.
Der didaktische Mehrwert der Konstruktion eines CAS-Moduls (MuPAD-Mikrowelt Affine-
Geo2d/3d) wurde diskutiert. Dem Lernsubjekt stehen in diesem CAS-Modell des Anschau-
ungsraumes nur drei neue Operatoren ∼,∼>, ◦ (neben +,-,*) als zula¨ssig zur Verfu¨gung.
Diese explizieren die geometrische Versta¨ndigungssprache von Vektor und Punkt inner-
halb der Mikro-Welt. Damit erfa¨hrt der experimentierend bzw. spielend in der Mikrowelt
Handelnde einen kontrollierten und fehlvorstellungsbereinigten Erfahrungszugewinn. Die
Symbolik innerhalb der Mikrowelt wurde dabei in mo¨glichst großer Na¨he zu u¨blichen ma-
thematischen Schreibweisen gewa¨hlt:
– algebraische Objekte (Rechnungen mit Vektoren, Linearkombinationen, Funktions-
termen linearer Abbildungen, etc.) beginnen syntaktisch immer mit ∼ (sprich:
”
Vek-
tor“)
– geometrische Objekte (Zeichnungen von Punkten, Richtungsvektoren, Affinkombi-
nationen etc.) beginnen syntaktisch immer mit ◦ (sprich:
”
Punkt“) oder ∼> (sprich:
”
Richtungs-Vektor“)
103Die Begriffe lineare oder affine Abbildung treten im Lehrwerk nicht auf.
104hieraus wird das Matrix-Konzept destilliert, vgl. [a. a. O., S. 146, Mitte]
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Der so konstruierte syntaktische Kalku¨l unterstu¨tzt die Ausformung eindeutiger ontolo-
gischer Objekte im Bewusstsein des Lernsubjektes und wirkt so der Ausbildung einer
Chama¨leon-Barriere entgegen. Das CAS-Modul zwingt105 zu vorstellungsada¨quaten Spiel-
Handlungen und fu¨hrt damit zu wu¨nschenwert robusten geometrischen (Konzept-) Vor-
stellungen im Wissensbereich der Linearen Algebra. Insbesondere verhindert der Kalku¨l
baryzentrischer Punkt-Koordinaten und der zugeho¨rigen Affinkombinationen eine fru¨hzei-
tige Identifikation von Koordinaten mit Vektoren des Richtungs-Vektorraumes Rn. Auch
die Entscheidung, lineare Abbildungen des Anschauungsraumes En zuna¨chst durch zuge-
ordnete Tupel (statt sogleich u¨ber ein Matrixprodukt) zu definieren, verhilft zu diskrimina-
tionsfa¨higen Objektbildungen und la¨sst Repra¨sentierungen in Koordinaten (Basiswechsel,
Matrixdarstellungen) als davon unterscheidbaren Formwandlungsprozess des Ursprungsob-
jektes verstehen. Es wird empfohlen zur Minimierung des Begriffsapparates auf die explizite
Einfu¨hrung von Koordinaten(vektoren) zu verzichten und stattdessen die Verwendung von
Linearkombinationen zu forcieren.
3.2.4 Weitere ausgewa¨hlte kognitive Versta¨ndnis-Barrieren
Neben den oben analysierten zentralen Versta¨ndnisbarrieren werden in der Literatur weite-
re Denkhindernisse benannt. Ich gehe noch auf zwei aus psychologischer Sicht interessante
Barrieren ein: die sog. Barriere des Praktischen Denkens und die sog. pseudo–konzeptuale
Denkhaltung.
Die Barriere des praktischen Denkens
Sierpinska [187] berichtet von verschiedenen Lehr-Experimenten u. a. auch mit dem dyna-
mischen Geometriesystem (DGS) Cabri zur Untersuchung der Eigenschaften von Linear-
kombinationen, linearen Transformationen sowie deren Matrixdarstellungen. Unabha¨ngig
vom Zugang zum Thema kommt sie zu dem Schluss, dass die
”
Tendenz von Studenten
in der Linearen Algebra eher praktisch als theoretisch zu denken der Grund hinter vielen
Versta¨ndnisproblemen ist - insbesondere mit den strukturellen Aspekten der Theorie“, vgl.
[a. a. O., S. 274]. Sierpinska unterscheidet dabei drei Modi des Denkens in der Linearen
Algebra: den synthetisch-geometrischen, den analytisch-arithmetischen und den analytisch-
strukturellen Denkstil, die entsprechend zu den verschiedenen Beschreibungssprachen106
und der zugeho¨rigen semiotischen Repra¨sentationssysteme in der Linearen Algebra unter-
scheidbar sind:
Wa¨hrend das analytisch-arithmetische Denken auf das Vereinfachen von Rechnungen abzielt
[...], zielt das strukturelle Denken auf die Erweiterung unseres Wissens u¨ber Konzepte. [...]
Mit analytisch-arithmetischem Denken wird ein Objekt definiert durch eine Formel, die es ei-
nem erlaubt, es zu berechnen; in analytisch-strukturellem Denken wird ein Objekt am besten
105in seiner Beschra¨nkung auf wenige elementare Grundoperationen beachtet es zudem die 7er-Regel von
Miller, s. o.
106Diese sind nach obigem: die visuell-geometrische Sprache als Rede u¨ber den Anschauungsraum, die
arithmetische Sprache als die Rede von Vektoren, Matrizen, Koordinaten-Listen etc. und die strukturelle
Sprache als Rede von Vektorra¨umen und linearen Abbildungen etc.
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durch eine Menge von Eigenschaften definiert.107 [a.a.O., S. 234] Prinzipiell geho¨ren synthetisch-
geometrische Argumentationen nicht zur eigentlichen Linearen Algebra. Sie werden aber als heu-
ristische Werkzeuge und in der Lehre zum Zwecke der Visualisierung108 verwendet. [a. a. O.,
S. 235].
Das Fehlen einer theoretisch-strukturellen Durchdringung des Themas seitens der Studen-
ten a¨ußerte sich in den Experimenten von Sierpinska wesentlich in vier Pha¨nomenen, die
als Vorherrschen einer praktischen Einstellung konstatiert werden:
• dem Auftreten von unversta¨ndlichen Sprachformen wie z. B. der Beobachtung einer
”
inneren Sprache“ (nach Vygotsky) in schriftlichen Ausfu¨hrungen: Die beobachte-
te Syntax in studentischen A¨ußerungen ist
”
hochgradig abgeku¨rzt, kondensiert, fast
vollsta¨ndig pra¨dikativ, agglutinierend, Subjekt und Objekt sind weggelassen“ und in
der Semantik u¨berwiegt der Wortsinn die Bedeutung.
”
Weil geborgte Sprache be-
nutzt wurde, konnten die Studenten ihre eigenen Gedanken nicht ausdru¨cken, denen
es - nicht durch eine verbal elaborierte und explizite Sprache vermittelt - an der
notwendigen Unterstu¨tzung fehlte, um sich zu voll entwickelten Konzepten zu mau-
sern.“ [a. a. O., S. 216] Diese beobachteten retardierten Sprachformen erinnern an
die Formalismus-Barriere.
• dem Mangel an Sensibilita¨t fu¨r die Epistemologie wissenschaftlichen Wissens, wo-
nach
”
die direkte Beobachtung durch die Konstruktion technischer Instrumente und
Repra¨sentationsssysteme, Begriffe [..] und Theorien ersetzt werden muss“, [a. a. O.,
S. 220]. Dies a¨ußerte sich
”
in der Produktion widerspru¨chlicher Aussagen“ oder dem
”
Unwillen la¨nger nachzudenken“.
• dem Denken in prototypischen Beispielen anstelle von Definitionen:
”
Theoretische
und praktische Denkweisen unterscheiden sich wesentlich in der Art und Weise, wie
sie die Bedeutung eines Wortes gru¨nden. Fu¨r den praktischen Verstand sind mathe-
matische Objekte ’natu¨rliche Objekte’ und keine ’diskursiven Objekte’: Definitionen
und Theorien ko¨nnen diese nur beschreiben, aber nicht erzeugen oder konstruieren.“
Dies
”
wurde als Versta¨ndnisbarriere fu¨r unsere Studenten am auffa¨lligsten im Lern-
prozess des Begriffs der linearen Abbildung.“, vgl. [a. a. O., S. 222].
• der Gru¨ndung von Argumentationen und Verallgemeinerungen auf Handlungslogik
und visuellen Anschauungen:
”
Der praktische Verstand ist darauf eingestellt mit Si-
tuationen umzugehen anstatt mit Konzepten. Der praktisch veranlagte Student er-
fasst ein mathematisches Konzept zusammen mit der ganzen didaktischen Situation
sowie dem sozialen und psychologischen Kontext [...]“, vgl. [a. a. O., S. 229].
107So kann man beipielsweise – arithmetisch denkend – eine Matrix A dadurch als invers zu einer zweiten
Matrix B nachweisen, dass man die Inverse von A explizit z. B. mit dem Gauss-Algorithmus oder einer
Kofaktor-Entwicklung berechnet und mit der Ersten auf elementweise Gleichheit pru¨ft. Strukurell denkend
kann man aber auch das Produkt beider Matrizen mit der Einheitmatrix vergleichen.
108Nach Sierpinska sind sowohl die synthetisch-geometrische als auch die strukturelle Denkweise visuell:
die strukturelle ”aber eher metaphorisch und/oder diagrammatisch“, vgl. [a. a. O., S. 236].
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Als Folge dieser Barriere berichtet Sierpinska von einem erheblichen
”
Widerwillen sich auf
die Struktursprache einzulassen“ und einer
”
Unfa¨higkeit zwischen diesen drei Sprachmodi
zu wechseln“, vgl. [a. a. O., S. 209]. Der beschriebene praktisch-orientierte Denkhabitus
der Studenten wirkt als epistemologisches Hindernis beim angemessenen Versta¨ndnis der
allgemeinen Strukturtheorie der Linearen Algebra:
Moderne akademische Lehrbu¨cher der Linearen Algebra bieten oft strukturelle Argumente an,
um gewisse basale Aussagen zu rechtfertigen. Wa¨hrend diese gewo¨hnlich kurz und elegant sind,
stellen sie aber einen Level an theoretischer Sophistikation dar, die den Einsteiger mit dem Gefu¨hl
zuru¨ckla¨sst, dass entweder nichts bewiesen wurde oder dass der bewiesene Sachverhalt von ge-
ringem Belang ist. [a. a. O., S. 236]
Aus der beobachteten Inada¨quatheit des Currikulums und der konstatierten Ineffizienz der
Lehrbemu¨hungen zieht Sierpinska die folgende Konsequenz:
Es ist vielleicht ho¨chste Zeit, diese Evidenz und Erfahrung serio¨s anzunehmen und auf ihr aufzu-
bauen - anstatt sie zu ignorieren oder dagegen zu ka¨mpfen. Fu¨r die meisten praktisch orientierten
Studenten an unseren Universita¨ten ist ein ’praktischer’ Zugang anstelle eines ’theoretischen’
oder sogar ’strukturorientierten’ angeraten. Einerseits kann ein ’praktischer’ Zugang zur Arbeit
mit Anwendungen der Linearen Algebra fu¨hren,[...] wo Konzepte nicht explizit durch Definitionen
eingefu¨hrt werden, sondern implizit als Werkzeuge beim Nachdenken u¨ber Probleme in verschie-
denen Kontexten. [a. a. O., S. 245]
Die U¨berlegungen von Sierpinska seien hier kurz kritisch kommentiert.
1. Struktiertes Denken ist – nach dem hier vertretenen Theorieansatz – Denken in themati-
sierten Schematisierungen, d. h. wesentlich vertikales Mathematisieren, und besitzt eine
komplexe Epistemologie ontologischer Bezu¨ge zwischen mentalen mathematischen Ob-
jekten. Die beobachtete
”
Verhaftung der Studenten in praktischem Denken“ kann daher
aus der Perspektive der APOS-Theorie auf ein Defizit an Erfahrungen in handelnden
Zuga¨ngen hindeuten, aus denen Objekte und anschließend strukturelle Konzeptvorstel-
lungen abgelo¨st werden sollten. Mo¨glicherweise wurden in der Lerntrajektorie daher
zu wenig Aktionen und Prozesshandlungen vorgesehen und daher keine reichhaltigen
Konzeptvorstellungen gebildet.
2. Die beobachtete Sprachlosigkeit bzw. die wirren formalsprachlichen Formulierungen
(
”
Formalismusbarriere“) ko¨nnten z. T. in der Nutzung eines DGS109 zu suchen sein: Ca-
bri ist insofern selbst sprachlos, da zugeho¨rige point & click–Aktionen u¨ber den probier-
handelnden Zugmodus ausgelo¨st werden. Dagegen ist ein CAS symbol-sprachgesteuert
und dialogisch orientiert, d. h. sprachliches Handeln auf theoretisch reflektierender Ebe-
ne ist zentral. Damit resultiert beim Benutzen eines CAS eine gro¨ßere Na¨he zur ma-
thematischen Symbolsprache und damit eine bessere Gewo¨hnung an theoretisches und
strukturelles Denken als bei einem DGS. Die didaktischen Probleme eines DGS sind
daher vo¨llig andere (und hier nicht Gegenstand der Untersuchung).
109
”Sie sahen nur, dass ’irgendwas passierte’“, vgl. [a. a. O., S. 216]
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3. Die kapitale Idee der De-Arithmetisierung des Anschauungsraumes und seine struk-
turelle Beschreibung durch Vektoren,
”
die ihre Koordinaten verloren, welche sie im
Zahlbereich verankerten und die so zu abstrakten Elementen [eines Vektorraumes, wL]
wurden, deren Verhalten durch ein System von Eigenschaften (Axiomen) gesteuert wur-
de “[a. a. O., S. 233] ist in einem DGS nicht angemessen modellierbar: Dieses operiert
wesentlich mit Koordinaten im Anschauungsraum. Erst ein CAS lo¨st sich hiervon und
kann allgemeine algebraische Strukturen betrachten; ein DGS wie Cabri kann daher die
falsche Wahl sein, um theoretische und strukturelle U¨berlegungen zu evozieren.
4. Der Wunsch und die Tendenz der Studenten (und Schu¨ler) praktisch (selbststa¨ndig) zu
rechnen wird durch ein CAS unterstu¨tzt - nicht aber durch ein DGS: Dieses dient dem
Konstruieren von geometrischen Objekten, nicht dem Programmieren von Konzepten.
Die Komprimierung und Auslagerung von Rechenprozessen (wie Gauss-Algorithmus,
Inversenberechnung, Lo¨sungsmengen von LGS, Gruppentafeln etc.) als Routinen im
CAS verhilft aber ambivalent zur Distanzierung von eben solchen praktischen
”
Denk“-
Prozessen und lenkt den Blick auf theoretische Reflektionen.
5. In Bemerkung 1. wurde angedeutet, dass die reflexive Abstraktion in der zitierten Lern-
trajektorie vermutlich nicht abgeschlossen ist, worauf die beobachtete
”
Praxisverhaf-
tung“ hindeutet. Nach Harels Konkretheits-Prinzipien110 kann man die Praxisbarriere
von Sierpinska als unerfu¨lltes Konkretheits-Bedu¨rfnis der Lernenden interpretieren, die
deshalb in der konkreten
”
Rechen“–Praxis verharren, weil
”
konkret gewordene abstrak-
te“ Objekte mental noch nicht konstruiert wurden. Die Sprachlosigkeit vor abstrakten
Objekten ist insofern ein Indiz fu¨r objektlose Orientierungslosigkeit.
Es gibt meines Erachtens daher Indizien dafu¨r, dass die epistemologische Barriere der
praktischen Denk-Disposition durch ein CAS abgeschwa¨cht werden kann.
Die pseudokonzeptuale Denkhaltung als kognitive Barriere
Vinner [202] berichtet in Szenen aus Lineare Algebra–Klassen, dass er gelegentlich seine
Studenten die Antworten auf seine versta¨ndnis-testenden Fragen aufschreiben la¨sst:
”
Ich
habe dies mit vielen Klassen und vielen Begriffsbildungen gemacht und die Resultate sind
ziemlich a¨hnlich. U¨blicherweise sind sie ziemlich niederschnetternd.“ und
”
[Diese Ergebnisse
-w.L.] lassen einen an der Berufswahl zweifeln.“, vgl. [a. a. O., S. 162].
Die von Vinner beschriebenen Pha¨nomene betreffen die Bedeutung von Bezeichnungen
und Begriffen, Beweisversta¨ndnis und logisches Denken sowie die Gru¨nde fu¨r syntaktische
Fehler und zeigen in diesen typisch mathematischen Aktivita¨ten nach seiner Ansicht ein
spezifisches (Fehl–)Verhalten von Lernern, na¨mlich ein sog. pseudo–konzeptuales Denken.
Im Folgenden werden kurz drei ausgewa¨hlte Beispiele von Vinner sowie seine Explikation
des Begriffs
”
pseudo-konzeptuales Denken bzw. Verhalten“ zitiert und der Unterschied zum
didaktischen Begriff des Fehlversta¨ndnisses gekla¨rt. Zusa¨tzlich wird seine These an einer
Versuch-Wiederholung verifiziert.
110worauf unten noch na¨her eingegangen wird
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(1) Beispiel (pseudo–konzeptuales Notationsversta¨ndnis, [202, S. 163]):
Schreibe die Cauchy-Schwarz-Gleichung ||a|| · ||b|| ≥ |atb| ohne die Symbole ||a||, ||b||, at, a,
b zu benutzen.
Die Aufgabe111 fragt lediglich nach einem Dekodierungsprozess: Eine syntaktische Verdich-
tung ist zu expandieren, ein memorativer Ru¨ckruf auf ein Bezeichnungswissen ist zu leisten.
Keine Umformung, keine Argumentation ist verlangt. Simuliert man die Anforderung im
CAS-
”
Geda¨chtnis“ nach, indem die fraglichen Begriffe codiert und die Aufgabe als Anfrage
an das CAS syntaktisch formuliert wird, so erkennt man, dass neben der Matrixmultipli-
kation lediglich die Definitionen von La¨nge und Betrag memoriell abzurufen sind:
Mit Recht weist Vinner darauf hin, dass fu¨r eine gelingende unterrichtliche Versta¨ndigung
ein pra¨zise funktionierendes Notationswissen vorausgesetzt werden muss. Wa¨hrend in der
Alltagspraxis oft approximative Erinnerungen an Umsta¨nde und Objekte etc. ausreichen,
ist in der Mathematik fu¨r ein tiefes und volles Konzept-Versta¨ndnis auch eine syntaktisch
korrekte (nicht: anna¨hernd korrekte) Erinnerung notwendig. Dieser (unreflektierte) Wider-
spruch zur Lebenspraxis ist oft nicht bewusst und Ausdruck eines pseudo–konzeptualen
Verhaltens:
Das Inakkurate, das Vage, das Fuzzyartige ist typisch fu¨r die menschliche Geda¨chtnisfunktion.
Besondere mentale Aktionen sind no¨tig, um das akkurate, klare, fokussierte Bild eines relevanten
Gegenstandens zu erhalten. [..] Viele [Lernende] haben nicht die Zeit, die Motivation oder sogar
das Versta¨ndnis, dass die Fuzzy–Denkweise fu¨r das Lernen von Mathematik inada¨quat ist. [a. a. O.,
S. 163]
(2) Beispiel (pseudo–konzeptuales Begriffsversta¨ndnis, [202, S. 164]):
Was ist ein Eigenwert und was ist ein Eigenvektor einer gegebenen Matrix A?
Die Analyse der Antworten112 weist nach, dass die Studenten vielfach
”
versuchen, zu dem
vorgelegten Begriff irgendein Wort oder irgendeine Symbolsequenz zu assoziieren, welche ih-
nen im Kontext gerade geeignet zu sein scheint“, z. B.
”
(A−λI) ist der Eigenwert“. Die Ant-
worten zeigen kein Konzept-Versta¨ndnis113 und demonstrieren daher pseudo-konzeptuales
111Nach Vinners Bericht waren nur 2 Antworten von 19 richtig.
112Resultat: Nur 3 Antworten von 17 waren richtig; dabei wurde die Frage von Vinner drei Wochen nach
der Konzepteinfu¨hrung gestellt. – Eigene Befragungen wa¨hrend eines Didaktikseminars an der Universita¨t
Duisburg zeigten vergleichbare Befunde. Auf die Mitteilung der Details sei hier verzichtet.
113stellen allerdings auch keine Fehlvorstellungen dar, s. u.
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Verhalten, das sich darin a¨ußert, dass das Lernsubjekt von den befragten Konzepten so re-
det oder schreibt, als ob das Konzept verstanden sei. Irritierend ist zudem die Mo¨glichkeit,
dass auch in den
”
richtigen“ Antworten pseudo-konzeptuales Denken verdeckt vorliegen
kann, wenn die korrekte Antwort auf unverstandenem bloßem Auswendiglernen beruht.
(3) Beispiel (pseudo–konzeptuale Syntaxfehler, [202, S. 169]):
Bringe die Matrix [00
1
2
4
8
0
0 ] durch elementare Zeilenumformungen auf Dreiecksgestalt.
Wa¨hrend ein CAS bei logisch–begrifflichen Argumentationsfehlern, in denen ein Verdacht
auf das Vorliegen von pseudo–konzeptualem Denken besteht114, den Lernprozess nicht
stu¨tzen kann, ist die Situation bei Syntaxfehlern didaktisch anders.
Die studentische Antwort [0
0
1
2
4
8
0
0
]
1
= [0
0
1
0
4
0
0
0
]
2
= [0 4 0 0] auf obige Frage zeigt einen zweifachen
Missbrauch des Gleichheitszeichens: An der Argumentationstelle
”
1
=“ wird die Definition
der elementweisen Matrizengleichheit verletzt und bei
”
2
=“ sind die verglichenen Matrizen
gar nicht vergleichbar, da sie aus verschiedenen Ra¨umen stammen – die
”
an sich richtige“
Rechnung offenbart pseudo-konzeptuales Denken.
Stellt man die U¨berlegung im CAS nach, so ergibt sich folgende Situation:
Die
”
pseudo–konzeptualen“ Anfragen der Studenten wa¨ren vom CAS als
”
korrekte Einga-
ben“ in der gleichen Weise akzeptiert worden – mit anscheinend gleichen logischen Konse-
quenzen: (1) = (2). Die anschließenden
”
richtigen konzeptualen“ Anfragen (3) bzw. (4)
erfordern bereits ein ausgebildetes Konzept-Versta¨ndnis von Gleichheit, da hier die logische
Wahrheit der angefragten Gleichheitsaussage vom CAS beantwortet wird: Wie man an den
verschieden ausfallenden Reaktionen des CAS sieht, fa¨llt diese Pru¨fung auf Gleichheit sehr
unterschiedlich aus – in (3): keine Gleichheit, in (4) verschiedene Definitionbereiche, An-
frage sinnlos. Folglich kann ein CAS i. d. R. im Lernprozess konzeptual nur dann stu¨tzend
hilfreich sein, wenn der Nutzer bereits konzeptual denkt – ein pseudo–konzeptuales Denken
kann schon die richtigen Anfragen an das CAS gar nicht stellen und entlarvt sich damit
auch im CAS.
Vor dem Hintergrund der beschriebenen deprimierenden Befundlage weist Vinner auf das
didaktische Gebot der Fo¨rderung von sog.
”
rein“–konzeptualem Denken zur Konstrukti-
on stabiler Konzeptvorstellungen hin. Denn das beschriebene psychologische Pha¨nomen
114wie z. B. bei Fehlschlu¨ssen und elliptischen Schlussweisen oder beim Argumentieren mit nicht–
generischen Zahlen-Beispielen anstelle der konzeptualen Nutzung von Variablen in Beweisen.
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des pseudo–konzeptualen Verhaltens von Lernenden kann als Barriere fu¨r das Entstehen
epistemologisch effektiver Konzeptvorstellungen wirken, indem es dem Lernsubjekt selbst
(und dem außenstehenden Beobachter) Versta¨ndnis vorta¨uscht bzw. (s)ein Nichtversta¨nd-
nis nicht erkennt bzw. sich nicht ehrlich eingesteht. In der Folge bleibt das notwendige
Bemu¨hen um die Konstruktion angemessener bzw. die Korrektur fehlerhafter Konzeptvor-
stellungen aus.
Ausgehend von seiner Unterscheidung zwischen konzeptualem und prozeduralem Denken im
Rahmen der sog. concept-definition / concept-image-(≈APOS)-Theorie wird das konzept–
orientierte Denken von Vinner als rein–konzeptual betont, um es von dem oben beschrie-
benen pseudo–konzeptualen Denken zu unterscheiden. Rein–konzeptuales Denken geht mit
seinen konstruierten mentalen Objekten (O) und den zugeho¨rigen Konzeptvorstellungen
thematisch (auf der S-Ebene) versta¨ndig um, wa¨hrend ein pseudo–konzeptuales Verhal-
ten des Lernsubjektes lediglich die Bezeichner (
”
O“) der Objekte redend oder schreibend
nutzt, ohne dass u¨berhaupt zugeho¨rige Konzeptvorstellungen im Bewusstsein existieren115
(mu¨ssen) – Darstellung und Rede116 erscheinen dem Beobachter sinnlos bzw. sinnleer oder
fragmentarisch:
Eine (echt) konzeptuale Verhaltensweise ist das Ergebnis von gedanklichen Vorga¨ngen, in denen
Konzepte betrachtet sowie auch Beziehungen zwischen Konzepten bzw. Ideen, in denen diese
Konzepte involviert sind, logische Verbindungen u. s. w. Solche Gedankenprozesse konstituie-
ren konzeptuales Denken. [...] Ein Verhalten, welches wie ein konzeptuales aussehen ko¨nnte,
aber durch mentale Prozesse hervorgebracht wird, die nicht konzeptual sind, nenne ich pseudo–
konzeptual.[..] In mentalen Prozessen, die konzeptuales Verhalten produzieren, sind Worte mit
Ideen assoziiert, wa¨hrend in mentalen Prozessen, die pseudo-konzeptuales Verhalten produzieren,
Worte mit Worten assoziert sind - Ideen sind nicht involviert. [a. a. O., S. 160]
Im Unterschied dazu ist ein Fehlversta¨ndnis
”
Resultat einer konzeptualen Denkweise und
sollte als sinnhaltiges Verhalten angesehen werden, wohingegen das pseudo–konzeptuale
Verhalten ein sinnentleertes Verhalten ist“, vgl. [a. a. O., S. 162].
Die folgende U¨bersicht stellt diese begriffliche Unterscheidung im Entscheidungsbaum dar:
Denkstil
↙ ↘
konzeptual prozedural
‖
pseudo–konzeptual
Lernbarriere:
”Leer“vorstellung
=
echt–konzeptual
Lernbarriere:
”Fehl“vorstellung
Anmerkungen.
115s. o. Beispiel 1.
116Als solche Beispiele pseudo-konzeptuellen Verhaltens nennt Vinner das ”Kopfnicken“ als Ausdruck
des ”Als-ob“–Verstehens (also mo¨glichwerweise auch dann, wenn man etwas nicht voll verstanden hat)
oder das ”Alles-Hinschreiben“, was einem zu einer Frage einfa¨llt (also ”als-ob“ man etwas verstanden habe
– anstatt die Frage tatsa¨chlich zu beantworten).
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1. Die Entstehung von pseudo–konzeptualem Denken und Verhalten erkla¨rt Vinner mit
dem Wunsch des Individuums nach
”
einfachen, leichteren und ku¨rzeren mentalen Pro-
zessen, falls die rein-konzeptualen zu kompliziert“ ausfallen, vgl. [a. a. O., S. 161]. Es
ist aber auch denkbar, dass nach der 7er-Regel eine Anha¨ufung117 neuer Terminologie
im (Kurzzeit–)Geda¨chtnis in der vom Lehrer bereitgestellten Lernzeit nicht internali-
siert werden kann und in der Folge sinnhaltige mathematische Kommunikation objektiv
unmo¨glich wird. Denn es gibt zu denken, wenn nur 2 von 17 Ho¨rern in Beispiel (1) die
gestellte Frage beantworten, wenn man unterstellt, dass StudentInnen im dritten Se-
mester eine Vorlesung mit Interesse und zielbewusst aus– und besuchen. Ohne Einsicht
in die konkrete Lerntrajektorie und eine Analyse ihres Designs ist dies aber nicht zu
entscheiden.
2. Zur Aufdeckung von pseudo–konzeptualem Verhalten verwendet man nach Vinner die
”
u¨blichen operationalen Maße“ wie
”
schriftliche Examina, Hausaufgaben, Klassendis-
kussionen und vielleicht auch andere Mittel.“, vgl. [a. a. O., S. 160].
3. Pseudo–konzeptuelles Verhalten ist nicht auf das Lernen von Linearer Algebra be-
schra¨nkt, sondern tritt auch beim Lernen anderer Wissensdoma¨nen auf. Sie ist hier
aber gravierender ausgepra¨gt, weil durch die beschriebenen diversen Sprachebenen mit
wechselnden Terminologien konzeptuelles Versta¨ndnis in besonderer Weise bedroht ist.
4. Pseudo–konzeptuales Verhalten ist ein psychologisches Pha¨nomen, das sich mittelbar
als Barriere fu¨r kognitive mathematische Lernprozesse auswirken kann. Zur Fo¨rderung
eines fu¨r gelingende Versta¨ndnisprozesse wertvoll erachteten rein-konzeptualen Denkens
sollte man die Lernenden auf die ethische Forderung der ehrlichen Selbstreflexion (mit
Selbsteinscha¨tzung und Monitoring des Lernprozesses) verpflichten. In den von mir de-
signten CAS-M2AKE-Lerntrajektorien sind dazu zusa¨tzliche Aus- und Ru¨ckblicke sowie
eingebettete Lehr-Dialoge als rahmende (
”
M2“)metakognitive Ta¨tigkeiten vorgesehen,
die zusammen mit den AP-Handlungsphasen rein–konzeptuelles Denken als Vorausset-
zung fu¨r wissenschaftliches Arbeiten fo¨rdern mo¨chten.
3.3 Lo¨sungsansa¨tze aus den fachwissenschaftlichen
und didaktischen Communities
Der folgende Abschnitt geht auf Revisionsversuche der universita¨ren Linearen Algebra
insoweit ein, als aus den dortigen Befunden und Lehrrevisionen Auf- und Ru¨ckschlu¨sse
117Man denke an Carlsons Metapher vom begrifflichen Nebel; dazu Vinner [a. a. O., S. 159]: ”In dem
Augenblick, in dem eine Analogie gegru¨ndet wird, gibt es keinen weiteren Bedarf an analytischer Erkla¨rung.
Methaphern u¨berzeugen intuitiv. [..] In der Psychologie und der Didaktik sind Metaphern oft das Einzige,
was wir haben.“ Metaphern sind insofern wertvolle holistische Sprachkonstrukte, die – vergleichbar mit ho-
listischen Visualisierungen – u¨ber Assoziationen ein quasi-konzeptuales Reden bzw. Denken anstoßen. Man
denke z. B. an Ja¨nichs [131, S. 42 ff] (formal-pra¨zisierte) Metaphern, eine Funktion zu Integrationszwecken
”in die Zange zu nehmen“ oder ein Lo¨sungs”fahrzeug“ auf Phasenflu¨ssen zu pilotieren, vgl. [a. a. O., S. 300]
oder an Artmanns Metapher des Schraubstocks als Quasi-Konzeptvorstellung von Stetigkeit.
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fu¨r die Konzeption einer schulischen Linearen Algebra erhofft werden ko¨nnen. Zuna¨chst
werden die empirischen Lehrversuche der franzo¨sischen TLAG-Gruppe ausgewertet und
anschließend die Empfehlungen der US-amerikanischen LACSG.
3.3.1 Die Curriculum-Revision der TLAG (Frankreich)
Resu¨mee der U¨berlegungen seitens der TLAG-Gruppe [52, S. 275] ist eine Beschreibung der
Linearen Algebra, die im Kern Einsichten der APOS-Theorie aufgreift und epistemologische
Barrieren beru¨cksichtigt:
Von der allgemeinsten Ebene betrachtet erfordert ein gutes Versta¨ndnis der Linearen Algebra ein
angemessenes Maß an ’kognitiver Flexibilita¨t’ in Bezug auf das Umschalten zwischen den ver-
schiedenen Sprachen (z. B. der Sprache der Matrizentheorie und der Sprache der Vektorrra¨ume),
Blickpunkten (kartesisch und parametrisch) und semiotischen Registern. Ein Versta¨ndnis der Li-
nearen Algebra verlangt seitens der Studenten auch das Einkapseln substanzieller Bereiche vormals
individueller Objekte und Handlungen mit diesen Objekten in identifizierbare Konzeptstrukturen
(z. B. Funktionen, die als Objekte sui generis betrachtet werden, als Elemente eines Vektorr-
raumes statt als Prozeduren, die Zahlen andere Zahlen zuordnen). Daru¨berhinaus erfordert ein
Versta¨ndnis von Linearer Algebra die Fa¨higkeit, sich auf ’theoretisches Denken’ als Kontrollin-
strument fu¨r Intuitionen, mentalen Vorstellungsbildern und Kontextabha¨ngigkeiten einzulassen,
die charakteristisch sind fu¨r ein ’praktisches Denken’. Andererseits ist ein ’praktisches Denken’
notwendig, um zu vermeiden, dass Lineare Algebra nichts weiter ist als eine fremde, kryptische
und formale Sprache, in der man zwar schreiben, aber nicht denken kann.
Vor dieser Theoriefolie werden einige didaktische Experimente und Revisionsvorschla¨ge
seitens der TLAG berichtet, die hier aus der Zielperspektive einer Revision der schulischen
Linearen Algebra von Interesse sind.
Das Kleingruppen-Experiment von Robert
Robert [52, S. 116 ff] untersuchte 1994 in einem Lehrversuch, ob und wie sich der Bearbei-
tungserfolg bei der fru¨her untersuchten Problemstellung118 a¨ndert, wenn das Lehrdesign
ausdru¨ckliche Klein-Gruppenarbeit pra¨feriert.
Die Studenten arbeiteten in 4er-Gruppen an Tisch-Inseln im Kursraum. Es wurde ihnen eine
Problemstellung ohne methodische Lo¨sungshinweise gegeben und sie hatten die Lo¨sung auszu-
arbeiten. Eine Sitzung dauerte jeweils 1 1/2 von 2 Stunden. Im Allgemeinen intervenierten die
Lehrer nur auf Anfrage, wenn eine andauernde Meinungsverschiedenheit in der Gruppe auftrat,
sie auf ein Hindernis stieß oder die Gruppe dachte, dass sie das Problem gelo¨st hatte. [a. a. O.,
S. 116]
Die Befunde weisen zwar mehr explizite Meta-Reflektionen (wie Planungsu¨berlegungen vor
der Lo¨sung; Aspektwechsel; Variationen der Fragestellungen) auf als in individueller Ar-
beit beobachtet wurde sowie eine insgesamt erho¨hte Nach-Denkzeit. Die mathematischen
Probleme im Zusammenhang mit den fru¨her beobachteten logisch-mengentheoretischen
Schwa¨chen (Formalismus-Barriere) blieben jedoch erhalten. Unverstanden blieb z. B.
”
dass
118s. o., lediglich erga¨nzt um die zusa¨tzliche Aufforderung, nach zwei Lo¨sungswegen zu suchen: ”Vergleiche
E3 und E1 ∩ E2. Wenn mo¨glich, gib zwei Wege an. [...]“
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eine Gleichung eine Nebenbedingung ist, die eine Teilmenge in einer Menge festlegt und
dass ein System von Gleichungen den Durchschnitt aller Teilmengen der Einzelgleichun-
gen beschreibt, scheint nicht erworben“ [a.a.O., S. 121]. Dies verweist auf die erhebliche
Starrheit der Implizitheitsbarriere auch bei A¨nderung der Artikulationsform. Als Gru¨nde
werden genannt:
– die in der Schule erworbenen Konzepte werden an der Universita¨t nicht aufgegriffen
– Gleichungen von Geraden sind i. W. nur Gegenstand algorithmischer Berechnungen, vgl.
[a. a. O., S. 121]
– vor der Behandlung der Linearen Algebra gibt es (zu) wenig Lerngelegenheiten fu¨r logi-
sche Schulungen.
Als didaktische Konsequenz empfiehlt die Studie
–
”
[...] dass die Vermittlung der elementaren (naiven) Mengenlehre serio¨s u¨berdacht wer-
den sollte ebenso wie die Unterrichtung in elementarer Logik [..] eng gekoppelt an den
mathematischen Inhalt im aktuellen Kontext.“ [a. a. O., S. 122]
– dass die Vermittlung der analytischen Geometrie mit besonderer Betonung von Schnitt-
problemen erfolgen sollte, um mentale Bilder fu¨r eine Vielzahl von abstrakten Konzepten
der Linearen Algebra bereitzustellen.
Aus Sicht der deutschen Fachdidaktik wurde gerade der letzte Punkt unter dem Stichwort
”
Hieb- und Stichaufgaben“ kritisiert. Eine abgewandelte Form solcher Aufgaben scheint
aber wichtig.
Die Curriculum-Revision von Rogalski
Rogalski legte einen Curriculum-Entwurf vor, der auf drei Designhypothesen zur Ausge-
staltung der Lerntrajektorien basierte, vgl. [a. a. O., S. 134 ff]:
• Formalisierung, Unifizierung, Generalisierung und Simplifzierung als wissenschaftsprach-
liches Ziel der mathematischen Konzeptbildungen der Linearen Algebra
• Vermittlung von Praxiswissen in elementarer Aussagenlogik und Mengensprache119 so-
wie Praxiserfahrungen in Analytischer Geometrie zur Bedeutungshinterlegung fu¨r ein
erfolgreiches Lernen von Konzepten
• dem zusa¨tzlichen Einsatz von vernetzten didaktischen Leitprinzipien wie
– einem geschickten Gebrauch von sog.
”
Meta-Hebeln“120
119die lehrbegleitend vermittelt werden sollte
120Im Original ”meta lever“ (Vorsicht: nicht meta-”level“): ”In unserem Begriff des Meta-Hebels meint
’meta’, dass vom Lernenden eine reflexive Grundhaltung bei seinen mathematischen Aktivita¨ten erhofft
wird und Hebel weist auf etwas hin, was zum richtigem Augenblick an der geeigneten Stelle eingesetzt wird,
um den Lernenden in diesen Reflexionszustand zu versetzen, wa¨hrend er eine mathematische Aufgabe
ausfu¨hrt (was sorgfa¨ltige Vorbereitung von Seiten des Lehrers erfordert).“, [a. a. O., S. 136].
198 § 3. Zur Situation der Linearen Algebra als Lehr- und Lerngegenstand
– der Fokus auf ein nachhaltiges und ganzheitliches Kursdesign im Hinblick auf die Nicht-
Linearita¨t des Lernprozesses
– der gezielte Wechsel von Repra¨sentationen121, zuna¨chst als Stimulatoren fu¨r begriffliche
Unifizierungsprozesse und sodann als Stimulatoren in Problemlo¨sungsprozessen.
Der detaillierte Kursplan ist in Abbildung 3.47 dargestellt. Vorlesungsbegleitend wurden
Abbildung 3.47: Die Konzeption eines universita¨ren Kurses in Linearer
Algebra nach M. Rogalski.
15 zweistu¨ndige Workshops im Semester angeboten; dieses Lehrformat sollte die studen-
tische Forschungszeit respektieren und zu diskursivem Gedankenaustausch auf Metaebene
ermutigen, vgl. [a. a. O., S. 140]. Dazu wurden spezielle Problem-Kontexte122 entwickelt,
die klassische mathematische Ta¨tigkeiten mit Metareflexionen zu Kernkonzepten mischten:
”
[..] Die Lernenden werden gelegentlich gefragt, nicht nur mathematische Techniken aus-
zufu¨hren, sondern auch die epistemologische Dimension in ihre Arbeit zu integrieren.“, vgl.
[a. a. O., S. 141]. Thematisch beschra¨nkte sich der Reformansatz radikal auf die Vermittlung
von lediglich sechs zu erlernenden Kernkonzepten, vgl. [a. a. O., S. 141]:
1. eine Basistechnik: der Gauss-Alorithmus zum Lo¨sen von linearen Systemen
2. ein zentraler Begriff: der Rang, betrachtet von verschiedenen Perspektiven
121Rogalski [a. a. O., S. 137] spricht von Blickpunktwechsel und Kontextwechsel; die na¨heren Erla¨ute-
rungen zielen z. B. auf die Interpretation einer linearen Gleichung 1x + 2y + 3z = 0 als 3-Tupel (1, 2, 3)
zur Ermo¨glichung einer Rang-Untersuchung.
122z. B. zur axiomatischen Definition eines Vektorraumes [a. a. O., S. 143, 156 ff] oder zum Konzept der
Linearita¨t [a. a. O., S. 169]
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3. ein systematischer Repra¨sentationswechsel: zwischen Gleichungen und Parameterdar-
stellungen
4. eine zentrale Modellierung: durch die lineare Gleichung T(X) = Y
5. eine durchga¨ngige Strategie: wa¨hle passende Basen, um ein Problem zu lo¨sen
6. ein typisches Beweismittel: wann impliziert Eindeutigkeit die Existenz?
Hinzu kommt
7. eine Visualisierung: die des Gauss-Algorithmus durch eine lokale Software.
Die Befunde [a. a. O., S. 142 ff] zeigten, dass das entscheidende Rang-Konzept u¨berwiegend
erworben wurde, dass aber bei Repra¨sentationswechseln Vorlieben fu¨r eine spezielle Sicht-
weise beobachtet wurden. Dies weist erneut auf die Mo¨glichkeit der Existenz pra¨dikativ-
funktionaler Dispositionen hin. Spontane lineare Modellierungen vorgelegter Problemstel-
lungen war nur einer Minderheit der Studenten mo¨glich; Rogalski vermutete, dass die zur
Verfu¨gung gestellte Reifezeit zur Begriffskonsolidierung unzureichend war.
Anmerkungen.
1. Das Konzept des Meta-Hebels ist na¨her ausgefu¨hrt in [53]:
”
Der Ausdruck Meta-Hebel
[..] bezeichnet den Einsatz von Informationen oder Wissen u¨ber Mathematik“, [a. a. O.,
S. 151] und wird explizit abgesetzt von den Begriffen Metakognition und Metamathematik,
da hiermit ein spezifisches didaktisches Mittel bezeichnet wird, vgl. [a. a. O., S. 176, Fuß-
note 1]:
[...] dies ist eine langfristige Perspektive: Solch eine Lehre kann nur fu¨r einen gewissen Zeit-
raum geplant werden, wenn eine Vera¨nderung studentischer Verhaltensweisen etabliert werden
soll. Daru¨ber hinaus schließt eine solche Lehre Situationen des Gebens-und-Nehmens zwischen
Lehrer-Intervention und Schu¨ler-Interaktion ein (insbesondere bei Problemlo¨sungsaktivita¨ten)
und kann weder schnell ausgefu¨hrt werden noch unmittelbare Resultate zeigen. [a. a. O., S. 154]
Der geschickte Einsatz von Meta-Hebeln123 ist durchaus problematisch und erfordert
viel professionelles Erfahrungswissen. Neben der Einplanung einer ausreichenden Denk-
zeit ist die Initiierung124 einer reflexiven Analyse kritisch, die nicht in Worte explizieren
darf, was erst noch gelernt werden soll, vgl. [a.a.O., S. 161]. Auch sind die Lernpersonen
auf diese Aba¨nderung des impliziten didaktischen Kontraktes aufmerksam zu machen,
der nun nicht mehr nur auf die richtige Lo¨sung eines mathematischen Problems zielt,
sondern gleichzeitig einsichtsfo¨rdend u¨ber die epistemologische Struktur wichtiger Kon-
zepte der Linearen Algebra nachdenken mo¨chte.
123Als Beispiele solcher Meta-Lerntrajektorien werden die Einfu¨hrung der Vektorraum-Struktur [a. a. O.,
S. 155 ff], die Behandlung der Interpolationsformel von Gregory [a.a.O., S. 162 ff] – die bei traditioneller
Problemstellung kaum Lo¨sungserfolg zeigte – und die Unterscheidung von Linearita¨t und Nicht-Linearitat
[a. a. O., S. 169 ff] dargestellt; Letzteres am Studium von T (X) = Y in einer Aufgabe mit 7 verschiedenen
Funktionen T , die bis auf eine nicht explizit gelo¨st werden sollten.
124oft durch den Lehrer sensibel spontan und mu¨ndlich improvisiert, [a. a. O., S. 174]
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2. Rogalski betont, dass die einleitenden geometrischen Aktivita¨ten durch metatheoreti-
sche Reflektionen begleitet werden mu¨ssen, um die U¨berlegungen auf symbolisch-struk-
tureller Ebene anbahnen zu ko¨nnen. Nach der hier vertretenen Auffassung ist dies als
ein sta¨ndiger Wechsel der Sprachebenen von Umgangssprache (als Sprache der Meta-
aktivita¨ten) und der Ausbildung einer Symbolsprache (Formelsprache) zu interpretie-
ren. Bemerkenswert ist, dass das obige ’Kern’-Problem signifikant besser gelo¨st wird,
”
da
formale Aspekte nach diesem Curriculum-Konzept als weniger sto¨rend empfunden wur-
den.“, siehe [a. a. O., S. 163]. Dies spricht dafu¨r, dass die Formalismus-Barriere außer
durch CAS-sprachliche Handlungen auch durch explizite Meta-Aktivita¨ten aus
”
hebelbar“
sein ko¨nnte.
Die Revisionsvorschla¨ge von Bardy et al.
Bardy [52, S. 258] et al. vom IREM125 ziehen aus Untersuchungen von Abschlussexamina
zu Lineare Algebra–Vorlesungen den Befund, dass insbesondere
–
”
das Konzept der Linearen Unabha¨ngigkeit nicht verstanden wurde“
– die
”
Studenten keinerlei Vorstellung davon hatten, was es bedeutet, einen Beweis zu
analysieren [...]. Die Anzahl der Nicht-Antworten [...] zeigte, dass die Studenten faktisch
nichts verstanden hatten“
– die Art der Fehler
”
auf globales Unversta¨ndnis“ hindeutete.
Als Gru¨nde werden die
”
Anzahl der neu zu lernenden Begriffe“ genannt, die
”
vergleichbar
mit denen einer Fremdsprache“126 seien, die
”
vo¨llig neue Methoden von Exposition und
Demonstration“ und die strukturtheoretische Orientiertheit der Linearen Algebra. Aus
den daraus entwickelten Vorschla¨gen127 fu¨r eine Curriculum-Revision greife ich folgende
schulisch bedeutsame heraus:
1. Man beschra¨nke die Zielsetzung auf das Versta¨ndnis weniger basaler Begriffe, d. h.
”
man begrenze den Umfang und stelle die Formalisierung gewisser Begiffe zuru¨ck“.
2. Man beschra¨nke Vokabular und Symbolik auf das
”
absolut Notwendige und Ada¨qua-
te“.
3. Man benutze
”
Beispiele, die von den Studenten schon auf der Schule betrachtet wor-
den sind (Geometrie und Gleichungen). Objekte wie Funktionen und Polynome sind
fu¨r Einsteiger zu komplex“.
4. Man gestalte
”
U¨bungen und Tests, die tiefes Versta¨ndnis testen und nicht bloß me-
chanische Manipiulationen“.
125Institut de Recherche sur l’Ensegnement des Mathe´matiques in Rennes, Frankreich
126vgl. die obigen Ausfu¨hrungen zur Geheimsprachen-Metapher
127vgl. [a. a. O., S. 258]
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5. Man gebe den Studenten [multiple; wL] Repra¨sentationen.
Die aus der Befundlage gezogenen Konsequenzen sind also auch bei Bardy et al. radikal
und in der Tendenz mit den Forderungen von Harel und Rogalsky vergleichbar.
3.3.2 Die curriculare Revision der LACSG (USA)
Aufgrund einer vergleichbar desillusionierenden Befundlage (vgl. z. B. Carlson, Dubinsky,
Vinner, Day128) u¨ber den Lehrerfolg traditioneller Lehrveranstaltungen wie in Frankreich
und der zunehmenden Verbreitung von (numerischen und symbolischen) CAS kam es auch
in den USA ab 1989 (bis 1997) zu umfangreichen Reformaktivita¨ten fu¨r die Lehre der
elementaren Linearen Algebra, die sich in mehreren NSF-Workshops mit hunderten Teil-
nehmer(inne)n und der Vero¨ffentlichung des Sammelbandes Carlson et al. [26] der MAA
niederschlug. Dort wird die Rolle der Linearen Algebra aus Sicht der Anwender, der Anwen-
dungen und der Didaktik behandelt. Im Folgenden wird fu¨r die Zwecke der Beurteilung des
Nutzens einiger Teile der LACSG129 -Empfehlungen fu¨r die schulische Lineare Algebra das
vorgeschlagene Kern-Curriculum (engl.: core syllabus) dargestellt, die zugrunde liegende
epistemologische Philosophie skizziert, die Umsetzung in (US) Lehrbu¨chern nachgezeichnet
und die kritische Aufnahme der LACSG-Empfehlungen andiskutiert.
Die fu¨nf LACSG–Empfehlungen von 1990
Die LACSG-Empfehlungen fu¨r einen Einfu¨hrungskurs in die Lineare Algebra wurden im
Jahre 1990 auf einem NSF-Workshop in 1990 in Williamsburg formuliert und erstmalig
1993 publiziert130. Unter den 16 Unterzeichnern finden sich neben renommierten Lehr-
buchautoren wie D. Lay auch Experten fu¨r mathematische Computersysteme wie C. Moler
(MatLAB) und Mathematikdidaktiker wie G. Harel.
Die fu¨nf Empfehlungen fu¨r einen ersten Kurs in Linearer Algebra lauten: Kursplan und
Pra¨sentation sollten
(LA1) die Bedu¨rfnisse der Klienten-Disziplinen beru¨cksichtigen,
(LA2) matrix-orientiert sein,
(LA3) Bedu¨rfnisse und Interessen der Studenten als Lerner bedenken,
(LA4) Computer-Technologie einsetzen,
128Day [44, S. 71] berichtet, dass zu den Workshops eingeladene angewandte Mathematiker aus verschie-
denen Arbeitsbereichen mitteilten ”dass sehr wenige ihrer Kollegen sich u¨berhaupt an irgend etwas aus
ihrem Anfa¨ngerkurs Lineare Algebra erinnerten. [..] Diese Kollegen konnten sinnvolle Definitionen von
Konzepten wie lineare Unabha¨ngigkeit oder Spann nicht geben und ihr geometrisches Versta¨ndnis solcher
Konzepte war gleich Null.“
129kurz fu¨r Linear Algebra Curriculum Study Group
130College Mathematics Journal 24 (1993), S. 41–46
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(LA5) und wenigstens einen zweiten Kurs in Matrixtheorie/Linearer Algebra mit ho-
her Priorita¨t anbieten und abstrakte Vektorrra¨ume und Numerische Lineare Algebra
beinhalten.
Die Kernbegru¨ndung fu¨r die Notwendigkeit der Revision wird wie folgt formuliert:
[...] in vielen Kursen wird die Bedeutung der Linearen Algebra fu¨r viele Anwendungsfelder nicht
kommuniziert131 und der Einfluss des Computers wird im Klassenraum nicht spu¨rbar, sowohl in
der Auswahl der Themen als auch der Art der Pra¨sentation. Daru¨ber hinaus kann eine u¨berbe-
tonte Abstraktion132 die Einsteiger bis zu dem Punkt u¨berwa¨ltigen, wo sie den Kurs mit wenig
Versta¨ndnis oder einer geringen Meisterung der Basiskonzepte verlassen, die sie in spa¨teren Kursen
und der beruflichen Karriere133 aber dringend brauchen ko¨nnten. [28, S. 53]
Insgesamt bestehe daher ein
”
[..]Bedu¨rfnis fu¨r einen soliden und intellektuell anregenden
Kurs mit sorgfa¨ltigen Definitionen und Sa¨tzen und Beweisen, die Beziehungen zwischen
verschiedenen Konzepten aufzeigen und das Versta¨ndnis befo¨rdern.“ Es wird dabei geraten,
den
”
technischen Jargon“ zu minimieren, es sollten
”
Exkursionen in Verallgemeinerungen
[..] nur erfolgen, wenn es die Zeit erlaubt“ und es sollten
”
einige Anwendungen eingefu¨gt
werden“.
Das LACSG–Kerncurriculum
Das Kerncurriculum Lineare Algebra schla¨gt folgende zentrale Kerninhalte vor, die in
26-28 je 50–minu¨tigen134 Lehrveranstaltungen darstellbar sein sollen:
Thema Kernnhalte Bemerkungen Zeit135
1 Matrixaddition
und Matrix-
multiplikation
Matrizenalgebra; Transposition;
algebraische Eigenschaften
motiviere Matrixmultipli-
kation; drei Sichten des
Produktes A ∗ B: 1) als
Spalten-Linearkombination, 2)
als Zeilen-Linearkombination,
3) als Summe a¨ußerer Produkte
3
2 Lineare Glei-
chungssysteme
Gauss-Eliminierung; Elementar-
matrizen. Existenz- und Eindeu-
tigkeit der Lo¨sungen. Matrixin-
verse.
reihenreduzierte Eckform
”rref“; interpretiert als
LU-Faktorisierung
4
131
”Konzepte werden ohne substanzielle Verbindung mit der Vorerfahrung der Studenten eingefu¨hrt [..]
und ohne signifikante Beispiele oder Anwendungen.“, vgl. [27, S. 40].
132Carlson [27, S. 41] berichtet von Erfahrungen seitens leitender Manager aus Industrie und Wirtschaft,
auf die abstrakte Einfu¨hrungskurse in Lineare Algebra ’turning off’ wirkten, d. h. zum Abschalten und
Aussteigen fu¨hrten.
133Chang [29, S. 25] vom Unternehmen Silicon Graphics berichtet von der Gestaltung von Trai-
ningskursen seitens seiner Firma: ”Diese Kurse sind teuer ($ 1000 und mehr fu¨r 2-3 Tage), so dass die
teilnehmenden Firmen nur ihre fa¨higsten Mitarbeiter schicken. Unsere Instruktoren gehen aber erfah-
rungsgema¨ß davon aus, dass sich die Teilnehmer an ihren Lineare Algebra-Kurs nicht erinnern. Sogar die
Multiplikation von Matrizen wird daher gelehrt oder erinnert. Fu¨r mich ist das schockierend.“
134also in rund 1400 Minuten; eine 4-stu¨ndige Anfa¨ngervorlesung im deutschsprachigen Raum hat mit
ca. 13 x 2 x 90 min = 2340 Minuten eine 1.6-fache Zeitspanne zur Verfu¨gung. Der Grundkurs-Zeitrahmen
in NRW zum Thema umfasst ca. 30 x 3 x 45 min = 4050 Minuten, d. h. ein ca. 2.9–faches Zeitdeputat.
135angegeben als Anzahl an Lehrveranstaltungen
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3 Determinanten Cofaktor-Entwicklung; Zeilen-
operationen; Multiplikationsatz;
Cramer-Regel
det bekannt aus 2x2- und 3x3-
LGS; von dort die elementaren
Eigenschaften ableiten; formale
Verifikationen vermeiden
2–3
4 Eigenschaften
des Rn
Vektoraddition, Multiplikation
mit Skalaren. Linearkombinatio-
nen; lineare (Un)Abha¨ngigkeit.
Basen. Unterra¨ume: Spann,
Dimension, Zeilen- und Spal-
tenraum, Kern. Matrizen als
lineare Abbildungen. Rank.
Lo¨sungstheorie fu¨r LGS. Skalar-
produkt: La¨nge, Orthogonalita¨t,
ortho gonalenormale Basen
Rn als Menge von n-Tuplen
einfu¨hren, nicht als formalen
Vektorraum. Inhalte mit star-
ker geometrischer Akzentuie-
rung pra¨sentieren
7–8
5 Eigenwerte und
Eigenvektoren
Gleichung Ax = λx; charakter-
istisches Polynom und algebrai-
sche Multiplizita¨t; Eigenra¨ume
und geometrische Multiplizita¨t;
A¨hnlichkeit und Diagonalisierung
(Betonung auf AP = PD); sym-
metrische Matrizen und ortho-
gonale Diagonalisierung, quadra-
tische Formen
Eigenwerte wichtig bei vie-
len Anwendungen; ausreichend
Zeit bereitstellen (!); u¨ber geo-
metrische Beispiele anbahnen
6
6 Erga¨nzungen
zur Orthogona-
lita¨t
Orthogonalprojektion auf
Unterraum; Gram-Schmidt(GS)-
Orthogonalisierung; Kleinste-
Quadrate-Lo¨sung von inkon-
sistenten LGS
GS als QR-Faktorisierung in-
terpretieren; Anwendungen auf
Datenfit
4
7 (Erga¨nzungen) abstrakte VRe; lineare Trans-
formationen; Kongruenz von
Matrizen; Singula¨rwertzerlegung
(SVD)
Anwendungen auf Markov-Ket-
ten, IO-Modelle, Rekurrenz-
gleichungen, Differentialgleich-
ungen, lineare Optimierung
?
Tabelle 3.7: LACSG-Empfehlungen fu¨r ein erstes universita¨res
Kerncurriculum in Linearer Algebra. Im Folgenden benutzen wir
die Legende 1M
2
G
3
D
4
V
5
E
6
O
7
T
8
A fu¨r die thematische Reihenfolge.
Aus schulischer Sicht sind die Empfehlungen (LA2)...(LA4) relevant sowie die Themen
(T1), (T2), (T4) und (T6). Zur Begru¨ndung der Empfehlung LA2 (Matrix-Orientiertheit)
wird argumentiert, dass Matrizen ein
”
wesentliches Werkzeug fu¨r Industriewissenschaft-
ler“136 seien. Es solcher Kurs ko¨nne zudem
”
von konkreten, und in manchen Fa¨llen prakti-
schen Beispielen zur Entwicklung allgemeiner Konzepte und Prinzipien voranschreiten bis
zur begleitenden Theorie, welche die Lineare Algebra vereinfacht, durchsichtig, ma¨chtig und
nu¨tzlich macht.“, vgl. [a. a. O., S. 55]. Die explizit didaktische Empfehlung LA3 (Bedu¨rfnis-
Orientierung) ist fu¨r ein universita¨res Curriculum ungewo¨hnlich und basiert wesentlich auf
den U¨berlegungen von Harel (im Anschluss an Vinner). Insbesondere sollen mathemati-
sche Aktivita¨ten wie Problemlo¨sen, Hypothesenbildung und Peer-Kommunikationen Platz
136 vgl. [a. a. O., S. 54]
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finden ko¨nnen. Empfehlung LA4 (Technologie-Orientierung) zielt auf den Einsatz von nu-
merischen bzw. symbolischen Mathematiksystemen wie MatLAB oder Maple in U¨bungs-
bzw. Hausaufgaben oder Projekten. Es sollte keine Programmiererfahrung vorausgesetzt
werden.
Drei didaktische LACSG-Prinzipien: Konkretheit - Bedu¨rfnis - Generalisierbarkeit
Die didaktische Konzeption der LACSG-Empfehlungen beruht wesentlich auf drei didak-
tischen Leitvorstellungen, die von Harel als Teilnehmer der Arbeitsgruppe formuliert und
als Konkretheits-Prinzip, Bedu¨rfniss-Prinzip und Verallgemeinerbarkeits-Prinzip bezeich-
net werden. Dadurch gehen die didaktischen Konzepte der cDcI137 -Theorie von Tall &
Vinner138 in die Design-U¨berlegungen eines ersten Lineare Algebra-Kurses explizit mit ein.
1. Harel schla¨gt in [118] einen schrittweisen Einstieg in die Lineare Algebra vor, wobei
die Vermittlung grundlegender, geometrisch orientierter Kernideen der Linearen Algebra
bereits in der Schulmathematik erfolgen sollte. Auf diesen Kenntnissen sollte die hochschu-
lische Lineare Algebra spa¨ter aufbauen. Reichhaltige und stabile Konzeptvorstellungen zu
den Begriffen Lineare Abha¨ngigkeit, Spann, Vektorraum und Lineare Abbildung sollten da-
bei im Umkreis von linearen Gleichungsystemen und analytischer Geometrie bereits auf
der Schule erworben werden, vgl. [a. a. O., S. 178]. Harel empfiehlt dabei die Orientierung
des Begriffserwerbs an drei didaktischen Leitprinzipien.
K: Konkretheits-Prinzip: Begriffliche Konzepte, die in der abstrakten Sprache der
Linearen Algebra formuliert werden sollen, sollten
”
vorher den Status von konzeptu-
ellen Entita¨ten in den Augen der Schu¨ler erreicht haben“, vgl. [a. a. O., S. 273].
Z. B. sollte eine Matrix als multidimensionales Objekt zur Erfassung von Wahrschein-
lichkeits- oder Preisvektoren als mentale Entita¨t verstanden und folglich als ein Input
manipuliert werden ko¨nnen. Harel warnt hierbei vor einer Gefahr, die seiner Mei-
nung nach bei der Einfu¨hrung konkret-geometrischer (z. B. Vektor-) Konzepte vor
der zugeho¨rigen abstrakt-algebraischen besteht: Verbleibt na¨mlich die Vorstellung
der Lernperson im anschauungsgeometrischen Kontext, so ko¨nnen z. B. symbolisch-
abstrakt gemeinte Skizzen139 als aktuelles Objekt der Betrachtung missverstanden140
werden – anstatt lediglich als Repra¨sentation einer abstrakten Situation aufgefasst
zu werden, vgl. [a.a.O., S. 185].
137
”cDcI“ steht im Folgenden oft kurz fu¨r ”concept definition vs concept image“138Die Na¨he zu der APOS-Theorie von Dubinsky et al. wird nicht erwa¨hnt; man kann mutmaßen, ob
dies aus der Nutzung(sempfehlung) fu¨r Moler’s MatLAB statt Dubinskiy’s ISetL durch Harel herru¨hrt.
139wie die Projektion auf eine Ebene, vgl. z. B. Bro¨cker[22, S. 8 od. 31ff] oder Ja¨nich [132]
140A¨hnlich heißt es bei Sierpinska [187, S. 229]: ”Visualisierungen, die vom Lehrer angeboten werden,
werden von den Studenten holistisch aufgefasst ohne den Versuch zu machen zwischen den mathematisch
relevanten Besonderheiten zu diskriminieren“ [...]. und weiter: ”Es reicht nicht, die strukturellen Inhalte
durch Arbeit in niederen Dimensionen oder durch Visualisierungen konkreter zu machen. Tatsa¨chlich sind
Veranschaulichungen per se problematisch; sie ko¨nnen zu irrelevanten Interpretationen fu¨hren, die das
Versta¨ndnis erschweren anstatt zu erleichtern.“, vgl. [a. a. O., S. 244].
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B: Bedu¨rfnis-Prinzip: Damit versta¨ndnisorientiert gelernt wird, sollten Lernende
”
ein
Bedu¨rfnis dafu¨r sehen, was sie lernen sollen.“141
Nach Harels Ansicht sind z. B. die Axiome eines abstrakten Vektorraumes V aus
dem Modell des Rn deshalb nicht sinnvoll extrahierbar, da die Eigenschaften des
Rn selbst-evident sind und daher kein intellektuelles Bedu¨rfnis zur Ausbildung eines
vereinheitlichenden linear-algebraischen Konzeptes auslo¨sen ko¨nnen142.
Dagegen seien theoretische Lo¨sungsu¨berlegungen, wie z. B. die nach der Eindeutigkeit
der Lo¨sung der abstrakten Gleichung AX = B motivierbar, wenn verstanden ist,
warum die Gleichung AX = B als Vektorgleichung geschrieben werden kann und
warum die Relation zwischen B und den Spalten von A wichtig ist und daher die
abstrakte Begriffsbildung Linearkombination
”
Sinn macht“. Auch ko¨nnen nach Harel
(gezielte) kognitive Konflike als Mittel der Bedu¨rfnisauslo¨sung eingesetzt werden.
V: Verallgemeinerungs-Prinzip:
”
Wenn sich die Instruktion mit einem ’konkreten’
Modell befasst, d. h. mit einem Modell, welches dem Konkretheitsprinzip genu¨gt, dann
sollten die Aktivita¨ten innerhalb des Modells die Verallgemeinerung der Konzepte
erlauben und fo¨rdern“, vgl. [a. a. O., S. 187].
Z. B. sollte nach seiner Meinung eine Basis im R3 als minimales Erzeugendensystem143
definiert werden anstatt als Menge von drei linear-unabha¨ngiger Vektoren, da das
erste Konzept besser verallgemeinerbar sei.
Wa¨hrend sich das Konkretheitsprinzip aus der Perspektive der APOS-Theorie als eine
Betonung der A#P-Phase vor der mo¨glichen Ablo¨sung eines mentalen Objektes in der
O-Phase und seine Einbettung in die subjektive Ontologie (Begriffsnetz) der Lernperson
verstehen la¨sst, verweist das Verallgemeinerungsprinzip auf die oben diskutierten Abstrak-
tionsprozesse der reflexiven bzw. logischen Abstraktion und die Notwendigkeit der zugeho¨ri-
gen Dekontextualisierung und Dekonkretisierung.
Das Bedu¨rfnisprinzip als psychologisches Prinzip spannt sich dabei als instruktive Verklam-
merung zwischen Konkretheit und Abstraktheit144 im Rahmen der anzubahnenden Be-
griffsbildung. Harel diskutiert dieses Leitprinzip schon fru¨her im Zusammenhang mit U¨ber-
legungen zur Konstruktion wirkungsvoller Konzept-Vorstellungen in [117], die die LACSG-
Empfehlungen didaktisch und kognitionspychologisch auf die cDcI-Lerntheorie und epi-
stemologische Forschungsbefunde u¨ber das Lehren und Lehren von mathematischen Kon-
zepten zu gru¨nden versucht. Insbesondere beziehen die LACSG-Empfehlungen nach [118,
S. 177] durch die starke Betonung geometrischer Interpretationen und konkreter Modellie-
rungen die bekannt gewordenen Bedu¨rfnisse und Interessen der Studenten als Lernpersonen
mit ein. Wa¨hrend die LACSG-Empfehlungen fu¨r die universita¨re Ausbildung die Betonung
auf versta¨ndnisfo¨rdernde Beweise legt, wird fu¨r die Schulmathematik der
”
Einbezug basaler
141Mit ”Bedu¨rfnis“ ist dabei ein intellektuelles Bedu¨rfnis gemeint – im Gegensatz zu einem sozialen oder
o¨komischen. [a. a. O., S. 185]
142vgl. den Vorschlag von Dorier et al. in [52, S. 158]
143Nach den Untersuchungen von P. Bardy [52, S. 256] wurde allerdings insbesondere der Begriff des
Erzeugendensystems von Studenten ”u¨berhaupt nicht verstanden“.144vgl. dazu auch die U¨berlegungen von Klapsinou & Gray in [137]
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geometrisch orientierter Ideen der Linearen Algebra“145 angeraten. Ziel ist es dabei, die
universita¨re Lineare Algebra als natu¨rliche Fortsetzung an schulisch vorgepra¨gte robuste
Konzept-Vorstellungen anzukoppeln.
2. Aus epistemologischer Sicht interessieren hier daher folgende Fragen, die fu¨r eine Kon-
struktion stabiler Wissenselemente (insbesondere mit einem CAS) von Bedeutung sind:
– Was ist eine wirkungsvolle Konzeptvorstellung, die sich ausgehend von einem konkreten
Kontext durch einen Generalisierungsprozess auspra¨gen soll?
– Wie wird eine wirkungsvolle Konzept-Vorstellung (
”
Grundvorstellung“) angebahnt?
– Was ist aus Harels Sicht der Nutzen eines numerischen CAS beim Konzept-Aufbau?
– Worin bestehen epistemologische Barrieren beim Konzeptaufbau?
– Welche Lehrformen werden zum Aufbau wirkungsvoller Konzeptvorstellungen empfoh-
len?
Ein mathematisches Konzept vertieft verstehen zu ko¨nnen, bedeutet nach Harel eine effek-
tive Konzept-Vorstellung (engl. effective concept image,
”
ecI“) eines Konzeptes entwickelt
zu haben. Dazu heißt es explizierend in [117, S. 108 ff]:
Eine Konzept-Definition146 gema¨ß Vinner ist eine verbale Definition, die im Lehrbuch aufge-
schrieben oder an der Tafel durch den Instruktor angeschrieben erscheint und die das Konzept
in einer nicht-zirkula¨ren Weise korrekt beschreibt. Eine Konzept-Vorstellung147 [..] ist ein men-
tales Schema, ein Netzwerk, bestehend aus (a) dem, was im Verstand der Lernperson mit dem
Konzept assoziert ist und (b) dem, was die Person in Bezug auf das Konzept tun kann. Es kann
z. B. Analogien und Beziehungen zu anderen Konzepten enthalten, Sa¨tze u¨ber oder in Bezug
zu dem Konzept, Beispiele und Gegenbeispiele, Lo¨sungswege fu¨r gewisse Probleme etc. Es sollte
der Erwa¨hnung wert sein, dass nicht notwendigerweise ra¨umliche Visualisierungen enthalten sein
mu¨ssen wie das Wort ’image’ suggerieren ko¨nnte. Tatsa¨chlich wurde herausgefunden, dass einige
Menschen effektive Konzept-Vorstellungen besitzen und doch ist ihre Denkweise rein analytisch
und nicht ra¨umlich visuell.
Diese Beschreibung trifft den theoretischen Rahmen der hier zugrunde gelegten APOS-
cDcI-Theorie. Als wichtigster Indikator fu¨r ein erworbenes wirkungsvolles Versta¨ndnis eines
Konzeptes gilt dabei nach [117, S. 109] die Fa¨higkeit, mathematische Problemstellungen
mit Bezug zum Konzept zu lo¨sen, wobei dem Lerner sowohl bewusst sein muss,
”
was zu
tun ist als auch warum“. Nach Harel gilt es daher nicht als Versta¨ndnis, wenn lediglich
die zugeho¨rige Konzept-Definition erinnernd memoriert werden kann - vielmehr muss diese
auch nach einem natu¨rlichen Vergessensprozess wieder eigensta¨ndig rekonstruiert werden
ko¨nnen. Weitere Indizien sind die mu¨ndliche und schriftliche Kommunizierung der Kon-
zeptvorstellung in eigenen Worten (ohne Bezug auf die formale Definition), die Fa¨higkeit
145[a. a. O., S. 178]
146engl.: concept definition
147engl.: concept image
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in allgemeinen Begriffen denken zu ko¨nnen und die Fa¨higkeit zur Vernetzung der Ideen -
daher auch die Bezeichnung
”
Verallgemeinerung“sprinzip.
Die Konstruktion effektiver versta¨ndnisorientierer Konzeptvorstellungen erfolgt nach dem
Konkretheitsprinzip in vertrauten, ’konkreten’ Kontexten.
”
Solche Kontexte wirken so-
wohl als Anker fu¨r den Aufbau ada¨quater Konzeptvorstellungen als auch als Sprungbrett
fu¨r weitere Abstraktionen“, vgl. [a. a. O., S. 111]. Dies allerdings fu¨hrt zu der epistemolo-
gischen Barriere der Kontextgebundenheit und zu dem Pha¨nomen, dass Schu¨ler ein Kon-
zept in einem speziellen Kontext verstehen ko¨nnen, aber nicht in einem anderen. Erst das
Verallgemeinerungsprinzip fo¨rdert hier die notwendige Flexibilita¨t und sto¨ßt Abstraktions-
prozesse an, die auch zur Vernetzung der isolierten Konzepte fu¨hren und die
”
einzigartige
multiperspektivische Natur der Linearen Algebra“ [117, S. 112] erahnen lassen.
3. Wirksame Konzeptvorstellungen ko¨nnen innerhalb der mathematischen Fachsprache
insbesondere durch Beweise als konventionelle Form rationaler Argumentation erworben
werden, denn in Beweisen werden begriffliche Zusammenha¨nge und Abha¨ngigkeiten, Bezug
nehmende Sa¨tze und relevante Eigenschaften mathematischer Objekte (von Experten) zu
schlu¨ssigen Begru¨ndungen verwoben:
”
Ohne ein Versta¨ndnis der U¨berlegungen, die hin-
ter der Konstruktion eines Konzeptes liegen, wu¨rden Studenten am Ende Algorithmen
memorieren und Definitionen rezitieren“, vgl. [a. a. O., S. 115]. Es handelt sich aber um
fachsprachliche Diskurse auf thematisiertem Schemaniveau (S-Ebene) unter Beachtung lo-
gischer Schlussregeln, d. h. die Argumentation verla¨uft auf der ho¨heren Ebene abstrakter
Vernetzungen von Konzepten und setzt daher gefestigte Prozess- und Objektvorstellungen
voraus. Daher kann in fachsprachlichen Beweisfu¨hrungen der Linearen Algebra durch die
Formalismusbarriere ein angemessenes Beweisversta¨ndnis verstellt werden:
Anstatt allma¨hlich die Vorstellungen der Studenten davon zu verfeinern, was Evidenz in der Ma-
thematik ausmacht, dra¨ngen wir ihnen Beweismethoden und Implikationsregeln auf, die in vielen
Fa¨llen nicht zu dem geho¨rt, was sie u¨berzeugt. [..] wir pra¨sentieren Beweise als wohlformulierte, in
vielen Fa¨llen selbstversta¨ndliche Sa¨tze anstatt nach Erkundungen und Vermutungen zu fragen. In
der Folge lernen Studenten nicht, dass Beweise vor allem u¨berzeugende Argumente sind, dass
Beweise und Sa¨tze ein Produkt menschlicher Aktivita¨ten sind, woran sie teilnehmen ko¨nnen und
sollten und dass es ihre Verantwortung ist, Beweise zu lesen und die dahinterliegende Motivation
zu verstehen.
Harels didaktische Vorschla¨ge zur Fo¨rderung von Beweisversta¨ndnissen zur Anbahnung
von effektiven Konzeptversta¨ndnissen sehen daher u. a. vor, dass Schu¨ler/Studenten
◦
”
einen aktiven Anteil an der Konstruktion von Bezu¨gen zwischen Ideen und bei der
Produktion der Rechtfertigung“ erhalten sollten, vgl. [a. a. O., S. 120]
◦
”
Hilfen bekommen, Beweise auf ihren eigenen Intuitionen aufzubauen“
◦ u¨berhaupt
”
ermutigt werden, Beweise zu lesen“
◦
”
lernen, dass das Versta¨ndnis eines Beweises mehr ist als das Versta¨ndnis jedes einzelnen
Schrittes“ [a. a. O., S. 123]
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◦ in Hausaufgaben, Klassenu¨bungen und mu¨ndlichen wie schriftlichen Pru¨fungen neue
mathematische Sa¨tze zusammen mit ihren Beweisen vorgelegt148 bekommen mit anschlie-
ßenden
”
Fragestellungen, die nur von denen beantwortet werden ko¨nnen, die Satz und
Beweis gelesen und verstanden haben.“
Ziel ist, auf die Beweisargumentation selbst zu fokussieren anstatt wie u¨blich nur die Satz-
aussage anhand von Beispielen oder Anwendungsaufgaben zu u¨ben.
4. Vorschla¨ge der didaktischen Umsetzung der obigen drei Prinzipien betreffen die Ge-
staltung von Lehrbu¨chern ebenso wie den Einsatz von mathematischer Software sowie die
unterrichtlichen Artikulationsformen. Nach einer kurzen Kritik am Aufbau bekannter Lehr-
werke zur Linearen Algebra zieht Harel die Konsequenz:
”
Lehrbu¨cher sollten bei Studenten
einen Sinn dafu¨r entwickeln, dass die elementare Lineare Algebra um einige wenige zentrale
und vereinheitlichende Ideen strukturiert ist“, vgl. [a.a.O., S. 122].
5. Der versta¨ndnisfo¨rdernde Zweck der Nutzung eines numerischen matrizenorientierten
CAS im Unterricht besteht aus Harels Sicht darin, dass
[..] die Schu¨ler im Schreiben von MATLAB Programmen lernen Probleme zu repra¨sentieren und
ihre Lo¨sungen in der Sprache der Vektoren und Matrizen zu designen und zu interpretieren. Dabei
mu¨ssen sie sich die Aktionen vorstellen, die vom Computer als Antwort auf ihre Befehle aus-
gefu¨hrt werden und die Ergebnisse dieser Aktionen antizipieren. Diese mentalen Aktivita¨ten von
Imagination und Antizipation involvieren mentale Manipulationen von Vektoren und Matrizen
und konstituieren eine wichtige Komponenete der linearen Algebra. [117, S. 117]
6. Als zur Umsetzung des Bedu¨rfnisprinzips geeignete unterrichtliche Lehrform ra¨t Harel
zu einer flexiblen Mischung bekannter Artikulationsformen, wobei er sich von einseitigen
Unterrichtsmethoden149 explizit distanziert:
Der wesentliche Faktor in der Anwendung des Bedu¨rfnisprinzips ist die Verwicklung der Schu¨ler in
Problemstellungen, die theoretisch orientiert sind und ihr Versta¨ndnis und ihre Kreativita¨t ebenso
herausfordern wie die aktive Teilhabe an der Konstruktion von Definitionen, Sa¨tzen und Beweisen.
Die Lehrform, die zu diesem Ansatz passt, ist [...] eine Kombination aus Kleingruppendiskussionen
und Teamprojekten, Diskussionen mit der ganzen Klasse und individuellem Lernen, der Einsatz
von Technologie und Lehrervortra¨gen150 (ja, Lehrervortrag). Der Fokus liegt hier auf der Balance
zwischen diesen Lehrformen - einer Balance, die jeder einzelne Lehrer(in) fu¨r sich selbst finden
muss. Ich betone diese Kombination der Lehrstile wider den Fanatismus bezu¨glich eines einzigen
Lehrstils, heutzutage entweder der Lehrervortrag oder das kooperative Lernen. [a. a. O., S. 124]
7. Mo¨chte man die schulische Lineare Algebra und Analytische Geometrie aus dem me-
thodischen und konzeptionellen Blickwinkel der LACSG-Empfehlungen unterrichten, so ist
die Konstruktion erfolgreicher Konzeptvorstellungen nach Harel in zweifacher Hinsicht be-
droht. Erstens beno¨tigt der Aufbau einer effektiven Konzeptvorstellung eine angemessene
148Die Idee stammt von Carl Cowen, vgl. [35].
149Diese Empfehlung deckt sich mit den empirischen Befunden von Weinert bzw. den PISA-
Empfehlungen.
150im Original: lecturing
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Zeitzuteilung, denn ihre
”
Genese ist komplex“ und
”
ein langer und schmerzhafter Prozess“.
Wegen der zeitlichen Dominanz der Analysis fehlt aber i. Allg. die notwendige Lernzeit fu¨r
die zentralen Konzepte der Linearen Algebra, in der Folge werden von den Lernenden in
der Schule bzw. der Universita¨t keine ada¨quaten Konzeptvorstellungen aufgebaut. Zu raten
sei daher eine Reduzierung des Analysisanteils in der Schule. Zweitens besteht der einzige
innermathematische Bezug zur Linearen Algebra auf der Schule in der Behandlung von
linearen Gleichungssystemen. Dabei wu¨rden aber Matrizen als Bindeglied fu¨r alle Themen
vernachla¨ssigt.
Die Rezeption der LACSG-Empfehlungen
Die obigen Empfehlungen der LACSG fand ihren Niederschlag in einer Reihe von Standard-
lehrbu¨chern. Eine kleine Auswahl breit akzeptierter Lehrwerke mit z. T. hohen Auflagen
zeigt die folgende Tabelle 3.8. Gelistet werden dabei die Themenstra¨nge, der Umfang (incl.
Einleitung und Anha¨ngen), die Anzahl der ausgefu¨hrten Beispiele, U¨bungen und Abbil-
dungen sowie das zugrunde liegende CAS.
Autor Themenstrang Seiten Bsp-e; U¨b.; Abb. CAS
Deeba[45] GMVOTE 13+316 205; 217; CAS Maple
Hill[125] G+MDV TEN 17+445+67 220; 1604; 58 Derive
Larson[145] GMDVOTE 14+435+61 283; 2294; 108
Lay[146] G+TMDVEOQ 20+486+58+12 250; 1700 MatLAB u.a.
Strang [193] vGVODETAN 8+503 165; 1161; 47 MatLAB u.a.
Szabo[194] GMDVTEO 23+657+131 351; 982; 39 Maple
Williams[210] GMDVOVTTN 19+512+44 260; 1373; 106 MatLAB
Tabelle 3.8: LACSG-Lehrwerke mit Themenfolge. G: Lineare
Gleichungssysteme M: Matrizenalgebra D: Determinanten V: Vek-
torra¨ume E: Eigenwerte O: Orthogonalita¨t Q: Quadratische For-
men T: Lineare Transformationen v: Vektorrechnung A: Anwen-
dungen N: Numerik
Dabei ist z. B. in den Bu¨chern von Deeba, Hill und Szabo das CAS didaktisch voll inte-
griert. Das geht in Deeba allerdings so weit, dass im Drucktext mathematische Notationen
vollsta¨ndig fehlen, weil sie nach Ausfu¨hren im CAS automatisch generiert werden. Auf
Details ko¨nnen wir hier aber nicht eingehen.
Kritik an den LACSG-Empfehlungen
Wesentliche Kritik an den Empfehlungen der LACSG bezieht sich u. a. auf die explizite
Matrizenorientierung, den fehlenden Fokus auf die reflexive Abstraktion sowie auf einige
Nachteile bei der Nutzung eines numerischen Mathematik-Paketes wie MatLAB.
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1. Die Matrizen–Orientierung als kognitiver Kompromiss. Soll der Lernprozess
auf die Konstruktion konzeptionell vernetzten Wissens abzielen und beabsichtigt man die
Lineare Algebra auch als vereinheitlichende (inner)mathematische Konzept-Sprache zu
entwickeln, so ko¨nnte man gegen die LACSG-Empfehlungen einwenden, dass die starke
Kalku¨lhaltigkeit des Curriculums (als Service fu¨r die Anwendungsdiziplinen) den Erwerb
abstrakt-struktureller Konzepte der Linearen Algebra in den Hintergrund dra¨ngen bzw.
behindern ko¨nnte. Die Frage ist daher:
• Ermo¨glicht ein matrix–orientierter Kurs in Linearer Algebra u¨berhaupt den sinnhal-
tigen Aufbau konzeptionellen Wissens?
Vinner’s [202] U¨berlegungen zur Beantwortung dieser Frage gehen aus von der Kluft zwi-
schen dem Lehr-Bemu¨hen von Mathematik-Lehrern um konzeptionelle sinnhaltige Begriffs-
versta¨ndnisse bei ihren Studenten und deren u¨berwiegende Lern-Erfahrungen (z. B. aus
der Schule oder Anfa¨ngerkursen) mit prozeduralem Lernen und der damit verfestigten Be-
liefs von Mathematik als
”
einer Ansammlung inhaltsleerer und unverbundener Regeln, die
man kennen sollte, um sie in relevanten Situationen anzuwenden“, vgl. [a. a. O., S. 156].
Auf Grund dieser Vorerfahrungen und der daraus resultierenden Erwartungshaltung der
Studenten wa¨re ein unvermittelt abstrakter Zugang zur Linearen Algebra fu¨r die Stu-
denten epistemologisch und lernpsychologisch unvorbereitet und ko¨nnte den berichteten
mentalen Ausstieg verursachen. Vinner interpretiert daher den LACSG-Vorschlag eines
matrix–orientierten Erstkurses sensibel als einen Kompromiss zwischen einem (psycho-
logisch sinnvollen) prozedural–orientierten und einem (mathematisch wu¨nschenswerten)
konzeptuell–orientierten Zugang und ha¨lt ihn insofern fu¨r strategisch angemessen:
Bei einem solchen Zugang151 wu¨rden sich die Konzepte vom Geometrischen (Vektoren in der Eu-
klidischen Ebene oder Raum) zum Algebraischen (R2 oder R3) und von den Spezialfa¨llen (Paare
oder Tripel reeller Zahlen, ihrer Addition und ihrer Multiplikation mit Skalaren) zum allgemeinen
Fall (n-Tupel reeller Zahlen, ihrer Addition und ihrer Multiplikation mit Skalaren) verschieben.
Der U¨bergang von R2 zum Rn kann den Studenten als U¨bung im Generalisieren gestellt wer-
den. Das Unangenehme bei diesem Zugang ist, dass die Lernenden dafu¨r intellektuell noch nicht
vorbereitet sind. Mit ihren aktuellen Vorstellungen u¨ber Mathematik besteht eine mathematische
Aufgabe oder Aktivita¨t im Lo¨sen einer Gleichung oder der Ausfu¨hrung algebraischer Operationen.
[...] Ihre Erwartungen an einen Mathematikkurs wu¨rden nicht erfu¨llt, wenn ihnen solche mathe-
matischen Ideen pra¨sentiert wu¨rden. [..] Nachzudenken, welches Konzept eine Verallgemeinerung
eines Paares reeller Zahlen ist und wie die Addition von n-Tupeln definiert werden sollte [..] sind
keine mathematischen Fragen oder mathematischen Aktivita¨ten fu¨r diese Studenten. [..] Ganz im
Gegenteil: Sie ko¨nnten sogar eine Abneigung gegen einen konzeptualen Zugang entwickeln, der
ihnen vom Lehrer angeboten wird und diesen als
”
Philosophie“ statt Mathematik betrachten und
als nutzlos fu¨r alle praktischen Zwecke ansehen. [a. a. O., S. 157]
Zieht man mit Vinner zur Erkla¨rung der prozeduralen Fixierung auf Lernerseite Skemp’s
Dichotomie zwischen
”
relationalem Versta¨ndnis“ und
”
instrumentalem Versta¨ndnis“ her-
an, d. h. der Unterscheidung zwischen dem Wissen, wie man einen Algorithmus anwendet
und dem Wissen, warum der Algorithmus das Erwartete liefert, so erkennt man, dass die
151na¨mlich vom Rn per Abstraktion zum abstrakten Vektorraum V zu gelangen
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fru¨heren Lernerfahrungen von Studenten und Schu¨lern vielfach auf einem instrumenta-
len Versta¨ndnis beruhen und kein relationales Verstehen ausgebildet wurde. Es ist die-
se Barriere der Gewo¨hnung an instrumentale Verstehensprozesse, welche einem abrupten
Umschwenken auf ein relationales rein-konzeptuales Verstehen in einem abstrakt gefu¨hrten
Kurs mental quersteht. Diese Beliefs ko¨nnen sich so verfestigen, dass es
”
eine fu¨r Mathe-
matiker traurige Tatsache [ist], dass manche Menschen an relationalem Versta¨ndnis nicht
interessiert sind.“ [202, S. 158].
Aus der Sicht der APOS-Theorie und mit Harels Konkretheitsprinzip ko¨nnen wir alternativ
argumentieren, dass Fixierungen auf instrumentales Versta¨ndnis auf u¨berma¨ßig extensiven
konkreten AP-Handlungsphasen beruhen ko¨nnen, wenn im Anschluss das Bemu¨hen um
ein relationales Verstehen auf der ho¨heren abstrakteren Betrachtungsebene zu kurz kommt
oder ganz unterbleibt, d. h. wenn der reflexive Abstraktionschritt
”
P # O“ in Richtung
einer Konzeptkonstruktion bzw. Schemavorstellung nicht ada¨quat vollzogen wird, kurz:
?
AP
(wie?) prozedural
instrumental # OS
(warum?) konzeptional
relational |VinnerSkemp
Vinner formuliert dies wie folgt:
[..] es ist wichtig klar zu machen, dass die konzeptbetonende Behandlung in keiner Weise die
Elimination von Prozeduren aus Mathematik-Lehrga¨ngen impliziert. Der konzeptuale Zugang er-
kennt die Bedeutung und Wichtigkeit von Prozeduren und gesteht zu, dass in vielen Fa¨llen ein
Konzeptversta¨ndnis unmo¨glich ist ohne die Meisterung gewisser Prozeduren152. Der konzeptuale
Zugang wendet sich nur gegen die mechanische Anwendung von Prozeduren, deren Resultate fu¨r
den Lernenden absolut sinnleer bleiben. [a. a. O., S. 158]
Ein matrix-orientierter Einfu¨hrungskurs in die Lineare Algebra wird daher im Sinne der
APOS-Theorie zwar auf die konkrete prozessuale (
”
prozedurale“) Fundierung der AP-Teile
der Lerntrajektorien bedacht sein, dabei aber die absichtsvolle Gru¨ndung mentaler Objekte
und ihrer Beziehungen (also
”
relationale“ Konzeptvorstellungen) anstreben. In Vinners
Worten:
Jedoch sollte der Keim eines konzeptualen Zugangs in diesem ersten matrix-orientierten Zugang
gepflanzt werden. Als Didaktiker mo¨chte ich gerne die Bo¨den beschreiben, in denen dieses Saatgut
eines konzeptualen Zugangs ausgebracht werden sollte. [a. a. O., S. 159]
Anmerkungen.
a. Wie es die franzo¨siche Schule um Bardy bzw. Rogalski fordert, ist auch nach Vinner’s
Ansicht fu¨r die metakognitiven Aktivita¨ten zum Aufbau von vernetzten Konzeptvor-
stellungen bewusst geplante Lernzeit zur Verfu¨gung zu stellen:
152Chang [29, S. 25] formuliert a¨hnlich: ”Ich glaube, der erste Kurs in Linearer Algebra sollte matrix–
orientiert und sehr praktisch sein. Meine Erfahrung ist: Wenn man lernt wie [etwas gemacht wird; wL], dann
lernt man vielleicht auch warum [es so gemacht wird]. Die Regeln und Rezepte fu¨r die Matrixmultiplikation
bilden die Mittel, in die man seine Intuition einspeisen kann. Ohne das Wie zu kennen kann sich das Warum
nicht einstellen.“
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Das Ku¨mmern um kognitive Belange der oben beschriebenen Art beno¨tigt in jedem Kurs eine
beachtenswerte Menge an Zeit. Daher sind die Optionen entweder Mathematik-Kursen mehr
Zeit zu geben oder den Lehrplan ’runter zu schneiden’. Es ist unmo¨glich die u¨bliche The-
menliste eines typischen Kurs-Lehrplanes [nicht: LACSG] in einer sinnhaltigen Weise zu
unterrichten153. Solch eine Liste kann nur ’abgedeckt’ werden. [..] Andernfalls bleiben diese
Service-Kurse Lippen-Bekenntnis-Kurse wie sie es in zu vielen Fa¨llen sind. [a. a. O., S. 171]
Die Entwicklung von Kernlehrpla¨nen in Deutschland im Nachgang zur OECD-PISA-
Studie ist eine Variante dieser durchga¨ngigen Einsicht. Es ist allerdings erstaunlich,
dass diese lange bekannten Befunde in der Bildungsadministration ohne erkennbare
Konsequenzen blieben. Vinners ehrliche Einscha¨tzung ist fu¨r Schule und Hochschule
vergleichbar:
”
Die Tatsache, dass die Mehrheit der Studenten das Abschlussexamen
irgendwie passiert, ’hilft’ vielen Dozenten das armselige mathematische Denken ihrer
Studenten nicht zu beachten.“ [202, S. 159].
b. Die Probleme der prozessualen Dominanz sind nicht nur eine Frage des Lehrplans
oder des geeigneten Lehrbuches, sondern betreffen die Art des eigentlichen Lehr-Lern-
Prozesses. Gerade durch die Nutzung eines symbolischen CAS ist der fu¨r den Lernpro-
zess notwendige prozedurale Anteil reduzierbar und damit das Zeitfenster fu¨r reflexive
Prozesse vergo¨ßert. Die aus Anwendungssicht beno¨tigten Prozeduren aus der Linearen
Algebra sind zudem minimal:
”
Mein Eindruck [..] ist, das, was sie wirklich in ihrem
Beruf beno¨tigen, ist die Sprache der Linearen Algebra und nicht ihr konzeptueller Rah-
men. Was sie wirklich brauchen, sind die Matrixmultiplikation und Determinanten.“,
vgl. [a. a. O., S. 158].
2. Der fehlende Fokus auf die reflexive Abstraktion. Aus dem Blickwinkel der
APOS-Theorie analysiert Dubinsky [73] die LACSG-Empfehlungen, insbesondere die Matrix–
orientiertheit des Kerncurriculums, und skizziert einen alternativen Curriculum–Vorschlag,
der auf den APOS-Instrumenten wie
”
das Programmieren in einer mathematisch-orientier-
ten Programmiersprache, dem extensiven Einsatz kooperativen Lernens und der Entwick-
lung von Alternativen zur Vorlesung-Methode“, vgl. [a. a. O., S. 85] basiert.
Dubinskys einleitende Kritik, man mo¨ge zuna¨chst Forschungsbefunde154 vorlegen, die u¨ber
die subjektiven Berichte aus den LACSG-Foren hinaus die vermutete Erfolglosigkeit von
Kursen in Linearer Algebra empirisch absichern und so die wissenschaftliche Notwendigkeit
einer Revision zu begru¨nden, darf nach den oben zitierten Untersuchungen der franzo¨si-
schen TLAG–Gruppe inzwischen als geleistet angesehen werden.
Dubinskys Haupteinwand gegen die LACSG-Design-Hypothese, wonach die Anfangsschwie-
rigkeiten der Lerner durch die Konkretheit des Matrizenkalku¨l u¨berwunden werden ko¨nn-
ten, wendet sich dagegen
”
dass das Ziel eines unterrichtbaren Kurses automatisch dann
erreicht ist, wenn Koordinatendarstellung von Vektoren und Linearen Transformationen in
153Betonung von mir, wL
154
”Ich denke[..], einige Leute sollten mit sorgfa¨ltigen Studien beauftragt werden, welche die Inada¨quatheit
der derzeitigen Kurse dokumentieren“. vgl. [a. a. O., S. 86]
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der Form von Tupeln und Matrizen betont wird.“, vgl. [a. a. O., S. 89]. Nach seiner An-
sicht zielen die studentischen Wu¨nsche nach Konkretheit na¨mlich eigentlich auf die sta¨rkere
Vermittlung von Algorithmen und Prozeduren. Er besta¨tigt damit die oben zitierte Ana-
lyse von Vinner, wonach die Studenten zuna¨chst eine pseudo-konzeptuale Denkhaltung
bewahren mo¨chten, die sie von dem Schulunterricht gewo¨hnt sind:
Unsrere Studenten verlangen danach, dass der Stoff in einem Kurs weniger abstrakt und mehr
konkret sein soll, also
”
erdverbundener“. Ich glaube, das, was die Studenten oft wirklich fordern
ist, dass wir ihnen mehr Rechenprozeduren geben, die sie imitieren ko¨nnen. [..] Also geben wir
ihnen ihre Rezepte und taufen das Anwendungen. [..] Mit einem solchen Curriculum werden die
Studenten ho¨chstens lernen Matrizenmanipulationen auszufu¨hren, aber sonst wenig. [a. a. O.,
S. 90]
Damit wu¨rde aber die Barriere des pseudo-konzeptualen Denkens durch die Betonung des
instrumentalen Denkens verfestigt und das angestrebte konzeptual-abstrakte Denken nicht
gefo¨rdert. Mit Harel sollte die konkrete Nutzung von Matrizen im Anfangskurs u¨ber Linea-
re Algebra als Ausgangspunkt zu Verallgemeinerungsprozessen angesehen werden, d. h. zur
Anbahnung von abstrakten Konzeptvorstellungen – und darin liegen nach der Abstrakti-
onsbarriere die eigentlichen Lern–Schwierigkeiten von Schu¨lern und Studenten. Tatsa¨chlich
zieht auch Dubinsky eine a¨hnliche Folgerung. Er verdeutlicht seine U¨berlegungen am Bei-
spiel des Begriffs der linearen Abha¨ngigkeit, wobei er zuna¨chst die mentale Akzeptanz von
Zeilen oder Spalten einer Matrix als Objekte sui generis betont:
Eine Zeile und eine Spalte einer Matrix ist fu¨r die meisten Studenten eine Liste von Zahlen.
Es ist nicht so einfach, dies als ein eigenes Objekt zu verstehen, das zusammen mit anderen
solchen Objekten in einer Menge betrachtet werden kann. Ich vermute, dass ein Denken von
linearer Abha¨ngigkeit in Termen von Zeilenvektoren das Konzept weder konkreter noch zuga¨ng-
licher macht. [a. a. O., S. 90]
Letztere Ansicht von Dubinsky kann man kritisch sehen und dies soll durch das Design155
einer Lerntrajektorie innerhalb des Matrizenkalku¨ls belegt werden. Richtig ist aber, dass
solche Lerntrajektorien vermittels reflexiver Abstraktionen den notwendigen Durchbruch
zu den eigentlichen abstrakten Konzeptbildungen, wie z. B. der linearen Unabha¨ngigkeit,
leisten mu¨ssen, um den
”
FUGS“156igen Charakter der Sprache der Linearen Algebra auch
Novizen bewusst zu machen:
Fu¨r mich besteht eine riesige Lu¨cke – nicht mathematisch, sondern didaktisch – zwischen den
Schwierigkeiten, die Studenten mit linearer Unabha¨ngigkeit, Basen und Unterra¨umen haben und
den vorgeschlagenen Matrix-Operationen der LACSG. Nach meiner Ansicht gibt es keinen an-
derenen Weg aus dieser didaktischen Klemme zu kommen als durch Abstraktion. All diese
155
”Dies impliziert, dass vor der Erwa¨gung didaktischer Strategien, die spezifischen Konzepte der Li-
nearen Algebra, die Studenten besondere Probleme bereiten, epistemologisch analysiert werden mu¨ssen.
Damit meine ich, dass Forschung beno¨tigt wird, um diejenigen spezifischen mentalen Konstruktionen zu
bestimmen, die ein Lernender machen mu¨sste, um diese Konzepte zu verstehen.“, vgl. [a. a. O., S. 89]. Das
ist gerade der Zweck einer genetischen Dekomposition.
156Diese bu¨ndelnde Notation fu¨r die formalisiernden, unifizierenden, generalisierenden und
simplifizierenden Wirkungen der Linearen Algebra als mathematischer Wissenschaftssprache stammt von
Rogalski.
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Kalkulationen vorzuschlagen kehrt die Probleme nur unter den Teppich. Was gebraucht wird
sind einige Ideen, nicht nur daru¨ber, wie man konkret werden kann, sondern daru¨ber, wie
man die Studenten dazu bringt, vom Konkreten zum Abstrakten zu gehen157. [a. a. O., S. 91]
Die Ursachen fu¨r die Anfangsschwierigkeiten in Linearer Algebra liegen nach Dubinsky
daher nicht in einem Mangel an Konkretheit, der durch eine intensive Nutzung der Ma-
trizenalgebra beseitigt werden ko¨nnte, sondern am mangelhaften U¨bergang vom Konkreten
zum Abstrakten. Dies hat nach seiner Ansicht insbesondere drei didaktische Gru¨nde, vgl.
[a. a. O., S. 93]:
– die fehlende Eigenkonstruktion der Konzeptvorstellungen:
”
der verbreitete didaktische
Ansatz in den meisten Lineare Algebra Kursen ist [...] der, den Studenten u¨ber Ma-
thematik zu erza¨hlen und ihnen zu zeigen, wie es geht. [...] Die Studenten verstehen
diese Konzepte [daher] nicht, weil sie nicht die Chance geboten bekommen, ihre eigenen
Vorstellungen dazu zu konstruieren.“
– die Formalismus-Barriere, d. h. die fehlenden aussagen- und pra¨dikatenlogischen sowie
mengensprachlichen (inclusive des mangelnden Funktionskonzepts) Kompetenzen:
”
Mei-
ne zweite Quelle hat zu tun mit dem Mangel an Hintergrund-Konzepten, die nicht Teil
der Linearen Algebra sind, aber zu deren Lernen wesentlich sind.“ Diese Beobachtungen
decken sich mit denen von Vinner und der TLAG.
– das non-konstruktivistische Design der Lerntrajektorien; stattdessen:
Ich schlage nicht vor, dass Studenten ihre eigenen Ideen konstruieren und wir es dabei
belassen. Die Art, wie es fu¨r die Studenten funktionieren mu¨sste, ist vielmehr: Die Studenten
machen Konstruktionen mathematischer Konzepte und dann interagieren sie miteinander und
mit dem Lehrer im Kontext der Problemsituation, die der Kurs anbietet. Diese Interaktionen
bringen Inkonsistenzen, Widerspru¨che und Unstimmigkeiten hervor. Die Auflo¨sung dieser
Konflikte fu¨hrt dann zu einem Versta¨ndnis auf Seiten der Studenten, das konsistent ist mit
dem Versta¨ndnis auf Seiten der mathematischen Community.158
Dubinskys alternative Kurs–Vorschla¨ge verweisen explizit auf den Ansatz von Dorier et al.
u¨ber Methoden zur Vermittlung von
”
vereinheitlichenden und generalisierenden Konzep-
ten“ in der Linearen Algebra und auf Harels Ansatz der graduellen Abstraktion vom An-
schauungsraum159. Ein ausgearbeiteter frei zuga¨nglicher Vorschlag nach der APOS-Theorie
liegt mit Cottrill et al. [34] zwischenzeitlich vor.
Anmerkungen.
a. Zwar besteht bei einer tupelorientierten (also: matrizen- und koordinatenorientierten)
Einfu¨hrung in die Lineare Algebra die Gefahr, notwendige konzeptuale Wissenskon-
struktionen zu vernachla¨ssigen. Es lassen sich aber ada¨quate Konzeptvorstellungen sehr
157Kursivbetonung von mir, wL
158Kursivsatz von mir, wL
159Ein analoges Konzept findet sich in Banchoff & Wermer [10].
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erfolgreich mit den Teilobjekten (Zeile, Spalte, Unterra¨ume, etc.) einer Matrix anbah-
nen, wie z. B. Strang [193], Lay [146] oder Ja¨nich [131] zeigen. Die Matrixbasierheit
fu¨hrt insbesondere auf der Schule nicht notwendigerweise zur Konzeptvernachla¨ssigung,
weil – wie oben ausgefu¨hrt – die wesentlichen epistemologischen Barrieren der Linearen
Algebra auch hier nachweisbar und behebbar sind.
b. Dubinsky ra¨t den Abstraktionsprozess zu den Begriffen Basis etc. z. B. u¨ber die lineare
Lo¨sungstheorie fu¨r lineare DGLn anzubahnen:
Man kann begru¨ndet erwarten, dass die Studenten diesen sehr scho¨nen Satz bis zu dem Effekt
entdecken ko¨nnen, dass der Ausdruck einer Anfangsbedingung als Linearkombination der ande-
ren beiden (was schnell und mechanisch erfolgen kann) bereits die richtigen Koeffizienten fu¨r
den Ausdruck der ganzen Funktion als Linearkombination der anderen zwei Lo¨sungsfunktionen
liefert – gu¨ltig auf dem ganzen Definitionsbereich. Die Studenten wu¨rden den Effekt dieser Li-
nearkombination auf ihren Graphen sehen. Sogar wenn sie den Satz nicht entdecken, wird die
Suche danach ihr Versta¨ndnis steigern, falls einer der Kommilitonen oder [...] sogar der Dozent
es dann erkla¨rt. [a. a. O., S. 104]
Das ist auf Schulniveau nicht machbar. Alternativen werden unten aufgezeigt.
3. Nachteile der Nutzung eines numerischen Mathematik-Paketes. Die LACSG-
Empfehlungen zitieren ha¨ufig das numerische Mathematik-Paket MatLab von C. Moler.
Dies ko¨nnte auf der Beteiligung von Moler an dem LACSG-Entwurf beruhen. Der grund-
legende (und einzige) Datentyp von MatLab ist die Matrix, symbolische Rechnungen sind
nicht (oder nur mit Zusatzpaketen) mo¨glich. Eine solche Software160 betont implizit fu¨r
den Nutzer das Matrixkonzept und verengt somit die Sicht auf Anwendungen in den Inge-
nieurwissenschaften, der Statistik oder der O¨konomie. Schulisch ist daher ein symbolisches
CAS geeigneter; hier sind insbesondere symbolische Rechnungen mit Variablen mo¨glich,
die insbesondere fu¨r die Anbahnung reflexiver Abstraktionen das Mittel der Wahl sind.
Daher sind wesentliche Ansa¨tze der LACSG-Reform mit einem symbolischen CAS161 m. E.
vorteilhafter realisierbar:
– die Konstruktion eigener Datentypen und damit die Konstruktion eigener algebraischer
Gebilde wie z. B. der endliche Vektorraum Z7 ist mo¨glich;
– algebraische Strukturen wie z. B. der Ring der Polynome sind implementiert; damit
wird das Explorationsmaterial vergro¨ßert und das rein–konzeptuale Versta¨ndnis un-
terstu¨tzt: Polynome sind damit genauso konkrete Objekte wie n-Tupel (Listen, Vekto-
ren, Matrizen). Neben dem Anschauungsraum und Matrizenra¨umen sind damit weitere
Vektorra¨ume studierbar, vgl. z. B. Hill& Keagy [126](mit Derive) oder Blyth[17](mit
Maple).
160wie auch die freien Varianten wie GNU Octave oder Euler
161wie z. B. Derive, MuPAD oder GNU Maxima; zwischenzeitlich (Stand 2010) sind aber symbolische
CAS auch in die Matrixsprachen integriert: So entha¨lt Euler die CAS Maxima sowie YaCAS und in
MatLAB wurde MuPAD integriert.
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Teil II
CAS–Kursdesign
217

§ 4
Entwurf eines CAS-intensiven
Grundkurses
Ausgehend von den Erfahrungen und Empfehlungen der LACSG sowie der TLAG und
gestu¨tzt auf die Untersuchung mo¨glicher epistemologischer Barrieren wa¨hrend der Entste-
hung tragfa¨higer Konzeptbildungen entwerfe ich nun einen matrizenorientierten computer-
intensiven Grundkurs zur Linearen Algebra fu¨r die Sekundarstufe II, der CAS-Lernarrange-
ments (
”
Parcours“) zur Unterstu¨tzung der Lernprozesse betont. Unser Kurs schließt an
vorhandene Vorkenntnisse der Schu¨ler u¨ber das Lo¨sen von Gleichungssystemen mit zwei
Unbekannten aus der Sekundarstufe I an, weitet diesen Themenstrang um algebraische
(Matrizen), geometrische (Unterra¨ume), funktionale (lineare Abbildungen) und algorith-
mische (Gauss-Jordan-Elimination) Stra¨nge auf und zielt auf einen passgenauen Anschluss
an universita¨re Kurse u¨ber Lineare Algebra.
Nach dem Vorschlag von Vollrath gliedere ich das strategische Kursdesign in eine globale
Strategie mit der Angabe der leitenden Entwurfsprinzipen und der Gru¨ndung der The-
menstra¨nge, in die regionale Planung von Unterrichtsequenzen in Form von CAS-Parcours
sowie in die lokale Planung von reichhaltigen Unterrichtseinheiten (
”
Etappen“) zum Er-
werb der Leitbegriffe. Begleitend wird jeweils die Genese der zugeho¨rigen CAS-Kompetenz
(
”
Instrumentalgenese“) skizziert. Wir beginnen mit der Explizierung der globalen Kurs-
strategie.
4.1 Globale Kurs-Strategie als Modell der Wachstums-
ringe
Der hier vorgelegte computerintensive Kurs erstreckt sich u¨ber einen Zeitraum von ca.
zwei Halbjahren und ist daher Gegenstand einer globalen Planungsstrategie. Kernthema
ist das Lo¨sen von Linearen Gleichungssystemen, la¨ngs ihm strukturiert sich die vertikale
Mathematisierung der zentralen Begriffsbildungen und die Auffa¨cherung in parallele The-
menstra¨nge mit mehreren Querverbindungen u¨ber mehreren Stufen hinweg.
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Kernbegriff ist das Konzept der Matrix, mit dessen Hilfe Gleichungssysteme A ∗ X = B
unter Nutzung der zentralen algebraischen Operation der Matrizenmultiplikation kompri-
miert repra¨sentiert werden. Das inhaltliche Konzeptversta¨ndnis soll sich dabei in Form
von
”
Wissens-Wachstumsringen“ entwickeln, bei der jeder
”
Erkenntnisring“ als Wissens-
zuwachs im subjektiven Erleben einer Konzepterweiterung interpretiert werden kann.
Wa¨hrend im innersten Wissenskern schon erworbene Vorerfahrungen lediglich neu re-
pra¨sentiert und CAS-sprachlich expliziert werden, wird bereits mit der Konstruktion der
inversen Matrix und der Bestimmung der zugeho¨rigen einpunktigen Lo¨sungsmenge das
zentrale Konstruktions-Werkzeug des Kurses eingefu¨hrt: der Gauss-Jordan-Algorithmus.
Der anschließende Wachstumsring fokussiert algebraisch auf unterbestimmte Gleichungs-
systeme und fu¨hrt damit geometrisch zu dem Konzept von (affinen Lo¨sungs-) Unterra¨u-
men sowie auf das zugeho¨rige CAS-Instrument matlinsolve als Variante des Gauss-Jordan-
Algorithmus.
In der hier vorgestellten globalen Kurs-Strategie schließt sich ein stoffdidaktisch innovativer
Themenkreis an: die Untersuchung u¨berbestimmter Gleichungssysteme mit dem zugeho¨ri-
gen algebraischen Konzept der Pseudoinversen und seiner geometrischen Interpretation
als Orthogonalprojektion auf einen Unterraum. Das CAS-Werkzeug pseudoInverse wird
auch hier fu¨r einfache Fa¨lle aus dem Gauss-Jordan-Algorithmus (re)konstruiert. Die letzte
Konzept-Schale bildet die Einfu¨hrung des linear-algebraischen Konzeptes des Skalarpro-
duktes1, das jetzt auf horizontalen Mathematisierungen aufbaut – z. B. auf den geometri-
schen Vorerfahrungen u¨ber Pha¨nomene der geometrischen Lage von Lo¨sungsra¨umen, von
Lo¨sungen als Orthogonalprojektionen auf Unterra¨ume – und einen Schlussring vertikaler
Mathematisierung zur generalisierenden Vernetzung der eingefu¨hrten Konzepte wie La¨nge,
Abstand und Senkrecht-Sein setzt.
Die folgende Abbildung 4.1 stellt diese Globalplanung graphisch dar.
Die zentralen Konzepte werden dabei nach dem Konkretheitsprinzip von Harel bzw. nach
dem Vorbild der Realistic Math Education (RME) aus anwendungsnahen Referenzkontex-
ten der subjektiven Erfahrungsbereiche der Schu¨ler gewonnen. Anschließend wird jedes neu
erworbene Konzept, wie z. B. die Inverse der Gleichungssystem-Matrix A−1, zuna¨chst in
kontextnah variierten Problemstellungen als Ausdrucks- und Beschreibungsmittel genutzt
und dabei i. d. R. die Problem-Dimension von der Zweidimensionalita¨t auf Drei- oder
Mehrdimensionalita¨t generalisiert. Didaktische Absicht ist die zeitlich lokale Fixierung des
Referenzkontextes an einen neu erworbenen Begriff, bevor eine Ablo¨sung aus dem Hin-
tergrundskontext und die Konstruktion neuer Konzepte in anderen Referenz-Kontexten
einsetzt, vgl. Abbildung 4.2.
Eine dazu orthogonale globale Kursplanung wu¨rde zuna¨chst die
”
komplette“ Lineare Alge-
bra im Kleinen (d. h. im Zweidimensionalen mit dem Aufbau aller relevanten Begriffsbil-
dungen wie Unterra¨umen, Basen, linearen Abbildungen, Eigenwerttheorie, Skalarprodukt
etc. in zeitlich dichter Folge) studieren und wiederholend den vollsta¨ndigen Aufbau (mit di-
mensionstypischen Erga¨nzungen) in anschließenden Designzyklen in ho¨heren Dimensionen
1Im Verlaufe der dritten Erprobung der Kurskonzeption wurde die Reihenfolge umgestellt und die
Pseudoinverse nach Einfu¨hrung des Skalarproduktes aus der Orthogonalprojektion per Analogieschluss
gewonnen.
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Abbildung 4.1: zur globalen Kursstrategie: das Schalenmodell der linear-
algebraischen Wachstumsringe als vertikale Mathematisierungsstufen la¨ngs des
Themenstranges Lo¨sen von linearen Gleichungssystemen. Innovativ ist der ein-
gezogene Themenkreis u¨ber u¨berbestimmte LGS und das zugeho¨rige Konzept
der Pseudoinversen A+
.
generalisieren. Ein solcher Entwurf wurde z. B. von Banchoff & Wermer [10] vorgelegt2,
vgl. Abbildung 4.3.
Ein gobales Kursdesign gema¨ß dem Modell der Wachstumsringe hat m. E. folgende Vorteile:
• Es ermo¨glicht ruhige thematische Schematisierungen von eingefu¨hrten Konzepten
nach der APOS-Theorie und der RME-Theorie, da erst eine breite horizontale Er-
fahrung (A,P-Phase) aufgebaut wird, bevor weitere neue Konzepte (Objekte) im
APOS-Zyklus konstruiert werden;
• der Referenzkontext wirkt u¨ber einen la¨ngeren Zeitraum und bindet daher das kon-
struierte mentale Objekt (den neuen Begriff) stabiler an den Kontext; dies sollte
einen langhaltigen Lernerfolg begu¨nstigen;
• die simultan erfolgende Instrumentalisierung der parallel vorgestellten CAS-Konzepte
kann sich im gleichen Kontext, aber in verschiedenen Dimensionen, zuna¨chst bewa¨hren
und stabilisieren;
• die zeitliche Dichte zu vieler vertikaler Mathematisierungen (
”
zu viele Vokabeln in
Folge“) wu¨rde die moderate Entfaltung der instrumentellen CAS-Sprache gefa¨hrden,
die spiralige Repetierung wu¨rde ansonsten auf instabilen Schematisierungen gru¨nden.
2Ein a¨hnliches Designkonzept fu¨r die universita¨re Erstausbildung haben zwischenzeitlich z. B. Farin
& Hansford [100] vorgelegt.
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Abbildung 4.2: Erho¨hung der Problemdimensionalita¨t als internes Iterations-
und Generalisierungsmuster vor Dekontextualisierungen und neuen Konzept-
konstruktionen; z.B. werden erst Unterra¨ume verschiedener Dimension studiert
und anschließend Projektionen auf solche Unterra¨ume eingefu¨hrt.
Thematisch beschra¨nkt sich der hier vorgestellte Reformansatz radikal auf die Vermittlung
von lediglich sechs zu erlernenden Kernkonzepten3:
1. eine basale algorithmische Technik: der Gauss–Jordan–Alorithmus;
2. ein zentraler Begriff: die Linearkombination, multiperspektivisch betrachtet;
3. ein systematischer Repra¨sentationswechsel: zwischen Gleichungen und Matrizen;
4. eine zentrale Modellierung: durch die lineare Gleichung A ∗X = B
5. eine durchga¨ngige Strategie: die Interpretation von gaussJordan-Endstellungen4
6. ein grundlegendes Visualisierungsmittel: das CAS-Modul KOS2d/3d.
4.2 Zum CAS–Kursdesign
Bevor das globale Kursdesign mit seinen zugeho¨rigen Kernkonzepten und regionalen Unter-
richtssequenzen in Form von CAS-Etappen verfeinert dargestellt wird, weise ich zuna¨chst
nach, dass der hier vorgelegte globale Kursplan z. B. den aktuellen Richtlinien fu¨r Grund-
kurse in NRW genu¨gt.
4.2.1 das CAS–Kurskonzept im Richtlinienbezug
Ein Unterricht in Linearer Algebra/Geometrie hat sich nach den Richtlinien fu¨r die Se-
kundarstufe II/NRW von 1999 [164] u. a. an folgenden Empfehlungen zu orientieren. Der
curriculare Rahmen und die inhaltliche Thematisierung werden dabei auf lediglich 3 Seiten
(na¨mlich S. 21 – 23) recht knapp dargestellt. So heißt es auf S. 21 ff zuna¨chst allgemein:
3in Anlehnung an die Ausfu¨hrungen von Rogalski [180, S. 141]
4d. h. der sog. row-reduced echelon form, kurz rref
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Abbildung 4.3: Orthogonalita¨t von Konzeptkonstruktion und Generalisie-
rung der Dimension; z. B. werden erst Unterra¨ume und Projektionen in der
Anschauungsebene eingefu¨hrt und anschließend Unterra¨ume und Projektionen
im Anschauungsraum (er)neu(t) konstruiert und studiert.
Schu¨lerinnen und Schu¨ler erfassen die Bedeutung der Linearen Algebra/Geometrie durch ihre
vielfa¨ltigen Anwendungen. Fu¨r das Lernen in Kontexten bieten sich zahlreiche Themen an,[..]
Schu¨lerinnen und Schu¨ler benutzen (U¨bergangs-)Matrizen als Werkzeug zur Modellierung in ge-
eigneten außermathematischen Problemstellungen. Es ist ein bedeutsamer Aspekt, dass aus geo-
metrischen Fragestellungen erwachsende mathematische Objekte wie Vektoren und Matrizen sich
erfolgreich auf nichtgeometrische Probleme anwenden lassen und umgekehrt. [..] Die vektorielle
analytische Geometrie sollte so unterrichtet werden, dass sie mit der Linearen Algebra verzahnt
wird. [..] Im Umgang mit Matrizen werden dabei stets algorithmische Aspekte mitbehandelt. [..]
Die Lineare Algebra/Geometrie bietet vielfa¨ltige Mo¨glichkeiten fu¨r das Arbeiten mit dem Compu-
ter. Er entlastet den Unterricht vom Drill von Verfahren und von langwierigen Rechnungen und
ermo¨glicht, die Modellbildung, das Herstellen von Bezu¨gen und Finden von Zusammenha¨ngen
sta¨rker zu betonen. Er ero¨ffnet experimentelle Arbeitsweisen und gibt vielfa¨ltige Mo¨glichkeiten
zur Visualisierung.
Die NRW-Richtlinien explizieren dann auf S. 23 den inhaltlichen Themenstrang, der sich
mit der von mir oben skizzierten globalen Kursplanung in grober U¨bereinstimmung sieht:
Lineare Gleichungssysteme und vektorielle Geometrie
• lineare Gleichungssysteme fu¨r n > 2, Matrix-Vektor-Schreibweise
systematisches Lo¨sungsverfahren von linearen Gleichungssystemen
Lo¨sung unterbestimmter linearer Gleichungssysteme
• Rechnen mit Vektoren
Parameterformen von Geraden- und Ebenengleichungen
Koordinatenform von Ebenengleichungen
Lagebeziehungen von Geraden und Ebenen
• Standard-Skalarprodukt mit den Anwendungen Orthogonalita¨t,
Winkel und La¨nge von Vektoren.
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Als zusa¨tzlicher Themenstrang wird eine Auswahl angeboten:
Matrizen (Alternative 1)
• Abbildungsmatrizen, schra¨ge Parallelprojektion
• Matrizenmultiplikation als Abbildungsverkettung.
Matrizen (Alternative 2)
• U¨bergangsmatrizen, Materialverflechtung oder stochastische Matrizen
• Matrizenmultiplikation als Verkettung von U¨berga¨ngen. [a. a. O., S. 23]
Diese curricularen Vorgaben findet man in den ga¨ngigen Lehrwerken zur Linearen Alge-
bra/Geometrie fu¨r die Sekundarstufe realisiert. Die folgende U¨bersicht stellt einige aus-
gewa¨hlte und verbreitete Lehrbu¨cher gegenu¨ber, vgl. Tabelle 4.4. Zugleich wird die The-
menfolge, der Umfang sowie die Aufgabenanzahl verglichen.
Autor Themenstrang Seiten Aufgaben
Griesel5 Vg S VE S G M1 M2 142 334 -
Jahnke6 G V S M1 M2 V 336 642 -
Kroll7 V S G M1 M2 192 540 -
Lambacher8 G V S M1 M2 198 603 (Maple)
Tabelle 4.1: Ausgewa¨hlte Lehrwerke zur Linearen Alge-
bra/Geometrie fu¨r den Grundkurs mit Themenkreisen gema¨ß der
NRW-Richtlinien; G: Lineare Gleichungssysteme V: Vektorrech-
nung S: Skalarprodukt M1: Matrizen/1 M2: Matrizen/2.
Obigen curricularen Grundkurs-Blueprint spezifizieren wir alternativ zuna¨chst im Hinblick
auf die LACSG-Empfehlungen in innermathematisch orientierte regionale Themenkreise.
Danach sieht ein mo¨glicher zu realisierender revidierter Grundkurs-Kern-Lehrplan zur Li-
nearen Algebra z. B. wie folgt aus9:
Thema Kerninhalte Bemerkungen
1 Matrizenalgebra Matrixaddition, Matrixmultiplika-
tion, Transposition, Inverse; alge-
braische Eigenschaften
motiviere Matrixmultiplikation;
zwei Sichten des Produktes A∗B:
– als Spalten-Linearkombination,
– als Zeilen-Linearkombination;
Konstruktion der CAS-Routine
LinKomb5vgl. Griesel et al. [112]
6vgl. Jahnke et al. [129]; dieses Lehrwerk erschien nach meiner Kurskonzeption.
7vgl. Kroll et al. [141]
8vgl. Baum et al. [11]
9Zeitangaben werden hier unterdru¨ckt, da ich diese bei der konkreten CAS-Realisierung weiter unten
angebe.
4.2. Zum CAS–Kursdesign 225
2 Lineare Gleich-
ungssysteme I
Gauss-Eliminierung; Elementar-
matrizen. Existenz- und Eindeutig-
keit der Lo¨sungen. Matrixinverse.
reihenreduzierte Eckform rref;
dazu Nutzung der CAS Routinen
gaussJordan, matlinsolve
3 Anschauungs-
ebene R2 bzw.
-raum R3
Vektoraddition, Multiplikation mit
Skalaren. Linearkombinationen: li-
neare (Un)Abha¨ngigkeit; Basen.
Unterra¨ume: Zeilen- und Spal-
tenraum einer Matrix; Dimensi-
on. Elementare Lo¨sungstheorie fu¨r
LGS
Rn als Menge von n-Tuplen
einfu¨hren, nicht als formalen
Vektorraum. Inhalte mit starker
geometrischer Akzentuierung
pra¨sentieren; CAS: LinKomb;
AffineGeom 23D; baryKomb
4 Orthogonalita¨t Skalarprodukt: La¨nge, Orthogona-
lita¨t, Winkel. Orthogonalprojek-
tionen auf Unterra¨ume
geometrische Variante des Ska-
larproduktes ohne cos-Satz her-
leiten
5 Lineare Gleich-
ungssysteme II
Lineare Transformationen.Pseudo-
inversen-Lo¨sung von inkonsisten-
ten LGS
Anwendungen auf Markov-Ket-
ten. Datenfit
Leistungs-Kurs: ———————————– ———————————–
6 Determinanten det und Zeilenoperationen;
Cramer-Regel; Orientierungen;
Spatprodukt
Lo¨sungen von 2x2- und 3x3-LGS
mit det; Determinanten und
Fla¨chenberechnungen; elementa-
re Eigenschaften geometrisch ab-
leiten
7 Eigenwerte und
Eigenvektoren
Gleichung Ax = λx; charakterist-
isches Polynom; Eigenra¨ume;
Begriffbildung u¨ber geometrische
Beispiele (Kegelschnitte) anbah-
nen
Tabelle 4.2: globale Strategie fu¨r ein Grundkurs-Kerncurriculum
(mit Zusatzthemen fu¨r den Leistungskurs). Im Folgendem benutze
ich folgende Legende 1M
2
G
3
A
4
O
5
P (
6
D
7
E ) fu¨r die Kursfolge.
4.2.2 das CAS–Kurskonzept als Parcourssequenz
Die skizzierte globale Strategie wurde in APOS-orientierte CAS-Sequenzen (
”
Mikrowel-
ten“) umgesetzt und als ein sechsteiliger Lernparcours (unterteilt in Etappen) gestaltet.
Die folgende U¨bersicht stellt die einzelnen Abschnitte tabellarisch10 dar.
Parcour paradigmatischer Referenzkon-
text und Kernkonzept(e)
CAS-Instrument
zum Kernkonzept
Zeit
1 Matrizen und
lineare Prozesse
R: Bevo¨lkerungsentwicklung
K: Gleichungsmatrix u. Matrixgleichung
Zeilen
Spaltenvektor,
Matrix
V ektor multiplikation /Ad-
dition; erste algebraische Eigenschaften;
Streckungen und Scherungen
matrix(); A*X=B; *;
M:=A.B;
matlinsolve()
A+B; λ∗A (≡math λ·A)
sk(); sch(); SK*..; SCH*..
12
10Die mit * markierten Abschnitte sind fakultativ und z. B. in einer Projektphase oder im Leistungskurs
zusa¨tzlich behandelbar
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*2 Stu¨cklisten R: Stu¨cklisten
K: Anbahnung der Kernkonzepte Gauss-
Eliminierung, Linearkombination, Ein-
heitsmatix, Matrixinverse
X-T*X=B
A0=Id
A−1
12
2 genaubestimmte
LGS
R: Toricelli-Experiment oder
R: Herzinsuffizienz (Strang)
K: Linearkombinationen von Spalten und
Zeilen einer Matrix; lineare Un/Abha¨ngig-
keit; Elementarmatrizen; Konstruktion
von A−1 und Unita¨tsbeweis
gaussJordan()
LinKomb(); KOS2d
EM()
12
3 unterbestimmte
LGS
R: Leonardo’s Einkauf
K: Lo¨sungsmengen als (affine) Un-
terra¨ume (mit Beweis); homogene LGS
und das Pha¨nomen der Orthogona-
lita¨t; Pseudoinversen-Lo¨sung von unter-
bestimmten LGS
gaussJordan()
matlinsolve()
visualCol()
12
4 u¨berbestimmte
LGS
R: Ganglien-Datenfit oder
R: ComputerTomographie (CT)
K: Orthogonalprojektion auf Spaltenraum
einer Matrix als Lo¨sung. Pseudoinversen-
Lo¨sung von inkonsistenten LGS
gaussJordan()
pseudoInverse()
12
5 Skalarprodukt R: Geometrie des Schattenwurfs
K: Skalarprodukt als Generalisierung von
La¨nge, Orthogonalita¨t, Winkel. SKP-
Beschreibung der Orthogonalprojektion
auf Unterraum
scalarProduct() 12
*6 Lineare
Optimierung
R: Softdrinks; Gartenmaschinen
K: Tableau, Pivotelement, Basis- vs.
Nichtbasis-Variable, Schlupfvariable,
Simplex-Algorithmus
maximize() 12
Tabelle 4.3: Globale Strategie fu¨r die Parcours-Sequenzierung ei-
nes matrizenorientierten CAS-intensiven Grundkurs-Curriculums;
die gescha¨tzten Zeitangaben sind in Unterrichtsstunden gemessen.
Im Vergleich zu obigen klassischen Lehrwerken zur Linearen Algebra vergleichen wir unsere
Themenfolge, ihren Umfang und ihre Aufgabenzahl mit dem Buch von Kayser [134].
Autor Themenstrang Seiten Aufgaben
Kayser V2d M1 V3d M1 G S VVRe 2+139+15 49 Derive
Lindner M1 M2 GV GV GV S M2 226 146 MuPAD
Tabelle 4.4: Entwu¨rfe zur Linearen Algebra/Geometrie mit
CAS fu¨r den Grundkurs mit Themenkreisen gema¨ß der NRW-
Richtlinien; G: Lineare Gleichungssysteme V: Vektorrechnung S:
Skalarprodukt M1: Matrizen/1 M2: Matrizen/2.
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Im Vergleich besitzt die hier vorgeschlagende CAS-Sequenz ca. 1/3 bis 1/5 der u¨blichen
Aufgabenzahl klassischer Bu¨cher zur Linearen Algebra, im Vergleich zum Buch von Kayser
aber ca. die dreifache Anzahl an Aufgaben, Erkundungen und Projekten. Die Bildschirm-
Seitenzahl von 226 Seiten meines Entwurfs entspricht dabei ca. 110 Seiten einer Printver-
sion. Die vorgenommene Reduzierung11 von Umfang und Aufgabenzahl sollte daher ein
angemessenes Zeitbudget zur zusa¨tzlichen Nutzung des CAS zur Verfu¨gung stellen.
4.3 Regionale Kurs-Strategien zur Konstruktion der
CAS-Parcours
In Folgenden wird die didaktische Konzeption der einzelnen Lern-Etappen der fu¨nf zen-
tralen Parcourse genauer elaboriert. Es handelt sich um die Themenkreise Matrizen und
lineare Prozesse, genaubestimmte Lineare Gleichungssysteme (gLGS), unterbestimmte LGS
(uLGS), u¨berbestimmte LGS (u¨LGS) sowie das Skalarprodukt. Dazu wird jeweils die Fase-
rung der globalen Themenstra¨nge in regionale Konzepte aufgezeigt und die Designentwu¨rfe
gema¨ß der hypothetischen Lerntrajektorie bzw. der genetischen Dekomposition nach der
APOS-Theorie begru¨ndet. Dabei werden die angestrebten Grundvorstellungen, Grund-
kenntnisse und instrumentellen Grundfertigkeiten beschrieben. Die Kapitelu¨berschriften
entsprechen den regionalen Abschnitten im Lernparcours12.
4.3.1 Matrizen und Lineare Prozesse
Der regionale Themenkreis Matrizen und Lineare Prozesse umfasst folgende Teilabschnitte,
die als Etappen in Form von interaktiven CAS-Notebooks konstruiert werden, und dient
zuna¨chst der innermathematischen Verankerung der geplanten Themenstra¨nge:
A Bevo¨lkerungsentwicklung
B Modellieren mit Matrizen
C Multiplizieren von Matrizen
D Matrizen als geometrische Transformationen
E Produktive Aufgaben und faktultative Miniprojekte
11Allerdings einschließlich der Aufnahme von Aufgaben zum innovativen Themenstrang ’Pseudoinverse’.
La¨sst man dieses Thema weg, so ergibt sich eine weitere Konzentration bzw. Reduktion auf entscheidende
Konzepte.
12Die Etappen A bis U des Parcours sind auf der beigelegten CD in drei Formaten verfu¨gbar: als
originale MuPAD Version 3.1 – Sheets, als PDF-Dateien sowie im Word-Format. Die Entwicklungsversion
(als MuPAD-Helpfile mit LaTeX-Quelltext in einem speziellen Style geschrieben) als hypertext-verlinkte
DVI-Files sind mit dem beiliegenden speziellen Help-Viewer der MuPAD Light Version 2.5 lesbar.
228 § 4. Entwurf eines CAS-intensiven Grundkurses
Zentrale Designabsicht im ersten CAS-Parcours ist der Aufbau einer multiperspektivischen
Sicht auf das Konzept der Matrix und die zugeordnete Operation der Matrizenmultipli-
kation, insbesondere die Verflechtung von algebraischen, geometrischen, funktionalen und
algorithmischen Sichtweisen auf diese begrifflichen Konstrukte, vgl. Abbildung 4.4.
Abbildung 4.4: zur multiperspektivischen Sicht auf die Konzepte Matrix und
Matrizenmultiplikation
Die methodische Ausgestaltung der einzelnen Etappen in Form von Lern-Parcours, die als
Aufgabenkomplexe zur situativen Verbindung der einzelnen Themenstra¨nge dienen und die
hypothetische Lerntrajektorie konkretisieren, findet der interessierte Leser im Anhang.
Insgesamt sollte sich am Ende dieser ersten hypothetischen Lerntrajektorie folgende Grund-
vorstellung zum Konzept der Matrix ausgebildet haben:
[
ax+by=c
dx+ey=f
]
Gleichungssystem
Komprimieren
(
”
zip“)
↓↑ Expandieren
(
”
unzip“)(
a b
d e
) ∗ (x
y
)
=
(
c
f
)
A ∗X = B Matrixgleichung
Komprimieren
(
”
zip“)
↓↑ Expandieren
(
”
unzip“)(
a b c
d e f
)
M := A.B Gleichungsmatrix
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Tabelle 4.5: Zur didaktischen Konzeption der simultanen
Einfu¨hrung der Konzepte der Matrix und der Matrixmultiplika-
tion durch eine vertikale bottom-up Mathematisierung vermittels
einer zweifachen Kompression la¨ngs einer instrumentalen Genese
im CAS.
Damit ist zugleich der innerste Wachstumsring der schulischen Linearen Algebra aus be-
ziehungsreichen Sinnkontexten epistemologisch konstruiert: er entha¨lt als zentralen Wis-
senskern die wichtige Operation der Matrizenmultiplikation und die Modellierung linearer
Prozesse als Matrixgleichungen A ∗X = B, siehe Abbildung 4.5.
Abbildung 4.5: der innerste epistemologisch rekonstruierte Wachstumsring
der schulischen Linearen Algebra
4.3.2 Genaubestimmte LGS
Der regionale Themenkreis Genaubestimmte LGS 13 umfasst folgende Teilabschnitte, die
als Etappen eines CAS-Lernparcours organisiert sind:
F Wasserturm
G Linearkombinationen von Spaltenvektoren und die Lo¨sbarkeit von LGS
H Linearkombinationen von Zeilenvektoren und der GJ-Algorithmus
I Zeilenbild und Matrixbild von linearen Lo¨sungsprozessen
J Produktive Aufgaben und fakultative Miniprojekte
13Angesichts der aktuellen Entwicklung der Schullandschaft mit der Ku¨rzung der Sekundarstufe um ein
Jahr ist mit einer weiteren Beschra¨nkung des curricularen Themenumfangs der Linearen Algebra in der
Sekundarstufe II zu rechnen. Unter diesem Aspekt ist der vorliegende Kurs so konzipiert, dass an die
Unterrichtseinheit Matrizen und lineare Prozesse auch direkt die Einheit Genaubestimmte lineare Glei-
chungsysteme angeschlossen werden kann. Der (fakultative) CAS-Parcours u¨ber Stu¨cklisten wird als Bei-
spiel einer lokalen Strategie i. S. v. Vollrath daher im Anschluss an den Aufriss der computer-intensiven
matrizenorientierten Linearen Algebra detailliert beschrieben.
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Ich beschreibe die didaktischen Leitlinien dieses Parcours aus Platzgru¨nden etwas knapper,
auch weil wesentliche Teile der Lernumgebung zum Gauss-Jordan-Algorithmus in Lindner
[154] ausfu¨hrlich beschrieben sind.
Die zentrale didaktische Leitlinie des zweiten CAS-Parcours F...J besteht in einer mul-
tiperspektivischen Sicht auf den Gauss-Jordan-Algorithmus als prima¨re Lo¨sungsmethode
fu¨r lineare Gleichungssyteme. Dazu wird die Grundvorstellung der Linearkombination als
Mischen von Bestandteilen und die der Lo¨sung eines LGS als Rekonstruktion der Antei-
le der Bestandteile in der Mischung (
”
Entmischen“) geometrisch und algebraisch vertieft.
Der Repra¨sentationswechsel von der Linearkombinationssicht des Lo¨sungsprozesses zu einer
funktional-matrixorientierten Sicht fu¨hrt zum Konzept des Matrixbildes und der Lo¨sungs-
prozessverdichtung im Konzept der inversen Matrix als neuem mathematischem Objekt
auf der formalen Schema-Ebene.
Details zur inhaltlichen Ausgestaltung findet die interessierte Leserin in der Anlage.
Zu diesem Zeitpunkt der Lerntrajektorie haben die Lernenden Eigenschaften und Effek-
te von Elementarmatrizen im beziehungshaltigen algebraisch-geometrischen Kontext des
Lo¨sens von linearen Gleichungssystemen exploriert und konstruktiv zum Prozept der inver-
sen Matrix (als Objekt algebraischen Rechnens und als Prozess seiner Herstellung) verdich-
tet. Die Phase der vertikalen Mathematisierung erlaubt nun auf dem Niveau der schema-
tischen Thematisierung Hypothesen u¨ber den Prozess der Invertierung (..)−1 selbst sowie
u¨ber zugeho¨rige Rechenregeln und Beweise zu generieren. Im Sinne der Buchberger14–
Kreativita¨tsspirale ist nach der experimentellen CAS-gestu¨tzten Aktivita¨tsphase eine Ex-
aktifizierungsphase erreicht, die ohne CAS-Unterstu¨tzung im Klassenraum ablaufen kann.
Die hier vorgenommene Rekonstruktion der elementaren schulischen Linearen Algebra aus
einer CAS-gestu¨tzten und matrizenorientierten Perspektive erlaubt es nun, den techni-
schen Lo¨sungsprozess fu¨r LGS auszublenden und die implementierten Routinen (.)−1 bzw.
gaussJordan oder matlinsolve fu¨r das weitere Studium von linearen Gleichungssystemen
zu verwenden.
Die folgende U¨bersicht verdeutlicht das Konzeptnetz auf der Schema-Ebene.
[
ax+by=c
dx+ey=f
]
LGS
zip zu MatrixGL ↓↑ unzip in GLsys.(
a∗X1.+b∗X2.
d∗X1.+e∗X2.
)
=
(
a b
d e
) ∗ (x
y
)
=
(
c
f
)
(
A1.∗X
A2.∗X
)
=
Expandieren←−−−−−−−−−−
in Vektor aus Lkz
A ∗X = B Expandieren−−−−−−−−−−→
in Lk der Spalten
= A.1 ∗X1 + A.2 ∗X2
Konzept der Linearkom-
bination von Zeilen und
deren Aufschichtung
|| Konzept der Linearkom-
bination von Spalten
(verallg. Skalarprodukt)
A ∗ (A−1 ∗B) = B
= A.1 ·X1 + A.2 ·X2
Expandieren←−−−−−−−
in Lk bzgl. A
A−1 ∗B Expandieren−−−−−−−→
in Lk bzgl. E
(A ∗A−1) ∗B = B
= E.1 ·B1 + E.2 ·B2
14[124, S. 82 ff]
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Entwicklung von B
la¨ngs der Spalten von A
mit der Lo¨sung X als
Gewichte
Konzept der
Basistransformation
15
Entwicklung von B
la¨ngs der Spalten von E
mit B als Gewichte
Tabelle 4.6: Das lokale Konzeptnetz zu den Begriffen Linearkom-
bination und Inverse zeigt die verschiedenen Expansionsformen ei-
nes LGS A ∗ X = B bzw. seiner Auflo¨sung X = A−1 ∗ B sowie
die Interpretationen der Linksmultiplikation mit A−1 = TEA als
Operation der Basistransformationen von der Basis E zur Basis A.
Anmerkungen.
1. Das hier vorgelegte Redesign eines Curriculums fu¨r die elementare Lineare Algebra be-
tont in diesem Parcours die Untersuchung des Gauss-Jordan-Algorithmus aus vielfa¨lti-
gen Perspektiven. Gegenu¨ber der gelegentlich vorgetragenen Forderung, angesichts von
CAS-Routinen wie gaussJordan bzw. matlinsolve auf eine Behandlung des Gauss-
Jordan-Algorithmus ganz zu verzichten, kann man u. a. folgende Einwa¨nde vortragen:
· Die hier vorgeschlagene epistemologisch-orientierte Behandlung des Gauss-Jordan-
Algorithmus fo¨rdert beziehungsreiche Einsichten (auch in geometrische Zusammen-
ha¨nge) und rechnet nicht nur mit Zahlen bzw. reduziert nicht auf
”
black-box“-Rechnen,
· der Lernprozess wird durch intermediate Resultate (z. B. via Elementarmatrizen) im
CAS tutoriell gestaltbar und ermo¨glicht substanzielle Eigenaktivita¨ten auf der Sche-
maebene,
· linear algebraische Konzeptbildungen, wie z. B. der Begriff der Inversen Matrix und
spa¨ter der Pseudoinversen, werden konstruktiv stimuliert und nicht aus algebraischen
Kennzeichnungen extrahiert,
· algebraisch formulierte Beziehungen werden durch geometrische Interpretationen sinn-
haltig und damit als Grundvorstellung stabilisiert,
· der Gebrauch elementarer Programmieraktivitia¨ten (wie die Definition und der Ge-
brauch der Elementarmatrizen) ist eine intellektuell herausfordernde geistige Ta¨tig-
keit, die als konstruktive Vorbereitung auf mathematische Beweistechniken angesehen
werden kann.
15Die Linksmultiplikation von X(= A−1 ∗ B) mit A(= TAE ) ist wegen A ∗ A−1 = E als Operation der
Basistransformationen TAE von der Basis A zur Basis E interpretierbar
B
A∗←− X(= A−1 ∗B) bzw. B A
−1∗−→ X(= A−1 ∗B)
ist die Linksmultiplikation von B mit A−1 als Operation der Basistransformationen A−1 = TEA von der
Basis E zur Basis A interpretierbar.
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2. Diese Lernumgebung versucht ein produktives, kooperatives und aktivita¨tsbasiertes
CAS-Arrangement fu¨r den Gauss-Jordan-Algorithmus als Lo¨sungsmethode fu¨r Syste-
me von linearen Gleichungen zu designen. Wichtige mathematische Konzepte werden
dabei auf informale Weise aus der Lo¨sungsproblematik von LGS als abstraktes Referenz-
problem gewonnen und mo¨chten so helfen, die diskutierten Begriffsbildungsprobleme
der elementaren Linearen Algebra zu mildern. Einfache (semi)automatische MuPAD-
Funktionen begleiten die Konstruktion versta¨ndniskritischer mathematischer Konzepte
algorithmisch, ohne sich in programmier-spezifischen technischen Details zu verlieren.
Dabei werden rein mathematische Existenzbeweise (z. B. die Konstruktion der Inversen
Matrix) durch entsprechende algorithmische Konstruktionen ersetzt und prozedurale
Denkprozesse auf Schemaebene ermo¨glicht.
3. Gegenu¨ber dem vorgeschlagenen multiperspektivischen und ein substanzielles Versta¨nd-
nis anstrebenden Weg ist der algebraisch-formale
”
[A | E]“-Ansatz zur Berechnung der
inversen Matrix als Lo¨sung der Gleichung A ∗ U = E nur bei Zeitmangel anzuraten.
4.3.3 Unterbestimmte LGS
Die zentrale didaktische Leitlinie des dritten CAS-Parcours K...P zielt auf eine epistemo-
logisch orientierte Behandlung von ha¨ndischen und CAS-gestu¨tzten Lo¨sungsmethoden fu¨r
singula¨re lineare Gleichungssysteme. Dazu wird die Grundorientierung an Lo¨sungsverfah-
ren fu¨r regula¨re LGS reorganisiert und in verschiedenen strategischen Richtungen metho-
disch adaptiert sowie geometrisch und algebraisch variiert. Das Grundkonzept der inversen
Matrix wird dabei zum Konzept der Pseudoinversen verallgemeinert. Dieses neu konstru-
ierte mathematische Objekt wird anschließend auf der formalen Schema-Ebene fu¨r eine
Beweisfu¨hrung eines allgemeingu¨ltigen Existenz- und Eindeutigkeitssatzes fu¨r die Lo¨sungs-
mannigfaltigkeiten (regula¨rer wie singula¨rer) linearer Gleichungssysteme herangezogen.
Wurden bisher vornehmlich16 quadratische regula¨re lineare Gleichungssysteme A ∗X = B
studiert, bei denen die Koeffizientenmatrix A eine Umkehrmatrix A−1 besitzt und die
zugeho¨rige eindeutige Lo¨sung X = A−1 ∗ B geometrisch einen Punkt darstellt, so werden
nunmehr rechteckige singula¨re lineare Gleichungssysteme A∗X = B studiert, bei denen die
Koeffizientenmatrix A keine Umkehrmatrix besitzt. Daher sind sowohl die (geometrische)
Gestalt der Lo¨sungsmenge als auch geeignete Lo¨sungsverfahren fu¨r singula¨re LGS Themen
dieses Lernparcours.
Als fu¨r die epistemologische Entwicklung der lokalen Wissensdoma¨ne paradigmatisches Re-
ferenzproblem wird das
”
Legierungsproblem“ aus Artmann & To¨rner [4, S. 4] verwendet.
Diese Problemstellung dient i. S. der RME zwar vordergru¨ndig als Modell-zur Entdeckung
geeigneter Lo¨sungsverfahren fu¨r singula¨re LGS, ist aber hintergru¨ndig auch als Modell-fu¨r
den generellen Aufbau einer wissenschaftlichen Theorie zu verstehen. Denn das Scheitern
16Eine Ausnahme bildet z. B. das Problem, das Du¨rer-Zauberquadrat aus 8 gegebenen basalen Zau-
berquadraten zusammmen zu stellen, vgl. Etappe J.
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bewa¨hrter Lo¨sungsmethoden am Referenzproblem zwingt die Lernperson dazu, nach neuen
Konzepten und Lo¨sungsverfahren zu fahnden, um die fragil gewordene lokale mathemati-
sche Theorie neu zu stabilisieren. Diese Art von Theoriebildung durch die Revision bru¨chig
gewordener Hypothesen17 im Verlaufe der rationalen Rekonstruktion einer wissenschaftli-
chen Theorie ist fundamental und wird hier am Beispiel der Linearen Algebra exemplifiziert.
Dieser Lernparcours dient daher nicht nur einer innermathematischen Wissenskonstrukti-
on, sondern verweist auf allgemeine Wissensbildungsprozesse. Das Legierungsproblem als
Modell zur informalen Revision eines innermathematischen Theorieausschnittes entha¨lt in
seinem Kern also eine paradigmatische allgemeine Problemstellung, die Modell fu¨r allge-
meine wissenschaftliche Konzeptbildungen und Erkla¨rungszusammenha¨nge steht. Damit
schließt die Problemstellung K einen ganzen Themenkomplex auf und bietet einen infor-
mellen Kontakt mit einer typischen metamathematischen Fragestellung, d. h. sie besitzt
zugleich einen explizit allgemeinbildenden Charakter.
Die folgende Abbildung 4.6 stellt die vorangegangenen U¨berlegungen bildhaft dar.
Abbildung 4.6: Die singula¨ren LGS-Problemstellungen ”Legierung“ (K) und
”Leonardo“ (M) als Modellierungsaufgaben mit epistemologischem Charakter:
Beide Problemstellungen sind mit den vertrauten Methoden der lokalen inneren
Wissensdoma¨ne nicht lo¨sbar, d. h. dort thematisch nicht verortbar. Diese Wi-
derspru¨chlichkeit zwingt wissenschaftstheoretisch zur Generierung eines neuen
Wissens-Wachstumsrings und instrumental zur Algorithmenadaption.
Dieses epistemologische Pha¨nomen erfordert also eine neue theoretische wie lo¨sungsprak-
tische Verortung und zwingt zur Aufgabe alter und zur Konstruktion neuer Konzepte in
einem erweiterten Wachstumsring, d. h. zur Lo¨sung des vorgelegten Problems werden neue
Konzepte beno¨tigt. Aus epistemologischer Sicht sind mindestens zwei Theoriekorrekturen
denkbar:
– eine Konzeptadaption bzw. Konzeptrenovation versucht, die Barriere durch eine Ru¨ck-
fu¨hrung auf vertraute Methoden und Konzepte bzw. instrumentale Routinen (wie
A^-1, gaussJordan, matlinsolve) zu u¨berwinden (vgl.
”
Permanenzprinzip“);
17in den Naturwissenschaften z. B. durch theoriekritische Experimente ausgelo¨st, vgl. Toulmin [198]
oder Leinfellner [148, S. 96 ff]
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– eine Konzeptinnovation versucht die Problemlo¨sung z. B. durch eine Verallgemei-
nerung vorhandener Konzepte – hier z. B. einer Generalisierung des Konzeptes der
Invertierung – und ihrer theoretischen Absicherung auf einem formal ho¨herem Niveau
zu erreichen.
Insofern ist dieser Parcours u¨ber singula¨re LGS epistemologisch orientiert. Er realisiert sein
didaktisches Anliegen in folgenden Lernetappen:
K Legierungsproduktion (1. Referenzproblem)
L Lo¨sungsvariationen zum 1. Referenzproblem
M Leonardo’s Einkauf (2. Referenzproblem)
N algebraische Lo¨sungsverfahren zur Bestimmung der Lo¨sungsmenge
und ihre geometrische Interpretation
O Erho¨hung der Unterbestimmtheit und Lo¨sungs
”
ebenen“;
PseudoInverse als verallgemeinerte algebraische Lo¨sungsmethode
P Produktive U¨bungen zum Wechsel der Darstellungsformen;
selbststa¨ndige Untersuchung von Schnittproblemen und Lagebeziehungen
Im Anhang beschreibe ich kurz die methodische Ausgestaltung der einzelnen Etappen in
diesem dritten Lern-Parcours, die als Aufgabenkomplexe zur referenziellen Verbindung der
einzelnen Themenstra¨nge dienen und die skizzierte hypothetische Lerntrajektorie konkre-
tisieren.
Abbildung 4.7: Auffaserung der Themenstra¨nge im dritten Lernparcours
und die Verteilung der einzelnen Stationen auf die thematischen Leitlinien;
Themenschwerpunkt ist die Vernetzung algebraischer und geometrischer Leit-
begriffe im ”Themenkomplex singula¨re LGS“
Exemplarisch sei hier die Leitidee des partiellen Invertierens am
”
Leornardo“-Referenzproblem
elaboriert. Es handelt sich dabei um das folgende Problem18:
18vgl. [4, S. 80]
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Etappe M: Leonardo’s Einkauf.
Leonardo Fibbonacci kauft auf dem Markt Rebhu¨hner, Tauben und Sperlinge ein. Insgesamt
bezahlt er 30 Mu¨nzen fu¨r 30 Vo¨gel. 1 Rebhuhn kostet 3 Mu¨nzen, 1 Taube kostet 2 Mu¨nzen, 1
Sperling kostet 1 Mu¨nze. Wieviel Rebhu¨hner, Tauben und Sperlinge hat er eingekauft?
Abbildung 4.8 zeigt die Modellierung des Problems im CAS sowie die Anwendung der
bekannten CAS-Lo¨sungsinstrumente.
Abbildung 4.8: Modellierung des Leonardo-Problems im CAS Mu-
PAD und die Systemantworten nach Aufruf der Prozeduren gaussJordan(),
matlinsolve() bzw. ()−1 zur Lo¨sungsberechnung als interpretationsbedu¨rfti-
ge Pha¨nomene: gaussJordan gibt eine partielle und matlinsolve eine kom-
plette Antwort, wa¨hrend die Inversenbildung an der Singularita¨t der Koeffizi-
entenmatrix scheitert.
Dabei zeigen sich je nach Wahl der CAS-Routinen durch die Lernperson drei verschie-
dene Pha¨nomene, die strategisch zur Bestimmung der Lo¨sungsmenge aufgegriffen wer-
den ko¨nnen. Insofern gru¨ndet sich der anschließende Wissenserwerb auf einer didaktischen
Pha¨nomenologie i. S. d. RME.
1. Die Routine gaussJordan erweist sich als semiautomatische Lo¨sungsroutine, die erst
nach mentaler Dekodierung der Gleichungsmatrix in das zugeho¨rige LGS
x - 3/2z = -30
y + 5/2z = 60
und nach Auflo¨sen dieses vereinfachten LGS nach den
”
Basisvariablen“
x = -30 + 3/2z
y = 60 - 5/2z
und nach
”
Zuweisung eines beliebigen Wertes t ∈ R an die freie Variable z“
x = -30 + 3/2t
y = 60 - 5/2t
( z = 1t )
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auf die parametrisierte Lo¨sungsmenge [x,y,z]=[-30+1.5t, 60-2.5t, t] fu¨hrt. Bereits
das Unterdru¨cken der trivialen Substitutionsgleichung z = t, welche die dritte Kompo-
nente der Lo¨sungsmenge bildet, kann bei Novizen zu Fehlversta¨ndnissen fu¨hren und daran
hindern, die Lo¨sungsmenge korrekt anzugeben.
2. Die parametrisierte Lo¨sungsmenge la¨sst sich am Output von matlinsolve in (1) di-
rekt ablesen, so dass sich dieses CAS-Instrument als vollautomatische Lo¨sungsroutine fu¨r
singula¨re LGS entpuppt. Dadurch wird dem Nutzer die Interpretation des gaussJordan-
Outputs abgenommen. In beiden Fa¨llen lassen sich mit dem CAS u¨berzeugende Einsetz-
proben fu¨r das gegebene inhomogene LGS zur Verifikation rechnen, vgl. Abbildung 4.9.
Abbildung 4.9: ausgewa¨hlte Proben am inhomogenen Leonardo-LGS
(2i) wa¨hlt aus der in (1i) funktional notierten Lo¨sungsmenge L drei spezielle Lo¨sungspunkte
aus, die anstelle des Unbekanntenvektors X in der Matrixgleichung des LGS eingesetzt
werden und diese erfu¨llen. Analoge Verifikationen la¨sst man fu¨r das zugeho¨rige homogene
LGS rechnen, vgl. Abbildung 4.10.
Abbildung 4.10: Proben am homogenen Leonardo-LGS
In dieser parametrisierten Form ist die Lo¨sungsmenge des LGS unmittelbar im CAS visua-
lisierbar und fu¨hrt pha¨nomenologisch auf die analytische Definition einer (affinen) Geraden,
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vgl. Abbildung 4.11. Geraden und Ebenen treten im Kontext einer matrixorientierten Li-
Abbildung 4.11: Darstellung der Lo¨sungsmenge des inhomogenen singula¨ren
Leonardo-LGS sowie seines homogenen Anteils als affine Gerade parallel zu
seinem Richtungs(vektor)raum (Kern). Die blauen Punkte entsprechen aus-
gewa¨hlten Punktproben.
nearen Algebra also sinnhaltig als Lo¨sungsmengen von singula¨ren LGS auf. Erst spa¨ter
werden sie Objekte sui generis, s. u. Etappe P.
3. Dass die Lo¨sungsberechnung mittels Inversenbildung scheitert, ist aus den Vorerfah-
rungen der Lernenden aufgrund der nicht-quadratischen Rechtecksgestalt der Systemma-
trix erkla¨rbar. Dennoch la¨sst sich die Idee der Invertierung retten und zu neuen Erkennt-
nissen fu¨hren. Wa¨hrend die folgenden U¨berlegungen ohne CAS kaum sinnvoll sind, bietet
eine CAS-gestu¨tzte Lernumgebung Ansatzpunkte fu¨r neue algebraische Lo¨sungsmethoden.
Epistemologsch interessant ist dabei die Mo¨glichkeit, die fehlgeschlagenen CAS-Routinen
gaussJordan bzw. die (..)−1-Operation fu¨r einen adaptierten bzw. innovativen Lo¨sungs-
versuch heranziehen zu ko¨nnen, d. h. vorhandenes Wissen fu¨r einen Erkenntniszugewinn
didaktisch zu nutzen. Ich skizziere hier kurz die zugeho¨rigen Explorationen.
”
Regula¨rmachen“: die Einfu¨hrung von ’freien’ Variablen als Reorganisation.
Die u¨bliche ha¨ndische Lo¨sungsmethode fu¨r singula¨re LGS identifiziert zur Beschreibung
der Lo¨sungsmenge
”
freie“ Variablen und nutzt diese als Lo¨sungsparameter. Die Anzahl der
freien Variablen wird dabei oft als Nullita¨t19 bezeichnet und misst die Gro¨ße (Dimension)
des Lo¨sungsraumes. Dies ist zuna¨chst explorativ am Beispielmaterial erkundbar.
Wa¨hrend bei einer ha¨ndischen Lo¨sung eines singula¨ren LGS die diagonale Anordnung der
Unbekannten bzw. der freien Variablen als lediglich notationstechnische A¨sthetik angesehen
werden kann, wird deren genaue Positionierung bei einer CAS-gestu¨tzen Lo¨sung versta¨nd-
niskritisch. Macht man na¨mlich die Identifikation der freien Variablen und die zugeho¨rige
19Auch die Bezeichnung ”Defekt“ ist fu¨r die Dimension des Kerns von A gebra¨uchlich, d. h. Nullita¨t(A) :=
Defekt(A) := dimRkern(A).
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Substitution als Parameter im CAS20 explizit, so wird das zugeho¨rige neue a¨quivalente LGS
regula¨r und la¨ßt sich durch Invertierung lo¨sen; dabei stellen sich aus dieser Perspektive alle
drei CAS-Instrumente a posteriori als a¨quivalent heraus, Abbildung 4.12.
Abbildung 4.12: Zur Interpretation der freien Parameterwahl als ”regula¨res
Aufforsten“ der Systemmatrix und die resultierende Output-Gleichheit der Pro-
zeduraufrufe. Insbesondere wird die Regularita¨t der um die ”Zeilen der freien
Variablen“ erga¨nzten Systemmatrix Az erkennbar.
Ein vorhergehender Aufruf von gaussJordan dient zur Identifikation der Einfu¨gepositionen
fu¨r die zu erga¨nzenden Zeilen. Anstatt die freien Variablen lediglich mental abzulesen,
werden sie hier vom Lernenden konstruktiv zur Aba¨nderung der singula¨ren Systemmatrix
verwendet, so dass die theoretische Begrifflichkeit der
”
freien Variablen“ bzw. das
”
Konzept
der Nullita¨t“ operativ handhabbar gemacht wird.
Abbildung 4.13: Zur Interpretation der freien Parameterwahl als ”regula¨res
Aufforsten der singula¨ren Systemmatrix.“
Das Pha¨nomen des Defektes und seine konstruktive Korrektur durch das Einfu¨gen freier
Parameter sind die Leitvorstellungen zur Behebung einer nur partiellen Invertierbarkeit.
20durch das Einfu¨gen neuer Matrixzeilen mit hauptdiagonal-positionierten Einsen als Platzhalter fu¨r die
freien Variablen und den zugeho¨rigen Parametern als rechten Seiten
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Die Defektkorrektur an der singula¨ren Systemmatrix orientiert sich dabei einerseits an den
freien Positionen auf der Hauptdiagonalen und andererseits am Zielmuster
”
Quadratge-
stalt“. Als didaktische Vorteile dieser Lo¨sungsmethode kann man daher sehen:
– Rang und Defekt der singula¨ren Systemmatrix A werden in ihrem Zusammenspiel vor
ihrer Explizierung informal und operativ erfahrbar gemacht;
– der Dimensionssatz wird pra¨formal evident, die
”
obere Grenze“ als konstant bleibende
Summe aus Rang und Defekt wird dabei durch das Erreichen der Quadratgro¨ße (Anzahl
der Unbekannten) sinnhaltig markiert;
– die Grundvorstellungen des Ranges als Pegelstand bis zum Erreichen der vollen Inver-
tierbarkeit und des Defektes als Maß fu¨r den noch fehlenden Rest bis zur Invertierbarkeit
werden angebahnt;
– die Anzahl der konstruktiv einzufu¨genden Zeilen in der singula¨ren Systemmatrix ent-
spricht der Gro¨ße des beobachtbaren Defektes, d. h. die Anzahl der freien Variablen
wird mit der Dimension des Lo¨sungsraumes in Verbindung gebracht.
In der didaktischen Konsequenz wird damit ein zentraler Sachverhalt der Linearen Algebra
elementarisiert und im CAS pha¨nomenologisch erfahrbar gemacht.
Pseudoinverse: die direkte Nutzung der partiellen Invertierbarkeit.
Die zweite Lo¨sungsvariante ist ebenfalls computerintensiv, zielt auf eine abstrakte Muster-
erkennung und schult den
”
Zahlensinn“ der Lernperson. Ausgangspunkt der algebraischen
Pha¨nomene ist erneut eine gaussJordan-Endstellung, vgl. (3) in Abbildung 4.14.
Abbildung 4.14: Pha¨nomene der partiellen Invertierbarkeit, beobachtet am
Referenzproblem Leonardo. Der Gauss-Jordan-Algorithmus auf der quadra-
tisch gemachten Systemmatrix la¨ßt die Existenz einer partiellen Inversen erah-
nen.
In diesem Falle wird zuna¨chst versuchweise eine quadratische Gestalt der Systemmatrix
durch Auffu¨llen mit Nullzeilen erzwungen, es entstehen die Matrizen Ao bzw. Bo. Die-
se sind zwar noch singula¨r, dennoch ist der A.E-Ansatz zur Bestimmung einer inversen
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Matrix mo¨glich, vgl. (3). Da im Blockbereich der Einheitsmatrix E die regula¨re Inverse
entstehen wu¨rde, erkennt man in diesem Bereich als Muster den
”
invertierbaren Kern“( −2 1
3 −1
)
, welcher der entstandenen partiellen Einheitsmatrix ( 1 00 1 ) im Blockbereich von A
entspricht. Setzt man daher als
”
partielle Inverse“ versuchsweise z. B. die Matrix Uo an, so
zeigt Zeile (5) interessante algebraische Pha¨nomene und lo¨st zugeho¨rige Forschungsfragen
fu¨r die Lernenden aus:
– Uo*Ao ist wie erwartet wirkungsgleich zum gaussJordan-Prozess aus (3), d. h. Uo agiert
wie eine partielle (Links-)Inverse und komprimiert den Gauss-Jordan-Algorithmus;
– Ao*Uo zeigt den relevanten Teil der Einheitsmatrix zur Probe (3), d. h. Uo hat die ver-
traute Eigenschaft einer partiellen (Rechts-)Inversen;
– Uo*Ao 6= Ao*Uo, d. h. die partielle Inverse Uo ist zur Ausgangsmatrix A nicht kommutativ,
d. h. man hat Links- bzw. Rechtsinverse zu unterscheiden;
– Ao*Uo*Ao = Ao, eine beobachtete Relation, die spa¨ter in der Exaktifizierungsphase zu
einer Kennzeichnung der Pseudo-Inverseneigenschaft dienen wird;
– die Frage, ob Uo eindeutig existiert etc.
La¨sst man nun die Quadratgestalt als Vorbedingung des Prozesses einer Inversenbildung
fallen und orientiert sich an der originalen rechteckigen 2 × 3–Ausgangsgestalt von A, so
ist der 3× 2–Rechteck
”
block“ U als
”
Pseudoinverse“ motiviert, vgl. Abbildung 4.15.
Abbildung 4.15: Zur mentalen Konstruktion einer Pseudoinversen U am
Referenzproblem Leonardo und ihre Aktion zur Produktion einer speziellen
Lo¨sung U*B und der vollen parametrisierten Lo¨sungsmenge L des zugeho¨rigen
singula¨ren LGS.
Die mentale (Neu-)Konstruktion des Konzeptes einer Pseudoinversen U zum singula¨ren
LGS Leonardo ordnet somit lokal einen reichhaltigen Pha¨nomenmix nicht-trivialer alge-
braischer Pha¨nomene in einer beziehungshaltigen mathematischen Situation durch genuin
mathematische Ta¨tigkeiten, die zudem in der anschließenden Exaktifizierungphase auf S-
Niveau thematisiert und vernetzt werden:
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– U ∗B als Pendant zu A−1 ∗B erzeugt eine spezielle (statt der eindeutigen) Lo¨sung;
– die Lo¨sungsmenge eines singula¨ren LGS ist matrixorientiert formulierbar und a¨hnelt in
seiner a¨ußeren Form der Parametergleichung P + V ∗ t einer Geraden.
Die anfangs aufgeworfenen Pha¨nomene im Umfeld der Singularita¨t des Referenz-LGS Leo-
nardo sind damit sowohl theoretisch gekla¨rt und eingeordnet als auch praktisch gelo¨st.
Die Begriffsbildung der Pseudoinversen wird im Themenkreis der
”
u¨berbestimmten“ LGS
erneut aufgegriffen und dort zu einem vorla¨ufigen Ende gedacht.
Nach dieser Darstellung der Leitidee der partiellen Invertierbarkeit skizziere ich im An-
hang die hypothetische Lerntrajektorie, die dem zugeho¨rigen CAS-Lernparcours K ... P
zu Grunde liegt. Die hypothetische Lerntrajektorie selbst sei abschließend tabellarisch wie
folgt zusammengefasst.
A ∗X = B singula¨res LGS
Parameterdarstellung ↓↑ Gleichungsdarstellung
der Lo¨sungsmenge X = P +R · t Gerade als Affinkombination
...
V isualisierung←−−−−−−−−−
im Ansch.Raum
↓ 1. Generalisierung:Dimensionserho¨hung
X = P +R1 · t1 +R2 · t2 Ebene als Affinkombination
= P + [R1
...R2] ∗ ( t1t2 ) ... gestaltgewandelt in Matrixform
...
Konzeptualiserung−−−−−−−−−−−→
zur PseudoInversen
↓ ↓ ↘ 2. Generalisierung:Dimensionsunabha¨ngigkeit
X = U ∗B + (E−U ∗A) ∗ Z allgemeine Lo¨sungsmengeals abstrakte Affinkombination
Tabelle 4.7: Zur musterorientierten bottom-up-Konstruktion der
allgemeinen Lo¨sungsformel fu¨r beliebige LGS mit Hilfe des Konzep-
tes der PseudoInversen; U ist dabei eine Pseudoinverse von A und
Z der Parametervektor. Ein Gestaltwandel der Ebenengleichung
fo¨rdert dabei die Mustererkennung.
Nach der hier vorgeschlagenen CAS-intensiven und matrizenorientierten Revision der schu-
lischen Linearen Algebra wird auf eine zweite Abstraktionsphase zur invarianten abbil-
dungssprachlichen Formulierung des Gegenstandsbereiches verzichtet und die Konzepte
Kern, Bild, Rang etc. bleiben der universita¨ren Ausbildung vorbehalten. Eine zweite Be-
schreibungssprache fu¨r die gleiche lokale Wissensdoma¨ne LGS ko¨nnte durch die sprachliche
Duplizierung in unmittelbarer zeitlicher Na¨he Irritationen provozieren und damit zu einer
Beeintra¨chtigung des concept image
”
LGS“ fu¨hren.
2. Layer: koordinatenfrei Lineare Abbildungen (Universita¨t)
↑
1. Layer: koordinatenhaltig Matrizenalgebra, CAS-gestu¨tzt (Schule)
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↑
0. Layer: Ebene der Pha¨nomene Modellierung von LGS
Tabelle 4.8: Zur Beschra¨nkung der schulischen linearen Alge-
bra auf eine CAS-gestu¨tzte matrizenorientierte Lo¨sungstheorie von
LGS auf einer mittleren Abstraktionsebene
4.3.4 Skalarprodukt
Die zentrale didaktische Leitlinie des vierten CAS-Parcours Q ... T zielt auf eine pha¨no-
menologisch orientierte Einfu¨hrung des Skalarproduktes, welches direkt in der kompakten
Matrixform X t ∗ Y aus der Normalenform einer Ebene entnommen und im CAS sowohl
funktional als auch pra¨dikativ–relational formuliert wird. Dieses neu konstruierte mathe-
matische Objekt
”
Skalarprodukt“ wird anschließend zur Konstruktion der abgeleiteten
Konzepte wie La¨nge, Distanz, Winkel oder Orthogonalprojektion auf der Schemaebene
herangezogen.
Als fu¨r die epistemologische Entwicklung der lokalen Wissensdoma¨ne paradigmatisches Re-
ferenzproblem21 wird das innermathematische Problem der
”
geometrischen Interpretation
der Koordinatenform“ eines 1×3-LGS verwendet. Diese Problemstellung fungiert einerseits
als Modell-zur Entdeckung der algebraischen Beschreibungsform des kanonischen Skalar-
produktes, ist aber andererseits auch als Modell-fu¨r die Einordnung von neuen Begriffen in
den Begriffszusammenhang einer wissenschaftlichen Theorie zu verstehen, d. h. der Lern-
parcours dient nicht nur der innermathematischen Wissenskonstruktion des Euklidischen
Anschauungsraumes, sondern verweist erneut auf allgemeine Prozesse der Epistemologie,
vgl. Abbildung 4.16.
Ein zweites paradigmatisches Referenzproblem
”
Kranbru¨cke“22 fu¨hrt u. a. auf die Bestim-
mung des Abstandes eines Punktes von einer Geraden und verknu¨pft das zentrale geometri-
sche Konzept der Orthogonalprojektion mit dem algebraischen Konzept des Skalarproduk-
tes. Daraus wird insbesondere die Grundvorstellung des Skalarproduktes ~a •~b als Produkt
der La¨nge von ~a und der La¨nge der Orthogonalprojektion von ~b auf ~a (Rechtecksfla¨che)
sowie die Winkelberechnung zwischen zwei Vektoren gewonnen.
Der regionale Themenkreis Skalarprodukt ist in folgende Etappen eines CAS-Parcours or-
ganisiert und unterbricht nur scheinbar die didaktische Leitinie
”
LGS“, da er explizit an
den Themenstrang unterbestimmte LGS anknu¨pft und in der Modellierung des Abstands-
problems
”
Punkt–Gerade“ als Projektionsproblem auf den folgenden Themenstrang der
u¨berbestimmten LGS verweist:
Q Normalenform und Orthogonalita¨t
21In der U¨berarbeitung des Parcours wurde (nach Jahnke [129, S. 99, A2]) die Modellierung der Bahn
einer auf einer schra¨gen Ebene rollenden Kugel gewa¨hlt, vgl. LA-Q1.PDF.
22vgl. [11, S. 98, Aufgabe 1]; auch das reichhaltige Problem der ”optimalen Segelstellung“ aus Glaser
[106, S. 65, Aufgabe 14] bietet sich hierfu¨r an; es wird als produktive Aufgabe in T4 behandelt.
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Abbildung 4.16: Die Normalenform N •(X−P ) = 0 als pha¨nomenorientier-
tes Referenzproblem zur Einfu¨hrung des Skalarproduktes unter dem zentralen
Aspekt der Orthogonalita¨t und seine konsekutive thematische Verortung in der
etablierten Wissensdoma¨ne ”unterbestimmte LGS“.
R Orthogonalita¨t und Skalarprodukt
S Orthogonalprojektion, La¨nge und Abstand
T Produktive Aufgaben: Winkel und Vektorra¨ume
Abbildung D.1 zeigt die grobe Verteilung der Aktivita¨ten in den CAS-Etappen auf die
verschiedenen Themenstra¨nge.
Abbildung 4.17: Zur Auffaserung der Themenstra¨nge im vierten Lernpar-
cours und die Verteilung der Etappenstationen auf die einzelnen thematischen
Leitlinien
Im Folgenden elaboriere ich die didaktische Besonderheit dieses CAS-Parcours, begru¨nde
die
”
Unterbrechung“ der Design-Linie
”
genau→unter→u¨ber–bestimmte LGS“ und beschreibe
danach kurz die Funktion der einzelnen Etappen.
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Das didaktische Spezifikum der CAS-Lerntrajektorie Skalarprodukt.
Tietze et al. [197, S. 185] weisen in ihrer Analyse von Einfu¨hrungen des Skalarproduktes
~a•~b zweier Vektoren vier verschiedene methodische Zuga¨nge nach: einen geometrischen via
|~a|·|~b|·cos(∠(~a,~b)) bzw. |~a|·|Proj~a(~b)|, einen arithmetischen via
∑n
i=1 aibi, (zwei) gemischte
via Cosinussatz und einen axiomatischen via Produkteigenschaften. Dabei pla¨dieren sie fu¨r
eine Anbindung des Konzeptes unter der Kernidee des Messens.
Untersucht man neuere matrizen- und anwendungsorientierte einfu¨hrende Lehrwerke23, so
findet man dagegen die fundamentale Idee der Orthogonalita¨t weniger unter dem Aspekt des
Messens eines Winkels als vielmehr dem einer Beziehung zwischen geometrischen Objekten
betont. Als inner- und außermathematische Anwendungsfelder dienen dabei insbesondere
vielgestaltige Approximationsprobleme (
”
least squares“).
Wa¨hrend die klassischen Lerntrajektorien zum Skalarprodukt in deutschen Schulbu¨chern
also auf theoretischen Herleitungen via Pythagoras bzw. Cosinussatz oder auf Anlehnungen
an physikalische Begriffsbildungen basieren und damit nach eigenen Unterrichterfahrungen
latent bru¨chig24 verankert sind, orientiert sich die hier vorgeschlagene CAS-Trajektorie
an origina¨ren pha¨nomenologischen Explorationen an 1 × 3–LGS, d. h. an der vertrauten
Koordinatenform bzw. der Normalenform einer Lo¨sungs-Ebene, vgl. Abbildung 4.9. Das
Untersuchungsobjekt liegt also noch im aktuellen Wachstumsring und an der Schwelle zum
na¨chsten. Die nachfolgende Tabelle 4.9 stellt einige schulbuchtypische Zuga¨nge mit ihrer
thematischen Abfolge zusammen. Die letzte Tabellenzeile verdeutlicht die hier vorgeschla-
gene Lerntrajektorie.
LS[11, S. 96 ff]:
La¨nge; Abstand d(P,Q)
y Projektion; Winkel` geom./algeb.Skp
”
·“ y
Eigenschaften von ·
Beweise mittels · y
Normalf. (~x−~p)·~n = 0;
Orthogonalita¨t g⊥E,...
Absta¨nde d(P, g), ...
Schnittwinkel ^(g, E),.
EdM[112, S. 60-86]:
La¨nge; Abstand
y
Orthogonalita¨t ~u ⊥ ~v
` algebraisches Skp ∗
Rechenregeln
y
Projektion ` geom.Skp
Winkel ^(~u,~v)
Absta¨nde zu/zw. g
y
Normalf. (~x−~p)∗~n = 0;
Absta¨nde zu/zw. E; ...
Winkel ^(g, E) ,...
Σ[106, S. 61-78]:
NormalformS.28:
a1x1+a2x2+a3x3 = b
La¨nge; Abstand S.31
y algeb.& geom. Formdes Skp ~a ·~b S.62 y Rechenregeln fu¨r ... · ... y
Normalf. (~x−~p)·~n = 0;
Winkel ^(g, E) ,...
Absta¨nde mit HESSEnf
KRV[141, S. 55-62]:
AbstandS.11
Hesse-Nf S.18,37,..
y algebraisches Skp ~u~valg. EigenschaftenS.56 y
geom. Eigenschaften:
Orthogonalita¨t, La¨nge,
Winkelberechnung S.56
y
Normalf. ~n(~x− ~p) = 0
Absta¨nde zu/zw. ES.56
23wie z. B. Lay [146], Strang [192], Deeba [45] oder Williams [210]. Lay leitet den Themenkreis u¨ber
eine Motivation mit u¨berbestimmten LGS ein (am Beispiel der Neuvermessung der USA, vgl. [a. a. O.,
S. 367]), betitelt das Kapitel ”Orthogonality and Least-Squares“ und versteht das Konzept der Ortho-
gonalprojektion als die fundamentale Leitidee. Die ATLAST-Group nennt ihr einschla¨giges Kapitel ”Or-
thogonality“ – und nicht etwa ”Inner Products“, vgl. [149, S. 123]. Auch in meinem Ansatz fu¨hren alle
zentralen Projektaufgaben wie das Wasser-Kontaminations-Projekt [a. a. O., S. 134] auf u¨berbestimmte
LGS.
24Der Cosinussatz wird an vielen Schulen nicht mehr behandelt bzw. liegt ca. 1,5 Jahre zuru¨ck und
Physik haben viele Schu¨lerInnen in der Sekundarstufe II abgewa¨hlt.
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A&T[4, S. 98-112]:
La¨nge u. Abstand S.100
Orthogonalita¨t S.102
y alg.-geo. SkpS.105 ~x∗~y
alg. EigenschaftenS.107
y
geom. Eigenschaften:
Orthogonalita¨t, La¨nge,
WinkelS.107
y
Normalform: —
Absta¨nde: —
hLT:
S.v.Pyth. ` Abstand
Orthog. ⇔ S.v.Pyth.
=⇒ Definition Skp • =⇒ algebr. Eigenschaften:pos.def., symmetrische
Bilinearform
∧
geom. Konzepte:
Orthogonalita¨t,
Absta¨nde, Winkel, ...
CASwL:
Normalf. ax+by+cz=d,
Orthogonalita¨t und
”
ho-
mogene“ Lo¨sungen
y
alg. Skp: X•Y CAS⇐⇒X∼*Y
Fundamentalerkenntnis:
”
Kern(A) ⊥ Row(A)“
y
Konzeptkonstruktionen:
La¨nge, Abstand, Projek-
tion, Winkel
y
Orthogonalprojektion
und MP-Pseudoinverse;
Anbahnung von u¨LGS
Tabelle 4.9: Zur didaktischen Inversion bei der Einfu¨hrung des
Konzeptes des Skalarproduktes; klassische Lerntrajektorien aus-
gewa¨hlter Schulbu¨cher basieren auf theoretischen Herleitungen
via Pythagoras bzw. Cosinussatz, die hier vorgeschlagene CAS-
Trajektorie dagegen auf pha¨nomenologischen Explorationen an der
Normalenform als unterbestimmtem LGS.
Dieser hier vorgeschlagene
”
fu¨nfte“ epistemologisch-pha¨nomenorientierte Zugang zum Ska-
larprodukt nutzt entscheidend die Visualisierungsfunktion eines CAS zu einer Exploration
der Orthogonalita¨tsbeziehung und der resultierenden Einsicht in die Evidenz einer funda-
mentalen Eigenschaft homogener LGS, den sog. zweiten Fundamentalsatz25 der Linearen
Algebra:
∀A ∈ Rm×n : Kern(A) ⊥ Bild(A) ∧ Kern(A)⊕Bild(A) = Rn
Ein pha¨nomenologisch orientierter Zugang zum Skalarprodukt.
Will man Pha¨nomene von Orthogonalita¨t mathematisch erfassen und beschreiben, beno¨tigt
man als theoretisches Rahmenkonzept den Pra¨hilbertraum, also einen Vektorraum mit ei-
nem inneren Produkt (Skalarprodukt). Dieses Setting erlaubt dann die Modellierung von
Situationen, die auch jenseits der vertrauten Rechtwinkligkeit im Anschauungsraum liegen.
Das Referenzproblem Normalenform in Etappe Q nutzt solche Orthogonalita¨tspha¨nomene
zur Anbahnung der Begriffsbildung Skalarprodukt aus. Ausgangspunkt ist die Fragestel-
lung:
Kann man die Zahlen 1,2,3,4 in der impliziten Ebenengleichung E : 1x+2y+3z = 4 geometrisch
deuten, d. h. sich diese Zahlen anschaulich vorstellen bzw. zur Skizzierung der Ebene verwenden?
Interpretiert man die Ebenengleichung als Frage nach der Lo¨sungsmenge des unterbestimm-
ten 1× 3–LGS 1x+ 2y + 3z = 4 mit der Matrixgestalt A ∗X = B, also hier
(
1 2 3
) ∗
xy
z
 = (4)
25vgl. z. B. [144, S. 185]
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so ist man fu¨r eine geometrische Darstellung im CAS gezwungen, die einzeilige Matrix
(1 2 3) als einspaltigen Vektor zu interpretieren, da vereinbarungsgema¨ß nur Spalten-
vektoren gezeichnet werden ko¨nnen. Die Ausgangsfrage fu¨hrt somit zwangsla¨ufig auf die
Exploration des
”
Koeffizientenvektors“ N := (1 2 3)t = At der Ebene E : 1x+ 2y+ 3z = 4.
La¨sst man vom CAS eine Auswahl der Lo¨sungen [4−2y−3z, y, z] sowie den Normalvektor
N plotten, so erha¨lt man folgende Visualisierungssequenz, die zu vielfa¨ltigen unerwarteten
Entdeckungen Anlass gibt, siehe Abbildung 4.18.
Abbildung 4.18: Die Normalenform als Ankervorstellung zum Konzept der
Orthogonalita¨t und zum algebraischen Skalarprodukt: Lo¨sungsmenge [4− 2y−
3z, y, z] und Normalvektor N := (1 2 3)t der Ebene E : 1x + 2y + 3z = 4
(er)scheinen orthogonal; die Variation der rechten Seite 4 zu 8 bzw. 0 verschiebt
die Lo¨sungsmenge nur parallel, wie die per Hand im CAS gedrehten Szenen
demonstrieren.
Wa¨hrend die Visualisierung der Lo¨sungsmenge als Punktmenge das Pha¨nomen der Ortho-
gonalita¨t von Kern und Zeilenraum zeigt, so gilt es doch, die Besonderheit des Kerns im
Vergleich zu den
”
inhomogenen Lo¨sungen“ zu betonen: La¨sst man die Lo¨sungsmengen als
Vektorenmengen zeichnen, so erweist sich bei dieser (er)weiter(t)en Erkundung lediglich
der Kern als orthogonal zum Zeilenraum, vgl. siehe Abbildung 4.19. Diese Einsicht ist fun-
damental und wird im hier gewa¨hlten Referenzkontext simultan mit der Konstruktion des
Skalarproduktkonzeptes entwickelt.
Die Explorationen werden nun zu den algebraisch formulierten Konzepten der Orthogona-
lita¨t und des Skalarproduktes zweier Vektoren als ein fu¨r geometrische Betrachtungen und
Untersuchungen uminterpretiertes Produkt zweier Matrizen (einer Zeile mit einer Spalte)
verdichtet:
• skp :=(X,Y) -> op( transpose(X)*Y ); //selbstgebautes SKalarProdukt
skp( ~[1,2,3], ~[1,2,3] ) //fu¨r zwei (Spalten-)Vektoren
14
Dabei wird die Analogie ausgenutzt, dass man zur geometrischen Veranschaulichung im
CAS die einzeilige Matrix X vertikal als Vektor(spalte) notieren muss und dann das typo-
graphische Senkrecht-zueinander-Schreiben ( 1 2 )
”
a “ ∗ ( 34 ) der Matrizen des Matrizenpro-
duktes als geometrisches Senkrecht-Stehen ( 12 ) ”
⊥ “•( 34 ) der zugeho¨rigen Spalten-Vektoren
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Abbildung 4.19: Zur Vermeidung einer Fehlvorstellung zeigt die Visualisie-
rung der Lo¨sungsmenge als Vektormenge im Einklang mit dem 2ten Fundamen-
talsatz das Pha¨nomen, dass nur die Lo¨sung(svektor)en (gru¨n) des zugeho¨rigen
homogenen LGS 1x+2y+3z = 0 auf dem Normalvektor (rot) senkrecht stehen.
Das rechte Bild visualisiert den Kern (grau) als Spann der zwei Basislo¨sungen
und den affinen Lo¨sungsraum (ocker), auf den eine spezielle Lo¨sung (blau)
weist.
interpretieren kann – und zwar beobachtungs- (und nachfolgend definitions-) gema¨ß genau
dann, wenn das so definierte Skalarprodukt Null ergibt.
Notiert man das funktional formulierte, selbst konstruierte Skalarprodukt skp symbol-
sprachlich im CAS (oder auch in der Handrechnung) z. B. durch das selbst erfundene
Symbol ∼ ∗26
• operator("~*", skp, Nary, 1799): //lies: ~* als Skalar-Produkt
so gestattet der so erkla¨rte CAS-Operator als neues Multiplikationszeichen27 das Skalarpro-
dukt wie u¨blich als bina¨re Relation pra¨dikativ zu notieren. Damit sind die fachsprachlichen
Konventionen im CAS gespiegelt und z.B. die algebraischen Eigenschaften des Skalarpro-
duktes oder die Normalenform geeignet formulierbar, siehe z.B. Abbildung 4.20.
Damit ist das zentrale Konzept des Skalarproduktes pha¨nomenologisch aus einer angeleite-
ten Exploration der Orthogonalita¨t (auch im CAS) matrizenorientiert rekonstruiert und an
26Liest man die Tilde ∼ als das ”transponierte S“ im ersten Buchstaben des Wortes ”Skalar“ und
den Multiplikationsstern ∗ als ”Produkt“, so buchstabiert sich das Symbolaggregat ”∼ ∗“ wo¨rtlich als
SkalarProdukt.
27Die Wahl (k)eines Operationszeichens kann versta¨ndniskritisch sein; wie obige U¨bersicht 4.11 zeigt,
verwenden LS und Σ als Zeichen fu¨r das Skalarprodukt das Symbol ”·“ (Punkt), EdM und A&T das Symbol
”∗“ (Stern) und KRV das leere Symbol ”“(Konvention des Weglassens eines Multiplikationszeichens).
Eine versta¨ndnisorientierte Exaktifizierung (z. B. die Herleitung der Projektionsformel, s. u.) auf der
formalen Schemaebene, die zwischen Matrizenmultiplikation, Skalarprodukt und gewo¨hnlichem Produkt
mental pendelt, setzt aber eine klar diskriminierende symbolsprachliche Notation fu¨r die diversen mentalen
Objekte voraus.
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Abbildung 4.20: Die Normalenform der Ebene E : 1x+2y+3z = 4, im CAS
formuliert mit Hilfe des selbst konstruierten bina¨ren Skalarproduktoperators
∼ ∗
den Themenstrang der unterbestimmten LGS A ∗X = 0 algebraisch und geometrisch an-
gekoppelt. Ein solcher pha¨nomenologischer Zugang zum Skalarprodukt ist CAS-frei kaum
denkbar, da die Erzeugung von ha¨ndischen Skizzen ein Wissen um die Orthogonalita¨t
bzw. die Kennzeichnung der Orthogonalita¨t mit Hilfe des Satzes von Pythagoras a priori
voraussetzt, Orthogonalita¨t also nicht beobachtbar machen kann.
Im Einklang mit der innermathematischen
”
Lineare Algebra“-theoretischen Lerntrajekto-
rie28 sind nun die Konzepte der La¨nge, des Abstandes und der Orthogonalprojektion als
abgeleitete Begriffe aus dem Skalarprodukt konstruierbar.
Die Orthogonalprojektion als zentrale Grundkonstruktion.
Der im Folgenden elaborierte Vorschlag einer CAS-gestu¨tzten Behandlung der Orthogo-
nalprojektion als zentrale geometrische Grundkonstruktion mit Hilfe des Skalarproduktes
weist folgende didaktische Spezifika auf:
1. Die Einbettung in einen angereicherten situativen Referenzkontext
”
Kranbru¨cke29“,
der eine verifizierende CAS-Animation der Grundvorstellung gestattet;
2. die matrizensprachliche dimensionsfreie Darstellung der klassischen 1-dimensionalen
Projektionsformel als Anker vielfa¨ltiger Verallgemeinerungen (z. B. Gram-Schmidt-
Prozess, QR-Zerlegung) und Anwendungen (z. B. Abstands- und Regressionsberech-
nungen) sowie als Ausgangspunkt einer analogiebasierten Entdeckung der expliziten
Pseudoinversenformel;
3. die Exaktifizierung beider Darstellungsformen durch eine CAS-angebahnte Schema-
tisierung, die beide Betrachtungslinien auf hohem formalem Niveau zusammenfu¨hrt;
28vgl. Abbildung 4.11, Zeile hLT.
29bzw. Kugelbahn auf schra¨ger Ebene
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4. die Identifikation einer speziellen Pseudoinversen als algebraischer Kern einer Ortho-
gonalprojektion und damit die Anbindung an die Theorie der unterbestimmten LGS
und die Anbahnung von u¨berbestimmten LGS;
5. die Verstetigung der Grundvorstellung einer Linearkombination, welche die Orthogo-
nalprojektion auf einen Unterraum aus den Basisvektoren des Unterraumes
”
ortho-
gonalita¨tserhaltend zusammenmischt“30;
6. die Grundvorstellung des Wertes des kanonischen Skalarproduktes als Rechtecksfla¨che
|~a| · |Proj~a(~b)|.
Diese sechs Aspekte beschreiben wir nun etwas genauer.
ad 1: Der Referenzkontext
”
Kranbru¨cke“. Laufkatze und Bru¨cke einer Kran-
bru¨cke31 in Etappe R8 bewegen sich senkrecht zueinander und gestatten so jede Positi-
on im Schienenbereich anzusteuern. Denkt man sich einen Sonnenlichteinfall parallel zur
Bru¨cke, so wird die punktuell in der Spitze von ~b gedachte Last als Schatten senkrecht auf
die Bewegungsrichtung ~a projiziert, vgl. Abbildung 4.21.
Abbildung 4.21: Die Kranbru¨cke als situatives Referenzproblem zur Anbah-
nung des concept image ”Orthogonalprojektion von ... auf ...“ und das parallel
gestellte Problem der Abstandsberechnung.
30Die Liste der ”Mischungsgewichte“ (d. h. die Fourierkoeffizienten nach der Unterraum-Basisentwick-
lung), die, distributiv verteilt auf die Basisvektoren des Unterraumes, genau die orthogonale Projektion
auf den Unterraum produziert, wird als sog. Ausgleichslo¨sung eines u¨berbestimmten LGS berechnet. Dies
ist Thema eines fakultativen abschließenden Parcours.
31[11, S. 98]
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In der simultan betrachteten Dekontextualisierung dieser Grundvorstellung wird der Orts-
vektor der Projektionsgeraden im Gedankenexperiment so gestreckt (d. h. 1-dimensional
linear kombiniert), dass der Richtungsvektor vom zu projizierenden Punkt P zur Spit-
ze F des gestreckten Vektors orthogonal zur Projektionsgeraden steht. Die algebraische
Formulierung dieser Situation fu¨hrt bekanntlich u¨ber den Ansatz
−→
FP • −→AB = 0 bzw. (P − F ) • (B − A) = 0 (4.1)
F ∈ g bzw. F = A+ t · (B − A) mit t ∈ R undA,B ∈ g (4.2)
auf die Explizitformel fu¨r die Orthogonalprojektion von P auf die Gerade g = AB, die
CAS-sprachlich codiert wird durch
• proj1 := (P,A,B) -> A + (P-A)~*(B-A)/(B-A)~*(B-A) * (B-A)
Damit lsst sich der Referenzkontext im CAS modellieren und animieren. Abbildung 4.22
zeigt in (1), wie der Lotfußpunkt F berechnet wird und nutzt dabei die proj1-Funktion
als generischen Organizer. In (2) wird der gesuchte Streckfaktor t automatisch ermittelt
und in der Szene zur Animation genutzt: Die Abbildung zeigt drei Schnappschu¨sse aus der
Animation, die taktgleich den Punkt P auf F und den Schattenwurf
−−−−−→
O(a · F ) von −−−−−→O(a · P )
(mit a als Animationsparameter, der als Streckfaktor
”
stetig“ von 0 auf 1 anwa¨chst) auf−→
OF zuwandern la¨ßt. Damit ist die Situation durch die Wahl anderer Daten vielfa¨ltig ex-
plorierbar, z. B. ist erkennbar, dass die Gro¨ße von t von der Wahl von A und B abha¨ngt
(hier erkennbar 1
3
der La¨nge von
−→
AB ).
ad 2: Matrixdarstellung der Projektionsformel. Die Lernenden untersuchen nun
eine vorgegebene alternative Formel (0) fu¨r die Orthogonalprojektion, die komplett aus den
Matrizen der beteiligten Objekte aufgebaut ist, und die in (1) den gleichen algebraischen
Wertverlauf und in (2) die gleiche geometrische Szene erzeugt wie obige Explizitformel
proj1. Diese Beobachtung legt die Hypothese nahe, dass proj und proj1 das gleiche ma-
thematische Objekt beschreiben, vgl. Abbildung 4.23.
ad 3: Exaktifizierung der Evidenz. Die starke Evidenz, dass beide Projektionsfor-
meln proj = proj1 a¨quivalent sind, wurde durch eine Wertverlaufsgleichheit erzeugt. Die
gebildete Hypothese kann nun unterrichtlich durch eine abstrakt-exakte formale Beweis-
rechnung CAS-frei im Unterricht verifiziert werden. Sind na¨mlich X = ( xy ) und U = ( uv )
beliebig, so gilt32:
32In [10, S. 18, 22, 34] wird lediglich die Gu¨ltigkeit von 1= und 2= begru¨ndet. Die anschließenden Um-
formungen bieten dagegen den Anschluss an die allgemeine dimensionsunabha¨ngige Beschreibung der Or-
thogonalprojektion auf einen Spaltenraum, vgl. z.B. [144, S. 191] Corollary 5.24 oder [a. a. O., S. 198
ff].
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Abbildung 4.22: Drei Standbilder aus einer Animation des Referenzkontex-
tes. Gleichung (4) la¨ßt den Punkt P mittels der Geradengleichung P + a · ~PF
senkrecht auf die Projektionsgerade AB fallen. - Das Bild rechts animiert einen
wandernden Schattenwurf.
Abbildung 4.23: Die Matrixdarstellung der Orthogonalprojektion proj; XX
sind die Projektionslinien X-beliebiger Punkte der Anschauungsebene mit ihren
Bildpunkten X unter der Projektion.
252 § 4. Entwurf eines CAS-intensiven Grundkurses
Proj(X,U)
1
=
X • U
U • U · U =
ux+ vy
u2 + v2
·
(
u
v
)
2
=
(ux+vy
u2+v2
· u
ux+vy
u2+v2
· v
)
=
(
u2
u2+v2
vu
u2+v2
uv
u2+v2
v2
u2+v2
)
∗
(
x
y
)
3
=
1
u2 + v2
·
(
u2 uv
uv v2
)
∗
(
x
y
)
=
1
u2 + v2
·
(
u
v
)
∗ (u v) ∗ (x
y
)
4
=
(
u
v
)
∗ 1
u2 + v2
· (u v) ∗X = (u
v
)
∗ 1(
u v
) ∗ (u
v
) · (u v) ∗X
5
= U ∗ (U t ∗ U)−1 ∗ U t ∗X
6
=: U ∗U+ ∗X
Diese Umformung begru¨ndet nicht nur eine im CAS pha¨nomenologisch gewonnene Hypo-
these, sondern liefert zugleich eine dimensionsunabha¨ngige explizite Projektionsformel, die
Projektionen auf Anschauungsebenen und die Lo¨sung zugeho¨riger Abstandsberechnungen
liefert. Die fu¨r die Schule zu komplizierten expliziten Konstruktionen solcher Projektionen
als ProjU = Q ∗ Qt 33 mittels einer Gram-Schmidt-orthonormalisierten Spaltenraumbasis
Q von U bzw. aus einer gleichwertigen QR-Zerlegung U = Q ∗R von U wird so vermieden.
Jedoch ko¨nnen analog z. B. auch 2-dimensionale Projektionsformeln von den Lernenden
verifiziert und so der Verdacht auf die allgemeine Gu¨ltigkeit der Formel
5
= versta¨rkt werden.
Man beachte auch, dass bei dem hier gewa¨hlten Zugang, na¨mlich zwei Hypothesen u¨ber
die Darstellbarkeit einer Projektion konkurrieren zu lassen, das Ziel der Beweisfu¨hrung
an beiden Enden vor Augen steht und so die Beweistechnik
”
#"“ des
”
aufeinanderzu“-
Rechnens ausgehend von beiden Enden sinngebend ist. Stu¨nde die Matrixform nicht zur
Verfu¨gung, mu¨sste man die Termumformung deus ex machina
”
blind“ darauf hin fu¨hren.
Zu erwa¨gen ist, dass man andererseits deduktiv gema¨ß dieser Umformung zur allgemeinen
Matrixform der Projektion hinfu¨hren ko¨nnte.
ad 4: Identifizierung der Moore–Penrose–Pseudoinversen. Abbildung 4.24 zeigt die
automatisierte CAS-Berechnung der Projektionsmatrix34 einer Orthogonalprojektion auf
einen Unterraum U . Einerseits sind damit z. B. Projektionen auf beliebige 1-dimensionale
Richtungen in der Anschauungsebene (vgl. (2) und (3)) formulier- und studierbar. Anderer-
seits ist der Matrixfaktor (U t ∗U)−1 ∗U t aus der Projektionsmatrix Proj(U) in (1) gedank-
lich abspaltbar und als mpi(U) benennbar. Dieser so identifizierte Faktor eines Projektors
Proj(U) = U ∗mpi(U) stellt sich als eine Pseudoinverse heraus, die sog. Moore-Penrose-
Pseudoinverse. Dies wird in der Etappe explorativ entfaltet und bietet so einen Anschluss
an die Theorie der unterbestimmten LGS.
33vgl. [a. a. O., S. 201]
34Artmann&To¨rner sprechen in [4, S. 133] von einem ”Projektor.“
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Abbildung 4.24: zur vollautomatischen Berechnung der Projektionsmatrix
Proj(U) auf einen Unterraum U (als ”Projektor“)
Zusa¨tzlich wird damit aber auch die synthetische Projektor-Eigenschaft P 2 = P einer
Orthogonalprojektion P im CAS und auch ha¨ndisch leicht nachweisbar, vgl. Abbildung
4.25. Da sowohl proj als auch proj1 = Proj diese Eigenschaft besitzen, ist die Allge-
meingu¨ltigkeit von proj = proj1 auch aus ho¨herer Sicht durch eine Charakterisierung auf
Schemaebene a posteriori begru¨ndet.
Abbildung 4.25: Die synthetische Projektionseigenschaft P 2 = P wird im
CAS nach einer automatischen Ausdrucksvereinfachung des inneren kompli-
zierten Terms per simplify erkennbar. Die fehlenden, vom CAS unterdru¨ckten
Termumformungschritte bieten sich fu¨r eine ha¨ndische Verifikation an.
ad 5: Die lineare Kombination einer Orthogonalprojektion aus der Unterraum-
basis U wurde als zentrale Grundvorstellung schon angesprochen und wird fokussierend im
letzten Parcours U¨berbestimmte LGS im Rahmen von Abstandsproblemen und Regressi-
onsproblemen bedeutsam.
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ad 6: Das Skalarprodukt als Rechtecksfla¨che. Mit Hilfe der Explizitformeln fu¨r die
Orthogonalprojektion la¨sst sich nun die weitere Grundvorstellung vom Wert des kanoni-
schen Skalarproduktes ~a •~b als Fla¨che eines Rechtecks geometrisch veranschaulichen und
algebraisch explorieren und verifizieren. Damit ist insbesondere der Anschluss an die Vor-
stellung eines gewo¨hnlichen Zahlenproduktes a · b als Fla¨che eines Rechtecks gesichert und
das Skalarprodukt als Generalisierung eines Produktes zweier Zahlen35 erkennbar.
Ein erstes geometrisches Indiz fu¨r die Interpretation des Skalarproduktes als eine Recht-
ecksfla¨che liefert eine Erga¨nzung des situativen Referenzkontextes, vgl. Abbildung 4.26.
Abbildung 4.26: Die Rechteckvorstellung des Skalarproduktes im Referenz-
kontext (links) und in 3D-Positionierung (rechts); letztere weckt das Versta¨nd-
nis dafu¨r, dass die zwischen den Faktor-Vektoren aufgespannte Parallelogramm-
fla¨che fu¨r den Skalarproduktwert relevant ist.
Ein zweites Indiz wird der Lernperson durch eine Anreicherung des variierten Referenzkon-
textes um einen algebraischen Termvergleich angeboten, vgl. Abbildung 4.27, Formel (1)
bzw. (3),(4). Wa¨hlt man die Komponenten der Vektoren A und B allgemein, so ergibt der
CAS-Output bereits den notwendigen Beweis der Vermutung, dass generell |~a| · |Proj~a(~b)|
ist.
Insgesamt weist der vierte CAS-Parcours also eine Fu¨lle an reichhaltigem produktivem
Lernmaterial auf, welches CAS-aktivita¨tsbasiert und pha¨nomenologisch fundiert zu einer
stabilen Konzeptvorstellung vom Skalarprodukt fu¨hren mo¨chte.
Die hypothetische Lerntrajektorie sei abschließend tabellarisch wie folgt zusammengefasst.
Normalenform N • (X − P ) = 0 = A ∗X als unterbestimmtes LGS
35Das Produkt zweier 1× 1-Matrizen A = (a), B = (b) ∈ R1 ≡ R ist (a)t ∗ (b) = (ab) ≡ ab = (a) • (b) =∑1
i=1 a · b
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Pha¨nomen ↓↑ der Orthogonalita¨t
Skalarprodukt X • Y := X t ∗ Y :CAS= X ∼ ∗Y als Abstraktion der Orthogonalita¨t
↓ V isualisierung←−−−−−−−−−−
der Orthogonalita¨t
...
Konzeptualisierung von
↙ ↓ ↘
La¨nge ‖A‖ := √A •A
Distanz d(A,B) := ‖B−A‖ Proj(X,U)
Winkel ∠(A,B) := cos−1(A◦•B◦)
mit X◦ := X/‖X‖
↓
Konkretisierung der Projektion = X•U
U•U · U funktional als Lk von U
1. Abstraktion ↓ dimensionsunabha¨ngig
= U ∗ (U t ∗ U)−1 ∗ U t ∗X operativ als Matrixterm
2. Abstraktion ↓ invariant
P t = P ∧ P 2 = P synthetisch durch char. Gleichung
symmetrischer Projektor mit P:=Proj(X,U)
Tabelle 4.10: Zur pha¨nomenorientierten bottom-up-
Konstruktion des Skalarproduktes und seiner thematischen
Derivate La¨nge, Abstand und Orthogonalprojektion.
4.3.5 U¨berbestimmte LGS
Dieser Themenkreis liegt in Form des Skriptums Lindner [153]36 vor und wird daher hier
nur um die Explikation seiner didaktischen Leitlinie und die begru¨ndete Auswahl eines
paradigmatischen Referenzproblems erga¨nzt.
Die hypothetische Lerntrajektorie des fu¨nften Themenkreises zielt auf die epistemologisch
orientierte Behandlung von CAS-gestu¨tzten Lo¨sungsmethoden fu¨r u¨berbestimmte lineare
Gleichungssysteme. Die Grundorientierung an Lo¨sungsverfahren fu¨r singula¨re LGS wird
zuna¨chst dadurch in Frage gestellt, dass die bekannten Instrumente gaussJordan bzw.
matlinsolve solche u¨berbestimmten LGS oft als
”
nicht lo¨sbar“ einscha¨tzen, indem z. B.
die leere Menge als Antwort pra¨sentiert wird. Sich in den zugeho¨rigen Problemkontexten
damit nicht zufrieden zu geben, sondern zuna¨chst intuitiv und danach systematisch nach
Lo¨sungen bzw. Lo¨sungsmethoden zu forschen, darf als eine erhebliche Herausforderung an
den Lerner betrachtet werden. Diese Situation kann zugleich als prototypisch fu¨r eine reale
Forschungssituation und damit fu¨r einen allgemeinen Wissensbildungsprozesse betrachtet
werden.
Paradigmatische Referenzprobleme des Themenkreises u¨berbestimmte LGS ko¨nnten
u. a. die
”
Entwicklung der Gewichtszunahme bei Sa¨uglingen“ aus Werner [207, S. 590,
36vgl. dazu die dortigen Abschnitte 1.1, 1.7 und Kapitel 2.
256 § 4. Entwurf eines CAS-intensiven Grundkurses
Abbildung 4.27: Der CAS-algebraische Nachweis der Rechteckvorstellung
eines Skalarproduktwertes: Die Seiten(vektoren) des gedachten Rechtecks be-
stehen aus einem der Faktoren und der orthogonalen Projektion des anderen
Faktors auf den Ersten. Das Produkt der zugeho¨rigen La¨ngen ist gleich groß
wie der Wert des Skalarproduktes.
Beispiel (3-52), 2.] oder die Modellierung der Computertomographie37 sein. Die didaktische
Funktion dieser situativen Kontexte besteht u. a.
– in der Erfahrung und Exploration des Pha¨nomens der U¨berbestimmtheit eines LGS;
– im Modell-zurEntwicklung geeigneter Lo¨sungsverfahren fu¨r u¨berbestimmte LGS, hier
der Erkenntnis der Wiederverwendbarkeit der Moore–Penrose–Pseudoinversen und der
Implementation eines neuen iterativen Lo¨sungsalgorithmus;
– im Modell-fu¨r die Revision einer wissenschaftlichen Theorie, die angesichts neuartiger
Pha¨nomene eine Justierung ihrer Konzepte betreiben muss.
Diese metakognitiven Fragestellungen mit ihrem allgemeinbildenden Charakter legen – an-
geregt durch die unerwarteten epistemologischen Pha¨nomene und der denkwu¨rdigen Frage
nach Lo¨sungen
”
unlo¨sbarer“ linearer Gleichungssysteme – einen weiteren Wachstumsring
im lokalen Wissensbereich an, vgl. die folgende Abbildung 4.2838.
CAS-Parcours. Ein zugeho¨riges interaktives, epistemologisch orientiertes Lernarrange-
ment ko¨nnte sein didaktisches Vorhaben in einem Parcours mit folgenden Etappen orga-
nisieren:
U Pha¨nomene der U¨berbestimmtheit (z. B. Computer-Tomographie)
37vgl. z. B. das MuPAD-Notebook von G. vom Stein
38Die Bilder der Ro¨ntgenaufnahme eines Tumors und seines mathematischen Falschfarbenmodells findet
man im Notebook von vom Stein.
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Abbildung 4.28: Das paradigmatische Referenzproblem ”Computertomo-
graphie“ als Modellierungsaufgabe mit epistemologischem Charakter: Die Pro-
blemstellung fu¨hrt auf ein u¨berbestimmtes LGS. Solche LGS sind mit den Me-
thoden der inneren Wissensdoma¨ne nicht lo¨sbar, d. h. dort thematisch nicht ver-
ortbar. Diese epistemologische Barriere erfordert wissenschaftstheoretisch die
Anlage eines neuen Wissens-Wachstumsrings und eine Revision der Lo¨sungs-
methoden.
V optimale Na¨herungslo¨sungen und die Moore-Penrose-Pseudoinverse (MPI)
W iterativ-algorithmische Lo¨sungsmethode(n)
X Produktive Aufgaben
Etappe U sollte ein Problemensemble anbieten, deren Probleme aus verschiedenen Kon-
texten bzw. Perspektiven auf u¨berbestimmte LGS fu¨hren und erste Lo¨sungsintuitionen aus-
bilden: Abstandsprobleme, Regressionsprobleme, Schnittprobleme im Anschauungsraum.
Eine mo¨gliche Auswahl prototypischer Problemstellungen findet sich in Lindner [a. a. O.,
S. 10–12]. Als Modellierungsproblem wird die Computer-Tomographie behandelt39.
Obige Problemstellungen sollten das folgende Forschungsmotiv verdeutlichen: Selbst wenn
ein lineares Gleichungssystem A ∗ X = B inkonsistent ist, so sucht man in praktisch
wichtigen Fa¨llen nach einem Weg, wenigstens eine
”
beste“ Na¨herungslo¨sung zu finden.
Anstatt im Wissen um die Unlo¨sbarkeit von A ∗ X = B einfach aufzugeben, geht man
einen Kompromiss ein und versucht einen Vektor Xo zu finden, so dass A ∗Xo wenigstens
so
”
nahe wie mo¨glich“ an B liegt: kurz Bo := A ∗Xo ≈ B.
Damit sind die Konzepte Ausgleichslo¨sung Xo und Bestapproximation alias Proximum Bo
im neuen Wissenring eingefu¨hrt und unterscheidbar. Aktivita¨tsbasiert kann man nun Aus-
gleichslo¨sungen und zugeho¨rige Proxima zuna¨chst theoriefrei durch
”
probierendes Schie-
ßen mit dem CAS“ auf das
”
Ziel“ B na¨herungsweise berechnen und nach systematischen
Lo¨sungsmethoden fahnden lassen, vgl. Lindner [a. a. O., S. 16 ff].
39In [111, S. 143] wird die CT-Modellierung durch ein eindeutig lo¨sbares LGS interpretiert und damit
ihrer eigentlichen epistemologischen Pha¨nomenologie beraubt: der U¨berbestimmtheit.
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Etappe V studiert und lo¨st matrixorientiert eine datenreduzierte Version40 eines Re-
gressionsproblems, an der geometrische Zusammenha¨nge und begriffliche Vernetzungen
CAS-gestu¨tzt visualisiert werden ko¨nnen:
Problem: Finde die zu den drei Punkten (0; 3), (1; 0) und (2; 0) am
”
na¨chsten“ verlaufende Gerade.
Abbildung 4.29 skizziert verku¨rzt prinzipielle CAS-Explorationen des Problems: Ein geo-
metrisch orientierter Lo¨sungsansatz nutzt zur Bestapproximation die Erfahrung der Or-
thogonalita¨t bzw. die Methode der Orthogonalprojektion und ein algebraisch orientierter
Ansatz die Erfahrung der Lo¨sbarkeit quadratischer LGS bzw. die Methode des Quadra-
tischmachens mittels Transponierung, d. h. die sog.
”
Normalgleichung“ At ∗A∗X = At ∗B
zu A ∗X = B.
Das Pha¨nomen, dass in allen explorierten Fa¨llen sowohl eine Orthogonalprojektion als auch
die Normalgleichung die (gleiche) Ausgleichslo¨sung Xo produzieren, fu¨hrt die Lernenden
auf die Forschungshypothese der Gleichwertigkeit beider Methoden und die Frage nach den
mathematischen Gru¨nden dafu¨r. Die zugeho¨rige nachgelagerte Exaktifizierung bildet den
Erkenntniszugewinn im neuen Wissensring und vernetzt die Konzepte auf S-Niveau.
Abbildung 4.29: Das vereinfachte paradigmatische Referenzproblem ”Aus-
gleichsgerade“ zu den drei Punkten (0; 3), (1; 0) und (2; 0) als u¨berbestimmtes
LGS.
Aus dem Ansatz g : y = mx+b und (0; 3) ∈ g ⇔ m ·0+b ·1 = 3 etc. kann die Lernperson in
(1) das zugeho¨rige u¨berstimmte LGS gewinnen. (2) zeigt seine Unlo¨sbarkeit und (3) die Be-
40vgl. [193, S. 184 ff]
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rechnung der Ausgleichslo¨sung Xo mit Hilfe der geometrisch motivierten Moore-Penrose-
Inversen bzw. alternativ mit dem algebraischen Normalgleichungsansatz. Die Skript-Zeile
(4) berechnet die Orthogonalzerlegung der rechten Seite B mit Hilfe der Orthogonalprojek-
tion auf den Spaltenraum Col(A) von A und verifiziert, dass die Projektion proj(B,A) sich
linear aus den Spalten von A kombinieren la¨sst – und zwar mit den Koordinaten der Aus-
gleichslo¨sung Xo als Entwicklungskoeffizienten! Die Pru¨fung der Orthogonalita¨t erfolgt in
(5a) mit dem implementierten Skalarprodukt ∼ ∗ und in (5b) a¨quivalent matrizensprach-
lich. Die geometrische Visualierung der algebraischen Resultate im Anschauungsraum zeigt
Abbildung 4.30 im linken Teilbild.
Abbildung 4.30: Vernetzende Interpretationen am Referenzkontext ”Aus-
gleichsgerade“
Die CAS-Routine visualCol41 visualisiert dem Lerner automatisch den Spaltenraum der
Koeffizientenmatrix A des LGS als blau gera¨ndertes Parallelogramm, dessen Kantenvek-
toren die Spalten von A sind. Die CAS-Routine visualProj zeichnet in diese Szene die
Orthogonalprojektion proj(B,A) der rechten Gleichungsseite B auf den Spaltenraum von
A sowie die dazu orthogonale Komponente proj(B,A)−B in Rot ein. Zur Verdeutlichung
wird der Spaltenraum als blau gefu¨lltes Parallelogramm zusa¨tzlich um den Projektionsfuß-
punkt gelegt, der Ortsvektor
−−→
OB zur rechten Seite des LGS gru¨n eingezeichnet sowie die
Linearkombination ProjA(B) = Xo1 · A1 + Xo2 · A2 bzw. proj(B,A)=Xo[1]*col(A,1)-
+Xo[2]*col(A,2) in CAS-Notation in der Farbe Magenta zur Kontrolle eingetragen.
Diese geometrische Deutung der Lo¨sung des u¨berbestimmten LGS wird dabei zusa¨tzlich
im rechten Teilbild um die Interpretation der Lo¨sung im Modell angereichert; dabei kann
die Lernperson vielfa¨ltige Beziehungen erkennen und Vernetzungen knu¨pfen:
41aus dem selbst implementierten MuPAD-Modul mpi.mu, vgl. [153, S. 107 ff].
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• Das Proximum Bo := A ∗ mpi(A) ∗B = Proj(B,A) ist die Orthogonalprojektion der
rechten Seite B auf den Spaltenraum Col(A) von A und entha¨lt als ihren algebrai-
schen Lo¨sungskern die Berechnung der Ausgleichslo¨sung Xo := mpi(A) ∗B mit Hilfe
der Moore-Penrose-Pseudoinversen mpi(A), d.h. Bo = A ∗Xo ≈ B.
• Die Koordinaten der Projektion von B auf A sind die Ordinatenla¨ngen bis zur Aus-
gleichsgeraden und die vertikalen Distanzen der Datenpunkte zur Ausgleichgeraden sind
interpretierbar als Koordinaten des Fehler(vektor)s B −Bo = B − proj(B,A).
• Der Fehler(vektor) B − Bo ist geometrisch interpretierbar als Richtungsvektor von B
zum Projektions
”
fuß“punkt Bo und die Gro¨ße des Fehlers als seine La¨nge |B −Bo|.
• Das Proximum Bo = Proj(B,A) ist aus den Spalten von A linear kombinierbar und
seine Entwicklungskoeffizienten sind die Koordinaten der Ausgleichslo¨ung Xo: das ist
der tiefere Sinn der Interpretation der Matrix-Gleichung Bo = A ∗ Xo als Darstellung
einer Linearkombination.
Etappe W entwickelt, implementiert und erprobt ein iteratives Lo¨sungsverfahren fu¨r das
Normalgleichungssystem eines u¨berbestimmten LGS nach dem Vorschlag von vom Stein,
s. o.
Etappe X bietet einen Problempool an produktiven Aufgaben, vgl. [153, S. 54–68].
Exaktifizierungsphase. Dieser Lernparcours fu¨hrt zu einem Ho¨hepunkt der matrizen-
orientierten schulischen Linearen Algebra, weil die Kernidee der partiellen Invertierung
einer Matrix zu einer Pseudo-Inversen sowohl algebraische als auch geometrische Einsich-
ten verknu¨pfen hilft. Die spezielle Moore-Penrose-Inverse – geometrisch entpuppt als Fak-
tor einer Orthogonalprojektion – erweist sich als
”
kanonisches“42 Lo¨sungsinstrument fu¨r
u¨berbestimmte LGS und insbesondere fu¨r Ausgleichsrechnungen.
Abschließend gilt es die A¨quivalenz der impliziten Charakterisierung der Ausgleichslo¨sung
Xo durch die Normalgleichung A
t ∗ A ∗ X = At ∗ B und ihre explizite Berechnung durch
die Moore-Penrose-Inverse Xo = mpi(A) ∗ B durch eine mathematische Argumentation
zu verifizieren. Diese verortet die gewonnenen mathematischen Einsichten systematisch im
lokalen Wissensnetz.
Anstatt die Ausgleichslo¨sung u¨ber die fu¨r Schu¨ler schwierig zu verifizierende Bedingung
als Minimum der Menge {X||A ∗Xo−B| ≤ |A ∗X −B|} zu beschreiben43, wurde der
leichtere Weg u¨ber die Lo¨sung der Normalgleichung gegangen. Grundlegend dafu¨r ist das
folgende Kriterium, vgl. [144, S. 188, Theorem 5.22]:
42Damit wird die Berechnung von Regressionsgeraden etc. auf hohem Niveau zum begrifflichen und
CAS-expliziten ”Einzeiler“ komprimiert und in einem gewissen Sinne (bei ”Wegdenken“ der vielfa¨ltigen
thematischen Querbezu¨ge) auch trivialisiert: Auch ohne Versta¨ndnis der fundamentalen Zusammenha¨nge
ist eine ”blinde“ Lo¨sungsermittlung mo¨glich.43Diese Definition lag aber implizit der Schussmethode aus Etappe U zugrunde und die Distanz-Funktion
lieferte dort das Maß fu¨r die Gu¨te der Approximation.
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Satz (Normalgleichungskriterium fu¨r das Proximum) Sei A ∈ Rm×n und B ∈ Rm.
Dann ist Xo ∈ Rn genau dann ein Proximum von A ∗X = B, wenn Xo eine Lo¨sung der
Normalgleichung At ∗ A ∗X = At ∗B ist.
Der Beweis erfolgt in zwei Schritten. Sei dazu B orthogonal zerlegt in seine Komponente
Bo := projA(B) parallel zu (in) Col(A) und die dazu orthogonale Komponente Bn :=
B − Bo, d. h. B = Bo + Bn ∈ Col(A) ⊕ Kern(At). Insbesondere ist dann Bn ⊥ Col(A),
d. h. At ∗Bn = 0. Dann gilt:
Xo ist ein Proximum
p.d.⇔ A ∗Xo = Bo := projA(B)
⇒ A ∗Xo −B = A ∗Xo − (Bo +Bn) = −Bn
At∗..⇒ At ∗ A ∗Xo − At ∗B = At ∗ (−Bn) = 0
⇒ At ∗ A ∗Xo = At ∗B
d.h. Xo lo¨st die Normalgleichung A
t ∗ A ∗Xo = At ∗B
Umgekehrt gilt:
Xo lo¨se A
t ∗ A ∗X = At ∗B ⇒ 0 = At ∗ A ∗Xo − At ∗B = At ∗ (A ∗Xo −B)
⇒ 0 = At ∗ (A ∗Xo −Bo −Bn) A
t∗Bn=0= At ∗ (A ∗Xo −Bo)
⇒ 0 = A ∗Xo −Bo [∈ Kern(At) ∩ Col(A) = {0}]
⇒ A ∗Xo = Bo p.d.= projA(B)
⇒ Xo ist ein Proximum von A ∗X = B

Diese Argumentation wird in Lindner [153, S. 65] in Form eines mathematischen Dialoges
fu¨r die Schule elementarisiert. Nimmt man an, dass die Spalten von A linear-unabha¨ngig
sind, so ist A injektiv und das zugeho¨rige LGS A ∗X = Bo ist eindeutig lo¨sbar, vgl. [144,
S. 191]. Insbesondere gelten dann die Explizitformeln projA(B) = A ∗ mpi(A) ∗ B und
mpi(A) = (At ∗ A)−1 ∗ At. Beschra¨nkt man sich fu¨r die Schule auf diesen (Haupt)Fall, so
hat man folgende elementare Argumentation fu¨r obiges Kriterium:
Xo ist ein Proximum
p.d.⇔ A ∗Xo = Bo := projA(B) = A ∗mpi(A) ∗B
⇔ A ∗Xo = A ∗ (At ∗ A)−1 ∗ At ∗B
⇔ At∗A ∗Xo = At∗A ∗ (At ∗ A)−1 ∗ At ∗B
⇔ At ∗ A ∗Xo = At ∗B
d.h. Xo lo¨st die Normalgleichung A
t ∗ A ∗Xo = At ∗B 
Die hypothetische Lerntrajektorie sei abschließend tabellarisch wie folgt zusammengefasst.
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Regressionsproblem A ∗X = B 6∈ Col(A) als u¨berbestimmtes LGS
Pha¨nomen ↓ der Inkonsistenz (Unlo¨sbarkeit)
Studium ↓ eines adaptierten konsistenten LGS
Proximum Bo A ∗X = Bo := projA(B) ∈ Col(A) als Orthogonalprojektion
↓
”
Ausgleichs“lo¨sung Xo
des LGS A ∗X = Bo
alternativ berechnen durch↙ ↓ ↘
1. Berechnung der Proj. Bo
2. Lo¨sung von A ∗X = Bo mpi(A) ∗B Lo¨sung der NormalgleichungAt ∗A ∗X = At ∗B
ist X = mpi(A) ∗B ↘ ↓ ↙ ist X = mpi(A) ∗B
Erkla¨rung der Pha¨nomene mit Normalgleichungskriterium als Exaktifizierung
Tabelle 4.11: Zur pha¨nomenorientierten bottom-up-
Konstruktion der Ausgleichslo¨sung und des Proximums eines
u¨berbestimmten LGS alternativ mittels Orthogonalprojektion,
Moore-Penrose-Pseudoinverse oder Normalgleichung sowie das
Normalgleichungskriterium als A¨quivalenznachweis.
Damit liegt ein geschlossenes Konzept fu¨r eine matrixorientierte und CAS-gestu¨tzte schu-
lische Lineare Algebra vor.
4.4 Lokale Kurs-Strategien am Beispiel des Stu¨cklisten-
problems
Das Stu¨cklistenproblem ist eine Perle der schulischen Linearen Algebra. Es ist das Verdienst
des Buches von Artmann & To¨rner [4, S. 171 ff] hierzu eine elementare schulunterrichtliche
Behandlungsmo¨glichkeit aufgezeigt zu haben. Spa¨tere Darstellungen findet man z. B. in
Kroll et. al. [141, S. 162 ff]; eine didaktische Einordung wird in Tietze et al. [197] vorgenom-
men44. Eine fru¨he computer-nutzende Darstellung in der prozeduralen Programmiersprache
Pascal findet sich in [147, S. 199–203]. U¨blicherweise wird das Stu¨cklistenproblem dabei
zur Anwendung der
”
erworbenen Kenntnisse“ [4, S. 171] eingesetzt oder man mo¨chte
”
an
verschiedenen Beispielen zeigen, wie man Matrizen verwenden kann“, [141, S. 159]. Daher
kommt das Stu¨cklistenproblem erst gegen Ende oder im spa¨ten Verlauf des Curriculums
zur Anwendung, nachdem alle fu¨r den Modellierungs- und Lo¨sungsprozess wesentlichen Be-
griffsbildungen wie Matrix, Linearita¨t, Einheitsmatrix, inverse Matrix, Gauß-Algorithmus
etc. abgeschlossen sind.
44auch in Jahnke [129, S. 234 ff] findet man neuerdings das Stu¨cklistenproblem als Arbeitsauftrag
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Das Stu¨cklistenproblem als Anwendungsproblem.
In Tietze et al. [197] wird das Stu¨cklistenproblem auf S. 46 ff, S. 48 und S. 107 als
Problemstellung einer anwendungsorientierten Linearen Algebra fachdidaktisch diskutiert.
Dort heißt es auf S. 40:
”
Zentrale Mathematisierungsmuster sollen den Anwendungsaspekt
im Mathematikunterricht repra¨sentieren.“ und auf S. 45:
”
Wir diskutieren drei typische
Anwendungssituationen aus den Wirtschaftswissenschaften: [..]“. Das Stu¨cklistenproblem
wird dabei am Einfu¨hrungsbeispiel von Artmann/To¨rner [4, S. 171] behandelt45.
Das Stu¨cklistenproblem zur Konzeptkonstruktion.
Im Unterschied zur traditionellen Behandlung des Stu¨cklistenproblems als Anwendungs-
problem mo¨chte ich hier in der Anlage eine Mo¨glichkeit aufzeigen, das Stu¨cklistenpro-
blem vor der Behandlung des Gaußschen Algorithmus und vor der Einfu¨hrung z. B. des
Konzeptes der inversen Matrix gerade zum Erwerb dieser Konzepte zu verwenden, statt
Wissensanwendung ist also Wissenskonstruktion intendiert. In Spießumkehr soll also das
Stu¨cklistenproblem als ein Modell(ierungs)problem zur kontextbezogenen Anbahnung der an-
gesprochenen Konzepte fokussiert und geeignete CAS-Mikrowelten46 zum Konzepterwerb
konstruiert werden.
In der Staatsexamensarbeit47 von R. Klein wurde eine MuPAD–Realisierung des Stu¨ck-
listenproblems vorgenommen, erprobt und evaluiert. Ausgehend von dieser Vorarbeit wird
in der Anlage ein komplettes Redesign vorgestellt, in das auch die Erprobungserfahrungen
in einer Lehrerfortbildungsveranstaltung eingeflossen sind. Das komplette Lernarrangement
wurde in einer Referendargruppe und einer Schulklasse abschließend evaluiert. Die Anlage
zeigt die zugeho¨rige genetische Dekomposition des Stu¨cklistenproblems, die Verwendung
von Stu¨cklisten in der Praxis, begru¨ndet ihre gea¨nderte curriculare und fachdidaktische Po-
sitionierung und analysiert ihre epistemologische Struktur als wertvollen Lerngegenstand
im Unterricht der Linearen Algebra. Damit liegt abschließend auch ein Beispiel fu¨r eine
Realisierung einer lokalen Kursstrategie im computer-intensiven Unterricht vor. Insbeson-
dere demonstriere ich dabei die Kraft mathematischer Analogieschlu¨sse und skizziere eine
methodische Umsetzung der vorgenommenen genetischen Dekomposition.
45Es soll hier aber angemerkt werden, dass Artmann/To¨rner auch wesentlich an einer versta¨ndnisori-
entierten Linearen Algebra interessiert waren unter Nutzung von Anwendungskontexten und realita¨tsnahen
Problemstellungen; sie bekennen sich [a. a. O., S. 188] explizit zu der Leitidee von G. Strang: ”verstehbar
erkla¨ren ist wichtiger als vollsta¨ndig zu deduzieren“.
46Tall spricht auch von ”generischen Organizern“ vgl. [195].47von mir seinerzeit mitbetreut
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§ 5
Empirische Befunde zu
Unterrichtsepisoden
Grundlage der folgenden empirischen Studien zur Beantwortung der noch ausstehenden
Forschungsfragen ist ein umfangreiches Datenmaterial, das in Form von mehreren hundert
Eigenproduktionen der Lernenden als elektronische Sheetbearbeitungen, Stundenauftra¨ge,
Hausaufgaben, Klausuren unter Einsatz von CAS und 5 Abiturpru¨fungen mit CAS sowie
als Beantwortung von zwei Fragebo¨gen zum Mathematik- bzw. CAS-Weltbild gesammelt
wurde. Zusa¨tzlich wurden u¨ber 100 komplette Unterrichtsstunden mit Diktiergera¨ten bzw.
MP3-Playern mitgeschnitten und ausgewertet, mit Digitalkameras wichtige Tafelbilder auf-
genommen und ausgewa¨hlte Unterrichtsepisoden mit der eingebauten Videofunktion (bis
zu ca. 15 Minuten La¨nge) aufgezeichnet.
Das vorliegende Kapitel berichtet zuna¨chst u¨ber die Designzyklen in der Konstruktion des
Lehrmaterials, die sich notwendigerweise mit der Weiterentwicklung der CAS-Instrumente
und unter den Felderfahrungen ergaben, sowie u¨ber die zugeho¨rige Performance der Kurs-
gruppen im jeweiligen CAS-Abitur. Es folgt die Analyse einiger transskribierter Unter-
richtsepisoden mit den Methoden der interpretativen Unterrichtsforschung, die in Nahauf-
nahmen exemplarischen Aufschluss geben mo¨chte u¨ber die Ausbildung von Wissen unter
den Bedingungen eines intensiven Computereinsatzes. Schließlich wird die epistemologische
U¨berzeugungsstruktur der Lernenden hinsichtlich der Mathematik und des CAS analysiert,
wie sie sich in den Fragebo¨gen niederschlagen hat.
5.1 Designzyklen
Der skizzierte Entwurf der Linearen Algebra wurde in den Jahren 1997 bis 2007 erprobt
und wiederholt revidiert. Im Folgenden bezeichne ich mit
”
Gxy“ bzw.
”
Lxy“ die Erprobung
des didaktischen Entwurfs in einem Grund- bzw. Leistungskurs im Jahre 19xy bzw. 20xy.
Die folgende Tabelle zeigt die Phasierung im U¨berblick.
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#G97 1. Pilotprojekt: Lineare Algebra mit DERIVE 4.05 unter DOS – Entwicklung
von CAS-integrierten Selbstlerneinheiten auf Papierarbeitsbla¨ttern
#L98 1. Evaluation: Lineare Algebra mit DERIVE unter DOS –
Fortentwicklung und Erprobung der integrierten Selbstlerneinheiten
#G99 1. Revision: Lineare Algebra mit DERIVE 4.11 unter Windows
#G01 2. Evaluation und Revision des Designs mit Derive 5.06 - Entwicklung von
CAS-integrierten Selbstlerneinheiten in Gestalt elektronischer Arbeitsbla¨tter
#G02 2. Pilotprojekt: Lineare Algebra mit MuPAD Light 2.0 unter Windows –
Entwicklung von hyperTeX-verlinkten LaTeX-basierten und MuPAD-integrier-
ten Selbstlerneinheiten als elektronisches Buch
#G05 2. Revision: Umstellung der CAS-integrierten Selbstlerneinheiten auf indivi-
dualisierbare MuPAD-Worksheets; Kommunikation der Schu¨ler untereinander
und mit der Lehrkraft via lo-net.de
#G06 3. Evaluation und Revision: U¨berarbeitung der Selbstlerneinheiten sowie Um-
stellung des außerunterrichtlichen Kontaktes auf direkte Email-Kommuni-
kation
#L06 3’. Evaluation und Revision: Anreicherung durch Problemstellungen fu¨r den
LK; Umstellung auf Email-Kommunikation
#L07 4. Evaluation und Revision: parallele CAS–additive Flankierung eines Lehr-
buchs zur Vorbereitung auf das Zentralabitur
Tabelle 5.1: Zur Entwicklung der CAS-integrierten Unterrichts-
einheiten zur Linearen Algebra in aufsteigenden Designzyklen ’#’
von Papierarbeitsbla¨ttern zu elektronischen Arbeitsbla¨ttern mit
flankierender Emailkommunikation von 1997 bis 2007 in Grund(G)-
und Leistungskursen(L).
Im Folgenden beschreibe ich die Projekte etwas detaillierter.
Das Pilotprojekt G97–G01
Zur Realisation einer matrizenorientierten und CAS-integrierten schulischen linearen Alge-
bra wurden lineare Abbildungen vor dem Gauß-Algorithmus behandelt, um diesen geome-
trisch interpretieren zu ko¨nnen. Folglich ru¨ckte auch die Untersuchung von Lagebeziehun-
gen geometrischer Objekte und Schnittproblemen nach hinten. Das Kapitel u¨ber Deter-
minanten wurde dabei nur im Leistungskurs L98 behandelt und § 6 u¨ber Computergrafik
wurde aus Zeitgru¨nden nicht realisiert.
Die Kursplanung G97 bis G01 sah daher folgende Sinnabschnitte vor:
1 Matrizen
1.1 Erscheinungsformen und Darstellungen 1.2 Zugriffe; Typ; einfache Operationen
1.3 Matrizenmultiplikation
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2 Lineare Transformationen1
2.1 Koordinatensysteme; Basen und die inverse Matrix 2.2 Transformationen in der
Ebene; Determinanten 2.3 Verketten von Transformationen; Homogenisisierung per
Lift und Drop 2.4 3D-Grafik und Projektionen 2.5 Lineare und affine Abbildungen
(§ 2 sollte erga¨nzt werden um Aufgaben aus der Fraktalen Geometrie.)
3 Determinanten2
3.1 Cramer-Regel; Cofaktorentwicklung; Adjungierte 3.2 Dach-Produkt als vektorielle
Produktform der Determinante 3.3 Vektorielle Produktbildungen - das Kreuz- und
das Spatprodukt 3.4 Orientierung und Volumen
4 Lineare Gleichungssysteme3
4.1 Elementarmatrizen 4.2 Gauß-Algorithmus: matrizengeometrisch 4.3 Lo¨sungsmen-
gen von LGS 4.4 Pseudoinverse4 zur Lo¨sung allgemeiner LGS 4.5 Darstellungen und
Schnittgebilde von Geraden und Ebenen
5 Ausgleichsrechnung5
5.1 Euklidische Geometrie: Skalarprodukt, La¨nge und Winkel 5.2 Lo¨sung von Ab-
standsproblemen mit Pseudoinversen 5.3 Ausgleichsrechnung mit Pseudoinversen
6∗ Computergrafik
6.1 Parallel- und Zentralprojektionen 6.2 Clipping- und Hidden-Line-Verfahren 6.3
Darstellung ra¨umlicher Ko¨rper in der Computergrafik
Als unterrichtliche Orchestrierung in der Pilotphase dienten Schu¨lerarbeitsbla¨tter als Selbst-
lernmaterial im direkten Unterrichtseinsatz. Jedes Arbeitsblatt enthielt die Darstellung
einer mathematischen Konzeption mit einer integrierten CAS-Erkundung, die durch aus-
gewa¨hlte Stundenu¨bungen bzw. Hausaufgaben erga¨nzt wurde. Knappe Lo¨sungsvorschla¨ge
konnten i. d. R. dem folgenden Arbeitsblatt in der na¨chsten Sitzung entnommen werden.
Jede Sequenz (z. B. § 3.1) wurde abgeschlossen durch eine Sammlung von ca. einem Dut-
zend vermischter U¨bungen zur freien Bearbeitung.
Diese Arbeitsbla¨tter waren erga¨nzbar durch schu¨lereigene designgleiche Ausarbeitungen
(
”
Lerntagebuch“) mittels einer zugeho¨rigen WORD97-Dokumentvorlage. Das Bu¨ndel der
bearbeiteten Arbeitsbla¨tter sollte zusammen mit den CAS-Skripten und DEMO-Files ein
vom Schu¨ler partiell selbst erstelltes
”
interaktives Lernbuch“ ergeben. Geplant war eine
Anreicherung des Aufgabenpools durch sta¨rker anwendungsorientiertes Aufgabenmaterial
in der zweiten Projekterprobungsphase. Abbildung 5.1 zeigt zwei Beispiele von Arbeits-
bla¨ttern.
1Eine nach dem CAS MuPAD portierte Version dieses Kapitels wurde vero¨ffentlicht in [155].
2Eine im CAS DERIVE geschriebene Version von Teilen dieses Kapitels wurde vero¨ffentlicht in [151]
und findet sich auf der dort beiliegenden CD.
3Eine nach dem CAS MuPAD portierte und geku¨rzte Version wurde vero¨ffentlicht in [154].
4Eine fru¨he Darstellung der Erprobung mit DERIVE findet sich in [150].
5Eine nach dem CAS MuPAD portierte Version dieses Kapitels wurde vero¨ffentlicht in [153].
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Abbildung 5.1: Beispielseiten aus den Arbeitsbla¨ttern mit integriertem CAS
Derive 4.05; links ein Arbeitsblatt, rechts ein Auszug aus den Vermischten
Aufgaben.
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Die Erprobung im Grundkurs verlief unter den Randbedingungen des
”
BLK-Modellversuchs
Erprobung von Computer-Algebra-Systemen in der gymnasialen Oberstufe“, der vom LSW6
in einem dreija¨hrigen Erprobungszeitraum7 durchgefu¨hrt wurde. Der Einsatz des Compu-
ters mit Derive 4.05 fu¨r DOS (bedingt durch die veraltete Hardwareausstattung der Schule
mit MS-DOS-Rechnern) war durchga¨ngig gegeben; die Schu¨ler verfu¨gten durch eine Schul-
lizenz auch zu Hause u¨ber das Programm. Die Klausuren in 13-1 und 13-2 wurden am PC
durchgefu¨hrt. Der PC-Raum war - bedingt durch Belegungen des parallelen Informatikun-
terrichts - in 13.1 nur an einer Stunde pro Woche zuga¨nglich. Auf Grund der unterrichtli-
chen Erfahrungen wurde das Skript einer unterrichtsbegleitenden Revision unterzogen und
fu¨r den Einsatz fu¨r den GK01 partiell umgearbeitet, optimiert und gestrafft.
Der Kurs orientierte sich inhaltlich an den NRW-Richtlinien fu¨r Mathematik von 1999; so
wurde z. B. das Matrixkonzept durchga¨ngig benutzt und Modellierungs- und Anwendungs-
bezu¨ge einbezogen. Die zugeho¨rigen Sozialformen (z. B. Partnerarbeit am PC) fu¨hrten im
Verbund mit der integrierten CAS-Instrumentalisation jedoch im Vergleich zu traditionel-
lem Unterricht zu zeitaufwa¨ndigeren Unterrichtsphasen.
Als Evaluation dienten u.a. Eigenproduktionen der Schu¨ler in und außerhalb der Klausu-
ren. Die Abituraufgaben wurden aus Kapazita¨tsgru¨nden ohne CAS bearbeitet; es zeigten
sich keine auffa¨lligen Unterschiede im Bearbeitungserfolg im Vergleich zu den ’CAS-freien’
Jahren davor.
Exemplarisch seien hier ein Auszug aus einer Klausurbearbeitung in K13.1 und eine ei-
genproduzierte Toolbox eines Schu¨lers gezeigt. Von Abbildung 5.1 war in der Klausur die
(noch unbekannte) Aufgabe 12 (als Klausur-Aufgabe 5) zu bearbeiten.
Die Bearbeitung, vgl. Abbildung 5.2, zeigt exemplarisch sowohl die erfolgreiche Instrumen-
tation des Schu¨lers als auch die Problematik der Benutzung von Derive 48 auf.
In Zeile #66 wird die Gu¨ltigkeit der Gleichung durch den Vergleich der Differenz zu 0
getestet, ein geschicktes Beweismittel. Das Ergebnis 0 wird von Derive auf die Anfra-
ge
”
DET(A.B)-DET(A).DET(B)=“ automatisch erga¨nzt. Das ist fu¨r den Leser des Outputs
zuna¨chst nicht ohne weiteres erkennbar. Zeile #68 und #71 lassen erkennen, dass dem
Schu¨ler der Unterschied der Nullobjekte (Matrix vs. Zahl) sehr wohl bewusst ist.
Der gezeigte Bildschirmausdruck zeigt aber auch software–technische Schwa¨chen des CAS
Derive, die auf Seiten des Lehrers sowie des Schu¨lers die kognitive Ladung im Sinne der
Belastung des Kurzzeitgeda¨chtnisses unerwu¨nscht erho¨hen:
 Zeile #60 zeigt, dass der Schu¨ler die Zeichnung nicht speichern konnte, sondern dem
Lehrer zum kontrollierenden Nachvollzug (per Imperativ
”
Zeichnen“) u¨berla¨sst: De-
rive4 gestattet kein Speichern der Anweisungsfolge zur Erzeugung der Grafik bzw.
6Landesinstitut fu¨r Schule und Weiterbildung, Soest
7Auszu¨ge meiner Erprobung wurden vom Ministerium fu¨r Schule und Weiterbildung des Landes NRW
in der Schrift Mathematikunterricht mit Computeralgebrasystemen (CAS) vero¨ffentlicht, vgl. [151].
8Die Klasse hatte sogar nur die DOS-basierte Version 4.05 zur Verfu¨gung, deren noch rudimenta¨rere
Benutzeroberfla¨che hier schlechter lesbar wa¨re.
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Abbildung 5.2: Auszug aus einer Klausuraufgabenbearbeitung mit dem CAS
Derive4 mit vom Schu¨ler gelo¨schten Outputs.
der Zeichnung im Sheet (nur als externe Grafik), sondern verlangt das jeweils er-
neute interaktive und ressourcenraubende Rekonstruieren der Zeichnungen u¨ber eine
Menu¨auswahl- und Einstellungsabfolge.
 Der Eingabe-Editor (u¨ber dem [OK]-Button) besteht aus einer einzigen Zeile be-
grenzter La¨nge, die komplexe la¨ngere Terme wie die markierte Eingabe #71 nicht voll
erfasst. Das notwendige Vor- und Ru¨ckwa¨rtsscrollen im Einzeileneditor erwies sich
insbesondere bei der Fehlersuche in Stresssituationen (z. B. Klausuren) als hochgra-
dig fehleranfa¨llig.
 Das Originalsheet des Schu¨lers enthielt 101 Zeilen. Diese waren durch Kommentar-
zeilen wie #61 oder #65 nachtra¨glich mustergu¨ltig gegliedert. Lo¨st man aber zur
Kontrollrechnung z. B. die Zeile #66 durch Simplify aus, so wird der Output nicht
etwa direkt nach dem Input eingefu¨gt, sondern als Zeile #102 neu ans Ende der
Befehlsfolge angeha¨ngt. In der Folge verliert man durch die Zersplitterung des Zu-
sammenhangs von Befehl und zugeho¨rigem Output die Orientierung u¨ber die logische
Abfolge - erneut eine sinnlose kognitive Belastung, die von der eigentlichen Aufgabe
ablenkt und distraktive Aktivita¨ten wie Umnummerierungen etc. notwendig macht.
Auf Lehrerseite wird die Fehlersuche im Schu¨lerskript dadurch teilweise unmo¨glich
gemacht.
Die eigenproduzierte Routinensammlung des Schu¨lers in Abbildung 5.3 zeigt die klare
Durchdringung des Themas ’Untersuchung der Lagebeziehungen geometrischer Objek-
te mit Hilfe der vektoriellen Produktbildungen’. Es werden eigene Bezeichner erfunden
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wie PWERT bzw. PWERT2, die sich interpretativ als gesuchte ’ParameterWERTe’ des
Schnitts einer Geraden und einer Ebene in #8 bzw. als Schnittgerade zweier Ebenen #11
rekonstruieren lassen. Der Identifier t in den Zeilen #9 - #11 bezeichnet hier offenbar den
ersten Basisvektor der ersten Ebene und nicht einen Parameter, diese Rolle spielt die freie
Variable r in #10. Man beachte die versta¨ndnisvolle logische Abfolge in der markierten
Funktion Lage_EE (Lage von Ebene zu Ebene), welche die mo¨glichen Lagebeziehungen
durch eine Volumenuntersuchung vornimmt.
Abbildung 5.3: schu¨lereigene Prozedurensammlung mit Befehlen zur auto-
matisierten Berechnung von Lagebeziehungen und Schnittberechnungen mit-
tels Spat- und Kreuzprodukten. Aus Gru¨nden der Lesbarkeit erfolgt hier der
Ausdruck des Utility-Files in Derive5.
G99–G01: Die erste Wiederholung der Erprobung G99/G01 zeigte trotz der Umru¨stung
des schulinternen PC-Pools auf das Betriebssystem Windows und auf das CAS Derive fu¨r
Windows (DfW4.11 bzw. DfW5.06) keinen entscheidenden Fortschritt in der Instrumen-
talisation des CAS Derive: Die oben beschriebenen Nachteile mit Auswirkungen auf die
kognitive Belastung der Lernenden (Einzeileneditor, fehlender plot(.)-Befehl, starre zeilen-
nummerierte Benutzeroberfla¨che) waren erneut beobachtbar.
Die Abiturklausur 2001, an der insgesamt 13 Lernende teilnahmen [darunter 10 Schu¨le-
rinnen und 3 Schu¨ler], wurde mit Derive 5.0 geschrieben. Die 5 besten Noten erzielten
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ausschließlich Ma¨dchen, die im Mittel mit 9 (von 15) Punkten mit den Jungen etwa gleich9
gut abschnitten.
Abbildung 5.4: Ergebnisse im Abitur 2001 mit CAS Derive.
Fu¨r die erste Erprobung wurden insgesamt 177 Seiten Lernmaterial in Form von Arbeits-
bla¨ttern erstellt; zieht man davon den fu¨r den LK gedachten § 3 u¨ber Determinanten ab,
so verbleiben 141 Seiten fu¨r den GK. Dies erwies sich fu¨r einen GK als zu umfangreich,
wobei ca. 40 % des Materials auf die Fo¨rderung der integrierten CAS-Instrumentation der
Schu¨ler(innen) entfiel. Insbesondere die notwendigen Beschreibungen zur Erzeugung von
Matrizen nebst der notwendigen Zugriffe auf Teilstrukturen sowie die Unterweisung zur Er-
zeugung der 2D/3D-Grafiken verursachte durch die notwendige Darstellung der Tastfolgen
in den verschachtelten Menu¨s einen erheblichen Aufwand.
Die Materialentwicklung nahm etwas u¨ber ein Jahr in Anspruch und beno¨tigte einen Zeit-
aufwand von mehr als 500 Arbeitsstunden auf Lehrerseite.
Es erwies sich daher als sinnvoll, die CAS-Instrumentation auf noch weniger Befehle zu
beschra¨nken bzw. ein anderes CAS in Betracht zu ziehen.
Das Pilotprojekt G02
Die obigen Gru¨nde hatten die Suche nach einem alternativen CAS provoziert. Im Sep-
tember 2000 besuchte ich im Rahmen einer CAS-Tagung in Mu¨nster einen MuPAD 2.0β
Workshop. Ein Teilnehmer des Kurses war Herbert Moeller, der mich im Gespra¨ch auf
seine Routinen-Sammlung10 allial.mu zur algorithmischen Linearen Algebra sowie auf
seine Untersuchungen u¨ber Pseudoinverse11 aufmerksam machte.
9Ein im Mittel etwas besseres Ergebnis der Ma¨dchen wurde lediglich durch den Umstand verhindert,
dass eine schwangere Kursteilnehmerin im (CAS-)Unterricht fast u¨berhaupt nicht anwesend war und in
der Folge die Abiturklausur sehr schlecht abschloss.
10vgl. [162]; diese Prozeduren waren zuna¨chst nur fu¨r die Version 1.4.1 von MuPAD geschrieben.
11vgl. [162, S. 154 und S. 325]
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Wechsel zum CAS MuPAD. Die im Workshop vorgestellten Funktionalita¨ten von Mu-
PAD versprachen die Lo¨sung des Instrumentalisationsproblems12:
⊕ Die gesamte sichtbare Benutzeroberfla¨che ist als Eingabeeditor fu¨r Texte, Befehle
und externe Objekte (wie z. B. Tabellen, Grafiken, Formeln etc.) ausgelegt, jede
Bildschirmposition kann mit dem Cursor frei angesteuert und am Platz bearbeitet
werden.
⊕ Grafiken werden u¨ber einen ma¨chtigen plot(.)-Befehl mit zahlreichen Optionen re-
konstruierbar erzeugt.
⊕ Outputs werden unmittelbar nach der jeweiligen Eingabe in einer besonderen Farbe
erkennbar eingefu¨gt; auch bei einer Befehlsneuausfu¨hrung verbleiben beide an ihrer
jeweiligen Position.
⊕ Es gibt eine umfassende hypertext-verlinkte und in Buchdruckqualita¨t verfasste La-
TeX–Online–Hilfe, die zu jedem Befehl einkopierbare (und damit direkt fehlerfrei
ausfu¨hrbare) Beispiele bietet.
⊕ Es gibt13 eine kostenfreie, mathematisch funktionsgleiche (lediglich in der Nutzer-
Oberfla¨che eingeschra¨nkte) Version MuPADLight fu¨r den schulischen und akademi-
schen Bereich.
⊕ MuPAD ist syntaxorientiert an Maple, viele Befehle sind in beiden CAS gleich; damit
sind Umlernprozesse bei dem U¨bergang von der Schule zur Universita¨t bzw. Fach-
hochschule minimiert.
Da MuPAD erst seit 198914 entwickelt wird, ist dieses CAS, verglichen mit Derive (ab ca.
1988), Maple (ab ca. 1983) und Mathematica (ab ca. 1988), das ju¨ngste System und kann
”
die Sta¨rken verschiedener Vorla¨ufer mit modernen, eigenen Konzepten“15 verbinden.
Zudem zeigten diverse Tests16 und Benchmarks17, dass MuPAD im Vergleich zu seinen
Konkurrenten (insbesondere auf Schulniveau) mathematisch i. w. funktionsa¨quivalent ist.
Diese Gru¨nde fu¨hrten zur Einfu¨hrung von MuPADLight2.0 im Unterricht und zur Idee des
Umschreibens der CAS-Lernumgebungen in LaTeX(DVI)-Buchform nach dem Muster des
hervorragenden Online-Tutorials von MuPAD.
12MuPAD hatte in der Version 4.0 (2006) ein fu¨r die Betriebssysteme Windows, Linux, Mac und
Mac/Intel funktionsgleiches Worksheetkonzept, wa¨hrend Derive nur fu¨r Windows erha¨ltlich ist. Dies hat
im Nachhinein die getroffene Entscheidung zusa¨tzlich gerechtfertigt, da schulische Nutzer auf unterschied-
lichen ha¨uslichen Plattformen arbeiten.
13Diese Version ist nur bis Version 2.5.3 erha¨ltlich gewesen.
14Das erste offizielle Release 1.0 erschien 1992, vgl. [105, S. 2].
15vgl. [37, S. 4]
16vgl. z. B. B. Simon in [208, S. 1 ff]
17vgl. z. B. den bekannten Test von M. Wester [208, S. 25–60]
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HyTeX-Lernumgebung zur Linearen Algebra. Da die MuPADLight-Oberfla¨che ei-
ne umgangssprachliche Kommentierung nur u¨ber den mehrzeiligen Programmkommentar
/*...*/ oder als Einzeilenkommentar18 //... gestattet, entstand die Designidee, die bishe-
rigen Lernumgebungen von Papierarbeitsbla¨ttern auf ein papierloses Online-Buch nach dem
Muster der MuPAD-Hilfe zu gestalten. Die MuPAD-Forschungsgruppe stellte zur Portierung
des Lernmaterials freundlicherweise ihre MuPAD-Help-Stylefiles zur Verfu¨gung. Dennoch
nahm der Portierungsprozess19 nochmals fast ein komplettes Schuljahr in Anspruch. Dabei
wurde u. a. auch die urspru¨ngliche Einfu¨hrung in die Matrizenrechnung durch die mehr
anwendungsorientierte DiGraph-Umgebung20 mit Themen aus der diskreten Mathematik
ersetzt. Als Vorteile dieser HyTeX-Lernumgebung
”
Lineare Algebra“ sah ich u. a.
• die ressourcenschonende papierlose Verteilung des Lernmaterials auf Diskette;
• die Einsparung der Kopierzeit bei der Lehrperson und der Verteilungszeit im Unter-
richt;
• die Flexibilisierung der Lernprozesse auf Schu¨lerseite, da das Material kapitelweise zur
Verfu¨gung gestellt und als (Mehr-)Stundenauftrag bzw. als integrierte Hausaufgabe
genutzt werden konnte;
• die Mo¨glichkeit, a¨sthetisch ansprechendes Lernmaterial in Buchdruckqualita¨t zu pro-
duzieren;
• das automatische Einkopieren21 von vorbereiteten Codestrecken in das Eingabefens-
ter von MuPADLight (z. B. zur Erzeugung von Visualisierungen oder zur Vorgabe von
Hilfskonstrukten wie z. B. die Definition der Elementarmatrizen Em(.)) per Dop-
pelklick auf das gru¨ne Promptzeichen [>>];
• die Seitengro¨ße von ca. DIN A6 war auf den PC-Bildschirm so abgestimmt, dass
sto¨rendes Scrollen vermieden werden konnte. Der Aufgabentext blieb zudem wa¨hrend
der Bearbeitung durch die Lernperson fixiert auf dem Bildschirm stehen, was das Hin-
und Herschwenken des Betrachterauges zwischen Problemstellung und U¨berlegung im
Lo¨sungsprozess unterstu¨tzte.
Dennoch waren auch Nachteile sowohl a priori als auch a posteriori erkennbar:
– Die Materialerstellung war hochkomplex: Jede textliche A¨nderung (Fehlerkorrektur,
Zusatz etc.) verlangte einen erneuten LATEX-Kompilierungsvorgang, der nicht wie
z. B. in MS Word on the fly vor Ort vorgenommen werden konnte;
– die Schu¨ler konnten das Lehrmaterial nicht vera¨ndern, eine parallele Textverarbei-
tung zur Dokumentation der Eigenproduktionen wurde notwendig;
18das entspricht grob dem annotate-Befehl von Derive
19obwohl ich u¨ber erhebliche Kenntnisse im Umgang mit (La)TEX verfu¨gte
20vgl. den Bericht in [152]
21dadurch waren insbesondere Abschreibfehler ausgeschlossen
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– die DVI-Files konnten von den Schu¨lern nicht ausgedruckt werden (auch von mir
nicht; dazu war die Produktion einer speziellen Druck-Version notwendig). Gedruck-
tes Material zum Nachlesen wurde von den Schu¨lern aber als wichtig angesehen: Dies
war nur u¨ber Screenshots etwas umsta¨ndlich mo¨glich;
– Versionsa¨nderungen des Herstellers, die sich auf die Befehlssyntax auswirkten (z. B.
wurde von Version 2.0 auf Version 2.5 die gesamte Grafiklibrary neu geschrieben)
verursachten aufwa¨ndige A¨nderungen in der gesamten Folge der Lernumgebungen.
Abbildung 5.5 zeigt zur Verdeutlichung zwei Beispielseiten aus dem Skript:
Abbildung 5.5: Zwei aufeinander folgende Seiten aus dem Kapitel u¨ber
’Unterbestimmte Gleichungssysteme’ des HyTeX-Skriptes ’MuPAD-Labor zur
Linearen Algebra’.
 Orchestrierung. Fu¨r den Zeitraum der Erprobung wurde ein eigener, direkt neben
dem Informatikraum abseitig gelegener Klassenraum exklusiv fu¨r den Kurs reserviert. In
der ru¨ckwa¨rtigen Ecke des Raumes wurde ein PC-Pool von 8 unvernetzten 486-PC22 einge-
richtet, der wa¨hrend der Selbstarbeitsphasen zusa¨tzlich zum PC-Raum mit 16 PC zur
Verfu¨gung stand. Die Kursteilnehmer konnten sich wa¨hrend der Arbeitszeit wahlweise
zwischen beiden Ra¨umen bewegen. Zweck war, eine dem Berufsleben nachempfundene
Arbeitsatmospha¨re zu schaffen. Durch die reservierte Raumnutzung lief die Anlage i.W.
bescha¨digungs- und sto¨rungsfrei, auch bei Netzausfa¨llen in PC-Raum konnte wenigstens
auf den 8er-Block zuru¨ckgegriffen und die CAS-Nutzung durchga¨ngig sichergestellt werden.
22Diese waren als ausrangierte PC von der Wermelskirchener Industrie gespendet worden.
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Der Kursraum verfu¨gte zudem u¨ber zwei Wandtafen fu¨r Pra¨sentations- oder Klassendis-
kussionsphasen und genu¨gend Arbeitstische fu¨r CAS-freie Arbeit (ohne sto¨rende Lu¨fter-
gera¨usche!) an den mathematischen Problemstellungen.
Die Klausuren wurden ebenfalls in diesem Raum geschrieben, vgl. Abbildung 5.6 links, die
vier Personen bei der PC-Nutzung zeigt. Jeder Teilnehmer bekam ein
”
CAS-Zeitkonto“,
das bei 24 Lernpersonen und einer zweistu¨ndigen Klausur einer CAS-Nutzungszeit von ca.
20 min pro Person entsprach. Das Konto wurde von der Klausuraufsicht zusa¨tzlich zur
Aufzeichnung der Toilettenzeiten verwaltet. Jeder Nutzer setzte sich bei Bedarf einfach an
einen freien PC. Diese Regelung fu¨hrte zu einer effektiven und wohlu¨berlegten Nutzung des
CAS wa¨hrend der Klausuren,
”
Stauungen “ vor dem PC-Pool wurden nicht beobachtet.
Abbildung 5.6: PC-Nutzung wa¨hrend einer Klausur (links) und in einer
Selbstta¨tigkeitsphase im nebenliegenden Informatik-Raum.
 Instrumentation. Als Beispiel sei eine selbstta¨tige Lernphase aus K13.1 zum Thema
Abstandsprobleme nach Einfu¨hrung des Skalarproduktes skizziert. Neben Zeitplanungs-
empfehlungen erhielten die Kursteilnehmer folgenden Auftrag in Form einer Projektaufga-
be:
Ziel : Du sollst dir den Lernstoff zum Thema ’Abstandsprobleme’ selbststa¨ndig und eigenverant-
wortlich in Kooperation mit einem/r Partner/in und dem MuPAD als Werkzeug erarbeiten.
Dazu sollst du die Beispiele und Aufgaben des Literaturauszugs nach der Handrechnung zusa¨tz-
lich mit MuPAD nachrechnen bzw. nachzeichnen und mit deinem/einem Partner(in) aus dem
Kurs besprechen. Dabei sollten im Unterschied zur Vorlage, die auf eine ha¨ndische Rechnung des
Lernenden abzielt, moderne matrizenorientierte Lo¨sungsmethoden Verwendung finden. Hausauf-
gaben stellst du dir wa¨hrend dieser 12 U-Stunden selbst.
Materialien:
– Online-Lernmaterial: Hypertext-Skript ’Interaktive Lineare Algebra’, 4.32 ff;
– zugeho¨rige Beispiele aus dem Lehrbuch ’Analytische Geometrie’ selbst aufsuchen und studieren;
– U¨bungsaufgaben, z. B. aus den Ru¨ckblicksaufgaben des Lehrbuchs (mit Kontrolllo¨sungen im
Anhang), selbststa¨ndig auswa¨hlen
Erwartungen:
– schriftliche Zeitplanungsu¨bersicht (ToDo-Liste oder Agenda der geplanten Arbeit: ’Was will ich
wann mit wem arbeiten?’);
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– schriftliche Dokumentation der konkreten Lernarbeit in einer U¨bersicht (Stunde ./. Aktivita¨ten);
– Abgabe einer individuellen ’Lernmappe’ mit Unterlagen und zugeho¨rigen Ausarbeitungen.
Die Beispiele bzw. Aufgaben sollten durch umgangssprachlichen erkla¨renden Begleittext kommen-
tiert sein; reine MuPAD-Rechnungsausdrucke ohne Kommentierung reichen also nicht. Es sollte
immer klar werden, warum was wie und womit gemacht wird. Man vergleiche dazu die ausgege-
benen Handreichungen zu den Anforderungen im Abitur. Auch reflektierende Beschreibungen von
Lernschwierigkeiten sind eine Leistung.
Abgabe: Diskette mit den MuPAD-Worksheets, DOC-Files etc.
Nach Abgabe der Lernmappe erfolgte im Plenum eine Diskussion offener Fragen und ein
zusammenfassender Ru¨ckblick mit gemeinsamen Tafelu¨bungen ohne CAS. Danach erfolgte
eine schriftlichen Lernkontrolle zum Abschluss der Lernphase.
Abbildung 5.7 zeigt eine wa¨hrend dieser Selbstarbeitsphase entstandene Eigenproduktion
eines Schu¨lerinnenpaares.
Abbildung 5.7: Eigenproduktion eines Schu¨lerinnenpaares zum Thema Ab-
standsprobleme.
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Kommentar: Die Schu¨lerinnen verfassen ihre Produktion mit der windowsinternen Text-
verarbeitung Wordpad; sie zitieren kursiv abgesetzt den Aufgabentext23, um die Aufgabe
vom Lehrbuch unabha¨ngig lesbar zu halten. Statt der Vektorklammern im Text stapeln
sie die Koordinaten senkrecht. Anstelle der Notation
”
g : ~x = ...“ aus dem Lehrbuch
notieren sie missversta¨ndlich
”
g(x) = ...“ statt konsequenterweise24
”
g(t) = ...“. Da diese
Gleichung aber nicht an MuPAD u¨bergeben wurde, fa¨llt der Syntaxverstoß nicht weiter auf.
Die MuPAD-Grafik wurde offenbar aus dem Grafikfenster von MuPAD per Copy&Paste ein-
kopiert. Die Konstruktion der Grafik selbst ist nicht rekonstruierbar, da der Quellcode von
den Schu¨lerinnen nicht mit einkopiert wurde – ein Nachteil von MuPADLight. Es la¨sst sich
aber rekonstruieren, dass offenbar die plot–Option Scaling=Constrained vergessen wur-
de, da die Gerade die Ebene scheinbar nicht senkrecht schneidet. Die Lo¨sungsdarstellung
mischt Planungen, Handrechnungen und CAS-ausgelagerte Rechnungen. Die Berechnung
von t wird dabei unno¨tigerweise und eher spielerisch an MuPAD u¨bergeben. Die Lo¨sung
wird weiter verku¨rzt in der Form h = ... formuliert. Die Schu¨lerinnen erwa¨hnen nicht,
dass sie zugleich die fehlerhafte Lo¨sung im Lehrbuch korrigieren (dort war nur eine Ge-
rade als Lo¨sung angegeben). Im Unterrichtsgespra¨ch wurde spa¨ter verdeutlicht, dass es
sogar unendlich viele Geraden gibt, die der Aufgabenstellung genu¨gen. Insgesamt deutet
die Ausarbeitung den Erwerb von nutzbringenden Pra¨sentationstechniken an.
 Evaluation. Wir erga¨nzen obige Eigenproduktion durch die Bearbeitung der zu-
geho¨rigen Abituraufgabe derselben Schu¨lerin, welche die gelungene Instrumentation am
Ende der Schulzeit dokumentiert. Abbildung 5.8 zeigt den letzten Teil d der zweiten Abi-
turaufgabe.
Abbildung 5.8: Aufgabenstellung des letzten Teils der 2. Abituraufgabe aus
2002.
Das zugeho¨rige CAS-Sheet zeigt die u¨beraus knappe und auf das sinnvollste beschra¨nkte
Nutzung des Systems, welche die klare gedankliche Lo¨sungsplanung zielsa¨tzig in lediglich
5 zweckma¨ßigen Anfragen widerspiegelt, vgl. Abbildung 5.9 links.
Die erste Anfrage erlaubt unmittelbar die Parameterdarstellung der ersten Ebene Eb1 ab-
zulesen, die zweite Eingabe berechnet den Schnitt beider Ebenen u¨ber ein unterbestimmtes
23siehe Aufgabe 5a in [11, S. 193]
24so formuliert z. B. Farin [100, S. 37]
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Abbildung 5.9: Bearbeitung des letzten Teils der 2. Abituraufgabe im Heft
von Schu¨lerin G0203. Links: Auszug aus dem MuPAD-Worksheet. Rechts: zu-
geho¨rige Niederschrift auf dem Papierbogen.
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lineares Gleichungssystem, die dritte Anfrage ist eine Variante der Zweiten und gibt zur
Probe die Lo¨sungsmenge unmittelbar als Geraden-Gleichung an. Die letzten beiden Sys-
temanfragen dienen der Abstandsberechnung: Die vierte Anfrage berechnet schlagartig den
Durchstoßpunkt (Lotfußpunkt) von g mit einer gedachten Hilfebene senkrecht zum Rich-
tungsvektor von g (wobei diese durch die vergessene rechte Seite fa¨lschlicherweise durch
den Nullpunkt25 geht) und die letzte Anfrage berechnet dessen Entfernung zum gegebenen
Punkt P. Die Schu¨lerin verzichtet im Sheet bemerkenswert auf jegliche hilfreichen Konota-
tionen wie P, g, Eb126 fu¨r auftretende Objekte wie Punkte, Geraden oder Ebenen wie z. B.
P:=matrix([1,2,1]), sondern formuliert die Anfragen direkt – was eine klare gedankliche
Durchdringung erkennen la¨ßt. Die Nutzung des CAS ist optimal und demonstriert eine
u¨beraus gelungene Instrumentation.
Die offenbar parallel zur CAS-Nutzung gefu¨hrte Heftmitschrift der Schu¨lerin zeigt Abbil-
dung 5.9, rechts. Man sieht, wie die Schu¨lerin zwischen MuPAD-Anfragen und knappen
kommentierenden Hefteintragungen wechselt: Der erste und dritte MuPAD-Output wird
richtig zu je einer Parameterdarstellung von E bzw. g decodiert. Sinnvollerweise lo¨st die
Schu¨lerin G0203 den dritten Aufgabenteil ohne CAS, weil eine analytische Lo¨sung der
Hilfsebene E (⊥ g) ohne CAS Nutzung schnell erzielt werden kann. Die CAS-Lo¨sung der
Gleichung geht wegen der fehlenden rechten Seite zwar fehl, ist aber prinzipell richtig, s. o.
Im U¨brigen fiel den Klausurteilnehmern die Lo¨sung des Aufgabenteils 2c schwer: nur 2
von 17 Schu¨lerInnen lo¨sten diese Aufgabe, darunter obige Schu¨lerin G0203, vgl. Abbildung
5.10.
Abbildung 5.10: Aufgabenstellung des ersten Teils der 2. Abituraufgabe aus
2002.
Hier ist ihre Argumentation, vgl. Abbildung 5.11. Sie u¨bertra¨gt eine diagrammatische Mo-
dellierung der Situation in eine Matrixgleichung, die durch kommentierende Notationen im
Heft mit Sinn aufgeladen wird. Die zugeho¨rige Rechnung wird aber in eine CAS-Anfrage
25Das CAS interpretiert die fehlende rechte Seite als default-Wert 0; der Schu¨lerin fa¨llt der Irrtum daher
nicht auf! Dies ko¨nnte man als einen didaktischen Nachteil von internen CAS-Voreinstellungen ansehen.
26die zwar einen formalen Overhead erzeugen wu¨rden, aber in der Redundanzerho¨hung zum Versta¨ndnis
hilfreich sein ko¨nnten. Die Schu¨lerin bedarf dessen offenbar nicht.
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ausgelagert, vgl. Abbildung 5.11, Prompt 1. Die zweite Frage wird durch das CAS beant-
wortet. Die dritte Frage wird erst mathematisch in der Niederschrift gekla¨rt, ehe der so
gewonnene Ansatz im CAS gelo¨st wird. Auch hier wird der sinnvolle Einsatz des Instru-
ments erkennbar.
Abbildung 5.11: Bearbeitung der ersten Teile der 2. Abituraufgabe im CAS-
Worksheet von Schu¨lerin G0203.
Die Klausur wurde von 17 Teilnehmern geschrieben, darunter 13 Ma¨dchen und 4 Jungen.
Der Leistungsdurchschnitt lag bei 7,9 Punkten von max. 15 mo¨glichen. Die drei besten
Leistungen wurden von Ma¨dchen erbracht, siehe Abbildung 5.13. Erneut wa¨hlen ein CAS-
begleitetes Abitur etwa dreimal soviel Ma¨dchen wie Jungen an.
Anmerkungen.
1. Eine genauere Analyse und Evaluation einer Abiturklausur wird bei den Kursen L06
und L07 bzw. L08 vorgenommen, da hier ein direkter Vergleich mit einem Parallelkurs
ohne CAS-Nutzung bzw. mit zentraler Abiturstellung mo¨glich war.
2. Gegen Ende der Erprobung G02 wurde das CAS MuPAD Pro 2.0 angeschafft. Dadurch
konnte wa¨hrend der Abiturklausur das gleiche CAS mit einer professionellen Benutzer-
oberfla¨che genutzt werden. Der U¨bergang von MuPADLight zu MuPADPro erwies sich als
problemlos.
Zur Revision G05, G06 und L06
Alle drei Kurse fanden in erneuerten PC-Ra¨umen statt: Ein PC-Raum trat durch einen
Anbau hinzu, beide PC-Ra¨ume verfu¨gten nunmehr u¨ber je 16 intern vernetzte PC mit
Internet-Zugang. Damit war eine kollisionsfreie Nutzung mindestens eines PC-Equipments
gesichert. Zusa¨tzlich wurde ein pa¨dagogisches Netz installiert, welches eine starke Kontrolle
u¨ber die Aktivita¨ten an den Schu¨lerarbeitspla¨tzen erlaubte. Hierdurch wurde es insbeson-
dere mo¨glich, Beobachtungen bzw. Aufzeichnungen des Lo¨sungsverhaltens aller Schu¨ler
vom Lehrerrechner aus vorzunehmen.
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Abbildung 5.12: schriftliche Bearbeitung der ersten Teile der 2. Abiturauf-
gabe im Heft von Schu¨lerin G0203.
Abbildung 5.13: Ergebnis der CAS-Abiturklausur G02 als Boxplot bei N=17
mit M=4 und W=13.
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Das vorhandene CAS MuPAD wurde auf Version 3.0 bzw. 3.1 aktualisiert: damit wurden
nunmehr Animationen zentraler mathematischer Konzepte (z. B. des Skalarprodukts, s. u.)
mo¨glich. Diese konnten aber nur innerhalb eines Worksheets realisiert werden. Daher wurde
das HyTeX-Buch ’Interaktive Lineare Algebra’ aus der vorherigen Erprobung in alphabe-
tisch geordnete MuPAD-Worksheets LA-A.mnb bis LA-U.mnb zerlegt und u¨berarbeitet. Je 4
bis 5 Sheets (z. B. LA-A bis LA-E) bildeten eine thematische Einheit.
Die Einfu¨hrung in die Vektor- und Matrizenrechung anhand der DiGraph-Lernumgebung
aus der diskreten Mathematik bzw. via Stu¨cklistenproblemen wurde durch eine Einfu¨hrung
anhand von Markoff-Prozessen (’Bevo¨lkerungswachstum’) ersetzt. Dies ermo¨glichte einen
fru¨hen Fokus auf Lo¨sungsprozesse von linearen Gleichungssystemen in einem Kontext, der
Modellierungen mit Bezug auf ku¨nftige Aufgabenstellungen im (auch: kommenden zen-
tralen) Abitur erlaubte. Die DiGraph- bzw. Stu¨cklisten-Lernumgebung blieb als freiwillig
bearbeitbare Erkundung im Programm, wurde aber von den Lernenden wenig gewa¨hlt.
 Die LA–A..Z–Lernumgebungen zur Linearen Algebra. Die MuPADPro Benutzer-
oberfla¨che unterscheidet drei Regionen: eine Textregion (standardma¨ßig: schwarz) fu¨r um-
gangssprachliche Kommentierungen und externe Graphiken, eine Input-Region (rot) fu¨r
Anfragen an den Rechenkern sowie die jeweils zugeho¨rige Ausgabe-Region (blau).
Durch geschickte Nutzung der Textregion konnte das HyTeX-Lernmaterial aus der Erpro-
bungsphase G02 auf vom Lernenden frei editierbare MuPAD-Sheets portiert und daher
vorteilhafter eingesetzt werden, u. a.
• zur ressourcenschonenden Verteilung der Lerneinheiten per Internet bzw. per Schul-
netz durch die Lehrperson;
• zur Flexibilisierung und Kontinuita¨tssteigerung des Arbeitsprozesses auf Schu¨lerseite,
da die bearbeiteten Lerneinheiten aus dem PC-Raum per Email nach Hause geschickt
oder auf einem USB-Speicher mitgenommen werden konnten27;
• zum Einu¨ben (semi-)professioneller Arbeitsweisen (Email-Verkehr, Datenhaltung etc.)
der externen Berufswelt;
• zur Bereitstellung von Konzept-Visualisierungen oder von CAS-Hilfswerkzeugen (wie
versteckte oder offen gelegte Prozedur-Definitionen);
• zur stetigen Kontrolle der Hausaufgaben und zur Dokumentation des Arbeitsfort-
schritts, die der Lehrperson jederzeit per Email zugeschickt werden konnte.
Damit wurde allerdings u. a. die Verweildauer der Lernenden vor dem PC erho¨ht, da die
Aufgabenbearbeitung bzw. Lo¨sung direkt in das Sheet geschrieben wurde.
27Dies wurde gelegentlich bei umfangreichen Sheets mit Bildern, Animationen oder Grafiken no¨tig.
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 Orchestrierung. Fu¨r den Zeitraum der Erprobung G05 bzw. G06 und L06 wurde ein
Informatikraum fu¨r den Kurs reserviert. Der PC-Raum verfu¨gte u¨ber eine Whiteboard fu¨r
Pra¨sentations- oder Klassendiskussionsphasen. Fu¨r Pra¨sentationen von Schu¨ler-Lo¨sungen
zu den Lernumgebungen wurde zur Verteilung eines individuellen Schu¨lerbildschirms an
alle Kurs–Teilnehmer ein pa¨dagogisches Netz28 genutzt. Im Grundkurs wurde die Doppel-
stunde jeweils fu¨r selbststa¨ndige Arbeit29 am PC genutzt, die Einzelstunde i. d. R. fu¨r
mathematische Aktivita¨ten in kooperativen Lernformen30 ohne PC-Einsatz.
Die Klausuren wurden ebenfalls in diesem Raum geschrieben, jeder Teilnehmer verfu¨gte
dabei u¨ber einen eigenen31 PC.
 Evaluation. Die Abitur-Klausur G5(G6) wurde von 15(15) Teilnehmern geschrie-
ben, darunter 11(10) Ma¨dchen und 4(5) Jungen. Der Leistungsdurchschnitt lag bei jeweils
ca. 60% der erreichbaren Punktzahl, siehe Abbildung 5.14. Das CAS-begleitete Abitur
G05(G06) wa¨hlen etwa dreimal soviel Ma¨dchen wie Jungen.
Abbildung 5.14: Ergebnis der CAS-Abiturklausuren G05 und G06 als Box-
plot bei N=15 mit M=4 und W=11.
Der Leistungskurs L06 wurde parallel zu einem CAS-freien Leistungskurs eines Kollegen
gefu¨hrt. Im schriftlichen Abitur wurden in beiden Kursen 2 von 3 Aufgaben gleich gestellt:
Die Aufgaben des LKmitCAS wurden aber um je einen weiteren Aufgabenteil erga¨nzt, um
eventuelle Zeit-Vorteile bei Nutzung eines CAS auszugleichen.
Die Abbildung 5.15 zeigt von links nach rechts die Daten der CAS-Kurse allein, aufge-
schlu¨sselt nach Genderunterschieden sowie den Vergleich LKmitCAS vs LKohneCAS: Dabei
zeigt das mittlere Bild den Gesamtausfall und das rechte nur den Vergleich der gemeinsa-
men Aufgabe zur analytischen Geometrie. Im Ergebnis lassen sich mo¨glicherweise Vorteile
bei der CAS-Nutzung ablesen. Allerdings wurden weitere mo¨gliche Erfolgsvariablen (z. B.
der event. Einfluß von Lehrperson, Lehrkonzept, Lehrmaterial etc.) hier nicht untersucht.
28eingesetzt wurde das sog. MNS, das ’Modulare Netz fu¨r Schulen’
29i. d. R. als kooperative Paare an einem Rechner
30oft nach der ’(Listen-)Think-Pair-Share’-Methode, vgl. a¨hnlich auch B. Buchberger’s ’Lesen-
Schreiben-Sprechen’-Methode in der studentischen Ausbildung
31In K12 wurde dabei ab gewissen Kursgro¨ßen die Nutzung eines zweiten PC-Raumes mit einer Zusatz-
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Abbildung 5.15: Ergebnis der CAS-Abiturklausuren L06mitCAS vs
L06ohneCAS als Boxplot mit (N=14, M=11, W=3) vs (N=16, M=7, W=8).
 Spezielle Befunde. Die Sichtung der Eigenproduktionen in Stundenbearbeitungen,
Hausaufgaben und Klausuren ergab u. a. folgende globalen Befunde.
1. Die Forderung nach der Zusendung der bearbeiteten Hausaufgaben mit kommentierten
Lo¨sungen oder der Angabe von Lo¨sungshindernissen per Email sowie die Festlegung
von Deadlines offenbarte, dass Schu¨lerInnen die Hausaufgaben oftmals ’auf den letz-
ten Dru¨cker’ anfertigen. Die Lo¨sungen gingen u¨berwiegend sehr spa¨t (zum großen Teil
weit nach Mitternacht) ein. Die Verteilung la¨ngerfristig gestellter umfassenderer Ar-
beitsaufra¨ge sollte daher sehr kritisch gesehen werden.
2. Die Nutzung der Auslagerungsfunktionalita¨t des CAS fu¨hrt z. T. zu einem deutlich
gestiegenen Umfang der Kommentierung und zu einer erho¨hten Betrachtung des eigenen
mathematischen Tuns. Die in den Sheets erbetene umgangssprachliche Darlegung der
Lo¨sungsheuristiken findet ihren Niederschlag ungefragt auch in Leistungsu¨berpru¨fungen.
Schriftliche Ausfu¨hrungen in solchem Umfang ließen sich in einem CAS-freien Unterricht
nicht beobachten.
Dazu ein Beispiel aus der G05-Klausur des Schu¨lers32 G06-11, die 21 Seiten zusa¨tzlich
(sic!) zu seinem CAS-Sheet umfasst, siehe Abbildung 5.16.
3. Nachweisbar ist auch die versta¨rkte Beifu¨gung von nicht geforderten Skizzen, die zu
geometrischen Fragestellungen schu¨lerseitig angefertigt werden. Diese dienen – trotz
des erho¨hten Zeitaufwandes – offenbar zur quasi-empirischen Absicherung der Resultate.
Dabei wird das Selbstwertgefu¨hl gesta¨rkt, falls die Resultate stimmig sind, andernfalls
kann ein zielgenaues Bugfix angestoßen werden.
aufsicht oder die Bereitstellung einiger zusa¨tzlicher Laptops notwendig.
32Dieser Schu¨ler hatte auf meine Anregung eine 140-seitige Lo¨sungs-Broschu¨re zu dem im Unterricht
erprobten Lehrwerk [213] verfasst, in dem er alle Aufgaben der behandelten Kapitel mit MuPAD gelo¨st
hatte.
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Abbildung 5.16: Ausarbeitung des Schu¨lers G05-11 zur zweiten Abitur-
aufgabe, vgl. Bild oben. Die Auslagerung ans CAS wird von ihm durch ”=⇒
MuPad“ gekennzeichnet.
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Ein typisches Beispiel zeigt Abbildung 5.17. Der Schu¨ler L06-07 hat zudem selbststa¨ndig
die zusa¨tzliche CAS-Kompetenz erworben, in 3D-Skizzen die auftretenden Objekte zur
Kennzeichnung und Orientierung mit Namen zu versehen.
Abbildung 5.17: Aufgabenstellung im schriftlichen Abitur 2006 und zusa¨tz-
liche begleitende Visualisierung der Lo¨sung durch den Schu¨ler L06-07.
4. Nicht feststellbar war z. B. ein Verlust an Termumformungskompetenzen oder Darstel-
lungskompetenzen. Ich zeige dazu exemplarisch die Ausarbeitungen der beiden erfolg-
reichsten Schu¨lerinnen dieser beiden Kurse zum gleichen Aufgabenteil d, vgl. Abbildung
5.18.
Die Schu¨lerin L06-05 mit CAS notiert zwar die Definition der Geradengleichungen als
definierende Gleichheit g3=.. abweichend von der Lehrbuch-Notation g3: .. analog
zur CAS-Syntax g3:=.., notiert dafu¨r aber die Suche nach dem Schnitt korrekt funk-
tional als g3(t)=g4(s). Eine Skizze entsteht wohl im Kopf, diese wird spa¨ter im Sheet
realisiert. Die Schu¨lerin L06-05 ohne CAS beno¨tigt nach der Formulierung der Idee ca.
2/3 der schriftlichen Ausfu¨hrungen allein zur Darstellung der rechentechnischen Lo¨sung.
5. Trotz Vorgabe kompletter beispielhafter Codestrecken mit optimierten symbolischen
Notationen wie z. B. ◦() fu¨r
”
zu zeichnenden Punkt“, nutzen die Schu¨lerInnen lie-
ber die vorhandenen ausfu¨hrlicheren umgangssprachlichen Objekt-Notationen, wie z. B.
Point(). Offenbar wird ein zweiter Notations-Layer intuitiv abgelehnt, wenn er nicht
stark u¨berzeugt. Deshalb wurde auch die Nutzung von MuPAD-Paketen wie AgLa um-
gangen, die gewisse Berechnungen noch sta¨rker automatisieren ko¨nnen: z. B. ko¨nnte
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Abbildung 5.18: Auszug aus den Bearbeitungen von Aufgabe 2d im
Leistungskurs-Abitur 2006 (s.o.) durch die jeweils beste Schu¨lerin beider Kurse.
Links L06-16 ohne CAS und rechts L06-05 mit CAS. Lediglich die Berechung
des Schnitts der Geraden wird bei Nutzung von CAS ausgelagert.
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man mit Hilfe dieser Funktionsbibliothek die Schnittpunktsberechnung zweier Geraden
wie folgt abhandeln:
• g := Gerade(v(2,2,2), v(1,0,-3), r);
A := v(3,2,-1): B := v(4,3,-2):
h := Gerade(A, B-A, s)
g :: schnitt(h);
Dagegen ziehen wir die wiederholte explizite algebraische Objektkonstruktion vor, auch
um den Formelaufbau mit seiner geometrischen Semantik permanent zu assoziieren und
stabile Grundvorstellungen auszupra¨gen:
• g := ~[2,2,2] + r* ~[1,0,-3];
A := ~[3,2,-1]: B := ~[4,3,-2]:
h := A +s*(B-A);
solve(g=h);
Im Abitur wurde daher nur ein kleiner, extensiv unterrichtlich genutzter 4-zeiliger Be-
fehlssatz mit den 4 Bezeichnern ~, ◦, xx und Proj zur Verfu¨gung gestellt, der Abku¨rzun-
gen fu¨r die Bildung von Spaltenvektoren, des Skalarprodukts, des Kreuzprodukts sowie
der Orthogonalprojektion bereitstellte:
• vektor:=A->linalg::transpose(matrix([A])): operator("~",vektor,Prefix,1800):
skp:=linalg::scalarProduct assuming Type::Real:operator("◦", skp, Nary, 1799):
krp:=linalg::crossProduct: operator("xx", krp, Nary, 1799):
Proj := U -> U * linalg::pseudoInverse(U):
6. Auch gab es Schu¨ler, die fru¨he Grundvorstellungen wie z. B. die Darstellung von
”
Ebe-
nen als Ansammlung von Lo¨sungs-Punkten“ bis ins Abitur pra¨ferierten: Statt Ebenen
mittels Plane() als Parallelogrammfla¨chen darzustellen, wurden mittel PointList()
(auf der Ebene liegende) diskrete Gitterpunkte gezeichnet.
7. Gelegentlich wurde von den Schu¨lerInnen auch der Umstand bema¨ngelt, dass
”
die Sheets
zu rot seien“, d. h. zu viele CAS-Codestrecken enthielten. Wa¨hrend bei der Konstruk-
tion der Sheets von Lehrerseite intendiert war, z. B. Graphiken statt als fertiges Bild
(ohne Code zur Erzeugung desselben) nur u¨ber den erzeugenden Code anzugeben (der
das Bild auf Knopfdruck erzeugte und daher auch Speicherplatz sparte), wirkte dies
mo¨glicherweise partiell abschreckend – wenngleich ausdru¨cklich formuliert wurde, dass
diese Befehle nicht gelernt werden brauchten.
Diese Erfahrungen gingen in die Konzeption der Erprobung L08 ein.
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Zur Revision (mit Alternativkonzeption) L08
Die Erprobung L08 stand unter den Randbedingungen des zentralen Abiturs in NRW.
Aus den vorhergehenden Erprobungen der Unterrichtskonzeption eines CAS-intensiven
Mathematik-Kurses wurden daher einige Konsequenzen gezogen, die im Folgenden auf-
gefu¨hrt sind.
Die L08-Lernumgebung zur Linearen Algebra war u. a. durch folgende Adaptionen ge-
kennzeichnet:
• Nur noch ca. 1/5 der CAS-Lernumgebungen aus den vorhergehenden Erprobungen
wurde eingesetzt. Diese beschra¨nkten sich jetzt auf paradigmatische Problemstellun-
gen (oft: Modellierungsaufgaben) mit zugeho¨rigen prototypischen CAS-Codestrecken:
U. a. behandelt wurden GJ-Algorithmus, geometrische Grundobjekte und deren La-
gebeziehungen, Skalarprodukt, Projektionen. Die Verteilung der Sheets erfolgte wei-
terhin per Internet bzw. per Schulnetz.
• Die u¨brigen Aufgaben wurden aus wenigen Beispielen des Lehrbuchtextes, dem Auf-
gabenset der sog. Ru¨ckblickseiten (ca. je 8 Aufgaben) sowie einem Dutzend ausgewa¨hl-
ter
”
Vermischter Aufgaben“ mit kompetenzsteigernden Problemstellungen aus dem
eingefu¨hrten Lehrbuch (per Absprache mit den Schu¨lerInnen) zusammengestellt und
nicht mehr innerhalb von Worksheets angeboten.
• Mo¨glichst jeder Auftrag (Beispiel, Aufgabe, Problem) sollte in einer ersten Phase
ohne PC/CAS-Unterstu¨tzung und dann zusa¨tzlich in einer zweiten Phase erneut mit
Hilfe des CAS gelo¨st werden. Im Effekt wurde also jeder Auftrag zweimal bearbei-
tet, jedoch forderte diese implizite Wiederholung als CAS-Realisierung eine variierte,
vertiefende Bescha¨ftigung. Diese Entschleunigungseffekte im duplizierten Lernprozess
erforderten aus Zeitgru¨nden eine radikale Beschra¨nkung im Umfang des Aufgaben-
pools.
• Die CAS-Auftra¨ge wurden mo¨glichst knapp auf einer einzigen Bildschirmseite dar-
gestellt. Der Anteil an MuPAD-Codestrecken wurde auf das zur Bearbeitung der
prototypischen oder paradigmatischen Aufgaben Notwendigste beschra¨nkt. Die zu-
geho¨rige Instrumentalisation sollte zur Bearbeitung der nachfolgenden Aufgaben an-
regen und ggfs. durch die MuPAD-Hilfe selbststa¨ndig erga¨nzt werden. Ein Beispiel
zeigt Abbildung 5.19.
• Wie bei Erprobung L06 mussten die Lo¨sungen per Email zugeschickt werden, jedoch
war als Deadline immer der Sonntagabend33 11:00 Uhr gesetzt (’Wochenplanarbeit’).
Damit waren zwar Bearbeitungsfreira¨ume ero¨ffnet, diese waren aber nicht mehr allzu
langfristig gewa¨hlt.
33Mit Beginn der Moderationsta¨tigkeit des Autors im Rahmen des sog. ”Sprintstudium Mathematik
NRW“ wurde der Dienstagabend 11:00 Uhr gewa¨hlt.
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Abbildung 5.19: Beispiel einer verschlankten CAS-befehlsreduzierten Lern-
umgebung.
Orchestrierung. Auch fu¨r die Erprobung L08 wurde der Informatikraum fu¨r den Kurs
permanent reserviert. Die Schu¨ler konnten aber den Anteil der CAS-Nutzung sta¨rker frei
bestimmen, da nicht mehr alle Auftra¨ge in Form von CAS-Worksheets verteilt wurden und
damit am PC gelesen werden mussten. Nach wie vor blieben alle zentralen Aktivita¨ten in
kooperativen Lernformen organisiert, sowohl als ’Think-Pair-Share’-Methode im Klassen-
gespra¨ch als auch in der kooperativen Arbeit als Schu¨lerpaar34 vor dem PC. Die Klausuren
wurden weiterhin am PC verfasst, ein Zwang zur Nutzung des CAS bestand aber nicht.
Grund war, dass sich die Gruppe mo¨glichst lange offen halten wollte, ob die zentrale Abi-
turklausur mit oder ohne CAS-Nutzung geschrieben werden sollte. Die Entscheidung fu¨r
eine Nutzung von CAS im Abitur erfolgte vor der Vor-Abiturklausur mit einem Votum von
15:4 pro
”
CAS im Abi“.
Evaluation. Die zentrale Abitur-Klausur L08 wurde von 19 Teilnehmern geschrieben,
darunter 5 Ma¨dchen und 14 Jungen. Der Leistungsdurchschnitt lag bei 77 % der erzielba-
ren Gesamtpunktzahl, 6 Schu¨lerInnen erzielten die Note ’sehr gut’ und 9 die Note ’gut’,
insgesamt ergab sich die Verteilung ( Note: 1 2 3 4 5 6Anzahl: 6 9 1 3 0 0 ), siehe auch Abbildung 5.20. Diese
Leistungsdichte35 war NRW-weit sehr gut positioniert.
34Im Falle von Einzelarbeit vor dem PC (z. B. auch zu Hause) diente das CAS selbst als Kooperations-
partner (Experte).
35Die Klausuren wurden von einer unbekannten Koreferentin zweitkorrigiert; es gab nur minimale nicht-
notena¨ndernde Abweichungen im Vergleich zu der Erstkorrektur.
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Abbildung 5.20: Links: Ergebnis der CAS-Abiturklausur L08 als Boxplot
bei N=19 mit M=14 und W=5 mit einer durchschnittlichen Bilanz von 77%
(=’gut’). Rechts: offizieller Vergleich der Notenverteilung an der Schule (incl.
L08) mit der Notenverteilung im Land NRW 2008.
5.2 ausgewa¨hlte transkribierte Unterrichtsepisoden
Wie oben ausgefu¨hrt wurden die CAS-Lernumgebungen LA-A..Z zur Linearen Algebra im
ersten Parcours LA-A..E durch eine Problemstellung zu Markoff-Prozessen eingeleitet. Die
vermischten Aufgaben am Ende von LA-E enthielten – nach dem Studium des Rechnens mit
Matrizen in LA-E1 – in LA-E3 das Problem ’Matrixmauern’ und in LA-E4 die Aufgabe ’Ma-
gische Matrizen’. Diese beiden Aufgabenstellungen aus der Anfangsphase des Lehrgangs
werden im Folgenden gema¨ß der interpretativ-hermeneutischen Methode der sog. Interpre-
tativen Unterrichtsforschung nach J. Voigt exemplarisch einer detaillierteren Betrachtung
unterzogen.
5.2.1 Matrizenmauern
Am Ende der Selbstlerneinheit u¨ber Matrizen und LGS sollte vertieft u¨ber einige alge-
braische Eigenschaften des Vektorraumes der Matrizen nachgedacht werden. Insbesondere
stand die Kommutativita¨t sowie die Invertierung von Matrizen im Fokus. Ziel war die
Kontrastierung von Null- bzw. Einselement im Kontext von Addition bzw. Multiplikation.
Methode. Die Schu¨lerInnen hatten zuvor Gelegenheit, die in Frage stehenden Probleme in
vorangegangen U-Stunden am PC in kooperativer Partnerarbeit zu bearbeiten. Nun sollten
die individuellen Vorerfahrungen kollektiv konsolidiert werden. Nicht alle Schu¨lerInnen
hatten beide Aufgaben zu diesem Zeitpunkt schon bearbeitet.
Episode. Der Kurs hat sich zu Unterrichtsbeginn im Stuhlkreis um die Whiteboard ver-
sammelt. An der Tafel sind zwei Matrizenmauern vor Unterrichtsbeginn vom Lehrer auf-
geschrieben worden.
Die folgende Episode beginnt 02:11 Minuten nach Stundenbeginn. Zuna¨chst wird der linke
5.2. ausgewa¨hlte transkribierte Unterrichtsepisoden 295
Abbildung 5.21: Matrizenmauern: Stuhlkreisbildung im PC-Raum zur be-
wussten Konzentrierung auf die Tafelarbeit; die 16 Rechner sind abgeschaltet.
Matrizenturm als U¨bung zum Rechnen mit Matrizen von einem Schu¨ler vervollsta¨ndigt.
Danach wird gefragt, wie man die Matrix unten rechts wa¨hlen muss, damit die mittig daru¨ber
stehende Matrix in der Matrizenmauer aus lauter Nullen besteht.
Notation: L: Lehrer; S, R, T, ..: Schu¨ler/Schu¨lerin
1 L: Ko¨nnen wir mal eben wischen? Also .. ich wisch mal weg .. nach Stefan’s Bemerkung wisch ich
das hier auch weg. [lo¨scht die Eintra¨ge in der Matrixmauer rechts unten und in der Mitte rechts] ...
und a¨h muss ich hier oben auch wischen? [zeigt auf die Eintra¨ge in der Matrix an der Spitze]
2 S: [Gemurmel, leise Bemerkungen wie ’Ne!’, ’Ja, wenn da Null sein soll ..’]
3 L: Muss ich wischen?
4 SS: [diverse Zurufe wie ’ne’, ’ja’]
5 L: Wenn hier Null is? [zeigt auf die rechte Matrix in der mittleren Zeile der Matrixmauer ]
6 SS: Ja.
7 L: Ja, nich!?
8 L: Warum? ... Warum, Felix?
9 F: Ja, die werden ja noch mal addiert ... also ko¨nnen die ja nicht gleich bleiben.
10 L: Also, was fu¨llen wir hier aus, ja? Ihr wisst, was rauskommen muss. Wer kann das jetzt mal eben
durchfu¨hren? Ja, Beate, machst du’s vorne? Du darfst dir ne Farbe nehmen, die dir gefa¨llt. [ha¨lt vier
verschiedenfarbige Boardmarker in der Hand.]
11 S: Ja, wenn hier u¨berall ne Null sein muss .. dann muss man hier u¨berlegen, mit welcher Zahl man
die a¨h 1 addieren muss, damit Null rauskommt und dann muss man eigentlich von den ganzen Zahlen
einfach bloß die negativen Zahlen nehmen ... also ... weil wenn man 1 plus -1 rechnet, dann kommt
man auf Null.
12 L: A¨hm, und oben?
13 S: Ja, oben kommt das Gleiche raus wie da. [zeigt auf die linke Matrix in der Mitte]
14 L: Ok, das war ne Zahlenmauer zur Addition. Richtig. Fragen dazu? ... Ok, im Prinzip klar. Rechts
sehen wir eine Zahlenmauer zur Multiplikation. Es sind die gleichen Daten da, die wir eben hatten. Was
war die gestellte Aufgabe? [im Sheet E3.] Phase eins? Phase zwei? [meint die beiden in E3b gestellten
Aufgabenteile.] Tom!
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Abbildung 5.22: Matrizenmauern: Addition und Nullelement (’Nullmatrix’).
15 T: Ausfu¨llen!
16 L: Ko¨nnt ihr hier mal eben fu¨llen? [Rita meldet sich neben weiteren Schu¨lerInnen] Ja, Rita!
17 R: [5:40; R geht zur Tafel.] ehm ehm 4 mal 2 sind 8 ... plus a¨h 5 mal 4 sind 28 und ... ehm 3 plus
9 sind 12 ... plus 6 plus 12 sind 18 ... ehm 4 plus 6 sind 10 ... [Gemurmel; ein Schu¨ler: ’Sind 20 .. ach
ne.’] ist das ne 5?
18 L: Jou.
19 R: ... ok, ehm ... ehm ... 5 plus 6 sind 11 ... und 12 plus 12 sind 24 ehm ... und 15 plus 12 sind 27.
20 L: Ok. – Oben ist’s schwierig, ja? Aber wie es geht, wu¨sste man – sag mal wie es gehen wu¨rde.
21 R: [R spricht nun sehr schnell.] ehm ... indem man 19 mal 10 plus 28 mal 24, das kommt dann
hierhin ... und plus 19 mal 11 plus 28 mal 27, das kommt dann hierhin ... und plus 12 mal 10 plus 18
mal 24, das kommt dann hierhin und plus 12 mal 11 plus 18 mal 27 ein kommt 15 plus 12 sind 27,
das kommt dann hierhin [zeigt jeweils die Produktbildung und deutet auf die Position des Eintrags in
der Matrix an der Spitze der Pyramide.]
Abbildung 5.23: Matrizenmauern: Multiplikation und Einselement (’Ein-
heitsmatrix’).
22 L: Richtig. Jetzt war ne Zusatzfrage gestellt. Wer weiß noch, worum das .. [schaut in die Runde]
.. worum es sich handelte – bei der Zusatzfrage? ... Habt ihr’s gemacht? [Gemurmel: ’mal probiert’,
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’konnte ich nicht so richtig’] Ok, aber gemacht haben wir was, nicht wahr? [Christa meldet sich als
einzige] Christa!
23 C: Es ging darum, wie man die Matrix unten rechts wa¨hlen muss, damit in der Matrix, die ganz
oben steht, immer das gleiche rauskommt, wie in der 19-er Matrix.
24 L: Richtig, das ist die Idee dahinter, ja! Kannst du mal durch Wischen zeigen, was dazu passieren
mu¨sste, Christa?
25 C: A¨h ...[Leises Gemurmel im Kurs u. a. ’Eins muss rauskommen’.] a¨h von hier oben gesehen
[erga¨nzt an der Spitze die Matrix Mitte links] ... muss man hier [zeigt auf die Matrix Mitte rechts]
( 1 00 1 ) haben, wenn man das hier oben wieder rausbekommen mo¨chte.
26 L: Richtig! Wie kriegt man das jetzt raus, Christa .. weißt du das, Christa?
27 C: Indem wir ... [S und L sprechen gleichzeitig ]
28 L: ... lass uns das mal rekonstruieren .. a¨hm
29 C: Wir wissen ja, dass a¨hm die hier mal das, was da steht, das hier ergeben muss, also [schreibt die
betrachteten Matrizen neben dem Matrixturm als Matrixgleichung ( 1 23 4 ) ∗ ( x1 y1x2 y2 ) an die Tafel ] und
dann ergibt das diese [erga¨nzt = ( 1 00 1 )].
30 L: Prima!
31 C: Die u¨brigen sind dann gleich dieser Matrix. Dann kann man beispielsweise einen Teil der Lo¨sung
an der Matrix hier schon ablesen ...
32 L: Jaahh??
33 S: Z. B. dass a¨hm x1 = 1 ist und .. 1 mal x .. 1 mal x1 plus a¨hm .. 2 mal x2 ist gleich [Gemurmel
in der Gruppe: ’Kannst du eine bisschen lauter’] ... a¨hm eh ne
34 L: Warum kann man das nicht machen? Das, was man ablesen mo¨chte? Kann jemand sagen, warum
das nicht gehen kann? .. Selbst!
35 C: Ja, weil das dann schon ohne das da [deutet auf den linken Faktor ( 1 23 4 ) der Matrixgleichung ]
das Ergebnis wa¨re.
36 L: Hmm. Ja, was machen wir dann, um die Zahlen rauszukriegen?
37 C: Man kann einfach die Gleichungen aufstellen und dann auflo¨sen.
38 L: Schreibst du das mal an?
39 S: x1 plus 2 mal x2 gleich 1 [schreibt jetzt still weiter.] ... ... Und hier kann man das auch machen.
40 L: Ja, schreibst du dru¨ber?
41 S: 1 mal y1 plus 2 mal y2 gleich 0 und a¨hm 3 mal y1 plus 4 mal y2 gleich 1.
42 L: Jawoll! Wer sagt mal, wie wir im Prinzip lo¨sen ko¨nnen – wie man im Prinzip lo¨st, Beate?
43 ... ... [Gemurmel, kurzes Lachen einiger.]
44 L: Tobias?
45 T: Man kann jetzt zum Beispiel die obere Gleichung zum Beispiel nach x1 auflo¨sen und dann in
der na¨chsten fu¨r x1 einsetzen.
46 L: Ja! ... Oder? ... Wer ko¨nnte eine automatische Lo¨sungsmethode vorschlagen, wenn man weiß,
wie es im Prinzip geht und mo¨chte das nicht mehr selbst machen? ... Tom!
47 S: linsolve oder solve nehmen!
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Abbildung 5.24: Matrizenmauern: Anbahnung und Berechnung der inversen
Matrix.
Kommentar: Die Episode ist in zwei Phasen unterteilbar. In Phase 1 von Zeile 1 bis Zeile 14
wird der schon fertige additiv konstruierte Matrixturm auf Aufforderung der Lehrperson ei-
ner Untersuchung auf additive Inverse (’Negative’) und das Nullelement bzgl. der Addition
von Matrizen unterzogen. Durch die Operation des Auswischens von Matrixeintra¨gen wird
zuna¨chst gezielt der Umfang der Auswirkung im Matrixturm ausgelotet (Zeile 9). Beate
erfasst intuitiv die Gestalt der additiven Inversen, die Sprechweise bleibt aber notgedrun-
gen ostentativ, da eine zugeho¨rige Begriffsbildung erst im kontrastierenden Nachgang zu
den Erfahrungen am Matrixturm erfolgen soll.
Die zweite Phase ist wiederum in zwei Problemstellungen unterteilt. Zuna¨chst baut die
Schu¨lerin Rita den Matrixturm multiplikativ auf. Es zeigt sich, dass die in der Selbstta¨tig-
keitsphase gewonnenen Einsichten stabil sind, insbesondere die vom konkreten Rechnen
befreite Beschreibung des algorithmischen Vorgehens bei der Matrizenmultiplikation (Zei-
le 21) weist dies auf. Die mu¨ndliche Rede (’4 mal 2 sind 8 ... plus a¨h 5 mal 4 sind 28’)
mischt allerdings Zwischenergebnisse (’sind 8’) mit unterdru¨ckten Zwischenrechnungen zu
Endergebnissen (’plus a¨h 5 mal 4 sind 28’) – hier ist das Zwischenergebnis 20 im Kopf
gehalten und wird mit dem Zwischenergebnis ’8’ zum Teilergebnis ’28’ addiert. Zur Er-
leichterung der kognitiven Ladung kommt es zu versta¨rkten Zeigehandlungen wie ’.. das
kommt hierhin’.
In Zeile 22 bis 47 wird in Analogie zum ersten Matrixturm durch Lo¨schen von Eintra¨gen die
Situation verfremdet und invertiert: Es sind Matrizen am Boden des Turms zu rekonstru-
ieren. Man bedenke, dass das Konzept des multiplikativen Inversen noch nicht gebildet ist,
sondern hier absichtsvoll angestoßen wird. Ausgangspunkt ist ein Auftrag im Worksheet
E3b, der von der Schu¨lerin Christa richtig erinnert wird. Christa war nach Durchsicht aller
eingegangenen Eigenproduktionen zu diesem Zeitpunkt die einzige Person im Kurs, die
diese Problemstellung bearbeitet hatte. Diesmal nimmt die Schu¨lerin selbst die notwen-
digen A¨nderungen am konstruierten Matrixturm vor: Sie fu¨hrt das Einselement bzgl. der
Matrixmultiplikation (’Einheitsmatrix’) beschreibend ein (Zeile 25) und formuliert damit
zutreffend die charakterisierende Bedingung A ∗X = E fu¨r die unbekannte inverse Matrix
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X (Zeile 29). Zeile 33 zeigt einen psychologisch erkla¨rbaren Kurzschluss: Christa fixiert
ihren Augenfokus offenbar in der Na¨he des Gleichheitszeichens und fu¨hrt einen Vergleich
der unmittelbar um das Gleichheitszeichen stehenden Matrizen auf elementweise Gleichheit
durch. Dies fu¨hrt zu der falschen Konsequenz, dass x1 = 1 ist. Hieraus mo¨chte sie offenbar
zuna¨chst weitere Folgerungen ziehen, aber durch die unruhig werdende Gruppe wird sie
zo¨gerlich. Die Lehrkraft greift daher mo¨glicherweise in Zeile 34 zu fru¨h ein, denn in Zeile
35 vermag Christa den Grund in der unausgefu¨hrten Multiplikation auf der linken Seite
der Matrixgleichung zu erkennen. In Zeile 37 bis 41 kann Christa die Aufteilung der Ma-
trixgleichung vorausschauend in zwei 2x2-Gleichungsysteme entkoppeln – eine algebraische
Modellierungsleistung, die zu diesem Zeitpunkt36 nicht zu erwarten gewesen wa¨re. Die rich-
tige Benennung der ha¨ndischen Lo¨sungsmethode (Zeile 45) und die computergestu¨tzte37
Methode (Zeile 47) lassen die erfolgreiche Instrumentalisation erkennen.
Zum Vergleich ziehen wir die zugeho¨rige schriftliche Eigenproduktion derselben Schu¨lerin
Christa heran, vgl. Abbildung 5.25.
Abbildung 5.25: Zur Entdeckung von Einselement und inverser Matrix im
Matrizenturm durch Christa
Zuna¨chst stellt man fest, dass der gebildete Matrixturm Rechenfehler entha¨lt. Diese blei-
ben unkorrigiert, da die Schu¨lerin Christa das CAS zur Ergebnis-Kontrolle nicht einsetzt,
obwohl dies im Auftrag E2 unmittelbar vorher demonstriert worden war. Mo¨glicherweise
war sie sich der ’Evidenz’ zu sicher. In der
”
Sprache des Verstehens“ nennt Christa die
Einheitsmatix den ’Fixvektor der 19-er Matrix’. Sie stellt sich mo¨glicherweise vor, dass
die Multiplikation mit dieser Matrix die ’19-er Matrix’ nicht vera¨ndert, d. h. fix ha¨lt. Der
Begriff ’Fixvektor’ wurde in der Lernumgebung LA-A (Bevo¨lkerungswachstum; Markowpro-
zesse) eingefu¨hrt, die u. a. von stabil werdenden Bevo¨lkerungsentwicklungen handelte. Die
36Aufgaben dieser Art wurden erst in einem nachfolgenden Teil der Selbstarbeitsphase thematisiert.
37Die in der einfu¨hrenden Modellierung ’Bevo¨lkerungswachstum’ zur Ru¨ckrechnung auf den Vorjahres-
bestand benutzte inverse Matrix A−1 war nicht im Antwortfokus.
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charakteristische Gleichung zur Berechnung der Inversen wird korrekt formuliert und in
den mathematischen Begriffszusammenhang zwischen betrachteter Matrix, ihrer Inverser
und der Einheitsmatrix eingestellt. Denkbar ist, dass die Schu¨lerin zu diesem Zeitpunkt ih-
rer individuellen Begriffsgenese vorsichtigerweise noch glaubt, dass jede Matrix ihre eigene
Einheitsmatrix (’Fixvektor’) haben ko¨nnte, denn sie schreibt vom ’Fixvektor der Matrix
Mitte links’. Die zentrale Vorstellung, dass die verallgemeinerte
”
1“ bei der Matrizen(!)-
Multiplikation X ∗ 1 = X den anderen Faktor nicht vera¨ndert, ist aber klar erfasst.
Anmerkungen.
1. Die von der Schu¨lerin angegebene Charakterisierung der inversen Matrix la¨sst sich im
CAS explizit ausrechnen:
• A:=matrix([[1,2],[3,4]]);
X:=matrix([[x1,y1],[x2,y2]]);
Eins:=matrix([[1,0],[0,1]]);
solve(A*X=Eins)
[x1 = -2, x2 = 3/2, y1 = 1, y2 = -1/2]
2. In obiger Episode ha¨tte die Lehrperson direkt im Anschluss an das Klassengespra¨ch
im Kontrast zwischen den additiv resp. multiplikativ konstruierten Matrizentu¨rmen die
Gemeinsamkeiten bzw. Verschiedenheiten der neutralen Elemente bzw. der Inversen fo-
kussieren ko¨nnen. Dies erfolgte im konkreten Unterricht nach den Feldnotizen zu Beginn
der na¨chsten Unterrichtsstunde wa¨hrend der 5-minu¨tigen ’Hochfahrpause’ des Lehrer-
servers, da das Tafelbild noch unvera¨ndert zur Verfu¨gung38 stand. Dieses Zeitfenster
wird im CAS-unterstu¨tzten Unterricht sinnvollerweise fu¨r Ru¨ckbesinnung, Versta¨ndnis-
fragen o. a¨. genutzt.
5.2.2 Magische Matrizen
Die folgende Episode zur Lo¨sung von LA-E7 ’magische Matrizen’ wurde im Kurs L06 mit
Hilfe eines kleinen batteriebetriebenen Diktiergera¨tes aufgezeichnet. Dieses Gera¨t wurde
dann in Schu¨lerna¨he postiert, wenn Gespra¨chsaufzeichnungen der kooperierenden Paare
oder Lehrer-Schu¨ler-Dialoge am Platz mitgeschnitten werden sollten.
In der folgenden Episode wird Bezug genommen auf eine vorher im Kurs bekannt gemachte
Schu¨lerlo¨sung, die wesentlich auf einem geschickten trial-und-error Verfahren zur Lo¨sungs-
suche basiert und damit eine das CAS intensiv nutzende Methode verwendet: Denkarbeit
bei wachsamer Beobachtung des sich a¨ndernden Outputs. Diese Lo¨sung sei daher hier in
der originalen Schu¨lerlo¨sung angegeben, siehe Abbildung 5.26.
Zum Versta¨ndnis der ’Du¨rerquadrat’-Episode betrachte man die beiden Screenshots in Ab-
bildung 5.27, auf die die Protagonisten der nachfolgenden Szene Bezug nehmen.
38Ggfs. ha¨tte das fotografierte Tafelbild an die Einzelplatz-Rechner der Gruppe verteilt werden ko¨nnen.
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Abbildung 5.26: Magische Quadrate: eine systematische Darstellung des
DU¨RER-Quadrates als Linearkombination per trial-and-error im CAS.
Episode.
Die Szene beginnt kurz nach Stundenbeginn.
1 SS: Wir haben es!
2 L: Was?
3 R: Doch, wir haben es. [Jubeln. Lachen. Glucksen.]
4 L: Sag bloß!
5 SS: Juhu - wir ha–ben es! [..]
[L geht zu dem Schu¨lerpaar R. und C.]
6 R: Habe ich letzte Woche nicht schon gesagt, wir mu¨ssen es mit ganz viel Variablen machen ..
[Lachen.]
7 C: Wir ko¨nnten theoretisch ja auch auch einfach mal Q7 nehmen, das ist dann fu¨r Q8, ne, mal
probieren.
8 R: Ja, aber, wie war jetzt grad
9 C: Wir speichern das erst mal. [probieren weiter. [..] ]
10 R: Da mussten wir erst mal hier. .
11 C: Ja, mach einfach da die 7 weg [tippen im Sheet; probieren weitere Variablenbelegungen aus. [..] ]
[ 1:41; L kommt.]
12 L: Lasst mich gucken .. [R und C sprudeln vor Aufregung ..] jajajaj - also?
13 R: Ok, also, wir haben erst auch so ausprobiert wie der Chris, dann waren wir auch so am zweifeln
[glucksen] uhm dann haben wir noch versucht hier das mit Variablen zu machen.
14 L: Jaa?
15 C: Und mit solve
16 R: Und dann hatten wir erst noch Q8, haben wir also alle genommen, aber da kam dann wieder nur
ne Abha¨ngigkeit raus, so dass irgendwie rauskommt a=5-h oder so ..
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17 C: Ne Abha¨ngigkeit von h kam da raus.
18 L: Aha
19 R: Genau, und wir haben erst noch eins weggelassen und dann hatten wir so ne prima Lo¨sung hier
[zeigt auf den Output im MuPAD-Sheet]
20 L: aha!
21 C: Und dann haben wir die auch eingesetzt, und dann kam auch das Duerer raus.
22 R: Und dann haben wir na¨mlich grad’ nochmal versucht, wenn wir fu¨r Q7 eben Q8 jetzt vielleicht
mal reintun, also hier mal ’nen anderes a¨hm Q weglassen, dann kommen andere Lo¨sungen raus, aber
dann kommt auch das Du¨rer-Quadrat raus.
23 C: Also wenn wir was anderes einsetzen, dann kommt das so raus.
[2:23; SS zeigen L nochmals das Vorgehen und diskutieren mit L im Zwiegespra¨ch einen Ansatz,
der Q8 entha¨lt. Eine klare Abha¨ngigkeit kann nicht gefunden werden, die SS zeigen L online ihre
Beispielrechnungen. - 3:47 ]
24 L: Das habt ihr scho¨n gemacht! Wie kamt ihr jetzt da drauf?
25 R: Wahllos .. wir haben mal gedacht, wir ko¨nnen auch solven [lachen] .. ne, wir hatten erst die
ganze Zeit gedacht, das irgendwie .. die Quadrate .. irgendwie a¨h gleich Du¨rer sein mu¨ssen .. aber da
wir 8 Quadrate haben, war das ein bisschen schwer, das alles so in so Gleichungen zu bringen.
26 L: Genau, ko¨nnt ihr mal ein Beispiel machen, wo das andere Quadrat mit dabei war, wie ihr erza¨hlt
habt .. also Q7 mit dabei war.
27 R: Ach so, ja.
28 L: Die Abha¨ngigkeit, von der ihr erza¨hlt habt.
[10:31; L bittet die SS um einen Lo¨sungsvortrag im Plenum. Dazu wird der Schu¨ler-Bildschirm von
R. u. C. u¨ber das pa¨dagoische Netz an alle anderen SS verteilt. 11:12 ]
29 L: Eure Idee, ihr Zwei!
30 R: Wir haben hier .. [L vergewissert sich, ob alle SS Zugriff auf den aktuellen Bildschirm haben.]
31 L: Ko¨nnt ihr den Schirm sehen?
32 R: A¨hm, wir haben hier zuna¨chst a¨hm das Du¨rerquadrat, a¨hm eben auch a¨hm die Matrix a¨hm hier
aufgeschrieben.
33 R: Und dann haben wir nach langem Hin- und Heru¨berlegen aa¨m uns gedacht, dass es ja eigentlich
auch a¨hm so gehen mu¨sste, dass, wenn wir alle a¨hm Quadrate, also alle Q-Quadrate auflisten und mit
Variablen versehen, also mit Variablen praktisch multiplizieren und das gleich Du¨rer setzen, dass da
eben mit solve auch ne Lo¨sung rauskommen muss.
34 C: Und da haben wir eben hier so eine erste Lo¨sung, aber hier haben wir wie a¨hm man a¨hm sieht
Q8 weggelassen a¨hm weil es ja auch mit 7 Qs geht.
35 R: Und im Prinzip ko¨nnte man auch a¨m hier noch irgendwo minus oder so einstreuen [tippt die
A¨nderung live ein und demonstriert die Reaktion des Systems.] .. dann wu¨rde halt ne andere Lo¨sung
hier rauskommen [streicht mit der Maus u¨ber den neuen Output.]
36 R: Aber man wu¨rde eben auch hier diese a¨h a, b, c, d, e, f, g [tippt diese sieben Variablen ein] a¨h
wu¨rde man eben auch aufgelo¨st bekommen.
37 C: Und dann haben wir das hier eben als Lo¨sung eingesetzt, und hier unten haben wir das mal
gemacht, dass wir eben fu¨r Q7 Q8 eingesetz haben - wir kriegen natu¨rlich ne andere Lo¨sung, aber
auch eine Lo¨sung, die, wenn man sie einsetzt das Du¨rerquadrat ergibt.
[tippt Werte ein]
5.2. ausgewa¨hlte transkribierte Unterrichtsepisoden 303
Abbildung 5.27: Magische Quadrate: eine Darstellung des DU¨RER-
Quadrates als Linearkombination von Quadrat-Bausteinen mittels solve().
38 R: Dann haben wir jetzt hier unten das, was wir am Anfang eigentlich stehen haben, nur fu¨r die
ersten Q, also die von 1 bis 8, genommen hatten und dann kriegt man ja hier [zeigt auf die Formel im
Sheet], dass die alle in Abha¨ngigkeit von h rauskommen, also die ganze Lo¨sung und h selber jetzt hier
ja sichtbar ist .. dann kommen alle in Abha¨ngigkeit von h raus .. und dann haben wir versucht, das a¨hm
das kann man hier sehen [zeigt auf den neuen Input] das einfach in Anha¨ngigkeit von h aufzuschreiben
.. allerdings kommen da falsche Zahlen raus.
Kommentar. Die Episode zeigt zwei Phasen: Eine Schu¨ler-Lehrer-Interaktion Szene 1–28,
die u¨ber Fragen von L das neu gefundene Wissen erkundet, und eine Plenumspra¨sentation
Szene 29–36, die erkla¨rend mit Hilfe verteilter Bildschirme das neue Wissen an die Peers
verbreitet.
Die Schu¨lerinnen haben eine Linearkombinationsdarstellung des Du¨rerquadrats gefunden,
welche im Unterschied zur ’unbefriedigenden’ und aufwa¨ndigen trial-error-Lo¨sung einen
systematischen, knappen Ansatz nutzt und daher subjektiv Freude auslo¨st. Die Schu¨lerin-
nen suchen nun in 6 nach einer weiteren Lo¨sung, ersetzen dazu den Index 8 durch eine 7
und tauschen so das basale Quadrat Q[8] durch Q[7] aus, vgl. die jeweils zweite Zeile in
den beiden ersten Anfragen.
Szene 13 verweist auf die vorhergehende Schu¨lerlo¨sung und la¨sst erkennen, wie die Ler-
nenden den konkreten ’a point’ Austausch der Koeffizienten im Linearkombinationsansatz
durch unbekannte Variable ersetzen. In 16 berichten sie, dass im Lernprozess zuna¨chst
der ’volle’ Ansatz mit allen Basisquadraten verwendet wurde - dieser aber keine konkrete
Lo¨sung brachte (’a=5-h’), siehe vorgreifend Abbildung 5.27. Daher wurde die Linearkom-
bination reduziert, was darauf verweist, dass die Schu¨lerinnen ein erstes intuitives Wissen
fu¨r die Unterbestimmtheit des Ansatzes ausbilden und auch dafu¨r, dass die Hinzunahme
eines weiteren Quadrates (’Vektors’) zu den 7 gewa¨hlten die Abha¨ngigkeit verursacht: Eine
wichtige Einsicht aus der Theorie endlicher Vektorra¨ume bildet sich aus.
In 22 und 23 wird deutlich, dass ein systematischer Austauschprozess von linear-unabha¨ngi-
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gen39 Vektoren40 vorgenommen wird, der jeweils zu neuen Lo¨sungen fu¨r die Parameter
(a, b, .., f) fu¨hrt. Offenbar hatte das Schu¨lerpaar zuna¨chst vor, vgl. 25, eine Anzahl von
Gleichungen zur Bestimmung der Unbekannten (a, b, .., f) zu gewinnen.41
Szene 33 besta¨tigt diese Interpretation: Der entscheidende Linearkombinationsansatz wird
motiviert, die Notwendigkeit der Linearen Unabha¨ngigkeit der gewa¨hlten Vektoren zur
Erzwingung einer eindeutigen Lo¨sung mit eigenen Worten aber noch unklar formuliert
(’weil es ja auch mit 7 Quadraten geht’).
In Szene 38 decken die Schu¨lerinnen ihre Grundvorstellung vom Beginn auf: Verwendet
man alle 8 angegebenen Quadrate, so erha¨lt man einen ’allgemeinen Term in Abha¨ngigkeit
von einer Variablen’. Diese richtige Kernidee testen sie an einem Beispiel, ko¨nnen aber das
Du¨rer-Quadrat nicht erzeugen - der gefundene Term produziert nicht die erhoffte Lo¨sung.
Die Schu¨lerinnen halten aber den Term zuna¨chst offenbar fu¨r eine Parametrisierung der
allgemeinen Lo¨sung.
Insgesamt zeigt diese Episode eindrucksvoll, wie selbststa¨ndige Erkundungen mit CAS wich-
tige Grundkonzepte und Grundvorstellungen anbahnen ko¨nnen.
5.2.3 Die rollende Kugel
Die folgende Episode bezieht sich auf eine einfu¨hrende paradigmatische Problemstellung
zum Skalarprodukt. Es handelt sich um die Einheit LA_Q aus dem letzten Teil der Parcours-
sequenz. Dazu wurde die Aufgabenstellung A2 aus [129, S. 99] um eine Modellierungsauf-
gabe erweitert, welche die gefundene Lo¨sung in der virtuellen Realita¨t des CAS verfizieren
sollte.
Es werden im Folgenden auszugsweise zwei Dokumente vorgestellt und hinsichtlich einiger
Befunde analysiert.
Problemstellung LA_Q. Abbildung 5.28 zeigt die Aufgabenstellung und einen Modellie-
rungshinweis: Dieser bestand in dem Quellcode zur Erzeugung eines Autos, das eine schiefe
Ebene hinunterfa¨hrt.
Die Schu¨lerInnen bescha¨ftigten sich mit dieser Aufgabe selbststa¨ndig fu¨r den Zeitraum
einer Woche (d. h. im LK fu¨r 5 Stunden). Nach 3 Stunden wurden zwei unterschiedliche
Schu¨lerlo¨sungen im Plenum vorgestellt und an der Whiteboard nebeneinander gestellt.
Lo¨sungsvariante 1 von Schu¨lerin L06-05. Diese Schu¨lerin findet eine analytische Lo¨sung,
vgl. Abbildung 5.29, die sie selbststa¨ndig in ihrem Worksheet ausfu¨hrlich beschreibt und
an der Tafel knapp skizziert. Die Formel fu¨r die euklidische La¨nge eines Vektors wird
selbststa¨ndig gefunden. Diese La¨ngenformel wird zum Abstand vom gegebenen festen
Punkt A zu einem variablen Punkt auf der Schnittgeraden von der schiefen Ebene mit
39Man verifiziert, dass a ∗Q1 + b ∗Q2 + ..+ f ∗Q7 = 04x4 nur die triviale Lo¨sung a = b = .. = f = 0 hat.
40vgl. Austauschsatz von Steinitz
41Diese Kernidee wird spa¨ter von anderen Schu¨lern auch realisiert. Der Nachweis der Gleichwertigkeit
dieser Ansa¨tze verlangte nach einem geschickten Repra¨sentationswechsel, der sich fu¨r die Schu¨ler als nicht-
trivial herausstellte.
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Abbildung 5.28: Aufgabenstellung zum Problem der rollenden Kugel
der Bodenfla¨che spezialisiert. Diese Abstandsfunktion wird auf ihr Minimum42 untersucht.
Fu¨nf Zeilen CAS-Code lo¨sen das Problem. Die modellierende Animation beschra¨nkt sich
in wenigen Zeilen auf das Wandern eines Punktes la¨ngs der gefundenen Bahn. Die von der
Schu¨lerin angesprochene fehlende Maßstabstreue wurde durch Setzen der Zeichenoption
’Scaling=Constrained’ behoben - das Bild links zeigt schon die so korrigierte Version.
Die Schu¨lerin bewertet diese
”
Q-te Etappe des LinAlg-Parcours“ in Schulnoten fu¨r Versta¨nd-
lichkeit mit 1 (
”
sehr gut“), im Schwierigkeitsgrad mit 2 (=
”
leicht“), in Faszination mit 1
und gibt einen Zeitbedarf von ca. 180 Minuten fu¨r die Lo¨sung an.
Lo¨sungsvariante 2 von Schu¨ler L06-07. Dieser Schu¨ler sucht eine realita¨tsna¨here Simulati-
on. Dazu betrachtet er zusa¨tzlich zur gefragten Beru¨hrkurve der Kugel auf der Ebene die
dazu parallele Bahn des Mittelpunktes der Kugel. Zur Lo¨sung erfragt er von der Lehrper-
son als Input, wie man einen auf einer Ebene senkrechten Vektor bekommt. Die Antwort
war:
”
Einen auf einer Ebene senkrechten Vektor nennt man ’Normalenvektor’. Schau dazu
bitte in der MuPAD-Hilfe unter ’crossProduct’ nach.“ Nach diesem Hinweis gelang dem
Schu¨ler eine vollsta¨ndig linear-algebraische Lo¨sung zusammen mit einer Animation, vgl.
Abbildung 5.30.
Der Schu¨ler denkt bereits komplett im CAS: Er beginnt mit einer drehbaren, von allen
Seiten betrachtbaren 3D-Darstellung der Situation (vgl. Abbildung 5.30, unten rechts),
die er in seiner Pra¨sentation an der Tafel als Querschnitt zeichnet. Die Lo¨sung im Sheet
besteht aus 16 MuPAD-Inputs, die er sehr spa¨rlich nur mit den folgenden integrierten
Zeilenkommentaren beschreibt:
//Schnittpunkt Ebene mit Fallgerade [..] //Schnittpunkt Spur mit dem Boden [..]
42In a¨hnlicher Weise lo¨st die Schu¨lerin spa¨ter z. B. das Problem der Abstandsberechnung bei windschiefen
Geraden.
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Abbildung 5.29: Lo¨sung einer Schu¨lerin zum Problem der eine Ebene her-
abrollenden Kugel
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//Schnittpunkt Kugelmittenspur mit Boden [..] Bodenspur:=a-> [..]
Die Geometrie des Problems wird voll erfasst, die Lo¨sungsdauer betra¨gt ca. 3 Stunden,
Zwischenarbeitssta¨nde werden stolz per Email an die Lehrkraft geschickt.
Abbildung 5.30: Lo¨sung des Schu¨lers L06-07 zum Problem der eine Ebene
herabrollenden Kugel.
Eine Zusammenfassung des Gedankenganges durch eine Schu¨lerin sei hier als Transskript
einer Audiosequenz von 2:30 Dauer dokumentiert:
L bittet um eine Zusammenfassung der vorgetragenen Lo¨sungsu¨berlegungen von Schu¨ler L06-07.
1 L: Also - wer wiederholt das nochmal? ... Rita! [24:54]
2 S: Ja, also, die Aufgabe gewesen war ja, dass wir eine Kugel hatten ehm, die den Punkt A zum
Anfangspunkt hatte - der war (0, 0, 2) - und ehm dort auch schon auf einer Ebene liegt, die definiert ist
durch die Gleichung ehm x+ 2y+ 3z = 6. Und wir wollten jetzt ehm die Bahn der Kugel bestimmen,
und das war ja auch eine Gerade. Und dann sind wir davon ausgegangen, dass die Kugel senkrecht
auf der Ebene liegen muss. Und dann ehm haben wir ehm rausbekommen, dass dieser Vektor eben
mit (1, 2, 3) ehm gegeben ist, was wir mit crossproduct gemacht haben. Und dann fiel denn auf, dass
dieser Vektor, der senkrecht auf der Ebene steht, eben genau die Zahlen entha¨lt, die eigentlich auch in
308 § 5. Empirische Befunde zu Unterrichtsepisoden
der Ebene ehm schon vorkommen und den nennt man eben auch Normalvektor. Und dann konnten wir
jetzt auch den Mittelpunkt der Kugel bestimmen - also wir haben dazu den Normalvektor genommen,
wir haben den Radius 1 genommen und der Mittelpunkt ist ja a¨hm das ist a¨hm .. da haben wir
als Richtungsvektor eben den Normalvektor genommen [3 Sek akustisch unversta¨ndlich]. Und dann
wollten wir na¨mlich auch noch den Vektor bestimmen, der ehm senkrecht zum Boden ehm parallel
zur z-Achse vom Mittelpunkt ausgeht, der die Ebene schneidet, um den zweiten Punkt ehm auf der
Gerade zu finden, um die Gerade eben aufstellen zu ko¨nnen. Und dann ehm haben wir eben dann die
Parallele zur z-Achse gezogen, um ehm - das ist dies hier [zeigt auf die Gerade g in der Skizze an
der Tafel] - und die haben wir dann eben rausbekommen, indem wir den Parallelvektor zur z-Achse
genommen haben und mit der Ebene geschnitten haben - ja. Und dann haben wir fu¨r r auch was raus.
Dann haben wir r. Und den Parameter r haben wir dann ehm in die Geradengleichung eingesetzt, so
dass wir den Punkt B halt haben. Und dann haben wir a¨hm die Gerade bekommen, ja, indem wir als
Aufpunkt A genommen und dann eben als Richtung B minus A genommen haben. [27:13]
Abbildung 5.31: Eine gelungene Animation durch einen dritten Schu¨ler: In
dieser Simulation la¨uft die Kugel nach Verlassen ihrer Bahn auf der schiefen
Ebene auf der Bodenfla¨che noch ein Stu¨ck weiter.
Der Unterricht handelte im Anschluss an obiges Modellierungsproblem vertieft von der
Normalenform einer Ebene sowie Abstandsproblemen geometrischer Objekte.
Befunde.
1. ’Realistische’ Modellierungsprobleme obiger Art nehmen erhebliche Unterrichtszeit in
Anspruch: Erfolgreiche Schu¨ler ko¨nnen daraus Motivation ziehen, nicht erfolgreiche we-
gen der langen Lo¨sungsdauer aber erhebliche Frustration43 erleiden. Es ist daher aus
Gru¨nden eines effektiven classroom managements angeraten, spa¨testens nach ca. 1-2
U-Stunden im Plenum erste Lo¨sungsideen zu diskutieren. Obige Aufgabe LA_Q konnten
nur 5 von 16 Schu¨lerInnen innerhalb einer Woche lo¨sen.
2. Obige Modellierung kann auch als exemplarische A.C.(E.)-Aktivita¨t betrachtet werden.
Die hier geta¨tigten Aktivita¨ten incl. der Klassendiskussion wirkten sich sinnstiftend im
43Eine von der Arbeitsgruppe Hußmann im Kurs G05 durchgefu¨hrte Erprobung des Versuchs des
selbststa¨ndigen Lo¨sens von zwei Problemstellungen (”Batterie in den Bergen“ und ”Buxtehuder SV wird
Meister!“) aus der diskreten Mathematik dauerte ca. 4 Wochen fu¨r ledigleich 2 Auftra¨ge. Eine anschlie-
ßende Befragung per Fragebogen zeigte, dass die Schu¨lerInnen mehrheitlich eine solche U-Gestaltung nicht
nochmals wu¨nschten. Als Feldbeobachter konnte man erhebliche negative Effekte wie fehlende ha¨usliche
Weiterbescha¨ftigung, aufkommende unterrichtliche Langeweile, Diskussionsarmut der kooperativen Paa-
re, abnehmendes Anregungspotential der Ausgangsprobleme etc. beobachten. Die Anfertigung eines sog.
individuellen ’Forschungsheftes’ vermochte dagegen wenig auszurichten.
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Vorfeld einer systematischeren Themenbehandlung aus. Gleichzeitig wurde die wach-
sende Lo¨sungsdauer bei realita¨tsna¨heren Problemstellungen emotional erfahren.
3. In Kurs L06 saßen 11 (von 13) Lernpersonen (mit Ausnahme also eines einzigen Schu¨le-
rinnenpaares) im gesamten Zeitaum von 2 Jahren allein vor dem jeweilgen PC, wa¨hrend
im Kurs L08 von 19 Lernpersonen nur 5 alleine arbeiteten (7 Paare). Erstaunlicherweise
ist ein darauf gru¨ndender signifikanter Unterschied sowohl in der erfolgreichen Instru-
mentation als auch im Abiturklausurerfolg nicht feststellbar.
Dies la¨sst vermuten, dass eher die aktive Bescha¨ftigungsdauer pro Problem und mit
dem CAS relevant ist als die Art der Kooperation (Paar vor PC vs. Individuum vor
PC). Gelingt es dem Lerner sich in einen
”
Flow“–Zustand zu versetzen, reicht die Fas-
zination eines Problems sowie die Kooperation mit dem CAS fu¨r die U¨berwindung von
Durststrecken aus.
5.2.4 Abstand windschiefer Geraden
Als Auftrag LA-S wurde in der Erprobung G05 die Bearbeitung der Ru¨ckblicksaufgaben
im Grundkursband [11, S. 139] gestellt. Die zugeho¨rigen Konzepte waren selbststa¨ndig zu
erarbeiten. Ich zeige hier exemplarisch die Bearbeitung von Aufgabe 6 durch den Schu¨ler
G05-04. Es gelingt ihm eine kreative CAS–Lo¨sung, die in der didaktischen Schulbuchlite-
ratur m. W. so noch nicht zu finden ist.
Die urspru¨ngliche Lo¨sung war kaum versta¨ndlich, wie zugeho¨rige Audioaufzeichungen der
mu¨ndlichen Erla¨uterung des Schu¨lers aus der Feldstudie belegen. Der Schu¨ler wurde daher
gebeten, seine Lo¨sung schriftlich zu elaborieren. Das Resultat findet sich in folgendem
MuPAD-Worksheet, das hier in 5 Teilen gezeigt wird, vgl. die Abbildungsfolge 5.32 und
5.33.
Der Schu¨ler u¨berlegt sich zuna¨chst, dass es in der Ebene zu einer Geraden g und einem
Punkt P auf g genau eine Orthogonale gibt, im Raum aber unendlich viele: Er stellt sich
diese Orthogonalen offenbar wie die Speichen eines Rades um die Nabe als Gerade vor.
Am ersten Input //1 definiert er die beteiligten geometrischen Objekte. Die Bezeichung
Gg fu¨r die Gerade namens g ist unu¨blich, in seinem gedanklichen Kosmos aber sinnvoll.
Er definiert sich zudem eine eigene Winkelberechnungsfunktion Winkel (im Gradmaß),
die er auf die eingebaute Routine angle (im Bogenmaß) aufsetzt und geeignet ’umbiegt’.
Diese wendet er sogleich auf die Richtungsvektoren der beteiligten Geraden an, um deren
Nichtparallelita¨t zu pru¨fen.
Am zweiten Input //2 wird ein allgemeiner Richtungsvektor
”
Vuog“ (vielleicht fu¨r: ’ein
Vektor u orthogonal zu g’), dessen Winkel zur Richtung von g mit LD bezeichnet wird. Er
la¨sst die Orthogonalita¨tsbedingung (’LD = 90◦’) in Abha¨ngigkeit von der zweiten Kompo-
nenten r lo¨sen und erha¨lt die Relation r = x+s/2. Damit wird in //3 der Vektor Vuog mit
2 Variablen formulierbar und nunmehr neu als Vuog2 bezeichnet, die Bezeichnung nimmt
somit den internen Gedankengang auf. Entsprechend werden die Winkelberechnungsformel
und die Lo¨sung upgedatet. Da nach //3 eine Lo¨sung fu¨r jedes x existiert (Lo¨sungsmenge:
IR), ist Vuog2= (x, x+ s/2, s) die gesuchte allgemeine Darstellung des Lotvektors.
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Abbildung 5.32: Aufgabenstellung ’Abstand zweier windschiefer Geraden’
und erste Voru¨berlegungen zur Lo¨sung durch den Schu¨ler G05-04
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In //5 la¨sst er diese Schar Vuog2 von Vektoren zusa¨tzlich auch auf h senkrecht stehen: Das
ergibt die Funktion LDh. Die gleiche Bedingung des Senkrechtstehens (gepru¨ft u¨ber die
Winkelfunktion statt wie u¨blich mit dem Skalarprodukt) ergibt eine weitere Bedingung an
Vuog2, womit eine weitere Variable (hier: s) eliminiert wird. Vuog2 ha¨ngt nun nur noch von
x ab (denn s = −11/2 · x) und wird nun als Voghp (vielleicht fu¨r: ’Vektor orthogonal zu g
und h abha¨ngig von einem Parameter’) bezeichnet. Der Richtungsvektor des gemeinsamen
Lotes ist damit z. B. Voghp(1).
In //6 lo¨st er das entscheidende Gleichungssystem mit 3 Unbekannten, deren Bedeutung
er sinnvoll interpretiert.
Abbildung 5.33: Fortsetzung der Lo¨sung zum Abstandsproblem zweier
windschiefer Geraden durch Schu¨ler G05-04
Befund: Traditionell lo¨st man das Abstandsproblem u¨ber Bedingungen an das Skalarpro-
dukt. Da der euklidische Winkel u¨ber das Skalarprodukt definiert wird, kann der Schu¨ler
den fu¨r ihn anschaulicheren individuellen und kreativen Weg u¨ber Winkelbedingungen
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wa¨hlen. Es ist erstaunlich, zu welchen Leistungen das CAS hier anstachelt: Die Wahl sinn-
gebender Bezeichner, das konsequente Durchhalten eines zweifach problemreduzierenden
Lo¨sungsplans und das Lo¨sen eines komplexen 3x3-LGS lassen die Nutzung des CAS zur
Erweiterung der Wissensbasis als sinnvoll erscheinen.
Weitere Belege finden sich in intelligenten Alternativlo¨sungen z. B. im Kurs L06, wo Lo¨sun-
gen des obigen Abstandsproblems mit Mitteln der Differentialrechung zweier Vera¨nderlicher
gefunden werden.
5.3 Fallstudie: zur Pseudoinverse via sensibler For-
melinspektion
In einer abschließenden Fallstudie aus dem Ende des unterrichtlichen Lehrgangs demon-
strieren wir die Nutzung des CAS zur Wissensgewinnung mit Hilfe eines Analogieschlusses,
hier am Beispiel der Pseudoinversen. Nach Polya [174] stimmen
”
analoge Dinge in gewis-
sen Beziehungen zwischen ihren entsprechenden Teilen u¨berein.“ Dabei verwendet man oft
”
vage, mehrdeutige, unvollsta¨ndige oder unvollsta¨ndig gekla¨rte Analogien, aber Analogie
kann auch die hohe Stufe mathematischer Gewissheit erreichen“. Polya bemerkt dazu:
Beim Lo¨sen einer vorgegebenen Aufgabe ko¨nnen wir oft die Lo¨sung einer einfacheren analogen
Aufgabe benutzen; wir ko¨nnen ihre Methode oder ihr Resultat oder beides anwenden. [a. a. O.,
S. 57]
Im Falle der Pseudoinversen wurde unterrichtlich der 1-dimensionale Spezialfall durch einen
Analogieschluss u¨ber den Aufbau der Explizitformel verallgemeinert und die so heuristisch
gewonnene dimensionsunabha¨ngige Formel durch das CAS mit Evidenz aufgeladen. In
Polya’s Terminologie nutzen wir also eine resultatgeleitete Analogie.
Wir skizzieren im Folgenden die Trajektorie, den Ausgangspunkt des Analogieschlusses
im Unterrichtsgespra¨ch mit Tafelprotokoll sowie die anschließende Umsetzung im CAS-
Worksheet.
Die Lern-Trajektorie startet mit der Behandlung eines konkreten Beispiels44 , vgl. Abbil-
dung 5.34 links. Die protokollierte Schu¨lerlo¨sung zeigt den Gedankengang von der pla-
nerischen Skizze u¨ber die beiden Bedingungen des Senkrechtseins (R ⊥ ~PQ) und des
Lagehabens (Qg) zur mathematischen (blau) und CAS-gestu¨tzen (rot) Lo¨sung.
Die allgemeine Lo¨sung des Projektionsproblems durch einen anderen Schu¨ler orientiert sich
analogisierend am Vorgehen im konkreten Beispiel (’methodische’ Analogie) und gewinnt so
die eingerahmte abstrakte Projektionsformel. Rechts (gru¨n) findet sich der Analogieschluss
auf die dimensionsunabha¨ngige Projektionsformel (’resultatorientierte’ Analogie).
Abbildung 5.35 zeigt mo¨gliche Phasen des Analogieschlusses: Ausgehend von der 1-dimensio-
nalen Explizitformel Y = A + k ·X, die sorgsam die auftretenden Rechenarten (Multipli-
kation von Zahlen
”
·“ vs. Skalarprodukt45
”
◦“ von Vektoren) unterscheidet, wird zuna¨chst
44vgl. [12, S. 138], wo dieses Beispiel 3 auf ein Schnittproblem einer Geraden und einer Hilfsebene
reduziert wird
45Entsprechend der von mir definierten Infix-Notation fu¨r MuPAD.
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Abbildung 5.34: senkrechte Projektion: an einem Beispiel studiert
(links) und als abstrakte 1-dimensionale Explizitformel formuliert (rechts) -
selbststa¨ndige Schu¨lerlo¨sungen
eine Vereinfachung der Formel vorgenommen. Dazu wird die geometrische Konfiguration
auf den Ursprung bezogen, indem als Betrachtungszentrum der Ursprung46 A:= ~O gewa¨hlt
wird. Danach wird der Formelaufbau abgea¨ndert: Der Faktor k wird nachgestellt, der Nen-
ner als Kehrwert notiert und ein kommutativer Faktorentausch bringt X in Rechtsstellung
und erzeugt so einen ’funktionalen’ Aufbau der Formel. In dieser Gestalt kann die For-
mel dimensionsfrei verallgemeinert werden. Einsichtsvorgreifend – aber an der elementa-
risierten Formel als Muster gestaltlich orientiert – wird der Term gesplittet in B und den
’Rest’: Dieser Formelrest wird funktional mit mpi benannt und ’spielt analog die Rolle
des Streckfaktors k’. Diese Umformungsschritte sollten von den Schu¨lerInnen partiell selbst
beschreitbar bzw. nachvollziehbar sein.
Abbildung 5.35: Trajektorie zum Analogieschluss auf die dimensions-
unabha¨ngige Projektionsformel und zur Einfu¨hrung der Moore-Penrose-
Pseudoinversen mpi. X ist der zu projizierende Punkt und Y der Fußpunkt
der Projektion.
46Man kann die Trajektorie auch direkt mit einer Ursprungsgeraden starten.
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Die folgende Tabelle fasst die wesentlichen Analogiebezu¨ge zusammen.
Erste Episode. Abbildung 5.36 zeigt das Tafel-Protokoll des Analogieschlusses zur Gewin-
nung einer Formel fu¨r die Pseudoinverse bzw. die verallgemeinerte Projektion47 aus der
vorherigen Unterrichtsstunde. Gegen Ende konnte die Analogie nur kurz angerissen wer-
den und wird nun nochmals aufgegriffen. Die nachfolgende Episode beginnt 06:08 Minuten
nach Stundenbeginn.
Abbildung 5.36: Analogieschluss auf die dimensionsunabha¨ngige Projekti-
onsformel als ’resultatorientierte’ Analogie
Das Tafelbild zeigt nur noch die eingerahmte eindimensionale Projektionsformel. Die matrix-
notierte verallgemeinerte Projektionsformel ist zu Stundenbeginn weggewischt worden. Es wurde
kurz wiederholt, wie die eindimensionale Projektionsformel lautet, wenn A der Nullpunkt ist.
1 L: Jetzt u¨bersetzen wir eben mal diese Formel [zeigt auf die eingerahmte Formel am Whiteboard ]
noch mal in die Formel, wo wir uns vorstellen, dass jetzt B nicht nur eine Spalte ist, also ein Basisvektor,
sondern dass B mehrere Spalten enthalten kann. Dann ist das hier [zeigt auf das Skalarproduktzeichen
im Za¨hler ] ja nicht mehr als Skalarprodukt deutbar, ja, und dann hatte ich versucht, euch zu erkla¨ren,
wie man diese Formel jetzt analog schreibt, wenn man jetzt denkt, dass das B ersetzt wird durch ne
gro¨ßere Basis U , etwa von einer Ebene, die jetzt statt einen Vektor zwei Vektoren hat.
Wer kann das mal versuchen .. ja?
[Einige Sekunden vergehen .. Conny meldet sich.]
2 L: Conny!
3 C: [7:19 ] Ja .. also eigentlich steht das ja schon hier unten – mehr oder weniger. [zeigt auf die
eingerahmte Formel am Whiteboard ] .. a¨hm P ... a¨hm das Skalarprodukt ist zwei mal da [zeigt auf die
rechts stehenden gleichen Faktoren (B−A) in Za¨hler und Nenner ] .. kann man das ku¨rzen? Eigentlich
schon, oder?
4 L: Denk mal erst mal nach!
5 C: Also ok .. P mal B .. Skalarprodukt mit B .. das kann man in Klammern schreiben [notiert
(P ◦B)].. B transponiert mal B .. also das Matrizenprodukt immer .. [notiert (P ◦B)(Bt ◦B)]
47Eine Herleitung auf Universita¨tsniveau findet sich z. B. in [144, S. 196 ff]. Diese la¨sst aber die mo¨gliche
Entdeckung dieses Formel–Wissens und seine Verankerung in vertrauter Formel–Umgebung im Dunkeln.
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6 L: Aber dann musst du besser Stern schreiben, mach mal nen Stern, Matrizenmultiplikation .. Stern,
da [C. ersetzt die Rechenzeichen ◦ im bisher notierten Term jeweils durch ein ∗.] .. ja genau!
7 C: [schreibt die Formel weiter um:] hoch minus 1 hatten wir gesagt .. [notiert (P ∗ B)(Bt ∗ B)−1]
entspricht, wenn man hier teilt [zeigt auf den Nenner in der alten Projektionsformel ] .. man kann ja
eigentlich nicht durch Matrizen teilen ..
8 L: Ok.
9 C: ... und hier dann noch mal B [notiert (P ∗B)(Bt ∗B)−1 ∗B].
10 L: Ja.
11 C: Das war’ s eigentlich schon .. und .. so wu¨rde das funktionieren. [6:30 ]
Kommentar: Der Schu¨ler L06-13 signalisiert zuna¨chst ein gefu¨hltes Versta¨ndnis (’mehr oder
weniger’, vgl. Zeile 1) der gesamten Formelumstellung, stutzt aber nach der Notation von
P und argwo¨hnt, ob er – wie beim Rechnen mit Zahlen – die Terme (B−A) ’ku¨rzen’ kann.
Offenbar hat er in diesem Moment einen zu formal-algebraischen Blick auf die Formel,
ohne die beteiligten Objekte als Vektoren bzw. Matrizen wahrzunehmen. Den Impuls zum
’Nachdenken’48 greift er nicht auf, sondern fa¨hrt mit dem Umschreiben der Formel fort.
Wa¨hrend er im zweiten Faktor richtigerweise die Matrix B transponiert, la¨sst er dies im
ersten Faktor unbeachtet49 – vielleicht weil P ein Vektor ist. Die Invertierung von Matrizen
wird korrekt als Pendant zur Zahlendivision erkannt.
Der Ausschnitt zeigt neben interessanten Fehlversta¨ndnissen aber ein grundsa¨tzliches Ver-
sta¨ndnis fu¨r den algebraischen Aufbau der verallgemeinerten Formel.
Bemerkung: In der Erprobung L08 wurde der Analogieschluss anhand des Beispiels ’Pro-
jektion einer Pyramidenspitze auf seine Grundfla¨che’ aus dem unten gezeigten Worksheet
zuna¨chst konkret durchgefu¨hrt. Dabei waren die beteiligten Objekte (Vektoren, Matrizen)
und Rechenoperationen (Skalarprodukt, Zahlenprodukt, Matrizenprodukt) optisch erkenn-
bar, so dass bei der konkreten Durchfu¨hrung der Rechnungen insbesondere klar wurde, wo
Transponierungen vorgenommen werden mussten.
Episode 2. Vo¨llige Klarheit und Evidenz erzeugte schließlich die nachfolgende Realisation
im CAS. Eine Exaktifizierungsphase (Beweis) der mehrdimensionalen Projektionsformel
ko¨nnte sich anschließen. Die folgende zweite Episode stammt aus derselben Stunde wie die
erste Episode.
Die Schu¨lerInnen sollten zur U¨bung der verallgemeinerten Projektionsformel einige Aufgaben vom
’Ru¨ckblick’ bearbeiten (deren Lo¨sungen im Lehrbuch angegeben waren) sowie einige Beispiele aus
dem Lehrbuch zum Thema ’Abstandsprobleme’ nach Wahl. Einige Lo¨sungen sollen nun besprochen
werden. L. verteilt dazu den Bildschirm des Schu¨lers T. – der zwischenzeitlich einige Aufgaben
gelo¨st hatte – an alle Kursteilnehmer, so dass alle Schu¨ler das Worksheet von T. vor sich sehen.
1 L: [26:07 ] Rufen wir eben mal Toni’s Sheet .. Eigene Dateien .. Mathe .. ja .. Toni!
2 T: [ 26:24 ] Jo, also a¨h der Conny hat ja eben erkla¨rt, wie wir auf diese Formel kommen ko¨nnen a¨hm
diese hier, dieses F gleich preu50 U mal ...
48Therapeutisch ko¨nnte man eine ”Nimm Stellung“-Aufgabe (nach Sluits) oder eine Konsequenzunter-
suchung (”Was-wa¨re-wenn“-Aufgabe) anschließen.49Dies wird lt. Audiomitschnitt im folgenden Unterrichtsabschnitt aufgegriffen.
50Der Schu¨ler versucht die Notation proj(U) aus dem Sheet ’englisch’ auszusprechen.
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3 L: Projektion! Man liest Projektion .. Projektion auf U .. von wem, ja?
4 T: Genau. Und damit ko¨nnen wir dann eigentlich die ganzen a¨h ganzen Aufgaben auf diesem Blatt
relativ schnell rechnen, wir mu¨ssen halt immer P definieren, also der Punkt der projiziert werden soll,
den a¨h Aufpunkt von der Geraden und den Richtungsvektor der Geraden ..
5 L: .. oder der Ebene!
6 T: Ja genau .. und dann mu¨ssen wir einfach immer nur diese F a¨h diese .. diese Formel anwenden
mit diesen Zahlen, die wir vorher definiert haben .. und bekommen immer den Punkt P auf die Gerade
projiziert ..
7 L: .. oder auf die Ebene .. wie hier vorne, ja?
8 T: .. oder auf die Ebene. Ja, um dann zum Beispiel .. ja, den Abstand zu berechnen, mu¨ssen wir
dann halt nur noch diesen Abstand berechnen .. mit dieser Norm .. Norm zwei51 , das ist eigentlich ..
das hatten wir ja glaub ich schon mal besprochen
9 L: Richtig!
10 T: Ja, dieser Abstand [scrollt nach dem weiter oben stehenden Term |F − P | .]
11 L: Ja, da oben .. P nach F .. Norm davon!
12 T: Genau, und falls wir jetzt mal ne Ebene haben sollten – das war irgendwie .. beim Beispiel 1
glaub ich, war ne Ebene gesucht, die projiziert werden sollte .. und dann ..
13 L: .. auf die!
14 T: .. auf die projiziert werden sollte, dann hab ich irgendwie die Ebene, die war in Normalform an-
gegeben, die hab ich mir erst mal in Koordinatenform umgewandelt und dann in a¨h Parameterform.
Und als Parameterform konnte ich dann a¨h konnte ich dann die ganzen Sachen wieder so definie-
ren, wie wir das fu¨r die Formel brauchen .. also hier [markiert mit dem Cursor die verallgemeinerte
Projektionsformel ]
15 L: Ehem.
16 P: Dann wieder P aus der Aufgabe, den Aufpunkt - den hab ich dann wieder aus der Normalform
genommen, die steht ja ebenfalls in der .. in der Aufgabe und als U habe ich jetzt nicht nur einen
Richtungsvektor genommen, sondern die beiden Richtungsvektoren von der Ebene, also .. hier -2 1 1
und -2 0 1 .. und hab die verbunden zu einer Matrix .. und dann erhalten wir diese .. diese Matrix
hier als U. Und dieses U ko¨nnen wir dann wieder in der Formel verwenden und erhalten dann diesen
Projektionspunkt.
17 L: A¨hem.
18 T: Und dann wieder den Abstand von F zu P berechnet, ergibt dann 14/3. Das stimmt dann auch
mit den Zahlen u¨berein, die in der .. die in dem Beispiel52 vorgegeben wurden. Ja, und eigentlich dieses
Schema hier, das kann man eigentlich so kopieren [markiert die entsprechenden Befehle mit der Maus]
und wieder a¨h fu¨r die na¨chste Aufgabe einfu¨gen und nur die Zahlen vera¨ndern. Und dann kommt immer
wieder das Richtige raus, eigentlich quasi, ja, und das habe ich dann auch mit den ganzen anderen
Aufgaben von dem Blatt so gemacht und das hat eigentlich immer gestimmt. [29:12 ]
Kommentar: Die Episode zeigt, wie schnell sich eine Lo¨sungspraxis ausbildet und wie sich
die gleiche methodische Analogie (der Schu¨ler L07-11 spricht in Zeile 18 von einem ’Sche-
ma’, das er im CAS durch cut&paste kopiert) durch die Aufgabensequenzen des Lehrbuches
zieht. - Im Anschluss war folgendes abschließendes Worksheet zu bearbeiten, das seinen
51gemeint ist die MuPAD-Funktion norm(..,2), also die euklidische Norm.
52[12, S. 145, Beispiel 1]
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Fokus auf die inhaltliche Interpretation des mpi-Faktors in der Projektionsformel richtet.
Es sei hier in der u¨berarbeiteten Fassung als Lo¨sung eines Schu¨lers aus der Erprobung
L08 in seinen wesentlichen Auszu¨gen gezeigt, vgl. Abbildung 5.37. Die Aufgabenstellung
ist in wenigen Schritten lo¨sbar: Nach Eingabe der Punkte wird die Basis U der Projekti-
onsfla¨che bestimmt und mit Hilfe des Projektions-Operators Proj(U) der projizierte Rich-
tungsvektor Y bzw. der Projektionsfußpunkt F berechnet. Damit berechnet sich leicht der
Ho¨henvektor F − S und die Ho¨he als dessen La¨nge. Formel (4) und (5) demonstrieren die
Bedeutung des Faktors mpi(U) (Pseudoinverse) als schlagartige Berechnung des verallge-
meinerten Streckfaktors k – na¨mlich zur simultanen Berechnung der beiden Koeffizienten
der U-Basisdarstellung von F − S.
Abbildung 5.37: mehrdimensionale Projektion und Pseudoinverse: Aufga-
benstellung 2 - Erprobung der Projektionsformel an einem Lehrbuchbeispiel
Die Bedeutung von mpi(U) ∗ X bzw. U ∗mpi(U) ∗ X als Streckfaktorenberechnung bzw.
Basisdarstellung des projizierten Vektors X wird in der CAS-Grafik klar, vgl. Abbildung
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5.38: Der gestrichelte Weg zeigt anschaulich die Darstellung des Projektionsvektors als
Linearkombination aus den Spannvektoren der Ebene und verifiziert die Rechenergebnisse.
Abbildung 5.38: mehrdimensionale Projektion und Bedeutung der Pseu-
doinverse: Aufgabenstellung 2 - graphische Visualisierung im CAS
Anmerkungen.
1. Die Wirkung der Pseudinversen zur Lo¨sung eines u¨berbestimmten Gleichungssystems
bleibt bei diesem analogisierenden Zugang zuna¨chst verborgen. Die Gleichung mpi(U)∗
X =
(
k1
k2
)
=: k zur unmittelbaren Bestimmung der Streckfaktoren ist aber alternativ
aus dem Linearkombinations-Ansatz Y = U ∗ k = (U1...U2) ∗
(
k1
k2
)
= U1 · k1 + U2 · k2 fu¨r
den Projektionsvektor Y aus der Bedingungen des Senkrechtstehens von U1 und U2 zum
Normalvektor der Ebene im 2-dimensionalen Falle elementargeometrisch mittelbar zu
gewinnen. So war dies in Aufgabe.2.d im Worksheet auch erbeten.
2. Die verallgemeinerte Projektionsformel trivialisiert die u¨blichen Abstandsprobleme53 der
schulischen linearen Algebra und fokussiert stattdessen auf eine methodische Reduktion.
Da die schulische lineare Algebra ansonsten Projektionen nur am Rande behandelt54,
wird hier eine gangbare unterrichtliche Implementierung aufgezeigt.
3. Die aus der Form der Formel durch einfu¨hlsame Muster(wieder)erkennung (’pattern
recognation’) entnommene Analogie ist eine kreative genuin mathematische Ta¨tigkeit,
welche alle drei Winterschen Grunderfahrungen55 integriert. Die ’Wissensform des For-
melwissens’ (Hefendehl) findet hier ein faszinierendes Exempel: Die sensible Analyse
53wie der Schu¨ler in Episode 2 richtig bemerkt hatte
54[197, S. 202 ff]
55vgl. z.B. [40, S. 6 ff]
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der Ausgangsformel mit der Aufdeckung und dem Bewusstwerden von beteiligten Ob-
jekten und geta¨tigten Operationen fu¨hrt diverse linear–algebraische Aspekte zusammen
und ebnet u¨ber die erkenntnisleitende Analogie den Weg zur Verallgemeinerung. Die
nachga¨ngige Analyse der verallgemeinerten Formel wiederum zerlegt die algebraische
Formel sinngebend in seine geometrisch interpretierbaren Bestandteile - die Koeffizien-
tenberechnung und die Linearkombinationsdarstellung der Projektion. Selbst die Pseu-
doinverse als zweiter Faktor wa¨re auf ho¨herer Ebene weiter sezierbar.
Aus fachdidaktischer Sicht erweist sich also das Nach- und Hineindenken in diese ma-
thematische Formel als wertvolle Quelle des mathematischen Erkenntnis- und Wissens-
zuwachses sowie seiner ordnenden Bezu¨ge (Vernetzung).
4. Vertikal-vernetzende (’ordnende’) Analogien ko¨nnen die Projektionsformeln z. B. mit
den Forme(l)n der Geradengleichungen y = mx bzw. y − f(a) = m(x− a) und die wie-
derkehrende Grundidee der Orientierung am Ursprung (’Ortsvektorraum’) vergleichend
in den Blick nehmen.
Befund. Von drei unterrichtlich erprobten Zuga¨ngen zur Pseudoinversen (CAS-Experimente,
u¨berbestimmte lineare Gleichungssysteme, heuristische Analogie) erwies sich der analogie-
basierte u¨ber die Verallgemeinerung der eindimensionalen Projektionsformel als erfolg-
reichster. Innerhalb einer Unterrichtswoche und mit einem einzigen relativ kurzen flan-
kierenden CAS-Worksheet waren wesentliche Aspekte der Begriffsbildung zu gewinnen.
Neben den stoffdidaktischen Vorteilen erwies sich das heuristische Mittel der Analogiebe-
trachtung als einsichtsfo¨rdendes Element der Wissensgewinnung und die CAS-Realisierung
als fundierende Evidenzsicherung wa¨hrend der Erprobung.
320 § 5. Empirische Befunde zu Unterrichtsepisoden
§ 6
Epistemologische
U¨berzeugungsstrukturen
In diesem Kapitel wird die vierte Forschungsfrage untersucht:
FF4: Wie vera¨ndern sich die bekannten Mathematik-Weltbilder unter dem langzeitlichen Einfluss
eines CAS im regula¨ren Mathematikunterricht?
Zur Beantwortung dieser Frage werden die Ergebnisse einer mehrfach in CAS-Kursen
durchgefu¨hrten Befragung mit den Ergebnissen der Grigutsch-Erhebung von 1994 vergli-
chen, vgl. [113]. Diese La¨ngsschnittuntersuchung zur Vera¨nderung des Mathematik-Welt-
bildes (kurz: M–Weltbild) unter intensiver CAS-Nutzung wird zusa¨tzlich um die Ermittlung
eines
”
Belief-Index“ erga¨nzt, mit dem die Vera¨nderungen im globalen Mathematik-Weltbild
eines Kurses zu verschiedenen Zeitpunkten bzw. mit externen Kohorten quer–vergleichbar
gemacht wird.
Zusa¨tzlich wird ein
”
CAS“-Fragebogen entwickelt, eingesetzt und ausgewertet, mit dem
das parallel zum Mathematik-Weltbild entstandene
”
CAS-Weltbild“ (und sein zugeho¨ri-
ger
”
CAS-Belief-Index“) messbar wird. Daraus werden Ru¨ckschlu¨sse bzw. Hypothesen zur
Erkla¨rung der Vera¨nderungen im mathematischen Weltbild der untersuchten Kohorten
gewonnen.
6.1 Querschnittsuntersuchung zum M–Weltbild
Im Folgenden werden die Ergebnisse einer wiederholt erhobenen Befragung (mit dem ori-
ginalen Fragebogen von Grigutsch) pra¨sentiert, mit der untersucht werden sollte, ob bzw.
inwieweit sich das Mathematik-Weltbild von Schu¨lerkohorten unter intensiver Computer-
nutzung im Vergleich zur Grigutsch-Erhebung vera¨ndert hat. Das Weltbild der Schu¨ler
wurde dabei von Grigutsch auf folgende fu¨nf entscheidende Faktoren reduziert:
F: Wie hoch scha¨tzen Schu¨ler den formalen Charakter der Mathematik ein?
(Formalismus-Aspekt)
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S: In welchem Maße ist die Mathematik aus Schu¨lersicht von Rechenregeln und Kalku¨len
bestimmt? (Schema-Aspekt)
P: In welchem Maße spiegelt der Mathematikunterricht fu¨r die Schu¨ler einen Prozess des
Entwickelns und des (Nach-)Erschaffens von Mathematik wider? (Prozess-Aspekt)
A: Wie hoch scha¨tzen Schu¨ler die Anwendbarkeit und den Nutzen der Mathematik ein?
(Anwendungsaspekt)
R: Wie stark wird das Lernen von Mathematik von Pru¨fungszwa¨ngen beeinflusst?
(rigide Schemaorientierung)
Unter einem ’mathematischen Weltbild’ wird dabei nach Grigutsch u. a. das von einem
Schu¨ler im Laufe seiner Schulzeit (individuell verschiedene) Bild davon verstanden, was
Mathematik sei1. Dieses mathematische Weltbild bu¨ndelt als Einstellungsstruktur eine
Fu¨lle von vielschichtigen (positiv oder negativ besetzten) Kognitionen, Affektionen und
Dispositionen gegenu¨ber der Mathematik, die aus dem Fragebogen extrahiert und als ein
5-dimensionaler Beliefvektor (F, S, P,A,R) codiert wird.
Zur Erhebung und methodischen Aufbereitung der Daten
Die Schu¨ler und Schu¨lerinnen von drei Grundkursen Mathematik wurden jeweils zur Mitte
des 12. Schuljahres vor Beginn eines intensiven CAS-Einsatzes und nochmals am Ende
des 13. Schuljahres (kurz vor dem Abitur) mit dem geschlossenen Fragebogen2 von Gri-
gutsch (vgl. Anhang) nach ihrem Mathematik-Weltbild befragt. Damit kann einerseits ein
Vergleich der aktuellen Stichproben (2000 bis 2008) mit den Querschnittsdaten aus der
Grigutsch-Stichprobe von 1994 vorgenommen werden, deren Mathematik-Weltbild dazu
mit dem Referenz-Mathematikbild aus der Grigutsch-Untersuchung kontrastiert wird. An-
dererseits wird eine 3-fach iterierte La¨ngsschnittanalyse mo¨glich, die eine mo¨gliche Vera¨nde-
rung des Beliefvektors unter dem Einfluss eines intensiven CAS-Einsatzes in der gleichen
Gruppe zu weit auseinander liegenden Zeitpunkten untersucht.
6.1.1 Vergleich des Referenz-Mathematikbildes mit den CAS-M-
Weltbildern
Im Folgenden werden die fu¨nf Dimensionen (F, S, P,A,R) der Weltbilder zuna¨chst isoliert
untersucht. Dazu werden die Fragen zitiert, die die jeweilige Dimension erfassen. Anschlie-
1In der fachspezifischen Literatur auch als ’subjektive Theorie’, ’subjektiver Erfahrungsbereich’ oder
’Vorstellungssystem’ (belief system) bezeichnet. Das theoretische Konzept des ’mathematischen Weltbildes’
fußt wiederum auf dem psychologischen Begriff der ’Einstellung’, wodurch ein ’mathematisches Weltbild’
zu einem Einstellungssystem wird. Solche attitudes sind konsistente zeitstabile (oft unbewusste) Orientie-
rungen im Gegensatz zu spontan gebildeten unbesta¨ndigen Einstellungen.
2Dieser Fragebogen war als Instrument zur Erfassung von mathematikbezogenen Einstellungen u. a.
in einer Stichprobe 1994 u¨ber 1.500 Schu¨lern an 20 Gymnasien im Regierungsbezirk Du¨sseldorf vorgelegt
worden, darunter 338 Schu¨ler aus 20 Grundkursen der Jahrgangsstufe 12.2.
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ßend wird der Referenz-Befund von Grigutsch mit den aktuellen Befunden verglichen und
interpretiert.
Der Grigutsch-Fragebogen entha¨lt 72 Fragen, davon beziehen sich die Fragen 1 bis 69 auf
das Mathematik-Weltbild. Jede einzelne Frage (Item) ist skaliert durch die Antwortmo¨glich-
keiten 5 =
”
stimmt genau“, 4 =
”
stimmt gro¨ßtenteils“, 3 =
”
unentschieden“, 2 =
”
stimmt
nur teilweise“, 1 =
”
stimmt gar nicht“.
Fu¨r jede der fu¨nf Dimensionen (F, S, P,A,R) wird fu¨r jeden Schu¨ler ein Skalenwert errech-
net, wobei jede Dimension nach der Faktorenanalyse von Grigutsch durch 3 bis 9 Fragen
operationalisiert wurde. Fu¨r jeden befragten Schu¨ler werden seine Punkte in den Items
einer Dimension addiert und anschließend transformiert. Jeder Befragte besitzt dadurch in
jeder der 5 Dimensionen (F, S, P,A,R) einen Wert auf einer Skala von 0 bis 50, der seine
Einstellung gegenu¨ber der Mathematik in der jeweiligen Dimension markiert. Es ergeben
sich folgende Bereiche:
Einstellung Skalenwert
vo¨llige Ablehnung 0 – 10
Ablehnung 10 – 20
Indifferenz 20 – 30
Zustimmung 30 – 40
vo¨llige Zustimmung 40 – 50
Der Formalismus-Aspekt
Folgende Items des Fragebogens operationalisieren den Formalismus-Aspekt in der Di-
mension F, deren transformierter Skalenwert durch die gewichtete Punktsumme F :=
((F3 + F8 + F12 + F17 + F28 + F30 + F32) · 10
7
− 10) · 5
4
berechnet wird:
F: Formalismus-Aspekt im Mathematik-Weltbild
F3 Im Mathematikunterricht muss man streng logisch und pra¨zise (sehr genau)
denken.
F8 Im Mathematikunterricht muss man alles ganz genau ausdru¨cken.
F12 Im Mathematikunterricht muss man alles ganz genau begru¨nden.
F17 Im Mathematikunterricht muss man die Fachausdru¨cke, und zwar korrekt, ver-
wenden.
F28 Kennzeichen von Mathematik sind sehr genaue Fachausdru¨cke und sehr genaue
Begru¨ndungen.
F30 In der Mathematik ist es sehr wichtig, dass man immer streng logisch und
genau denkt.
F32 Die Mathematik kann auf eine exakte und genaue Fachsprache (Fachausdru¨cke)
nicht verzichten.
Tabelle 6.1: Die sieben Items (Fn)n=3,8,12,17,28,30,32 zur Erhebung
des Formalismus-Aspekts F
Gema¨ß dieser Items wird die Mathematik durch strenge, exakte und pra¨zise Begrifflichkei-
ten, Sprechweisen und Argumentationen charakterisiert. Die Reliabilita¨t der Skala betra¨gt
nach Grigutsch 0,75 (Cronbachs Alpha).
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Die Kontrollgruppe3 zeigte folgenden F-Befund:
Die Formalismus-Verteilung ist leicht linksschief und weist Parameter der zentralen Tendenz im
Bereich der Zustimmung auf (arithmet. Mittel = 36,8; Median = 37,5; Modus = 39,2). [...]
Im Grundkurs lehnen nicht einmal 4% der Schu¨ler einen Formalismus-Aspekt ab, und 13% sind
unentschieden. Hingegen ist fu¨r 84% der Schu¨ler der Formalismus-Aspekt ein Element des Ma-
thematikbildes; dabei stimmen 48% gro¨ßtenteils und 36% vollends zu. Mathematik besitzt somit
fu¨r die große Mehrheit der Schu¨ler im Grundkurs einen deutlichen formalen Aspekt. [a. a. O.,
S. 115.]
Die folgende Tabelle4 zeigt die Daten der Kontrollgruppe (N=331) und die Daten meiner
aktuellen CAS-Gruppen5 der Jahrgangsstufen 12 (N=95) und der Jahrgangsstufen 13.2
(N=81).
F-Komponente Mittelw. F¯ Std.abw. sF ..10 ..20 ..30 ..40 ..50
Kontrollgr. GK 36.8 7.9 0.3 3.3 12.7 47.7 35.9
CAS-Gruppe GK 12 32.42 7.98 0 7.4 28.4 44.2 20.0
CAS-Gruppe GK 13.2 30.86 7.94 0 9.9 39.5 35.8 14.8
Abbildung 6.1 visualisiert den aktuellen Befund fu¨r die CAS-Gruppen durch Histogramme
mit der jeweils zugeho¨rigen u¨berlagerten Dichtefunktion (Standard-Normalverteilung zu
den Parametern (F , sF )).
Interpretation. Ausweislich der Befundlage zeigt sich ein vera¨ndertes Mathematik-Weltbild
in der Formalismus-Dimension. Die Formalismus-Verteilung ist in den CAS-Gk 12 kaum
noch linksschief und weist Parameter der zentralen Tendenz na¨her im Bereich der Indiffe-
renz auf. Im CAS-Grundkurs 12 lehnen ca. 10% der Schu¨ler einen Formalismus-Aspekt ab
und 28% sind unentschieden. Nur noch fu¨r 64% der Schu¨ler ist der Formalismus-Aspekt
ein Element des Mathematikbildes; dabei stimmen 44% gro¨ßtenteils und 20% (gegenu¨ber
36% der Kontrollgruppe) vollends zu. Mathematik besitzt fu¨r die Mehrheit der Schu¨ler im
CAS-Grundkurs 12 einen abgeschwa¨chten formalen Aspekt.
Die Formalismus-Verteilung erweist sich in den CAS-Gk 13 nochmals ausgeglichener nor-
malverteilt. Indifferenz u¨berwiegt mit 39% und ist damit dreimal so hoch wie in der Kon-
trollgruppe. Im CAS-Grundkurs 13 lehnen ca. 10% der Schu¨ler einen Formalismus-Aspekt
ab. Nur noch fu¨r ca. 50% der Schu¨ler ist der Formalismus-Aspekt ein wesentliches Ele-
ment des Mathematikbildes; dabei stimmen 36% gro¨ßtenteils und 15% (gegenu¨ber 36% der
Kontrollgruppe) vollends zu. Mathematik besitzt fu¨r die Mehrheit der Schu¨ler im CAS-
Grundkurs 13 einen milden formalen Aspekt. Der F-Mittelwert zeigt sich um eine volle
Standard-Abweichung in Richtung Normalverteilung verschoben.
3also die 331 Schu¨ler und Schu¨lerinnen aus Grundkursen der Grigutsch-Umfrage aus dem Jahre 1994
4darin bezeichnet ”Mittelw.“ das arithmetische Mittel (mean) und ”Std.abw.“ die Standardabweichung
vom Mittelwert sowie z. B. ”..10“ das Intervall [0, 10] der ”vo¨lligen Ablehnung“, s. o.5Hier und im Folgenden sprechen wir von ”CAS“-Gruppen 12, weil diese Lerngruppen in der Folgezeit
einen intensiven CAS-Gebrauch erfahren und zum Zeitpunkt 12.2 schon geringe CAS-Einflu¨sse (aus der
Behandlung der Analysis) vorliegen.
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Abbildung 6.1: Linkes Bild: F(ormalismus)-Komponente im Mathematik-
bild der Kontrollgruppe (rot) und den CAS-gestu¨tzten Grundkursen (blau)
Rechtes Bild: Auspra¨gung der F-Komponente im Mathematikbild CAS-gestu¨tz-
ter Grundkurse in JgSt 12 (blau) und am Ende der Schulzeit in JgSt 13.2 (gru¨n)
Schema-Aspekt
Folgende Items des Fragebogens operationalisieren den Schema-Aspekt in der Dimension
S, deren transformierter Skalenwert durch die gewichtete Punktsumme F := ((F24+F34+
F39 + F44) · 10
4
− 10) · 5
4
berechnet wird:
S: Schema-Aspekt im Mathematik-Weltbild
F24 Mathematik ist eine Sammlung von Rechenverfahren und Rechenregeln, die genau
angeben, wie man Aufgaben lo¨st.
F34 Fu¨r Mathematik muss man viel u¨ben, um die Rechenregeln und Rechenverfahren zu
befolgen und anzuwenden.
F39 Mathematik besteht darin, Regeln, Formeln, Fakten und Rechenverfahren (Rechen-
wege) zu behalten und anzuwenden.
F44 Mathematik besteht darin, dass man Dinge lernt, beha¨lt, sich an sie erinnert und sie
anwendet.
Tabelle 6.2: Die vier Items (Fn)n=24,34,39,44 zur Erhebung des Schema-Aspekts S
Gema¨ß der vier S-Items wird Mathematik als eine Sammlung von Algorithmen und Rechenregeln
charakterisiert, die genau angeben, wie man Aufgaben lo¨st. Mathematisches Handeln besteht
dann darin, diese Regeln, Formeln, Fakten und Rechenwege zu memorieren und anzuwenden.
Mathematik besteht in diesem Versta¨ndnis aus Lernen, U¨ben, Erinnern und dem Anwenden
von schematisierten Prozeduren. Die Reliabilita¨t dieser Skala betra¨gt nach Grigutsch 0,59. Die
Kontrollgruppe zeigte folgenden S-Befund:
Die Ha¨ufigkeiten in der Schema-Skala sind symmetrisch und
”
normal“ verteilt; die Mittelwerte
liegen im Bereich der Zustimmung (arithmet. Mittel = 34,5; Median = 34,4; Modus = 37,5).
[...] Fast drei Viertel (73%) aller Schu¨ler sehen den Schema-Aspekt als wesentlichen Teil der
Mathematik, wa¨hrend 20% unentschieden sind und nur knapp 7% eine ablehnende Einscha¨tzung
a¨ußern. Der Schema-Aspekt ist somit im Grundkurs ein bedeutsames Element des Mathematik-
bildes. [a. a. O., S. 116.]
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Die folgende Tabelle zeigt die Daten der beteiligten Gruppen
S-Komponente Mittelw. S¯ Std.abw. sS ..10 ..20 ..30 ..40 ..50
Kontrollgr. GK 34.5 8.7 0.6 6.0 20.0 41.5 31.9
CAS-Gruppe GK 12 33.9 9.8 0 10.5 17.9 40.0 31.6
CAS-Gruppe GK 13.2 32.3 6.6 0 1.2 31.7 53.7 13.4
und Abbildung 6.2 visualisiert den Befund.
Abbildung 6.2: Linkes Bild: S(chema)-Komponente im Mathematikbild der
Kontrollgruppe (rot) und den CAS-gestu¨tzten Grundkursen (blau)
Rechtes Bild: Auspra¨gung der S-Komponente im Mathematikbild CAS-gestu¨tz-
ter Grundkurse in JgSt 12 (blau) und am Ende der Schulzeit in JgSt 13.2 (gru¨n)
Interpretation. Die Befunde zeigen ein kaum vera¨ndertes Mathematik-Weltbild in der Sche-
ma-Dimension der CAS-gestu¨tzten Grundkurse 12.
In den CAS Grundkursen 13.2 bleibt die Schema-Verteilung zwar normalverteilt und sym-
metrisch. Die Indifferenz ist allerdings mit 32% um ein Drittel ho¨her, die vo¨llige Zustim-
mung auf ein Drittel gefallen und die relative Zustimmung auf 53% gestiegen. Mathematik
besitzt fu¨r die Mehrheit der Schu¨ler im CAS-Grundkurs 13 einen erkennbaren, aber weniger
extremen Schema-Aspekt.
Prozess-Aspekt
Folgende Items des Fragebogens operationalisieren den Prozess-Aspekt in der Dimension
P, deren transformierter Skalenwert durch die gewichtete Punktsumme P := ((F25+F27+
F31 + F33 + F35 + F37 + F41 + F43 + F46) · 10
9
− 10) · 5
4
berechnet wird:
P: Prozess-Aspekt im Mathematik-Weltbild
F25 Mathematik ist eine Ta¨tigkeit, u¨ber Probleme nachzudenken und dann Ideen und
Lo¨sungen zu finden und zu verstehen.
F27 Mathematik besteht darin, gute Ideen zu haben und Zusammenha¨nge einzusehen.
F31 Mathematik lebt von Einfa¨llen und neuen Ideen.
F33 In der Mathematik ist es wichtiger, inhaltlich zu denken und zu argumentieren, als
etwas zu rechnen oder Regeln anzuwenden.
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F35 Mathematische Ta¨tigkeit besteht darin, Mathematik zu erfinden oder nachzuerfinden
(wiederzuentdecken).
F37 Mathematik betreiben heißt: Sachverhalte verstehen, Zusammenha¨nge sehen, Ideen
haben.
F41 In der Mathematik kann man viele Dinge selber finden und ausprobieren.
F43 In der Mathematik muss man vor allem Einfa¨lle und Intuition haben.
F46 Im Vordergrund der Mathematik steht das Denken mit Inhalten, weniger das Rechnen
mit Verfahren und Regeln.
Tabelle 6.3: Die neun Items (Fn)n=25,27,31,33,35,37,41,43,46 zur Erhebung des Prozess-Aspekts P
Die neun P-Items charakterisieren die Mathematik als ”Prozess“. Es handelt sich um das Nach-
denken u¨ber Problemstellungen und um das Auffinden von Lo¨sungsideen. In zugeho¨rigen Erkennt-
nisprozessen werden mathematische Einsichten gewonnen und Konzepte erschaffen bzw. wieder-
entdeckt. Dabei sind Ideen, Intuitionen und Probierhandlungen wesentlich. Zu diesem Prozessbild
geho¨rt auch das Erkennen von Zusammenha¨ngen und das Verstehen von Sachverhalten. Insgesamt
wird Mathematik durch diese Items als ein problembezogener Erkenntnis- und Verstehensprozess
beschrieben, der mit seiner konstruktivistischen Orientierung die dynamische Entwicklung der
Mathematik ausdru¨ckt. - Die Reliabilita¨t der Skala betra¨gt nach Grigutsch 0,84.
Die Kontrollgruppe zeigte folgenden Befund:
Die Ha¨ufigkeitsverteilung fu¨r den Prozess-Aspekt ist symmetrisch und
”
normal“. Die Mittelwerte
liegen in der Skalenmitte (arithmet. Mittel = 25,2; Median = 25; Modus = 22,2) - der Prozess-
Aspekt wird im Durchschnitt indifferent eingescha¨tzt. [...] Gegenu¨ber der Frage, inwieweit der
Prozess-Aspekt zur Mathematik geho¨rt bzw. die Mathematik zutreffend kennzeichnet, nimmt der
gro¨ßte Teil der Schu¨ler, na¨mlich 39%, eine unentschiedene Stellung ein, wa¨hrend 28% eine ableh-
nende und 33% eine zustimmende Position vertreten. In der durchschnittlichen Einscha¨tzung hat
der Prozess-Aspekt somit nur eine mittelma¨ßige Relevanz zur Charakerisierung der Mathematik.
Im Grundkurs ist der Prozeß-Aspekt damit zwar im durchschnittlichen Mathematikbild enthalten,
pra¨gt es jedoch nicht. [a. a. O., S. 115.]
Die folgende Tabelle zeigt die Daten der Kontrollgruppe (N=326) und die Daten der CAS-
Gruppen der Jahrgangsstufen 12 (N=95) und der Jahrgangsstufen 13.2 (N=81).
P-Komponente Mittelw. P¯ Std.abw. sP ..10 ..20 ..30 ..40 ..50
Kontrollgr. GK 25.2 7.9 6.1 22.1 39.0 27.6 5.2
CAS-Gruppe GK 12 33.4 9.8 0 10.1 17.9 40.0 31.6
CAS-Gruppe GK 13.2 31.7 7.5 0 8.5 25.6 53.7 12.2
Abbildung 6.3 visualisiert den aktuellen Befund fu¨r die CAS-Gruppen durch Histogramme
mit der jeweils zugeho¨rigen u¨berlagerten Dichtefunktion (Standard-Normalverteilung zu
den Parametern (P , sP )).
Interpretation. Die Befunde zeigen ein gravierend vera¨ndertes Mathematik-Weltbild in der
Prozess-Dimension. Die Prozess-Verteilung ist in den CAS-Grundkursen 12 linksschief und
weist Parameter der zentralen Tendenz na¨her im Bereich der Zustimmung auf. Im CAS-
Grundkurs 12 lehnen nur ca. 10% der Schu¨ler einen Prozess-Aspekt in der Mathematik
ab und 18% sind unentschieden. Aber fu¨r 72% der Schu¨ler ist der Prozess-Aspekt nun
ein wichtiges Element des Mathematikbildes; dabei stimmen 40% gro¨ßtenteils und 32%
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Abbildung 6.3: Linkes Bild: P(rozess)-Komponente im Mathematikbild der
Kontrollgruppe (rot) und den CAS-gestu¨tzten Grundkursen (blau)
Rechtes Bild: Auspra¨gung der P-Komponente im Mathematikbild CAS-gestu¨tz-
ter Grundkurse in JgSt 12 (blau) und am Ende der Schulzeit in JgSt 13.2 (gru¨n)
(gegenu¨ber 5% der Kontrollgruppe) vollends zu. Mathematik besitzt fu¨r die Mehrheit der
Schu¨ler im CAS-Grundkurs 12 einen erheblichen prozessualen Aspekt.
Die Prozess-Verteilung erweist sich auch in den CAS Grundkursen 13.2 erkennbar links-
verteilt. Indifferent a¨ußern sich 26% und damit fast die Ha¨lfte weniger als in der Kontroll-
gruppe. Im CAS-Grundkurs 13 lehnen nur ca. 9% der Schu¨ler einen Prozess-Aspekt ab.
Aber fu¨r ca. 50% der Schu¨ler ist der Prozess-Aspekt ein wesentliches Element des Mathe-
matikbildes; dabei stimmen 54% gro¨ßtenteils und 12% vollends zu. Mathematik besitzt fu¨r
die Mehrheit der Schu¨ler auch im CAS-Grundkurs 13 einen deutlich prozesshaften Aspekt.
Der P-Mittelwert zeigt sich um ca. volle Standard-Abweichung in Richtung Zustimmung
verschoben.
Anwendung-Aspekt
Folgende Items des Fragebogens operationalisieren den Anwendung-Aspekt in der Di-
mension A, deren transformierter Skalenwert durch die gewichtete Punktsumme A :=
((F60 + F61 + F63 + F65 + F66 + F68) · 10
6
− 10) · 5
4
berechnet wird:
A: Anwendung-Aspekt im Mathematik-Weltbild
F60 Im Mathematikunterricht lernt man einige Fa¨higkeiten, die auch in der Wirk-
lichkeit weiterhelfen (z. B. das konkrete Rechnen, das allgemeine klare Denken
in abstrakten und komplexen Situationen).
F61 Viele Teile der Mathematik haben einen praktischen Nutzen oder einen direkten
Anwendungsbezug.
F63 Kenntnisse in Mathematik sind fu¨r das spa¨tere Leben der Schu¨ler wichtig.
F65 Mathematik ist nu¨tzlich in jedem Beruf.
F66 Mathematik hilft, allta¨gliche Aufgaben und Probleme zu lo¨sen.
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F68 Im Mathematikunterricht bescha¨ftigt man sich mit Aufgaben, die einen prak-
tischen Nutzen haben.
Tabelle 6.4: Die sechs Items (Fn)n=60,61,63,65,66,68 zur Erhebung des Anwendung-Aspekts A
Gema¨ß der sechs A-Items wird der Mathematik ein lebenspraktischer Nutzen oder ein
direkter Anwendungsbezug zugesprochen. Kenntnisse in Mathematik gelten als wichtig fu¨r
das berufliche bzw. allta¨gliche Leben. - Die Reliabilita¨t der Skala betra¨gt nach Grigutsch
0,78.
Die Kontrollgruppe zeigte folgenden A-Befund:
Die Mittelwerte der Anwendungs-Verteilung liegen im unteren Bereich der Indifferenz, die Vertei-
lung ist relativ symmetrisch und auch
”
normal“ (arithmet. Mittel = 23,5; Median = 22,9; Modus
= 22,5). [...] 40% der Schu¨ler im Grundkurs sehen keinen Nutzen in der Mathematik, wa¨hrend
nur 28% eine gegenteilige Meinung vertreten. Schon hierin wird deutlich, dass die Frage der An-
wendbarkeit tendenziell ablehnend beantwortet wird. Tatsa¨chlich liegt auch das Schwergewicht
der Verteilung in den Bereichen der Indifferenz und der weitgehenden Ablehnung, auf die fast je
ein Drittel (31,8%) der Antworten entfallen. Fu¨r zwei Drittel der Schu¨ler der Grundkurse besitzt
Mathematik damit kaum oder nur einen ma¨ßigen Nutzen. [a. a. O., S. 115.]
Die folgende Tabelle zeigt die Daten der Kontrollgruppe (N=330) und die Daten der CAS-
Gruppen der Jahrgangsstufen 12 (N=95) und der Jahrgangsstufen 13.2 (N=81).
A-Komponente Mittelw. A¯ Std.abw. sA ..10 ..20 ..30 ..40 ..50
Kontrollgr. GK 23.5 10.3 7.9 31.8 31.8 24.2 4.2
CAS-Gruppe GK 12 25.4 10.4 4.2 21.1 38.9 29.5 5.3
CAS-Gruppe GK 13.2 29.2 8.7 1.2 13.4 35.4 37.8 12.2
Abbildung 6.4 visualisiert den aktuellen A-Befund fu¨r die CAS-Gruppen durch Histogram-
me mit der jeweils zugeho¨rigen u¨berlagerten Dichtefunktion (Standard-Normalverteilung
zu den Parametern (A, sA)).
Interpretation. Ausweislich der Befundlage zeigt sich auch ein deutlich vera¨ndertes Mathe-
matik-Weltbild in der Anwendung-Dimension. Die Anwendung-Verteilung ist in den CAS-
Grundkursen 12 symmetrisch und
”
normal“. Im CAS-Grundkurs 12 lehnen nur noch 25%
der Schu¨ler einen Anwendung-Aspekt ab und 40% sind unentschieden. Aber fu¨r 35% der
Schu¨ler ist der Anwendung-Aspekt ein Element des Mathematikbildes. Mathematik besitzt
fu¨r die Mehrheit der Schu¨ler im CAS-Grundkurs 12 einen erkennbaren Anwendung-Aspekt.
Die Anwendung-Verteilung erweist sich in den CAS-Grundkursen 13 nochmals ausgegliche-
ner und normalverteilt. Zustimmung u¨berwiegt mit 38% und ist damit wesentlich ho¨her als
in der Kontrollgruppe und auch im CAS Grundkurs 12. Im CAS-Grundkurs 13 lehnen nur
noch ca. 15% der Schu¨ler einen Anwendung-Aspekt ab. Aber fu¨r 50% der Schu¨ler ist der
Anwendung-Aspekt ein wesentliches Element des Mathematikbildes; dabei stimmen 38%
gro¨ßtenteils und 12% (gegenu¨ber 4% der Kontrollgruppe) vollends zu. Mathematik besitzt
fu¨r die Mehrheit der Schu¨ler im CAS-Grundkurs 13 einen wichtigen Anwendung-Aspekt.
Der A-Mittelwert zeigt sich um eine halbe Standard-Abweichung in Richtung Normalver-
teilung verschoben.
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Abbildung 6.4: Linkes Bild: A(nwendung)-Komponente im Mathematikbild
der Kontrollgruppe (rot) und den CAS-gestu¨tzten Grundkursen (blau)
Rechtes Bild: Auspra¨gung der A-Komponente im Mathematikbild CAS-gestu¨tz-
ter Grundkurse in JgSt 12 (blau) und am Ende der Schulzeit in JgSt 13.2 (gru¨n)
Rigide Schema-Orientierung
Folgende Items des Fragebogens operationalisieren den Aspekt der rigiden Schema–Orient-
ierung in der Dimension R, deren transformierter Skalenwert durch die gewichtete Punkt-
summe R := ((F2 + F11 + F18) · 10
3
− 10) · 5
4
berechnet wird:
R: Aspekt der rigiden Schema-Orientierung im Mathematik-Weltbild
F2 Nur der Teil der Mathematik, der in Tests und Klassenarbeiten getestet wird, ist mir
wichtig und wissenswert.
F11 Im Mathematikunterricht reichte es mir bislang, nur das zu lernen, was in der Klas-
senarbeit verlangt wird.
F18 Wie eine Regel entsteht und warum sie richtig ist, ist fu¨r mich unwichtig; entscheidend
ist, dass ich sie anwenden kann.
Tabelle 6.5: Die drei Items (Fn)n=2,11,18 zur Erhebung des Aspekts R der rigiden Schema-Orientierung
Gema¨ß der drei R-Items wird Mathematik als kurzfristig wirksames Aneignen von fertigem, oft
unverstandenem Wissen verstanden. Wesentlich fu¨r die Schu¨ler ist die Einstellung, nur die Kennt-
nisse und Fertigkeiten zu lernen, die in der Klassenarbeit beno¨tigt werden. Herleitungen oder Be-
gru¨ndungen erscheinen unwichtig. Zielfu¨hrend ist das Anwenden (auch unverstandener) Routinen.
- Die Reliabilita¨t der Skala betra¨gt nach Grigutsch 0,63.
Die Kontrollgruppe zeigte folgenden Befund:
Die Ha¨ufigkeitsverteilung der Skalenwerte der rigiden Schemaorientierung besitzt ihr arithmeti-
sches Mittel mit 24,2 und ihren Median mit 25 genau im Skalenmittelpunkt der Indifferenz, der
Modus liegt jedoch im Bereich der Zustimmung bei 33,3. [...] Die Ha¨ufigkeiten verteilen sich - im
Vergleich zu den anderen Skalen und Klassenstufen - relativ gleichma¨ßig u¨ber die gesamte Skala.
Fast ein Drittel (31%) nimmt eine unentschiedene Stellung ein, wa¨hrend fast 36% eine ableh-
nende und 33% eine zustimmende Einscha¨tzung abgaben. Dabei werden auch die Randbereiche
- vo¨llige Zustimmung und vo¨llige Ablehnung - relativ ha¨ufig gewa¨hlt. Die Frage, inwieweit ihr
Mathematikunterricht von einer rigiden Schemaorientierung gepra¨gt sei, wird also im Grundkurs
ho¨chst unterschiedlich beurteilt und im Schnitt mittelma¨ßig eingescha¨tzt. [a. a. O., S. 115.]
Die folgende Tabelle und Abbildung 6.5 zeigen die R-Daten der beteiligten Gruppen.
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R-Komponente Mittelw. R¯ Std.abw. sR ..10 ..20 ..30 ..40 ..50
Kontrollgr. GK 24.2 7.9 16.8 18.9 31.1 20.4 12.8
CAS-Gruppe GK 12 24.3 11.5 9.5 20.0 40.0 20.0 7.4
CAS-Gruppe GK 13.2 26.1 11.5 11.0 15.9 39.0 18.3 15.9
Abbildung 6.5: Linkes Bild: R(igide Schema)-Komponente im Mathematik-
bild der Kontrollgruppe (rot) und den CAS-gestu¨tzten Grundkursen (blau)
Rechtes Bild: Auspra¨gung der R-Komponente im Mathematikbild CAS-gestu¨tz-
ter Grundkurse in JgSt 12 (blau) und am Ende der Schulzeit in JgSt 13.2 (gru¨n)
Interpretation. Die Verteilung der rigiden Schemaorientierung ist in den CAS Grundkursen 12
vo¨llig symmetrisch und normal. Im CAS-Grundkurs 12 lehnen ca. 30% der Schu¨ler eine rigide
Schemaorientierung ab und 27% stimmen zu. 40% sind gegenu¨ber einer rigiden Schemaorientie-
rung indifferent eingestellt. Die Mehrheit der Schu¨ler im CAS-Grundkurs 12 haben gegenu¨ber
der Mathematik eine mittlere indifferente rigide Schemaorientierung.
Die Verteilung der rigiden Schemaorientierung erweist sich auch in den CAS-Gk 13 wenig vera¨ndert.
Indifferenz u¨berwiegt mit 39%. Im CAS-Grundkurs 13 lehnen zwar ca. 27% der Schu¨ler einen
Aspekt der rigiden Schemaorientierung ab, aber auch 34% der Schu¨ler sehen in der rigiden Sche-
maorientierung ein wesentliches Element ihres Mathematikbildes; dabei stimmen 18% gro¨ßtenteils
und 16% (gegenu¨ber 13% der Kontrollgruppe und 7% der CAS-Gk 12) vollends zu. Mathematik
besitzt fu¨r die Mehrheit der Schu¨ler im CAS-Grundkurs 13 eine mittelma¨ßige indifferente rigide
Schemaorientierung. Der R-Mittelwert bleibt anna¨hernd unvera¨ndert. Man darf annehmen, dass
die gedankliche Ausrichtung auf die Abiturklausuren die wachsende Auspra¨gung der Extreme
verursacht.
6.2 La¨ngsschnittsuntersuchung der M—Weltbilder
Die Untersuchung von Grigutsch stellte eine Querschnittsaufnahme des Mathematik-Welt-
bildes von Grundkursen der Jahrgangstufe 12 zu einem bestimmten Zeitpunkt (1994) dar.
Im Folgenden fasse ich die oben isoliert untersuchten Weltbild-Aspekte in einer La¨ngs-
schnittanalyse zusammen. Dabei analysieren wir die Entwicklung der einzelnen Kompo-
nenten des Weltbildvektors (F, S, P,A,R) der CAS-intensiven Grundkurse im Verlaufe von
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1,5 Jahren untereinander und in Bezug auf die Kontrollgruppe.
Abschließend definiere ich einen Belief-Index, mit dem wir eine Verdichtung der fu¨nf Di-
mensionen auf einen charakteristischen Wert vornehmen und so eine Rangordnung bzw.
Wertung der globalen Mathematik-Weltbilder ermo¨glichen.
6.2.1 Belief-La¨ngsschnitte
Abbildung 6.6 zeigt die Mittelwerte (als Punkte) zusammen mit den zugeho¨rigen Standard-
abweichungen (als Balken) aller fu¨nf Dimensionen der Mathematikbilder der Kontrollgrup-
pe (schwarz), der CAS-Grundkurse 12 (blau) und der CAS-Grundkurse 13.2 (rot).
Abbildung 6.6: Zur Entwicklung des 5-dimensionalen Mathematik-
Weltbildvektors (F, S, P,A,R) im Grundkurs 12 (blau) vs Grundkurs 13.2 (rot)
im Vergleich mit der Kontrollgruppe (schwarz)
Man erkennt, dass sich die (F)ormalismus-Komponente im CAS-bestimmten Mathematik-
weltbild sowohl in Bezug auf die Kontrollgruppe als auch im Laufe der Zeit zunehmend
in Richtung Indifferenz verschiebt und sich damit abschwa¨cht. Die (S)chema-Komponente
bleibt unter CAS-Einfluss zuna¨chst anna¨hernd unvera¨ndert, verschiebt und konzentriert
sich aber leicht in Richtung Indifferenz gegen Ende der Schulzeit. Die (P)rozess-Komponente
wa¨chst von Indifferenz in der Kontrollgruppe unter CAS-Einfluss im Grundkurs 12 zuna¨chst
massiv in Richtung Zustimmung und verdichtet sich leicht im Grundkurs 13.2. Die (A)n-
wendung-Komponente wa¨chst von Indifferenz in der Kontrollgruppe im Grundkurs 12
zuna¨chst leicht an und versta¨rkt sich unter dem intensivierten Einsatz von CAS im Rah-
men der linearen Algebra nochmals in Richtung Zustimmung in der 13.2. Die (R)igide-
Schemaorientierung bleibt im Bereich der Indifferenz (Kontrollgruppe) auch unter CAS-
Einfluss im Laufe der Zeit anna¨hernd konstant.
Zusammenfassend sind die sta¨rksten Auswirkungen des intensiven CAS-Einsatzes in posi-
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tiven6 Vera¨nderungen der (F,P,A)-Komponenten im Weltbild diagnostizierbar.
6.2.2 Belief-Index
Es erscheint wu¨nschenswert, die wechselseitigen Vera¨nderungen im globalen Mathematik-
Weltbild eines Kurses messbar und damit quer–vergleichbar zu machen. Dazu wird einem
Mathematik-Weltbildvektor (F, S, P,A,R) eine kennzeichnende Zahl mbi(F, S, P,A,R) als
Mathematik-Belief-Index zugeordnet.
Dieser Index ist wie folgt motiviert: Eine Verschiebung des Mittelwertes der (F,S,R)-
Komponenten in Richtung Indifferenz bzw. Ablehnung soll als positive Fa¨rbung des Welt-
bildes gelten, da hierdurch eine Abnahme einer formalen bzw. schematischen bzw. rigiden
Sicht auf den Mathematikunterricht zum Ausdruck kommt. Gleichzeitig wird auch eine
Verschiebung des Mittelwertes der (P,A)-Komponenten in Richtung Zustimmung als posi-
tive Entwicklung des Weltbildes gewertet, weil dies eine Zunahme einer prozessualen bzw.
anwendungsorientierten Sicht auf den Mathematikunterricht beschreibt. Zusa¨tzlich wird
die Konzentration um den Mittelwert durch eine ggfs. verringerte Standardabweichung
positiv beru¨cksichtigt.
Dies fu¨hrt zu einer
”
vorzeichenbehafteten Distanzfunktion“ (z. B. von der Kontrollgruppe
oder von Kursen relativ zueinander) im 5-dimensionalen Raum der Mathematik-Weltbilder.
Die folgende (in MuPAD) definierte Funktion realisiert diese U¨berlegungen:
• mbi := (L,G) ->
sqrt(
sign( G[1]-L[1] )*(G[1]-L[1])^2 + sign( G[2]-L[2] )*(G[2]-L[2])^2
+ sign( G[3]-L[3] )*(G[3]-L[3])^2 + sign( G[4]-L[4] )*(G[4]-L[4])^2
- sign( G[5]-L[5] )*(G[5]-L[5])^2 + sign( G[6]-L[6])*(G[6]-L[6])^2
- sign( G[7]-L[7] )*(G[7]-L[7])^2 + sign( G[8]-L[8] )*(G[8]-L[8])^2
+ sign( G[9]-L[9] )*(G[9]-L[9])^2 + sign( G[10]-L[10] )*(G[10]-L[10])^2
):
Beispielsweise ergibt sich fu¨r die Daten der Mathematikbilder der Leistungskurse GL947
der Kontrollgruppe mit dem Weltbildvektor8
GL =
(
F 37.48.1 , S
30.6
9.7 , P
32.0
7.9 , A
29.7
9.0 , R
17.1
10.8
)
im Vergleich zu den CAS-Leistungskursen LL06089 mit dem Weltbildvektor
LL =
(
F 32.85.3 , S
26.3
9.0 , P
35.1
6.2 , A
33.4
6.3 , R
22.9
12.9
)
der Belief-Index mbi(LL,GL) = 6.59:
6hier im Sinne von didaktisch wu¨nschenswerten Vera¨nderungen im Weltbild eines Schu¨lers
7vgl. [a. a. O., S. 126]; GL94 meint die Grigutsch-Erhebung im Leistungskurs von 1994.
8F 37.48.1 steht fu¨r eine Formalismus-Komponente mit dem Mittelwert 37.4 und der zugeho¨rigen Standard-
abweichung 8.1.
9LL0608 bezeichnet die Leistungskurse aus Lindner’s Untersuchung von 2006 und 2008.
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• L:=[32.8,5.3,26.3,9.0,35.1,6.2,33.4,6.3,22.9,12.9]:
G:=[37.4,8.1, 30.6,9.7, 32.0,7.9, 29.7, 9.0, 17.1,10.8]:
mbi (L,G)
6.588626564
Die linke Spalte der folgenden Tabelle 6.6 zeigt die Belief-Indizes der Weltbildvektoren von
Grundkursen der vorliegenden Untersuchung10 im Vergleich mit dem Weltbildvektor GM
von Grundkursen der Untersuchung von Grigutsch. In der rechten Spalte sind u. a. die
Belief-Indizes der Weltbildvektoren von vier Grundkursen 12 der vorliegenden Untersu-
chung im relativen Vergleich mit dem gea¨nderten Grundkurs-Weltbildvektor 13 der jeweils
gleichen Population (also ein Jahr spa¨ter) berechnet.
Vergleichsgruppen Belief-Index Vergleichsgruppen Belief-Index
(LM0012, GM) 8.86 (LM12, GM) 7.74
(LM0113, GM) 10.22 (LM13, GM) 11.13
(LM0112, GM) 6.82 (LM0113, LM0012) 2.71
(LM0213, GM) 10.04 (LM0213, LM0112) 6.01
(LM0412, GM) 7.72 (LM0513, LM0412) 7.37
(LM0513, GM) 13.54 (LM0613, LM0512) 12.45
(LM0512, GM) 12.04 (LM13, LM12) 5.78
(LM0613, GM) 16.40
Tabelle 6.6: Belief-Indizes mbi(.,.) der Weltbildvektoren der CAS-
Grundkurse LMjjkk vs der Kontrollgruppe GM. LM12 bzw. LM13
bezeichnet den Weltbildvektor aller CAS-Grundkurse 12 bzw. 13
der aktuellen Untersuchung.
Abbildung 6.7 visualisiert die zeitliche Entwicklung der Belief-Indizes der Weltbildvekto-
ren LMjjkk der CAS-Grundkurse jeweils gegenu¨ber der Kontrollgruppe GM (Grigutsch-
Grundkurse 12).
Ausweislich der Wertetabelle und deren graphischer Darstellung erleben alle CAS-Grund-
kurse eine (mehr oder weniger ausgepra¨gte) positive Entwicklung ihres Mathematik-Welt-
bildes im Verlaufe des CAS-intensiven Unterrichts von Jahrgangsstufe 12 bis Ende der
Jahrgangsstufe 13. Die Grundkurse 12/13 der Jahre 2000/01 bzw. 2001/02 zeigen eine
schwache Prosperita¨t ihres (CAS-gefa¨rbten) Weltbildes um ca. 1 bzw. 3
”
Punkte“ (Einhei-
ten). Vermutlich ist dies durch den Wechsel des CAS (im laufenden Kurs) von Derive 4 nach
MuPAD 2.0 begru¨ndet. Zudem befand sich das Unterrichtsmaterial in der Entwicklung und
Erprobung.
Die Grundkurse 12/13 der Jahre 2004/05 bzw. 2005/06 zeigen eine starke positive Entwick-
lung ihres mathematischen Weltbildes um ca. 6 bzw. 5
”
Punkte“ (Einheiten). In diese Zeit
10hier mit LMjjkk bezeichnet. Z. B. bezeichnet LM0012 den Grundkurs im Jahre 2000 der Jahrgangstufe
12 der vorliegenden Untersuchung von Lindner.
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Abbildung 6.7: zeitliche Entwicklung der Belief-Indizes der Weltbildvekto-
ren der CAS-Grundkurse LMjjkk bzgl. der Kontrollgruppe GM. Blauer Punkt:
GK 12. Roter Punkt: zugeho¨riger GK 13. Fortgefu¨hrte Kurse mit gleicher Po-
pulation sind gestrichelt verbunden. Schwarz: LM12 vs. LM13 kumuliert
fa¨llt die Umstellung des Unterrichtsmaterials ab 2004 auf interaktive MuPAD-Sheets bzw.
ab 2005 auf die Mo¨glichkeit der Nutzung eingebetteter Animationen. Weitere Aufschlu¨sse
kann man von der nachfolgenden Untersuchung des
”
CAS-Weltbildes“ erhoffen.
Anmerkungen:
1. Die x-Achse in der Grafik 6.7 markiert das Nullniveau, d. h. der Beliefindex des Mathe-
matikweltbildes der Grigutsch-Kontrollgruppe ist p.d. Null: mbi(GM,GM)=0. Daher mag
es verwundern, dass alle CAS-Grundkurse zu Beginn der Erhebung in der Jahrgangs-
stufe 12 schon ein um mehr als 6 Punkte verbessertes Weltbild bzgl. der Kontrollgrup-
pe mitbringen. Es ist aber zu bedenken, dass einige Teilnehmer dieser Kurse aus den
Grundkursen der Jahrgangstufe 11 schon CAS-Erfahrungen aus der Grundlegung der
Analysis mitbringen. Auch wurde in Jahrgangsstufe 12.1 das CAS fu¨r die Fortfu¨hrung
der Analysis (z. B. Integralrechnung, RIEMANN-Summen etc.) gelegentlich benutzt. Es
ist auch nicht auszuschließen, dass Lehrpersonen
”
ein Ruf vorauseilt“, der das Weltbild
partiell pra¨judiziert.
Der zusa¨tzliche Effekt in der Weltbildvera¨nderung, der sich in der gestiegenen Perfor-
mance von JgSt 12 nach JgSt 13 ausdru¨ckt, und der in der Gro¨ßenordnung des Ab-
stands des Ausgangswertes vom Nullniveau liegt, la¨sst sich aber sinnvoll nur durch den
CAS-intensiven Unterricht im Verlaufe der letzten 1.5 Jahre erkla¨ren. Denn die wesent-
lichen a¨ußeren Randbedingungen wie Lehrperson, Unterrichtsmaterial, Unterrichtsraum
etc. blieben konstant. Insofern besteht der entscheidende Befund darin, dass sich das
Mathematik-Weltbild durch einen CAS-intensiven Mathematikunterricht in linearer Al-
gebra in den Dimensionen (F,P,A) um ca. eine Beliefindex-Verdoppelung verbessern
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la¨sst.
2. Man ko¨nnte einwenden, obige Verbesserung des Weltbildvektors sei lehrpersonabha¨ngig.
Dazu betrachten wir zusa¨tzlich z. B. den Weltbildvektor aus einem CAS11 -Grundkurs 12
bzw. 13 von N. Esper12. Der dort mit dem gleichen Instrument (Grigutsch-Fragebogen)
erhobene Weltbildvektor Esper0212 = (F 36.66.6 , S
30.1
8.1 , P
33
7.6, A
27.1
8.6 , R
18.1
8.4 ) in einem CAS-
Grundkurs 12 aus dem Jahre 2002 (N=21) hat einen Beliefindexmbi(Esper0212, GM) =
12.6 und liegt dabei in vergleichbarer Ho¨he mit den hier gemessenen Weltbildwerten.
Auch der in seinem Grundkurs 13 (N=14) aus dem gleichen Jahr ermittelte Weltbild-
vektor Esper0213 = (F 32.57.5 , S
25.9
7.2 , P
32.5
5.9 , A
23.5
7.7 , R
24.7
12.8) hat einen Beliefindex
mbi(Esper0213, GM) = 12.96
und hat damit ebenfalls eine vergleichbare Gro¨ße. Beide Beliefindizes sind zum Vergleich
mit den hier erhobenen Daten in Abbildung 6.7 als gru¨ne Punkte u¨ber der Jahreszahl
(x-Wert) eingetragen.
6.2.3 Exkurs: Mathematikweltbild im Zentralabitur (LK)
Von 2007 bis 2008 wurde vom Autor ein Leistungskurs in Mathematik betreut, der eine in-
tensive CAS-Nutzung zusammen mit dem eingefu¨hrten (CAS-freien) Lehrbuch [12] nutzte,
um auf das zentrale Abitur zu fu¨hren. Dabei wurden nur wenige ausgewa¨hlte MuPAD–
Sheets eingesetzt. Zwar liegen daher leider keine Daten aus der Jahrgangsstufe 12 vor,
wohl aber wurde am Ende der Jahrgangstufe 13 (N=16) das erworbene Mathematikbild
LM0813Lk erhoben. Dieses Weltbild wird abschließend mit der Kontrollgruppe der Lei-
stungskurse 12 (N=302) von Grigutsch GM9412Lk verglichen, vgl. [a. a. O., S. 121-126].
Die folgende Tabelle zeigt die Datensa¨tze der jeweiligen Komponenten im Weltbildvek-
tor der Leistungskurs-Kontrollgruppe (N=303) und der CAS-Gruppe der Jahrgangsstufe
13.2/2008 (N=16) detaillierter.
Komponente: Mittelw.: Std.abw.: ..10 ..20 ..30 ..40 ..50
F-GM9412Lk 37.4 8.1 0.7 3.6 11.3 43.9 40.5
F-LM0813Lk 33.0 4.3 0 0 18.8 75.0 6.3
S-GM9412Lk 30.6 9.7 2.3 14.7 25.5 38.5 19.3
S-LM0813Lk 28.9 7.5 0 18.8 31.3 37.5 12.5
P-GM9412Lk 32.0 7.9 0.3 6.0 33.1 42.0 18.5
P-LM0813Lk 35.1 6.3 0 0 25.0 56.3 18.8
A-GM9412Lk 29.7 9.0 0.3 13.9 33.8 40.1 11.9
A-LM0813Lk 32.3 6.0 0 0 31.3 56.3 12.5
R-GM9412Lk 17.1 10.8 31.0 25.5 32.7 8.8 2.0
R-LM0813Lk 27.1 14.1 18.8 12.5 31.3 6.3 31.3
11Nach meiner Kenntnis hatte (der zwischenzeitlich verstorbene) Kollege N. Esper den Taschenrechner
TI-92 mit dem adaptierten CAS Derive genutzt.
12der dem Autor freundlicherweise von S. Grigutsch mitgeteilt wurde
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Befunde. Auf Grund der kleinen aktuellen Stichprobe sei hier auf die Darstellung der
(F, S, P,A)-Histogramme verzichtet. Stattdessen wird die Vera¨nderungstendenz13 in Bezug
auf die Kontrollgruppe knapp kontrastiert.
In Bezug auf die Formalismuskomponente des Mathematikweltbildes im Leistungskurs
bleibt der F-Aspekt symmetrisch verteilt mit einer zentralen Lage im Bereich der Zustim-
mung. Allerdings kann man eine Verschiebung in Richtung u¨berwiegender Zustimmung
(44% vs 75%) feststellen. Der Schema-Aspekt tendiert von Zustimmung leicht in Richtung
Indifferenz bei anna¨hernd gleichem Mittelwert. Die Prozess-Komponente wa¨chst leicht in
Richtung sta¨rkerer Zustimmung (60% vs 75%). Die Anwendung-Komponente im Mathe-
matikbild wa¨chst ebenfalls leicht in Richtung sta¨rkerer Zustimmung (52% vs 69%).
In der rigiden Schemaorientierung zeigen sich erstaunlicherweise die gravierendsten Dif-
ferenzen zur Kontrollgruppe. Die Kontrollgruppe weist eine symmetrische Verteilung um
das Zentrum
”
Ablehnung“ (nur 11% der Schu¨ler der Kontrollgruppe schreiben dem Mathe-
matikunterricht eine rigide Schemaorientierung zu) auf, im aktuellen Leistungskurs stim-
men 37% der Schu¨ler einer rigiden Schemaorientierung zu. Der Prozentsatz der vo¨lligen
Ablehnung dieser R-Orientierung fa¨llt gleichzeitig von 31% auf 19% ab.
Wa¨hrend in der Kontrollgruppe der Formalismusaspekt das Weltbild dominierte, ist es nun-
mehr der Prozessaspekt. Zwar bleibt die rigide Schemaorientierung am wenigsten bedeut-
sam, ist aber deutlich versta¨rkt. Man darf vermuten, dass das Zentralabitur mit seinen
rigiden Vorgaben mo¨glicherweise diese Tendenz verursacht hat. Abbildung 6.8 fasst die
Beobachtungen zusammen.
Abbildung 6.8: Links: R-Komponente im Leistungskurs. Rechts: Weltbild-
vera¨nderung im Leistungskurs 13.2/2008 (rot) vs Kontrollgruppe (schwarz).
Die Balken stellen jeweils die Standardabweichung dar.
13Man beachte aber, dass hier Daten aus mehreren Leistungskursen 12 mit denen eines aus 13.2 verglichen
werden.
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Beliefindex. Die Mathematik-Weltbildvektoren beider Kohorten lauten, s. o.:
LM0813Lk =
(
F 33.04.3 , S
28.9
7.5 , P
35.1
6.3 , A
32.3
6.0 , R
27.1
14.1
)
GM9412Lk =
(
F 37.48.1 , S
30.6
9.7 , P
32.0
7.9 , A
29.7
9.0 , R
17.1
10.8
)
Berechnet man daraus den Beliefindex, so ergibt sich ein negativer (imagina¨rer) Wert
mbi(LM0813Lk,GM9412Lk) = 6.45 · i.
Dieser reflektiert die starke Zunahme in der rigiden Schemaorientierung im Mathematikbild
des getesteten Leistungskurses bei zusa¨tzlich vergro¨ßerter Streuung (Standardabweichung).
Abbildung 6.9 verdeutlicht die Situation graphisch.
Abbildung 6.9: Blau, rot, gru¨ne Punkte: Werte der Beliefindizes der CAS-
Grundkurse. Violetter Punkt u¨ber x=8: Beliefindex im Leistungskurs 2008. Vio-
lettes Quadrat u¨ber x=8: Beliefindex im Leistungskurs 2008 bei Nichtberu¨ck-
sichtigung der R-Komponente (markiert eine leicht positive Entwicklung in
den Dimensionen (F, S, P,A)). Violetter Punkt u¨ber x=6: Beliefindex im CAS-
Leistungskurs 2006 eines Kollegen zum Vergleich (letzter Leistungskurs ohne
Zentralabitur)
Anmerkung. Der CAS-Leistungskurs LM0813Lk erzielte im Zentralabitur hervorragende
Leistungen und lag 75% u¨ber Landesschnitt, s.o. Mo¨glicherweise verweist hier eine erho¨hte
R-Komponente lediglich auf eine serio¨se und intensive Vorbereitung auf das Zentralabitur
und nicht zwangsla¨ufig auf eine negative Einfa¨rbung des mathematischen Weltbildes. Dies
ko¨nnte Thema einer speziellen Untersuchung sein.
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6.3 Voru¨berlegungen zu einem CAS–Weltbild
Abschließend seien einige Voru¨berlegungen zur Konstruktion eines CAS-Weltbildes ange-
stellt. Es ist zu hoffen, dass daraus einige Hypothesen zur Erkla¨rung der Vera¨nderungen
im mathematischen Weltbild der untersuchten Kohorten gewonnen werden ko¨nnen. Metho-
disch setze ich dazu Elemente einer explorativen Datenanalyse ein. Eine volle statistische
Analyse der (kleinen) Datenmenge wu¨rde den Rahmen dieser Untersuchung vollends spren-
gen.
6.3.1 CAS-Fragebogen und Datenerhebung
Die Schu¨ler und Schu¨lerinnen obiger Grund- und Leistungskurse Mathematik wurden je-
weils zeitgleich zum Grigutsch-Fragebogen mit einem erga¨nzenden
”
CAS“-Fragebogen zu
ihren Einstellungen zur intensiven Nutzung des CAS im Mathematikunterricht befragt.
Konstruktion, Aufbau, Skalierung und Auswertung des CAS-Fragebogens orientierte sich
dabei eng am Fragebogen von Grigutsch. Die Erga¨nzung enthielt 39 zusa¨tzliche Fra-
gen, wobei jede einzelne Frage (Item) analog zur Umfrage von Grigutsch durch die Ant-
wortmo¨glichkeiten 5 =
”
stimmt genau“, 4 =
”
stimmt gro¨ßtenteils“, 3 =
”
unentschieden“,
2 =
”
stimmt nur teilweise“, 1 =
”
stimmt gar nicht“ skaliert wurde. Die folgende Tabelle
6.7 entha¨lt alle 39 zusa¨tzlichen14 Fragen.
Fragen zu CAS-Aspekten im Mathematik-Weltbild
F73 Mit Computerunterstu¨tzung kann ich herko¨mmliche Mathematikaufgaben bes-
ser lo¨sen.
F74 Man sollte mehr traditionellen Unterricht im Klassenraum machen und weniger
Zeit am PC zubringen.
F75 MuPAD finde ich in der Handhabung zu kompliziert.
F76 Ein zeitgema¨ßer Mathematikunterricht muss Schu¨ler/innen mit Werkzeugen
wie MuPAD vertraut machen.
F77 Klausuraufgaben sollte man mit MuPAD lo¨sen du¨rfen.
F78 Der Einsatz von MuPAD bietet lernschwachen Schu¨lern/innen Fo¨rderung und
erlaubt erfolgreich mitzuarbeiten.
F79 Mit Hilfe von MuPAD kann ich im Unterricht selbststa¨ndiger arbeiten.
F80 Im Abitur sollte man MuPAD verwenden du¨rfen.
F81 Die Arbeit mit MuPAD im Mathematikunterricht macht mir Freude.
F82 Die graphischen Veranschaulichungen mathematischer Sachverhalte am PC fin-
de ich hilfreich.
F83 Ich glaube, dass in meinem spa¨teren Beruf Mathematik oder Mathematik am
Computer nicht von Bedeutung ist.
F84 Mathematik mit Computerunterstu¨tzung finde ich schwerer als normale Ma-
thematik.
F85 Beim Lo¨sen konkreter Aufgaben u¨berlegt man nicht, sondern probiert erst ein-
mal, welches Ergebnis MuPAD liefert.
F86 Beim Arbeiten mit MuPAD denke ich oft nicht mehr nach, ob und wie Aufgaben
auch ohne Computer gelo¨st werden ko¨nnen.
14Daher wird die Fragenliste ab der letzten Frage mit der Nummer 72 aus dem Fragebogen von Gri-
gutsch fortgefu¨hrt.
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F87 Ich finde, dass die Arbeit mit MuPAD in den Informatik- und nicht in den
Mathematikunterricht geho¨rt.
F88 Ich habe zu Hause sta¨ndig einen Computer zur Verfu¨gung.
F89 Die Arbeit im Computerraum ist insgesamt erholsam.
F90 Die ku¨nftige Entwicklung erfordert, dass man lernt, Computer zur Lo¨sung ma-
thematischer Probleme einzusetzen.
F91 Fu¨r mich wird der Mathematikunterricht interessanter, wenn man Computer
einsetzt.
F92 Es macht mir keinen Spaß, den Computer zur Lo¨sung von Mathematikaufgaben
zu verwenden.
F93 Ich wu¨nsche mir, dass es Taschenrechner ga¨be, die Schu¨ler von umsta¨ndlichen
Rechnungen entlasten (Gleichungen lo¨sen, Graphen zeichnen, Ableitungen be-
rechnen etc.).
F94 MuPAD kann prinzipiell sa¨mtliche Mathematikaufgaben der Jahrgangsstufe
lo¨sen, wenn man es richtig bedient.
F95 Wer gut rechnen kann, braucht keinen Computer.
F96 Der Mathematikunterricht wird leichter, wenn man MuPAD einsetzt.
F97 Die Bedienungsfreundlichkeit von MuPAD und des Computers mu¨ssen noch
verbessert werden.
F98 Ich habe ha¨ufig Tippfehler bei der Eingabe gemacht.
F99 Die Antwort (Ausgabe) von MuPAD war oft unversta¨ndlich.
F100 Ich habe MuPAD nicht genu¨gend ausfu¨hrlich kennen gelernt, um es sicher zu
verwenden.
F101 Ich brauche meist Hilfestellung, wenn ich Aufgaben mit MuPAD lo¨sen will.
F102 Wenn ich mit MuPAD arbeite, ergeben sich oft Probleme, da ich das System
nicht richtig beherrsche.
F103 Beim Mathematikunterricht mit Computer muss man weniger nachdenken.
F104 Mir erscheint der Einsatz von Computern im Mathematikunterricht wenig nu¨tz-
lich.
F105 Wenn Computer mit MuPAD vorhanden sind, mu¨ssen Schu¨ler kein so umfang-
reiches mathematisches Wissen besitzen.
F106 MuPAD hat mir geholfen, mathematische Begriffe (z. B. Funktion, Matrix,
Ableitung) besser zu begreifen.
F107 Ich habe durch die Arbeit mit MuPAD am PC sehr viel Mathematik gelernt.
F108 Insgesamt gesehen nu¨tzt mir im Mathematikunterricht der Taschenrechner
mehr als der PC mit MuPAD.
F109 PCs mit MuPAD sind insgesamt eine gute Hilfe fu¨r den Mathematikunterricht.
F110 In Mathematikunterricht und fu¨r Hausaufgaben sollten nicht grundsa¨tzlich im-
mer PCs mit MuPAD zur Verfu¨gung stehen.
F111 Es wa¨re nicht gut, wenn in sa¨mtlichen Mathematikarbeiten (Klausuren) PCs
mit MuPAD zur Verfu¨gung stu¨nden.
Tabelle 6.7: Die 39 zusa¨tzlichen Items (Fn)n=73,...,111 zur Erhebung
des CAS (hier: MuPAD)-Bildes im Mathematikunterricht
Eine tabellarische Auflistung der absoluten Antwortha¨ufigkeiten der untersuchten CAS-
Grundkurse auf diese Fragen zu Beginn der Jahrgangstufe 12 (N=95) bzw. gegen Ende der
Schullaufbahn in 13.2 (N=81) findet sich im Anhang. Eine erste explorative Analyse der
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Ergebnisse ermo¨glichen folgende Boxplotsequenzen15 in Abbildung 6.10.
Abbildung 6.10: Links: Boxplotsequenz der Items F73 bis F111 in den
Grundkursen 12 (N=95). Rechts: Boxplotsequenz der Items F73 bis F111 in den
Grundkursen 13.2 (N=81). Die Punkte ”• “markieren zusa¨tzlich den jeweiligen
Antwort-Mittelwert.
Dieses CAS-Weltbild der Schu¨ler wurde – ausgehend von diesen Boxplots und den zu-
geho¨rigen Histogrammen – zu folgenden acht Clustern verdichtet, welche die wesentlichen
Einstellungen zu einem intensiven CAS-Gebrauch im Mathematikunterricht abbilden sol-
len.
E: Wie hoch scha¨tzen Schu¨ler den Experten- bzw. Unterstu¨tzungscharakter eines Com-
puteralgebrasystems (CAS) im Mathematikunterricht ein?
(Expertensystem-Aspekt) Als zugeho¨rige Items wurden die 6 Fragen F73, F78, F79,
F82, F94, F109 ausgewa¨hlt.
L: In welchem Maße wird das Lernen von Mathematik durch ein CAS erleichtert?
(Lernaspekt bzw. Scaffolding-Aspekt) Als zugeordnete Items wurden die 4 Fragen
F84*16 , F96, F106, F107 betrachtet.
M: In welchem Umfang sollte aus Schu¨lersicht auf die Nutzung eines CAS im Mathe-
matikunterricht verzichtet werden?
(Mathematikprimat) Die 5 zugeho¨rigen Items sind F74, F87, F95, F104, F108.
15Die Boxplots sowie die nachfolgenden statistischen Auswertungen wurden mit der freien Software R
Version 2.7.1 erstellt.
16Items mit Stern (*) wurden invertiert gewertet, da sie die negierte Orientierung zum gleichen Aspekt
zum Ausdruck bringen.
342 § 6. Epistemologische U¨berzeugungsstrukturen
I: Wie erfolgreich hat sich die Werkzeugkompetenz unter der intensiven Nutzung von
CAS entwickelt? (Instrumentalisierungsaspekt) Als zugeho¨rige 6 Items wurden F75,
F98, F99, F100, F101, F102 ausgewa¨hlt.
K: Wie hoch scha¨tzen Schu¨ler die professionelle Bedeutung und den beruflichen Nutzen
einer intensiven CAS-Nutzung im Mathematikunterricht ein?
(Koha¨renzsaspekt) Als zugeho¨rige 3 Items wurden F76, F83*, F90 ausgewa¨hlt.
A: Wie stark ist der Wunsch nach der Verwendung von CAS in Pru¨fungssituationen
ausgepra¨gt? (Assessmentaspekt) Als zugeho¨rige 4 Items wurden F77, F80, F110*,
F111* ausgewa¨hlt.
F: In welchem Umfang lo¨st die Nutzung von CAS positive Gefu¨hle (auch gegenu¨ber
der Mathematik) aus? (
”
Freude“- bzw. Flowaspekt) Als zugeho¨rige 3 Items wurden
F81, F91, F92* ausgewa¨hlt.
S: In welchem Umfang wird das CAS ohne begleitende Kontroll- bzw. Denkprozesse
benutzt? (CAS-Schema-Aspekt) Als zugeho¨rige 4 Items wurden F85, F86, F103,
F105 ausgewa¨hlt.
Analyse des Expertensystem-Aspektes im CAS-Weltbild
Folgende Items des Fragebogens operationalisieren den Expertensystem-Aspekt in der Di-
mension E des CAS-Weltbildes, deren transformierter Skalenwert durch die gewichtete
Punktsumme E := ((F73 + F78 + F79 + F82 + F94 + F109) · 10
6
− 10) · 5
4
berechnet
wird.
F73 Mit Computerunterstu¨tzung kann ich herko¨mmliche Mathematikaufgaben bes-
ser lo¨sen.
F78 Der Einsatz von MuPAD bietet lernschwachen Schu¨lern/ innen Fo¨rderung und
erlaubt erfolgreich mitzuarbeiten.
F79 Mit Hilfe von MuPAD kann ich im Unterricht selbststa¨ndiger arbeiten.
F82 Die graphischen Veranschaulichungen mathematischer Sachverhalte am PC fin-
de ich hilfreich.
F94 MuPAD kann prinzipiell sa¨mtliche Mathematikaufgaben der Jahrgangsstufe
lo¨sen, wenn man es richtig bedient.
F109 PCs mit MuPAD sind insgesamt eine gute Hilfe fu¨r den Mathematikunterricht.
Tabelle 6.8: Items zur Erhebung des (E)xpertensystem-Aspekts im
CAS-Weltbild
Gema¨ß der sechs E-Items soll das CAS von den Schu¨lern als willkommene Hilfe im Mathe-
matikunterricht eingescha¨tzt werden. Gefragt wird, ob die selbststa¨ndige Anfertigung der
geforderten typischen Problemstellungen gefo¨rdert wird, Visualisierungen und Lo¨sungshil-
fen als nu¨tzlich angesehen werden und eine Unterstu¨tzung schwa¨cherer Schu¨ler geleistet
wird. Abbildung 6.11 zeigt die Befunde im Vergleich.
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Abbildung 6.11: Prozentuale Verteilung der Antworten auf die Items zum
CAS-Expertensystem-Aspekt im Grundkurs. Links: zu Beginn des intensiven
CAS-Einsatzes in JgSt 12 (N=95). Rechts: am Ende der Schullaufbahn in JgSt
13.2 (N=81)
Die Ha¨ufigkeitsverteilung der Skalenwerte des Expertensystem-Aspektes im Grundkurs 12
besitzt ihr arithmetisches Mittel mit 28.7 und ihren Median mit 29.2 leicht oberhalb des
Skalenmittelpunktes der Indifferenz. Die Ha¨ufigkeiten verteilen sich u¨ber die gesamte Skala
mit leichter Tendenz zur Zustimmung. Ein Fu¨nftel (20.2%) nimmt eine unentschiedene Stel-
lung ein, wa¨hrend fast 39% eine ablehnende und 51% eine eher zustimmende Einscha¨tzung
abgaben. Dabei werden auch die Randbereiche - vo¨llige Zustimmung und vo¨llige Ableh-
nung zu 30% angewa¨hlt. Die Frage, inwieweit der Mathematikunterricht von der Nutzung
eines CAS als Expertensystem profitiert, wird also im Grundkurs 12 recht unterschiedlich
beurteilt und im Schnitt nur leicht u¨ber dem Mittelmaß eingescha¨tzt.
Im Grundkurs 13.2 sind arithmetisches Mittel mit 34.9 und Median mit 35.5 deutlich in den
Bereich der Zustimmung verschoben. Zwar nehmen 16% noch eine unentschiedene Stellung
ein und 5% lehnen entschieden ab, aber 67% stimmen zu (davon 33% ausdru¨cklich).
Expertensystem: Median: Mean: SD: 1 2 3 4 5
E-12gk: 29.17 28.67 9.26 10.0 18.7 20.2 30.4 20.6
E-13gk: 35.48 34.88 9.78 4.5 11.6 16.4 34.6 32.9
Interpretation. Die Befunde fu¨r den E-Aspekt im CAS-Weltbild zeigen fu¨r die Grundkurse
12 und 13 eine deutliche Verschiebung der Mittelwerte in den Bereich der Zustimmung
nach intensiver CAS-Nutzung. Das CAS-Weltbild in Bezug auf die Einscha¨tzung eines
CAS als hilfreiches Expertensystem vera¨ndert sich in Richtung Zustimmung um eine halbe
Standardabweichung (SD).
Analyse des Lernhilfe-Aspektes im CAS-Weltbild
Folgende Items des Fragebogens operationalisieren den Lernhilfsaspekt in der Dimension
L, deren transformierter Skalenwert durch die gewichtete Punktsumme L := ((6− F84) +
F96 + F106 + F107) · 10
4
− 10) · 5
4
berechnet wird.
F84* Mathematik mit Computerunterstu¨tzung finde ich schwerer als normale Ma-
thematik.
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F96 Der Mathematikunterricht wird leichter, wenn man MuPAD einsetzt.
F106 MuPAD hat mir geholfen, mathematische Begriffe (z. B. Funktion, Matrix,
Ableitung) besser zu begreifen.
F107 Ich habe durch die Arbeit mit MuPAD am PC sehr viel Mathematik gelernt.
Tabelle 6.9: Items zur Erhebung des (L)ernhilfeaspekts im CAS-
Weltbild
Gema¨ß der vier L-Items soll das CAS von den Schu¨lern als Hilfe beim Erlernen mathema-
tischer Konzepte beurteilt werden. Gefragt wird zusa¨tzlich, ob der Mathematikunterricht
bei (intensiver) Nutzung eines CAS als leichter empfunden wird. Abbildung 6.12 fasst die
Beobachtungen zusammen.
Abbildung 6.12: Prozentuale Verteilung der Antworten auf die Items des
L-Aspektes im Grundkurs. Links: zu Beginn des intensiven CAS-Einsatzes in
JgSt 12. Rechts: am Ende der Schullaufbahn in JgSt 13.2
Die Ha¨ufigkeitsverteilung der Skalenwerte des Lernhilfe-Aspektes im CAS-Weltbild besitzt
im Grundkurs 12 ihr arithmetisches Mittel mit 22.6 und ihren Median mit 21.9 leicht un-
terhalb des Skalenmittelpunktes 25 der Indifferenz. Die Ha¨ufigkeiten verteilen sich u¨ber die
gesamte Skala mit leichter Tendenz zur Ablehnung. Ein Viertel (24.2%) der Schu¨ler nimmt
eine unentschiedene Stellung ein, wa¨hrend 43% eine ablehnende und 32% eine zustimmen-
de Einscha¨tzung abgaben. Die Frage, inwieweit ihr Mathematikunterricht durch Nutzung
eines CAS
”
leichter“ wird, wird also im Grundkurs 12 in der Tendenz abgelehnt.
Im Grundkurs 13.2 sind arithmetisches Mittel mit 27.1 und Median mit 28.1 leicht u¨ber
den Bereich der Indifferenz verschoben. Zwar nehmen ein Drittel (32%) der Schu¨ler noch
eine ablehnende Stellung ein und 10% lehnen entschieden ab, aber 42% stimmen zu (davon
16% vollsta¨ndig).
Lernhilfsaspekt: Median: Mean: SD: 1 2 3 4 5
L-12gk: 21.88 22.60 10.76 21.7 21.0 24.2 21.0 12.1
L-13gk: 28.12 27.07 9.77 9.8 22.0 26.3 25.9 16.1
Interpretation. Die Befunde zum Lernhilfsaspekt eines CAS zeigen eine spu¨rbare Ver-
schiebung der Mittelwerte in den Bereich der leichten Zustimmung unter intensiver CAS-
Nutzung. Das CAS-Weltbild in Bezug auf die Einscha¨tzung eines CAS als Hilfe beim
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Lernen von Mathematik vera¨ndert sich dabei in Richtung Zustimmung um mehr als eine
halbe Standardabweichung (SD-Wert).
Analyse des Mathematikprimat-Aspektes im CAS-Bild
Folgende fu¨nf Items des Fragebogens operationalisieren den Aspekt des Mathematikprima-
tes in der Dimension M, deren transformierter Skalenwert durch die gewichtete Punktsumme
M := ((F74 + F87 + F95 + F104 + F108) · 10
5
− 10) · 5
4
berechnet wird.
F74 Man sollte mehr traditionellen Unterricht im Klassenraum machen und weniger
Zeit am PC zubringen.
F87 Ich finde, dass die Arbeit mit MuPAD in den Informatik- und nicht in den
Mathematikunterricht geho¨rt.
F95 Wer gut rechnen kann, braucht keinen Computer.
F104 Mir erscheint der Einsatz von Computern im Mathematikunterricht wenig nu¨tz-
lich.
F108 Insgesamt gesehen nu¨tzt mir im Mathematikunterricht der Taschenrechner
mehr als der PC mit MuPAD.
Tabelle 6.10: Items zur Erhebung des (M)athematikprimats im
CAS-Weltbild
Die Items des Mathematikprimates wollen also u. a. erfragen, ob die Schu¨ler unter bzw. nach
den Erfahrungen der (intensiven) Nutzung eines CAS einen
”
traditionellen Mathematik-
unterricht mit Tafel und Kreide im Klassenraum“ (statt des Computerraums) bevorzugen
und ihnen dabei der (nicht-graphische) Taschenrechner als Hilfe genu¨gt. Gefragt wird auch,
ob Rechnen und Denken ohne Computernutzung pra¨feriert werden. Abbildung 6.13 fasst
die Befundlage zusammen.
Abbildung 6.13: Prozentuale Verteilung der Antworten auf die Items des
Mathematikprimates im Grundkurs. Links: vor Beginn des intensiven CAS-
Einsatzes in JgSt 12. Rechts: am Ende der Schullaufbahn in JgSt 13.2
Die Ha¨ufigkeitsverteilung der Skalenwerte des Mathematikprimates im Grundkurs 12 be-
sitzt ihr arithmetisches Mittel mit 22.8 und ihren Median mit 22.5 leicht unterhalb des
Skalenmittelpunktes der Indifferenz. Die Ha¨ufigkeiten verteilen sich anna¨hernd gleichma¨ßig
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u¨ber die gesamte Skala mit einer geringen Tendenz zur Ablehung. Ein Fu¨nftel (19%) der
Schu¨ler nimmt eine unentschiedene Stellung ein, wa¨hrend fast 47% eine eher ablehnende
und 34% eine eher zustimmende Einscha¨tzung abgaben. Dabei werden auch die Randbe-
reiche - vo¨llige Zustimmung und vo¨llige Ablehnung - zu 33% angewa¨hlt. Ein traditioneller
Mathematikunterricht wird also im Grundkurs 12 zwiespa¨ltig eingescha¨tzt.
Im Grundkurs 13.2 sind arithmetisches Mittel mit 15.7 und Median mit 12.5 deutlich in den
Bereich der Ablehnung verschoben. Zwar nehmen noch 17% der Schu¨ler eine unentschiedene
Stellung ein und 5% stimmen definitiv zu, aber 62% lehnen nun einen traditionell gefu¨hrten
Unterricht ab (davon 33% ausdru¨cklich).
Mathematikprimat: Median: Mean: SD: 1 2 3 4 5
M-12gk: 22.50 22.85 12.13 18.8 27.5 19.3 20.4 14.0
M-13gk: 12.50 15.65 11.40 33.0 32.3 17.0 12.2 5.4
Interpretation. Die Befunde fu¨r den Aspekt Mathematikprimat im CAS-Weltbild zeigen
fu¨r die Grundkurse 12 und 13 eine erhebliche Verschiebung der Mittelwerte in den Bereich
der deutlichen Ablehnung eines traditionellen Mathematikunterrichts nach intensiven CAS-
Erfahrungen. Das von intensivem CAS-Gebrauch gepra¨gte Mathematik-Weltbild weicht das
Mathematikprimat anna¨hernd um eine volle Standardabweichung auf.
Analyse des Instrumentalisationsaspektes im CAS-Weltbild
Folgende Items des Fragebogens operationalisieren den Instrumentalisationsaspekt in der
Dimension I, deren transformierter Skalenwert durch die gewichtete Punktsumme I :=
((F75 + F98 + F99 + F100 + F101 + F102) · 10
6
− 10) · 5
4
berechnet wird.
F75 MuPAD finde ich in der Handhabung zu kompliziert.
F98 Ich habe ha¨ufig Tippfehler bei der Eingabe gemacht.
F99 Die Antwort (Ausgabe) von MuPAD war oft unversta¨ndlich.
F100 Ich habe MuPAD nicht genu¨gend ausfu¨hrlich kennen gelernt, um es sicher zu
verwenden.
F101 Ich brauche meist Hilfestellung, wenn ich Aufgaben mit MuPAD lo¨sen will.
F102 Wenn ich mit MuPAD arbeite, ergeben sich oft Probleme, da ich das System
nicht richtig beherrsche.
Tabelle 6.11: Items zur Erhebung des (I)nstrumentalisations-
aspektes im CAS-Weltbild
Die sechs I-Items fragen nach der Kompetenz im technisch-instrumentalen Umgang mit
dem CAS, der Kompliziertheit von Anfragen an das CAS und Interpretationsproblemen
seiner Ausgaben sowie der Abha¨ngkeit von externen Hilfestellungen (z. B. seitens der Lehr-
person). Abbildung 6.14 fasst die Befunde zusammen.
Die prozentualen Histogrammwerte verteilen sich u¨ber die gesamte Skala mit leichter Ten-
denz zur Ablehnung einer misslungenen Instrumentalisation. Fast ein Fu¨nftel (18%) der
Schu¨ler nimmt eine unentschiedene Stellung ein, 36% stimmen der Einscha¨tzung von Pro-
blemen bei der Instrumentalisation zu und 46% lehnen dies eher ab. Die transformierte
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Abbildung 6.14: Prozentuale Verteilung der Antworten auf die Items des
I-CAS-Aspektes im Grundkurs. Links: zu Beginn des intensiven CAS-Einsatzes
in JgSt 12. Rechts: am Ende der Schullaufbahn in JgSt 13.2
Ha¨ufigkeitsverteilung der Skalenwerte des Instrumentalisationsaspektes im Grundkurs 12
besitzt ihr arithmetisches Mittel bei 23.7 und ihren Median bei 22.9, d. h. in der unteren
Na¨he zum Skalenmittelpunkt 25 der Indifferenz.
Im Grundkurs 13.2 sind arithmetisches Mittel mit 20.4 und Median mit 18.8 etwas weiter
in den Bereich der Ablehnung verschoben. Zwar nehmen unvera¨ndert 18% der Schu¨ler eine
unentschiedene Haltung ein, aber 55% lehnen diese Einscha¨tzung ab und nur noch 27%
stimmen dem zu (davon nur noch die Ha¨lfte 7% ausdru¨cklich).
Aspekt: Median: Mean: SD: 1 2 3 4 5
I-12gk: 22.92 23.66 11.49 13.7 32.5 18.2 21.8 13.7
I-13gk: 18.75 20.40 10.12 16.8 37.8 18.5 19.6 7.4
Interpretation. Die Befunde fu¨r den Instrumentalisationsaspekt im CAS-Weltbild zeigen fu¨r
die Grundkurse 12 und 13 trotz der intensiven CAS-Nutzung eine geringfu¨gige Verschie-
bung des Mittelwertes in den Bereich der Ablehnung von Instrumentalisationproblemen.
Man darf daher annehmen, dass die Schu¨ler leichte, aber tolerierbare Probleme bei einer
durchga¨ngigen Nutzung des CAS empfinden.
Analyse des Koha¨renz-Aspektes im CAS-Weltbild
Folgende Items des Fragebogens operationalisieren den Koha¨renz-Aspekt in der Dimension
K, deren transformierter Skalenwert durch die gewichtete Punktsumme K := ((F76 + (6−
F83) + F90) · 10
3
− 10) · 5
4
berechnet wird.
F76 Ein zeitgema¨ßer Mathematikunterricht muss Schu¨ler/innen mit Werkzeugen
wie MuPAD vertraut machen.
F83* Ich glaube, dass in meinem spa¨teren Beruf Mathematik oder Mathematik am
Computer nicht von Bedeutung ist.
F90 Die ku¨nftige Entwicklung erfordert, dass man lernt, Computer zur Lo¨sung ma-
thematischer Probleme einzusetzen.
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Tabelle 6.12: Items zur Erhebung des (K)oha¨renz-Aspektes im
CAS-Weltbild
Gema¨ß der drei K-Items soll die Bedeutung eines CAS als wichtiges Werkzeug fu¨r kom-
mende Generationen (
”
mathematikkulturelle Koha¨renz“) von den Schu¨lern eingescha¨tzt
werden. Dazu wird insbesondere nach der Einscha¨tzung der professionellen Verwendung
von CAS zur Lo¨sung mathematischer Probleme gefragt. Abbildung 6.15 fasst die zugeho¨ri-
gen Befunde zusammen.
Abbildung 6.15: Prozentuale Verteilung der Antworten auf die Items des
Koha¨renz-Aspektes im Grundkurs. Links: zu Beginn des intensiven CAS-
Einsatzes in JgSt 12. Rechts: am Ende der Schullaufbahn in JgSt 13.2
Die Ha¨ufigkeitsverteilung der transformierten Skalenwerte des Koha¨renz-Aspektes im Grund-
kurs 12 besitzt ihr arithmetisches Mittel mit 31.2 und ihren Median mit 33.3 leicht im
Bereich der Zustimmung. Die Ha¨ufigkeiten verteilen sich u¨ber die gesamte Skala: 17% der
Schu¨ler nimmt eine unentschiedene Stellung ein, 26% geben eine ablehnende und 58%
eine zustimmende Einscha¨tzung. Dabei werden auch die Randbereiche mit 11% vo¨lliger
Ablehnung und 29% vo¨lliger Zustimmung zur beruflichen Relevanz eines CAS angewa¨hlt.
Im Grundkurs 13.2 ist das arithmetische Mittel nur leicht erho¨ht. Es haben 11% der Schu¨ler
noch eine unentschiedene Meinung und 21% lehnen eine berufliche Bedeutung ab, aber 69%
stimmen einer beruflichen Relevanz eher zu (davon 31% ausdru¨cklich).
Koha¨renz: Median: Mean: SD: 1 2 3 4 5
K-12gk: 33.33 31.22 11.99 11.0 14.8 16.5 29.1 28.7
K-13gk: 33.33 33.55 9.95 7.4 13.6 11.4 36.9 30.7
Interpretation. Die K-Befunde fu¨r die CAS Grundkurse 12 und 13 zeigen nahezu konstante
Mittelwerte im Bereich der leichten Zustimmung zur beruflichen Relevanz eines CAS. Das
CAS-Weltbild wird durch eine intensive CAS-Nutzung im Mathematikunterricht also kei-
neswegs in Richtung einer versta¨rkten Erwartung einer professionellen Nutzung von CAS
vera¨ndert.
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Analyse des Assessment-Aspektes im CAS-Weltbild
Folgende Items des Fragebogens operationalisieren den Assessment-Aspekt in der Dimen-
sion A, deren transformierter Skalenwert durch die gewichtete Punktsumme A := ((F77 +
F80 + (6− F110) + (6− F111)) · 10
4
− 10) · 5
4
berechnet wird.
F77 Klausuraufgaben sollte man mit MuPAD lo¨sen du¨rfen.
F80 Im Abitur sollte man MuPAD verwenden du¨rfen.
F110* In Mathematikunterricht und fu¨r Hausaufgaben sollten nicht grundsa¨tzlich im-
mer PCs mit MuPAD zur Verfu¨gung stehen.
F111* Es wa¨re nicht gut, wenn in sa¨mtlichen Mathematikarbeiten (Klausuren) PCs
mit MuPAD zur Verfu¨gung stu¨nden.
Tabelle 6.13: Items zur Erhebung des (A)ssessment-Aspekts im
CAS-Weltbild.
Die vier A-Items fragen danach, wie die Verfu¨gbarkeit eines CAS von den Schu¨lern in
Pru¨fungssituationen (Klausuren, Abitur) und bei der Anfertigung von Hausaufgaben ein-
gescha¨tzt wird. Gefragt wird insbesondere, ob das CAS in allen Situationen von Leistungs-
erbringung zur Verfu¨gung stehen sollte. Abbildung 6.16 fasst die Befunde zusammen.
Abbildung 6.16: Prozentuale Verteilung der Antworten auf die Items des
Assessment-Aspektes im Grundkurs. Links: zu Beginn des intensiven CAS-
Einsatzes in JgSt 12. Rechts: am Ende der Schullaufbahn in JgSt 13.2
Die Ha¨ufigkeitsverteilung der transformierten Skalenwerte des Assessment-Aspektes besitzt
im Grundkurs 12 ihr arithmetisches Mittel mit 20.9 und ihren Median mit 21.9 leicht im
Bereich der Ablehnung. Ein Viertel (25%) der Schu¨ler nimmt eine indifferente Haltung
ein, aber fast die Ha¨lte (47%) wu¨nscht keine Klausuren/Abiturarbeiten unter Nutzung von
CAS. Nur 28% gaben eine eher zustimmende Einscha¨tzung ab.
Im Grundkurs 13.2 sind arithmetisches Mittel mit 32.8 und Median mit 31.3 gravierend in
den Bereich der Zustimmung verschoben. Zwar haben 22% noch eine unentschiedene Ein-
stellung und 8% lehnen Assessments mit CAS-Nutzung entschieden ab, aber 58% stimmen
nach intensiven Erfahrungen mit dem CAS zu (davon mit 32% ein Drittel ausdru¨cklich).
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Assessment: Median: Mean: SD: 1 2 3 4 5
A-12gk: 21.88 20.85 13.54 27.9 19.2 25.0 13.5 14.4
A-13gk: 31.25 32.79 12.19 7.6 12.3 22.0 26.3 31.8
Interpretation. Die Befunde fu¨r den Assessment-Aspekt im CAS-Weltbild fu¨r die Grundkur-
se 12 und 13 zeigen eine erhebliche Verschiebung des Mittelwertes von u¨berwiegender Ab-
lehnung in den Bereich der mehrheitlichen Zustimmung zu Assessments mit CAS-Nutzung.
Das CAS-Weltbild vera¨ndert sich dabei um eine volle Standardabweichung in Richtung ei-
ner Zustimmung zu CAS-gestu¨tzten schriftlichen Leistungsu¨berpru¨fungen. Dies spricht fu¨r
u¨berwiegend positive Erfahrungen der Schu¨ler in Klausuren mit CAS-Unterstu¨tzung.
Analyse des Flow-Aspektes im CAS-Bild
Folgende Items des Fragebogens operationalisieren den Flow-Aspekt in der Dimension F,
deren transformierter Skalenwert durch die gewichtete Punktsumme F := (F81 + F91 +
(6− F92)) · 10
4
− 10) · 5
4
berechnet wird.
F81 Die Arbeit mit MuPAD im Mathematikunterricht macht mir Freude.
F91 Fu¨r mich wird der Mathematikunterricht interessanter, wenn man Computer
einsetzt.
F92* Es macht mir keinen Spaß, den Computer zur Lo¨sung von Mathematikaufgaben
zu verwenden.
Tabelle 6.14: Items zur Erhebung des (F)low-Aspekts im CAS-
Weltbild.
Gema¨ß der drei F-Items soll das CAS von den Schu¨lern als Quelle zusa¨tzlicher positi-
ver Gefu¨hle (Freude, Flow) im Mathematikunterricht eingescha¨tzt werden. Gefragt wird,
ob das Arbeiten mit CAS im Mathematikunterricht Freude bereitet bzw. der Unterricht
interessanter wird. Abbildung 6.17 fasst die Befunde zusammen.
Abbildung 6.17: Prozentuale Verteilung der Antworten auf die Items des
Flow-Aspektes im Grundkurs. Links: vor Beginn des intensiven CAS-Einsatzes
in JgSt 12. Rechts: am Ende der Schullaufbahn in JgSt 13.2
Die Ha¨ufigkeitsverteilung der Skalenwerte des Flow-Aspektes im Grundkurs 12 besitzt ihr
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arithmetisches Mittel mit 28.1 und ihren Median mit 29.2 leicht oberhalb des Skalen-
mittelpunktes der Indifferenz. Die Ha¨ufigkeiten verteilen sich u¨ber die gesamte Skala mit
leichter Tendenz zur Zustimmung. 18% der Schu¨ler nehmen eine indifferente Haltung ein,
50% stimmen eher zu (darunter ein Fu¨nftel ausdru¨cklich). Eine ablehnende Einscha¨tzung
gaben aber 31% zu erkennen.
Im Grundkurs 13.2 sind arithmetisches Mittel mit 31.6 und Median mit 33.3 in den Bereich
der Zustimmung verschoben. Zwar geben weiterhin 20% eine unentschiedene Stellungnah-
me ab und 23% lehnen einen Zugewinn an Freude bzw. Interesse im Mathematikunterricht
ab, aber 58% stimmen zu (davon 28% ausdru¨cklich).
Flow-Aspekt: Median: Mean: SD: 1 2 3 4 5
F-12gk: 29.17 28.11 14.07 13.1 19.0 17.7 30.4 19.8
F-13gk: 33.33 31.61 13.63 9.7 12.5 19.9 30.1 27.8
Interpretation. Die Befunde fu¨r den Flow-Aspekt im CAS-Weltbild zeigen fu¨r die Grund-
kurse 12 und 13 eine leichte weitere Verschiebung des Mittelwertes um eine halbe Stan-
dardabweichung in den Bereich der Zustimmung zu einem Gewinn an Freude bzw. Interesse
am Mathematikunterricht bei intensiver CAS-Nutzung.
Analyse des Schema-Aspektes im CAS-Weltbild
Folgende Items des Fragebogens operationalisieren den CAS-Schema-Aspekt in der Di-
mension S, deren transformierter Skalenwert durch die gewichtete Punktsumme S :=
((F85 + F86 + F103 + F105) · 10
4
− 10) · 5
4
berechnet wird.
F85 Beim Lo¨sen konkreter Aufgaben u¨berlegt man nicht, sondern probiert erst ein-
mal, welches Ergebnis MuPAD liefert.
F86 Beim Arbeiten mit MuPAD denke ich oft nicht mehr nach, ob und wie Aufgaben
auch ohne Computer gelo¨st werden ko¨nnen.
F103 Beim Mathematikunterricht mit Computer muss man weniger nachdenken.
F105 Wenn Computer mit MuPAD vorhanden sind, mu¨ssen Schu¨ler kein so umfang-
reiches mathematisches Wissen besitzen.
Tabelle 6.15: Items zur Erhebung des (S)chema-Aspekts im CAS-
Weltbild
Gema¨ß der vier S-Items soll die schemaorientierte Nutzung des CAS seitens der Schu¨ler
eingescha¨tzt werden. Gefragt wird, ob man bei CAS-Nutzung nach Meinung der Schu¨ler
weniger Wissen beno¨tigt als im normalen Mathematikunterricht und ob man dabei weniger
nachdenken muss, um eine Lo¨sung zu erhalten. Gefragt wird auch, ob die Schu¨ler trotz der
Lo¨sungsfindung mit Hilfe des CAS noch u¨ber einen Lo¨sungsablauf ohne Nutzung des CAS
reflektieren. Abbildung 6.18 fasst die Befunde zusammen.
Die Ha¨ufigkeitsverteilung der Skalenwerte des CAS-Schema-Aspektes im Grundkurs 12 be-
sitzt ihr arithmetisches Mittel mit 23.7 und ihren Median mit 25.0 in etwa im Skalenmit-
telpunkt 25 der Indifferenz. Die prozentualen Ha¨ufigkeiten verteilen sich u¨ber die gesamte
Skala mit leichter Tendenz zur Ablehnung. 19% der Schu¨ler zeigen eine unentschiedene
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Abbildung 6.18: Prozentuale Verteilung der Antworten auf die Items des
(CAS)Schema-Aspektes im Grundkurs. Links: vor Beginn des intensiven CAS-
Einsatzes in JgSt 12. Rechts: am Ende der Schullaufbahn in JgSt 13.2.
Einstellung, 45% haben eine ablehnende und 37% eine eher zustimmende Einscha¨tzung.
Im Grundkurs 13.2 sind arithmetisches Mittel mit 21.7 und Median mit 21.9 weiter in
den Bereich der Ablehnung verschoben. Zwar nehmen weiterhin 19% eine unentschiedene
Stellung ein und 30% stimmen einer tendenziell schematischen Nutzung des CAS zu, aber
51% lehnen eine solche Einscha¨tzung ab (davon 10% ausdru¨cklich).
Schema-Aspekt: Median: Mean: SD: 1 2 3 4 5
S-12gk: 25.00 23.68 10.76 17.2 27.4 18.5 22.0 15.0
S-13gk: 21.88 21.66 10.44 15.7 35.6 19.1 19.1 10.6
Interpretation. Die Befunde fu¨r den Schemaaspekt im CAS-Weltbild weisen fu¨r die Grund-
kurse 12 und 13 eine weitere Verschiebung des Mittelwertes in den Bereich der Ableh-
nung schematischer Nutzungweisen auch bei intensiver CAS-Verwendung auf. Selbst unter
versta¨rkter CAS-Nutzung nimmt also die Einstellung einer schematischen Verwendung des
CAS zur Lo¨sung mathematischer Probleme tendenziell ab.
6.3.2 Performance der CAS-Mathematik-Weltbilder
Die vorangegangene Untersuchung stellte die einzelnen Aspekte des CAS-beeinflussten
Mathematik-Weltbildes von Grundkursen der Jahrgangstufe 12 bzw. 13.2 im Einzelnen
dar. Im Folgenden analysiere ich diese acht CAS-Weltbild-Aspekte (E,L,M, I,K,A, F, S)
noch kurz bezu¨glich der einzelnen untersuchten Kurse und betrachte abschließend die ge-
schlechtsdifferenzierte Entwicklung des CAS-Weltbildes. Abschließend definieren wir einen
CAS-Belief-Index, mit dem wir eine weitere Verdichtung der acht CAS-Weltbild-Aspekte
auf einen charakteristischen Wert vornehmen und so eine globale Peformanceaussage der
CAS-Mathematik-Weltbilder erhalten.
CAS-Weltbilder der konsekutiven Grundkurse
Abbildung 6.19 zeigt die oben bestimmten Mittelwerte (als Punkte) der acht untersuchten
CAS-M-Weltbild-Aspekte (E, L, M, I, K, A, F, S) aller CAS-Grundkurse 12 (blau) und
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aller CAS-Grundkurse 13.2 (rot).
Abbildung 6.19: Performance der CAS-Weltbilder (E,L,M, I,K,A, F, S)
unter intensiver CAS-Nutzung. Links: in Grundkursen der Jahrgangsstufe 12
(N=95). Rechts: in Grundkursen der Jahrgangsstufe 13.2 (N=81)
Wir diagnostizieren fu¨r die Grundkurse 12 ein Ma¨andrieren der Mittelwerte um den In-
differenzwert 25. Man erkennt die leichte Ablehnung des (M)athematikprimates und der
(A)ssessments mit CAS-Einsatz. Der globale Verlauf a¨hnelt einer
”
–∧∧“-Kurve. Dagegen
weist die CAS-Aspekt-Kurve gegen Ende der Schullaufbahn in 13.2 einen typischen
”
∨∧“-
Verlauf auf, der die gravierende Vera¨nderung insbesondere im Mathematikprimat und dem
Assessment-Aspekt widerspiegelt.
Die folgende Abbildung 6.20 weist diese typische Verlaufsstruktur fu¨r alle individuell un-
tersuchten Grundkurse (zusa¨tzlich auch: zweier Leistungskurse) nach. Blautonig sind die
Grundkurs-12-CAS-Beliefs und rotfarbig die GK-13-CAS-Beliefs eingezeichnet. Der Lei-
stungskurs 13.2 aus 2008 (Zentralabitur) ist zusa¨tzlich in Gru¨n eingetragen, der mit dem
gleichen CAS MuPAD (aber einem eigenen Unterrichtskonzept) gefu¨hrte Leistungskurs
eines Kollegen der gleichen Schule aus dem Jahre 2006 in Magenta.
Anmerkung. Ausweislich der Daten zeigen fu¨r den Leistungskurs 2008 alle Aspektwerte
(E,L,M, I,K,A, F, S) gegenu¨ber allen Grundkursen eine ’best performance’ auf. Insbe-
sondere weisen der Instrumentalisations-, der Koha¨renz-, der Flow- sowie der Schema-
Mittelwert wu¨nschenswerte Tendenzen eines Mathematikunterrichtes unter intensiver CAS-
Einwirkung auf.
Genderaspekte in der CAS-Beliefstruktur
Betrachtet man die geschlechtsspezifische Entwicklung des CAS-Beliefvektors, so sind ledig-
lich geringe Abweichungen diagnostizierbar. Zeigt der Zustandsvektor zu Beginn im Grund-
kurs 12 noch kleine, aber nachweisbare Unterschiede in Instrumentation (die Ma¨dchen zei-
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Abbildung 6.20: Zustand (blau) der CAS-Beliefstruktur (E,L,M, I,K,A,
F, S) in den Grundkursen 12 aus 2000(◦), 2001(+), 2004(×) sowie die Ent-
wicklung (rot) zu den Grundkursen 2001(◦), 2002(+), 2005(×) und 2006(4).
Aspektwerte der Leistungskurse aus 2006(∗, magenta) und des LK aus 2008
(∗, gru¨n) unter Zentralabiturbedingungen. Zusa¨tzlich und zum Vergleich ein-
getragen sind die globalen Verlaufskurven aus Abb. 6.19 (verdickt in blau bzw.
rot).
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gen eine etwas ho¨here Zustimmung zu Problemen im Handling), Koha¨renz (die Ma¨dchen
erwarten im Mittel eine noch geringere Bedeutung von CAS fu¨r ihren Beruf) und Flow-
Werten (die Ma¨dchen empfinden etwas weniger Freude bei der Nutzung von CAS im Mathe-
matikunterricht als die Jungen) auf, so sind die Werte unter einem unterrichtlich intensiven
CAS-Gebrauch am Ende der Jahrgangsstufe 13 angeglichen - erstaunlicherweise scha¨tzen
die Ma¨dchen nun aber den Gebrauch von CAS in Pru¨fungen (A-Wert) etwas ho¨her ein als
die Jungen, vgl. Abbildung 6.21.
Abbildung 6.21: Differenzierte CAS-Beliefentwicklung von Ma¨dchen (w,
rot) und Jungen (m, blau) im Grundkurs. Grundkurse 12: Nw=53, Nm=23.
Grundkurse 13: Nw=41, Nm=18
CAS-Beliefindex
Analog zum Mathematik-Beliefindex mbi (s.o.) sollen abschließend die wechselseitigen
Vera¨nderungen im globalen CAS-Weltbild eines Kurses messbar und vergleichbar gemacht
werden. Dazu wird einem CAS-Aspektvektor (E,L,M, I,K,A, F, S) eine kennzeichnende
Zahl cbi(E,L,M, I,K,A, F, S) als CAS-Belief-Index zugeordnet.
Dieser Index ist wie folgt definiert: Eine Verschiebung des Mittelwertes der (E,L,K,A, F )-
Komponenten in Richtung ’Zustimmung’ soll als positive Entwicklung des CAS-Weltbildes
gelten, da hierdurch eine Zunahme der expertenhaften professionellen Nutzung fu¨r das Ler-
nen von Mathematik mit gesteigerter Freude und erho¨hter Akzeptanz des CAS in Pru¨fun-
gen zum Ausdruck kommt. Eine Verschiebung des Mittelwertes der (M, I, S)-Komponenten
in Richtung ’Ablehnung’ wird ebenfalls als positive Entwicklung des CAS-Weltbildes ge-
wertet, weil dies eine Abnahme eines rigiden Mathematikprimates sowie reduzierte Instru-
mentationsprobleme und verringerte schematische CAS-Nutzungen misst.
Dies fu¨hrt zu einer
”
vorzeichenbehafteten Distanzfunktion“ cbi(.,.) vom Indifferenzwert
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25 auf dem 8-dimensionalen Raum der CAS-Weltbilder. Die folgende (in der Statistik-
Software R Version 2.7.1) definierte Funktion cbi realisiert diese U¨berlegungen:
> cbi <- function(mw)
{ ((mw[1]-25)+(mw[2]-25)+(25-mw[3])+(25-mw[4])
+(mw[5]-25)+(mw[6]-25)+(mw[7]-25)+(25-mw[8]))/8+25 }
> # mw1 ist der Mittelwertvektor (E,L,M,I,K,A,F,S) des Gk12 aus 2000
> mw1<-c( 29.64744, 23.26389, 21.85185, 20.43269,
33.95062, 17.47685, 32.40741, 24.30556)
> cbi(mw1) #cas-belief-index
[1] 27.51951
Die folgende Tabelle zeigt die CAS-Belief-Indizes der Aspektvektoren von Grundkursen
1217 der vorliegenden Untersuchung im Vergleich mit den Aspektvektoren von Grundkursen
der 13.2.
cbi: G00/01 G01/02 G04/05 G06 alle GK L06 L08
12 (pre): 27.5 25.5 26.2 NA 26.4 NA NA
13 (post): 31.4 31.3 33.6 32.6 31.5 36.7 32.7
Abbildung 6.22 visualisiert die zeitliche Entwicklung der CAS-Indizes der Aspektvektoren
aller untersuchten Grund- und Leistungskurse.
Gema¨ß der Wertetabelle und deren graphischer Darstellung erfahren alle CAS-Grund-
kurse eine (mehr oder weniger ausgepra¨gte) positive Entwicklung ihres CAS-Weltbildes
im Verlaufe des Unterrichts von der gelegentlichen Nutzung eines CAS vor Eintritt in
die Jahrgangsstufe 12 durch die CAS-intensive Nutzung bis Ende Jahrgangsstufe 13. Aus
einer (erwarteten) Position der Indifferenz (Indexwert=25) kommend wird nach Ende der
Maßnahme in der Regel der Bereich der gema¨ßigten Zustimmung eingenommen. Ursa¨chlich
ist dabei nach der obigen Detailanalyse vor allem die wachsende Akzeptanz des CAS als
in den Unterricht integriertes Expertenwerkzeug und seiner Wertscha¨tzung als Hilfe in
Pru¨fungssituationen. Der ’Spaßfaktor’ (F-Aspekt) oder die Lernunterstu¨tzung (L-Aspekt)
spielen dabei nur eine Nebenrolle.
Zusammenfassend kann man daher folgern, dass ein langwa¨hrender CAS-intensiver Mathe-
matikunterricht zu einer positiv gefa¨rbten Einstellung gegenu¨ber dem CAS fu¨hrt und ver-
mutlich dabei das begleitende Mathematik-Weltbild ebenfalls positiv beeinflusst.
17NA (not availabe) bezeichnet (wie in R) nicht vorliegende Daten.
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Abbildung 6.22: zeitliche Entwicklung der CAS-Belief-Indizes der CAS-
Aspektvektoren (E,L,M, I,K,A, F, S) von Grund- und Leistungskursen bei
intensiver CAS-Nutzung im Mathematikunterricht. Blauer Punkt: GK 12. Ro-
ter Punkt: konsekutiver GK 13. Fortgefu¨hrte Kurse mit gleicher Population
sind gestrichelt verbunden. Magenta: Leistungskurse in Jahrgangstufe 12 bzw.
13. Die x-Achse markiert die jeweilige Jahreszahl 200x.
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§ 7
Epilog – Resume´, Ausblick und
Empfehlungen
Abschließend werden die wesentlichen Befunde und Forschungsergebnisse zusammengestellt
und einige Empfehlungen fu¨r weitere Untersuchungen gegeben.
7.1 Resume´
Die APOS-Theorie als lerntheoretische Folie erwies sich sowohl zur interpretierenden
Analyse der Daten als auch zur Konstruktion der Lernpfade mit Hilfe genetischer Dekom-
positionen (hypothetischer Lerntrajektorien) als erfolgreich. Die gelegentliche Aufnahme
von Einsichten der concept definition vs. concept image Dichotomie von Tall und Vinner
als zusa¨tzliche Erkla¨rungskonzepte war genauso hilfreich wie die Modellierungssicht der
RME.1
Die damit designten M2AKE-Lernumgebungen, die z. T. als CAS–Mikrowelten (generic
organizer) mit semiautomatischen Prozeduren (wie dem Gauß-Jordan-Algorithmus) vor-
liegen oder Wissensmodule (wie z. B. Begriffsbildungen zum Skalarprodukt) pra¨sentierten,
fu¨hrten – gemessen an den Ergebnissen im Zentralabitur bzw. der Beliefentwicklungen –
zu einer erfolgreichen Performance der Lerngruppen. Unter den dabei eingesetzten Design-
Prinzipien eines CAS-intensiven, epistemologisch orientierten Mathematikunterrichts er-
wiesen sich die drei Prinzipien der virtuellen Erfahrungsverankerung (CAS-Experimente),
der strukturierten Repra¨sentation mathematischen Wissens in Modulen sowie das SONG-
Prinzip (Window Shuttling) als besonders fruchtbar.2
1Auch unter dem Aspekt der limitierten kognitiven Ladung wurde diese kompakte APOS-Lerntheorie
von ausgebildeten und erfahrenen Lehrer(inne)n im Rahmen des sog. ”Sprintstudiums Mathematik“ gut
aufgenommen und bei der Konstruktion von Lernumgebungen bedacht. Auch als lerntheoretisches Fun-
dament zum dort eingesetzten Lehrwerk Analysis versta¨ndlich unterrichten von Dankwerts und Vogel
war sie m. E. besonders geeignet. Insbesondere die dort wiederholt erkennbare Produkt-Prozess-Dialektik
ist aus der APOS-Perspektive bekannt und damit vertieft interpretierbar.
2Allein schon die konsequente Nutzung des SONG-Prinzips – wonach jedes einzufu¨hrende mathema-
tische Konzept simultan s
¯
ymbolisch, als versprachlichtes (verdichtet pointiertes) Mo
¯
tto, CAS–n
¯
umerisch
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Die identifizierten Versta¨ndnisbarrieren in der Linearen Algebra konnten durch die
Konstruktion geeigneter CAS-Lernumgebungen abgemildert werden. Als Explikationsfeld
und geometrische Versta¨ndigungssprache zur Konstruktion stabiler und verallgemeine-
rungsfa¨higer (Grund-)Vorstellungen dient eine CAS-Mikrowelt, in der grundsa¨tzlich die
kanonische Basis (e1, e2, ..) sowie die affinen Basispunkte (E1, E2, ..) vorgezeichnet sind
und in der alle Vektoren
”
Orts“vektoren sind, die konsequent am Nullpunkt ansetzen.3
Insbesondere zur didaktischen Therapie der Chama¨leonbarriere sollte mo¨glichst lange die
elongierte Linearkombinationsnotation x ·E1 +y ·E2 der Physiker4 mit ihrer anschaulichen
Interpretationsmo¨glichkeit anstelle der kompakten matrixorientierten Tupelnotation ( xy )
der Mathematiker unterrichtlich verwendet werden, bevor die abstrahierende Identifikati-
on x · E1 + y · E2 = ( xy ) vollzogen wird. Beides war im CAS realisierbar.
Das fachdidaktische Design der CAS-Parcours orientierte sich an Empfehlungen
der Fachcommunity, insb. an Ratschla¨gen zur radikalen Reduzierung des Curriculums nach
Rogalski. Die dazu von mir vorgenommene Orientierung an epistemologischen Wachstums-
ringen, die sich natu¨rlich la¨ngs der beobachtbaren reichhaltigen Pha¨nomene in Bezug auf
die Lo¨sungsvielfalt und die Geometrie von linearen Gleichungssystemen auspra¨gte, erwies
sich als a¨ußerst tragfa¨hig. Insbesondere mit Blick auf die anlaufende Verku¨rzung der Schul-
zeit (
”
G8“) erscheint die oben beschriebene Beobachtung, dass ein u¨berraschender Erfolg im
Zentralabitur auch mit einem Dutzend gezielt ausgewa¨hlter, knapper
”
Anker“-CAS-Sheets5
erzielbar war, la¨sst eine noch konsequentere Reduzierung auf mathematische Kernbegriffe
und zugeordnete CAS-Konzepte mo¨glich erscheinen.
Unter den stoffdidaktischen Innovationen der vorliegenden Untersuchung erwies sich die
didaktische Rekonstruktion und Elementarisierung der Pseudoinverse (nebst ihrer Anwen-
dungen) als besonders fruchtbar. Ru¨ckblickend scheint aber angeraten, die Moore-Penrose-
Inverse erst nach dem Studium des Skalarproduktes aus einer Analogieu¨berlegung aus der
2-dimensionalen Projektionsformel zu destillieren. Erst danach sollte sich die Matrixdar-
stellung von Projektionen mit Hilfe der Pseudoinversen und ggfs. eine Darstellung der
Lo¨sungsmengen unter- und u¨berbestimmter linearer Gleichungssysteme mit Pseudoinver-
sen anschließen.
Die Untersuchung der epistemologischen U¨berzeugungsstrukturen im Umkreis
der dritten zentralen Forschungsfrage erbrachte in Bezug auf das Mathematikbild von
Grundkursschu¨lern wichtige neue Befunde.
So zeigte sich ein vera¨ndertes Mathematik-Weltbild in der Formalismus-Dimension. Ma-
und g
¯
raphisch-visuell (ggfs. animiert) der Lernperson repra¨sentiert werden sollte – fu¨hrte im oben zitierten
Sprintstudium sowohl bei der moderierten Erga¨nzung der Vorlesung als auch in der Didaktikveranstaltung
zu substanziellen Erkenntnisgewinnen und zu verbesserten Pru¨fungsergebnissen.
3Auf die Explizierung affiner Sachverhalte mit Hilfe baryzentrischer Koordinaten in lokalen Koordina-
tensystemen kann man dann ggfs. verzichten.
4die dafu¨r oft x · i + y · j schreiben
5die im unmittelbaren zeitparallelen Nachvollzug (”Duplizierung“) zur handgelo¨sten Problemstellung
bearbeitet wurden
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thematik besitzt fu¨r die Mehrheit der Schu¨ler im CAS-Grundkurs (natu¨rlich unter Einfluss
der oben konstruierten CAS-Lernarrangements) 13 nurmehr einen abgeschwa¨chten forma-
len Aspekt: Die Indifferenz u¨berwiegt mit 39% und ist damit dreimal so hoch wie in der
Kontrollgruppe. Der F-Mittelwert ist um eine volle Standardabweichung in Richtung Ab-
lehnung verschoben.
Bezu¨glich der Schema-Dimension zeigt sich am Ende des CAS-gestu¨tzten Grundkurses,
dass die Indifferenz mit 32% um ein Drittel ho¨her ausfa¨llt als in der Kontrollgruppe der
Grigutsch-Untersuchung, die vo¨llige Zustimmung auf ein Drittel gesunken und die relative
Zustimmung auf 53% gestiegen ist. Mathematik besitzt fu¨r die Mehrheit der Schu¨ler im
CAS-Grundkurs 13 einen erkennbaren, aber weniger extremen Schema-Aspekt.
Ein gravierend vera¨ndertes Mathematik-Weltbild ließ sich in der Prozess-Dimension nach-
weisen: Indifferent a¨ußern sich 26% und damit fast die Ha¨lfte weniger Schu¨ler als in der
Kontrollgruppe, nur ca. 9% der Schu¨ler lehnen noch einen Prozess-Aspekt in der Mathe-
matik ab. Fu¨r ca. 50% der Schu¨ler im CAS-Grundkurs 13 besitzt die Mathematik nun-
mehr einen deutlich prozesshaften Aspekt. Der P-Mittelwert zeigt sich um ca. eine volle
Standardabweichung in Richtung Zustimmung verschoben.
Ausweislich der Befundlage zeigte sich auch ein deutlich vera¨ndertes Mathematik-Weltbild
in der Anwendung-Dimension: Die Anwendung-Verteilung erweist sich in den CAS-Grund-
kursen 13 ausgeglichener und normalverteilt. Die Zustimmung u¨berwiegt mit 38% und ist
damit wesentlich ho¨her als in der Kontrollgruppe. Nur noch ca. 15% der Schu¨ler lehnen
einen Anwendung-Aspekt ab. Aber fu¨r 50% der Schu¨ler ist der Anwendung-Aspekt ein
wesentliches Element des Mathematikbildes. Der A-Mittelwert zeigt sich um eine halbe
Standardabweichung in Richtung Normalverteilung verschoben.
Lediglich die Verteilung der rigiden Schemaorientierung erweist sich in den CAS-Grund-
kursen 13 wenig vera¨ndert. Indifferenz u¨berwiegt mit 39%. Zwar lehnen ca. 27% der Schu¨ler
einen Aspekt der rigiden Schemaorientierung ab, aber auch 34 % der Schu¨ler sehen in der
rigiden Schemaorientierung ein wesentliches Element ihres Mathematikbildes. Mathematik
besitzt auch fu¨r die Mehrheit der Schu¨ler im CAS-Grundkurs 13 eine mittelma¨ßige rigide
Schemaorientierung. Der R-Mittelwert bleibt anna¨hernd unvera¨ndert. Man darf annehmen,
dass die gedankliche Ausrichtung auf die Abiturklausuren die wachsende Auspra¨gung der
Extreme verursachte.
Die La¨ngsschnittanalyse der Mathematik-Weltbilder la¨sst zusa¨tzlich erkennen, dass sich die
(F)ormalismus-Komponente im CAS-bestimmten Mathematikweltbild sowohl in Bezug auf
die Kontrollgruppe als auch im Laufe der Zeit zunehmend in Richtung Indifferenz verschiebt
und sich damit abschwa¨cht. Die (S)chema-Komponente bleibt unter CAS-Einfluss zuna¨chst
anna¨hernd unvera¨ndert, verschiebt und konzentriert sich aber leicht in Richtung Indiffe-
renz gegen Ende der Schulzeit. Die (P)rozess-Komponente wa¨chst unter CAS-Einfluss im
Grundkurs 12 zuna¨chst massiv in Richtung Zustimmung und verdichtet sich leicht im
Grundkurs 13.2. Die (A)nwendung-Komponente wa¨chst von Indifferenz zuna¨chst leicht an
und versta¨rkt sich unter dem intensivierten Einsatz von CAS im Rahmen der linearen
Algebra nochmals in Richtung Zustimmung in der 13.2. Die (R)igide-Schemaorientierung
bleibt im Bereich der Indifferenz (Kontrollgruppe) auch unter CAS-Einfluss im Laufe der
Zeit anna¨hernd konstant. Zusammenfassend sind die sta¨rksten Auswirkungen des inten-
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siven CAS-Einsatzes in positiven Vera¨nderungen der (F,P,A)-Komponenten im Weltbild
diagnostizierbar.
Der entscheidende Befund ist, dass sich das Mathematik-Weltbild durch einen CAS-in-
tensiven Mathematikunterricht in linearer Algebra in den Dimensionen (F,P,A) um ca.
eine Beliefindex-Verdoppelung verbessern la¨sst.
Die Beliefaspekte in Bezug auf das CAS wurden in acht Faktoren gebu¨ndelt: dem
(E)xpertensystem-Aspekt, dem (L)ernhilfsaspekt, dem (M)athematikprimat, dem (I)nstru-
mentalisationsaspekt, dem (K)oha¨renzaspekt, dem (A)ssessment-Aspekt, dem (F)low-As-
pekt sowie dem (S)chema-Aspekt. Die Messwerte wurden jeweils zu Beginn von K12 sowie
am Ende von K13 erhoben.
Die Befunde fu¨r den Expertensystem-Aspekt im CAS-Weltbild zeigen fu¨r die Grundkurse 12
und 13 eine deutliche Verschiebung der Mittelwerte in den Bereich der Zustimmung nach
intensiver CAS-Nutzung. Das CAS-Weltbild in Bezug auf die Einscha¨tzung eines CAS als
hilfreiches Expertensystem vera¨ndert sich in Richtung Zustimmung dabei um eine halbe
Standardabweichung.
Die Verteilung zum Lernhilfsaspekt eines CAS zeigt eine spu¨rbare Verschiebung der Mittel-
werte in den Bereich der leichten Zustimmung unter intensiver CAS-Nutzung. Das CAS-
Weltbild in Bezug auf die Einscha¨tzung eines CAS als Hilfe beim Lernen von Mathematik
vera¨ndert sich dabei in Richtung Zustimmung um mehr als eine halbe Standardabweichung.
Das Mathematikprimat im CAS-Weltbild zeigt eine erhebliche Verschiebung der Mittelwer-
te von K12 nach K13 in den Bereich der deutlichen Ablehnung eines traditionellen Ma-
thematikunterrichts nach intensiven CAS-Erfahrungen. Das von intensivem CAS-Gebrauch
gepra¨gte CAS-Mathematik-Weltbild weicht das Mathematikprimat anna¨hernd um eine vol-
le Standardabweichung auf.
Die Befunde fu¨r den Instrumentalisationsaspekt im CAS-Weltbild weisen nach der inten-
siven CAS-Nutzung nur eine geringfu¨gige Verschiebung des Mittelwertes in den Bereich
der Ablehnung von Instrumentalisationsproblemen. Man darf daher annehmen, dass die
Schu¨ler in K12 und K13 durchga¨ngig leichte, aber tolerierbare Probleme bei einer langfri-
stigen Nutzung des CAS erfahren.
Der Koha¨renz-Aspekt weist nahezu konstante Mittelwerte im Bereich der leichten Zustim-
mung zur beruflichen Relevanz eines CAS auf. Das CAS-Weltbild wird durch eine intensive
CAS-Nutzung im Mathematikunterricht also keineswegs in Richtung einer versta¨rkten Er-
wartung einer professionellen Nutzung von CAS vera¨ndert.
Der Assessment-Aspekt im CAS-Weltbild zeigt eine erhebliche Verschiebung des Mittelwer-
tes von u¨berwiegender Ablehnung in K12 in den Bereich der mehrheitlichen Zustimmung
zu Assessments mit CAS-Nutzung in K13. Das CAS-Weltbild vera¨ndert sich dabei um eine
volle Standardabweichung in Richtung einer Zustimmung zu CAS-gestu¨tzten schriftlichen
Leistungsu¨berpru¨fungen. Dies spricht fu¨r u¨berwiegend positive Erfahrungen der Schu¨ler in
Klausuren mit CAS-Unterstu¨tzung.
Der Flow-Aspekt im CAS-Weltbild zeigt fu¨r die Grundkurse 12 und 13 eine leichte Verschie-
bung des Mittelwertes um eine halbe Standardabweichung in den Bereich der Zustimmung
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zu einem Gewinn an Freude bzw. Interesse am Mathematikunterricht bei intensiver CAS-
Nutzung.
Der Schemaaspekt im CAS-Weltbild weist fu¨r K12 nach K13 eine Verschiebung des Mit-
telwertes in den Bereich der Ablehnung schematischer Nutzungweisen bei intensiver CAS-
Verwendung auf. Selbst unter versta¨rkter CAS-Nutzung nimmt also die Einstellung einer
schematischen Verwendung des CAS zur Lo¨sung mathematischer Probleme tendenziell ab.
In Bezug auf Genderaspekte in der CAS-Beliefstruktur waren keine gravierenden Unter-
schiede nachweisbar. Allerdings scha¨tzen die Ma¨dchen am Ende der Schulzeit aber den
Gebrauch von CAS in Pru¨fungen (A-Wert) etwas ho¨her ein als die Jungen.
Nach den obigen Befunden erfahren alle CAS-Grundkurse eine (mehr oder weniger aus-
gepra¨gte) positive Entwicklung ihres CAS-Weltbildes im Verlaufe des Unterrichts von der
gelegentlichen Nutzung eines CAS vor Eintritt in die Jahrgangsstufe 12 durch die CAS-
intensive Nutzung bis Ende Jahrgangsstufe 13. Aus einer Position der Indifferenz (Index-
wert=25) kommend wird nach Ende der Maßnahme in der Regel der Bereich der gema¨ßigten
Zustimmung eingenommen. Ursa¨chlich scheint dabei vor allem die wachsende Akzeptanz
des CAS als in den Unterricht integriertes Expertenwerkzeug und seiner Wertscha¨tzung
als Hilfe in Pru¨fungssituationen. Der
”
Spaß“faktor (F-Aspekt) oder die Lernunterstu¨tzung
(L-Aspekt) spielen lediglich eine untergeordnete Nebenrolle.
Zusammenfassend kann man daher feststellen, dass ein langfristiger CAS-intensiver Mathe-
matikunterricht – zumindest la¨ngs der aufgezeigten Konzeption – zu einer positiv gefa¨rbten
Einstellung gegenu¨ber dem CAS fu¨hrt und vermutlich dabei das begleitende Mathematik-
Weltbild ebenfalls positiv aufhellt.
7.2 Ausblick und Empfehlungen
Weitergehende Reduzierungen im Hinblick auf G8 scheinen mo¨glich und sinnvoll.
Will man zeitintensive Instrumentationsprozesse auf Schu¨lerseite vermeiden, so bietet sich
einerseits die radikale Beschra¨nkung auf wenige CAS-Befehle und die Ausgabe weniger
zentraler CAS-Sheets zur Konzeptpra¨gung und zur Konzeptvisualisierung an. In diesem
Falle wu¨rde man sta¨rker la¨ngs eines eingefu¨hrten Lehrwerks unterrichten und auf die Kon-
struktion eines lehrbuchunabha¨ngigen CAS-Parcours verzichten. Davon bleibt das Prinzip
des inkrementellen CAS-Spracherwerbs unberu¨hrt. Lediglich Anzahl und Umfang der Mi-
krowelten, der CAS-Wissensmodule und der Semiautomatismen mu¨sste revidiert werden.
Sehr bewa¨hrt hat sich allerdings z. B. die semiautomatische matrixorientierte Lo¨sung von
LGS mit Hilfe von Elementarmatrizen. Statt der Nutzung der symbolisierten EM-Funktion
und deren Studium in einer CAS-Mikrowelt, kann man EM(2, 1, 2, 2) auch direkt als ( 1 02 1 )
konstruieren und die ha¨ndische Lo¨sung durch Einkopieren der konkreten Umformungs-
matrizen begleiten. Das mag bereits im Falle dreidimensionaler Matrizen unhandlich und
unu¨bersichtlich werden, wa¨re aber fu¨r wenige Stunden der Konzeptbildung des Gauß-
Jordan-Algorithmus tolerierbar. Jedenfalls ko¨nnte man so insbesondere die inverse Matrix
konstruieren und den Lo¨sungsprozess bei unterbestimmten LGS bis zur Treppennormal-
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form vorantreiben.
Eine minimal-invasive
”
QuasiCAS“–Nutzung in Gestalt einer radikalen Auslage-
rung des Numerischen gelingt aktuell (Stand: Herbst 2010) auch durch Verwendung matri-
zenorientierter Taschenrechner wie z. B. dem CASIO fx-991 ES mit einer 31 × 96 punktigen
vierzeiligen und
”
zweidimensionalen“ Flu¨ssigkristallanzeige6. Dieser Rechner arbeitet mit
einer internen Genauigkeit von 15 Stellen und erlaubt eine natu¨rliche Eingabe mathe-
matischer Terme mit einer Korrekturmo¨glichkeit in der aktuellen Zeile (oder einer Zeile
im
”
Rechnungru¨ckrufspeicher“) mittels einer [DEL]-Taste. Man kann leicht z. B. Werte-
tabellen von Funktionstermen erstellen, nichtlineare Gleichungen (na¨herungsweise) lo¨sen,
bestimmte Integrale und Ableitungen an bestimmten Stellen approximativ berechnen.
Zudem hat man einen sog. Vektor- und einen Matrix-Modus zur Verfu¨gung. Im Matrix-
Modus stehen drei Matrixspeicher (
”
Variablen“) MatA, MatB und MatC fu¨r die Dateneingabe
zur Verfu¨gung sowie ein Antwortspeicher MatAns. Man kann maximal 3×3-Matrizen einge-
ben und numerisch alle Grundrechenarten fu¨r Matrizen ausfu¨hren sowie die Determinate
(Det), die Transponierte (Trn), die Inverse (..−1) sowie das Quadrat (..2) bzw. den Kubus
(..3) einer Matrix berechnen.
Der Vector-Modus stellt drei Vektorspeicher (
”
Variablen“) VctA, VctB und VctC fu¨r die
Dateneingabe (von Zeilenvektoren) zur Verfu¨gung sowie einen Antwortspeicher VctAns.
Man kann maximal 3×1-Vektoren eingeben und numerisch alle Grundrechenarten ausfu¨hren
sowie das Skalarprodukt (Dot), das Kreuzprodukt (×) sowie die euklidische 2-Norm (Abs)
eines Vektors berechnen.
Ein solcher numerischer nicht-programmierbarer (also: non-CAS)
”
Matrix“-TR bietet da-
her m. E. ebenfalls die Mo¨glichkeit, die komplette Elementargeometrie der Anschauungs-
ebene und des Anschauungsraumes auf Schulniveau mit erheblicher Reduzierung der Re-
chenlast zu betreiben.
Beispielsweise kann man den Abstand der beiden windschiefen Geraden g : X = [1,−1, 0]+
r[4, 6,−1] und h : X = [−10,−1,−1] + s[−4,−5, 2] durch die Explizit-Lo¨sung eines u¨ber-
bestimmten LGS (Ausgleichsproblem) mit Hilfe der Pseudoinversen wie folgt berechnen
(was auf Schulniveau eine hochgradig rechenintensive Aufgabe ist und ohne CAS bisher
nicht o¨konomisch zu bewa¨ltigen war):
Lo¨sung mit dem CASIO fx-991 ES im MAT-Modus:
[
[
4 4
6 5−1 −2
]
-> MatA
[
[ −11
0−1
]
-> MatB
[ (Trn(MatA) × MatA)−1 × Trn(MatA) × MatB -> MatAns
[ MatA × MatAns - MatB -> MatAns
[7 -4 4]
6aktueller Klassensatzpreis ca. 20 EUR pro TR
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[ Trn(MatAns) × MatAns
[81]
[
√
(81)
9
Die Lo¨sungszeit incl. aller Eingaben betrug nur ca. 4 min.7
Ein solcher Matrixrechner gestattet somit einen erheblichen Performancegewinn durch die
Auslagerung des numerisch Operativen, nicht mo¨glich ist jedoch die Auslagerung des sym-
bolisch Operativen: Es ist keine freie Bezeichnerwahl implementiert. Verwendet man parallel
zu einem solchen Matrixrechner ein freies CAS (wie z. B. Euler/Maxima) u. a. zur Anfer-
tigung zusa¨tzlicher Visualisierungen, so ist die Frage, wie sich ein solcher minimalinvasiver
CAS-Gebrauch in Kooperation mit einem matrixorientierten Numeriktaschenrechner aus-
wirkt.
Ich formuliere daher folgende anschließende
Forschungshypothese: Ein numerischer matrixorientierter Taschenrechner zusammen mit
einem minimalinvasiven (also auf das didaktisch sinnvollste reduzierten) punktuellen CAS-
Gebrauch gestattet einen matrixorientierten Grund- oder Leistungskurs in Linearer Algebra/Ana-
lytischer Geometrie gema¨ß der hier vorgestellten didaktischen Konzeption und fu¨hrt zu einer
mindestens gleich guten Performance der Kohorten in Bezug auf Assessmentleistungen und Be-
liefauspra¨gungen.
Zur Untersuchung dieser Forschungshypothese bietet sich an, die didaktische Wirkung von
Matrix-Taschenrechnern gezielt zu untersuchen. Obiger Matrixrechner lo¨st nur eindeutig
lo¨sbare LGS, reagiert aber sowohl bei unterbestimmten als auch bei nicht-lo¨sbaren LGS le-
diglich mit einer gleichartigen Error-Anzeige. Dies ergibt ebenfalls interpretationswu¨rdige
Einstiege zu den oben beschriebenen epistemologischen Wachstumsringen. Unterbestimmte
LGS ko¨nnen matrixorientiert durch Linksmultiplikationen mit konkreten Elementarmatri-
zen gelo¨st werden, s. o.8
Daher stellen sich u. a. folgende Einzelfragen:
– Unterstu¨tzen Matrixtaschenrechner linear-algebraische Konzeptbildungsprozesse in a¨hn-
licher Weise wie ein CAS? Wie wirkt sich das Fehlen symbolischer Operationen bzw. Ab-
straktionen zu CAS-Funktionen aus? Sind
”
Merkbla¨tter“9 als Wissenspeicher ein ada¨qua-
ter Ersatz fu¨r CAS-Wissensmodule?
7Zum Vergleich betrug die Lo¨sungszeit mit dem (MatLAB-a¨hnlichen) Numerik-Tool Euler Version
8.6/2009 nur ca. 2 min und bestand aus folgenden beiden Inputzeilen:
> A=[4,4;6,5;-1,-2] B=[-11; 0; -1]
> norm(A.inv(A’.A).A’.B - B)
8Also: A*X=B wird gelo¨st durch Iteration von MatC × MatA -> MatAneu (Ergebnis zwischenkopieren
nach A) sowie MatC × MatB -> MatBneu (Ergebnis zwischenkopieren nach B), wobei MatC jeweils eine
geeignete Elementarmatrix darstellt.
9Allerdings ko¨nnte ein mit dem Lernzuwachs sta¨ndig aktualisiertes selbst verfasstes Merkblatt in Klau-
suren als Wissensmodul auch Bezeichner zur Konzeptbenennung auffu¨hren, z. B.
Proj(A,B) : MatA×(Trn(MatA)×MatA)−1×Trn(MatA)×MatB (”Projektion von B auf A“)
Damit ist ggfs. ein sinnvolles Outsourcing des Memorativen und eine Reduzierung des Workload gewa¨hr-
leistet.
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– Wie sind die MAKE-Lernumgebungen10 fu¨r eine minimalinvasive11 CAS-Nutzung anzu-
passen? Welche a` point Ankersheets wirken prophylaktisch gegen die Auspra¨gung der
aufgezeigten epistemologischen Barrieren? La¨sst sich der
”
isolierte“ Einsatz der CAS-
Mikrowelten (z. B. zur Ermo¨glichung von Experimentierhandlungen) mit der anschlie-
ßenden Nutzung des Matrixrechners in Einklang bringen?
– Wie wirkt sich die in Klausuren fehlende Mo¨glichkeit zur Visualisierung auf die Per-
formance der Kohorte im Vergleich zur CAS-Nutzung aus? Genu¨gt die Anfertigung
von qualitativen Kontroll- bzw. Plan-Skizzen (
”
Kopfzeichnen“) in Gegenwart numerisch
verla¨sslicher Resulate?
– Wie entwickeln sich die Beliefstrukturen in Bezug auf das generelle Mathematik-Bild
und das spezifische
”
CAS“-Mathematikbild?
Am Ende des Feldversuchs sollte die Performance der Kohorten im Zentralabitur unterein-
ander und in Bezug auf den Landesschnitt verglichen werden. Zusa¨tzlich kann das Ranking
der Kohorten durch die zugeho¨rigen Beliefindices bestimmt werden.
Es ist zu hoffen, dass die radikale (aber in Bezug auf den Erhalt ha¨ndischer Fa¨higkei-
ten maßvolle) Auslagerung des Numerischen zusammen mit einem nicht-intensiven CAS-
Gebrauch ebenfalls den Weg zu einem versta¨ndlicheren Mathematikunterricht mit einem
aufgehellten Mathematikweltbild weist.
10Die qualitativ hochwertigen LATEX-Texte sind als ausgeschnittene png-Images leicht in Euler inte-
grierbar. Damit sind die erstellten MuPAD-Notebooks partiell wiederverwertbar. Man betrachte z. B.
die Mikrowelt zum Erlernen des prozeduralen Ablaufs des Lo¨sens einer linearen Optimierungsaufgabe im
Euler-Notebook LineareProgrammierung.en. Siehe Euler-Distribution unter
http : //mathsrv.ku− eichstaett.de/MGF/homes/grothmann/euler/
11die also auf keine spezifische CAS-Kompetenz zielt, die in Klausuren zur Wirkung ka¨me
Teil V
Anha¨nge
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Anhang A
Zu den Lernetappen u¨ber Matrizen
und lineare Prozesse
Im Folgenden beschreibe ich kurz die methodische Ausgestaltung der einzelnen Etappen
im ersten Lern-Parcours Matrizen und lineare Prozesse, die als Aufgabenkomplexe zur
situativen Verbindung der einzelnen Themenstra¨nge dienen und die hypothetische Lern-
trajektorie konkretisieren, vgl. Abbildung A.1.
Abbildung A.1: Auffaserung der Themenstra¨nge im ersten Lernparcours
und Verteilung der Etappenstationen auf die einzelnen thematischen Leitlinien
.
Etappe A: Bevo¨lkerungswachstum
Als erkenntnisleitendes paradigmatisches Problem wird die modellma¨ßige Entwicklung der
Bevo¨lkerung von Texas1 gewa¨hlt, vgl. A12.
1vgl.[125, S. 4]; Hills Beispiel wurde um CAS-Aspekte erga¨nzt. Wahlweise kann man authentische
Daten wa¨hlen, z. B. eine Karte von NRW mit bevo¨lkerungsspezifischen Daten.
2Im Folgenden bezeichnet ein Großbuchstabe die ”Nummer“ der Lernetappe (d. h. das jeweilige
MuPAD-Notebook bzw. den betreffenden Anhang in dieser Arbeit), die folgende Zahl die Aufgabennummer
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Im Sinne der RME dient diese Problemstellung zuna¨chst der Anbahnung des U¨bergangs
vom Modell-zur zur Modell-fu¨r3 Perspektive: Das Problem des Bevo¨lkerungswachstums
wird zuna¨chst kontext-spezifisch in einer bedeutungshaltigen Situation pra¨sentiert und
bearbeitet, wobei eigene Interpretationen und methodisch offene Lo¨sungsversuche mo¨glich
sind. In diesem Sinne ist die vorgestellte Modellierungsaufgabe zuna¨chst als situational-
referentiell charakterisierbar.
Dieses Modell zur informalen Untersuchung einer Bevo¨lkerungsentwicklung entha¨lt in sei-
nem Keim aber allgemeinere Problemstellungen, die Modell fu¨r allgemein linear-algebraische
Konzeptbildungen und zugeho¨rige CAS-Instrumentalisierungen stehen:
- ein lineares Gleichungssystem in A1b
- ein lineares Substitutionsproblem (
”
Einsetzaufgabe“) in A1c
- ein lineares Inversionsproblem (
”
Umkehraufgabe“) in A1d
- ein lineares Eigenwertproblem (
”
Fixvektorsuche“) in A1e
- ein lineares Markovkettenproblem (
”
Matrizensequenz“) in A1f
Damit ero¨ffnet Problemstellung A einen ganzen Themenkomplex und bietet einen ersten
informalen Ein- und U¨berblick in typische Aufgabenstellungen der Linearen Algebra.
Etappe B: Modellieren mit Matrizen
Die nachfolgende Etappe verbleibt im situativen Kontext, also in der Modell-zur-Relation
zum Problem, reichert diesen aber erga¨nzend durch passende CAS-Werkzeuge zur Un-
tersuchung an. Die angebotenen CAS-Aktivita¨ten extrahieren den Matrixbegriff aus dem
referenzkontext-bezogenen linearen Gleichungssystem in einem zweifachen Komprimierungs-
prozess. Die erste Kompression in B2 separiert dabei begrifflich die Daten A, die Unbekann-
ten X und die rechte Seite B des LGS in eine Matrixgleichung A ∗X = B und hinterlegt
simultan dem Operator ∗ der Matrizenmultiplikation (s)einen (ersten) Sinn: Dieser besteht
im Versta¨ndnis des zugeho¨rigen inversen Dekompressionsprozesses, der aus der Matrixglei-
chung die gekoppelten linearen Gleichungen rekonstruiert. Die zweite Verdichtung abstra-
hiert zusa¨tzlich von der Benennung der Unbekannten und formt die Gleichungsmatrix M
zuna¨chst als ein CAS-sprachliches und dann als mentales Objekt in der lokalen Wissens-
doma¨ne der Lernperson. Die ontologische Entita¨t
”
Gleichungsmatrix“ wird dabei durch
die CAS-Konstruktion der Verschmelzung
”
A.B“ flankierend CAS-syntaktisch unterstu¨tzt
und fo¨rdert dadurch die Vorstellung eines LGS als einem mentalen Objekt (O), auf dem
man spa¨ter Operationen und Prozesse (P) wirken lassen kann. Didaktisches Ziel ist somit
ein lokal stabiles Grundversta¨ndnis einer Matrix als verdichtet notierte, gekoppelte lineare
Gleichungen, d. h. als ein lineares Gleichungs
”
system“.
in dieser Etappe und der nachfolgende Kleinbuchstabe zitiert eine Teilaufgabe: A1b meint also Aufgabe
1, Teil b aus dem Schu¨ler-Notebook LA-A.MNB bzw. der Datei LA-A.pdf der CD.
3vgl. z. B. [55, S. 54 ff] oder [109, S. 91, 100 ff, 180 ff]
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Man beachte: Eine definitorische formale Begriffsbestimmung des Begriffs
”
Matrix“ erfolgt
bewusst nicht. Eine Formulierung wie in [141, S. 146]
”
Unter einer (m,n)-Matrix verste-
hen wir ein rechteckiges Zahlenschema mit m Zeilen und n Spalten.“ wirkt sinnleer und
beschreibt nur, was das Auge der Lernperson prima facie sieht und was im Dialog mit
dem CAS als Output sichtbar entsteht. Im hier gewa¨hlten Ansatz ist das Konzept der
Matrix dagegen ein apodeiktischer Grundbegriff, der seine Ausscha¨rfung im Betrachten und
Benutzen des Konzeptes durch die Lernperson erfa¨hrt und einer
”
In-Worte-Fassung“ nicht
bedarf. Insbesondere ko¨nnen die u¨blichen Explizierungen der Matrizenmultiplikation wie
z. B.
Eine (m,n)-Matrix A kann mit einem Vektor [..] multipliziert werden [..] Dabei ist die j-te
Komponente des Produkt-Vektors [..] das Skalarprodukt der j-ten Zeile von A mit dem Vektor
[..][a. a .O., S. 146]
verfru¨hte konzept-definitorische Fixierungen fo¨rdern und die spa¨ter dringend notwendige
Flexibilita¨t beim Gestaltwandel eines Gleichungssystems in unterschiedliche Arten von
Linearkombinationen behindern. Hier will die Designabsicht im Lernparcours eine mo¨gliche
Repra¨sentionsbarriere vermeiden4.
Die im Schu¨lertext gewa¨hlten Formulierungen zip und unzip fu¨r den Verdichtungsprozess
betonen die Vorstellung, dass die definitorische Kompaktifizierung eines LGS zu einer Ma-
trix ohne Informationsverlust5 vorgenommen wird; denn erfahrungsgema¨ß6 werden ge
”
zip“t
verschickte Dokumente beim Empfa¨nger verlustfrei 1:1-entpackt.
Aktivita¨t B3 fu¨hrt die zum Matrixbegriff passende CAS-sprachliche Lo¨sungsroutine mat-
linsolve7(A,B) bzw. matlinsolve(A.B) zur automatisierten Lo¨sung des Inversionspro-
blems
”
A*X=B mit X=?“ ein.
B5 lo¨st die Problematik der iterativen Einsetzung von Zwischenergebnissen zur Langzeit-
analyse des Bevo¨lkerungswachstums zuna¨chst funktional mit dem vertrauten Maschinen-
Modell (d. h. der zugeho¨rigen linearen Abbildung f = AlinAbb) und dem Verkettungspro-
zess8 aus der Analysis, aber – unter Wechsel auf den Themenstrang Algebra – auch simultan
mit Matrizenpotenzen: Erst diese gestatten auf diesem Kenntnisstand die effektive, zeit-
punktgenaue Bestimmung des Eigenvektors durch Angabe der zutreffenden Hochzahl als
Jahreszahl. Hier sind bereits mathematische Aktivita¨ten und Reflektionen auf ho¨herem
Niveau anstoßbar, die vom Referenzkontext zum abstrakten ’Modell-fu¨r’ mathematische
Reflektionen9 wie z. B. der Assoziativita¨t der Matrizenmultiplikation animieren: Die hier
grundgelegten CAS-Erfahrungen weisen das iterierte Einsetzen
A ∗ A ∗ ...A ∗X = A ∗ (A ∗ ...(A ∗X)...)
←− · · · ←−
4vgl. die Diskussion zur Chama¨leon-Barriere
5Der Begriff Kompression als solcher ko¨nnte auch einen Informationsverlust mitdenken, vgl. z. B. Bild-
kompressionen wie das gif-Format, die mit Informationsverlusten einher gehen.
6solche Erfahrungen befinden sich im subjektiven Erfahrungsbereich der Lernpersonen.
7als Akronym fu¨r matrix-formulated linear system solve, d. h. ”lo¨se das matrizensprachlich formulierte
lineare Gleichungsystem“
8dabei wird der mathematische Verkettungsoperator ◦ in MuPAD sinnfa¨llig als @ notiert
9bzw. zur thematischen Schematisierung der Matrizenmultiplikation gema¨ß der APOS-Theorie
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als a¨quivalent zur schlagartigen Evaluation zur Produktmatrix10
A ∗ A ∗ ...A ∗X = (A ∗ A ∗ ... ∗ A) ∗X
· · · −→
nach, die zugleich als neues mathematisches Objekt11 (A ∗ A ∗ ... ∗ A) =: An sui generis
konstruiert wird. Dass man erst ein neues komplexes Objekt wie An konstruieren und dieses
wirkungsgleich zur n-fachen Iterierung auf den Startvektor X operieren lassen kann, war
ohne CAS im geistigen Entwurf zwar denkbar, wird mit CAS aber als eine algebraische
Grunderfahrung realisierbar und experimentell beobachtbar.
B6 nutzt das neu konstruierte Objekt Potenzmatrix zur animierten Visualierung der Bevo¨lk-
erungsentwicklung als Bahn im Phasenraum. Daran anschließend zielt die hypothetische
Lerntrajektorie in B7a auf die eigenaktive Erkundung der kennzeichnenden Eigenschaft ei-
ner Markov-Matrix sowie deren CAS-sprachlicher Formulierung. B7c, B8 und B9 regen das
eigene Monitoring des abgelaufenen Lernprozesses durch metakognitive Aktivita¨ten an.
Zusammenfassend ergibt sich folgender multiperspektivischer Fokus auf das Konzept der
Matrix und der Matrizenmultiplikation, Abbildung A.2:
Abbildung A.2: Ausschnitte aus Lern-Etappe B: Zur zweifachen Verdichtung eines LGS zum Ma-
trixbegriff bzw. zur Matrizenmultiplikation und seiner multirepra¨sentativen Verankerung in den
Themenstra¨ngen. Links: algebraisch-algorithmischer Fokus. Rechts: funktional-operativer Fokus
10d. h. zur n-ten Potenz An von A
11Dies wird fu¨r die Lernperson dadurch erfahrbar, dass als CAS-Output eine Matrix vom Ausgangstyp
beobachtet wird. Das linksassoziative Klammern wird als fortlaufende Substitution prozessual erfahrbar,
die a priori Konstruktion von An als davon verschiedener Konstruktionsprozess eines eigenen Objektes
erlebt. Assoziativita¨t wird zum Gegenstand der Betrachtung einer ”Algebra als Prozess“.
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Abbildung A.3: Ausschnitte aus Lern-Etappe B: algebraisch-operativer Fokus vs. geometrischer
Fokus
Etappe C: Multiplizieren von Matrizen
Etappe C lo¨st sich nunmehr vom urspru¨nglichen Referenzproblem und die kontextfrei-
formale Betrachtung von Eigenschaften der Matrizenmultiplikation ∗ wird in den Fo-
kus genommen. Das Modell der linearen Gleichungssysteme dient als abstrakter gewor-
dene Folie fu¨r die Erkla¨rung der beobachteten formalen Pha¨nomene wie z. B. der Nicht-
Kommutativita¨t von ∗ und als stabilisierende Stu¨tze der Konzeptbildung. Die U¨bungsfor-
men wollen produktiv i. S. v. Wittmann12 sein: die CAS-materialgestu¨tzten Einu¨bungen
der neuen Wissenselemente werden mit der Fo¨rderung des allgemeinen Lernziels eines sub-
stanziellen Versta¨ndnisses der Matrizenmultiplikation13 verbunden. Aus diesen prozessual
aktiv-u¨benden und entdeckenden Erfahrungen werden dabei ganz im Sinne der APOS-
Theorie erste Schematisierungen im Umkreis von ∗ gewonnen und vertikale Mathematisie-
rungen eingeleitet.
So u¨ben die Abschnitte C1 (als dialogische Spielform) bis C3 die Matrizenmultiplikation
CAS-gestu¨tzt in Koppelung an Matrizengleichungen A ∗ X = B ein, wobei die Positio-
nierung der gesuchten Zahlen variiert wird und den wechselnden Fokus aus Etappe A auf
formalem Niveau wieder aufnimmt:
• ( 1 23 4 ) ∗ ( −7 −16 1 ) = ( 5 13 1 ) wird in C3b interpretiert als doppelte Einsetzprobe in Paare
von Gleichungssystemen – und nicht als Auftrag zum puren Ausrechnen
• ( 1 23 4 ) ∗ ( 2 x1 2 ) =
(
y 3
10 5
)
adressiert Vorwa¨rts- und Ru¨ckwa¨rtsrechnen zur Bestimmung
der Unbekannten
12vgl. z. B. [186, S. 17]
13Die Operationen der Addition zweier Matrizen bzw. der Multiplikation einer Matrix mit einem Fak-
tor aus dem Skalarko¨rper werden als intuitiv verstehbare Operation im Zusammenhang mit Magischen
Quadraten und Linearkombinationen in E eingeu¨bt. Die Matrizenmultiplikation ist uns hier die zentrale
Operation zwischen Matrizen, weil sie reichhaltige und erwartungsinkonforme Pha¨nomene zeigt.
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• ( 1 23 4 ) ∗ ( x uy v ) = ( 5 67 8 ) und ( 1 23 4 ) ∗ ( x uy v ) = ( 1 00 1 ) fragen nach den Lo¨sungen von je zwei
Paaren von Gleichungsystemen. Beide Lo¨sungsmatrizen zeigen aber ein frappierendes
algebraisches Pha¨nomen:
• ( 1 23 4 ) ∗ ( −3 −44 5 ) = ( 5 67 8 ) 6= ( −15 −2219 28 ) = ( −3 −44 5 ) ∗ ( 1 23 4 )
( 1 23 4 ) ∗
( −2 1
1.5 −0.5
)
= ( 1 00 1 ) =
( −2 1
1.5 −0.5
) ∗ ( 1 23 4 )
Wa¨hrend die erste Lo¨sung mit seinem linken Faktor nicht kommutiert, ist dies bei
dem zweiten LGS – der direkten Bestimmung der Inversen zum linken Faktor – sehr
wohl der Fall. Die bisher tragende intuitive Erwartung der Kommutativita¨t von ∗ wird
erschu¨ttert. Hier sind in der Folge Ursachenforschungen und Hypothesenbildungen
anstoßbar, die spa¨ter bei der expliziten Konstruktion der inversen Matrix U (zu A)
und ihrer charakterisierenden Gleichung A ∗ U != U ∗ A = E aufgegriffen werden
ko¨nnen.
C4 variiert Multiplikationsaufgaben algebraisch zu speziellen sog.
”
LU-“Faktorisierungen,
bei denen eine vorgelegte Matrix in zwei einfache Matrix-Faktoren mit erkennbarem Form-
muster aufgesplittet werden soll: Hier kann man nach der Art des Zerlegungsmusters und
– weil die Multiplikation ∗ mental an die komprimierte Vorstellung eines komprimierten
LGS gekoppelt ist – nach Konsequenzen fu¨r die Lo¨sungsfindung daraus hergestellter LGS
forschen lassen. Damit wird zugleich das Versta¨ndnis fu¨r die prinzipielle Wirkungsweise
des spa¨ter behandelten Gauss-Algorithmus anbahnend vorbereitet. C5 und C6 vertiefen
in der Form variierender Multiplikationsaufgaben die Substitutionsproblematik, die als
Variante der Multiplikationsoperation erscheint. Die U¨bungen in C zielen insgesamt auf
einen flexiblen Umgang mit der Matrizenmultiplikation, der auf vielfa¨ltigen algebraischen
Erfahrungen basiert und erst gegen Ende der Etappe in C6c behutsam zu einer selbst
formulierten vorla¨ufigen Rechen-Regel vordringt.
Etappe D: Matrizen als Objekte und Transformationen
Diese CAS-Lernumgebung wechselt vom algebraisch orientierten Themenstrang C zu dem
explizit geometrischen Strang D: Sie thematisiert und interpretiert Matrizen nun statisch
als geometrische Figuren (Objekte) bzw. dynamisch als geometrische Transformationen
(Funktionen). Didaktisches Ziel ist die Erweiterung des aktuellen Concept Image
”
Ma-
trix“ um eine geometrische Facette. Instrumental dient der matrix-Datentyp des CAS
hierbei sowohl zum Speichern der Figuren als auch zur Beschreibung geometrischer Abbil-
dungen. Die Lernenden explorieren speziell Achsenstreckungen (inkl. Achsenspiegelungen)
und Scherungen als den geometrischen Bausteinen des Gauß-Algorithmus.
Die Experimentierhandlungen in D1 und D2 benutzen zuna¨chst vorgefertigte CAS-Ma-
terialien, um die instrumentelle Kompetenz zur Anfertigung von geometrischen Szenen zu
fo¨rdern und damit geometrische Pha¨nomene bzw. Figurenmuster studieren zu ko¨nnen. D6
und D7 interpretieren anschließend die Matrizenmultiplikation als Komposition linearer
Abbildungen, wodurch die algebraische Nicht-Kommutativita¨t von ∗ seine geometrische
Begru¨ndung erfa¨hrt.
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Syntaktisch werden Skalierungen und Scherungen von Figuren im CAS als parametrisierte
Matrizen definiert:
Sk := (r,s) -> matrix([[r,0],[0,s]]) // Skalierungsmatrix
Sch := (r,s) -> matrix([[1,r],[s,1]]) // Scherungsmatrix
Dies erlaubt anschließend die Einwirkung einer speziell gewa¨hlten Skalierung auf ein geo-
metisches Objekt per ∗ zu studieren14:
Turm := matrix([[1,1,2,3,3],[0,6,9,6,0]]) // Originalfigur ’Turm’
Turm_ := Sk(2,0.5) * Turm // Bildfigur ’Turm_’
In D7b werden Scherungen und Skalierungen alternativ als lineare Funktionen formuliert,
die punktweise operieren:
sch := (x,y) -> (x+2*y, y+0.5*x); // Scherungsfunktion (1)
sk := (x,y) -> (2*x , 0.5*y); // Skalierungsfunktion (2)
sk(1,0); sch(1,0) // Bildpunkte
(sch @ sk)(1,1) // Scherung eines skalierten Punktes
Damit wird auf der Schema-Ebene eine Reflexion der Vor- bzw. Nachteile von Funktions-
bzw. Matrix
”
sprache“15 mo¨glich, so dass am Ende der Etappe in der Ru¨ckschau DΣ die
Grundvorstellung einer Matrix thematisch um den Abbildungsaspekt erweitert ist, vgl.
Abbildung A.4.
In Analogie zu Wittmanns Konzept des Blitzrechnens16 zur Automatisierung von alge-
braischen Fertigkeiten regen die Etappen-U¨bungen zum Blitzzeichnen (
”
u¨berschla¨giges
im Kopf-Zeichen“) als stabile Versta¨ndnisgrundlage geometrischer Prozesse an: Das CAS
stu¨tzt solche gedanklichen a-priori-Vorstellungen durch nachga¨ngige kontrollierende CAS-
Grafiken flankierend ab. Typische Aktivierungselemente sind daher:
• z. B. in D2:
Betrachte die folgende Figuren-
”
Schablone“: F(k):=[[0,0],[k,0],[k,k],[0,k],[0,0]] .
Fu¨r jeden konkreten Zahlen-Wert fu¨r k erha¨lt man eine konkrete Figur F(k). U¨berlege als
Kopf-Zeichnung (anlog zum Kopf-Rechnen):
Was stellt die Figur F(1) geometrisch dar? Wie sieht F(3) aus?
U¨berpru¨fe nun deine Vorstellung im Kopf durch MuPAD: [..]
14Will man die Skalierung als Abbildung deuten, die einer Figur F eine Bildfigur F zuordnet, so
mu¨sste man im CAS prozedural unter Nutzung der Option escape formulieren: Sk := proc (r,s) option
escape begin F − > matrix([[r,0],[0,s]])*F end proc und ko¨nnte dann den Aufruf bzw. das Bild
als F := Sk(2,0.5)(F) anstelle von F := Sk(2,0.5) * F notieren. Auf diese in Lindner [155, S. 59
ff] vorgenommene Implementierung wird hier elementarisierend verzichtet.
15Man beachte: Syntaktisch erlaubt das CAS durch seine Unterscheidung von Groß- und Kleinschreibung
die Ausdifferenzierung von Sk(2,0.5) als Skalierungsmatrix (Leitbuchstabe ”S“ groß) zu den Parametern
2 und 0.5 von sk(1,0) als fester Skalierungsabbildung (Leitbuchstabe ”s“ klein) zu den in der Formel (2)
”verdeckten“ Parametern 2 und 0.5, die hier den Punkt (1,0) abbildet.16vgl. [186, S. 17]
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Abbildung A.4: Zur Anreicherung des concept image ”matrix“ um den
Abbildungsaspekt
• oder in D3a:
Probiere am Rechen-Prompt • aus, was die Matrix A :=[[1, 0],[0.5, 1]] bewirkt, wenn sie
mittels ∗ von links auf eine Figur einwirkt: ...
Versuche dir nun die Figur A*F(1) im Kopf vorzustellen, bevor du MuPAD zeichnen la¨sst
. . .
Fasse die geometrische Wirkung von A in Worte.
• in D5:
Variiere zum Vertrautwerden mit den Scherungen die Parameter r und s.
Welche Wirkungen haben r:0-Scherungen, welche 0:r-Scherungen?
Welche geometrische Wirkung hat eine 0:0-Scherung? Begru¨nde.
Fertige einen kleinen Untersuchungsbericht an. Vergleiche auch mit 1.
Kannst du die gescherten Figuren vorab im Kopf zeichnend vorhersehen?
Etappe E: Produktive Aufgaben und fakultative Mini-
projekte
Didaktisches Ziel dieser CAS-Etappe ist die Stabilisierung des Concept Image
”
Matrix und
Matrixmultiplikation“ durch vielfa¨ltige Aktivita¨ten und die Fortschreibung seiner Schema-
tisierung um die systematische musterbasierte Konstruktion spezieller Matrizen wie z.B.
Einheits-, Hilbert-, Pascal-, Zufalls- oder Leslie-Matrizen. Instrumental unterstu¨tzt der
matrix-Typ des CAS dabei vornehmlich die Modellierung von Referenzkontexten (s. u.
Modellierungsaufgaben) und die Erkundung algebraischer Pha¨nomene (s. u. Zauberqua-
drate).
Fu¨r Details der CAS-Lernumgebung sei auf den Anhang E verwiesen. Hier wird nur die
Vielfalt der Problemstellungen angedeutet und der didaktische Zweck der magischen Qua-
drate mit Nutzung von CAS etwas genauer betrachtet.
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Die Stabilisierung des Concept Image
”
Matrix“ wird u. a. durch folgende Akti-
vita¨ten erreicht:
• E1 erweitert die Rechenoperationen mit Matrizen um die Addition zweier Matrizen
und die Multiplikation mit einem Skalar (
”
Vervielfachung“) zur Algebra der Matrizen.
Eine formale Definition der Operationen erfolgt nicht; vielmehr wird die mathema-
tische Intuition der Lernenden durch die Kontrolle der Ergebnisse mit dem CAS
MuPAD gesta¨rkt.
• E2 und E3 stellen mit dem additiven bzw. multiplikativen Aufmauern von Matrix-
steinen zu einer Pyramide problemhaltige algebraische Situationen vor, wobei z. B.
die Frage
Wie sind die Zahlen im
”
Matrixstein“ rechts unten zu wa¨hlen, damit der linke mittlere
”
19er“-Stein unvera¨ndert als Schlussstein an der Spitze erscheint?
auf die strategische Einfu¨gung einer Einheitsmatrix abzielt, wozu vorab implizit die
passende multiplikativ-inverse Matrix berechnet werden muss.
• E4 will methodisch neben der Schulung der Blitz(Kopf)rechnen-Kompetenz auch das
Konzept der Einheitsmatrix im algebraischen Problemkontext anbahnen.
• E8 nimmt sich in einer Matrix-Fabrikation der mathematischen Analyse und der auto-
matisch CAS-gestu¨tzten Produktion von speziellen Matrizen an, die nach bestimmten
(Rechen-)Mustern17 oder zu Testzwecken zufa¨llig erzeugt werden.
Didaktisch fungieren die in der
”
Matrix-Fabrik“ erzeugten Hilbert-Matrizen spa¨ter der
Stabilita¨tsanalyse von Lo¨sungsverfahren18, die Einheitsmatrizen e(n)19 dienen spa¨ter der
CAS-Formulierung algebraischer Prozesse, Definitionen, Pha¨nomene und Gesetze und die
Pascal-Matrizen20 bilden ein geeignetes beziehungsreiches Experimentiermaterial.
Die instrumentelle Genese der Lernenden wird dabei um die Konstruktion von Matri-
zen erga¨nzt, deren (i, j)-tes Element das Ergebnis des Funktionsaufrufs f(i, j) fu¨r (i, j) ∈
{1, ..,m} × {1, .., n} mit dem Zeilen- und Spaltenindex ist:
hilbert1 := n -> array( 1..n,1..n, [[1/(i+j-1) $ j=1..n] $ i=1..n] );
hilbert2 := n -> matrix(n,n, (i,j) -> 1/(i+j-1) );
pascal := n -> matrix(n, n, (i,j)-> binomial(i + j - 2, j - 1));
17die Untersuchung von Mustern ist z. B. ein Anliegen von Wittmann
18vgl. z. B. Artmann & To¨rner [4, S. 36 ff]
19Da im CAS MuPAD der Bezeichner E fu¨r die Eulersche Zahl e reserviert ist, notieren wir hier entgegen
der sonstigen Konvention die n-dimensionale Einheits-Matrix mit einem kleinen e.
20vgl. z. B. Strang a. a. O.
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Dabei ist (i,j) -> 1/(i+j-1) die matrixfu¨llende
”
erzeugende“ Zuordnungsvorschrift.
1 1
2
1
3
1
4
1
2
1
3
1
4
1
5
1
3
1
4
1
5
1
6
1
2
1
5
1
6
1
7


1 1 1 1
1 2 3 4
1 3 6 10
1 4 10 20

Die Modellierungsaufgaben entstammen unterschiedlichen Anwendungfeldern wie z.B.
der O¨konomie, der Medizin, der Demoskopie oder der Soziologie und mo¨chten der Lernper-
son die Aspektvielfalt mathematischer Anwendungen in Richtung des eigenen mo¨glichen
Berufsfeldes aufzeigen. Man beachte, dass keineswegs alle Problemstellungen zu bearbeiten
sind, sondern eine begru¨ndete Auswahl perso¨nlich interessierender, z. T. offener Aufgaben
frei auszuwa¨hlen ist, die im vorgegebenen Zeitrahmen von ca. 6 Unterrichtsstunden21, d. h.
in einem Unterrichtszeitraum von ca. 14 Tagen, zu bearbeiten ist. Als Eigenproduktion ist
je Modellproblem ein ca. 1-seitiger knapper
”
Forschungsbericht“22 zu erstellen:
• E11 ist ein Markov-Prozess mit Gratifikation23, in dem das klassierte Fu¨hrungsperso-
nal einer Firma (Bu¨roleitung, Abteilungsleitung und Dezernatsleitung) je nach ihrem
Jahres-Erfolg permanent auf- bzw. abgestuft wird. Fraglich ist hierbei z. B., ob ein
Unterschied der Gratifikationen besteht, wenn eine Person schon als Dezernatsleitung
oder als Bu¨roleitung gestartet ist.
• E12 studiert mit Hilfe von Leslie-Matrizen24 ein diskretes Zeitmodell fu¨r den Alters-
aufbau der Bevo¨lkerung eines Landes oder einer Gemeinde. Solche Prognosen sind
z. B. von Bedeutung fu¨r die Planung von Rentenbeitra¨gen oder der Erforschung
von Fisch- oder Freiwildbesta¨nden in der Biologie. Hier ist aktuelles authentisches
Datenmaterial einbeziehbar.
• E15 simuliert Produktionsprozesse in der Wirtschaft, bei der Produktionen sowie die
gegenseitigen Verflechtungen in sog. Input-Output-Tabellen (Matrizen) repra¨sentiert
werden.
Aktivita¨ten an magischen Quadraten bahnen die epistemolgische Gru¨ndung des
Konzeptes der Linearkombinationen an. Ich bespreche daher die Aufgabensequenz E7 et-
was ausfu¨hrlicher. Nach der Analyse des Pha¨nomens des
”
Magisch-Seins“ anhand von
3×3-Zauberquadraten25 und der eigenaktiv entdeckten konstanten Zaubersumme in Zeilen,
Spalten und Hauptdiagonalen von magischen Matrizen zielt E7b auf die Linearkombination
des Du¨rer-Quadrates aus 8
”
Basis“-Zauberquadraten ab, vgl. Abbildung A.5.
21Hier ist die Zeit fu¨r die Anfertigung der ”Hausaufgaben“, d. h. der weiteren Bearbeitung der im
Unterricht begonnenen Aufgaben hinzu zu rechnen.
22Als Mustervorlage dienen Kopien von authentischen Poster-Pra¨sentationen, wie sie z. B. auf profes-
sionellen oder wissenschaftlichen Tagungen Standard sind.
23vgl. z.B. [20, S. 24 ff]
24vgl. z. B. Chen, Giblin & Irving [30, S. 24 ff]
25Bei [4, S. 164] finden sich diese Beispiele im Kapitel u¨ber Vektorra¨ume. Baum [11] greift dieses Beispiel
auf S. 52 auf.
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Abbildung A.5: Zur Konstruktion des magischen 4 × 4 – ”Melancholie“-
Quadrates von Du¨rer als eindeutige Linearkombination von elementaren ma-
gischen 4× 4-Zauberquadraten
Die Methaper des Baukastens26 adressiert sinnfa¨llig das Zusammen
”
basteln“ des gesuchten
Du¨rer-Quadrates aus elementaren Bauteilen, hier aus den Zauberquadraten Q1 bis Q8.
Diese bergen schon in sich selbst viele zu entdeckende Eigenschaften (Symmetrien). Dass
sie daru¨ber hinaus eine nicht-kanonische27 Basis eines Unterraumes des Matrizenraumes
der 8 × 8 - Matrizen R8×8 der Dimension 64 bilden, la¨sst sich spa¨ter zur Einfu¨hrung der
Begriffe Basis und Dimension vorteilhaft nutzen.
Wa¨hrend systematisches Probieren im vorliegenden Falle i. d. R. nur zeitintensiv zur
Lo¨sung fu¨hrt, bietet die hier erstmals auftretende Grundvorstellung der Linearkombination
als eines Zusammenmischens von gegebenen Bestandteilen zu einem gewu¨nschten Resul-
tat einen algebraisch und algorithmisch verwertbaren Ansatz. Diese Idee wird durch das
Rechnen mit Zauberquadraten vorbereitet, vgl. Abbildung A.6.
Syntaktisch gestattet das CAS MuPAD die automatische Indizierung von Objekten durch
Eck-Klammern wie z. B. Q[1]. Dabei wird im Arbeitsspeicher automatisch eine Tabelle
(
”
table“) generiert, deren Bezeichner aus dem ersten indizierten Objekt (hier Q[1]) ent-
nommen wird: Die Tabelle der indizierten basalen Zaubermatrizen heißt also Q und kann
unter diesem Namen angesprochen werden, vgl. (4). Die durchindizierten Objekte (d. h.
die basalen Zauberquadrate) der Tabelle werden durch die Eckklammer referenziert, vgl.
die Notation der Linearkombination in (3).
Hat man die vollsta¨ndige Tabelle Q als CAS-Implementation des Baukastens aller 8 basa-
26Diese griffige Modellvorstellung entnehme ich Wellstein et al. [205, S. 128 ff].
27und damit nicht-trivial zu entdeckende Basis, vgl. [180]. Rogalski verweist mit Recht auf den darin
begru¨ndeten didaktischen Vorteil.
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Abbildung A.6: Zur Repra¨sentation der Linearkombination zweier Zauber-
quadrate aus einer indizierten Tabelle von basalen Zauberquadraten im CAS
MuPAD.
len Zauberquadrate Q[i] definiert, so la¨sst der Linearkombination-Ansatz fu¨r das Du¨rer-
Quadrat
x1*Q[1]+x2*Q[2]+x3*Q[3]+x4*Q[4]+x5*Q[5]+x6*Q[6]+x7*Q[7]+x8*Q[8] = DQ
erste Probierhandlungen zu, z. B. zeigt (5) drei richtige Eintra¨ge des Du¨rer-Quadrates aus
(6). Der naheliegende Ansatz (7) fu¨hrt allerdings auf 16 Gleichungen fu¨r 8 Unbekannte
Zahlen, vgl. Abbildung A.7.
Will man ein Gleichungssystem der gewohnten Form A*X=B aufstellen, so entha¨lt der Spal-
tenvektor X die 8 Unbekannten x1, ..., x8 und die rechte Seite B ist das Du¨rer-Quadrat. Wie
aber lautet die Systemmatrix A? Da X die La¨nge 8 hat, muss jede Zeile von A die La¨nge 8
haben. Die Konstruktion von A la¨uft daher darauf hinaus, die quadratische Strukur der 8
basalen Zauberquadrate Q[i] tempora¨r in lineare Spalten der La¨nge 4 × 5 = 16 aufzubre-
chen, vgl. (8) in Abbildung A.8. Die vom CAS ausgegebene Lo¨sung erlaubt weiterfu¨hrende
Interpretationen in Bezug auf die Lo¨sungsvielfalt (Anbahnung der Idee unterbestimmter
LGS) sowie den Ru¨ckbezug auf die Zaubersumme zur eindeutigen Lo¨sbarkeit des Pro-
blems. Das Beispiel der Zauberquadrate verweist insofern auf die Fa¨higkeit zu flexiblen
Repra¨sentationen als Voraussetzung fu¨r erfolgreiches Problemlo¨sen und erweist sich als ein
beziehungs- und ertragreicher Problemkomplex.
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Abbildung A.7: Ein ineffektiver direkter Linearkombinationsansatz fu¨r die
Berechnung der Entwicklungskoeffizienten des Du¨rer-Quadrates bzgl. der ba-
salen Zauberquadrate
Abbildung A.8: Die Re-Repra¨sentation der basalen Zauberquadrate in einer
linearen Spalten-Struktur fu¨hrt auf eine kanonische instrumentelle CAS-Lo¨sung
des urspru¨nglichen Darstellungsproblems.
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Anhang B
Zu den Lernetappen im Parcours
u¨ber genaubestimmte LGS
Im Folgenden beschreibe ich die didaktische Funktion der einzelnen Etappen im regionalen
Themenkreis Genaubestimmte LGS.
Die Themenstra¨nge sind dabei wie folgt verwoben, siehe Abbildung B.1.
Abbildung B.1: Themenstrang-Aufteilung der Aktivita¨ten in den Parcours-
Etappen F...I
Etappe F
stellt die Lernperson vor ein einfaches physikalisches Realexperiment, das Wasserturmpro-
blem0, vgl. Abbildung B.2.
Experiment: Beschaffe dir eine Plastikflasche mit anna¨hernd konstanter Querschnittsfla¨che
analog zur Skizze. Bringe eine
”
0“-Marke einige Zentimeter u¨ber dem Flaschenboden an und
bohre ein kleines Loch in Ho¨he dieser Nullmarke. Markiere die Ho¨he in 1 cm Schritten von der
0-Marke bis zur Ho¨he von 10 cm. Halte den Finger auf das Loch und fu¨lle die Flasche bis zur 10
cm Markierung mit gefa¨rbtem Wasser.
- Lass eine Stoppuhr mitlaufen, sobald du den Finger vom Bohrloch nimmst.
0nach F. Vest, Mathematics and the City Water Tower, COMAP Nr. 62, 1997
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Abbildung B.2: Versuch ”Abfluss aus dem aufgebohrten Wasserturm“ als
Modellierungsaufgabe mit lokal paradigmatischem Lo¨sungsprozess fu¨r LGS.
Das Problem ist im erweiterten innersten Wachstumsring epistemologisch ver-
ortbar, d. h. zu seiner Lo¨sung werden keine neuen Konzepte beno¨tigt.
- Miss die Zeit, die die Wasseroberfla¨che beno¨tigt, um die 8 cm, 6 cm, 4 cm Marke zu erreichen.
- Kann man den Zeitbedarf zum Erreichen einer bestimmten Ho¨he vorher
”
berechnen“?
- Liegen alle Messwerte auf einem Funktionsgraph, d. h. modelliert ein Gesetz (Formel) den
Versuchsablauf? [...]
- Wiederhole das Experiment: Scha¨tze und messe den Zeitwert fu¨r das Erreichen der Skalenmitte
und das Nullniveau. Wie genau war deine Vorhersage?
- Finde selbst weitere Fragen1 und untersuche diese.
Die Daten der Problemstellung werden schu¨lerabha¨ngig authentisch in einer vorab gestell-
ten Hausaufgabe individuell gewonnen. Nach der RME-Theorie ist das Wasserturmproblem
daher zuna¨chst ein sinnhaltiges situational-referentielles ’Modell-zur’ informalen methoden-
offenen Lo¨sung einer physikalischen Problematik, wird aber im Verlaufe des CAS-Parcours
zu einem Modell-fu¨r eine Lo¨sung mit dem lokalen linear-algebraischen Lo¨sungskonzept der
inversen Matrix A−1 bzw. dem zugeho¨rigen CAS-Instrument A^-1 oder 1/A aufgeweitet2.
Die Fortsetzung des geometrischen Themenstrangs deutet die eindeutige Lo¨sung als Punkt3
und die des algebraischen4 bu¨ndelt die fortgeschrittende formale Schematisierung in der
abstrakt-formalen Gleichung A ∗X = B ⇒ X = A−1 ∗B.
Etappe G
zeigt in G1 eine holistische Ganzschau des Gauss-Jordan-Algorithmus auf einer Gleichungs-
matrix M und regt zu metakognitiven Reflexionen u¨ber das Lo¨sungsprinzip an. Simultan
1Diese ko¨nnen den Einfluss der Bohrlochgro¨sse, der Flaschendicke und Flaschenform etc. in die Unter-
suchung einbeziehen. Es wird klar, dass man daher schnelle, automatisierte Lo¨sungsverfahren beno¨tigt.
2siehe die rechte a¨ußere ”CAS-Instrument“-Spalte in Abbildung B.23vgl. die linke a¨ußere ”Geometrieaspekt“-Spalte in Abbildung B.24in der untersten ”Algebraaspekt“-Zeile in Abbildung B.2
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wird die CAS-Routine gaussJordan(M) als Lo¨sungsinstrument eingefu¨hrt; diese hat als
einzigen Parameter M die erweiterte Systemmatrix M:=A.B eines LGS A*X=B. Damit ist
auch die Einfu¨hrung des Begriffs der Gleichungsmatrix von Instrument her motiviert. Der
tragende Begriff der Linearkombination wird dann im Kontext des Lo¨sens von LGS rekon-
struiert.
G2 konstruiert zuna¨chst anhand eines interaktiven CAS-Spiels5 eine prozesshafte Grund-
vorstellung des Konzeptes der Linearkombination6. Die hier mo¨glichen operativen Hand-
lungen zum Studium der
”
geometrischen Auswirkung der algebraischen Einwirkungen“ auf
die Steuer-Parameter werden in G3 im Repra¨sentationswechsel algebraisch flankiert, vgl.
Abbildung B.3.
Abbildung B.3: Die CAS-Funktion Lks zur algebraischen Exploration der
Grundvorstellung einer Linearkombination als Mischen von Bestandteilen, hier
dem Zusammenmischen der ersten beiden Spaltenvektoren einer Matrix zum
dritten Spaltenvektor. Das Zahlenpaar X =
(
2
−1
)
ist Lo¨sung der Gleichung(
2 4
3 1
) ∗ (x1x2) = (05) bzw. gibt a¨quivalent die richtigen Gewichtsanteile in der
Mischung von
(
2
3
)
und
(
4
1
)
zu
(
0
5
)
an. Im CAS gilt: Lks(2,-1,M) = col(3,M)
Eigenaktive geometrische bzw. algebraische Experimente mit anderen Spielmatrizen M
stabilisieren sowohl die Grundvorstellung des Konzeptes
”
Linearkombination von Spal-
5als generic organizer i. S. v. Tall
6Auf die Verwendung von Vektorpfeilen wird aus den oben diskutierten Gru¨nden verzichtet und statt-
dessen punktierte Streckenzu¨ge gezeichnet.
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tenvektoren“ (einer Matrix) als Mischungsprozess als auch die der Lo¨sung als gesuchte
Streckfaktoren bzw. Gewichtsanteile zum Treffen eines Zielpunktes bzw. der rechten LGS-
Seite. Damit wird eine erster Repra¨sentationswechsel der Matrixmultiplikation vollzogen,
die nunmehr im Falle A ∗ X der linken Seite eines LGS A ∗ X = B als Linearkombina-
tion A1 · x1 + · · · + An · xn interpretiert wird. Dieser bewusst vollzogene Gestaltwandel
von der Zeilensicht zur Spaltensicht von A ∗X beugt wiederum der Chama¨leonbarriere in
Lo¨sungsprozessen didaktisch vor. Der logische Existenzquantor in der Existenzaussage
B ist Lks von (A1, ..., An) :⇔ ∃x1, ..., xn ∈ R : A1 · x1 + · · ·+ An · xn = B
wird dabei in der CAS-Definition
• Lks := (r,s,A) -> r*col(A,1)+s*col(A,2)
funktional handlungsorientiert und CAS-dialogisch formuliert: Der User hat im Dialog mit
dem CAS einen geeigneten Eingabe-Satz an Parametern (r; s) zur Kombination der Matrix-
Spalten im Aufruf Lks anzugeben und damit
”
als existent“ nachzuweisen. Operativ wird
mit dem CAS im Anschluss erfahrbar, dass die sinnhaltige Aussage (1) mathematiksprach-
lich als (2) formuliert wird und zur Matrixgleichung (3) a¨quivalent ist:
• x1*col(A,1) + x2*col(A,2) = B; // (1)
Lks(x1,x2,A) = B; // (2)
A * X = B // (3)
Didaktisch ist damit die Prozessphase durch die concept-image-Pra¨gung des Begriffs
”
Li-
nearkombination“ vollzogen und zugleich als eine Facette der Matrixmultiplikation A*X
identifiziert.
G4 verallgemeinert diese Grundvorstellung sogleich operativ durch eigenta¨tige CAS-Aktivi-
ta¨ten auf ra¨umliche Linearkombinationen und problematisiert die Eindeutigkeit der Dar-
stellung (
”
Fu¨hren viele Wege zum Ziel?“): Diese wird eine erkenntnisleitende Argumenta-
tionsfigur fu¨r Reflexionen im Zusammenhang der Lo¨sungsvielfalt von LGS werden.
G5 ff visualisieren den Lo¨sungsprozess eines LGS unter vorgreifender Benutzung von Orts-
vektoren (Spaltenbild-Grundvorstellung des Lo¨sungsprozesses). Dabei wird das Pha¨nomen
beobachtbar, dass die gesuchten Streckfaktoren der Linearkombination der Matrixspalten
im Lo¨sungsprozess des Gauss-Jordan-Algorithmus invariant bleiben und an der Endstellung
in der kanonischen Standard-Basis direkt ablesbar sind, siehe Abbildung B.4.
Damit ist eine multirepra¨sentative Prozesssicht auf den Lo¨sungsablauf begru¨ndet. G8 dis-
kutiert auf formalem Schema-Niveau den Spezialfall der eindeutigen Lo¨sbarkeit der ho-
mogenen Gleichung A*X=O und gelangt so zum Begriff der linearen Unabha¨ngigkeit
der Spalten von A. Dieser Begriff wird als Funktion (genauer: Pra¨dikat) CAS-sprachlich
expliziert:
• o := d -> matrix(d,1, 0): // Nullvektor der Dimension d
• unabh2 := A -> if matlinsolve(A, o(nrows(A)) ) = o(nrows(A)) //(LU)
then "unabha¨ngig" else "abha¨ngig" end_if:
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Abbildung B.4: Ausschnitt des Lo¨sungsprozesses des LGS {3x + 6y = 6 ∧
2x+3y = 3.5} bzw. (3 6 6.02 3 3.5) in Spaltenbild-Grundvorstellung und das Pha¨nomen
der Invarianz der Entwicklungskoeffizienten
• unabh2( matrix([[2, 4, -2], [3, 1, -2]]) );
unabh2( matrix([[2, 4],[3, 1]]) )(
2 4 −2
3 1 −2
)
”abha¨ngig”
( 2 43 1 ) ”unabha¨ngig”
Zeile (LU) vergleicht dabei das Ru¨ckgaberesultat von matlinsolve (d. h. der automatisch
berechneten CAS-Lo¨sung von A*X=0) daraufhin, ob es mit dem Nullvektor entsprechender
Dimension identisch ist. Der Lernende kann damit zur Schulung seiner Vorstellungskraft
mit dem Begriff
”
linear-unabha¨ngig“ im CAS experimentieren.
Etappe H
Wa¨hrend in G das Konzept der Linearkombination als Grundvorstellung eines Mischens
von Bestandteilen zu einem algebraischen Resultat bzw. einer geometrischen Resultieren-
den grundgelegt und zur Spaltensicht des Lo¨sungsprozesses benutzt wurde, werden Line-
arkombinationen in H zur Mischung von Zeilenvektoren benutzt und damit die Lo¨sungsme-
thode des Gauss-Jordan-Algorithmus selbst mit dem gleichen begrifflichen Werkzeug ver-
stehbar rekonstruiert. Die semi-automatische Darstellung des Gauss-Jordan-Algorithmus
motiviert spa¨ter zur Darstellung des Lo¨sungsprozesses in Matrixform und zur Matrix-
bzw- Zeilensicht des Lo¨sungsprozesses. Gleichzeitig werden Skalierungen und Scherungen
zu Elementarmatrizen verallgemeinert, die den Lo¨sungsprozess nunmehr rein algebraisch
formulieren lassen und daraus das Konzept der inversen Matrix als Prozessverdichtung kon-
struktiv gewinnt. Didaktisch ist die Rekonstruktion der u¨blichen A¨quivalenzumformungen7
des Gauss-Jordan-Algorithmus entscheidend: siehe Abbildung B.5.
7siehe z.B. [11, S. 8], wo es heißt: ”(2) eine Gleichung mit einer Zahl c 6= 0 multiplizieren, (3) eine
Gleichung durch die Summe oder Differenz eines Vielfachen von ihr und einem Vielfachen einer anderen
Gleichung ersetzen.“
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Abbildung B.5: Rekonstruktion des kritischen Lo¨sungsschrittes im Gauss-
Jordan-Algorithmus am Beispiel des LGS {3x + 6y = 6 ∧ 2x + 3y = 3.5}
bzw.
(
3 6 6.0
2 3 3.5
)
. Zeile (2) zeigt den Normierungsschritt fu¨r die erste Zeile der
Ausgangsgleichung und (3) den ersten Eliminationschritt am Zwischenresultat
M1
.
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Wa¨hrend die Anwahl der i-ten Gleichung alias der i-ten Matrixzeile der Gleichungsmatrix
M durch row(i,M) sowie die Summe von Gleichungen oder das Vielfache einer Gleichung
intuitiv und analog zu den Spaltenoperationen bildbar sind8, muss im CAS das vera¨nder-
te LGS zur Fortsetzung des Lo¨sungsprozesses explizit konstruiert werden. Dazu werden die
relevanten Gleichungen (Matrixzeilen) mit dem CAS-Befehl stackmatrix in der gewu¨nsch-
ten Reihenfolge zum neuen LGS u¨bereinander gestapelt, vgl. (2) bzw. (3). Dieser Prozess
wird beim ha¨ndischen Rechnen nur implizit vollzogen, hier aber im halbautomatischen9
Prozessnachbau versta¨ndnisfo¨rdernd bewusst gemacht. Damit kann ein vorgelegtes LGS
halbautomatisch gesteuert und gezielt mitdenkend gelo¨st werden. Zeile (3) des CAS-Skripts
verdeutlicht aber auch, dass der kritische Schritt im Gauss-Jordan-Algorithmus im Stapeln
zweier Linearkombinationen von Matrixzeilen, d. h. dem zielfu¨hrenden Mischen zweier
Gleichungszeilen besteht. Die Kernidee der Linearkombination findet sich also im Gauss-
Jordan-Algorithmus selbst wieder.
Da das Hinschreiben der kompletten gestapelten Linearkombinationen von Zeilenumfor-
mungen CAS-syntaktisch la¨stig ist, wird diese Handlung im CAS zu einer Funktion Lkz
abstrahiert: Denn es kommt nur auf die
”
Mischfaktoren“ an, mit der von jeder Zeile
”
etwas
beigemischt“ wird.
• Lkz := (Z, A) -> Z[1]*row(A,1) + Z[2]*row(A,2); // (4)
M1 := stackMatrix( Lkz([1/3,0],M), Lkz([ 0,1],M) ); // (5)
M2 := stackMatrix( Lkz([ 1,0],M1),
Lkz([ -2,1],M1) ) // (6)
M := ( 3 6 62 3 3.5 ) M1 := (
1 2 2
2 3 3.5 ) M2 := (
1 2 2
0 −1 −0.5 )
Um die Generalisierung des Konzeptes der Linearkombination anzubahnen wird die Line-
arkombination von Zeilenvektoren in (4) indiziert formuliert und damit der Normierungs-
schritt M1 in (5) und die erste Elimination in (6) CAS-sprachlich formuliert. Z. B. bedeutet
(6), dass M2 eine Matrix ist, die aus zwei gestapelten und vermischten Gleichungszeilen
von M1 besteht: Die erste Zeile der neuen Matrix (des neuen LGS) M2 besteht aus der
Summe des 1-fachen der 1-ten Zeile von M1 und des 0-fachen der zweiten Zeile von M1,
die neue zweite Zeile von M2 besteht aus der Mischung des (-2)-fachen der 1-ten Zeile von
M1 zum 1-fachen seiner zweiten Zeile.
Die entscheidende Erkenntnis ist nun, das sowohl die Stackbildung als auch der Gauss-
Jordan-Schritt simultan durch eine Linksmultiplikation mit einer (
”
Elementar-“)Matrix
ausgedru¨ckt werden ko¨nnen. Dieses Pha¨nomen wird fu¨r die Lernperson im CAS beobacht-
bar gemacht, siehe Abbildung B.6.
Die Lernperson konstruiert ihr Versta¨ndnis der Elementarmatrix aus den beobachteten
Pha¨nomenen und dem erkennbaren algebraischen Muster, wonach nur das Vielfache k und
die Position (i, j) seiner Einpflanzung in die Einheitsmatrix eine Rolle spielt:
8vgl. Abbildung B.5, (1)
9Auf die mo¨gliche Verwendung der Systemroutine addRow wird verzichtet, da hierbei die Konstruktion
der Elementarmatrizen des Gauss-Jordan-Algorithmus nicht versta¨ndlich wu¨rde. addRow(A,i,j,s) gibt
eine Kopie von A zuru¨ck, in der j-te Zeile von A durch s · row(A, i) + row(A, j), d. h. der Summe aus dem
s-fachen der i-ten Zeile und der j-ten Zeile ersetzt ist. Auch auf die Bildung der neuen Matrix durch eine
Transponierung von Spalten wird verzichtet, da die direkten Zeilenoperationen thematisiert sind.
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Abbildung B.6: Stackbildung und Gauss-Jordan-Schritt als Linksmul-
tiplikation mit einer (”Elementar“)matrix am Beispiel des LGS {3x + 6y =
6∧ 2x+ 3y = 3.5} bzw. (3 6 6.02 3 3.5). Zeile (7) und (8) demonstrieren die operative
A¨quivalenz der Linksmultiplikation mit einem Zeilenvektor zu einer Linearkom-
bination von Zeilen. (9) bzw. (10) zeigen das stapelnde Zusammenfu¨gen zweier
Zeilen-Mischungen zur Umformungsmatrix, der ”Elementarmatrix“
(
1 0
−2 1
)
.
.
- der Zeilenindex i gibt an, dass die i-te Zeile der umzuformenden Matrix ersetzt wird;
- der Spaltenindex j gibt an, dass die j-te Zeile der umzuformenden Matrix ver-r-facht
und zur ausgewa¨hlten i-ten Zeile addiert (
”
gemischt“) wird;
- im Spezialfall i = j findet eine Normierung (Skalierung) am Platz statt.
Das didaktische Problem ist, dass die Lernperson die gewohnte algebraische Rechenregel
zur Matrizenmultiplikation ∗ als
”
Zeile mal Spalte“ im Kontext des Gauss-Jordan-Algorith-
mus flexibel10 uminterpretieren muss als als Verteilung von Zeilenelementen als Mischan-
teile an Zeilen, d. h. die urpru¨nglich punktuell-elementweise Konstruktion der Produktma-
trix wird nun durch eine blockartig-zeilenweise Konstruktion ersetzt: Statt an das Muster
”
.*. + .*. = .“ ist nun an ein anderes algebraisches Rechen-Muster
”
.*- + .*- = -“
zu denken. Mit anderen Worten: Die Skalarprodukt-Sicht
”
Zeile • Spalte“ von ∗ wird durch
eine Linearkombination-Sicht auf komplette Zeilen abgelo¨st – gleichwohl bleibt die Rechen-
regel fu¨r ∗ unvera¨ndert gu¨ltig. In der
”
alten“ Sicht wa¨re jedoch die Wahl der Elemente einer
Elementarmatrix nicht verstehbar, diese erkla¨ren sich nur aus dem Eliminationswunsch im
Lo¨sungsprozess und dieser nimmt dazu die Zeilen (Gleichungen) einer Matrix explizit in
den Fokus, siehe Abbildung B.7.
10Auch aus diesem Grunde wurde in Etappe C auf eine zu starke Betonung der Rechenregel fu¨r die
Matrixmultiplikation ∗ verzichtet. Dies ha¨tte in einer zu starken Fixierung auf die schematische Regel
resultieren ko¨nnen.
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Abbildung B.7: Zur Konstruktion und Interpretation einer 2 × 2- Elemen-
tarmatrix als Umformungsschritt im Gauss-Jordan-Algorithmus. Die u¨bliche
Skalarproduktinterpretation von ∗ als ”Zeile mal Spalte“ wird dabei aufgegeben
zu Gunsten der Interpretation von ∗ als Mischung von Zeilen mit den Elementen
einer Elementarmatrixzeile als Mischungsanteile.
Die Implementation des Konzeptes einer Elementarmatrix11 Em im CAS ist nun leicht
und orientiert sich an den beobachteten Pha¨nomenen. Das folgende Skript stellt in (0)
eine quadratische Einheitsmatrix M der Dimension d bereit und a¨ndert dessen (i, j)-tes
Element in (1) zu k ab:
• Em := (i,j,k,d,M) -> (M:=matrix(d,d,1,Diagonal); // (0)
M[i,j] := k; return(M) ): // (1)
R := Em(1,2,-2,2)*Em(2,2,-1,2)*Em(2,1,-2,2)*Em(1,1,1/3,2)*M; // (2)
G := Em(1,2,-2,2)*Em(2,2,-1,2)*Em(2,1,-2,2)*Em(1,1,1/3,2) // (3)
R :=
(
1 0 1
0 1 0.5
)
G :=
(−1 2
2
3
−1
)
Zeile (2) zeigt den halbautomatischen Lo¨sungsprozess des LGS
(
3x+6y = 6
2x+3y = 3.5
)
bzw. M :=
( 3 6 62 3 3.5 ) durch ein Folge von im Kopf zielfu¨hrend gewa¨hlten Elementarmatrizen
12.
Jeder (algebraischen) Elementarmatrix entspricht – geometrisch-funktional interpretiert –
eine Skalierungs- oder eine Scherungsabbildung. Die algebraischen Objekte
”
Elementarma-
trizen“ generalisieren also die in Etappe D explorierten geometrischen Pha¨nomene, die hier
11Die Lernpersonen spielen dazu in H4 als Aktivita¨tselement ein Elementar-Matrix-Spiel im CAS, um in-
formal (d. h. ohne explizite Wortdefinitionen) Konzept und Eigenschaften zu studieren: Dabei werden u. a.
die Parameter spielerisch variiert und die Reaktionen prognostiziert. Die Effekte bei einer Linksoperation
der Elementarmatrizen auf Objektmatrizen (dem LGS) werden in einem kooperativen Effekt-auf-Matrix-
Spiel in H5 erfahrbar gemacht. Damit wird die Konstruktion von Elementarmatrizen in Kopfrechnung mit
Wirkungsantizipation gefo¨rdert.
12Man vergleiche dazu die CAS-Etappen H3 .. H6, die diese Umformungen methodisch als dialogische
Spielhandlungen realisieren.
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in H4 zur lokalen Ordnung wieder aufgegriffen werden und ein geometrischen Versta¨ndnis
des Lo¨sungsprozesses ermo¨glichen, siehe Abbildung B.8. Wa¨hrend die Zeilen- und Spal-
tenperspektive als visuelle Repra¨sentationen des Gauss-Jordan-Algorithmus wohlbekannt
sind13 wird hier eine andere Sichtweise auf den Lo¨sungsprozess eines linearen Gleichungssy-
stem M vorgeschlagen, welche die Repra¨sentation ein drittes Mal a¨ndert: Das
”
Matrixbild“
von M visualisiert die Spalten von M durch einen Polygonzug, der die Spalten von M
(als Punkte markiert) von der ersten bis zur letzten verbindet und die Endposition durch
eine Raute markiert. Abbildung B.8 zeigt z. B. eine Folge von Matrixbildern, die in einer
szenischen Sequenz den Lo¨sungsprozess aus (2) visualisiert, vgl. dazu die Lernetappen H7
und H8.
Abbildung B.8: Geometrische Interpretation des Lo¨sungsprozesses eines
2x2-LGS
(
3 6 6.0
2 3 3.5
)
durch eine Folge von CAS-Matrixbildern. In dieser Sicht-
weise transformiert der Gauss-Jordan-Algorithmus eine Startkonfiguration
(linke Szene, Fig. rechts oben) in die Standardkonfiguration (Standard-Basis),
die von [1; 0] u¨ber [0; 1] zum Lo¨sungspunkt [1;0.5] (rechte Szene, Fig. links un-
ten) fu¨hrt und an der die Lo¨sung des LGS als Endpunkt des Polygonzuges an
der Rautenposition abgelesen werden kann.
Die Gauss-Jordan-Transformationsschritte werden in ihrer Beschreibung durch Element-
armatrizen als lineare Abbildungen erfahren, die auf dem Gleichungssystem (Matrix) ope-
rieren. Dabei lassen sich Scherungen, Streckungen und Spiegelungen an den Koordinaten-
achsen identifizieren.
Im gleichen Referenzkontext wird in (3) die inverse Matrix G zur Systemmatrix A := ( 3 62 3 )
des LGS aus der algebraischen Ablo¨sung des Lo¨sungsprozesses als Produkt der Elementar-
matrizen explizit konstruiert, vgl. auch das Invertierungsspiel als zugeho¨rigen generischen
Organizer in H9, siehe Abbildung B.9.
Zur Anreicherung der Konzeptvorstellung der inversen Matrix A−1 auf der Schemaebene
empfiehlt sich nach dem Vorschlag von Trefethen14 und unter Ru¨ckbezug auf die Grund-
vorstellung von Linearkombinationen die Interpretation der Lo¨sung A−1 ∗ B als eindeutig
13vgl. z.B. [192, S. 22]
14vgl. [200, S. 8-9], wo es heißt: ”Wenn man das Produkt x = A
−1b hinschreibt, ist es wichtig, dass
die Inverse-Matrix-Notation nicht verdunkelt, was wirklich passiert! Anstatt an x als das Resultat der
Anwendung von A−1 auf b zu denken, sollten wir es verstehen als den eindeutigen Vektor, der die Gleichung
Ax = b erfu¨llt. [...] D. h. x ist der Vektor der Koeffizienten der eindeutigen Linearkombination von b in
der Basis der Spalten von A. Dieser Gesichtspunkt kann nicht genug betont werden, also wiederholen wir:
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Abbildung B.9: Zur geometrischen und algebraischen Interpretation der
inversen Matrix und der Links-Multiplikation mit A−1 als Operation des Ba-
siswechsels
bestimmte Entwicklungsfaktoren in der Linearkombination von B aus den Spalten von A
als Basis.
H10 deutet die inverse Matrix algebraisch als eindeutige Lo¨sung U des LGS A∗U = E mit
der Einheitsmatrix E als rechter Seite und fu¨hrt das CAS-Instrument 1/A bzw. A^(-1)
zur automatischen Berechnung ein. Die beiden Gleichungsseiten der charakterisierenden
Gleichung A ∗ U = U ∗ A = E der Inversen U ko¨nnen im konstruierten Kontext jenseits
der formalen algebraischen Bedingung aber mit unterschiedlichem Sinn hinterlegt werden,
vgl. Abbildung B.9:
- U ist algebraisch-implizit als Lo¨sung der Gleichung A ∗ U = E gekennzeichnet;
- U ist geometrisch-konstruktiv das Produkt von Elementarmatrizen E1 ∗ · · · ∗En = U mit
U ∗ A = E.
Insbesondere wird damit per Konstruktion verstehbar, warum eine inverse Matrix mit ihrer
Datenmatrix kommutiert, s. o.
In H11 wird die algebraische Kennzeichnung A ∗ U = E zu dem bekannten A.E-Ansatz
zur Inversenberechnung angesetzt und im CAS mittels gaussJordan gelo¨st.
Etappe I
dient der Konsolidierung der erworbenen Konzepte und stellt dazu produktive (Modellie-
rungs)Aufgaben15 bereit.
A−1b ist der Vektor der Koeffizienten in der Entwicklung von b la¨ngs der Basis aus den Spalten von A.
Die Multiplikation mit A−1 ist eine Operation des Wechsels der Basis [...].“
Trefethen schla¨gt hier also eine sinngebende Interpretation fu¨r die formale algebraische Operation des
Auflo¨sens der Gleichung A ∗X = B nach X vor.
15diese sind i. W. dem Buch [4] entnommen
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I1 tra¨gt die aus der Sekundarstufe I bekannte Hyperebenen-Darstellung von Gleichungs-
systemen im CAS nach, deutet aber dieses
”
Zeilenbild“ eines LGS neu unter dem Aspekt
der Invarianz der Lo¨sung unter den Umformungsschritten: Im Zeilenbild der Anschau-
ungsebene wird jede Zeile einer Gleichungsmatrix M visuell als eine Gerade repra¨sentiert
und die eindeutige Lo¨sung ist der Schnittpunkt dieser Geraden. Die Koordinaten dieses
Lo¨sungspunktes bleiben invariant wa¨hrend des Gauss-Jordan-Algorithmus, der aus dieser
Perspektive die Geraden des LGS in eine Standardposition parallel zu den Koordinatenach-
sen transformiert, an der die Lo¨sung des LGS direkt an den Koordinatenlinien abgelesen
werden kann, siehe Abbildung B.10.
Abbildung B.10: der Lo¨sungsprozess des 2x2-LGS
(
3 6 6.0
2 3 3.5
)
im Zeilenbild
und das Pha¨nomen der Koordinateninvarianz des Lo¨sungspunktes (1; 0.5)
I5 (nach Strang) zielt auf die flexible Nutzung vielfa¨ltiger Lo¨sungsmethoden fu¨r 2×2-LGS
sowie ihre multirepra¨sentative Darstellung im Zeilenbild, Spaltenbild und Matrixbild ab
(auch ohne CAS). Es sind aber bereits unterbestimmte LGS eingestreut, die nach mo¨glichen
Gru¨nden fu¨r Lo¨sungs-Hindernisse forschen lassen.
Die meisten Modellierungen wie z. B. der historische
”
Chinesische Beamtentest“16, die
”
Re-
galkomposition“,
”
Bastelbedarf“ und
”
Zahlenlotto“ fu¨hren auf n× n-LGS mit mindestens
n = 4 Dimensionen und sind daher fu¨r die Lo¨sung mit einem CAS geeignet. Abschließend
wird in I9 das
”
Wasserturm“-Problem aus G gelo¨st, wobei gemessene und theoretisch-
prognostizierte Werte verglichen werden.
Etappe IX bietet ein fakultatives CAS Mini-Projekt, dass auf eine Implementation des
Gauss-Jordan-Algorithmus als funktionales Programm im CAS zielt. Die Codierung greift
die erworbenen theoretischen Einsichten u¨ber Elementarmatrizen auf und nutzt sie zur
Konstruktion des Algorithmus. Ein Mehrwert gegenu¨ber den professionellen built-in-Routinen
des CAS MuPAD besteht in der Implementation tutorieller Elemente durch die Anzeige
von Zwischenresultaten.
In diesem Programmier-Projekt werden die einzelnen Phasen des Gauss-Jordan-Algorith-
mus als allein stehende MuPAD-Funktionen Eliminieren, Normieren und Substituieren
16ein historisches Problem von Liu Hui (nach Artmann/To¨rner)
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realisiert, wodurch jede Einzelphase des gesamten Gauss-Jordan-Algorithmus identifizier-
bar, individuell testbar und aufrufbar wird. Diese Teilfunktionen werden am Ende durch
eine mathematische Komposition funktional verkettet, z. B. ist dann folgender Aufruf
mo¨glich:
• M := matrix([[ 2, 4,-2, 2],
[ 4, 9,-3, 8],
[-2,-3, 7,10] ]);
Substituieren( Normieren( Eliminieren( M ) ));(
2 4 −2 2
0 1 1 4
0 1 5 12
)
,
(
2 4 −2 2
0 1 1 4
0 1 4 8
)
,
(
2 4 −2 2
0 1 1 4
0 1 5 12
)
,
(
1 2 −1 1
0 1 1 4
0 0 1 2
)
,
(
1 0 −3 −7
0 1 1 4
0 0 1 2
)
,
(
1 0 0 −1
0 1 0 2
0 0 1 2
)
Genaueres entnehme man dem Worksheet zur Etappe IX bzw. [154].
Etappe J
bietet zur Stabilisierung der Begriffsbildungen eine Auswahl fakultativer Mini-Projekte in
realita¨tsnahen Referenzkontexten wie z. B. in J1 die Zusammenmischung einer Cambridge-
Dia¨t, in J2 die Modellierung einer Skiflugschanze mit einem polynomialem Ansatz bzw.
in J3 als kubischer Spline (mit Vernetzung zur Analysis), eine Pannenanalyse in einem
Netzwerk verbundener Wasserleitungen (J4) oder einer offenen Selbstproduktion mit Ei-
genrecherche in J8 zum Leontief-Modell X-T*X=Y einer O¨konomie.
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Anhang C
Zu den Lernetappen im Parcours
u¨ber singula¨re LGS
Dieser Anhang skizziert kurz die hypothetische Lerntrajektorie zur Entfaltung der Leitidee
der partiellen Invertierbarkeit, die dem zugeho¨rigen CAS-Lernparcours K ... P zu Grunde
liegt:
K Legierungsproduktion (1. Referenzproblem)
L Lo¨sungsvariationen zum 1. Referenzproblem
M Leonardo’s Einkauf (2. Referenzproblem)
N algebraische Lo¨sungsverfahren zur Bestimmung der Lo¨sungsmenge
und ihre geometrische Interpretation
O Erho¨hung der Unterbestimmtheit und Lo¨sungs
”
ebenen“;
Pseudoinverse als verallgemeinerte algebraische Lo¨sungsmethode
P Produktive U¨bungen zum Wechsel der Darstellungsformen;
selbststa¨ndige Untersuchung von Schnittproblemen und Lagebeziehungen
Im Folgenden beschreibe ich kurz die methodische Ausgestaltung der einzelnen Etappen
in diesem dritten Lern-Parcours, die als Aufgabenkomplexe zur referenziellen Verbindung
der einzelnen Themenstra¨nge dienen und die skizzierte hypothetische Lerntrajektorie kon-
kretisieren.
Etappe K fu¨hrt am situativen Kontext
”
Management in der Metallurgie1 (Legierungs-
berechnung)“ in den Themenkomplex singula¨rer LGS ein und stellt – unabha¨ngig von
den Schu¨lerlo¨sungen – in Etappe L das Standard-Verfahren zur Lo¨sung singula¨rer LGS
vor. Dabei werden die Konzepte Pivotspalte, Basis- und Freie Variable eingefu¨hrt und die
1vgl. [4, S. 7 bzw. S. 72]
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CAS-Instrumentalisierung durch flexible Verwendung der Routinen gaussJordan() bzw.
matlinsolve() verstetigt. Diese Problemstellung wurde ausgewa¨hlt, weil in der Zusatzfra-
ge
”
Wie ist die Beschaffung am billigsten zu gestalten?“ die Existenz eines freien Parameters
als Lo¨sungs-Instrument genutzt und der Themenkomplex Lineares Optimieren angestoßen
werden kann.
Etappe M stabilisiert anhand produktiver Aufgaben sowohl die Modellierung diverser
situativer Kontexte als auch die CAS-Instrumentalisierung. Auch zeigen die Aufgaben das
Mischungsparadigma der Linearen Algebra nochmals auf, wie z. B. M1
”
Expeditionsbe-
darf“2, M2
”
Fluss in Netzen“3, M4
”
Das Gleichgewicht unvera¨nderbarer Bestandteile in der
Chemie“4. M7
”
Leonardo kauft auf dem Markt ein“ leitet dagegen als niedrig-dimensionales
Problem die Problematik der Visualisierung der Lo¨sungsmengen und die neue Konzept-
formation der Pseudoinversen ein. Auch hier ist die Nebenbedingung der Ganzzahlig der
Lo¨sung von Bedeutung, nutzt sie doch die Eindimensionalita¨t der Lo¨sungsmenge entschei-
dend aus. Erst mit dieser Problemstellung lo¨st sich die hypothetische Lerntrajektorie vom
urspru¨nglichen Referenzproblem und dringt zur kontextfreien, formalen Betrachtung von
Invertierungsbarrieren vor. Die Behandlung der singula¨ren Linearen Gleichungssysteme
wechselt ihren Fokus von der Betrachtung algorithmischer Lo¨sungsmethoden auf die Frage
nach der Gro¨ße bzw. nach dem abstrakten Muster der Lo¨sungsmenge.
Etappe N fu¨hrt in N2b die Parameterdarstellung der Lo¨sungsmenge funktional als CAS-
Zuordnung
• L := t -> matrix([-30+3/2*t,60-5/2*t,t])
ein und visualiert diese Menge sowie den Lo¨sungsraum des zugeho¨rigen homogenen LGS
in N2d als Geraden im Anschauungsraum. Diese Erfahrungen werden bis N5 erweitert, ehe
in N6 die Standardbeschreibung g : X = p + R · t sowie die CAS-Notationen fu¨r Punk-
te (◦...) , (geometrische) Richtungsvektoren (∼>...) und (algebraische) Vektoren (∼...) als
Beschreibungssprache fu¨r den Kontext eingefu¨hrt werden. N8 bringt eine erste Exploration
im Themenkreis der Pseudoinversen, die zuna¨chst mustererkennend aus dem gaussJordan-
Endstand abgelesen wird. Hier wird zuna¨chst die qualitativ zielfu¨hrende Intuition aus dem
mentalen Ableseprozess des CAS-Outputs und die algebraische Analogie zu den Eigen-
schaften der regula¨ren Inversen aufgebaut. Die Einheit schließt mit der Pseudoinversen-
Lo¨sungsformel fu¨r das Leonardo-Problem, das damit zum abstrakten Referenzkontext fu¨r
singula¨re LGS wird.
Etappe O weitet die Vor-Erfahrungen – nun vom Referenzkontext gelo¨st – auf ho¨here Di-
mensionen aus. In O1 wird dazu die erkenntnisleitende Frage gestellt:
”
Was passiert, wenn
2vgl. [11, S. 15]
3vgl. [141, S. 106]
4vgl. [141, S. 108]
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wir (eine) weitere Gleichung(en) weglassen, d. h. die Unterbestimmtheit nochmals ver-
gro¨ßern?“ Die Antwort auf diese Leitfrage (ab O2) kann nunmehr multi-konzeptionell (Kon-
zept der freien Variablen, Pseudoinverse), multi-instrumentell (gaussJordan, matlinsolve,
1/...) und multi-repra¨sentativ (algebraisch, geometrisch) von den Lernenden weitgehend
selbst untersucht werden. Die Visualisierung der Lo¨sungsmengen fu¨hrt auf Ebenen im An-
schauungsraum, vgl. O3 ff. Dabei wird in O5 und O6 eine von zwei Parametern abha¨ngige
Koordinatenliste [x1,x2,x3] = [3+2r-1/2s; r;s] zuna¨chst klassisch als Affinkombina-
tion notiert (
x
y
z
)
=
(
3
0
0
)
+ r ·
(
2
1
0
)
+ s ·
( −1/2
0
1
)
und diese a¨quivalent in Matrixgestalt gewandelt:(
x
y
z
)
=
(
3
0
0
)
+
(
2 −1/2
1 0
0 1
)
∗ ( rs )
Dieser Gestaltwandel ist in der CAS-freien Schulbuchliteratur nicht u¨blich, erweist sich
aber im Matrixkontext als versta¨ndnisfo¨rdernd, da hierdurch die spa¨ter vorzunehmende
Abstraktion zur Lo¨sungsformel mit Pseudoinversen musterpra¨gend vorbereitet wird.
Das Design des Lernarrangements lehnt sich im Folgenden an [153, S. 69 ff] an. Vielfa¨ltige
Hypothesen u¨ber die Wirkung der eingefu¨hrten Instrumente werden verifiziert, die Einheit
dringt daher an ihrem Ende zur Exaktifizierung der Beobachtungen durch eine vertikale
Mathematisierung auf abstraktem Schemaniveau vor, u¨ber die in der Sprache des CAS –
und in der Folge davon auch fachsprachlich – sinnhaltig geredet werden kann:
– experimentelle CAS-Analysen von Eigenschaften einer regula¨ren Inversen A−1, die auf
Pseudoinverse A− u¨bertragbar sind (Tragfa¨higkeitsanalyse des Permanenzprinzips);
– Entdecken der charakterisierenden Gleichung A ∗ V ∗ A = A fu¨r Pseudoinverse,
vgl. O8c;
– Herleitung eines Kriteriums fu¨r die Lo¨sbarkeit eines (singula¨ren bzw. beliebigen) LGS
A ∗X = B bzw. die Angabe einer expliziten Formel fu¨r die Lo¨sungsmenge in weitestge-
hender Analogie zur Explizitformel X = A−1 ∗B fu¨r ein regula¨res A, vgl. O11;
– Konstatierung der Nicht-Eindeutigkeit einer Pseudoinversen zur Systemmatrix A im Ge-
gensatz zur regula¨ren Inversen, vgl. O9.
Diese vielfa¨ltigen algebraischen Aktivita¨ten scha¨rfen den mathematischen Kontrast zu den
Eigenschaften regula¨rer Inversen, die wechselseitige Betrachtung der jeweiligen algebrai-
schen Eigenschaften und Beziehungen vertieft das Versta¨ndnis der zugeho¨rigen algebrai-
schen Sachverhalte. Die traditionelle Fixierung der Schule auf regula¨re Matrizen im Fal-
le eindeutiger Lo¨sbarkeit und die unsystematische Behandlung singula¨rer LGS sowie das
vollsta¨ndige Ausblenden u¨berbestimmter Systeme dehnt das concept image zu LGS nicht
flexibel genug und setzt die jeweiligen Besonderheiten nicht wu¨nschenswert klar gegenein-
ander ab.
Der Einsatz des CAS macht nicht nur die obigen algebraischen Objektstudien erst mo¨glich,
sondern fasst die zentralen Begrifflichkeiten in dialogfa¨hige Funktionen:
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– Das Kriterium fu¨r Pseudoinvers-Sein wird als wahrheitswertige Funktion isPINV expli-
ziert, die auf die (An-)Frage
”
Ist A_ eine PseudoINVerse zu A?“ mit
”
wahr“ oder
”
falsch“
antwortet:
• isPINV := (a_,a) -> is (a* a_ * a = a)
Diese Funktion kann alternativ als logische Infix-Relation mit dem (frei gewa¨hlten) Na-
men pinv_zu implementiert werden:
• operator("pinv_zu", isPINV, Binary, 1000):
Damit kann die Lernperson – statt funktional
”
isPINV(V,A)“ zu fragen – nun auch
relational-pra¨dikativ
”
V pinv_zu A“ (d. h.: ’Ist V pseudoinvers zu A’) schreiben.
– Die Lo¨sbarkeitsbedingung (Lb) des Hauptresultates (s. u.) wird als eine Funktion
loesbar(A,B,U) definiert,
• loesbar := (A,B,U) -> if A*U*B=B and isPINV(U,A)
then "loesbar!" else "NICHT-loesbar" end_if
die im Falle der Lo¨sbarkeit des LGS A*X=B die Meldung
”
LGS loesbar“ und im Falle
der Nicht-Lo¨sbarkeit
”
Nicht loesbar“ antwortet. loesbar empfa¨ngt dabei als Eingaben
die Systemmatrix A und die rechte Seite B des LGS sowie irgendeine(!) Pseudoinverse
U von A.
– Die explizite Darstellung der Lo¨sungsmenge im Hauptresultat (s. u.) wird als eine Funk-
tion Loesungsmenge(A,B,V,Z) formulierbar.
• Loesungsmenge := (A,B,U,Z) -> U*B +((U*A)^0 - U*A ) * Z
O10 formuliert als mathematisches Hauptergebnis dieser Erkundung den zentralen SATZ
u¨ber die Lo¨sbarkeit und die Lo¨sungsgesamtheit von A ∗X = B:
Ist ein beliebiges m× n–LGS A ∗X = B vorgegeben, so gilt folgende Alternative:
• Ist A invertierbar, so hat das LGS A ∗X = B die eindeutige einzige Lo¨sung der
explizten Form X = A−1 ∗B.
– Zur Probe gilt: A ∗ (A−1 ∗B) = B.
• Ist A nicht invertierbar, so ist A pseudo-invertierbar mit A− als einer beliebigen Pseudo-
Inversen und X = A− ∗B ist eine spezielle Lo¨sung.
– Zur Probe gilt: A ∗ (A− ∗B) = B
– Kurz: A ∗ A− ∗B = B ⇐⇒ A ∗X = B lo¨sbar (Lb)
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– Gilt die Aussage (Lb), so ist X = A− ∗B + Z − A− ∗ A ∗ Z (L)
die mit dem Parametervektor Z notierte allgemeine Lo¨sung von A ∗X = B.
Diese Alternative stellt eine a¨sthetisch wie didaktisch befriedigende lokale Ordnung des
Gegenstandsbereichs dar, die neben Erkla¨rungen der beobachteten Pha¨nomene zugleich ex-
plizite Berechnungsmo¨glichkeiten zur Verfu¨gung stellt. Zudem ist der begriffliche Aufwand
minimal und kommt mit dem Konzept der Pseuodinversen aus. Die konkrete Berechnung
der Lo¨sungsmenge kann sich dabei wahlweise auf die halbautomatische Defektbeseitigung
(
”
freie Variablen“) unter Nutzung der regula¨ren Inversen bzw. auf die vollautomatische
Lo¨sungsroutine matlinsolve stu¨tzen oder alternativ auf die mentale Konstruktion einer
Pseudoinversen aus einer versta¨ndnisvollen Inspektion des gaussJordan-Outputs und an-
schließender Substitution in der Lo¨sungsformel.
Etappe P macht Geraden und Ebenen, die bisher im Kontext von Modellierungsauf-
gaben als Lo¨sungsmengen von singula¨ren linearen Gleichungsystemen in Erscheinung tra-
ten, selbst zum Gegenstand von Objektstudien. Dabei werden implizite und explizite Dar-
stellungsformen dieser geometrischen Objekte genutzt, um ihre gegenseitige Lage in der
Anschauungsebene bzw. dem Anschauungsraum selbstta¨tig zu studieren. Diese Untersu-
chungen werden von den Lernenden jeweils in selbststa¨ndigen Projekten vorgenommen:
P1 fokussiert den flexiblen Wechsel der Darstellungsformen von Geraden und Ebenen, P2
adressiert Schnittprobleme und Lagebeziehungen, die in P3 lokal ordnend zu einer struk-
turierten U¨bersicht gefu¨hrt werden. Dabei sollen auch (CAS-)Kriterien dafu¨r angegeben
werden, dass der jeweilige Fall eintritt. U¨bungen zu Pseudoinversen runden die produktiven
U¨bungen ab.
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Anhang D
Zum regionalen Themenkreis u¨ber
das Skalarprodukt
Der regionale Themenkreis Skalarprodukt ist in folgende Etappen eines CAS-Parcours or-
ganisiert:
Q Normalenform und Orthogonalita¨t
R Orthogonalita¨t und Skalarprodukt
S Orthogonalprojektion, La¨nge und Abstand
T Produktive Aufgaben: Winkel und Vektorra¨ume
Abbildung D.1 zeigt die grobe Verteilung der Aktivita¨ten in den CAS-Etappen auf die
verschiedenen Themenstra¨nge.
Abbildung D.1: Zur Auffaserung der Themenstra¨nge im vierten Lernpar-
cours und die Verteilung der Etappenstationen auf die einzelnen thematischen
Leitlinien
Im Folgenden beschreibe ich kurz die didaktische Funktion der einzelnen Etappen. Die
didaktische Zielsetzung und die methodische CAS-Ausgestaltung fu¨r die pha¨nomenorien-
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tierte Einfu¨hrung des Skalarproduktes und der Orthogonalprojektion als zentraler Opera-
tion wurden oben ausfu¨hrlich elaboriert. Daher werden hier nur einige Erga¨nzungen aus
CAS-Sicht angefu¨gt. Details entnimmt man den CAS-Etappen, vgl. die beigefu¨gte CD.
Etappe Q stellt neben den Erfahrungen zur Orthogonalita¨t im Umkreis der Normalform
einer Ebene zusa¨tzlich die auch im ha¨ndischen Rechnen wertvolle Spurform einer Ebene
vor und visualisiert bzw. automatisiert sie als CAS-Routine (Q2b). Weitere Aktivita¨ten
studieren die u¨berraschenden Orthogonalita¨tspha¨nomene der Lo¨sungsmengen homogener
unterbestimmter LGS in Q3 zusa¨tzlich an Geraden in der Anschauungsebene.
Etappe R konstruiert das kanonische Skalarprodukt (R1) und nutzt es fu¨r vielfa¨ltige
Beschreibungsformen (R3) einer Ebene, die den Objektcharakter einer Ebene unabha¨ngig
von ihrer algebraischen Gestalt betonen. R4 realisiert den U¨bergang von der Parameterform
zur Koordinatengleichung ohne Verwendung des Vektorproduktes nach dem Vorschlag von
Kroll [141] im CAS. R5 fordert die Lernenden auf, mit den erworbenen Grundkenntnissen
selbststa¨ndig besondere Lagebeziehungen von Ebenen und Geraden im Anschauungsraum
zu untersuchen, R7 fokussiert die Unterschiede der Geometrie homogener und inhomogener
LGS.
Etappe S formuliert in S1 und S2 die Konzepte La¨nge und Abstand als Derivate des
Skalarproduktes im CAS innerhalb des gegebenen Referenzkontextes:
• Laenge := X -> sqrt( skp(X,X)); // funktional oder
Laenge := X -> sqrt( X ~* X ); // operativ
Abstand := (X,Y) -> Laenge(X-Y);
An die Darstellung der Orthogonalprojektion als Prozess in R4 schließt sich die Berechnung
spezieller Absta¨nde (Punkt-Ebene in R5, windschiefe Geraden in R6) an.
In R7 wird die Konstruktion der Orthogonalprojektion als mentales Objekt vorbereitet, wo-
bei zuna¨chst die funktionale CAS-Implementation proj:=(X,U)->U*(tr(U)*U)∧-1*tr(U)*X
der prozessual vorgestellten Projektion von X auf U pra¨dikativ formulierbar gemacht wird:
• operator(".|", proj, Nary, 1798); // (1)
F := ~[3,1] .| ~[3,2] // (2)(
33
13
22
13
)
In diesem Sinne betont Aussage (2) schon die Tatsache, dass F als Ergebnis der Projektion
von ( 31 ) auf (
3
2 ) ein selbststa¨ndiges neues Objekt ”
ist“ – die Konstruktionsprozedur als
solche ist also bereits in das Symbol ausgelagert und kann vergessen werden. Gleichzeitig
erinnert aber die symbolsprachliche Sequenz
”
.|“ piktogrammatisch noch an den (mental)
abgelaufenen Herstellungsprozess von F als senkrechter
”
Projektion eines Punktes auf ei-
ne Gerade“. Schließlich erlaubt die Unterdru¨ckung des zu projizierenden Objektes an die
”
Projektion auf Etwas“ als eigensta¨ndiges mentales Objekt zu denken:
Proj := U −→ U ∗ (tr(U) ∗ U)∧ − 1 ∗ tr(U).
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Diese algebraische CAS-sprachliche Formulierung la¨sst einerseits erkennen, dass das Ob-
jekt Proj allein aus U konstruiert ist und gestattet andererseits mit dem neuen Objekt
Proj selbst zu operieren, z. B. die Projektor-Eigenschaft Proj2 = Proj auf formaler Sche-
maebene zu thematisieren (vgl. R7d) oder bedeutungshaltige Konstruktionsbestandteile
wie den Moore-Penrose-Faktor mpi(U) := (tr(U)*U)∧-1*tr(U) zu identifizieren (R7e)
und anschließend sinnhaltig mit ihm zu operieren (R7f). U¨berdies produziert der CAS-
Output die zugeho¨rige Darstellungsmatrix und versta¨rkt so die mentale Vorstellung eines
korrespondierenden Objektes.
Etappe T zitiert in T1 erneut das situative Referenzproblem Kranbru¨cke und konstru-
iert in diesem Kontext den Winkelbegriff zwischen zwei Vektoren aus den bereits gebildeten
Konzepten La¨nge und Skalarprodukt. Nach dem Vorschlag von Farin [100] wird der Cosi-
nussatz aus der geometrischen Szene implizit hergeleitet (also nicht aus Klasse 10
”
zitiert“)
|A−B|2 = |A|2 + |B|2 − 2|A||B|cos(α) (1)
und die Winkelformel cos(α) = A•B|A||B| aus der im CAS beobachteten Ergebnisgleichheit von
(2) und (3) aus (1) gefolgert:
• expand( Laenge(A-B)^2 ) // (2)
Laenge(A)^2 + Laenge(B)^2 - 2* skp(A,B) // (3)
a21 − 2 a2 b2 − 2 a1 b1 + a22 + b21 + b22 1
Die einfache Erho¨hung der Anzahl der Komponenten von A und B macht die Dimensions-
unabha¨ngigkeit der A¨quivalenzaussage im CAS beobachtbar.
Es folgen in T2 bis T4 produktive Modellierungsaufgaben wie
”
Segeln mit Windkraft“,
”
Abschleppen“ und
”
Kra¨fteverteilung“, vgl. Glaser [106]. Abschließend werden die neu
konstruierten Begriffe nachtra¨glich axiomatisch charakterisiert: die La¨nge als Norm (T6),
der Abstand als Distanz (T7) und das Skalarprodukt als positiv-definite symmetrische Bi-
linearform (T8). Nach diesen Erfahrungen mit der charakterisierenden Axiomatik wird das
Konzept des Vektorraumes axiomatisch formuliert, in dem Merkwort KANI1234 verdichtet
gespeichert und vertraute Vektorraum-Modelle aus den Parcours theoretisch eingeordnet.
Damit ist die ho¨chste, kursinterne Abstraktionsstufe auf Schemaebene erreicht.
1Man beachte, dass das CAS eine Sortierung des Terms nach internen Ordnungskriterien vornimmt,
welche die gewu¨nschte Erkenntnis nicht sofort algebraisch evident macht: Der Lernende hat den Output
des Expertensystems noch gedanklich umzusortieren.
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Anhang E
Zur genetischen Dekomposition des
Stu¨cklistenproblems
Im Unterschied zur traditionellen Behandlung des Stu¨cklistenproblems als Anwendungs-
problem mo¨chte ich in diesem Anhang eine Mo¨glichkeit aufzeigen, das Stu¨cklistenpro-
blem vor der Behandlung des Gaußschen Algorithmus und vor der Einfu¨hrung z. B. des
Konzeptes der inversen Matrix gerade zum Erwerb dieser Konzepte zu verwenden, statt
Wissensanwendung ist also Wissenskonstruktion intendiert. In Spießumkehr soll also das
Stu¨cklistenproblem als ein Modell(ierungs)problem zur kontextbezogenen Anbahnung der
angesprochenen Konzepte fokussiert und geeignete CAS-Mikrowelten zum Konzepterwerb
konstruiert werden.
Zur genetischen Dekomposition des Stu¨cklistenproblems
Im Folgenden skizziere ich die Verwendung von Stu¨cklisten in der Praxis, begru¨nde ihre
gea¨nderte curriculare und fachdidaktische Positionierung und analysieren ihre epistemolo-
gische Struktur als wertvollen Lerngegenstand im Unterricht der Linearen Algebra.
Stu¨cklisten als Ordnungsmittel der betriebswirtschaftlichen Pra-
xis
Stu¨cklisten sind in der professionellen und industriellen Praxis benutzte spezielle Verzeich-
nisse, die zugeho¨rige elaborierte Theoriebildung ist Thema der Wirtschaftswissenschaften
und neuerdings auch der Wirtschaftsinformatik1. Insbesondere werden Stu¨cklisten als Hilfs-
mittel in Produktionsplanungs- und -steuerungssystemen (PPS) verwendet, wo sie z. B. zur
Arbeitsplatzbelegung, zur Reihenfolgebestimmung (technologische bzw. organisatorische),
zur Feinterminierung oder zur Fortschrittskontrolle dienen oder in der Prozessindustrie als
Rezepturlisten, Zutatenlisten oder Verflechtungsmodelle Verwendung finden.
1Ein Teil der folgenden Informationen basiert auf einem Skript der Technischen Universita¨t Dresden,
Fakulta¨t Wirtschaftswissenschaften vom WS 2002/2003.
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Abbildung E.1: Beispiel einer originalen Stu¨ckliste (Ausriss) der U.S. Firma
Dillon
Eine Explikation des Begriffs Stu¨ckliste findet man in der Industrienorm DIN 199 Teil 2
Nr. 51:
”
Die Stu¨ckliste ist ein fu¨r den jeweiligen Zweck vollsta¨ndiges, formal aufgebautes Verzeichnis fu¨r
einen Gegenstand, das alle zugeho¨rigen Gegensta¨nde unter Angabe von Bezeichnung, Sachnum-
mer, Menge und Einheit entha¨lt.“
Stu¨cklisten werden nach der Art bzw. dem Grad ihrer Strukturierung oder nach ihrer Funk-
tion eingeteilt und gestatten so unterschiedliche Perspektiven auf denselben Gegenstand.
In der Fertigungsindustrie unterscheidet man z. B.
• Mengenu¨bersichtsstu¨ckliste (auch: Materialstu¨ckliste), die lediglich ein Verzeichnis aller in einer
Einheit enthaltenen Komponenten darstellt;
• Strukturstu¨ckliste, die alle in das betrachtete Teil eingehenden Teile mit der Gesamtzahl, mit
der sie (direkt und indirekt) in das betrachtete Teil eingehen, auflistet;
• Baukastenstu¨ckliste, die teilstrukturerhaltend direkt untergeordnete Teile mit der Anzahl, mit
der sie (direkt) in das betrachtete Teil eingehen, auflistet (”direkter Aufwand“).
Abbildung E.2: Stu¨cklistenarten am Beispiel der Produktion von Bleistiften
nach R. Thome.
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Abbildung E.3: Stu¨cklistenfunktionen am Beispiel der Produktion von Blei-
stiften; nach R. Thome, a.a.O.
Eine anschauliche Darstellung der verschiedenen Funktionen von Stu¨cklisten gibt der Fo-
liensatz in Abbildung E.3.
Die Verwaltung und Auswertung der in einer Stu¨ckliste strukturiert gespeicherten Daten
erfolgt z.B. in der Prozessindustrie u¨ber die bekannte Matrixgleichung (1) und deren Lo¨sung
(2):
B = X − T ∗X = (E − T ) ∗X (E.1)
X = (E − T )−1 (E.2)
wobei
- B den sog. Prima¨rbedarf(smatrix vom Typ n× 1),
- X die sog. Gesamtproduktionsmenge (Prima¨r- und Sekunda¨rbedarf) als n× 1–Matrix,
- T die sog. n× n–Matrix des direkten Produktionsverbrauchs an selbst hergestellten
Produkten sowie E die dimensionsgleiche Einheitsmatrix bezeichnen.
Neben der mathematischen Modellierung der Datenstruktur einer Stu¨ckliste wird im Fol-
genden die Herleitung der Modellgleichung (1) und ihre Lo¨sung (2) fachdidaktisch disku-
tiert.
Curriculare Positionierung
Im hier vorgeschlagenen revidierten Curriculum der schulischen Linearen Algebra wird das
Stu¨cklistenproblem direkt nach dem Lernarrangement u¨ber Matrizen & Prozesse2 bzw.
alternativ Matrizen & Graphen3 behandelt. Auf beiden Wegen wird eine Matrix (bzw.
das eine Matrix repra¨sentierende Symbol) als Prozept4 begriffen, d. h. situationsabha¨ngig
2Vgl. den CAS-Parcours A bis E; dort wurde die Matrizenmultiplikation u¨ber die lineare Substitution
von Linearen Gleichungssystemen ineinander motiviert, wobei jede Faktormatrix als codiertes ”gezipptes“
LGS interpretiert wurde.
3Vgl. den ”alternativen“ CAS-Parcours A’ bis E’; dort wurde die Matrizenmultiplikation mittels Di-
Graphen und Operationen auf ihnen enaktiv eingefu¨hrt, vgl. [152, S. 199 ff].
4Vgl. [110, S. 67]; dort heißt es : ”When the symbols act freely as cues to switch between mental concepts
to think about and processes to carry out operations, they are called procepts.“
412 Anhang E. Zur genetischen Dekomposition des Stu¨cklistenproblems
ambivalent-flexibel als Prozess oder als Objekt angesehen. Da die Lernperson an diesem
curricularen Punkt als Lernvoraussetzungen lediglich u¨ber das Matrixkonzept i. o. S. und
erste Operationen auf Matrizen (Multiplikation, Addition, Potenzbildung) verfu¨gt, mutiert
das Stu¨cklistenproblem vom formalen Anwendungsproblem, auf dem bekannte Routinen
ausgeu¨bt werden5, zur Lerngelegenheit mit epistemologischen Hindernissen, kurz: Es wird
konstruktivistisch umgebogen und gewinnt so tieferen Gehalt und ho¨heren Lernwert. Das
Exerzieren von Rezepten wird substituiert durch die Konstruktion von Konzepten. Die
zugrunde liegende modellierende Matrix-Gleichung X − TX = B fungiert dabei gleichsam
als globaler advance organizer i. S. v. Ausubel6 auf spa¨ter vertieft zu erwerbende Konzepte
der linearen Algebra (wie die Inverse oder den Gauß-Algorithmus) und als lokale Leitlinie
in einem Lo¨sungsplan. Die nachfolgende Abb. E.4 verdeutlicht diese gewandelte didaktische
Funktion des Stu¨cklistenproblems.
Abbildung E.4: Das currikulare Vorziehen des Stu¨cklistenproblems ero¨ffnet
konstruktivistische Lerngelegenheiten. In seinem Praxiskontext werden wich-
tige Begriffsbildungen der elementaren linearen Algebra in das Wissensnetz
eingeflochten.
Analyse der epistemolgischen Struktur und antizipierbarer Bar-
rieren
Bei einer einfachen Materialverflechung, die durch eine Matrizenmultiplikation beschreib-
bar ist
”
lassen sich die verschiedenen Produktionsebenen klar voneinander trennen. Ist
5nach einer vorgelagerten Modellierungsphase
6Dies ist zugleich ein Beispiel fu¨r das Prinzip des vorwegnehmenden Lernens und das Prinzip der
Fortsetzbarkeit von E. Wittmann, [211, S. 86].
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das nicht der Fall, gehen z. B. Rohstoffe nicht nur u¨ber die Zwischenprodukte, sondern
auch direkt in die Endprodukte ein, so ist ein komplexeres mathematisches Modell not-
wendig.“[197, S. 46]. Letzteres liegt beim Stu¨cklistenproblem vor; dahinter steht als pro-
totypische Grundaufgabe i. S. v. To¨rner [4] das Entflechten von Verflechtungen bzw. das
Entmischen von Vermischtem.
Die genetische Dekomposition hat hier mindestens drei Aspekte zu betrachten und die
zugeho¨rigen Lernprozesse ins Auge zu fassen:
1. die explizite Explikation des Begriffs
”
Stu¨ckliste“;
2. die Datenstruktur der Verflechtung, d. h. die Technologiematrix T;
3. die Modellierung der Problemstellung, d. h. die Matrixgleichung X-T*X=B;
4. den algebraischen (Auf-)Lo¨sungsprozess der Modellgleichung,
d. h. die Berechnung von X.
Zur U¨bersicht fu¨r die weitere Analyse dient Abbildung E.5.
Abbildung E.5: Im Stu¨cklistenproblem lassen sich drei Analogiebetrachtun-
gen zur elementaren Algebra durchfu¨hren, von denen zwei epistemologische
Barrieren aufweisen und zu neuen Einsichten und Konzepten fu¨hren. Vorge-
schaltet sind zwei Modellierungsprobleme, welche die Datenstruktur der Tech-
nologiematrix T und das Aufstellen der Modellgleichung adressieren.
Im Zentrum der genetischen Dekomposition wie auch der spa¨teren Lerntrajektorie steht
dabei die Analyse und der Transfer der – aus Lernersicht harmlos und (ana)logisch erschei-
nenden – fehlerhaltigen Implikation
X − T ∗X = B  (1− T ) ∗X = B  X = B/(1− T )
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auf die Matrizenalgebra. Die didaktische Designaufgabe ist es, die la¨ngs dieser Analogie
fragil werdenden Konzepte der Eins
”
1“ und des Kehrwertes
”
1/a“ durch ada¨quate Kon-
zepte zu ersetzen und damit das vorhandene Concept Image zu erweitern. Die anschließen-
de hypothetische Lerntrajektorie zeigt didaktische Mo¨glichkeiten auf, CAS-gestu¨tzt unter
Konstruktion entsprechender Mikrowelten die obigen Barrieren und Probleme anzugehen.
ad 1: Explizite Explikation des Konzeptes der Stu¨ckliste. In der Erprobung zeigte
sich, dass die Lerngruppen (unabha¨ngig von Vorbildung und Alter) ein effektives Versta¨nd-
nis einer Stu¨ckliste auf Aktions- bzw. Prozessniveau aus einer verbalen Definition (Internet
bzw. Lehrbuch etc.) nicht zweifelsfrei-eindeutig herausscha¨len konnten. Als versta¨ndniskri-
tisch erwies sich dabei die Frage, ob ein bestelltes Bauteil selbst zur Stu¨ckliste zu za¨hlen
ist oder nicht. Diese implizite Frage wird deshalb vorab an einem Beispiel rekonstruierbar
beantwortet und damit das Stu¨cklistenkonzept selbst expliziert. Anschließende Aktivita¨ten
zum Aufstellen von Stu¨cklisten (mit Lo¨sungen zur Selbstkontrolle) stellen neben der hand-
lungsbasierten Begriffserfahrung zugleich ein Datenmaterial von vier Bestellungen mit zu-
geho¨rigen Stu¨cklisten bereit, an denen in der Folge Strukturuntersuchungen vorgenommen
werden.
ad 2: Modellierung – zur Matrix-Repra¨sentation der Technologiematrix. Die
Teile- und Anzahlbeziehungen im Stu¨cklistenproblem werden den Lernenden in Wortform,
als Teilebedarfsliste oder als DiGraph in einer von drei u¨blichen verschiedenen Repra¨sen-
tationsformen vorgegeben. Diese Darstellungsform muss zur algebraischen Behandlung in
eine Matrixform konvertiert werden, um das erste Modellierungsproblem zu lo¨sen. Dabei
ist zu beachten, dass nach obiger Unterscheidung die Stu¨ckliste als Baugruppenstu¨ckliste
vorliegen sollte, die zu den verschiedenen Teilen bzw. Erzeugnissen jeweils nur die Men-
gen der direkt eingehenden Vorprodukte angibt. Hierbei handelt es sich im allgemeinen
um Baugruppen, die ihrerseits auf vorgelagerten Produktionsstufen aus Teilen oder Bau-
gruppen zusammengesetzt werden. Nur Baugruppenstu¨cklisten entsprechen den Spalten der
Direktbedarfsmatrix bzw. Verflechtungsmatrix. Dass eine Matrix zur Repra¨sentation des
Beziehungsgeflechtes in Frage kommt, ist dabei deshalb naheliegend, da in den vorange-
gangenen Lernarrangements A’ und C’ schon DiGraphen explizit als Datenstruktur zur
Modellierung herangezogen wurden. Die folgenden U¨berlegungen seien an einem mo¨glichst
einfachen Beispiel konkretisiert.
Beispiel: Die Fertigung eines Produktes P beno¨tige 3 (Bau)Gruppenstu¨cke G, die wiederum
jeweils aus 2 (Bau)Teilen A und 4 Teilen B bestehen sollen. Eine Baugruppe G und 3 Produkte
sollen gefertigt werden. Frage: Wieviel Teile A, B und G werden beno¨tigt?, vgl. [Thome, a. a. O.]
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Das didaktische Problem ist: Wie konstruiert man die rechts im Bild sichtbare Technolo-
giematrix T? Um den (en)aktiven Konzepterwerb
”
Technologiematrix “ handelnd mit vir-
tueller Erfahrung zu hinterlegen, nutzen wir die Konstruktionsmo¨glichkeit von T mit dem
Konkatenationsoperator ..•.. von MuPAD . Dabei unterstu¨tzt die CAS-Syntax die zugrunde
liegende Semantik. Der Screenshot in Abb. E.6 demonstriert das prinzipielle Vorgehen.
Abbildung E.6: Enaktiver Zusammenbau der Technologiematrix T aus ihren
Spalten mittels Konkatenation lo¨st das 1. Modellierungsproblem.
Zeile #1# zeigt die CAS-Formulierung des Teilebedarfs fu¨r ein Produkt P. Die folgenden
Definitionen bereiten den Fokus auf die Spaltenstruktur der Technologiematrix T vor. Die
rechte Seite von Zeile #3# vollzieht dann den expliziten Aufbau der Technologiematrix T als
Prozess des Zusammensetzens aus den vorher definierten einzelnen Spalten (Baugruppen)
und symbolisiert den zeitlichen linearen Herstellungsprozess durch explizite Angabe der
technologischen Reihenfolge in Form der Taktung per Koncat-Punkt. Insbesondere kann
durch einfache Cut & Paste– Operationen die technologische Reihenfolge in der Konkate-
nation umkopiert werden: Die Auswirkungen sind sofort an der CAS-Ausgabe der Techno-
logiematrix zu beobachten. Aus diesem Aktionsversta¨ndnis der Technologiematrix erwa¨chst
das gewu¨nschte Objektversta¨ndnis und kann als flexibles Procept
”
Technologiematrix“ in
das Symbol T auf der linken Seite von #3# komprimiert werden.
ad 3: Modellierung – zur Entdeckung des Zusammenhangs X = T ∗ X + B. Der
Vorteil der expliziten spaltenweisen Konstruktion der Technologiematrix T gegenu¨ber ei-
ner mo¨glichen einfachen Codierung als
”
unstrukturiert gedachte“ Matrix zeigt sich beim
Aufdecken der Linearita¨t des Stu¨cklistenproblems in der zweiten Modellierungsphase sowie
beim Erkunden von Zusammenha¨ngen zwischen gesuchter Stu¨ckliste X, internem Teilebe-
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darf T*X und externer Bestellung B. Artman/To¨rner leiten die zugeho¨rige U¨berlegung mit
folgenden Worten ein [4, S. 173]7.
Entscheidend ist nun die folgende Beobachtung. Durch die Montage der einzelnen Baugruppen
innerhalb des Konzerns wird ein Teil der Produktion [. . . ] intern verbraucht, so dass die Produktion
[. . . ] sowohl die interne Nachfrage ~y als auch die externe Nachfrage ~b, d. h. die Bestellungen der
Kunden, decken muss, also (1) ~x = ~y +~b.8
Weiter heißt es bei Hamacher et al. [115, S. 13 ff]9:
Daru¨ber hinaus besteht offensichtlich ein linearer Zusammenhang zwischen der internen Materi-
alanforderung ~d und der vorgegebenen Produktion ~z, d.h. ~d = P · ~z.
Nach Feld-Beobachtungen in den Lerngruppen lag genau hierin das didaktisch kritische
Problem: Es geht um das Ermo¨glichen von geeigneten Beobachtungen und um das Offen-
legen des Offensichtlichen. Beide Erfahrungen (also Homogenita¨t und Linearita¨t von T )
lassen sich jedoch als virtuelle Erfahrungen in einer geeigneten CAS-Mikrowelt anbahnen.
• Die Homogenita¨t von T ∗ X in der Variablen X ist im Kontext der beno¨tigten
Teilstu¨cke evident10; sie wird durch Probierhandlungen im CAS besta¨tigt11, siehe Abbil-
dung E.7.
#4# und #5# lassen im Stu¨cklistenkontext beobachten, dass T ∗ X (fu¨r X = k ∗ Ei) den
internen Teilebedarf zuru¨ckgibt, der beno¨tigt wird, um k Teile der i–ten Sorte (
”
Spalte“)
herzustellen. Zeile #4# demonstriert die CAS-Formulierung der Anfrage zur Ermittlung
des internen Teilebedarfs bei Bestellung B eines Teiles (Spalte), #5 und #6# weisen die
Homogenita¨t auf, die eine Bestellung von k Teilen auf zwei verschiedene Arten zu formu-
lieren gestattet. Die doppelte Bestellmenge wirkt sich als Verdopplung der entsprechenden
Spalteneintra¨ge in der Technologiematrix aus: Dies ist die unmittelbare Erfahrung der Pro-
portionalita¨t (Homogenita¨t). Der provozierte Blick auf T in seiner Spaltenfaserung erweist
sich als epistemologisch fo¨rderlich.
• Beim Sichtbarmachen der Additivita¨t erweist sich die spezielle Gestalt der Tech-
nologiematrix als obere Dreicksmatrix mit Nullen auf der Diagonalen ebenfalls als epi-
stemologisch vorteilhaft und fu¨r die Anbahnung des Versta¨ndnisses als u¨beraus hilfreich.
Zwar ist jede Matrix als Repra¨sentant einer linearen Abbildung additiv, hier aber tritt die-
se Eigenschaft deshalb unmittelbar ins Auge und wird im CAS schlagartig erkennbar, da
jede Bestellung in einer Position einer Spalte lediglich zu A¨nderungen oberhalb dieses
Eintrages in der gleichen Spalte von T fu¨hrt, siehe Abbildung E.8.
7Man verwende folgendes Lexikon: w.L.:A&T :
X
~x
T∗X
~y
B
~b
8 Sehr a¨hnlich heißt es dann in [115, S. 13 ff]: ”Aus der in Abb 2.5. dargestellten Fertigungsstruktur
wird deutlich, dass die Produktion - dargestellt als Vektor ~z - nun sowohl die interne Nachfrage ~d als auch
die externe Nachfrage ~x , d. h. die Bestellungen der Kunden decken muss. Es folgt somit ~z = ~d+~x (2.5)“
9man verwende folgendes Lexikon: A&T :H.:
~x
~z
~y
~d
T
P
10ohne u¨ber den ”Umweg“ der Konstruktion der zugeho¨rigen linearen Abbildung LT (X) := T ∗ X zu
gehen
11Auch hier sind die Eintra¨ge leicht vera¨nderbar und die Reaktionen studierbar.
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Abbildung E.7: Zur Beobachtung der Homogenita¨t der Technologiematrix
im Stu¨cklistenproblem anhand von einfachen Manipulationen der Bestellung
Zeile #7# zeigt die Additivita¨t bei der U¨berlagerung (Bestellung) von zwei verschiedenen
Sorten. Denn 3 bestellte Produkte P lo¨sen - zusa¨tzlich zu dem bestellten einen (1) Gera¨t -
einen internen Bedarf nach weiteren 9 Gera¨ten aus, so dass man nun 10 Gera¨te beno¨tigt.
Die mental additiv und homogen aus den Teilberechnungen zusammengestellte Gesamt-
Stu¨ckliste X la¨sst sich in Zeile #8# somit in die Sprache des CAS syntaktisch–symbolisch
”
1:1“–u¨bertragen und das CAS-Resultat beobachten.
ad 4: Eine
”
probierhandelnde“ Lo¨sungsmethode fu¨r das Stu¨cklistenproblem ba-
siert auf diesen Handlungserfahrungen, die in einfachen Fa¨llen vom Schu¨ler im CAS ef-
fektiv durch Aufsteigen im Spaltenvektor ausfu¨hrbar ist. Hat man die Lo¨sung (partiell)
gewonnen, so la¨sst sich z. B. aus einer Retrospektive #9# die lineare U¨berlagerung des in-
ternen Bedarfs T ∗X mit der Bestellung B zur gesuchten Gesamt-Stu¨ckliste X verifizieren.
Daraus wird die gesuchte modellierende Gleichung in einer von zwei a¨quivalenten Formen
als X − T ∗X = B oder X = T ∗X +B ablesbar. Auf dieser Einsicht wird das Design der
hypothetischen Lerntrajektorie ansetzen und ein CAS-Spiel als generic organizer anbieten.
Zusammenfassend kann man sagen, dass die Technologiematrix ein sehr durchsichtiges, ein-
faches und praxisrelevantes Studienobjekt fu¨r Linearita¨tserkundungen abgibt. Sie erweist
sich insofern als Keim wichtiger Linearita¨tserfahrungen in einem durchga¨ngig interpretier-
baren Anwendungskontext. Auch die Herleitung der Stu¨cklistengleichung X − T ∗X = B
basiert wesentlich auf einer sorgfa¨ltigen Analyse der Technologiematrix und ihrer Linea-
rita¨tseigenschaften.
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Abbildung E.8: Das beobachtbare Pha¨nomen der Additivita¨t der Techno-
logiematrix im Stu¨cklistenproblem anhand von einfachen Manipulationen der
Bestellung
Die Stu¨cklisten-Gleichung X−T ∗X = B als Leitlinie des algebrai-
schen Lo¨sungsprozesses.
Wurde die Inverse im Unterricht bereits behandelt, so [. . . ] gestaltet sich dieser Vorgang12 weit-
gehend problemlos. Andernfalls bedient man sich der Korrespondenz von Matrizen und Zahlen
hinsichtlich Ihrer Rechenoperationen [. . . ].[115, S. 17]
Ausfu¨hrungen zur im Zitat angesprochenen
”
Korrespondenz“ finden sich z. B. in [4, S. 176]
oder [197, S. 107; 176]; eine CAS-basierte Lo¨sung, die zugleich eine vollautomatisierte
Lo¨sungsformel angibt, zeigen wir weiter unten. Im Kern la¨uft der obige Vorschlag allerdings
auf die rezeptartige Verwendung der inversen Matrix auf das LGS X−T ∗X = B hinaus. Da
im Rahmen dieser genetischen Dekomposition aber ein mo¨glichst epistemologisch versta¨nd-
nisfo¨rdernder Wissenserwerb der problemrelevanten Konzepte aufgezeigt werden soll, sollen
die Schu¨ler diese ’Rezeptur’ experimentell durch die Analyse eines Analogieschlusses er-
kunden, dabei die wirkenden Pha¨nomene aufspu¨ren und so en passant die notwendigen
konstruktiven Korrekturen am vorla¨ufigen Concept Image
”
algebraischer Rechenregeln fu¨r
Matrizen“ vornehmen. Das Vorgehen orientiert sich dabei an einem vorgelegten knappen
Lo¨sungs’rezept’, das bekannte typische Fehlvorstellungen explizit aufgreift und daher aus
Schu¨lersicht zuna¨chst akzeptabel und einsichtig wirkt. Im Verlaufe der Erkundung fu¨hrt
eine sensible Fehlerkorrektur dieser hypothetischen Analogien zur Aufdeckung der mathe-
matischen Ursachen der Missversta¨ndnisse und lo¨st konstruktivistisches Lernen aus, vgl.
Abb. E.9.
12gemeint ist der Lo¨sungsprozess der Gleichung X − T ∗X = B
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Abbildung E.9: Eine analogiebasierte fehlerhaltige Implikationsfolge als vor-
strukturierte Erkundungs-Leitlinie
Zur Falsifikation der impliziten algebraischen Hypothesen und zur Verifikation der anschlie-
ßend konstruierten Konzepte wird das CAS als Expertensystem eingesetzt.
Auf die didaktische Bedeutung von Analogie-Schlu¨ssen weisen auch Artmann & To¨rner in
[4, S. 176] hin:
Wie schon an mehreren Stellen im Kurs lassen wir uns durch Analogie-Argumente zwischen dem
Matrixkalku¨l einerseits und dem Rechnen mit Zahlen andererseits anregen, wovon u¨brigens der
Mathematiker bei seiner Forschungsarbeit laufend Gebrauch macht.
1. Analogie-Barriere: das Ausklammern der
”
richtigen“ Eins. Die erste epistemo-
logische Barriere besteht in der Beobachtung, dass in der Matrizenalgebra verschiedene
Objekte die Rolle einer
”
1“ spielen, vgl. Abb. E.10.
Zeile #1# verifiziert die Gu¨ltigkeit des Stu¨cklisten-Ansatzes, wa¨hrend #2# und #3# die
Nicht-A¨quivalenz der versuchten Umformungsschritte thematisieren. Die linke Seite von
#3# legt dabei aus der Reaktion des CAS die Untersuchung des Faktors (1-T) als Ursache
nahe. Selbst wenn vom Lerner a priori erkannt werden kann, dass die Zahl 1 und die Matrix
T verschiedene Dimensionen haben bzw. verschiedenen Gegenstandsbereichen angeho¨ren,
bleibt die Frage nach dem richtigen Substitut13 der 1 offen, siehe Abb. E.11.
Zeile #4# erzeugt automatisch die richtige 1 als korrekt dimensionierte Einheitsmatrix; ei-
ne explizite Konstruktion der Einheitsmatrix u¨ber eine Diagonalmatrix o. a¨. erweist sich
im Expertensystem MuPAD als unno¨tig – der entsprechende Analogieschluss
”
etwas hoch
Null ist das Einselement“ ist erfolgreich. #5# verifiziert die Existenz zweier verschiedener
Eins-Objekte und kann im Unterricht (Plenum) zur Diskussion von Skalarko¨rper (Viel-
fachenbildung, Homogenita¨t s. o.) und Matrizenraum genutzt werden14. #6# verifiziert
13R. Klein schla¨gt dazu in seiner Staatsexamensarbeit eine kleine Untersuchung vor, vgl. [138] bzw.
mein Lernarrangement I5.
14s. u. die typische falsche Implikation 1X = E ∗X ⇒ 1 = E
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Abbildung E.10: Zur Falsifikation der ersten Umformungshypothese im CAS
die korrekte Umformung des LGS unter Verwendung des neu entdeckten Einselementes
T 0 =: E, die sich im Vergleich als syntaktisch a¨quivalent zu #1# erweist. (Von hier aus ist
das Stu¨cklistenproblem z. B. durch Ru¨ckwa¨rtseinsetzen leicht lo¨sbar.)
2. Analogie-Barriere: die
”
richtige“ Kehrwert-Bildung. Durch die parallel verlau-
fene Analogierechnung auf R werden die Schu¨ler zu Divisionsversuchen bzw. Kehrwert-
bildungen motiviert. Entsprechende Lo¨sungsversuche auf Matrixniveau schlagen aber fehl,
vgl. Zeile #7# in Abb. E.12.
Dennoch erweist sich die Hypothese als nicht ganz falsch: MuPAD bietet in Zeile #9# auf
Anfrage – wie bei dem erfolgreichen Analogieexperiment mit dem Einselement – eine Matrix
als inverses Element an, dessen Bedeutung aus dem benutzten Symbol zwar erschließbar
ist, dessen Konstruktion aber natu¨rlich noch offen ist. #10# adressiert eine weitere ha¨ufige
Fehlvorstellung: Die Auflo¨sung des LGS nach X muss durch eine Linksmultiplikation mit
dem Inversen erfolgen, da der fragliche Faktor links von X stand – die Multiplikation von
Matrizen ist nicht-kommutativ und dieses Pha¨nomen wird im Kontext des Stu¨cklisten-
problem an einer interessanten Stelle nochmals deutlich. #11# berechnet dann tatsa¨chlich
die richtige schon bekannte Lo¨sung.
Bemerkung: Bei den Erkundungen zum Einselement bzw. zu inversen Elementen im Ma-
trizenraum wurde das CAS als mathematisches Expertensystem ausgenutzt, deren Desi-
gner einen mo¨glichst mathematik-affinen Symbolapparat mit dahinter liegender konventio-
neller Semantik anbieten. Sonst wa¨ren Analogieschlu¨sse, die auf Symbola¨hnlichkeit wie
1/a ∼ 1/A bzw. a−1 ∼ A−1 basieren, nicht mo¨glich. Dies ist zuna¨chst nur im speziell
gewa¨hlten CAS MuPAD nachgewiesen; fu¨r andere CAS ist die U¨bertragbarkeit dieses An-
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Abbildung E.11: Zur Exploration des Einselementes im Matrizenraum und
die Entdeckung der Einheitsmatrix.
satzes unter dem Symbolaspekt zu pru¨fen.
3. Ein Analogie-Schluss auf eine Lo¨sung des Stu¨cklistenproblems. Die Lo¨sung
des Stu¨cklistenproblems mittels einer Inversen lo¨st viele Folgefragen aus, die im nachfolgen-
den Unterricht aufgegriffen werden ko¨nnen. Die Frage nach der Erzeugung bzw. Berechnung
der Inversen im Stu¨cklistenproblem fu¨hrt hier zuna¨chst auf eine weitere Analogie: die Dar-
stellung der Inversen als eine explizite Partialsumme von Potenzen der Technologiematrix
in Analogie zur geometrischen Reihe bei reellen Zahlen. Die zugeho¨rige CAS-Funktion tele
weist zudem syntaktische A¨hnlichkeit mit der Potenzsummenberechnung der Wegeanzah-
len15 in Digraphen auf, die die Schu¨ler in Lernarrangement D’ kennengelernt haben – eine
Gelegenheit zur kreativen Wiederentdeckung, vgl. Abb. E.13.
Die Voraussetzung der Nullpotenz von T wird in #12# beobachtet. #13# und #14 bereiten
die
”
Teleskop“-Summe vor, das korrekte Ausklammern sollte nach den vorhergehenden Er-
kenntnissen gelingen. #15 abstrahiert den Invertierungsprozess im Stu¨cklistenproblem zu
einer Formel und kompaktifiziert ihn in das exekutierbare CAS-Symbol tele16; zugleich
bietet #14 Gelegenheiten zur Reflektion u¨ber Eigenschaften und Zusammenha¨nge von in-
verser Matrix und Einheitsmatrix (dies wird in der Lerntrajektorie aufgenommen).
Damit wird es abschließend mo¨glich, die Lo¨sung des Stu¨cklistenproblems allein aus den
gegebenen Daten B und T explizit anzugeben und im CAS als Surplus halb-automatisch17
15vgl. auch [152]
16Dies in Anlehnung an die beobachtete Teleskop-Summe. Zur Betonung einer speziellen Inversenbildung
ko¨nnte man stattdessen z. B. auch den Identifier SLinv fu¨r Stu¨ckListeninverse nennen.
17Halbautomatisch deshalb, weil der Nutzer der Funktion tele noch den Exponenten n anzugeben hat,
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Abbildung E.12: Zur Exploration der Division bzw. der Reziprokbildung im
Matrizenraum und die Entdeckung der Inversen Matrix
berechnen zu lassen, vgl. Zeile 18#. Zusa¨tzlich la¨sst sich als weiteres Lo¨sungsverfahren die
Gauss-Elimination anreißen, die hier im Vorgriff sehr gut thematisierbar ist, da die Techno-
logiematrix im Stu¨cklistenproblem per Konstruktion eine obere Dreiecksmatrix darstellt,
vgl. Abb. E.14.
Resu¨mee. Die genetische Dekomposition des Stu¨cklistenproblems schla¨gt eine Folge von
heuristischen Analogieu¨berlegungen la¨ngs des Ansatzes X − T ∗ X = B vor, die kon-
textbezogen u¨ber Falsifikationsprozesse unter Einbezug von CAS ein vorla¨ufiges Concept
Image zu den wichtigen Begriffsbildungen der Linearita¨t, der inversen Matrix und der Ein-
heitsmatrix konstruieren. Die Einheitsmatrix wird dabei informell aus dem Problem des
Ausklammerns extrahiert, wa¨hrend die inverse Matrix ebenfalls informell aus einem Divi-
sionsversuch destilliert wird. Die das Stu¨cklistenproblem dominierende Technologiematrix
wird in einem Modellierungsprozess CAS-enaktiv aus dem Verfechtungsgraph (Digraph)
abgeleitet; an ihr werden Linearita¨tspha¨nomene exploriert. Gleichzeitig werden weitere
linear-algebraische Fragestellungen aufgeworfen.
bis zu dem er die Berechnung der Potenzsumme vornehmen lassen mo¨chte. Eine vollautomatische Lo¨sung
wu¨rde den Exponenten n noch so lange in einer Schleife hochza¨hlen, bis keine Vera¨nderung am Ergebnis
mehr eintritt. Dies kann man als eine kleine Programmieraufgabe fu¨r Interessent(inn)en stellen.
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Abbildung E.13: Zur ”Teleskopsummen“ -Darstellung der inversen Matrix
im Stu¨cklistenproblem
Zum Design einer hypothetischen Lerntrajektorie
Im Folgenden wird eine Skizze der methodischen Umsetzung der obigen genetischen De-
komposition im computer-intensiven Unterricht gegeben. Diese orientiert sich am modifi-
zierten M.A.K.E.-Design der APOS-Theorie und schla¨gt eine hypothetische Lerntrajektorie
vor, die als eine Sequenz von vier arrangierten CAS–MuPAD-Notebooks F*, G*, H*, I*18
vorliegen und daher hier nur grob skizziert werden, vgl. Abb. E.16.
Designleitlinie ist die Konstruktion eines realita¨tsnahen kontextbasierten Lernarrange-
ments, das an einem durchga¨ngig benutzten prototypischen Beispiel mehrere Erkundungs-
stra¨nge zusammenfu¨hrt und isolierte Betrachtungen vermeidet. Die Dauer der Lernarrange-
ments betra¨gt ca. 8 – 12 Uunterrichtstunden (einschließlich der Reflektionsphasen im Klas-
senverband).
Make: F*. In der M(odellierungs)-Phase wird den Schu¨lern die Bedeutung des Stu¨cklis-
tenproblems an Beispielen aus der professionell–industriellen Praxis gezeigt, dessen Rele-
vanz durch einen WEB-Suchauftrag besta¨tigt wird. In realistischer, wenn auch reduzierter
Form wird im ersten MuPAD-Parcours F* ein kleines echtes Stu¨cklistenproblem gestellt: der
Bau eines Weinregals19. Die Unterscheidung von Bestellung und Stu¨ckliste wird durch han-
delndes Ausfu¨llen von Excel-Tabellen gekla¨rt. Hier wird auch der Begriff Stu¨ckliste durch
Handlungserfahrungen expliziert. Der – unvollsta¨ndig angegebene – Verflechtungsgraph
18http://www.mupad.de/schule/mikrowelten bzw. beiliegende CD.
19Dieses Beispiel findet sich in [138].
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Abbildung E.14: Halbautomatische CAS-Lo¨sung des Stu¨cklistenproblem und
ein Ausblick auf die Gauss-Elimination
wird reflektiert und enaktiv erga¨nzt. Eine konkrete Fragestellung fordert zur Berechnung
einer Stu¨ckliste auf. Zusa¨tzlich wird gefragt, ob der Verflechtungsgraph kompakt in einer
Matrix T codiert gespeichert werden kann und ob dies neue Lo¨sungsmo¨glichkeiten ero¨ffnet.
Bemerkungen:
1. Das Problem ist offen gestellt, die Schu¨ler versuchen zuna¨chst eine eigene informelle
Lo¨sung (z. B. mittels des Netzplans) zu gewinnen. Metakognitive Reflektionen u¨ber
das eigene tatsa¨chliche bzw. geplante Vorgehen sowie u¨ber die Existenz, Unita¨t und
Methode der Lo¨sung schließen die M-Phase ab.
2. Die M-Phase ist in wesentlichen Teilen CAS-frei, das Notebook wird fast ausschließlich
als Textdokument benutzt und dient hauptsa¨chlich als Protokollinstrument (
”
Lerntage-
buch“) fu¨r die Aktivita¨ten der Schu¨ler. Daher ko¨nnte das Notebook als Papierausdruck
auch im Klassenraum eingesetzt werden, d. h. diese M-Phase kann sowohl im Klassen-
raum als auch im PC-Raum ablaufen.
maKe: F*. Je nach Bearbeitungserfolg wird man die Schu¨ler ihre Lo¨sungsversuche im
Klassenverband vorstellen lassen. Zeigt die Beobachtung der M-Phase keine verwertbaren
Resultate, schließt man die erste Aktivia¨ts–Phase mit dem Notebook G* direkt an.
mAke: G*. [Die Lerngruppe befindet sich zur Durchfu¨hrung der folgenden Aktivita¨ten im PC-
Raum.] Die Erprobung zeigte, dass die Schu¨ler den Repra¨sentationswechsel vom Verflech-
tungsgraphen auf die Technologiematrix T i. d. R. nicht selbststa¨ndig bewa¨ltigen ko¨nnen.
Dies ist dadurch zu erkla¨ren, dass Methoden- oder Repra¨sentationswechsel als Elemente des
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Abbildung E.15: Mo¨gliches Concept Image zur Matrizenalgebra nach dem
Stu¨cklistenproblem .
Expertenwissens eher der vertikalen Mathematik zuzuordnen sind. Daher wird die Tech-
nologiematrix T im zweiten MuPAD–Parcours G* enaktiv-konstruktiv aus ihren Spalten
per Konkatenation zusammengesetzt und die Lo¨sung zusa¨tzlich in einer Powerpoint-Video-
Animation betrachtet; der Inhalt dieses Videos ist anschließend zu verbalisieren. Damit ist
die Technologiematrix multirepra¨sentativ eingefu¨hrt.
Zentral ist die Suche nach einer Beziehung zwischen dem Output T*X, dem Bestellvektor
B und der gesuchten Stu¨ckliste X; dazu wird die Stu¨ckliste mit Hilfe des CAS systema-
tisch und gezielt variiert. Aus ihren Beobachtungen entdecken die Schu¨ler die gewu¨nschte
Beziehung, vgl. Abb. E.17.
Im Anschluss la¨sst man die gefundene Beziehung in einer CAS-Spielhandlung explorieren,
wobei insbesondere das strategische Vorgehen im Lo¨sungsprozess fokussiert wird. Dieses
Spiel greift der spa¨ter folgenden Begru¨ndung u¨ber den Dreiecksaufbau der Technologie-
matrix bewusst vor und schafft zuna¨chst zugeho¨rige Beobachtungen und experimentelle
Erfahrungen, siehe Abbildung E.18.
Anschließend ist das Bestellproblem ggfs. nochmals auf mo¨glichst unterschiedlichen We-
gen (z. B. direkt aus dem Netzplan oder als einfaches 9x9–LGS) zu lo¨sen. Die Strategie-
frage
”
Hast du eine Idee, wie man die von dir gefundene Beziehung zwischen T*X, dem
Bestellvektor B und der Stu¨ckliste X zu einem systematischen Lo¨sungverfahren fu¨r das
Stu¨cklistenproblem nutzen ko¨nnte?“ leitet die Prozess-Phase zur abstrakten algebraischen
Lo¨sungsfindung ein. Die gewonnenen virtuellen Handlungserfahrungen werden in der fol-
genden Klassen–Phase zu Begrifflichkeiten verdichtet. Die Technologiematrix wirkt dabei
als
”
generic organizer“ in Bezug auf die Erkundung der Stu¨cklistengleichung.
maKe: G*. Im Klassen-Plenum wird die Beziehung X-T*X=B reflektiert und ggfs.
u¨ber weitere alternative Lo¨sungen der gestellten Aufgabe gesprochen. Die Begriffe Ad-
ditivita¨t, Homogenita¨t und Linearita¨t als fundamentale Begriffe der Linearen Algebra wer-
den - fußend auf der vorgelagerten CAS-Erfahrung - nun expliziert. Anschließend kann
der Stand des Modellierungsprozesses in Bezug auf das Stu¨cklisten-Problem und seine
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Abbildung E.16: Hypothetische Lerntrajektorie zum Stu¨cklistenproblem
nach der APOS-Theorie mit der entsprechenden Zuordnung der CAS–
Notebooks; CAS(X;n):=”Notebook X mit Zeitaufwand n UStd.“; hM
:=”horizontale Mathematik“ und vM:= ”vertikale Mathematik“ i. S. d. RME
Lo¨sung diskutiert werden. Ha¨ndisch bearbeitet die Lerngruppe in Form kooperativer Paa-
re einen kleinen fiktiven Verflechtungsgraph, repra¨sentiert ihn als Technologiematrix und
stellt die zugeho¨rige Stu¨cklistengleichung auf. Erste Analogieu¨berlegungen zur Lo¨sung die-
ser Matrizen-Gleichung X-T*X=B ko¨nnen sich anschließen.
mAke: H*. [Die Lerngruppe befindet sich zur Durchfu¨hrung der folgenden CAS-Aktivita¨ten
wieder im PC-Raum.] Das MuPAD–Lernarrangement H* wird in der Sozialform koope-
rativer Paare bearbeitet. Gema¨ß der genetischen Dekomposition werden die geplanten
Analogieu¨berlegungen wie beschrieben durchlaufen und fu¨hren zu einem Prozessversta¨nd-
nis der Einheitsmatrix E bzw. der inversen Matrix A−1. Die
”
Teleskopsummen“darstell-
ung der Inversen fu¨hrt zu Verknu¨pfungen zwischen den diversen Prozessvorstellungen und
komprimiert die abgelaufenen Prozesse in den Funktionsnamen tele, der damit objekt-
konstruierend wirkt. Die unterschiedlichen Symbolisierungen (T 0 bzw. E und 1/A bzw.
A−1 bzw. tele ) flexibilisieren die Proceptbildung und fo¨rdern das thematische Schema-
versta¨ndnis bzw. das concept image, vgl. Abb. E.19 und Abb. E.20.
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Abbildung E.17: Screenshoot aus dem CAS-Notebooks G*, Scene 3
maKe: H*. Schu¨lerpra¨sentationen im Klassenplenum blicken reflektierend zuru¨ck und
schließen – begleitet durch die Lehrperson – die vorla¨ufige Konzept - und Symbolbildung
ab. Ein kleines Stu¨cklistenproblem wird ha¨ndisch durchgerechnet (z. B. aus dem MuPAD–
Notebook I vorgezogen).
makE: I*. In der U¨bungs(Exercise)–Phase stellt man den Paaren aus der Lerngrup-
pe frei, ob sie im Klassenraum oder im PC-Raum arbeiten mo¨chten. Auch der Wechsel
zwischen den Ra¨umen ist gestattet. Dazu sind einige Papierausdrucke des CAS–Parcours
I* vorzuhalten. Die Lernenden wa¨hlen frei aus dem vorgeschlagenen Aufgabenpool. Sie
werden gebeten, bei jeder Aufgabe bewusst den Modellierungszyklus zu durchlaufen und
die Lo¨sung so zu strukturieren, dass fu¨r den Leser erkennbar wird, in welcher Phase der
Modellierung man sich befindet. Einige wenige Aufgaben sollten mit mindestens zwei unter-
schiedlichen Methoden gelo¨st werden. Eigenproduktionen, wie z. B. in I3 angeregt,
”
Suche
in einem Lehrbuch oder im Internet nach einem interessanten Stu¨cklistenproblem. Lo¨se dein
SL-Problem; erstelle eine kommentierte Musterlo¨sung fu¨r den Kurs.“ wird Raum gegeben.
Ausgewa¨hlte theoretische Argumentationen zum Ausbau des Schemaversta¨ndnisses schlie-
ßen sich an und weiten das concept image zusa¨tzlich auf:
– Ha¨ngen inverse Matrix und Einheitsmatrix miteinander zusammen?
– Gibt es eine Formel zur Berechnung der inversen Matrix zu einer beliebigen allge-
meinen 2x2–Matrix A:=[[a,b],[c,d]] mit den Elementen a,b,c und d?
– Existiert immer eine inverse Matrix? Begru¨nde deine Antwort.
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Abbildung E.18: CAS-Spiel zum Stu¨cklistenproblem als generic oranizer
Make: I*. Im Klassenverband werden ausgewa¨hlte Lo¨sungen aus der kooperativen U¨-
bungsphase vorgetragen. Der abschließende Ru¨ckblick auf den Modellierungs- und den
algebraischen Lo¨sungsprozess im Stu¨cklisten-Problem lo¨st die aufgefundenen algebraischen
Barrieren explizit auf. Die Gruppe verdichtet die gewonnenen Erkenntnisse in einer Mind-
bzw. Conceptmap des Lernarrangements.
Anmerkungen:
1. In den CAS-Parcours stehen i. d. R. nur Fragestellungen, Arbeitsauftra¨ge oder In-
struktionen. Es finden sich dort keine Lo¨sungen, denn diese werden im Dialog mit
dem CAS durch die kooperierenden Paare erarbeitet. Deshalb ist es sinnvoll, die
CAS-Lerneinheiten in Einzelteile aufzubrechen und zeitlich nacheinander zu bearbei-
ten20, da nachfolgende Lernarrangements Hinweise oder Lo¨sungen zu vorhergehenden
Teilen enthalten ko¨nnen. Z. B. wird die Stu¨cklistengleichung X-T*X=B zu Beginn
20und auch nacheinander zu verteilen; eine Ausgabe aller Lernarrangements en bloc schließt den Lern-
prozess kurz und ist m. E. kontraproduktiv
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Abbildung E.19: Screenshoot aus dem CAS-Notebooks H*, Scene 2 zum
Prozessversta¨ndnis
von Parcours H* notiert, da sie im vorhergehenden Lernarrangement G* von der
Lerngruppe erarbeitet und anschließend im Plemun besprochen worden ist.
2. Die Artikulation des Unterrichtsverlaufs wird durch die MuPAD-Notebooks gesteu-
ert, die Ta¨tigkeit der Lehrperson fokussiert daher wesentlich auf die beschriebenen
Metakognitionsprozesse und die Fo¨rderung angemessener Objektversta¨ndnisse (Pro-
cepte) in den K-Phasen. Die Lehrerrolle befreit sich dadurch von routinehaltigen
Orchestrierungen des Unterrichts. Die Lehrperson moderiert sinngebende Versta¨ndi-
gungsprozesse im Plenum, die Prozesse zu Objekten verdinglichen helfen und thema-
tisiert dazu explizit die ambivalente Rolle von Symbolen als Prozesskompaktifizierun-
gen oder Konzepttra¨ger. Das Plenum ist zudem der geeignete Ort fu¨r theoretische
Ero¨rterungen wie Argumentationen, zusa¨tzliche Beweisfu¨hrungen etc.
3. Da die mathematischen Objekte und Operationen in dieser anwendungsorientierten
Mikrowelt ihre inhaltliche Bedeutung in Bezug auf das Modellproblem durchgehend
beibehalten, verlaufen Konzeptentwicklung und Konzeptanwendung ru¨ckgekoppelt
und sinnstiftend parallel.
4. Wa¨hrend die Aktions- und Prozessphasen in den Etappen F*, G*, H* des Lernar-
rangements bei einem erneuten Einsatz in der na¨chsten Lerngruppe (bis auf Op-
timierungen) konstant bleiben ko¨nnen, tauscht man die Aufgabensequenz aus dem
U¨bungsteil I* sinnvollerweise durch neue Problemstellungen aus. Der Arbeitsaufwand
fu¨r die unterrichtende Lehrperson bleibt so akzeptabel.
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Abbildung E.20: Screenshoot aus dem CAS-Notebooks H*, Scene 3
Erprobungsfassung und Tests des Stu¨cklistenproblems
In seiner Staatsexamensarbeit berichtet R. Klein [138, S. 100 ff bzw. S. 109 ff] von der Er-
probung des Lernarrangements Stu¨cklisten im Rahmen des Projektes NaT–Working Mathe-
matik NRW der Robert–Bosch–Stiftung, die unter Betreuung des Verfassers als MuPAD–
Evaluationsversion verfasst wurde. Die ersten beiden Abschnitte dieser Erprobungsfassung
wurden bei zwei Gelegenheiten eingesetzt: im Rahmen eines NaT–Working–Workshops mit
insgesamt 14 Schu¨lerinnen und Schu¨lern und bei einer MINT–EC-Tagung mit 24 erfahre-
nen Lehrerinnen und Lehrern. Bei beiden Veranstaltungen war das Stu¨cklistenproblem der
zweite Parcours, vorgeschaltet war jeweils eine kurze CAS–Einheit u¨ber lineare Gleichungs-
systeme. Zu den Rahmenbedingungen im Schu¨ler–Workshop
[. . . ] ist zu sagen, dass eine Bruttobearbeitungszeit von etwa zweieinhalb Stunden zur Verfu¨gung
stand, Pausen konnten nach eigenem Ermessen gewa¨hlt werden. Die Progression der Bearbeitung
ist daher auch sehr gemischt, lediglich eine Gruppe hat auch die zweite Etappe komplett abschlie-
ßen ko¨nnen. Die meisten Schu¨ler sind in der Vorgabezeit etwa bis zur Mitte der zweiten Etappe
gekommen. [a. a. O., S. 120]
wa¨hrend die Bearbeitungszeit in der Lehrerfortbildung ca. 1 Stunde betrug. Als versta¨nd-
niskritisch erwiesen sich in beiden Fa¨llen zwei Teile der zweiten Stu¨cklistenproblem–Etappe.
Die erste Bruchstelle markiert folgende Worksheet-Passage, die direkt nach der Darstellung
des Verflechtungsgraphen steht:
Am Diagramm erkennst du auch, dass fu¨r die Produktion - im Folgenden immer dargestellt als
Vektor P (wie Produktion) - sowohl die interne Nachfrage des Vektors A (wie Arbeitsbedarf) als
auch die externe Nachfrage B (wie Bestellung des Kunden) gedeckt sein mu¨ssen.
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Es gilt somit: P = A + B.
Hinsichtlich des Produktionsprozesses wollen wir einen Bauteil erst dann im Vektor erscheinen
lassen, wenn alle Teile und Baugruppen, die er entha¨lt, bereits genannt wurden. [a. a. O., S. 63]
Lediglich unterbrochen durch die Frage nach der Eindeutigkeit der technologischen Rei-
henfolge im Stu¨cklistenproblem – jedoch ohne enaktive Zwischenhandlungen – folgt noch
auf der gleichen Seite eine weitere entscheidende Erla¨uterung:
Der Anteil der fu¨r die Produktion intern beno¨tigten Teile (Vektor A) ist auch abha¨ngig von der
jeweiligen Produktion. Mit Hilfe einer Matrix M muss es also mo¨glich sein, folgende Beziehung
darzustellen: A = M * P.
Diese spezielle Matrix M wird als Mengenmatrix bezeichnet, da in ihren Spalten enthalten ist,
wieviele Teile der anderen Elemente jeweils fu¨r die Produktion eines Elementes beno¨tigt werden.
[a. a. O., S. 64]
Dazu bemerkt Klein mit Recht:
In der zweiten Etappe stellte sich in diesem Seminar und auch bei einem anderen Einsatz der
Lerneinheit, die Produktionsaufteilung in internen und externen Bedarf, repra¨sentiert durch die
Gleichung sowie die unter Einfu¨hrung der Mengenmatrix gewonnene Beziehung, als Knackpunkt
heraus. Hier sollte die Lerneinheit bei einer Weiterentwicklung noch mehr ins Detail gehen. In
der u¨ber das Stu¨cklistenproblem gesichteten Literatur wird dieser Punkt leider meistens auch sehr
knapp behandelt und fast als kanonisch einsichtig dargestellt.
Hier seien daher kurz die wesentlichen Redesignmaßnahmen zusammengefasst, von de-
nen man sich eine Versta¨ndniserho¨hung und Akzeptanzverbesserung des Lernarrangements
Stu¨cklistenproblem versprechen kann:
– Aufsplitten des vormals einteiligen Parcours in drei Parcours-Teile F*, G*, H* und
damit Angleichung an die schon entwickelten Lernarrangements Matrizen & Graphen
bzw. Matrizen & Prozesse;
– Verlagern der konkreten Berechnung von Stu¨cklisten mit
”
Zahlenbeispielen“ vom Ende
des Lernarrangements an den Anfang des ersten Parcours; dadurch resultiert eine erho¨hte
Aktivierung (Handlungsbasierung) der Lerner, eine Explizierung des Begriffs Stu¨ckliste,
die Ero¨ffnung von weiteren Fragestellungen am selbst erarbeiteten Datenmaterial sowie
eine Reduktion des verbalen Erkla¨rungsanteils;
– fru¨he
”
Vervollsta¨ndigungs“–Handlungen am Verflechtungsgraphen schaffen eine intensi-
vere Kontextvertrautheit mit informellen Lo¨sungsmo¨glichkeiten;
– Abtrennung eines expliziten Modellierungsteils zur enaktiven Konstruktion der Techno-
logiematrix in einem eigenen Parcours F*;
– Konstruktion von generischen Organizern (Mikrowelten) zum experimentellen explora-
tiven Erkunden der Linearita¨t von T*X und der Beziehung zwischen X-T*X-B;
– Schaffung einer heuristischen Leitlinie durch die Parcoursfolge mit Hilfe einer Implikati-
onskaskade (
”
Analogieschluss-Sequenz“);
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– Fokussierung auf eine schlagartige Konzeptpra¨gung durch Reduktion programmiertech-
nischer Komplikationen z. B. bei der Konstruktion der Einheitsmatrix u¨ber den
”
hoch-
Null“–Analogieschluss oder bei der Konstruktion der Technologiematrix mit Hilfe des
Konkat-Operators;
– Gliederung der Einzelparcourse in (einstellig viele) Sinneinheiten gema¨ß Miller ’s
”
7± 2“–
Regel in Angleichung zu den anderen Lernarrangements.
Erprobungen dieses Redesigns erfolgten mit Klassen 10 und 12 am Gymnasium und zeigten
erhebliche Performancegewinne.
Anhang F
Glossar
APOS-Theorie: Akronym fu¨r ActionyProcessyObjectySchema–Theorie;
sozial-konstruktivistische Lehr- und Lerntheorie und internationaler theoretischer
Forschungsansatz zur praktischen Curriculumentwicklung; wird insbesondere als com-
puterbasierte fachdidaktische Lehr- und Lernmethode eingesetzt. Die APOS-Theorie
versteht sich als Fortschreibung der entwicklungspsychologischen Stufentheorie Pia-
get’s, vgl. [89] .
ACE-Zyklus: beschreibt eine Orchestrierung des computerbasierten Unterrichts in einer
Abfolge von Activities (mit CAS / amPC) – (whole) Class (teaching) – Exercises -
Zyklen gema¨ß der APOS-Theorie
CAS: kurz fu¨r Computer–Algebra–System. Es handelt sich dabei um Software zur Aus-
fu¨hrung symbolischer (
”
algebraischer“) Umformungen mit einem Computer. Bekann-
te CAS sind z. B. MuPAD, Maple, Maxima, Mathematica oder MathPiper.
LACSG: Akronym fu¨r Linear Algebra Curriculum Study Group, siehe [117]
M2.A.K.E.-Lernarrangement: Adaption des A.C.E.-Zyklus durch eine Rahmung mit
metakognitiven Aktivita¨ten in der Problem-Launch-Phase sowie der Ru¨ckblicksphase
einer Problembearbeitung
Outsourcing: Auslagerung (nach Peschek: des ’Operativen’) routinehafter mathemati-
scher Ta¨tigkeiten wie z. B. Termumformungen oder Lo¨sungsberechnungen. Hier auch
ausgeweitet als ’Auslagerung des Memorativen’ (z. B. in Module gekapseltes Wissen)
verstanden.
RME: kurz fu¨r Realistic Mathematics Education; Forschungsrichtung der niederla¨ndi-
schen Mathematikdidakik, die in der Nachfolge von Freudenthal die Mathematik
als menschliche Aktivita¨t versteht. Hier benutzen wir insbesondere die Sicht auf die
Modellbildungsaktivita¨ten (’Modell fu¨r’ vs. ’Modell zu’), vgl. z.B. [109].
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434 Anhang F. Glossar
RUMEC: internationale Arbeitsgruppe von Forschern auf der Basis der APOS-Theorie
bzw. die dazugeho¨rige Forschungsgemeinschaft unter dem Titel Research in Under-
graduate Mathematics Education; in neueren Vero¨ffentlichungen auch als RUMEC
bezeichnet, d.h. RUME-Community.
SONG: Akronym fu¨r symbolisch – orthographisch (versprachlicht) – numerisch – graphisch
(visualisiert); ein didaktisches Prinzip speziell fu¨r den CAS-gestu¨tzten Mathematik-
unterricht. Es handelt sich um eine CAS-gema¨ße Realisierung des didaktischen Prin-
zips der multiplen Repra¨sentation bzw. des bekannten Brunerschen E-I-S-Prinzips
(Enaktiv-Ikonisch-Symbolisch) zur variationsreichen Darbietung bzw. Darstellung
von Lerngegensta¨nden.
TLAG: Akronym fu¨r Teaching Linear Algebra Group, siehe [52]
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