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Einleitung
Zu Beginn des letzten Jahrhunderts begann mit den Arbeiten von Fatou und
Julia (siehe [6] und [7]) die systematische Untersuchung der Folge der Ite-
rierten einer rationalen Funktion. Beide zerlegten unabha¨ngig voneinander die
Riemannsche Zahlenkugel in zwei heute nach ihnen benannte Mengen. In der
Fatoumenge bildet die Iteriertenfolge definitionsgema¨ß eine im Montelschen
Sinne normale Familie. Ihre lokalen dynamischen Eigenschaften sind dort un-
anfa¨llig gegenu¨ber kleinen Sto¨rungen von Startwerten. In der komplementa¨ren
Juliamenge ist das Verhalten der Iteriertenfolge dagegen
”
unvorhersagbar“,
sozusagen chaotisch.
Ein wichtiges Ergebnis fu¨r die Untersuchung der stabilen Gebiete, das sind die
gro¨ßtmo¨glich zusammenha¨ngenden Normalita¨tsbereiche, war die von Fatou
begonnene Klassifikation der invarianten Gebiete, die aber noch la¨ngere Zeit
unvollsta¨ndig blieb. Denn erst Sullivan zeigte in den achtziger Jahren, dass es
neben periodischen (stabilen) Gebieten und solchen, die unter einer Iterierten
auf periodische Gebiete abgebildet werden, keine wandernden stabilen Gebiete
gibt. Sein Beweis beruht auf der Methode der quasikonformen Konjugation,
durch die sich topologische und geometrische Aussagen u¨ber die Juliamenge
einer Funktion auf deren Konjugierte u¨bertragen lassen. Wir bedienen uns in
der vorliegenden Arbeit dieser Methode nur insofern, dass wir eine daraus re-
sultierende Anwendung benutzen.
Die Klassifikation der Fixgebiete verdeutlicht die Bedeutung des Zusammen-
spiels von periodischen Punkten mit kritischen Punkten, in denen die zugrunde
liegende Funktion definitionsgema¨ß nicht lokal konform ist und deren endliche
Anzahl durch den Funktionsgrad festgelegt ist. Die aus der Klassifikation resul-
tierenden Fatou- und Rotationsgebiete binden in einer fu¨r sie typischen Weise
nicht pra¨periodische kritische Punkte, was die Beschra¨nktheit der Anzahl der
periodischen Gebiete zur Folge hat.
Die Frage, unter welchen Voraussetzungen die Juliamenge zusammenha¨ngend
oder lokal zusammenha¨ngend ist, ru¨ckte in den letzten Jahrzehnten in den Mit-
telpunkt des Interesses. Dabei haben die kritischen Punkte einen großen Ein-
fluss auf die Dynamik einer rationalen Funktion und die topologischen sowie
geometrischen Eigenschaften ihrer Juliamenge. Topologische Aussagen u¨ber
Ra¨nder von periodischen Fatougebieten ko¨nnen je nach Anzahl der durch sie
gebundenen kritischen Punkte getroffen werden. Je gro¨ßer die Zahl aller vorhan-
denen kritischen Punkte ist, desto schwerer fa¨llt es, allgemeingu¨ltige Aussagen
u¨ber die Juliamenge zu treffen. Schon bei einer rationalen Funktion dritten
Grades mit ihren vier kritischen Punkten besteht diese Problematik.
Es liegt der Gedanke nahe, rationale Funktionen zu untersuchen, bei denen die
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Anzahl der fu¨r die Dynamik entscheidenden kritischen Punkte, das sind gera-
de die nicht pra¨periodischen, reduziert ist. So setzt Milnor in [11] diese Idee
in der Art um, dass er die Anzahl verschiedener kritischer Punkte verringert
und rationale Funktionen untersucht, die genau zwei kritische Punkte besitzen.
Wir beschreiten einen anderen Weg und reduzieren in den Ausfu¨hrungen zu
dieser Arbeit die Anzahl der nicht pra¨periodischen kritischen Punkte. Ausge-
hend von einer notwendigen Bedingung fu¨r Funktionen, deren Juliamenge ein
Jordanbogen ist, werden gewisse Funktionen konstruiert, bei denen die Ha¨lfte
der kritischen Punkte pra¨periodisch ist. Wir beschra¨nken uns dabei auf Fa¨lle
von Funktionen zweiten und dritten Grades.
In Kapitel 1 werden die Grundlagen der Iterationstheorie vorgestellt, soweit sie
fu¨r diese Arbeit relevant sind. Auch eine Anwendung der Methode der quasi-
konformen Konjugation wird aufgefu¨hrt.
Die rationalen Funktionen zweiten Grades werden in Kapitel 2 behandelt. Wir
untersuchen die Menge H2 der Funktionen, die einen kritischen Punkt besitzen,
der durch zweimaliges Anwenden der Funktion auf einen Fixpunkt abgebildet
wird. Dieses ist fu¨r eine Funktion zweiten Grades eine notwendige Bedingung
dafu¨r, dass ihre Juliamenge ein Jordanbogen ist, so dass solche Funktionen
eine Teilmenge von H2 bilden. Wir gehen zur Menge G2 ⊂ H2 der Funktionen
mit einem kritischen Punkt c und dem Abbildungsverhalten c 7→ ∞ 7→ 0 7→ 0
u¨ber. Funktionen aus G2, die mit Hilfe einer Mo¨biustransformation zueinander
konjugiert sind, besitzen die gleiche Dynamik und werden in A¨quivalenzklassen
zusammengefasst. In der Menge G∗2 der A¨quivalenzklassen kann jedem Element
eine eindeutige Invariante zugeordnet werden, in deren Abha¨ngigkeit eine Klas-
sifikation vorgenommen wird und diejenigen Klassen mit zusammenha¨ngender
Juliamenge genau bestimmt werden. Dabei ko¨nnen wir wie fu¨r Polynome der
Form z2 + q eine Mandelbrotmenge definieren, fu¨r deren Komponenten eine
Charakterisierung gegeben wird.
Der Kern der Arbeit liegt in der Untersuchung von Funktionen dritten Gra-
des. Hier ist die Existenz zweier kritischer Punkte, deren Bild aus zwei Fix-
punkten oder einem Zyklus zweiter Ordnung besteht, notwendig dafu¨r, dass
die Juliamenge ein Jordanbogen ist. Wir greifen nur den ersten Fall mit
zwei sogenannten markierten Fixpunkten heraus und betrachten in Kapitel 3
vorbereitend solche Funktionen f dritten Grades, die einen Fixpunkt z0 mit
kritischem Urbild besitzen. Hierfu¨r ko¨nnen Aussagen u¨ber die Juliamenge in
Abha¨ngigkeit von dem dynamischen Typ des Fixpunktes, der fu¨r endliches z0
durch dessen Multiplikator f ′(z0) bestimmt ist, bewiesen werden.
1) Ist z0 attraktiv (|f ′(z0)| < 1) mit Attraktionsgebiet A(z0), so ist die Ju-
liamenge genau dann zusammenha¨ngend, wenn der kritische Vorga¨nger
und genau ein nicht pra¨periodischer kritischer Punkt in A(z0) liegen.
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2) Ist z0 rational indifferent (f
′(z0) ist eine n-te Einheitswurzel) mit der Ge-
samtheit A(z0) der zugeho¨rigen Attraktionsgebiete, so ist die Juliamenge
zusammenha¨ngend, wenn sich genau ein kritischer Punkt in A(z0) befin-
det oder wenn genau zwei kritische Punkte in A(z0) liegen und A(z0) aus
2n Gebieten besteht.
Analog zur Menge G2 wird in Kapitel 4 die Menge G3 der Funktionen dritten
Grades definiert, die die markierten Fixpunkte 0 und ∞ mit jeweils kritischem
Urbild besitzen. Auch hier gehen wir zu einer Menge G∗3 von A¨quivalenzklassen
u¨ber, deren Elementen zwei eindeutige Invarianten zugeordnet werden ko¨nnen,
in deren Abha¨ngigkeit wir Standardvertreter fu¨r die Klassen bestimmen und
Aussagen u¨ber die Multiplikatoren der markierten Fixpunkte treffen.
Mit dem Ziel einer Klassifikation gewisser Elemente aus G∗3 geben wir in Ka-
pitel 5 zuna¨chst einen Bereich im Parameterraum P∗ von G∗3 an, fu¨r den bei-
de markierten Fixpunkte attraktiv sind. Dieser Bereich fu¨hrt auf Klassen mit
hyperbolischen Vertretern, deren Juliamengen Jordankurven sind. Bei der
Suche nach Klassen mit Funktionen, deren Juliamengen Jordanbo¨gen sind,
beschra¨nken wir uns auf einen bestimmten Schnitt durch P∗, dessen Parameter
auf zusammenfallende freie kritische Punkte fu¨hren. Hier ist die Ausgangsidee,
die Anzahl der fu¨r die Dynamik entscheidenden kritischen Punkte zu reduzie-
ren, noch konsequenter umgesetzt, da ein einziger (doppelter) kritischer Punkt
fu¨r die Realisierung von Fatou- oder Rotationsgebieten verbleibt. In diesem
Schnitt ko¨nnen wir eine Mandelbrotmenge angeben, die eine Komponente
besitzt, deren Parameter auf Jordanbo¨gen fu¨hren. Weiterhin werden wir zei-
gen, dass es in der Menge G∗3 (im Gegensatz zu Funktionen zweiten Grades)
Klassen mit Vertretern gibt, die unzusammenha¨ngende, aber nicht total unzu-
sammenha¨ngende Juliamengen besitzen. Außerdem geben wir in Abha¨ngigkeit
von den Typen der markierten Fixpunkte an, in welchen Fa¨llen die Juliamenge
zusammenha¨ngend oder total unzusammenha¨ngend ist.
In Kapitel 6 wird ein Ausblick auf Funktionen ho¨heren Grades gegeben, die
durch eine zu den untersuchten Fa¨llen von Funktionen zweiten und dritten Gra-
des analoge Bedingung charakterisiert sind. Es werden Kandidaten fu¨r die In-
varianten der A¨quivalenzklassen angegeben und einige U¨berlegungen zur Geo-
metrie der Juliamenge skizziert.
1 Allgemeines
Eine Zusammenfassung der wichtigsten Begriﬄichkeiten und Aussagen der Ite-
rationstheorie in Abschnitt 1.1 geht einer Abhandlung u¨ber den Begriff der
Konjugation in Abschnitt 1.2 voraus. Alle hier vorgestellten Aussagen sind
klassisch und sind Gegenstand der Bu¨cher [2], [4], [10] und [13]. Abschließend
wird die Methode der quasikonformen Konjugation angeschnitten, indem in
Abschnitt 1.3 eine fu¨r die Iteration wichtige Anwendung vorgestellt und eine
Folgerung fu¨r einen speziellen Fall bewiesen wird. Da fu¨r das weitere Versta¨nd-
nis dieser Arbeit quasikonforme Abbildungen keine Rolle spielen, werden De-
finitionen und Sa¨tze hierzu ausgelassen, die aber in den Bu¨chern [1] und [8]
thematisiert werden.
1.1 Grundlegendes zur Iteration rationaler Funktionen
Die Grundlage der Iterationstheorie bilden meromorphe Selbstabbildungen der
Riemannschen Zahlenkugel, also rationale Funktionen. Fu¨r die zu definieren-
den Begriﬄichkeiten wird durch einen entsprechenden Index die zugrunde lie-
gende Funktion kenntlich gemacht. Sofern keine Missversta¨ndnisse entstehen,
wird auf diesen Index verzichtet.
Gegeben sei eine rationale Funktion f = P
Q
mit teilerfremden Polynomen P
und Q. Dann ist der globale Grad d = df von f definiert als das Maximum der
Polynomgrade von P und Q, also durch
d := deg f := max(degP,degQ).
Da die Iteration rationaler Funktionen vom Grad d = 1, der Mo¨biustransfor-
mationen, vollsta¨ndig untersucht ist, werden rationale Funktionen vom Grad
d ≥ 2 betrachtet.
Die Iterierten fn von f sind induktiv definiert durch
f0 := id, f1 := f, fn+1 := f ◦ fn (n ∈ N).
Das Verhalten der Punkte aus Ĉ unter Iteration wird als Dynamik bezeichnet.
Dabei heißt ein z0 ∈ Ĉ im Montelschen Sinne normal, wenn in einer Um-
gebung U von z0 die Folge (f
n) der Iterierten von f eine in U gleichma¨ßig
konvergente Teilfolge besitzt. Dabei ist die konstante Grenzfunktion ∞ zuge-
lassen. Die Menge aller normalen Punkte wird in der Fatoumenge F = Ff
zusammengefasst, also
F := {z ∈ Ĉ : z normal}.
In kleinen Umgebungen eines Punktes der Fatoumenge ist ein einheitliches
Verhalten unter Iteration zu beobachten. Man sagt daher, dass die Dynamik
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von f in F stabil ist. Die Fatoumenge ist offen und entweder leer oder zerfa¨llt
in eine, zwei oder abza¨hlbar unendlich viele Zusammenhangskomponenten, die
stabilen Gebiete von f .
Nicht normale Punkte im Komplement der Fatoumenge bilden die Juliamenge
J := Ĉ \ F .
Man spricht dort von einem chaotischen dynamischen Verhalten, da in beliebig
kleinen Umgebungen eines Punktes der Juliamenge das Verhalten unter Ite-
ration nicht vorhergesagt werden kann. Die Juliamenge ist kompakt, perfekt,
niemals leer und umfasst entweder die gesamte Zahlenkugel oder entha¨lt keine
inneren Punkte. Sie ist entweder zusammenha¨ngend, und zwar genau dann,
wenn jedes stabile Gebiet einfach zusammenha¨ngend ist, oder sie besteht aus
u¨berabza¨hlbar vielen Komponenten. Ist im zweiten Fall J sogar total unzu-
sammenha¨ngend, so spricht man von einer staubfo¨rmigen Juliamenge.
Per Definition zerlegen Fatou- und Juliamenge die Riemannsche Zahlenku-
gel. Sie sind außerdem unter f vollsta¨ndig invariant. Das bedeutet
f−1(F) = F = f(F), f−1(J ) = J = f(J ).
Damit besitzen f und jede Iterierte von f dieselbe Fatou- und Juliamenge.
Das Gebiet U werde unter f auf das Gebiet V abgebildet, also f(U) = V .
Die rationale Abbildung f : U → V heißt eigentlich, wenn f(∂U) = ∂V gilt. In
diesem Fall besitzt jeder Punkt in V unter f mit Beru¨cksichtigung von Viel-
fachheiten genau k Urbilder in U . Dabei wird f eine (k : 1)-Abbildung und k
der lokale Grad von f in U genannt, der immer kleiner oder gleich dem globa-
len Grad d ist. Fu¨r die Iteration ist wesentlich, dass f seine stabilen Gebiete
eigentlich aufeinander abbildet. Die vollsta¨ndige Invarianz eines stabilen Ge-
bietes U unter f kann dann auch dadurch beschrieben werden, dass der lokale
Grad von f in U mit dem globalen Grad von f u¨bereinstimmt.
Ein kritischer Punkt c0 von f ist eine Stelle, an der f nicht lokal konform
ist. Der lokale Grad k von f ist also in kleinen Umgebungen von c0 min-
destens 2. Entweder verschwindet die Ableitung von f in c0 und c0 ist ei-
ne Nullstelle der Vielfachheit k − 1 von f ′ oder c0 ist eine k-fache Polstel-
le von f . Das Bild w0 = f(c0) von c0 heißt kritischer Wert von f . Im Fall
der (k − 1)-fachen Nullstelle existieren wegen des lokalen Abbildungsverhal-
tens Kreise W = {w ∈ C : |w − w0| < ε}, V = {ζ ∈ C : |ζ| < ε 1k }, ein Gebiet
U , in dem c0 enthalten ist, und eine solche konforme Abbildung g : U → V ,
dass f(z) = w0 + (g(z))
k gilt. Insbesondere ist f eine eigentliche Abbildung
von U auf W vom Grad k.
Die Menge C = Cf der kritischen Punkte einer rationalen Funktion f vom
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Grad d besteht aus maximal 2d − 2 verschiedenen Elementen. Za¨hlt man die
kritischen Punkte gema¨ß ihrer Vielfachheiten, so besitzt f genau 2d − 2 kriti-
sche Punkte.
Eine Beziehung zwischen dem Grad k einer eigentlichen Abbildung f : U → V
und der Anzahl r der kritischen Punkte von f in U beschreibt die Riemann-
Hurwitz-Formel fu¨r endlichfach zusammenha¨ngende Gebiete (siehe [14]). Sind
U ein m-fach und V ein n-fach zusammenha¨ngendes Gebiet, so gilt
(m− 2) = k(n− 2) + r.
Ist ein stabiles Gebiet U vollsta¨ndig invariant, so sind alle stabilen Gebiete, die
nicht mit U u¨bereinstimmen, einfach zusammenha¨ngend.
Ist z0 ein Punkt in Ĉ, so heißt ein
• w ∈ Ĉ mit w = fn(z0) fu¨r ein n ∈ N ein Nachfolger von z0 und ein
• ζ ∈ Ĉ mit fn(ζ) = z0 fu¨r ein n ∈ N ein Vorga¨nger von z0.
Im Fall n = 1 wird auch von dem direkten Nachfolger bzw. einem direkten
Vorga¨nger gesprochen. Die Menge O+(z0) aller Nachfolger von z0, das ist
O+(z0) :=
∞⋃
n=1
fn(z0),
wird der Orbit von z0 genannt. Anstelle eines einzelnen Punktes kann ein Orbit
auch fu¨r Teilmengen aus Ĉ definiert werden. Es soll hier nur der sogenannte
kritische Orbit
O+(C) :=
∞⋃
n=1
fn(C)
erwa¨hnt werden, der einen großen Einfluss auf die Dynamik von f hat.
Punkte mit endlichem Orbit lassen sich wie folgt klassifizieren. Ein z0 ∈ Ĉ heißt
• periodisch, falls es ein p ∈ N gibt mit z0 = fp(z0),
• pra¨periodisch, falls fk(z0) fu¨r ein k ∈ N periodisch ist.
Ist z0 periodisch, so existiert ein minimales p ∈ N mit z0 = fp(z0) und z0 wird
periodischer Punkt der Ordnung p und Fixpunkt im Fall p = 1 genannt. Er
tra¨gt wesentlich zur lokalen Dynamik von f bei. Entscheidend dafu¨r ist sein
Multiplikator
λ(z0) =
 (f
p)′(z0) falls z0 6=∞,(
T−1 ◦ fp ◦ T )′ (0) falls z0 =∞.
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Dabei ist T (z) = z−1. Der periodische Punkt z0 der Ordung p und seine
p−1 Nachfolger sind paarweise verschieden, wobei letztere ebenfalls periodische
Punkte derselben Ordnung sind. Sie werden zu einem Zyklus α der La¨nge p
zusammengefasst, d.h. es ist α = {z0, f(z0), ..., fp−1(z0)}. Da die Multiplikato-
ren der periodischen Punkte in α u¨bereinstimmen, ist eine sinnvolle Definition
des Multiplikators von α durch λ(α) := λ(z0) gegeben.
Periodizita¨t kann auch fu¨r stabile Gebiete sinnvoll und analog zu periodischen
Punkten definiert werden. Ein stabiles Gebiet U heißt
• periodisch, falls es ein p ∈ N gibt mit U = fp(U),
• pra¨periodisch, falls fk(U) fu¨r ein k ∈ N periodisch ist.
Im Fall p = 1 wird ein periodisches Gebiet auch Fixgebiet oder invariant
genannt. Sullivan zeigte in seinem
”
no-wandering-domain“-Theorem (siehe
[16]), dass jedes stabile Gebiet periodisch oder pra¨periodisch ist. Also sind die
beiden oben genannten Fa¨lle die einzig vorkommenden.
Es sei z0 ein periodischer Punkt der Ordnung p und o.B.d.A. p = 1, denn sonst
wird die p-te Iterierte betrachtet, die dieselbe Dynamik besitzt. Dann werden
folgende Fa¨lle in Abha¨ngigkeit des Multiplikators λ = λ(z0) des Fixpunktes z0
unterschieden.
1) Ist λ = 0, so ist z0 ein kritischer Punkt und heißt superattraktiver Fix-
punkt. Er liegt in einem Fixgebiet U , einem sogenannten Bo¨ttchergebiet,
in dem (fn) lokal gleichma¨ßig gegen z0 konvergiert. In U liegt minde-
stens ein nicht pra¨periodischer kritischer Punkt. Ist es genau einer, so ist
U einfach zusammenha¨ngend. Fu¨r den lokalen Grad k in U gilt k ≥ 2
und U ist einfach oder ∞-fach zusammenha¨ngend.
2) Fu¨r 0 < |λ| < 1 heißt z0 attraktiver Fixpunkt. Er liegt in einem Fixge-
biet U , einem sogenannten Schro¨dergebiet, in dem (fn) lokal gleichma¨ßig
gegen z0 konvergiert. In U liegt mindestens ein nicht pra¨periodischer kri-
tischer Punkt. Ist es genau einer, so ist U einfach zusammenha¨ngend.
Fu¨r den lokalen Grad k in U gilt k ≥ 2 und U ist einfach oder ∞-fach
zusammenha¨ngend.
3) Im Fall λ = e2piiα mit α = k
l
∈ Q (k, l teilerfremd) ist λ eine l-te Einheits-
wurzel, und z0 heißt rational indifferent oder Leaupunkt. Im Unterschied
zu den vorherigen Typen liegt er in der Juliamenge. Nach U¨bergang zur
Iterierten f l und einer Konjugation (siehe dazu Abschnitt 1.2) kann vom
Fixpunkt 0 mit Multiplikator λ = 1 und einer Potenzreihenentwicklung
f(z) = z − zs+1 +O(zs+2)
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um 0 mit s ∈ N ausgegangen werden. Es existieren dann s verschiedene
stabile Gebiete Uj , in denen jeweils (f
n) lokal gleichma¨ßig gegen den
Nullpunkt konvergiert, der auf dem Rand eines jeden Uj liegt. Die Uj
heißen Leaubla¨tter und die Gesamtheit der zum Nullpunkt geho¨renden
invarianten Attraktionsgebiete U = U1 ∪ ...∪Us heißt Leaublume. Es gilt
fu¨r alle j = 1, ..., s und z ∈ Uj
arg fn(z)→ 2pij
s
=: ϕj ,
fu¨r n → ∞, also wirkt f la¨ngs der Achsen arg z = ϕj attraktiv. Zu
jedem j existiert in Uj um die darin enthaltene Achse in der Na¨he des
Nullpunktes ein anziehendes Petal Pj mit der Winkelbreite
pi
s
, fu¨r das
f(Pj) ⊂ Pj gilt. Wie die vorherigen Typen besitzt jedes Leaublatt einen
kritischen Punkt von f . Liegt in Uj genau ein kritischer Punkt, so ist Uj
einfach zusammenha¨ngend. Fu¨r den lokalen Grad k in Uj gilt k ≥ 2 und
Uj ist einfach oder ∞-fach zusammenha¨ngend.
Im Falle einer l-ten Einheitswurzel (es wird f und nicht f l betrachtet)
existieren dann s Leaubla¨tter, die durch f zyklisch in Abha¨ngigkeit von
l und k aufeinander abgebildet werden. Dabei teilt l die Anzahl s der
Bla¨tter und die Leaublume entha¨lt mindestens s
l
kritische Punkte.
4) Ist λ = e2piiα mit α ∈ R \Q, so heißt z0 irrational indifferenter Fixpunkt.
Hier sind zwei verschiedene Fa¨lle mo¨glich.
a) Liegt z0 in der Juliamenge, so heißt z0 Cremerpunkt. Er ist im
Abschluss des kritischen Orbits enthalten.
b) Geho¨rt z0 zur Fatoumenge, so wird z0 Siegelpunkt genannt. Er liegt
in einem einfach zusammenha¨ngenden Fixgebiet U , einer sogenann-
ten Siegelscheibe (mit Zentrum z0), die durch f konform auf sich
abgebildet wird. Es existiert eine konforme Abbildung ϕ : D → U
mit ϕ(0) = z0 und
ϕ−1 ◦ f ◦ ϕ(z) = λz.
Also wirkt f auf U wie eine Drehung. Der Rand der Siegelscheibe
ist im Abschluss des kritischen Orbits enthalten.
5) Fu¨r |λ| > 1 wird z0 abstoßender Fixpunkt genannt. Er liegt in der Ju-
liamenge und in seiner Na¨he ist f konform konjugiert zur Drehstreckung
λz. Die abstoßenden periodischen Punkte liegen in der Juliamenge dicht.
Ist U ein Fixgebiet, so kann es ein Bo¨ttcher-, Schro¨der-, Leaugebiet oder
eine Siegelscheibe sein. Die vollsta¨ndige Klassifikation der Fixgebiete beinhal-
tet aber noch einen weiteren Typus, der nicht mit einem Fixpunkt in Korre-
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lation steht. Es kann U ein sogenannter Arnol’d-Herman-Ring sein, ein zwei-
fach zusammenha¨ngendes Gebiet, in dem f wie eine irrationale Drehung eines
Kreisringes wirkt. Jeder der beiden Randkomponenten liegt im Abschluss des
kritischen Orbits.
Die ersten drei Gebietstypen, in denen die Folge der Iterierten eine konstante
Grenzfunktion besitzt, fasst man unter dem Begriff der Fatougebiete zusam-
men, wa¨hrend Siegelscheiben und Arnol’d-Herman-Ringe wegen der dort
speziellen Dynamik von f Rotationsgebiete genannt werden.
In dieser Arbeit werden speziell rationale Funktionen zweiten und dritten Gra-
des betrachtet. Solche vom Grad d = 2 besitzen (mit Vielfachheiten geza¨hlt)
genau zwei kritische Punkte. Ist einer davon pra¨periodisch, so verbleibt ein
freier kritischer Punkt zur Realisierung nicht abstoßender Zyklen. Die Existenz
von Arnol’d-Herman-Zyklen fu¨r Funktionen zweiten Grades ist mit Shishi-
kuras Abscha¨tzung fu¨r die Anzahl nAH von Arnol’d-Herman-Zyklen einer
Funktion vom Grad d ausgeschlossen (siehe [12]), denn es gilt
nAH < d− 1.
Rationale Funktionen vom Grad d = 3 besitzen (mit Vielfachheiten geza¨hlt)
genau vier kritische Punkte. Sind zwei davon pra¨periodisch, so verbleiben zwei
freie kritische Punkte zur Realisierung nicht abstoßender Zyklen. Hier kann
dabei jeder der oben genannten Typen realisiert werden.
Es sind einige Aussagen u¨ber die Geometrie der Juliamenge von hyperboli-
schen Funktionen bekannt. Eine Funktion f heißt hyperbolisch, wenn der Ab-
stand von O+(C) zur Juliamenge von f positiv ist. Dann gilt folgendes.
1) Ist F zusammenha¨ngend, so ist J staubfo¨rmig (siehe [13, S. 121]).
2) Besitzt f ein invariantes und einfach zusammenha¨ngendes stabiles Gebiet
U , so wird dieses von einer Kurve berandet. Ist U vollsta¨ndig invariant,
so ist die Juliamenge eine Kurve (siehe [13, S. 137]).
3) Ist die Juliamenge zusammenha¨ngend, so ist sie eine Kurve (siehe [9]).
Die zweite und dritte Aussage bleibt richtig, wenn man fu¨r f noch pra¨periodi-
sche kritische Punkte in J zula¨sst. In diesem Fall heißt f subhyperbolisch. Sind
alle kritischen Punkte pra¨periodisch, so ist die Fatoumenge leer und J = Ĉ.
Ist F 6= ∅ und zusammenha¨ngend und auch die Juliamenge zusammenha¨ngend,
so wird J ein Dendrit genannt. Dann stimmt F mit einem einzigen einfach zu-
sammenha¨ngenden stabilen Gebiet U u¨berein, zu dem ein (super)attraktiver
oder ein rational indifferenter Fixpunkt geho¨rt. Es liegt also ein Bo¨ttcher-,
Schro¨der- oder Leaugebiet vor. Notwendig dafu¨r, dass die Juliamenge ein
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Dendrit ist, ist die Existenz von d− 1 kritischen Punkten in J , hinreichend ist
zusa¨tzlich die Existenz von d− 1 kritischen Punkten in einem stabilen Gebiet.
Liegen d− 1 kritische Punkte in der Juliamenge, so ist notwendig und hinrei-
chend dafu¨r, dass J ein Jordanbogen ist, die Existenz von a, b ∈ Ĉ mit
f(J ∩ C ∪ {a, b}) = {a, b}
(siehe [15]). Endpunkte des Jordanbogens sind die Punkte a, b. Die in J gele-
genen kritischen Punkte sind paarweise verschieden und einfach. Weiterhin gilt
f−1({a, b}) = J ∩ C ∪ {a, b}.
1.2 Konjugation rationaler Funktionen
Es seiM die Menge aller Mo¨biustransformationen, das sind Funktionen T mit
T (z) =
az + b
cz + d
und komplexen Parametern a, b, c, d, die ad− bc 6= 0 erfu¨llen. Es bildet M
bezu¨glich der Komposition ◦ eine Gruppe. Mit ihr la¨sst sich fu¨r zwei ratio-
nale Funktionen f und g die Konjugation ∼ definieren durch
f ∼ g :⇔ Es existiert ein T ∈M mit g(z) = T−1 ◦ f ◦ T (z) fu¨r z ∈ Ĉ.
In diesem Fall gilt Ff = T (Fg) und Jf = T (Jg). Dabei zeigt die Familie der
Iterierten von g das gleiche dynamische Verhalten wie die Familie der Iterierten
von f . Ist na¨mlich α ein Zyklus von f mit Multiplikator λ(α) und g ∼ f , so
besitzt g den Zyklus T−1(α) mit demselben Multiplikator.
In dieser Arbeit werden rationale Funktionen mit gewissen Eigenschaften un-
tersucht, fu¨r die nur bestimmte Transformationen beno¨tigt werden, um nach
Konjugation diese Eigenschaften zu erhalten. Daher werden wir den Konjuga-
tionsbegriff verallgemeinern.
Satz 1.1. Es sei M bzgl. ◦ eine Untergruppe vonM. Dann ist die Konjugation
f
M∼ g :⇔ Es existiert T ∈M mit g(z) = T−1 ◦ f ◦ T (z) fu¨r z ∈ Ĉ,
eine A¨quivalenzrelation auf der Menge der rationalen Funktionen. Insbesondere
ist fu¨r M =M die Konjugation ∼ eine A¨quivalenzrelation.
Auf zwei bestimmte Untergruppen vonM wird diese Aussage angewendet. Die
Indizierung dieser Mengen ist dem spa¨teren Formalismus der Arbeit angepasst.
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Definition 1.2. Mit den Drehstreckungen bzw. Drehstauchungen Tl und der
Inversion S, das sind
Tl(z) = lz, S(z) =
1
z
mit l ∈ C, l 6= 0, seien die Teilmengen M2 und M3 von M definiert durch
M2 := {T : Ĉ → Ĉ : T = Tl fu¨r ein l ∈ C, l 6= 0},
M3 := {T : Ĉ → Ĉ : T = Tl oder T = Tl ◦ S fu¨r ein l ∈ C, l 6= 0}.
Satz 1.3. Die Mengen M2 und M3 sind bezu¨glich ◦ Untergruppen von M.
1.3 Quasikonforme Konjugation
Die quasikonforme Konjugation ist eine Methode, um Eigenschaften der Ju-
liamengen von Funktionen auf andere zu u¨bertragen. Wir werden hier nicht
tiefer in die Theorie der quasikonformen Abbildungen und Konjugationen ein-
gehen, sondern lediglich eine bekannte Anwendung benutzen.
Wir bescha¨ftigen uns dabei mit solchen Abbildungen, die sich lokal um einen
gewissen Punkt so verhalten wie Polynome um ∞.
Definition 1.4. Sind U, V ⊂ C beschra¨nkte, einfach zusammenha¨ngende Ge-
biete mit analytischen Ra¨ndern und U ⊂ V und ist f : U → V eine (d : 1)-
Abbildung sowie in U holomorph, so heißt (f ;U, V ) polynomartig vom Grad d.
Eigenschaften polynomartiger Abbildungen sind in [5] beschrieben. Fu¨r die
Iteration ist die folgende Aussage entscheidend, die auf Douady undHubbard
zuru¨ckgeht.
Satz 1.5. Sei (f ;U, V ) eine polynomartige Abbildung vom Grad d ≥ 2. Dann
existieren eine quasikonforme Abbildung ϕ und ein Polynom P vom Grad d mit
f(z) = ϕ−1 ◦ P ◦ ϕ(z), z ∈ U.
Beweis. Siehe [4, S. 99].
Ist die Aussage von Satz 1.5 erfu¨llt, so heißt f zu P quasikonform konjugiert. In
diesem Fall u¨bertragen sich die topologischen und geometrischen Eigenschaften
der Juliamenge von P auf die von f (und umgekehrt). Wir werden zeigen, dass
rationale Abbildungen mit einem einfach zusammenha¨ngenden und vollsta¨ndig
invarianten Bo¨ttcher- oder Schro¨dergebiet zu Polynomen quasikonform
konjugiert sind. Dieses Polynom la¨sst sich konkreter angeben, falls noch ein
weiterer Fixpunkt existiert.
1.3 Quasikonforme Konjugation 13
Einem Fixpunkt z0 von f wird die Vielfachheit k zugeordnet, wenn z0 eine
k-fache Nullstelle von f(z) − z ist. Dann besitzt eine rationale Funktion vom
Grad d unter Beru¨cksichtigung von Vielfachheiten genau d+1 Fixpunkte (siehe
[10, S. 132]). Ein Fixpunkt mit einer Vielfachheit k > 1 ist dann und nur dann
mo¨glich, wenn der zugeho¨rige Multiplikator λ = 1 ist. Besitzt f genau einen
Fixpunt z0, so ist es ein Leaupunkt mit der um z0 lokalen Entwicklung
f(z) = z + ad+1(z − z0)d+1 +O
(
(z − z0)d+2
)
.
Die Leaublume besteht also aus genau d Bla¨ttern. Existiert ein Fixpunkt mit
Multiplikator λ 6= 1, so gibt es auch einen von ihm verschiedenen Fixpunkt.
Satz 1.6. Besitzt die rationale Funktion f einen Fixpunkt mit Multiplikator
λ 6= 1, so existieren mindestens zwei verschiedene Fixpunkte von f .
Insbesondere gibt es neben einem (super)attraktiven Fixpunkt einen weiteren
Fixpunkt. Damit la¨sst sich folgendes aussagen, falls das zugeho¨rige Schro¨der-
bzw. Bo¨ttchergebiet einfach zusammenha¨ngend und vollsta¨ndig invariant ist.
Satz 1.7. Die rationale Funktion f vom Grad d besitze ein einfach zusammen-
ha¨ngendes und vollsta¨ndig invariantes Schro¨der- oder Bo¨ttchergebiet A.
Dann gelten folgende Aussagen:
a) f ist quasikonform konjugiert zu z Q(z), Q ein Polynom vom Grad d− 1.
b) Ist d ≥ 3 und besitzt f außerhalb von A einen Fixpunkt mit kritischem
Urbild, so ist f quasikonform konjugiert zu z(z − b)2Q˜(z), Q˜ ein Polynom
vom Grad d− 3.
Beweis. In A existiert ein (super)attraktiver Fixpunkt z0. Nach Satz 1.6 be-
sitzt f mindestens einen weiteren von z0 verschiedenen Fixpunkt z1 6∈ A. Es sei
o.B.d.A. z0 =∞, denn sonst la¨sst sich diese Normierung mit Hilfe einer Mo¨bi-
ustransformation erreichen, die den einfachen Zusammenhang, die vollsta¨ndige
Invarianz und den dynamischen Typ von A beibeha¨lt. Dann existiert eine ein-
fach zusammenha¨ngende Umgebung U0 von z0 mit analytischem Rand, U0 ⊂ A
und f
(
U0
) ⊂ U0 (siehe [13, S. 68]). Es sei Un die Komponente von f−n(U0),
die den Punkt z0 entha¨lt. Es folgt induktiv Un ⊂ Un+1, und die Un bilden eine
Ausscho¨pfung von A. Daher existiert ein n0 ∈ N, so dass in Un0 alle d− 1 in A
enthaltenen kritischen Punkte liegen und f dort globalen Grad besitzt. Da A
einfach zusammenha¨ngend ist, ist es auch Un0 (sonst wa¨ren nach der Formel
von Riemann-Hurwitz die Gebiete Un fu¨r n > n0 und damit auch A nicht
einfach zusammenha¨ngend). Dann sind
U := C \ Un0 , V := C \ f(Un0)
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einfach zusammenha¨ngende Gebiete mit analytischen Ra¨ndern. Wegen des glo-
balen Grades von f in Un0 ist f : U → V eine (d : 1)-Abbildung und (f ;U, V )
polynomartig vom Grad d. Nach Satz 1.5 existieren eine quasikonforme Abbil-
dung ϕ und ein Polynom R vom Grad dmit f = ϕ−1◦R◦ϕ auf U . Da z1 ∈ U ein
Fixpunkt von f ist, besitzt auch R den Fixpunkt ϕ(z1). Dann ist der Nullpunkt
ein Fixpunkt des Polynoms P := T−1 ◦R ◦T mit T (z) := z+ϕ(z1). Schließlich
ist f vermo¨ge ψ := T−1 ◦ ϕ quasikonform konjugiert zu P mit P (z) = zQ(z).
Besitzt z1 ein Urbild, das ein kritischer Punkt von f ist, so besitzt der Nullpunkt
ein Urbild b 6= 0, das ein kritischer Punkt von P , also auch von Q ist. Da b end-
lich ist, verschwindet dort die Ableitung, und b ist mindestens eine zweifache
Nullstelle von Q. Dann ist f quasikonform konjugiert zu P (z) = z(z − b)2Q˜(z).
2 Funktionen zweiten Grades
Wir wollen Aussagen u¨ber topologische und geometrische Eigenschaften der Ju-
liamenge von rationalen Funktionen zweiten Grades finden, was aber allgemein
schwierig ist, da zwei kritische Punkte zur Realisierung von nicht abstoßenden
Zyklen zur Verfu¨gung stehen. Ist jedoch einer davon pra¨periodisch, so ist er
fu¨r die Realisierung dieser Zyklen praktisch
”
ausgeschaltet“. Ausgehend von
der notwendigen Bedingung fu¨r solche Funktionen, deren Juliamengen Jor-
danbo¨gen sind, wird in Abschnitt 2.1 die Menge der Funktionen f vom Grad
d = 2 untersucht, die einen kritischen Punkt besitzt, der nach zweimaliger An-
wendung von f auf einen Fixpunkt z1 abgebildet wird. Es kann z1 durch eine
die Dynamik erhaltende Transformation in den Fixpunkt 0 mit Vorga¨nger ∞
u¨berfu¨hrt werden. Die Funktionen, die einen kritischen Punkt c und das Ab-
bildungsverhalten c 7→ ∞ 7→ 0 7→ 0 besitzen, lassen sich in A¨quivalenzklassen
einordnen und es entsteht die Menge G∗2 aller dieser Klassen. Jedem Element
aus G∗2 wird eine eindeutige Invariante X zugeordnet, in deren Abha¨ngigkeit in
Abschnitt 2.2 Aussagen u¨ber die Juliamenge getroffen werden. Eine Klassifi-
kation fu¨r die Menge G∗2 in Abschnitt 2.3 geht einigen abschließenden Beispielen
in Abschnitt 2.4 voraus.
2.1 Definitionen und einleitende Sa¨tze
Untersucht wird eine Klasse von rationalen Funktionen zweiten Grades, in
der alle die Funktionen mit d = 2 enthalten sind, deren Juliamenge ein Jor-
danbogen ist. Notwendig fu¨r letztere Aussage ist die Existenz eines kritischen
Punktes, dessen Vorwa¨rtsorbit aus genau zwei Punkten der Riemannschen
Zahlenkugel besteht, den beiden Endpunkten des Jordanbogens. Diese zwei
Punkte ko¨nnen dabei keinen Zyklus zweiter Ordnung bilden, da sonst derjeni-
ge Punkt mit dem kritischen Urbild (mit Vielfachheiten geza¨hlt) drei Urbilder
besa¨ße, was bei einer Funktion zweiten Grades unmo¨glich ist. Also existieren
ein kritischer Punkt c und a, b ∈ Ĉ, so dass das Abbildungsverhalten einer
solchen Funktion von der Form c 7→ b 7→ a 7→ a ist.
Definition 2.1. Es sei H2 die Menge aller rationalen Funktionen f zweiten
Grades, fu¨r die es einen kritischen Punkt c und z1 6= z2 gibt mit
c
f7→ z2 f7→ z1 f7→ z1.
Dabei heißt z1 der markierte Fixpunkt von f ∈ H2. Weiterhin sei G2 die Menge
aller f ∈ H2 mit z1 = 0 und z2 =∞.
Da der markierte Fixpunkt von f ∈ H2 sich und den Punkt z2 als Urbilder
besitzt, ist er nicht superattraktiv. Zu jeder Funktion f ∈ H2 gibt es eine
Funktion g ∈ G2, die zu f konjugiert ist und damit die gleiche Dynamik besitzt.
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Satz 2.2. Ist f ∈ H2, so existiert eine Funktion g ∈ G2 mit f ∼ g.
Beweis. Ist z1 der markierte Fixpunkt der Funktion f und z2 sein verbleibender
direkter Vorga¨nger, so sei T eine Mo¨biustransformation mit T (0) = z1 und
T (∞) = z2. Die Funktion g := T−1 ◦ f ◦ T besitzt zum einen den Fixpunkt 0
mit direktem Vorga¨nger∞ und zum anderen den kritischen Punkt T−1(c), der
auf ∞ abgebildet wird. Also liegt g in G2 und es gilt f ∼ g.
Eine Aussage u¨ber die Gestalt der Funktionen aus G2 ist schnell gefunden.
Satz 2.3. Jede rationale Funktion f ∈ G2 la¨sst sich darstellen in der Form
f(z) = a
z
(z − c)2
mit komplexen Parametern a, c 6= 0.
Beweis. Der Nullpunkt und sein Vorga¨nger ∞ sind die einzigen Nullstellen,
der kritische Vorga¨nger von ∞ ist die einzige Polstelle von f . Nach bekannten
Sa¨tzen u¨ber Null- und Polstellen ist dann f(z) = z(z−c)−2g(z) mit einer ganzen
und beschra¨nkten Funktion g, die nach dem Satz von Liouville konstant ist.
Diese Konstante a kann nicht den Wert 0 annehmen, und auch der Parameter
c kann nicht 0 sein, da f sonst keine Funktion zweiten Grades ist.
Die Aussagen von Satz 2.2 und Satz 2.3 ergeben dann die folgende Mo¨glichkeit
zur Darstellung der Mengen G2 und H2.
Folgerung 2.4. Die Mengen G2 und H2 lassen sich darstellen durch
G2 = {g : Ĉ → Ĉ : g(z) = az(z − c)−2, a, c 6= 0},
H2 = {f : Ĉ → Ĉ : f ∼ g, g ∈ G2}.
Bei der Suche nach Aussagen u¨ber die Dynamik und die Geometrie der Ju-
liamengen der Funktionen der Menge H2 reicht also die Betrachtung der Men-
ge G2 aus, da solche Aussagen fu¨r konjugierte Elemente u¨bereinstimmen.
Auch in der Menge G2 gibt es noch Elemente, die dieselbe Dynamik besitzen
und daher zusammengefasst werden ko¨nnen. Dazu verwenden wir solche Mo¨bi-
ustransformationen T , dass fu¨r f ∈ G2 auch g := T−1 ◦f ◦T wieder in G2 liegt.
Die Konjugierte g besitzt wie f den Fixpunkt 0 mit direktem Vorga¨nger ∞.
Beide werden folglich durch T auf sich abgebildet. Also sind als Transforma-
tionen nur Drehstreckungen und Drehstauchungen von Interesse, die in der in
Definition 1.2 beschriebenen Menge M2 enthalten sind. Die Konjugation
M2∼ ist
gema¨ß Satz 1.1 eine A¨quivalenzrelation, durch die A¨quivalenzklassen definiert
sind, die nun betrachtet werden.
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Definition 2.5. Fu¨r f ∈ G2 sei
(f) := {g ∈ G2 : f M2∼ g}
die A¨quivalenzklasse von f bezu¨glich der Konjugation
M2∼ und es sei
G∗2 := {(f) : f ∈ G2}
die Menge aller A¨quivalenzklassen.
Eine Aussage u¨ber eine Invariante fu¨r die Klassen aus G∗2 macht folgender Satz.
Satz 2.6. Fu¨r die Klasse (f) ∈ G∗2 ist X :=
a
c2
6= 0 eine vollsta¨ndige Invariante.
Beweis. Verschiedene Vertreter einer A¨quivalenzklasse aus G∗2 sind zueinander
konjugiert vermo¨ge einer Mo¨biustransformation der Form Tl(z) = lz (l 6= 0).
Es sei f ein Vertreter eines beliebigen, aber dann festgehaltenen Elements aus
G∗2 mit den Koeffizienten a, c. Die Koeffizienten der Funktion, die durch Kon-
jugation von f mit Tl entsteht, seien jeweils mit al, cl bezeichnet. Wegen
T−1l ◦ f ◦ Tl(z) =
1
l
a
lz
(lz − c)2 =
a
l2
z
(z − c
l
)2
sind diese Koeffizienten al =
a
l2
und cl =
c
l
. Dann ist X wegen
al
c2l
=
a
l2
c2
l2
=
a
c2
invariant unter Konjugation mit der Transformation Tl. Es existiert also zu
einem vorgegebenen Element aus G∗2 ein wohldefiniertes X 6= 0.
Sei nun X 6= 0. Umgekehrt ist zu zeigen, dass zu X ein eindeutiges Element
aus G∗2 existiert. Alle Koeffizienten a, c mit X = ac2 definieren Funktionen, die
in derselben A¨quivalenzklasse liegen mu¨ssen. Zuna¨chst sind zu beliebigem a die
beiden Funktionen
f+(z) = a
z
(z − c)2 , f
−(z) = a
z
(z + c)2
konjugiert vermo¨ge der Transfomation T−1, so dass die Funktionen zu den
Koeffiziententupeln (a, c) und (a,−c) zu derselben Klasse geho¨ren. Das Element
aus G∗2 ist dann durch die Wahl c := 1 und a := X eindeutig festgelegt. Denn zu
beliebigem komplexen α 6= 0 ist die Funktion fα mit den Koeffizienten c = α
und a = Xα2 konjugiert zur Funktion f mit den Koeffizienten c = 1, a = X
vermo¨ge der Transformation Tα.
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Fu¨r vorgegebenes X 6= 0 sind also die Funktionen
f+X(z) = X
z
(z − 1)2 , f
−
X (z) = X
z
(z + 1)2
geeignete Vertreter der zugeho¨rigen A¨quivalenzklasse.
Die Ableitung einer Funktion f ∈ G2 ist durch
f ′(z) = −a z + c
(z − c)3
gegeben. Der Multiplikator im Nullpunkt ist daher
λ(0) = f ′(0) =
a
c2
= X.
Also ist fu¨r eine Klasse (f) der Menge G∗2 der Muliplikator λ(0) eines beliebigen
Vertreters gegeben durch die Invariante X von (f), was die Klassifikation der
Elemente aus G∗2 in Abha¨ngigkeit von dem dynamischen Typ des markierten
Fixpunktes vereinfacht.
Neben dem festgelegten kritischen Punkt c existiert ein freier kritischer Punkt
von f , der bei z = −c liegt. Er bestimmt die Dynamik von f . Fu¨r die fol-
genden Abschnitte wird ein Verteter einer vorgebenen Klasse so gewa¨hlt, dass
−c = 1 ist. Das vereinfacht die Untersuchung des Vorwa¨rtsorbits des freien
kritischen Punktes. Dieser Vertreter ist gerade die Funktion f−X , die nun als
Standardvertreter deklariert wird.
Definition 2.7. Ist ein X 6= 0 gegeben, so heißt fX mit
fX(z) := X
z
(z + 1)2
der Standardvertreter der zugeho¨rigen Klasse und
O+(X) :=
∞⋃
n=1
fnX(1)
der Orbit des freien kritischen Punktes des Standardvertreters.
Der Standardvertreter fX einer Klasse aus G∗2 besitzt neben dem markierten
Fixpunkt 0 im Allgemeinen noch zwei verschiedene nicht markierte Fixpunkte,
die beide endlich sind. Nur falls der Nullpunkt ein Leaupunkt ist, existiert ge-
nau ein nicht markierter Fixpunkt. In der folgenden Aussage ist die auftretende
Wurzel als beliebige Lo¨sung der Gleichung z2 = X zu verstehen.
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Satz 2.8. Der Standardvertreter einer Klasse (f) ∈ G∗2 mit X 6= 0, 1 besitzt die
beiden nicht markierten Fixpunkte −1±√X mit den Multiplikatoren
λ(−1±
√
X) = −1± 2√
X
.
Besitzt der Standardvertreter einer Klasse (f) ∈ G∗2 mit X 6= 0 keine zwei Sie-
gelpunkte, so liegen fu¨r jeden Vertreter von (f) mindestens zwei Fixpunkte in
der Juliamenge.
Beweis. Es sei eine beliebige Klasse aus G∗2 mit X 6= 0, 1 gegeben und es sei
fX der Standardvertreter. Die Gleichung fX(z) = z lo¨st sich fu¨r z 6= 0,−1
auf zu X = (z + 1)2. Sind
√
X und −√X die beiden verschiedenen Lo¨sun-
gen der Gleichung z2 = X 6= 0, so erha¨lt man ebenfalls verschiedene Fixpunkte
−1 ± √X. Fu¨r X 6= 1 handelt es sich um nicht markierte Fixpunkte. Der
Standardvertreter besitzt die Ableitung
f ′X(z) = X
1− z
(z + 1)3
,
so dass man fu¨r die nicht markierten Fixpunkte die Multiplikatoren
λ(−1±
√
X) = −1± 2√
X
berechnet. Nach Voraussetzung kann maximal einer der drei Fixpunkte in der
Fatoumenge liegen und den freien kritischen Punkt binden. Im Fall X = 1 ist
der Nullpunkt ein Leaupunkt mit Multiplikator λ = 1 und damit ein doppelter
Fixpunkt von fX . Es existiert dann genau ein nicht markierter Fixpunkt. Der
Leaupunkt liegt in J und bindet den freien kritischen Punkt, so dass der nicht
markierte Fixpunkt ebenfalls in der Juliamenge liegt. Also existieren in allen
Fa¨llen mindestens zwei Fixpunkte von fX in J . Da sich diese Eigenschaft mit
Hilfe der Konjugation u¨bertra¨gt, gilt das fu¨r alle Vertreter.
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Eine Eigenschaft, die fu¨r eine Funktion nach Konjugation mit einer Mo¨bi-
ustransformation erhalten bleibt und daher fu¨r alle Vertreter von (f) ∈ G∗2
gegeben ist, wird als Eigenschaft von (f) bezeichnet. Eine Aussage u¨ber die
Geometrie der Juliamengen der Klassen aus G∗2 kann aufgrund der Tatsache,
dass allein der verbleibende kritische Punkt die Dynamik bestimmt, schnell ge-
funden werden. Zuna¨chst ist mit Shishikuras Abscha¨tzung nAH < d− 1 = 1
fu¨r die Anzahl nAH von Arnold-Hermann-Zyklen (siehe [12]) klar, dass keine
Arnold-Hermann-Ringe existieren. Genauer gibt es sogar keine Klassen mit
unzusammenha¨ngender, aber nicht total unzusammenha¨ngender Juliamenge.
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Satz 2.9. Die Juliamenge einer Klasse (f) ∈ G∗2 ist genau dann zusam-
menha¨ngend, wenn der Nullpunkt kein attraktiver Fixpunkt von f ist. Andern-
falls ist J staubfo¨rmig.
Beweis. Zuna¨chst sei der Nullpunkt ein attraktiver Fixpunkt von f . Das zu-
geho¨rige Schro¨dergebiet A(0) bindet den freien kritischen Punkt, welcher
nicht pra¨periodisch ist. Der Abbildungsgrad in A(0) ist aufgrund dessen min-
destens zwei, also genau zwei, da f eine Funktion zweiten Grades ist. Damit
ist A(0) vollsta¨ndig invariant und stimmt mit der Fatoumenge u¨berein. Da
F = A(0) zusammenha¨ngend und f hyperbolisch ist, ist J total unzusam-
menha¨ngend (siehe [13, S. 121]), also staubfo¨rmig.
Sei nun 0 nicht attraktiv. Entweder ist J = Ĉ und somit zusammenha¨ngend,
oder die Fatoumenge ist nicht leer und es existiert ein Zyklus {U1, ..., Uk}
stabiler Gebiete. Diese binden den verbleibenden kritischen Punkt und sind
deshalb inklusive ihrer Vorga¨ngergebiete die einzigen Zusammenhangskompo-
nenten von F . Da der Nullpunkt nicht attraktiv ist, liegt er entweder in J , also
nicht in einem der Uj , oder der Zyklus besteht aus einem Fixgebiet, na¨mlich
einer Siegelscheibe mit dem Zentrum 0. Im ersten Fall sind alle Uj sowie
alle deren Vorga¨ngergebiete einfach zusammenha¨ngend, da nur ein kritischer
Punkt im Zyklus enthalten ist oder der Zyklus eine Siegelscheibe zu einem
nicht markierten Fixpunkt ist. Im zweiten Fall sind die Siegelscheibe U und
ihr ∞ enthaltendes Urbildgebiet einfach zusammenha¨ngend. Die Urbildkom-
ponenten von U unter f2 sind U und ein weiteres stabiles Gebiet V , in dem
der kritische Vorga¨nger des Nullpunktes liegt und das mit Grad d = 2 auf
das ∞ enthaltende stabile Gebiet abgebildet wird. Unter Ausnutzung der For-
mel von Riemann-Hurwitz sind V und iterierte Urbildkomponenten von V ,
das sind die Urbildkomponenten von U unter den Iterierten fn, n ≥ 3, ein-
fach zusammenha¨ngend. In jedem Fall sind also alle stabilen Gebiete einfach
zusammenha¨ngend und daher J zusammenha¨ngend.
Damit ist eine grundlegende Aussage u¨ber die Juliamengen der Klassen aus G∗2
getroffen. Detailliertere Aussagen u¨ber J erhalten wir in Abschnitt 2.3. Dort
wird zum Beispiel die Frage beantwortet, welche Parameterwerte auf Jor-
danbo¨gen fu¨hren.
Entscheidend im Beweis von Satz 2.9 war der einfache Zusammenhang aller
stabilen Gebiete. In Kapitel 3 reicht als Voraussetzung fu¨r den Zusammenhang
der Juliamenge einer Funktion dritten Grades, die einen Leaupunkt mit kri-
tischem Urbild besitzt, alleine der einfache Zusammenhang der zugeho¨rigen
Leaubla¨tter aus. Interessant ist dabei, dass zwei nicht pra¨periodische kritische
Punkte existieren ko¨nnen, die nicht durch die Leaublume gebunden werden,
aber fu¨r die Entscheidung, ob J zusammenha¨ngend ist oder nicht, keine Rol-
le spielen. Fu¨r Funktionen zweiten Grades ist eine a¨hnliche Aussage mo¨glich,
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die als Motivation fu¨r das nachfolgende Kapitel dienen soll. Wir betrachten
jetzt beliebige rationale Funktionen mit d = 2 und fordern die Existenz eines
Fixpunktes auf dem Rand eines zu einem Zyklus geho¨renden stabilen Gebietes.
Dann ergibt sich der Zusammenhang der Juliamenge ebenfalls alleine aus dem
einfachen Zusammenhang der Zyklusgebiete. Dazu wird zuna¨chst ein Lemma
beno¨tigt, das eine Aussage u¨ber die Lage dieses Fixpunktes und dessen Urbilder
macht, sowie eine Definition zur Vereinfachung der Schreibweise.
Definition 2.10. Fu¨r einen Gebietszyklus U = {U1, ..., Uk} von f sei definiert
∂U0 := ∂U :=
k⋃
j=1
∂Uj , ∂U
−n :=
n⋃
j=1
f−j(∂U).
Lemma 2.11. Es sei g eine rationale Funktion zweiten Grades mit einem
Zyklus U = {U1, ..., Uk} und einem Fixpunkt z0 ∈ ∂U . Ist U kein Siegelzyklus,
so liegen alle Urbilder von z0 unter der Abbildung g
n+1 in ∂U−n.
Beweis. Da U kein Siegelzyklus ist, entha¨lt er einen kritischen Punkt, der
o.B.d.A. in U1 liege. Die Behauptung wird per vollsta¨ndiger Induktion gezeigt.
n = 0: Die Urbilder von z0 unter g sind z0 und ein von z0 verschiedenes Urbild
z1. Da z0 ∈ ∂U nach Voraussetzung erfu¨llt ist, bleibt nur z1 ∈ ∂U zu zeigen.
Wir beweisen, dass z1 auf dem Rand von U1 liegt.
Wir nehmen an, dass z1 nicht auf dem Rand von U1 liegt. Dann existieren
Umgebungen W von z0 und V von z1 mit
g : V →W, V ∩ U1 = ∅.
Nach Voraussetzung liegt z0 auf dem Rand eines Zyklusgebietes und wegen
g
(
Uj
)
= Uj+1, j = 1, ..., k (mod k),
auf den Ra¨ndern aller Uj . Daher ist der Schnitt von W mit U2 = g(U1) nicht
leer und es sei z ∈ W ∩ U2. Da ein kritischer Punkt in U1 liegt, stimmt der
lokale Grad von g in U1 mit dem globalen Grad u¨berein und z besitzt in U1 zwei
Urbilder. Außerdem besitzt z ein weiteres Urbild in V , was bei einer Funktion
zweiten Grades unmo¨glich ist. Also gilt z1 ∈ ∂U1 ⊂ ∂U0. Somit geho¨ren die
Urbilder von z0 unter g, das sind z0 und z1, zu ∂U
0.
n→ n+ 1: Nach Induktionsvoraussetzung liegen die Urbilder z0, z1, ..., z2n−1
von z0 unter der Iterierten g
n in ∂U−n+1 (insbesondere in ∂U−n, denn es ist
∂U−n+1 Teilmenge von ∂U−n). Damit befinden sich die Urbilder z0, z1, ...z2n−1,
z2n , ..., z2n+1−1 von z0 unter der Iterierten gn+1 auf dem Rand von U−n.
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Satz 2.12. Die rationale Funktion g zweiten Grades besitze einen Gebietszyklus
U = {U1, ..., Uk} und einen Fixpunkt z0 ∈ ∂U . Es sei U kein Siegelzyklus
und die Ra¨nder der Uk seien zusammenha¨ngend. Dann ist die Juliamenge
zusammenha¨ngend.
Beweis. Nach Lemma 2.11 liegen alle Urbilder von z0 unter der Abbildung
gn+1 in ∂U−n. Es folgt induktiv aus dem Zusammenhang von ∂U , dass alle
g−j(∂U) und damit alle ∂U−n zusammenha¨ngend sind. Schließlich ist wegen
J =
∞⋃
j=1
g−j(∂U)
und der Aussage, dass mit einer Menge auch deren Abschluss zusammenha¨n-
gend ist, die Juliamenge zusammenha¨ngend.
Dieser Satz findet nur fu¨r bestimmte Klassen aus G∗2 Anwendung, zum Beispiel
fu¨r solche, die einen Leauzyklus besitzen.
Ist (f) ∈ G∗2 mit 0 < |X| < 1, so ist der Nullpunkt ein attraktiver Fixpunkt
und das zugeho¨rige Schro¨dergebiet A(0) ist vollsta¨ndig invariant und ∞-
fach zusammenha¨ngend. Nach Satz 2.9 ist J staubfo¨rmig. U¨ber die
”
Lage“ der
Juliamenge fu¨r den Standardvertreter la¨sst sich dann folgende Aussage treffen.
Satz 2.13. Fu¨r 0 < |X| < 1 ist die staubfo¨rmige Juliamenge JX des Stan-
dardvertreters der zugeho¨rigen Klasse aus G∗2 Teilmenge des abgeschlossenen
Kreisringes
A|X| := {z ∈ C : 1−
√
|X| ≤ |z| ≤ (1−
√
|X|)−1}.
Fu¨r X > 0 liegt auf den Randkomponenten von AX jeweils ein Punkt von JX .
Beweis. Mit |z| < 1−√|X| < 1 gilt fu¨r den Standardvertreter fX
|fX(z)| ≤ |X| |z|
(1− |z|)2 < |X|
1−√|X|
(1− (1−√|X|))2 = 1−√|X|.
Die offene Kreisscheibe um den Nullpunkt mit Radius 1−√|X| ist also invariant
und geho¨rt zur Fatoumenge FX von fX . Fu¨r beliebiges z ∈ C gilt außerdem
fX
(
z−1
)
= fX(z).
Damit folgt fu¨r |z| > 1
1−
√
|X| , also
∣∣z−1∣∣ < 1−√|X| mit obiger Abscha¨tzung
|fX(z)| =
∣∣fX(z−1)∣∣ < 1−√|X|.
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Also geho¨rt auch das A¨ußere des Kreises um den Nullpunkt mit dem Radius
(1−√|X|)−1 zur Fatoumenge von fX . Wegen FX ∩ JX = ∅ folgt fu¨r alle
z ∈ JX die Abscha¨tzung
1−
√
|X| ≤ |z| ≤ 1
1−√|X| .
Fu¨r die weitere Behauptung ist zu zeigen, dass beide Abscha¨tzungen im Fall
0 < X < 1 scharf sind. Nach Satz 2.8 ist dann
√
X − 1 ein Fixpunkt des
Standardvertreters mit
|f ′X(
√
X − 1)| = 2√
X
− 1 > 1.
Er liegt offensichtlich auf dem inneren Rand von AX und ist ein abstoßender
Fixpunkt, der zur Juliamenge geho¨rt. Weiterhin liegt wegen
fX((
√
X − 1)−1) =
√
X − 1
auf dem a¨ußeren Rand von AX ein direkter Vorga¨nger des abstoßenden Fix-
punktes, der folglich auch zu JX geho¨rt.
Liegt X nahe dem im Parameterraum nicht zugelassenen Nullpunkt, so ist
der markierte Fixpunkt von fX ”
fast“ superattraktiv. Die beiden Randkompo-
nenten des die Juliamenge umfassenden Kreisringes A|X| liegen dann nahe am
Einheitskreis. Also bewirkt die starke Attraktivita¨t des markierten Fixpunktes,
dass die Juliamenge nur in einem schmalen Kreisring zu finden ist.
2.3 Klassifikation fu¨r G∗
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Nachdem im vorherigen Abschnitt die Elemente der Menge G∗2 bezu¨glich der
Zusammenhangseigenschaft ihrer Juliamengen unterschieden wurden, ist es
nun wu¨nschenswert, eine weiterfu¨hrende Klassifikation zu erhalten. Die Fragen,
welche Elemente hyperbolisch sind und ob, wie bei der bekannten Klasse der
Polynome z2 + q, q ∈ C, auch hier eine Mandelbrotmenge erkla¨rt werden
kann, werden beantwortet.
Die Elemente aus G∗2 mit 0 < |X| < 1 sind gerade die hyperbolischen.
Satz 2.14. Die Menge aller hyperbolischen Elemente aus G∗2 ist gegeben durch
{(f) ∈ G∗2 : 0 < |X| < 1}.
Beweis. Ist (f) ∈ G∗2 hyperbolisch, so liegen der kritische Vorga¨nger von∞ und
damit auch ∞ und 0 in der Fatoumenge. Da Siegelscheiben bei hyperboli-
schen Funktionen nicht auftreten, ist 0 folglich attraktiv und es gilt 0 < |X| < 1.
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Ist umgekehrt 0 < |X| < 1, so ist der Nullpunkt attraktiv. Der kritische Vorga¨n-
ger von ∞ wird nach zwei Iterationen auf den Nullpunkt abgebildet, der freie
kritische Punkt konvergiert unter Iteration gegen 0. Also ist O+(C) ∩ J = ∅
und (f) hyperbolisch.
Folgerung 2.15. Eine Klasse (f) ∈ G∗2 ist genau dann hyperbolisch, wenn der
markierte Fixpunkt attraktiv ist.
Mit den hyperbolischen Elementen sind aber noch nicht alle Klassen aus G∗2
erfasst, bei denen der markierte Fixpunkt in der Fatoumenge liegt. Weiter-
hin ist der Fall |X| = 1 und 0 ∈ F mo¨glich, bei dem der Nullpunkt ein Sie-
gelpunkt fu¨r die Vertreter der Klasse ist. Der freie kritische Punkt liegt in
der Juliamenge, ist nicht pra¨periodisch und der Rand der Siegelscheibe A(0)
liegt im Abschluss seines Vorwa¨rtsorbits. Die Fatoumenge besteht aus der
einfach zusammenha¨ngenden Siegelscheibe und ihren Vorga¨ngergebieten. Die
Juliamenge ist zusammenha¨ngend.
Bescha¨ftigen wir uns nun mit dem Fall, dass fu¨r eine Klasse (f) ∈ G∗2 der Null-
punkt in der Juliamenge liegt. Dann geho¨ren mit ihm auch seine Vorga¨nger
∞ und c zur Juliamenge, die nach Satz 2.9 zusammenha¨ngend ist. Die Men-
ge {|X| ≥ 1} ist hier das Analogon zur klassischen Mandelbrotmenge, die
alle die komplexen Parameter q entha¨lt, fu¨r die die Juliamenge des Polynoms
z2 + q zusammenha¨ngend ist. Wa¨hrend die Mandelbrotmenge eher kompli-
ziert aussieht, ist die Menge der Parameter, fu¨r die die Juliamenge von (fX)
zusammenha¨ngend ist, einfach das Komplement des Einheitskreises. Trotzdem
lassen sich analog zu den Komponenten des Inneren der Mandelbrotmenge
auch hier Bereiche im Parameterraum angeben, deren zugeho¨rige Klassen je-
weils einen (super)attraktiven Zyklus besitzen. Wir betrachten dazu
A := {X ∈ C \ D : (fX) besitzt einen (super)attraktiven Zyklus}.
Fu¨r eine Klasse mit X ∈ A liegt der kritische Vorga¨nger des markierten Fix-
punktes in der Juliamenge und der freie kritische Punkt konvergiert unter
Iteration gegen einen (super)attraktiven Zyklus, also ist (fX) subhyperbolisch.
Aus diesem Grund werden die Zusammenhangskomponenten der Menge A sub-
hyperbolische Komponenten genannt. Als hyperbolische Komponente wird der
punktierte offene Einheitskreis bezeichnet, dessen Parameterwerte zu hyperbo-
lischen Klassen fu¨hren. Wie bei der klassischen Mandelbrotmenge (fu¨r die
dort auftretenden hyperbolischen Komponenten) kann gezeigt werden, dass zu
jeder subhyperbolischen Komponente H eine feste Zyklusperiode geho¨rt und
dass die Abbildung λ, die jedem X ∈ H den zugeho¨rigen Multiplikator des
(super)attraktiven Zyklus zuordnet, eine eigentliche Abbildung von H auf die
Einheitskreisscheibe D ist.
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Zuna¨chst zeigen wir fu¨r die hyperbolische Komponente 0 < |X| < 1 eine analo-
ge Aussage. Wegen des im Parameterraum nicht zula¨ssigen Nullpunktes muss
diese gesondert betrachtet werden.
Satz 2.16. Fu¨r jedes 0 < |X| < 1 besitzt (fX) ein Schro¨dergebiet. Die Ab-
bildung λ : D → D, die jedem X den zugeho¨rigen Multiplikator des attraktiven
Fixpunktes zuordnet und 0 auf 0 abbildet, ist konform.
Beweis. Fu¨r 0 < |X| < 1 ist der Nullpunkt attraktiv. Somit besitzen alle zu-
geho¨rigen Klassen einen attraktiven Zyklus erster Ordnung und damit ein
Schro¨dergebiet. Der zugeho¨rige Multiplikator ist X und damit ist λ durch
die Identita¨t λ(X) = X beschrieben. Nimmt man in den Definitionsbereich von
λ den singula¨ren Punkt 0 hinzu, so ist λ : D → D konform.
Fu¨r die subhyperbolischen Komponenten kann der Beweis des entsprechenden
Satzes im Kontext der klassischen Mandelbrotmenge u¨bernommen werden
(siehe [13, S. 161]). Es ist nur ein Normalita¨tsargument auszutauschen.
Satz 2.17. Fu¨r jede subhyperbolische Komponente H von A gilt:
a) Es existiert ein m ∈ N, so dass fu¨r jedes X ∈ H die Klasse (fX) einen
(super)attraktiven Zyklus der Ordnung m besitzt.
b) Die Abbildung λ, die jedem X den Multiplikator des zugeho¨rigen Zyklus
von (fX) zuordnet, ist eine eigentliche Abbildung von H auf D.
Beweis. a) Per Definition der subhyperbolischen Komponente gibt es X∗ ∈ H,
so dass (fX∗) einen (super)attraktiven Zyklus α
∗ = {z∗, ..., fm−1X∗ (z∗)} 6= {0}
der La¨nge m mit zugeho¨rigem Multiplikator λ∗ besitzt. Demnach gilt
∂
∂z
(fmX∗(z)− z)
∣∣∣∣
z=z∗,X=X∗
= λ∗ − 1 6= 0.
Nach dem Satz u¨ber implizite Funktionen existiert dann eine in einer Umgebung
U von X∗ definierte Funktion z mit z(X∗) = z∗ und fmX (z(X)) = z(X) in U .
Dadurch wird in U eine Funktion λ definiert durch
λ(X) =
∂
∂z
fmX (z)
∣∣∣∣
z=z(X)
.
Wir betrachten die Folge (fnX(1)) fu¨r X ∈ H. Wa¨re 1 ein Vorga¨nger von −1,
so wa¨ren alle kritischen Punkte pra¨periodisch, also J = Ĉ, und X la¨ge nicht
einmal in A. Damit la¨sst (fnX(1)) fu¨r jedes X ∈ H den Punkt −1, dessen Nach-
folger ∞ und 0 aus, die Folge ist daher normal in H. Nun existiert j ∈ N mit
fnm+jX (1)→ z(X) (n→∞)
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in einer Umgebung von X∗, da der kritische Punkt unter Iteration gegen den
(super)attraktiven Zyklus konvergiert. Nach dem Satz von Vitali ist dann
(fnm+jX (1)) lokal gleichma¨ßig konvergent gegen z(X) in H. Insbesondere ist z
dort analytisch.
Angenommen, fu¨r ein X wa¨re |λ(X)| ≥ 1. Dann existieren wegen der Gebiets-
treue u¨berabza¨hlbar viele X mit der Eigenschaft |λ(X)| > 1. Fu¨r ein m(X)
gilt somit fnkm+jX (1) = z(X), da abstoßende Zyklen in der Juliamenge liegen
wu¨rden. Nach dem Identita¨tssatz gilt dieses dann in ganz H fu¨r festes m und
j, was ein Widerspruch zu der Eigenschaft in der oben gewa¨hlten Umgebung
U von X∗ ist.
b) Die Abbildung λ ist regula¨r auf ∂H bis auf endlich viele Punkte (Singula-
rita¨ten nur bei λ(X) = 1). Es ist |λ(X)| < 1 auf ∂H nicht mo¨glich, denn sonst
existiert eine ganze Umgebung um einen solchen Randpunkt mit dieser Eigen-
schaft, was ein Widerspruch zur Wahl von H ist. Somit ist |λ(X)| = 1 auf dem
Rand von H und λ : H → D eine eigentliche Abbildung.
Damit ist eine Beschreibung fu¨r alle subhyperbolischen Komponenten gefun-
den. Betrachten wir kurz den Rand der Komponente D\{0}, also alle Parame-
ter X mit |X| = 1. Ist 0 ∈ J und λ(X) = X keine n-te Einheitswurzel, so ist
der Nullpunkt ein Cremerpunkt. Dann ist der verbleibende kritische Punkt
nicht pra¨periodisch und beide kritischen Punkte liegen in der Juliamenge. Die
Fatoumenge ist zwangsla¨ufig leer und es ist J = Ĉ. Ist λ(X) = X eine n-
te Einheitswurzel, so ist 0 ein Leaupunkt. Die zugeho¨rige Leaublume A(0)
besteht aus n Bla¨ttern und entha¨lt den verbleibenden kritischen Punkt. Alle
Bla¨tter sind einfach zusammenha¨ngend.
Fu¨r |X| > 1 ist der Nullpunkt ein abstoßender Fixpunkt. Der freie kriti-
sche Punkt kann dann durch einen Bo¨ttcher-, Schro¨der-, Leau- oder Sie-
gelzyklus gebunden werden. Ist das nicht der Fall, so stimmt die Juliamenge
mit der Zahlenkugel u¨berein, wenn na¨mlich der freie kritische Punkt durch
einen Cremerzyklus gebunden wird, er pra¨periodisch ist oder er ein anderwei-
tig nicht pra¨periodischer Punkt der Juliamenge ist (unter Iteration
”
la¨uft er
ziellos durch J“).
Wir bescha¨ftigen uns nun mit der Frage, unter welchen Voraussetzungen an
X die Juliamenge der Klasse (f) ∈ G∗2 ein Jordanbogen ist. Das ist der Fall,
wenn die Fatoumenge ein Gebiet ist, na¨mlich ein Attraktionsgebiet zu einem
nicht markierten Fixpunkt. Fu¨r die betreffenden X hat man folgende Aussage.
Satz 2.18. Das Parabela¨ußere
D := {X ∈ C : ReX > 1− (ImX)2/4} ⊂ {X ∈ C : |X| > 1}
entha¨lt genau die X, fu¨r die die Juliamenge der Klasse (fX) ein Jordanbogen
2.3 Klassifikation fu¨r G∗2 27
mit Endpunkten in 0 und ∞ ist. Speziell ist im Fall X = 4 die Juliamenge
des Standardvertreters das Intervall [−∞, 0]. Die Abbildung λ : D → D, die je-
dem X ∈ D den Multiplikator des attraktiven Fixpunktes von (fX) zuordnet,
ist konform und durch
λ(X) =
2√
X
− 1
gegeben, wobei die Wurzel so gewa¨hlt ist, dass
√
1 = 1 ist.
Beweis. Es sei X ∈ D und fX(z) = Xz(z + 1)−2 der Standardvertreter der
zugeho¨rigen Klasse. Wegen 0 /∈ D sind beide Zweige der Umkehrfunktion von
z2 in dem einfach zusammenha¨ngenden Gebiet D analytisch und es sei der
Zweig gewa¨hlt mit
√
1 = 1. Dann besitzt f neben dem Nullpunkt gema¨ß Satz
2.8 die nicht markierten Fixpunkte z0 =
√
X − 1 und z1 = −
√
X − 1 mit den
Multiplikatoren
λ(z0) =
2√
X
− 1, λ(z1) = − 2√
X
− 1.
Die Wurzel bildet die Menge D konform auf die Halbebene {z ∈ C : Rez > 1}
ab, die unter der Funktion 2
z
− 1 ebenfalls konform auf den Einheitskreis ab-
gebildet wird. Damit ist z0 attraktiv und die Abbildung λ : D → D konform
mit λ(X) = 2√
X
− 1. Fu¨r X ∈ D besitzt (fX) also einen attraktiven Fixpunkt,
der den freien kritischen Punkt bindet. Das zugeho¨rige Attraktionsgebiet A(z0)
ist vollsta¨ndig invariant mit F = A(z0). Da nur ein kritischer Punkt in A(z0)
enthalten ist, ist A(z0) einfach zusammenha¨ngend und die Juliamenge zusam-
menha¨ngend. Sie ist also ein Dendrit und ein Jordanbogen mit Endpunkten
in 0 und ∞ wegen
f(C ∩ J ∪ {0,∞}) = {0,∞}.
Ist X = 4, so ist einer der beiden nicht markierten Fixpunkte superattraktiv.
Die Fatoumenge von f4 besteht in diesem Fall aus einem Bo¨ttchergebiet
und die Juliamenge ist ein Jordanbogen. Da f4 mit Hilfe der Transforma-
tion T (z) = z−1
z+1 zum zweiten Tschebyscheffpolynom konjugiert ist, ist die
Juliamenge von f4 das Intervall T ([−1, 1]) = [−∞, 0]. (Im Wesentlichen ist f4
die Koebefunktion.)
Fu¨r X ∈ ∂D ist einer der beiden nicht markierten Fixpunkte, na¨mlich der
in obigem Beweis genannte Fixpunkt z0 indifferent. Entweder liegt der ver-
bleibende kritische Punkt in einer Leaublume mit n Bla¨ttern, die alle einfach
zusammenha¨ngend sind, oder der Abschluss seines Vorwa¨rtsorbits entha¨lt den
Rand einer Siegelscheibe oder er besitzt einen Cremerpunkt als Ha¨ufungs-
punkt. Im letzten Fall ist F = ∅.
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Fu¨r Parameter X 6∈ D ∪ D sind alle Fixpunkte abstoßend und es ko¨nnen nicht
abstoßende Zyklen auftreten. U¨ber Zyklen kleiner Periode, speziell u¨ber solche
zweiter Ordnung, ko¨nnen konkrete Aussagen getroffen werden.
Satz 2.19. Die Kreisscheibe K := {X ∈ C : ∣∣X + 32 ∣∣ < 12} entha¨lt genau die
X, fu¨r die (fX) einen (super)attraktiven Zyklus αX zweiter Ordnung besitzt.
Die Abbildung λ : K → D, die jedem X ∈ K den Multiplikator von αX zuord-
net, ist konform und gegeben durch
λ(X) = −3− 4
X
.
Genau die Klasse (f− 4
3
) besitzt einen Bo¨ttcherzyklus zweiter Ordnung.
Beweis. Man berechnet als Lo¨sungen der Gleichung f2X(z) = z neben den offen-
sichtlichen Lo¨sungen 0, z0, z1 (Fixpunkte von fX , siehe Beweis von Satz 2.18)
zwei weitere Lo¨sungen z3, z4. Diese bilden fu¨r fX einen Zyklus αX zweiter Ord-
nung und es ist auch klar, dass es weitere Zyklen mit dieser Periode nicht ge-
ben kann. Der Multiplikator von αX ist gegeben durch −3− 4X . Die Abbildung
λ : Ĉ → Ĉ mit λ(X) := −3− 4
X
ist konform und Urbild des Einheitskreises ist
der Kreis K. Demnach besitzt fu¨r alle X ∈ K \ {− 43} die Klasse (fX) einen
attraktiven, fu¨r X = − 43 einen superattraktiven Zyklus zweiter Ordnung.
Die restlichen subhyperbolischen Komponenten liegen folglich im Inneren des
Komplements der Menge D∪D∪K. Ist H eine subhyperbolische Komponente,
die nicht mit D oder K u¨bereinstimmt, dann existiert ein solches m ≥ 3, dass
fu¨r alle X ∈ H die Klassen (fX) jeweils einen (super)attraktiven Zyklus der
Ordnung m besitzen. Da die Multiplikatorfunktion λ : H → D eigentlich ist,
befinden sich auf dem Rand von H gerade die Parameterwerte, die zu Leau-,
Siegel- oder Cremerzyklen fu¨hren.
Ein Parameter X, fu¨r den auch der freie kritische Punkt der zugeho¨rigen Klas-
se pra¨periodisch oder nicht pra¨periodisch von der Art ist, dass er nicht durch
einen Zyklus gebunden wird, liegt nicht auf dem Rand der hyperbolischen oder
einer subhyperbolischen Komponente. Er kann bestenfalls ein Ha¨ufungspunkt
der Ra¨nder subhyperbolischer Komponenten sein. Die Frage, ob die Menge die-
ser Parameter innere Punkte besitzt, bleibt offen.
Die zuletzt genannte Fragestellung ist das Analogon zu einem bekannten Pro-
blem im Kontext der klassischen Mandelbrotmenge fu¨r die Polynome z2+q.
Eine Komponente ihres Inneren heißt hyperbolisch, wenn diese einen Parame-
ter q entha¨lt, der auf einen (super)attraktiven Zyklus fu¨hrt. Es ist bis heute
ungekla¨rt, ob es auch nicht hyperbolische Komponenten gibt.
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Beispiel 2.20. Ist X = 1, so ist der Nullpunkt ein Leaupunkt der Klasse (f1).
Die zugeho¨rige Blume besteht aus einem einzigen Blatt und ist vollsta¨ndig in-
variant. Die Fatoumenge stimmt in diesem Fall mit A(0) u¨berein, ist also
zusammenha¨ngend. Die Juliamenge ist zusammenha¨ngend, da F = A(0) ein-
fach zusammenha¨ngend ist. Also ist J ein Dendrit und nach [15] sogar ein
Jordanbogen.
In beliebig kleinen Umgebungen von X = 1 existieren sowohl Klassen mit at-
traktivem markierten Fixpunkt als auch solche mit attraktivem nicht markier-
ten Fixpunkt. Die beiden Fixpunkte fallen fu¨r X = 1 zusammen und bilden
einen zweifachen Fixpunkt, einen Leaupunkt mit Multiplikator λ = 1. Die Ju-
liamenge, die fu¨r X = 1 ein Jordanbogen ist,
”
zerfa¨llt“ beim U¨bergang von
X ins Innere des Einheitskreises und ist dort staubfo¨rmig.
Beispiel 2.21. Im Kontext der klassischen Mandelbrotmenge ist ein Misiu-
rewiczpunkt ein solcher Parameter q, fu¨r den der kritische Nullpunkt von
z2 + q pra¨periodisch ist. Die zugeho¨rige Juliamenge ist in diesem Fall ein
Dendrit. U¨bertragen auf die Klassen aus G∗2 mit zusammenha¨ngender Ju-
liamenge ist hier ein Misiurewiczpunkt ein solcher Parameterwert X 6= 0,
so dass der freie kritische Punkt von (fX) pra¨periodisch ist. Da auch der kri-
tische Vorga¨nger des Nullpunktes pra¨periodisch ist, ist JX = Ĉ. Ein spezieller
Misiurewiczpunkt ist der Parameter X = −4 wegen
−c 7→ c 7→ ∞ 7→ 0 7→ 0.
Beide kritischen Punkte sind pra¨periodisch und es ist J−4 = Ĉ. Dieser Para-
meter liegt nicht auf dem Rand einer subhyperbolischen Komponente.
Neben dieser Art von Misiurewiczpunkten, bei denen der freie kritische Punkt
ein Vorga¨nger des festgelegten kritischen Punktes und des Nullpunktes ist, gibt
es noch solche, fu¨r die der freie kritische Punkt pra¨periodisch, aber der Null-
punkt nicht einer der endlich vielen Nachfolger ist. Hier bleibt die Frage offen,
ob die Juliamenge genau fu¨r die Misiurewiczpunkte und die Parameterwer-
te, die zu Cremerpunkten fu¨hren, mit der Zahlenkugel u¨bereinstimmt, oder
ob es auch solche Parameter gibt, fu¨r die der freie kritische Punkt unter Itera-
tion ziellos durch die Juliamenge la¨uft, ohne dass der Abschluss seines Orbits
einen Cremerpunkt entha¨lt.
Beispiel 2.22. Fu¨r X = −1 ist der Nullpunkt ein Leaupunkt mit Multiplika-
tor λ(0) = −1 und (fX) besitzt eine Leaublume mit zwei Bla¨ttern. Hier findet
eine periodenverdoppelnde Bifurkation statt. Da −1 auf dem Rand des Ein-
heitskreises liegt, befinden sich in beliebig kleinen Umgebungen von −1 Invari-
anten X, deren zugeho¨rige Klassen ein Schro¨dergebiet zum attraktiven Null-
punkt und eine total unzusammenha¨ngende Juliamenge besitzen. Da −1 zum
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Rand des Kreises K aus Satz 2.19 geho¨rt, gibt es in beliebig kleinen Umgebun-
gen von −1 Invarianten X, deren zugeho¨rige Klassen einen Schro¨derzyklus
der La¨nge 2 und eine zusammenha¨ngende Juliamenge besitzen.
Abb. 1: Die Fatoumenge eines Vertreters von (f
−1).
Das unbeschra¨nkte helle Gebiet und das einer Lemniskatenha¨lfte a¨hnli-
che blaue Gebiet bilden eine Leaublume.
Nehmen wir an, dass der Parameter X reell ist, und betrachten die Vera¨nde-
rung der Juliamenge JX bei kleiner werdendem X, beginnend bei einem sol-
chen nahe −1 mit X > −1, so ist folgendes zu beobachten. Gewisse Teile der
total unzusammenha¨ngenden Juliamenge formen bereits erkennbar Ra¨nder
einer Leaublume mit zwei Bla¨ttern, die aber erst fu¨r X = −1 eine solche
ist. Beim U¨bergang zu X < −1 trennen sich die Bla¨tter und formen einen
Schro¨derzyklus zweiter Ordnung. Es ist zu beachten, dass diese spezielle Art
der Periodenverdopplung (Fixgebiet auf zweite Periode) nur hier und nicht auch
auf dem Rand des Gebietes D aus Satz 2.18 stattfindet, da die den Multiplika-
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tor beschreibende Abbildung λ(X) = 2√
X
− 1 den dafu¨r notwendigen Wert −1
in C nicht annimmt.
Beispiel 2.23. Fu¨r X = −2 existiert ein Leauzyklus α zweiter Ordung mit
Multiplikator λ(α) = −1. Auch hier findet eine periodenverdoppelnde Bifur-
kation statt, denn in einer Umgebung von −2 in der X-Ebene befinden sich
Parameterwerte, deren zugeho¨rige Klassen Juliamengen einerseits mit einem
attraktiven Zyklus der La¨nge 2 andererseits mit einem attraktiven Zyklus der
La¨nge 4 besitzen.
Beispiel 2.24. Fu¨r X = − 65 ± 25 i ∈ ∂K besitzen die zugeho¨rigen Vertreter
jeweils einen Leauzyklus α zweiter Ordnung mit Multiplikator λ(α) = ±i.
3 Fixpunkte und kritische Werte
Nach der Klassifikation gewisser rationaler Funktionen zweiten Grades, die
einen pra¨periodischen kritischen Punkt besitzen, wenden wir uns nun den ratio-
nalen Funktionen dritten Grades zu. Ausgehend von solchen Funktionen, deren
Juliamenge ein Jordanbogen ist, betrachten wir in Kapitel 4 Funktionen mit
zwei Fixpunkten, die zugleich kritische Werte sind. Es existieren also zwei in
einer ganz bestimmten Weise pra¨periodische kritische Punkte. Als Vorberei-
tung untersuchen wir in diesem Kapitel in einem allgemeineren Kontext solche
rationalen Funktionen dritten Grades, die einen kritischen Punkt besitzen, der
auf einen Fixpunkt abgebildet wird. Dabei wird nach dem dynamischen Typ
des Fixpunktes unterschieden. In jedem Fall liegt ein einfacher kritischer Punkt
vor, so dass der Fixpunkt sich als einfaches und den kritischen Punkt als dop-
peltes Urbild besitzt. Die in diesem Kapitel auftretende Funktion f sei, ohne
dass dieses sta¨ndig erwa¨hnt wird,
1) eine rationale Funktion dritten Grades, die
2) einen Fixpunkt z0 mit kritischem Urbild c besitzt.
Es werden Aussagen u¨ber die topologischen und geometrischen Eigenschaften
der Juliamenge von f fu¨r die Fa¨lle gesucht, dass z0 ein attraktiver Punkt (Ab-
schnitt 3.1) oder ein Leaupunkt (Abschnitt 3.2) ist. Im zweiten Fall ergeben
sich unterschiedliche Aussagen, falls in der zugeho¨rigen Leaublume ein oder
zwei kritische Punkte enthalten sind (Abschnitt 3.3). Folgendes wird bewiesen.
Im attraktiven Fall ist die Juliamenge genau dann zusammenha¨ngend, wenn
genau zwei kritische Punkte im zugeho¨rigen Attraktionsgebiet liegen, der kri-
tische Vorga¨nger des attraktiven Fixpunktes und ein nicht pra¨periodischer kri-
tischer Punkt.
Ist z0 ein Leaupunkt mit λ(z0) = e
2pii k
n , so ist J zusammenha¨ngend, falls die
Leaublume genau einen kritischen Punkt entha¨lt oder falls genau zwei kritische
Punkte in ihr liegen und sie 2n Bla¨tter besitzt. Besteht dagegen die Leaublume
aus mindestens zwei Bla¨ttern und existiert ein Blatt, in dem zwei verschiedene
kritische Punkte liegen, so ist J unzusammenha¨ngend.
3.1 Attraktive Fixpunkte mit kritischem Urbild
Ist z0 ein attraktiver Fixpunkt, so entha¨lt das Schro¨dergebiet A(z0) einen
nicht pra¨periodischen kritischen Punkt von f . Der folgende Satz zeigt, dass
mindestens zwei kritische Punkte, das kritische Urbild von z0 und ein nicht
pra¨periodischer kritischer Punkt, in A(z0) liegen und dass A(z0) vollsta¨ndig
invariant ist.
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Satz 3.1. Es sei z0 ein attraktiver Fixpunkt von f mit kritischem Urbild. Dann
ist das Schro¨dergebiet A(z0) vollsta¨ndig invariant.
Beweis. Fu¨r den lokalen Grad k von f im Schro¨dergebiet A(z0) gilt k ≥ 2,
also besitzt jeder Punkt in A(z0) mindestens zwei Urbilder in A(z0). Das gilt
insbesondere fu¨r den Fixpunkt z0. Die drei Urbilder von z0 unter der Funktion
f dritten Grades sind z0 selbst als einfaches Urbild und nach Voraussetzung ein
kritischer Punkt c als zweifaches Urbild. Da das Urbild z0 in A(z0) enthalten
ist, aber noch mindestens ein weiteres Urbild beno¨tigt wird, liegt auch c in
A(z0), so dass sich dort alle Urbilder von z0 befinden und der lokale Grad k in
A(z0) mit dem globalen Grad von f u¨bereinstimmt. Das bedeutet, dass A(z0)
vollsta¨ndig invariant ist.
Als Folgerung dieses Satzes ko¨nnen einige Aussagen festgehalten werden.
Folgerung 3.2. Ist z0 ein attraktiver Fixpunkt von f mit kritischem Urbild,
so gelten folgende Aussagen:
1) Es befinden sich mindestens zwei kritische Punkte in A(z0).
2) Existieren weitere stabile Gebiete, so sind sie einfach zusammenha¨ngend.
3) Es ist ∂A(z0) = J . Ist A(z0) einfach zusammenha¨ngend, so ist die Ju-
liamenge zusammenha¨ngend, ist f zusa¨tzlich (sub)hyperbolisch, so ist sie
eine Kurve.
Bei der Untersuchung der Geometrie der Juliamenge sto¨ßt man auf die Frage,
ob und unter welcher Bedingung A(z0) einfach zusammenha¨ngend ist. Die Aus-
sage ist gesichert, wenn A(z0) genau einen kritischen Punkt entha¨lt, aber nicht
bei Existenz mehrerer nicht pra¨periodischer kritischer Punkte in A(z0). Lie-
gen dort dagegen ein nicht pra¨periodischer kritischer Punkt und ein kritischer
Vorga¨nger c des attraktiven Fixpunktes, so sorgt c dafu¨r, dass in einer Urbild-
komponente einer geeigneten einfach zusammenha¨ngenden Umgebung von z0
alle beiden in A(z0) befindlichen kritischen Punkte ”
eingefangen“ sind. Die Zu-
sammenhangszahl bleibt dann bei iterierter Urbildbetrachtung gleich, was den
einfachen Zusammenhang von A(z0) zur Folge hat. In allgemeinerem Kontext
bescha¨ftigt sich folgendes Lemma mit der Frage, unter welcher Voraussetzung
ein Schro¨dergebiet A(z0) einer rationalen Funktion g, die A(z0) mit lokalem
Grad d abbildet, einfach zusammenha¨ngend ist.
Lemma 3.3. Die rationale Funktion g besitze ein Schro¨dergebiet A(z0) mit
lokalem Abbildungsgrad d und d− 1 kritischen Punkten in A(z0). Ist dann
U0 ⊂ A(z0) ein einfach zusammenha¨ngendes Gebiet mit z0 ∈ U , g
(
U0
) ⊂ U0
und der Eigenschaft, dass die Urbildkomponente von U0, die den Punkt z0
entha¨lt, d : 1 auf U0 abgebildet wird, so ist A(z0) einfach zusammenha¨ngend.
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Beweis. Es sei U0 das einfach zusammenha¨ngende Gebiet mit obigen Eigen-
schaften. Es sei Un die Komponente von g
−n(U0), die den Punkt z0 entha¨lt,
dn der Grad der eigentlichen Abbildung g : Un → Un−1, rn die Anzahl der
kritischen Punkt in Un und mn die Zusammenhangszahl von Un, die immer
endlich ist, da U0 einfach zusammenha¨ngend ist. Wegen g
(
U0
) ⊂ U0 gilt die
Aussage U0 ⊂ U1 und es folgt induktiv Un ⊂ Un+1. Nach Voraussetzung ist
d1 = d und r1 ≤ d− 1, so dass mit der Formel von Riemann-Hurwitz
m1 = r1 − d+ 2 ≤ 1
der einfache Zusammenhang von U1 folgt. Also ist m1 = 1 und r1 = d− 1.
Mit der ersten Ru¨ckwa¨rtsiteration hat man also alle im Schro¨dergebiet be-
findlichen kritischen Punkte eingefangen. Wegen Un ⊂ Un+1 bleibt in jedem
Schritt die Anzahl der kritischen Punkte, der Grad der Abbildung und die Zu-
sammenhangszahl identisch. Die einfach zusammenha¨ngenden Un bilden eine
Ausscho¨pfung des Gebietes A(z0), das einfach zusammenha¨ngend ist.
Satz 3.4. Es sei z0 ein attraktiver Fixpunkt von f mit kritischem Urbild. Das
Schro¨dergebiet A(z0) ist genau dann einfach zusammenha¨ngend, falls es ge-
nau zwei kritische Punkte entha¨lt, das kritische Urbild von z0 und einen nicht
pra¨periodischen kritischen Punkt. Die Juliamenge ist genau in diesem Fall
zusammenha¨ngend.
Beweis. Das Schro¨dergebiet A(z0) ist nach Satz 3.1 vollsta¨ndig invariant und
entha¨lt neben einem nicht pra¨periodischen kritischen Punkt noch den kritischen
Vorga¨nger von z0, so dass mindestens zwei kritische Punkte in A(z0) liegen.
Ist A(z0) einfach zusammenha¨ngend, so folgt fu¨r die Anzahl r der darin ent-
haltenen kritischen Punkte mit der Formel von Riemann-Hurwitz und der
vollsta¨ndigen Invarianz von A(z0)
1− 2 = 3(1− 2) + r,
also r = 2. Die beiden genannten kritischen Punkte sind die einzigen in A(z0).
Es sei umgekehrt so, dass A(z0) genau zwei kritische Punkte w0 6= w1 enthalte
mit fn(w1)→ z0 (n→∞) und f(w0) = z0. Dann existiert eine einfach zusam-
menha¨ngende Umgebung U0 von z0 mit U0 ⊂ A(z0), w1 ∈ ∂U0 und f
(
U0
) ⊂ U0
(siehe [13, S. 68]). Da A(z0) vollsta¨ndig invariant ist, sind lokaler und globa-
ler Abbildungsgrad gleich, also ist d = 3 (im Hinblick auf die Anwendung von
Lemma 3.3). Es liegen d− 1 = 2 kritische Punkte in A(z0). Wegen w1 ∈ U0
ist w1 auch in der Urbildkomponente U1 mit z0 ∈ U1 enthalten. Das bedeutet,
dass U1 mindestens 2 : 1 auf U0 abgebildet wird. Also liegen (wie bereits im
Beweis von Satz 3.1 gesehen) sowohl z0 als auch w0 als Urbilder von z0 in U1.
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Damit ist d = 3 der lokale Abbildungsgrad von f in U1. Die in Lemma 3.3 vo-
rausgesetzten Bedingungen fu¨r U0 sind erfu¨llt und es folgt, dass A(z0) einfach
zusammenha¨ngend ist.
Da A(z0) vollsta¨ndig invariant ist, stimmt dessen Rand mit der Juliamenge
u¨berein. Es ist J genau dann zusammenha¨ngend, wenn A(z0) einfach zusam-
menha¨ngend ist, also wenn genau zwei kritische Punkte in A(z0) liegen.
Abb. 2: Schro¨dergebiet mit genau zwei kritischen Punkten.
Die hier zugrunde liegende zu 2(−1 + i)z(z + i
2
)2(z − 1)−2 konjugierte
Funktion ist hyperbolisch und ihre Juliamenge ist zusammenha¨ngend.
Sie ist sogar eine Jordankurve (vgl. auch Kapitel 5.1).
Besitzt f (wie in Kapitel 4) zwei Fixpunkte mit jeweils kritischem Urbild,
ist einer davon attraktiv und das zugeho¨rige Schro¨dergebiet einfach zusam-
menha¨ngend, so ist die Funktion zu einem gewissen Polynom quasikonform
konjugiert. Bei dieser Konjugation wird das kritische Urbild des attraktiven
Fixpunktes mit dem superattraktiven Fixpunkt ∞ praktisch
”
verschmolzen“.
Satz 3.5. Es sei z0 ein attraktiver Fixpunkt von f mit kritischem Urbild. Ist
das Schro¨dergebiet A(z0) einfach zusammenha¨ngend und existiert ein von z0
verschiedener Fixpunkt mit kritischem Urbild, so ist f quasikonform konjugiert
zu einem Polynom P der Form P (z) = az(z − b)2.
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Beweis. Nach Satz 3.1 ist das Schro¨dergebiet A(z0) vollsta¨ndig invariant
und Satz 1.7 ist anwendbar. Mit der Aussage b) folgt das Gewu¨nschte unter
Beru¨cksichtigung, dass das Polynom Q˜ den Grad 0 hat, also konstant ist.
3.2 Leaupunkte mit kritischem Urbild
Es sei nun z0 ein Leaupunkt von f . Dann ist der Multiplikator von z0 eine n-te
Einheitswurzel mit minimal gewa¨hltem n und die Leaublume A(z0) besteht
aus mindestens n Bla¨ttern. Sie besitzt einen nicht pra¨periodischen kritischen
Punkt in ihrem Inneren. Ist nur dieser eine kritische Punkt in A(z0) vorhanden,
so gibt es genau n Bla¨tter. (Wa¨ren es mehr Bla¨tter, so ga¨be es eine natu¨rliche
Zahlm ≥ 2, so dass die Anzahl der Bla¨ttermn ist. Die Blume zerfa¨llt dann inm
invariante Teilblumen, in denen mindestens je ein kritischer Punkt liegt. Daraus
folgt, dass sich mindestens m ≥ 2 kritische Punkte von f in A(z0) befinden.)
Es sei in diesem Abschnitt immer B ein Blatt, das einen nicht pra¨periodischen
kritischen Punkt entha¨lt.
Zuna¨chst ist die Lage des kritischen Vorga¨ngers c von z0 interessant. Da es sich
um einen direkten Vorga¨nger von z0 handelt, liegt c auf ∂A(z0). Weil er ein
kritischer Punkt ist, befindet sich c zwingend auf dem Rand des Blattes B.
Satz 3.6. Sei z0 ein Leaupunkt von f mit kritischem Urbild c. Liegt im Blatt
B der Leaublume A(z0) mindestens ein kritischer Punkt, dann gilt c ∈ ∂B.
Beweis. Wir nehmen an, dass das kritische Urbild c von z0 kein Randpunkt von
B ist. Dann existieren eine Umgebung V von z0 und eine Umgebung U von cmit
f : U
2:1−→ V und der Eigenschaft U ∩B = ∅. Da V eine Umgebung des auf dem
Rand von A(z0) liegenden Leaupunktes z0 ist, ist der Schnitt mit A(z0) und der
Schnitt mit einem beliebigen Blatt der Blume nicht leer. Insbesondere existiert
ein z ∈ V ∩ f(B). Da der Punkt z zu V geho¨rt, besitzt er zwei Urbilder in U ,
die nach Wahl von U nicht in B liegen. Wegen z ∈ f(B) existieren andererseits
mindestens zwei weitere Urbilder in B, da B einen kritischen Punkt entha¨lt
und der lokale Abbildungsgrad k von f in B daher k ≥ 2 erfu¨llt. Insgesamt
besitzt z also mindestens vier Urbilder, was bei einer Funktion dritten Grades
unmo¨glich ist.
Das Blatt f(B) besitzt ho¨chstens zwei Urbildkomponenten, na¨mlich das Blatt
B und eventuell eine weitere von B verschiedene Urbildkomponente B1, die
nicht zur Leaublume geho¨rt. Der kritische Vorga¨nger von z0 liegt nicht nur
auf dem Rand von B, sondern auch auf dem Rand von B1. Er liegt sogar
auf dem Rand jeder nicht zur Leaublume geho¨renden Urbildkomponente eines
beliebigen Blattes.
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Satz 3.7. Sei z0 ein Leaupunkt von f mit kritischem Urbild c. Ist L ein
beliebiges Blatt der Leaublume A(z0), dann ist c Randpunkt von jeder Urbild-
komponente von L, die nicht Blatt von A(z0) ist.
Beweis. Es sei L ein Blatt von A(z0). Dann sind zwei Fa¨lle mo¨glich:
(1) Es existiert ein kritischer Punkt ω mit f(ω) ∈ L.
(2) In L liegt kein kritischer Wert von f .
Im Fall (1) liegt ω in einer Urbildkomponente von L, so dass der lokale Ab-
bildungsgrad k von f dort k ≥ 2 erfu¨llt. Ist k = 3, so existiert eine einzige
Urbildkomponente von L, die ein Blatt ist, und es ist nichts zu zeigen. Also
untersuchen wir nur den lokalen Abbildungsgrad k = 2. Dann existieren genau
zwei Urbildkomponenten von L, das Vorga¨ngerblatt und eine Urbildkomponen-
te L1, die nicht Blatt der Leaublume ist und konform (falls ω im Vorga¨ngerblatt
liegt) oder 2 : 1 (im Fall ω ∈ L1) auf L abgebildet wird. (Eine Unterscheidung
dieser
”
Unterfa¨lle“ ist nicht notwendig.) Im Fall (2) gibt es genau zwei verschie-
dene Urbildkomponenten L1 und L2, die nicht Bla¨tter sind und konform auf L
abgebildet werden.
Wir werden in beiden Fa¨llen zeigen, dass der kritische Vorga¨nger c des Leau-
punktes auf dem Rand von L1 liegt. Im Fall (2) ist damit auch der Beweis fu¨r
c ∈ ∂L2 erbracht.
Wir nehmen an, dass c nicht auf ∂L1 liegt. Dann existieren Umgebungen V
von z0, U0 von z0 und U1 von c mit U0 ∩ U1 = ∅ und den Eigenschaften
f : U0
1:1−→ V, U0 ∩ L1 = ∅,
f : U1
2:1−→ V, U1 ∩ L1 = ∅.
Die Wahl von U0 mit U0 ∩ L1 = ∅ ist mo¨glich, da L1 kein Blatt der Blume
ist, und es existiert U1 mit U1 ∩ L1 = ∅, da nach Annahme c nicht auf dem
Rand von L1 liegt. Da V eine Umgebung des Leaupunktes z0 ist, ist der
Durchschnitt mit einem beliebigen Blatt der zugeho¨rigen Blume nicht leer.
Insbesondere existiert ein z ∈ V ∩ L.
Fall (1): Dann besitzt z ein Urbild in U0, welches zum Vorga¨ngerblatt der Blume
geho¨rt. Es existieren zwei weitere Urbilder in U1. Liegt im Vorga¨ngerblatt von
L der kritische Punkt ω, so liegt dort ein weiteres Urbild von z (eines derer aus
U1). Das letzte Urbild bzw. die letzten zwei Urbilder im Fall ω ∈ L1 geho¨ren
folglich zu L1, was laut Konstruktion ein Widerspruch ist.
Fall (2): Es gibt ein Urbild von z in U0, welches zum Vorga¨ngerblatt der Blume
geho¨rt. Zwei weitere Urbilder existieren in U1, von denen genau eines in L2
liegt. Das andere liegt in L1, so dass man auch hier einen Widerspruch zur
Konstruktion erha¨lt.
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Da also alle Bla¨tter den Leaupunkt auf ihrem Rand gemeinsam haben, besitzen
auch bestimmte Urbildkomponenten der Bla¨tter den gemeinsamen Randpunkt
c. Den Bla¨ttern kann eine gewisse Anordnung um den Punkt z0 zugeordnet
werden. Diese u¨bertra¨gt sich dabei auf ihre Urbildkomponenten, auf deren Rand
c liegt. Um das spa¨ter zeigen zu ko¨nnen, ist es zuna¨chst no¨tig, eine Sortierung
der Bla¨tter um den Leaupunkt mathematisch zu formulieren. Dazu werden
wir zuerst die Sortierung von Jordanbo¨gen, die einen gemeinsamen Endpunkt
besitzen, definieren.
Definition 3.8. Die Jordanbo¨gen J1, ..., Jn : [0, 1]→ Ĉ mit Jk(0) = z0 ∈ Ĉ
fu¨r alle k = 1, ..., n heißen um z0 sortiert, wenn ϕ1 < ... < ϕn existieren mit
ϕn − ϕ1 < 2pi und
arg(Jk(t)− z0)→ ϕk (t→ 0).
Die Bla¨tter der Leaublume ko¨nnen dann auf natu¨rliche Weise mittels ihrer
Attraktionsachsen um z0 sortiert werden. Es muss nur entschieden werden,
welches Blatt das erste in der Sortierung sein soll. Wir wa¨hlen hier ein solches,
dessen direktes Vorga¨ngerblatt den Randpunkt c besitzt. Es sei fu¨r die folgende
Betrachtung o.B.d.A. z0 = 0. Der Multiplikator des Nullpunktes sei weiterhin
eine n-te Einheitswurzel (n minimal).
Es sei B ein Blatt der Blume, dessen Rand c entha¨lt, und B1 := f(B). Das
Blatt B1 ist ein Fixgebiet der Iterierten f
n und es existiert dort eine Achse,
la¨ngs derer fn attraktiv wirkt. Es sei ϕ1 ∈ [0, 2pi) so gewa¨hlt, dass fu¨r z ∈ B1
arg fnk(z)→ ϕ1 (k →∞)
gilt. Dann folgt mit den Winkeln ϕj := ϕ1 + (j − 1) 2pin
arg fnk(z)→ ϕj (k →∞)
fu¨r jedes z ∈ Bj (j = 2, ..., n). Außerdem hat jede dieser Achsen nahe 0 genau
mit einem der Bla¨tter einen nicht leeren Schnitt. Wir fassen die Achsen als
Jordanbo¨gen Aj : [0, 1]→ Ĉ auf und definieren
Aj(t) := tr0e
iϕj , t ∈ [0, 1],
fu¨r j = 1, ..., n. Dann gilt Aj(0) = 0 fu¨r alle j und argAj(t) = ϕj fu¨r alle t > 0.
Offensichtlich ist ϕ1 < ϕ2 < ... < ϕn und ϕn − ϕ1 = n−1n 2pi < 2pi. Gema¨ß De-
finition 3.8 sind A1, ..., An um den Nullpunkt sortierte Jordanbo¨gen. Es la¨sst
sich ein r0 > 0 so wa¨hlen, dass Aj(t) ∈ Bj fu¨r alle t ∈ (0, 1] gilt. So wird den
Bla¨ttern B1, ..., Bn eine Sortierung um den Nullpunkt zugeordnet.
Definition 3.9. Die Bla¨tter L1, ..., Ln einer Leaublume heißen sortiert um
den Leaupunkt z0, wenn fu¨r die Winkel ϕj der Attraktionsachsen in Lj mit
ϕn − ϕ1 < 2pi gilt
ϕ1 < ϕ2 < ... < ϕn.
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Durch Liften der Attraktionsachsen in den Bla¨ttern la¨sst sich auch deren Ur-
bildkomponenten, die den Randpunkt c besitzen, eine Sortierung um c zuord-
nen. Der Nullpunkt ist ein kritischer Wert mit einer punktierten Umgebung, in
der keine kritischen Werte von f liegen. Daher kann r0 so gewa¨hlt werden, dass
auf den Tra¨gern der Aj keine kritischen Werte mit Ausnahme von 0 liegen.
Da c ein einfacher kritischer Punkt von f ist, ko¨nnen wir r0 so klein wa¨hlen,
dass wegen des lokalen Abbildungsverhaltens eine Umgebung U von c und eine
konforme Abbildung g : U → {z ∈ C : |z| < √r0} existiert mit g′(c) 6= 0 und
g(z) =
√
f(z) fu¨r z ∈ U . Betrachten wir zuna¨chst die Abbildung h(z) := z2.
Die Urbildkomponenten der Tra¨ger der Aj unter h sind wieder Tra¨ger von
Jordanbo¨gen Sj : [0, 1]→ Ĉ. Mit den Winkeln ψj := ϕ12 + (j − 1)pin sind fu¨r
j = 1, ..., 2n die Sj definiert durch
Sj(t) := t
√
r0e
iψj , t ∈ [0, 1].
Dann gilt Sj(0) = 0 fu¨r alle j und offensichtlich auch ψ1 < ... < ψ2n. Wegen
ψ2n − ψ1 = (2n− 1)pi
n
= 2pi − pi
n
< 2pi
sind S1, ..., S2n um den Nullpunkt sortierte Jordanbo¨gen. Bezeichnet | . | den
Tra¨ger eines Jordanbogens, so gilt fu¨r jedes j = 1, ..., n die Aussage
h(|Sj |) = h(|Sn+j |) = |Aj |.
Werden die Tra¨ger der Sj mit der konformen Abbildung g geliftet, so erha¨lt
man Tra¨ger von Jordanbo¨gen Jk : [0, 1]→ Ĉ mit Jk(t) = g−1(Sk(t)). Es gilt
fu¨r jedes k zuna¨chst Jk(0) = g
−1(0) = c. Der kleinere Winkel, der von den
Tra¨gern von Sk und Sk+1 aufgespannt wird, betra¨gt
pi
n
. Wegen g′(c) 6= 0 ist g
in c winkelerhaltend, so dass der kleinere Winkel zwischen den Tra¨gern von
Jk und Jk+1 auch
pi
n
betra¨gt. Da das (mod n) fu¨r beliebiges k = 1, ..., n gilt,
u¨bertra¨gt sich die Sortierung der Sk auf die der Jk, so dass J1, ..., J2n um
c sortiert sind. Betrachten wir nun fu¨r die Bla¨tter alle Urbildkomponenten,
die c als Randpunkt besitzen, dann liegt jedes Jk(0, 1) in genau einer dieser
Urbildkomponenten, so dass man fu¨r sie eine Sortierung B−11 , ..., B
−1
2n um c
erha¨lt. Es sei dabei B−11 = B. Dann gilt nach Konstruktion
f
(
B−1j
)
= f
(
B−1n+j
)
= Bj
fu¨r j = 1, ..., n. Damit ist fu¨r die Leaubla¨tter der Begriff
”
Sortierung ihrer
Urbildkomponenten“ definiert und folgender Satz bewiesen.
Satz 3.10. Sei z0 ein Leaupunkt von f mit kritischem Urbild c und sei
B1, ..., Bn eine Sortierung der Bla¨tter der zugeho¨rigen Leaublume A(z0) um z0.
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Dann existiert fu¨r die Bla¨tter eine Sortierung B−11 , ..., B
−1
2n ihrer Urbildkompo-
nenten, auf deren Rand c liegt, mit f(B−11 ) = B1, und es gilt fu¨r j = 1, ..., n
f
(
B−1j
)
= f
(
B−1n+j
)
= Bj .
Abb. 3: Leaublume mit drei Bla¨ttern.
Der kritische Vorga¨nger c des Leaupunktes z0 liegt auf dem Rand des
blauen Blattes, das einen kritischen Punkt entha¨lt, und auf dem Rand
der nicht zur Leaublume geho¨renden Urbildkomponenten der Bla¨tter.
Die Farbzuordnung verdeutlicht die Sortierungen um z0 bzw. c.
Mit Hilfe dieser Sortierungen um z0 und um den kritischen Vorga¨nger c la¨sst
sich nun zeigen, dass ein Blatt, das durch f konform abgebildet wird, den Punkt
c nicht als Randpunkt besitzt.
Satz 3.11. Sei z0 ein Leaupunkt von f mit kritischem Urbild c. Wird ein
Blatt konform abgebildet, so ist c kein Randpunkt dieses Blattes.
Beweis. Wir nehmen an, es gibt ein Blatt B mit c ∈ ∂B und f : B 1:1−→ f(B).
Dann ist das Blatt f(B) von B verschieden, da sonst B als Fixgebiet zum
Leaupunkt z0 einen kritischen Punkt enthalten mu¨sste und B nicht konform
abgebildet wu¨rde. (Die Voraussetzungen bedingen, dass der Multiplikator von
z0 mindestens eine zweite Einheitswurzel ist.) Es existieren dann Umgebungen
V von z0, U0 von z0 und U1 von c mit U0 ∩ U1 = ∅ und den Eigenschaften
f : U0
1:1−→ V, f : U1 2:1−→ V.
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Der Schnitt von V mit dem Blatt f(B) ist nicht leer, so dass ein Punkt
z ∈ f(B) ∩ V existiert, der zuna¨chst genau ein Urbild in U0 besitzt. Dieses
liegt im Blatt B. Da B konform auf f(B) abgebildet wird, existieren in B
keine weiteren Urbilder von z. Seine beiden anderen Urbilder liegen also in Ur-
bildkomponenten von f(B), die c als Randpunkt besitzen. Es sei B−11 , ..., B
−1
2n
fu¨r die Bla¨tter eine Sortierung ihrer Urbildkomponenten, auf deren Rand c
liegt, mit B−11 = B. Nach Satz 3.10 sind B und B
−1
n+1 die beiden einzigen Ur-
bildkomponenten von f(B). Da in B keine weiteren Urbilder existieren, liegen
die beiden verbleibenden Urbilder von z in B−1n+1. Das lokale Abbildungsver-
halten von f um c gibt aber vor, dass sich ein Urbild in B−11 = B und eines in
B−1n+1 befindet, was ein Widerspruch ist.
3.3 Leaublumen mit ein oder zwei kritischen Punkten
Es sei z0 weiterhin ein Leaupunkt von f . Existiert in der zugeho¨rigen Leau-
blume A(z0) neben dem zwingend notwendigen nicht pra¨periodischen kritischen
Punkt kein weiterer, so sind alle Bla¨tter einfach zusammenha¨ngend. Es ergibt
sich mit den Sa¨tzen 3.6 und 3.11 aus dem vorherigen Abschnitt zuna¨chst die
folgende Aussage.
Satz 3.12. Sei z0 ein Leaupunkt von f mit kritischem Urbild c. Entha¨lt die
Leaublume A(z0) genau einen kritischen Punkt im Blatt B, dann sind alle
Bla¨tter einfach zusammenha¨ngend und B ist das einzige Blatt mit Randpunkt c.
Nimmt man noch die Aussage von Satz 3.7 hinzu, dann gibt es genau ein Blatt,
an dessen Rand diejenigen Urbildkomponenten aller Bla¨tter ha¨ngen, die selbst
kein Blatt sind. Dass der Punkt c auf allen Urbildkomponenten eines Blattes
liegt, gilt nur fu¨r das Blatt, in dem sich der kritische Wert befindet.
Folgerung 3.13. Sei z0 ein Leaupunkt von f mit kritischem Urbild c. Entha¨lt
die Leaublume A(z0) genau einen kritischen Punkt ω und ist L ein beliebiges
Blatt, dann ist c Randpunkt aller Urbildkomponenten
1) von L, die nicht Blatt von A(z0) sind,
2) des Blattes von A(z0), das f(ω) entha¨lt.
Ist speziell λ(z0) = 1, so besteht die Leaublume A(z0) aus einem Blatt. Dann
liegt c sowohl auf dem Rand von A(z0), als auch auf dem Rand der von A(z0)
verschiedenen Urbildkomponenten von A(z0), wenn denn solche existieren. (Das
ist der Fall, wenn der in A(z0) liegende kritische Punkt einfach ist.)
Weiterhin erha¨lt man eine Aussage u¨ber die Juliamenge. Aus dem einfachen
Zusammenhang der Bla¨tter folgt zuna¨chst der Zusammenhang ihrer Ra¨nder
und des Randes der Leaublume A(z0), da z0 auf dem Rand aller Bla¨tter liegt.
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Die folgende Information u¨ber die Lage der Urbilder von z0 unter f bringt dann
eine weiterfu¨hrende Zusammenhangsaussage.
Lemma 3.14. Sei z0 ein Leaupunkt von f mit kritischem Urbild c. Entha¨lt
die Leaublume A(z0) genau einen kritischen Punkt, so liegen alle Urbilder von
z0 unter der Abbildung f
n+1 in der Menge ∂A−n(z0) :=
n⋃
j=0
f−j(∂A(z0)).
Beweis. Die Aussage wird per vollsta¨ndiger Induktion gezeigt.
n = 0: Die Urbilder von z0 unter f sind z0 und das kritische Urbild c. Nach
Lemma 3.13 liegt c auf dem Rand von A(z0). Da das fu¨r z0 trivial ist, liegen
alle Urbilder von z0 auf ∂A(z0).
n→ n+ 1: Nach Induktionsvoraussetzung liegen die Urbilder z0, z1, ..., z3n−1
von z0 unter der Iterierten f
n in ∂A−n+1(z0). Damit befinden sich die Urbilder
z0, z1, ...z3n−1, z3n , ..., z3n+1−1 von z0 unter der Iterierten fn+1 auf dem Rand
von A−n(z0).
Da die Vereinigung der Leaublume mit allen Vorga¨ngergebieten eine ru¨ckwa¨rts-
invariante Vereinigung stabiler Gebiete ist, stimmt der Abschluss des Randes
dieser Vereinigung mit der Juliamenge u¨berein und man hat folgende Aussage.
Satz 3.15. Sei z0 ein Leaupunkt von f mit kritischem Urbild. Entha¨lt die
Leaublume A(z0) genau einen kritischen Punkt, dann ist die Juliamenge von
f zusammenha¨ngend.
Beweis. Die Bla¨tter der Leaublume sind nach Satz 3.12 einfach zusammenha¨n-
gend und besitzen daher zusammenha¨ngende Ra¨nder. Damit ist auch ∂A(z0)
zusammenha¨ngend, da alle Randkomponenten den Leaupunkt gemeinsam ha-
ben. Nach Lemma 3.14 liegen alle Urbilder von z0 unter der Abbildung f
n+1
in ∂A−n(z0). Es folgt induktiv aus dem Zusammenhang von ∂A(z0), dass alle
f−j(∂A(z0)) und damit alle ∂A−n(z0) zusammenha¨ngend sind. Wegen
J =
∞⋃
j=1
f−j(∂A(z0))
und der Tatsache, dass mit einer Menge auch ihr Abschluss zusammenha¨ngend
ist, ergibt sich schließlich der Zusammenhang der Juliamenge.
Existieren in A(z0) genau zwei kritische Punkte, die dann zwingend nicht pra¨pe-
riodisch sind, so besteht A(z0) entweder aus n oder 2n Bla¨ttern. Hier sind drei
unterschiedliche Fa¨lle denkbar je nach Lage der beiden kritischen Punkte in-
nerhalb der Leaublume. Es sei B1, ..., Bn bzw. B1, ..., B2n eine Sortierung der
Bla¨tter um z0 und es sei λ(z0) = e
2pii k
n .
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1) Die beiden kritischen Punkte liegen in demselben Blatt. Dann besteht
A(z0) aus n Bla¨ttern B1, ..., Bn und (mod n) gilt
f(Bj) = Bj+k (j = 1, ..., n).
2) Die beiden kritischen Punkte liegen in verschiedenen Bla¨ttern. Hier sind
zwei Unterfa¨lle mo¨glich.
a) Es besitzt A(z0) genau n Bla¨tter B1, ..., Bn und (mod n) gilt
f(Bj) = Bj+k (j = 1, ..., n).
b) Es besitzt A(z0) genau 2n Bla¨tter B1, ..., B2n und (mod 2n) gilt
f(Bj) = Bj+2k (j = 1, ..., 2n).
Hier sind die Bla¨tter der Blume sicher einfach zusammenha¨ngend.
Auch in diesen Fa¨llen ist die Lage des kritischen Vorga¨ngers c von z0 bekannt.
Wie schon im vorherigen Abschnitt bewiesen wurde, liegt c genau dann auf dem
Rand eines Blattes, wenn dieses mindestens einen kritischen Punkt entha¨lt.
Unabha¨ngig davon, ob die beiden kritischen Punkte in verschiedenen Bla¨ttern
liegen oder nicht, c liegt auf dem Rand eines jeden Blattes, das einen kritischen
Punkt entha¨lt. Im Fall 2b) kann wegen des Zusammenhangs der Ra¨nder der
Bla¨tter analog zu Satz 3.15 auf den Zusammenhang der Juliamenge geschlos-
sen werden. Denn besitzt die zugeho¨rige Leaublume 2n Bla¨tter, so zerfa¨llt sie
in zwei invariante Teilblumen A1(z0) und A2(z0), die jeweils genau einen kriti-
schen Punkt enthalten. Zwar liegen dabei keine echten Leaublumen vor, doch
lassen sich die Beweise der Sa¨tze u¨ber Leaublumen mit genau einem kritischen
Punkt hier u¨bertragen. So kann analog zu Satz 3.15 der Zusammenhang von
Wj :=
∞⋃
j=1
f−j(∂Aj(z0))
fu¨r j = 1, 2 gezeigt werden. Die Vereinigung W1 ∪W2 ist zusammenha¨ngend,
da beide Mengen den Leaupunkt z0 gemeinsam haben. Schließlich ist die Ju-
liamenge J =W1 ∪W2 zusammenha¨ngend. Somit ist folgender Satz gezeigt.
Satz 3.16. Es sei z0 ein Leaupunkt von f mit λ(z0) = e
2pii k
n und kritischem
Urbild. Besitzt die Leaublume 2n Bla¨tter und liegen in ihr genau zwei kritische
Punkte, so ist die Juliamenge zusammenha¨ngend.
In diesem Fall liegen die kritischen Punkte zwingend in verschiedenen Bla¨ttern.
Befinden sie sich in demselben Blatt und besitzt A(z0) mindestens zwei Bla¨tter,
so kann ausgeschlossen werden, dass die Bla¨tter der Leaublume einfach zusam-
menha¨ngend sind. Damit ist die Juliamenge unzusammenha¨ngend.
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Satz 3.17. Es sei z0 ein Leaupunkt von f mit kritischem Urbild c. Entha¨lt die
aus mindestens zwei Bla¨ttern bestehende Leaublume A(z0) genau zwei kritische
Punkte, die beide in einem gemeinsamen Blatt liegen, dann sind alle Bla¨tter
∞-fach zusammenha¨ngend und die Juliamenge ist unzusammenha¨ngend.
Beweis. Wir nehmen an, dass das Blatt B, das die beiden kritischen Punkte
der Leaublume entha¨lt, einfach zusammenha¨ngend ist. Eine Anwendung der
Formel von Riemann-Hurwitz zeigt, dass B auf das Nachfolgeblatt mit dem
globalen Grad von f abgebildet wird. Das Nachfolgeblatt f(B) 6= B besitzt also
genau eine Urbildkomponente, na¨mlich B. Es sei B−11 , ..., B
−1
2n fu¨r die Bla¨tter
eine Sortierung ihrer Urbildkomponenten, die c als Randpunkt besitzen, mit
B−11 = B. Nach Satz 3.10 sind B und B
−1
n+1 die beiden Urbildkomponenten von
f(B). Es ergibt sich ein Widerspruch, da B−11 und B
−1
n+1 verschieden sind.
Wir sammeln alle u¨ber den Zusammenhang von J getroffenen Aussagen.
Folgerung 3.18. Es sei z0 ein Leaupunkt von f mit λ(z0) = e
2pii k
n und
kritischem Urbild. Dann ist die Juliamenge zusammenha¨ngend, wenn eine
der folgenden Voraussetzungen fu¨r die Leaublume A(z0) erfu¨llt ist:
1) Es existiert genau ein kritischer Punkt in A(z0).
2) Es existieren genau zwei kritische Punkte in A(z0), die 2n Bla¨tter besitzt.
4 Funktionen dritten Grades
Das Ziel in diesem Kapitel ist die Beschreibung einer Menge von rationalen
Funktionen dritten Grades, die gewisse pra¨periodische kritische Punkte besit-
zen. Ausgehend von der notwendigen Bedingung fu¨r solche Funktionen, deren
Juliamengen Jordanbo¨gen sind, wird in Abschnitt 4.1 die Menge der Funk-
tionen vom Grad d = 3 untersucht, die zwei Fixpunkte mit jeweils kritischem
Urbild besitzen. Die Fixpunkte werden durch eine die Dynamik erhaltende
Transformation in die Fixpunkte 0 und∞ u¨berfu¨hrt. Solche Funktionen lassen
sich in A¨quivalenzklassen einordnen und es entsteht die Menge G∗3 aller dieser
A¨quivalenzklassen. Jeder dieser Klassen ko¨nnen wir in Abschnitt 4.2 eindeu-
tige Invarianten X und Y zuordnen, die bei der Klassifikation im Kapitel 5
eine entscheidende Rolle spielen. In Abha¨ngigkeit der Invarianten werden in
Abschnitt 4.3 Aussagen u¨ber die Multipliaktoren der markierten Fixpunkte
gemacht, ehe im Abschnitt 4.4 eine spezielle Klasse in G∗3 vorgestellt wird, in
der verallgemeinerte Blaschkeprodukte enthalten sind.
4.1 Definitionen und einleitende Sa¨tze
Wir wollen rationale Funktionen f dritten Grades erfassen, deren Juliamengen
Jordanbo¨gen sind. Fu¨r ein solches f liegen notwendigerweise zwei kritische
Punkte in der Juliamenge, und es existieren a, b ∈ Ĉ mit
f(J ∩ C ∪ {a, b}) = {a, b}.
Die in J liegenden kritischen Punkte sind also pra¨periodisch und haben da-
her auf die Dynamik keinen Einfluss. Dabei ko¨nnen a, b einen Zyklus zweiter
Ordnung bilden oder sie sind beide Fixpunkte. Wir verzichten nun auf die Be-
dingung, dass kritische Punkte in J liegen, und fordern nur, dass zwei kritische
Punkte auf verschiedene Fixpunkte a, b abgebildet werden, die dann notwen-
digerweise nicht superattraktiv sind. Werden solche Funktionen betrachtet, so
wird auch eine Teilmenge der Funktionen erfasst, deren Juliamenge ein Jor-
danbogen ist. Eine Funktion dritten Grades besitzt im Allgemeinen vier ver-
schiedene Fixpunkte (nur bei der Existenz von Leaupunkten mit Multiplikator
λ = 1 ist das nicht der Fall). Daher werden zur Unterscheidung a, b markierte
Fixpunkte genannt, wa¨hrend solche, die nicht mit a oder b u¨bereinstimmen,
nicht markierte Fixpunkte heißen. Da eine Funktion f mit beliebig vorgegebe-
nen markierten Fixpunkten zu einer Funktion mit den markierten Fixpunkten
0,∞ und derselben Dynamik konjugiert ist (siehe Satz 4.3), wird die Betrach-
tung auf Funktionen mit den markierten Fixpunkten 0 und ∞ verlagert.
Definition 4.1. Es sei H3 die Menge aller rationalen Funktionen f dritten
Grades, die die beiden folgenden Bedingungen erfu¨llen:
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1) f besitzt nicht-superattraktive markierte Fixpunkte z1 6= z2.
2) f besitzt kritische Punkte c1 6= c2 mit dem Abbildungsverhalten
cj
f7→ zj , j = 1, 2.
Weiterhin sei G3 die Menge aller f ∈ H3 mit z1 = 0 und z2 =∞.
Folgerung 4.2. Es sind z1, z2, c1, c2 von f ∈ H3 paarweise verschieden.
Beweis. Dass die beiden Fixpunkte verschieden sind und die beiden kritischen
Punkte nicht u¨bereinstimmen, ist eine Forderung der Bedingungen 1) und 2).
Wa¨re c1 = zj oder c2 = zj fu¨r ein j, so wa¨re zj ein kritischer, also superattrak-
tiver Fixpunkt.
Zu jeder Funktion f ∈ H3 gibt es eine Funktion g ∈ G3, die zu f konjugiert ist
und damit dieselbe Dynamik besitzt.
Satz 4.3. Ist f ∈ H3, so existiert eine Funktion g ∈ G3 mit f ∼ g.
Beweis. Sind z1, z2 die beiden nicht superattraktiven Fixpunkte der Funktion
f , so sei T eine Mo¨biustransformation mit T (0) = z1 und T (∞) = z2. Die
konjugierte Funktion g := T−1 ◦ f ◦ T besitzt die Fixpunkte 0 und ∞ sowie
kritische Punkte T−1(c1) 6= T−1(c2), die auf 0 bzw.∞ abgebildet werden. Beide
Fixpunkte sind nicht superattraktiv, da z1 und z2 dies nicht sind. Also liegt g
in G3 und es gilt f ∼ g.
Eine Aussage u¨ber die Gestalt der Funktionen aus G3 ist schnell gefunden.
Satz 4.4. Jede rationale Funktion f ∈ G3 la¨sst sich darstellen in der Form
f(z) = az
(
z − c1
z − c2
)2
mit komplexen Parametern a, c1, c2 6= 0, c1 6= c2.
Beweis. Der Nullpunkt und sein kritischer Vorga¨nger c1 sind die einzigen Null-
stellen, der Punkt ∞ und sein kritischer Vorga¨nger die einzigen Polstellen von
f . Nach bekannten Sa¨tzen u¨ber Null- und Polstellen erha¨lt man die Darstellung
f(z) = z(z − c1)2(z − c2)−2g(z) mit einer ganzen, beschra¨nkten Funktion g, die
nach dem Satz von Liouville konstant ist. Diese Konstante a kann nicht den
Wert 0 annehmen, und es gilt c1, c2 6= 0 sowie c1 6= c2 wegen Folgerung 4.2.
Definition 4.5. Es sei P der Parameterraum von G3, also
P := {(a, c1, c2) ∈ C3 : a 6= 0, c1 6= 0, c2 6= 0, c1 6= c2}.
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Die Aussagen von Satz 4.3 und Satz 4.4 ergeben dann die folgende Darstel-
lungsmo¨glichkeit fu¨r die Mengen G3 und H3 unter Verwendung von P.
Folgerung 4.6. Die Mengen G3 und H3 lassen sich darstellen durch
G3 = {g : Ĉ → Ĉ : g(z) = az(z − c1)2(z − c2)−2, (a, c1, c2) ∈ P},
H3 = {f : Ĉ → Ĉ : f ∼ g, g ∈ G3}.
Bei der Suche nach Aussagen u¨ber die Dynamik und die Geometrie der Ju-
liamengen der Funktionen der Menge H3 reicht also die Betrachtung der Men-
ge G3 aus, da solche Aussagen fu¨r konjugierte Elemente u¨bereinstimmen.
Auch in der Menge G3 gibt es Elemente, die dieselbe Dynamik besitzen und
daher zusammengefasst werden ko¨nnen. Dazu verwenden wir solche Mo¨bius-
transformationen T , dass fu¨r f ∈ G3 auch g := T−1 ◦ f ◦ T wieder in G3 liegt.
Die Konjugierte g besitzt wie f die markierten Fixpunkte 0 und ∞, die durch
T folglich entweder jeweils auf sich abgebildet oder vertauscht werden. Solche
Transformationen entha¨lt gerade die in der Definition 1.2 beschriebene Menge
M3, die durch Drehstreckungen und Drehstauchungen lz (l ∈ C \ {0}) und die
Inversion z−1 erzeugt wird. Die Konjugation
M3∼ ist gema¨ß Satz 1.1 eine A¨qui-
valenzrelation, durch die Klassen definiert sind, die nun betrachtet werden.
Definition 4.7. Fu¨r f ∈ G3 sei
(f) := {g ∈ G3 : f M3∼ g}
die A¨quivalenzklasse von f bezu¨glich der Konjugation
M3∼ und es sei
G∗3 := {(f) : f ∈ G3}
die Menge aller A¨quivalenzklassen.
4.2 Invarianten der A¨quivalenzklassen
Eine Aussage u¨ber Invarianten fu¨r die Elemente von G∗3 macht folgender Satz.
Satz 4.8. Fu¨r eine Klasse (f) ∈ G∗3 sind X 6= 0, 1 und Y mit
X :=
c1
c2
= (c1, c2, 0,∞), (1)
Y := a
c1
c2
+
1
a
c2
c1
= aX +
1
aX
= 2J(aX) (2)
ein vollsta¨ndiges Invariantensystem. (Dabei bezeichnet (w1, w2, w3, w4) das Dop-
pelverha¨ltnis der paarweise verschiedenen Punkte w1, w2, w3, w4 ∈ Ĉ und J die
Joukowskiabbildung.)
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Beweis. Verschiedene Vertreter eines Elements aus G∗3 sind zueinander konju-
giert mit Hilfe einer Mo¨biustransformation aus M3. Zu betrachten sind also
die Transformationen Tl(z) = lz (l 6= 0) und S(z) = z−1.
Sei f ein Vertreter eines beliebigen, aber dann festgehaltenen Elements aus G∗3
mit den Koeffizienten a, c1, c2. Die Koeffizienten der Funktion, die durch Kon-
jugation von f mit Tl bzw. S entsteht, seien jeweils mit a˜, c˜1, c˜2 bezeichnet.
Konjugiert man f mit Tl, so erha¨lt man wegen
T−1l ◦ f ◦ Tl(z) =
1
l
alz
(
lz − c1
lz − c2
)2
= az
(
z − c1
l
z − c2
l
)2
die neuen Koeffizienten a˜ = a, c˜1 =
c1
l
und c˜2 =
c2
l
. Dann sind X,Y wegen
c˜1
c˜2
=
c1
l
c2
l
=
c1
c2
,
a˜
c˜1
c˜2
+
1
a˜
c˜2
c˜1
= a
c1
c2
+
1
a
c2
c1
invariant unter Konjugation mit der Transformation Tl.
Bei der Konjugation mit S erha¨lt man wegen
S−1 ◦ f ◦ S(z) =
(
a
1
z
( 1
z
− c1
1
z
− c2
)2)−1
=
1
a
(
c2
c1
)2
z
(
z − 1
c2
z − 1
c1
)2
als neue Koeffizienten a˜ = 1
a
(
c2
c1
)2
, c˜1 =
1
c2
und c˜2 =
1
c1
. Wegen
c˜1
c˜2
=
1
c2
1
c1
=
c1
c2
,
a˜
c˜1
c˜2
+
1
a˜
c˜2
c˜1
=
1
a
(
c2
c1
)2
c1
c2
+ a
(
c1
c2
)2
c2
c1
= a
c1
c2
+
1
a
c2
c1
sind X,Y auch invariant unter Konjugation mit der Inversion S.
Also existiert zu jeder Klasse aus G∗3 ein wohldefiniertes Paar (X,Y ). Weil fu¨r
f ∈ G3 das Koeffiziententripel (a, c1, c2) in P liegt, sind fu¨r X die Werte 0
(wegen c1 6= 0) und 1 (wegen c1 6= c2) ausgeschlossen. (Man beachte, dass die
Ausschlu¨sse a 6= 0, c2 6= 0 in P sich nicht auf den (X,Y )-Raum u¨bertragen.)
Umgekehrt ist zu zeigen, dass zu vorgegebenen X und Y ein eindeutiges Ele-
ment aus G∗3 existiert. Aus X,Y resultieren Koeffizienten a, c1, c2, die nicht
eindeutig bestimmt sind, doch mu¨ssen die zugeho¨rigen Funktionen in dersel-
ben Klasse liegen.
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Bei festem a ist die Klasse aus G∗3 eindeutig festgelegt durch c1 := X und
c2 := 1. Denn zu beliebigem komplexen α 6= 0 ist die Funktion fα mit den
Koeffizienten c1 = αX und c2 = α konjugiert zu der Funktion f mit den Koef-
fizienten c1 = X, c2 = 1 vermo¨ge der Transformation Tα.
Der Koeffizient a berechnet sich wegen Y = aX + 1
aX
aus der Gleichung
(aX)2 − Y (aX) + 1 = 0.
Fu¨r die beiden Lo¨sungen w1, w2 der Gleichung w
2 − Y w + 1 = 0 gilt
w1w2 = 1,
so dass fu¨r die zugeho¨rigen Parameter aj =
wj
X
, j = 1, 2, der Zusammenhang
a2 =
w2
X
=
1
w1X
=
1
a1X2
besteht. Die beiden Funktionen
fj = ajz
(
z −X
z − 1
)2
, j = 1, 2,
geho¨ren zu derselben Klasse aus G∗3 vermo¨ge der Transformation TX ◦ S wegen
f2(z) = a2z
(
z −X
z − 1
)2
=
1
a1X2
z
(
1− X
z
1− 1
z
)2
=
1
a1
z
(
X
z
− 1
X
z
−X
)2
= X
a1X
z
(
X
z
−X
X
z
− 1
)2−1 = X
f1
(
X
z
)
= S−1 ◦ T−1X ◦ f1 ◦ TX ◦ S(z).
Es folgt die Behauptung des Satzes.
Damit ergibt sich fu¨r die Menge G∗3 der folgende Parameterraum.
Definition 4.9. Der zur Menge G∗3 geho¨rende Parameterraum sei mit P∗ be-
zeichnet. Dann ist
P∗ = {(X,Y ) ∈ C2 : X 6= 0, 1}.
In den folgenden Untersuchungen wird je nach Problemstellung der Parame-
terraum P von G3 oder der Parameterraum P∗ von G∗3 zugrunde gelegt.
Will man zu gegebenen X und Y eine Funktion f mit (f) ∈ G∗3 finden, so
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ist aus dem Beweis von Satz 4.8 klar, dass die Parameter c1 = X, c2 = 1 und
a = Y1X
−1 gewa¨hlt werden ko¨nnen, wobei Y1 eine beliebige Lo¨sung der Glei-
chung w2 − Y w + 1 = 0 ist. Die Frage bleibt, ob die Wahl von Y1 pra¨zisiert
werden kann. Sind beide Lo¨sungen der Gleichung vom Betrage her nicht gleich,
so sei Y1 die betragskleinste Lo¨sung. In diesem Fall ist mit Y1Y2 = 1 auch klar,
dass |Y1| < 1 ist. Aus dem gleichen Grund tritt der Fall |Y1| = |Y2| genau dann
auf, wenn beide Lo¨sungen auf der Einheitskreislinie liegen. Fu¨r j = 1, 2 gilt
Y = Yj +
1
Yj
= 2J(Yj).
Die Einheitskreislinie wird durch die Joukowskiabbildung auf das Intervall
[−1, 1] abgebildet, so dass genau fu¨r Y ∈ [−2, 2] die beiden Lo¨sungen betrags-
gleich sind. Genauer sind die Urbilder eines Punktes aus [−2, 2] unter 2J kon-
jugiert komplex, so dass im vorliegenden Fall die Wahl von Y1 mit ImY1 ≥ 0
eindeutig ist. Also ist zu vorgegebenen Invarianten ein f ∈ G3 wie folgt wa¨hlbar.
Folgerung 4.10. Bei vorgegebenem (X,Y ) ∈ P∗ ist f mit den Koeffizienten
c1 = X, c2 = 1, a =
Y1
X
ein Vertreter der zugeho¨rigen Klasse in G∗3 . Dabei ist Y1 eine beliebige Lo¨sung
der Gleichung w2 − Y w + 1 = 0, die konkreter wie folgt gewa¨hlt werden kann:
a) Im Fall Y 6∈ [−2, 2] sei Y1 die betragskleinste Lo¨sung. Dann ist |Y1| < 1.
b) Fu¨r Y ∈ [−2, 2] sei Y1 die Lo¨sung mit ImY1 ≥ 0. Hier ist |Y1| = 1.
Legt man den Parameter Y1 6= 0 fu¨r G∗3 zugrunde, so reicht als Definitionsbe-
reich fu¨r Y1 der Abschluss des oberen Einheitshalbkreises (ohne den Nullpunkt)
vereinigt mit dem offenen unteren Einheitshalbkreis aus, um alle Elemente
(f) ∈ G∗3 genau einmal zu erreichen. Dieser ”halbabgeschlossene“ und punk-
tierte Einheitskreis ist homo¨omorph zur Spha¨re S2, aus der ein Punkt (zum
Beispiel der Su¨dpol) herausgenommen wird. Mit der Folgerung 4.10 la¨sst sich
ein Standardvertreter bestimmen.
Definition 4.11. Es sei Y1 die gema¨ß den Bedingungen a) und b) in Folgerung
4.10 ausgewa¨hlte Lo¨sung der Gleichung w2 − Y w + 1 = 0. Dann heißt
fX,Y (z) =
Y1
X
z
(
z −X
z − 1
)2
der Standardvertreter der Klasse (fX,Y ) ∈ G∗3 .
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4.3 Die Multiplikatoren der markierten Fixpunkte
Ist f ∈ G3, so besitzt mit S(z) = z−1 die zu f Konjugierte g = S−1 ◦ f ◦ S die
Dynamik von f , wobei die beiden markierten Fixpunkte 0 und∞ ihre Multipli-
katoren getauscht haben. Damit ist die Reihenfolge der markierten Fixpunkte
unerheblich, was bedeutet, dass bei der Untersuchung der verschiedenen dy-
namischen Fixpunkttypen symmetrisch auftretende Fa¨lle nicht unterschieden
werden mu¨ssen. Ehe wir uns weiter mit dieser Symmetrie bescha¨ftigen, machen
wir Aussagen u¨ber die Gestalt der beiden Multiplikatoren in den verschiedenen
Parameterra¨umen.
Satz 4.12. Ist f ∈ G3, so sind die Multiplikatoren der markierten Fixpunkte
gegeben durch
λ(0) = a
(
c1
c2
)2
, λ(∞) = 1
a
.
Beweis. Fu¨r f ∈ G3 berechnet man die Ableitungen
f ′(z) = a
(z − c1)(z2 − 3c2z + c1z + c1c2)
(z − c2)3 ,
d
dz
1
f
(
1
z
) = 1
a
(c2z − 1)(1− 3c2z + c1z + c1c2z2)
(c1z − 1)3 .
Damit erha¨lt man als Multiplikatoren der markierten Fixpunkte
λ(0) = f ′(0) = a
c21c2
c32
= a
(
c1
c2
)2
, λ(∞) = d
dz
1
f
(
1
z
) ∣∣∣∣∣
z=0
=
1
a
.
Zusammen mit den Ergebnissen der Folgerung 4.10 lassen sich die Multiplika-
toren des Standardvertreters einer vorgegebenen Klasse aus G∗3 ausgedru¨ckt im
Parameterraum P∗ wie folgt bestimmen.
Satz 4.13. Die Multiplikatoren der markierten Fixpunkte des Standardvertre-
ters fX,Y einer Klasse aus G∗3 sind gegeben durch
λ(0) = Y1X, λ(∞) = X
Y1
.
Beweis. Wir betrachten fX,Y mit den Koeffizienten c1 = X, c2 = 1, a = Y1X
−1,
wobei Y1 die gema¨ß den Bedingungen a) und b) aus Folgerung 4.10 ausgewa¨hlte
Lo¨sung der Gleichung w2 − Y w + 1 = 0 ist. Mit Satz 4.12 erha¨lt man dann
λ(0) = aX2 = Y1X, λ(∞) = 1
a
=
X
Y1
.
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Gegenstand des Beweises ist die Folgerung 4.10, die eine Aussage u¨ber die
Menge G∗3 macht. Ein Beweis kann aber auch ohne direkte Kenntnis u¨ber G∗3
und nur unter Zuhilfenahme der Definition der Zahlen X und Y aus Satz 4.8
und den Gleichungen aus Satz 4.12 gefu¨hrt werden. Addiert und multipliziert
man diese beiden Gleichungen und ersetzt a, c1, c2 durch X,Y gema¨ß (1) und
(2), so erha¨lt man zuna¨chst
λ(0) + λ(∞) = X
(
aX +
1
aX
)
= XY, (3)
λ(0)λ(∞) = X2. (4)
Die beiden Gleichungen verdeutlichen die Symmetrie von 0 und ∞ in G∗3 . Aus
(3) folgt λ(0) = XY − λ(∞) (ist also XY klein, so sind λ(0) und λ(∞) bis auf
das Vorzeichen nahezu identisch) und nach Einsetzen in (4)
λ2(∞)−XY λ(∞) +X2 = 0.
Mit w := λ(∞)
X
erha¨lt man die bekannte Gleichung w2 − Y w + 1 = 0. Sind Y1,
Y −11 die Lo¨sungen dieser Gleichung, so folgt λ(∞) = XY1 oder λ(∞) = XY −11 .
Im ersten Fall erha¨lt man mit (4)
λ(0) =
X2
λ(∞) =
X
Y1
= XY −11 .
Im zweiten Fall erha¨lt man analog λ(0) = XY1.
In einer Klasse (f) ∈ G∗3 befinden sich Paare von Funktionen, die sich dadurch
unterscheiden, dass die Multiplikatoren der beiden markierten Fixpunkte ver-
tauscht sind. Soll einem markierten Fixpunkt von (f) eine Eigenschaft zuge-
wiesen werden, so ist es unerheblich, welcher der beiden Fixpunkte ausgewa¨hlt
wird. Wir halten diese Symmetrieaussage in folgendem Satz fest.
Satz 4.14. Geho¨ren f, g zu derselben Klasse in G∗3 , so stimmen die Multipli-
katoren der markierten Fixpunkte u¨berein oder sie sind vertauscht.
Beweis. Wegen f
M3∼ g besitzen die beiden Funktionen f und g einen Fixpunkt
mit u¨bereinstimmendem Multiplikator. Beide besitzen die Fixpunkte 0 und∞,
auf deren Multiplikatoren die Transformationen ausM3 unterschiedlich wirken.
Wa¨hrend die Transformation λz auf jeweils u¨bereinstimmende Multiplikatoren
der markierten Fixpunkte fu¨hrt, bewirkt z−1 deren Austausch.
Sind f und g Funktionen aus G3 mit u¨bereinstimmenden Multiplikatoren der
markierten Fixpunkte, so ist klar, dass sie im gleichen Element von G∗3 liegen
ko¨nnen. Es gibt aber noch eine weitere Mo¨glichkeit, so dass die Umkehrung
von Satz 4.14 nicht allgemein gu¨ltig ist.
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Satz 4.15. Sind f, g ∈ G3 mit λf (0) = λg(0) und λf (∞) = λg(∞), so geho¨ren
beide Funktionen zu demselben Element von G∗3 oder es gilt
Xf = −Xg, Yf = −Yg.
Beweis. Mit den Lo¨sungen Y1, Y
−1
1 der Gleichung w
2 − Yfw + 1 = 0 und Y˜1,
Y˜ −11 der Gleichung w
2 − Y˜gw + 1 = 0 sowie der Voraussetzung gilt
Y1Xf = Y˜1Xg,
Xf
Y1
=
Xg
Y˜1
nach Satz 4.13. Eine Multiplikation der beiden Gleichungen ergibt die Aussage
X2f = X
2
g . Dann ist Xf = ±Xg und damit Y1 = ±Y˜1. Es folgt
Yf = Y1 +
1
Y1
= ±Y˜1 ± 1
Y˜1
= ±Yg.
Sind Xf = Xg und Yf = Yg, so liegen f und g beide in (f) ∈ G∗3 .
Damit ist klar, dass die Multiplikatoren der markierten Fixpunkte nicht eine
in G∗3 liegende Klasse festlegen, da es zwei mo¨gliche Klassen gibt.
Werden neben den beiden markierten Fixpunkten noch nicht markierte Fix-
punkte gesucht, so ist zuna¨chst klar, dass aufgrund des dritten Grades der
Funktionen aus G3 außer im Fall a = 1 zwei weitere Fixpunkte existieren. Es
kann gezeigt werden, dass zu vorgegebenem Multiplikator λ 6= 1 und vorgege-
benem X genau ein Y existiert, so dass alle Vertreter der Klasse mit diesen
Invarianten einen nicht markierten Fixpunkt mit Multiplikator λ besitzen.
Satz 4.16. Zu λ 6= 1 und X 6= 0, 1 existiert genau ein Y , so dass die zugeho¨rige
Klasse (f) ∈ G∗3 einen nicht markierten Fixpunkt mit Multiplikator λ besitzt.
Beweis. Fu¨r z 6= 0, 1,X ist die Ableitung des Standardvertreters f = fX,Y der
Klasse (f) ∈ G∗3 gegeben durch
f ′(z) =
Y1(z −X)
X(z − 1)3 P2(z) = z
Y1(z −X)2
X(z − 1)2
P2(z)
z(z −X)(z − 1)
= f(z)
P2(z)
z(z −X)(z − 1) .
Dabei ist P2 ein Polynom zweiten Grades mit Fu¨hrungskoeffizient 1 und kon-
stantem Glied X. Gilt nun f(z) = z und f ′(z) = λ, so folgt
λ =
P2(z)
(z −X)(z − 1) .
56 4 FUNKTIONEN DRITTEN GRADES
Wegen λ 6= 1 la¨sst sich diese Gleichung umformen zu z2 + a1z +X = 0 (mit
geeignetem a1 ∈ C, das von X und λ abha¨ngt). Hier existieren genau zwei
Lo¨sungen z0, ζ0 6= 0 mit z0ζ0 = X. Dazu gibt es eindeutig bestimmte Y1,z0 , Y1,ζ0
gema¨ß der Gleichung f(z) = z, die auf Klassen (f), (g) ∈ G∗3 mit f(z0) = z0
und g(ζ0) = ζ0 fu¨hren. Dann gilt
Y1,z0 = X
(z0 − 1)2
(z0 −X)2
(ζ0)
2
(ζ0)2
= X
(z0ζ0 − ζ0)2
(z0ζ0 −Xζ0)2
= X
(X − ζ0)2
(X −Xζ0)2 =
1
X
(ζ0 −X)2
(ζ0 − 1)2
=
1
Y1,ζ0
und folglich Y1,z0Y1,ζ0 = 1. Diese Werte fu¨r Y1 sind also die beiden Lo¨sungen
der Gleichung w2 − Y w + 1 mit Y = Y1,z0 + Y1,ζ0 , so dass f, g ∈ (f) folgt.
4.4 Beispiel einer in G∗
3
enthaltenen Funktionenklasse
Wir betrachten fu¨r c 6= 0 verallgemeinerte Blaschkeprodukte der Form
b(z) = eiαz
(
z − c
1− cz
)2
=
eiα
c 2
z
(
z − c
z − 1
c
)2
.
Es ist b ∈ G3 mit a = eiαc−2, c1 = c und c2 = c−1. Fu¨r (b) ∈ G∗3 gilt dann im
Parameterraum P∗
X = |c|2 > 0, Y = 2J
(
eiα
c 2
|c|2
)
.
Dabei darf c vom Betrage her nicht 1 sein, da sonst X = 1 ist. Die Multiplika-
toren der markierten Fixpunkte sind gegeben durch
λ(∞) = e−iαc 2, λ(0) = eiαc2 = λ(∞).
Fu¨r gewo¨hnliche Blaschkeprodukte ist |c| < 1 und somit
0 < X < 1, Y ∈ [−2, 2].
Die beiden markierten Fixpunkte sind in diesem Fall attraktiv. Ist |c| > 1, so
ist X > 1, Y ∈ [−2, 2] und beide markierten Fixpunkte sind abstoßend.
5 Klassifikation fu¨r die Menge G∗3
Fu¨r die in Kapitel 4 definierte Menge G∗3 wird eine Klassifikation angestrebt.
Eine Eigenschaft, die fu¨r eine Funktion nach Konjugation mit einer Mo¨bius-
transformation erhalten bleibt und die daher fu¨r alle Vertreter einer Klasse
(f) ∈ G∗3 erfu¨llt ist, wird im Folgenden als Eigenschaft von (f) bezeichnet. So
ist zum Beispiel von Interesse, ob ein markierter Fixpunkt von (f) attraktiv,
ob (f) hyperbolisch oder ihre Juliamenge zusammenha¨ngend ist.
Es werden Aussagen gewonnen, fu¨r welche Bereiche in der Parametermenge
P∗ die markierten Fixpunkte der zugeho¨rigen Klassen attraktiv, indifferent
oder abstoßend und fu¨r welche die Klassen hyperbolisch sind (Abschnitt 5.1).
Um eine Menge von Parameterwerten angeben zu ko¨nnen, so dass die Ju-
liamengen der zugeho¨rigen Klassen Jordanbo¨gen sind, wird ein bestimmter
Schnitt durch P∗ mit solchen Parametern konstruiert, die auf zusammenfal-
lende freie kritische Punkte fu¨hren (Abschnitt 5.2). In Abschnitt 5.3 werden
Klassen vorgestellt, die Arnol’d-Herman-Ringe besitzen, bei denen die Ju-
liamenge also unzusammenha¨ngend, aber nicht total unzusammenha¨ngend ist.
Abschließend folgen in Abschnitt 5.4 Aussagen u¨ber topologische und geome-
trische Eigenschaften der Juliamenge von Klassen aus G∗3 in Abha¨ngigkeit von
dem dynamischen Typ der markierten Fixpunkte.
5.1 Hyperbolische Klassen
Die Invariante Y ist mit Hilfe der Joukowskiabbildung definiert, die Kreisli-
nien in Ra¨nder von Ellipsen u¨berfu¨hrt. Daher werden bei den folgenden Unter-
suchungen bestimmte Ellipsen- und Kreisringfla¨chen vorkommen, fu¨r die eine
abku¨rzende Schreibweise eingefu¨hrt wird.
Definition 5.1. Fu¨r r < 1 seien die offene Kreisringfla¨che Ar mit den Radien
r und r−1 und die offene Ellipsenfla¨che Er definiert durch
Er := {z ∈ C : (bRez)2 + (a Imz)2 < a2b2, a = r−1 + r, b = r−1 − r},
Ar := {z ∈ C : r < |z| < r−1}.
Außerdem sei E1 = [−2, 2] die ausgeartete ”Ellipse“ im Fall r = 1.
Damit findet man zu gegebenem Y ∈ C eine Beschreibung fu¨r die Lage der
Lo¨sungen der Gleichung z2 − Y z + 1 = 0.
Satz 5.2. Sei r < 1 und Y ∈ C. Die Lo¨sungen der Gleichung z2 − Y z + 1 = 0
liegen fu¨r Y ∈ Er im offenen Kreisring Ar. Ist Y 6∈ Er, so liegt in jeder der
beiden Zusammenhangskomponenten von C \Ar je eine der zwei Lo¨sungen.
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Beweis. Fu¨r die beiden Lo¨sungen Y1, Y2 der Gleichung z
2 − Y z + 1 = 0 gilt
Y = Yj +
1
Yj
= 2J(Yj).
Dabei ist J die Joukowskiabbildung und es ist Y2 = Y
−1
1 . Das Urbild von Er
unter 2J ist der offene Kreisring Ar um den Nullpunkt mit den Radien r und
r−1, der 2 : 1 auf Er abgebildet wird. Das Urbild von C \ Er besteht aus den
zwei Zusammenhangskomponenten {z ∈ C : |z| ≤ r} und {z ∈ C : |z| ≥ r−1},
die jeweils 1 : 1 abgebildet werden. Es folgt die Behauptung.
Mit der Beschreibung der Multiplikatoren der markierten Fixpunkte (Satz 4.13)
und mit Satz 5.2 erha¨lt man eine Aussage daru¨ber, unter welcher Vorausset-
zung beide markierten Fixpunkte attraktiv sind, und damit auch eine Aussage
daru¨ber, unter welcher Voraussetzung eine Klasse (f) hyperbolisch ist.
Satz 5.3. Die beiden markierten Fixpunkte einer Klasse (f) ∈ G∗3 sind genau
fu¨r |X| < 1, Y ∈ E|X| attraktiv.
Beweis. Sind 0 und ∞ des Standardvertreters fX,Y attraktiv, so folgt
|λ(0)| = |Y1X| < 1, |λ(∞)| =
∣∣∣∣XY1
∣∣∣∣ < 1
mit Satz 4.13. Es ist dann |X| < |Y1| < |X|−1 und damit |X| < 1. Fu¨r Y au-
ßerhalb der Ellipsenfla¨che E|X| gilt |Y −11 | ≥ |X|−1 nach Satz 5.2 und damit
|Y −11 X| ≥ 1, was im Widerspruch zur Attraktivita¨t des markierten Fixpunktes
∞ steht. Also folgt |X| < 1 und Y ∈ E|X|.
Umgekehrt liegen nach Satz 5.2 fu¨r |X| < 1 und Y ∈ E|X| beide Lo¨sungen
Y1, Y
−1
1 im Kreisring mit den Radien |X| und |X|−1. Es gilt |Y1| < |X|−1 und
|Y −11 | < |X|−1, also sind 0 und ∞ attraktiv.
Fu¨r |X| < 1 und Y ∈ ∂E|X| ist einer der markierten Fixpunkte indifferent we-
gen |Y −11 | = |X|−1, der andere wegen |Y1| = |X| < |X|−1 attraktiv. Ist |X| = 1
und Y ∈ E1, so sind beide markierten Fixpunkte indifferent.
Die Frage, unter welcher Voraussetzung eine Klasse aus G∗3 hyperbolisch ist,
ist mit Satz 5.3 praktisch schon beantwortet, denn eine Klasse ist genau dann
hyperbolisch, wenn die Fixpunkte 0 und ∞ attraktiv sind.
Satz 5.4. Eine Klasse (f) ∈ G∗3 ist genau dann hyperbolisch, wenn beide mar-
kierten Fixpunkte attraktiv sind.
Beweis. Ist (f) hyperbolisch, so liegen beide pra¨periodischen kritischen Punkte
in der Fatoumenge und somit auch die beiden Fixpunkte 0 und∞. Diese sind
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attraktiv, da Siegelpunkte bei hyperbolischen Funktionen nicht auftreten.
Sind umgekehrt 0 und ∞ attraktiv, so binden sie je einen der beiden freien
kritischen Punkte, so dass der Vorwa¨rtsorbit aller kritischen Punkte der Ju-
liamenge fern bleibt und (f) hyperbolisch ist.
Zusammen mit Satz 5.3 kann die Menge der hyperbolischen Klassen in G∗3
konkret angegeben werden. Es fa¨llt auf, dass bei der analogen Aussage fu¨r G∗2
auch die Bedingung |X| < 1 auftaucht. Jedoch sind die Aussagen insofern nicht
vergleichbar, da die hyperbolischen Elemente in G∗3 eine zusammenha¨ngende
Juliamenge besitzen, wa¨hrend die Juliamenge eines hyperbolischen Elements
zweiten Grades total unzusammenha¨ngend ist.
Folgerung 5.5. Die Menge aller hyperbolischen Elemente aus G∗3 ist
{(f) ∈ G∗3 : |X| < 1, Y ∈ E|X|}.
Da in diesem Fall mit den Sa¨tzen aus Kapitel 3 die zugeho¨rigen Attraktions-
gebiete der markierten Fixpunkte vollsta¨ndig invariant und einfach zusam-
menha¨ngend sind, ist die Juliamenge nicht nur zusammenha¨ngend, sie ist sogar
eine Jordankurve.
Folgerung 5.6. Fu¨r |X| < 1, Y ∈ E|X| ist die Juliamenge der zugeho¨rigen
Klasse (f) ∈ G∗3 eine Jordankurve.
Beweis. Nach Folgerung 5.5 ist die Klasse (f) ∈ G∗3 mit |X| < 1, Y ∈ E|X| hy-
perbolisch und deren markierte Fixpunkte sind nach Satz 5.4 attraktiv. Die
Attraktionsgebiete A(0) und A(∞) sind nach Satz 3.1 vollsta¨ndig invariant
und, da jeweils genau zwei kritische Punkte in ihnen liegen, nach Satz 3.4 ein-
fach zusammenha¨ngend. Die Fatoumenge besteht also aus zwei vollsta¨ndig
invarianten Schro¨dergebieten, (f) ist hyperbolisch und J ist als Rand der
beiden Schro¨dergebiete eine Jordankurve (siehe [13, S. 137]).
Eine zu Satz 5.3 analoge Aussage ergibt sich in dem Fall, dass beide markierten
Fixpunkte abstoßend sind.
Satz 5.7. Die beiden markierten Fixpunkte einer Klasse (f) ∈ G∗3 sind genau
fu¨r |X| > 1, Y ∈ E|X|−1 abstoßend.
Beweis. Sind 0 und ∞ des Standardvertreters fX,Y abstoßend, so folgt
|λ(0)| = |Y1X| > 1, |λ(∞)| =
∣∣∣∣XY1
∣∣∣∣ > 1
mit Satz 4.13. Es ist dann |X| > |Y1| > |X|−1 und damit |X| > 1. Fu¨r Y au-
ßerhalb der Ellipsenfla¨che E|X|−1 gilt |Y1| ≤ |X|−1 und damit |Y1X| ≤ 1, was
60 5 KLASSIFIKATION FU¨R DIE MENGE G∗3
im Widerspruch dazu steht, dass der markierte Fixpunkt 0 abstoßend ist. Also
folgt |X| > 1 und Y ∈ E|X|−1 .
Umgekehrt liegen nach Satz 5.2 fu¨r |X| > 1 und Y ∈ E|X|−1 beide Lo¨sungen
Y1, Y
−1
1 im Kreisring mit den Radien |X| und |X|−1. Es gilt |Y1| > |X|−1 und
|Y −11 | > |X|−1. Also sind 0 und ∞ abstoßend.
Fu¨r |X| > 1 und Y ∈ ∂E|X|−1 ist wegen |Y1| = |X|−1 einer der markierten Fix-
punkte indifferent, der andere wegen |Y −11 | = |X| > |X|−1 abstoßend.
Folgerung 5.8. Eine Klasse (f) ∈ G∗3 besitzt genau dann einen indifferenten
markierten Fixpunkt, wenn
Y ∈ ∂Emin{|X|,|X|−1}
gilt. Fu¨r |X| < 1 ist der zweite markierte Fixpunkt attraktiv, fu¨r |X| > 1 ab-
stoßend, fu¨r |X| = 1 sind beide Fixpunkte indifferent.
Fu¨r weitere U¨berlegungen ist auch eine Aussage nu¨tzlich, unter welcher Vo-
raussetzung mindestens ein markierter Fixpunkt attraktiv ist.
Folgerung 5.9. Eine Klasse (f) ∈ G∗3 besitzt genau dann einen attraktiven
markierten Fixpunkt, wenn eine der beiden folgenden Eigenschaften erfu¨llt ist.
1) |X| < 1. 2) |X| ≥ 1 und Y /∈ E|X|−1 .
5.2 Jordanbo¨gen und zusammenfallende kritische Punkte
Wir suchen solche Klassen aus G∗3 , deren Juliamengen Jordanbo¨gen sind.
Hinreichend dafu¨r ist, dass das mit der Fatoumenge u¨bereinstimmende stabile
Gebiet ein einfach zusammenha¨ngendes Bo¨ttcher- oder Schro¨dergebiet ist
und dass a, b ∈ Ĉ existieren mit
f(J ∩ C ∪ {a, b}) = {a, b}.
Mindestens einer der beiden Punkte a, b ist einer der markierten Fixpunk-
te, denn andernfalls wa¨ren alle kritischen Punkte pra¨periodisch und die Ju-
liamenge stimmte mit Ĉ u¨berein. Damit ko¨nnen a und b keinen Zyklus zweiter
Ordnung bilden und es sind folglich beides Fixpunkte. Zwei Konstellationen
fu¨r die Menge {a, b} sind dabei zu unterscheiden. Sie entha¨lt einen nicht mar-
kierten Fixpunkt oder es ist {a, b} = {0,∞}.
Geho¨rt ein nicht markierter Fixpunkt zu {a, b}, so liegt ein markierter Fixpunkt
in F . Er ist ein attraktiver Fixpunkt, dessen Attraktionsgebiet den zweiten frei-
en kritischen Punkt entha¨lt. Dann stimmt die Fatoumenge mit dem Schro¨-
dergebiet u¨berein und die Juliamenge ist ein Jordanbogen mit Endpunkten
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im verbleibenden markierten Fixpunkt und besagtem freien Fixpunkt.
Stimmt die Menge der markierten Fixpunkte mit {a, b} u¨berein, so la¨sst sich
Konkreteres aussagen. Wir betrachten zuna¨chst ein Beispiel, das auf folgendem
Satz aufbaut.
Satz 5.10. Fu¨r (fX,Y ) ∈ G∗3 fallen die beiden freien kritischen Punkte genau
fu¨r X = 9 zusammen. Es existieren keine weiteren Klassen mit mehrfachen
kritischen Punkten.
Beweis. Fu¨r z 6= 1 ist die Ableitung von fX,Y gegeben durch
f ′X,Y (z) =
Y1
X
(z −X)(z2 + (X − 3)z +X)
(z − 1)3 .
Es ist z2 + (X − 3)z +X = (z − c)2 fu¨r alle z ∈ C genau fu¨r X = 9, c = −3
oder fu¨r X = 1, c = 1, wobei letzteres die einzige Mo¨glichkeit dafu¨r ist, dass ein
freier kritischer Punkt mit dem kritischen Punkt X zusammenfa¨llt. Da aber
X = 1 im Parameterraum P∗ ausgeschlossen ist, folgt die Behauptung.
Beispiel 5.11. Fu¨r X = 9 und Y = 2 besitzt die zugeho¨rige Klasse aus G∗3
einen superattraktiven Fixpunkt, der doppelter kritischer Punkt ist. Das zu-
geho¨rige Bo¨ttchergebiet ist vollsta¨ndig invariant, einfach zusammenha¨ngend
(da der superattraktive Fixpunkt der einzige kritische Punkt dort ist) und
stimmt mit der Fatoumenge u¨berein. Die beiden markierten kritischen Punk-
te liegen folglich in der Juliamenge, die ein Dendrit, sogar ein Jordanbogen
ist. Es existiert ein Polynom P dritten Grades, so dass alle Vertreter f der
Klasse (f9,2) vermo¨ge geeigneter Moebiustransformationen, die∞ auf den su-
perattraktiven Fixpunkt von f abbilden, zu P konjugiert sind. Die Juliamenge
des Polynoms ist ebenfalls ein Jordanbogen.
Entscheidend bei der Argumentation fu¨r den einfachen Zusammenhang des
in dem Beispiel auftretenden Fixgebietes ist, dass die beiden freien kritischen
Punkte zusammenfallen. Geringe Vera¨nderung des Parameters Y bewirkt, dass
ein doppelter kritischer Punkt nahe eines attraktiven Fixpunktes z0 liegt. Der
doppelte kritische Punkt wird nach geringfu¨giger Sto¨rung des Parameters X
zu nahe beieinander liegenden einfachen kritischen Punkten, die im Attrak-
tionsgebiet von z0 liegen.
Bei zusammenfallenden freien kritischen Punkten existiert nur noch ein kriti-
scher Punkt, der die Dynamik der Klasse bestimmt. Daher ist der Schnitt durch
P∗ mit X = 9 fu¨r eine weitere Klassifizierung geeignet. Wir reduzieren also das
Problem auf die Abha¨ngigkeit bezu¨glich des Parameters Y und betrachten die
Standardvertreter f9,Y der zugeho¨rigen Klassen in diesem Schnitt. Im Beweis
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von Satz 5.10 wurde gezeigt, dass unabha¨ngig von Y der Punkt −3 der doppel-
te kritische Punkt ist. Sein Orbit ist fu¨r die Dynamik von (f9,Y ) entscheidend.
Wie bei den Funktionen zweiten Grades in Abschnitt 2.3 stellt sich die Frage,
wie die Menge der Klassen mit zusammenha¨ngender Juliamenge aussieht.
Satz 5.12. Die Klassen (f9,Y ) ∈ G∗3 mit Y /∈ E 1
9
besitzen eine total unzusam-
menha¨ngende Juliamenge und sind subhyperbolisch.
Beweis. Ist Y /∈ E 1
9
, so ist mit Folgerung 5.9 einer der markierten Fixpunkte
attraktiv und bindet den doppelten kritischen Punkt. Im zugeho¨rigen Attrak-
tionsgebiet liegen drei kritische Punkte (unter Beru¨cksichtigung von Vielfach-
heiten), so dass mit der Formel von Riemann-Hurwitz sofort der einfache
Zusammenhang ausgeschlossen werden kann (siehe Satz 3.4). Der zweite mar-
kierte Fixpunkt liegt in J , so wie auch sein pra¨periodisches kritisches Urbild,
und (f9,Y ) ist subhyperbolisch.
Sto¨rt man X geringfu¨gig, so liegen die freien kritischen Punkte nahe beieinan-
der. Es ist zu vermuten, dass dann eine gewisse Teilmenge D des Komplements
von E|X|−1 existiert, so dass sich fu¨r Y ∈ D beide freien kritischen Punkte im
Attraktionsgebiet des attraktiven markierten Fixpunktes befinden und dieses
∞-fach zusammenha¨ngend ist. Der Frage, ob D existiert und wie es im Falle
der Existenz aussieht, werden wir nicht weiter nachgehen.
Es sei nun (f9,Y ) ∈ G∗3 mit Y ∈ E 1
9
. Liegt der doppelte kritische Punkt −3 in
der Fatoumenge, so sind zugeho¨rige stabile Gebiete einfach zusammenha¨ngend
und die Juliamenge ist zusammenha¨ngend. Geho¨rt er dagegen zu J , so ist
J = Ĉ oder −3 wird durch einen Siegel- bzw. Arnol’d-Herman-Zyklus
gebunden. Also ist J genau dann zusammenha¨ngend, wenn kein Arnol’d-
Herman-Zyklus vorliegt. Da das nicht ausgeschlossen werden kann, bleibt es
eine Vermutung, dass in dem Schnitt durch P∗ mit X = 9 genau die Klassen
mit Y ∈ E 1
9
zusammenha¨ngende Juliamengen besitzen.
Analog zu Abschnitt 2.3 betrachten wir hier die Menge
A := {Y ∈ E 1
9
: (f9,Y ) besitzt einen (super)attraktiven Zyklus}.
Fu¨r eine Klasse (f9,Y ) mit Y ∈ A liegen die kritischen Vorga¨nger der markierten
Fixpunkte in der Juliamenge, der freie doppelte kritische Punkt konvergiert
unter Iteration gegen einen (super)attraktiven Zyklus und (f9,Y ) ist subhyper-
bolisch. Aus diesem Grund werden die Zusammenhangskomponenten der Men-
ge A subhyperbolische Komponenten genannt. Auch hier kann gezeigt werden,
dass zu jeder subhyperbolischen KomponenteH eine feste Zyklusperiode geho¨rt
und dass die Abbildung λ, die jedem Y ∈ H den zugeho¨rigen Multiplikator des
(super)attraktiven Zyklus zuordnet, eine eigentliche Abbildung von H auf die
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Einheitskreisscheibe D ist. Im Unterschied zu Satz 2.17 arbeitet der Beweis mit
der Normalita¨t der Funktionenfolge (fn9,Y (−3)), die die kritischen Punkte 1 und
9 sowie deren Nachfolger 0 und ∞ ausla¨sst (sonst wu¨rde die Juliamenge mit
der Zahlenkugel u¨bereinstimmen).
Satz 5.13. Fu¨r jede subhyperbolische Komponente H von A gilt:
a) Es existiert ein m ∈ N, so dass fu¨r jedes Y ∈ H die Klasse (f9,Y ) einen
(super)attraktiven Zyklus der La¨nge m besitzt.
b) Die Abbildung λ, die jedem Y den Multiplikator des zugeho¨rigen Zyklus
von (f9,Y ) zuordnet, ist eine eigentliche Abbildung von H auf D.
Beweis. Siehe Beweis zu Satz 2.17.
Wir bescha¨ftigen uns mit der Frage, unter welcher Voraussetzung die Julia-
menge von (f9,Y ) ein Jordanbogen ist. Das ist der Fall, wenn die Fatoumenge
ein Attraktionsgebiet zu einem nicht markierten Fixpunkt ist. Die zugeho¨rigen
Parameterwerte liegen genau in der subhyperbolischen Komponente, in der alle
Klassen einen nicht markierten (super)attraktiven Fixpunkt besitzen.
Satz 5.14. Es existiert genau eine subhyperbolische Komponente H1 von A, so
dass fu¨r alle Y ∈ H1 die Juliamenge der Klasse (f9,Y ) ∈ G∗3 ein Jordanbogen
mit Endpunkten in den markierten Fixpunkten ist. Insbesondere ist 2 ∈ H1. Ist
D das Urbild des Einheitskreises unter der Abbildung 32 (J (
√
z)− 1) (mit dem
positiven Zweig der Wurzel, also
√
1 = 1), so gilt H1 = 2J(D).
Beweis. Mit Satz 4.16 existiert zu X = 9 und vorgegebenem |λ| < 1 genau ein
Y , fu¨r das die zugeho¨rige Klasse einen nicht markierten Fixpunkt mit Multi-
plikator λ besitzt. Diese Parameterwerte liegen nach Aussage b) aus Satz 5.13
alle in derselben subhyperbolischen Komponente H1, die dann die einzige mit
dieser Eigenschaft ist. Fu¨r Y = 2 besitzt die Klasse einen superattraktiven Fix-
punkt, also ist 2 ∈ H1.
Zu jeder Klasse (f9,Y ) ∈ G∗3 mit Y ∈ H1 existiert ein Attraktionsgebiet A zu
einem (super)attraktiven Fixpunkt, in dem der doppelte kritische Punkt liegt.
Um diesen bildet der Standardvertreter f9,Y lokal mit vollem Grad ab und A
ist vollsta¨ndig invariant. Da sich nur ein kritischer Punkt in A befindet, ist
A einfach zusammenha¨ngend. Weil keine weiteren nicht pra¨periodischen kriti-
schen Punkte vorhanden sind, ist F = A und J ein Dendrit. Dann ist J ein
Jordanbogen mit Endpunkten in 0 und∞ wegen f(J ∩C∪{0,∞}) = {0,∞}.
Das Urbild von E 1
9
unter der Abbildung 2J ist der Kreisring A 1
9
um 0 mit den
Radien 19 und 9. Das Bild des geschlitzten Kreisrings R := A 19 \ (−9,−
1
9 ) un-
ter dem positiven Zweig der Wurzel ist die rechte Ha¨lfte des Kreisrings A 1
3
,
die durch die Joukowskiabbildung auf die rechte Ha¨lfte der Ellipsenfla¨che E 1
3
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abgebildet wird. Die Funktion 32 (z − 1) bewirkt eine Verschiebung der Ellip-
senfla¨che um 1 nach links und eine Streckung, die den Mittelpunkt auf − 32 und
die Achsen auf die La¨ngen 4 und 5 vera¨ndert. Deren rechte Ha¨lfte entha¨lt den
Einheitskreis, so dass eine Urbildkomponente D von D unter der Abbildung
g(z) := 32 (J (
√
z)− 1) in R enthalten ist. Der Punkt 1 ∈ R ist als einfacher
kritischer Punkt von g das einzige Urbild des Nullpunktes. Da Urbildgebiete
eigentlich abgebildet werden, ist g : D → D eigentlich vom Grad 2. Damit ist
D die einzige Urbildkomponente, also das Urbild von D unter g. Man rech-
net nach, dass fu¨r die beiden nicht markierten Fixpunkte die Multiplikatoren
gerade durch g (±Y1) gegeben sind. Somit ist H1 = 2J(D).
Abb. 4: Die Juliamenge der Funktion 2i
9
z(z − 9)2(z − 1)−2.
Sie ist ein Jordanbogen mit Endpunkten in 0 und ∞.
In Beispiel 5.11 haben wir bereits gesehen, dass die Vertreter der Klasse (f9,2)
zu einem Polynom dritten Grades konjugiert sind. Fu¨r andere Klassen (f9,Y )
mit Y ∈ H1 ist nach Satz 1.7 klar, dass die Vertreter zu einem Polynom PY
dritten Grades quasikonform konjugiert sind. Die topologischen und geometri-
schen Eigenschaften der Juliamenge von f9,Y u¨bertragen sich auf die von PY .
Die Juliamengen der PY sind also ebenfalls Jordanbo¨gen.
5.3 Klassen mit Arnol’d-Herman-Ringen
Wie in Milnors Abhandlung u¨ber rationale Funktionen mit zwei kritischen
Punkten (siehe [11]) besteht die Frage, ob sich in der Menge der Klassen aus
G∗3 , deren Juliamenge unzusammenha¨ngend ist, nur solche mit total unzusam-
menha¨ngender Juliamenge befinden. Das ist hier nicht der Fall, da gewisse
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Klassen existieren, bei denen Arnol’d-Herman-Ringe auftreten.
Betrachten wir zuna¨chst den Fall, dass J total unzusammenha¨ngend ist. Das
dann mit der Fatoumenge u¨bereinstimmende stabile Fixgebiet U ist ein Bo¨tt-
cher-, Schro¨der- oder Leaugebiet, und es liegt mindestens ein nicht pra¨pe-
riodischer kritischer Punkt in U . Ist es nur einer, so folgt der einfache Zusam-
menhang von U . Diese Aussage bleibt im attraktiven Fall mit den Ergebnissen
aus Abschnitt 3.1 auch dann richtig, wenn zusa¨tzlich noch ein kritisches Urbild
des attraktiven Fixpunktes vorhanden ist. Liegen zwei nicht pra¨periodische,
also beide freien kritischen Punkte in U und die markierten kritischen Punkte
in J , so ist nach vorherigem Abschnitt J ein Jordanbogen und damit zusam-
menha¨ngend, wenn die freien kritischen Punkte zusammenfallen. Andernfalls
ist nicht sicher, ob U einfach- oder ∞-fach zusammenha¨ngend ist.
Befinden sich jedoch einer der pra¨periodischen kritischen Punkte und beide
freien kritischen Punkte in U , das dann folglich ein Schro¨dergebiet ist, so ist
J nach der Formel von Riemann-Hurwitz sicher total unzusammenha¨ngend
(siehe Satz 3.4). Mit Satz 5.12 ist ein Bereich in P∗ gefunden, fu¨r den sicher ge-
stellt werden kann, dass zugeho¨rige Elemente aus G∗3 total unzusammenha¨ngen-
de Juliamengen besitzen.
Fu¨r die Existenz von Arnol’d-Herman-Ringen bei einer Klasse (f) ∈ G∗3 ist
es notwendig, dass keiner der beiden markierten Fixpunkte von f attraktiv
oder rational indifferent ist. Denn andernfalls liegt ein freier kritischer Punkt
in der Juliamenge, da der Rand des Ringes zum Abschluss des kritischen Or-
bits geho¨rt. Das Attraktionsgebiet des markierten Fixpunktes bindet dann nur
einen freien kritischen Punkt und in beiden Fa¨llen folgt mit den Aussagen in
Kapitel 3 der Zusammenhang von J , was bei der Existenz eines Arnol’d-
Herman-Ringes unmo¨glich ist.
A priori ist nicht auszuschließen, dass einer der markierten Fixpunkte ein Sie-
gelpunkt ist und zusammen mit einem Arnol’d-Herman-Ring auftritt. Es
fa¨llt zuna¨chst auf, dass die Vertreter einer bestimmten Klasse von G∗3 , na¨mlich
der in Abschnitt 4.4 vorgestellten Beispielklasse, zu den Funktionen geho¨ren,
u¨ber die positive Aussagen zur Existenz von Arnol’d-Herman-Ringen getrof-
fen werden ko¨nnen (siehe [13, S. 102 ff.] fu¨r die nachfolgenden Aussagen). Dazu
betrachten wir in allgemeinerem Kontext Blaschkeprodukte b der Form
b(z) = eiα
2p∏
j=0
z − aj
1− ajz
mit α ∈ R und (zuna¨chst) aj ∈ D. Die Juliamenge von b ist bekanntlich eine
Teilmenge des Einheitskreises. A¨ndert man die Bedingung aj ∈ D, so lassen
sich Funktionen gewinnen, die einen Arnol’d-Herman-Ring besitzen, der die
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Einheitskreislinie entha¨lt. Dazu ist notwendig, dass b in einer Umgebung von
∂D konform ist und dass
1
2pii
∫
∂D
f ′(z)
f(z)
dz = ±1
erfu¨llt ist. Das bedeutet nach dem Argumentprinzip, dass sich die Anzahl der
Nullstellen von der Anzahl der Polstellen von b in D (geza¨hlt mit Vielfachheiten)
um genau 1 unterscheidet. Liegen dann p Nullstellen in D und p+1 außerhalb,
so ist hinreichend und notwendig fu¨r Konformita¨t von b in einer Umgebung der
Einheitskreislinie, dass fu¨r beliebiges ϕ
2p∑
j=0
1− |aj |2
|1− eiϕaj |2 < 0 (5)
gilt. Betrachten wir nun die Funktion f ∈ G3 mit
f(z) =
eiα
c2
z
(
z − c
z − 1
c
)2
= eiαz
(
z − c
1− cz
)2
, (6)
wobei |c| > 1 und α ∈ R ist, dann besitzt f die Form eines Blaschkeproduktes
mit einer Nullstelle innerhalb von D und zwei Nullstellen außerhalb. Weiterhin
gilt die folgende Aussage.
Satz 5.15. Eine Funktion f ∈ G3 der Form (6) ist genau dann konform in
einer Umgebung der Einheitskreislinie, wenn |c| > 3 ist.
Beweis. Wir pru¨fen die zur Konformita¨t des Blaschkeproduktes in einer Um-
gebung von ∂D a¨quivalente Bedingung (5). Hier sind p = 1, a0 = 0 und
a1 = a2 = c.
Sei zuna¨chst f konform in einer Umgebung von ∂D. Dann gilt fu¨r beliebiges ϕ
0 >
2∑
j=0
1− |aj |2
|1− eiϕaj |2 = 1 + 2
1− |c|2
|1− eiϕc|2 .
Insbesondere gilt die Aussage fu¨r das ϕ ∈ [0, 2pi[ mit eiϕc = −|c|, so dass
0 > 1 + 2
1− |c|2
(1 + |c|)2 = 1 + 2
1− |c|
1 + |c| =
3− |c|
1 + |c|
und damit |c| > 3 gilt.
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Ist umgekehrt |c| > 3, so folgt
1 + 2
1− |c|2
|1− eiϕc|2 < 1 + 2
1− |c|2
(1 + |c|)2 =
3− |c|
1 + |c| < 0
fu¨r beliebiges ϕ, womit die Aussage des Satzes bewiesen ist.
Fu¨r die Menge G∗3 ergibt sich dann die folgende Aussage.
Folgerung 5.16. Es sei (f) ∈ G∗3 mit einem f der Form (6). Dann ist f genau
dann konform in einer Umgebung der Einheitskreislinie ∂D, wenn gilt
X > 9, Y ∈ [−2, 2].
Beweis. Per Definition der Invarianten der Klasse (f) ∈ G∗3 in Satz 4.8 gilt hier
X = |c|2, Y = 2J
(
eiα
c2
|c|2
)
.
Der Ausdruck im Argument der Joukowskiabbildung liegt auf der Einheits-
kreislinie, deren Bild unter J das Intervall [−1, 1] ist. Daher ist (f) nach Satz
5.15 genau fu¨r X > 9, Y ∈ [−2, 2] konform in einer Umgebung von ∂D.
Analog zu dem Satz in [13, S. 111] u¨ber spezielle verallgemeinerte Blasch-
keprodukte kann hier die Existenz von Arnol’d-Herman-Ringen nachgewie-
sen werden.
Satz 5.17. Es gelten folgende Aussagen:
1) Fu¨r hinreichend großes c > 3 und u¨berabza¨hlbare viele α ∈ (0, 2pi) hat das
Blaschkeprodukt f ∈ G3 der Form (6) einen Arnol’d-Herman-Ring.
2) Fu¨r hinreichend großes X > 9 und u¨berabza¨hlbare viele Y ∈ [−2, 2] besitzt
die Klasse (f) ∈ G∗3 einen Arnol’d-Herman-Ring.
Fu¨r |c| > 3 sind die beiden markierten Fixpunkte 0 und ∞ abstoßend und
deren Multiplikatoren sind zueinander konjugiert komplex, denn es ist
λ(0) = eiαc2, λ(∞) = e−iαc2 = λ(0).
Sowohl das Paar der festgelegten kritischen Punkte c und c−1 = |c|−2 c, als
auch das Paar der beiden freien kritischen Punkte
3− |c|2 ±√(|c|2 − 9)(|c|2 − 1)
2|c|2 c
68 5 KLASSIFIKATION FU¨R DIE MENGE G∗3
liegen spiegelsymmetrisch zur Einheitskreislinie. Alle vier kritischen Punkte
von f befinden sich außerdem auf der Geraden durch 0 und den Parameter c.
Dabei liegen die kritischen Vorga¨nger der markierten Fixpunkte auf einem der
beiden durch die markierten Fixpunkte getrennten Stu¨cke dieser Geraden und
die beiden freien kritischen Punkte auf dem anderen Stu¨ck wegen
3− |c|2 ±
√
(|c|2 − 9)(|c|2 − 1) < 3− |c|2 +
√
(|c|2 − 5)2 < −2 < 0.
Nach einmaliger Anwendung von f sind die Bildpunkte der beiden festgelegten
kritischen Punkte die markierten Fixpunkte 0 und∞. Die Bildpunkte der freien
kritischen Punkte liegen immer noch spiegelsymmetrisch zur Einheitskreislinie,
so dass alle vier kritischen Werte wieder auf einer gemeinsamen Geraden durch
den Nullpunkt liegen. Bei weiterer Iteration bleibt diese Aussage u¨ber die Bild-
punkte der kritischen Punkte unter der Abbildung fn erhalten.
5.4 Markierte Fixpunkte und Geometrie der Juliamenge
Wir fassen Aussagen u¨ber topologische und geometrische Eigenschaften der
Juliamenge fu¨r die Klassen aus G∗3 zusammen je nach dynamischem Typ ihrer
beiden markierten Fixpunkte. Dazu werden die Ergebnisse aus Kapitel 3 heran-
gezogen. In Anlehnung an Milnors Arbeit u¨ber rationale Funktionen mit zwei
kritischen Punkten (siehe [11]) wird dazu folgendes definiert.
Definition 5.18. Es sei G∗(λ) die Menge der Klassen (f) ∈ G∗3 , fu¨r die einer
der markierten Fixpunkte den Multiplikator λ besitzt, und P∗(λ) ⊂ P∗ der
zugeho¨rige Parameterbereich. Besitzen beide Multiplikatoren der markierten
Fixpunkte denWert λ, so wird das formal mit (f) ∈ G∗(λ) ∩ G∗(λ) ausgedru¨ckt.
Mit den Ergebnissen aus Kapitel 4 erha¨lt man fu¨r P∗(λ) einen Zusammenhang
zwischen den Invarianten X,Y und dem Multiplikator λ.
Satz 5.19. Fu¨r λ 6= 0 und (X,Y ) ∈ P∗(λ) gilt mit der Joukowskiabbildung J
Y = 2J
(
X
λ
)
=
X
λ
+
λ
X
.
Beweis. Zu (X,Y ) ∈ P∗(λ) kann aus der zugeho¨rigen Klasse (fX,Y ) ∈ G∗3 ein
Vertreter so ausgewa¨hlt werden, dass der markierte Fixpunkt ∞ derjenige ist
mit λ(∞) = λ. Dann folgt die Aussage mit der Definition von Y in Satz 4.8
und mit Satz 4.12.
Nun besitzen fu¨r (f) ∈ G∗3 beide markierten Fixpunkte einen gewissen Multi-
plikator. Das zugeho¨rige Invariantentupel (X,Y ) ∈ P∗ befindet sich also in den
Mengen P∗(λ1) und P∗(λ2), wenn λ1 der Multiplikator von 0 und λ2 der von∞
ist. Dabei kann eventuell λ1 = λ2 gelten. Eine Aussage u¨ber die Schnittmenge
zweier verschiedener Parameterbereiche P∗(λ) macht der folgende Satz.
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Satz 5.20. Es seien λ1, λ2 6= 0 gegeben mit λ1 6= λ2. Dann besitzen die Men-
gen P∗(λ1) und P∗(λ2) genau zwei Schnittpunkte, die sich nur im Vorzeichen
unterscheiden.
Beweis. Fu¨r (X,Y ) ∈ P∗(λ1) ∩ P∗(λ2) gilt mit Satz 5.19
X
λ1
+
λ1
X
= Y =
X
λ2
+
λ2
X
.
Man berechnet X2 = λ1λ2 6= 0. Die Gleichung besitzt genau zwei verschiedene
Lo¨sungen X, an die jeweils genau ein Y gebunden ist. Die Lo¨sungen X unter-
scheiden sich dabei nur im Vorzeichen, welches sich auch auf Y u¨bertra¨gt.
Dieses Ergebnis ist eine Wiederholung der Aussage von Satz 4.15. Die beiden
Klassen, deren Invarianten sich genau im Vorzeichen unterscheiden, besitzen in
den markierten Fixpunkten dieselben Multiplikatoren.
Wir beginnen die konkrete Analyse mit der Betrachtung von Klassen mit min-
destens einem attraktiven markierten Fixpunkt. Es sei also (f) ∈ G∗(λ) mit
|λ| < 1. Dann ist die Voraussetzung der Sa¨tze in Abschnitt 3.1 erfu¨llt.
Satz 5.21. Fu¨r (f) ∈ G∗(λ) mit |λ| < 1 und zugeho¨rigem Schro¨dergebiet A
gelten folgende Aussagen:
1) Es ist A vollsta¨ndig invariant und ∂A = J .
2) Es ist A genau dann einfach zusammenha¨ngend und die Juliamenge zu-
sammenha¨ngend, falls A genau zwei kritische Punkte entha¨lt, das kriti-
sche Urbild des zugeho¨rigen attraktiven markierten Fixpunktes und genau
einen der beiden freien kritischen Punkte. Dann ist f quasikonform kon-
jugiert zu einem Polynom P (z) = az(z − c)2.
3) Die Juliamenge ist genau dann total unzusammenha¨ngend, wenn beide
freien kritischen Punkte in A liegen.
4) Existieren weitere stabile Gebiete, so sind sie einfach zusammenha¨ngend.
5) Ist A einfach zusammenha¨ngend, f(sub)hyperbolisch, so ist J eine Kurve.
Bekanntermaßen ist die Juliamenge fu¨r hyperbolische Funktionen mit zusam-
menha¨ngender Fatoumenge total unzusammenha¨ngend. Fu¨r subhyperbolische
Funktionen ist der Satz im Allgemeinen nicht richtig. Hier ist es so, dass alle
die Elemente aus G∗3 mit einem attraktiven markierten Fixpunkt, der beide
freien kritischen Punkte bindet, subhyperbolisch sind mit zusammenha¨ngender
Fatoumenge und total unzusammenha¨ngender Juliamenge (siehe Satz 5.12).
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Es werden nun solche Klassen (f) ∈ G∗3 mit einem attraktiven markierten Fix-
punkt betrachtet, dessen Schro¨dergebiet A nur einen der freien kritischen
Punkte bindet. Der zweite freie kritische Punkt liegt insbesondere nicht in ei-
nem Vorga¨ngergebiet von A, da A notwendigerweise vollsta¨ndig invariant ist.
Es sei (f) ∈ G∗(λ1) ∩ G∗(λ2) mit |λ1| < 1. Wir unterscheiden fu¨r den markier-
ten Fixpunkt mit Multiplikator λ2 die Fa¨lle, dass er attraktiv, indifferent oder
abstoßend ist, wobei alles mit dem nicht in A liegenden freien kritischen Punkt
realisiert werden kann. Es sei zuna¨chst |λ2| < 1.
Satz 5.22. Es sei (f) ∈ G∗(λ1) ∩ G∗(λ2) mit |λj | < 1 fu¨r j = 1, 2. Dann ist die
Juliamenge eine Jordankurve.
Beweis. Die Aussage folgt aus den Sa¨tzen 5.4, 5.5 und 5.6.
Entscheidend ist hier die Hyperbolizita¨t von (f) ∈ G∗3 . Diese geht in den ande-
ren Fa¨llen gema¨ß Satz 5.4 verloren und es ist nicht klar, ob J eine Kurve ist.
Ist |λ2| = 1, so kann zumindest eine positive Aussage u¨ber den Zusammenhang
der Juliamenge gemacht werden.
Satz 5.23. Es sei (f) ∈ G∗(λ1) ∩ G∗(λ2) mit |λ1| < 1 und |λ2| = 1. Dann ist
die Juliamenge zusammenha¨ngend. Im Fall eines markierten Cremerpunktes
ist J ein Dendrit, aber kein Jordanbogen.
Beweis. Ist λ2 eine k-te Einheitswurzel (k minimal), dann besteht die zugeho¨ri-
ge Leaublume aus k Bla¨ttern, die den letzten freien kritischen Punkt bindet.
Ist der zweite markierte Fixpunkt ein Siegelpunkt, so liegt der freie kritische
Punkt in J , da der Rand der Siegelscheibe S in O+(C) enthalten ist. (Die
Fatoumenge besteht aus dem Schro¨dergebiet und
⋃∞
n=0 S
−n. Dabei besitzt
S eine weitere Urbildkomponente, die den kritischen Vorga¨nger des markierten
Siegelpunktes entha¨lt und damit 2 : 1 auf S abgebildet wird.) Existiert neben
einem attraktiven markierten Fixpunkt noch ein markierter Cremerpunkt, so
ist der freie kritische Punkt nicht pra¨periodisch und liegt in J . Damit liegen
im Attraktionsgebiet des attraktiven Fixpunktes immer genau zwei kritische
Punkte und J ist nach Satz 3.4 zusammenha¨ngend.
Im Fall eines Cremerpunktes stimmt die Fatoumenge mit dem einfach zusam-
menha¨ngenden Schro¨dergebiet u¨berein und J ist zusammenha¨ngend. Damit
ist die Juliamenge ein Dendrit, aber kein Jordanbogen, da der Vorwa¨rtsorbit
der kritischen Punkte in J nicht zweipunktig ist.
Ist ein markierter Fixpunkt attraktiv und einer abstoßend, so ist die Ju-
liamenge entweder total unzusammenha¨ngend oder zusammenha¨ngend.
Satz 5.24. Es sei (f) ∈ G∗(λ1) ∩ G∗(λ2) mit |λ1| < 1 und |λ2| > 1. Es sei
A das zugeho¨rige Attraktionsgebiet, das einen freien kritischen Punkt entha¨lt.
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Geho¨rt auch der zweite freie kritische Punkt zu A, so ist J staubfo¨rmig, an-
sonsten zusammenha¨ngend.
Beweis. Die Aussagen folgen aus Satz 5.21.
Geho¨rt der letzte freie kritische Punkt c nicht zu A, so ist ein (super)attraktiver
Zyklus, ein Leau-, Siegel- oder Cremerzyklus mo¨glich. Weiterhin kann c
nicht durch einen Zyklus gebunden werden und liegt dann in J . In diesem Fall
stimmt die Fatoumenge mit dem Schro¨dergebiet u¨berein. Es ist F zusam-
menha¨ngend sowie einfach zusammenha¨ngend und J ein Dendrit. Wird c auf
einen nicht markierten Fixpunkt abgebildet, so ist J ein Jordanbogen.
Es sei nun einer der markierten Fixpunkte indifferent. Dann ist in jedem der
mo¨glichen Fa¨lle ein freier kritischer Punkt gebunden. Ist auch der zweite freie
kritische Punkt durch einen zweiten indifferenten markierten Fixpunkt gebun-
den, so ist die Juliamenge zusammenha¨ngend.
Satz 5.25. Es sei (f) ∈ G∗(λ1) ∩ G∗(λ2) mit |λ1| = 1 und |λ2| = 1. Dann ist
die Juliamenge zusammenha¨ngend.
Beweis. Es sei zuna¨chst einer der markierten Fixpunkte ein Leaupunkt. Dann
liegt ein kritischer Punkt in der zugeho¨rigen Leaublume. Der verbleibende freie
kritische Punkt wird durch einen weiteren markierten Leaupunkt, einen mar-
kierten Siegel- oder Cremerpunkt gebunden. Die Leaublume entha¨lt nur
einen kritischen Punkt und J ist nach Satz 3.15 zusammenha¨ngend.
Sind die beiden markierten Fixpunkte keine Leaupunkte, so sind es Siegel-
oder Cremerpunkte. Bei zwei Cremerpunkten ist J = Ĉ, sonst sind alle sta-
bilen Gebiete einfach zusammenha¨ngend. Immer ist J zusammenha¨ngend.
Sind beide markierten Fixpunke Leaupunkte, dann binden die Leaublumen
beide freien kritischen Punkte und die kritischen Vorga¨nger der Leaupunkte
liegen in der Juliamenge. Zwar besteht der Vorwa¨rtsorbit von J ∩ C ∪ {0,∞}
aus genau den beiden markierten Fixpunkten, doch ist J kein Jordanbogen,
noch nicht einmal ein Dendrit, denn die Fatoumenge ist offensichtlich nicht
zusammenha¨ngend.
Beispiel 5.26. Es ist λ1 = λ2 = 1 genau fu¨r X = −1 und Y = −2 (das bedeu-
tet Y1 = −1). Der zugeho¨rige Standardvertreter f = fX,Y mit
f(z) = z
(
z − 1
z + 1
)2
besitzt die Leaupunkte 0 und∞ mit Multiplikator 1, d.h. (f) ∈ G∗(1) ∩ G∗(1).
Die freien kritischen Punkte neben den festgelegten c1 = 1 und c2 = −1 sind
c3 = −2 +
√
5, c4 = −2−
√
5.
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Dann gilt fu¨r z ∈ K := {z ∈ C : |z − z0| < |z0|} mit z0 := 18
|f(z)− z0| = 1
8
∣∣∣∣8z3 − 17z2 + 6z − 1(z + 1)2
∣∣∣∣
=
∣∣∣∣ (z − z0)3 − 14z0(z − z0)2 + 17z20(z − z0)− 32z30(z − z0 + 9z0)2
∣∣∣∣
<
|z0|3 + 14|z0|3 + 17|z0|3 + 32|z0|3
(9|z0| − |z0|)2
= |z0|
und es folgt die gleichma¨ßige Beschra¨nktheit der Iteriertenfolge in K.
Abb. 5: Leaugebiet zum Fixpunkt 0 mit iterierten Urbildgebieten.
Da der Nullpunkt auf dem Rand von K liegt, ist K ⊂ A(0). Wegen
|c3 − z0| =
(√
5− 2− 1
8
)
|z0| < |z0|
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ist c3 ∈ A(0) und folglich c4 ∈ A(∞). Die Fatoumenge besteht aus zwei Leau-
gebieten und deren iterierten Urbildern, die Juliamenge ist zusammenha¨ngend.
Existiert neben einem indifferenten markierten Fixpunkt noch ein abstoßen-
der markierter Fixpunkt, so kann nur dann etwas Konkretes ausgesagt werden,
wenn der indifferente Fixpunkt ein Leaupunkt ist. Dann gibt es neben einem
nicht pra¨periodischen kritischen Punkt, der in der zugeho¨rigen Leaublume L
liegt, einen weiteren freien kritischen Punkt. Wird dieser nicht durch L ge-
bunden, so kann ein (super)attraktiver Zyklus, Leau-, Siegel- oder Cre-
merzyklus existieren oder der kritische Punkt geho¨rt zu keinem Zyklus und
liegt in J . Wird er durch L gebunden, so sind verschiedene Fa¨lle mo¨glich.
Satz 5.27. Es seien (f) ∈ G∗(λ1) ∩ G∗(λ2) mit λk1 = 1 (k minimal), |λ2| > 1
und L die zugeho¨rige Leaublume, die einen der freien kritischen Punkte bindet.
Geho¨rt der letzte freie kritische Punkt nicht zu L, so ist J zusammenha¨ngend.
Ansonsten gelten folgende Aussagen:
1) Entha¨lt ein Blatt beide freien kritischen Punkte, so ist L fu¨r k = 1 voll-
sta¨ndig invariant, einfach zusammenha¨ngend und J ist ein Jordanbogen.
Ist k 6= 1, so sind alle stabilen Gebiete ∞-fach zusammenha¨ngend.
2) Liegen die freien kritischen Punkte in verschiedenen von 2k Bla¨ttern, so
ist J zusammenha¨ngend.
Beweis. Liegt nur einer der freien kritischen Punkte in L, so folgt die Aussage
mit Satz 3.15. Liegen zwei kritische Punkte in einem gemeinsamen Blatt, so
folgt die Aussage fu¨r k = 1 gema¨ß des zweiten Beispiels aus [15] und die fu¨r
k 6= 1 mit Satz 3.17. Die Aussage 2) ist die von Satz 3.16.
Mit den Aussagen aus Abschnitt 5.1 und denen u¨ber die topologischen und
geometrischen Eigenschaften von J in Abha¨ngigkeit von dem dynamischen
Typ der markierten Fixpunkte aus diesem Abschnitt gilt nun folgendes.
Folgerung 5.28. Es sei (fX,Y ) ∈ G∗3 . Dann ist die Juliamenge fu¨r
1) |X| < 1, Y ∈ E|X| eine Jordankurve,
2) |X| ≤ 1, Y ∈ E|X| zusammenha¨ngend,
3) |X| < 1, Y 6∈ E|X| zusammenha¨ngend oder total unzusammenha¨ngend,
4) |X| > 1, Y 6∈ E|X|−1 zusammenha¨ngend oder total unzusammenha¨ngend.
Analog zum Fall eines vorliegenden attraktiven markierten Fixpunktes ver-
bleibt die Frage, ob Bereiche in P∗ angegeben werden ko¨nnen, in denen die
zugeho¨rigen Klassen jeweils eine Leaublume zu einem markierten Leaupunkt
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besitzen, die beide freien kritischen Punkte in einem Blatt vereint. Wir reduzie-
ren das Problem auf die Menge der Klassen, die einen markierten Leaupunkt
mit Multiplikator λ = 1 besitzen, also auf die Klassen (f) ∈ G∗(1). Mit Satz
5.19 erha¨lt man eine Darstellung fu¨r den Parameterbereich P∗(1).
Folgerung 5.29. Es ist P∗(1) = {(X,Y ) ∈ P∗ : X2 −XY + 1 = 0}.
Da fu¨r (f) ∈ G∗(1) der Multiplikator des verbleibenden markierten Fixpunk-
tes X2 ist, ist |X| > 1 notwendig dafu¨r, dass beide kritischen Punkte in dem
Leaugebiet liegen. Der folgende Satz macht eine genauere Aussage.
Satz 5.30. Ist (X,Y ) ∈ P∗(1) mit ReX > 1, so liegen beide freien kritischen
Punkte der Klasse (f) ∈ G∗(1) in dem zugeho¨rigen Leaugebiet.
Beweis. Fu¨r (f) ∈ G∗(1) sei f ∈ G3 ein zugeho¨riger Vertreter mit λ(∞) = 1. Es
ist dann a = 1 und f(z) = z(z − c1)2(z − c2)−2. Dann sei g definiert durch
g(z) :=
1
f
(
1
z
) = z(c2z − 1
c1z − 1
)2
= z + 2(c1 − c2)z2 +O(z3).
Der Residuen-Fixpunkt-Index ι(f,∞) von f in ∞ ist definiert durch
ι(f,∞) := ι(g, 0) := 1
2pii
∫
|z|=r
dz
z − g(z) .
Dabei ist r > 0 so gewa¨hlt, dass g(z) 6= 0 fu¨r 0 < |z| ≤ r ist (siehe [3]). Man
wa¨hlt r <
∣∣∣ 1c2 ∣∣∣, denn neben 0 ist 1c2 die einzige Nullstelle von g. Wir betrachten
1
z − g(z) =
1
z2
(c1z − 1)2
(c1 − c2)(z(c1 + c2)− 2)︸ ︷︷ ︸
:=h(z)
.
Es ist h holomorph fu¨r z 6= 2
c1+c2
. Wa¨hlt man zusa¨tzlich r <
∣∣∣ 2c1+c2 ∣∣∣, dann gilt
ι(g, 0) =
1
2pii
∫
|z|=r
h(z)
z2
dz = h′(0) =
1
4
3c1 − c2
c1 − c2 =
1
4
+
1
2
1
1− c2
c1
.
Im Fall Re ι(g, 0) > 14 +
1
2 existieren nach Bergweiler (siehe [3]) zwei (freie)
kritische Punkte in dem Leaugebiet. Es ist Re 1
1− c2
c1
> 1 genau fu¨r
∣∣∣ c2c1 − 12 ∣∣∣ < 12 .
In P∗ bedeutet das ∣∣ 1
X
− 12
∣∣ < 12 , was a¨quivalent zu ReX > 1 ist.
Weitere Aussagen u¨ber zwei kritische Punkte in einem Leaublatt (auch fu¨r
den Fall k 6= 1) ko¨nnen u¨ber den Parameterschnitt X = 9 gewonnen werden,
in dem die beiden freien kritischen Punkte zusammenfallen.
6 Ausblick auf Funktionen ho¨heren Grades
Wir geben noch einige Denkansto¨ße fu¨r eine Verallgemeinerung der bisherigen
Ergebnisse auf Funktionen ho¨heren Grades. Da es sich hierbei zum Teil um
reine U¨berlegungen handelt, wird auf eine Struktur in Form von Sa¨tzen und
Definitionen verzichtet.
Auch im allgemeinen Fall gehen wir von der notwendigen Bedingung dafu¨r
aus, dass die Juliamenge ein Jordanbogen ist. In der Juliamenge existie-
ren d− 1 verschiedene kritische Punkte, deren Vorwa¨rtsorbit aus genau zwei
Punkten der komplexen Zahlenkugel besteht. Je nachdem, ob ein gerader oder
ungerader Grad vorliegt, besitzt dieser Vorwa¨rtsorbit ein anderes Erscheinungs-
bild, weshalb diese beiden Fa¨lle (wie auch schon bei Funktionen zweiten und
dritten Grades) unterschieden werden. Im ungeraden Fall erfassen wir wieder
nur einen Teil der Funktionen, deren Juliamengen Jordanbo¨gen sind.
Es sei Hd die Menge der rationalen Funktionen f vom Grad d, die paarweise
verschiedene kritische Punkte c1, ..., cd−1 ∈ Ĉ und das folgende Abbildungsver-
halten besitzen, das vom Grad von f abha¨ngt.
1) Ist d = 2n fu¨r ein n ∈ N, so existieren z1, z2 ∈ Ĉ mit z2 7→ z1 7→ z1 und
c2j−1 7→ z2 fu¨r j = 1, ..., n,
c2j 7→ z1 fu¨r j = 1, ..., n− 1.
2) Ist d = 2n+ 1 fu¨r ein n ∈ N, so existieren z1, z2 ∈ Ĉ mit zj 7→ zj und
c2j−1 7→ z2 fu¨r j = 1, ..., n,
c2j 7→ z1 fu¨r j = 1, ..., n.
Weiterhin sei Gd die Menge aller f ∈ Hd mit z1 = 0 und z2 =∞.
In beiden Fa¨llen sind die jeweils auftretenden markierten Fixpunkte (das sind z1
im Fall d = 2n und z1, z2 im Fall d = 2n+ 1) nicht superattraktiv, da sie jeweils
bereits eine maximale Anzahl von Urbildern besitzen. Zu jeder Funktion f ∈ Hd
existiert eine Funktion g ∈ Gd, die vermo¨ge einer Mo¨biustransformation, die 0
auf z1 und ∞ auf z2 abbildet, zu f konjugiert ist und damit dieselbe Dynamik
besitzt. Wir beschra¨nken uns daher auf die Betrachtung von Gd.
Im Fall d = 2n bleibt nur eine mit Hilfe der inM2 enthaltenen Drehstreckungen
und Drehstauchungen enstehende Konjugierte von f ∈ G2n wieder in G2n. Im
ungeraden Fall sind Transformationen ausM3 zugelassen, die definitionsgema¨ß
von Drehstreckungen, Drehstauchungen und der Inversion erzeugt wird. Wir
betrachten in beiden Fa¨llen die gema¨ß Satz 1.1 definierten A¨quivalenzklassen
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(f) := {g ∈ G2n : f M2∼ g} bzw. (f) := {g ∈ G2n+1 : f M3∼ g} und fassen diese je-
weils in der Menge G∗d zusammen.
Wie bei den entsprechenden Funktionen zweiten und dritten Grades ko¨nnen
die Funktionen f ∈ Gd konkret bestimmt werden. Betrachten wir zuna¨chst den
Fall d = 2n. Dann hat f den Nullpunkt als einfache Nullstelle, n− 1 verschie-
dene doppelte Nullstellen und n verschiedene Pole zweiter Ordnung, also die
Darstellung
f(z) = a
z
(z − c2n−1)2
n−1∏
j=1
(
z − c2j
z − c2j−1
)2
mit komplexen Parametern a 6= 0 und c1, ..., c2n−1 6= 0, wobei die cj paarweise
verschieden sind.
Im Fall d = 2n− 1 besitzt f den Nullpunkt als einfache Nullstelle, n verschie-
dene doppelte Nullstellen, den einfachen Pol∞ und n verschiedene Pole zweiter
Ordnung, also die Darstellung
f(z) = a z
n∏
j=1
(
z − c2j
z − c2j−1
)2
mit komplexen Parametern a 6= 0 und c1, ..., c2n 6= 0, wobei die cj paarweise
verschieden sind.
In beiden Fa¨llen haben wir also eine Darstellung der Form
f(z) = az
(
P (z)
Q(z)
)2
(7)
mit einem Za¨hlerpolynom P vom Grad n− 1 im Fall d = 2n bzw. vom Grad
n im Fall d = 2n+ 1 und einem Nennerpolynom Q vom Grad n. Dabei sind
die Polynome in einer Produktdarstellung gegeben, die fu¨r Funktionen vom
Grad d ≥ 4 eine erste Problematik mit sich fu¨hrt. Im Unterschied zu den
Funktionen zweiten und dritten Grades besteht nun das Problem der Sortierung
der Nullstellen von P und Q. (Hintergrund des Problems ist, dass eine nicht
orientierte Mannigfaltigkeit vorliegt.) Beide Polynome sind aber normiert und
besitzen eindeutige Koeffizienten. Es ist Q(z) = zn + bn−1zn−1 + ...+ b0 und
P (z) = zn−1 + an−2zn−2 + ...+ a0 im Fall d = 2n,
P (z) = zn + an−1zn−1 + ...+ a0 im Fall d = 2n+ 1.
Daher wird fu¨r weitere U¨berlegungen die Koeffizientendarstellung eines Poly-
noms verwendet. Wir kla¨ren zuna¨chst die Frage, wie sich die bei der Produkt-
darstellung geltenden Bedingungen fu¨r die kritischen Punkte auf die Koeffi-
zientendarstellung u¨bertragen. Da die Nullstellen von P und Q von 0 verschie-
den sind, gilt a0, b0 6= 0. Dass alle diese Nullstellen paarweise verschieden sind,
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a¨ußert sich in Bedingungen fu¨r die Diskriminanten DP , DQ von P und Q und
deren Resultante RP,Q, denn es gilt
DP 6= 0, DQ 6= 0, RP,Q 6= 0.
Damit sind die Ausnahmefa¨lle theoretisch erfasst, es besteht aber die Pro-
blematik, diese konkret zu bestimmen. Wir beschra¨nken uns darauf, sinnvolle
Kandidaten fu¨r Invarianten der Klassen anzugegeben.
Im Fall d = 2n vera¨ndern wir die in der Darstellung (7) gewa¨hlte Gestalt von
f geringfu¨gig und betrachten
f(z) = z
(
a
P (z)
Q(z)
)2
.
Dann la¨sst sich zeigen, dass die Parameter
X0 := a
a0
b0
, Y0 :=
a0b0
a2n−1
,
Xj := a
j aj
a0
, j = 1, ..., n− 2,
Yj := a
j bj
b0
, j = 1, ..., n− 1,
fu¨r jede Klasse aus G∗2n wohldefiniert sind und zu vorgegebenen Parametern ge-
nau eine A¨quivalenzklasse existiert. Wie jedoch die Ausnahmemenge aussieht,
ist nicht gekla¨rt.
Der Fall d = 2n+ 1 ist schwieriger, denn hier existiert mit der Inversion eine
weitere zu beachtende Transformation. Gehen wir wieder von der urspru¨ngli-
chen Darstellung (7) fu¨r f aus, so definieren wir hier
X0 :=
a0
b0
, Y0 := 2J(aX0),
Xj :=
(ajbn−j)2
a0b0
, j = 1, ..., n− 1,
Yj :=
anj
an−j0
+
bnn−j
bn0
, j = 1, ..., n− 1.
Diese Parameter sind fu¨r jede Klasse wohldefiniert. Jedoch ist bei vorgegebe-
nen Parametern die Eindeutigkeit der zugeho¨rigen Klasse unklar und auch die
Ausnahmemenge ist wie im obigen Fall unbestimmt.
Aufgrund der nicht konkret angebbaren vollsta¨ndigen Invarianten ist eine Klas-
sifikation bislang nicht mo¨glich. Dennoch ko¨nnen wir einige U¨berlegungen all-
gemeinerer Natur anstellen, die in Zusammenhang mit Kapitel 3 stehen.
78 6 EIN AUSBLICK AUF FUNKTIONEN HO¨HEREN GRADES
Nehmen wir an, dass ein markierter Fixpunkt z0 attraktiv ist, dann gilt fu¨r
den lokalen Grad k von f in dem zugeho¨rigen Schro¨dergebiet A(z0) analog
zu Satz 3.1 hier k ≥ 3. Das bedeutet, dass eines der kritischen Urbilder von z0
in A(z0) liegt. Dass sich alle kritischen Urbilder dort befinden und damit A(z0)
vollsta¨ndig invariant ist, kann jedoch nicht gezeigt werden. Ist k = 3 der lokale
Grad von f in A(z0) und existieren genau zwei kritische Punkte in A(z0), ein
kritisches Urbild und ein notwendigerweise pra¨periodischer kritischer Punkt,
dann ist A(z0) einfach zusammenha¨ngend. U¨ber den Zusammenhang der Ju-
liamenge ist damit aber noch nichts ausgesagt, da zum Beispiel nicht klar ist,
wo sich die restlichen Urbildkomponenten von A(z0) befinden.
Das gleiche Problem besteht auch im Falle eines Leaupunktes z0. Ist B ein
Blatt der zugeho¨rigen Leaublume A(z0), das einen kritischen Punkt entha¨lt,
so kann analog zu Satz 3.6 gezeigt werden, dass auf dessen Rand ein kritischer
Vorga¨nger cj0 von z0 existiert. Gibt es nur einen nicht pra¨periodischen kriti-
schen Punkt in A(z0), dann bilden die vereinigten Ra¨nder der Urbildkomponen-
ten von A(z0) unter den Iterierten, die cj0 oder eines der Iteriertenurbilder von
cj0 als Randpunkt besitzen, eine zusammenha¨ngende Menge. Es bleibt offen,
in welchen Fa¨llen die gesamte Juliamenge zusammenha¨ngend ist.
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