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With progress in quantum technology more sophisticated quantum annealing devices are becoming available.
While they offer new possibilities for solving optimization problems, their true potential is still an open question.
As the optimal design of adiabatic algorithms plays an important role in their assessment, we illustrate the
aspects and challenges to consider when implementing optimization problems on quantum annealing hardware
based on the example of the traveling salesman problem (TSP). We demonstrate that tunneling between local
minima can be exponentially suppressed if the quantum dynamics are not carefully tailored to the problem.
Furthermore we show that inequality constraints, in particular, present a major hurdle for the implementation on
analog quantum annealers. We finally argue that programmable digital quantum annealers can overcome many
of these obstacles and can – once large enough quantum computers exist – provide an interesting route to using
quantum annealing on a large class of problems.
While quantum computing has been a long-standing topic
of interest among scientists, it has recently become the focus
of public discussions as well. Its potential to be more pow-
erful than any classical device for some applications and in
particular claims that it can revolutionize the way hard opti-
mization problems are solved [1] has also piqued the inter-
est of industry. Quantum technology is maturing to the point
where, for specially selected problems, it can compete with
classical computers. Particularly, quantum annealing devices
– performing quantum optimizations by slowly evolving to-
ward a target Hamiltonian – and their potential have been a
recent source of controversy. For a fair assessment of the their
potential it is necessary to take a close look at the real world
problems they strive to solve, and how they can be imple-
mented on a given device. Moreover, how to design such al-
gorithms is becoming increasingly relevant as more and more
sophisticated models are starting to become available [2]. In
this paper we address factors that determine the performance
of quantum annealing algorithms and formulate guidelines for
their development.
Quantum annealing [3–6] strives to find the ground state
of a target Hamiltonian HP by starting in the ground state of
an easy to solve driver Hamiltonian HD and then gradually
evolving the system towards the more complex target one.
The gradual change of the Hamiltonian is described by two
monotonic functions A and B, with A(0) = 1, B(0) = 0 and
A(T ) = 0, B(T ) = 1, such that the Hamiltonian at a time t is
given by
H(t) = A(t)HD+B(t)HP for t ∈ [0,T ]. (1)
A common choice is A(t) = 1− t/T and B(t) = t/T . Ideally,
the system remains in the ground state of the instantaneous
Hamiltonian during the evolution. The quantum adiabatic the-
orem gives a sufficient condition for this to be the case. In
analog devices, thermal as well as quantum fluctuations can
excite the system, making quantum annealing an approximate
solver that will generally find states close to but not necessar-
ily the exact ground state.
In order to solve an optimization problem by annealing, its
solution needs to be encoded into the ground state of the target
Hamiltonian. With quantum annealing being an approximate
solver, it is preferable that in fact all low energy states cor-
respond to solutions that are close to optimal - and to only
those. Since the commutation relation between HD and HP
determines the dynamics during evolution, the chosen encod-
ing additionally has to permit the use of a simple enough to
implement driver that allows for fast transitions between po-
tential solutions.
While in principle it is possible to solve an arbitrary prob-
lem on an annealing device, its quantum nature as well as
architectural limitations impose restrictions on the cost func-
tions and possibly constraining conditions that can be real-
ized. Optimally implementing a given problem thus requires
a well chosen mapping onto a suitable target Hamiltonian.
The choice of this mapping significantly influences the per-
formance of the algorithm and its scaling with problem size.
Whether or not a problem can be solved efficiently by anneal-
ing thus depends on both the available hardware and the cho-
sen algorithm. We discuss the issues that need to be consid-
ered when designing specialized quantum hardware and illu-
minate the challenges and pitfalls of adiabatic quantum com-
puting by examining the case of the traveling salesman prob-
lem (TSP). We then show that many of these problems can be
overcome on gate-model quantum computers.
Mapping the TSP to an annealing problem – Given N cities
and distances di j between them, the task of the traveling sales-
man problem is to find the shortest possible roundtrip that vis-
its each city exactly once. Since current devices provide only
local fields and tunable two-site couplings between adjacent
qubits, any target Hamiltonian has to correspond to an Ising
spin glass. The first step is to represent every possible valid
roundtrip as a spin configuration. The straightforward encod-
ing is to associate each roundtrip with a permutation matrix
aik, where aik = 1 if the i-th city is visited at time k of the tour,
and zero otherwise [7]. With the mapping aik = (1−σ zik)/2
the Hamiltonian can be formulated in terms of quantum spin
variables. We then need to ensure that the ground state corre-
sponds to the encoding of the shortest roundtrip. Minimizing
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2Figure 1. A) A crossing requiring up to 4bN/4c single spin flips to
resolve for a permutation mapping, and only 4 for a symmetric TSP
represented by a graph mapping. B) Worst case for N = 18, r = 3:
Using a permutation mapping, resolving r crossing requires up to
2
(
N−d(N− (r−1))/(r+1)e) single spin flips.
the tour length given by the Hamiltonian
Hl = ∑
i, j,k
di jaika jk+1 (2)
subject to the constraints ∑i aik = 1 ∀k and ∑k aik = 1 ∀i ac-
complishes our goal. These two requirements guarantee that
(Mi j) is indeed a permutation matrix. They can be imple-
mented by constraint terms
Hc =∑
i
(1−∑
j
ai j
)2
+
(
1−∑
j
a ji
)2 , (3)
which add an energy penalty to states violating them. The
ground state of the Hamiltonian HP = Hl + ηHc, for η ≥
max{di j/2}, therefore provides the desired TSP solution.
Note that for an N-city TSP we in principle require (N− 1)2
qubits and (N − 2)(N − 1)2 +N2(N − 1) couplers. Given a
typical QA architecture with a small bounded number of cou-
plers per qubit, one will rather need O(N3) qubits.
The quantum driver Hamiltonian – The next step is to find a
quantum driver Hamiltonian HD determining the dynamics of
the annealing process, that provides an efficient near-adiabatic
evolution towards HP without ending up in an excited state.
The usual choice is a transverse field term Hx = Γ∑i, jσ xi j,
which induces single spin flips. Before contemplating more
complex alternatives it is useful to understand the influence
of HD on the annealing efficiency. Consider the probability
to transition between two tours of similar length, as shown in
Fig. 1A. This transition can be performed by a so-called 2-opt
update [8, 9], which is a common and very efficient primi-
tive move in classical heuristics. Using the above mapping
this, however, requires to update m = O(N) variables, since
we have to change the order in which half of the cities are
visited. The probability to transition between these two tours
towards the end of the annealing process is thus – in leading
order – proportional to
(
Γ/∆)m [10], where ∆ is the scale as-
sociated with the barriers between the two solutions. A simple
crossing, as shown in Fig. 1A, is therefore difficult to resolve
since the transition probability is exponentially suppressed (in
the problem size N) compared to classical heuristics that can
directly implement a 2-opt update.
We thus see that the choices of mapping HP and HD affect
which updates to a configuration are efficiently realized dur-
ing quantum annealing, and this directly and significantly im-
pacts performance. The above exponential slowdown might
be avoided by a better choice of HD or HP. Following the
first route we could opt to permute several cities using multi-
qubit couplers. While resolving a crossing may still entail
O(N) steps and the exponential suppression remains, this may
nevertheless significantly improve transition probabilities by
avoiding high energy intermediate configurations that violate
constraints. In fact, such kinetics could allow sampling of
only viable TSP solutions, which would render the constraints
of Eq. (3) unnecessary, and thereby simplify the energy land-
scape that needs to be explored [11]. However, the pairwise
exchange of all two-city pairs requires O(N4) four-spin cou-
plers, which is infeasible for all but the smallest problems.
An improved mapping – In order to design a mapping that
allows for an efficient realization of 2-opt (or more generally
k-opt) moves in the quantum annealer we associate ai j = a ji
with the undirected edges between cities i and j. Using a cost
function
H ′l =∑
i, j
di jai j, (4)
TSP solutions are subject to the constraint that the set of edges
with ai j = 1 form a valid tour. With this mapping a 2-opt
update only requires the flipping of m = 4 spins. More gen-
eral k-opt move requires just m = 2k flips, independent of the
problem size. Such a mapping thus avoids the exponential
slowdown of the previous one.
While the the number of required qubits seems to be com-
parable at N(N − 1)/2, this number can be substantially re-
duced by truncating the set of considered edges. Along the
optimal tour, cities are connected almost exclusively to nearby
cities. In fact, the probability of connecting to the l-th far-
thest city decreases exponentially with l for random problems
instances. We can thus truncate the set of considered edges
originating at a city to a small number of L closest cities.
This substantially reduces the number of required qubits to
NL/2 = O(N).
Implementing the constraints – Closed tours can be en-
forced by adding a constraint term
H ′c =∑
i
(
2−∑
j 6=i
ai j
)2
, (5)
which enforces that each city is connected to two edges. These
constraint terms require O(NL2) 2-qubit couplers, substan-
tially less than the O(N3) terms required for the first map-
ping. While this term enforces a configuration consisting of
closed loops where each city is visited exactly once, it does
not in fact enforce that all visited cities belong to the same
loop: the tour can break up into disjoint subtours. Depend-
ing on the specific variant of the TSP this may or may not be
desired – one may, for example, want to know if using mul-
tiple salesmen is preferred. However, for randomly generated
problems many of the subtours are not particularly interest-
ing. Evaluating 100 random problems with N = 12 and uni-
formly distributed cities in a 2D-plane using CPLEX [12, 13]
shows that the ground state of 75% of the instances splits into
3subtours and a majority of these subtours contain only three
cities. For larger problem sizes, it is likely that here too, we
will frequently obtain solutions consisting of a large number
of subtours containing only a small number of cities.
Directly enforcing a single closed tour would require N-
qubit coupling terms and is unrealistic. The standard proce-
dure to avoid such undesired states is to iteratively add terms
that penalize the specific subtour breakups encountered during
the optimization. Given a breakup into, e.g. two sets of cities
A andB, we add an inequality constraint of the form
∑
i∈A
∑
j∈B
ai j > 0. (6)
Unfortunately, such an inequality constraint is hard to im-
plement with two-qubit couplings in an Ising model quantum
annealer. Approximating the step function of an inequality by
a k-th order polynomial requires implementing O(N2k) k-spin
couplings.
Luckily, an evaluation using CPLEX [12] shows that for the
ground states of our instances there are very few required con-
nections; around 94% of disconnected subtours should have
merely two connections with each other and the remaining 6%
should form four connections. For these a simple quadratic
energy penalty
η ′
(
C−∑
∈A
∑
j∈B
ai j
)2
(7)
with a constant C = 2 to favor two connections or C = 3 to
equally favor two and four connections would be sufficient.
Such constraint terms increases the number of couplings to
O(N2L2), which is still a better scaling than in the original
mapping. The algorithm to obtain an estimate for the TSP
solution then consists of first annealing the minimally con-
strained system described by HP =H ′l +ηH
′
c. If the best solu-
tion found splits into subtours, we add additional constraints
(7) before repeating the annealing. This procedure is repeated
until a solution consisting of a single closed tour is found.
Simulation results – We analyzed the effectiveness of this
algorithm by numerical simulations on problems with N = 8,
12 and 16 cities. We focus our discussion here on the main
results for the case N = 12. We investigated 100 random TSPs
with the cities uniformly distributed on a square.
We start by testing the subtour suppression strategy using
the MIQP solver of CPLEX [12]. To avoid any complica-
tions due to competing constraints, we first analyze the per-
formance of the outlined algorithm when choosing C = 2 for
all iterations. This should enforce the correct behavior for the
majority of instances where only two connections between
subtours are required. Indeed, after one iteration almost all
subtours require merely two connections with only one need-
ing four, and after just two iterations the optimal TSP solution
is found for 95% of these systems.
Even though iteratively adding constraints works reason-
ably well with exact solvers, we found that it fails with heuris-
tic solvers, such as QA, simulated QA (SQA), or classical
simulated annealing (SA). We show SA results but expect the
number of connections in shortest roundtrip
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Figure 2. Distribution of the number of connections that a subtour
found by annealing should have during the first and forth iteration
in order to be consistent with the TSP solution. As the state after
annealing is generally an excited state, the number of connections
can be quite high even for problems where the ground state subtours
require only very few connections - even more so the farther we are
from the ground state. The legend denotes the number of Monte
Carlo steps (MCS) used for annealing in both panels. The inlay in
the “1st Iteration” panel shows the distribution for the ground state
subtours obtained by an exact solver.
observations to carry over to SQA and QA. The algorithm suc-
ceeds in finding the TSP solution only in very few cases. The
reason for this failure is the limited probability of finding the
absolute minimum. Unfortunately, this does not simply trans-
late into a larger number of repetitions before the algorithm
terminates. Contrary to the ground states, a significant num-
ber of the subtours found by annealing should have more than
two connections in the TSP solution. As can be seen in Fig. 2,
a poor annealing performance significantly reduces the chance
of introducing an appropriate set of constraints. Since enforc-
ing the wrong number of connections - that is one inconsistent
with the TSP solution - during any one repetition implies that
the roundtrip obtained at the end of our algorithm is not of
minimal length, the success probability of our algorithm de-
creases exponentially with the number of iterations.
In an effort to mitigate the detrimental effects resulting from
the uncertainty about the required number of connections one
could pursue several strategies. Adding a penalty function that
has multiple minima, e.g. at C = 2 and C = 4 requires O(N8)
four-spin couplings and is thus not likely to be implementable
in the near future. Instead, one might try to choose C = 3
in order to equally favors two or four connections, given that
an even number of connections is enforced. As the obtained
subtours can contain a similar set of cities for several itera-
tions, the ratio η/η ′ then needs to be successively increased
with each iteration; otherwise the ground state configuration
corresponds to broken tours with three connections between
subsets of cities. This creates an unfavorable and very rough
energy landscape, where an annealer has barely any chance of
finding the ground state.
A potential alternative is to use slack variables s1 . . .sm,
sk ∈ {0,1}, for each subset A of m cities forming a subtour.
One can then implement soft constraints by introducing en-
4Figure 3. Circuit implementing an energy penalty if a certain sub-
set of cities is disjoint from the rest (inequality constraint (6)). The
qubits x1 . . .xm represent all possible connections between the subset
and the other cities, the qubits e1..em−2 are additional ancilla qubits
initialized to |0〉 (the graphic shows m = 4). The 2(m− 2) Toffoli
gates can be executed in O(logm) time. Open circles denote con-
ditioning on the connections xi not being part of the current tour
configuration. The unitary U is a phase gate that implements the
propagator corresponding to an energy penalty η ′ during one step of
the annealing process by adding a phase exp(−iB(t)η ′∆t/h¯) if the
qubit is set.
ergy penalties
η ′
(
∑
i∈A
∑
j 6∈A
ai j−
m
∑
k=1
2ksk
)2
+η ′′
( m
∑
k=1
sk−1
)2
. (8)
Engineering a suitable energy landscape, however, poses sim-
ilar challenges, and transitions between solutions with a dif-
ferent number of connections can be heavily suppressed.
We thus conclude that analog quantum annealing devices
are unlikely to be of interest as TSP solvers in the near future.
Digital Quantum Annealing – Virtually all of the above
mentioned issues can be remedied by a “digital” implemen-
tation on a gate-model quantum computer that simulates the
time evolution of quantum annealing by splitting the propa-
gation into discrete time steps ∆t [14, 15]. This has several
advantages: Quantum error correction removes calibration
errors. The flexibility offered by a programmable universal
quantum computer offers more choices of quantum dynamics,
including 2-opt moves. Embedding the program into a spe-
cific hardware graph imposes at most linear overhead in run-
times, opposed to potentially exponential slowdown of quan-
tum tunneling due embedding into a system with low connec-
tivity in an analog approach. The inequality constraint (6) can
now be implemented without heavy approximations. Finally,
all penalty terms in the cost function can be implemented
much more efficiently, reducing the scaling of the number of
qubits with problem size.
Implementing a constraint ∑mi xi = a as a quadratic function
(∑mi xi− a)2 requires m2/2 couplers, which results in O(m2)
qubits assuming limited connectivity. The same constraint can
be implemented in a digital simulation as a phase rotation con-
ditioned on whether the constraint is satisfied or not. Using
just O(m) qubits this can be implemented in time O(logm)
(see Fig. 3). With this approach the constraint (5) requires
only O(N2) instead of O(N3) qubits and the cost for the con-
straint (6) is O(N2). Furthermore, a more even energy land-
scape allows for better annealing performance.
Simulating quantum annealing using QMC simulations on
a classical computer profits from the same advantages of dig-
ital quantum annealing and may thus be a promising route to
explore.
Conclusion – The traveling salesman problem demonstrates
many important aspects to consider in the design of both adi-
abatic quantum algorithms and specialized hardware. A so
far under appreciated aspect is that quantum dynamics has to
be an important consideration in designing the mapping of an
application problem to Ising spin variables. We argued that
using transverse fields (or any other local term) for the quan-
tum dynamics incurs an exponential slowdown in the standard
faithful mapping of TSP to Ising spins, compared to efficient
2-opt updates. We thus considered an alternative mapping,
which avoids this slowdown. The improved dynamics for this
alternative mapping comes at the cost of requiring additional
constraints to prevent a breakup into subtours. We found that
the limitation to quadratic penalty functions in an Ising model
constitutes a problem. In particular the need for inequality
constraints presents a major hurdle for the implementation on
an analog quantum annealing device.
These problems can be solved by considering a digital im-
plementation of quantum annealing on a universal quantum
computer simulating QA, or on a classical computer imple-
menting a QMC version of QA. The programmability of the
digital computer allows efficient implementation of a large
class of cost functions and penalty terms. Furthermore, the
scaling of the required number of qubits is quadratically im-
proved from O(N4) to O(N2) (or from O(N2L2) to O(NL)
when using a cutoff L for the number of neighboring cities
considered).
We thus see digital quantum annealers as a promising route
to quantum optimization, also because they allow more tai-
lored types of quantum dynamics to be programmed and –
with error correction – solve the calibration and error prob-
lems of analog devices.
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