Multi-attribute decision making (MADM) always suffers from the result inconsistency and computational complexity problem, due to numbers of redundant and relational attributes (indexes) of the initial evaluation index system. Therefore, this paper studies the index system (IS) reduction problem through selecting the most representative indicator from each index subsystem after the IS structure partition. First, we propose and demonstrate the Index Subsystem Judgement theorem to improve the efficiency of the classic system structure partition algorithm. Second, an algorithm of index system reduction based on the index similarity (ISRS) is put forward. The ISRS is able to reduce the index quantity while still keeping the index meaning. Third, we define the direction loss rate to measure the evaluation ability loss of the IS during reduction. The algorithm is tested for a synthetic dataset to compare the proposed ISRS with different index reduction algorithms, followed by an extensive experimentation with a real-world financial dataset. Experiment results illustrate that our proposed method is able to obtain more accessible and available reduction results in practice.
INTRODUCTION
Multi-attribute decision making (MADM) is a subfield of operations research, concerned with selecting the best alternative through the evaluation of the whole set of attributes which are hard to quantify, incommensurable or incomparable [2, 35] . A number of redundant or relational attributes (indexes) might increase the potential internal inconsistency and computational complexity of the MADM methods, such as analytic hierarchy process (AHP) [37, 39] . To deal with this drawback, an appropriate index reduction should be implemented.
Since an index system is exactly a system which consists of different indexes (elements) with specific structure (relation), the index system reduction problem could be definitely transformed to the system structure partition problem, that is selecting the most representative index from each index subsystem.
Formally, let denote the initial index system, the task of index system reduction is to partition into several index subsystems and utilize one index to replace each subsystem, where (1) ≠ ∅, (2) ⋃ = , (3) ∩ = ∅. Here, ∈ ⊆ is an index and the final reduced index system ⊆ .
Tab.1 is a common evaluation index system on students' learning performance, including every course score as well as the total and average grade. It can be seen that not only there is the direct linear relation between the total and average grade (that is if one of the Total and Average is known, the other could be calculated through simply multiplying a coefficient), also the performance of different students on the same course shares some similarity, such as Math and Physics.
Obviously, in order to improve the evaluation efficiency of the index system in Tab.1, it is better to just remove one index from each subsystem (i.e., {Math, Physics} and {Total, Average}), which successfully reduces the index quantity while still keeping the index meaning. We study the feature of these two subsystems and find out that indexes in the same subsystem are much more similar to each other than to those in other subsystems, which illustrates that the partition principle of index subsystems is on the basis of the index similarity.
Therefore, this paper focuses on the index system reduction problem based on the index similarity. The main contributions are as follows. First, we propose and demonstrate the Index Subsystem Judgement theorem and its inference, which can improve the efficiency of the system structure partition process, even be valid for other problems (e.g. high dimensional data pre-processing, knowledge discovery). Second, an algorithm of index system reduction based on the index similarity (ISRS) is also proposed. The ISRS is able to reduce the index quantity while still keeping the index meaning compared to traditional index reduction algorithms, which shows great advantages in practice. Third, we define the direction loss rate to measure the evaluation ability loss of the index system, which could verify and evaluate the results obtained by the ISRS.
The rest of the paper is organized as follows. Section 2 presents the previous works related to this research. Section 3 presents the methodology of the index system reduction, including the theorem proof and algorithm. Section 4.1 conducts several comparison experiments related to different index system reduction algorithms and similarity evaluation indices on a synthetic dataset. Besides, experiments in Section 4.2 further verify the effectiveness and stability of the proposed method on a real financial data set. The paper is concluded in Section 5. 
LITERATURE REVIEW 2.1 Index System Reduction Algorithms
This section reviews the conventional index system reduction algorithms, such as the principal component analysis (PCA) [4] , rough set (RS) theory [12] and independent component analysis (ICA) [6] .
Tab. 2 describes the comparison of the PCA, RS theory and the proposed algorithm ISRS (see Section 3). Although all three algorithms are able to solve the reduction problem, the emphasis is somewhat different [8, 15] . For example, the RS theory mainly focuses on the attribute reduction problem [23, 28] and shows much potential in the multilabel learning [29, 36] , while the PCA is usually applied to the dimension reduction problem in the machine learning [9, 16] and multi-objective optimization (MOO) [18, 20] . What's more, the RS theory reduces attributes based on the partition of equivalence relation, which can be accomplished through the evaluation metric [30, 31] , like mutual information and information entropy [10, 38] . In general, the RS theory achieves better performance on the categorical attribute dataset [1, 11] . The PCA reduces dimensions based on the variance additivity of irrelevant principal components [21, 22] , which can be evaluated by the contribution rate [19, 27] . The purpose of the ICA is similar to the PCA, which aims to obtain independent components for dimension reduction [25, 26] . However, the proposed ISRS in this paper achieves the index reduction based on the index similarity, especially for the multi-attribute decision making (MADM). Also, direction loss rate is put forward, in order to measure the evaluation ability loss of reduced index system.
Besides, the results of three algorithms are quite different, that is the decision table (of RS theory), new principal components (of PCA) and index system (of ISRS) [3, 33, 34] . From the perspective of ISRS, both independent components (of ICA) and principal components are the combination of initial indexes, which means compared to the ISRS, the PCA and ICA have the same effect. Since this paper aims to study the index system reduction problem of the numerical dataset, the comparison experiments of different algorithms in Section 4.1 are mainly conducted between the PCA and ISRS. 
Similarity Evaluation Indices
Similarity evaluation indices is a popular research field of data mining, and are wildly utilized in clustering and classification algorithms [5] . We review three typical metrics as follows.
Give
) represents the sample vector of index , and ���⃗ = ( 1 , 2 , … , ) represents the sample vector of index . The Cosine distance , Euclidean distance ̇, Mahalanobis distance ̈ of index and is:
where ∑ is the covariance matrix of index system . Cosine distance measures the direction difference of index vectors, Euclidean distance measures the length difference of index vectors, and Mahalanobis distance measures the covariance distance of index vectors. Although Mahalanobis distance overcomes the correlation between indicators and is scale-invariant, it strictly requires the number of indexes must be larger than the number of samples (because we want to calculate the similarity of different indexes not samples), which is not consistent with the index dataset in practice. Thus, the comparison experiments of different indices in Section 4.1 are mainly conducted between the Cosine distance and Euclidean distance.
INDEX SYSTEM REDUCTION METHOD BASED ON THE DIRECTION LOSS RATE
This section studies the theoretical framework and algorithm of the index system reduction problem. Since the index system reduction is exactly the system structure partition in essence, the classic method of the system structure partition, that is the interpretative structural modeling (ISM), is applied to our research [14, 32] . Fig. 1 shows the principle of the index system reduction method based on the index similarity. There are four major phases. First, calculate the index similarity through sufficient samples, in order to identify the relation between different indicators. Then, divide the initial index system into several index subsystems by means of the improved ISM. After that, replace each subsystem with its most representative index, and obtain the reduced index system. Finally, calculate the evaluation ability loss during reduction via the proposed metric, direction loss rate.
According to the example of students' learning performance in Section 1, since the indexes with linear relation ought to be reduced (like Total and Average), the direction difference of different indexes plays a more significant role than the length difference. Thus, we take the Cosine distance as the similarity evaluation indices (see Eq. (1)).
Refer to the ISM, the final similarity of different elements depends on the overall relation, not only limited to the direct relation (i.e., Cosine distance) [7] . Consequently, we judge the relationship between indexes through the overall relation in the reachable matrix. Given index and , the judgement function of the overall cosine distance ̅ ( , ) is:
Where represents the similarity threshold, and ( , ) = 1 means is definitely similar to , that is can reach ; otherwise, ( , ) = 0 means is not similar to , that is cannot reach .
Figure 1
The principle of the index system reduction method based on the index similarity Theorem 1 (Index Subsystem Judgment theorem). In a reachable matrix, all the indexes with the same reachable set or the same antecedent set only belong to one index subsystem.
Proof. Given an index system and index , ∈ . Assume that , have the same reachable set, that is ( ) = ( ).
Because ∈ ( ) and ( ) = ( ) , ∈ ( ). Consequently, the index can reach . In the same way, the index can reach . That , reach each other means they belong to one strong connected domain (subsystem).
Hence, all the indexes with the same reachable set belong to one subsystem.
If index also belongs to another subsystem that contains the index , while does not, then is ∈ ( ) and ∉ ( ). However, ∈ ( ) and ∉ ( ) contradicts the assumption ( ) = ( ).
Thus, all the indexes with the same reachable set only belong to one subsystem.
The antecedent set can be used to prove the same conclusion. Inference. In a reachable matrix, the indexes with different reachable sets are bound to have different antecedent sets, vice versa.
We improve the ISM via the Theorem 1, and the pseudo code is shown in Algorithm 1. The time complexity of the SP is ( 2 2 ⁄ ) , where n is the total number of indexes, which obtains an obvious improvement towards the classic algorithm ( 3 ).
Phase 3 (that is select a representative index) is the core index reduction process after the preparation Phase 1 and 2, which share the same essence to the attribute selection problem in data mining research field [5] . Hence, we take the wildly-used attribute selection metric, information entropy, as the measurement of index evaluation ability during reduction (see Eq.5) [24] .
Given the index vector ����⃗ = ( ) , ( ∈ [1, ]) of index , represents the sample value (of sample on index ), and ( ) represents the probability of value . The evaluation ability of index is:
. As for the entropy decrease effect, the index with larger information entropy should be abandoned due to the poor information value; while the index with smaller information entropy should be reserved due to the rich information value [17] .
Figure 2 The index replacement process during reduction
Moreover, it is also necessary to measure the evaluation ability loss of the index system after reduction. Fig.2 shows the index replacement process on one index subsystem. Let����⃗ represent the vector of index in the index subsystem , and ���⃗ represent the resultant vector of subsystem , that is ���⃗ consists of all the index vectors in . If using index to replace the whole subsystem , the evaluation direction of the index subsystem changes from ���⃗ to ����⃗ . Thus, the evaluation ability loss of during reduction is exactly the evaluation direction . 
where ∈ [0, ] is the direction loss degree of subsystem when replaced by index . 14 
Since there is no similarity between different index subsystems, the evaluation ability loss of the whole index system can be measured through calculating the weighted average of the direction loss rate from each subsystem.
Definition 2 (System Average Direction Loss Rate). Let ( ∈ [1, ] ) represent the subsystems of index system S, The average direction loss rate ̅ of index system S is:
where | | represents the index quantity of subsystem , and | | represents the index number of system S. Finally, we propose the index system reduction algorithm based on the index similarity (ISRS), and the pseudo code is shown in Algorithm 2. The time complexity of the ISRS is (( 2 + ) 2 ⁄ ) , where n is the total number of indexes and m is the number of samples.
EXPERIMENT AND RESULTS ANALYSIS 4.1 Comparison Experiment of Different Algorithms
In order to verify the effectiveness of the proposed ISRS, we used random number generation to create the dataset with eight indexes and fourteen samples (see Tab. 3). Since we limited the value range, all the indexes are under the same scale. Therefore, no further data normalization should be taken.
Comparison experiments are implemented in this section, including different index system reduction methods, i.e., ISRS and PCA (see Section 2.1), as well as different similarity evaluation indices, i.e., Cosine distance and Euclidean distance (see Section 2.2). All the experiments were coded in Matlab 7.8 and run on a personal computer with Windows 7. Results are shown in Tab. 4 and 5. The comparison experiment results on different index reduction algorithms illustrate that (1) the reduction rate of the PCA (6/8 = 0.75) is larger than the ISRS (4/8 = 0.5). Hence, the index reduction effect of PCA is stronger than the ISRS; (2) the index meaning of the reduced index system is much more complicated than , besides, contains negative value while both the initial index system S and do not exist. Therefore, the results of ISRS is more accessible and available in practice than the PCA.
The comparison experiment results on different similarity evaluation indices illustrate that (1) the direction loss rate of Cosine distance ( ����� =0.0183) is smaller than Euclidean distance ( ������ =0.0193). Hence, as for the ISRS, Cosine distance is more accurate and effective than Euclidean distance.
Index System Reduction of Real Financial Dataset
After demonstrating the accuracy, this section further verified the stability and efficiency of the ISRS on a real financial dataset with three-hundred enterprise samples. The data structure of this financial dataset in 2015 Resset database is shown in Tab. 6. In the beginning, we conducted the data preprocessing. We identified that the No. 70-90 indexes of three-hundred enterprises are all null value attributes, which are not able to distinguish or evaluate samples. Thus, we removed these indexes from the initial index system ̃, and the formal index reduction experiment only focused on the No. 1-69 indicators. Fig. 3 describes the result of index subsystems divided by the ISRS, where blue and orange represent two different subsystems respectively, and grey means every index is a subsystem. What's more, the histogram also shows the information entropy of indexes. The ISRS replaced the subsystem in blue with index No. 36, and replaced the subsystem in orange with index No. 64. Finally, we obtained the reduced financial index system � with only forty-five indexes (see Tab. 7). It can be seen that the ISRS achieved great reduction effect on the real dataset, that the reduction rate has already reached 0.5 while keeping the average direction loss rate under 0.023.
In order to test the stability of the ISRS, we take the reduced index system � as the standard result, and gradually cut down the data size from three-hundred to eighty. Fig. 4 shows the error rate of the ISRS under the decrease of samples. It can be seen that the tendency of this broken line presents three stages, that is the rapid descent stage (80-160), steady descent stage (160-220) and stable fluctuation stage (220-280). For the first stage, the error rate stays in a relatively high level due to too few samples involved in the ISRS calculation. For the second stage, the ISRS has already identified the potential characteristic among these enterprises, and the effect of increasing samples is not as significant as before. For the third stage, the error rate stabilizes at a very low level (0.047), which means the ISRS has converged and its index system reduction result is reliable. Figure 4 The error rate of the ISRS under various data size.
CONCLUSIONS
Index system reduction has become one of the most popular research fields since its first appearance, and is widely applied to the multi-attribute decision making (MADM). Unlike the previous approaches (like PCA) that replace indexes with new components, this paper studies the index system reduction problem from the perspective of system structure partition.
We proposed and demonstrated the Index Subsystem Judgement theorem, that improves the efficiency of the classic system structure partition algorithm, i.e., the interpretative structural modeling (ISM). An algorithm of index system reduction based on the index similarity (ISRS) was also proposed. The ISRS is able to reduce the index quantity while still keeping the index meaning, through directly selecting the most representative index from each index subsystem. Moreover, the average direction loss rate was put forward, which successfully measures the evaluation ability loss of the index system during reduction.
Experiments on both synthetic and real-world datasets illustrate that the ISRS is able to converge under the dataset with sufficient samples, and obtain more accessible and available reduction results in practice.
The future work of our study is to improve the efficiency of ISRS, especially for large-scale data analysis. Also, we will further verify the performance of our proposed method through more practical problems.
