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の生活を表 1.1に示す 14の局面に整理する [26]．
1.3 本研究の目的





服飾 衣服, 服装, 着る, 装飾, 化粧, 理髪, 衣装 ...
交流 約束, 出会い, 招待, 友人, 誘い, 勧誘, 飲み会 ...
災害 洪水, 竜巻, 地震, 火事, 津波, 二次災害 ...
食事 料理, 外食, 食べ物, レストラン, ジャンクフード ...
行事 祭り, 冠婚葬祭, 日程, 開催日, 学園祭, 文化祭 ...
消費 購入, 買う, 注文, 安売り, 特売, ショッピング ...
健康 風邪, 体調, 怪我, 痛み, 健康法, 病気予防 ...
趣味 余暇, 娯楽, おもちゃ, 音楽, テレビ, ゲーム ...
居住 掃除, 家具, 洗濯, 住まい, 隣人, アパート ...
地域 観光, 地域情報, 地理情報 ...
学校 勉強, 宿題, 課題, 試験, テスト, 資格, 研究 ...
交通 電車, バス, 飛行機, 時刻表, 渋滞, 混雑, 遅延 ...
気象 天気, 気温, 湿度, 風, 花粉, 雨量, 空模様 ...
労働 アルバイト, 研修, 就職活動, 営業, 仕事 ...
*2 http://ja.wikipedia.org/地域コミュニティ
*3 http://ja.wikipedia.org/生活
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ドを発見することを目指している．Zhaoら [23]は，Twitterに投稿された情報要求に関する
tweet を抽出し，ユーザの情報要求から現実世界のイベントやトレンドを発見する手法を提
案している．Wang ら [18] は，ユーザに対して tweet を推薦する手法を述べている．過去の
tweetからユーザの興味を推定し，入力された tweetに対するユーザのスコアを求め，スコア



































































LDAのグラフィカルモデルを図 3.2に示す．各文書はトピック分布  を持ち，文書上の各
単語について  に従ってトピック z が選ばれ，そのトピック z に対応する単語分布 に従っ
て，単語 w が生成される．K はトピック数，D は文書数，Nd は文書 d上の単語の出現回数
を表しており，トピック分布  は各文書毎に，単語分布 は各トピック毎に，単語 w とその




1. 各トピック k について，ディリクレ分布に従って単語分布 k を生成
k～Dir()
2. 各文書 dについて，ディリクレ分布に従ってトピック分布 d を生成
d～Dir()
3. 文書 dにおける各単語の位置 nについて，
（a）文書 dにおける各単語の位置 nについて，多項分布に従ってトピック zd;n を生成
第 3章 局面の階層的推定法 9
図 3.2 LDAのグラフィカルモデル
zd;n～Multi(d)
（b）文書 dにおける各単語の位置 nついて，多項分布に従って単語 wd;n を生成
wd;n～Multi(zd;n)
ここで，Dir()はディリクレ分布，Multi()は多項分布を表す．
LDA は，教師なし学習によって文書ー単語行列からトピック集合 Z を推定する必要があ
る．本研究では，ギブスサンプリングを用いて推定する [4]．ギブスサンプリングの更新式は，
以下の式で与えられる．








ここで，Z i はトピック集合全体から i 番目のトピックを除いたものを表している．nd i;j，
nd i;，nv i;j，n i;j は，それぞれ位置 iの情報を除外した場合の，文書 dにおいてトピック j
が割り当てられた頻度，文書 dにおいて単語が生成された頻度，トピック j から単語 vが生成
された頻度，文書全体においてトピック j が割り当てられた頻度を表す．また，T はトピック
数，W は語彙数を表している．
ギブスサンプリングによって得られたサンプルから，各文書におけるトピック分布 と，各
トピックにおける単語分布 の予測分布を算出する．文書 dにおいてトピック k が生成され









本研究では，第一段階で抽出するトピックとして，トピック k における単語 w の生起確率
である ^wk を抽出する．トピック k における単語 w の生起確率を用いて，トピックと局面の
対応関係を構築する．
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3.3 トピックと局面の対応関係の構築方法




語に対して，局面を特徴付ける単語の重みとして情報利得 [21]を用いる．単語 w の情報利得
IG(w)は，以下の式で与えられる．
IG(w) = H(A)  (P (w)H(Ajw) + P ( w)H(Aj w)) (3.3)
ここで，A は全ての局面を意味する．P (w) は全ての tweet の中で単語 w が出現する確率，
P ( w)は全ての tweetの中で単語 w が出現しない確率である．H(Ajw)は単語 w が出現する














IG(w)  p(a;w)  p(w; t) (3.4)




局面で正規化した関連度 R^a(a; t)と，各トピックで正規化した関連度 R^t(a; t)を用意する．
*1 実際には，形態素解析の結果に基づいて，名詞と動詞，形容詞のみを使用する．










ここで，T は LDAで抽出した全てのトピック，Aは全ての局面である．R^a(a; t)は，局面が
どのトピックによって支持されているかを表す指標であり，R^t(a; t)は，トピックがどの局面
を支持しているかを表す指標である．
関連度 R^a(a; t) を用いてトピックと局面の対応関係を構築する．局面によって，対応関係
にも様々な傾向があることが考えられる．局面とトピックの対応関係の例を図 3.3に示す．こ
の図は，交通の局面はトピック 2から 0.79の高い関連度を持っており，消費の局面はトピッ
ク 1とトピック 3から 0.39と 0.53のやや高い関連度を持っている．このような場合，交通の
局面はトピック 2と対応関係を構築し，消費の局面はトピック 1と 3の二つのトピックと対
応関係を構築する．以上のような対応関係を全てのトピックと全ての局面の間で構築するため
に，局面毎に閾値を決定し，関連度 R^a(a; t)が閾値を超えたトピックと対応関係を構築する．
局面 aと対応関係を構築するトピック集合 Ta は，媒介変数 dを用いて，
Ta = ftjR^a(a; t) > max
t2T
(R^a(a; t))  (R^a(a; T ))  dg (3.6)














p(w; t)  R^a(a; t)  (R^t(A; t)) (3.7)
ここで，Wtw は未知の tweet twから抽出した単語集合，p(w; t)はトピック tにおける単語 w
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図 3.3 対応関係の例
算出されたスコアが高いほど，未知の tweetに対して推定すべき局面である．本論文で目的
としているマルチラベルを実現するためには，上位 k 局面を付与するのだが，k を動的に定め
る必要がある．
本論文では，算出されたスコアの平均値と標準偏差を用いて各スコアを正規化し，閾値 rを





S(tw; a)  E(S(tw;A))(S(tw;A)) > r

(3.8)













る場合，JS Divergenceは 0となる．本論文の場合は，局面間の確率分布 R^a(a; t)が異なって
いる方が望ましい．そのため，各局面間の JS Divergenceの合計値を最大とするトピック数を




JS(R^a(p; )jjR^a(q; )) (3.9)
























階層的推定法の第一階層における LDAを用いたトピック抽出のため，2012年 4月 15日か
















評価した．実験者Aと実験者 Bのκ値は 0.687，実験者Aと実験者 Cのκ値は 0.595，実験者
Bと実験者 Cのκ値は 0.576となった．κ値の平均は 0.619であり，高い一致（substantial）
であった．
各 tweet に対して適切な複数の局面をラベル付けするため，3 名の人手判定の結果を用い
る．tweet twに対して正解となる局面集合 ACtw は，
ACtw = fajUscore(tw; a)  10g (4.1)





candidate(tw; a; u) (4.2)
ここで，U は全ての実験者を表し，cnadidate(tw; a; u)は，tweet twに対して実験者 uが局面
aを分類した候補番号である．Uscore(tw; a)の最小値は，実験者 3名が同じ局面を第一候補に
選択した場合であり，candidate(tw; a; u) = 1となるため，Uscore(tw; a) = 3となる．最大
値は，実験者が特定の局面をいずれの候補にも選択しなかった場合に candidate(tw; a; u) = 4
とし，Uscore(tw; a) = 12となる．
以上の処理によって，人手判定した 1,500件の tweetに対して，各 tweetに付与された局面
の数を集計した結果を表 4.1に示す．最も多いラベル数は 3で，820件の tweetが存在する．
ラベル数が 6ある tweetは，11件存在する．1,500件の tweetにラベル付けされた局面の数を





表 4.1 ラベル数別の tweet数
ラベル数 1 2 3 4 5 6 合計
tweet数 1 111 820 442 115 11 1,500





















パーパラメータである は 50jT j， は 0.1とした．jT jは LDAで生成するトピック数である．
イテレーション回数は，予備実験の結果から安定した値が得られる 100とした．
LDAで生成するトピック数は，第 3.5節で説明した JSsum の値が最大値となるトピック数
を選択する．トピック数を 50，100，200，500，1,000と変化させ，各トピック数で JSsum を
算出した結果を，表 4.3に示す．JSsum が最大となったトピック数は 200であったことから，
最適なトピック数は 200とし，トピックと局面の対応関係を構築した．
表 4.3 各トピック数における JSsum
トピック数 50 100 200 500 1,000
JSsum 114.54 129.64 135.94 134.97 129.32










































全ての局面に結びつくトピック数が 200となるまで，パラメータ dを 1から増加していく．
各局面に対して結びつくトピック数の遷移を図 4.1 に示す．全ての局面で，パラメータ d の




提案手法を用いて適合率，再現率，F値を評価した．提案手法について式 3.9に示した r = 0
としたときの，学校と交通の局面のパラメータ dの増加にともなう各評価値とトピック数の変
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化を，それぞれ図 4.2と図 4.3に示す．学校の局面では，dの増加にともなって適合率は増加
し，d  12から急激に減少に転じている．再現率は d = 14，F値は d = 10で最大となってい
る．交通の局面では，いずれの評価値についても d = 6で増加している．再現率は d  7から
減少しているものの，d = 11で再び増加している．また，F値も d = 11で最大となっている．
F値が最大値となったときの適合率，再現率，F値を表 4.4に示す．提案手法で r = 0の場
合は TPE0，r = 1の場合は TPE1，比較手法は NBMLと表記した．太字で表記している数
値は，各手法を比較したときの最大値を表している．服飾の局面では，適合率の最大値は 0.83









トピックと局面の対応関係の詳細を，表 4.6 に示す．表では，局面毎に R^a(a; t) の高い上
位 5 トピックを抽出し，そのトピック番号と関連度を示している．また各トピックについ
て，(R^t(A; t)) の値によって降順に並び替えたときの順位も示している．服飾の局面に対
して最も強く結びつくトピックは，Topic147 であり，その関連度 R^a(a; t) は 0.261 である．
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図 4.2 学校の適合率，再現率，F値
図 4.3 交通の適合率，再現率，F値
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表 4.4 各手法の適合率，再現率，F値
適合率 再現率 F値
局面 TPE0 TPE1 NBML TPE0 TPE1 NBML TPE0 TPE1 NBML
服飾 0.49 0.57 0.83 0.57 0.46 0.37 0.53 0.51 0.51
交流 0.38 0.50 0.53 0.63 0.38 0.54 0.47 0.43 0.53
災害 0.16 0.17 0.76 0.51 0.47 0.21 0.25 0.25 0.33
食事 0.88 0.88 0.73 0.60 0.51 0.51 0.71 0.64 0.60
行事 0.35 0.38 0.56 0.42 0.34 0.45 0.38 0.36 0.49
消費 0.43 0.61 0.52 0.49 0.21 0.46 0.46 0.32 0.49
健康 0.28 0.27 0.76 0.60 0.60 0.38 0.38 0.37 0.50
趣味 0.39 0.50 0.57 0.67 0.40 0.44 0.50 0.44 0.49
居住 0.46 0.48 0.71 0.47 0.46 0.41 0.46 0.47 0.51
地域 0.81 0.83 0.62 0.56 0.50 0.65 0.66 0.62 0.63
学校 0.68 0.69 0.81 0.46 0.42 0.52 0.55 0.51 0.63
交通 0.33 0.36 0.82 0.72 0.65 0.50 0.45 0.46 0.62
気象 0.33 0.41 0.81 0.57 0.40 0.58 0.42 0.40 0.67
労働 0.36 0.36 0.56 0.58 0.46 0.35 0.44 0.41 0.43
非実 0.94 0.95 0.93 0.73 0.21 0.93 0.82 0.34 0.93
平均 0.48 0.53 0.70 0.57 0.43 0.49 0.50 0.43 0.56
表 4.5 各手法のラベル数別の tweet数
ラベル数 TPE0 TPE1 NBML 人手判定
1 70 609 165 1
2 122 421 531 111
3 262 215 442 820
4 291 247 243 442
5 478 7 90 115
6 197 0 23 11
7 62 0 6 0
8 17 0 0 0
9 1 0 0 0
平均ラベル数 4.28 2.08 2.75 3.39

















































































































































































































































































































































































































































































































































































































































































































































































表 4.4より，再現率では，多くの局面で TPE0（提案手法で r = 0）が NBMLに比べ高い値
を示している．しかし，適合率と F値では，NBMLが提案手法に比べ高い値を示す局面が多
いことが分かる．表 4.5より，一つの tweetに対する平均ラベル数は，TPE0が 4.28，TPE1
























表 4.4より，提案手法で 0.5以上の F値を示した局面は，服飾，食事，趣味，地域，学校で
ある．表 4.6より，各局面に対して強く結びつくトピックに注目すると，服飾と学校の局面で
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図 4.3より，交通の局面ではトピック数の増加と共に，適合率は上がっている．また，d = 6
や d = 11の結びつくトピック数が増加しているときに，再現率も大きく上がっている．d = 6




服飾 R^a 1位 スーツ，ピンク，衣装，シャツ，水着
Topic67 勉強，テスト，終わる，試験，課題，
学校 R^a 1位 面接，集中，受験，受かる，合格
Topic132 食べる，ご飯，美味しい，お昼，ごはん
食事 R^a 1位 おいしい，アイス，寿司，ケーキ，チョコ
Topic154 飲む，ビール，コーヒー，美味しい，お茶
食事 R^a 2位 呑む，飲める，ワイン，ジュース，おいしい
Topic4 見る，録画，テレビ，面白い，ドラマ，
趣味 R^a 1位 様子，ビデオ，貞子，楽天，感動
Topic73 見る，感じ，見れる，途中，おもしろい














交通 R^a 4位 着く，移動，帰り，向かう，夜行
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のとき結びついているトピック数は 2であり，d = 11のとき結びついているトピック数は 4
であることが確認できる．表 4.6より，交通の局面に R^a2位と 4位で結びついているトピッ
クは，Topic174と Topic162である．また，Topic162については (R^t(A; t))の順位が 12位
であることが確認できる．Topic174において生起確率が高い単語ついて見ると，表 5.4より
主に京都の地名が頻出し，その中に「地下鉄」や「案内」といった交通に関連する単語が現
れていることが分かる．このため，d = 6で再現率が上がっていると考えられる．表 5.5に，
Topic162において生起確率が高い上位 10単語を示す．Topic162については，上位の全ての
単語が交通に関連する単語であることが分かる．このため，Topic162 の (R^t(A; t)) の順位
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