A theoretical model of photon propagation in a scattering medium is presented, from which algebraic formulas for the detector-reading perturbations (⌬R) produced by one or two localized perturbations in the macroscopic absorption cross section (⌬ a ) are derived. Examination of these shows that when ⌬ a is titrated from very small to large magnitudes in one voxel, the curve traced by the corresponding ⌬R values is a rectangular hyperbola. Furthermore, while ⌬R ϱ ϵ lim ⌬ a →ϱ ⌬R is dependent on the location of the detector with respect to the source and the voxel, the ratio ⌬R/⌬R ϱ is independent of the detector location. We also find that when ⌬ a is varied in two voxels simultaneously, the quantity ⌬R(⌬ a,1 ٙ ⌬ a,2 ) is a bilinear rational function of the ⌬ a s. These results apply not only in the case of steady-state illumination and detection but to timeharmonic measurements as well. The validity of the theoretical formulas is demonstrated by applying them to the results of selected numerical diffusion computations. Potential applications of the derived expressions to image-reconstruction problems are discussed.
INTRODUCTION
The primary approach we and others have taken in attempting to make the image-recovery problem of photon migration imaging more tractable [1] [2] [3] [4] [5] [6] [7] [8] is to recast it as a discrete linear perturbation problem. These methods require specification of a reference medium whose properties are believed to differ as little as possible from those of the target medium. Measurements of both the target and the reference are performed (or estimates thereof are computed), and the differences between corresponding detector readings for the two are the input for the imagerecovery algorithm. The media are treated mathematically as sets of discrete voxels.
In the linear approximation, each detector reading difference is taken to be a linear combination of the perturbations of the macroscopic absorption and scattering cross sections in all voxels. That is,
where ⌬R i is the change in the ith detector reading, j is an index representing both the voxel and the type of interaction, and the ⌬ j 's are the macroscopic cross-section perturbations.
The weight w ij is defined as w ij ϭ Ϫ‫ץ‬R i ‫ץ/‬ j , where the derivative is evaluated in the absence of the perturbation. As a starting point, for this report we have restricted our attention to effects of perturbations in only the absorption cross section a on the detector readings. In this case, j becomes strictly a voxel index.
When only a is perturbed, Eq. (1.1) can be written in matrix form as ⌬R ϭ W⌬ a . When the reference and target media are too dissimilar, then W Ϫ1 ⌬R, no matter how accurately computed, is a poor estimate of ⌬ a . The reason for this is that nonlinear effects, which come physically from what reactor physicists call ''flux depression,'' enter: the intensity, and thus the absorption rate, is decreased in the vicinity of an absorber. This affects the absorption rate both in the voxel with the increased a and in nearby voxels as well. One can also think of this as a shadowing effect.
A standard approach for dealing with errors of this type is to iteratively update the reference state using Newton-type methods. While this may be effective, the procedure typically is computation intensive and can be sensitive to noise. 9 Here we have engaged in an effort to consider practical alternative approaches.
We have previously published some numerical studies that indicate that, to a good approximation, nonlinear effects can be taken into account rather simply up to sizable perturbations. 10 This paper presents some theoretical justification of the earlier results, along with further numerical data. The theoretical model for effects of absorption perturbations is given in Section 2, and in Section 3 we use the model to derive formulas for the detector reading perturbation produced either by one or by two localized absorption cross-section perturbations. In Section 4 we compare results of numerical computations to the predictions of the formulas. In Section 5 we discuss the analytical results, and propose two protocols for possibly incorporating corrections for the nonlinear effects into image-reconstruction algorithms.
THEORETICAL MODEL

2.A. Steady-State Illumination, Isotropic Scattering
For conceptual simplicity, we restrict our attention at first to the problem of determining the steady-state intensity in a finite medium that may be structurally heterogeneous but in which the differential scattering cross section is everywhere isotropic. Generalization of the model to the frequency domain and to anisotropic scattering will be made later.
Let the medium be subdivided into some number I of voxels. We assume no interactions other than absorption and elastic scattering occur and that a scattered photon may either escape across a boundary of the medium without having another collision or have a subsequent collision in any one of the I voxels. Let P ij be the intensity of light having its first collision in voxel i after being born isotropically and with unit intensity in voxel j. Typically, P ij rapidly decreases as the optical distance between i and j increases. Let i and i be, respectively, the unscattered and steady-state intensities in voxel i. Also let P be the matrix whose ijth element is P ij , and and be the vectors whose ith elements respectively are i and i . Then we have
where by definition P 0 ϭ I. The necessary and sufficient condition for convergence is that the absolute value of the largest eigenvalue of P be less than unity. 11 In the case under consideration, every element of P is real and nonnegative, which guarantees that the largest eigenvalue is real and positive.
11 P also has the property that each column sum is strictly less than unity (even if there is no absorption, since any real medium is finite so some photons escape). These properties together are sufficient (but not necessary) to guarantee that the largest eigenvalue is less than unity. 12, 13 Thus the series converges, and
In an alternative algebraic approach that does not make use of a collision expansion, we begin by simply defining P and T as, respectively, the single-collision and steady-state transfer operators. By definition, in a steady state one additional collision produces no change in the intensity. Thus P and T must satisfy the relation T ϭ I ϩ PT, from which Eq. (2.A.2) follows directly. Under the conditions posited, a unique inverse of I Ϫ P exists.
2.B. Extension to Time-Harmonic Illumination
The formulas derived above hold not only in a steady state but also in the frequency domain, so they apply to photon density waves as well. Let the medium be illuminated by a time-dependent source, and define P ij (t), T ij (t), and j (t) as rates. Thus P ij (t), for instance, is the intensity per unit time of light having its first collision at time t in voxel i after being born isotropically and with unit intensity in voxel j. We further define P ij n (t) as the intensity per unit time of light having its nth collision at time t in voxel i after being born isotropically and with unit intensity in voxel j. From these definitions it follows that P ij n (t) is a convolution in time and a sum over all voxels in which the previous collision could have taken place:
Note that P can be recast as a product P ϭ QS, where the time-of-flight dependence resides only in Q, while S is a diagonal matrix involving only the cross sections, which are time independent. Thus S is independent of frequency [put another way, S(t) is a ␦-function in time, since an absorption is essentially instantaneous], so P() ϭ Q()S. Then all the equations we derive explicitly in the steady-state case continue to hold in the frequency domain. Thus, in the frequency domain Eq. (2.B.1) becomes a product relation, which when written in matrix form is
Since by definition P 0 () ϭ I, P n () ϭ ͓P()͔ n . Let t ij be the time it takes for a photon to get from some point in voxel j to some point in voxel i without collision. Then P(t) ϭ P␦(t Ϫ t ij ), where P is the steady-state matrix, so the Fourier transform of P(t) is
The uncertainty in the phase is quite small with the voxels we consider, whose dimensions are on the order of one transport mean free pathlength. This is ϳ1 mm for near-infrared radiation in tissue, so if we take the uncertainty in path length to be 1 mm, the corresponding uncertainty in time for a speed of 2 ϫ 10 8 m-s Ϫ1 is ⌬t ϭ 5 ϫ 10 Ϫ12 s. At a modulation frequency of 200 MHz, ⌬t ϭ 2 ϫ 10 Ϫ3 radians, or about 1/3 of a degree, which for practical purposes is negligible.
ing interaction and the direction in which it leaves. It is therefore necessary to discretize the medium in direction as well as in position. Thus the elements of the corresponding P matrix would be indexed by both voxel and direction numbers. With this modification, the above formalism remains valid.
Indexing in direction as well as position would lead to a T matrix from which we could compute photon fluxes as well as intensities. Thus it could be worthwhile to perform the direction discretization even in the isotropicscattering case.
ABSORPTION-CROSS-SECTION PERTURBATIONS
3.A. General Formalism
The formalism we will start from in our analyses of the effects of localized absorption perturbations on the collision rate is well known in scattering theory, and it has been used in some theoretical work on optical tomography. 14, 15 Consider the P and T matrices for some medium, let P 0 and T 0 be the corresponding matrices for a different medium, which we will think of as the background, and let ⌬P ϭ P Ϫ P 0 . If T 0 ϭ (I Ϫ P 0 )
Ϫ1
and T ϭ (I Ϫ P) Ϫ1 , we have (
Left-multiplying by ⌬P and reassociating terms gives ⌬PT ϭ ⌬PT 0 ϩ ⌬PT 0 ⌬PT, from which it follows that ⌬PT ϭ (I Ϫ ⌬PT 0 ) Ϫ1 ⌬PT 0 . Thus, finally,
This formula is totally general, i.e., no assumptions were made about the form of ⌬P. In Subsections 3.B-3.D, we will make an approximation in which T is of the form T ϭ (I Ϫ P 0 X) Ϫ1 , where X is a diagonal matrix. Defining Y ϭ I Ϫ X and substituting ϪP 0 Y for ⌬P gives
The third form follows from the second, since a(I ϩ ba) ϭ a ϩ aba ϭ (I ϩ ab)a ⇒ (I ϩ ab) Ϫ1 a ϭ a(I ϩ ba) Ϫ1 . We will show below that detector-reading perturbations are functions of the matrix T 0 Ϫ XT, which according to Eq. (3.A.2) is
3.B. Detector Readings: Lattice versus Continuum Models
A detector reading is of the form
where r i is the response of the detector to the last-timescattered intensity in voxel i. Now consider this relation for both a perturbed and an unperturbed system. For the unperturbed system we will put a subscript or superscript 0 on the relevant vectors and matrices; the perturbed system will be referred to without sub/ superscripts. The perturbations considered will be changes ⌬ a,k in the absorption cross sections in some set of voxels.
A basic assumption we make is that the perturbation in a,k does not have any effect on any of the elements of the unscattered intensity vector . This would be exactly true if, for example, a line source were used and the perturbed voxels did not lie on the source line; it would be significantly violated only if some perturbed voxels lay at or near the site where the source was incident on the medium. In the same spirit, we assume that the perturbation in a,k does not have any effect on any of the elements of r. The model used to generate the illustrative data presented in this paper satisfies these assumptions, but in the end their validity must be tested numerically and experimentally.
For the unperturbed system, we have detector reading
where, as developed above in Section 2, T 0 ϭ (I Ϫ P 0 ) Ϫ1 . For the perturbed system, we draw a distinction between two cases, lattice models and continuum models of photon transport.
In a lattice model, such as the one we used to generate our illustrative data, transitions occur only between adjacent lattice points. The matrix element P ij has in it a factor s, j / t, j , the scattering probability in voxel j. If we change the absorption cross section in voxel j, with a, j → a, j ϩ ⌬ a, j , we have
Let us define the matrix X with elements X ij ϭ x j ␦ ij .
Also, unlike a continuous medium, where there is an unambiguous, natural definition for intensity, in a lattice model there is an unavoidable element of arbitrariness in the definition. Here we define in terms of the number of photons entering the lattice cells. Then P ϭ P 0 X (it would be XP 0 if we had defined in terms of the number of photons leaving the lattice cells), and
The X to the left of the T in Eq. (3.B.4) arises from the fact that photons arriving at the detector have one more collision in the last voxel. In the continuum case, the ratios of scattering to total cross sections do not appear explicitly as multiplicative factors in P. Rather, there is additional attenuation in each affected voxel. An additional basic assumption that we make here, which does not arise in the lattice case (where all free paths are between nearest neighbors), is that P ij is affected by a perturbation in either a, j or a,i but that the effect on P ij of perturbations in voxels that a photon must cross in getting from voxel j to voxel i may be safely ignored. We believe the results derived under this assumption are qualitatively correct, because (A) given a perturbation in voxel k, only a small fraction of voxel pairs in the medium have voxel k on the direct path between them; (B) given the typically rapid decrease in P ij with increasing distance between voxels i and j, few of the affected elements of P are significantly greater than zero in any case; (C) both voxels in every pair that does sit astride the perturbed voxel receive the bulk of their total intensity from other, unperturbed voxels.
Perhaps the most reasonable expression for the additional attenuation factor in voxel k is
where l k is a distance taken to be on the order of the linear dimension of the voxel. Although arguments can be advanced for making l k either smaller than or larger than the voxel dimension, that certainly is approximately correct. Although we will continue, for reasons of notational convenience, to define P as P 0 X, the quantity that should replace P 0 in the expression for R is The detector-reading perturbation ⌬R ϭ R 0 Ϫ R will be a rational function of the ⌬ a 's in a lattice model. In a continuum model, one can replace Eq. (3.B.5) by a rational function that goes to the same limits when ⌬ a goes to either zero or infinity, and that has the same derivative as ⌬ a goes to zero. The simplest such expression is
However, none of the subsequent discussion depends on making this approximation.
With the definitions we are using, two other changes must be made in a continuum model vis-à -vis a lattice model when the absorption cross section is perturbed. First, must be replaced by X 1/2 because on the average an unscattered photon penetrates halfway into the firstcollision voxel before having the first collision. Second, must be replaced by X 1/2 because on the average a photon must travel halfway through the last-collision voxel after the last collision before it reaches the detector at the surface. Thus we replace Eq. (3.B.4) with
Ϫ1 , gives the same formal result as in the lattice model: R ϭ r T
XT.
With these definitions, then, from either a lattice model or a continuum model the detector-reading perturbation is ⌬R ϭ r 0 T T 0 0 Ϫ r T XT. As we are assuming that ϭ 0 and that r T ϭ r 0 T , we have
Only those y i 's corresponding to perturbed voxels are nonzero. Now,
3.C. Absorption Perturbed in Exactly One Voxel
Let us perturb a single voxel, which we will call q, by altering only its absorption cross section. So only the qqth element of Y is nonzero, and Eqs. (3.B.10) and (3.B.11) give us (T 0 Ϫ XT) ij ϭ (T 0 ) iq (YT) qj and (T 0 ) qj ϭ V(YT) qj , respectively. Combining these relations leads to
and substitution of Eq. (3.C.1) into Eq. (3.B.9) gives us
where t q is the qth column of
which is a rational function in y q . For the lattice and continuum cases we have, respectively, y q ϭ ⌬ a,q /( t,q 0 ϩ ⌬ a,q ) and y q Ϸ ⌬ a,q /(l q Ϫ1 ϩ ⌬ a,q ). Then the detector-reading perturbation is
for the lattice case, and
for the continuum case. Each of these is a simple rational function in which the numerator and denominator are both linear in ⌬ a,q . The greatest possible detector-reading perturbation that can be caused by an absorption perturbation in voxel q is
while the limiting (linear) form for small absorption perturbations is
where q is either t,q 0 (lattice case) or l q Ϫ1 (continuum case). This gives the linear absorption weight of the jth voxel for the ith detector [Eq. (1.1)],
where we use r 0,i to denote the ith detector's response function. From Eqs. (3.C.4) and (3.C.5), one has
There is no dependence on the detector response function r 0 in Eq. (3.C.8), so the ratio ⌬R/⌬R ϱ q is independent of detector location. Furthermore, its dependence on the location of the perturbed voxel will be weak to the extent that q /(T 0 )is slowly spatially varying.
From Eqs. (3.C.5) and (3.C.7), one has
in which there is, again, no dependence on the detector location. This fact may be useful when attempting to incorporate a correction for the nonlinear dependence of detector readings on absorption perturbations into an image reconstruction procedure (see Subsection 5.D).
3.D. Absorption Perturbed in Exactly Two Voxels
Let us perturb two voxels, which we will call q and p, by altering only their absorption cross sections. So only the qqth and ppth elements of Y are nonzero, and Eq. (3.B.10) gives us
And from Eq. (3.B.11),
where 
When rewritten in terms of y q and y p , Eq. (3.D.4) becomes
For the lattice case, we define z ϵ ⌬ 
4).
The interaction between the two absorption perturbations can be quantified by comparing Eq. (3.D.6) to the detector-reading perturbation that would result if their effects were simply additive. In that case the combined effect would be
We see immediately that the difference between Eqs. (3.D.6) and (3.D.7) is that the latter contains only the diagonal elements of T 0 and lacks the off-diagonal elements. It is to be expected that (T 0 ) qp and (T 0 ) pq will typically decrease as the distance between voxels p and q increases. As this happens the mutual coupling effect will likewise diminish, so Eq. (3.D.7) is a limiting form of Eq. (3.D.6). The mutual coupling is the difference between Eq. (3.D.7) and Eq. (3.D.6). The relative mutual coupling 1 Ϫ ͓⌬R pq /(⌬R q ϩ ⌬R p )͔ is, however, frequently a more useful quantity for describing the effect. For either the absolute or the relative mutual coupling, the equations give rise to a rational function containing terms up to z 2 2 in both numerator and denominator. As required, its value is exactly zero if either ⌬ a,q ϭ 0 or ⌬ a,p ϭ 0. The coefficients for both functions are given in Table 1 .
In contrast to the single-absorber case, here the nor-
malized detector-reading perturbation is not, in general, the same in all voxels. We have found it is not possible to eliminate all reference to the detector response function from the expression for the ratio of ⌬R pq to ⌬R ϱ p ϱ q . Therefore the normalized detector-reading perturbation is a function of position within the medium. This is a consequence of having absorption perturbations in two distinct voxels at the same time, and is not caused by their mutual coupling, for the ratio of ⌬R q ϩ ⌬R p to ⌬R ϱ p ϩ ⌬R ϱ q also retains a dependence on r 0 .
ILLUSTRATIVE DATA 4.A. Methods
4.A.1. Relaxation Solver
In order to demonstrate relationships derived in the preceding section, sets of detector readings were computed using a relaxation code. 16 It numerically computes solutions to a six-flux model of light propagation. The media modeled in these computations are, strictly speaking, sets of discrete points or nodes, with each node directly linked to six others. It is conceptually simpler, however, to envision them as continuous threedimensional media subdivided into cubical cells. Corresponding to each cell is a six-dimensional vector f, each component of which is a discretized angular intensity (or specific intensity, or radiance) in one of the allowed directions.
The relaxation model is an order-of-scattering calculation in which the light is constrained to move exactly one mean free path (mfp) between successive collisions, from the cell it occupies into the six contiguous cells. The propagation of light into a cell from each of its six neighbors is governed by a 6 ϫ 6 scattering matrix p, where p ij is the fraction of light entering the cell in direction j that scatters into direction i. Any desired type and extent of heterogeneity and anisotropy can be modeled in the relaxation code's most general form, because p can be independently specified for every cell in the medium, and it need not be symmetric. However, for our purposes we modeled only media that were homogeneous except for one or two cells, with scattering everywhere isotropic, and no internal reflection at the boundaries. Combining the angular intensity vectors and scattering matrices for all the cells into a single system of linear equations gives us f(n ϩ 1) ϭ P rlx f(n). The transmission matrix P rlx is the relaxation model equivalent of the direction-discretized one-step transition matrix P defined in Subsection 2.C. Then f(n) is P rlx n . The dimensions of a slab medium, the absorption coefficient of each cell, and a first-collision distribution (i.e., a ) are specified at the outset of a computation. The computation terminates when the Euclidean norm ʈf(n)ʈ [where ʈxʈ ϵ (͚ n x n 2 )
] falls below a preset threshold. The angular intensities are then summed over all directions and all collision orders in each cell to obtain the steady-state intensity. The sum over collisions of the light that is scattered out of the medium through each surface cell is taken as the steady-state detector reading R for a detector in the corresponding location on the surface of the medium. The detector readings are reported in units of photons emerging per incident photon per unit area.
The reference medium for which results presented below were computed was a homogeneous, nonabsorbing ( a ϭ 0) slab whose dimensions were 61 ϫ 61 ϫ 11 cells. The scattering cross section was s ϭ 1, i.e., one scattering per mfp. The scattering distribution was isotropic in all cells. The light source was modeled by specifying ϭ 1 in cell (i, j, k) ϭ (31, 31, 1), 0 elsewhere. Readings were computed for 62 distinct detectors, which were located on the exterior faces of cells (i, 31, 1) and (i, 31, 11), with i ϭ 1 -31.
To generate the one-absorber results presented here, the absorption cross section was perturbed in cell (31, 31, 5), (31, 30, 6), (31, 31, 6), (31, 31, 7), or (31, 31, 1). For each of the first four of these cells, we did calculations with ⌬ a ϭ 0, 0.05, 0.1, ..., 0.35, 0.4, 0.5, . .., 0.9, 1.0, and 
In the two-absorber study whose results are shown below, the effects on detector readings of simultaneous absorption cross-section perturbations in cells (31, 31, 5) and (31, 31, 7) were computed. These computations employed the same sequence of values for the absorption probabilities as did the one-absorber studies. Internal collision rates and detector readings were obtained for every possible pairing of the ⌬ a 's.
4.A.2. Analytic Solution to the Diffusion Equation
As a test of the accuracy of the relaxation solver, the diffuse transmittance and reflectance computed for the finite slab medium described above were compared to the corresponding fluxes computed from an analytic solution to the diffusion equation for an infinite slab. Let the diffusing medium be a homogeneous, nonabsorbing, isotropically scattering infinite slab with plane boundaries at z ϭ 0 and z ϭ Z (all distances are in units of mean free paths). For such a slab, with a unit strength point source located at (x, y, z) ϭ (0, 0, z s ) and with extrapolated boundaries lying a distance z 0 outside the physical boundaries, the magnitude of the reflected flux at radial distance x from the source is Each calculation was terminated when the ratio of the nth partial sum to the (n Ϫ 1)th differed from unity by less than 10 Ϫ6 in absolute value. 17 The flux magnitudes corresponding to an exponentially attenuated line source were estimated by multiplying the flux arising from the ith point source by e Ϫz s,i / ͚ j e Ϫz s, j and then summing over i. This procedure generates an approximate value for the flux across a boundary at a point; the point-flux estimates were numerically integrated using Simpson's rule to obtain estimates of fluxes through 1-mfp 2 surface area patches for comparison to the relaxation data.
4.A.3. Computation of Best-Fitting Parameter Values
All computations of best-fitting parameters referred to below were performed by using the nonlinear curve-fitting procedure of PSI-Plot version 4.51 for Windows. This uses a Marquardt-Levenburg algorithm 18 with a leastsquares convergence criterion. For nonlinear model functions, the coefficient of determination (COD), which is the fraction of total variance in the data that is accounted for by the model, 19 was used to measure the goodness of fit.
4.B. Results
4.B.1. Accuracy of Numerical Flux Computations for a Homogeneous Medium
A sketch of the reference medium with its dimensions and the locations of the source and detectors explicitly indicated is shown in Fig. 1(b) . One-dimensional detector arrays were specified on the slab's top and bottom faces in generating the computational results presented here; the lines along which the sets of reflectance detectors and transmittance detectors lay were all in the central plane y ϭ 31. The computed fluxes of light reflected (open circles) and transmitted (open squares) across these two surfaces, as a function of the distance between the x coordinates of source and detector, are shown in Fig. 1(b) . Shown on the same plot are two sets of curves obtained from the analytic solution of the diffusion equation for an infinite, 11-mfp-thick, nonabsorbing, homogeneous slab. These results were obtained with z 0 set to zero (solid Fig. 1 . Detector readings, homogeneous reference medium. (a) Sketch of three-dimensional homogeneous, isotropically scattering medium modeled in computation of reference detector readings by the relaxation code. Units of the indicated dimensions are numbers of cells. Also shown are source and detector locations; the two detector arrays are in the same plane. (b) Plot of base-ten logarithms of the computed detector readings for reflected (circles) and transmitted (squares) light, as a function of distance along the surface between the incident beam and the detector. Plotted curves are analytic diffusion equation solutions for an infinite homogeneous, nonabsorbing, isotropically scattering slab that is 11 mfp thick, with the diffuse intensity going to zero at the physical boundaries (solid curves) or at extrapolated boundaries 0.7104 mfp outside the physical boundaries (dashed curves). curves) and to 0.7104 mfp (dashed curves). The good agreement between the numerical and analytic results indicates that the relaxation code computes an accurate numerical solution to the diffusion equation for this medium.
4.B.2. ⌬R versus ⌬ a , One Absorption Perturbation
Results of a one-absorber computation with ⌬ a located in cell (31, 31, 5) are shown for 4 of the 62 detectors in Fig. 2. Figure 2(a) is a sketch of the two-dimensional (2-D) section y ϭ 31 of the slab, with the locations of the perturbed cell and the detectors indicated; the distance units are numbers of cells, and each cell's linear dimension is one mfp in the unperturbed reference medium.
The absolute values of ⌬R (i.e., R 0 Ϫ R, where R 0 is the reference medium detector reading) are plotted against ⌬ a in Fig. 2(b) . Here (and in subsequent figures) ⌬ a is expressed as the percent increase in the perturbed cell's t that is caused by the absorption perturbation. The data points for detectors r2 (open circles) and t2 (open triangles) appear to lie on the ⌬ a axis because the ⌬R values for these detectors are 2-3 orders of magnitude smaller than are those for detectors r1 (filled circles) and t1 (filled triangles). The best fit of each set of data points to the equation
was computed using only the data for ⌬ a р 1.0; the form of Eq. (4.B.1) follows directly from Eq. (3.C.4). The resulting best fits are plotted as solid curves through the data points, and the best-fitting parameters are given in Table 2 ; in every case the COD differed from unity by less than 10 Ϫ8 . Equation (4.B.1) is formally identical to the MichaelisMenten equation of enzymology, which relates the rate of an enzyme-catalyzed reaction V to the concentration of substrate S. The ⌬R ϱ and K parameters are respectively analogous to V max and K M .
4.B.3. ⌬R/⌬R
ϱ versus ⌬ a , One Absorption Perturbation In Table 2 it is seen that the values obtained for K are nearly identical for all four detectors indicated in Fig.  2(a) , a result that lends computational validity to Eq. (3.C.8). Also, for each detector the ⌬R ϱ obtained from the curve fit is nearly identical to that computed by the relaxation solver when ⌬ a ϭ ϱ. In Fig. 2(c) the data points and curves in Fig. 2(b) are replotted as ⌬R/⌬R ϱ vs. ⌬ a . Each data point was normalized by dividing by the ⌬R ϱ obtained from the relaxation computation for the corresponding detector, and each curve by dividing by the ⌬R ϱ determined from the corresponding curve fit. As predicted by Eq. (3.C.8), the relation between ⌬R/⌬R ϱ and ⌬ a is independent of detector location; the distances between curves in Fig. 2(c) is less than the line thickness.
4.B.4. Dependence of Detector Readings on Perturbed Cell Location
Results of a study of the sensitivity of the parameter K in Eq. (4.B.1) to the location of the perturbed cell are shown in Fig. 3 . Figure 3(a) is a sketch of the 2-D section y   ϭ 31 of the slab, with three locations [(31, 31, 1),  (31, 31, 5), (31, 31, 7) ] of the perturbed cell for which oneabsorber computations were performed indicated. For each of these sites, the ratio ⌬R(⌬ a )/⌬R ϱ was calculated for every 1 of the 62 detectors and every value of ⌬ a ; for the case of ⌬ a 0 in cell (31, 31, 1), which blocks the source, each detector's ⌬R ϱ is equal to its R 0 . Then the mean and standard deviation of ⌬R(⌬ a )/⌬R ϱ over the full set of detectors were calculated for each value of ⌬ a .
In Fig. 3(b) , the mean values of 
⌬R(⌬ a )/⌬R
ϱ are plotted against ⌬ a for each of the three cells indicated in Fig. 3(a) . The associated standard deviations are shown in a base-ten, log-linear plot in Fig. 3(c) . The greatest coefficient of variation for any single data point is 0.21%, when ⌬ a ϭ 0.1 in cell (31, 31, 7). For most data points, the coefficient of variation is less than 0.1%.
The curves sketched in Fig. 3(b) are plots of the best fits of the data points to the two-parameter model
The distance between the curves for ⌬ a in cell (31, 31, 5) (circles) and in cell (31, 31, 7) (squares) is less than the curve thickness. For ⌬ a in cell (31, 31, 1), the best fit to the model was calculated from only the data points for which ⌬ a р 0.24, and the data point for ⌬ a ϭ 1.0 was computed afterward. The numerical values obtained for the best-fitting parameters, for the three cells indicated in Fig. 3(a) and for two other cells [(31, 31, 6) , (31, 30, 6)], are given in Table 3 ; in all cases the COD differed from unity by less than 10 Ϫ8 . Ideally, would be exactly 1.0 in all cases. The calculated differs from 1.0 by at most 0.0002; this maximum deviation was obtained for the set of data points encompassing the smallest range of ⌬ a values. There was no appreciable change in K, the COD, or the model selection criterion 19 computed for ⌬ a 0 in any cell when a one-parameter model was used in place of Eq. (4.B.2).
4.B.5. ⌬R versus ⌬ a , Two Absorption Perturbations
Results of a two-absorber computation for two specific detectors, and ⌬ a 0 in cells (31, 31, 5) and (31, 31, 7), are shown in Figure 4 . Figure 4 (a) is a sketch of the 2-D section y ϭ 31, with the locations of the perturbed cells and the detectors indicated. The absolute value of ⌬R for detector r is plotted against ⌬ a,5 ϵ ⌬ a, (31, 31, 5) and ⌬ a,7 ϵ ⌬ a, (31, 31, 7) in Fig. 4(b) . Let us call the function graphed in Fig. 4(b) ⌬R c (for ''coupled''), and let ⌬R i (for ''independent'') be the sum of the detector reading perturbations produced by ⌬ a, 5 and ⌬ a,7 each acting alone. The absolute mutual coupling between cells (31, 31 , 5) and (31, 31, 7), ⌬R i Ϫ ⌬R c , is shown in Fig. 4(c) . The same data are replotted in Fig. 4(d) . (4.B.1) to the Four Sets of Data Points Shown in Fig. 2(b) .
Shown Fig. 4(c) also is symmetric about ⌬ a,5 ϭ ⌬ a,7 within the domain of the plot; however, it would become more visibly asymmetric if the domain were extended to include values of ⌬ a,5 and ⌬ a,7 greater than unity. The ⌬R c and ⌬R i data were fitted to the equations
(4.B.3a) for detector r, and
(4.B.3b) for detector t; these functional forms follow directly from Eqs. (3.D.6) and (3.D.7), and the four-parameter model is appropriate for detector t because of the symmetry of ⌬R about ⌬ a,5 ϭ ⌬ a,7 . The numerical values obtained for the best-fitting parameters are given in Table 4 ; in all cases the COD differed from unity by less than 10 Ϫ8 . Equations (3.D.6) and (3.D.7) differ only in the coefficients of the quadratic terms, and this is also what we see in the calculations. For detector r, a d and b d are essentially equal. This was expected because the elements of T 0 for the two perturbed cells are equal in the medium that we specified. There was no appreciable change in the best-fitting parameter values, the COD, or the model selection criterion when a five-parameter model that replaces b d with a d was used in place of Eq. (4.B.3a).
DISCUSSION
The current work was motivated by the prospect of obtaining a simple improvement to linear perturbation theory. We have derived expressions for the net ⌬R caused by ⌬ a 's of any magnitude in any one [Eq. (3.C.4)] or two [Eq. (3.D.6)] voxels. These can, in principle, be generalized to conditions of time harmonic illumination and anisotropic scattering.
Comparison of detector readings computed by the relaxation method to those obtained from analytic diffusion equation solutions shown in Fig. 1 (and comparisons, not shown, of intensities at locations in the slab interior) gives us confidence in the numerical data.
For a medium containing one a perturbation, Eq. (3.C.4) shows that the condition for validity of the linear approximation, Eq. (1.1), is z Ӷ 1/(T 0 ), where z ϭ ⌬ a,q / t,q 0 in the lattice case and z ϭ ⌬ a,q l q in the continuum case. From the results shown in Fig. 2 and Fig. 3 , we see that for the particular reference medium and ⌬ a locations considered, all ⌬Rs are nearly proportional to ⌬ a,q when ⌬ a,q р 0.1 t,q 0 , a finding which is consistent with the rule-of-thumb used by researchers computing transport equation solutions. 20 From Eq. (3.D.6) we can likewise obtain the conditions for validity of Eq. (1.1) in a medium containing two a perturbations.
The one-perturbation results shown in Fig. 2 and Fig. 3 are fully consistent with the theoretical derivation in Subsection 3.C. Perturbations in individual detector readings depend on the magnitude of ⌬ a in the manner predicted by Eq. (3.C.4), and the quantity ⌬R i (⌬ a,q )/⌬R i (ϱ) exhibits no dependence on the detector location beyond that which numerical roundoff errors could be expected to cause [ Fig. 2(c), Fig. 3 (c), and Table  2 ]. In terms of the quantities in Eq. (3.C.4), the parameter K that appears in Eq. (4.B.1) is equal to t,q 0 /(T 0 ) qq
0 is independent of q for the lattice media used in our numerical studies, so K is simply inversely proportional to (T 0 ). We would expect (T 0 )to be smaller for a voxel/cell near a boundary than for a deep-lying one, because a photon colliding with a near-surface cell is more likely to exit the medium before it has another collision in the same cell. This is consistent with the results of the one-absorber studies, where the largest K was obtained when the perturbed cell is (31, 31, 1).
The two-absorber results shown in Fig. 4 are fully consistent with the equations derived in Subsection 3.D. Perturbations in individual detector readings depend on the magnitude of ⌬ a,q and ⌬ a,p in just the manner predicted by Eq. (3.D.6). In contrast to the one-perturbation case, the shape of the ⌬R i surface as a function of ⌬ a,p vs. ⌬ a,q depends upon the detector location.
In the relaxation model, photons travel in steps of exactly one mfp between successive collisions. Further, all incident photons experience their first collision in the first-layer cell directly beneath the source [i.e., even when ⌬ a is in cell (31, 31, 1), the spatial distribution of first collisions is unaffected], and all photons entering a given detector have their last collision in the first-layer cell directly beneath the detector. As a consequence the relaxation model satisfies the assumptions made. These properties would not be changed by replacing the isotropic scattering used to generate the results with forwarddirected scattering. Again, these are features that are shared by any theory or computation that models light propagation as a random walk, or any other Markov process, with a fixed step size. In addition, any numerical method for solving the diffusion equation that replaces the second-order differential operator with a three-point nearest-neighbor formula is again of this form. Therefore, to the extent that either random-walk or diffusion theory is an adequate representation of light propagation . (4.B.2) to the Three Sets of Data Points Shown in Fig. 3(b in a turbid medium, the assumptions of our theoretical model are satisfied.
5.A. Comparison with Findings of Other Investigators
The collision expansion is a well-known method for constructing formal solutions to transport problems. 21 Here we have used it as a means of deriving expressions for the net effect of one or two localized absorption perturbations on the photon intensity distribution in such a medium. It is important to note that the particular relation between P and T given by Eq. (2.A.2) is not exclusively a consequence of the physics of photon propagation. Rather, an analogous result is obtained for any phenomenon that can be modeled as a Markov process with absorbing states. Beltrami, 22 for example, has shown how a variety of problems in the biological and social sciences give rise to such processes. In every case a formulation having the same form as Eq. (2.A.2) is involved.
For example, a Markov model of photon propagation in which the photons migrate in uniform one-cell steps has been used by Grü nbaum in his analysis of the turbidmedium inverse problem. 23 The expression he obtains for the input-output matrix Q IO (i.e., the matrix of probabilities of going from any given source to any given detector) is Q IO ϭ P IO ϩ P IH (I Ϫ P HH )
Ϫ1 P HO [which has the same form as Eq. (3.A.1)], where the P's are one-step transition matrices and the indices I, O and H denote input, output and hidden, respectively. He describes the equivalent representation that the factor (I Ϫ P HH )
Ϫ1 has as an infinite series whose terms specify all possible pathways by which a medium can evolve from its first hidden state to its final one.
Several formal analyses of propagation of light through a scattering medium have resulted in rational-function formulations analogous to ours for the effect of one localized absorption perturbation. The various approaches taken do not, however, appear to be readily extendable to the case of two (or more) absorbers. For example, Furutsu and Yamada 14 analytically derive the effect that an isolated absorption perturbation has on solutions to the diffusion equation. They obtain an equation that is of the same form as Eq. A similar result is obtained by Gandjbakhche et al. in a different context. 15 They use random-walk theory to analyze the effect of a single localized absorption perturbation on transillumination measurements through an optically turbid slab. They derive an expression for the difference between the probabilities of a photon arriving at a given location after a set number of random-walk steps in the absence and presence of the absorber. Their formula contains a factor with a rational-function form similar to that of Eq. (3.C.8), especially for optically thick slabs.
Expressions similar to those derived here also have been arrived at previously through independent means. An example is the work of Howard et al. on the problem of reconstructing the apparent conductivity of inhomogeneous layered media based on measurements of induced voltage. 24 They seek to compute ⌬(xЈ), the difference between the inhomogeneous conductivity and a constant background conductivity, and show that the error caused by making the Born approximation can be corrected by replacing ⌬(xЈ) with ⌬(xЈ)/͓1 Ϫ ␣⌬(xЈ)͔ in their integral equation, where ␣ is an empirically determined constant. The nonlinear effect of each heterogeneity upon itself is thus accounted for, but again it is not clear that the method can be extended to accounting for the effects of two heterogeneities on each other.
5.B. Computation of P 0 and (I ؊ P 0 )
Ϫ1
In this work it was not actually necessary to compute P 0 or T 0 for any medium. We used these matrices only as stepping stones in the derivations of Eqs. (3.C.4) and (3.D.6). The significance of these equations lies in their functional forms, and their utility does not require an ability to evaluate the expressions for the coefficients in terms of elements of T 0 and r 0 . As shown below in Subsection 5.D, these coefficients have alternative expressions in terms of quantities that can be computed by other means.
It is interesting nevertheless to address the question of whether P 0 and T 0 could be explicitly computed in an ef- ficient manner. Imaging problems of practical interest can be expected to involve 10 4 to 10 6 voxels or even more. This is the same as the number of columns of P 0 , each one of which requires a separate computation in the general case of a heterogeneous medium. Thus it appears that P 0 could not be computed in practice in an acceptably brief time. However, the problem may be more tractable than this in reality, because only the first collision of each photon is relevant. Certainly it is easy to compute P 0 for a homogeneous medium, and in any case computation of P 0 does not require solution of a transport (or diffusion) equation.
Accurate computation of T 0 might well be accomplished at reasonable cost by inverting I Ϫ P 0 , in spite of the large size of P 0 . It should be possible to replace many very small elements of P 0 with zeroes, resulting in a sparse matrix. Thus computation of T 0 ϭ (I Ϫ P 0 ) Ϫ1 from P 0 is a well-conditioned inverse problem, and one to which efficient specialized algorithms developed for sparse matrices are applicable. In the case of a homogeneous medium we would also make use of the fact that in all regions far from a boundary, any two elements of T 0 with the same intervoxel spacing would be about the same.
5.C. Higher-Order Corrections
It may be obvious to some that the method of Subsections 3.C and 3.D can be extended to the case of n absorbers by including a total of n nonzero elements in Y when evaluating Eqs. (3.B.10) and (3.B.11). The magnitudes of successive corrections typically will decrease steadily with increasing n, and this militates against undertaking the effort of computing higher-order interaction formulas for two reasons. First, the algebraic labor involved increases with increasing n. Second, as n grows the errors arising from the assumptions introduced in Subsection 3.B eventually will be greater than the corrections.
5.D. Possible Applications to Image Reconstruction
There have been published reports on algorithms for image reconstruction that recognized that Eq. (1.1) does not accurately express the dependence of ⌬R i on ⌬ a ϭ ͓⌬ a,1 ⌬ a,2 ...⌬ a,I ͔ T . These have suggested that a Newton-type updating scheme be adopted for image reconstruction, that is, that the forward and inverse problems be solved repeatedly in an alternating sequence. 7, 9, 25 The nth computed solution to the inverse problem would be used to modify the properties of the reference medium, e.g., a,i 0 (n) ϭ a,i 0 (n Ϫ 1) ϩ ⌬ a,i (n), then the weight functions and reference detector readings would be recomputed for the revised reference medium, and these would then be used to compute the (n ϩ 1)th inverse problem solution.
Newton update computations can be lengthy and difficult. The formulas in Subsections 3.C and 3.D suggest an attractive alternative. There are two principal questions that must be addressed. First, how may precise numerical values of the coefficients multiplying the assorted terms in Eqs. (3.C.4) and (3.D.6) be determined? Second, exactly how may we make use of the equations in an image reconstruction algorithm once the numerical values of the coefficients are known?
5.D.1. Quantitative Evaluation of Coefficients in Eqs. (3.C.4) and (3.D.6)
We proceed from the premise that the elements of T 0 will not be directly computed. Two practical approaches for evaluation of the coefficients in Eq. (3.C.4) have been identified. The second of these can also be used to evaluate the coefficients in Eq. (3.D.6).
In the first approach (an equivalent form of this was presented earlier 10 ), we begin by taking the lowabsorption limit of Eq. Methods for calculating w ij in terms of forward-problem solutions for the reference medium are well known. To determine numerical values for ⌬R i ϱ j it is necessary to perform additional forward-problem computations with a, j ϭ ϱ in voxel j. This would be an impractical procedure if it were necessary to perform a separate computation for every combination of i and j, but there are at least three reasons why this might not be necessary in practice. First, for a fixed j, the ⌬R ϱ j s for any two detectors i and iЈ are related by ⌬R i Ј ϱ j ϭ ⌬R i ϱ j (w i Ј j /w ij ), so once ⌬R i ϱ j is computed for any one detector it is computed for all detectors. Second, in the important special case in which j is a voxel at the medium's surface, a detector can always be placed directly over it. There is no need to compute ⌬R ϱ j for this detector; ⌬R i ϱ j ϭ R 0,i , and the ⌬R ϱ j s for all other detectors are then determined just as in the previous case. Third, results so far obtained suggest that ⌬R i ϱ j may in practice be a slowly varying function of the perturbed voxel's location (although more results computed for heterogeneous media are necessary to support or refute this), in which case it could be sufficient to divide the reference medium into a number of regions much smaller than the total number of voxels, and perform a single forward-problem computation for each of them. This method does not generalize to a practical procedure for evaluating the coefficients in Eq. (3.D.6). In order to evaluate the coefficients multiplying ⌬ aj ⌬ aj Ј , it would be necessary to compute forward-problem solutions for two additional combinations of ⌬ aj and ⌬ aj Ј , for (in principle) every possible j, jЈ pairing of voxels in the medium. That is, as many as I(I Ϫ 1) additional forward computations would be needed for a medium with I voxels. Although the number required in practice ordinarily would be smaller than this because mutual coupling typically becomes negligible for voxels separated by more than a few mean free paths, we would still expect that it would be impractically large.
The second approach involves computation of the coefficients of Eq. (3.C.4) from first principles. Let ij ϩ 0 be the adjoint Green's function for the background medium: the volume-integrated intensity in voxel i due to one photon born per second in voxel j, or, equivalently, the volume-integrated fluence in i due to one photon born in j. Suppose that the intensity in voxel j is j 0 . Then predictions. Thanks are due also to P. C. Koo for providing us the code used to generate the data presented in Section 4.
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