Introduction
Kendall's tau (Kendall, 1938 ) and Spearman's rho (Spearman, 1904) are two commonly used nonparametric methods of detecting associations between two variables. Their use is usually restricted to a single block. However, there are circumstances where the joint distribution of the two variables of interest (X and Y) is affected by the value of a third variable, called a blocking variable. In this paper, we restrict attention to the situation where there are multiple (X, Y) pairs for each value of the third variable. There are many ways to address this problem; for example, one could use a linear model approach and test for associations by examining the estimated regression coefficients. However, it may be desirable to use a less model-dependent approach. An example of where the underlying assumptions of the linear model are probably inappropriate is when the X and Y variables are ordered categorical, rather than continuous variables. Elfving and Whitlock (1950) , Ury (1968) , Quade (1974) , Reynolds (1974) , and Korn (1984) have suggested using a weighted sum of Kendall's tau, across the blocks, to test for associations. Different choices in the weighting scheme and their merits are discussed by Korn. Spearman's rho is an alternative to Kendall's tau which can be used for testing for association. Kendall (1970, ?1.2.4) claims that for many practical and most theoretical points of view, tau is preferable to rho. One reason for preferring tau, when estimating a correlation, is that the population parameter being estimated has a simpler interpretation. For hypothesis testing the interpretation of the test statistic is less important; the power properties of the respective tests are more relevant. For the case when one of the variables has two possible values, Lehmann (1975, Simon (1978) shows that tau and rho have the same efficacy; see also Proctor (1973) and Brown and Benedetti (1977) .
We would expect the very similar power properties of tau and rho to extend to weighted averages of tau and rho, across many blocks. In this article we discuss what weighting scheme to use with tau and rho, both in the situation where there are no ties and when there are many ties. Based on a small Monte Carlo study, we conclude that optimally weighted sums of tau and rho are essentially equivalent in terms of power. However, the calculation of the significance level of the test is appreciably simpler for rho, if there are ties. Section 4 gives an example of the use of the weighted sum of rhos for some data from radiation treatment of cancer. To test Ho, one compares P = R[Z W2(nk -1)-1]-1/2 with the standard normal distribution. Other approximations to the distribution of R could be used; however, we will use this simple approach.
Monte Carlo Comparison
To investigate the relative merits of tau and rho, and different weighting schemes, a small Monte Carlo simulation was performed. The study was not designed to cover all possible alternatives, but rather to provide information on three specific questions: (i) Is T more powerful than R or vice versa, in the two situations where there are no ties and many ties? The theoretical results would suggest that they are essentially equivalent. 5, (n1, n2, n3, n4, n5) = (10, 10, 20, 40, 40) . For each design 2000 bivariate normal pairs were generated, using the IMSL subroutine GGNSM. The pairs were from the model when there are many ties, even for sample size equal to 40. There is an appreciable loss of power in using Z2 rather than Z1 where there are ties. When there are no ties, Z1 and P appear to have equivalent power. When there are ties, for n = 10, Z, is slightly more powerful than P (less than 5% difference). Table 2 The conclusion to be drawn from this study is that using weights inversely proportional to the variance is slightly preferable to other choices. If there are many observations tied at a few values in the data, it is important to use the variance formula that incorporates the ties when calculating the significance level of the tau statistic. Using the simpler variance formula that ignores the ties results in too small a significance level and a loss of power. There is essentially no difference between using the optimally weighted sum of taus and the optimally weighted sum of rhos. From a practical point of view the weighted sum of Spearman's rhos is preferred because the weights and the resulting standardised test statistic take on a much simpler form than for the weighted sum of Kendall's taus; this is especially true if there are ties. 
Example
This example is from the field of radiation therapy. There are three main factors in the treatment of tumors over which the radiotherapist has control. One is the total dose given (D), the second is the size of each dose per fraction (d), and the third is the overall treatment time (T). A typical regimen is a total dose of 60 Gray given in 2 Gray fractions 5 days a week, with an overall treatment time of 40 days. One limitation on the amount of dose that can be given is the possibility of late side effects, i.e., side effects that manifest themselves a year or more after the treatment. These late effects may not be life threatening, but they are serious consequences of the radiation. In simple terms, the effect of the radiation is to kill cells. given by E wkrk/ Wk is -. 19. Thus, a one-sided test of Ho: no association between overall treatment time and the degree of late effect, versus HI: negative association between overall treatment time and the degree of late effect, gives P = -2.84, with P-value = .002. So it is established in a model-independent way that extending the overall treatment time does decrease the severity of the late effect.
As a check of homogeneity among the 14 population correlations underlying the 14 sample correlations, we can suppose that each rk is roughly normally distributed as befits a sample mean on nP-observations. This leads to a between-sum-of-squares test statistic, Wk(rk-R)2 = 11.89 to be compared to the theoretical chi-squared distribution on K -1 degrees of freedom. We conclude there is no evidence of departure from a single underlying correlation. The next step in the analysis could be to try to quantify the effect of time by hypothesizing a mathematical model for the repopulation mechanism. One could combine this with a logistic or other link function, or possibly use the extension of logistic regression to multiple ordered categories (McCullagh, 1980) . The above analysis is designed to demonstrate the statistical method described in this paper. It was only part of the overall analysis of the data set.
