This paper is concerned with discrete, uniform subgroups (lattices) of oscillator groups, which are certain semidirect products of the Heisenberg group and the additive group R of real numbers.
Introduction
Oscillator groups are certain semidirect products of the Heisenberg group and the additive group R. They are interesting because they are the only simply connected solvable Lie groups, besides the abelian ones, which have a biinvariant Lorentzian metric. In addition, the quotient of an oscillator group by a lattice gives an example of a compact homogeneous Lorentzian manifold. In [Med85] , Medina and Revoy already classified the lattices of the oscillator group. But unfortunately the given maps in [Med85, p. 92] aren't necessarily automorphisms, different from the assumption. Hence, theorem III and the following corollary is incorrect. Our goal is to classify the lattices of the 4-dimensional oscillator group. More precisely we consider groups Osc n (ω, B), i. e. R × R 2n × R with the group multiplication given by (z, ξ, t)(v, η, s) = z + v + 1 2 ω(ξ, e tB η), ξ + e tB η, t + s .
Here B is an invertible 2n×2n-matrix and ω a symplectic form on R 2n such that ω(Bξ, η) = −ω(ξ, Bη) for all ξ, η ∈ R 2n and ω(B·, ·) is definite. Every oscillator group is isomorphic to some Osc n (ω, B). In addition, these groups are isomorphic to the groups G k (λ) considered in [Med85] . We compute the automorphisms of Osc n (ω, B) in Theorem 1. The theorem also rectifies the assertion in [Med85, p. 92 ]. Afterwards we classify the lattices of Osc 1 (ω, B) in three steps (Theorem 2-4). In Theorem 2, which also holds for lattices in Osc n (ω, B), we get to know that we can always assume that a lattice of a 4-dimensional oscillator group is generated by {(1, 0, 0), (0, e i , 0) | i = 1, 2} and some 4th element (0, ξ 0 , 1) in an oscillator group Osc 1 (ω r , B) with a certain standard symplectic form ω r . Furthermore, we see in Theorem 3 that there is also, besides ω r , a unique standard matrix, denoted by B = λB x,y . Then, the last step is to describe all lattices of the special kind we get in Theorem 3 up to automorphisms in Theorem 4. This gives restrictions for ξ 0 . Our main tools for these steps are special isomorphisms and automorphisms of oscillator groups preserving the subgroup (1, 0, 0), (0, e i , 0) | i = 1, 2 , we characterize in Lemma 3.2 and Lemma 3.6. Finally, each lattice L in Osc 1 (ω, B) gives a data (r, λ, (x, y), ξ 0 ). Thereby r is a positive integer, λ a certain angle, (x, y) an element of the "half fundamental domain" for the modular group and ξ 0 a vector from a finite set to be extracted from the list in Appendix A. This data describes the lattices of the oscillator group in the sense that two lattices L 1 and L 2 of Osc 1 (ω, B) have the same data if and only if there is an automorphism in Osc 1 (ω, B) mapping L 1 onto L 2 .
Oscillator groups
2.1 Definition. For a symplectic form ω on R 2n , let H n (ω) denote the group R × R 2n with the multiplication given by (z, ξ)(v, η) = z + v + 1 2 ω(ξ, η), ξ + η .
Since each of these groups are isomorphic we call them Heisenberg groups. Let H be a Heisenberg group, h its Lie algebra and z the center of h. Suppose that p is a one-parameter subgroup of the automorphism group of H with trivial action on the center of the Heisenberg group and satisfying that the map
is definite, where f : R → Aut(h) is the differential of the automorphism p(t) ∈ Aut(H) at the point 0 ∈ h, i. e. f (t) := d 0 (p(t)). Then the semidirect product H ⋊ p R of H and R with respect to p is called oscillator group.
Later, we will see that these groups are isomorphic to the groups G k (λ) introduced in [Med85] .
Lemma. Let p be a one-parameter group of the automorphisms of H n (ω). Then p satisfies the conditions in Definition 2.1 if and only if
there is a δ ∈ R 2n and a B ∈ gl(2n, R) satisfying ω(Bξ, η) = −ω(ξ, Bη) for all ξ, η ∈ R 2n and ω(B·, ·) is definite, such that
If B satisfies ω(Bξ, η) = −ω(ξ, Bη) for all ξ, η ∈ R 2n and ω(B·, ·) is definite, then B has purely imaginary eigenvalues and can be diagonalized over C.
Proof. The equivalence follows directly from the definition and known results for automorphisms of the Heisenberg group (see for instance [Tol78] ). Let ω(B·, ·) be positive definite (otherwise we consider -ω(B·, ·)) and consider the complexification of B and the complex bilinear extension of ω. One can check that ω(Bz, z) ∈ R and ω(Bz, z) > 0 for all z ∈ C 2n . Suppose z is an eigenvector of B with its corresponding eigenvalue λ 0, then we see R ∋ ω(Bz, z) = λω(z, z). On the other hand ω(z, z) ∈ iR. Hence, λ ∈ iR and finally the first part follows. Now, we prove the second part by induction over n. For n = 1 the assertion holds. Assuming the assertion holds for n, we will prove it for n + 1. Let Z 1 be an eigenvector of B over C with corresponding eigenvalue iλ 1 , λ 0. Then ω(Z 1 , Z 1 ) = 
. ,n such that the Lie algebra of the oscillator group H n
. . , n. Here δ i denotes the i-th. component of δ.
2.4 Definition. The Lie group Osc n (ω, B) is the oscillator group H n (ω) ⋊ p R, where p(t) = 1 0 0 e tB , ω(B·, ·) = −ω(·, B·) and ω(B·, ·) definite. 2.5 Remark. Each oscillator group H n (ω) ⋊ p R is isomorphic to some Osc n (ω, B), since the map
and ω(B·, ·) definite. I. e., we can always assume that δ = 0.
The group multiplication in Osc n (ω, B) is given by
and inversion by (z, ξ, t)
where ξ, η ∈ R 2n and z, v, s, t ∈ R.
2.6 Definition. We also define for λ = (λ 1 , . . . , λ n ), λ i ∈ R the matrix
2.7 Lemma. The oscillator groups Osc 1 (ω, B) and Osc(λ 1 , . . . , λ n ), where 0 < λ 1 ≤ · · · ≤ λ n denote the positive imaginary parts of the eigenvalues of B with multiplicity, are isomorphic.
Proof of the lemma. Suppose that ω(B·, ·) is positive definite (similarly for ω(B·, ·) negative definite).
Let Z 1 , Z 1 , . . . , Z n , Z n be a basis of eigenvectors as in the proof of Lemma 2.2, such that
is an isomorphism from osc n (ω, B) to osc(λ 1 , . . . , λ n ). 
The operatorB and therefore also its eigenvalues are uniquely determined by the structure of the Lie algebra up to a factor k 0. On the other hand, eigenvalues ofB associated with b = (0, 0, 1) T are exactly the eigenvalues of N λ . Hence, if there is no k ∈ R\{0}, such that
, . . . , λ ′ n ) are not isomorphic. For the other implication note that the map
Thus, each oscillator group of dimension 2n + 2 = 4 is isomorphic to Osc(1).
is an automorphism if and only if there are numbers m ∈ R, µ ∈ {+1, −1} and a ∈ R\{0}, a vector b ∈ R 2n and a matrix S ∈ GL(2n, R) with S * ω = aω and SB = µBS, such that
Proof. One can check that a map satisfying condition (1) is an automorphism. So we only verify the other implication. Let φ be an automorphism.
First of all, we check how elements of {0} × {0} × R will be mapped. Therefore, suppose
We notice that µ is a linear mapping, i. e. µ(t) = µt for some µ ∈ Ê\{0}.
Differentiating ξ(s + t) = ξ(s) + e µsB ξ(t) with respect to s and setting s = 0, we get
where
The solution of this ODE with ξ(0) = 0 is
Finally, the comparison of the first components shows that
and thus
From the second component it follows, that SB = µBS. Since det(SB) = µ 2n det(BS), we get µ ∈ {+1, −1}.
From the first component, we get δ T e tB ξ + ω(S e tB ξ, e tµB b − b) = δ T ξ for all ξ ∈ R 2n , t ∈ R. Differentiating and setting t = 0 gives
This completes the proof.
So the automorphisms ϕ satisfying ϕ H n (ω) = id are of the form (z, ξ, t) → (z + mt, ξ, t) with m ∈ R. This contradicts the assertion in [Med85, p. 92].
Lattices
Now, we study the lattices of oscillator groups and begin with an example.
Example. Let
To see this, one can check that
In particular for n = 1, we have Γ r = Z 3 × {0} for r even and
Moreover let Π denote the projection on the last component and for a lattice
Theorem 2. Let L be a lattice in Osc n (ω, B). Then there exists a uniquely determined r ∈ N n satisfying r i divides r i+1 for i = 1, . . . , n − 1, a linear mapB, an isomorphism
Furthermore, we know from theorem 1.10 in [Tol78, p. 303 ] that there is a uniquely determined r = (r 1 , . . . , r n ) where r i ∈ N\{0}, r i | r i+1 for i = 1, . . . , n − 1 and an isomorphism ϕ :
So there is a z 0 and a ξ 0 , such that
is an isomorphism from Osc n (ω r , SBS −1 ) to Osc n (ω r , t 0 SBS −1 ) such that φ H n (ω r ) = id and (z 0 , ξ 0 , t 0 ) maps to (0, ξ 0 , 1). Hence the theorem is proved.
From now on we consider n = 1. Proof. At first, we will construct an isomorphism satisfying the conditions in the lemma. Let B andB be conjugate with respect to an integer matrix with determinant ±1. This is sufficient to assume, since the map φ : (z, ξ, t) → (z, ξ, −t) is an isomorphism from Osc 1 (ω r , B) to Osc 1 (ω r , −B), satisfying the conditions in the lemma. Let
Lemma. There is an isomorphism
be the integer conjugation matrix with determinant ±1, such thatB = SBS −1 , a = det(S) and We only get these three cases, since det(S) is odd. Then
is an isomorphism from Osc 1 (ω r , B) to Osc 1 (ω r ,B), satisfying ϕ(Γ r ) = Γ r and Π(ϕ(0, 0, 1)) = ±1. Here we will verify this only for the case that s 1 s 2 is even and s 3 s 4 odd (the other cases run similar). It's not hard to see that ϕ is an isomorphism and Π(ϕ(0, 0, 1)) = 1. (−s 2 , s 1 ) T , 0) are elements of Γ r and will be mapped to (0, e 1 , 0) respectively (0, e 2 , 0). Since, moreover, ϕ(1, 0, 0) = (a, 0, 0) = (±1, 0, 0), we see finally that ϕ(Γ r ) = Γ r . So one direction of the lemma is verified. Now, let ϕ be an isomorphism satisfying the conditions in the lemma. We know from Lemmas 2.7 and 2.9 that there is a k ∈ R\{0} and a T ∈ SL(2, R), such that TBT −1 = kB. So we can write ϕ = ϕ 2 • ϕ 1 , where
is an isomorphism from Osc 1 (ω r , B) to Osc 1 (ω r ,B) and ϕ 2 an automorphisms of Osc 1 (ω r ,B) Thus
where det(T) = a,TBT −1 = µB and µ ∈ {+1, −1}. Hence
We getTTBT −1T−1 = ±B, since TBT −1 = kB,TBT −1 = µB and Π(ϕ(0, 0, 1)) = ±1. In addition, ϕ maps (1, 0, 0) to (±1, 0, 0) and (0, e i , 0) into Γ r for i = 1, 2. Hence det(TT) = ±1 andTTe i ∈ Z 2 for i = 1, 2. Thus we obtain the assertion.
To classify the lattices of oscillator groups, we have to choose representatives for the conjugacy classes of matrices, which appeared in the previous lemma.
3.3 Definition. For y 0 and x ∈ R we denote
The set of all B x,y is equal to the set of all matrices which are conjugate to N 1 , and to the set of all 2 × 2-matrices with determinant 1 and trace 0. 3.4 Definition. We define 
and an isomorphism ϕ :
Conversely, for any such data (r, λ, (x, y)) there exists a lattice L in Osc 1 (ω r , λB x,y ) satisfying L ∩ H 1 (ω r ) = Γ r and Π(L) = Z.
Proof. Because of Theorem 2 we can suppose that ω = ω r and the lattice L given in Osc 1 (ω r , B) satisfies L ∩ H 1 (ω r ) = Γ r and Π(L) = Z. The procedure is to find aB(= λB x,y ) for a given B, such that there is an isomorphism ϕ from Osc 1 (ω r , B) to Osc 1 (ω r ,B), mapping Γ r onto Γ r and satisfying Π(ϕ(L)) = Z. Let λ ∈ R be the positive imaginary part of the eigenvalue of B. Then we see that B and N λ are conjugate. Hence e B and e N λ = cos λ − sin λ sin λ cos λ are conjugate. So tr(e B ) = 2 cos λ and cos λ ∈ −1, − 3 , π and k ∈ Z. There is an x ′ ∈ R and a y ′ 0, such that B = λB x ′ ,y ′ . Now we can use that B x ′ ,−y ′ = −B x ′ ,y ′ to assume that y ′ > 0. Now we choose an S ∈ SL(2, Z), such that SB x ′ ,y ′ S −1 = B x,y , where x and y satisfy the conditions in Remark 3.5. So we set B := |λ|B |x|,y . Because of Lemma 3.2 and the fact that 1 0 0 −1 B x,y 1 0 0 −1 = −B −x,y , there is an isomorphism Osc 1 (ω r , B) → Osc 1 (ω r ,B) mapping Γ r onto Γ r and satisfying Π(ϕ(L)) = Z. Now we want to see that λ > 0 and (x, y) ∈ F 1 are uniquely determined. Let λ, λ 2 > 0 and (x, y), (x 2 , y 2 ) ∈ F 1 . Suppose that there is an isomorphism ϕ : Osc 1 (ω r , λB x,y ) → Osc 1 (ω r , λ 2 B x 2 ,y 2 ) mapping Γ r onto Γ r and satisfying Π(ϕ(0, 0, 1)) = ±1. Then we will see that λB x,y = λ 2 B x 2 ,y 2 . At first Lemma 3.2 gives that ±λB x,y and λ 2 B x 2 ,y 2 are conjugate. Since det(±λB x,y ) = det(λ 2 B x 2 ,y 2 ), we get λ = λ 2 . Hence ±B x,y and B x 2 ,y 2 are conjugate. For a better readability we write Z 1 -conjugate, if two matrices are conjugate with respect to a matrix in SL(2, Z) and Z −1 -conjugate, if two matrices are conjugate with respect to an integer matrix, having determinant −1. It is clear that −B x,y = B x,−y and B x 2 ,y 2 are not Z 1 -conjugate. In addition B x,y and B x 2 ,y 2 are not Z −1 -conjugate. If B x,y and B x 2 ,y 2 are Z 1 -conjugate, then (x, y) = (x 2 , y 2 ) because of Remark 3.5. Finally, if −B x,y and B x 2 ,y 2 are Z −1 -conjugate, then B −x,y and B x 2 ,y 2 are Z 1 -conjugate. Using Remark 3.5 gives x = x 2 ∈ {0, 1 2 } and y = y 2 easily follows. At last, we want to see how λ and (x, y) fit together. Suppose B = λB x,y , where (x, y) ∈ F 1 and λ = λ 0 +kπ, satisfying k ∈ N and λ 0 ∈ 1 3 π, , and x = 0 if cos λ = 0. We get
Conversely, it is obvious that e λB x,y ∈ SL(2, Z) for the data (r, λ, (x, y)) described in the theorem. Hence there is a lattice satisfying the claimed conditions (see Example 3.1, where ξ 0 = (0, 0), ξ 0 = (0, 
where m ∈ R, µ ∈ {±1}, S is an integer matrix Proof. It's not hard to show that an automorphism as defined in the theorem maps Γ r onto Γ r . Let ϕ be an automorphism in Osc 1 (ω r , B) , given as in (1) , mapping Γ r onto itself. Then a = ±1. In addition det S = a, since det(S)ω r = S * ω r = aω r . Since B = λB x,y and SB x,y S −1 = µB x,y = B x,µy , we get det(S) = µ. Because ϕ(0, e i , 0) = (ω r (Se i , b) , Se i , 0), the invertible matrix S has integer entries. For Hence S is an integer matrix in e tB , e tB 1 −2x
Finally we want to see how b looks like. Let r be even. Then Γ r = Z 3 and hence
Thus b ∈ ( 1 r Z, 1 r Z). Now let r be odd, so Γ r = (z, (ξ 1 , ξ 2 ), 0) | z ∈ 1 2 ξ 1 ξ 2 + Z . We see that there are the same three cases to consider as in the previous lemma. Here, we only check the case that s 1 s 2 is even and s 3 s 4 is odd, especially s 1 is even (the case that s 2 is even runs similarly). Since det(S) is odd, we get that s 2 is odd. Then
Thus rb 1 ∈ Z and rb 2 ∈ Z + 1 2 . Finally, for each case we obtain the assertion. Now we can completely classify the lattices of Osc 1 (ω, B) by using Theorem 3 and the following one. Proof. We will say that ξ and η are equivalent if there is an automorphism mapping L(ξ) onto L(η).
Existence We begin with showing the existence of a ξ 0 in the list in Appendix A and an Γ r -preserving automorphism ϕ for each lattice L satisfying that L ∩ H 1 (ω r ) = Γ r , such that ϕ(L) = L(ξ 0 ). The proof will be divided into parts, dependent on the value of λ. We, always, use e B , which we can compute with equation (3) in the proof of Theorem 3. First we notice, depending on r, which values are possible for ξ ∈ R 2 , such that Γ r ∪ {(z, ξ, 1)} defines a lattice. Therefor we use example 3.1. Afterward, we give automorphisms given as in (4) in Lemma 3.6, which map Γ r ∪ {(z, ξ, 1)} onto L(ξ 0 ) for some ξ 0 from the list. It is clear that the automorphism (z, ξ, t) → (z + mt, ξ, t) for some m maps (z 0 , ξ 0 , 1) to (0, ξ 0 , 1). Furthermore, we know from S how the last component will be mapped by the automorphism (4), since µ = det(S). Therefore we just give S and b and check, how (0, ξ, 1) will be mapped. Each automorphism we give is Γ r -preserving, so we don't make mention of that always. For further argumentation let ξ = (ξ 1 , ξ 2 ) denote an arbitrary vector in R 2 which satisfies the condition in Example 3.1. Now, we begin with showing the existence of a vector of the list in Appendix A. 
for B x,y . At first we give some automorphisms which map Γ r onto itself for all x and y. Afterwards, we restrict our observation to the different cases. Altogether, we verified that the ξ 0 from the list, which we refer to a lattice L(ξ) in Osc 1 (ω r , λB x,y ), where λ = π + 2πk, k ∈ N, (x, y) ∈ F 1 , is uniquely determined. Now, we consider the case that λ = 2πk, k ∈ N\{0}, and get the same contradiction. But, first of all, we note that ξ ∈ R 2 andξ are equivalent if and only if there are t 1 , t 2 ∈ Z and an integer matrix • There is an r ∈ N\{0}, such that αβα −1 β −1 = γ r .
• There is a k ∈ N\{0}, such that δ k and γ generate the center of the group and
• δαδ −1 and δβδ −1 are both elements of α, β, γ .
It is not hard to see that the computed lattices of Osc 1 (ω r , λB x,y ), where λ kπ, k ∈ N satisfy Definition 3.7. Standard arguments yield the following lemma.
Lemma. Let G be an O-lattice as in Definition 3.7, H a group andφ
for all x, y, z, t ∈ Z, is a homomorphism, if and only if:
• ϕ(γ) is an element of the center of H and
3.9 Remark. Let G be an O-lattice as in Definition 3.7. Let, furthermore, H be an O-lattice, generated by α,β,γ,δ , whereγ andδ l generate the center of H andαβα −1β−1 =γ s . Let ϕ : G → H be an isomorphism. Then ϕ(γ) = γ ±1 . To see this, note that ϕ(γ) ∈ γ , since γ is in the center of G and γ r in the commutator subgroup. Then using the bijectivity of ϕ yields the assertion. Furthermore, ϕ(δ k ) =γ pδ±l for some p ∈ Z. Indeed, since ϕ is an isomorphism, there are p, q, u, v ∈ Z, such that ϕ(δ k ) =γ pδul and ϕ(γ q δ vk ) =δ l . So we get δ k = ϕ −1 (ϕ(δ k )) = γ qu±p δ uvk and the assertion holds. In addition, it is straight forward to see that ϕ maps δ toα xβyγzδ±1 for some x, y, z ∈ Z and that k = l. Proof. This follows by the same method as in Lemma 3.11.
Finally, Theorem 4 is verified.
