Abstract. The traveling salesman problem is a classic NP-hard combinatorial optimization problem which is important in operations research and theoretical computer science. It is not feasible to use the conventional particle swarm optimization and simulated annealing algorithm to find the optimal solution in such a large search space. In order to improve the efficiency of the memetic algorithm, an improved particle swarm optimization as the global search and an improved simulated annealing algorithm as the local search have been proposed in this paper. Finally, the simulation experiment results have shown that the improved memetic algorithm has fast convergence speed in solving TSP problem and could find the optimal solution efficiently.
Introduction
The traveling salesman problem (TSP) could be described as the following question how to travel all the cities one by one for once time under the condition the distance is minimum [1] . The TSP problem has been proved to be NP-hard problem in combinatorial optimization which is important in operations research and theoretical computer science. The TSP problem has many applications such as logistics, planning, the manufacture of microchips and DNA sequencing. Therefore how to solve the TSP problem effectively and quickly is of high practical value.
The optimal route of minimum distance could be found finally if the exhaustive search method is used. But the searching space of TSP problem will increase sharply as the number of cities grows. The number of all possible routes satisfying TSP problem is as much as 2 / )! 1 (  n . For example, there are 64 10 5207 . 1  traveling solutions for TSP problem when the number of cities is fifty. So it is not feasible for existing computers to use the conventional exhaustive methods to find the optimal solution in such a large search space [2] . Naturally many kinds of optimization algorithms for approximate solutions become relatively practical and feasible solutions.
Memetic algorithm is one of heuristic algorithms which includes global search and local search. It is more appropriate for traveling salesman problem than some classical mathematical methods. In this paper an improved memetic algorithm based on improved particle swarm optimization as the global search and simulated annealing algorithm as the local search has been proposed. It overcomes the disadvantages that the particle swarm optimization is slow in convergence, low in precision, easy to fall into the local optimum and the performance of the simulated annealing algorithm is in relation to the initial values and parameter sensitivity.
Description and Mathematical Model of TSP Problem
Suppose there are N cities and all the distances between each pair of cities are known. The salesman can start from any city and travel to each city, finally returns to the starting city. The evidence of how to select the next city to travel is to make the distance of passing route is minimum. Let ) , ( j i denote the edge from city i to city j with a weight
denote that the salesman travel from city i to city j directly, and let 0  ij x denote that the salesman doesn't travel from city i to city j directly. Thus the mathematical model of TSP problem can be described as follows: (2) and (3):
Where formula (3) denotes the flying speed of the ith particle. Let
  denote the best position searched by ith particle, so there is at least one best particle in population which is denoted as g. Thus
  is the best position searched by current population that is the global historical optimum position of population [3] .
The updating iteration formula of basic particle swarm optimization is as following: 
Improved Simulated Annealing Algorithm
According to the Metropolis criteria, the energy of the system will change when the particles are deviated randomly. So the probability that the particles will approach equilibrium at temperature T is as follows:
E is the internal energy at temperature T . E  is the variation of its internal energy. The strategy of simulated annealing algorithm is to start searching the whole solution space from an arbitrary solution i, and then a new solution j will got by perturbing this solution i. The formula (9) is used to judge whether the new solution j is accepted according to the Metropolis criteria.
So the simulated annealing algorithm will accept bad solutions at a certain probability. When k t is large enough, the formula (10) is workable.
The parameter t is controlled by the formula (11) which mainly depends on the decay factor  .
,...
Where  is the decay factor. The times of iterations will be increased if  is much lager, while the search accuracy will be reduced if  is too small.
Because of the randomness of judgment function, the final solution of simulated annealing algorithm may not be the optimal solution. In order to overcome this disadvantage, a memorizer M is introduced into SA:
Where * a is the optimal solution of objective function during annealing, and u is the objective function value which is recorded.
Improved Memetic Algorithm and Its Application on TSP

Introduction to Original Memetic Algorithm
The memetic algorithm (MA) was firstly proposed by Moscato in 1989. He considered memetic algorithm as being close to a form of population-based hybrid genetic algorithm (GA) coupled with an individual learning procedure capable of performing local refinements [4] . The metaphorical parallels, on the one hand, to Darwinian evolution and, on the other hand, between memes and domain specific which is a kind of local search, heuristics are captured within memetic algorithms thus rendering a methodology that balances well between generality and problem specificity. This two-stage nature makes them a special case of Dual-phase evolution.
The memetic algorithm mainly has four structures: generation of initial population, global search strategy, local search strategy and generation of new population. Different strategies will result in different algorithm models. In order to improve the efficiency of the memetic algorithm, an improved particle swarm optimization as the global search and an improved simulated annealing algorithm as the local search have been brought into memetic algorithm.
The experimental results can be consulted in table 1 which shows that the deviation ratio of IMA is superior to those of the other two algorithms. The formula of deviation ratio is as follows:
is the average of results using one of three algorithms and the parameter opt is the optimum gain from TSPLIB. When the number of cities is 30, the opt is 423.741 supplied by TSPLIB. From the two tables above, we can reach a conclusion that the IMA algorithm proposed in this paper is superior to PSO, SA, EA and ACA. So IMA algorithm has higher efficiency for solving TSP problem.
Conclusion
In this paper an improved memetic algorithm named IMA based on improved PSO and improved SA is proposed. The IMA algorithm makes use of the PSO as the global search and SA as the local search so as to improve the efficiency of MA. The results of simulation experiment have shown that IMA algorithm is superior to PSO, SA, EA and ACA for TSP problem.
