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Abstract The Bonferroni Mean (BM) operator is a traditional mean type aggregation operator which can
capture the expressed interrelationship of the individual arguments, and is only suitable to aggregate
crisp data. In this paper, we develop some Bonferroni mean operators based on trapezoid fuzzy linguistic
variables, such as a Trapezoid Fuzzy Linguistic Bonferroni Mean (TFLBM) operator, a Trapezoid Fuzzy
Linguistic Weighted Bonferroni Mean (TFLWBM) operator, a Trapezoid Fuzzy Linguistic Bonferroni OWA
(TFLBOWA) operator and a Trapezoid Fuzzy Linguistic Weighted Bonferroni OWA (TFLWBOWA) operator.
Furthermore, some desirable properties of these operators are studied. At the same time, some special
cases in these operators are analyzed. Based on these operators, methods of multiple attribute decision
making with trapezoid fuzzy linguistic information are proposed. Finally, an illustrative example is given
to verify the developed approaches and to demonstrate their practicality and effectiveness.
© 2012 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
In many decision making situations under uncertainty,
because of the complexity and uncertainty of objective things,
and the ambiguity of human thinking, decision making
information [1] given by decision makers, often takes the form
of linguistic variables. In the process of decision making, how
to aggregate or deal with this given linguistic information by
using a proper aggregation operator or mathematical model
becomes a key step. Bordogna et al. [2] developed a model
within a fuzzy set theory by linguistic orderedweighted average
(LOWA) operators to process linguistic context. Xu [3] proposed
the Uncertain Linguistic OrderedWeighted Averaging (ULOWA)
operator and the Uncertain Linguistic Hybrid Aggregation
(ULHA) operator, and applied these operators to solving
multiple attribute group decision making problems with
uncertain linguistic information. Wu and Chen [4] introduced
the Linguistic Weighted Arithmetic Averaging (LWAA) operator
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form of linguistic variables. Xu [5] developed some operators
for aggregating triangular fuzzy linguistic variables, such as
the Fuzzy Linguistic Averaging (FLA) operator, the Fuzzy
Linguistic Weighted Averaging (FLWA) operator, the Fuzzy
Linguistic Ordered Weighted Averaging (FLOWA) operator, and
The Induced FLOWA (IFLOWA) operator. Because the Trapezoid
Fuzzy Linguistic Variable (TFLV) generalizes the linguistic
variable, the uncertain linguistic variable and the triangular
fuzzy linguistic variable, research on aggregation operators
for TFLVs is very significant. Xu [6] and Liang and Chen [7]
proposed the Trapezoid Fuzzy Linguistic Weighted Averaging
(TFLWA) operator, and applied it to multiple attribute decision
making problems. Liu and Su [8] proposed the Trapezoid Fuzzy
Linguistic Ordered Weighted Averaging (TFLOWA) operator
and the Trapezoid Fuzzy Linguistic Hybrid Ordered Weighted
Averaging (TFLHOWA) operator. Liu and Su [9] proposed
the Trapezoid Fuzzy Linguistic Weighted Harmonic Averaging
(TFLWHA) operator, the Trapezoid Fuzzy Linguistic Ordered
Weighted Harmonic Averaging (TFLOWHA) operator, and
the Trapezoid Fuzzy Linguistic Hybrid Harmonic Averaging
(TFLHHA) operator.
Common characteristics of the above aggregation opera-
tors are that they emphasize the importance of each datum
or ordered position, but cannot reflect the interrelationships
of individual data. Bonferroni [10] originally proposed a Bon-
ferroni Mean (BM) operator, which is suitable for aggregating
evier B.V. Open access under CC BY-NC-ND license.
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ture the expressed interrelationship of the individual argu-
ments. Recently, Yager [11] further proposed an OWA variation
of Bonferroni means, weighted Bonferroni aggregation and a
Bonferroni choquet aggregation operator. Later, Xu [12] de-
veloped some uncertain Bonferroni mean operators based on
interval numbers, and then combined them with the well-
known ordered weighted averaging operator and Choquet in-
tegral, respectively, for aggregating uncertain information. Xu
and Yager [13] investigated the BM under intuitionistic fuzzy
environments and developed an Intuitionistic Fuzzy BM (IFBM),
discussing its variety of special cases. Furthermore, they applied
the weighted IFBM operator to multi-criteria decision making,
and gave some numerical examples to illustrate related results.
Trapezoid fuzzy linguistic variables are very suitable for use
in depicting uncertain or fuzzy information. Motivated by the
idea of the IFBM operator proposed by Xu and Yager [13], this
paper proposes some operators, such as a Trapezoid Fuzzy Lin-
guistic Bonferroni Mean (TFLBM) operator, a Trapezoid Fuzzy
Linguistic Weighted Bonferroni Mean (TFLWBM) operator, a
Trapezoid Fuzzy Linguistic Bonferroni OWA (TFLBOWA) opera-
tor and a Trapezoid Fuzzy LinguisticWeighted Bonferroni OWA
(TFLWBOWA) operator. Furthermore, some desirable proper-
ties of these operators are studied. At the same time, some
special cases in these operators are analyzed. Based on these
operators, an approach to multiple attribute decision making
with trapezoid fuzzy linguistic information is proposed.
The remainder of this paper is organized as follows. In
Section 1, we give an introduction of the research background.
Section 2 briefly reviews some basic concepts and operations
related to trapezoid fuzzy linguistic variables, and BM, BM-
OWA operators. In Section 3, a Trapezoid Fuzzy Linguistic
Bonferroni Mean (TFLBM) operator and a Trapezoid Fuzzy
Linguistic Weighted Bonferroni Mean (TFLWBM) operator are
developed, some desirable properties of these operators are
studied and some special cases are discussed. In Section 4,
a Trapezoid Fuzzy Linguistic Bonferroni OWA (TFLBOWA)
operator and a Trapezoid Fuzzy LinguisticWeighted Bonferroni
OWA (TFLWBOWA) operator are developed, some desirable
properties of these operators are studied and some special cases
are discussed. Section 5 introduces a procedure for multiple
attribute decision making based on these operators. Section 6
gives an example to illustrate the decision making steps based
on the proposedmethod and analyzes the affect on the decision
making results of the different parameters. Section 7 ends this
paper with some concluding remarks.
2. Preliminaries
2.1. Trapezoid fuzzy linguistic variables
Let S = {si|i = 0, 1, . . . , l− 1} be a linguistic term set with
odd cardinality, and label si represents a possible value of the
linguistic variable. Especially, s0 and sl−1 represent the lower
and the upper values of the linguistic terms, respectively. For
example, a linguistic term set, S, could be given as follows:
S = {s0 = extremely poor, s1 = very poor, s2 = poor,
s3 = slightly poor, s4 = fair, s5 = slightly good,
s6 = good, s7 = very good, s8 = extremely good}.
Usually, for any linguistic set, S, it is required that si and sj
must satisfy the following additional characteristics [14]:
(1) The set is ordered: si ≺ sj, if and only if i < j;
(2) There is the negation operator: neg(si) = sl−1−i;Figure 1: A trapezoid fuzzy linguistic variable, s˜.
(3) Maximum operator: max(si, sj) = si, if i ≥ j;
(4) Minimum operator: min(si, sj) = si, if i ≤ j.
Furthermore, in order to preserve all the given information,
Herrera et al. [14] proposed that the discrete linguistic label,
S = (s0, s1, . . . , sl−1), is extended to a continuous linguistic la-
bel, S¯ = {si|s0 ≤ si ≤ sq, i ∈ [0, q]}, where si meets all the char-
acteristics above, and q(q > t − 1) is a sufficient large positive
integer. If si ∈ S, then, we call si the original term, otherwise,
we call si the virtual term. In general, the decision makers use
the original linguistic terms to evaluate the alternatives, and the
virtual linguistic terms can only appear in the process of oper-
ation and ranking [14].
Definition 1 ([5]). Let s˜ = [sα, sβ , sγ , sη] ∈ S˜, where sα, sβ ,
sγ , sη ∈ S¯, and the subscripts, α, β, γ , η, are non-decreasing
numbers, and sβ and sγ indicate the interval in which the
membership value is 1, with sα and sη indicating the lower and
upper values of s˜, respectively. Then, s˜ is called the Trapezoid
Fuzzy Linguistic Variable (TFLV), which is characterized by the
following membership function (see Figure 1):
µs˜(θ) =

0 s0 ≤ sθ ≤ sα
d(sθ , sα)
d(sβ , sα)
sα ≤ sθ ≤ sβ
1 sβ ≤ sθ ≤ sγ
d(sθ , sη)
d(sγ , sη)
sγ ≤ sθ ≤ sη
0 sη ≤ sθ ≤ sq
(1)
where S˜ is the set of all the trapezoid fuzzy linguistic variables.
Especially, if any two of α, β, γ , η are equal, then, s˜ is
reduced to a triangular fuzzy linguistic variable; if any three of
α, β, γ , η are equal, then s˜ is reduced to an uncertain linguistic
variable [5].
Let s˜ = [sα, sβ , sγ , sη], s˜1 = [sα1 , sβ1 , sγ1 , sη1 ] and s˜2 =
[sα2 , sβ2 , sγ2 , sη2 ] ∈ S˜ be any three trapezoid fuzzy linguistic
variables, and λ, λ1 ∈ [0, 1]. Then, their operational rules are
defined as follows:
(1) s˜1 ⊕ s˜2 = [sα1 , sβ1 , sγ1 , sη1 ] ⊕ [sα2 , sβ2 , sγ2 , sη2 ]= [sα1+α2 , sβ1+β2 , sγ1+γ2 , sη1+η2 ], (2)
(2) s˜1 ⊗ s˜2 = [sα1 , sβ1 , sγ1 , sη1 ] ⊗ [sα2 , sβ2 , sγ2 , sη2 ]= [sα1α2 , sβ1β2 , sγ1γ2 , sη1η2 ], (3)
(3) λs˜ = λ[sα, sβ , sγ , sη] = [sλα, sλβ , sλγ , sλη], (4)
(4)

s˜
λ = [sα, sβ , sγ , sη]λ = [sαλ , sβλ , sγ λ , sηλ ], (5)
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1/s˜ = (s˜)−1 = [1/sη, 1/sγ , 1/sβ , 1/sα]
= [s1/η, s1/γ , s1/β , s1/α]. (6)
In addition, the trapezoid fuzzy linguistic variables have the
following characteristics:
(1) s˜1 ⊕ s˜2 = s˜2 ⊕ s˜1, (7)
(2) s˜1 ⊗ s˜2 = s˜2 ⊗ s˜1, (8)
(3) (λ+ λ1)s˜ =

λs˜
⊕ λ1s˜ , (9)
(4) λ(s˜1 ⊕ s˜2) =

λs˜1
⊕ λs˜2 , (10)
(5) s˜λ1 ⊗ s˜λ2 =

s˜2 ⊗ s˜1
λ
, (11)
(6) s˜λ ⊗ s˜λ1 = s˜λ+λ1 . (12)
Definition 2 ([7]). Let s˜1 = [sα1 , sβ1 , sγ1 , sη1 ] and s˜2 = [sα2 , sβ2 ,
sγ2 , sη2 ] be two trapezoid fuzzy linguistic variables. Then, the
possibility degree of s˜1 ≥ s˜2 is defined as follows:
p(s˜1 ≥ s˜2)
= min
max
 (γ1 + η1)− (α2 + β2)(γ1 + η1)− (α1 + β1)+ (γ2 + η2)− (α2 + β2) , 0
, 1
. (13)
Example 1. Let s˜1 = [s2, s3, s5, s6] and s˜2 = [s4, s5, s8, s9] be
two trapezoid fuzzy linguistic variables. Then, the possibility
degree of s˜1 ≥ s˜2 is:
p(s˜1 ≥ s˜2)
= min

max

(5+ 6)− (4+ 5)
(5+ 6)− (2+ 3)+ (8+ 9)− (4+ 5) , 0

, 1

= min{max{0.143, 0}, 1} = 0.143.
The characteristics of the possibility degree p(s˜1 ≥ s˜2) are
shown as follows [7]:
Let
s˜1 = [sα1 , sβ1 , sγ1 , sη1 ], s˜2 = [sα2 , sβ2 , sγ2 , sη2 ],
s˜3 = [sα3 , sβ3 , sγ3 , sη3 ]
be any three trapezoid fuzzy linguistic variables. Then:
(1) 0 ≤ p(s˜1 ≥ s˜2) ≤ 1, 0 ≤ p(s˜2 ≥ s˜1) ≤ 1;
(2) p(s˜1 ≥ s˜2)+ p(s˜2 ≥ s˜1) = 1.
Especially, if p(s˜1 ≥ s˜2) = p(s˜2 ≥ s˜1), then p(s˜1 ≥ s˜2) =
p(s˜2 ≥ s˜1) = 12 ;
(3) if p(s˜1 ≥ s˜2) ≥ 12 , and p(s˜2 ≥ s˜3) ≥ 12 , then p(s˜1 ≥ s˜3)
≥ 12 ;
(4) if p(s˜1 ≥ s˜2) ≥ 12 , andp(s˜2 ≥ s˜3) ≥ 12 , then p(s˜1 ≥ s˜2)+ p(s˜2 ≥ s˜3) ≥ p(s˜1 ≥ s˜3).
Let s˜i (i = 1, 2, . . . , n) be a set of trapezoid fuzzy linguistic
variables, and the steps of the ranking method for s˜1, s˜2, . . . , s˜n
are shown as follows:
(1) Utilize Eq. (13) to compare the size of s˜i and s˜j, and suppose
that pij = p(s˜i ≥ s˜j). Then, we can contribute the possibility
degree matrix P = (pij)n×n, where pij ≥ 0, pij + pji =
1, pii = 12 , i, j = 1, 2, . . . , n. We can easily obtain the result
that matrix P = (pij)n×n is the complimentary judgment
matrix [15].(2) Sum all the elements of each row of the possibility degree
matrix, and rank the orders of the trapezoid fuzzy linguistic
variables based on the values pi where pi = nj=1 pij (i =
1, 2, . . . , n). The larger the value of pi is, the larger the
trapezoid fuzzy linguistic variable, s˜i, is.
Example 2. Let s˜1 = [s2, s3, s5, s6] and s˜2 = [s4, s5, s8, s9] be
two trapezoid fuzzy linguistic variables, then, we can compare
the size of s˜1 with s˜2:
(1) The possibility degree of s˜1 ≥ s˜2 is:
p(s˜1 ≥ s˜2)
= min

max

(5+ 6)− (4+ 5)
(5+ 6)− (2+ 3)+ (8+ 9)− (4+ 5) , 0

, 1

= min{max{0.143, 0}, 1} = 0.143
and the possibility degree of s˜2 ≥ s˜1 is:
p(s˜2 ≥ s˜1)
= min

max

(8+ 9)− (2+ 3)
(8+ 9)− (4+ 5)+ (5+ 6)− (2+ 3) , 0

, 1

= min{max{0.857, 0}, 1} = 0.857.
Then, we can contribute the possibility degree matrix:
P = (pij)2×2 =

0.5 0.143
0.857 0.5

.
(2) p1 = 2j=1 p1j = 0.5 + 0.143 = 0.643, p2 = 2j=1 p2j =
0.875+ 0.5 = 1.375, so p1 < p2.
Then, we can get that: s˜1 < s˜2 (s˜1 is worse than s˜2).
2.2. Bonferroni Mean (BM)
The BM was originally proposed by Bonferroni [10], which
was defined as follows.
Definition 3 ([10]). Let p, q ≥ 0, and ai ≥ 0 (i = 1, 2, . . . , n)
be a collection of nonnegative numbers. If:
Bp,q(a1, a2, . . . , an) =
 1
n(n− 1)
n
i,j=1
i≠j
api a
q
j

1/p+q
, (14)
then, Bp,q is called the BonferroniMean (BM). Obviously, the BM
has the following properties.
(1) Theorem 1 (Commutativity).
Let (a′1, a
′
2, . . . , a
′
n) be any permutation of (a1, a2, . . . , an),
then:
Bp,q(a′1, a
′
2, . . . , a
′
n) = Bp,q(a1, a2, . . . , an).
(2) Theorem 2 (Idempotency).
Let aj = a, j = 1, 2, . . . , n, then Bp,q(a1, a2, . . . , an) = a.
(3) Theorem 3 (Monotonicity).
Let ai (i = 1, 2, . . . , n) and bi (i = 1, 2, . . . , n) be two
collections of crisp data. If ai ≥ bi for all i, then Bp,q(a1, a2,
. . . , an) ≥ Bp,q(b1, b2, . . . , bn).
(4) Theorem 4 (Boundedness).
The Bp,q operator lies between the max and min operators:
min(a1, a2, . . . , an) ≤ Bp,q(a1, a2, . . . , an)
≤ max(a1, a2, . . . , an).
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(1) If p = 1 and q = 1, then Eq. (14) reduces to the following:
B1,1(a1, a2, . . . , an) =
 1
n(n− 1)
n
i,j=1
i≠j
aiaj

1/2
. (15)
(2) If q = 0, then Eq. (12) reduces to the following:
Bp,0(a1, a2, . . . , an) =
 1
n(n− 1)
n
i,j=1
i≠j
api a
0
j

1/p+0
=

1
n
n
i=1
api
1/p
, (16)
which is a generalized mean operator. Particularly, the
following cases hold.
(1) If p = 1 and q = 0, then Eq. (16) reduces to the usual
average:
B1,0(a1, a2, . . . , an) = 1n
n
i=1
ai.
(a) If p → 0 and q = 0, then Eq. (16) reduces to the geo-
metric mean operator:
lim
p→0 B
p,0(a1, a2, . . . , an) =

n
i=1
ai
 1
n
.
Because B1,1(a1, a2, . . . , an) =

1
n(n−1)
n
i,j=1
i≠j
aiaj
1/2
= 1
n
n
i=1 aiui
1/2
, where ui = 1n−1
n
j=1
j≠i
aj, Yager [11] replaced
the simple average used to obtain ui by an OWA aggregation of
all aj(j ≠ i), and gave the definition of the BON-OWA operator.
Definition 4 ([11]). Let ai (i = 1, 2, . . . , n) be a collection of
nonnegative numbers. Yager [11] defined the BON-OWA oper-
ator as follows:
BON-OWA(a1, a2, . . . , an) =

1
n
n
i=1
aiOWAW (V i)
0.5
, (17)
where V i is expressed as n−1 tuple (a1, . . . , ai−1, ai+1, . . . , an),
and:
OWAW (V i) =
n−1
j=1
wjaπ(j), (18)
where π(j) is the jth largest element in the tuple V i, and wj is
the OWAweighting vector of dimension n−1 with the compo-
nentswj ≥ 0 (j = 1, 2, . . . , n− 1), andn−1j=1 wj = 1.
Obviously, whenwj = 1n−1 for all j, we can get:
OWAW (V i) =
n−1
j=1
wjaπ(j) = 1n− 1
n−1
j=1
aπ(j) = 1n− 1
n
j=1
j≠1
aj.
So, BON-OWA(a1, a2, . . . , an) can be reduced to Eq. (15).3. The trapezoid fuzzy linguistic weighted Bonferroni mean
operator
Definition 5. Let a˜j = [sαj , sβj , sγj , sηj ] (j = 1, 2, . . . , n) be a
collection of the trapezoid fuzzy linguistic variables, and p, q ≥
0, then, we call:
TFLBp,q(a˜1, a˜2, . . . , a˜n) =
 1
n(n− 1)
n
i,j=1
i≠j
a˜pi a˜
q
j

/p+q
, (19)
a Trapezoid Fuzzy Linguistic Bonferroni mean (TFLB) operator.
According to the operations of the trapezoid fuzzy linguistic
variables, we can get the following result.
Theorem 5. Let a˜j = [sαj , sβj , sγj , sηj ] (j = 1, 2, . . . , n) be a
collection of the trapezoid fuzzy linguistic variables, and p, q ≥ 0.
Then, the aggregated result by Eq. (19) is also a trapezoid fuzzy
linguistic variable, and:
TFLBp,q(a˜1, a˜2, . . . , a˜n)
=
s 1n(n−1) n
i,j=1
i≠j
α
p
i α
q
j

1/p+q , s 1n(n−1) n
i,j=1
i≠j
β
p
i β
q
j

1/p+q ,
s 1n(n−1) n
i,j=1
i≠j
γ
p
i γ
q
j

1/p+q , s 1n(n−1) n
i,j=1
i≠j
η
p
i η
q
j

1/p+q
 . (20)
We use mathematical induction to prove this theorem as
follows.
Proof.
(1) Firstly, we need to prove that:
n
i,j=1
i≠j
a˜pi a˜
q
j =
s n
i,j=1
i≠j
α
p
i α
q
j
, s n
i,j=1
i≠j
β
p
i β
q
j
, s n
i,j=1
i≠j
γ
p
i γ
q
j
, s n
i,j=1
i≠j
η
p
i η
q
j
 . (21)
By the operations of the trapezoid fuzzy linguistic variables
defined in (2)–(6), we have:
a˜pi =

sαpi , sβ
p
i
, sγ pi , sη
p
i

, a˜qj =

sαqj , sβ
q
j
, sγ qj , sη
q
j

. (22)
a˜pi a˜
q
j =

sαpi , sβ
p
i
, sγ pi , sη
p
i

⊗

sαqj , sβ
q
j
, sγ qj , sη
q
j

=

sαpi α
q
j
, sβpi β
q
j
, sγ pi γ
q
j
, sηpi η
q
j

. (23)
(a) When n = 2, we can get:
2
i,j=1
i≠j
a˜pi a˜
q
j =

a˜p1a˜
q
2 + a˜p2a˜q1

=

sαp1α
q
2
, sβp1β
q
2
, sγ p1 γ
q
2
, sηp1η
q
2

+

sαp2α
q
1
, sβp2β
q
1
, sγ p2 γ
q
1
, sηp2η
q
1

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
s(αp1α
q
2+αp2αq1), s(βp1βq2+βp2βq1 ), s(γ p1 γ q2+γ p2 γ q1 ), s(ηp1ηq2+ηp2ηq1)

=
s 2
i,j=1
i≠j
α
p
i α
q
j
, s 2
i,j=1
i≠j
β
p
i β
q
j
, s 2
i,j=1
i≠j
γ
p
i γ
q
j
, s 2
i,j=1
i≠j
η
p
i η
q
j
 , (24)
i.e., when n = 2, Eq. (21) is right.
(b) Suppose when n = k, Eq. (21) is right, i.e.:
k
i,j=1
i≠j
a˜pi a˜
q
j =
s k
i,j=1
i≠j
α
p
i α
q
j
, s k
i,j=1
i≠j
β
p
i β
q
j
, s k
i,j=1
i≠j
γ
p
i γ
q
j
, s k
i,j=1
i≠j
η
p
i η
q
j
 , (25)
then, when n = k+ 1, we have:
k+1
i,j=1
i≠j
a˜pi a˜
q
j =
k
i,j=1
i≠j
a˜pi a˜
q
j +
k
i=1
a˜pi a˜
q
k+1 +
k
j=1
a˜pk+1a˜
q
j . (26)
Firstly, we prove that:
k
i=1
a˜pi a˜
q
k+1 =
s k
i=1
α
p
i α
q
k+1
, s k
i=1
β
p
i β
q
k+1
, s k
i=1
γ
p
i γ
q
k+1
, s k
i=1
η
p
i η
q
k+1
 .
(27)
We also use the mathematical induction on k as follows.
(i) When k = 2, we have:
a˜pi a˜
q
3 =

sαpi α
q
3
, sβpi β
q
3
, sγ pi γ
q
3
, sηpi η
q
3

,
2
i=1
a˜pi a˜
q
k+1 = a˜p1a˜q3 + a˜p2a˜q3
=

sαp1α
q
3
, sβp1β
q
3
, sγ p1 γ
q
3
, sηp1η
q
3

+

sαp2α
q
3
, sβp2β
q
3
, sγ p2 γ
q
3
, sηp2η
q
3

=

sαp1α
q
3+αp2αq3 , sβp1βq3+βp2βq3 , sγ p1 γ q3+γ p2 γ q3 , sηp1ηq3+ηp2ηq3

=
s 2
i=1
α
p
i α
q
3
, s 2
i=1
β
p
i β
q
3
, s 2
i=1
γ
p
i γ
q
3
, s 2
i=1
η
p
i η
q
3
 , (28)
i.e. When k = 2, Eq. (27) is right.
(ii) Suppose k = l, Eq. (27) is right, i.e.:
l
i=1
a˜pi a˜
q
l+1 =
s l
i=1
α
p
i α
q
l+1
, s l
i=1
β
p
i β
q
l+1
, s l
i=1
γ
p
i γ
q
l+1
, s l
i=1
η
p
i η
q
l+1
 . (29)
Then, when k = l+ 1, we have:
l+1
i=1
a˜pi a˜
q
l+2 =
l
i=1
a˜pi a˜
q
l+2 + a˜pl+1a˜ql+2
=
s l
i=1
α
p
i α
q
l+2
, s l
i=1
β
p
i β
q
l+2
, s l
i=1
γ
p
i γ
q
l+2
, s l
i=1
η
p
i η
q
l+2

+

sαpl+1α
q
l+2
, sβpl+1β
q
l+2
, sγ pl+1γ
q
l+2
, sηpl+1η
q
l+2

=
sl+1
i=1
α
p
i α
q
l+2
, sl+1
i=1
β
p
i β
q
l+2
, sl+1
i=1
γ
p
i γ
q
l+2
, sl+1
i=1
η
p
i η
q
l+2
 , (30)
i.e., for k = l+ 1, Eq. (27) is also right.(iii) So, for all k, Eq. (27) is right.
Similarly, we can prove that:
k
j=1
a˜pk+1a˜
q
j =
s k
j=1
α
p
k+1α
q
j
, s k
j=1
β
p
k+1β
q
j
, s k
j=1
γ
p
k+1γ
q
j
, s k
j=1
η
p
k+1η
q
j
 .
(31)
So, by Eqs. (25), (27) and (31), Eq. (26) can be transformed as:
k+1
i,j=1
i≠j
a˜pi a˜
q
j =
k
i,j=1
i≠j
a˜pi a˜
q
j +
k
i=1
a˜pi a˜
q
k+1 +
k
j=1
a˜pk+1a˜
q
j
=
s k
i,j=1
i≠j
α
p
i α
q
j
, s k
i,j=1
i≠j
β
p
i β
q
j
, s k
i,j=1
i≠j
γ
p
i γ
q
j
, s k
i,j=1
i≠j
η
p
i η
q
j

+
s k
i=1
α
p
i α
q
k+1
, s k
i=1
β
p
i β
q
k+1
, s k
i=1
γ
p
i γ
q
k+1
, s k
i=1
η
p
i η
q
k+1

+
s k
j=1
α
p
k+1α
q
j
, s k
j=1
β
p
k+1β
q
j
, s k
j=1
γ
p
k+1γ
q
j
, s k
j=1
η
p
k+1η
q
j

=
s k
i,j=1
i≠j
α
p
i α
q
j +
k
i=1
α
p
i α
q
k+1+
k
j=1
α
p
k+1α
q
j
,
s k
i,j=1
i≠j
β
p
i β
q
j +
k
i=1
β
p
i β
q
k+1+
k
j=1
β
p
k+1β
q
j
,
s k
i,j=1
i≠j
γ
p
i γ
q
j +
k
i=1
γ
p
i γ
q
k+1+
k
j=1
γ
p
k+1γ
q
j
,
s k
i,j=1
i≠j
η
p
i η
q
j +
k
i=1
η
p
i η
q
k+1+
k
j=1
η
p
k+1η
q
j

=
s k+1
i,j=1
i≠j
α
p
i α
q
j
, s k+1
i,j=1
i≠j
β
p
i β
q
j
, s k+1
i,j=1
i≠j
γ
p
i γ
q
j
, s k+1
i,j=1
i≠j
η
p
i η
q
j
 .
So, when n = k+ 1, Eq. (21) is also right.
Thus, Eq. (21) is right for all n.
(2) Then, we can prove Eq. (20) is right.
By Eq. (21), we can get:
TFLBp,q(a˜1, a˜2, . . . , a˜n) =
 1
n(n− 1)
n
i,j=1
i≠j
a˜pi a˜
q
j

1/p+q
=
 1n(n− 1)
s n
i,j=1
i≠j
α
p
i α
q
j
, s n
i,j=1
i≠j
β
p
i β
q
j
,
s n
i,j=1
i≠j
γ
p
i γ
q
j
, s n
i,j=1
i≠j
η
p
i η
q
j


1/p+q
1952 P.D. Liu, F. Jin / Scientia Iranica, Transactions E: Industrial Engineering 19 (2012) 1947–1959=
s 1
n(n−1)
n
i,j=1
i≠j
α
p
i α
q
j
, s
1
n(n−1)
n
i,j=1
i≠j
β
p
i β
q
j
,
s
1
n(n−1)
n
i,j=1
i≠j
γ
p
i γ
q
j
, s
1
n(n−1)
n
i,j=1
i≠j
η
p
i η
q
j

1/p+q
=
s 1n(n−1) n
i,j=1
i≠j
α
p
i α
q
j

1/p+q , s 1n(n−1) n
i,j=1
i≠j
β
p
i β
q
j

1/p+q ,
s 1n(n−1) n
i,j=1
i≠j
γ
p
i γ
q
j

1/p+q , s 1n(n−1) n
i,j=1
i≠j
η
p
i η
q
j

1/p+q
 . 
Example 3. Given three trapezoid fuzzy linguistic variables,
a˜1 = [s2, s3, s5, s6], a˜2 = [s3, s5, s6, s7] and a˜3 = [s3, s5, s5, s8],
without loss of generality, let p = q = 1, then, by Eq. (20), we
have:1
6
3
i,j=1
i≠j
αiαj

1/2
=

1
6
(2× 3+ 2× 3+ 3× 2
+ 3× 3+ 3× 2+ 3× 3)
1/2
= 2.65,1
6
3
i,j=1
i≠j
βiβj

1/2
=

1
6
(3× 5+ 3× 5+ 5× 3
+ 5× 5+ 5× 3+ 5× 5)
1/2
= 4.28,1
6
3
i,j=1
i≠j
γiγj

1/2
=

1
6
(5× 6+ 5× 5+ 6× 5
+ 6× 5+ 5× 5+ 5× 6)
1/2
= 5.32,1
6
3
i,j=1
i≠j
ηiηj

1/2
=

1
6
(6× 7+ 6× 8+ 7× 6
+ 7× 8+ 8× 6+ 8× 7)
1/2
= 6.98,
TFLB1,1(a˜1, a˜2, a˜3)
=
s 16 3
i,j=1
i≠j
αiαj

1/2 , s 16 3
i,j=1
i≠j
βiβj

1/2 , s 16 3
i,j=1
i≠j
γiγj

1/2 ,s 16 3
i,j=1
i≠j
ηiηj

1/2
 = [s2.65, s4.28, s5.32, s6.98] .
In the following, let us discuss some special cases of the
TFLBp,q operator.
(1) When q = 0, Eq. (20) reduces to a trapezoid fuzzy linguistic
generalized mean operator. It follows that:
TFLBp,0(a˜1, a˜2, . . . , a˜n)
=
s
1
n
n
i=1
α
p
i
1/p , s
1
n
n
i=1
β
p
i
1/p ,
s
1
n
n
i=1
γ
p
i
1/p , s
1
n
n
i=1
η
p
i
1/p
 . (32)
(2) If p →+∞ and q = 0, then Eq. (20) reduces to a trapezoid
fuzzy linguistic maximum operator:
TFLBp,0p→+∞(a˜1, a˜2, . . . , a˜n)
=
s
lim
p→+∞

1
n
n
i=1
α
p
i
1/p , s
lim
p→+∞

1
n
n
i=1
β
p
i
1/p ,
s
lim
p→+∞

1
n
n
i=1
γ
p
i
1/p , s
lim
p→+∞

1
n
n
i=1
η
p
i
1/p

= smaxi(αi), smaxi(βi), smaxi(γi), smaxi(ηi) . (33)
(3) If p = 1 and q = 0, then Eq. (20) reduces to a trapezoid
fuzzy linguistic average operator:
TFLB1,0(a˜1, a˜2, . . . , a˜n)
=
s
1
n
n
i=1
αi
, s
1
n
n
i=1
βi
, s
1
n
n
i=1
γi
, s
1
n
n
i=1
ηi
 . (34)
(4) If p → 0 and q = 0, then Eq. (20) reduces to a trapezoid
fuzzy linguistic geometric mean operator:
lim
p→0 TFLB
p,0(a1, a2, . . . , an)
=
s
lim
p→0

1
n
n
i=1
α
p
i
1/p , s
lim
p→0

1
n
n
i=1
β
p
i
1/p ,
s
lim
p→0

1
n
n
i=1
γ
p
i
1/p , s
lim
p→0

1
n
n
i=1
η
p
i
1/p

=
s n
i=1
αi
 1
n
, s
n
i=1
βi
 1
n
, s
n
i=1
γi
 1
n
, s
n
i=1
ηi
 1
n
 . (35)
In the following, let us discuss some properties of the TFLBp,q
operator.
P.D. Liu, F. Jin / Scientia Iranica, Transactions E: Industrial Engineering 19 (2012) 1947–1959 1953(1) Theorem 6 (Idempotency).
Let a˜j = a˜, j = 1, 2, . . . , n, then ILBp,q(a˜1, a˜2, . . . , a˜n) = a˜.
Proof. Let a˜ = [sα, sβ , sγ , sη], then by Eq. (20), we have:
TFLBp,q(a˜, a˜, . . . , a˜)
=
s 1n(n−1) n
i,j=1
i≠j
αpαq

1/p+q , s 1n(n−1) n
i,j=1
i≠j
βpβq

1/p+q ,
s 1n(n−1) n
i,j=1
i≠j
γ pγ q

1/p+q , s 1n(n−1) n
i,j=1
i≠j
ηpηq

1/p+q

=

s
(αp+q)1/p+q , s(βp+q)1/p+q , s(γ p+q)1/p+q , s(ηp+q)1/p+q

= [sα, sβ , sγ , sη].  (36)
(2) Theorem 7 (Commutativity).
Let (a˜′1, a˜
′
2, . . . , a˜
′
n) be any permutation of (a˜1, a˜2, . . . , a˜n),
then:
TFLBp,q(a˜′1, a˜
′
2, . . . , a˜
′
n) = TFLBp,q(a˜1, a˜2, . . . , a˜n).
Proof. Let a˜′i = [sα′j , sβ ′j , sγ ′j , sη′j ], then:
TFLBp,q(a˜′1, a˜
′
2, . . . , a˜
′
n)
=
s 1n(n−1) n
i,j=1
i≠j
α
′p
i α
′q
j

1/p+q , s 1n(n−1) n
li,j=1
i≠j
β
′p
i β
′q
j

1/p+q ,
s 1n(n−1) n
i,j=1
i≠j
γ
′p
i γ
′q
j

1/p+q , s 1n(n−1) n
i,j=1
i≠j
η
′p
i η
′q
j

1/p+q
 . (37)
Since (a˜′1, a˜
′
2, . . . , a˜
′
n) is any permutation of (a˜1, a˜2, . . . , a˜n),
then by Eqs. (20) and (36), we have:s 1n(n−1) n
i,j=1
i≠j
α
′p
i α
′q
j

1/p+q , s 1n(n−1) n
i,j=1
i≠j
β
′p
i β
′q
j

1/p+q ,
s 1n(n−1) n
i,j=1
i≠j
γ
′p
i γ
′q
j

1/p+q , s 1n(n−1) n
i,j=1
i≠j
η
′p
i η
′q
j

1/p+q
=
s 1n(n−1) n
i,j=1
i≠j
α
p
i α
q
j

1/p+q , s 1n(n−1) n
i,j=1
i≠j
β
p
i β
q
j

1/p+q ,
s 1n(n−1) n
i,j=1
i≠j
γ
p
i γ
q
j

1/p+q , s 1n(n−1) n
i,j=1
i≠j
η
p
i η
q
j

1/p+q
 ,
i.e., ILBp,q(a˜′1, a˜
′
2, . . . , a˜
′
n) = ILBp,q(a˜1, a˜2, . . . , a˜n). 
(3) Theorem 8 (Monotonicity).
Let a˜′i = [sα′j , sβ ′j , sγ ′j , sη′j ](i = 1, 2, . . . , n) be a collection of
trapezoid fuzzy linguistic variables. If α′i ≥ αi, β ′i ≥ βi, γ ′i ≥ γi
and η′i ≥ ηi for all i, then:
TFLBp,q(a˜′1, a˜
′
2, . . . , a˜
′
n) ≥ TFLBp,q(a˜1, a˜2, . . . , a˜n).
Proof. α′i ≥ αi, β ′i ≥ βi, γ ′i ≥ γi and η′i ≥ ηi for all i, we have:
TFLBp,q(a˜′1, a˜
′
2, . . . , a˜
′
n)
=
s 1n(n−1) n
i,j=1
i≠j
α
′p
i α
′q
j

1/p+q , s 1n(n−1) n
i,j=1
i≠j
β
′p
i β
′q
j

1/p+q ,
s 1n(n−1) n
i,j=1
i≠j
γ
′p
i γ
′q
j

1/p+q , s 1n(n−1) n
i,j=1
i≠j
η
′p
i η
′q
j

1/p+q

≥
s 1n(n−1) n
i,j=1
i≠j
α
p
i α
q
j

1/p+q , s 1n(n−1) n
i,j=1
i≠j
β
p
i β
q
j

1/p+q ,
s 1n(n−1) n
i,j=1
i≠j
γ
p
i γ
q
j

1/p+q , s 1n(n−1) n
i,j=1
i≠j
η
p
i η
q
j

1/p+q

= TFLBp,q(a˜1, a˜2, . . . , a˜n). 
(4) Theorem 9 (Boundedness).
The ILBp,q operator lies between the max and min operators:
smini(αi), smini(βi), smini(γi), smini(ηi)

≤ TFLBp,q(a˜1, a˜2, . . . , a˜n)
≤ smaxi(αi), smaxi(βi), smaxi(γi), smaxi(ηi) .
1954 P.D. Liu, F. Jin / Scientia Iranica, Transactions E: Industrial Engineering 19 (2012) 1947–1959Proof. By Eq. (20), we have:
TFLBp,q(a˜1, a˜2, . . . , a˜n)
=
s 1n(n−1) n
i,j=1
i≠j
α
p
i α
q
j

1/p+q , s 1n(n−1) n
i,j=1
i≠j
β
p
i β
q
j

1/p+q ,
s 1n(n−1) n
i,j=1
i≠j
γ
p
i γ
q
j

1/p+q , s 1n(n−1) n
i,j=1
i≠j
η
p
i η
q
j

1/p+q

≤
s 1n(n−1) n
i,j=1
i≠j
(maxαi)p(maxαj)q

1/p+q ,
s 1n(n−1) n
i,j=1
i≠j
(maxβi)p(maxβj)q

1/p+q ,
s 1n(n−1) n
i,j=1
i≠j
(max γi)p(max γj)q

1/p+q ,
s 1n(n−1) n
i,j=1
i≠j
(max ηi)p(max ηj)q

1/p+q

= smaxi(αi), smaxi(βi), smaxi(γi), smaxi(ηi) . 
Similarly, we have TFLBp,q(a˜1, a˜2, . . . , a˜n) ≥

smini(αi),
smini(βi), smini(γi), smini(ηi)

.
In the TFLBp,q operator, we only consider the input parame-
ters and their interrelationships, and do not consider the impor-
tance of each input parameter itself. However, inmany practical
situations, the weight of input data is also an important param-
eter. So, we shall consider the weighted form of the TFLBM op-
erator.
Definition 6. Let a˜j = [sαj , sβj , sγj , sηj ] (j = 1, 2, . . . , n) be a
collection of trapezoid fuzzy linguistic variables, and TFLWB :
Ωn → Ω , if:
TFLWBp,qω (a˜1, a˜2, . . . , a˜n)
=
 1
K
n
i,j=1
i≠j

ωia˜i
p 
ωja˜j
q
1/p+q
, (38)
where,
K =
n
i,j=1
i≠j
(ωi)
p ωjq . (39)
Ω is the set of all trapezoid fuzzy linguistic variables, and ω =
(ω1, ω2, . . . , ωn)
T is the weight vector of a˜j (j = 1, 2, . . . , n),ωj ∈ [0, 1],nj=1 ωj = 1. Then, TFLWB is called a Trape-
zoid Fuzzy Linguistic Weighted Bonferroni Mean (TFLWBM)
operator.
Theorem 10. Let a˜j = [sαj , sβj , sγj , sηj ] (j = 1, 2, . . . , n) be a
collection of trapezoid fuzzy linguistic variables, and p, q ≥ 0.
Then, the aggregated result by Eq. (38) is also a trapezoid fuzzy
linguistic variable, and:
TFLWBp,q(a˜1, a˜2, . . . , a˜n)
=
s 1K n
i,j=1
i≠j
(ωiαi)
p(ωjαj)
q

1/p+q , s 1K n
i,j=1
i≠j
(ωiβi)
p(ωjβj)
q

1/p+q ,
s 1K n
i,j=1
i≠j
(ωiγi)
p(ωjγj)
q

1/p+q , s 1K n
i,j=1
i≠j
(ωiηi)
p(ωjηj)
q

1/p+q
 . (40)
Similar to Theorem 5, it can be proved by using mathematical
induction on n.
Theorem 11. The TFLB operator is a special case of the TFLWB
operator.
Proof. If ω =  1n , 1n , . . . , 1n T , then K = ni,j=1
i≠j
(ωi)
p ωjq =
n(n− 1)  1n p+q, and:
TFLWBp,q(a˜1, a˜2, . . . , a˜n)
=
s 1K n
i,j=1
i≠j

1
n αi
p 1
n αj
q
1/p+q , s 1K n
i,j=1
i≠j

1
n βi
p 1
n βj
q
1/p+q ,
s 1K n
i,j=1
i≠j

1
n γi
p 1
n γj
q
1/p+q , s 1K n
i,j=1
i≠j

1
n ηi
p 1
n ηj
q
1/p+q

=
s 1n(n−1) n
i,j=1
i≠j
α
p
i α
q
j

1/p+q , s 1n(n−1) n
i,j=1
i≠j
β
p
i β
q
j

1/p+q ,
s 1n(n−1) n
i,j=1
i≠j
γ
p
i γ
q
j

1/p+q , s 1n(n−1) n
i,j=1
i≠j
η
p
i η
q
j

1/p+q

= TFLBp,q(a˜1, a˜2, . . . , a˜n).
It is easy to prove that the TFLWBp,q operator has the properties
of commutativity and monotonicity, but it has not the property
of idempotency. 
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operator
Definition 7. Let a˜j = [sαj , sβj , sγj , sηj ] (j = 1, 2, . . . , n) be a
collection of trapezoid fuzzy linguistic variables, and TFLBOWA :
Ωn → Ω , if:
TFLBOWA(a˜1, a˜2, . . . , a˜n) =

1
n
n
j=1
a˜jTFLOWAW (V˜ j)
0.5
, (41)
where Ω is the set of all trapezoid fuzzy linguistic variables,
V˜ j is expressed as n − 1 tuple a˜1, . . . , a˜j−1, a˜j+1, . . . , a˜n,
and W is the TFLOWA weighting vector. Then, TFLBOWA is
called a Trapezoid Fuzzy Linguistic Bonferroni OWA (TFLBOWA)
operator.
In Eq. (41), TFLOWAW can be defined as follows:
TFLOWAW (V˜ j) =
n−1
k=1
wka˜π(k) =
sn−1
k=1
wkαπ(k)
, sn−1
k=1
wkβπ(k)
,
sn−1
k=1
wkγπ(k)
, sn−1
k=1
wkηπ(k)
 , (42)
where π(k) is the kth largest element in tuple V˜ j, andwk is the
TFLOWAweighting vector of dimension n−1,with components
wk ≥ 0 (k = 1, 2, . . . , n− 1), andn−1k=1 wk = 1.
Regarding TFLOWAweighting vectorW = (w1, w2, . . . , wn−1),
it can be assigned according to actual situations, or can be
determined by some mathematic methods. Xu [16], and Wang
and Xu [17] gave an overview of a variety of ways that
determine OWA weights.
Theorem 12. Let a˜j = [sαj , sβj , sγj , sηj ] (j = 1, 2, . . . , n) be a
collection of trapezoid fuzzy linguistic variables, then, the result
aggregated from Definition 7 is still a trapezoid fuzzy linguistic
variable, and:
TFLBOWA(a˜1, a˜2, . . . , a˜n)
=

s
1
n
n
j=1

αj
n−1
k=1
wkαπ(k)
0.5 , s
1
n
n
j=1

βj
n−1
k=1
wkβπ(k)
0.5 ,
s
1
n
n
j=1

γj
n−1
k=1
wkγπ(k)
0.5 , s
1
n
n
j=1

ηj
n−1
k=1
wkηπ(k)
0.5

. (43)
Similar to Theorem 5, it can be proved by using mathematical
induction on n. It is omitted here.
Similarly, it is easy to prove that the TFLBOWA operator has the
following properties.
(1) Theorem 13 (Commutativity).
Let (a˜′1, a˜
′
2, . . . , a˜
′
n) be any permutation of (a˜1, a˜2, . . . , a˜n),
then:
TFLBOWA(a˜′1, a˜
′
2, . . . , a˜
′
n) = TFLBOWA(a˜1, a˜2, . . . , a˜n).
(2) Theorem 14 (Idempotency).
Let a˜j = a˜ = [sα, sβ , sγ , sη], j = 1, 2, . . . , n, then
TFLBOWA(a˜1, a˜2, . . . , a˜n) = a˜.(3) Theorem 15 (Monotonicity).
Let a˜′i = [sα′j , sβ ′j , sγ ′j , sη′j ](i = 1, 2, . . . , n) be a collection of
trapezoid fuzzy linguistic variables. If α′i ≥ αi, β ′i ≥ βi, γ ′i ≥ γi
and η′i ≥ ηi for all i, then:
TFLBOWA(a˜′1, a˜
′
2, . . . , a˜
′
n) ≥ TFLBOWA(a˜1, a˜2, . . . , a˜n).
(4) Theorem 16 (Boundedness).
The TFLBOWA operator lies between the max and min
operators:
smin
i
(αi), smin
i
(βi), smin
i
(γi), smin
i
(ηi)

≤ TFLBOWA(a˜1, a˜2, . . . , a˜n)
≤

smax
i
(αi), smax
i
(βi), smax
i
(γi), smax
i
(ηi)

.
Whenwk = 1n−1 for all k, we can get:
TFLOWAW (V j) =
n−1
k=1
wka˜π(k) = 1n− 1
n−1
k=1
a˜π(k)
= 1
n− 1
n
j=1
j≠1
a˜j.
So, TFLBOWA(a˜1, a˜2, . . . , a˜n) can be reduced to a TFLBM
operator.
In the TFLBOWA(a˜1, a˜2, . . . , a˜n) operator, we only consider
the input parameters and their interrelationships, and do not
consider the importance of each input parameter itself. How-
ever, in many practical situations, the weight of input data
is also an important parameter. So, we can define a trape-
zoid fuzzy linguistic weighted Bonferroni OWA (TFLWBOWA)
operator.
Definition 8. Let a˜j = [sαj , sβj , sγj , sηj ] (j = 1, 2, . . . , n) be
a collection of the trapezoid fuzzy linguistic variables, and
TFLWBOWA : Ωn → Ω , if:
TFLWBOWA(a˜1, a˜2, . . . , a˜n)
=

n
j=1
ωja˜jTFLOWAW (V˜ j)
0.5
, (44)
where Ω is the set of all trapezoid fuzzy linguistic variables,
and ω = (ω1, ω2, . . . , ωn)T is the weight vector of a˜j(j =
1, 2, . . . , n), ωj ∈ [0, 1],nj=1 ωj = 1. Then, TFLWBOWA is
called a trapezoid fuzzy linguistic weighted Bonferroni OWA
(TFLWBOWA) operator.
Example 4. Let a˜1 = [s2, s3, s5, s6], a˜2 = [s3, s5, s6, s7] and
a˜3 = [s3, s6, s6, s8] be three trapezoid fuzzy linguistic variables,
ω = (0.3, 0.4, 0.3)T be theweight vector of a˜j (j = 1, 2, 3), and
w = (0.6, 0.4)T be the weighting vector associated with the
TFLOWA operator of dimension 2.
Since a˜3 ≻ a˜2 ≻ a˜1, then we first calculate the values of the
TFLOWAW (V˜ j) (j = 1, 2, 3):
TFLOWAW (V˜ 1) = TFLOWAW (a˜2, a˜3) = w1a˜3 + w2a˜2
= 0.6[s3, s6, s6, s8] + 0.4[s3, s5, s6, s7]
= [s3, s5.6, s6, s7.6],
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= 0.6[s3, s6, s6, s8] + 0.4[s2, s3, s5, s6]
= [s2.6, s4.8, s5.6, s7.2],
TFLOWAW (V˜ 3) = TFLOWAW (a˜1, a˜2) = w1a˜2 + w2a˜1
= 0.6[s3, s5, s6, s7] + 0.4[s2, s3, s5, s6]
= [s2.6, s4.2, s5.6, s6.6].
And then by Eq. (44), we have:
TFLWBOWA(a˜1, a˜2, a˜3)
=

ω1a˜1TFLOWAW (V˜ 1)+ ω2a˜2TFLOWAW (V˜ 2)
+ω3a˜3TFLOWAW (V˜ 3)
0.5
= 0.3[s2, s3, s5, s6][s3, s5.6, s6, s7.6] + 0.4[s3, s5, s6, s7]
× [s2.6, s4.8, s5.6, s7.2] + 0.3[s3, s6, s6, s8]
× [s2.6, s4.2, s5.6, s6.6]
0.5 = ([s7.26, s22.2, s32.52, s49.68])0.5
= [s2.69, s4.71, s5.70, s7.05].
Theorem 17. The TFLBOWA operator is a special case of the
TFLWBOWA operator.
Proof. If ω =  1n , 1n , . . . , 1n T , then:
TFLWBOWA(a˜1, a˜2, . . . , a˜n) =

n
j=1
ωja˜jTFLOWAW (V˜ j)
0.5
=

1
n
n
j=1
a˜jTFLOWAW (V˜ j)
0.5
= TFLBOWA(a˜1, a˜2, . . . , a˜n). 
Theorem 18. Let a˜j = [sαj , sβj , sγj , sηj ] (j = 1, 2, . . . , n) be a
collection of the trapezoid fuzzy linguistic variables, then, the result
aggregated from Definition 8 is still a trapezoid fuzzy linguistic
variable, and:
TFLWBOWA(a˜1, a˜2, . . . , a˜n)
=
s n
j=1

ωjαj
n−1
k=1
wkαπ(k)
0.5 , s n
j=1

ωjβj
n−1
k=1
wkβπ(k)
0.5 ,
s n
j=1

ωjγj
n−1
k=1
wkγπ(k)
0.5 , s n
j=1

ωjηj
n−1
k=1
wkηπ(k)
0.5
 . (45)
Similar to Theorem 5, it can be proved by using mathematical
induction on n. It is omitted here.
It is easy to prove that the TFLWBOWA operator has the
properties of commutativity, idempotency, monotonicity and
boundedness, etc.
5. Multiple attribute decision making method based on the
trapezoid fuzzy linguistic variables
A multiple attribute decision making problem under the
trapezoid fuzzy linguistic environment is represented as
follows:Let X = {x1, x2, . . . , xn} be the set of alternatives, and U =
{u1, u2, . . . , um} be the set of attributes. Let w = (w1, w2,
. . . , wm)
T be the weight vector of the attributes, and wj be
the weight value of the jth attribute, where wj ≥ 0 (j =
1, 2, . . . ,m),
m
j=1wj = 1. Suppose that A˜ = (a˜ij)n×m is the
fuzzy linguistic decision matrix:
u1 u2 · · · um
A˜ =

a˜11 a˜12 · · · a˜1m
a˜21 a˜22 · · · a˜2m
...
...
...
...
a˜n1 a˜n2 · · · a˜nm

x1
x2
...
xn
where a˜ij = [a(α)ij , a(β)ij , a(γ )ij , a(η)ij ] ∈ S˜ is the attribute value
which takes the form of the trapezoid fuzzy linguistic variables
for the alternative, xi ∈ X (i = 1, 2, . . . , n), with respect to
attribute uj ∈ U (j = 1, 2, . . . ,m). Let a˜i = [a˜i1, a˜i2, . . . , a˜im]be
the vector of the attribute values under the alternative, xi (i =
1, 2, . . . , n).
In the following, we consider two methods to this multiple
attribute decision making problem.
(1) The first method. In this method, we use the TFLWBM
operator as a solution to this problem. Then, the decision
making steps are shown as follows:
Step 1. Utilize the TFLWBM operator:
zl = TFLWBp,qw (a˜l1, a˜l2, . . . , a˜lm), (46)
to aggregate all the performance values, a˜lj (j = 1, 2, . . . ,m),
of the lth row, and get the overall performance value, zl,
corresponding to the alternative, xl.
Step 2. Utilize possibility degree equation (13) to construct the
possibility degree matrix, P = (pij)n×n, based on the combined
attribute values, z˜i, of each alternative. Then, sum all the el-
ements of each rows of the possibility degree matrix, where
pi =nj=1 pij (i = 1, 2, . . . , n).
Step 3. Rank all alternatives and select the best alternative based
on the values, pi.
Step 4. end.
(2) The secondmethod. In this method, we use the TFLWBOWA
operator as a solution to this problem. Then, the decision
making steps are shown as follows:
Step 1. Utilize the TFLWBOWA operator:
zl = TFLWBOWA(a˜l1, a˜l2, . . . , a˜lm), (47)
to aggregate all the performance values, a˜lj (j = 1, 2, . . . ,m),
of the lth row, and get the overall performance value, zl,
corresponding to the alternative, xl.
Step 2. Utilize possibility degree equation (13) to construct the
possibility degree matrix, P = (pij)n×n, based on the com-
bined attribute values, z˜i, of each alternative. Then, sum all the
elements of each row of the possibility degree matrix, where
pi =nj=1 pij (i = 1, 2, . . . , n).
Step 3. Rank all alternatives and select the best alternative based
on the values, pi.
Step 4. end.
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6.1. Example 1
Now, consider an example for multi attribute decision prob-
lemwith trapezoid fuzzy linguistic variables. Suppose there are
6 alternatives, A = {A1, A2, A3, A4, A5, A6}, and they are evalu-
ated in 10 attributes, C = {C1, C2, C3, C4, C5, C6, C7, C8, C9, C10}.
The attributeweight vector isw = (0.10,0.12,0.08,0.12,0.11,
0.09, 0.07, 0.11, 0.11, 0.09)T . The decisionmakingmatrix, A˜ =
(a˜ij)6×10, given by the trapezoid fuzzy linguistic variables using
linguistic set, S = {s1 = extremely poor, s2 = very poor, s3 =
poor, s4 = slightly poor, s5 = fair, s6 = slightly good, s7 =
good, s8 = very good, s9 = extremely good}, is:
A˜ =

[s3, s3, s5, s5] [s6, s7, s7, s8] [s4, s4, s5, s5]
[s3, s5, s6, s7] [s4, s5, s6, s7] [s6, s7, s7, s8]
[s4, s4, s5, s5] [s3, s4, s4, s5] [s5, s6, s7, s8]
[s6, s7, s7, s8] [s6, s7, s8, s9] [s3, s4, s4, s5]
[s4, s5, s7, s8] [s3, s5, s6, s7] [s4, s7, s8, s9]
[s5, s6, s8, s9] [s4, s5, s6, s7] [s3, s5, s6, s7]
[s5, s6, s8, s9] [s5, s5, s5, s5] [s3, s3, s4, s4]
[s5, s6, s6, s7] [s4, s4, s5, s7] [s4, s5, s6, s7]
[s3, s4, s5, s6] [s6, s7, s7, s8] [s6, s7, s7, s8]
[s4, s4, s4, s4] [s5, s6, s7, s8] [s4, s5, s5, s6]
[s5, s6, s7, s8] [s3, s5, s6, s7] [s4, s5, s6, s7]
[s4, s5, s6, s7] [s4, s5, s5, s6] [s6, s6, s7, s7]
[s7, s7, s8, s8] [s7, s7, s7, s7] [s4, s4, s5, s5]
[s5, s5, s6, s6] [s6, s7, s7, s8] [s5, s6, s6, s7]
[s3, s4, s4, s5] [s4, s5, s6, s7] [s6, s7, s7, s8]
[s6, s7, s8, s9] [s4, s4, s5, s5] [s4, s4, s4, s4]
[s4, s4, s5, s5] [s6, s7, s8, s9] [s5, s6, s7, s8]
[s4, s5, s5, s6] [s3, s4, s5, s6] [s7, s8, s8, s9]
[s6, s6, s7, s7]
[s5, s5, s6, s6]
[s3, s4, s5, s6]
[s5, s6, s6, s7]
[s4, s5, s6, s7]
[s5, s5, s5, s5]
 .
Please rank the alternatives.
The steps of decision making are shown as follows:
Step 1. Suppose p = q = 1. By Eq. (46), we can get the overall
performance value, zl(l = 1, 2, 3, 4, 5, 6):
z1 = TFLWB1,1w (a˜11, a˜12, a˜13, a˜14, a˜15, a˜16, a˜17, a˜18, a˜19, a˜1,10)= [s4.978, s5.209, s6.099, s6.326] ,
z2 = TFLWB1,1w (a˜21, a˜22, a˜23, a˜24, a˜25, a˜26, a˜27, a˜28, a˜29, a˜2,10)= [s4.663, s5.491, s6.079, s7.025] ,
z3 = TFLWB1,1w (a˜31, a˜32, a˜33, a˜34, a˜35, a˜36, a˜37, a˜38, a˜39, a˜3,10)= [s4.280, s5.182, s5.688, s6.588] ,
z4 = TFLWB1,1w (a˜41, a˜42, a˜43, a˜44, a˜45, a˜46, a˜47, a˜48, a˜49, a˜4,10)= [s4.688, s5.346, s5.748, s6.403] ,
z5 = TFLWB1,1w (a˜51, a˜52, a˜53, a˜54, a˜55, a˜56, a˜57, a˜58, a˜59, a˜5,10)= [s4.206, s5.529, s6.631, s7.557] ,
z6 = TFLWB1,1w (a˜61, a˜62, a˜63, a˜64, a˜65, a˜66, a˜67, a˜68, a˜69, a˜6,10)= [s4.492, s5.397, s6.116, s6.933] .Step 2. Construct the possibility degree matrixes:
P = (pij(zi ≥ zj))6×6
=

0.500 0.438 0.586 0.549 0.402 0.470
0.562 0.500 0.632 0.606 0.455 0.526
0.414 0.368 0.500 0.455 0.350 0.400
0.451 0.394 0.545 0.500 0.368 0.429
0.598 0.545 0.650 0.632 0.500 0.565
0.530 0.474 0.600 0.571 0.435 0.500
 .
Then, we can get p1 = 2.945, p2 = 3.281, p3 = 2.486, p4 =
2.687, p5 = 3.490 and p6 = 3.111.
Step 3. Based on the values, pi, rank all alternatives and select
the best alternative. Then, we can get A5 > A2 > A6 > A1 >
A4 > A3, so the best alternative is A4.
6.2. Example 2
This example is adapted from [6,16]. It can be described as
follows.
A decision maker intends to buy a car. Four types of car,
xi (i = 1, 2, 3, 4), are available. He takes into account four
attributes to decide which car he should buy: (1) G1: economy,
(2) G2: comfort, (3) G3: design, and (4) G4: safety. The decision
maker evaluates these four types of car, xi (i = 1, 2, 3, 4), under
the attributes, Gj (j = 1, 2, 3, 4), where the weight vector is
w = (0.3, 0.2, 0.1, 0.4), given by the decision makers. He uses
the linguistic term set:
S = {s1 = extremely poor, s2 = very poor, s3 = poor, s4 =
slightly poor, s5 = fair, s6 = slightly good, s7 = good, s8 =
very good, s9 = extremely good}, and provides the linguistic
decision making matrix, A˜ = (a˜ij)4×4:
A˜ =
[s2, s3, s5, s6] [s4, s5, s8, s9][s3, s5, s6, s7] [s5, s6, s7, s8][s4, s6, s8, s9] [s4, s5, s6, s7]
[s5, s6, s7, s9] [s4, s7, s8, s9]
[s5, s6, s7, s9] [s3, s4, s5, s7]
[s4, s5, s8, s9] [s4, s5, s7, s8]
[s6, s7, s8, s9] [s3, s4, s5, s6]
[s3, s5, s6, s7] [s6, s7, s8, s9]
 .
(1) The first method.
Step 1. Suppose p = q = 1. By Eq. (46), we can get the overall
performance value zl(l = 1, 2, 3, 4):
z1 = TFLWB1,1w (a˜11, a˜12, a˜13, a˜14)= [s3.144, s4.154, s5.897, s7.383] ,
z2 = TFLWB1,1w (a˜21, a˜22, a˜23, a˜24)= [s3.906, s5.224, s6.820, s7.821] ,
z3 = TFLWB1,1w (a˜31, a˜32, a˜33, a˜34)= [s3.884, s5.171, s6.450, s7.458] ,
z4 = TFLWB1,1w (a˜41, a˜42, a˜43, a˜44)= [s4.820, s6.432, s7.434, s8.739] .
Step 2. Construct the possibility degree matrixes:
P = (pij(zi ≥ zj))4×4 =
0.500 0.361 0.390 0.1860.639 0.500 0.539 0.3250.610 0.461 0.500 0.272
0.814 0.675 0.728 0.500
 .
Then, we can get p1 = 1.437, p2 = 2.003, p3 = 1.843, and
p4 = 2.717.
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p, q Ranking values pi (i = 1, 2, 3, 4) Ranking
p = 1 p1 = 1.437, p2 = 2.003 x4 > x2 > x3 > x1q = 1 p3 = 1.843, p4 = 2.717
p = 2 p1 = 1.342, p2 = 1.981 x4 > x2 > x3 > x1q = 2 p3 = 1.771, p4 = 2.906
p = 1 p1 = 1.389, p2 = 1.998 x4 > x2 > x3 > x1q → 0 p3 = 1.800, p4 = 2.812
p → 0 p1 = 1.565, p2 = 2.033 x4 > x2 > x3 > x1q → 0 p3 = 1.968, p4 = 2.434
p = 0.5 p1 = 1.499, p2 = 2.018 x4 > x2 > x3 > x1q = 0.5 p3 = 1.901, p4 = 2.583
p = 10 p1 = 1.142, p2 = 1.936 x4 > x2 > x3 > x1q = 10 p3 = 1.802, p4 = 3.120
p = 100 p1 = 1.102, p2 = 1.944 x4 > x2 > x3 > x1q = 100 p3 = 1.832, p4 = 3.122
Step 3. Based on the values, pi, rank all alternatives and select
the best alternative. Then, we can get x4 > x2 > x3 > x1, so the
best alternative is x4.
In order to illustrate the influence of parameter p, q on the
decision making of this example, we use a different value, p, q,
in Step 1, to rank the alternatives. The ranking results are shown
in Table 1.
In general, we can take the values of the two parameters as
p = q = 1, which are not only intuitive and simple, but also
the interrelationship of the individual arguments can be fully
taken into account.
(2) The second method.
Step 1: Suppose the position weight, W = (0.3, 0.4, 0.3). By
Eq. (47), we can get the overall performance value, zl(l =
1, 2, 3, 4):
z1 = TFLWBOWA(a˜11, a˜12, a˜13, a˜14)
= [s3.314, s4.327, s6.074, s7.584] ,
z2 = TFLWBOWA(a˜21, a˜22, a˜23, a˜24)
= [s3.946, s5.215, s6.954, s7.956] ,
z3 = TFLWBOWA(a˜31, a˜32, a˜33, a˜34)
= [s4.042, s5.324, s6.594, s7.601] ,
z4 = TFLWBOWA(a˜41, a˜42, a˜43, a˜44)
= [s4.639, s6.330, s7.332, s8.622] .
Step 2. Construct the possibility degree matrixes:
P = (pij(zi ≥ zj))4×4 =
0.500 0.618 0.604 0.7560.382 0.500 0.476 0.6330.396 0.524 0.500 0.671
0.244 0.367 0.329 0.500
 .
Then, we can get p1 = 1.522, p2 = 2.009, p3 = 1.909, and
p4 = 2.560.
Step 3. Based on the values, pi, rank all alternatives and select
the best alternative. Then, we can get x4 > x2 > x3 > x1, so the
best alternative is x4.
In order to illustrate the position weight,W , on the decision
making of this example, we use a different value,ω, in Step 1 to
rank the alternatives. The ranking results are shown in Table 2.
As we can see from Table 2, the ordering of the alternatives
may be different for the different positionweight,W . So, we can
select the position weight by the actual needs.
(3) Compare with other methods.Table 2: Ordering of the alternatives by utilizing different position weights
in the TFLWBOWA operator.
W Ranking values pi (i = 1, 2, 3, 4) Ranking
(1, 0, 0) p1 = 1.570, p2 = 1.832 x4 > x3 > x2 > x1p3 = 2.046, p4 = 2.551
(0, 1, 0) p1 = 1.556, p2 = 2.014 x4 > x2 > x3 > x1p3 = 1.849, p4 = 2.582
(0, 0, 1) p1 = 1.410, p2 = 2.202 x4 > x2 > x3 > x1p3 = 1.847, p4 = 2.540
(1/3, 1/3, 1/3) p1 = 1.518, p2 = 2.008 x4 > x2 > x3 > x1p3 = 1.916, p4 = 2.557
In order to verify the effectiveness of this method, we
utilized the method shown in [6] to solve this illustrated
example.
Step 1. From the linguistic decisionmakingmatrix, A˜ = (a˜ij)n×m,
we can get the vector of the ideal point of the attribute values
corresponding to the alternative, xi (i = 1, 2, 3, 4) : I˜ =
(I˜1, I˜2, I˜3, I˜4), and:
I˜1 = (s5, s6, s8, s9), I˜2 = (s5, s7, s8, s9),
I˜3 = (s6, s7, s8, s9), I˜4 = (s6, s7, s8, s9).
Step 2. Utilize the TFLWA operator to derive the overall values,
z˜i (i = 1, 2, 3, 4), of the alternative, xi (i = 1, 2, 3, 4), and z˜ of
the ideal point, I˜:
z˜1 = (s3.1, s4.1, s5.8, s7.3), z˜2 = (s3.9, s5.2, s6.8, s7.8),
z˜3 = (s3.8, s5.1, s6.4, s7.4), z˜4 = (s5, s6.5, s7.5, s8.8)
z˜ = (s5.5, s6.7, s8, s9).
Step 3. We get the similarity degree, s(z˜, z˜i), between z˜ and
z˜i (i = 1, 2, 3, 4), based on the similarity degree formula:
s(z˜, z˜1) = 0.876, s(z˜, z˜2) = 0.924,
s(z˜, z˜3) = 0.910, s(z˜, z˜4) = 0.981.
Step 4: Rank the order of s(z˜, z˜i) (i = 1, 2, 3, 4). Then, we can
get: x4 > x2 > x3 > x1.
The order produced by the method in this paper is the same
as the order calculated by the method proposed in [6]. So, it is
demonstrated that themethodproposed in this paper is feasible
and effective.
7. Conclusions
In this paper, we have investigated the Bonferroni mean
under trapezoid fuzzy linguistic variables, and proposed a
Trapezoid Fuzzy Linguistic Bonferroni mean (TFLB) opera-
tor, a Trapezoid Fuzzy Linguistic Weighted Bonferroni mean
(TFLWB) operator, a Trapezoid Fuzzy Linguistic Bonferroni
OWA (TFLBOWA) operator and a Trapezoid Fuzzy Linguistic
WeightedBonferroniOWA (TFLWBOWA)operator that can cap-
ture the interrelationship between the individual trapezoid
fuzzy linguistic variables. Then, we have studied some desirable
properties of these operators, such as commutativity, idem-
potency, monotonicity and boundedness, and analyzed some
special cases in these operators. Furthermore, we have devel-
oped some methods for multi-criteria decision making based
on these operators, and illustrated their operational processes
in detail. In further research, it is necessary and meaningful to
give the applications of these operators to other domains, such
as pattern recognition, fuzzy cluster analysis and uncertain pro-
gramming, etc.
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