This paper uses panel data for the 1980-2004 period to estimate the contributions of public research to US agricultural productivity growth. Local and social internal rates of return are estimated accounting for the effects of R & D spill-in, extension activities and road density. R & D spill-in proxies were constructed based on both geographic proximity and production profile to examine the sensitivity of the rates of return to these alternatives. We find that extension activities, road density, and R & D spill-ins, play an important role in enhancing the benefit of public R & D investments. We also find that the local internal rates of return, although high, have declined through time along with investments in extension, while the social rates have not. Yet, the social rates of return are not robust to the choice of spill-in proxy.
Introduction
Since the pioneering work by Griliches [1] [2] and Evenson [3] , several empirical studies have shown that public investment in agricultural research and development (R & D) is a primary driver of productivity growth. No matter the methodology used, analysts are in agreement that returns to investments in agricultural research are high, though the rates of return may differ depending on the research program or the data used to estimate returns. In a literature survey, *The views expressed are those of the author(s) and should not be attributed to the Economic Research Service or USDA. Alston et al. [4] found that the median of the estimated rate of return to agricultural research was 48 percent per year. Huffman and Evenson [5] reviewed studies of the US agricultural sector covering the 1965-2005 period and found that, on average, the social rate of return was more than 50 percent per annum. Fuglie and Heisey [6] reviewed studies on Federal-State investment in agricultural research. They reported that the rates of return are in range of 20 to 60 percent for most studies.
Previous studies on the contribution of R & D to productivity growth can be grouped into four main categories. First, there are international studies [7] [8]
[9] versus single country studies [2] [10]; second, there are studies that construct knowledge stocks using patent data [8] [28] ) have emphasized the important role of the extension service in promoting productivity growth. Antle [29] and Paul et al. [30] suggest that road infrastructure can also be an important contri- Second, we estimate the own as well as social internal rates of return to investment in research in each state. Third, we develop alternative estimates of potential R & D spill-in variables based on geographic proximity and production profile similarity, to investigate sensitivity of the rates of return to these alternative proxies. Finally, we evaluate how changes in extension activities and in road density affect the estimated internal rates of return. 
Model
where the w's are input prices, the y's are output quantities, RD is the own-state R & D stock, the E's are efficiency variables, the D's are regional dummy variables, and P is a measure of rainfall. We introduce regional dummies in the first-order terms to allow for differences in cost shares across the production regions. The regions are the USDA's farm production regions defined in Table 1 .
Symmetry and linear homogeneity in prices are imposed during estimation.
Using Shephard's lemma, the cost share for input i is: 
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where S i and S j are the fitted cost shares for inputs i and j. The marginal cost elasticity (e) is also estimated: 
As noted above, one of the effects that we would like to highlight in this study is the interaction between local R & D stocks and the efficiency variables. This cross effect is:
If ε RD or ε E is negative, then an increase in local R & D stock or any of the efficiency variables E h reduces total variable cost, given input prices and output levels. 
Internal Rate of Return to Agricultural Research
To evaluate the benefits of public research, we proceed to calculate the internal 
Therefore, the local internal rate of return is the rate r 1 that solves the following formula: 
The impact of a one-dollar increase in a state's local public agricultural R & D stock (RD) on that state's total variable cost (TVC) can be approximated as (for simplicity the time subscript t is dropped): ln ln
To obtain the local internal rate of return we substitute (6) 
where f indicates the state that makes the investment in public R & D, g indexes the states hypothesized to benefit from the spillovers from the research investment in state f, and q indicates the total number of states that benefit from the 3 Most studies have calculated internal rates of return, although the study by Alston et al. [15] has also calculated a modified internal rate of return [32] . For a detailed discussion of the IRR rule in investment projects see Chapter 8 in Brealey, Myers, and Marcus [33] . Theoretical Economics Letters research investment in state f (including f). The first term in (13) is similar to Equation (12), and represents the local benefits. The second term in (13) captures the social benefits in other states generated by state f's local research investment. The second term in Equation (13) can be alternatively expressed as:
The 
The impact of research spill-ins from other states on state g's total variable cost can be approximated as follows (excluding time indexes for simplicity):
ln ln
We obtain the social internal rate of return by substituting (6) and (7) into (11) and (17), correspondingly, and substituting those results and (16) into (14), and solving for r 2 :
( ) 
4. Data
Output Quantities and Input Prices
Our data consist of a panel of state-level observations spanning the years 1980 to
2004. This section provides a brief overview of data sources and aggregation procedures. Details on the data construction are in the USDA productivity web page [35] and Ball et al. [36] .
State-specific aggregates of output and labor, capital and intermediate inputs Finally, following Caves, Christensen, and Diewert [37] , output and input indexes with spatial as well as temporal integrity are developed. The result is data for a panel of states that can be used for both cross section and time series analysis.
Local R & D
There are many different methods used to construct knowledge stocks. In studies of the impact of private research in manufacturing, research stocks are frequently constructed from data on research expenditures using the perpetual inventory method. However, as noted by Griliches [38] , the usual declining balance or geometric depreciation does not fit very well the likely gestation, blos- 
R & D Spill-Ins
In this study, we use two public research stock variables, an , while the last two reflect "production profile" similarities across states 7 . The differences in the R & D spill-in stocks reside in the weights used in (15), as described below:
Model 1: Ω fg = 1 for state j in the same USDA production region ( Table 1 ). The R & D spill-in stock for state i is the sum of research stocks in all other states in that region.
Model 2: Ω fg = 1/dist fg for an R & D spill-in variable generated based on the geographic distance among states. This approach, inspired by gravity-type trade models [42] , is offered to allow for a geographic "correction" to Model 1. The R & D stock generated by a state is scaled using the inverse distance between the sending state and the receiving state. The distance between Montana and New Mexico is chosen as the cutoff distance. Any state g with its geographical center within the cutoff distance from state f's geographical center was assumed to have an impact on state f's production and was given a weight equal to the inverse of the distance between two states, while states beyond that distance were assigned a zero weight.
Model 3: Ω fg = 1 for states f and g within the same production profile cluster.
We use cash receipts from twelve categories of outputs to generate a production profile for each state. The twelve outputs categories are: meat animals, dairy products, poultry/eggs, miscellaneous, food grains, feed crops, cotton, tobacco, oil crops, vegetables, fruits/nuts, and all other crops. We use cluster analysis to group the states with similar production profiles. While there are several clustering techniques, we use the complete linkage clustering method following Sorensen [43] 8 . In complete linkage clustering, the distance between two clusters is the maximum distance between an observation in one cluster and an observation in the other cluster, considering multiple elements. It avoids the drawback 6 Versions of the approach used by Huffman and Evanson and colleagues. 7 Versions of the approach used by Alston and colleagues. 8 While we prefer using the complete linkage method we compared results with those based on alternative cluster methods, such as the centroid method and the average linkage method ( [44] among others). The results were similar so we only report the results based on the complete linkage method. Theoretical Economics Letters of the single linkage method that may force states to be grouped together due to closeness in one single element while many other elements are very different.
The procedure is implemented using the SAS econometric package and results are presented in Table 2 . Under this methodology, distant states such as Florida and California are in the same group due to the similarity of their production profiles.
Model 4: Ω fg = 1/Tecdist fg for an R & D spill-in variable generated based on the technical distance among states within the same cluster from Model 3. Tecdist fg is the technological distance measured by the inverse of the Spearman correlation coefficient on the production mix among states. The higher is the correlation relationship, the smaller is the technical distance among states within the same cluster.
Descriptive statistics for the four R & D spill-in variables, along with other efficiency variables described below, are presented in Table 3 . In Figure 1 , we show the alternative series of R & D spill-in stocks for Alabama to give a sense of the different spill-in proxies. From information in Table 3 and in Figure 1 , we 
Extension
Extension is measured by total extension full-time equivalent staff days per year (FTEs). Extension FTEs have declined between 1980 and 2010 at national and regional levels [42] . Figure 2 shows the extension FTEs trends for three states-CA, NE, MD. The declining trend is common in all of the 48 contiguous states 9 . Ahearn et al. [45] Normalizing by number of farms has potential implications as number of farms as well as extension FTE's have been declining. It is also important to notice that along with the changes in farm size distribution and information technology, the nature of service has changed from one-on-one to group-level engagement. This change in delivery mode reflects the increasing public-good characteristic of the service provided. Theoretical Economics Letters 
Roads
We construct a road density index to examine the impact of road infrastructure on dissemination of local R & D. The state road density index was constructed using total annual road miles, excluding local (i.e. city street) miles for each state, obtained from [47] , divided by total land area. We expect that with higher road density the cost of disseminating technical information is lower and the impact of public R & D on productivity is enhanced. Figure 3 shows the evolution of this variable for five selected states-AL, CA, IA, IL, and MI. Although this variable is rather stable for each state, it varies considerably among states.
Weather
Weather is treated as a control variable in this model. While several alternative weather indexes have been applied to studies in the past, such as the Palmer index and the Stallings weather index, we use total precipitation in inches from March to November [48] [49].
Empirical Results
We estimate the variable cost function (1) and the cost share Equation (2) using the four alternative measures of R & D spill-ins defined above. Prior to estimation, we investigate the time series properties of the data. We conduct panel unit root tests proposed by Levin, Lin, and Chu [50] . All of the test statistics presented in Table 4 are less than the critical value at the 5% level. Therefore, we reject the presence of a unit root and proceed by estimating Equations ((1) and (2)) assuming stationarity.
We then estimate a total of 100 parameters based on 1200 observation for each model subject to symmetry and linear homogeneity in input prices. The curvature and monotonicity properties of the cost function were inspected after estimation. Monotonicity was satisfied globally. Concavity in prices implies a negative semi-definite Hessian. We find that this condition holds locally.
In Table 5 , we present the parameter estimates for the four models, excluding constant and interactive terms between regional dummies and input prices from each model. We note that 184 of the 236 parameter estimates for the four models are significant at the 5% confidence level. Moreover, the parameter estimates Table 6 ). From Table 6 , we see that a 1-percent increase in own R & D reduces total variable cost by 0.13 -0.15 percent, depending on the model specification. Extension activities had the greatest impact on variable cost (0.23% -0.25%), followed by the effect of R & D spill-ins (0.01% -0.16%) and road density (0.04% -0.06%). Note: The spillin RD stocks are based on production region, geographical distance, un-weighted production profile, and correlation weighted production cluster for Model 1 to Model 4, respectively. ing the evolution of the own-state internal rate of return, as will be seen later.
The results presented in Table 6 and Table 7 Next, we use the estimated coefficients and Equations (13) and (17) to calculate own and social rates of return to agricultural research by state and by year.
The annual rates of return for all states by year are shown in Table 8 . Note that own-state rates of return (r 1 ) are robust across the different model specifications.
Note also the sensitivity of the estimated social rates of return to alternative proxies for research spill-ins. Estimates from Models 3 and 4 that use the "pro- these models (see Table 3 and Figure 1 ). Alston et al. [14] using a different approach and data set also found larger internal rates of return when using the geographical proximity rather than the production mix approach. Figure 4 and Figure 5 show the evolution of the internal rates of return. We see that both the own-state internal rate of return r 1 and the social rate of return r 2 in all four models declined beginning in the mid-1980s. While the own-state internal rates of return (r 1 ) continued to decline over the sample period, the social internal rates of return (r 2 ) stabilized or exhibited a slight increase. The declining own-state internal rates of return estimated here are associated with declining extension staffing during these years. However, in the estimation of the social rates of return, this effect seems to be outweighed by research spill-ins.
The average local rate of return across models ranged from 10.69% in Model 1 to 13.49% in Model 4. The average social rate of return ranged from 14.35% in Model 2 to 39.56% in Model 1. These IRR rates are lower than the ones in [15] and [16] 12 . Table 9 reports the rates of return by production region. The estimates of local rates of return are robust to the model specification. Estimates of the social rates of return across the regions are much lower for Model 2 than for the other three models. The rates of return for the Lake States, Corn Belt, Appalachia, Delta, Southern Plains, and Pacific regions are less dispersed than the rates for the Northeast region. The Lake States, Corn Belt, Northern Plains, and Southern
Plains regions have both higher local and social rates of return.
Based on the estimated marginal effects (Equation (8)) of extension activities, road density, and R & D spill-ins, we calculate the impacts of these variables on the internal rates of return (Equations (12)- (17)). These results are presented in have an important positive effect on social rates, ranking second in magnitude to investments in extension activities. Contrary to the evolution of the extension variable, the spill-in stock variables have all trended up over the sample period.
Summary and Conclusions
This [16] uses the same USDA data set, an updated R & D stock variable, construct spill-ins using the geographical proximity approach (our Model 1), use a different proxy for Extension, do not include roads and use a two-step approach regressing the USDA productivity index on research and extension variables. [14] uses the same two-step procedure but the productivity index and the research and extension stocks are obtained using a different data set and different functional specifications. They use the production profile approach (our Model 3) to obtain spill-in stocks. Note that they calculate an internal rate of return and a modified internal rate of return. Theoretical Economics Letters Note 1: The spillin RD stocks are based on production region, geographical distance, un-weighted production profile, and correlation weighted production cluster for Model 1 to Model 4, respectively. Note 2: r 1 indicates local internal rate of return, and r 2 indicates social internal rate of return.
and similarities in production to determine the sensitivity of the estimated rates of return to model specification. We estimate four models, using a different We estimate own and social rates of return that, although high, are lower than the ones found in previous literature. Local internal rates are, on average across all years, states and models, 12 percent while social rates are 27 percent. The estimates of the own internal rates of return are robust across the alternative models, while the social internal rates of return deviate from each other depending on the particular measure of R & D spill-ins. The social rates of return based on USDA production regions are much higher than those estimated by the other models. This is important given the prevalence in the literature of the production mix approach for the calculation of knowledge spill-in stocks. We find that the decline in own rates is associated with declines in extension investments during this period. These findings can inform decisions about allocating public resources to alternative research and extension activities. 
