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Abstract
A concussion is an invisible and poorly understood mild traumatic brain injury (mTBI) that
can alter the way the brain functions. Patients who have screened positive for mTBI are at an
increased risk of depression, post-traumatic stress disorder (PTSD), headaches, sleep disorders,
and other neurological and psychological problems. Early detection of psychological conditions
such as PTSD following a concussion might improve the overall outcome of a patient and could
potentially reduce the cost associated with intense interventions often required when conditions
go untreated for a long time. Statistical and predictive models that leverage large-scale clinical
repositories and use pre-existing conditions to determine the probability of a patient developing
psychological conditions following a concussion have not been widely studied. This paper
presents an SVM-based model that has been trained with a longitudinal dataset of over 5.3
million clinical encounters of 89,840 service members that have sustained a concussion. The
model has been tested and validated with over 16,045 patients that developed PTSD and it has
shown an accuracy of over 85% (AUC of 86.52%) at predicting the condition within the ﬁrst
year following the injury.
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1 Introduction
A concussion is a poorly understood mild traumatic brain injury (mTBI) that can alter the
way the brain functions. During the last decade a signiﬁcant amount of attention has been
given to the acquisition of clinical data from patients suﬀering mTBI and psychological health
(PH) problems after a concussion. The increased awareness has been in part driven by the De-
partment of Defense (DoD), the National Football League (NFL), and many other government
and private organizations that have been leading diﬀerent eﬀorts to raise awareness about the
short- and long-term eﬀects of concussions.
A traumatic brain injury (TBI) is deﬁned and indicated by “any period of loss of or a
decreased level of consciousness, any loss of memory for events immediately before or after the
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injury, any alteration in mental state at the time of the injury, neurological deﬁcits that may or
may not be transient, or intracranial lesion following the traumatic event” [10]. In the United
States alone, an estimated 1.7 million TBIs occur each year, leading to more than 1.3 million
emergency room visits, a quarter million hospitalizations, and 52 thousand deaths [4]. The
leading causes of TBIs are falls, physical assault/injury, and motor vehicle accidents. In the U.
S. Military, over 307,000 cases of TBI have been diagnosed since 2000, 80% of which were in a
non-deployed setting [1].
Patients who have been screened positive with mTBI are at an increased risk of psycho-
logical problems that can have a signiﬁcant impact in the recovery time. Early detection of
psychological conditions such as PTSD following a concussion might improve the overall out-
come of a patient and could potentially reduce the cost associated with treatment. Advances in
big data and scalable analytical techniques open new opportunities by creating new tools that
use the patient’s pre-existing conditions and longitudinal clinical trajectories to determine the
likelihood of a patient developing psychological conditions.
This paper presents a framework that uses longitudinal clinical data of tens of thousands of
patients that have been diagnosed with a concussion to build a model to predict the likelihood of
a patient being diagnosed with a psychological disorder after a concussion. Section 2 describes
some of the previous work, Section 3 describes our dataset and how diagnoses are transformed
into feature vectors, Section 4 describes our approach to build a model that can be used to
predict psychological conditions months in advance, Section 5 discusses some of our results,
and Section 6 concludes the paper and describes some of the future work.
2 Background
Existing clinical literature has shown that a strong association exists between mTBI and PTSD
and that several factors play a role in the development of PTSD. Bryant et al. argued that the
stress reaction caused by a concussion is a key factor in developing PTSD [2, 3]. Another study
found that soldiers that lose consciousness and subsequently were diagnosed with mTBI while
deployed in Iraq were strongly associated with developing PTSD three to four months after
returning home from combat [5].
Big data has shown great potential in the healthcare domain [6]. As medical organizations
modernize their operations, they are increasingly adopting electronic health records (EHRs) and
deploying new health information technology (HIT) systems that create, gather, and manage
their information. As a result, the amount of data available to clinicians, administrators, and
researchers in the health care system continues to grow at an unprecedented rate [9]. Despite
the data access and data quality challenges often experienced in the healthcare domain, the
promise of big data in healthcare remains a problem needing to be investigated. There is
a critical need to support research and projects that take into consideration comprehensive
collections of pre-existing clinical conditions to try to build models to predict potential clinical
trajectory and the potential onset of psychological conditions.
In the machine learning ﬁeld, classiﬁcation has been a primary focus with many algorithms
being widely accepted including support vector machines (SVM), neural networks, and random
forests to name a few [7]. Support vector machines transform data into a higher dimensional
space and has been proven to be an eﬃcient method of classiﬁcation due to the search for a
linear decision boundary which is relatively easy compared to that of lower dimensions.
Support vector machines have been used in a wide range of ﬁelds with the goal of eﬃcient
and accurate classiﬁcation [8, 13]. Most relevant to our dataset, the use of SVMs to predict
the future occurrence of a disease or disorder is extremely useful to healthcare providers in
providing preventative care to a patient. A recent study used support vector machines and
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random forest classiﬁers to try to predict a cancer diagnosis using diﬀerent types of patient data
[11]. Based on recent review papers, cancer and heart disease are two of the more commonly
researched diseases with respect to predictive modeling techniques in healthcare [14]. There
exists an opportunity to apply predictive analytical models to determine the likelihood of a
patient developing psychological disorders given that such a research area has not been widely
studied.
Another important machine learning technique to consider are rule-based models. A rule-
based support vector machine (SVM) classiﬁer was applied to tornado prediction [12]. The
researchers constructed twenty rules based on a previously used detection algorithm to develop
a hybrid system that classiﬁed tornadic events from non-tornadic episodes. Their hybrid system
consisted of a decision tree built from the rules where the ﬁnal leaf node of unclassiﬁed events,
that could not be broken down further, used an SVM. In their results, the researchers were able
to reduce their misclassiﬁcation rate by 12.7% using this hybrid system approach as opposed to
a single SVM [12]. Understanding the power of this hybrid system, we similarly will attempt
to create rules based on the history of a patient’s symptoms.
3 Dataset
The dataset used for this project was a subset of our larger clinical collection that consists of
over 15 million patients and billions of clinical encounters. A dataset with 8.7 million clinical
records from 98,342 mTBI patients was used for this study. The data was organized using
various TeraData/Aster services and retrieved using MapReduce. The original dataset of 98,342
patients was further ﬁltered to only include patients with more than thirty days of data and
no history of moderate or severe TBI. The resulting subsets of 89,840 patients had 5.3 million
TBI-related clinical encounters and 8.7 million clinical diagnoses. In this study, a TBI-related
encounter was deﬁned as a visit to the doctor regardless of inpatient/outpatient where the
patient is treated with one or more of the conditions that are commonly known to be related to
concussions such as behavioral disorder, sleep problems, cognitive deﬁciencies, and audiology
complaints. Figure 1(a) shows a diagram illustrating the longitudinal properties of clinical
encounters. Note that only TBI-related encounters were taken into consideration. The patients
under consideration had an average of 59.06 encounters.
To build our model the dataset was deﬁned to be P = {P1, P2, . . . , Pn} where P is a set
containing each patient P . Each patient Pi had an associated sequence of encounters Ei ∈
{E1, E2, . . . , Em} representing unique clinical appointments or hospital visits. Each encounter
Ei had an associated set of diagnoses represented by D ∈ {D1, D2, . . . , Dk}.
The key step in developing an approach to predicting PTSD in mTBI patients is to trans-
form the encounters and diagnoses of each patient into feature vectors that could be input
to a classiﬁer. First the encounters / diagnosis tuples were transformed into a sparse matrix
representation where each row was a TBI-related diagnosis and each column corresponded to a
diﬀerent time point. Figure 1(b) shows the general idea. Note that since all the 89,840 patients
under consideration had a concussion, all patients were aligned based on the date of their ﬁrst
mTBI event. The date of the event is represented as t0, pre-existing encounters are represented
as ti (with i < 0), and all encounters and diagnosis after the concussion are represented as ti
(with i > 0).
As we will attempt to predict the diagnosis of PTSD post concussion, we are able to split
the data of each patient at the ﬁrst occurrence of a concussion resulting in two features being
formed: an observation window and a predictive window. We deﬁne the observation window
as consisting of the diagnoses corresponding to a patient prior to their ﬁrst diagnosis of a
concussion, and we deﬁne the predictive window to be whether or not they were diagnosed with
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Figure 1: (a) Illustration of the longitudinal properties of clinical encounters. Note that only TBI-
related encounters were taken into consideration in this study. (b) The encounters and diagnoses are
transformed into a sparse matrix representation where each row corresponds to a TBI-related diagnosis
and each column corresponds to a diﬀerent time point. (c) Once the data is alligned based on the
ﬁrst occurrence of a concussion, two features are created: the observation window and the predictive
window.
PTSD within one year after their concussion. Figure 1(c) shows a visual representation of the
windows on either side of a concussion. The timeframes of both of these windows are ﬂexible, as
the historical window could be a month or even up to a year prior to the concussion, while the
target window could be evaluated for 30 days or up to a year post concussion. The target window
for each patient is ultimately a class label: “PTSD” or “nonPTSD”, indicating whether they
were diagnosed with PTSD in the designated timeframe. The historical/observation window
(input to SVM) was represented as H1 = 〈(−30, 0]〉 where only diagnoses between t−30 → t−1
(i.e. 30 days prior to a concussion not including the day of the concussion) were considered for
the model. Essentially, the observation window was a vector where each element consisted of
the raw count of the number of times that a patient was diagnosed with a certain diagnosis.
To incorporate a sense of time within this input feature vector, the observation window was
also represented as H2 = 〈(−60,−30], (−30, 0]〉 where the diagnoses between t−60 → t−30 were
appended to the diagnoses between t−30 → t0, thus creating a doubly larger feature vector
describing the pre-existing conditions of the patient. In the case of H2 only diagnoses within
60 days prior to the initial concussion were considered, but the encounters were broken into 30
day intervals. These various conﬁgurations of the historical window will be explored in Section
4 to identify the optimal window for predicting psychological conditions.
4 Approach
Once the clinical data was transformed into a sparse matrix and the feature vector was gen-
erated, we employed a support vector machine (SVM) classiﬁer to evaluate the eﬀectiveness
of predicting PTSD within a given prediction window P ∈ (ti, tj) where ti and tj are two
diﬀerent timepoints after the concussion. We chose to use an SVM for our approach as it is
able to eﬃciently identify a separating hyperplane in a black-box type approach. For this SVM
classiﬁer we used the standard Scikit Learn SVM implementation with the default values of: a
radial basis function (rbf) kernel, gamma of 1/num features, and a penalty parameter of 1.0. In
addition, we split our data on each run of our SVM into 66% training data and 33% test data.
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Figure 2: (Left) Eﬀect on the SVM classiﬁer accuracy as the interval size witin the observation window
increases to include more days. Increasing the interval size to about 20 or 30 days, representing a
month’s worth of data, had a positive eﬀect on the classiﬁer. (Right) Eﬀect of increasing the observation
window to include additional historical information about the frequency of diﬀerent clinical diagnosis.
In general it was found that including twelve months of data increases the performance of the algorithm
by at least four percent.
As with most machine learning approaches, ﬁne-tuning the classiﬁer to best predict the data
was done through modifying the feature vectors (i.e. changing the intervals). We analyzed and
improved our classiﬁer by optimizing these feature vectors provided by the observation window.
First, we looked at the transformation process in order to ensure that the most optimal
feature vectors were being supplied to the SVM classiﬁer. Figure 2(left) shows the eﬀect on the
SVM classiﬁer accuracy as the interval size witin the observation window increases to include
more days. We recognized that aggregating a smaller amount of days into an interval would
create a very sparse matrix as there exist many points where patients did not visit the doctor.
However, as can be seen in the ﬁgure, increasing the interval size to about 20 or 30 days,
representing a month’s worth of data, has a positive eﬀect on the classiﬁer due to the holes
in the data being ﬁlled over a longer period of time. With this, the results suggest that a
feature vector should be created for each month, thus when the observation window is a whole
year, twelve diﬀerent feature vectors should be estimated, appended, and used to predict the
potential development of PTSD. In our case each time interval was described by the diagnosis
set D ∈ {D1, D2, . . . , Dk} representing a 20-dimensional (i.e. k=20) feature vector describing
the raw counts of each of the diagnoses.
5 Results
Using our extensive dataset of 89,840 patients, we were been able to eﬀectively evaluate our rule-
based SVM approach through several methods of analysis. First we looked at the importance of
the size of the windows and predicting varying time periods into the future. It should be noted
that for our analysis, we only considered patients that had enough data to span the windows
that were set for the classiﬁer. For example, a historical window that went back 90 days would
require that the patient had at least 90 days of data prior to their concussion.
Intuitively the further into the future that a classiﬁer attempts to predict the more diﬃcult
it becomes for it to be correct and thus the accuracy should decrease; while a historical window
that extends further into the past will produce a better and more thorough representation of
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Figure 3: (Left) Results of an SVM classiﬁer with a predictive window of diﬀerent time intervals into the
future. The results show that as the predictive window extends further into the future, the accuracy of
the classiﬁcation model decreases. It was found that predicting psychological conditions such as PTSD
within three months after a concussion had a 5-7% higher accuracy than predicting the condition within
a whole year following a concussion. (Right) Shows SVM classiﬁer with a predictive window between
30 and 365 that have been trained in diﬀerent time intervals of the observation window. The results
show the importance of the ﬁrst 30 days post concussion give that the accuracy drops substantially
when that time period is not included.
the patient which should increase the accuracy. These two premises were found to be true with
our classiﬁers, as can be seen in Figure 2(right) where the accuracy of the model increases as
the model looks further into the past. However, analyzing this data reveals two key aspects of
the historical window that have a strong inﬂuence on the classiﬁer’s accuracy: the ﬁrst thirty
days after the concussion and the full year prior to the concussion.
Figure 3(left) shows an SVM classiﬁer with a predictive window of diﬀerent time intervals
into the future. Inspecting the ﬁgure we can see that as the predictive window extends further
into the future, the accuracy of the classiﬁcation model decreases. It was found that predicting
psychological conditions such as PTSD within three months after a concussion had a 5-7%
higher accuracy than predicting the condition within a whole year following a concussion.
Figure 3(right) shows SVM classiﬁer with a predictive window between 30 and 365 that
have been trained in diﬀerent time intervals of the observation window (note that the predictive
window begins at day 30 due to physicians not being able to diagnose a patient with PTSD
within the ﬁrst 30 days after a TBI). The results show the importance of the ﬁrst 30 days
post concussion on the predictive accuracy as the accuracy drops substantially when that time
period is not included.
We then improved the accuracy of our classiﬁer by further extending it into a rule-based
model. It has been well documented in previous literature that pre-existing conditions play
a role in whether or not a patient will be diagnosed with PTSD in the future. Using this
knowledge, we developed a rule-based approach for our classiﬁer such that the patients would
be grouped by their pre-existing conditions and a separate model would be built for each group.
In our implementation, patients were grouped based on the presence of a diagnosis in their
historical window. For instance, if a patient had a diagnosis of “Sleep” in their historical window
then they would be placed into the group S+ (where S+ = {P | where S ∈ ν}), compared to
the group S- (where S− = {P | where S /∈ ν}), where the “+” indicates possessing a diagnosis
and “-” does not. An example of a hierarchy of rules that was used in our approach can be
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seen in Figure 4, where the diagnoses to split on were chosen through prior domain speciﬁc
knowledge obtained from physicians and through experimentation of variables to identify the
most optimal rules. In this example, all of the patients would be grouped into P+ and P-,
followed by being further subdivided based on the diagnosis A followed by D, resulting in eight
total groups which could be represented as “P+ A+ D+”, “P+ A+ D-”, “P- A+ D-”, etc; or
alternatively as P+A+D+ = {P+ ∩A+ ∩D+}.
Using the knowledge gained from analyzing the range of the observation and predictive
windows, for the analysis of our rule-based model compared to the ﬂat approach of solely using
a support vector machine, we use the range of [30, 365] days for the target window with the
class labels “PTSD” and “nonPTSD”, and the range of [-60, 30] days for the historical window
with an interval size of 30 days. This range of [-60, 30] for the historical window is not optimal
as it does not extend into the full year prior to a concussion, but this decision was made in
order to test our approach based on what should be a weaker interval. We will compare the two
approaches by analyzing the eﬀects of the training data size, the running time of the approaches,
and the improvement in accuracies.
First, as more training data is available to a machine learning classiﬁer generally the more
accurate that it becomes due to it being able to discern more trends in the data. In our
results, as more training data is supplied to the SVM classiﬁer, the higher the accuracy that
the classiﬁer is able to achieve. However, using our rule-based model we are able to achieve a
better accuracy on a consistent basis with any size of training data. This positive result shows
that our model’s rules are able to eﬀectively group the data to produce better SVM’s at each
point.
Second, the running time of the two diﬀerent approaches is important as being able to scale
an approach beyond our large dataset will be important to be able to quickly and eﬃciently
predict a diagnosis of PTSD. The ﬂat approach increases rapidly starting from 35 seconds and
going up to 1470 seconds (24 minutes), whereas our rule-based approach is consistent at about
126 seconds (2.1 minutes) despite the increase in training size. These results show that our
rule-based approach scales well with large datasets as grouping the patients allows for more
eﬃcient SVM’s to be created.
Third, while we have shown that our rule-based approach does not require a large sample
of training data or a large amount of time to obtain a satisfactory accuracy, we need to analyze
the improvement in accuracies that this approach provides us with. As previously mentioned,
ﬁve sample runs were made for each data point in order to account for variations in the classiﬁer
executions. However, these variations can help understand the performance of both approaches
as a better approach would have a smaller deviation in accuracy for a given data point. Figure
4 once again displays the accuracy of each approach against the training size, but by using
boxplots at each point to show the range of accuracies achieved by the model. Analyzing this
ﬁgure clearly shows that the rule-based approach becomes more tightly bound as the training
size increases and that the ﬂat approach begins to be more tightly bound up to a certain point
where it fails to follow this trend and ends up having a lot of variation. This further proves that
our rule-based approach not only requires less training data, but that it still improves as more
data is added. On the other hand, the ﬂat approach has an optimal point at about 10-15%,
which while satisfactory would require for a trained model to ﬁnd this optimization point.
Fourthly, calculating the area under the curve (AUC) for both the standard approach and
our rule-based approach we obtained results of 78.18% and 86.52% respectively. With all of
these results combined we can conclude that our rule-based SVM model is able to outperform a
basic classiﬁer in accuracy using an extremely small sample of training data, eﬀectively achieving
better performance in more than 10x the speed (1470 seconds vs 126 seconds).
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Figure 4: (Left) Example of a hierarchy of rules that was used in our approach. (Right) Displays
the accuracy of each approach against the training size. The rule-based approach (red) becomes more
tightly bound as the training size increases. The ﬂat approach (blue) begins to be more tightly bound
up to a certain point where it fails to follow this trend and ends up having a lot of variation.
6 Conclusion
In this paper we presented our predictive model that leverages large-scale clinical repositories
and uses pre-existing conditions to determine the probability of a patient developing psycholog-
ical conditions following a concussion. The SVM-based model was trained with a longitudinal
dataset of over 5.3 million clinical encounters of 89,840 service members that have sustained
a concussion. The model was validated with over 16,045 patients that developed PTSD and
shown to have an accuracy of over 85% at predicting the condition within the ﬁrst year fol-
lowing the injury. This paper also introduced a rule-based system for applying support vector
machines for eﬀectively segmenting and classifying clinical data and compared its eﬀectiveness
to that of a ﬂat, simple SVM. In our results we were able to show that our rule-based approach
is faster, more accurate, requires less training data, and is more tightly bound when it comes
to standard deviation. We have been able to show that rather than relying on the black box
eﬃciency of SVM’s, one should look to build a hybrid system to take advantage of segmenting
data. In addition, understanding the input data is crucial in being able to develop a hybrid
approach tailored towards the speciﬁc task.
For our future work we aim to apply our dataset and approach to deep learning, with each
diagnosis count (an integer) corresponding to an input node in a network. We believe that
the power of neural networks to ﬁnd trends in data may provide even more promising results.
However, with our given results, we look towards decisions made by healthcare providers to be
made easier through predictive models.
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