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ABSTRACT
Quality factor estimation and correction are necessary to
compensate the seismic energy dissipated during acoustic-/
elastic-wave propagation in the earth. In this process, known
as Q-filtering in the realm of seismic processing, the main
goal is to improve the resolution of the seismic signal, as
well as to recover part of the energy dissipated by the ane-
lastic attenuation. We have found a way to improveQ-factor
estimation from seismic reflection data. Our methodology is
based on the combination of the peak-frequency-shift (PFS)
method and the redatuming operator. Our innovation is in
the way we correct traveltimes when the medium consists of
many layers. In other words, the correction of the traveltime
table used in the PFS method is performed using the redatum-
ing operator. This operation, performed iteratively, allows a
more accurate estimation of the Q factor layer by layer. Ap-
plications to synthetic and real data (Viking Graben) reveal
the feasibility of our analysis.
INTRODUCTION
When seismic waves propagate inside the earth, they suffer ampli-
tude attenuation and dispersion due to the inelasticity and the hetero-
geneities of the medium (Ricker, 1953; Futterman, 1962; White,
1983; Kneib and Shapiro, 1995). Attenuation refers to the exponential
decay of the wave amplitude with distance, and dispersion is a varia-
tion of propagation velocity with frequency. Attenuation and disper-
sion can be caused by a variety of physical phenomena that can be
divided broadly into elastic processes in which the total energy of the
wavefield is conserved (scattering attenuation and geometric disper-
sion) and inelastic dissipation in which wave energy is converted
into heat.
Specifically relevant to exploration geophysics is the fact that in-
elastic attenuation and dispersion of body waves (P- and S-waves)
result from the presence of fluids in the pore space of rocks, as well
as the lithology, saturation, permeability, and pore pressure (Müller
et al., 2010). Estimation and compensation of the absorption of seis-
mic waves are fundamental tasks in seismic processing and interpre-
tation. These operations allow the improvement of seismic image
resolution by including high frequencies. The amplitude variation
with offset uncertainties are reduced, providing more information on
lithology, saturation, permeability, and pore pressure (Luh, 1993;
Best et al., 1994; Carcione et al., 2003; Carcione and Picotti, 2006).
Several methods have been developed for estimating the quality
factor from reflection and transmission data. Dasgupta and Clark
(1998) adapt the classic spectral-ratio method (Bath, 1974) for de-
termining the seismic quality factor Q from conventional common
midpoint (CMP) gathers. Tonn (1991), using different numerical
methods (among them spectral modeling and spectral ratio [Bath,
1974]), estimates the quality factor Q from vertical seismic profile
(VSP) data. Blias (2012) also modifies the spectral-ratio method of
Bath (1974) for Q determination from near-offset VSP data. From
an improvement and update of Dasgupta and Clark’s (1998) meth-
od, Reine et al. (2012) develop a robust method for measuring at-
tenuation from prestack surface seismic gathers.
Brzostowski and McMechan (1992) estimate attenuation with
a tomographic technique that is based on fitting log spectra with
a Q model. Nunesa et al. (2011) perform a comparative study to
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estimate the Q factor using different approaches, including the
peak-frequency-shift (PFS) method of Zhang and Ulrych (2002),
also analyzed in this work. Quan and Harris (1997) use this method
to construct the seismic attenuation tomography. Expanding the
PFS method, Liu and Wei (2005a) develop two absorption equa-
tions for CMP gathers in multilayer horizontal media, based on a
crooked raypath and Snell’s law. One of these equations is for off-
set, and the other is for traveltime, resulting in better precision of the
Q estimates. At the same time, Liu and Wei (2005b) develop a
method for interval Q inversion using the main frequency of re-
flected waves in CMP records.
Here, we combine the PFS method developed by Zhang and
Ulrych (2002) with the redatuming operator (Schneider, 1978; Ber-
ryhill, 1984; Pila et al., 2014; Oliveira et al., 2015) to optimize es-
timation of the Q factor from seismic surface data. In our approach,
the redatuming operator plays the important role of correcting the
straight-ray (SR) approximation for traveltimes, as considered in the
PFS implementation according to Zhang and Ulrych (2002). From a
dynamic point of view, the redatuming operator has been developed
to recover the true amplitude (by means of a geometric spreading
correction) in the zero-offset domain (Schneider, 1978; Pila et al.,
2014; Oliveira et al., 2015). In this work, we have used this operator
in the kinematic sense, getting rid of any limitations concerning the
offset. Tests with synthetic data show estimation of Q-factor values
with reasonable accuracy. Furthermore, the feasibility of this ap-
proach is also verified on a poststack time-migrated section of real
seismic data from the Viking-Graben field, North Sea, Norway.
THEORETICAL BACKGROUND
In this section, we describe our methodology to estimate the Q
factor based on the PFS method of Zhang and Ulrych (2002) to-
gether with the single-stack redatuming operator (Schneider,
1978; Pila et al., 2014; Oliveira et al., 2015). The corresponding
processing sequence iteratively uses redatuming to obtain the cor-
rect traveltime arrival and then, in the next stage, uses the PFS
method to estimate the quality factor. More details about the PFS
method can be found in Appendix A. Appendix B presents a sum-
marized explanation of the redatuming method.
Methodology considerations
The example given by Zhang and Ulrych (2002) when applying
the PFS method to CMP data (see Appendix A) is limited by con-
sidering the propagation path of the wavefield to be an SR. We can
observe that there is a difference between the propagation time of
the signal obtained using Snell’s law and the one considering an SR
(see Figure 1a). This error will certainly grow with increasing depth.
Thus, we notice that the estimated Q factors are dependent on a
good estimate of the wavefield propagation time in each layer and
the approximation performed by equation A-14 is not precise. Con-
sequently, the use of equations 9, A-15, and A-16 does not provide
correct Q values.
However, performing the redatuming operation, we can eliminate
the layers one by one and then use the redatumed time in the new
layer associated with equation 7. In a schematic representation for a
model with three horizontal plane layers (Figure 1b), the traveltimes
of each offset for the first layer are identical, allowing us to always
find a more accurate approximation in the first layer.
For the reflection at the second interface (dashed rays in Figure 1),
the traveltimes Δt 01j and Δt 02j along the ray segments in each layer
are given by
Δt 02j ¼
t2j
to2
ðto2 − to1Þ (1)
and
Δt 01j ¼ t2j − Δt 02j; (2)
where to1 and to2 denote the vertical reflection traveltimes at the first
and second interfaces (see Figure 1b), respectively, i.e., the hyper-
bolic events in the CMP gather, and t2j denotes the SR traveltime
down to the second interface at half-offset hj.
Correspondingly, for the third layer, the traveltimes Δt1j, Δt2j,
and Δt3j of the segments of the dashed ray in bold are determined
by
Δt3j ¼
t3j
to3
ðto3 − to2Þ; (3)
Δt2j ¼
t3j
to3
ðto3 − to1Þ − Δt3j; (4)
and
Δt1j ¼ t3j − Δt2j − Δt3j; (5)
where to1, to2, and to3 denote the vertical reflection traveltimes at
the first, second, and third interfaces (see Figure 1b), respectively,
and t3j denotes the SR traveltime down to the third interface at half-
offset hj.
a)
b)
Figure 1. (a) Schematic propagation of the SR and traveltime in
each layer. (b) Schematic propagation of the SR and Snell ray.
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Generalizing, we can conclude that the equations for determining
the traveltimes of the ray segments in each layer are defined by
ΔtNj ¼
tNj
toN
ðtoN − toðN−1ÞÞ;
ΔtN−1j ¼
tNj
toN
ðtoN − toðN−2ÞÞ − ΔtNj;
..
.
Δt1j ¼ tNj− · · · −ΔtðN−1Þj − ΔtNj; (6)
where toi stand for the vertical reflection traveltimes and tij stand for
the corresponding SR approximations at interface i.
Note that the redatuming is applied in the CMP gathers. The main
events are identified and picked. After this selection, the CMP
gather is redatumed to the next datum level corresponding to the
earlier chosen event. The redatuming operation can be performed
using the root-mean-square (rms) velocity or the interval velocity
of the layer above the event (Oliveira et al., 2015). This process
is iteratively performed for all chosen events. In Figure 2, the re-
datuming operation is schematically demonstrated. The redatuming
operation is performed to reposition the seismic acquisition to an-
other deeper level. Thus, the seismic events are shifted and the first
event can be eliminated so that the present second event can become
the new first event, allowing the Q factor to be estimated by equa-
tion 7; i.e.,
Qj ¼
πtfpjf2m
2ðf2m − f2pjÞ
; (7)
where fpj is the peak frequency for each trace in the CMP gather
and fm is the dominant frequency that can be determined from
fm ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fp1fp2ðt2fp1 − t1fp2Þ
t2fp2 − t1fp1
s
: (8)
The final Q value for a layer is then determined by the arithmetic
mean over all Qj at all offsets; i.e.,
QN ¼
Xk
i¼1
QNi
k
: (9)
RESULTS
We applied our methodology to obtain the quality factors to two
synthetic attenuated data and to a real seismic data set.
First numerical example: Layer-cake model
The first model consists of five horizontal layers with
velocities of v1 ¼ 1508, v2 ¼ 2000 v3 ¼ 2132, v4 ¼ 3015, and
v5 ¼ 3333 m∕s, respectively (see Figure 3a). The attenuation fac-
tors are Q1 ¼ 80, Q2 ¼ 120, Q3 ¼ 160, and Q4 ¼ 200 (see
Figure 3b). Note that the Q and velocities increase with depth.
For this model, we generated synthetic data sets using Gaussian-
beam modeling with a Ricker wavelet with a dominant frequency
of 25 Hz. The distance between shotpoints and receivers was 10 m.
We then sorted the data into CMP families and selected CMP 501
for our analysis (see Figure 3c). However, because the model has a
constant velocity in each layer, any CMP could have been chosen.
Using the attenuated input CMP data, we estimated the Q values
by means of the multilayer extension of the PFS method according
to Zhang and Ulrych (2002), which is based on equation A-15 and a
SR approximation. We tested the interval and the rms velocities in
the PFS method, but we did not observe significant differences.
Our methodology, based on redatuming plus PFS, uses equation 7
to estimate theQ values for each reflection event of the seismic trace
in the CMP gather. In the case of the first layer, only the first events
are used to calculate the final Q factor of the layer, i.e., the mean
of all Q factors obtained from the first event in each trace of the
CMP gather. Because of the redatuming step, this process remains
the same for all other layers. Then, the Q estimation is based on the
traveltime correction using the redatuming operation. In this experi-
ment, we obtained slightly different results using interval or rms
velocities.
a) b)
c) d)
Figure 2. Schematic representation of the redatuming operator in
CMP data. (a) The Q-velocity model and CMP system acquisition.
(b) The generated data with three representative events. (c) The
Q-velocity model and CMP system acquisition after the redatuming.
(d) The redatumed events in dashed line.
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Figure 3. Layer-cake model with five horizontal layers. (a) The Q
values, (b) velocity profile, and (c) typical CMP gather.
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Detailed results are summarized in Table 1. For the first layer, all
results are identical because no redatuming is involved. We note that
the redatuming step has improved the results for the second, third,
and fourth layers with respect to the SR results, irrespective of
the velocity used. Although the SR approximation leads to overesti-
matedQs, the redatuming results are systematically underestimated.
We can also observe in Table 1 that the errors in the estimated values
of quality factors Q2 are identical for redatuming using interval or
rms velocities. For Q3, the interval velocity led to a better estimate,
whereas Q4 was better estimated using the rms velocity. Because
both underestimate the Q values for the deeper layers, the better
estimation of Q4 with the rms velocity is probably a compensation
effect for the larger error in Q3. The remaining errors in the reda-
tuming approach can be attributed to two effects. Most prominently,
the single-stack redatuming operation of Pila et al. (2014) used
here was derived for zero offset, leading to an increasing error with
offset. Moreover, traveltime picking errors cannot be completely
discarded.
To verify the robustness of our methodology, we repeated the
above experiment using a 10% too high velocity in the redatuming
step. Consequently, this resulted in a perturbation of the traveltime
estimates. Table 2 shows the results in detail. We note that the SR
approximation is very robust with respect to velocity erros. In the
deeper layers, the Q estimates are identical to the ones obtained
without velocity perturbation. The redatuming procedure leads to
slightly different estimates. Note, however, that even using a veloc-
ity with a 10% error, the estimates are still better than the SR results.
In both cases, we can notice in Tables 1 and 2 that the estimated
quality factors with redatumed data for interval and rms velocities
are closer to the exact value than the SR-based ones. In contrast, the
SR method gives good results only for the first two layers.
Second numerical example: Model with
lateral velocity variation
In this example, we considered a model with lateral velocity
variation consisting of five layers and velocity values of v1 ¼
2000, v2 ¼ 3162, v3 ¼ 2236, v4 ¼ 3015, and v5 ¼ 3333 m∕s.
The attenuation factor for each layer (from one to five) was
Q1 ¼ 70, Q2 ¼ 120, Q3 ¼ 50, and Q4 ¼ 160 (see Figure 4). This
model also contains a local structural high, simulating a gas lens
with low velocity and low Q. The synthetic seismic data were gen-
erated following the same procedure used for the first example.
After modeling, the seismic data were generated and sorted in
CMP families. The distance between traces is 10 m for each CMP.
We chose CMP 300 at the position indicated in Figure 4 for our
Q-factor estimation. Figure 5a shows the noise-free input data, and
Figure 5c shows these data after addition of random noise.
As mentioned before, we applied the SR Q-factor estimation us-
ing the interval velocity. The recursive application of the redatum-
ing operation to estimate the traveltimes in each layer was carried
out twice: once with the interval velocity and once with the rms
velocities. Then, we used the attenuated data and the new redatumed
time to perform the estimation of the quality factor. Table 3 shows
the estimated Q-factor values considering the interval velocity and
rms velocity of the layers. Based on the values depicted in Table 3,
it may be noted that the estimation using the redatuming-based
approach gives closer results to the real values of Q than the SR
approximation. The relative errors decrease by an order of mag-
nitude.
As mentioned before, we verified the robustness of our method-
ology by introducing a perturbation of þ10% in the interval and
rms velocities. For both velocities, as we can see in Table 4, the
estimated quality factors with redatumed data and interval or rms
Table 1. Quality factor estimations. The first column shows the exact Q values, whereas the second column shows the values
estimated by the SR approximation. The third and fourth columns exhibit our estimates using interval and rms velocities. The
last three columns show the respective errors.
Exact value Straight ray
Redatuming
interval velocity
Redatuming
rms velocity Error SR
Error
interval velocity
Error rms
velocity
Q1 80 80.64 80.64 80.64 0.8% 0.8% 0.8%
Q2 120 121.03 120.35 120.35 0.8% 0.3% 0.3%
Q3 160 276.35 150.90 128.38 72% 5.6% 19.75%
Q4 200 533.66 169.03 186.45 166% 15.5% 6.7%
Table 2. Quality factor estimated with a perturbation of 10% in the interval velocity and rms velocity. This perturbation was
introduced in the velocity values depicted in Figure 3.
Exact value Straight ray
Redatuming
interval velocity
Redatuming
rms velocity Error SR
Error interval
velocity
Error rms
velocity
Q1 80 80.64 80.64 80.64 0.8% 0.8% 0.8%
Q2 120 119.67 123.35 123.35 0.2% 2.8% 2.8%
Q3 160 276.35 131.52 160.77 73% 17.8% 0.5%
Q4 200 533.66 261.55 135.45 156% 30% 32%
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velocities are much closer to the exact values than the results ob-
tained by the SR approximation. Note that the SR method yields a
good match with the real values in the first two layers. However, in
the deeper layers (see Table 4) in which the propagation path de-
viates more strongly from a straight line, the estimated values are
completely different from the true values.
The next test consists of applying a Q-compensation filter. For
this purpose, we used theQ values estimated by our approach using
rms velocity, being Q1 ¼ 72.3, Q2 ¼ 119.51, Q3 ¼ 48.26, and
Q4 ¼ 160.47. Figure 5b shows theQ-corrected CMP 300. The trace
corresponding to position 7.2 km (distance axes; see Figure 4) after
correction is depicted in Figure 6. The amplitude recovery due to Q
compensation, particularly for the events reflected below the gas
lens (the third and fourth events in Figure 6) is quite evident.
To test the performance of the method under slightly more real-
istic conditions, we repeated the above experiment after addition of
random noise to the synthetic data. with a signal-to-noise ratio (S/N)
of 30 with respect to the strongest part of the first reflection event,
which corresponds approximately to a S/N of 2 with respect to the
last reflection event. The noisy data at CMP 300 are shown in
Figure 5c.
The Q values estimated from the noisy data with redatuming us-
ing the rms velocity were Q1 ¼ 69.32, Q2 ¼ 131.27, Q3 ¼ 68.70,
and Q4 ¼ 141.26. After Q estimation, we performed a Q compen-
sation using the inverse Q filter. Figure 5d shows the noisy CMP
300 after compensation. We note that the deeper events present a
better resolution and the frequency spectrum is partially recovered
when compared with the frequency spectrum of the input data (see
bottom of Figure 5a).
An important consideration regards the sources of errors in the
Q-factor estimates. We find that the errors are mainly governed by
factors such as a low S/N, incorrect determination of the peak fre-
quency fp, imprecise traveltime pick, and the SR approximation.
These factors substantially influence the deeper reflectors. How-
ever, the methodology using redatuming before the PFS method de-
creases the effect of the SR approximation to its influence between
interfaces. Generally speaking, the SR approximation is less dam-
aging for reflectors near the surface because ray
bending becomes more prominent with propaga-
tion distance and velocity variation. This explains
the relative success of the redatuming-based pro-
cedure because it restricts the use of this approxi-
mation to events close to the respective datum. As
a drawback, the redatuming operator requires a
velocity model, which means that velocity errors
can be carried over to the Q-factor estimates.
Viking Graben data set
The following description about the geologic
features of the Viking Graben area is based
on Brown (1990) and Glennie and Underhill
(1998). The Viking Graben is a north−south-
trending linear trough straddling the boundary
between the Norwegian and UK sectors of the
northern North Sea (see location in Figure 7a).
The East Shetland platform, with Tertiary strata
resting directly on Devonian redbeds, lies to the
west of the graben. To its east is the Vestland
Arch, a narrow fault-bounded ridge. The Jurassic
strata in the North Sea area occur, for the most part, in fault-
bounded basins related to the development (through regional
extension) of the graben system. These reservoirs are sometimes
vertically stacked and are separated by deepwater shales. The Juras-
sic was a period of active faulting, and hydrocarbon traps are
usually fault-bounded structures, but some are associated with
stratigraphic truncation at the Base Cretaceous Unconformity.
The depositional environments of the Jurassic reservoirs range from
fluvial to deltaic and shallow marine. Productive sands have been
encountered in diverse local structural positions (see the interpreted
poststack time-migrated image in Figure 7b), including the crests of
tilted fault blocks, the downthrown side of normal faults, and
arched-over salt-induced faults, the “highs.” Due to the presence
of this active fracturing in the Jurassic, the quality factor is expected
to tend to decrease with increasing depth. This decrease can be ob-
served in Q values estimated at well B (CMP 1572) provided with
the ExxonMobil data set (see Figure 8c and 8d).
The Viking Graben data set was acquired with 1001 shotpoints
and 120 channels. The sampling rate was 4 ms, and the recording
Figure 5. Data sections at CMP 300 with corresponding frequency spectra. (a) Input
attenuated data. (b) Data with Q-compensation filter. (c) Input attenuated data with ran-
dom-noise addition. (d) Noisy data with Q-compensation filter. The traces, particularly
the later events, present a better amplitude and resolution after Q compensation (even
with noise addition).
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time was 6 s. The distance was 25 m between shotpoints and 25 m
between receivers. The minimum and maximum offsets were of 262
and 3237 m, respectively. The water depth along the seismic line
was a relatively constant 300 m. The preprocessing and processing
steps consisted of trace muting, band-pass filtering with a zero-
phase (6–12–50–70) Hz Ormsby filter, spherical-divergence correc-
tions, and predictive deconvolution with 320 ms of operator length
and 20 ms lag. This preprocessing was necessary to enhance the
data and to attenuate the noise before applying our methodology.
For the Q estimation, we applied our methodology to the prepro-
cessed CMP gathers at every 100th CMP, resulting in 23 columns of
Q. In each CMP, we chose four traveltime curves, which means that
we determined four Q-factor values for each CMP. These values
were interpolated by cubic splines. The resulting Q map generated
is depicted in Figure 8a. Comparing the Q values estimated by
well logs with the values from the SR approach (see Figure 8c)
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pl
itu
de
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Compensated data Input data
Figure 6. Trace comparison before and after Q compensation.
Amplitudes at the top and base of the velocity anomaly were
improved.
Figure 7. (a) The Viking Graben map modified from Glennie and
Underhill (1998). The black rectangle shows the area of Viking Gra-
ben oil field. (b) Time-migrated and interpreted seismic section of
the study area, where the main geologic structures, faults, anoma-
lies, and geologic facies are shown (Monroe et al., 2015).
Table 3. Quality factor estimations. The first column shows the exact Q values, whereas the second column shows the values
estimated by the SR method. The third and fourth columns exhibit our estimation using interval and rms velocities. The other
columns show the relative errors.
Exact value
Straight
ray
Redatuming
interval velocity
Redatuming rms
velocity Error SR
Error interval
velocity
Error rms
velocity
Q1 70 72.02 72.02 72.02 2% 2% 2%
Q2 120 113.16 119.51 119.56 5.8% 0.4% 0.4%
Q3 50 105.60 48.26 56.46 110% 3.5% 12.92%
Q4 160 218.46 160.47 158.58 36% 0.2% 0.8%
Table 4. Quality factor estimated with 10% too high interval and rms velocities. This perturbation was introduced in the
velocity values depicted in Figure 4.
Exact value
Straight
ray
Redatuming
interval velocity
Redatuming rms
velocity Error SR
Error interval
velocity
Error rms
velocity
Q1 70 72.02 72.02 72.02 2% 2% 2%
Q2 120 112.16 121.64 122.53 6.5% 1.3% 2%
Q3 50 105.60 70.13 66.42 108% 40% 33%
Q4 160 218.46 152.41 153.51 38% 4.3% 4.0%
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and the redatuming methodology (see Figure 8d), the best similarity
is reached with the latter approach (particularly, as expected, in the
deeper layers). The Q values from well logs are those shown in
chapter 1 of Keys and Foster (1994), which were estimated from
VSP data. According to Keys and Foster (1994), the method used
to estimate the Q well profile (from the VSP data) was the spectral-
ratio method. Due to irregularities in the well-log profiles of the
gamma ray (see Figure 8e), P-wave velocity (see Figure 8f), and rock
density (see Figure 8g), a reliable correlation cannot be performed.
However, we note that an abrupt change in Q estimated after reda-
tuming at 2.4 s corresponds to abrupt changes in all three rock param-
eters at this time.
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Figure 9 shows CMP 180 before and after Q compensation
using the two approaches. It can be noted that for both methods,
the events between 1.5 and 3.2 s show an enhancement in signal
amplitude and, more importantly, in resolution. Although the am-
plitude improvement is more prominent for compensation based on
SR approaches (Figure 9c), the gain in resolution is better in the
redatuming result (Figure 9d). In this respect, it is important to re-
member that the more accentuated amplitude enhancement by SRQ
values does not necessarily mean that the amplitudes are compen-
sated correctly. Increasing amplitude without control can represent
a pitfall for the interpretation of geologic structures or a potential
target alluding to the presence of hydrocarbons. An alternative, to
verify possible overcompensation in amplitude after Q compensa-
tion, is to perform comparisons with other techniques. As shown in
Figure 8c and 8d, the values obtained by the redatuming approach
are similar to those obtained by other Q estimation techniques (the
spectral-ratio method), particularly for the deeper layers.
After stacking the Q-compensated data, we performed a Kirch-
hoff time migration. Figure 10a shows the migrated section without
Q composition, and Figure 10b shows its respective frequency spec-
trum with the dominant frequency at 15 Hz. Figure 10c shows the
migrated section after amplitude compensation using the Q map
(see Figure 8a) obtained from the SR method, and Figure 10d shows
its respective frequency spectrum with a small shift of dominant
frequency to 20 Hz. Figure 10e shows the migrated section after
amplitude compensation using the Q map (see Figure 8b) obtained
using redatuming, and Figure 10f shows that the dominant fre-
quency moved to 28 Hz. We observe in Figure 10e an improvement
of the signal in amplitude and in resolution, especially of the deep-
est events. To strengthen the conclusions from the interpretation
of the seismic image shown in Figure 10, we chose three trace cor-
responding to CMPs 700, 1100, and 1500. Figure 11 depicts a remark-
able amplitude gain and resolution of the Q-compensated seismic
traces, mainly in the region where sand and intense fracturing gas
is present (Keys and Foster, 1994; Madiba and McMechan, 2003).
We stress that the main goal of this work is to improve the per-
formance of the PFS method as proposed by Zhang and Ulrych
(2002) to obtain theQ factor in layered media. Our alternative using
redatuming showed satisfactory results for synthetic and real data. It
is important to mention that the increasing of bandwidth in the
Viking Graben data can also be achieved by other methodologies
such as a time-varying deconvolution (van der Baan, 2012).
Another important issue that needs to be raised here is amplitude
overcompensation due to too-small Q values. As shown in Fig-
ure 10a, theQ values estimated using the SR approach (equations 9,
A-15, and A-16) were too small, resulting in an overcompensation
of amplitude. However, generally, in deep layers, a small Q can be
related to an abnormally decreasing velocity or other lithologic fac-
tors (gas sand, fractures, etc). Because the velocity gradient in the
Viking Graben is positive for events between 2 and 3 s (see Fig-
ure 8f), we expect the Q values not to be so small as predicted
by the SR approach (see Figure 8a).
It is very probable that some parameters can be better adjusted for
both Q compensation processing sequences, to come up with better
results. Further tests are required with other methods forQ compen-
sation to determine the full potential of Q estimation based on re-
datuming or SR methods. For instance, one might think of other
numerical examples that take into account possible tuning effects
of reflectors and different noise levels (when the tuning effect of
reflectors is incorporated). Moreover, it should be interesting to
verify the method when the source wavelet is different from a
Ricker wavelet.
CONCLUSIONS
The estimation of the quality factor is an important issue for the
subsequent filtering of seismic data. This filtering aims at compen-
sating for the attenuation that is the wavefield is subjected to during
propagation, making it possible to obtain a seismic signal with bet-
ter quality and vertical resolution. In this work, the correction of the
traveltimes within the layers was vital for estimating the quality fac-
tors more precisely. For this purpose, we used a redatuming operator
to correct the propagation time in models in which the velocity val-
ues were approximately known (rms velocity).
In the first example (model with planar horizontal layers) using
our methodology, the quality factor estimation improved from a
very high error of approximately 72% for the SR method to a more
moderate 19.75%. In the second example (layered model with lat-
eral variation), the highest error in the estimate was approximately
20%. For shallower layers, the error was approximately 2%. Even
upon introducing an error of þ10% in the velocity model (rms and
interval), the highest error did not exceed 40%. This error is lower
than the error of the SR method (approximately 108%), which
does not depend on velocity. In general, these numerical examples
show the robustness of our methodology with respect to velocity
errors.
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Figure 10. (a) Time-migrated section without Q compensation and
(b) its respective frequency spectrum. (c) Time-migrated section with
Q factor correction using the Q map obtained by the SR method and
(d) its frequency spectrum. (e) Time-migrated section with Q factor
correction using the Q map obtained by redatuming and (f) its fre-
quency spectrum.
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When we applied our methodology to real data from the Viking
Graben in the North Sea, the estimation ofQ factors and subsequent
Q-compensation filtering demonstrated the quality of our method-
ology in improving the seismic resolution as well as the S/N in deep
areas significantly affected by fracturing. In other words, we can
observe an improvement in the deep seismic signal, resulting in
better vertical resolution, amplitude, and lateral continuity in the
events. The compensated seismic section using the Q map from
SR approach showed an increase in the amplitude and a substantial
improvement in the resolution, too. However, the Q values from the
SR approach lead to overcompensation according to a comparison
with well Q profiles from VSP data (estimated by the spectral ratio
method).
It is important to emphasize that we do not suggest that we are
introducing a new methodology to estimate the Q factor. Our pur-
pose is to introduce an additional tool forQ estimation to achieve an
improvement of a successful method (PFS). By introducing a reda-
tuming step, the use of the SR approximation can be reduced to
intralayer application. Whereas in our Viking Graben real-data ex-
ample, we show its exclusive use from scratch, we feel that its true
potential lies on achieving local improvements of previous Q-factor
models at target regions.
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APPENDIX A
PEAK-FREQUENCY-SHIFT METHOD
Medium with a single layer
In a medium with a single layer, absorption is related to the qual-
ity factor Q and the peak frequency according to
Bðf; tÞ ¼ BðfpjÞe−
πfpjt
Qj ; (A-1)
where fpj is the peak frequency of trace j in the CMP gather, t is the
traveltime,Qj is the quality factor for jth trace of the CMP, and B is
the signal amplitude. The propagation absorption increases with
time and, in terms of frequency distribution, results in the translation
of high-frequency bands to lower bands.
Considering the propagation of a wave in a half-space with a Q
factor for t seconds, the amplitude spectrum of the received signal is
defined by
Bðfpj; tÞ ¼ AðtÞBðfpjÞe−
πfpjt
Qj ; (A-2)
where AðtÞ is an amplitude factor that is independent of frequency
and absorption, t is the time, and Qj is the quality factor (Aki and
Richards, 2002). It is important to mention that parameter AðtÞ is
related to other mechanisms that affect the seismic amplitude (geo-
metric spreading, diffractions, multiples, peg legs, etc.). Supposing
that the source amplitude spectrum can be represented by a Ricker
(1953) wavelet, the frequency spectrum is then expressed by
BðfpjÞ ¼
2ffiffiffi
π
p f
2
pj
f2m
e
−
f2
pj
f2m ; (A-3)
where fm is the dominant frequency. The peak frequency fpj is
determined by taking the derivative of equation A-2 with respect
to frequency and equating it to zero (Zhang and Ulrych, 2002), re-
sulting in
fpj ¼ f2m
 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
πt
4Qj

2
þ

1
fm

2
s
−
πt
4Qj

: (A-4)
After some algebraic manipulation of equation A-4, the relation-
ship between the quality factor and the peak frequency is
Qj ¼
πtfpjf2m
2ðf2m − f2pjÞ
; (A-5)
where the quality factor is estimated for every trace of the CMP. The
final quality factor estimate at the CMP position is an arithmetic
average over allQj values along the hyperbolic CMP curve. In other
words,
Q ¼
Xk
j¼1
Qj
k
; (A-6)
where k is the number of traces in the CMP gather.
Considering the peak frequencies fp1 and fp2 at times t1 and t2
of two consecutive seismic traces, the relationship between the
quality factor and the peak frequency can be rewritten as (Zhang
and Ulrych, 2002)
Q1 ¼
πt1fp1f2m
2ðf2m − f2p1Þ
¼ πt2fp2f
2
m
2ðf2m − f2p2Þ
¼ Q2: (A-7)
This allows us to derive a relationship between the dominant
frequency and the peak frequency based on the frequency peaks of
a reflection of two different traces or offsets. This relationship can
be reformulated to obtain the dominant frequency as
fm ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fp1fp2ðt2fp1 − t1fp2Þ
t2fp2 − t1fp1
s
: (A-8)
Medium with several layers
Considering the case of a medium with two horizontal planar layers
with quality factorsQ1 andQ2 and traveltimes t1 and t2 in each layer,
respectively, Zhang and Ulrych (2002), using equation A-2, obtain
Bðfpj; tÞ ¼ AðtÞBðfpjÞe−
πfpjt1
Q1 e
−
πfpjt2
Q2 ; (A-9)
where t ¼ t1 þ t2. Then, they substituted equation A-2 on the left
side of equation A-9 and replaced Q by equation A-5. Thus, Q2
can be determined by
Q2 ¼
πt2Q1
αQ1 − πt1
; (A-10)
where
αj ¼
2f2m − 2f2pj
fpjf2m
: (A-11)
For a medium with several layers, equation A-2 becomes
Bðfpj; tÞ ¼ AðtÞBðfpjÞ exp
Xk
i¼1
XN
j¼1
πfpjΔtij
Qij

; (A-12)
where Qij and Δtij are the quality factors and traveltimes in layer i,
respectively. Index j refers to the trace number in the CMP gather.
In accordance with the simplification of the raypath, the traveltime
at a particular offset was defined as
XN
i¼1
Δtij ¼ tNj; (A-13)
with
Δtij ¼
tij
toi
½toi − toði−1Þ; j ¼ 1;2; 3; : : : :; k; (A-14)
where Δti is the traveltime in each layer determined by triangula-
rization, tij is the total time of reflection of a particular offset, toi is
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the vertical reflection traveltime until layerN, and k is the number of
traces in the CMP gather.
Considering a medium with N horizontal layers with quality fac-
tors Q1, Q2, : : : , QN , respectively, the individual quality factors at
each offset j can be represented as
QNj ¼
πΔtNj
αj − βj
; (A-15)
where α is given in equation A-11 and β is defined as
βj ¼
XN−1
i¼1
πΔtij
Qij
: (A-16)
The final quality factor for the Nth layer is again given by the
arithmetic mean over all offsets; i.e.,
QN ¼
Xk
i¼1
QNi
k
: (A-17)
APPENDIX B
REDATUMING OPERATOR
The redatuming operator is used to reposition the wavefield-ac-
quisition system, simulating the acquisition at another level and iter-
atively correcting the traveltime. In previous works (Pila et al.,
2014; Oliveira et al., 2015), the true-amplitude single-stack zero-
offset redatuming operator has been developed to recover the am-
plitude related to the geometric spreading in the zero-offset domain.
In other words, a dynamic correction of the signal was performed.
In this work, we used this operator only in the kinematic context,
considering the weight function being equal to one, thus providing
the correction for traveltime.
The unique requirement for feasible application of the redatum-
ing operator is an accurate velocity model. This condition is essen-
tial to perform a trustful repositioning of the seismic signal. In a
previous work of Oliveira et al. (2015), the redatuming operator
showed very small errors between the real and predicted reposition-
ing (after redatuming) when the interval velocity is used.
Figure B-1 shows the redatuming operation. The input level de-
noted by z ¼ zið~rÞ represents the curve (2D) or surface (3D), where
the input data (Pð~r;ωÞ) were recorded. In a corresponding manner,
the level at which the output data (Pð~ro;ωÞ) are simulated is de-
noted by z ¼ zoð~rÞ.
The redatuming operator can be applied in the frequency or time
domain. In this work, where we do not consider the true-amplitude
correction but only the traveltime, the weight function is considered
as being equal to one. In this way, the redatuming operator is given
by
Pð~rs;ωÞ ¼
Z
A
∂r
∂n
ffiffiffiffiffi
iω
p
Pð~r;ωÞ e
iωtffiffi
r
p dx; (B-1)
where Pð~r;ωÞ is the input field, Pð~rs;ωÞ is the simulated field at the
new level, ω is the frequency, n is the normal vector to the acquis-
ition line within aperture A, and r is the distance between the origi-
nal acquisition position and the output position at the new level. The
aperture A denotes the region over which data are stacked to con-
tribute to the output value at ~rs.
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