Συνδυασμένες μονάδες πολλαπλασιασμού / αθροίσματος τετραγώνων για αριθμητικά συστήματα υπολοίπων by Αδαμίδης, Δημήτριος
ΠΑΝΕΠΙΣΤΗΜΙΟ ΠΑΤΡΩΝ 
ΠΟΛΥΤΕΧΝΙΚΗ ΣΧΟΛΗ 
ΤΜΗΜΑ ΜΗΧΑΝΙΚΩΝ Η/Υ ΚΑΙ ΠΛΗΡΟΦΟΡΙΚΗΣ 
ΜΕΤΑΠΤΥΧΙΑΚΟ ∆ΙΠΛΩΜΑ ΕΙ∆ΙΚΕΥΣΗΣ ΣΤΗΝ 















πολλαπλασιασµού / αθροίσµατος 



























2. Προτεινόµενες αρχιτεκτονικές MMSSU-1..............................................5 
2.1 Παραδείγµατα modulo 2n – 1 πολλαπλασιασµού και αθροίσµατος 
τετραγώνων .............................................................................................9 
2.2 Απλή αρχιτεκτονική MMSSU-1 ......................................................13 
2.3 Αρχιτεκτονική µειωµένου χώρου MMSSU-1 ..................................14 
2.4 Ποιοτικές συγκρίσεις.......................................................................18 
3. Προτεινόµενες αρχιτεκτονικές MMSSU+1 ...........................................22 
3.1 Παραδείγµατα modulo 2n + 1 πολλαπλασιασµού και αθροίσµατος 
τετραγώνων ...........................................................................................29 
3.2 Απλή αρχιτεκτονική MMSSU+1......................................................33 
3.3 Αρχιτεκτονική µειωµένου χώρου MMSSU+1 .................................34 
3.4 Ποιοτικές συγκρίσεις.......................................................................40 
4. Ποσοτικές συγκρίσεις ...........................................................................42 





 Τα αριθµητικά συστήµατα υπολοίπων (Residue Number Systems, RNS), 
αποτελούν µια αξιόλογη εναλλακτική πρόταση έναντι του δυαδικού συστήµατος για 
εφαρµογές οι οποίες περιορίζονται στις αριθµητικές πράξεις της πρόσθεσης, της 
αφαίρεσης, του πολλαπλασιασµού και του τετραγωνισµού. Ένα αριθµητικό σύστηµα 
υπολοίπων καθορίζεται από ένα σύνολο F ακεραίων, π.χ. , οι οποίοι 
είναι ανά δύο πρώτοι µεταξύ τους. Ας υποθέσουµε ότι το 
},...,,{ 21 Fmmm
M
A  υποδηλώνει το modulo 
Μ του Α, δηλαδή το µικρότερο µη αρνητικό υπόλοιπο της ακέραιης διαίρεσης του A 
µε το M. Τότε, ένας ακέραιος A έχει µια µοναδική αναπαράσταση στο RNS, η οποία 
δίνεται από το σύνολο υπολοίπων , όπου },...,,{ 21 Faaa
imi
Aa =  αν  και 0≥A
imi
AMa +=  αν , όπου 0<A FmmmM ...21 ××=  και Fi ≤≤1 . Μια πράξη ◊ του 
RNS καθορίζεται ως ),...,,(),...,,(),...,,( 212121 FFF bbbaaazzz ◊= , όπου 
imiii
baz ◊= . 
Παρατηρούµε ότι ο υπολογισµός του zi εξαρτάται µόνο από τα αi, bi και mi. Συνεπώς, 
ο υπολογισµός του κάθε zi µπορεί να γίνεται παράλληλα σε µια ξεχωριστή 
αριθµητική µονάδα, η οποία καλείται συχνά κανάλι. Παρατηρούµε ότι κάθε κανάλι 
χειρίζεται µόνο µικρά υπόλοιπα και όχι µεγάλους αριθµούς, καθώς και ότι όλα τα 
κανάλια λειτουργούν παράλληλα χωρίς διάδοση κρατουµένου από το ένα στο άλλο. 
Αυτό σηµαίνει ότι µπορεί εύκολα να επιτευχθεί µια σηµαντική επιτάχυνση της 
διαδικασίας έναντι της αντίστοιχης του δυαδικού συστήµατος. 
 Αρκετοί επεξεργαστές ψηφιακών σηµάτων (Digital Signal Processors, DSP), 
οι οποίοι χρησιµοποιούνται σε τηλεπικοινωνιακές και άλλες εφαρµογές, έχουν 
κατασκευαστεί µε χρήση RNS συστηµάτων και πολλοί ακόµα αναµένονται στο 
µέλλον, δεδοµένου ότι θα υπάρχουν διαθέσιµα αποδοτικά modulo mi αριθµητικά 
υποσυστήµατα. Στην ανοιχτή βιβλιογραφία έχουν παρουσιαστεί πολύ αποδοτικές 
αρχιτεκτονικές για αθροιστές, πολλαπλασιαστές και τετραγωνιστές όπου το mi είναι 
 ή 1. Είναι εποµένως λογικό ότι τα RNS συστήµατα που βασίζονται στο 
σύνολο } βρίσκονται στο επίκεντρο του ενδιαφέροντος και 
χρησιµοποιούνται συχνά. 
12 −n 2 +n
12,12,2{ +− nnn
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 Παρόλα αυτά, το παραπάνω σύνολο ακεραίων δηµιουργεί ένα νέο πρόβληµα: 
το modulo  κανάλι χειρίζεται αριθµούς οι οποίοι είναι κατά ένα bit µεγαλύτεροι 
σε σχέση µε τα άλλα δύο κανάλια. Σε µια πρόχειρη υλοποίηση εποµένως η απόδοση 
του 1 καναλιού θα ήταν µικρότερη από αυτή των άλλων δύο καναλιών και θα 
περιόριζε την συνολική ταχύτητα των RNS υπολογισµών. Για να ξεπεραστεί αυτό το 




 Στην ελαττωµένη κατά ένα αναπαράσταση, κάθε αριθµός παρουσιάζεται 
µειωµένος κατά ένα modulo 12 +n . Επιπλέον, όλες οι αριθµητικές πράξεις 
απαγορεύονται για µηδενικούς αριθµούς (οι οποίοι αναγνωρίζονται εύκολα επειδή η 
ελαττωµένη κατά ένα αναπαράστασή τους έχει µονάδα στην περισσότερο σηµαντική 
θέση). Η αναπαράσταση αυτή έχει το σηµαντικό πλεονέκτηµα ότι όλοι οι αριθµοί 
µπορούν να αναπαρασταθούν µε τη χρήση n bits. Το µόνο µειονέκτηµα είναι ότι 
χρειάζονται µετατροπείς από και προς την ελαττωµένη κατά ένα αναπαράσταση. 
Παρόλα αυτά, ο χρόνος που απαιτείται για τις µετατροπές αποτελεί µόνο ένα πολύ 
µικρό ποσοστό του συνολικού χρόνου των υπολογισµών, δεδοµένου ότι ένα RNS 
σύστηµα χρησιµοποιείται όταν πραγµατοποιείται µια σειρά αριθµητικών πράξεων 
προτού απαιτηθεί µια µετατροπή. Στην ανοιχτή βιβλιογραφία έχουν παρουσιαστεί 
διάφοροι αποδοτικοί αθροιστές, πολλαπλασιαστές και τετραγωνιστές για το 
ελαττωµένο κατά ένα αριθµητικό σύστηµα. 
 Μια ακόµα λειτουργία που συναντάται συχνά σε αλγορίθµους πολυµέσων και 
DSP είναι ο υπολογισµός του αθροίσµατος τετραγώνων. Αυτή χρησιµοποιείται συχνά 
σε υπολογισµό Ευκλείδειων διακλαδώσεων, συµπίεση εικόνων, αναγνώριση 
προτύπων, εκτίµηση κίνησης σε υπολογιστικά συστήµατα όρασης, κώδικες συνέλιξης 
Viterbi, ισοστάθµιση καναλιών, εφαρµογές φίλτρων και στατιστική. Για την εκτέλεση 
της πράξης του αθροίσµατος τετραγώνων µπορεί να χρησιµοποιηθεί ένα ζευγάρι 
πολλαπλασιαστή και αθροιστή, ή ένα ζευγάρι τετραγωνιστή και αθροιστή. Αυτή η 
προσέγγιση όµως εισάγει µια σηµαντική καθυστέρηση και καθιστά αναγκαία τη 
χρήση µιας ενδιάµεσης µνήµης αποθήκευσης. Μια ξεχωριστή µονάδα αθροίσµατος 
τετραγώνων µπορεί να δώσει πολύ καλύτερα αποτελέσµατα. Αυτή η λύση όµως 
αυξάνει σηµαντικά τις χωρικές απαιτήσεις της υλοποίησης. 
 Στην παρούσα εργασία προτείνεται µια λύση η οποία τοποθετείται κάπου 
ανάµεσα στις δύο παραπάνω ακραίες περιπτώσεις, εφαρµόζοντας την ιδέα του 
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διαµοιρασµού χώρου ανάµεσα σε δύο µονάδες. Αυτές οι νέες µονάδες µπορούν να 
εκτελέσουν είτε την πράξη του πολλαπλασιασµού είτε την πράξη του αθροίσµατος 
τετραγώνων, ανάλογα µε την τιµή ενός σήµατος ελέγχου. Εξετάζεται τόσο η 
περίπτωση 1 όσο και η περίπτωση 12 −n 2 +n . Οι µονάδες που παρουσιάζονται 
ονοµάζονται στην πρώτη περίπτωση MMSSU-1, ενώ στην δεύτερη περίπτωση 
MMSSU+1. Για την περίπτωση 12 +n , υποθέτουµε ότι χρησιµοποιείται για όλους 
τους αριθµούς η ελαττωµένη κατά ένα αναπαράσταση. Τόσο οι χωρικές όσο και οι 
χρονικές απαιτήσεις των νέων µονάδων συγκρίνονται µε τις απαιτήσεις των 
αντίστοιχων πολλαπλασιαστών και αποδεικνύεται ότι µπορούν να κατασκευαστούν 
µε σχετικά µικρή επιβάρυνση. 
 Το υπόλοιπο της εργασίας αυτής είναι οργανωµένο ως εξής. Στο τµήµα 2 
παρουσιάζονται δύο προτεινόµενες αρχιτεκτονικές για µονάδες modulo . 
Αντίστοιχα, στο τµήµα 3 παρουσιάζονται δύο προτεινόµενες αρχιτεκτονικές για 
µονάδες modulo . Σε κάθε περίπτωση, παρουσιάζονται οι απαιτήσεις σε χώρο 
και οι καθυστερήσεις των σχεδιασµών, καθώς και αποτελέσµατα ποιοτικών 
συγκρίσεων. Αποτελέσµατα ποσοτικών συγκρίσεων παρουσιάζονται στο τµήµα 4, 
όπου οι προτεινόµενες αρχιτεκτονικές συγκρίνονται µε τους αντίστοιχους 
πολλαπλασιαστές. Τέλος, στο τµήµα 5 υπάρχει µια σύντοµη ανασκόπηση καθώς και 





2. Προτεινόµενες αρχιτεκτονικές MMSSU-1
 
 Θεωρούµε δύο αριθµούς Α, Β των n bits, όπου 0121 ... aaaaA nn −−=  και 
. Έστω ακόµα ότι οι αριθµοί αυτοί ακολουθούν την modulo  
αναπαράσταση. Προφανώς ισχύει  
































































































jij baPP . 
Το PPj αναπαριστά ένα µερικό γινόµενο στον πίνακα του modulo  
πολλαπλασιασµού των Α και Β. 
12 −n
 Έστω τώρα ένας αριθµός 0121 ... ccccC nn −−=  ο οποίος βρίσκεται µέσα στο 
. Στο [12] έχει δειχθεί ότι ισχύει )12,0[ −n
nnnn
n jjjnjn
j ccccC −−−−−−− = 012112 ...2 . (1) 
Αυτό σηµαίνει ότι οι όροι PPj µπορούν να αναπαρασταθούν µε n bits, ολισθαίνοντας 
τα bits των µερικών γινοµένων µε βάρος nji ≥+  στην θέση 
n
jin ++ . Έστω ότι 











 27 26 25 24 23 22 21 20
PP0 = α7b0 α6b0 α5b0 α4b0 α3b0 α2b0 α1b0 α0b0
PP1 = α6b1 α5b1 α4b1 α3b1 α2b1 α1b1 α0b1 α7b1
PP2 = α5b2 α4b2 α3b2 α2b2 α1b2 α0b2 α7b2 α6b2
PP3 = α4b3 α3b3 α2b3 α1b3 α0b3 α7b3 α6b3 α5b3
PP4 = α3b4 α2b4 α1b4 α0b4 α7b4 α6b4 α5b4 α4b4
PP5 = α2b5 α1b5 α0b5 α7b5 α6b5 α5b5 α4b5 α3b5
PP6 = α1b6 α0b6 α7b6 α6b6 α5b6 α4b6 α3b6 α2b6
PP7 = α0b7 α7b7 α6b7 α5b7 α4b7 α3b7 α2b7 α1b7
Πίνακας 1. Μερικά γινόµενα για πολλαπλασιασµό modulo 2n – 1. 
 
Για την modulo  µείωση των µερικών γινοµένων σε δύο µόνο 
προσθετέους µπορεί να χρησιµοποιηθεί µια αρχιτεκτονική που βασίζεται σε ένα 
δέντρο πλήρων αθροιστών (δέντρο Wallace). Επιπλέον, στην αρχιτεκτονική αυτή θα 
πρέπει να έχουµε end-around-carry, δηλαδή το κρατούµενο της πιο σηµαντικής 
βαθµίδας θα πρέπει να επιστρέφει στην λιγότερο σηµαντική βαθµίδα κάθε γραµµής. 
H χρήση του δέντρου Wallace σε έναν δυαδικό πολλαπλασιαστή περιπλέκει τη δοµή 
του και οι διασυνδέσεις ανάµεσα στους πλήρεις αθροιστές δεν παρουσιάζουν κάποια 
κανονικότητα. Το γεγονός αυτό αποτελεί ένα µεγάλο πρόβληµα και για το λόγο αυτό 
δεν υπάρχουν πολλές VLSI υλοποιήσεις δυαδικών πολλαπλασιαστών οι οποίοι 
χρησιµοποιούν το δέντρο Wallace. Σε έναν δυαδικό πολλαπλασιαστή, η κάθε στήλη 
του πίνακα των µερικών γινοµένων έχει διαφορετικό µέγεθος και αυτό είναι η 
κυριότερη πηγή των προβληµάτων. Αντίθετα, σε έναν modulo πολλαπλασιαστή το 
µέγεθος κάθε στήλης είναι το ίδιο. Στην περίπτωση αυτή το δέντρο Wallace 
παρουσιάζει µεγάλη κανονικότητα και εποµένως η υλοποίησή του γίνεται πολύ 
ευκολότερη. Ας θεωρήσουµε ότι c
12 −n
n είναι το κρατούµενο της πιο σηµαντικής βαθµίδας 
κατά τη διάρκεια ενός σταδίου i της µείωσης. Προφανώς το cn έχει βάρος 2n. Εφόσον 
1212
2 −− = nn nnn cc , (2) 
το cn µπορεί πολύ απλά να προστεθεί στην λιγότερο σηµαντική βαθµίδα του 
επόµενου σταδίου της µείωσης. Με τον τρόπο αυτό σχηµατίζεται µια αρχιτεκτονική 
δέντρου modulo άθροισης µε end-around-carry ([33]). Μετά από το δέντρο αυτό της 
modulo άθροισης θα πρέπει να έχουν αποµείνει µόνο δύο προσθετέοι. Αυτοί οι δύο 
προσθετέοι θα πρέπει να προστεθούν modulo 12 −n  προκειµένου να πάρουµε το 
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τελικό αποτέλεσµα. Για αυτή την τελική άθροιση µπορεί να χρησιµοποιηθεί ένας 
παράλληλος modulo  αθροιστής ([8], [9] και [10]). 12 −n
 Ας εξετάσουµε τώρα την περίπτωση του modulo αθροίσµατος τετραγώνων. 





















































i bbbBBB . 
Το άθροισµα τετραγώνων Α2 + Β2 παράγει  




















































Ο όρος  µπορεί να αντικατασταθεί από τα αντίστοιχα αθροίσµατα και 
























































ii bababababa . 
Εποµένως το άθροισµα τετραγώνων A2 + B2 µπορεί να ξαναγραφτεί ως εξής:  

































ii bbaababaBA . (4) 
 Τα µερικά γινόµενα του modulo 12 −n  αθροίσµατος τετραγώνων µπορούν να 
παραχθούν µε τρόπο ανάλογο της περίπτωσης του πολλαπλασιασµού, εφαρµόζοντας 
δηλαδή την (1) στους όρους της (4). Παρατηρούµε ότι στην γενική περίπτωση 
απαιτούνται  µερικά γινόµενα για τον σχηµατισµό του πίνακα του modulo 
αθροίσµατος τετραγώνων. Όπως και στην περίπτωση του πολλαπλασιασµού, µπορεί 
να χρησιµοποιηθεί µια βασιζόµενη σε πλήρεις αθροιστές αρχιτεκτονική δέντρου µε 
end-around-carry για την µείωση των γραµµών σε δύο προσθετέους, ενώ για την 
τελική modulo πρόσθεση µπορεί να χρησιµοποιηθεί ένας modulo  παράλληλος 
αθροιστής. Προφανώς η έξοδος του αθροιστή αυτού είναι το επιθυµητό αποτέλεσµα. 
Για παράδειγµα, όταν  έχουµε 
2+n
12 −n
8=n 1028 =+  γραµµές µερικών γινοµένων, όπως 
φαίνεται και στον παρακάτω πίνακα. 
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 27 26 25 24 23 22 21 20
PP0 = α6α0 α5α0 α4α0 α3α0 α2α0 α1α0 α0b0 α7α0
PP1 = α5α1 α4α1 α3α1 α2α1 α1b1 b0b1 α7α1 α6α1
PP2 = α4α2 α3α2 α2b2 b1b2 b0b2 α7α2 α6α2 α5α2
PP3 = α3b3 b2b3 b1b3 b0b3 α7α3 α6α3 α5α3 α4α3
PP4 = b2b4 b1b4 b0b4 α7α4 α6α4 α5α4 α4b4 b3b4
PP5 = b1b5 b0b5 α7α5 α6α5 α5b5 b4b5 b3b5 b2b5
PP6 = b0b6 α7α6 α6b6 b5b6 b4b6 b3b6 b2b6 b1b6
PP7 = α7b7 b6b7 b5b7 b4b7 b3b7 b2b7 b1b7 b0b7
PP8 = 0 α3⊕b3 0 α2⊕b2 0 α1⊕b1 0 α0⊕b0
PP9 = 0 α7⊕b7 0 α6⊕b6 0 α5⊕b5 0 α4⊕b4
Πίνακας 2. Μερικά γινόµενα για άθροισµα τετραγώνων modulo 2n – 1. 
 
 Όπως είδαµε παραπάνω, ο πίνακας του αθροίσµατος τετραγώνων έχει δύο 
παραπάνω γραµµές σε σχέση µε τον πίνακα του πολλαπλασιασµού. Προκειµένου να 
γίνει δυνατή η υλοποίηση και των δύο λειτουργιών από το ίδιο κύκλωµα, ο πίνακας 
του πολλαπλασιασµού ξαναγράφεται ως εξής για µια MMSSU-1. 
 
 27 26 25 24 23 22 21 20
PP0 = α7b0 α6b0 α5b0 α4b0 α3b0 α2b0 α1b0 α0b0
PP1 = α6b1 α5b1 α4b1 α3b1 α2b1 α1b1 α0b1 α7b1
PP2 = α5b2 α4b2 α3b2 α2b2 α1b2 α0b2 α7b2 α6b2
PP3 = α4b3 α3b3 α2b3 α1b3 α0b3 α7b3 α6b3 α5b3
PP4 = α3b4 α2b4 α1b4 α0b4 α7b4 α6b4 α5b4 α4b4
PP5 = α2b5 α1b5 α0b5 α7b5 α6b5 α5b5 α4b5 α3b5
PP6 = α1b6 α0b6 α7b6 α6b6 α5b6 α4b6 α3b6 α2b6
PP7 = α0b7 α7b7 α6b7 α5b7 α4b7 α3b7 α2b7 α1b7
PP8 = 0 0 0 0 0 0 0 0 
PP9 = 0 0 0 0 0 0 0 0 
Πίνακας 3. Μερικά γινόµενα για πολλαπλασιασµό modulo 2n – 1, υλοποιηµένο από µια MMSSU-1. 
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 Από την παραπάνω ανάλυση προκύπτει ότι ο modulo  
πολλαπλασιαστής και η modulo 
12 −n
12 −n  µονάδα αθροίσµατος τετραγώνων έχουν 
παρόµοια δοµή. Αρχικά έχουµε ένα υποκύκλωµα παραγωγής µερικών γινοµένων, 
έπειτα µια µονάδα modulo µείωσης των µερικών γινοµένων σε δύο προσθετέους και 
τέλος έναν modulo  παράλληλο αθροιστή. Βασιζόµενοι σε αυτά τα 
αποτελέσµατα, παρακάτω προτείνουµε δύο αρχιτεκτονικές για την ενοποίηση των 
παραπάνω σχεδιασµών σε ένα µόνο κύκλωµα. Η πρώτη αρχιτεκτονική που 
παρουσιάζεται καλείται απλή αρχιτεκτονική MMSSU
12 −n
-1, λόγω του απλού τρόπου 
υλοποίησής της. Η δεύτερη αρχιτεκτονική στοχεύει στη µείωση του συνολικού χώρου 
που απαιτείται για την υλοποίησή της και καλείται αρχιτεκτονική µειωµένου χώρου 
MMSSU-1. 
 
2.1 Παραδείγµατα modulo 2n – 1 πολλαπλασιασµού και 
αθροίσµατος τετραγώνων 
 
 Πριν προχωρήσουµε παρακάτω, είναι χρήσιµο να εξετάσουµε από κοντά πώς 
ακριβώς πραγµατοποιούνται ο πολλαπλασιασµός και το άθροισµα τετραγώνων σε 
αριθµητική modulo . Παρακάτω φαίνεται πώς εκτελείται ο πολλαπλασιασµός 
από µια MMSSU
12 −n
-1. Έστω ότι 8=n . Οι αριθµοί που πολλαπλασιάζονται είναι οι 155 
(10011011) και 109 (01101101). Το αποτέλεσµα της πράξης 155*109 modulo 255 
είναι 65 (01000001). 
 
 
1 0 0 1 1 0 1 1 (155) 
* 0 1 1 0 1 1 0 1 (109) 
 1 0 0 1 1 0 1 1         Α 
 0 0 0 0 0 0 0 0 
 0 1 1 0 1 1 1 0 
 1 1 0 1 1 1 0 0 
 0 0 0 0 0 0 0 0 
 0 1 1 1 0 0 1 1 
 1 1 1 0 0 1 1 0 
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 0 0 0 0 0 0 0 0 
 0 0 0 0 0 0 0 0 
 0 0 0 0 0 0 0 0 
s 1 1 1 1 0 1 0 1         Β 
c       0 0 0 0 1 0 1 0 0
s 1 0 1 0 1 1 1 1 
c       0 1 0 1 0 0 0 0 0
s 1 1 1 0 0 1 1 0 
c       0 0 0 0 0 0 0 0 0
 0 0 0 0 0 0 0 0 
s 0 1 0 0 1 1 1 0         C 
c       1 0 1 1 0 1 0 1 1
s 0 1 0 0 0 1 1 0 
c       1 0 1 0 0 0 0 0 1 
 0 0 0 0 0 0 0 0 
s 0 1 1 0 0 0 1 1         D 
c       0 1 0 0 1 1 1 0 0
 0 1 0 0 0 0 0 1 
 0 0 0 0 0 0 0 0 
s 1 0 1 1 1 1 1 0         E 
c       0 1 0 0 0 0 0 1 0 
 0 0 0 0 0 0 0 0 
s 0 0 1 1 1 1 0 0         F 
c       1 0 0 0 0 0 1 0 1
         0 0 1 0 0 0 0 0 1         G 
                      0 
 0 1 0 0 0 0 0 1 (65)        H 
 
Κάθε τρεις γραµµές «συµπιέζονται» σε δύο χρησιµοποιώντας πλήρεις 
αθροιστές. Οι τρεις αυτές γραµµές µπορεί να είναι µερικά γινόµενα, ενδιάµεσα 
αθροίσµατα ή κρατούµενα. Μια γραµµή αθροισµάτων σηµειώνεται µε s, ενώ µια 
γραµµή κρατουµένων σηµειώνεται µε c. Κάθε κρατούµενο της πιο σηµαντικής 
βαθµίδας σε κάθε γραµµή υπογραµµίζεται και µεταφέρεται στην λιγότερο σηµαντική 
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βαθµίδα της γραµµής. Επίσης υπογραµµίζεται το bit που µετακινήθηκε. Το A είναι το 
βήµα που απαιτείται για την παραγωγή του πίνακα των µερικών γινοµένων. Οι δέκα 
γραµµές που φαίνονται αντιστοιχούν στις γραµµές του πίνακα 3. Τα B, C, D, Ε και F 
είναι τα βήµατα της συµπίεσης που πραγµατοποιείται από το δέντρο Wallace. 
Χρησιµοποιώντας πλήρεις αθροιστές, οι γραµµές συµπιέζονται από δέκα που ήταν 
αρχικά σε δύο. Το κρίσιµο µονοπάτι κάθε βήµατος αυτής της φάσης παρουσιάζει 
καθυστέρηση ίση µε αυτή ενός πλήρους αθροιστή. Εποµένως, η συνολική 
καθυστέρηση αυτής της φάσης είναι η καθυστέρηση πέντε πλήρων αθροιστών. Τα 
δύο τελευταία βήµατα, G και H, αναπαριστούν έναν γρήγορο modulo 255 αθροιστή. 
Ειδικότερα, το G αναπαριστά έναν γρήγορο αθροιστή των 8 bits, ενώ το H 
αναπαριστά την διόρθωση κρατουµένου που απαιτείται για άθροιση modulo 255. 
 Τώρα θα εξετάσουµε πώς υπολογίζεται το άθροισµα τετραγώνων modulo 
. Θεωρούµε πάλι τους ίδιους αριθµούς, δηλαδή 12 −n 155=A  (10011011) και 
 (01101101). Ισχύει 109=B 22 BA +  modulo 255 = 206 (11001110). Η διαδικασία 
για την εύρεση του αποτελέσµατος προχωράει όπως στο παρακάτω παράδειγµα. 
 
1 0 0 1 1 0 1 1 (155) 
0 1 1 0 1 1 0 1 (109) 
0 0 1 1 0 1 1 1         A 
0 1 1 0 0 0 1 0 
0 0 0 0 1 0 0 0 
1 1 0 1 1 0 0 1 
0 0 0 1 0 0 0 0 
0 1 0 0 0 0 1 1 
1 0 0 1 0 1 1 0 
0 0 0 0 0 0 0 0 
0 0 0 1 0 1 0 0 
0 1 0 1 0 1 0 1 
s 0 1 0 1 1 1 0 1         B 
c       0 0 1 0 0 0 1 0 0 
s 1 0 0 0 1 0 1 0 
c       0 1 0 1 0 0 0 1 0
s 1 0 0 0 0 0 1 0 
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c       0 0 0 1 0 1 0 0 0
 0 1 0 1 0 1 0 1 
s 1 0 0 1 0 0 1 1         C 
c       0 1 0 0 1 1 0 0 0
s 0 0 0 0 1 0 0 0 
c       1 0 1 0 0 0 1 0 1
 0 1 0 1 0 1 0 1 
s 0 0 0 0 0 0 1 1         D 
c       1 0 0 1 1 0 0 0 1
 0 1 0 0 0 1 0 1 
 0 1 0 1 0 1 0 1 
s 0 1 1 1 0 1 1 1         E 
c       0 0 0 0 0 0 0 1 0
 0 1 0 1 0 1 0 1 
s 0 0 1 0 0 0 0 0         F 
c       0 1 0 1 0 1 1 1 0
         0 1 1 0 0 1 1 1 0         G 
                                 0 
 1 1 0 0 1 1 1 0 (206)        H 
 
Η µόνη διαφορά της πράξης του αθροίσµατος τετραγώνων µε την πράξη του 
πολλαπλασιασµού είναι ο τρόπος µε τον οποίο σχηµατίζονται τα αρχικά µερικά 
γινόµενα. Από εκεί και πέρα ακολουθείται ακριβώς η ίδια λογική προκειµένου να 
φτάσουµε στο τελικό αποτέλεσµα. Όπως και στο παράδειγµα του πολλαπλασιασµού, 
το A είναι το βήµα που απαιτείται για την παραγωγή του πίνακα των µερικών 
γινοµένων. Οι δέκα γραµµές του βήµατος Α αντιστοιχούν στα µερικά γινόµενα του 
πίνακα 2. Τα B, C, D, E και F είναι τα βήµατα της συµπίεσης που πραγµατοποιείται 
από το δέντρο Wallace. Χρησιµοποιώντας πλήρεις αθροιστές, οι γραµµές 
συµπιέζονται από δέκα που ήταν αρχικά σε δύο. Το κρίσιµο µονοπάτι κάθε βήµατος 
αυτής της φάσης παρουσιάζει καθυστέρηση ίση µε αυτή ενός πλήρους αθροιστή. 
Εποµένως, η συνολική καθυστέρηση αυτής της φάσης είναι η καθυστέρηση πέντε 
πλήρων αθροιστών. Τα δύο τελευταία βήµατα, G και H, αναπαριστούν έναν γρήγορο 
modulo 255 αθροιστή. Ειδικότερα, το G αναπαριστά έναν γρήγορο αθροιστή των 8 
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bits, ενώ το H αναπαριστά την διόρθωση κρατουµένου που απαιτείται για άθροιση 
modulo 255. 
 
2.2 Απλή αρχιτεκτονική MMSSU-1
 
 Μία απλή λύση για την ενοποίηση των δύο πράξεων σε ένα µόνο κύκλωµα 
είναι η χρησιµοποίηση ενός πολυπλέκτη για κάθε bit που διαφέρει στους πίνακες των 
BA×  και 22 BA + . Μια τέτοια αρχιτεκτονική απαιτεί στην χειρότερη περίπτωση: 
• n πύλες XOR για τον σχηµατισµό των bits της µορφής ii ba ⊕ . 
• ( )n22  πύλες AND για την παραγωγή των bits της µορφής αiαj ή bibj. 
• n2 πύλες AND για την παραγωγή των bits της µορφής αibj. 
• n2 πολυπλέκτες για την επιλογή των σωστών µερικών γινοµένων ανάλογα µε 
την επιθυµητή πράξη. Οι πολυπλέκτες αυτοί χρησιµοποιούνται για τον 
σχηµατισµό των n πρώτων γραµµών. 
• n πύλες AND για την παραγωγή των όρων ( )ii bas ⊕ .  
• Μία βασιζόµενη σε πλήρεις αθροιστές αρχιτεκτονική δέντρου µε end-around-
carry για την µείωση των 2+n  µερικών γινοµένων σε δύο τελικούς 
προσθετέους. Έστω ότι 2+= nk . Τότε ο αριθµός των σταδίων του δέντρου 
αυτού είναι µια συνάρτηση του αριθµού των µερικών γινοµένων, D(k). Το 
D(k) φαίνεται στον πίνακα 4 για όλες τις πρακτικές τιµές που µπορεί να πάρει 
το n. Ο αριθµός των πλήρων αθροιστών που απαιτούνται για το δέντρο αυτό 
είναι .  2nnn =×
• Έναν modulo  παράλληλο αθροιστή. 12 −n
Προφανώς το κρίσιµο µονοπάτι αυτής της αρχιτεκτονικής αρχίζει στην είσοδο µιας 
πύλης XOR και περνάει µέσα από µια πύλη AND, το δέντρο των αθροιστών και 










5 ≤ k ≤ 6 3 
7 ≤ k ≤ 9 4 
10 ≤ k ≤ 13 5 
14 ≤ k ≤ 19 6 
20 ≤ k ≤ 28 7 
29 ≤ k ≤ 42 8 
43 ≤ k ≤ 63 9 
64 ≤ k ≤ 94 10 
Πίνακας 4.  Βήµατα που απαιτούνται για ένα δέντρο µε k εισόδους. 
 
 Ένα συχνά χρησιµοποιούµενο µοντέλο για τη σύγκριση διαφόρων 
αρχιτεκτονικών είναι το µοντέλο unit-gate ([32]). Σύµφωνα µε το µοντέλο αυτό, όλες 
οι µονοτονικές πύλες δύο εισόδων ισοδυναµούν µε µία πύλη τόσο από άποψη χώρου 
όσο και καθυστέρησης. Επιπλέον, µια πύλη XOR ή XNOR δύο εισόδων, καθώς και 
ένας δύο-σε-ένα πολυπλέκτης, ισοδυναµεί µε δύο πύλες τόσο από άποψη χώρου όσο 
και καθυστέρησης. Χρησιµοποιώντας το παραπάνω µοντέλο, µπορούµε να 
υπολογίσουµε τον χώρο Asimple,-1 και την καθυστέρηση Tsimple,-1 της απλής 
αρχιτεκτονικής MMSSU-1. Υποθέτουµε ότι για τον τελικό παράλληλο αθροιστή 
χρησιµοποιείται η υλοποίηση που προτείνεται στο [8]. Τότε έχουµε 
nnnnAsimple 6log311
2
1, ++=−  
( ) 6log2241, +++=− nnDTsimple  
 
2.3 Αρχιτεκτονική µειωµένου χώρου MMSSU-1
 
 Η απλή αρχιτεκτονική MMSSU-1 χρησιµοποιεί πολλούς πολυπλέκτες 
προκειµένου να επιλέξει τα σωστά µερικά γινόµενα ανάλογα µε την επιθυµητή 
πράξη. Η αρχιτεκτονική µειωµένου χώρου στοχεύει στη µείωση αυτών ακριβώς των 
πολυπλεκτών, εκµεταλλευόµενη τις οµοιότητες που υπάρχουν στα µερικά γινόµενα 
των δύο πράξεων. Έστω ότι το s είναι το σήµα επιλογής της επιθυµητής πράξης. Όταν 
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0=s  επιλέγεται η πράξη του modulo 12 −n  πολλαπλασιασµού, ενώ όταν  
επιλέγεται η πράξη του modulo 
1=s
12 −n  αθροίσµατος τετραγώνων. 
 Βασιζόµενοι στη µεταβλητή s, ορίζουµε τις παρακάτω µεταβλητές για 
: 10 −≤≤ ni
sbsac iii +=  
sbsad iii +=  
( )iii base ⊕=  
Στις παραπάνω σχέσεις το σύµβολο ‘+’ υποδηλώνει την λογική πράξη OR. Στη 
συνέχεια ξαναγράφουµε τους πίνακες πολλαπλασιασµού και αθροίσµατος 
τετραγώνων χρησιµοποιώντας τις παραπάνω µεταβλητές. Ο µετασχηµατισµός αυτός 
των πινάκων γίνεται µε πολύ απλό τρόπο. Κάθε bit της µορφής αibj αντικαθίσταται µε 
αicj όταν , ενώ όταν  αντικαθίσταται µε dji > ji < ibj. Τα bits της µορφής αibi 
παραµένουν ως έχουν. Στην περίπτωση του πίνακα αθροίσµατος τετραγώνων, τα bits 
της µορφής αiαj αντικαθίστανται µε αicj, ενώ τα bits της µορφής bibj αντικαθίστανται 
µε dibj. Ακόµα, τα bits της µορφής ii ba ⊕  αντικαθίστανται µε ei. Και πάλι τα bits της 
µορφής αibi παραµένουν ως έχουν. Για 8=n , οι πίνακες πολλαπλασιασµού και 
αθροίσµατος τετραγώνων µετασχηµατίζονται ως εξής. 
 
 27 26 25 24 23 22 21 20
PP0 = α7c0 α6c0 α5c0 α4c0 α3c0 α2c0 α1c0 α0b0
PP1 = α6c1 α5c1 α4c1 α3c1 α2c1 α1b1 d0b1 α7c1
PP2 = α5c2 α4c2 α3c2 α2b2 d1b2 d0b2 α7c2 α6c2
PP3 = α4c3 α3b3 d2b3 d1b3 d0b3 α7c3 α6c3 α5c3
PP4 = d3b4 d2b4 d1b4 d0b4 α7c4 α6c4 α5c4 α4b4
PP5 = d2b5 d1b5 d0b5 α7c5 α6c5 α5b5 d4b5 d3b5
PP6 = d1b6 d0b6 α7c6 α6b6 d5b6 d4b6 d3b6 d2b6
PP7 = d0b7 α7b7 d6b7 d5b7 d4b7 d3b7 d2b7 d1b7
PP8 = e0 0 e3 0 e2 0 e1 0 
PP9 = e4 0 e7 0 e6 0 e5 0 




 27 26 25 24 23 22 21 20
PP0 = α6c0 α5c0 α4c0 α3c0 α2c0 α1c0 α0b0 α7c0
PP1 = α5c1 α4c1 α3c1 α2c1 α1b1 d0b1 α7c1 α6c1
PP2 = α4c2 α3c2 α2b2 d1b2 d0b2 α7c2 α6c2 α5c2
PP3 = α3b3 d2b3 d1b3 d0b3 α7c3 α6c3 α5c3 α4c3
PP4 = d2b4 d1b4 d0b4 α7c4 α6c4 α5c4 α4b4 d3b4
PP5 = d1b5 d0b5 α7c5 α6c5 α5b5 d4b5 d3b5 d2b5
PP6 = d0b6 α7c6 α6b6 d5b6 d4b6 d3b6 d2b6 d1b6
PP7 = α7b7 d6b7 d5b7 d4b7 d3b7 d2b7 d1b7 d0b7
PP8 = 0 e3 0 e2 0 e1 0 e0
PP9 = 0 e7 0 e6 0 e5 0 e4
Πίνακας 6. Νέα µορφή των µερικών γινοµένων του αθροίσµατος τετραγώνων. 
 
 Εύκολα διαπιστώνει κανείς ότι ο πίνακας του πολλαπλασιασµού µπορεί να 
γίνει ίδιος µε αυτόν του αθροίσµατος τετραγώνων, αρκεί η πρώτη του στήλη να 
µεταφερθεί τελευταία. Χρησιµοποιούµε λοιπόν σαν βάση για την MMSSU-1 τον 
πίνακα του αθροίσµατος τετραγώνων. Η ίδια αρχιτεκτονική δέντρου για τη µείωση 
των µερικών γινοµένων µπορεί να χρησιµοποιηθεί και πάλι, όπως και ο τελικός 
παράλληλος αθροιστής. Στην περίπτωση του πολλαπλασιασµού όµως, όταν δηλαδή 
, το πιο σηµαντικό bit του αποτελέσµατος βρίσκεται στην λιγότερο σηµαντική 
θέση. Για τον λόγο αυτό, µετά από τον παράλληλο αθροιστή, χρησιµοποιούνται n 
πολυπλέκτες προκειµένου να πραγµατοποιήσουν µια δεξιά κυκλική ολίσθηση του 
αποτελέσµατος όταν . 
0=s
0=s
 Η παραπάνω αρχιτεκτονική απαιτεί λοιπόν: 
• n πύλες XOR για τον σχηµατισµό των bits της µορφής ii ba ⊕ . 
• n πύλες AND για τον σχηµατισµό των όρων ei. 
• 2n δύο-σε-ένα πολυπλέκτες για τον σχηµατισµό των όρων ci και di. 
• ( )n22  πύλες AND για την παραγωγή των bits της µορφής αicj ή dibj. 
• n πύλες AND για την παραγωγή των όρων αibi. 
• Μία βασιζόµενη σε πλήρεις αθροιστές αρχιτεκτονική δέντρου για τη µείωση 
των µερικών γινοµένων. Το βάθος του δέντρου αυτού είναι , ενώ ο 




• Έναν modulo  παράλληλο αθροιστή. 12 −n
• n δύο-σε-ένα πολυπλέκτες προκειµένου να πραγµατοποιήσουν µια δεξιά 
κυκλική ολίσθηση του αποτελέσµατος όταν 0=s . 
Το κρίσιµο µονοπάτι της παραπάνω αρχιτεκτονικής αρχίζει στην είσοδο µιας πύλης 
XOR και περνάει µέσα από µια πύλη AND για την παραγωγή ενός όρου ei, µέσα από 
το δέντρο των πλήρων αθροιστών, τον παράλληλο αθροιστή και τελικά από έναν 
πολυπλέκτη ο οποίος χρησιµοποιείται για την δεξιά κυκλική ολίσθηση. 
 Χρησιµοποιώντας και πάλι το unit-gate µοντέλο, µπορούµε να υπολογίσουµε 
τον χώρο Areduced,-1 και την καθυστέρηση Treduced,-1 της αρχιτεκτονικής µειωµένου 
χώρου MMSSU-1. Υποθέτουµε ότι για τον τελικό παράλληλο αθροιστή 
χρησιµοποιείται η υλοποίηση που προτείνεται στο [8]. Τότε έχουµε 
nnnnAreduced 13log38
2
1, ++=−  
( ) 8log2241, +++=− nnDTreduced  
 Το σχήµα 1 παρακάτω απεικονίζει την αρχιτεκτονική µειωµένου χώρου 
MMSSU-1 για . Οι παραγωγή των όρων c4=n i, di και ei δεν φαίνεται στο σχήµα για 
λόγους απλότητας. Έπειτα από την παραγωγή των µερικών γινοµένων, 
χρησιµοποιείται µια βασιζόµενη σε πλήρεις αθροιστές αρχιτεκτονική δέντρου για τη 
µείωσή τους σε δύο τελικούς προσθετέους. Τον παράλληλο modulo αθροιστή 
ακολουθούν οι πολυπλέκτες που είναι απαραίτητοι για την δεξιά κυκλική ολίσθηση 
του αποτελέσµατος για την περίπτωση που ισχύει 0=s . 
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 Σχήµα 1. 4-bit αρχιτεκτονική µειωµένου χώρου MMSSU-1. 
 
2.4 Ποιοτικές συγκρίσεις 
 
 Θεωρούµε δύο βασικές αρχιτεκτονικές οι οποίες µπορούν να 
πραγµατοποιήσουν modulo πολλαπλασιασµό και άθροισµα τετραγώνων, τις οποίες 
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καλούµε σύστηµα Α και σύστηµα Β. Το σύστηµα Α διαθέτει µόνο έναν 
πολλαπλασιαστή και έναν modulo αθροιστή. Εποµένως, ο πολλαπλασιασµός στο 
σύστηµα αυτό πραγµατοποιείται σε έναν κύκλο, ενώ το άθροισµα τετραγώνων 
απαιτεί τρεις συνεχόµενους κύκλους: δύο κύκλους πολλαπλασιασµού και έναν κύκλο 
πρόσθεσης. Το σύστηµα Β διαθέτει έναν πολλαπλασιαστή, έναν τετραγωνιστή και 
έναν modulo αθροιστή. Ο πολλαπλασιασµός στο σύστηµα αυτό πραγµατοποιείται σε 
έναν κύκλο, ενώ το άθροισµα τετραγώνων απαιτεί τρεις συνεχόµενους κύκλους: δύο 
κύκλους τετραγωνισµού και έναν κύκλο πρόσθεσης. Προφανώς το σύστηµα Β 
υπολογίζει το άθροισµα τετραγώνων γρηγορότερα από το σύστηµα Α, διότι ένας 
τετραγωνιστής είναι πολύ γρηγορότερος από έναν πολλαπλασιαστή που 
χρησιµοποιείται για τον υπολογισµό του τετραγώνου ενός αριθµού. 
 Παρακάτω θα χρησιµοποιήσουµε και πάλι το µοντέλο unit-gate προκειµένου 
να πραγµατοποιήσουµε συγκρίσεις ανάµεσα στις προτεινόµενες αρχιτεκτονικές 
MMSSU-1 και τα συστήµατα Α και Β. Θεωρούµε ότι τα συστήµατα Α και Β 
χρησιµοποιούν τον πολλαπλασιαστή που προτείνεται στο [33] και τον αθροιστή που 
προτείνεται στο [8]. Μπορούµε τότε να υπολογίσουµε τον χώρο και την καθυστέρηση 




1, −+=−  
( ) 4log241, ++=− nnDTmultiplier  
nnnAadder 4log31, +=−  
3log21, +=− nTadder  
Σύµφωνα µε το [14], ένας modulo 12 −n  τετραγωνιστής έχει τα µισά µερικά 
γινόµενα από ότι ο αντίστοιχος modulo 12 −n  πολλαπλασιαστής. Μπορούµε 



















⎡=− nnDTsquarer  
 Χρησιµοποιώντας τις παραπάνω προσεγγίσεις, υπολογίζουµε τον χώρο και 




1, −+=−  



















⎡=− nnDTB  
 Τώρα είµαστε έτοιµοι να συγκρίνουµε τα βασικά συστήµατα Α και Β µε 
συστήµατα τα οποία χρησιµοποιούν κάποια από τις προτεινόµενες αρχιτεκτονικές 
MMSSU-1. Ο παρακάτω πίνακας παρουσιάζει για διάφορες τιµές του n τις 
προσεγγίσεις για τον χώρο και την καθυστέρηση των συγκρινόµενων συστηµάτων. 
 
n AA,-1 AB,-1 Asimple,-1 Areduced,-1 TA,-1 TB,-1 Tsimple,-1 Treduced,-1
4 152 198 224 204 39 23 22 24 
8 608 852 824 688 61 45 32 34 
12 1368 1917 1785 1437 72 56 37 39 
16 2336 3384 3104 2448 83 67 38 40 
20 3598 5247 4779 3719 92 76 42 44 
24 5124 7506 6810 5250 94 78 43 45 
28 6911 10157 9195 7039 95 87 47 49 
32 8960 13200 11936 9088 105 89 48 50 
Πίνακας 7. Ποιοτικές συγκρίσεις για συστήµατα modulo 2n – 1. 
 
Όπως ήταν αναµενόµενο, οι τιµές του παραπάνω πίνακα δείχνουν ότι ο χώρος που 
απαιτούν οι προτεινόµενες αρχιτεκτονικές MMSSU-1 βρίσκεται µεταξύ του χώρου 
του συστήµατος Α και του χώρου του συστήµατος Β. Η προτεινόµενη αρχιτεκτονική 
µειωµένου χώρου απαιτεί µόνο 6% περισσότερο χώρο σε σχέση µε το βασικό 
σύστηµα Α όταν . Από την άλλη πλευρά, ο χώρος του βασικού συστήµατος Β 
είναι αρκετά µεγαλύτερος από τον χώρο οποιασδήποτε από τις προτεινόµενες 
αρχιτεκτονικές. Για , ο χώρος του βασικού συστήµατος Β είναι 40% 
µεγαλύτερος από τον χώρο που απαιτεί η προτεινόµενη αρχιτεκτονική µειωµένου 
χώρου. Λόγω των υψηλών δυνατοτήτων ολοκλήρωσης που προσφέρουν οι σύγχρονες 




είναι φτηνό. ∆εδοµένου όµως ότι µια 20% αύξηση του χώρου του ολοκληρωµένου 
οδηγεί σε 50% αύξηση του συνολικού κόστους ([34]), η µείωση του 
χρησιµοποιούµενου υλικού παραµένει ένας πολύ σηµαντικός στόχος. 
 Και οι δύο προτεινόµενες αρχιτεκτονικές έχουν πολύ µικρότερες 
καθυστερήσεις για το άθροισµα τετραγώνων σε σχέση µε οποιοδήποτε από τα βασικά 
συστήµατα για . Στην περίπτωση που χρησιµοποιείται η απλή αρχιτεκτονική και 
, επιτυγχάνεται 45% µείωση της συνολικής καθυστέρησης. Προκειµένου να 
εξαλειφθεί αυτή η διαφορά, θα µπορούσαµε βέβαια να προσθέσουµε µια ξεχωριστή 
µονάδα αθροίσµατος τετραγώνων σε οποιοδήποτε από τα βασικά συστήµατα Α και 
Β. Μια τέτοια κίνηση θα οδηγούσε όµως σε περαιτέρω αύξηση του απαιτούµενου 




έχουν µεγαλύτερες καθυστερήσεις από τα βασικά συστήµατα όταν πραγµατοποιείται 
πολλαπλασιασµός. Για παράδειγµα, παρατηρούµε µια µέση αύξηση 11% στον χρόνο 
που απαιτεί ο πολλαπλασιασµός όταν . 16≥n
 Φυσικά όλα τα αποτελέσµατα που παρουσιάστηκαν παραπάνω βασίζονται σε 
ένα απλό µοντέλο το οποίο δεν λαµβάνει υπόψη διάφορες σηµαντικές παραµέτρους, 
όπως π.χ. τη δροµολόγηση και την ικανότητα οδήγησης. Για τον λόγο αυτό, στο 
τµήµα 4 παρουσιάζονται αποτελέσµατα που βασίζονται σε πλήρεις στατικές 
υλοποιήσεις CMOS. 
 21
3. Προτεινόµενες αρχιτεκτονικές MMSSU+1
 
 Ο πολλαπλασιασµός και το άθροισµα τετραγώνων modulo  παρουσιάζει 
πολλές οµοιότητες µε τις αντίστοιχες πράξεις modulo 
12 +n
12 −n . Για όλες τις πράξεις 
modulo  θεωρούµε ότι χρησιµοποιείται η ελαττωµένη κατά ένα αναπαράσταση 
για όλους τους αριθµούς. Με άλλα λόγια, τόσο οι είσοδοι Α και Β, όσο και το τελικό 
αποτέλεσµα ακολουθούν την ελαττωµένη κατά ένα αναπαράσταση. Στο [21] έχει 
δειχθεί ότι τα µερικά γινόµενα του modulo 
12 +n
12 +n  πολλαπλασιασµού δύο αριθµών 
µπορούν να αναπαρασταθούν µε n bits. Τα bits µε βάρος , όπου , 
συµπληρώνονται και τοποθετούνται στη θέση 
jn+2 10 −≤≤ nj
n
jn + . Για κάθε τέτοια συµπλήρωση 
και ολίσθηση όµως, πρέπει να προστεθεί ένας παράγοντας διόρθωσης ο οποίος 
ισούται µε  jn+2 .
 Έστω ότι το X-1 δηλώνει την ελαττωµένη κατά ένα αναπαράσταση του X, 
δηλαδή ισχύει  και 11 −=− XX 0≠X . Έστω ακόµα ότι το P αναπαριστά το 
αποτέλεσµα του modulo  πολλαπλασιασµού των Α και Β, ενώ το SS 
αναπαριστά το αποτέλεσµα του modulo 
12 +n
12 +n  αθροίσµατος τετραγώνων, όπου 
 και . Τότε για την ελαττωµένη κατά ένα 
αναπαράσταση των αποτελεσµάτων των παραπάνω πράξεων θα ισχύει: 
01211 ... aaaaA nn −−− = 01211 ... bbbbB nn −−− =
( )( )
121111121112121
1111 +−−−−+−−++− ++=−++=−= nnnn BABABAPP  (5) 










1221111 +−−−−+−−++− ++++=−+++=−= nnnn BABABASSSS . 
(6) 
Οι παραπάνω σχέσεις δείχνουν ότι χρειάζονται δύο επιπλέον µερικά γινόµενα σε 
σχέση µε την περίπτωση modulo 12 −n . Για τον πολλαπλασιασµό απαιτείται µία 
επιπλέον γραµµή για το 1−A  και µία ακόµα για το . Για το άθροισµα τετραγώνων 
απαιτείται µία επιπλέον γραµµή για το 
1−B
12 −A  και µία ακόµα για το . Τέλος, 
απαιτείται µία ακόµα γραµµή για τον παράγοντα συνολικής διόρθωσης που πρέπει να 
ληφθεί υπόψη. Σηµειώνεται ότι στην περίπτωση του αθροίσµατος τετραγώνων ο 
παραπάνω παράγοντας θα πρέπει να ενσωµατώνει τον όρο +1 της (6). Εφόσον στην 
περίπτωση modulo  είχαµε 
12 −B
12 −n 2+n  µερικά γινόµενα, για την περίπτωση modulo 
 θα πρέπει να έχουµε 12 +n 5122 +=+++ nn  µερικά γινόµενα. 
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 Παρόλα αυτά, στην συγκεκριµένη περίπτωση οι παράγοντες συνολικής 
διόρθωσης µπορούν να ενσωµατωθούν µέσα στα υπόλοιπα µερικά γινόµενα. 
Εποµένως, στην περίπτωση αυτή δεν χρειάζεται να χρησιµοποιηθεί µία επιπλέον 
γραµµή για τον παράγοντα συνολικής διόρθωσης. Οι προτεινόµενες αρχιτεκτονικές 
MMSSU+1 χρησιµοποιούν λοιπόν 4+n  µερικά γινόµενα. 
 Αρχικά ας θεωρήσουµε την περίπτωση του πολλαπλασιασµού. Τα µερικά 
γινόµενα που απαιτούνται όταν 8=n  φαίνονται στον πίνακα 8. Σηµειώνεται ότι το 
σύµβολο “~” στους επόµενους πίνακες υποδηλώνει το συµπλήρωµα. Για την 
αναπαράσταση καθενός από τα µερικά γινόµενα χρησιµοποιούνται n bits, µε τις 
συµπληρώσεις και ολισθήσεις που αναφέρθηκαν προηγουµένως. Παρακάτω θα 
υπολογίσουµε τον παράγοντα συνολικής διόρθωσης που απαιτείται και θα δείξουµε 
ότι µπορεί να αναπαρασταθεί µε δύο επιπλέον σειρές, οδηγώντας έτσι σε  
µερικά γινόµενα συνολικά. Έστω ότι CP είναι ο παράγοντας συνολικής διόρθωσης 
για την περίπτωση του πολλαπλασιασµού. 
4+n
 
 27 26 25 24 23 22 21 20
PP0 = α7b0 α6b0 α5b0 α4b0 α3b0 α2b0 α1b0 α0b0
PP1 = α6b1 α5b1 α4b1 α3b1 α2b1 α1b1 α0b1 ~α7b1
PP2 = α5b2 α4b2 α3b2 α2b2 α1b2 α0b2 ~α7b2 ~α6b2
PP3 = α4b3 α3b3 α2b3 α1b3 α0b3 ~α7b3 ~α6b3 ~α5b3
PP4 = α3b4 α2b4 α1b4 α0b4 ~α7b4 ~α6b4 ~α5b4 ~α4b4
PP5 = α2b5 α1b5 α0b5 ~α7b5 ~α6b5 ~α5b5 ~α4b5 ~α3b5
PP6 = α1b6 α0b6 ~α7b6 ~α6b6 ~α5b6 ~α4b6 ~α3b6 ~α2b6
PP7 = α0b7 ~α7b7 ~α6b7 ~α5b7 ~α4b7 ~α3b7 ~α2b7 ~α1b7
PP8 = α7 α6 α5 α4 α3 α2 α1 α0
PP9 = b7 b6 b5 b4 b3 b2 b1 b0
Πίνακας 8. Μερικά γινόµενα για πολλαπλασιασµό modulo 2n + 1. 
 
 Χρησιµοποιώντας τις διαδικασίες που παρουσιάζονται στα [21] και [22], το 
CP µπορεί να υπολογιστεί ως 21 CPCPCP += , όπου CP1 είναι η διόρθωση που 
απαιτείται για την παραγωγή των µερικών γινοµένων και CP2 είναι η διόρθωση που 
απαιτείται κατά τη µείωση των µερικών γινοµένων. Στον παραπάνω πίνακα, κάθε 
όρος ο οποίος εµφανίζεται συµπληρωµένος προέρχεται από ολίσθηση και εποµένως 
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απαιτεί κάποια διόρθωση. Έστω ότι ένας τέτοιος όρος βρίσκεται στη θέση µε βάρος j, 
όπου . Τότε ο όρος αυτός απαιτεί µια διόρθωση ίση µε  
Παρατηρούµε ότι κάθε µερικό γινόµενο PP
10 −≤≤ nj jn+2 .
j, µε 11 −≤≤ nj , απαιτεί µια διόρθωση 
ίση µε ) . Τα PP12(2 −jn 0, PPn και PPn+1 δεν απαιτούν κάποια διόρθωση. Εποµένως 
το CP1 υπολογίζεται εύκολα ως  








 Συνολικά έχουµε  µερικά γινόµενα τα οποία µειώνονται σε δύο τελικούς 
προσθετέους µε τη χρήση µιας modulo 
4+n
12 +n  βασιζόµενης σε πλήρεις αθροιστές 
αρχιτεκτονικής µε end-around-carry. Έστω ότι το cn δηλώνει το κρατούµενο της πιο 
σηµαντικής βαθµίδας σε κάποιο βήµα i της µείωσης. Το cn έχει βάρος 2n. Εφόσον  
121212




n ccc , 
το cn συµπληρώνεται και προστίθεται στην λιγότερο σηµαντική θέση του επόµενου 
βήµατος. Για κάτι τέτοιο πρέπει να ληφθεί υπόψη µια διόρθωση ίση µε 2n. Κατά τη 
µείωση των  µερικών γινοµένων παράγονται 4+n 2+n  κρατούµενα µε βάρος 2n. 
Προκύπτει λοιπόν ότι 
( )222 += nCP n . 
Εποµένως ο παράγοντας συνολικής διόρθωσης CP που απαιτείται για την περίπτωση 
του πολλαπλασιασµού υπολογίζεται ως εξής: 
0
122112
=+= ++ nn CPCPCP . 
Αφού το CP θεωρείται σαν ένα επιπλέον µερικό γινόµενο στις προτεινόµενες 
αρχιτεκτονικές, κατά τη µείωση πρέπει να χρησιµοποιηθεί η ελαττωµένη κατά ένα 
αναπαράστασή του. Συνεπώς, η συνολική διόρθωση που απαιτείται για τον 
πολλαπλασιασµό είναι . Αφού αυτή η τιµή δεν µπορεί να αναπαρασταθεί µε 
n bits, προστίθενται δύο ακόµα µερικά γινόµενα. Το πρώτο είναι µια γραµµή από 
άσσους, ενώ το δεύτερο είναι η γραµµή 00…01. Π.χ. για 
nCP 21 =−
8=n  προσθέτουµε τις δύο 






 27 26 25 24 23 22 21 20
PP10 = 0 0 0 0 0 0 0 1 
PP11 = 1 1 1 1 1 1 1 1 
Πίνακας 9. Τα δύο τελευταία µερικά γινόµενα για πολλαπλασιασµό modulo 2n + 1. 
 
 Εποµένως, ο πλήρης πίνακας µερικών γινοµένων για 8=n  έχει την παρακάτω 
µορφή. Σηµειώνεται ότι έχει γίνει µια αναδιάταξη των γραµµών του πίνακα 
προκειµένου να µοιάζει περισσότερο µε τον αντίστοιχο πίνακα για την περίπτωση 
modulo . 12 −n
 
 27 26 25 24 23 22 21 20
PP0 = α7b0 α6b0 α5b0 α4b0 α3b0 α2b0 α1b0 α0b0
PP1 = α6b1 α5b1 α4b1 α3b1 α2b1 α1b1 α0b1 ~α7b1
PP2 = α5b2 α4b2 α3b2 α2b2 α1b2 α0b2 ~α7b2 ~α6b2
PP3 = α4b3 α3b3 α2b3 α1b3 α0b3 ~α7b3 ~α6b3 ~α5b3
PP4 = α3b4 α2b4 α1b4 α0b4 ~α7b4 ~α6b4 ~α5b4 ~α4b4
PP5 = α2b5 α1b5 α0b5 ~α7b5 ~α6b5 ~α5b5 ~α4b5 ~α3b5
PP6 = α1b6 α0b6 ~α7b6 ~α6b6 ~α5b6 ~α4b6 ~α3b6 ~α2b6
PP7 = α0b7 ~α7b7 ~α6b7 ~α5b7 ~α4b7 ~α3b7 ~α2b7 ~α1b7
PP8 = 0 0 0 0 0 0 0 1 
PP9 = 1 1 1 1 1 1 1 1 
PP10 = α7 α6 α5 α4 α3 α2 α1 α0
PP11 = b7 b6 b5 b4 b3 b2 b1 b0
Πίνακας 10. Όλα τα µερικά γινόµενα για πολλαπλασιασµό modulo 2n + 1. 
 




















































 Τα µερικά γινόµενα που απαιτούνται για το NPP όταν 8=n  φαίνονται στον 
πίνακα 11. Όπως και προηγουµένως, κάθε µερικό γινόµενο αναπαρίσταται µε n bits 
µέσω συµπληρώσεων και ολισθήσεων. 
 
 27 26 25 24 23 22 21 20
PP0 = α6α0 α5α0 α4α0 α3α0 α2α0 α1α0 0 ~α7α0
PP1 = α5α1 α4α1 α3α1 α2α1 0 b0b1 ~α7α1 ~α6α1
PP2 = α4α2 α3α2 0 b1b2 b0b2 ~α7α2 ~α6α2 ~α5α2
PP3 = 0 b2b3 b1b3 b0b3 ~α7α3 ~α6α3 ~α5α3 ~α4α3
PP4 = b2b4 b1b4 b0b4 ~α7α4 ~α6α4 ~α5α4 0 ~b3b4
PP5 = b1b5 b0b5 ~α7α5 ~α6α5 0 ~b4b5 ~b3b5 ~b2b5
PP6 = b0b6 ~α7α6 0 ~b5b6 ~b4b6 ~b3b6 ~b2b6 ~b1b6
PP7 = 0 ~b6b7 ~b5b7 ~b4b7 ~b3b7 ~b2b7 ~b1b7 ~b0b7
PP8 = α6 α5 α4 α3 α2 α1 α0 ~α7
PP9 = b6 b5 b4 b3 b2 b1 b0 ~b7
Πίνακας 11. Μερικά γινόµενα για άθροισµα τετραγώνων modulo 2n + 1. 
 
 Οι όροι  µπορούν να αναπαρασταθούν µε µερικά 
γινόµενα των n bits µε δύο τρόπους. Για 



















8=n , αυτοί οι τρόποι φαίνονται στον 
πίνακα 12. Παρακάτω χρησιµοποιείται ο δεύτερος τρόπος, καθώς οι όροι αibi και 
~αibi µπορούν να αντικαταστήσουν τα µηδενικά των µερικών γινοµένων PPj, 
οδηγώντας έτσι σε έναν πολύ κανονικό πίνακα µερικών γινοµένων µε  γραµµές. 
Επίσης, όπως θα δούµε παρακάτω, ο δεύτερος τρόπος µας δίνει τη δυνατότητα να 











 27 26 25 24 23 22 21 20
Πρώτος τρόπος 
PP10 α3b3 α3⊕b3 α2b2 α2⊕b2 α1b1 α1⊕b1 α0b0 α0⊕b0
PP11 ~α7b7 ~(α7⊕b7) ~α6b6 ~(α6⊕b6) ~α5b5 ~(α5⊕b5) ~α4b4 ~(α4⊕b4)
∆εύτερος τρόπος 
PP10 α3b3 0 α2b2 0 α1b1 0 α0b0 0 
PP11 0 α3⊕b3 0 α2⊕b2 0 α1⊕b1 0 α0⊕b0
PP12 ~α7b7 0 ~α6b6 0 ~α5b5 0 ~α4b4 0 
PP13 1 ~(α7⊕b7) 1 ~(α6⊕b6) 1 ~(α5⊕b5) 1 ~(α4⊕b4)
Πίνακας 12. Εναλλακτικοί τρόποι παρουσίασης των υπόλοιπων όρων. 
 
 Σύµφωνα µε τα παραπάνω, ο πλήρης πίνακας µερικών γινοµένων για  
φαίνεται παρακάτω. Σηµειώνεται ότι στον πίνακα αυτό έχει ενσωµατωθεί και ο 
παράγοντας συνολικής διόρθωσης. Επίσης έχει γίνει και πάλι αναδιάταξη των 
γραµµών προκειµένου να µοιάζει περισσότερο µε τον αντίστοιχο πίνακα για την 




 27 26 25 24 23 22 21 20
PP0 = α6α0 α5α0 α4α0 α3α0 α2α0 α1α0 α0b0 ~α7α0
PP1 = α5α1 α4α1 α3α1 α2α1 α1b1 b0b1 ~α7α1 ~α6α1
PP2 = α4α2 α3α2 α2b2 b1b2 b0b2 ~α7α2 ~α6α2 ~α5α2
PP3 = α3b3 b2b3 b1b3 b0b3 ~α7α3 ~α6α3 ~α5α3 ~α4α3
PP4 = b2b4 b1b4 b0b4 ~α7α4 ~α6α4 ~α5α4 ~α4b4 ~b3b4
PP5 = b1b5 b0b5 ~α7α5 ~α6α5 ~α5b5 ~b4b5 ~b3b5 ~b2b5
PP6 = b0b6 ~α7α6 ~α6b6 ~b5b6 ~b4b6 ~b3b6 ~b2b6 ~b1b6
PP7 = ~α7b7 ~b6b7 ~b5b7 ~b4b7 ~b3b7 ~b2b7 ~b1b7 ~b0b7
PP8 = 0 α3⊕b3 0 α2⊕b2 0 α1⊕b1 1 α0⊕b0
PP9 = 1 ~(α7⊕b7) 1 ~(α6⊕b6) 1 ~(α5⊕b5) 1 ~(α4⊕b4)
PP10 α6 α5 α4 α3 α2 α1 α0 ~α7
PP11 b6 b5 b4 b3 b2 b1 b0 ~b7
Πίνακας 13. Όλα τα µερικά γινόµενα για άθροισµα τετραγώνων modulo 2n + 1. 
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 Έστω ότι το CSS αναπαριστά τον παράγοντα συνολικής διόρθωσης που 
απαιτείται για το άθροισµα τετραγώνων. Παρακάτω υπολογίζεται το CSS και 
αποδεικνύεται ότι είναι ίσο µε 3 ανεξάρτητα από το n. Ο παράγοντας συνολικής 
διόρθωσης ισούται µε 321 CSSCSSCSSCSS ++= , όπου: 
• Το CSS1 είναι ο παράγοντας διόρθωσης που απαιτείται για την παραγωγή των 
µερικών γινοµένων. Εύκολα παρατηρεί κανείς ότι οι πρώτες n – 1 γραµµές 
του πίνακα 13 απαιτούν διόρθωση ίση µε το CP1 της περίπτωσης του 
πολλαπλασιασµού, δηλαδή ) . Η επόµενη γραµµή, δηλαδή το 
PP
12(2 −− nnn
n-1, απαιτεί διόρθωση ίση µε ) . Το PP12(2 −nn n+1 επίσης απαιτεί διόρθωση 
ίση µε ) . Για το PP12(2 −nn n δεν απαιτείται κάποια διόρθωση, ενώ για κάθε 
ένα από τα PPn+2 και PPn+3 απαιτείται διόρθωση ίση µε 2n. Εποµένως έχουµε 
( ) ( ) ( ) ( )1232221221221221 −−×=++−+−+−−= nnCSS nnnnnnnnnn  
• Το CSS2 είναι ο παράγοντας διόρθωσης που απαιτείται για τη µείωση των 
µερικών γινοµένων. Εφόσον κατά την µείωση n + 4 µερικών γινοµένων σε 
δύο τελικούς προσθετέους παράγονται 2+n  κρατούµενα βάρους 2n, ισχύει:  
( )222 += nCSS n  
• Το CSS3 ισούται µε 1 και είναι ο άσσος που πρέπει να ενσωµατωθεί µέσα 
στον παράγοντα συνολικής διόρθωσης. 
Σύµφωνα µε τα παραπάνω έχουµε: 
( ) ( ) 31221232
121232112
2 =+++−−×=++= +++ nn nnCSSCSSCSSCSS nnn . 
Εφόσον χρησιµοποιούµε την ελαττωµένη κατά ένα αναπαράσταση του CSS στον 
πίνακα µερικών γινοµένων, έχουµε 21 =−CSS , το οποίο εξηγεί την ύπαρξη του 1 στο 
δεύτερο από δεξιά bit του PP8 στον πίνακα 13. 
 Από τα παραπάνω γίνεται φανερό ότι ο modulo 12 +n  πολλαπλασιαστής και 
η modulo  µονάδα αθροίσµατος τετραγώνων έχουν παρόµοια δοµή. Και τα δύο 
κυκλώµατα αποτελούνται από ένα υποκύκλωµα παραγωγής µερικών γινοµένων, µια 
µονάδα modulo µείωσης των µερικών γινοµένων και έναν τελικό παράλληλο 
αθροιστή. Παρακάτω προτείνονται δύο αρχιτεκτονικές για την ενοποίηση των δύο 
σχεδιασµών σε ένα µόνο κύκλωµα. Η πρώτη αρχιτεκτονική που παρουσιάζεται 
καλείται απλή αρχιτεκτονική MMSSU
12 +n
+1, λόγω του απλού τρόπου υλοποίησής της. Η 
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δεύτερη αρχιτεκτονική στοχεύει στη µείωση του συνολικού χώρου που απαιτείται για 
την υλοποίησή της και καλείται αρχιτεκτονική µειωµένου χώρου MMSSU+1. 
 
3.1 Παραδείγµατα modulo 2n + 1 πολλαπλασιασµού και 
αθροίσµατος τετραγώνων 
 
 Πριν προχωρήσουµε παρακάτω, είναι χρήσιµο να εξετάσουµε από κοντά πώς 
ακριβώς πραγµατοποιούνται ο πολλαπλασιασµός και το άθροισµα τετραγώνων σε 
αριθµητική modulo . Αρχικά θα εξετάσουµε πώς πραγµατοποιείται ο 
πολλαπλασιασµός από µια MMSSU
12 +n
+1. Για το παρακάτω παράδειγµα θα 
χρησιµοποιηθούν τα ίδια αριθµητικά δεδοµένα όπως και στην περίπτωση modulo 
. Έστω λοιπόν ότι 12 −n 1551 =−A  (10011011) και 1091 =−B  (01101101). Το 
αποτέλεσµα της πράξης θα πρέπει να είναι (155 + 1)*(109 + 1) – 1 modulo 257, 
δηλαδή 197 (11000101). 
 
1 0 0 1 1 0 1 1 (155) 
* 0 1 1 0 1 1 0 1 (109) 
 1 0 0 1 1 0 1 1         Α 
 0 0 0 0 0 0 0 1 
 0 1 1 0 1 1 0 1 
 1 1 0 1 1 0 1 1 
 0 0 0 0 1 1 1 1 
 0 1 1 0 1 1 0 0 
 1 1 0 1 1 0 0 1 
 0 1 1 1 1 1 1 1 
 0 0 0 0 0 0 0 1 
 1 1 1 1 1 1 1 1 
 1 0 0 1 1 0 1 1 
 0 1 1 0 1 1 0 1 
s 1 1 1 1 0 1 1 1         B 
c       0 0 0 0 1 0 0 1 1
s 1 0 1 1 1 0 0 0 
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c       0 1 0 0 1 1 1 1 1
s 1 0 1 0 0 1 1 1 
c       0 1 0 1 1 0 0 1 1
s 0 0 0 0 1 0 0 1 
c       1 1 1 1 1 1 1 1 0
s 0 1 0 1 1 1 0 0         C 
c       1 0 1 1 0 0 1 1 0
s 1 0 0 0 1 0 1 1 
c       1 0 1 1 0 1 1 1 0
  0 0 0 0 1 0 0 1 
            1 1 1 1 1 1 1 0 
s 1 0 1 1 0 0 0 1         D 
c       0 1 0 0 1 1 1 0 1
s 1 0 0 1 1 0 0 1 
c       0 1 1 0 1 1 1 0 1
s 1 0 1 1 0 1 0 1         E 
c       1 0 0 1 1 0 0 1 0
 1 1 0 1 1 1 0 1 
s 0 1 0 1 1 0 1 0         F 
c       1 0 1 1 0 1 0 1 0
         0 1 1 0 0 0 1 0 0         G 
                      1 
 1 1 0 0 0 1 0 1 (197)        H 
 
Κάθε κρατούµενο της πιο σηµαντικής βαθµίδας σε κάθε γραµµή 
υπογραµµίζεται και µεταφέρεται αντεστραµµένο στην λιγότερο σηµαντική βαθµίδα 
της γραµµής. Υπογραµµίζεται επίσης το bit που αντιστράφηκε και µετακινήθηκε. Το 
A είναι το βήµα που απαιτείται για την παραγωγή του πίνακα των µερικών 
γινοµένων. Οι δώδεκα γραµµές που φαίνονται αντιστοιχούν σε αυτές του πίνακα 10. 
Τα B, C, D, E και F είναι τα βήµατα της συµπίεσης που πραγµατοποιείται από το 
δέντρο Wallace. Χρησιµοποιώντας πλήρεις αθροιστές, οι γραµµές συµπιέζονται από 
δώδεκα που ήταν αρχικά σε δύο. Το κρίσιµο µονοπάτι κάθε βήµατος αυτής της φάσης 
παρουσιάζει καθυστέρηση ίση µε αυτή ενός πλήρους αθροιστή και ενός αντιστροφέα. 
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Εποµένως, η συνολική καθυστέρηση αυτής της φάσης είναι η καθυστέρηση πέντε 
πλήρων αθροιστών και πέντε αντιστροφέων. Τα δύο τελευταία βήµατα, G και H, 
αναπαριστούν έναν γρήγορο modulo 257 αθροιστή. Ειδικότερα, το G αναπαριστά 
έναν γρήγορο αθροιστή των 8 bits, ενώ το H αναπαριστά την διόρθωση κρατουµένου 
που απαιτείται για άθροιση modulo 257. 
 Όπως και στην περίπτωση του πολλαπλασιασµού modulo , η δοµή του 
δέντρου Wallace είναι εντελώς κανονική. Παρόλα αυτά, είναι αναγκαία η χρήση 
µερικών αντιστροφέων, κάτι που δεν συνέβαινε στην προηγούµενη περίπτωση. 
12 −n
 Παρακάτω θα δούµε ένα παράδειγµα για το πώς πραγµατοποιείται το 
άθροισµα τετραγώνων modulo 12 +n . Έστω ότι 1551 =−A  (10011011) και  
(01101101). Το αποτέλεσµα της πράξης του αθροίσµατος τετραγώνων θα πρέπει να 
είναι (155 + 1)
1091 =−B
2 + (109 + 1)2 – 1 modulo 257, δηλαδή 198(11000110). 
 
 1 0 0 1 1 0 1 1 (155) 
 0 1 1 0 1 1 0 1 (109) 
 0 0 1 1 0 1 1 0         A 
 0 1 1 0 0 0 0 1 
 0 0 0 0 1 1 1 1 
1 1 0 1 0 1 1 0 
0 0 0 0 1 1 1 1 
0 1 1 1 1 1 0 0 
1 1 1 0 1 0 0 1 
1 1 1 1 1 1 1 1 
0 0 0 1 0 1 1 0 
1 0 1 0 1 0 1 0 
0 0 1 1 0 1 1 0 
1 1 0 1 1 0 1 1 
s 0 1 0 1 1 0 0 0         B 
c       0 0 1 0 0 1 1 1 1
s 1 0 1 0 0 1 0 1 
c       0 1 0 1 1 1 1 0 1
s 0 0 0 0 0 0 0 0 
c       1 1 1 1 1 1 1 1 0
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s 0 1 0 0 0 1 1 1 
c       1 0 1 1 1 0 1 0 0
s 1 0 1 1 0 0 1 0         C 
c       0 1 0 0 1 1 0 1 1
s 0 1 0 0 0 0 1 1 
c       1 0 1 1 1 1 0 0 0
 0 1 0 0 0 1 1 1 
            0 1 1 1 0 1 0 0 
s 0 1 1 0 1 0 1 0         D 
c       1 0 0 1 0 0 1 1 0
s 0 1 0 0 1 0 1 1 
c       0 1 1 1 0 1 0 0 1
s 0 0 0 0 0 1 1 1         E 
c       0 1 1 0 1 0 1 0 1
 1 1 1 0 1 0 0 1 
s 0 0 1 1 1 0 1 1         F 
c       1 1 0 0 0 1 0 1 0
         0 1 1 0 0 0 1 0 1         G 
                      1 
 1 1 0 0 0 1 1 0 (198)        H 
 
Η σηµειογραφία που χρησιµοποιείται είναι η ίδια µε του προηγούµενου 
παραδείγµατος. Κάθε κρατούµενο της πιο σηµαντικής βαθµίδας σε κάθε γραµµή 
υπογραµµίζεται και µεταφέρεται αντεστραµµένο στην λιγότερο σηµαντική βαθµίδα 
της γραµµής. Υπογραµµίζεται επίσης το bit που αντιστράφηκε και µετακινήθηκε. Το 
A είναι το βήµα που απαιτείται για την παραγωγή του πίνακα των µερικών 
γινοµένων. Οι δώδεκα γραµµές που φαίνονται αντιστοιχούν σε αυτές του πίνακα 13.  
Τα B, C, D, E και F είναι τα βήµατα της συµπίεσης που πραγµατοποιείται από το 
δέντρο Wallace. Χρησιµοποιώντας πλήρεις αθροιστές, οι γραµµές συµπιέζονται από 
δώδεκα που ήταν αρχικά σε δύο. Το κρίσιµο µονοπάτι κάθε βήµατος αυτής της φάσης 
παρουσιάζει καθυστέρηση ίση µε αυτή ενός πλήρους αθροιστή και ενός αντιστροφέα. 
Εποµένως, η συνολική καθυστέρηση αυτής της φάσης είναι η καθυστέρηση πέντε 
πλήρων αθροιστών και πέντε αντιστροφέων. Τα δύο τελευταία βήµατα, G και H, 
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αναπαριστούν έναν γρήγορο modulo 257 αθροιστή. Ειδικότερα, το G αναπαριστά 
έναν γρήγορο αθροιστή των 8 bits, ενώ το H αναπαριστά την διόρθωση κρατουµένου 
που απαιτείται για άθροιση modulo 257. 
 
3.2 Απλή αρχιτεκτονική MMSSU+1
 
 Η απλή αρχιτεκτονική MMSSU+1 ενοποιεί τις πράξεις του πολλαπλασιασµού 
και του αθροίσµατος τετραγώνων χρησιµοποιώντας έναν πολυπλέκτη για κάθε bit το 
οποίο διαφέρει στους πίνακες των δύο λειτουργιών. Η επιθυµητή πράξη επιλέγεται 
µέσω ενός σήµατος s. Όταν  επιλέγεται ο πολλαπλασιασµός, ενώ όταν  
επιλέγεται το άθροισµα τετραγώνων. Παρατηρούµε ότι για τα µερικά γινόµενα PP
0=s 1=s
n 
και PPn+1 χρειάζονται µόνο n πολυπλέκτες. Στον πίνακα 14 φαίνονται τα δύο αυτά 
µερικά γινόµενα και για τις δύο λειτουργίες όταν 8=n . 
 
 27 26 25 24 23 22 21 20
Πολλαπλασιασµός 
PP8 0 0 0 0 0 0 s 0 
PP9 1 1 1 1 1 1 1 1 
Άθροισµα τετραγώνων 
PP8 0 α3⊕b3 0 α2⊕b2 0 α1⊕b1 s α0⊕b0
PP9 1 ~(α7⊕b7) 1 ~(α6⊕b6) 1 ~(α5⊕b5) 1 ~(α4⊕b4)
Πίνακας 14. Τα µερικά γινόµενα PP8 και PP9. 
 
 Η απλή αρχιτεκτονική MMSSU+1 απαιτεί εποµένως στην χειρότερη 
περίπτωση: 
• n πύλες XOR και XNOR για την παραγωγή των bits της µορφής  και 
 
ii ba ⊕
( )ii ba ⊕~ .
• ( )n22  πύλες AND και NAND για τον σχηµατισµό των bits της µορφής αiαj, bibj 
και ~ αiαj, ~ bibj. 
• n2 πύλες AND και NAND για την παραγωγή των bits της µορφής αibj και 
~αibj. 
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•  πολυπλέκτες οι οποίοι επιλέγουν τα σωστά bits των µερικών 
γινοµένων ανάλογα µε την επιλεγµένη λειτουργία. 
nn 32 +
• Μια βασιζόµενη σε πλήρεις αθροιστές αρχιτεκτονική δέντρου για τη µείωση 
των µερικών γινοµένων. Η αρχιτεκτονική αυτή χρησιµοποιεί  πλήρεις 
αθροιστές. 
)2( +nn
• Έναν modulo  παράλληλο αθροιστή. Θεωρούµε ότι χρησιµοποιείται η 
αρχιτεκτονική που προτείνεται στο [18]. 
12 +n
Το κρίσιµο µονοπάτι της απλής αρχιτεκτονικής MMSSU+1 αρχίζει στην είσοδο µιας 
πύλης XOR ή XNOR και περνάει µέσα από έναν πολυπλέκτη, το δέντρο των 
αθροιστών και τον παράλληλο αθροιστή. 
 Χρησιµοποιώντας τις προσεγγίσεις του µοντέλου unit-gate, µπορούµε να 
υπολογίσουµε τον χώρο Asimple,+1 και την καθυστέρηση Tsimple,+1 της απλής 





911 21, +++=+ nnnnAsimple  
( ) 7log2441, +++=+ nnDTsimple  
 
3.3 Αρχιτεκτονική µειωµένου χώρου MMSSU+1
 
 Η αρχιτεκτονική µειωµένου χώρου που θα περιγραφεί παρακάτω στοχεύει στη 
µείωση των πολυπλεκτών που απαιτούνται.  Βασιζόµενοι στη µεταβλητή s, ορίζουµε 
τις παρακάτω µεταβλητές: 
sbsac iii += , 10 −≤≤ ni  
sbsad iii += , 10 −≤≤ ni  
( )iii base ⊕= , 20
ni <≤  
( )iii base ⊕= , 12 −≤≤ ni
n  
Στις παραπάνω σχέσεις το σύµβολο ‘+’ υποδηλώνει την λογική πράξη OR. 
Χρησιµοποιώντας τις µεταβλητές αυτές και ακολουθώντας τους κανόνες 
αντικατάστασης που περιγράφηκαν για την περίπτωση modulo 12 −n , καταλήγουµε 
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σε παρόµοιους πίνακες για τον πολλαπλασιασµό και το άθροισµα τετραγώνων. Οι 
µόνες διαφορές µεταξύ των δύο πινάκων είναι οι εξής: 
• Η πρώτη στήλη του πίνακα του πολλαπλασιασµού µεταφέρεται στην λιγότερο 
σηµαντική θέση του πίνακα του αθροίσµατος τετραγώνων και 
• κάποια bits της στήλης αυτής είναι συµπληρωµένα. 
Για , οι πίνακες του πολλαπλασιασµού και του αθροίσµατος τετραγώνων 
παίρνουν τις παρακάτω µορφές. 
8=n
 
 27 26 25 24 23 22 21 20
PP0 = α7c0 α6c0 α5c0 α4c0 α3c0 α2c0 α1c0 α0b0
PP1 = α6c1 α5c1 α4c1 α3c1 α2c1 α1b1 d0b1 ~α7c1
PP2 = α5c2 α4c2 α3c2 α2b2 d1b2 d0b2 ~α7c2 ~α6c2
PP3 = α4c3 α3b3 d2b3 d1b3 d0b3 ~α7c3 ~α6c3 ~α5c3
PP4 = d3b4 d2b4 d1b4 d0b4 ~α7c4 ~α6c4 ~α5c4 ~α4b4
PP5 = d2b5 d1b5 d0b5 ~α7c5 ~α6c5 ~α5b5 ~d4b5 ~d3b5
PP6 = d1b6 d0b6 ~α7c6 ~α6b6 ~d5b6 ~d4b6 ~d3b6 ~d2b6
PP7 = b0b7 ~α7b7 ~d6b7 ~d5b7 ~d4b7 ~d3b7 ~d2b7 ~d1b7
PP8 = e0 0 e3 0 e2 0 e1 1 
PP9 = e4 1 e7 1 e6 1 e5 1 
PP10 = α7 α6 α5 α4 α3 α2 α1 α0
PP11 = b7 b6 b5 b4 b3 b2 b1 b0













 27 26 25 24 23 22 21 20
PP0 = α6c0 α5c0 α4c0 α3c0 α2c0 α1c0 α0b0 ~α7c0
PP1 = α5c1 α4c1 α3c1 α2c1 α1b1 d0b1 ~α7c1 ~α6c1
PP2 = α4c2 α3c2 α2b2 d1b2 d0b2 ~α7c2 ~α6c2 ~α5c2
PP3 = α3b3 d2b3 d1b3 d0b3 ~α7c3 ~α6c3 ~α5c3 ~α4c3
PP4 = d2b4 d1b4 d0b4 ~α7c4 ~α6c4 ~α5c4 ~α4b4 ~d3b4
PP5 = d1b5 d0b5 ~α7c5 ~α6c5 ~α5b5 ~d4b5 ~d3b5 ~d2b5
PP6 = d0b6 ~α7c6 ~α6b6 ~d5b6 ~d4b6 ~d3b6 ~d2b6 ~d1b6
PP7 = ~α7b7 ~d6b7 ~d5b7 ~d4b7 ~d3b7 ~d2b7 ~d1b7 ~b0b7
PP8 = 0 e3 0 e2 0 e1 1 e0
PP9 = 1 e7 1 e6 1 e5 1 e4
PP10 = α6 α5 α4 α3 α2 α1 α0 ~α7
PP11 = b6 b5 b4 b3 b2 b1 b0 ~b7
Πίνακας 16. Νέα µορφή των µερικών γινοµένων του αθροίσµατος τετραγώνων. 
 
 Η αρχιτεκτονική µειωµένου χώρου MMSSU+1 ξεκινάει λοιπόν από τον πίνακα 
του αθροίσµατος τετραγώνων και χρησιµοποιεί πολυπλέκτες στα ακόλουθα σηµεία: 
• Στην λιγότερο σηµαντική θέση, προκειµένου να γίνει η επιλογή ανάµεσα στην 
κανονική και την συµπληρωµένη µορφή των bits. 
• Πριν από τον τελικό παράλληλο αθροιστή, προκειµένου να πραγµατοποιηθεί 
δεξιά κυκλική ολίσθηση των εισόδων του όταν 0=s . 
• Στις εισόδους κρατουµένου των πλήρων αθροιστών της περισσότερο και της 
λιγότερο σηµαντικής θέσης, προκειµένου να γίνει η επιλογή ανάµεσα στην 
κανονική και την συµπληρωµένη µορφή των bits. Απαιτούνται εποµένως δύο 
πολυπλέκτες για κάθε γραµµή πλήρων αθροιστών του δέντρου της µείωσης. 
Εφόσον έχουµε  µερικά γινόµενα, το δέντρο της µείωσης θα έχει  




Η αρχιτεκτονική µειωµένου χώρου απαιτεί λοιπόν: 
• n πύλες XOR και XNOR για τον σχηµατισµό των bits της µορφής  και 
 
ii ba ⊕
( )ii ba ⊕~ .
• n πύλες AND για τον σχηµατισµό των όρων ei. 
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• 2n πολυπλέκτες για τον σχηµατισµό των όρων ci και di. 
• ( )n22  πύλες AND και NAND για τον σχηµατισµό των bits της µορφής αicj, dibj 
και ~ αicj, ~ dibj. 
• n πύλες AND και NAND για την παραγωγή των όρων αibi και ~ αibi. 
•  πολυπλέκτες για την επιλογή των σωστών bits της τελευταίας στήλης. 2+n
• Μια βασιζόµενη σε πλήρεις αθροιστές αρχιτεκτονική δέντρου για τη µείωση 
των  µερικών γινοµένων σε δύο. Η αρχιτεκτονική αυτή απαιτεί  
πλήρεις αθροιστές. 
4+n )2( +nn
•  πολυπλέκτες για την επιλογή των σωστών κρατουµένων στις εισόδους 
των πλήρων αθροιστών. 
42 +n
• 2n πολυπλέκτες για την πραγµατοποίηση δεξιάς κυκλικής ολίσθησης των 
εισόδων του παράλληλου αθροιστή όταν 0=s . 
• Έναν modulo  παράλληλο αθροιστή. Θεωρούµε ότι ο αθροιστής αυτός 
ακολουθεί την αρχιτεκτονική που παρουσιάζεται στο [18]. 
12 +n
 Το κρίσιµο µονοπάτι της αρχιτεκτονικής αυτής ξεκινάει στην είσοδο ενός 
πολυπλέκτη για την παραγωγή ενός όρου cj ή di, περνάει µέσα από µια πύλη AND για 
την παραγωγή ενός όρου αicj ή dibj, µέσα από έναν πολυπλέκτη ο οποίος αποφασίζει 
αν ο όρος αυτός πρέπει να παρουσιασθεί αυτούσιος ή συµπληρωµένος στο δέντρο της 
µείωσης, µέσα από το δέντρο των πλήρων αθροιστών, τους πολυπλέκτες για την 
δεξιά κυκλική ολίσθηση και τον τελικό παράλληλο αθροιστή. Για , ισχύει 
, οπότε το κρίσιµο µονοπάτι µέσα από το δέντρο των πλήρων αθροιστών 
περιλαµβάνει δύο πολυπλέκτες. 
4≥n
nnD ≤+ )4(
 Χρησιµοποιώντας τις προσεγγίσεις του µοντέλου unit-gate, µπορούµε να 
υπολογίσουµε τον χώρο Areduced,+1 και την καθυστέρηση Treduced,+1 της αρχιτεκτονικής 





98 21, +++=+ nnnnAreduced
 
( ) 12log2441, +++=+ nnDTreduced  
 Το σχήµα 2 παρακάτω απεικονίζει την αρχιτεκτονική µειωµένου χώρου 
MMSSU+1 για . Οι παραγωγή των όρων c4=n i, di και ei δεν φαίνεται στο σχήµα για 
λόγους απλότητας. Έπειτα από την παραγωγή των µερικών γινοµένων, 
χρησιµοποιείται µια βασιζόµενη σε πλήρεις αθροιστές αρχιτεκτονική δέντρου για τη 
µείωσή τους σε δύο τελικούς προσθετέους. Φαίνονται οι πολυπλέκτες και οι 
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αντιστροφείς οι οποίοι είναι απαραίτητοι για την ορθή λειτουργία του δέντρου 
µείωσης. Ο πρώτος πλήρης αθροιστής κάθε σειράς παράγει το συµπλήρωµα του 
κρατουµένου της πρόσθεσης. Παρατηρούµε ότι πριν από τον τελικό modulo αθροιστή 
υπάρχουν πολυπλέκτες οι οποίοι είναι απαραίτητοι για την δεξιά κυκλική ολίσθηση 
των προσθετέων στην περίπτωση που ισχύει 0=s . 
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 Σχήµα 2. 4-bit αρχιτεκτονική µειωµένου χώρου MMSSU+1. 
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 3.4 Ποιοτικές συγκρίσεις 
 
Χρησιµοποιώντας και πάλι τις προσεγγίσεις του µοντέλου unit-gate, συγκρίνουµε τις 
προτεινόµενες αρχιτεκτονικές MMSSU+1 µε δύο βασικές αρχιτεκτονικές Α και Β. Η 
αρχιτεκτονική Α προσφέρει µόνο έναν πολλαπλασιαστή και έναν modulo αθροιστή, 
ενώ η αρχιτεκτονική Β προσφέρει έναν πολλαπλασιαστή, έναν τετραγωνιστή και έναν 
modulo αθροιστή. Θεωρούµε ότι ο πολλαπλασιαστής υιοθετεί την αρχιτεκτονική του 
[21], ο παράλληλος αθροιστής την αρχιτεκτονική του [18] και ο τετραγωνιστής την 





98 21, +++=+ nnnnAmultiplier  






1, ++=+ nnnAadder  




















⎢ +=+ nnDTsquarer  
 Χρησιµοποιώντας τις παραπάνω προσεγγίσεις, εκτιµούµε τις απαιτήσεις σε 
χώρο καθώς και την καθυστέρηση των βασικών συστηµάτων Α και Β όταν εκτελούν 
τη λειτουργία του αθροίσµατος τετραγώνων: 
124log98 21, +++=+ nnnnAA  




















⎢ +=+ nnDTB  
Ο παρακάτω πίνακας παρουσιάζει συγκριτικά τις χωρικές απαιτήσεις και την 
καθυστέρηση των βασικών συστηµάτων και των προτεινόµενων αρχιτεκτονικών για 
διάφορες τιµές του n. 
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 n AA,+1 AB,+1 Asimple,+1 Areduced,+1 TA,+1 TB,+1 Tsimple,+1 Treduced,+1
4 228 336 304 308 51 23 27 32 
8 772 1146 990 890 73 45 33 38 
12 1599 2380 2041 1741 84 56 38 43 
16 2700 4026 3454 2858 87 67 43 48 
20 4069 6074 5224 4236 96 76 43 48 
24 5706 8523 7353 5877 98 78 44 49 
28 7607 11369 9837 7777 107 87 48 53 
32 9772 14610 12678 9938 109 89 49 54 
Πίνακας 17. Ποιοτικές συγκρίσεις για συστήµατα modulo 2n + 1. 
 
Οι τιµές του παραπάνω πίνακα δείχνουν ότι ο χώρος που απαιτούν οι προτεινόµενες 
αρχιτεκτονικές MMSSU-1 βρίσκεται µεταξύ του χώρου του συστήµατος Α και του 
χώρου του συστήµατος Β. Η προτεινόµενη αρχιτεκτονική µειωµένου χώρου απαιτεί 
λιγότερο από 5.9% επιπλέον χώρο σε σχέση µε την βασική αρχιτεκτονική Α όταν 
. Από την άλλη πλευρά, οι χωρικές απαιτήσεις της βασικής αρχιτεκτονικής Β 
είναι σηµαντικά µεγαλύτερες. Θεωρώντας τον µέσο όρο των εξεταζόµενων τιµών, η 
αρχιτεκτονική Β απαιτεί περισσότερο από 15% και 37% επιπλέον χώρο σε σχέση µε 
την απλή αρχιτεκτονική και την αρχιτεκτονική µειωµένου χώρου αντίστοιχα. 
16≥n
 Στρέφουµε τώρα την προσοχή µας στην καθυστέρηση των παραπάνω 
αρχιτεκτονικών. Παρατηρούµε ότι και οι δύο προτεινόµενες αρχιτεκτονικές 
παρουσιάζουν σηµαντικά µικρότερη καθυστέρηση για τη λειτουργία του 
αθροίσµατος τετραγώνων και αρκετά µεγάλες τιµές του n. Όπως είναι φυσικό, η απλή 
αρχιτεκτονική είναι πιο γρήγορη. Θεωρώντας και πάλι τον µέσο όρο των 
εξεταζόµενων περιπτώσεων, η απλή αρχιτεκτονική παρουσιάζει 53.4% και 31,8% 
µικρότερη καθυστέρηση σε σχέση µε τις βασικές αρχιτεκτονικές Α και Β αντίστοιχα. 
Οι επιπλέον πολυπλέκτες στο κρίσιµο µονοπάτι των προτεινόµενων αρχιτεκτονικών 
µειωµένου χώρου τις καθιστούν λίγο πιο αργές σε σύγκριση µε την απλή 
αρχιτεκτονική. Η αρχιτεκτονική µειωµένου χώρου παρουσιάζει κατά µέσο όρο 45.1% 




4. Ποσοτικές συγκρίσεις 
 
 Προκειµένου να παρθούν µετρήσεις χώρου και καθυστέρησης βασισµένες σε 
CMOS υλοποιήσεις, αναπτύχθηκαν προγράµµατα σε C τα οποία είναι ικανά να 
παράγουν Verilog περιγραφές των προτεινόµενων αρχιτεκτονικών. Οι προτεινόµενες 
αρχιτεκτονικές συγκρίνονται µε τους αντίστοιχους modulo πολλαπλασιαστές. Οι 
πολλαπλασιαστές αυτοί, όπως και οι MMSSUs, χρησιµοποιούν µια βασιζόµενη σε 
πλήρεις αθροιστές αρχιτεκτονική δέντρου για τη µείωση των µερικών γινοµένων. 
Επιπλέον, χρησιµοποιούν τον ίδιο παράλληλο αθροιστή για την τελική modulo 
πρόσθεση. Παρακάτω εξετάζονται µεγέθη των 4, 8, 16 και 32 bits. 
 Αρχικά πραγµατοποιήθηκαν προσοµοιώσεις της λειτουργίας των 
συγκρινόµενων µονάδων προκειµένου να επαληθευτεί η ορθότητά τους. Ακολούθησε 
σύνθεση των παραπάνω µονάδων µε χρήση µιας στατικής CMOS τεχνολογίας των 
0.25 µm. Για τη σύνθεση των µονάδων χρησιµοποιήθηκε το εργαλείο Synopsys 
Design Compiler. Οι σχεδιασµοί βελτιστοποιήθηκαν τόσο για χώρο όσο και για 
καθυστέρηση. Μετά από την αρχική σύνθεση των σχεδιασµών, πραγµατοποιήθηκε 
µια δεύτερη σύνθεση προκειµένου να παραχθούν καλύτερα αποτελέσµατα. Για όλους 
τους σχεδιασµούς χρησιµοποιήθηκε το 8 ως µέγιστη τιµή για το fan-out. Οι συνθήκες 
λειτουργίας θεωρήθηκαν τυπικές, όπως και οι καθυστερήσεις των επιµέρους 
στοιχείων. Σηµειώνεται ακόµα ότι δεν χρησιµοποιήθηκε boundary optimization για 
τη σύνθεση των µονάδων. 
 Ο πίνακας 18 παρουσιάζει αποτελέσµατα για την περίπτωση modulo . 
Παρατηρούµε ότι η απόδοση των προτεινόµενων αρχιτεκτονικών σε σχέση µε τον 




-1 και η αρχιτεκτονική µειωµένου χώρου MMSSU-1 απαιτούν 
9.3% και 2.5% περισσότερο χώρο αντίστοιχα σε σχέση µε τον απλό modulo 
πολλαπλασιαστή. Η επιπλέον καθυστέρηση των προτεινόµενων µονάδων MMSSU-1 
είναι κατά µέσο όρο 0.6 ns και 0.83 ns αντίστοιχα. Πρέπει να σηµειωθεί ότι αυτή 
είναι η µέγιστη καθυστέρηση των µονάδων, ανεξάρτητα από την επιθυµητή 
λειτουργία. Αντιθέτως, ένα σύστηµα το οποίο χρησιµοποιεί µόνο έναν 
πολλαπλασιαστή και έναν modulo αθροιστή, απαιτεί δύο κύκλους πολλαπλασιασµού 
και έναν κύκλο πρόσθεσης. Λαµβάνοντας υπόψη ότι στην ίδια τεχνολογία 
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υλοποίησης ένας modulo  αθροιστής απαιτεί χώρο 10586 µm1216 − 2 και παρουσιάζει 
καθυστέρηση 1.77 ns ([17]), συµπεραίνουµε ότι η λύση του πολλαπλασιαστή και του 
αθροιστή απαιτεί χώρο 115230 µm2 και παρουσιάζει καθυστέρηση 9.05 ns για τη 
λειτουργία του αθροίσµατος τετραγώνων και για 16=n . Αυτό είναι περισσότερο από 
το διπλάσιο της καθυστέρησης που παρουσιάζουν και οι δύο προτεινόµενες 
αρχιτεκτονικές MMSSU-1. Εποµένως, οι προτεινόµενες µονάδες παρουσιάζουν πολύ 
καλή απόδοση σε µία εφαρµογή που χρησιµοποιεί συχνά τη λειτουργία του 
αθροίσµατος τετραγώνων. 
 














4 6660 1.88 12377 2.43 11401 2.69 
8 27377 2.68 40521 3.28 38967 3.54 
16 104644 3.64 130213 4.20 119165 4.42 
32 415023 4.52 453808 5.19 425274 5.40 
Πίνακας 18. Αποτελέσµατα υλοποιήσεων για µονάδες modulo 2n – 1. 
 
 Στον πίνακα 19 παρουσιάζονται αποτελέσµατα για την περίπτωση modulo 
. Παρατηρούµε ότι η αρχιτεκτονική µειωµένου χώρου παρουσιάζει καλύτερα 
αποτελέσµατα σε σχέση µε την απλή αρχιτεκτονική για . Για µικρότερες τιµές 
του n, οι πολυπλέκτες που απαιτούνται για τον χειρισµό του κρατουµένου καθώς και 
για τις ολισθήσεις πριν από την τελική modulo πρόσθεση, αντισταθµίζουν τη µείωση 
των πολυπλεκτών για την παραγωγή των µερικών γινοµένων. Και πάλι η απόδοση 
των προτεινόµενων µονάδων αυξάνει µε το n, καθώς οι χωρικές τους απαιτήσεις 
προσεγγίζουν αυτές του αντίστοιχου πολλαπλασιαστή. Για 
12 +n
16≥n
16=n  και , η 
αρχιτεκτονική µειωµένου χώρου οδηγεί σε υλοποιήσεις που απαιτούν µόλις 2.2% και 
-0.1% περισσότερο χώρο αντίστοιχα σε σχέση µε τον πολλαπλασιαστή. Η απλή 
αρχιτεκτονική και η αρχιτεκτονική µειωµένου χώρου είναι κατά µέσο όρο 0.66 ns και 
1.07 ns πιο αργές σε σύγκριση µε τον αντίστοιχο πολλαπλασιαστή. Λαµβάνοντας 
υπόψη ότι στην ίδια τεχνολογία υλοποίησης ένας modulo 
32=n
1216 +  αθροιστής απαιτεί 
χώρο 12489 µm2 και παρουσιάζει καθυστέρηση 1.68 ns ([17]), συµπεραίνουµε ότι η 
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λύση του πολλαπλασιαστή και του αθροιστή απαιτεί χώρο 146422 µm2 και 
παρουσιάζει καθυστέρηση 9.14 ns για τη λειτουργία του αθροίσµατος τετραγώνων 
και για . Εποµένως και πάλι οι προτεινόµενες µονάδες MMSSU16=n +1 
παρουσιάζουν πολύ καλή απόδοση σε µία εφαρµογή που χρησιµοποιεί συχνά τη 
λειτουργία του αθροίσµατος τετραγώνων. 
 














4 10703 2.27 17524 3.33 17865 3.28 
8 38653 2.94 45553 3.46 46048 4.00 
16 133933 3.73 141419 4.21 136886 4.83 
32 442089 4.54 467319 5.10 441652 5.66 





 Η χρήση ενός RNS είναι ιδιαίτερα ελκυστική σε αρκετές εφαρµογές DSP και 
πολυµέσων οι οποίες χρησιµοποιούν πάρα πολύ συχνά τις λειτουργίες του 
πολλαπλασιασµού και του αθροίσµατος τετραγώνων. Ο χώρος υλοποίησης που 
απαιτείται στη περίπτωση που χρησιµοποιούνται ξεχωριστές µονάδες για τις 
παραπάνω λειτουργίες είναι πολύ µεγάλος. Από την άλλη πλευρά, λύσεις που 
βασίζονται στη χρήση ενός ζευγαριού πολλαπλασιαστή και αθροιστή ή ενός 
ζευγαριού τετραγωνιστή και αθροιστή για την εκτέλεση της λειτουργίας του 
αθροίσµατος τετραγώνων απαιτούν αρκετούς κύκλους µηχανής. 
 Για τους παραπάνω λόγους, στην παρούσα εργασία παρουσιάστηκαν δύο 
αρχιτεκτονικές για µονάδες που µπορούν να εκτελέσουν είτε την λειτουργία 
R
YX ×  
είτε την λειτουργία 
R
YX 22 + , ανάλογα µε την τιµή ενός σήµατος ελέγχου. 
Θεωρήθηκε ότι το R µπορεί να έχει είτε την τιµή 12 −n  είτε την τιµή 1, καθώς 
και ότι στην τελευταία περίπτωση χρησιµοποιείται η ελαττωµένη κατά ένα 
αναπαράσταση. 
2 +n
 Γενικά, η επί τοις εκατό διαφορά ανάµεσα στις MMSSUs και τον αντίστοιχο 
πολλαπλασιαστή, τόσο σε χώρο υλοποίησης όσο και σε καθυστέρηση, µειώνεται 
καθώς το n αυξάνεται. Για εισόδους µε µέγεθος 4 bits ή 8 bits οι προτεινόµενες 
µονάδες δεν προσφέρουν µεγάλη οικονοµία. Αντίθετα, όταν το µέγεθος των εισόδων 
είναι 16 bits και περισσότερο, οι MMSSUs παρουσιάζουν πολύ καλή απόδοση και 
προσφέρουν σηµαντική οικονοµία σε χώρο υλοποίησης.  Παρόλο που στις ποσοτικές 
συγκρίσεις του τµήµατος 4 οι προτεινόµενες µονάδες συγκρίνονται µε τον αντίστοιχο 
πολλαπλασιαστή, η σύγκριση θα µπορούσε κάλλιστα να γίνει µε την αντίστοιχη 
µονάδα αθροίσµατος τετραγώνων. Στην περίπτωση αυτή, οι επί τοις εκατό διαφορές 
θα ήταν ακόµη µικρότερες. 
 Η απλή υλοποίηση µιας MMSSU είναι σε γενικές γραµµές ταχύτερη από την 
αντίστοιχη υλοποίηση µειωµένου χώρου. Παρόλα αυτά, αν µας ενδιαφέρει κυρίως η 
οικονοµία σε χώρο υλοποίησης, οι υλοποιήσεις µειωµένου χώρου αποδίδουν πολύ 
καλύτερα όταν συζητάµε για µονάδες modulo 12 −n . Για µονάδες modulo , οι 
υλοποιήσεις µειωµένου χώρου προσφέρουν καλύτερα αποτελέσµατα µόνο όταν το 
µέγεθος των εισόδων είναι 16 bits και περισσότερο. Αυτό οφείλεται κυρίως στους 
12 +n
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πολυπλέκτες που απαιτούνται µετά από κάθε σειρά πλήρων αθροιστών στο δέντρο 
της µείωσης, κάτι που δεν υπάρχει στις απλές υλοποιήσεις. 
 Όταν το πρωταρχικό ενδιαφέρον σε έναν σχεδιασµό  είναι ο χώρος 
υλοποίησης, οι προτεινόµενες µονάδες προσφέρουν µεγάλη οικονοµία, ειδικά για 
µεγέθη των 16 bits και παραπάνω. Αυτά τα µεγέθη χρησιµοποιούνται ευρέως σήµερα. 
Στο κοντινό µέλλον, ακόµα µεγαλύτερα µεγέθη θα γίνουν κοινά και εποµένως η 
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