ABSTRACT Chest computed tomography is an important method for detecting lung cancer. Because early lung cancer nodules are small, making them difficult to detect, the current automatic lung cancer detection system can easily lead to missed diagnosis when detecting these nodules; therefore, accurate detection of early lung cancer nodules is crucial for improving the lung cancer cure rate. To reduce the missed diagnosis rate of early nodules in the detection system, it is necessary to optimize the extraction steps of candidate nodules. Based on the improvement of U-Net, this paper proposes noisy U-Net (NU-Net), which can enhance the neural network's sensitivity to small nodules by adding a special noise to the hidden layers in training. The neural network is trained using the LUng Nodule Analysis 2016 dataset and the Alibaba Tianchi Lung Cancer Detection Competition dataset. The comparative experiment between the U-Net and NU-Net reveals that the proposed algorithm's sensitivity to small nodules with diameters of 3-5 mm (97.1%) is greater than the U-Net value (90.5%).
I. INTRODUCTION
Lung cancer has a high mortality rate [1] , [2] , especially advanced lung cancer, which is difficult to cure and more likely to metastasize. Therefore, early diagnosis is key to improving patients' survival rates [3] . Due to their small diameter, however, early lung cancer nodules are difficult to detect. Computed tomography (CT) is widely used to detect pulmonary nodules, as it has higher accuracy compared with other medical diagnostic techniques. Nonetheless, because manual CT examination takes a lot of time and energy from the doctor reading the film, and the level of the doctor's diagnosis is inconsistent, it is easy for misdiagnosis and missed diagnosis to occur. To improve diagnostic accuracy, computer-aided diagnosis (CAD) algorithms have been developed to assist lung cancer detection [4] - [7] . Doctors use the test results as a reference for judgment. This technology
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accelerates the detection speed and reduces the missed diagnosis rate to a certain extent [8] .
The automatic lung cancer detection process is divided into two steps: 1) extracting all suspected candidate nodules, and 2) classifying the extracted nodules into two categories (positive and false-positive nodules). Since the classification object in the second step comes from the recognition results in the first step, all positive nodules should be identified in the first step; otherwise, the diagnosis will be missed.
In the candidate nodules extracting process, previous studies have optimized shape-based CAD technology. Aresta et al. [9] proposed a method for detecting juxta-pleural lung nodules with a radius ≤5 mm. Special CAD-detection techniques were used for detecting solid, sub-solid, and nonsolid nodules. Meanwhile, Zhang et al. [10] used multi-scale Laplacian of Gaussian filters with the prior shape and size constraints to detect nodule candidates. These studies have improved the sensitivity in the diagnosis of specific nodules, but the overall sensitivity is still unsatisfactory.
Traditional CAD is an image-detection technology based on threshold adjustment and morphological detection. In practice, some low-density ground-glass opacity [11] is often neglected, while some nodules close to the external tissues are sometimes neglected. In addition, the lung cancer nodules' sizes are highly variable, and CAD technology based on manual feature classification cannot maintain a good detection rate in the face of a variety of nodules, resulting in the low accuracy of shape-based CAD diagnosis that leads to many missed diagnoses and misdiagnoses.
Due to its rapid progress in recent years, deep learning technology has been gradually applied to lung cancer detection. Compared with shape-based CAD, neural networkbased CAD has higher sensitivity in lung cancer detection. Many studies have optimized the technology, based on the structure of neural network and regularization technology. Shen et al. [12] used multi-convolutional neural networks to replace the max pooling layer with a multi-crop pooling layer for extracting multi-scale characteristics and detecting pulmonary nodules. Ding et al. [13] used three consecutive CT slices as input for the neural network, and employed a faster region-convolutional neural network to detect nodule locations in the graph. At the end of the neural network, region of interest pooling was performed using different sized sliders to adapt to different nodule sizes. Dou et al. [14] used three-dimensional fully convolutional networks and an online sampling scheme to screen nodules quickly. Feng et al. [15] proposed a weakly supervised method that generates accurate voxel-level nodule segmentation trained with imagelevel labels only. Xie [16] modified the ResNet and feature pyramid network combined, powered by randomized ReLU (RReLU) [17] activation. Zhao et al. [18] trained a Forward and Backward generative adversarial network to generate high-quality synthetic medical images for data enhancement, and proposed a multi-scale VGG16 network to extract discriminative features from alternating stacked layers. This method improves the detection accuracy.
To avoid the defect of missed diagnosis when detecting lung cancer using a shape-based CAD system, this study used neural network-based CAD for extracting candidate nodules. When applying neural network-based CAD, fully convolutional networks (FCN) [19] are usually used. FCN uses the convolution layer instead of all the connected layers in the neural network, so it can segment input images of any size. The further improvement of this method is called a U-Net neural network [20] . U-Net has skip connections structure, which can achieve accurate pixel-level positioning, and is widely used in medical image analysis. It classifies all the pixels of the original image according to whether or not there are nodules. In practical use, however, the small nodules are easily neglected in the neural network-based CAD and the rate of missed diagnosis rate is higher.
To solve this nodule detection problem, an improved method using U-Net is proposed that adds a special noise related to neurons in the hidden layers of the U-Net training process. Compared with conventional U-Net, this method can identify small nodules more accurately and has an extremely low missed diagnosis rate.
II. DATASET
The neural network is trained with the LUng Nodule Analysis 2016 (LUNA16) [21] and Alibaba Tianchi Lung Cancer Detection Competition datasets [22] . The LUNA16 dataset is derived from the Lung Image Database Consortium dataset [23] ; it contains 888 sets of CT and 1,186 positive nodules. Figure 1 shows the histogram of nodule diameter distribution. Most nodule diameters are 4-8 mm, with the average diameter being 8.3 mm. As can be seen, most of the nodules are small and medium-sized. The Alibaba Tianchi Competition dataset contains 800 sets of CT, including 1,244 positive nodules. Figure 2 shows the diameter distribution histogram of nodules. The average nodule diameter is 10.0 mm. It can be seen that the nodule diameter in the Tianchi Competition dataset is generally larger than that in LUNA16 dataset.
Because the diameter of the training focus nodule has a large range, the neural network trained with the above data can work well in the face of various sized nodes. In the abovementioned dataset, the size and number of slices are 67906 VOLUME 7, 2019 not fixed, but most of the CT slices are 512 × 512 pixels. Therefore, the image is processed to 512 × 512 pixels in this paper.
III. DETECTING LUNG NODULE CANDIDATES WITH NOISY U-NET (NU-NET)
A. PRINCIPLE OF NU-NET A NU-Net is an improved algorithm based on U-Net. An ordinary U-Net consists of several convolutions, deconvolution, and pooling layers. The convolution layers' operation can be expressed as follows:
In formula (1), x is the input tensor, f (x) is the function output, conv is the convolution operation, BN is the batch normalization function [24] , b is the bias value, and σ is the activation function. Similarly, deconvolution can be expressed as:
Except for the deconvolution operation represented by dconv, the symbols' meanings remain unchanged.
The difference between an NU-Net and U-Net is that special noise is added to the NU-Net's convolution and deconvolution layers. The convolution layer formula is as follows:
In formula (4), Y denotes a random tensor with truncated normal distribution, and its shape is the same as that of x.
The average value of Y is zero, and its standard deviation is α, which is an externally defined constant. Figure 3 shows the probability distribution of Y . Users can adjust the noise amplitude in the convolution layer by adjusting the size of α. Y is multiplied by (g(x)) 2 as noise input, and the output value f (x) is obtained by adding Y×(g(x)) 2 to σ (g(x)). Similarly, the deconvolution layer operation of NU-Net is expressed as follows:
Leaky rectified linear unit (Leaky ReLU) [25] is used as the activation function σ , which is an unsaturated function. It can improve the gradient of the neural network transfer and prevent neuron death. The function can be expressed intuitively, as shown in Figure 4 . To avoid the uncertainty of the output result caused by noise, the standard deviation α of truncated normal distribution in formulas (4) and (6) should be set to zero in the process of testing and using the neural network.
NU-Net has only been slightly modified compared to U-Net, and the amount of calculation is slightly higher than that of U-Net.
B. THE CHARACTERISTICS OF NU-NET
NU-Net can be regarded as modifying the U-Net activation function. When the activation function uses leaky ReLU, the input-output relationship is like that in Figure 4 , while the relationship between input g(x) and output f (x) in NU-Net is like that in Figure 5 . In Figure 5 , the blue line represents the data distribution center and the pink area represents the data distribution VOLUME 7, 2019 range, which is controlled by the standard deviation α of truncated normal distribution in formulas (4) and (6) . This functional relationship is similar to the RReLU activation function [17] , and their difference lies in the noise function. In (4) and (6), the amplitude of added noise correlates positively with (g(x)) 2 . After this step, the greater the absolute value of g(x), the greater the influence of noise on f (x). This means that the greater the absolute value, the lower the neuron confidence; therefore, the neural network tends to make the absolute neuron value as small as possible so that the output is affected by the lowest possible noise. In this way, the neurons can be explicitly limited to a smaller range and the model space can be limited, which has a certain regularization effect on the neural network. Since this is also a method of adding random noise to the hidden layer, it can be regarded as a data enhancement [26] .
When the standard deviation of Y increases, the robustness gets stronger while the neural network's effective capacity grows smaller and its training speed gets slower. The smaller α is, the easier the neural network will fit. Therefore, it is necessary to set a moderate value of α to make the neural network converge faster without overfitting.
Similar to the dropout regularization [27] , the structures of formulas (4) and (6) cannot be used in front of the max pooling layer. Since the noise added to the hidden layer in the training process will increase the number of some neurons, applying max pooling directly after the hidden layer will make the average value of the hidden layer output after max pooling higher in training than in testing and use ( Figure 6 ). Different data distributions will eventually lead to poor neural network performance when used. For better performance, it should be noted that noise cannot be added to the convolution layer in front of the max pooling layer when constructing the NU-Net. 
C. NU-NET CONSTRUCTION
The idea of the neural network system in this paper is that when a three-dimensional array image composed of seven consecutive CT slices is inputted into the system, it will automatically output a three-dimensional array with the same shape as the original image; the output image is binarized according to whether there are nodules or not (Figure 7 ). The neural network was built according to this requirement, consisting of 27 hidden layers-23 are convolution and deconvolution layers and four are max pooling layers. In the last layer of the neural network, the output tensor shape is 512 × 512 × 7 and is normalized using the sigmoid function, representing the neural network's final output. Figure 8 shows the concrete structure of the neural network.
In Figure 8 , each hidden layer is batch normalized, except for the convolution (blue arrows) and pooling (red arrows) layers, and leaky ReLU is used as activation function. All convolution and pooling layers represented by yellow and green arrows add the noise described above. The obvious characteristic of this kind of neural network is its skip and non-skip connections. In training, the network's output needs input cross-entropy cost function to calculate the loss value, and is trained using Adam optimizer [28] to minimize the loss value.
In a U-Net, the more times that the hidden layer near the middle of the network is pooled, the smaller its area becomes (Figure 8 ). The information each neuron contains comes from the larger area of the neuron in the input image. That is to say, the information contained by the neuron in the middle hidden layer is a high-level summary of a large number of neurons in the underlying layer, which contains advanced features. For example, with the pooling of the neural network in Figure 9 , the yellow part of the neurons in the network are highly generalized by fewer neurons, and the right neurons contain more advanced features.
In general, the recognition of small nodules by neural networks depends on the underlying features contained in the shallow hidden layer, while the identification of large nodules depends on the advanced features. This is the case for the following reasons:
• In the pooling process, the neural network will lose part of the information, which will easily lead to the loss of information on small nodules and ultimately result in errors within the network's judgment results. In the process of recognizing small nodules, only small areas in the original image need to be analyzed; therefore, the neural network's recognition of small nodules must rely on the underlying features.
• The need for large regions in the original image is analyzed in the identification process of large nodules, and advanced features are the results of analyzing original image blocks. Although the pooling process will lose some information, this has little influence on the judgment results because the large size of the nodules means that a large amount of information is gathered. Thus, the neural network's identification of large nodules must rely on advanced features. The NU-Net structure is analyzed in Figure 8 . Like a U-Net, the structure has a skip layer connection, which can skip the pooling step and transmit information that is more complete so that the neural network can operate on the lower image features. In the non-skip layer connection of neural networks, with the pooling of hidden layers, the neurons will have more advanced features, meaning that they analyze a larger range of data in the original image and operate according to the advanced features extracted from the large range of regions in the original image. However, this also means that the neural network may directly remember the original image's advanced features and make judgments based on them, representing overreliance on the advanced features. As a result, the neural network cannot recognize small nodules well.
It is expected that the neural network will tend to use skip layer connections when identifying small nodules and nonskip layer connections when identifying large nodules, so that it will not miss small nodule diagnosis because of excessive dependence on advanced features. The NU-Net designed for the present study can meet this need.
The NU-Net adds noise layer by layer in the training field; the deeper the hidden layer, the greater the effect of the noise. However, the skip layer connection in the NU-Net is equivalent to skipping part of the hidden layer, which results in the information transmitted by this connection being less affected by noise and having higher confidence. Conversely, information transmitted by the hidden layer of the non-skip layer connection is highly affected by noise and has low confidence. Therefore, the judgment of the NU-Net depends more on the information from the skip layer connection type, and it can work well in identifying small nodules. Large nodules are easy to identify because of their large amount VOLUME 7, 2019 of information. Noise has little effect on this information, and the hidden layers in the non-skip layer connection type still work well in identifying large nodules.
IV. METHODS
Although the size of the input image is 512 × 512 × 7 when used, a 64 × 64 × 7 sized image cut from the original image was used in training. This is because if the image is too large for training, it will lead to insufficient memory. Moreover, the amount of calculation will be too great, leading to a slow training speed or even an inability to train. After training with small images, in theory, the training speed can be increased 64 times. Because the network is based on the U-Net architecture, it has no strict restrictions on the input image size. It adjusts the size of each hidden layer linearly according to the size of the input image. The training data enhancement methods [29] adopted for this study include flip, shift, and rotation.
TensorFlow was used [30] to build a neural network, which operated on two NVIDIA GTX 1080Ti GPUs. Twenty thousand training sessions were conducted, with 16 images in each batch and a checkpoint after each 100 sessions.
In this experiment, the team mixed and disrupted the Alibaba Tianchi Competition dataset and LUNA16 dataset, and then divided them into 10 pieces on average. The 10-fold cross validation test method and Free-response Receiver Operating Characteristic (FROC) [21] were applied to analyze the nodule detection performance. As shown in Figure 10 , in the evaluation process of nodule prediction, the output results are binarized by threshold β and the white areas are treated by dilate and erode. Then, the centroid coordinates of each white region are calculated. If the distance r between the centroid coordinate and the center coordinate of the labeled nodule is less than the radius R of the labeled nodule, the nodule is considered true positive. Otherwise, it is false positive. FROC curves were drawn (Figure 11 ). Since no false positive nodule exclusion steps were taken, the abscissa values are larger. As shown in Figure 11 , when the abscissa of FROC curve is greater than 150, the sensitivity tends to be stable and the threshold value is β ≤ 0.3. In addition, when a = 0.1, the neural network has the best performance. So alpha = 0.1 and beta = 0.3 will be set later.
V. EXPERIMENTAL RESULTS AND ANALYSIS

B. PERFORMANCE COMPARISON BETWEEN U-NET AND NU-NET
While the NU-Net experiment was designed, three U-Netbased structural control experiments were created. Their training data, neural network layers, and channels were the same as those for the NU-Net configuration, the difference between them and NU-Net are illustrated in Table 1 . Among them, U-Net 1 represents a neural network without any regularization treatment, U-Net 2 represents a neural network optimized by traditional regularization method, U-Net 3 represents a neural network using another type of noise as regularization method. Our team compared these three experiments to prove that this NU-Net is more sensitive to nodule recognition than U-Net.
The operations corresponding to (4) and (6) in the convolution and deconvolution layers of the three controlled experiments were replaced by the following formula:
After the neural network training, the NU-Net and three U-Nets of the control experiment were tested with set images, and the four networks' FROC curve was calculated ( Figure 12 ). Figure 13 lists five sets of images generated by the NU-Net and three U-Nets on some test sets for comparison. To display the results clearly, only the images of nodules and their surrounding areas are intercepted. Where the original image column is the input image, the ground truth segmentation column is the label used to train U-Net architecture, and the latter four columns represent the recognition results of the corresponding images by each neural network.
As shown in Figure 12 , NU-Net had the highest sensitivity among the four networks under the same abscissa. In Figure 13 , the image quality generated by the regularized neural networks (U-Net 2, U-Net 3, and NU-Net) in training was better than that for the non-regularized neural network (U-Net 1). Among the networks, the NU-Net had a greater advantage in sensitivity to small nodules.
As shown in Table 2 , the nodules in the test dataset were divided into three categories according to their diameters. To show the high sensitivity of the NU-Net in terms of small nodule recognition more clearly, Figure 14 illustrates the sensitivities and confidence of the NU-Net and three control neural networks to different size nodule recognition. As shown in Figure 14 , the NU-Net is more sensitive than U-Net in lung cancer detection, especially for small nodules. After the U-Net use regularization methods, such as RReLU and L2 regularization, the NU-Net still has higher sensitivity. This is attributed to the regularization effect of the noise added to the training and the special structure of NU-Net, which makes it more dependent on the underlying features.
In order to demonstrate the robustness of the proposed approach on different datasets, the team trained and tested the neural network separately on Alibaba Tianchi Competition dataset and LUNA16 dataset. The diameter distributions of nodes in Alibaba Tianchi Competition dataset and LUNA16 Figure 16 ) of NU-Net and three U-Net trained with two datasets, and their sensitivity to nodule recognition of different sizes ( Figure 17 , Figure 18 ). In Figures 17 and 18 , sensitivity obtained from the same number of false positives per scan (200 FPs/scan).
As shown in Figure 15 - Figure 18 , because of the reduction of training dataset, the sensitivity calculated during the test is reduced. However, NU-NET is still the highest of the four neural networks, and its sensitivity to small nodules is still at a high level. The advantages of NU-NET will not change with the change of training set, and it has robustness of the proposed approach on different datasets. Although NU-Net performs better than U-Net, its training and testing times are longer. Table 5 lists the average training time of the NU-Net and three U-Nets, and the average testing time of each CT.
VI. DISCUSSION
In the candidate nodule detection steps of LUNA16 and Alibaba Tianchi competitions, sliding window scanning is frequently used [31] - [33] , while sliding window scanning is less likely to detect false positive nodules. However, because of its large computational complexity and long detection time, and because it is a simple binary classification neural network, it can not segmente the pulmonary nodule image semantically. Therefore, this study and sliding window scanning have their own advantages and disadvantages, and reducing the misdiagnosis rate is also the future direction of improvement of our team.
When many teams carry out data preprocessing, each image is segmented to remove the extrapulmonary area. This method can reduce the unrelated area's interference in the neural network's judgment results and, theoretically, improve the diagnostic accuracy. However, the lung segmentation procedure is slow and time consuming. In addition, the lung segmentation step often divides some of the nodules near the extrapulmonary tissue, which causes some missed diagnoses, and the overall effect is not good.
Because the images in the data set come from different scanners, the pixel spacing of most CT images is different, which may affect the training results. In the pre-processing part of some previous studies, the pixels' real volume was fixed to 1 × 1 × 1 mm each, which unified the pixel size of all images. However, this method reduced the resolution of some images with smaller spacing of original pixels, making it difficult to distinguish some small nodules in the images and increasing the missed diagnosis rate. Therefore, this approach was ultimately not taken. Instead, the original size image is selected for neural network training.
In this paper, the performance of the neural network was evaluated by its sensitivity; that is, the detection rate of positive nodules. In practical detection, many false-positive nodules often accompany the positive nodules. However, misdiagnosis of false-positive nodules does not affect the detection system's performance evaluation because false-positive nodules in candidate nodules will be excluded in some subsequent steps called ''false-positive nodule exclusion.'' In the procedure of candidate nodule recognition introduced in this paper, the neural network needs to recognize all positive nodules as far as possible, so sensitivity is an appropriate evaluation index.
Due to the large number of nodules identified in the process of candidate nodule detection, the abscissa numerical range (0-200 FPs/scan) used in FROC curve in this paper is different VOLUME 7, 2019 from that used in LUNA16 competition (0.125-8 FPs/scan), and the Compatibility Performance Metric (CPM) of each FROC curve can not be calculated. However, because of the intuitive sensitivity comparison in this paper, the performance of the neural network can still be compared by FROC curve.
Although the NU-Net exhibited good performance, it still has some limitations:
1. Because the NU-Net uses a regularization method relative to U-Net, it will increase the difficulty of training. Specifically, the training time for NU-Net is 12% longer than that of U-Net under the same training scale. 2. When the standard deviation of noise α is large, convergence of the neural network may not occur. The solution is to set α smaller at the beginning of training and gradually increase the value. 3. Other sizes of images can be used to train neural networks as a way of data enhancement. To solve this problem, multi-scale images with sizes of 64 × 64 × 7, 80 × 80 × 7, 96 × 96 × 7, 112 × 112 × 7, and so on can be used for training to enhance the robustness of neural networks (both length and width must be multiples of 16). While the three-dimensional convolution neural network has better performance in theory, it requires more computation than the two-dimensional convolution neural network. Because large images needed to be detected in this paper, using a three-dimensional convolution neural network would have resulted in insufficient memory and an untrainable network. Even in the case of sufficient memory, the use of a three-dimensional convolution neural network would consume a lot of training time. Considering the time and cost issues, a two-dimensional convolution neural network was adopted for the study.
VII. CONCLUSION
To solve the issues of missed diagnosis from using U-Net to extract lung cancer candidate nodules, this study tried to use an NU-Net for detection. Based on the U-Net structure, the NU-Net added a special distribution of noise to each convolution layer, thereby making it more sensitive to the underlying features. The experiments showed that NU-Net is more sensitive to nodule detection, and this difference is more prominent in the detection of small nodules. The lung cancer candidate nodule detection system developed in this study had more than 98% sensitivity in the test set, and it can play a significant role in reducing the missed diagnosis rate of lung cancer diagnosis systems.
Because there were still some missed diagnoses in the detection process of the system, future research will further optimize the detection system to increase its sensitivity to difficult-to-detect nodules (such as small nodules and groundglass nodules). A nodule false-positive exclusion system based on a three-dimensional convolution neural network could be developed to create an integrated lung cancer detection software program with the lung cancer candidate nodule extraction network employed in this paper.
