Abstract. Hilbert-Polya conjecture and Riemann hypothesis are proven. The construction of Hilbert-Polya operator is inspired by the conviction that Riemann Zeta function is associated with a physical system allowing superconformal transformations as its symmetries. The proof as such is elementary involving only basic facts about the theory of Hilbert space operators and complex analysis.
Introduction
Riemann hypothesis [Rie, Tit86] states that the zeros of Riemann Zeta function
lie at line x = 1/2. Hilbert and Polya [Edw74] conjectured for long time ago that the zeroes of Riemann Zeta function could have spectral interpretation in terms of eigenvalues of a suitable self adjoint differential operator H such that the eigenvalues Λ n of this operator correspond to the moduli squared for the zeros x+iy of Riemann Zeta:
Λ n = |z| 2 = x 2 + y 2 , ζ(z = x + iy) = 0 .
In the following an explicit operator having as its eigenvalues zeros of Riemann Zeta is constructed. The construction also proves that the only zeros of Riemann Zeta are at axis x = 1/2. The construction relies crucially on scaling invariance inspired by the belief that Riemann Zeta function is associated with a physical system which has superconformal transformations as its symmetries [ISZ88] . This vision leads to a generalization of Riemann Zeta function and Riemann hypothesis to p-adic context forcing the sharpening of Riemann hypothesis to the conjecture that p iy defines rational phase factor for all zeros of Riemann Zeta and for all primes, [Pit95] . Here however only Riemann hypothesis is discussed.
Sharpened form of Hilbert-Polya conjecture
One can sharpen Hilbert-Polya conjecture by assuming scaling invariance. This means the decomposition
such that the non-Hermitian operators D and D + have zeros of Riemann Zeta as their complex eigenvalues
The task is to construct the needed operator D. The following construction is based on the idea that the operators D and D + allow also the eigenvalue z = 0 and that the vanishing of Riemann Zeta expresses mutual orthogonality of the states with eigenvalue z = x + iy and the state with eigenvalue z = 0.
The ansatz
is motivated by the requirement of invariance with respect to scalings t → λt and F → λF . Scale invariance implying actually super conformal invariance (Virasoro generator L 0 represents scaling which is in fundamental role in superconformal theories [ISZ88] ) motivated by the belief that Riemann Zeta describes the physics of a quantum critical system having super conformal invariance as its basic symmetry [BK99, Pit95] . Of course, one can say that conformal invariance is symmetry of complex analysis. The range of variation for the variable t consists of non-negative real numbers t ≥ 0. 
The substitution to the eigenvalue equation gives
allowing as its solution the functions
These functions are nothing but eigenstates of the scaling operator L 0 of Super Virasoro algebra analogous to the eigenstates of translation operator. It is of crucial importance that also z = 0 turns out to be an allowed eigenvalue.
Orthogonality conditions determine the eigenvalue spectrum
The spectrum of the allowed values of z is determined by the orthonormality conditions
The requirement that D + is indeed Hermitian conjugate of D implies that the sclar product, or rather quadratic form, satisfies
The inner product can be defined by continuing the integrand to the complex plane and noticing that it has cut along non-negative real axis. This motivates the definition of the inner product, not as mere integral over nonegative real axis but as integral along nonclosed curve C defined so that it traverses non-negative real axis from x = 0 + to x → ∞, continues along R → ∞ circle back to x = ∞ and returns back along non-negative real axis to x = 0 − (0 ± signifies taking limit x = ±ǫ, ǫ > 0, ǫ → 0):
It is absolutely essential that one takes the limit ǫ → 0 in the definition. Note that also scale invariance dictates the form of the inner product uniquely.
An essential element in the definition of the inner product is the discontinuity of the integrand resulting from the cut of the integrand along non-negative real axis vanishes at origin:
which can be nonvanishing. In this case the condition f |Dg = D + f |g fails. The explicit form of the inner product for the solution ansatz used reads as
Inner product can be also written as
Note that C has been completed to a closed curve by connecting the points at the two sides of the cut at z = 0 + . The integral reduces to a sum over poles plus cut contribution if the integrand has only poles u k outside the non-negative real axis:
where Res[f (z)] denotes the residy of function f at z defined in standard manner
Here C z encircling the point z in counter-clockwise manner and is contracted to point z at the limit and rotates clockwise around z.
How to choose the function F ?
The remaining task is to choose the function F in such a manner that orthogonality conditions for solutions Ψ 0 and Ψ z reduce to the condition that Riemann Zeta vanishes at point z. The residy calculus expression for the inner product suggests an obvious strategy. If the function F 2 /u has poles at the points n = −1, −2, ... and the residies of the poles are identical the integral is proportional to Riemann Zeta at point z. This is achieved by choosing
This function indeed converges to a well-defined limit at positive u-axis and its residies are same at all points u = −n.
With this assumption the quadratic form reduces to an expression proportional to Riemann Zeta at z = x + iy
Discontinuity term is given by the expression
for x 1 + x 2 < 1 the discontinuity term vanishes, for x 12 = 1 it is nonvanishing and finite and for x 12 > 1 it diverges.
This has several important consequences. a) The zeros of Riemann Zeta must belong to the open interval 0 < x < 1. This follows from the fact that the discontinuity over cut is nonvanishing for x = x 1 + x 2 ≥ 1 whereas for x = x 1 + x 2 it vanishes so that also Riemann Zeta vanishes. In particular, the theorem of Hadamard and Vallee de la Poussin [Var99] stating the non-vanishing of Riemann Zeta at line x = 1 is reproduced. The fact that the zeros of Riemann Zeta are located symmetrically with respect to x = 1/2 implies that the line x = 0 cannot contain zeros of Riemann Zeta.
b) The vanishing of the inner product Ψ 1/2+iy1 |Ψ 1/2+iy2 for y 1 = y 2 does not imply the vanishing of Riemann Zeta since discontinuity term is nonvanishing. This is as it should be. If this were possible ζ(1 + i(y 1 − y 2 )) would vanish and the y-coordinates for the zeros of Riemann Zeta at line x = 1/2 would obey linear superposition, which is certainly not the case. There is however notable exception for z 1 = 1/2 + iy = z 2 the discontinuity vanishes and the norm of the state reduces to Ψ 1/2+iy1 |Ψ 1/2+iy1 = ζ(1) and diverges.
Proof of Riemann hypothesis
One can construct a convincing argument for the claim that for all eigenvalues z = x + iy = 0 one must have x = 1/2 and that the only zeros of Riemann Zeta are at the line x = 1/2. a) Suppose that there is zero of Riemann Zeta with eigenvalue z 1 = x 1 + iy 1 with x 1 < 1/2. By symmetry with respect to the line x = 1/2 each zero or its mirror image located outside the line x = 1/2 gives rise to this kind of zero. b) From this it follows that Ψ z1 is orthogonal to all Ψ z with z = 1/2 + iy. This follows from the Hermitian conjugacy of D and D + between the matrix elements of Ψ z1 and Ψ z2 with x 1 + x 2 < 1 since in this case the discontinuity over cut vanishess. Thus one obtains
in case that 0 < x 1 + x 2 < 1. In particular this the case for x 2 = 1/2 and for x 1 < 1/2. This implies that inner product must vanish so that also Riemann Zeta vanishes for
and by the symmetry with respect to x = 1/2 line also for
Here y corresponds to any zero of Riemann Zeta at line x = 1/2. c) One can repeat the same argument to produce infinite number of zeros at lines 1 − x 1 and x 1 . One can also apply the argument to x 1 + iy 1 and x 1 + iy 2 and get infinite number of zeros at lines 2x 1 and 1 − 2x 1 . In fact, by repeating this argument one finds that all lines x = nx 1 (mod 1) contain infinite number of zeros of Riemann Zeta. If x = m/n is rational this process ends to x = 1 and x = 0 which are certainly not zeros of Riemann Zeta. If x is not rational, the continuation of the process fills the entire interval (0, 1) with lines containing infinite number of zeros of Riemann Zeta. The process can be applied also to x 1 ± i(y 1 − y a ) and 1/2 − x 1 ± i(y 1 − y b ), where y a and y b correspond to zeros of Riemann Zeta at line x = 1/2 to yield infinite number of new zeros at line x = 1/2. The net result is that the values of y at the line x = 1/2 obey linear superposition, which is known to be not true.
On basis of these arguments one can conclude that Riemann hypothesis holds true. One can understand the restriction of zeros to the line x = 1/2 by noticing that z has interpretation as real part of conformal weight defined as eigenvalue of the scaling operator L 0 = td/dt in superconformal field theories [ISZ88, Pit90, Pit95] . For the generators of Super conformal algebra conformal weights are indeed halfinteger valued.
