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RÉSUMÉ - À l'aide d'une revue de littérature, nous expliquons les motivations qui ont 
entraîné la création de la théorie de l'espérance d'utilité. Nous montrons que le passage de 
cette théorie du rôle d'outil normatif à celui de problème de recherche fondamentale est la 
conséquence de l'arrivée de nombreux tests encore non expliqués. Par la suite nous discu-
tons de la pertinence de considérer la procédure employée par le décideur comme étant le 
point important à la base des modèles. 
ABSTRACT - The Significance of the Procédure in Lottery Choices. Using a literature 
review we explain the motivations for the élaboration of expected utility theory. We show 
that the transformation of the rôle of this theory from being a normative tool to become a 
fundamental research problem is due to the numerous tests not yet explained. Then we dis-
cuss on the relevance of considering the procédure used by the décision maker to be the 
basic concept. 
INTRODUCTION 
Cet article discute de la prise de décision en présence de risque. Nous mon-
trons à l'aide d'une revue de littérature pourquoi la théorie de l'espérance d'utilité, 
malgré son échec à expliquer les différents résultats obtenus dans les tests, 
demeure encore aujourd'hui la base de plusieurs modèles alternatifs. Dans la 
deuxième section, nous donnons quelques exemples de modèles basés sur la 
procédure. 
Ce genre de modèle s'oppose de façon draconienne aux théories classiques de 
choix où l'axiomatique est construite entièrement à partir des variables (loteries) 
de base comme la théorie de l'espérance d'utilité. 
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On peut diviser la littérature théorique en deux parties. La préoccupation de la 
première est d'expliquer les faits tout en ayant une base mathématique plus faible 
que la seconde qui elle est plus préoccupée par l'axiomatique de la théorie que 
par son pouvoir de résolution. Étant donné qu'aujourd'hui encore aucun modèle 
ne parvient à expliquer tous les paradoxes les plus connus, nous croyons que 
l'emphase devrait être mise sur la résolution plutôt que sur l'axiomatisation. C'est 
d'ailleurs la voie la plus naturelle en sciences où après avoir expliqué et donc 
compris les faits, on propose une étude plus profonde et rigoureuse du problème. 
La théorie de l'espérance d'utilité a été employée à plusieurs reprises pour 
tenir compte du facteur risque dans des modèles économiques, financiers ... 
Comme ces modèles sont complexes, il est imprudent de conclure à la véracité de 
la théorie de l'espérance d'utilité en se fiant à sa performance dans ces modèles. 
Par exemple, on utilise généralement cette théorie avec une fonction d'utilité 
concave dans les modèles classiques d'assurance. Cependant, en utilisant un 
modèle où les faibles probabilités sont surestimées comme dans la Cumulative 
Prospect Theory, on peut générer les mêmes résultats (Wakker et al., 1997). La 
manière d'introduire le risque ici est plutôt secondaire même si la notion de 
risque est essentielle. Ce genre d'applications démontre que la forme de l'outil 
utilisé n'a pas d'importance et ne démontre pas que la théorie d'espérance d'uti-
lité est pertinente. Pour ce faire, il faut procéder à des tests plus directs. C'est 
pourquoi, nous ne considérerons que les tests directs, c'est-à-dire les paradoxes à 
la théorie de l'espérance d'utilité parce qu'ils ont été faits dans le but de tester la 
pertinence de cette théorie. 
1. REVUE DE LA LITTÉRATURE 
IA Avant 1930 
Le premier paradoxe que l'on rencontre est celui de St-Petersbourgh qui dit 
essentiellement qu'une loterie, où l'espérance mathématique des gains est infinie, 
n'a pas une valeur infinie pour la plupart des gens. La solution proposée par 
Daniel Bernoulli est de considérer l'espérance mathématique de la valeur de la 
loterie où les montants sont transformés à l'aide d'une fonction concave ce qui 
diminue leurs valeurs relatives lorsque les montants augmentent. Cette solution 
apparaît très acceptable, mais il faut bien remarquer que nous sommes en 
présence de montants infinis. 
1.2 Les années trente à soixante 
Les économistes ont commencé à s'intéresser aux choix avec des risques durant 
les années 1930. Comme le fait remarquer Arrow (1951), il existait une multitude 
d'approches difficilement compréhensibles pour celui qui ne connaissait pas une 
très vaste littérature. Les deux problèmes principaux étaient de déterminer la façon 
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problème, il y avait deux clans : ceux qui pensaient qu'on devait employer exclu-
sivement le langage des probabilités et ceux qui croyaient qu'on devait quelque-
fois ajouter des principes supplémentaires. Egalement, la première catégorie 
discutait de l'interprétation qu'on devait donner aux probabilités; était-ce une 
fréquence ou un degré de crédibilité, etc? La seconde catégorie qui voulait rem-
placer ou complémenter la première comprenait des économistes comme Keynes, 
Knight et des statisticiens comme Neyman, Pearson, ce qui ne simplifiait en rien 
la discussion. 
Pour le second problème, celui d'ordonner les effets des actions et donc les 
probabilités, les économistes comme Hicks, Marshall et Tinter discutaient de la 
pertinence de comparer les distributions à l'aide de leur moyenne et de leur écart 
type ou d'ajouter d'autres paramètres. Le problème le plus urgent à régler était de 
ramener toute ces discussions à un centre commun. De plus, l'intérêt principal 
d'introduire le risque dans les modèles était le marché des denrées à terme et celui 
des paiements monétaires dans les périodes futures. Ces problèmes de marché ne 
sont pas des problèmes fondamentaux de la théorie de la décision, mais plutôt des 
applications de cette théorie. Les problèmes étudiés ainsi que le besoin de rallier 
les différents intervenants dictaient donc le genre de théorie désirée. Une théorie 
avec une base forte du point de vue mathématique qui n'avait pas besoin d'avoir 
un pouvoir explicatif très élevé. Ramsey (1931) a été le premier à proposer ce genre 
de théorie avec axiomes. Par la suite Von Neumann et Morgenstern (1944), qui 
avaient besoin du risque comme base pour la théorie des jeux, ont eux aussi suivi 
la route la plus sûre car leur préoccupation réelle n'était pas de développer une 
théorie de la décision mais bien une théorie pour expliquer l'interaction entre les 
différents agents. Pour eux le risque n'était qu'un item parmi d'autres. Ils ont 
donc choisi une théorie axiomatique simple et ont récupéré l'explication de 
Bernoulli du paradoxe de St-Petersbourgh. Allais (1953) a nommé ce genre de 
modèle néo-Bernoullien. 
Savage (1958) a continué le développement de la théorie en la précisant de 
plus en plus et en permettant l'emploi de probabilités subjectives. Debreu (1959) 
ainsi que Radner (1968) les ont utilisées dans des modèles d'équilibre général 
tandis que Markowitz (1959) les a utilisées pour les marchés monétaires et pour 
développer la théorie du choix de portefeuille. 
Comme nous venons de le voir, à cause de l'urgence de rallier les discussions 
et les priorités des chercheurs économistes du temps, nous avons assisté, non pas 
à la naissance d'une théorie axée sur la prise de décision réelle des agents, mais 
plutôt à celle d'une théorie très consistante et satisfaisante pour les chercheurs du 
temps. Cependant, il existe une exception à cette règle. Maurice Allais (1953), 
contrairement aux Néo-Bernoulliens, mettait l'emphase sur la valeur psy-
chologique associée à chaque loterie ce qui se voulait une explication des deux 
paradoxes connus soit le paradoxe d'Allais et celui de St-Petersbourgh. Un exemple 
du paradoxe d'Allais où l'on doit choisir entre les loteries 1 et 2 et par la suite 
entre les loteries 3 et 4 est présenté ci-après. Soit les loteries : 324  L'ACTUALITÉ ÉCONOMIQUE 
1) p = o JC = 5000000$ 
P=I JC=1000000$ 
P = O JC = 0$ 
2) P = 0,1 JC = 5000000$ 
P = 0,89 JC = 1000000$ 
P = 0,01 JC = 0 $ 
3) P = 0,9 JC = 0$ 
P = 0,1 JC = 5000000$ 
et 
4) P = 0,89 JC = 0$ 
P = 0,11 JC =1000 000$ . 
L'espérance d'utilité prédit les choix 1 et 4 ou encore 2 et 3. Cependant, le 
résultat le plus souvent obtenu lors de différentes expérimentations est 1 et 3. Ceci 
conduisit Allais à construire un test plus complet pour confirmer ou infirmer sa 
théorie. Malheureusement, les résultats de cette étude ne furent publiés que 25 
ans plus tard et ce retard, justifié par Allais, a été expliqué par le fait que ce pro-
blème n'était pas le plus important en économie pendant cette période. 
1.3 Les années soixante à quatre-vingt 
Durant les années soixante à quatre-vingt, on assista à une progression de 
l'applicabilité de la théorie. Le premier outil d'importance fut l'introduction du 
coefficient d'aversion au risque par Arrow (1963) et Pratt (1964) qui fut plus tard 
raffiné par Ross (1981), Kihlstrom et Mirman (1974), Machina (1982). Le second 
outil est la définition de « plus risqué ». Hanoch et Levy (1969) ainsi que Rothschild 
et Stiglitz (1970) ont largement contribué à développer ces définitions. Le premier 
outil permettait la comparaison entre individus tandis que le second permettait 
d'étudier la réaction d'un individu face à un changement de risque. Ces deux outils 
ainsi que la notoriété croissante des mathématiques en économie furent suffisants 
pour entraîner un flot de travaux dans les champs les plus divers comme les déci-
sions d'épargne, la recherche de travail, l'assurance, la consommation ainsi que 
les comportements des firmes dans différentes situations (monopole, compétition 
parfaite et équilibres de marché...). Pour des discussions de ces différentes appli-
cations voir Dionne (1988), Eeckhoudt et Gollier (1992). 
Pendant ce temps, mais d'une façon beaucoup plus timide, on testa la théorie 
de Von Neumann et Morgenstern. MacCrimon et Larsson (1979) ont proposé un 
test qui englobe comme cas particulier le paradoxe d'Allais et qui est connu sous 
le nom de Common Conséquence Effect. Ce test comprend un montant sûr « a », 




2 domine stochastiquement P
1. Le choix se fait entre bl et b2 
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bx:a + P
2 vs b2 : P + P
2 
et b-.a + P
l vs bA:P + P
l . 
3 4 
La théorie de l'espérance d'utilité prédit le choix de b3 et b{ ou b2 et ^4. Les 
résultats les plus souvent observés sont bl et b4. Une explication est que mieux 
l'individu est, lorsqu'il gagne P
2, le plus riscophobe il sera s'il perd, alors il aura 
tendance à se protéger et choisir « a » avec P
2 tandis que P est acceptable avec P
[. 
Kahneman et Tversky (1979) testèrent un paradoxe appelé Common Ratio où le 
ratio des probabilités est constant. On est en présence de deux loteries où P > q, 
y > x> 0 et r e (0, 1). Le choix est le suivant : 
1) P gagne x vs 2) q gagne y 
\-P gagne 0 1 - q gagne 0 
et 3) rP gagne x vs 4) regagne y 
1 - rP gagne 0 1 - rq gagne 0 . 
Encore là, le choix le plus souvent observé est 1 et 4, ce qui est contraire à la 
théorie de l'espérance d'utilité. On remarque que les trois paradoxes (Allais, 
Common Conséquence et Common Ratio) sont une représentation du phénomène 
de Fanning Out (Machina, 1987). Si on explique ce phénomène, alors on résout 
les trois paradoxes. Généraliser ainsi comporte une part de risque car on remarque 
que le paradoxe d'Allais a comme propriété principale la comparaison d'une 
loterie avec un montant sûr tandis que le paradoxe Common Conséquence fait 
appel à des additions de loteries et peut donc comporter une part d'effet richesse. 
Quant au paradoxe Common Ratio, il fait appel à des probabilités minimes de 
gain et par conséquent l'explication n'est peut-être pas la même pour les trois. 
Les années soixante à quatre-vingt furent témoins d'une littérature qui 
applique la théorie de l'espérance d'utilité de façon abondante, mais qui ne la 
teste que très peu souvent. Sa popularité entraînera qu'on la considérera comme 
un fait acquis. 
1.4 Les années quatre-vingt à quatre-vingt-dix-neuf 
Un paradoxe testé auparavant par les psychologues Lichtenstein et Slovic 
(1971), Préférence Reversai est celui qui porta le plus dur coup à la théorie exis-
tante. Les nouvelles théories n'en tiennent d'ailleurs pas toujours compte car il est 
plus difficile à intégrer. Il n'en demeure pas moins qu'il a forcé les chercheurs à 
changer de cap et à se pencher plus profondément sur la base axiomatique de 
Von Neumann et Morgenstern. Ce paradoxe comporte deux loteries où P > 0,5, 
0,5 > q, y > x et on a le choix suivant : 
1) P gagne* et 2) q gagne y 
1 - P gagne 0 1 - q gagne 0 . 326  L'ACTUALITÉ ÉCONOMIQUE 
Dans un choix direct, 1) est choisi. Si on demande au décideur de donner un 
prix à une série de loteries incluant 1) et 2) (il ne faut pas qu'il reconnaisse 1) et 
2)), alors il donne un prix plus élevé à 2) qu'à 1). L'explication la plus simple est 
que dans le choix des loteries c'est la probabilité qui est le facteur de décision tan-
dis que lorsqu'on donne un prix c'est le montant qui est important. Comme nous 
l'avons vu plus haut, la théorie de l'espérance d'utilité a été créée non dans le but 
de modéliser précisément la prise de décision de l'agent, mais plutôt d'avoir un 
outil rationnel et facilement utilisable. Dans ce sens, ce fut une réussite et ceci est 
particulièrement dû à l'utilisation du coefficient d'aversion au risque et de la 
mesure d'accroissement du risque dans des modèles où l'importance des outils 
n'était pas fondamentale. On ne savait donc pas à quoi s'attendre de la perfor-
mance de cette théorie lorsqu'elle serait vraiment testée. Malheureusement, les 
résultats furent peu convaincants. À l'exception de l'axiome de comparaison et de 
continuité qui sont évidents, les autres axiomes furent attaqués sérieusement. 
L'axiome d'indépendance ne pouvait être en accord avec les paradoxes d'Allais, 
Common Ratio, Common Conséquence. Même l'axiome pourtant simple de tran-
sitivité ne résiste pas au paradoxe Préférence Reversai. Les autres axiomes qui 
sont plus raffinés performent évidemment moins bien. 
Comme les tests le démontrent, les préférences pour les choix de loteries sont 
irrationnelles. Par conséquent, une série d'axiomes rationnels basés sur les pré-
férences ne pourra évidemment pas les expliquer. Ici, deux voies s'offrent à nous. 
La première est d'essayer de relâcher certaines hypothèses et donc de modifier la 
fonction d'évaluation tandis que l'autre, plus draconienne, est de considérer que 
l'axiomatique ne doit pas porter sur les préférences des agents mais plutôt sur leur 
façon de traiter le problème. 
Malgré son peu de succès à expliquer les tests, la popularité de la théorie de 
l'espérance d'utilité acquise au cours des années précédentes a permis de l'utiliser 
comme point de départ pour des modèles d'espérance d'utilité non linéaire. Ces 
derniers se voulaient une déviation plus ou moins grande à la théorie de référence. 
Nous présentons en annexe quelques-uns de ces modèles. 
Une autre avenue empruntée par des psychologues est l'étude du processus 
cognitif employé par l'agent pour résoudre le problème des choix de loteries. 
Lichtenstein et Slovic (1971) débutèrent ce mouvement qui se poursuivit avec 
entre autres Birnbaum (1974), Kahneman et Tversky (1979), Mellers et al. (1992), 
Luce et al. (1993), ainsi que Ranyard (1995). Dans la majorité des cas les dif-
férentes procédures sont peu ou pas intégrées à un modèle mathématique. Par 
exemple, Kahneman et Tversky (1979) énumèrent plusieurs opérations (annula-
tion, ségrégation...) qui se font dans une étape préliminaire et par la suite le 
décideur incorpore les résultats obtenus dans un modèle mathématique. Bien que 
la partie procédure ne soit pas intégrée au modèle mathématique, on remarque 
cependant que les différentes opérations effectuées par le décideur sont très bien 
identifiées. Dans un premier temps, il élabore différents framings comme la sépa-
ration des montants monétaires en gains et pertes. Une deuxième opération est le L'IMPORTANCE DE LA PROCÉDURE DANS LES CHOIX DE LOTERIES 327 
groupement des éléments similaires. Par la suite, dans une troisième phase nom-
mée editing, il effectue des amalgames où il peut additionner les probabilités 
attachées à des montants monétaires, qui ont des valeurs à peu près identiques, et 
les attribuer à la moyenne de ces montants. Il existe aussi une élimination directe 
des éléments communs aux deux loteries. Comme toutes ces opérations ont été 
formellement identifiées par des tests, un modèle qui veut tenir compte de la 
validité psychologique devra contenir toutes ces opérations. 
Mentionnons enfin une dernière approche très populaire qui met l'accent sur 
la fonction d'évaluation des probabilités w(p). Cette dernière a une forme en S 
(concave puis convexe) et surestime les faibles probabilités tandis que les proba-
bilités élevées sont sous-estimées. Cette fonction fut obtenue à maintes reprises 
lorsque testée par Wu et Gonzalez (1996, 1999), Camerer et Ho (1994) ainsi que 
Tversky et Kahneman (1992) et Tversky et Fox (1994). Une axiomatisation qui 
permet d'obtenir cette fonction est proposée par Prelec (1998). Quoique cette 
fonction explique assez bien le paradoxe Common Ratio et la comparaison de 
loteries avec des montants monétaires sûrs, Alarie et Dionne (1998) ont démontré 
que, sous certaines conditions peu restrictives, cette fonction ne peut être compa-
tible avec les cas associés aux paradoxes Common Ratio et Préférence Reversai 
pour les simples loteries (O, p; y, 1 -p). Ici encore, on remarque qu'une déviation 
à la théorie de l'espérance d'utilité ne semble pas suffisante pour expliquer les 
tests. 
Comme on le remarque, les théories alternatives sont nombreuses. Nous nous 
proposons par la suite d'étudier quatre théories qui englobent d'une certaine 
façon celles-ci et qui sont les plus populaires. Ce sont : 1) la théorie de Machina; 
2) celle de Bell, Fishburn, Loomes : (la théorie du regret); 3) la Prospect Theory 
de Tversky et Kahneman, ainsi que 4) celle de Luce et al. (1993). 
1.5 Machina (1982) 
Le but principal de Machina était de construire une fonction de préférence 
locale U qui varie non seulement avec x mais aussi avec la distribution F. Il s'est 
intéressé à des changements de la fonction par rapport à F, ce qui l'a conduit à 
adopter la notion de différentiabilité la plus naturelle dans ce cas, celle de Fréchet, 
ce qui complique un peu l'aspect mathématique. Le changement de bien-être 
associé à un changement de distribution (F* à F) est donné par : 
n 
V(F) = V(F) + J U(x:F) [dF(x) - dF(x)] + 0( || F* - F || ). 
o 
Avec une série de théorèmes, il établit des relations simples entre la fonction 
locale U et la fonction globale V. En mettant des restrictions sur la fonction U, il 
obtient différentes décisions pour l'agent qui a la fonction de préférence V. Il est 
à remarquer que pour le même F, l'agent agit selon l'espérance d'utilité (linéaire 
en p) mais lorsque F varie le résultat est tout autre. 328  L'ACTUALITÉ ÉCONOMIQUE 
Le paradoxe d'Allais ainsi que la surestimation des faibles probabilités et la 
sous-estimation des probabilités élevées ont conduit Machina au principe suivant : 
tout mouvement de la distribution qui rend un point moins important rend la sen-
sibilité à ce point plus grande. Ce qui veut dire qu'un point qui est plus près du 
centre de la distribution sera sous-évalué par rapport à un point éloigné du centre. 
Ce principe implique que pour une fonction relativement régulière, le fait de 
diminuer le point au centre pour le placer dans les queues augmente l'évaluation 
des queues. Cette hypothèse est souvent rencontrée sous la forme : Si F* domine 
stochastiquement F sur x (0, M) alors : 
-Un(F*) - EZ1(F*) > -Un(F) - U1(F), 
pour tout x où les dérivées première et seconde de U sont respectivement Ux et 
Un. Donc la variation de F vers F* augmente l'aversion au risque. Si F* est un 
point sûr et F une distribution, on remarque que le paradoxe d'Allais sera facile à 
résoudre. 
La première hypothèse est que pour tout F on a que -Un(x; F) -r U{(x; F) est 
non croissante pour tout x. Cette théorie est donc le pas le plus normal pour 
quelqu'un qui croit à l'essence de l'espérance d'utilité. Elle explique tous les 
paradoxes concernant le fanning out même si ceux-ci ne devraient peut-être pas 
avoir la même explication. De plus, elle ne résout pas le paradoxe Préférence 
Reversai (par contre voir Safra et al, 1990 à ce sujet). En changeant légèrement 
la forme de Common Conséquence, Starmer et Sudgen (1993) démontre la faiblesse 
de la théorie ce qui confirme notre appréhension à expliquer tous les fanning out 
de la même manière. 
D'autres tests comme ceux de Loomes (1991) ainsi que Kagel et al. (1990) 
démontrent l'incapacité de cette théorie à expliquer leurs résultats. 
Le test de Loomes (1991) comprend une loterie à trois points (pv 0:p2, x2:p3, X3)  où p3 > p2. L'agent doit choisir les quantités X2 et X3 sous la contrainte X2 + X3 = k  où k est constant. Les résultats sont que les montants monétaires sont répartis de 
telle façon que P3Ip1 est proportionnel à X3Ix2, ce qui est contraire à un modèle 
d'espérance d'utilité où l'on aurait X3 = k et X2 = 0 pour des agents riscophiles ou 
moyennement riscophobes, comme le fait remarquer Loomes. De plus, en faisant 
varier px tout en gardant P-Jp1 constant, on devrait s'attendre au même résultat, 
mais on obtient plutôt le ratio X3Ix2 qui tend vers 1 et cet effet croît proportionnelle-
ment avec pv ce qui semble contraire à Common Ratio. De plus, dans les modèles 
où il y a un processus cognitif comme celui de Ranyard (1995), on admet souvent 
l'élimination des variables non pertinentes pour faire le choix. Par exemple, 
comme X1 est fixé à zéro, le px serait simplement ignoré, mais ce n'est pas le cas 
pour ce test. Une explication partielle serait que si l'on considère que les deux 
derniers points forment une sous-loterie, alors l'agent devrait considérer plus le 
point Jc2 que X3, ce qui nous amène au test de Mellers et al. (1992). Dans ce test, on 
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est le Jc1. Par exemple, ils ont testé que (30, ,2; 83, ,8) a eu un prix moins élevé que 
(0, ,2; 83, ,8). Ce résultat est vraiment contre-intuitif et très peu de modèles par-
viennent à l'expliquer. 
1.6 Regret Theory 
La théorie du regret fut développée par Bell (1982), Fishburn (1982) et 
Loomes et Sudgen (1987). Cette théorie, comme son nom l'indique, tient compte 
du regret ou de la joie qu'un individu ressent lorsqu'il reçoit un montant x au lieu 
du montant y qu'il aurait obtenu s'il avait choisi l'autre alternative. Pour les pro-
babilités 1(I1, ...In) etp(pv "'Pn) ^t un ensemble de montants (Jc1,..., JC7), on a : 
^YeKx1Xj)I1Pj ou Kx, y) = - riy, x). 
' j 
Cette théorie réussit à démontrer les paradoxes qui comprennent des fanning 
out ainsi que préférence reversai. 
Cependant, une autre expérience menée par Kahneman et Tversky (1979) 
complique la discussion. Si on laisse le choix entre : 
r 0,5 1 000 
1) 1000 + 500 ou 1000 + L 0,5 0 , 
r 0,5 1 000 
2) 2000-500 ou 2000- L 0,5 0 
et si l'on réduit ces deux choix, on obtient : 
0,5 2 000 
0,5 1 000 
pour les deux loteries. Pour ce paradoxe, on obtient des choix différents pour 1) et 
2) même si les loteries résultantes sont semblables. Cet effet connu sous le nom 
deframing effect a été testé de différentes façons et donne toujours le même résul-
tat. La théorie du regret n'a pas le potentiel pour l'expliquer. Tout comme la 
théorie de Machina, cette dernière ne résiste pas au test de Loomes (1991) qui est 
lui-même un des premiers auteurs dans le développement de ce modèle. 
L'originalité de cette théorie est qu'auparavant l'évaluation de JC dépendait de 
p (Machina, 1982). Maintenant l'évaluation de JC dépend de l'autre alternative y. 
Auparavant, la surestimation des loteries avec de faibles probabilités de gain 
et la sous-estimation des loteries avec des probabilités de gain élevées étaient plus 
ou moins admises. Les tests de Tversky et Kahneman (1992) et Luce et al. (1993) 
établirent ces deux faits de façon très précise. Le point P où la loterie n'est plus ni 
surévaluée ou sous-évaluée est tel que 0,5 > P ce qui implique que les modèles où 
l'on imposait la symétrie ne sont plus valides. De même, plus la probabilité est 
proche de zéro ou de un, plus la distorsion est grande. 
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1.7 Cumulative Prospect Theory 
Tversky et Kahneman (1992) proposent une extension de leur modèle nommé 
Prospect Theory où les deux éléments principaux sont premièrement le fait 
d'avoir une fonction concave pour les gains et une fonction convexe pour les 
pertes avec la pente de la fonction pour les pertes plus grande que la pente de la 
fonction des gains. Deuxièmement, les probabilités sont transformées de telle 
sorte que les faibles probabilités sont surestimées et les probabilités élevées sont 
sous-estimées. 
L'ajout d'une fonction cumulative qui transforme toute la distribution au lieu 
de transformer chaque probabilité individuellement a été proposée initialement 
par Quiggin (1982). Cet ajout améliore la Prospect Theory en permettant le juge-
ment à plusieurs points ou encore à des fonctions de distribution continues au lieu 
de loteries à deux points seulement. Elle peut aussi s'appliquer aux cas d'incer-
titude. Finalement, la fonction qui transforme les probabilités associées à des 
montants positifs n'est plus contrainte à être égale à celle qui transforme les pro-
babilités associées aux montants négatifs. On évalue les loteries dans ce modèle 
de la façon suivante : 
V(L) = Z. K
+. V
+(X) + Z. n- v-(x.) 
où 7t* représente les probabilités de la loterie L qui sont associées aux montants 
positifs et 71T représentent celles associées aux montants négatifs. La fonction 
cumulative a la forme suivante : 
K
+ = W
+(p. + ... ^pn) - W
+(p.+l + ... +Pn). 
Le modèle est testé à l'aide d'un pricing où la fonction V(JC) est définie par 
v
+(x) = x
a et V"(JC) = -k(-x)$. Le k est supérieur à 1 ce qui tient compte d'une 
pondération plus forte pour les montants négatifs que pour les montants positifs. 
Les fonctions de transformation des probabilités ont la forme suivante : 
W(p) = / / (p
5 +(1 - p)
5)
1/s, s = -, +. 
Ces deux fonctions ont une forme sinusoïdale ce qui entraîne une surestima-
tion des faibles probabilités et une sous-estimation des probabilités élevées. De 
plus ces fonctions permettent au point w(p) = p de se réaliser avec unp^ 0,5. 
Cette théorie ne permet pas d'expliquer tous les paradoxes dont le très impor-
tant Préférence Reversai ainsi que le pricing d'une loterie qui a deux montants 
strictement positifs. Cependant elle permet d'expliquer très bien certains/rammg 
effects et le fait que l'aversion au risque est plus grande pour les pertes que pour 
les gains. 
Du point de vue théorique, Tversky et Kahneman introduisent les fonctions de 
transformation des probabilités sans en justifier leur forme. Ils ne donnent pas de 
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élevées sont sous-estimées. Ce modèle demeure cependant l'un des plus perfor-
mant, mais nous croyons qu'il sera très difficile d'y apporter les modifications 
nécessaires qui permettraient de récupérer les paradoxes non expliqués par cette 
théorie comme par exemple le paradoxe Préférence Reversai car il exige que la 
fonction d'évaluation d'une loterie dépende de l'autre. 
1.8 Luce et al. ( 1993) 
Le paradoxe Préférence Reversai ainsi que quelques cas d'intransitivité et le 
fait que le contexte affecte les choix ont été les motivations qui ont conduit Luce 
et al (1993) à considérer un niveau de référence déduit de l'équivalent certain 
comme base de leur théorie. En prenant ce virage, Luce se détache vraiment de la 
théorie de l'espérance d'utilité, parce que le point important est la procédure uti-
lisée par l'agent qui dicte son choix. 
La procédure employée est la suivante. Dans une première étape, l'agent cal-
cule l'équivalent certain de chaque loterie et à partir de ces différents équivalents 
certains, il forme un niveau de référence dans la seconde étape. La troisième étape 
est le positionnement des loteries en terme de gains ou pertes à partir du niveau de 
référence. Enfin, ils recalculent un autre équivalent certain qui diffère évidem-
ment du premier mais avec les mêmes fonctions utilisées. Ces dernières sont des 
fonctions W
+ et w~ qui transforment les probabilités et qui font partie d'une fonc-
tion cumulative n.. De plus, comme le font Tversky et Kahneman (1992), Luce 
et al permettent w
+ ï w\ Les fonctions V
+(JC) = JC* et v~(x) = -k(-xf sont iden-
tiques à celles de la Cumulative Prospect Theory tandis que w{p) = p est plus 
simple. On a donc ici que la surestimation des loteries avec des faibles probabi-
lités et la sous-estimation des loteries avec des probabilités élevées ne sont pas 
introduites directement mais sont plutôt causées par la valeur des différents 
paramètres ainsi que la procédure employée. 
Une première critique de cette théorie est qu'elle ne semble pas pouvoir 
s'associer au problème où Jc1 est différent de 0. De plus, étant donné que le pric-
ing peut être vu comme un cas limite du Préférence Reversai classique avec un 
p = 0,999, on ne pense pas qu'il pourrait être résolu si les paramètres étaient fixes. 
Même si l'idée de base, qui est la formation d'un point de référence à partir 
duquel on rejuge les loteries, est intéressante, la plus grande faiblesse de ce modèle 
est la variation exogène de la valeur des différents paramètres lorsque l'on passe 
d'un paradoxe à un autre. Par exemple si on donne un prix à une loterie on utilise 
Oc1, P1, S1, puis si l'on compare deux loteries on utilise (X2, P2, O2. Ces variations  sont exogènes et évidemment, en pondérant à notre guise, on peut générer tous les 
résultats. Tous les paradoxes expliqués à l'aide de la procédure sont bien résolus. 
Cependant, à cause de la complexité des calculs, il est difficile de déterminer 
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1.9 Ambiguïté 
Le paradoxe d'EUsberg (1961) fut le premier à exposer le problème de l'ambi-
guïté. Ce paradoxe viole la théorie de l'espérance d'utilité ainsi que la théorie 
subjective d'espérance d'utilité. 
Le résultat principal est que le décideur préfère une situation non ambiguë à 
une situation ambiguë. Il existe plusieurs définitions de l'ambiguïté mais la plu-
part ont pour base le concept d'information manquante. Cette façon de définir le 
problème tend à établir une frontière entre l'ambiguïté et les autres paradoxes. 
Ceci attaque directement une approche basée sur la procédure puisque cette 
dernière ne doit pas fonctionner seulement pour les loteries mais doit être assez 
générale pour expliquer aussi les choix de l'agent pour des biens physiques et à 
plus forte raison pour l'ambiguïté. 
Camerer et Weber (1992) font une excellente revue de la littérature de l'ambi-
guïté. Ils exposent clairement les différentes théories et classent les faits stylisés. 
Avec l'aide de certains faits stylisés, nous allons démontrer qu'il n'existe pas de 
frontières entre l'ambiguïté et les autres paradoxes. 
Le premier fait est que l'ambiguïté est préférée lorsque les probabilités de 
gains sont faibles et inversement lorsque les probabilités de gains sont élevées. Le 
deuxième fait est que la plus forte aversion à l'ambiguïté se produit pour des 
valeurs intermédiaires de p c'est-à-dire autour de 0,5. Le troisième fait est que 
l'aversion à l'ambiguïté est plus forte lorsqu'on passe d'une situation sans 
ambiguïté à une situation avec ambiguïté plutôt que lorsque deux situations 
contiennent toutes les deux de l'ambiguïté. 
Le paradoxe Common Ratio nous dit qu'un agent aura tendance à prendre 
plus de risques lorsque les probabilités sont faibles que lorsqu'elles sont élevées 
et c'est ce phénomène que l'on observe pour le premier fait. La première partie du 
paradoxe Préférence Reversai démontre que la perception d'une probabilité 
supérieure à p = 0,5 lorsque comparée à une probabilité inférieure à 0,5 est 
surévaluée, ce qui entraîne une très grande aversion à l'ambiguïté et explique le 
deuxième fait. Le troisième fait nous démontre une discontinuité entre l'existence 
et la non-existence de l'ambiguïté. Ce genre de discontinuité apparaît constam-
ment dans les autres paradoxes comme le Pricing, le paradoxe où le X1 est dif-




La différence fondamentale entre la procédure et les modèles basés sur l'espé-
rance d'utilité est que pour la première l'axiomatique est basée sur les façons de 
résoudre le problème de choix de loteries plutôt que de porter directement sur les 
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Lorsque Ton ajoute une fonction de perception des probabilités à la fonction 
d'utilité, les modèles restent très près de l'original. Cependant, lorsque l'évalua-
tion des loteries dépend de l'autre alors la transitivité et donc les axiomes basés 
sur le choix semblent incompatibles avec ces modèles. Par conséquent le para-
doxe classique Préférence Reversai (Lichtenstein et Slovic, 1971) et celui où Jc1 * 0 
(Birnbaum et Sutton, 1992) portent un dur coup a une axiomatique basée sur les 
choix observés. 
Ajoutons à ceci qu'il existe encore de nombreux cas non testés pour les loteries 
à deux points comme le paradoxe Common Ratio avec des loteries où Xx * 0. Un 
autre exemple non testé avec ce même paradoxe est le cas où X1 < 0 < xr Mais 
l'endroit où nos connaissances sont le plus limitées est celui des loteries à trois 
points ou plus. Par conséquent, la réalisation de ces tests ne pourra qu'augmenter 
la problématique et donc exigera une compréhension plus profonde de la façon de 
décider de l'agent. 
Une des premières théories qui permet des choix intransitifs est la théorie du 
regret (Bell, 1982). L'idée de base de ce modèle est que l'évaluation d'une loterie 
dépend de l'autre loterie et par conséquent du contexte. 
Luce et al. (1993) ont proposé un modèle où le choix est vu comme un 
principe secondaire tandis que l'équivalent certain est la base de la résolution des 
paradoxes. Ce modèle tout comme le précédent considère que le contexte joue un 
rôle fondamental. Leland (1994) a construit un modèle où les irrationalités 
observées sont entièrement dues à la procédure utilisée par l'agent. La perception 
des probabilités et des montants monétaires est différente des deux autres modèles 
mais le contexte demeure un point important pour cette théorie. 
Signalons enfin les nombreux tests effectués dans le but de déterminer de 
façon précise les opérations utilisées par l'agent (annulation, agrégation...). 
Quoique ces opérations ne fassent pas encore partie d'un modèle, elles sont 
cependant identifiées comme étant la cause première de différents paradoxes. 
2.2 Exemple 
On peut se demander quelle est la rationalité qui pousse le décideur à consi-
dérer le contexte et à utiliser toutes ces opérations lors des choix de loteries. Une 
réponse pourrait être qu'il maximise sa façon déjuger en considérant les qualités 
les plus raffinées possible. 
Une façon d'appliquer ce principe aux loteries est la suivante. Une différence 
qualitative bien connue dans la littérature (Kahneman et Tversky, 1979; Prelec, 
1998; Wu et Gonzalez, 1999) est la différence entre les qualités « sûreté » S quand 
p € {0,1} et « risque » R quand/? e ]0,1 [. Cette séparation raffine le domaine des 
probabilités. Un autre raffinement est possible pour les probabilités ayant la qua-
lité R. Ce dernier a été identifié par MacCrimon et Larsson (1979) en demandant 
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avec leur processus de résolution. Pour ce raffinement on a simplement que les 
probabilités p e ]0, p*[ ont la qualité F pour faible et les p e [p*, 1 [ ont la qualité 
E pour élevée. 
L'ajout d'axiomes usuels (une probabilité peut être jugée en considérant une 
certaine qualité si elle appartient au domaine de cette qualité), combiné à une 
maximisation proportionnelle au raffinement, entraîne que la comparaison d'une 
loterie avec un montant monétaire sûr se fait avec les qualités {S, R} tandis que le 
choix entre une loterie avec une probabilité de gain élevée et une autre ayant une 
faible probabilité de gain se fait avec les qualités {Ey F). Cette différence explique 
le paradoxe Préférence Reversai. De la même façon, on aurait que pour le para-
doxe Common Ratio, les qualités considérées sont {E, E] dans un premier temps, 
puis {F, F] lorsque l'on modifie les probabilités. 
Ce principe de maximisation est très général et peut s'appliquer à tous les 
biens. Ici, seules les qualités sont spécifiques aux probabilités. De plus, il faut 
remarquer que cette approche représentant fidèlement le comportement du 
décideur peut être modélisée à l'aide d'une fonction de transformation des proba-
bilités qui tient compte des deux loteries à la fois w(px\ p2) et est donc facilement 
utilisable. 
CONCLUSION 
Nous avons vu comment l'évolution des modèles dictée par des considéra-
tions pratiques et des tests a conduit à la situation actuelle dans la littérature. Nous 
avons par la suite présenté quelques modèles basés sur la procédure. 
Une des qualités que devrait posséder les modèles de décision est un change-
ment de procédure associé à un changement de contexte. Il existe plusieurs façons 
d'atteindre ce but, mais à notre avis un tel changement provoqué de façon 
endogène par une maximisation de la perception de l'agent serait la meilleure 
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ANNEXE 
Subjective Expected Utility / Prospect Theory par Ward Edwards (1955) et 
Kahneman et Tversky (1979) 
Xv(JC1)Z(P,). 
Subjectively Weighted Utility par Uday Karmarkar (1978) 
Xv(JC1)Z(P1)  £/(p,) 
;=1 






Anticipated Utility par John Quiggin (1982) 
\LPI r* \J*P> 
W=
1 J \H y j  1=1 I 
General Quadratic par Chew, Epstein, et Segal (1988) 
JiJiT(X^Xj)P1Pj. 
1=1 7=1 
Optimism / Pessimism par John Hey (1984) 
n 
/=i 
Ordinal Independence par Segal (1984), Green et Jullien (1988) 
Jih\ X^PJ 
' ( i \ fi-\ \ 
Plusieurs de ces modèles ainsi que d'autres comme ceux de Yaari (1987), 
Viscusi (1989) et GuI (1991) sont testés par Hey et Orme (1994). 336  L'ACTUALITÉ ÉCONOMIQUE 
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