Abstract. If an arrangement admits a nice partition, or an arrangement is free, then the characteristic polynomial of the arrangement can be factored. It is known that a free arrangement does not always admit a nice partition. We show that even an inductively free arrangement does not always admit a nice partition.
Introduction
A (central) arrangement of hyperplanes is a finite collection of codimension one subspaces in a finite dimensional vector space over some field K. For each hyperplane of an arrangement A, a linear polynomial is defined. From the product of all corresponding linear polynomials, an algebraic property, freeness, is derived. On the other hand, a lattice L(A) can be made by inclusion of finite intersections of hyperplanes of A. Nice partition which is a partition of A satisfying some conditions is a combinatorial property of the lattice L(A) of an arrangement. If an arrangement is free, or admits a nice partition, the Poincaré polynomial π(A, t) = X∈L µ(X) (−t) r(X) .
(µ(X) is the Möbius function and r(X) is the rank of X) of the arrangement factors as π(A, t) = (1 + d i t) (d i ∈ Z).
The fact can be found in [1] . Supersolvable arrangements, inductively free arrangements, recursively free arrangements are all free arrangements [1] . And their relation is following:
supersolvable ⊂ inductively f ree ⊂ recursively f ree ⊂ f ree.
Terao proved that an arrangement admits a nice partition if it is supersolvable. It is known that a free arrangement does not always admit a nice partition [3] . We will improve the above statement. In this paper we show that an example which is inductively free but admits no nice partition. So our conclusion is that inductively freeness is not a sufficient condition to get a nice partition. Remark 1.1. Existence of a nice partition does not always imply freeness. Let M = AG (2, 3) be the matroid of the affine plane of order 3. Then the corresponding hyperplane arrangement is not a free arrangement, but admits a nice partition [2] .
Free arrangements
Let K be a field and let V be an -dimensional vector space over K.
In this article, we only consider central arrangements. The empty arrangement in V is denoted by Φ . Let V * denote the dual space of V and let x 1 , · · · , x be a basis for V * . Let S be the polynomial algebra
unique up to a constant such that the hyperplane is kerα H . The product 
, we define two new arrangements by
Definition 2.9. Let A be a nonempty arrangement and let H ∈ A. Let A = A − {H} and let A = A H . We call (A, A , A ) a triple of arrangements and H the distinguished hyperplane.
Definition 2.12. Let A be an arrangement with r(A)= . We call A supersolvable if L(A) has a maximal chain of modular elements
Definition 2.15. Let A be an arrangement with L(A) and Möbius function µ. Let t be an indeterminate. We define the Poincaré polyno-
Definition 2.18. Let A be an arrangement in V with defining polynomial 
Then the module of A-derivations is defined by
D(A) = {θ ∈ Der K (S)|θ(Q) ∈ (Q)}. Note that D(A) is an S-submodule of Der K (S). Definition 2.19. An arrangement A is called free if the module D(A) is a free S-module. Definition 2.20. A nonzero element θ ∈ Der K (S) is homogeneous of polynomial degree p if θ = k=1 f k D k with each polynomial f k ∈ S (i = 1, · · · , )expA = {pdegθ 1 , · · · , pdegθ }. Theorem 2.24. ([1]). (Factorization) If A is a free arrangement with expA = {b 1 , · · · , b }, then π(A, t) = i=1 (1 + b i t). Theorem 2.25. ([1]). (Addition-Deletion) Let (A, A , A ) be a triple,
then any two of the following statements implies the third:
A is free with process. The first column gives expA of the arrangement which is the A of that step. The second column gives α H , where H = kerα H is the hyperplane added to A . The third column gives expA . The last row displays expA and the product of every α H is the Q(A). Since Q(A ) is the product of the α H in the rows above the row in consideration, it is easy to compute Q(A ). At each step the difficulty lies in showing that A is free, and in computing expA . (1 = 1, · · · , s) , the resulting set of hyperplanes are independent, i.e., r(
Theorem 2.27. ([1]). Let A be a supersolvable -arrangement with a maximal chain of modular elements
1. π is independent and 2. if X ∈ L(A)\{V }, then the induced partition π X contains a block which is a singleton. 
Theorem 3.5. Let A be a supersolvable -arrangement with a maximal chain of modular elements
V = X 0 < X 1 < · · · < X = T . Let π i = A X i \ A X i−1 . Then the partition (π 1 , · · · , π ) is nice. Proof. Choose H i ∈ π i for each i. First we use induction on i to prove that r(H 1 ∨ · · · ∨ H i ) = i. This is clear when i = 1. Let Y = H 1 ∨ · · · ∨ H i . Then Y ≤ X i−1 . Since H i X i−1 , we have H i Y . Thus H i ∧ Y = V. By the inductive assumption, we have r(Y ) = i − 1. Therefore we have r(H 1 ∨ · · · ∨ H i ) = r(Y ∨ H i ) = r(Y ) + r(H i ) − r(Y ∧ H i ) = (i − 1) + 1 − r(V ) = i. This shows that the partition (π 1 , · · · , π ) is independent. Next let X ∈ L(A) \ {V }. Let j be the largest integer such that V = X ∧ X j . Then 0 < r(X ∧ X j+1 )= r(X) + r(X j+1 ) − r(X ∨ X j+1 ) ≤ r(X) + r(X j+1 ) − r(X ∨ X j ) = r(X) + r(X j+1 ) − (r(X) + r(X j ) − r(X ∧ X j )) = 1. This implies that X ∧ X j+1 is a hyperplane belonging to A. Thus A X ∩ π j = {X ∧ X j−1 } is a singleton.
Conclusion
In this paper, we show that the arrangement of Coxeter group D 4 is an inductively free arrangement. We also show that the arrangement does not admit a nice partition. 1,1,1 z − w 1,1,1  1,1,1,1 y + z 1,1,1  1,1,1,2 y − z 1,1,2  1,1,2,2 x + y 1,2,2  1,2,2,2 x + w 1,2,2  1,2,2,3 x − y 1,2,3  1,2,3,3 z + w 1,3,3  1,3,3,3 x − z 1,3 
