This paper considered an actual neighborhood to quantify impacts of the local urban microclimate on energy consumption for an academic building in College Park, USA. Specifically, this study accounted for solar irradiances on building and ground surfaces to evaluate impacts of the local convective heat transfer coefficient (CHTC), infiltration rate, and coefficient of performance (COP) on building cooling systems. Using computational fluid dynamics (CFD) allowed for the calculation of local temperature and velocity values and implementation of the local variables in the building energy simulation (BES) model. The discrepancies among the cases with different CHTCs showed slight influence of CHTCs on sensible load, in which the maximum variations existed 1.95% for sensible cooling load and 3.82% for sensible heating load. The COP analyses indicated windward wall and upstream roof are the best locations for the installation of these cooling systems. This study used adjusted infiltration rate values that take into account the local temperature and velocity. The results indicated the annual cooling and heating energy increased by 2.67% and decreased by 2.18%, respectively.
Introduction
In the last two decades, numerous cities face serious problems of rapid urbanization [1, 2] , energy consumption [3] [4] [5] [6] [7] , and climate change [8, 9] . It is estimated more than 70% of people will reside in the built environment by 2050. More and more studies have been continuously demonstrated that the urban microclimate environment has a crucial impact on building energy consumption patterns [10, 11] . Allegrini et al. [12] presented the importance of buoyancy for low wind speed cases in an urban environment and the strong influence of buildings upstream on the heat fluxes and temperatures further downstream. Liu et al. [13] found that the local microclimate, characterized by the exterior surface convective heat transfer coefficients (CHTCs), could affect the total cooling energy consumption by 4%. Yang et al. [14] showed that a significant cooling load reduction of 18.8% was found when considering the solar shading effect by the surrounding obstructions. A review concluded that the urban microclimate can have a net positive effect on the building energy demand on a yearly basis [15] . Existing studies typically have considered one influential variable isolated from the other influential variables, for example, CHTCs [16] [17] [18] , wind speed [19, 20] , wind direction [20, 21] , thermal parameters [22] , neighborhood densities [23] , urban geometrical parameters [24, 25] , and solar radiation [26] [27] [28] . However, there are limited quantitative studies to comprehensively understand understand the impacts of the outdoor built environment on building energy consumption patterns. Therefore, consideration of more parameters is necessary to accurately assess the effect of the urban microclimate on building energy demand.
Moreover, in most of the urban microclimate studies, researchers usually use regular building shapes in an isolated-scale or neighborhood-scale environment [15, 29] . Due to the complex and variable nature of urban microclimate environments, there are fewer researches that have considered the importance of modified variables based on the urban microclimate on simulated energy consumption in a real case. In a real urban environment, building's surroundings create a wind sheltering and shading effect that can reduce local wind speed patterns and decrease the building surface temperatures [30, 31] , which become an important factor affecting building energy consumption. Literature review shows that it is crucial to account for the influence of thermo-fluid properties of air and surfaces in the local built environment on building energy consumption patterns [32] . Therefore, it is highly recommended to (i) quantify the impact of thermo-fluid variables, (ii) develop new urban-scale physical models that can account for the impact of the urban microclimate on the energy consumption patterns of buildings, and (iii) demonstrate the developed physical models on an actual urban neighborhood. Finally, this study aims to consider a combination of the thermo-fluid variables and quantify the impacts of the urban microclimate on building energy use patterns in a real academic building in College Park, USA.
Research Methodology
This section provided details about the description of the case study building, airflow simulation, and energy models setup, including the coupling strategy for the data exchange between different simulation engines, and local parameters in the outdoor thermal environments.
Description of the Case Study Building
The case study building, named Susquehanna North, is a four-story academic building and hosts different academic departments with about 45% office areas, 25% classrooms, 25% common areas, and 5% other spaces. The buildings gross floor area is 4968 m 2 (53,478 ft 2 ). The building uses electricity for daily electric use, heating, and cooling. There is a requirement for natural gas consumption in the early morning for days when there is a need for pre-heating the space. This consumption is minimal, thus could be ignored for the actual building consumption. In 2015, the energy utilization index of this building was 268.1 kWh/m 2 (85 kBtu/ft 2 ). Figure 1 illustrates the selected neighborhood with the building of interest. The criteria for the selection of this case study and neighborhood are: (i) Urban plan area density, (ii) accessibility to building energy data, (iii) selecting a building with all electric energy consumption and rooftop unit, and (iv) configuration of the urban neighborhood. 
CFD and Energy Models Setup

One-Way Coupling Strategy
This study used a one-directional coupling strategy to perform a co-simulation of the outdoor airflow computational fluid dynamics (CFD) and building energy simulation (BES). Figure 2 illustrates the simplified simulation framework suggested by this study to perform co-simulation of outdoor airflow CFD and BES. The airflow and energy processes in the urban neighborhood have different spatial and temporal scales. Therefore, to couple the solution and to enable rapid and accurate data exchange of information between different engines, there is a need to benefit from the existing coupling strategies [33] . 
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This study used a one-directional coupling strategy to perform a co-simulation of the outdoor airflow computational fluid dynamics (CFD) and building energy simulation (BES). Figure 2 illustrates the simplified simulation framework suggested by this study to perform co-simulation of outdoor airflow CFD and BES. The airflow and energy processes in the urban neighborhood have different spatial and temporal scales. Therefore, to couple the solution and to enable rapid and accurate data exchange of information between different engines, there is a need to benefit from the existing coupling strategies [33] . There are different coupling strategies to account for the interaction of airflow, energy, and heat equations to couple the air properties with the exterior thermal properties of impervious and pervious surfaces [34] . When the aim of a particular study is to assess the impacts of the built environment on the indoor environment, coupling the internal properties with the change of the outdoor variable is required. This is the case for the internal coupling. However, when the focus is on the direct interaction of the outdoor and indoor environments, and more specifically the interface between the indoor and outdoor environments, there is a need to benefit from the external coupling strategies. In general, due to the current performance design practice of buildings and the insulation of the recent buildings, the internal coupling tends to be less effective.
Another consideration for the data exchange of the variables is the frequency and direction of the data exchange. The one-way coupling strategy requires exchanges of data from one set of equations to another set of equations. Other form of data exchange for rapid changes needs to use a two-way data exchange of data from the equations. Depending on the frequency of data exchange, different strategies are proposed. Quasi-steady and dynamic two-way coupling are examples of commonly recommended two-way data exchange. When the frequency of the data exchange is more frequent, there is a need to utilize the virtual environment, which allows dynamic exchange of the simulation tools. In other words, for the interactive data exchange of EnergyPlus time steps with the outdoor airflow simulations, the virtual environment program was used. However, at present, it is not possible to conduct a full-scale real-time CFD simulation due to limitations in the computational and storage capacities. Consequently, most of the integrated building energy and airflow simulations There are different coupling strategies to account for the interaction of airflow, energy, and heat equations to couple the air properties with the exterior thermal properties of impervious and pervious surfaces [34] . When the aim of a particular study is to assess the impacts of the built environment on the indoor environment, coupling the internal properties with the change of the outdoor variable is required. This is the case for the internal coupling. However, when the focus is on the direct interaction of the outdoor and indoor environments, and more specifically the interface between the indoor and outdoor environments, there is a need to benefit from the external coupling strategies. In general, due to the current performance design practice of buildings and the insulation of the recent buildings, the internal coupling tends to be less effective.
Another consideration for the data exchange of the variables is the frequency and direction of the data exchange. The one-way coupling strategy requires exchanges of data from one set of equations to another set of equations. Other form of data exchange for rapid changes needs to use a two-way data exchange of data from the equations. Depending on the frequency of data exchange, different strategies are proposed. Quasi-steady and dynamic two-way coupling are examples of commonly recommended two-way data exchange. When the frequency of the data exchange is more frequent, there is a need to utilize the virtual environment, which allows dynamic exchange of the simulation tools. In other words, for the interactive data exchange of EnergyPlus time steps with the outdoor airflow simulations, the virtual environment program was used. However, at present, it is not possible to conduct a full-scale real-time CFD simulation due to limitations in the computational and storage capacities. Consequently, most of the integrated building energy and airflow simulations conduct a limited number of steady-state Sustainability 2019, 11, 4921 4 of 21 CFD airflow simulations, allowing for the assessment of building energy performance [35] . This study relied on performing CFD simulations at representative times of the year. Overall, this study used one-way coupling relying on urban-scale physical models and simulation engines, including CFD, BES, and ray-tracing radiance, for an actual urban neighborhood located at the University of Maryland College Park, to facilitate the computational time of the urban-scale simulations.
CFD Simulation
This study used a modified version of the OpenFOAM solver to calculate CHTC values [36] . The realizable k-ε turbulence model was modeled to compare the urban microclimate environment. The governing conservation equations for the incompressible airflow simulations are:
where u, −ρu i u j , β, T, and p ρgh are velocity, Reynolds stress, thermal expansion, temperature, and pressure, respectively. The following equations allow one to approximate the Reynolds stress tensor:
where k, , ν t , and C µ are the turbulent kinetic energy, turbulent dissipation, turbulent eddy viscosity, and a constant, respectively; the value for the constant is 0.0845. Additionally, the calculation of turbulent thermal diffusivity benefits from the thermal diffusion and the turbulent Prandtl number(Pr t ).
For this study, Prandtl number is 0.8.
In the atmospheric boundary layer (ABL), a logarithmic wind velocity profile models the characteristic of the incoming wind. The atmBoundaryLayerInletVelocity boundary condition in OpenFOAM was implemented to represents ABL based on the following equation [37] :
where u * , z, z g , z o , and κ are friction velocity, elevation above the ground, elevation of the ground, roughness length of the ground, and Von Karman constant (κ = 0.41), respectively. In this equation, z o is equal to 0.3 m; this is because there are small obstacles in the studied neighborhood. Finally, the equations for the calculation of u * and are [38] : Figure 3 illustrates the CFD mesh in the three-dimensional domain, the mesh adjacent to the building of interest, and the boundary layer mesh close to the building wall. This study used blockMesh Sustainability 2019, 11, 4921 5 of 21 and snappyHexMesh, two meshing tools in OpenFOAM, to create the CFD mesh. Figure 3a shows that the blockMesh creates the background mesh, and Figure 3b ,c shows that the snappyHexMesh establishes the domain mesh. The new solver is named buoyantBoussinesqSimpleFoamBSIM, which is similar to the original buoyantBoussinesqSimpleFoam and empowers this study to export detailed CHTC and C p on the building and ground surfaces. Based on the OpenFOAM requirements, the entire neighborhood comprised of 15 buildings was imported as STL (STereoLithography) format in OpenFOAM. To make sure the simulation results were within the acceptable range of variation close to the building walls where most of the heat and mass transfer interactions occur, this study considered both average and maximum values of the dimensionless wall distance (y + ) for the simulations. This study is one of the few studies to report the y + variation for all of the cells close to the building walls. Figure 4 shows the y + profiles at the centerline locations in the windward, leeward, lateral, and roof surfaces. Figure 5 illustrates all the distribution of y + on the CFD patches next to the building surfaces. The values of the median y + for both average and maximum were less than 10. Overall, the patches had y + less than 10 and less than the recommended values for the y + variation in the outdoor airflow simulations [12, 20, 32] . To make sure the simulation results were within the acceptable range of variation close to the building walls where most of the heat and mass transfer interactions occur, this study considered both average and maximum values of the dimensionless wall distance (y + ) for the simulations. This study is one of the few studies to report the y + variation for all of the cells close to the building walls. Figure 4 shows the y + profiles at the centerline locations in the windward, leeward, lateral, and roof surfaces. Figure 5 illustrates all the distribution of y + on the CFD patches next to the building surfaces. The values of the median y + for both average and maximum were less than 10. Overall, the patches had y + less than 10 and less than the recommended values for the y + variation in the outdoor airflow simulations [12, 20, 32] . To make sure the simulation results were within the acceptable range of variation close to the building walls where most of the heat and mass transfer interactions occur, this study considered both average and maximum values of the dimensionless wall distance (y + ) for the simulations. This study is one of the few studies to report the y + variation for all of the cells close to the building walls. Figure 4 shows the y + profiles at the centerline locations in the windward, leeward, lateral, and roof surfaces. Figure 5 illustrates all the distribution of y + on the CFD patches next to the building surfaces. The values of the median y + for both average and maximum were less than 10. Overall, the patches had y + less than 10 and less than the recommended values for the y + variation in the outdoor airflow simulations [12, 20, 32] . For the grid independence analysis, the grid convergence index (GCI = FS|ε|(r p −1)) was used to verify the model convergence rate [29, 39] , where FS = 1.25 is the safety factor when comparing three grids, ε is the velocity magnitude relative error for specified measured point between coarse and fine grid solutions, and p = 2 represents the second order method. Finally, this study used about 10 million cells for the refined mesh to reach a maximum GCI of 5%. Figure 6 illustrates the imposed heat fluxes on the building and ground surfaces. This figure shows that solar heat fluxes reach up to 550 W/m 2 at the horizontal surfaces and there are low values in the shaded areas next to the building surfaces. The inlet air temperature in the boundary condition was 30 °C, and this study modeled the solar radiation on 21 July 2014 at 12 p.m. This day was selected since it was the warmest day of summer for 2014 and can support design and sizing of heating, ventilation, and air conditioning (HVAC) equipment. The wind direction was in the south direction with a wind speed of 5 m/s at a height of 10 m. For the emissivity, uniform value of 0.90 was chosen for the ground and building walls. The residuals for this study are less than 10 −4 except pressure variable that has a residual of 10 −3 to 10 −4 . 
Building Energy Simulation
In this study, the heat balance on the outside surface for building energy simulation in EnergyPlus follows the equation below [40] :
where " , " , " , " are the absorbed solar radiation, the estimated net longwave radiation, the net heat transfer due to the outdoor air via convection, and the heat transferred through For the grid independence analysis, the grid convergence index (GCI = F S |ε|(r p −1)) was used to verify the model convergence rate [29, 39] , where F S = 1.25 is the safety factor when comparing three grids, ε is the velocity magnitude relative error for specified measured point between coarse and fine grid solutions, and p = 2 represents the second order method. Finally, this study used about 10 million cells for the refined mesh to reach a maximum GCI of 5%. Figure 6 illustrates the imposed heat fluxes on the building and ground surfaces. This figure shows that solar heat fluxes reach up to 550 W/m 2 at the horizontal surfaces and there are low values in the shaded areas next to the building surfaces. The inlet air temperature in the boundary condition was 30 • C, and this study modeled the solar radiation on 21 July 2014 at 12 p.m. This day was selected since it was the warmest day of summer for 2014 and can support design and sizing of heating, ventilation, and air conditioning (HVAC) equipment. The wind direction was in the south direction with a wind speed of 5 m/s at a height of 10 m. For the emissivity, uniform value of 0.90 was chosen for the ground and building walls. The residuals for this study are less than 10 −4 except pressure variable that has a residual of 10 −3 to 10 −4 . For the grid independence analysis, the grid convergence index (GCI = FS|ε|(r p −1)) was used to verify the model convergence rate [29, 39] , where FS = 1.25 is the safety factor when comparing three grids, ε is the velocity magnitude relative error for specified measured point between coarse and fine grid solutions, and p = 2 represents the second order method. Finally, this study used about 10 million cells for the refined mesh to reach a maximum GCI of 5%. Figure 6 illustrates the imposed heat fluxes on the building and ground surfaces. This figure shows that solar heat fluxes reach up to 550 W/m 2 at the horizontal surfaces and there are low values in the shaded areas next to the building surfaces. The inlet air temperature in the boundary condition was 30 °C, and this study modeled the solar radiation on 21 July 2014 at 12 p.m. This day was selected since it was the warmest day of summer for 2014 and can support design and sizing of heating, ventilation, and air conditioning (HVAC) equipment. The wind direction was in the south direction with a wind speed of 5 m/s at a height of 10 m. For the emissivity, uniform value of 0.90 was chosen for the ground and building walls. The residuals for this study are less than 10 −4 except pressure variable that has a residual of 10 −3 to 10 −4 . 
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In this study, the heat balance on the outside surface for building energy simulation in EnergyPlus follows the equation below [40] : where q αsol , q LWR , q conv , q ko are the absorbed solar radiation, the estimated net longwave radiation, the net heat transfer due to the outdoor air via convection, and the heat transferred through the building envelope, respectively. The variable that is in the interest of this paper is the CHTC that is calculated as:
where h o,c , A, T sur f , and T air are the CHTC, the fluid-solid contact area through which heat flows, the building wall surface temperatures, and the air temperatures adjacent to a building, respectively. This study used OpenStudio to create the building energy model and implement the modified thermo-fluid properties in the EnergyPlus model. Figure 7 shows the OpenStudio model geometry. The building is all electric, and heating and cooling from this building originates from electricity. The actual building has rooftop units similar to the building energy model. The building energy model has 52 thermal zones. the building envelope, respectively. The variable that is in the interest of this paper is the CHTC that is calculated as:
where ℎ , , , , and are the CHTC, the fluid-solid contact area through which heat flows, the building wall surface temperatures, and the air temperatures adjacent to a building, respectively.
This study used OpenStudio to create the building energy model and implement the modified thermo-fluid properties in the EnergyPlus model. Figure 7 shows the OpenStudio model geometry. The building is all electric, and heating and cooling from this building originates from electricity. The actual building has rooftop units similar to the building energy model. The building energy model has 52 thermal zones. Throughout the detailed calibration process, the original inputs from the U.S. Department of Energy (DOE) Reference Buildings [41] were changed based on the University of Maryland's regulations for temperature setpoints and based on the actual building operation [42] . Table 1 provides a calibrated summary of the building energy model setup including building setpoints, operational schedules, and density loads. Throughout the detailed calibration process, the original inputs from the U.S. Department of Energy (DOE) Reference Buildings [41] were changed based on the University of Maryland's regulations for temperature setpoints and based on the actual building operation [42] . Table 1 provides a calibrated summary of the building energy model setup including building setpoints, operational schedules, and density loads. 
Local Parameters in the Outdoor Thermal Environment
Local CHTCs
In the urban microclimate environment, accurate utilization of exterior CHTCs has a significant effect on the cooling energy consumption. The CHTCs not only vary at the different surface locations associated with building densities, such as the windward, leeward, and roof surfaces of a building located in an urban neighborhood, but they also vary with urban microclimate environment, such as the local wind environment and the local thermal environment. Therefore, this study used urban-scale CHTC correlations and commonly-used CHTC correlations to quantify the impact of exterior-surface CHTC correlations on the simulated energy consumption results that are directly affected by the urban microclimate.
To describe the characteristic of CHTC distribution in the building of interest, representative CHTC profiles at the centerline locations in the windward, leeward, lateral, and roof surfaces are presented as shown in Figure 8 . It was found that CHTCs increased with the increase of building height for windward, leeward, and lateral surfaces, and then decreased for the leeward and lateral-east surfaces. It should be noted that the forced CHTC is proportional to the air velocity magnitude adjacent to the building wall. The flow regime has a significant effect on the CHTC distributions [21] . The flow field at the upstream building is characterized by impingement, separation, and reattachment [23] . First, the flow separates at the front corners of the windward surface resulting in a wake region in the lateral and top surfaces of the upstream building. Then, the flow attaches to the lateral and top surfaces of the downstream building. Moreover, this phenomenon was consistent with inlet velocity profile, in which the smaller velocity magnitude occured adjacent to the building surface at the bottom domain. In the urban microclimate environment, accurate utilization of exterior CHTCs has a significant effect on the cooling energy consumption. The CHTCs not only vary at the different surface locations associated with building densities, such as the windward, leeward, and roof surfaces of a building located in an urban neighborhood, but they also vary with urban microclimate environment, such as the local wind environment and the local thermal environment. Therefore, this study used urbanscale CHTC correlations and commonly-used CHTC correlations to quantify the impact of exteriorsurface CHTC correlations on the simulated energy consumption results that are directly affected by the urban microclimate.
To describe the characteristic of CHTC distribution in the building of interest, representative CHTC profiles at the centerline locations in the windward, leeward, lateral, and roof surfaces are presented as shown in Figure 8 . It was found that CHTCs increased with the increase of building height for windward, leeward, and lateral surfaces, and then decreased for the leeward and lateraleast surfaces. It should be noted that the forced CHTC is proportional to the air velocity magnitude adjacent to the building wall. The flow regime has a significant effect on the CHTC distributions [21] . The flow field at the upstream building is characterized by impingement, separation, and reattachment [23] . First, the flow separates at the front corners of the windward surface resulting in a wake region in the lateral and top surfaces of the upstream building. Then, the flow attaches to the lateral and top surfaces of the downstream building. Moreover, this phenomenon was consistent with inlet velocity profile, in which the smaller velocity magnitude occured adjacent to the building surface at the bottom domain. In addition, due to the effect of solar radiation, the CHTCs in the east wall are larger than those in west wall. In the end, Table 2 summarizes the CHTC correlations using combined local velocities (Uloc) and the temperature difference (∆T) derived from the case study building. Note that the CHTC in the windward surface is larger than the roof, which is caused by the flow field with the impingement in the upstream building, and the separation in the roof surface. In addition, due to the effect of solar radiation, the CHTCs in the east wall are larger than those in west wall. In the end, Table 2 summarizes the CHTC correlations using combined local velocities (U loc ) and the temperature difference (∆T) derived from the case study building. Note that the CHTC in the windward surface is larger than the roof, which is caused by the flow field with the impingement in the upstream building, and the separation in the roof surface. Table 2 . h o,c correlations based on combined local velocities(U loc ) and the temperature difference (∆T) derived from the current CFD simulation.
Surface h o,c for Susquehanna North
Windward
This study also used urban building densities to calculate the urban-scale CHTC correlations based on the local urban microclimate, and implements the urban-scale CHTC correlations. The derived CHTC correlations from the case study building and commonly-used CHTC correlations (DOE-2) are applied to evaluate the impacts of the CHTCs on the cooling energy consumption patterns of the selected case study. Table 3 shows the CHTC correlations' combined U loc and ∆T for urban-scale CHTC correlation considering the actual plan area density (λp = 0.23) [13] . Table 3 . h o,c correlations' combined U loc and ∆T revised from urban-scale CHTC correlation [13] .
Surface h c
Local Air Temperature
The outdoor air temperature can significantly influence the energy consumption, which is characterized by the coefficient of performance (COP) representing the efficiency of the cooling systems. The local microclimate could decrease COP of the cooling system up to 10% [43] . Therefore, this study used three different equations to quantify degradation in the efficiency of building cooling systems installed on the window side and rooftop. Equations (12)- (14) are the commonly-used equations to quantify COP of the cooling system based on the outdoor air temperature (T o ). It is important to note that: (i) Equation (12) is valid for outdoor temperatures between 25 and 45 • C and room temperatures equal to 23 • C for split systems [44] , (ii) Equation (13) is valid for rooftop units and T o is the outdoor temperature in Fahrenheit in this equation [45] , and (iii) Equation (14) is applicable for room temperatures equal to 27 • C for split systems [44] . These equations are considered to emphasize the significance of urban microclimate impact on building energy consumption, accounting for different kinds of local parameters.
This study first used CFD simulations to calculate the outdoor air temperature; then, based on the calculated outdoor air temperature, it evaluates the COP of the cooling systems. Consideration of the modified COPs in the simulations allowed for the assessment of the impacts of the local COPs on the energy consumption patterns of the selected case study.
Local Air Velocity
In the EnergyPlus program, three commonly-used methods are provided to calculate air infiltration rates including design flow rate, effective leakage area, and flow coefficient [40] . In the current paper, the design flow rate method is used to evaluate the influence of air infiltration induced by the surrounding urban thermal environment on the energy consumption. The equation can be found below:
where F schedule , T zone , and T adb are the values for user-defined schedule, the zone air temperature, and the outside air temperature, respectively. The default coefficients of A, B, C, and D in the EnergyPlus program represent constant term, temperature term, wind velocity term, and wind velocity squared term, respectively. These coefficients are assumed as default values of 1, 0, 0, and 0 in EnergyPlus, as shown in Table 4 [40] . Therefore, accurate estimation of energy consumption needs accurate modification of coefficients for the design rate model. This study first employed one adjusted value to compare the infiltration rate to present the urban neighborhood effect [46] . Note that the adjusted values were calibrated in the above reference, this study only compared the performance of the infiltration rate models by using this case study. 
Coefficients Default Value Adjusted Value
In the urban microclimate environment, the roughness characteristic of the surrounding terrain has an important effect on the local wind speed. In the default EnergyPlus program, the wind speed profile exponent (α) and boundary layer thickness (δ) are used to convert the meteorological wind speed in the EnergyPlus weather data file to the local wind speed. Then, local wind speed is employed to calculate wind pressure and CHTC. Typically, α varies from 0.14 to 0.33, and δ ranges from 270 to 460 m, to represent the terrain type of flat and open country, and towns and cities, respectively. Finally, a default coefficient value of 0.852 was achieved in the present study to represent the correlation between local wind speed around Susquehanna North and meteorological wind speed located in College Park airport [13] .
Due to a complex characterization of the urban terrain zone type, specific values of the wind speed profile exponent and roughness height cannot accurately predict the local wind parameters. Instead, the wind velocities encountering the building of interest can vary a lot, because of the sheltering or channeling effect in the urban neighborhood. Therefore, the local velocities around the building of interest were outputted in the present study. The developed local velocity factor that was obtained in the format of local wind velocity, divided the incoming wind velocity. Then the modified wind velocities in the weather data file was generated to account for the local air velocities on the infiltration rate in the energy simulation. Here, the local wind in-line velocities at the lines of 0.5, 1, 5, and 10 m in the front of the building and 10 m above the ground were averaged. Note that, in order to quantify the impact of the urban wind sheltering effect on the energy consumption, annual and typical wind velocities in eight principal directions, at least, need be taken into account [42] . However, due to computational time resource limitation, the present study only considered the specific building at a specific date and time to conduct the simulation, further studies will pursue more complicated comparisons.
Results and Discussions
This section provided the local air velocity and temperature distribution simulated from CFD. The effects of CHTC and air infiltration on energy consumption were analyzed. Moreover, the effect of local air temperature on COP was presented.
Local Air Velocity and Temperature
The local urban microclimate environment has an influence on the external surface CHTCs and air infiltration, and COP for the HVAC system due to its displacement locations, resulting in variation of building energy consumption. Therefore, this study first investigated the local air velocity and air temperature around the building of interest and surrounding buildings. Figure 9 illustrates the distribution of the temperature around the building of interest and surrounding buildings. The temperature varied from the incoming temperature, which is 27 to 49 • C close to the building. As it is shown in this figure, the temperature adjacent to the building of interest is higher than that of surrounding buildings, which is mainly due to exported surface heat flux readings from radiance simulation. This building of interest applied more accurate thermal flux values via type of "turbulentHeatFluxTemperature" in the specific time, and more than 225 individual STL patches keep the corresponding readings. In addition, the y + variation close to the building surfaces reached up to a maximum of 7, resulting in a more refined mesh and good performance of temperature distribution. The local urban microclimate environment has an influence on the external surface CHTCs and air infiltration, and COP for the HVAC system due to its displacement locations, resulting in variation of building energy consumption. Therefore, this study first investigated the local air velocity and air temperature around the building of interest and surrounding buildings. Figure 9 illustrates the distribution of the temperature around the building of interest and surrounding buildings. The temperature varied from the incoming temperature, which is 27 to 49 °C close to the building. As it is shown in this figure, the temperature adjacent to the building of interest is higher than that of surrounding buildings, which is mainly due to exported surface heat flux readings from radiance simulation. This building of interest applied more accurate thermal flux values via type of "turbulentHeatFluxTemperature" in the specific time, and more than 225 individual STL patches keep the corresponding readings. In addition, the y + variation close to the building surfaces reached up to a maximum of 7, resulting in a more refined mesh and good performance of temperature distribution. Temperature profiles at 0.5 and 1.0 m away from windward, leeward, lateral, and roof surfaces are separately provided in Figure 10 . The temperature variation trend between 0.5 and 1.0 m away from the building surface presented better agreement. The temperature differences adjacent to windward, leeward, and lateral east surfaces showed negligible variations. While for the lateral west surface, due to the effect of solar radiation, the discrepancy is slightly larger than the above ones. The maximum temperature difference is approximately 1.0°C adjacent to the ground. Because the solar heat flux significantly affected the thermal environment near the building rooftop, the temperature difference occurred at the locations of 0.5 and 1.0 m away from the roof surface. The maximum difference was around 1.5°C located upstream and downstream of the rooftop, with larger turbulence, as remarkably shown in Figure 11 . Temperature profiles at 0.5 and 1.0 m away from windward, leeward, lateral, and roof surfaces are separately provided in Figure 10 . The temperature variation trend between 0.5 and 1.0 m away from the building surface presented better agreement. The temperature differences adjacent to windward, leeward, and lateral east surfaces showed negligible variations. While for the lateral west surface, due to the effect of solar radiation, the discrepancy is slightly larger than the above ones. The maximum temperature difference is approximately 1.0 • C adjacent to the ground. Because the solar heat flux significantly affected the thermal environment near the building rooftop, the temperature difference occurred at the locations of 0.5 and 1.0 m away from the roof surface. The maximum difference was around 1.5 • C located upstream and downstream of the rooftop, with larger turbulence, as remarkably shown in Figure 11 . Figure 11 shows the vertical distribution of the air temperature and airflow vector in the urban neighborhood. The air flow was characterized by skimming across the tops of building of interest and surrounding buildings due to the slightly denser terrain zone type. This phenomenon was mostly attributed to the fact that the incoming wind was perpendicular with the windward surface of Susquehanna North and the front two buildings. Meanwhile, the temperature distribution inside the street canyon presented the distinguishing change compared to the zone far from the buildings. Additionally, there was larger vortex created behind the building of interest, resulting in a slightly lower temperature distribution in contrast with upstream vortexes. Specifically, the temperature adjacent to the rooftop of the building of interest was remarkably larger than same height locations, taking in account the stronger impingement to windward and the weak flow across the roof. Figure 11 shows the vertical distribution of the air temperature and airflow vector in the urban neighborhood. The air flow was characterized by skimming across the tops of building of interest and surrounding buildings due to the slightly denser terrain zone type. This phenomenon was mostly attributed to the fact that the incoming wind was perpendicular with the windward surface of Susquehanna North and the front two buildings. Meanwhile, the temperature distribution inside the street canyon presented the distinguishing change compared to the zone far from the buildings. Additionally, there was larger vortex created behind the building of interest, resulting in a slightly lower temperature distribution in contrast with upstream vortexes. Specifically, the temperature adjacent to the rooftop of the building of interest was remarkably larger than same height locations, taking in account the stronger impingement to windward and the weak flow across the roof.
This study also extracted centerline air temperatures at 0.5 and 1.0 m away from the building wall from the CFD simulations to analyze the velocity variation. Figure 12 shows the velocity magnitude profiles at 0.5 and 1.0 m away from windward, leeward, lateral, and roof surfaces. First, the lateral velocity profiles were consistent with the inlet boundary profile, although the flow almost attached to the lateral surfaces. The windward velocity profiles showed a slight increase due to the impingement and recirculation around the building, especially the leeward velocity profile, which had less variation. While, the velocity magnitudes at 0.5 and 1.0 m away from the rooftop ranged Figure 11 shows the vertical distribution of the air temperature and airflow vector in the urban neighborhood. The air flow was characterized by skimming across the tops of building of interest and surrounding buildings due to the slightly denser terrain zone type. This phenomenon was mostly attributed to the fact that the incoming wind was perpendicular with the windward surface of Susquehanna North and the front two buildings. Meanwhile, the temperature distribution inside the street canyon presented the distinguishing change compared to the zone far from the buildings. Additionally, there was larger vortex created behind the building of interest, resulting in a slightly lower temperature distribution in contrast with upstream vortexes. Specifically, the temperature adjacent to the rooftop of the building of interest was remarkably larger than same height locations, taking in account the stronger impingement to windward and the weak flow across the roof.
This study also extracted centerline air temperatures at 0.5 and 1.0 m away from the building wall from the CFD simulations to analyze the velocity variation. Figure 12 shows the velocity magnitude profiles at 0.5 and 1.0 m away from windward, leeward, lateral, and roof surfaces. First, the lateral velocity profiles were consistent with the inlet boundary profile, although the flow almost attached to the lateral surfaces. The windward velocity profiles showed a slight increase due to the impingement and recirculation around the building, especially the leeward velocity profile, which had less variation. While, the velocity magnitudes at 0.5 and 1.0 m away from the rooftop ranged This study also extracted centerline air temperatures at 0.5 and 1.0 m away from the building wall from the CFD simulations to analyze the velocity variation. Figure 12 shows the velocity magnitude profiles at 0.5 and 1.0 m away from windward, leeward, lateral, and roof surfaces. First, the lateral velocity profiles were consistent with the inlet boundary profile, although the flow almost attached to the lateral surfaces. The windward velocity profiles showed a slight increase due to the impingement and recirculation around the building, especially the leeward velocity profile, which had less variation. While, the velocity magnitudes at 0.5 and 1.0 m away from the rooftop ranged from 0.1 to 3.3 m/s, which were mainly affected by reattachment adjacent to the surface, especially at the upstream locations. For the profiles between 0.5 and 1.0 m/s, the significant discrepancies about 0.5 m/s among those velocity profiles occured at the upstream locations adjacent to the building rooftop, and about 0.3 m/s at the zone between 5 to 25 m height adjacent to the lateral east surface. The front one was mainly induced by the flow characteristic of the skimming regime, as described above. The latter one arised from the narrow distance to the surrounding building, which significantly changed the flow field, while both lateral sides had the similar velocity variation trend. The velocity varied less (about 0.05 m/s) at the leeward surface because of the weak circulation between the downstream buildings. In summary, the pictures in this section presented the local velocity and temperature distribution and variations, which indicated the local microclimate characteristics of the decrease of wind speed and the increase of temperature around the building of interest in the urban neighborhood. Therefore, this section compared and quantified the impact of the local thermal environment on the building energy consumption due to the changes of local parameters, such as CHTCs, COP, and infiltration.
The Effect of CHTC on Energy Consumption
To investigate the CHTC characteristic in the urban neighborhood, Figure 13 first shows the distribution of the CHTC on the building and ground surfaces. The maximum CHTC values can reach up to 15.0 W/(m 2 ·K). It was found that the CHTC in the windward surface and upstream locations of roof and lateral surfaces present significantly larger values compared to other locations in this building, as well as surrounding buildings. This pattern of CHTC distribution was mainly due to the slightly unobvious bounded vortex and horseshoe vortex around the building of interest, compared to that which appeared in the isolated building. A relatively well-defined logarithmic wind velocity profile resulted in larger and larger CHTC distribution, from the bottom to the top, in the windward surface, where relatively sufficient spacing around the surrounding buildings occurs. In addition, the small and weak vortex circulations, behind the building and downstream of the lateral surface, led to inferior CHTC distribution. For the profiles between 0.5 and 1.0 m/s, the significant discrepancies about 0.5 m/s among those velocity profiles occured at the upstream locations adjacent to the building rooftop, and about 0.3 m/s at the zone between 5 to 25 m height adjacent to the lateral east surface. The front one was mainly induced by the flow characteristic of the skimming regime, as described above. The latter one arised from the narrow distance to the surrounding building, which significantly changed the flow field, while both lateral sides had the similar velocity variation trend. The velocity varied less (about 0.05 m/s) at the leeward surface because of the weak circulation between the downstream buildings. In summary, the pictures in this section presented the local velocity and temperature distribution and variations, which indicated the local microclimate characteristics of the decrease of wind speed and the increase of temperature around the building of interest in the urban neighborhood. Therefore, this section compared and quantified the impact of the local thermal environment on the building energy consumption due to the changes of local parameters, such as CHTCs, COP, and infiltration.
To investigate the CHTC characteristic in the urban neighborhood, Figure 13 first shows the distribution of the CHTC on the building and ground surfaces. The maximum CHTC values can reach up to 15.0 W/(m 2 ·K). It was found that the CHTC in the windward surface and upstream locations of roof and lateral surfaces present significantly larger values compared to other locations in this building, as well as surrounding buildings. This pattern of CHTC distribution was mainly due to the slightly unobvious bounded vortex and horseshoe vortex around the building of interest, compared to that which appeared in the isolated building. A relatively well-defined logarithmic wind velocity profile resulted in larger and larger CHTC distribution, from the bottom to the top, in the windward surface, where relatively sufficient spacing around the surrounding buildings occurs. In addition, the small and weak vortex circulations, behind the building and downstream of the lateral surface, led to inferior CHTC distribution.
This study employed four different CHTC correlations, including the default CHTC equation in the EnergyPlus program, DOE-2, SimpleCombined correlations, urban-scale CHTC correlations [13] , and newly derived from the above CFD simulation of Susquehanna North. Figure 14 shows zone-sensible cooling and heating loads with different CHTC correlations. The discrepancy among those cases showed slight influence of CHTC on maximum sensible load, in which the maximum variations existed; 1.95% for sensible cooling load and 3.82% for sensible heating load. Figure 15 shows the annual cooling and heating energy used with different CHTC correlations. It was found that the discrepancy still shows an undistinguishing impact of CHTC on the building energy use, in which the maximum variations were 1.21% and 0.89% for annual cooling energy use and annual heating energy use, respectively. Note that due to variant heating schedules defined in the energy model, the changes of heating consumption were not coinciding with cooling energy consumption. This study employed four different CHTC correlations, including the default CHTC equation in the EnergyPlus program, DOE-2, SimpleCombined correlations, urban-scale CHTC correlations [13] , and newly derived from the above CFD simulation of Susquehanna North. Figure 14 shows zonesensible cooling and heating loads with different CHTC correlations. The discrepancy among those cases showed slight influence of CHTC on maximum sensible load, in which the maximum variations existed; 1.95% for sensible cooling load and 3.82% for sensible heating load. Figure 15 shows the annual cooling and heating energy used with different CHTC correlations. It was found that the discrepancy still shows an undistinguishing impact of CHTC on the building energy use, in which the maximum variations were 1.21% and 0.89% for annual cooling energy use and annual heating energy use, respectively. Note that due to variant heating schedules defined in the energy model, the changes of heating consumption were not coinciding with cooling energy consumption. This study employed four different CHTC correlations, including the default CHTC equation in the EnergyPlus program, DOE-2, SimpleCombined correlations, urban-scale CHTC correlations [13] , and newly derived from the above CFD simulation of Susquehanna North. Figure 14 shows zonesensible cooling and heating loads with different CHTC correlations. The discrepancy among those cases showed slight influence of CHTC on maximum sensible load, in which the maximum variations existed; 1.95% for sensible cooling load and 3.82% for sensible heating load. Figure 15 shows the annual cooling and heating energy used with different CHTC correlations. It was found that the discrepancy still shows an undistinguishing impact of CHTC on the building energy use, in which the maximum variations were 1.21% and 0.89% for annual cooling energy use and annual heating energy use, respectively. Note that due to variant heating schedules defined in the energy model, the changes of heating consumption were not coinciding with cooling energy consumption. This study employed four different CHTC correlations, including the default CHTC equation in the EnergyPlus program, DOE-2, SimpleCombined correlations, urban-scale CHTC correlations [13] , and newly derived from the above CFD simulation of Susquehanna North. Figure 14 shows zonesensible cooling and heating loads with different CHTC correlations. The discrepancy among those cases showed slight influence of CHTC on maximum sensible load, in which the maximum variations existed; 1.95% for sensible cooling load and 3.82% for sensible heating load. Figure 15 shows the annual cooling and heating energy used with different CHTC correlations. It was found that the discrepancy still shows an undistinguishing impact of CHTC on the building energy use, in which the maximum variations were 1.21% and 0.89% for annual cooling energy use and annual heating energy use, respectively. Note that due to variant heating schedules defined in the energy model, the changes of heating consumption were not coinciding with cooling energy consumption. Although only a slight effect from different CHTC correlations on energy consumption appears, it has to be admitted that Susquehanna North can consume up to 600 GJ for cooling energy use and 1120 GJ for heating energy use. The important aim of this model was to assess the impacts of outdoor air on building cooling systems. The model had 52 thermal zones designed in EnergyPlus, of which four of them are core zones and the rest of them are a combination of core-perimeter zones. It is important to note that 49 thermal zones are specifically simulated and are affected by the exterior-surface CHTC distribution. In summary, this present study provided a relatively accurate qualification of CHTC correlations on sensible load and building energy use, in comparison with an ideal air load system with a regular building layout [13] .
The Effect of Local Air Temperature on COP
This study employed CFD simulation to predict the flow field around the urban neighborhood and exports the local air temperature to calculate the COP of the HVAC system due to the effect of the local microclimate environment. Figure 16 illustrates the COP profiles at the vertical/horizontal centerline 0.5 m away from different windward, leeward, lateral, and roof surfaces using three COP equations, as shown in Equations (12)- (14) . Among the specific equations, the majority of COP values ranged from 2.0 to 2.7, except for Equation (13) that presented larger variations at the centerline 0.5 m away from the roof and leeward surfaces. This was mainly induced by the higher air temperature distribution affected by weak vortex circulations downstream of the building of interest, and direct solar radiation on the rooftop at noon. Moreover, the minimum value of about 0.25 was obtained by using Equation (13) near the lateral-west surface. This presented the larger variations of COP values. This phenomenon was bound with the larger temperature profiles as it was shown in Figure 10 , in which the temperature profiles adjacent to west surfaces illustrated the larger variation pattern. Overall, the COP values in the lateral sides of the building of interest showed a significant variation, with both the increase of COP and height, and the decrease of temperature. Although only a slight effect from different CHTC correlations on energy consumption appears, it has to be admitted that Susquehanna North can consume up to 600 GJ for cooling energy use and 1120 GJ for heating energy use. The important aim of this model was to assess the impacts of outdoor air on building cooling systems. The model had 52 thermal zones designed in EnergyPlus, of which four of them are core zones and the rest of them are a combination of core-perimeter zones. It is important to note that 49 thermal zones are specifically simulated and are affected by the exteriorsurface CHTC distribution. In summary, this present study provided a relatively accurate qualification of CHTC correlations on sensible load and building energy use, in comparison with an ideal air load system with a regular building layout [13] .
This study employed CFD simulation to predict the flow field around the urban neighborhood and exports the local air temperature to calculate the COP of the HVAC system due to the effect of the local microclimate environment. Figure 16 illustrates the COP profiles at the vertical/horizontal centerline 0.5 m away from different windward, leeward, lateral, and roof surfaces using three COP equations, as shown in Equations (12)- (14) . Among the specific equations, the majority of COP values ranged from 2.0 to 2.7, except for Equation (13) that presented larger variations at the centerline 0.5 m away from the roof and leeward surfaces. This was mainly induced by the higher air temperature distribution affected by weak vortex circulations downstream of the building of interest, and direct solar radiation on the rooftop at noon. Moreover, the minimum value of about 0.25 was obtained by using Equation (13) near the lateral-west surface. This presented the larger variations of COP values. This phenomenon was bound with the larger temperature profiles as it was shown in Figure 10 , in which the temperature profiles adjacent to west surfaces illustrated the larger variation pattern. Overall, the COP values in the lateral sides of the building of interest showed a significant variation, with both the increase of COP and height, and the decrease of temperature. Figure 16 . COP profiles at the centerline 0.5 m away from different surfaces (C1, C2, and C3 represent three different COP equations shown in Equations (12)- (14) , respectively).
In order to capture the effect of local urban neighborhood characteristics on COP, the spatial surface-based COP distributions were calculated. Figure 17 shows the surface COP box charts 0.5 m away from different windward, leeward, lateral, and roof surfaces. For each surface, COP values were calculated every 1.0 m in two directions. For examples, there are 28 × 26 simulated points exported for analysis on the windward surface. It was found that the majority of averaged COP values calculated using Equations (12) and (14) were in the region of 2.1 to 2.6 at the simulation time of 12:00. The maximum COP value in all surfaces can reach up to 2.7, which are located in the lateral- In order to capture the effect of local urban neighborhood characteristics on COP, the spatial surface-based COP distributions were calculated. Figure 17 shows the surface COP box charts 0.5 m away from different windward, leeward, lateral, and roof surfaces. For each surface, COP values were calculated every 1.0 m in two directions. For examples, there are 28 × 26 simulated points exported for analysis on the windward surface. It was found that the majority of averaged COP values calculated using Equations (12) and (14) were in the region of 2.1 to 2.6 at the simulation time of 12:00. The maximum COP value in all surfaces can reach up to 2.7, which are located in the lateral-east surface and upstream of the roof surface, due to less solar radiation influence and larger separation on the roof. Correspondingly, COP values at the rooftop had slightly larger variations, and COP values near the lateral east surface had slightly smaller variations compared to other surfaces among those three equations. In addition, COP values calculated by Equation (13) present a broader range and extremely lower values due to high air temperature adjacent to the lateral-west surface. However, it should be noted that more than 90% of COP values in this surface are acceptable and larger than 1.25. Overall, the COP values in the lateral-west side and roof side of the building of interest showed larger variation in the simulation period.
east surface and upstream of the roof surface, due to less solar radiation influence and larger separation on the roof. Correspondingly, COP values at the rooftop had slightly larger variations, and COP values near the lateral east surface had slightly smaller variations compared to other surfaces among those three equations. In addition, COP values calculated by Equation (13) present a broader range and extremely lower values due to high air temperature adjacent to the lateral-west surface. However, it should be noted that more than 90% of COP values in this surface are acceptable and larger than 1.25. Overall, the COP values in the lateral-west side and roof side of the building of interest showed larger variation in the simulation period. 
The Effect of Air Infiltration on Energy Consumption
This study extracted four different horizontal lines of air temperature, including 0.5, 1, 5, and 10 m away from the windward surface of the building of interests, to determine the local wind velocities. Table 5 illustrates the local averaged wind velocities located in the front of the building and 10 m above the ground. It was found that, compared to the incoming wind velocity with U = 5.0 m/s at the height of 10 m, the local wind velocities decreased significantly. The minimum local velocity factor 5.0 m away from the building wall was decreased to 0.294, indicating less than one-third incoming velocity magnitude against the windward surface. While, other local velocity factors showed less variations for 0.5, 1, and 10 m. Therefore, it was important to note that this study used the average horizontal line of the CFD-simulated distribution to generate the local velocity factor and to write into the new EPW weather data file. The results confirmed that it is important to consider wind sheltering effects by investigating the different urban terrain type. Figure 18 shows the annual cooling and heating energy used with different infiltration calculation methods. A comparison indicated that the adjusted model had a significant impact on the energy consumption compared to other methods, with the maximum differences being up to 2.67% increase for cooling energy use and 2.18% decrease for heating energy use. Note that the adjusted model modified the default constant values of infiltration rate under all conditions in Equation (15) and Table 4 . Therefore, the infiltration rate calculation method needs to be taken into account, especially for the urban neighborhood-based coefficients in the further study. 
This study extracted four different horizontal lines of air temperature, including 0.5, 1, 5, and 10 m away from the windward surface of the building of interests, to determine the local wind velocities. Table 5 illustrates the local averaged wind velocities located in the front of the building and 10 m above the ground. It was found that, compared to the incoming wind velocity with U = 5.0 m/s at the height of 10 m, the local wind velocities decreased significantly. The minimum local velocity factor 5.0 m away from the building wall was decreased to 0.294, indicating less than one-third incoming velocity magnitude against the windward surface. While, other local velocity factors showed less variations for 0.5, 1, and 10 m. Therefore, it was important to note that this study used the average horizontal line of the CFD-simulated distribution to generate the local velocity factor and to write into the new EPW weather data file. The results confirmed that it is important to consider wind sheltering effects by investigating the different urban terrain type. Figure 18 shows the annual cooling and heating energy used with different infiltration calculation methods. A comparison indicated that the adjusted model had a significant impact on the energy consumption compared to other methods, with the maximum differences being up to 2.67% increase for cooling energy use and 2.18% decrease for heating energy use. Note that the adjusted model modified the default constant values of infiltration rate under all conditions in Equation (15) and Table 4 . Therefore, the infiltration rate calculation method needs to be taken into account, especially for the urban neighborhood-based coefficients in the further study.
Besides the adjusted model, the other four methods considering the local velocity factor showed less discrepancies, with 1.93% change for annual cooling energy use and 1.14% for annual heating energy use. Although lower wind velocities around the building of interest resulted in small infiltration rates and slightly higher heat gain or heat loss, through the heat conduction of the building wall or window, the minor changes in the energy consumption for the building's HVAC system were obtained due to limited thermal zones affected by infiltration closely related to the outdoor thermal environment. Therefore, it should be noted that the adjusted infiltration method is highly suitable for buildings with limited thermal zones or building energy consumption that is mainly dominated by the local micro-thermal environment. Besides the adjusted model, the other four methods considering the local velocity factor showed less discrepancies, with 1.93% change for annual cooling energy use and 1.14% for annual heating energy use. Although lower wind velocities around the building of interest resulted in small infiltration rates and slightly higher heat gain or heat loss, through the heat conduction of the building wall or window, the minor changes in the energy consumption for the building's HVAC system were obtained due to limited thermal zones affected by infiltration closely related to the outdoor thermal environment. Therefore, it should be noted that the adjusted infiltration method is highly suitable for buildings with limited thermal zones or building energy consumption that is mainly dominated by the local micro-thermal environment.
Discussion
This study conducted a one-way coupling to model the urban microclimate environment and its effect on building energy use in a real academic building in University Park, USA. The steady-state calculation considering the solar irradiance was used to get the relatively accurate results of the local parameters. Although there are some limitations, for example, the fixed boundary conditions at specific date and time instead of transient cases, the local parameters in the microclimate environment were utilized to generate the correlations of CHTCs, which is not a specific value. Compared with the two-way coupling strategy, as previously shown in other studies [27, 32, 42, 43] , the steady-state calculation and the one-way coupling method from CFD to BES is acceptable as long as the relatively accurate CFD calculation is used. However, for the purpose of this study, employing the one-way coupling method was sufficient due to the limitation of computational resources, especially for a case study. However, further studies need take into account more comprehensive and actual descriptions and simulations, especially in the time period of one day or one week.
Moreover, this study made many simple assumptions, such as the uniform surface emissivity, regular building shapes, as well as neglecting the transpiration cooling effect by trees and grass. Those assumptions resulted in some uncertainties in the cooling/heating energy use due to the inaccurate local parameters from the CFD simulation. However, we have to acknowledge that it is a complex process to consider all aspects and conduct transient simulations for such a large simulation domain, in other words, those assumptions were chosen mostly due to the current computational ability for a large simulation domain with extensive buildings. Moreover, the verification and validation process should be dedicatedly considered, for example, the CFD simulation setup, the grid independence analysis, and the building energy model setup. Therefore, further studies need to seriously control the quality of results from the CFD and BES. 
Broader Implications
Discussion
Moreover, this study made many simple assumptions, such as the uniform surface emissivity, regular building shapes, as well as neglecting the transpiration cooling effect by trees and grass. Those assumptions resulted in some uncertainties in the cooling/heating energy use due to the inaccurate local parameters from the CFD simulation. However, we have to acknowledge that it is a complex process to consider all aspects and conduct transient simulations for such a large simulation domain, in other words, those assumptions were chosen mostly due to the current computational ability for a large simulation domain with extensive buildings. Moreover, the verification and validation process should be dedicatedly considered, for example, the CFD simulation setup, the grid independence analysis, and the building energy model setup. Therefore, further studies need to seriously control the quality of results from the CFD and BES.
Broader Implications
While currently more than half of the population lives in urban areas, more than 80% of the population in some developed countries reside in urban areas. Major cities such as Los Angles and New York City in the US, or Shanghai in China, could benefit from the results of this study to design more sustainable and energy efficient urban neighborhoods. The results of this study lay out a framework on how to consider the influence of the outdoor air thermo-fluid emerging properties to assess and predict building energy consumption patterns. Therefore, future design of urban neighborhoods in major cities should benefit from outdoor airflow simulations coupled with building energy simulations in order to predict energy consumption of buildings.
This study considered the influence of the urban neighborhood on the efficiency of the cooling system with the use of the simulated outdoor air temperature. A more practical approach could benefit from the influence of the HVAC systems on the distribution of the outdoor air temperature and velocity as well. HVAC systems reject anthropogenic heat transfer, including sensible and latent heat transfer, to the outdoor air [47] . Heat rejection from the HVAC systems also could have influence on the outdoor air temperature and velocity around buildings. The rate of the latent and sensible heat transfer depends on the HVAC cooling system. Therefore, the accurate analysis of anthropogenic heat rejected from HVAC is necessary to evaluate the influence of the urban microclimate in further studies.
Another approach to include the influence of the urban microclimate on building energy consumption patterns could be to consider transient coupling on the CFD and building energy simulations [48] . Due to the complex nature of transient coupling simulations, a large number of studies consider steady-state conditions to predict various aspects of the local thermal environments [49] [50] [51] [52] . A practical approach to reduce the complexity of the simulations could benefit from daily coupling, rather than finer granularity coupling, as coupling at each time step or at each hour is very costly. Granular coupling is only applicable for a short period of time. Even with any potential transient coupling, the outcomes of the coupled simulations may not enhance the accuracy of the coupled simulations significantly [48] . For example, daily coupling provides improvement for only up to 2.5% using the airport weather data and simulated data. Configuration of the urban neighborhood could enforce the coupling strategy. Potential influential variables are urban plan area density, size of the buildings, height variation of the buildings, and land coverage.
Another implication of this study is to address the built environment challenges, such as higher outdoor air temperature, energy demand, and greenhouse gas emissions, while sustaining a healthy environment. The solution requires the consideration and identification of different aspects in order to solve the problems associated with them. This enables advancing the understanding of energy and airflows in the built environment.
Current building energy simulation tools (e.g., EnergyPlus) accept average velocity values for the windward and leeward surfaces. The results of the CFD simulations conducted in this study showed spatial fluctuations in the velocity, at least for the windward side. With the improvement of the building energy simulation tools, there might be opportunities to assess the impact of spatial velocity fluctuations on the simulated results.
Conclusions
The present study conducted a parametric study to assess the impacts of the urban microclimate on thermo-fluid properties, including temperature and velocity, that led to different estimations of convective heat transfer rate, efficiency of building cooling systems, and infiltration rate of the buildings located in the built environment. The aim of this study was to quantitatively evaluate the influence of each parameter, CHTCs, infiltration rate, and COP on building energy use. Consequently, this study encompassed a one-way coupling simulation of CFD and BES to calculate the local temperature and velocity first in CFD simulations, with the heat flux boundary conditions from Radiance simulation. To evaluate impacts of convective heat transfer, two approaches were used to calculate outdoor CHTCs: (i) Use of previously-developed urban-scale CHTCs that required implementation of local air temperature and speed; and (ii) performing CFD simulations for an actual urban neighborhood and calculating detailed CHTCs on the ground and building surfaces. The discrepancy among those cases showed slight influence of CHTC on sensible load, in which the maximum variations existed; 1.95% for sensible cooling load and 3.82% for sensible heating load. Additionally, the discrepancy still showed an undistinguishing impact of CHTC on the building energy uses, in which the maximum variations were 1.21% and 0.89% for annual cooling energy use and annual heating energy use, respectively. Implementation of CHTCs only had minor influence on the annual heating and cooling, which indicated, for recently retrofitted buildings, outdoor convection was not a significant major contributor to annual heating and cooling. In addition, it is important to note that, currently, BES, such as EnergyPlus, cannot accept detailed CHTCs. Therefore, the only option to implement CHTCs in EnergyPlus is to rely on averaged values for the roof, leeward, windward, and lateral walls.
The second contributor to the building energy consumption, especially cooling consumption, was the efficiency of the cooling systems. Three equations were selected to quantify the impacts of the urban microclimate on the COP of cooling systems. The results showed that the optimal locations for the installation of the cooling systems are on the windward wall and upstream roof. Installation of cooling systems on the leeward walls of buildings located in the built environment may lead to lower operational COP than the design COP. This was due to the fact that, with the higher temperature, there was less opportunity for the cooling system to exchange heat with outside.
The final variable was the consideration of the infiltration rate in the building energy consumption using recently-developed infiltration rate coefficients. The design flow rate method in EnergyPlus can take into the account the local velocity and temperature as long as the coefficients in the calculation are not zero. The results of this study showed, for buildings located in a fairly dense urban neighborhood, the adjusted infiltration model played a more important role in influencing the annual heating and cooling consumption than the default infiltration model. 
