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ABSTRACT
An Exact Algorithm and a Local Search Heuristic for
a Two Runway Scheduling Problem. (December 2010)
Amrish Deep Ravidas, B.E., College of Engineering, Guindy - Anna University
Co{Chairs of Advisory Committee: Dr. Sivakumar Rathinam
Dr. Darbha Swaroop
A generalized dynamic programming based algorithm and a local search heuris-
tic are used to solve the Two Runway Departure Scheduling Problem that arises at
an airport. The objective of this work is to assign the departing aircraft to one of the
runways and nd a departing time for each aircraft so that the overall delay is mini-
mized subject to the timing, safety, and the ordering constraints. A reduction in the
overall delay of the departing aircraft at an airport can improve the airport surface
operations and aircraft scheduling. The generalized dynamic programming algorithm
is an exact algorithm, and it nds the optimal solution for the two runway schedul-
ing problem. The performance of the generalized dynamic programming algorithm
is assessed by comparing its running time with a published dynamic programming
algorithm for the two runway scheduling problem. The results from the generalized
dynamic programming algorithm show that this algorithm runs much faster than
the dynamic programming algorithm. The local search heuristic with k   exchange
neighborhoods has a short running time in the order of seconds, and it nds an ap-
proximate solution. The performance of this heuristic is assessed based on the quality
of the solution found by the heuristic and its running time. The results show that
the solution found by the heuristic for a 25 aircraft problem has an average savings of
approximately 15% in delays with respect to a rst come-rst served solution. Also,
the solutions produced by a 3-opt heuristic for a 25 aircraft scheduling problem has
iv
an average quality of 8% with respect to the optimal solution found by the general-
ized dynamic programming algorithm. The heuristic can be used for both real-time
and fast-time simulations of airport surface operations, and it can also provide an
upper limit for an exact algorithm. Aircraft arrival scheduling problems may also be
addressed using the generalized dynamic programming algorithm and the local search
heuristic with slight modication to the constraints.
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1CHAPTER I
INTRODUCTION
Airport congestion is a crisis which many airports must overcome in the near future.
According to Federal Aviation Administration forecast, the total number of U.S trav-
elers is expected to increase at a rate of 2.7% per year. At this rate, it is predicted
that the total number of U.S passengers using the air transportation system will in-
crease from 689 million in 2007 to 1.1 billion or more in 2025 [1]. In addition, the U.S
Congressional Joint Economic Committee [2] reported that in 2007 around 78% of the
total delays of the aircraft occurred before takeo in which 58% of delays occurred
at the gates and the remaining 20% occurred when the aircraft were moving between
gates and the runway. With the increase in the volume of air trac over the past 20
years, these aircraft delays have also increased.
The delays at the airport gates and taxiways can be reduced by better aircraft
scheduling and airport resource management. In order to reduce the aircraft delays
and improve the eciency of airport operations, research organizations like National
Aeronautics and Space Administration (NASA) have been developing decision sup-
port tools for the airport. These automation tools aim to improve aircraft scheduling
and airport resource management. Specically, NASA is involved in development of
both real-time automation tools such as Surface Management System [3] and fast-time
tools such as the Surface Operations Scheduler [4] to schedule/predict the movements
of aircraft at airports. The main objective of the research is to develop an exact algo-
rithm and a heuristic to reduce the overall delay for a two-runway scheduling problem
that can be a part of these decision support tools.
This thesis follows the style of IEEE Transactions on Automatic Control.
2The Two Runway, Scheduling Problem (TRSP) aims to assign the aircraft to the
runways and nd a departing time for each aircraft such that the total delays of all
the aircraft is minimized subject to the timing, safety, and chain-type precedence con-
straints for the aircraft. The timing constraint requires that the departing time of an
aircraft at a runway is at least equal to its release time. The safety constraint states
that the departing times of two successive aircraft on a runway should be separated by
a minimum separation time in order for the trailing aircraft to avoid the wake vortices
generated by the leading aircraft. This minimum separation time depends upon the
type of the leading and the trailing aircraft. The precedence constraints require that
the sequence of aircraft assigned to each runway satisfy a given chain-type ordering
of the aircraft. A main reason for studying these chain-type precedence constraints
is as follows: It is known that the TRSP without any precedence constraints can
be equivalently formulated as a TRSP with chain-type precedence constraints where
aircraft belonging to the same type are grouped together and a chain-type prece-
dence constraint can be imposed within each group based on the release times of the
aircraft. These chain-type precedence constraints provide a special structure to the
problem which can then be exploited using algorithms based on dynamic program-
ming. Another reason for studying scheduling problems with chain-type precedence
constraints is that they also arise in other closely related two runway scheduling
problems involving arrival aircraft as discussed in [5]. In the scenario addressed by
Brentall [5], aircraft arriving at a given x are considered to belong to a group and a
chain-type ordering constraint is enforced based on the arrival time of the aircraft at
the x.
In this work, we rst present an exact algorithm based on Generalized Dynamic
Programming (GDP) approach to solve the TRSP. Then a fast, local search heuristic
with k-exchange neighborhoods is presented for the same problem.
3A. Problem Formulation
Consider a set of n departing aircraft divided into q queues. Let the number of
aircraft in ith queue, for i = 1; :::; q be ni. The aircraft in the i
th queue are denoted
by ai1; ai2; :::; aini . A :=
Sr
i=1fai1;    ; ainig denotes the set of all departing aircraft.
Let (b) represent the release time of the aircraft b, i:e:, the earliest time an aircraft
is available for departure. Let t(b) be the decision variable which represents the
departure time of aircraft b. The timing constraints requires that each aircraft must
be scheduled after its release time, i.e., t(b)  (b) for all b 2 A. Let type(b) dene
the type of the aircraft and type(b) 2 ftype1; type2; :::; typelg. For example, type1
could correspond to a small aircraft, type2 could correspond to a large aircraft etc.
It is assumed that the two runways are independent, i:e:, the runways are spaced
wide apart such that the departures at one runway does not aect the departing
times of aircraft at the other runway. For two distinct aircraft b1; b2 2 A, if b2
departs after b1 in the same runway, then a minimum separation time denoted by
sep(type(b1); type(b2)) is required between their departure times of b1 and b2. This
separation time depends only on the type of the leading and following aircraft. It is a
safety measure imposed on an departing aircraft to avoid the turbulence created by
an aircraft which had previously departed from the same runway. It is assumed that
the separation times satises the triangular inequality, i:e:, sep(type(b1); type(b2)) +
sep(type(b2); type(b3))  sep(type(b1); type(b3)) 8b1; b2; b3 2 A. There is also a chain-
type precedence constraint on all the aircraft belonging to the same queue. That
is, for two distinct aircraft aij and aik belonging to the i
th queue, if aij and aik are
assigned to the same runway and if j < k, then aij should depart before aik. The
delay of an aircraft is dened as t(b)  (b).
The objective of the Two Runway, Scheduling Problem (TRSP) is to assign every
4aircraft 2 A to one of the two runways and to nd their departure times such that the
total delays of all aircraft,
P
b2A(t(b)   (b)) is minimized subject to timing, safety
and the chain-type precedence constraints.
B. Thesis Organization
Chapter II provides a detailed literature review for the addressed two runway schedul-
ing problem. The chapter also provides the motivation for the proposed Generalized
Dynamic Programming approach.
Chapter III explains the Generalized Dynamic Programming based exact algo-
rithm and a local search heuristic with k exchange neighborhood for the TRSP. The
dynamic programming algorithm by Brentnall [5] and Psarftis [6] are also explained
briey in this chapter.
Chapter IV describes the simulation results of the GDP algorithm and the fast
heuristic. To assess the performance of the GDP algorithm, its computation time
is compared with a dynamic programming algorithm developed by Brentnall [7]. To
corroborate the performance of the heuristic, we compare the average quality of the
solution produced by the heuristic with respect to a First Come, First Served (FCFS)
algorithm.
Chapter V summarizes and concludes this thesis. The conclusions are based on
the results and discussions presented in Chapter IV.
5CHAPTER II
LITERATURE REVIEW
Scheduling of aircraft at the runways has been of considerable interest to researchers
in air trac management for the past three decades. The basic aircraft scheduling
problem involves nding optimal departing or arrival times of aircraft subject to all
the operational constraints. Depending on the scenario, the geometry of the airport
taxiways and the workload of the controllers, dierent constraints may be imposed
on departing or arrival aircraft. In addition to these constraints, objectives may
also dier based on the requirements and the scenario. Common objectives include
minimizing the makespan of a sequence, minimizing total delays of aircraft etc.
Runways were identied as an important resource for scheduling arrivals and
departures in Dear and Sherif [8],[9] and Idris et al. [10],[11] respectively. Several
algorithms including exact algorithms and heuristics have been developed for dierent
variants of the single runway, scheduling problem in [12]-[35]. Though majority of
the literature have focused on single runway scheduling problems, there are several
heuristics and exact algorithms available for Multiple Runway Problems (MRPs) also.
In [36], Ciesielski and Scerri proposed a genetic algorithm for scheduling aircraft on
two runways. Cheng et al. also develop genetic algorithms for a MRP in [37]. A
hybrid approach combining a genetic algorithm with an ant colony heuristic has been
developed for a MRP in [38]. Apart from genetic algorithms, Pinol and Beasley [39]
have developed scatter search and bionomic heuristics for a MRP. Exact algorithms
include formulating the scheduling problem as a mixed integer linear program and
solving the resulting program using optimization software like CPLEX. Beasley et
al. [12] formulate a mixed integer linear program for a MRP where the objective is
to minimize the total deviation from the target landing time for each aircraft. They
6solve the problem using a linear programming-tree based search. Ernst et al. [16]
solve this MRP using a branch and bound method together with a specialized simplex
method for nding the landing times of the aircraft. A novel branch and price method
was also proposed by Wen et al. for the MRP in [17].
Dynamic programming has also been used for nding optimal solutions for air-
craft scheduling problems whenever there are chain-type precedence constraints [5],[6]
or there are constraints that restrict the takeo position of an aircraft [6],[20],[21].
Psaraftis [6] was the rst to develop a dynamic programming based exact algo-
rithm for a single runway problem where aircraft are grouped based on their type and a
chain-type precedence constraint can be enforced for all the aircraft within each group.
The dynamic programming algorithm proposed by Psaraftis [6] uses (k1; k2; :::; kr; p)
and SPAN(k1; k2; :::; kr; p) as the state and its corresponding optimal makespan of a
partial schedule containing the rst ki aircraft of the i
th queue, where the last aircraft
to depart in the schedule comes from the pth queue. SPAN(0; 0; :::; 0) is rst set
equal to 0 and the optimal makespan of all the other states are computed recursively
as:
SPAN(k1; :::; kr; p) = min
q=1;::;r:k0q>0
[max(SPAN(k01; : : : ; k
0
r; q)
+sep(type(aqk0q); type(apkp)); (apkp))];
where
k0i =
8>><>>:
ki   1 i = p
ki otherwise:
for i = 1    r
Even though this dynamic program proposed by Psaraftis works for the single
runway problem, a direct extension of this dynamic program to either the single
7runway or the two runway scheduling problem seems dicult if the objective is to
minimize the total delay of all the aircraft. The reason for this is that the minimum
total delay of a partial schedule corresponding to the state (k1; k2;    ; kr; p) not only
depends on the minimum total delay corresponding to the state (k01; : : : ; k
0
r; q) but
also on its makespan.
For this reason, Brentall [5],[7] proposed a dynamic programming algorithm for
the total delay objective by dening (k1; k2;    ; kr; y11; y12;    ; ytt; b; p) as the new
state for the single runway scheduling problem where b denotes the last aircraft in
the partial schedule that departed after an idle time period and preceded a sequence
of yij number of type j aircraft following type i. An idle time period occurs when
the runway is available but the aircraft that is next to depart from the runway is
not available, i:e:, the departure time of the aircraft has not yet reached its release
time. The implication of the denition of this new state is straightforward; the
makespan of the partial schedule can now be easily calculated by using the infor-
mation in the state about aircraft b and y11;    ; ytt, i:e:, the makespan of the state
(k1; k2;    ; kr; y11; y12;    ; ytt; b; p) is equal to (b) +Pi;j=1;;l yijsep(typei; typej).
As given in Brentall[7], this basic idea can also be extended to a two runway
problem by dening (k1; k2;    ; kr; y111; y112;    ; y1tt; y211; y212;    ; y2tt; b1; b2; p1; p2) as the
state where pk is the last departing aircraft at the k
th runway, bk denotes the last
departing aircraft at the kth runway in the partial schedule that departed after an
idle time period and preceded a sequence of ykij number of type j aircraft following
type i at the kth runway. In this article, we take a new approach to address the
TRSP. We retain the denition of the state (k1;    ; kr; p1; p2), but however for each
partial schedule associated with the state, we associate three objectives. The rst
objective, DELAYs(k1;    ; kr; p1; p2), denotes the total delay of the partial schedule
s associated with the state (k1;    ; kr; p1; p2). Similarly, SPAN1s (k1;    ; kr; p1; p2)
8and SPAN2s (k1;    ; kr; p1; p2) denotes the makespan of the sequences in the partial
schedule s assigned to the rst and second runway respectively. We then seek for
all the pareto-optimal schedules corresponding to each state. A partial schedule
corresponding to a state is pareto optimal or non-inferior if there exists no other
partial schedule corresponding to the state that will yield an improvement in one
objective without causing a deterioration in at least one of the other objectives.
Basically, a partial schedule z is deleted only if it is inferior, i:e, there is another
partial schedule, z0, belonging to the same state as z such that:
 z0 is better than or equal to z with respect to each of the objectives
 z0 is strictly better than z with respect to at least one of the objectives
The optimal delay and a schedule corresponding to this optimum can then be
obtained by nding a set of all the pareto optimal solutions corresponding to the
state (k1; k2; :::; kr; p1; p2) and choosing a schedule that has the least total delay.
Preliminary results of this approach for a single runway problem appeared in [28]. In
this article, we present this algorithm for the TRSP and present computational results
that show this approach is must faster than the Dynamic programming algorithm by
Brentall [7].
9CHAPTER III
ALGORITHMS
A. Generalized Dynamic Programming Algorithm
GDP algorithm is an exact algorithm which nds an optimal solution for the TRSP.
A schedule y is represented by y := (y1; y2) where y1 and y2 are the departing se-
quences of aircraft corresponding to the rst and second runway respectively. If an
aircraft b 2 A is added as the last departing aircraft to a departing sequence, say y1,
then the new departing sequence y01 is denoted as (y1; b). A schedule is dened as a
partialschedule if its departure sequences does not consist all the aircraft considered
in the problem.
1. Let the set of all the partial schedules, S, initially be an empty set.
2. Let S 0 := ;. For each partial schedule y 2 S, do the following:
 Let F  A be such that an aircraft a 2 F if and only if a is not present in
the partial schedule y and a is the next aircraft waiting to depart from its
queue given all the aircraft in y have departed.
 For each a 2 F , add a to the partial schedule y such that a is the last
departing aircraft on the rst runway. Let the new schedule y0 = (y1; a); y2.
Update S 0 with this new schedule, i:e:, S 0 := S 0
S
y0. The departing time of
aircraft a in this new schedule is the least available time that will satisfy all
the safety and separation constraints. Specically, since a is added to the
rst runway, its departure time in y0 is dened as T(a; y0) := max(T(b; y)+
10
sep(type(b); type(a)); (a)) if b is the last aircraft to depart from the rst
runway in y and T(a; y0) := (a) if there is no aircraft assigned to the rst
runway in y. The objectives of the new schedule y0 := f(y1; a); y2g are then
equal to:
DELAY (y0) = DELAY (y) + T(a; y0); (3.1)
SPAN1(y
0) = T(a; y0); (3.2)
SPAN2(y
0) = SPAN2(y): (3.3)
 Similarly, for each a 2 F , add a to the partial schedule y such that a
is the last departing aircraft on the second runway. Update S 0 with this
new schedule, i:e:, S 0 := S 0
Sfy1; (y2; a)g. As in the previous step, since
a is added to the second runway, its departure time in y0 is dened as
T(a; y0) := max(T(b; y) + sep(type(b); type(a)); (a)) if b is the last aircraft
to depart from the second runway in y and T(a; y0) := (a) if there is no
aircraft assigned to the second runway in y. The objectives of the new
schedule y0 := fy1; (y2; a)g are then equal to:
DELAY (y0) = DELAY (y) + T(a; y0); (3.4)
SPAN1(y
0) = SPAN1(y); (3.5)
SPAN2(y
0) = T(a; y0): (3.6)
3. Delete any partial schedule y0 from S 0 if there exists another partial schedule
y 2 S 0 such that
 state(y) = state(y0)
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 y is better than or equal to y0 with respect to each of the objectives and y
is strictly better than y0 with respect to at least one of the objective.
The partial schedules which are inferior are identied based on the Pareto Opti-
mization technique discussed by H. T. Kung et al [40]. The algorithm to identify
and remove an inferior partial schedule is as follows
(a) Let Y := fs1; s2; :::; slg denote a set of l partial schedules corresponding to
a state.
(b) Let obj(si; 1) := DELAY (si), obj(si; 2) := SPAN1(si) and obj(si; 3) :=
SPAN2(si) where i = 1; :::; l.
(c) Sort the list of partial schedules Y such that following conditions are sat-
ised for every si 2 Y
 obj(si+1; 1)  obj(si; 1)
 obj(si+1; 2)  obj(si; 2) if obj(si+1; 1) = obj(si; 1)
 obj(si+1; 3)  obj(si; 3) if obj(si+1; 2) = obj(si; 2) and obj(si+1; 1) =
obj(si; 1)
(d) Remove a partial schedule si if there exists another partial schedule sk
2 Y for k = 1; :::; i  1 such that obj(sk; 2)  obj(si; 2) and obj(sk; 3) 
obj(si; 3).
Let St be the new set of partial schedules obtained after removing all the inferior
solutions form S 0.
4. Let S := St and repeat steps (2-3) n   1 times, i:e: until each schedule in S
consists of all the aircraft.
12
B. Local Search Heuristic
In this section, a local search heuristic with k  exchange neighborhoods which runs
fast and can nd feasible solutions of good quality for the TRSP is explained. In
this heuristic, a feasible solution is rst generated using a simple First Come, First
Served (FCFS) algorithm. Then, a new solution in the k   exchange neighborhood
of the current, feasible solution is chosen such that the new solution is feasible and
has a lower delay. This procedure is iterated until a maximum number of iterations
is reached or a given number of successive iterations do not lower the delay.
1. K-Opt Heuristic Algorithm
Some preliminaries and notations are presented before discussing the heuristic. A de-
parting sequence for the ith runway is denoted by a(i;1) ! a(i;2) ! a(i;3):::a(i;pi 1) !
a(i;pi) where a(i;j) 6= a(i;j) if j 6= k, pi is the number of aircraft assigned to the ith
runway and (i; j) denotes the index of aircraft present in the jth takeo position of
the sequence assigned to the ith runway. That is a(i;1) denotes the rst departing
aircraft at the ith runway, a(i;2) denotes the second departing aircraft at the i
th run-
way and so on. The directed edge joining any two consecutive, departing aircraft in
the representation of a sequence is such that the tail of each directed edge is incident
on the leading aircraft.
The departing time of an aircraft in a given aircraft sequence is calculated based
on the following simple rule: For each aircraft, chose the least available departing time
that satises all the timing, safety, and the ordering constraints. To start with, the
departing time of the rst aircraft in the ith runway, t(a(i;1)), is chosen to be its release
time (a(i;1)). The departing time of the second aircraft in that runway, t(a(i;2)),
is determined by the timing constraints t(a(i;2))  (a(i;2)), and the separation
13
Fig. 1. A solution in the 2-exchange neighborhood of Y
constraints t(a(i;2))  t(a(i;1)) + sep(type(a(i;1)); type(a(i;2))).
The general expression for computing the best departing time for aircraft a(i;j)
for j  2 in the ith runway is given by
t(a(i;j)) = max((a(i;j)); t(a(i;j 1)) + sep(type(a(i;j 1)); type(a(i;j))))
A feasible solution Y is represented by y := (y1; y2) where y1 and y2 are the de-
parting sequences of aircraft corresponding to rst and the second runway. DELAY (Y )
represents the total delay of all aircraft corresponding to the feasible solution Y .
A solution Y2 is said to be in the k   exchange neighborhood of a solution Y1 if
Y2 can be obtained from Y1 by replacing k directed edges in Y1 with k new directed
edges. The k opt heuristic starts with a feasible solution Y and iteratively improves
on this sequence through successive k0   exchanges for any k0  k until a maximum
number of iterations is reached or a given number of successive iterations do not lower
the delay. The k   opt heuristic is explained below.
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a. Step 1
The feasible solution Y obtained from a FCFS algorithm is used as the initial solution
for the k   opt heuristic. Let the best solution found by the heuristic be denoted by
Ybest . To start with Ybest := Y . Set the number of successive failed jumps, fmax, to
be equal to 0. Also, set the number of iterations, niter, to be equal to 0.
b. Step 2
Set index = 1. Do the following until index exceeds the length of both the runway
sequences in Y :
I. Let F := Y .
II. Form a set of all solutions denoted by AF corresponding to F such that any
solution F 0 2 AF must satisfy each of the following conditions
 F 0 is in the k0   exchange neighborhood of F for some k0  k.
 Essentially to form F 0, k0  k edges are removed from F and k0 new
directed edges are added. The edges which are removed from F should
only be between aircraft whose takeo position in their respective sequence
is between index to index + searchspan   1. The head of an edge that
is added can then only be incident on any aircraft whose takeo position
in F is in the range index + 1 to index + searchspan   1. Refer to an
illustration of these steps in Figure 1 for index = 1.
 F 0 is feasible with respect to all the ordering constraints.
III. Set F := F where F 2 AF and DELAY (F)  DELAY (F 0) 8F 0 2 AF .
IV. Set index := index+searchspan 1. Return to step I if index has not exceeded
the length of both the runway sequences in Y .
15
c. Step 3
 niter := niter + 1;
 If DELAY (Y ) < DELAY (Ybest) then set Ybest := Y .
 If DELAY (F )  DELAY (Y ) then set fmax := fmax + 1
If niter exceeds the given limit on the number of iterations or the number of
successive failed jumps fmax has exceeded a given constant, terminate the algorithm
and output Ybest as the best feasible solution found for the TRSP; Else, return to Step
2 of the heuristic.
2. Remarks
1. Varying the value of k in k   opt would lead to a class of heuristics. In general,
2-opt and 3-opt are the main k-opt heuristics used in practice.
2. There are three parameters, searchspan, niter and fmax, that can be varied in this
heuristic based on the scenario, desired solution quality and computation time
available.
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CHAPTER IV
SIMULATION RESULTS
Simulation results are presented in this chapter to asses the performance of the Exact
GDP algorithm and the k  opt heuristic. The algorithms were applied to the TRSP
with 3 queues. The types of aircraft considered in the simulations were small, large
and B757. The separation matrix given in table I was used for the simulations. For
example, if a large aircraft departs after a small aircraft on the same runway, then
the minimum separation between their departure times must be 42 seconds.
Table I. The separation required between the departure times of any two aircraft in
seconds.
Leading Aircraft Type
Small Large B757
Trailing Small 42 64 80
Aircraft Type Large 42 65 67
B757 42 45 67
To simulate relatively congested trac, the release time of each aircraft was
uniformly chosen from the interval [0; T (n)] where n is the number of aircraft and
T (n) is equal to n60
2r secs. The number of aircraft in the simulation was varied from 8
to 25. For each number of aircraft n, 200 samples of A were generated. The aircraft
type was assigned such that no single type was dominant. If A denotes the set n
aircraft in a sample, then the rst n
3
aircraft was set to type small, next n
3
were set
to type large and rest were set to type B757.
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The aircraft were assigned to a queue using the following rules.
 A random permutation for all the n aircraft from A was generated and the rst
n
3
aircraft were assigned to the rst queue, next n
3
were assigned to the second
queue and the rest to the third.
 The aircraft in each queue were sorted in the increasing order of their release
times. For example, if aircraft in ith queue have 8; 17&5 as their release times,
then the aircraft were sorted such that fai1; ai2; ai3g correspond to the aircraft
with release times f5; 8; 17g.
All simulations were run on an Intel Xeon Quad Core E5540 CPU with 2.53GHz
processing power and 12.0 GB RAM.
A. Generalized Dynamic Programming Algorithm
The performance of the Generalized Dynamic Programming algorithm is assessed by
comparing its running time with the dynamic programming algorithm by Brentnall
[7].
The results from Figure 2 show that the GDP algorithm runs much faster than
the Brentnall's algorithm. For a 25 aircraft problem GDP algorithm on average found
the optimal solution within 100 seconds. In comparison, the Brentnall algorithm on
average took over 200 seconds to nd the optimal solution for a 13 aircraft problem.
For more than 13 aircraft, we could not nd the solutions as the space needed to
store the solutions found by Brentnall algorithm was more than the available memory
resource on the computer.
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Fig. 2. Average running time of GDP algorithm and Brentnall's Dynamic program-
ming algorithm
Fig. 3. Average running time of GDP algorithm and Brentnall's Dynamic program-
ming algorithm for aircraft grouped to batches based on type
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Figure 3 compares the running times of GDP and dynamic programming al-
gorithm for samples where each queue consisted of aircraft having the same type.
Aircraft of type small were assigned to the rst queue, type large to second queue
and type B757 to the third queue. The release times of aircraft were computed in
the same way mentioned in the previous simulation and the aircraft in a queue were
sorted in the increasing order of their release times. The motivation to group air-
craft of similar types into a queue is as follows: It is known that the TRSP without
any precedence constraints can be equivalently formulated as a TRSP with chain-
type precedence constraints where aircraft belonging to the same type are grouped
together and a chain-type precedence constraint can be imposed within each group
based on the release times of the aircraft.
B. Local Search Heuristic
In this section, the results from the local search heuristic are presented. The perfor-
mance of the heuristic is assessed based on the quality of the solution found by the
heuristic and its running time. The quality of the solution produced by applying the
k   opt heuristic on an instance I is dened as
DELAY k opt(I) DELAY (I)
DELAY (I)  100
where DELAY k opt(I) is the total delay of the solution obtained by applying the
k  opt heuristic and DELAY (I) is the optimal delay obtained through generalized
dynamic programming.
In the rst set of simulations, the parameters of the k-opt heuristic was chosen
as follows: searchspan was equal to 5, the maximum number of successive failed
jumps allowed was 1 and the number of maximum iterations was set at 50. Using
these parameters, Figure 4 shows the average solution quality obtained using the 2-
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opt, 3-opt and 4-opt heuristic as the number of aircraft increases. Figure 5 shows the
average running times of the 2-opt, 3-opt and 4-opt heuristic. These results show that
the 3-opt and 4-opt outperform 2-opt heuristic in terms of solution quality. Also, the
average solution quality produced by 3-opt is approximately equal to that of 4-opt
but the 3-opt heuristic on average runs 10 times faster than the 4-opt heuristic for a
20 aircraft problem. Therefore, 3-opt provides a good tradeo between the solution
quality obtained by a heuristic and its computation time.
Fig. 4. Average solution quality of the heuristics for a searchspan equal to 5
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Fig. 5. Average computation time of the heuristics for a searchspan equal to 5
Fig. 6. Average solution quality of the 3-opt heuristic as a function of the searchspan
22
Fig. 7. Average computation time of the 3-opt heuristic as a function of searchspan
In the second set of simulations, searchspan was varied from 3 to 14 to under-
stand the eect of searchspan on the solution quality and the running time of a 3-opt
heuristic. The maximum number of successive failed jumps allowed was 1 and the
number of maximum iterations was set at 50. For these simulations, the results on
the solution quality and the computation time are shown in Figure 6 and Figure 7
respectively. Depending on the computation time available and the desired solution
quality, one can use these two sets of simulation results as a guide to choose the right
type of k-opt heuristic and the values for the control parameters. For a 25 aircraft
problem, the 3-opt heuristic with a searchspan of 14 produced solutions with an
average quality of at most 8% with running time in the order of seconds.
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Fig. 8. Comparison of the solution quality of the 3-opt with respect to the FCFS
algorithm
Fig. 9. Comparison of the running times of the 3-opt with respect to the GDP algo-
rithm
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To understand the average savings in the delays of the k-opt heuristic as com-
pared to a FCFS solution, in Figure 8, both the average quality of the solutions found
by the 3-opt heuristic with a search span of 8 is plotted alongside the average quality
obtained using a FCFS algorithm. The results from Figure 7 in conjunction with
Figure 8 show the following: With little eort, i.e., in approximately 4 secs, one can
use the 3-opt heuristic to improve the quality of the solution produced by a FCFS
heuristic by 15% for a 25 aircraft problem. Figure 9 compares the average running
times of the GDP algorithm and the 3-Opt heuristic with a search span of 8, from
the results we can see that the 3-Opt runs much faster than the GDP algorithm.
The simulations were repeated on input samples where each queue consisted of
aircraft of same type. The results are presented in Figures 10-15
Fig. 10. Average solution quality of the heuristics for a searchspan equal to 5 on input
samples where each queue consisted of aircraft of same type
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Fig. 11. Average computation time of the heuristics for a searchspan equal to 5 on
input samples where each queue consisted of aircraft of same type
Fig. 12. Average solution quality of the 3-opt heuristic as a function of the searchspan
on input samples where each queue consisted of aircraft of same type
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Fig. 13. Average computation time of the 3-opt heuristic as a function of searchspan
on input samples where each queue consisted of aircraft of same type
Fig. 14. Comparison of the solution quality of the 3-opt with respect to the FCFS
algorithm on input samples where each queue consisted of aircraft of same
type
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Fig. 15. Comparison of the running times of the 3-opt with respect to the GDP algo-
rithm on input samples where each queue consisted of aircraft of same type
In the Figure 14, the solution quality of 3-opt search heuristic with a searchspan
of 8 is compared with that of a FCFS algorithm for input samples in which the
aircraft of similar types were grouped into queues. These results are similar to results
obtained in the absence of explicit chain-type precedence constraints. The k-opt
heuristic nds solution which are approximately 15% better in terms of quality than
the FCFS algorithm for a 25 aircraft problem.
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CHAPTER V
CONCLUSIONS
In this chapter, the results and key ndings of this work are summarized. Based
on these results, some important conclusions regarding the Generalized Dynamic
Programming algorithm and the local search heuristic are presented.
A. Summary
GDP algorithm and K-Opt heuristic studied in this paper are promising algorithms
which address the TRSP problems for decreasing the overall delay of the departing
aircraft. Aircraft arrival scheduling problems can also be addressed using these algo-
rithms with slight modications to the constraints. The key results are summarized
as follows.
1. The average running times of the GDP algorithm and DP algorithm by Brentnall
[7] was compared. The results showed that GDP algorithm found optimal solution
much faster than the DP algorithm by Brentnall [7].
2. The tradeo between computation time and solution quality in selecting the opti-
mal values for parameters like searchspan and k  opt number for the local search
heuristic was analyzed. Based on the analysis, a 3-opt algorithm with searchspan
of 8 was selected.
3. The average solution quality of the local search heuristic was compared with that
from the FCFS algorithm. The results showed that with minimal average compu-
tation time of about 4.5 seconds, the local search heuristic found solutions which
were approximately 15% better in terms of quality than the FCFS algorithm for
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a 25 aircraft problem.
B. Conclusions
Generalized dynamic programming algorithm and a novel search heuristic were de-
veloped for the two runway departure scheduling problem that arises at an airport.
Computational results from the Generalized Dynamic Programming algorithm shows
that it runs much faster than an existing Dynamic Programming algorithm developed
by Brentnall [7]. This exact algorithm can be used to nd an optimal solution to the
Two Runway, Scheduling Problem.
Results found by the k   opt heuristic for a 25 aircraft problem have an average
savings of approximately 15% in delays with respect to a First Come, First Served
solution. Moreover, the average running time of the heuristic is in the order of seconds.
Also, the solutions produced by a 3-opt heuristic for a 25 aircraft scheduling problem
has an average quality of 9.5% with respect to the optimal cost. The developed
heuristic can be used for both real-time and fast-time simulations of surface operations
at an airport. It can also be used to provide tight upper bounds for exact algorithm.
C. Future Work
The local search heuristic and GDP algorithm can be extended to accommodate the
practical constraints like runway availability, runway preferences and closely spaced
multiple runways. The heuristic and the GDP can be consolidated to provide a single
hybrid algorithm in which the heuristic provide a strong upper bound for discarding
the sub-optimal solutions from the GDP. This would greatly decrease the computation
times of the GDP algorithm.
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