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Abstract
In this paper we consider the distribution of fractional parts {ν/p}, where p is a prime less than or equal
to x and ν is the root in Z/pZ of a quadratic polynomial with negative discriminant. This set is known to
be uniformly distributed as x → ∞. Here we apply the Erdo˝s–Turán inequality to obtain an estimate for the
discrepancy.
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1. Introduction
Let f (X) = aX2 + bX + c be an irreducible quadratic polynomial with integer coefficients
and discriminant D = b2 − 4ac. It is known from the work of W. Duke, J. Friedlander and
H. Iwaniec [1] in case D is negative, and Á. Tóth [7] in case D is positive, that the roots of the
congruences
f (ν) ≡ 0 mod p, p a prime, (1)
are uniformly distributed. More precisely, if F : R → C is a continuous function with period 1,
then
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x→∞
1
π(x)
∑
px
∑
f (ν)≡0(p)
F (ν/p) =
1∫
0
F(t)dt. (2)
From the well-known criterion of H. Weyl [8], the assertion (2) is equivalent to
lim
x→∞
1
π(x)
∑
px
ρ(p) = 1 (3)
and
lim
x→∞
1
π(x)
∑
px
ρh(p) = 0, (4)
for each fixed integer h = 0. Here we follow the notation used in [1] and write
ρ(n) = ρ0(n), ρh(n) =
∑
f (ν)≡0(n)
e(hν/n), and e(θ) = e2πiθ . (5)
We note that the number of fractional parts {ν/p} where p  x is given by ∑px(1 +
(D
p
)) ∼ π(x).
In [3] the author states several problems about reducibility and irreducibility of arctangents
of integers. Historically these problems are originally considered by JCP Miller and have been
studied in particular by J. Todd. An arctanm is called reducible if it can be written as a form
of linear combination of arctangents of integers smaller than m with integer coefficients. And
it is called irreducible otherwise. Let us suppose N(x) be the number of integers m  x such
that arctanm is irreducible as in [3]. We are interested in the asymptotic behavior of N(x). It
is conjectured that N(x) ∼ (log 2)x. The lemma of Todd (see [6]) enables us to relate it to the
asymptotic behavior of
I (x) =
∣∣∣∣
{{
ν
p
} ∣∣∣ 2x < p < x2, ν2 + 1 ≡ 0 mod p,
{
ν
p
}
 x
p
}∣∣∣∣.
The difficulty of investigating the behavior of this I (x) lies in the fact that the right endpoint
of the interval depends on p. It is also hard to obtain the asymptotic behavior when the interval
shrinking as fast as x−θ where θ is a parameter smaller than 1/2. Motivated in this direction
we establish a result, as a corollary of the main theorem that gives the equidistribution of points
{ν/p} which lie in the interval whose length is going to 0 as fast as (logx)8/9−ε .
For positive real numbers x the discrepancy of the fractional parts {ν/p}, where ν is a root of
the congruence (1), is defined to be
f (x) = sup
u,v
∣∣∣∣
∑ ∑
1 − (v − u)π(x)
∣∣∣∣. (6)px u<{ν/p}v
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Then it follows from the Erdo˝s–Turán inequality, as discussed in [4, Chapter 2] or [5, Chapter 1],
that
f (x)  H−1π(x)+
H∑
h=1
h−1
∣∣∣∣
∑
px
ρh(p)
∣∣∣∣ (7)
for all values of the positive integer parameter H . In this paper we obtain an estimate for the Weyl
sums on the right of (7) that is uniform with respect to h. Then our main result is the following
estimate for f (x).
Main Theorem. For x  2,D < 0 we have
f (x) 
{
(log logx)19
logx
}α
π(x),
for any α < 89 and the implied constant depends only on a, b,D,α.
The difficulty to give an upper bound for the discrepancy lies in the fact that one needs a
uniform estimate for the Weyl sums with respect to the parameter h. However in [1], using
methods of spectral decomposition for a suitable Poincaré series and the Kuznetsov formula
for sums of Kloosterman sums, the authors obtain a strong estimate for the exponential sum in
Weyl’s criterion uniformly in the parameter h. This allows us to estimate the discrepancy by
combining it with a modified version of their sieve result. In the present paper we will establish
estimates based on several bounds in [2] which are equivalent to estimates also given in [1].
It is known from [7] that uniform distribution of the fractional parts {ν/p} where p  x also
holds in case the quadratic polynomial f (X) = aX2 +bX+c with a positive discriminant. How-
ever we do not expect a similar or better estimate for the discrepancy in this positive discriminant
case. The reason of this is that in [1] the authors obtained a bound on Ld,h(x) from below because
they could relate the exponential sum directly to the Poincaré series for negative discriminants.
This allowed them to do analysis in the upper half plane without a significant loss. In the case of
positive discriminant there is no obvious relation to the upper half plane and so it is necessary
to apply the Kuznetsov formula for sums of Kloosterman sums directly. In order to carry out
this estimate as in [7], it is necessary to modify the original Weyl’s sum into a related sum to
which the Kuznetsov formula can be applied. This results in a loss of uniformity with respect to
the parameter h. In any event it is based on the same result about the Kuznetsov formula so we
concentrate on the case of negative discriminant in this paper.
2. Preliminary lemmas
Our proof of the main result is based on an estimation of
∑
px ρh(p) that is given in the
papers [1] and [2]. A basic principle is to get such an estimation from the sieve result given in [2,
Chapter 13]. However, some modification is necessary because it is not explicitly mentioned how
the implied constant there depends on the parameter h when an depends on h. Hence we need to
state the lemma in a slightly different form as follows:
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(i) an(h)  τ(n) uniformly in h 1 where n 1,
(ii)
∑
dx1/2(logx)−B
∣∣∣∣
∑
n≡0(d),nx
an(h)
∣∣∣∣ C1(h)x(logx)−2,
(iii)
∑
m
∣∣∣∣
∑
n: mnx
βnamn(h)
∣∣∣∣C2(h)x(logx)−4
where |βn| 1 and supported in primes satisfying 1 n x1/3(logx)−B ,
then we have
∑
px
ap(h) 
{
C1(h)+C2(h)
}
x(logx)−2(log logx)B
where the implied constant is absolute.
This modified version can be checked by splitting out the sum over the primes into the form
R1 + R2 + E by the sieve technique as in [2], where R1 is estimated by (i) and R2 is estimated
by (ii). On the other hand E can be estimated by only the first condition. Also the original
statement has a parameter ε  (logx)−1 in (i) and (ii) so that we have ∑px ap(h)  επ(x) in
general, sometimes weaker than the above version. But we will check later that our choice of ε
will be (logx)−1(log logx)B for some B > 0 is suitable, where B is to be given later.
Let us return to the estimation of
∑
px ρh(p). In terms of Lemma 1, it is natural to consider
the following quantity:
Ld,h(x) :=
∑
n≡0(d)
ρh(n)g
(
n
x
)
where g is a smooth function compactly supported in [1,2] which takes values in [0,1]. Notice
that
∑
px
ρh(p)  C(h)x(logx)−2(log logx)B
is equivalent to
∑
ρh(p)g
(
n
x
)
 C(h)x(logx)−2(log logx)B.p
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main result because once we have the bound (7) for those cases we can apply it to f (2X) instead
of f (X), and obtain the bound for f (x) with 2h in (7) instead of h. Then we have the very strong
bound for Ld,h(x) from [1] and [2], which is obtained from the spectral theory of automorphic
functions:
Theorem 1 (Duke–Friedlander–Iwaniec). Suppose 1 h x. Then
Ld,h(x) 
(
x
1
2 + d− 12 (h, d) 14 x 34 )τ(dh)2(logx)2
where the implied constant depends only on a, b,D,g.
We now establish the following lemma by checking the conditions in Lemma 1 using the
above theorem.
Lemma 2.
∑
px
ρh(p)  x(logx)−2(log logx)19h 18 τ(h)
where the implied constant depends only on a, b,D.
Proof. Take an(h) = ρh(n) so that (i) is immediate. We take B = 19. For (ii), by approximating
the characteristic function on [1,2] by g above, we have
∑
dx1/2(logx)−B
∣∣∣∣
∑
n≡0(d)
nx
ρh(n)
∣∣∣∣
∑
dx1/2(logx)−B
∣∣∣∣
∑
n≡0(d)
ρh(n)g
(
n
x
)∣∣∣∣ x(logx)−2.
For (iii), we basically follow the technique in [1] but keep track of h explicitly. From now on,
n is always  x1/3(log logx)−B . Since n in the sum is assumed to be a prime, by approximating
we have
∑
m
∣∣∣∣
∑
n: mnx
βnρh(mn)
∣∣∣∣
∑
m
∣∣∣∣
∑
n
βnρh(mn)g
(
mn
x
)∣∣∣∣

∑
m
∣∣∣∣
∑
n|m
βnρh(mn)g
(
mn
x
)∣∣∣∣+
∑
m
∣∣∣∣
∑
(n,m)=1
βnρh(mn)g
(
mn
x
)∣∣∣∣
= A1 +A2.
The first term A1 can be estimated by
∑
m
∑
n|m
g
(
mn
x
)

∑
n
∑
n|m, m x
1
∑
nx1/3(logx)−B
xn−2  x(logx)−B.n
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A2 becomes
∑
m
∣∣∣∣
∑
(n,m)=1
βn
∑
f (ν)≡0(mn)
e
(
hν
mn
)
g
(
mn
x
)∣∣∣∣
=
∑
m
∣∣∣∣
∑
(n,m)=1
∑
f (δ)≡0(m)
∑
f (ν)≡0(mn)
ν≡δ(m)
βne
(
hν
mn
)
g
(
mn
x
)∣∣∣∣

∑
m
∑
f (δ)≡0(m)
∣∣∣∣
∑
(n,m)=1
βng
(
mn
x
) ∑
f (ν)≡0(mn)
ν≡δ(m)
e
(
hν
mn
)∣∣∣∣.
By Cauchy’s inequality and the fact that |{δ mod m: f (δ) ≡ 0(m)}|  logx, where the constant
depends on f , we have
A22(logx)
−1 
∑
m
m
∑
f (δ)≡0(m)
∣∣∣∣
∑
(n,m)=1
βng
(
mn
x
) ∑
f (ν)≡0(mn)
ν≡δ(m)
e
(
hν
mn
)∣∣∣∣
2
=
∑
m
∑
f (δ)≡0(m)
∑
n1n2m
mβn1βn2g
(
mn1
x
)
g
(
mn2
x
) ∑
f (νj )≡0(mnj )
νj≡δ(m)
e
(
hν1
mn1
− hν2
mn2
)
=
∑
n1,n2
βn1βn2
∑
n1n2m
mg
(
mn1
x
)
g
(
mn2
x
) ∑
f (νj )≡0(mnj )
νj≡δ(m)
e
(
hν1
mn1
− hν2
mn2
)
.
Here we always assume n1, n2  x1/3(logx)−B . Denote the inner sum over m coprime to n1
and n2 by S(n1, n2). When (n1, n2) > 1, then in fact n1 = n2, since n1 and n2 are primes, and
we have
S(n,n) =
∑
(n,m)=1
mg
(
mn
x
)2 ∑
f (νj )≡0(mnj )
νj≡δ(m)
e
(
h(ν1 − ν2)
mn
)
 n−2x2.
When (n1, n2) = 1, since m,n1, n2 are coprime with each other, we have
S(n1, n2) =
∑
n1n2m
mg
(
mn1
x
)
g
(
mn2
x
) ∑
f (ν)≡0(mn1n2)
e
(
h(n2 − n1)ν
mn1n2
)
.
To complete this sum on m we estimate the extra part for (m,n1n2) > 1 as follows:
∑
mg
(
mn1
x
)
g
(
mn2
x
) ∑
e
(
h(n2 − n1)ν
mn1n2
)
(n1n2,m)>1 f (ν)≡0(mn1n2)
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{∑
n1|m
mg
(
mn1
x
)
g
(
mn2
x
)
+
∑
n2|m
mg
(
mn1
x
)
g
(
mn2
x
)}

∑
n1|m
n−11 x +
∑
n2|m
n−12 x  n−31 x + n−32 x
by the condition on g. Moreover, unless n1  2n2 and n2  2n1, we have S(n1, n2) = 0. Hence
the above bound can be estimated by (n1n2)−
3
2 x2 logx. In terms of the estimate we are going to
obtain, this bound does not contribute significantly after summing over n1, n2. So all we need to
consider is the estimate for the complete sum S∗(n1, n2) on m,
S∗(n1, n2) :=
∑
m
mg
(
mn1
x
)
g
(
mn2
x
) ∑
f (ν)≡0(mn1n2)
e
(
h(n2 − n1)ν
mn1n2
)
.
This sum is exactly covered by the situation when
d = n1n2, g˜(y) = yg(y)g
(
n1y
n2
)
, h˜ = h(n1 − n2)
in Theorem 1, since
S∗(n1, n2) =
∑
r≡0(n1n2)
r
n1n2
g
(
r
n2x
)
g
(
r
n1x
)
ρh(n1−n2)(r)
= d−1xn1
∑
r≡0(d)
ρ
h˜
(r)g˜
(
r
n1x
)
.
Now assume n1 > n2. The other case can be dealt with in same way. Then h  x implies
h˜ n1x. The function g˜ has a compact support in [0,1] and its higher derivatives are uniformly
bounded so we apply the Theorem 1 with the implied constant depending only on g but not on
n1, n2 (see the spectral analysis given in [1] and [2]) to get
S∗(n1, n2)  n1x(n1n2)−1
{
(n1x)
1
2 + (n1n2)− 12 (n1n2, h˜) 14 (n1x) 34
}
τ(n1n2h˜)
2(logx)2.
Since 12 
n1
n2
 2 and n1, n2 are primes,
 {(n1n2)− 14 x 12 + (n1n2)− 58 h 14 x 34 }τ(h)2τ(n1 − n2)2x(logx)2
where the implied constant depends only on a, b,D,g. For the case n1 < n2 we obtain the same
bound. Combining the above estimates and using classical bounds for the partial sums of τ(n)2,
we arrive at
∑
n1,n2x1/3(logx)−B
S(n1, n2) 
{
x2 + h 14 τ(h)2x2(logx)2}(logx)− 3B4 +3
 x2(logx)− 3B4 +5h 14 τ(h)2.
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A2 
{
x2(logx)−
3B
4 +6h
1
4 τ(h)2
} 1
2 = h 18 τ(h)x(logx)− 3B8 +3
and B = 19 is sufficient to make the exponent of logx equal to −4. The result follows now
immediately from Lemma 1. 
3. Conclusion
We are in position to establish an upper bound for the discrepancy f . Plugging in the esti-
mation in Lemma 2 for (7), we have
f  π(x)
H
+ π(x)(logx)−1(log logx)19
H∑
h=1
h−
7
8 τ(h)
ε π(x)
{
1
H
+ (logx)−1(log logx)19H 18 +ε
}
where the constant also depends on a, b,D. Minimizing this in H we immediately obtain the
main result.
In view of [3] we conclude with the equidistribution of points {ν/p} which lie in the interval
shrinking in order of (logx)− 89 +ε .
Corollary 1. For any ε > 0 and functions u(x), v(x) such that 0 < u(x) < v(x) < 1 with
v(x)− u(x) ∼ (logx)− 89 +ε ,
∣∣∣∣
{
ν
p
∣∣∣ p  x, f (ν) ≡ 0 mod p, u(x)
{
ν
p
}
 v(x)
}∣∣∣∣∼ (v(x)− u(x))π(x)
as x → ∞.
Proof. Denote the left-hand side by M(x;u,v). Take α < 89 so that 89 − ε4 < α. The main result
implies
∣∣M(x;u,v)− (v(x)− u(x))π(x)∣∣ (logx)−α+ ε4 π(x)
 (logx)− 89 + ε2 π(x).
Dividing by (v − u)π(x) both sides and using the asymptotic condition on v − u we have
M(x;u,v)
(v(x)− u(x))π(x) − 1  (logx)
− ε2 ,
which completes the proof. 
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