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Résumé
Nous étudions un problème de contrôle impulsionnel en horizon infini. Notre objectif
est de déterminer une stratégie optimale qui maximise la fonction valeur de la firme. Dans
la première partie de la thèse, nous supposons que la firme décide à des instants aléatoires
de changer de technologie et la valeur de la firme (par exemple une recapitalisation) et
nous montrons que la fonction valeur de ce type de problème satisfait le principe de
programmation dynamique.
Dans la deuxième partie, on s’intéresse à résoudre le problème de contrôle dans le cas
des instants d’impulsions déterministes en utilisant des exemples de noyaux de transition.
Enfin, la troisième partie est consacrée à étendre au cas de l’horizon infini des résul-
tats concernant les équations différentielles stochastiques rétrogrades réfléchies à double
barrière. Les propriétés de l’enveloppe de Snell permettent de ramener notre problème à
montrer l’existence d’un couple de processus continus, ce qui permet d’exhiber une mé-
thode constructive d’une solution optimale du contrôle impulsionnel.
Mots-clefs : Contrôle impulsionnel, horizon infini, principe de programmation dyna-
mique, EDS rétrogrades réfléchies, double barrière, Monte Carlo.
Abstract
We study an impulse control problem with switching technology in infinite horizon.
Our goal is to look for an optimal strategy which maximizes the firm value function. In
the first part of this thesis, we assume that the firm decides at certain time (impulse time)
to switch the technology and the firm value (for example a recapitalization). We show
that the value function for such problems satisfies a dynamic programming principle.
In the second part, we solve the impulse control problem in case of deterministic
impulse times on specific transition kernel examples.
The third part is devoted to extend to the infinite horizon case results of double barrier
reflected backward stochastic differential equations. The properties of the Snell envelope
reduce our problem to the existence of a pair of continuous processes, which allows to
exhibit a constructive solution of the optimal impulse control.
Keywords: Impulse control problem, infinite horizon, dynamic programming principle,
reflected backward SDE’s, double barrier, Monte Carlo.
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Structure du document
Cette thèse est constituée d’un premier article publié par Stochastics (Vol. 84,
Issue 02-03, p. 437-460, 2012).
La deuxième partie est un travail, en anglais, écrit en collaboration avec Monique
Pontier et qui sera présenté au congrès ICACM, 3-6 Octobre 2012 à Ankara, Turquie.
La troisième partie a été acceptée comme une note aux comptes rendus de l’aca-
démie des sciences et publiée par Elsevier (Tome 350, p. 267-271, 2012).
Ces travaux sont précédés d’une introduction générale déstinée à présenter le
plan de travail de cette thèse.

Introduction générale
Sur un marché financier, les firmes souhaitent optimiser leurs politiques afin
d’améliorer leurs profits. Dans ce cadre, elles décident à des instants aléatoires de
changer de technologie. L’évolution des firmes dépendant de plusieurs facteurs ex-
ternes (prix sur le marché, crise mondiale, temps,...), le changement de technologie
induit des coûts.
L’outil mathématique qui est à la base de la résolution de ce type de problème
est le contrôle impulsionnel. L’omniprésence des problèmes de contrôle impulsionnel
dans les disciplines scientifiques en fait l’un des domaines les plus importants du
contrôle stochastique.
Ce problème est un sujet qui apparaît souvent dans la littérature de spécialité,
ayant de nombreuses applications par exemple dans l’économie, la statistique ou
encore les mathématiques financières. Il a été initié par Bensoussan et Lions [9]
et ensuite formalisé par d’autres auteurs (cf. [35], [40]). Parmi d’autres, Bruder et
Pham [12], Lepeltier et Marchal [51, 52], ou Brekke et Øksendal [11] ont étudié des
problèmes de contrôle impulsionnel en horizon fini.
Ensuite, Pham et al. [70], Arnarson et al. [1] et Bahlali et al. [2] ont caractérisé
la fonction de valeur associée au problème de contrôle comme l’unique solution de
viscosité des inéquations quasi-variationnelles de Hamilton-Jacobi-Bellman.
D’autres auteurs ont utilisé une approche différente pour la résolution de ce type
de problème, par exemple, Jeanblanc et Hamadène [40] ont étudié un problème de
contrôle impulsionnel avec changement du contrôle sans saut de la variable d’état.
Ce problème a été résolu en utilisant principalement l’enveloppe de Snell et les équa-
tions différentielles stochastiques rétrogrades et réfléchies. Dans le même contexte,
citons parmi d’autres [28, 43].
Dans cette thèse, nous nous intéressons plus spécifiquement à un problème de
contrôle impulsionnel appliqué à la gestion du choix de technologie d’une firme en
horizon infini. Notre principale contribution est de prouver l’existence et fournir une
caractérisation d’une stratégie optimale qui maximise la fonction gain de la firme.
Dans ce mémoire, nous traitons dans un premier temps un problème de contrôle
impulsionnel et nous supposons que la firme décide à des instants aléatoires de chan-
ger de technologie et la valeur de la firme (chapitre 1). Dans un second temps, nous
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nous intéressons à la résolution du problème de contrôle dans le cas des instants
d’impulsions déterministes en utilisant des exemples de noyaux de transition (cha-
pitre 2). Enfin, le chapitre 3 est consacré à étendre au cas de l’horizon infini des
résultats concernant les équations différentielles stochastiques rétrogrades et réflé-
chies à double barrière pour montrer l’existence d’un couple de processus continus
ce qui permet d’exhiber une politique optimale du contrôle impulsionnel.
Le chapitre 1 aborde un problème de contrôle impulsionnel appliqué à la gestion
du choix de technologie d’une firme. Les instants d’impulsion, le choix de la nouvelle
technologie et la loi des sauts sont des variables de décision, dont l’ensemble est ap-
pelé un contrôle impulsionnel. Plus précisément, nous avons la suite croissante (τn)n
des instants d’impulsions de limite notée τ , la technologie ζn+1 choisie à l’instant τn
et ∆n la taille du saut du log de la valeur de la firme à l’instant τn. La loi condi-
tionnelle du couple (ζn+1,∆n) est supposée ne dépendre que de l’état du système en
τ−n . On appelle contrôle impulsionnel la donnée de cette suite de variables aléatoires,
soit la stratégie notée α = (τn, ζn+1,∆n, n ≥ −1).
On note (ξt) le processus égal à ζn+1 sur [τn, τn+1[ et (Yt) le processus représen-
tant le log de la valeur de la firme. Le bénéfice net de la firme est représenté par la
fonction f et le coût de changement de technologie est représenté par la fonction c.
Par suite, toute stratégie α occasionne un gain :
k(α) =
∫ +∞
0
e−βsf(ξs, Ys) ds−
∑
0<τn<τ
e−βτnc(ζn, Yτ−n , ζn+1, Yτn), (1)
Nous ne considérons pas que la firme pourrait disparaître : la meilleure stratégie
après la limite du temps τ est de continuer, en gardant la même technologie, au lieu
d’aller à la faillite.
Notre modèle est inspiré de [51, 52]. Néanmoins, leurs résultats ne s’appliquent
pas aux situations qui nous intéressent, car nous construisons un modèle trajectoriel
alors que ces deux auteurs définissent un modèle en loi. En utilisant la théorie des
processus de Markov et des relations de récurrence (proposition 1.3.19), nous re-
trouvons les résultats de Lepeltier et Marchal à l’aide d’outils différents : au lieu de
la théorie générale du contrôle impulsionnel, nous donnons une forme constructive
de l’évolution du système impulsé.
Dans ce chapitre nous imposons trois hypothèses : des conditions de compacité
sur l’ensemble des noyaux de transition et ses sections (hypothèses 1 et 3) et des
propriétés de continuité concernant les lois de (τ0, (i, Y.)1[0,τ0[) sachant la condition
initiale (i, x), les fonctions de gain et de coût et les noyaux de transition (hypothèse
2). Ces trois hypothèses remplacent les sept hypothèses introduites par Lepeltier et
Marchal [51] (la section 1.5 présente une comparaison de ces deux jeux d’hypothèses).
Les deux premières hypothèses et le théorème de sélection mesurable [23, p. 85]
nous permettent de prouver l’existence d’un noyau borélien r∗(i, x, ., .) et ainsi de
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prouver (en utilisant de plus l’hypothèse 3) l’existence d’une stratégie admissible qui
est optimale :
τ̂0 :=
{
T ∗((i, x), .) si T ∗((i, x), .) > 0
+∞ si T ∗((i, x), .) = 0,
où T ∗ est le temps défini par :
T ∗((i, x), .) =
{
inf{t > 0 : (ξt, Yt) ∈ I}.
+∞ si l’ensemble est vide
avec I est l’ensemble d’impulsion. En τ̂0, la loi du couple (ξ1, Yτ̂0) est donnée par
r∗(ξ0, Yτ̂−0 , ., .).
Le cadre du chapitre 2 est un cas particulier du chapitre 1, en ce que l’on y
suppose que l’ensemble des technologies permises est restreint à {0, 1}, où 0 est
l’ancienne technologie et 1 est la nouvelle technologie, et que les instants d’impulsions
sont déterministes et équirépartis : il existe t0 > 0 tel que τn = (n + 1)t0, n ≥ −1.
La stratégie α sera donc complètement définie par le couple (t0, r), où r est la loi
conditionnelle du saut au temps τn.
Nous étudions des exemples précis de fonctions profit-coût et d’ensemble de
noyaux de transition r (ainsi un ensemble de lois gaussiennes puis un ensemble
de lois uniformes) et nous montrons l’existence d’une solution sous-optimale pour le
problème de contrôle impulsionnel en prenant en compte que l’instant de commuta-
tion est en période régulière et la commutation de technologie est de l’ancienne à la
nouvelle et de la nouvelle à l’ancienne.
En utilisant des fonctions récursives (proposition 1.3.19), nous montrons que le
gain moyen de la firme peut être défini par :
K(t0, r, i, x) =
∑
k≥0
F1(k, i, x)−
∑
k>0
F3(k, i, x), (2)
où (Fn)n=1,3 sont deux fonctions mesurables. Grâce à l’équation (2), nous détermi-
nons la loi de saut optimale et la valeur optimale de la firme. Pour arriver à notre
fin, nous utilisons à la fois du calcul algébrique et des méthodes numériques à l’aide
de Matlab pour exhiber une stratégie optimale.
Dans le chapitre 3, nous étudions un problème de contrôle impulsionnel en hori-
zon infini du type :
essup
α
Ei,x
∫ +∞
0
e−βsf(ξs, Xs)ds−
∑
n≥0
{
e−βτ2nc0,1 + e−βτ2n+1c1,0
} , (3)
où α := (τn)n≥−1 est une stratégie admissible de contrôle impulsionnel, (τn)n≥−1
est une suite croissante de temps d’arrêt avec τ−1 = 0, f > 0 est le bénéfice net
de la firme, 0 < c1,0 < c0,1 sont les coûts de changement de technologie, (ξt) est
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le processus càdlàg représentant le choix de la technologie et (Xt) est le processus
continu à droite représentant le log de la valeur de la firme.
Pour résoudre ce problème, nous étendons au cas de l’horizon infini des résul-
tats concernant les équations différentielles stochastiques rétrogrades et réfléchies à
double barrière. Les propriétés de l’enveloppe de Snell permettent de ramener ce
problème à montrer l’existence d’un couple de processus continus (Y 1, Y 2) tel que :
Y 1t = essup
θ≥t
E
[∫ θ
t
e−βsf(0, Xs) ds− e−βθc0,1 + Y 2θ |Ft
]
, Y 1∞ = 0
Y 2t = essup
θ≥t
E
[∫ θ
t
e−βsf(1, Xs) ds− e−βθc1,0 + Y 1θ |Ft
]
, Y 2∞ = 0.
Dans notre contexte à horizon infini, les équations différentielles stochastiques
rétrogrades (EDSR) sont du type :
Yt =
∫ +∞
t
e−βsf(s, Ys)ds−
∫ +∞
t
ZsdWs, Y∞ = 0, t ≥ 0, (4)
où W est un mouvement brownien défini sur un espace de probabilité complet
(Ω,F ,P) dont la filtration naturelle est noté (Ft)t≥0.
Résoudre une telle équation consiste à trouver un couple de processus (Y, Z)
adapté par rapport à la filtration (Ft), vérifiant l’équation (4) et présentant certaines
propriétés d’intégrabilité.
L’intérêt des EDSR vient de leur connexions avec divers domaines mathéma-
tiques, comme le contrôle stochastique, l’économie (jeux de Dynkin), les mathéma-
tiques financières (options américaines), ou encore les jeux (prix des options des
jeux), citons parmi d’autres [37], [40], [66] ou [73].
L’un des résultats fondamentaux concernant les EDSR est le théorème donné
par Pardoux et Peng [63, 64], et qui montre l’existence et l’unicité de la solution
d’une EDSR en horizon fini sous des hypothèses de Lipschitz sur la fonction drift.
Dans notre cadre à horizon infini, nous imposons des hypothèses supplémentaires sur
notre fonction drift et nous supposons que la fonction f(., y) est Ft-progressivement
mesurable et que :
(H)

∀t, y 7→ f(t, y) est décroissante,
t 7→ f(t, 0) est bornée,
il existe une constante C > 0 telle que pour tout t ≥ 0 ∀y, y′ ∈ R :
|f(t, y)− f(t, y′)| ≤ C|y − y′| p.s.
El Karoui et al. ont introduit dans [36] la notion des EDSR réfléchies (EDSRR)
à unique barrière. Il s’agit en fait d’une équation rétrograde dont la solution est
contrainte à rester en dessus d’un obstacle L. S’inspirant de ce travail, Cvitanic et
Karatzas [24] ont généralisé ce résultat aux EDSRR à double barrière L et U, c’est
à dire que la solution est contrainte à prendre ses solutions dans l’intervalle [L,U ].
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Ces résultats étant en horizon fini, nous les étendons et nous montrons que sous
les hypothèses (H) et Lt ≤ 0 ≤ Ut, il existe un processus (Y, Z,K+, K−) tel que
pour tout t ≥ 0 :
i/ Yt =
∫+∞
t e
−βsf(s)ds+
∫ +∞
t e
−βsdK+s −
∫ +∞
t e
−βsdK−s −
∫ +∞
t ZsdWs, Y∞ = 0.
ii/ Lt ≤ Yt ≤ Ut.
iii/ (dK+t ) et (dK
−
t ) sont deux mesures positives vérifiant E(
∫∞
0 e
−βsdK±s )
2 <∞,
et
∫ t
0(Ys − Ls)e−βsdK+s =
∫ t
0(Us − Ys)e−βsdK−s = 0, P-p.s.
Pour démontrer ce résultat, nous utilisons principalement le résultat de compa-
raison en horizon fini suivant : si (Y,K) et (Y ′, K ′) associés respectivement à f et
f ′ avec f ≤ f ′ alors :
∀ t ∈ [0, T ], Yt ≤ Y ′t ,
∫ t
0
e−βsdK+s ≥
∫ t
0
e−βsdK ′+s et
∫ t
0
e−βsdK−s ≤
∫ t
0
e−βsdK ′−s .
De ce fait, en utilisant le théorème 42.2 de Hamadène et al. [41, p. 167], on déduit
l’existence, pour tout n, d’un quadruplet de processus (Y n, Zn, Kn+, Kn−) associé
à f.1[0,n]. Le résultat de comparaison ci-dessus nous permet d’obtenir des limites
monotones presque sûres des suites de ces quatre processus. Ensuite, en utilisant le
lemme de Gronwall, on obtient l’estimation suivante :
E(Y n+kn )
2 ≤ 1
β
‖f‖2 exp
(
2C + 1
β
)
e−βn, ∀k, ∀n,
qui permet de prouver que les suites (Y n) et (Zn) sont deux suites de Cauchy qui
convergent respectivement dans L2(Ω) et L2([0,∞[×Ω, dt⊗dP) vers deux processus
Y, Z. Puis, le lemme 3.4.8 et la proposition 3.4.11 montrent que
∫∞
0 e
−βsdK±s sont
de carré intégrable. En suivant le théorème 3.2 de [40, p. 186], nous supposons que
Lt = −c0,1e−βt ≤ 0 ≤ Ut = c1,0e−βt,
et nous montrons que Yt = Y
1
t − Y 2t , et d’où l’existence de (Y 1, Y 2).
Par ailleurs, la stratégie α̂ = (τ̂n)n≥0 définie par
τ̂−1 = 0
τ̂2n = inf{t ≥ τ̂2n−1, Yt ≤ Lt}, ∀ n ≥ 0
τ̂2n+1 = inf{t ≥ τ̂2n, Yt ≥ Ut}
est optimale, et par suite elle est complètement définie par le processus Y . Les temps
d’arrêt optimaux (τ̂n)n≥0 sont ceux pour lesquels le processus Y atteint successive-
ment les obstacles Lt = −c0,1e−βt et Ut = c1,0e−βt.
Lorsque t tend vers l’infini, (Yt) tend vers 0 et par suite, nous pouvons restreindre
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notre modèle à l’intervalle fini [0, T ], pour pouvoir approcher numériquement le pro-
cessu Y .
Enfin, nous introduisons une partition pi := {0 := t0 < t1 < . . . < tn := T} de
l’intervalle [0, T ] et nous étudions un schéma d’approximation en temps discret de
la forme 
Y˜ piti = Eti [Y
pi
ti+1
] + (ti+1 − ti) e−βtif(Xpiti)
Y piti = (Y˜
pi
ti
∨ Lti) ∧ Uti , i ≤ n− 1,
(5)
avec la condition terminale Y˜ piT = Y
pi
T = 0. Ici, X
pi est le schéma d’Euler associé
à X et du caractère markovien de ce processus, l’espérance conditionnelle définie
ci-dessus peut être remplacée par
Eti [Y
pi
ti+1
] = E[Y piti+1|Xpiti ].
Les méthodes numériques utilisées pour la résolution des EDSRR ont suscité un
intérêt certain ces dernières années. Citons parmi d’autres Ma et al. qui ont présenté
dans [57] une méthode numérique basée sur l’approximation des différences finies de
l’EDP associée et l’algorithme en quatre étapes. Mais, cette méthode ne peut pas
être utilisée dans une dimension élevée (supérieure ou égale à 4).
Bouchard et Touzi [14] ont étudié une approche de Monte Carlo pouvant être
plus adaptée à des problèmes à haute dimension, en utilisant principalement le calcul
de Malliavin.
Une technique de quantification a été suggérée par Bally et Pagès [4] pour la
résolution des EDSR réfléchies.
Récemment, Gobet et al. [33] ont proposé un nouveau schéma numérique basé
sur des régressions itératives des fonctions de base dont les coefficients sont évalués
en utilisant la simulation de Monte Carlo.
Pour le calcul de l’espérance conditionnelle Eti [Y
pi
ti+1
], nous adoptons l’algorithme
de Longstaff-Schwarz [56] s’appuyant sur des simulations de Monte Carlo des trajec-
toires du sous-jacent X et des régressions par la méthode des moindres carrés basées
principalement sur un choix convenable des polynômes de régression. Un choix pos-
sible des fonctions de base est l’ensemble fini des polynômes de Laguerre (cf. par
exemple [17]).
Des observations réelles du processus X permettent d’approcher le processus Y
par un schéma de simulation rétrograde, contraint à prendre ses valeurs dans l’inter-
valle [L,U ]. Et grâce à la construction des temps d’arrêt optimaux, nous obtenons
une stratégie optimale α̂, ce qui nous donne les temps de décision de changement de
technologie.
Chapitre 1
Problème de contrôle impulsionnel
en horizon infini
1.1 Introduction
Le but de ce chapitre est l’étude d’un problème de contrôle impulsionnel appliqué
à la gestion du choix de technologie d’une entreprise. Nous supposons que l’entre-
prise décide à certains instants de changer de technologie et de valeur de la firme
(par exemple une recapitalisation). Les instants d’impulsion, le choix de la nouvelle
technologie et la loi des sauts sont des variables de décision, dont l’ensemble est
appelé un contrôle impulsionnel. Plus précisément, nous avons la suite croissante
(τn)n des instants d’impulsions de limite notée τ , la technologie ζn+1 choisie à l’ins-
tant τn et ∆n la taille du saut du log de la valeur de la firme à l’instant τn. La
loi conditionnelle du couple (ζn+1,∆n) ne dépend que de l’état du système en τ
−
n .
On appelle contrôle impulsionnel la donnée de tous ces paramètres, soit la stratégie
notée α = (τn, ζn+1,∆n, n ≥ −1).
On note (ξt) le processus égal à ζn+1 sur [τn, τn+1[ et (Yt) le processus représen-
tant le log de la valeur de la firme. Le bénéfice net de la firme est représenté par la
fonction f et le coût de changement de technologie est représenté par la fonction c.
Par suite, toute stratégie α occasionne un gain
k(α) =
∫ +∞
0
e−βsf(ξs, Ys) ds−
∑
0<τn<τ
e−βτnc(ζn, Yτ−n , ζn+1, Yτn), (1.1)
où β > 0 est un coefficient d’actualisation.
Notre principale contribution est de prouver l’existence et fournir une caractéri-
sation d’une stratégie optimale α̂ qui maximise l’espérance de la fonction gain de la
firme.
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Les outils mathématiques qui sont à la base d’une telle étude ont été initiés
par Bensoussan et Lions [9] et ensuite formalisés par d’autres auteurs. Par exemple,
Brekke et Øksendal ont étudié un problème de départ et d’arrêt. Le principal résultat
de leur papier [11] est de trouver une suite d’arrêt optimale du temps de départ et
d’arrêt d’un processus de production. Ils ont résolu ce genre de problème en utilisant
le calcul stochastique.
Bruder et Pham ont considéré dans [12] un problème de contrôle impulsionnel en
horizon fini pour les diffusions avec un décalage de décision et des délais d’exécution.
Ces auteurs montrent que la fonction de valeur pour ce genre de problème satisfait
une version adaptée du principe de programmation dynamique et ils ont fourni un
algorithme pour trouver la stratégie optimale.
Lepeltier et Marchal ont utilisé dans [53] une technique purement probabiliste
pour la résolution du problème de contrôle impulsionnel. L’outil de base est la théorie
générale du contrôle de C. Striebel qui permet d’obtenir un critère d’optimalité
performant.
Nous mentionnons également Djehiche et al. [28] et Jeanblanc-Hamadène [40]
qui ont utilisé des outils purement probabilistes comme l’enveloppe de Snell et les
équations différentielles stochastiques rétrogrades pour résoudre le problème optimal
de changement de technologie en horizon fini.
Dans l’article de Meyer [59], la valeur de la firme est modélisée suivant un modèle
canonique. La construction du problème de contrôle est fondée sur la théorie de la
renaissance des processus de Markov. Avant la première impulsion, la loi du système
est celle d’un processus de Markov tué au moment de cette impulsion. Puis après
l’impulsion, on le fait renaitre suivant une nouvelle loi de processus de Markov à
l’aide d’une probabilité de transition.
Davis a étudié dans [26] un problème de contrôle optimal déterministe. Il a
introduit une simple formulation du principe de la programmation dynamique des
processus de Markov déterministes par morceaux (PMDP) qui aident à résoudre ce
type de problème.
Robin a abordé dans sa thèse [72] un type de problème de contrôle impulsionnel
avec retard déterministe, c’est à dire qu’aucune décision ne peut être prise avant
l’effet de la dernière décision. Il a établi des résultats sur les problèmes des temps
d’arrêt optimaux essentiellement pour les processus de Markov fellériens. Le résultat
fondamental de cette thèse est la propriété de continuité de la fonction valeur obtenue
par des techniques de pénalisation.
Mazziotto et Szpirglas [58] ont étudié le contrôle impulsionnel de systèmes sto-
chastiques en information incomplète selon des méthodes développées essentielle-
ment dans le cadre de la théorie du filtrage non linéaire. Leur principal résultat est
un théorème de séparation du contrôle et du filtrage dans une situation de gestion
de stock partiellement observée. Ce résultat a été obtenu en étendant la méthode de
Robin [72] et en utilisant des théorèmes de sélection [67].
Une approche différente est utilisée pour la résolution de ce type de problème :
le problème d’optimisation est formulé comme un problème parabolique de contrôle
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impulsionnel avec trois variables liées à la fonction coût, la technologie choisie et
la valeur de la firme (méthode utilisée par Pham, Mnif et Vath [70]). Cette résolu-
tion est associée au principe de programmation dynamique des inéquations quasi-
variationnelles de Hamilton-Jacobi-Bellman.
Dans le même contexte, nous citons [1, 2, 68] qui ont caractérisé la fonction de
valeur comme l’unique solution de viscosité des inéquations quasi-variationnelles de
Hamilton-Jacobi-Bellman.
Le problème de contrôle impulsionnel a été étudié par Lepeltier et Marchal
[51, 52]. Néanmoins, leurs résultats ne s’appliquent pas aux situations qui nous
intéressent, car nous construisons un modèle trajectoriel alors que ces deux auteurs
définissent un modèle en loi. Par ailleurs, alors que ces deux auteurs minimisent une
fonction uniquement de coût (leur coût peut être défini en (1.1) par une somme au
lieu d’une différence), nous cherchons à optimiser une fonction gain - coût. Ainsi,
nous ne considérons pas que la firme pourrait disparaître : la meilleure stratégie
après la limite du temps τ est de continuer, en gardant la même technologie, au lieu
d’aller à la faillite. De plus, en utilisant des propriétés de Markov et des relations
de récurrence (proposition 1.3.19), nous détaillons les preuves et nous présentons
une forme constructive du contrôle impulsionnel. En fait, nous utilisons un carac-
tère markovien et homogène entre deux instants d’impulsion pour établir un critère
d’optimalité (théorème 1.3.30).
Notre modèle est inspiré de [51, 52] et peut être décrit comme suit. A chaque
temps d’impulsion, on choisit une nouvelle technologie afin d’améliorer le profit de
la firme. En utilisant la théorie des processus de Markov, nous prouvons l’existence
d’une stratégie optimale qui maximise la fonction valeur. Au lieu de la construc-
tion canonique étudié dans [51, 52], nous choisissons une approche markovienne qui
permet des expressions plus explicites. Par ailleurs, nous retrouvons les résultats de
Lepeltier et Marchal à l’aide d’outils différents : au lieu de la théorie générale du
contrôle impulsionnel, nous donnons une forme constructive de l’évolution du sys-
tème impulsé. Ensuite, nous introduisons la définition 1.2.10 qui restreint l’ensemble
des stratégies. En effet, nous imposons deux propriétés définissant une stratégie ad-
missible : la première assure l’intégrabilité des fonctions f et c et la deuxième suppose
que la loi entre deux sauts est donnée par la loi du couple initial (temps de saut,
processus d’état sur ce premier intervalle).
Dans ce chapitre nous nous plaçons sous trois hypothèses : des conditions de compa-
cité sur l’ensemble des noyaux de transition et ses sections (hypothèses 1 et 3) et des
propriétés de continuité concernant les lois de (τ0, (i, Y.)1[0,τ0[) sachant la condition
initiale (i, x), les fonctions de gain et de coût et les noyaux de transition (hypothèse
2). Nos trois hypothèses remplacent les sept hypothèses introduites par Lepeltier et
Marchal [51].
Ce chapitre est organisé comme suit : la section 1.2 est consacrée à définir le
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modèle correspondant au problème de contrôle impulsionnel ainsi que les filtrations
associées. Dans la section 1.3, nous établissons un critère d’optimalité. Nous énon-
çons tout d’abord le principe de programmation dynamique à l’aide du gain maximal
conditionnel après un temps d’arrêt θ. Ensuite, par des techniques markoviennes,
nous établissons un lien entre le gain maximal conditionnel après θ et la fonction
valeur de la firme ce qui nous permet de déduire un critère d’optimalité dépendant
de cette fonction. Dans la section 1.4, nous définissons une stratégie qui maximise la
fonction valeur de la firme et qui réalise l’optimalité conditionnelle et nous donnons
un exemple qui vérifie les hypothèses requises. Nous terminons ce chapitre (section
1.5) par une comparaison entre les hypothèses et définitions que nous utilisons ici
et celles introduites par Lepeltier et Marchal [51, 52].
1.2 Préliminaires et formulation du problème
Soit (Ω,F , (Ft)t≥0,P) un espace de probabilité muni d’une filtration (Ft)t≥0 com-
plète continue à droite et soit un F -mouvement brownien W = (Wt)t≥0. Nous no-
terons par (Gt)t>0 la filtration définie par Gt = ∨s<tFs, ∀ s < t, (notée usuellement
Ft−).
Un contrôle impulsionnel consiste en une succession de changements d’état à
(τn)n≥−1, où τ−1 = 0, suite croissante de G-temps d’arrêt de limite notée τ . Nous
considérons les suites de temps d’arrêt vérifiant la propriété suivante : Soit
N(ω) = inf{n : τn+1(ω) = τn(ω)}, alors sur {N < +∞}, τk+1(ω) = τk(ω) ∀k ≥ N(ω). (1.2)
La suite (τn) est strictement croissante sur l’événement complémentaire {N = +∞}.
Proposition 1.2.1. Le temps τN est un G-temps d’arrêt.
Preuve. Soit
{τN(ω) ≤ t} =
⋃
k
{N(ω) = k} ∩ {τk(ω) ≤ t}
=
⋃
k
{τk+1(ω) = τk(ω)} ∩ {∀j < k, τj(ω) < τj+1(ω)} ∩ {τk(ω) ≤ t}.
Du fait que les instants τk sont des G-temps d’arrêt, nous avons {τk(ω) ≤ t} ∈ Gt et
{τk+1(ω) = τk(ω)}∩{∀j < k, τj+1(ω) < τj(ω)} ∈ Gτk . Par conséquent, nous obtenons
{τN(ω) ≤ t} ∈ Gt.
Soit U l’ensemble fini des technologies possibles et P(U) la tribu des parties de
U . Nous introduisons le processus càdlàg ξ à valeurs dans U :
ξt = ξ01[0,τ0[(t) +
∑
n≥0
ζn+11[τn,τn+1[(t) + ξτ−1[τ,+∞[(t), (1.3)
où pour tout n ∈ N, ζn+1 la technologie choisie à l’instant τn, est une variable
aléatoire Fτn-mesurable.
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Proposition 1.2.2. Le processus ξ est F-adapté.
Preuve. Les instants τn étant des G-temps d’arrêt, alors {τn ≤ t} ∈ Gt, et puisque G
est une sous-filtration de F alors {τn ≤ t} ∈ Ft. Ensuite, ζn+1 est Fτn- mesurable, par
suite, ζn+11[τn,∞[(t) est Ft- mesurable. De plus, par stabilité des tribus par passage
au complémentaire nous avons {τn+1 > t} ∈ Gt, et ainsi {τn+1 > t} ∈ Ft. D’où,
1{τn+1>t} est Ft- mesurable. Ainsi (ξt) est Ft-mesurable comme somme de variables
Ft-mesurables. Par conséquent, le processus ξ est F -adapté.
La valeur de la firme entre deux instants d’impulsions du système est donnée par
St = exp Yt, t ≥ 0, où Y est le processus continu à droite défini par
Yt = x+
∑
n≥0
∆n 1[τn,τn+1[(t)+
∫ t
0
(b(ξs, Ys) ds+ σ(ξs, Ys) dWs)+Yτ−1[τ,+∞[(t), (1.4)
où ∆n, taille du saut du log de la valeur de la firme à l’instant τn, est une variable
aléatoire réelle Fτn-mesurable avec ∆−1 = 0 et b : U×R→ R et σ : U×R→ R sont
deux fonctions mesurables satisfaisant les conditions de Lipschitz et de croissance
sous-linéaire :
- Il existe une constante K ≥ 0 tels que, pour tout i ∈ U et tout x, y ∈ R,∣∣∣b(i, x)− b(i, y)∣∣∣+ ∣∣∣σ(i, x)− σ(i, y)∣∣∣ ≤ K∣∣∣x− y∣∣∣. (1.5)
- Il existe une constante K ≥ 0 tels que, pour tout i ∈ U et tout x ∈ R,∣∣∣b(i, x)∣∣∣2 + ∣∣∣σ(i, x)∣∣∣2 ≤ K2(1 + |x|2). (1.6)
Proposition 1.2.3. Sous les conditions (1.5) et (1.6), il existe un unique processus
F-adapté Y solution forte de l’EDS (1.4).
Preuve. Pour tout (ω, t) ∈ R+ × Ω, il existe un processus Y 0 où l’équation diffé-
rentielle stochastique associée peut être écrite sous la forme suivante :
dY 0t (ω) = b(ξ0(ω), Y
0
t (ω))dt+ σ(ξ0(ω), Y
0
t (ω))dWt,
où b et σ vérifient les conditions (1.5) et (1.6). Par suite, on peut appliquer les
théorèmes 2.5 (p. 287) et 2.9 (p. 289) de Karatzas et Shreve [47] : il existe une
unique solution forte Y 0t donnée par
Y 0t (ω) = Y
0
0 (ω) +
∫ t
0
(
b(ξ0(ω), Y
0
s (ω))ds+ σ(ξ0(ω), Y
0
s (ω))dWs
)
.
De plus, le processus Y 0t est Ft-mesurable (cf. [50, p. 58] et [46]). En particulier,
pour tout (ω, t) ∈ R+ × Ω et t = τ0, nous obtenons
Y 0τ0(ω) = Y
0
0 (ω) +
∫ τ0
0
(
b(ξ0(ω), Y
0
s (ω))ds+ σ(ξ0(ω), Y
0
s (ω))dWs
)
,
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et nous définissons Yτ−0
(ω) = Y 0τ0(ω) et
Yτ0(ω) = Y
0
τ0
(ω) + ∆0.
La taille du saut ∆0 est Fτ0-mesurable. Par suite, la variable aléatoire Yτ0 est aussi
Fτ0-mesurable. Y restreint à l’ensemble {(ω, t) : t ≤ τ0(ω)} est bien F -adapté et il
est l’unique solution forte de l’EDS restreinte à {(ω, t) : t ≤ τ0(ω)}.
Supposons que le processus Y défini ci-dessous sur {(ω, t) : t ≤ τn(ω)} est bien
F -adapté et qu’il est l’unique solution forte de l’EDS restreinte à {(ω, t) : t ≤
τn(ω)} :
Yt(ω) =
∑
τk≤t
∆k +
∫ t
0
(b(ξs(ω), Ys(ω))ds+ σ(ξs(ω), Ys(ω))dWs) . (1.7)
On considère alors sur l’ensemble {(ω, t); τn(ω) ≤ t < τn+1(ω)}, l’unique solution
forte Y n de l’équation différentielle stochastique{
dY nt = b(ζn+1, Y
n
t )dt+ σ(ζn+1, Y
n
t )dW
n
t
Y n0 = Yτn ,
(1.8)
où W n : t 7→ Wt+τn − Wτn est un mouvement brownien indépendant de la tribu
(Fτn)n≥0. L’unicité du processus Y n vient du fait que les fonctions b et σ vérifient
les hypothèses assurant l’existence et l’unicité (cf. [47, 69]). Grâce à l’hypothèse
de récurrence (1.7), cette solution est également F -adaptée. Définissons alors sur
l’ensemble {(ω, t); τn(ω) ≤ t < τn+1(ω)} le processus
Yt(ω) := Y
n
t−τn(ω),
où Y n est solution de l’EDS (1.8), ce qui montre que, sur cet ensemble,
Yt(ω) = Yτn(ω) +
∫ t
τn
(b(ξs(ω), Ys(ω))ds+ σ(ξs(ω), Ys(ω))dWs) ,
et que Y ainsi construit est également F -adapté. D’où l’hypothèse de récurrence est
vérifiée pour tout n.
Proposition 1.2.4. Désignons par
(⋂
s>t Gs, t ≥ 0
)
l’augmentation de la filtration
(Gt, t ≥ 0) rendue continue à droite. Elle vérifie l’égalité suivante :⋂
s>t
Gs = Ft.
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Preuve. D’une part, Gt étant une sous-tribu de Ft, Gt ⊂ Ft. D’où ⋂s>t Gs ⊂ ⋂s>tFs.
La filtration F étant continue à droite, il vient :⋂
s>t
Fs = Ft.
Ainsi,
⋂
s>t Gs ⊂ Ft. D’autre part,⋂
s>t
Gs =
⋂
s>t
∨u<sFu.
Nous avons, pour tout s > t, Gs = ∨u<sFu. Par conséquent,
Ft ⊂ ∨u<sFu = Gs, ∀s > t.
Ce qui entraîne l’inclusion inverse et par suite l’égalité
⋂
s>t Gs = Ft.
Définition 1.2.5. Un contrôle impulsionnel est la donnée d’une suite α :
α = (τn, ζn+1,∆n, n ≥ −1),
où (τn)n≥−1 est une suite croissante de G-temps d’arrêt de limite notée τ et vérifiant
τ−1 = 0, ζn+1 est la technologie choisie à l’instant τn, v.a. Fτn-mesurable et ∆n =
Yτn−Yτ−n est la taille du saut à l’instant τn et vérifiant ∆−1 = 0, v.a. Fτn-mesurable,
de telle sorte que la loi du couple (ζn+1,∆n) sachant Gτn ne dépend que de l’état du
système en τ−n et que la probabilité de transition r définie sur U ×R par
P(ζn+1 = j, Yτn = x+ dy
∣∣∣ ζn = i, Yτ−n = x) = r(i, x; j, dy), (1.9)
est indépendante de n.
On introduit l’ensemble M de ces noyaux de transition sur (U ×R,P(U)⊗ BR)
satisfaisant pour tout (i, x), δ(i,x) ∈ M(i,x) où δ(i,x) est la mesure de Dirac en (i, x)
et M(i,x) la section en (i, x) de M définie comme suit :
M(i,x) =
{
r(i, x; ., .), r ∈M}. (1.10)
On réduit l’ensemble des contrôles en supposant que les lois de passage r sont indé-
pendantes de n. Ainsi, la famille des lois markoviennes est stationnaire.
Pour tout (i, x), l’ensemble M(i,x) est muni de la topologie faible : la suite de mesures
(rn(i, x; .))n converge vers la mesure r(i, x; .) si et seulement si pour toute fonction
continue bornée g sur U × R, la suite réelle
(rn(i, x; g))n converge vers r(i, x; g) dans R. (1.11)
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Remarque 1.2.6. 1. L’ensembleM(i,x) est métrisable pour la topologie faible définie
ci-dessus (cf. Appendice 3 dans [10]).
2. M(i,x) étant inclus dans l’ensemble des probabilités sur U × R et U × R étant
séparable, M(i,x) est par suite séparable (cf. théorème 2.19 dans [3, p. 25]).
Hypothèse 1. Pour tout couple (i, x) ∈ U ×R, l’ensemble M(i,x) est fermé compact
(donc complet) pour la topologie faible.
Exemple 1.2.7. Nous pouvons prendre comme exemple l’ensembleM défini par ses
sections :
M(i,x) =
r(i, x; j, dy) = pi,j ⊗ 1√2piσ2 e−(y−x−m)22σ2 dy;∑
j∈U
pi,j = 1,m ∈ [m,m]
 ∪ {δ(i,x)}.
Soient une fonction g borélienne bornée sur U × R et une suite (rn) ∈M(i,x) :
rn(i, x; g) =
∑
j∈U
pni,j
∫
R
g(j, y)
1√
2piσ2
e
−(y−x−mn)
2
2σ2 dy,
où mn ∈ [m,m]. Il existe une sous-suite extraite (mnk) convergeant vers m dans R.
Ensuite, la sous-suite pnki,j est à valeurs dans le compact {
∑
j∈U xj = 1} et donc il
existe une sous-sous suite extraite p
n′
k
i,j convergente. D’après le théorème de Lebesgue
de convergence majorée, la suite (rn′
k
(i, x; g)) converge pour toute fonction g et donc
la suite (rn′
k
(i, x; .)) converge faiblement dans M(i,x). Ainsi, l’ensemble M(i,x) est
fermé compact pour la topologie faible.
Définition 1.2.8. A chaque contrôle α nous associons le gain
k(α) =
∫ +∞
0
e−βsf(ξs, Ys) ds−
∑
0<τn<τ
e−βτnc(ζn, Yτ−n , ζn+1, Yτn), (1.12)
où β est un coefficient d’actualisation, f : U × R → R+ (profit net de la firme)
et c : U × R × U × R → R+ (coût de changement de technologie) sont deux fonc-
tions boréliennes positives. La fonction c vérifie pour tout couple (i, x) ∈ U × R,
c(i, x, i, x) = 0, c’est à dire s’il n’y a pas d’impulsion, le coût est nul. Soit le gain
moyen :
K(α, i, x) = E(k(α)
∣∣∣ξ0 = i, Y0 = x). (1.13)
Remarque 1.2.9. En utilisant le G-temps d’arrêt τN (Proposition 1.2.1), le gain
défini par (1.12) peut être écrit sous la forme suivante :
k(α)(ω) =
∫ τN(ω)
0
e−βsf(ξs, Ys)ds−
∑
0<τk<τN(ω)
e−βτkc(ζk, Yτ−
k
, ζk+1, Yτk)+
∫ +∞
τN(ω)
e−βsf(ζN(ω), Ys)ds.
(1.14)
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Définition 1.2.10. La stratégie α = (τn, ζn+1,∆n)n≥−1 est dite admissible si ces
deux propriétés sont vérifiées :
1.

∫∞
0 e
−βsf(ξs, Ys)ds ∈ L1
∑
0<τn<τ e
−βτnc(ζn, Yτ−n , ζn+1, Yτn) ∈ L1.
2. Pour tout n, la loi de (τn+1 − τn, (ζn+1, Yτn+.)1[τn,τn+1[) sachant Fτn est égale à
la loi de (τn+1 − τn, (ζn+1, Yτn+.)1[τn,τn+1[) sachant (ζn+1, Yτn), elle-même égale à la
P(i,x)-loi de (τ0, (i, Y.)1[0,τ0)) prise en i = ζn+1, x = Yτn .
On note A l’ensemble des stratégies admissibles.
Nous remarquons que de fait la stratégie α est complètement définie par le couple
α = (τ0, r), puisque la loi de (τ0, (i, Y.)1[0,τ0)) est déterminée par la diffusion associée
à (b(i, x), σ(i, x)).
Exemple 1.2.11. Nous supposons que {0, 1} est l’ensemble des technologies per-
mises telles que 0 est l’ancienne technologie et 1 est la nouvelle technologie. On
réduit dans cet exemple l’ensemble A en supposant que τ0 déterministe.
Le profit net de la firme est donné pour tout (i, x) ∈ {0, 1} ×R par f(i, x) = ηex et
le coût de changement de technologie est égal à c(i, x, 1− i, y) = exp(x+ µ(y − x)).
Nous supposons que b(i, x) = bi et σ(i, x) = σi, pour tout x. L’ensemble M des
probabilités de transition est défini par ses sections :
M(i,x) =
{
r(i, x; j, dy) = pi,j ⊗N (x+m, 1); [pi,j] =
(
0 1
1 0
)
, m ∈ [m,m]
}
∪ {δi,x}.
Sous les hypothèses β > supi∈U(bi+ 12σ
2
i ) et m <
t0
2
(
2β − (b0 + b1)− 12(σ20 + σ21)
)
− 1
2
,
η
∫ +∞
0
e−βseYsds ∈ L1.
De plus, τ0, bi et σi étant déterministes, nous obtenons∑
n≥0
e−βτn exp(Yτ−n + µ(Yτn − Yτ−n )) ∈ L1.
La preuve de ces deux propriétés sera explicitée dans la proposition 2.3.12 du chapitre
2 (en utilisant la proposition 1.3.19). Grâce à ces deux propriétés, nous pouvons
déterminer le profit optimal de la firme et la stratégie optimale associée.
Définition 1.2.12. Soient θ un G-temps d’arrêt et α ∈ A une stratégie admissible.
Nous dirons qu’une stratégie admissible µ se comporte comme α jusqu’à θ exclu, que
l’on note
{µt = αt, ∀ t < θ} (1.15)
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dès que les stratégies α et µ arrêtées en θ− coïncident. C’est à dire que pour ω fixé,
il existe n(ω) tel que ταn (ω) ≤ θ(ω) < ταn+1(ω) et nous avons, pour tout k ≤ n(ω) :
τµk = τ
α
k , ζ
µ
k = ζ
α
k , r
µ = rα = r.
De même, nous dirons qu’une stratégie admissible µ se comporte comme α jusqu’à
θ inclus, que l’on note :
{µt = αt, ∀ t ≤ θ}
dès que les stratégies α et µ arrêtées en θ coïncident. C’est à dire que pour ω fixé,
il existe n(ω) tel que ταn (ω) ≤ θ(ω) < ταn+1(ω), et par suite, pour tout k ≤ n(ω) :
τµk = τ
α
k , ζ
µ
k+1 = ζ
α
k+1, r
µ = rα = r.
Le cas particulier θ = ταn les stratégies α et µ arrêtées en τ
−
n se traduit par le fait
que ∀ω, n(ω) = n, et pour tout k ≤ n :
τµk = τ
α
k , ζ
µ
k = ζ
α
k , r
µ = rα = r.
Le cas particulier θ = ταn les stratégies α et µ arrêtées en τn se traduit par le fait
que ∀ω, n(ω) = n, et ∀k ≤ n :
τµk = τ
α
k , ζ
µ
k+1 = ζ
α
k+1, r
µ = rα = r.
1.3 Critères d’optimalité
Le problème d’optimalité posé consiste à prouver l’existence d’une stratégie ad-
missible α̂ qui maximise la fonction gain K(α, i, x) définie par l’expression (1.13),
c’est à dire trouver une stratégie α̂ telle que
K(α̂, i, x) = essup
α∈A
K(α, i, x). (1.16)
La stratégie α̂ est dite optimale.
1.3.1 Gains maximaux conditionnels
Nous introduisons, tout d’abord, deux notions que nous utiliserons fréquemment
(cf. [35, p. 87-92]) :
Définition 1.3.1. Soit une filtration H et T une sous-famille de H-temps d’arrêt.
Une famille de v.a. {Xαθ , θ ∈ T , α ∈ A} est appelée un (H, T ,A)-système si, pour
tout θ ∈ T , α ∈ A, nous avons :
i/ Pour tout γ ∈ T , sur l’ensemble {θ = γ}, Xαθ = Xαγ , P -p.s.
ii/ Les variables aléatoires Xαθ sont Hθ-mesurables.
iii/ Si µ ∈ A, µt = αt ∀t < θ et µ = α sur D ∈ Hθ (i.e. ∀ω ∈ D, µ(t, ω) =
α(t, ω) pour tout t) alors Xαθ = X
µ
θ sur D, P -p.s.
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Définition 1.3.2. Un (H, T ,A)-sur-martingale-système (resp. martingale-système,
sous-martingale-système) est un (H, T ,A)-système tel que :
i/ Pour tout θ ∈ T et tout α ∈ A, Xαθ est P-intégrable.
ii/ Si γ et θ sont deux éléments de T tels que γ ≤ θ, alors :
E
(
Xαθ
∣∣∣Hγ) ≤ Xαγ p.s. (resp. =,≥).
iii/ Si µ ∈ A, µt = αt ∀t < θ, alors Xαθ = Xµθ , P -p.s.
La méthode de résolution des problèmes de contrôle stochastique de type (1.16)
repose sur le principe de Bellman (cf. [35, p. 95]). Plus précisément, si on connaît
une stratégie optimale α̂ jusqu’à un temps d’observation T , et une autre optimale α˜
de T à T+h, il reste optimal entre 0 et T+h de garder α̂ jusqu’à T et de la prolonger
après par α˜. Ce principe est en fait un critère nécessaire et suffisant d’optimalité.
C’est la raison pour laquelle nous introduisons les gains maximaux conditionnels
suivants :
Définition 1.3.3. Soit T la famille des G-temps d’arrêt et T ∗ la famille des G-
temps d’arrêt strictement positifs. Pour toute stratégie α ∈ A, nous appelons gain
maximal conditionnel la famille définie par
F αθ = essup
µt=αt,t<θ
{E[k(µ) |Gθ]}, θ ∈ T ∗.
Respectivement,
F α
+
θ = essup
µt=αt,t≤θ
{E[k(µ) |Fθ]}, θ ∈ T .
La variable aléatoire F αθ (resp. F
α+
θ ) représente le gain maximal conditionnel
connaissant l’évolution du processus impulsé jusqu’à l’instant θ en excluant (resp.
incluant) la renaissance éventuelle en cet instant.
Pour toute stratégie α ∈ A et tout temps d’arrêt θ ∈ T ∗, le gain après θ est
donné p.s. par l’expression suivante :
kθ(α) =
∫ +∞
θ
e−βsf(ξs, Ys)ds−
∑
θ≤τn<τ
e−βτnc(ζn, Yτ−n , ζn+1, Yτn). (1.17)
Respectivement, le gain strictement après θ est donné p.s. par
kθ+(α) =
∫ +∞
θ
e−βsf(ξs, Ys)ds−
∑
θ<τn<τ
e−βτnc(ζn, Yτ−n , ζn+1, Yτn). (1.18)
D’où la remarque suivante :
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Remarque 1.3.4. 1. Les égalités (1.12) et (1.18) montrent que k0+(α) = k(α). On
en déduit que, pour toute stratégie α ∈ A,
F α
+
0 = sup
µ∈A
E[k(µ)].
2. L’expression k(α) − kθ(α) (resp. k(α)− kθ+(α)) étant Gθ (resp. Fθ)-mesurable,
nous avons pour tout θ ∈ T ∗, α ∈ A,
F αθ = k(α)− kθ(α) + essup
{µt=αt, t<θ}
{E (kθ(µ)| Gθ)}.
Respectivement, pour tout θ ∈ T :
F α
+
θ = k(α)− kθ+(α) + essup
{µt=αt, t≤θ}
{E (kθ+(µ)| Fθ)} p.s.
Proposition 1.3.5. La famille des gains maximaux conditionnels (F αθ , α ∈ A, θ ∈
T ∗) est un (G, T ∗,A)-système. Respectivement, (F α+θ , α ∈ A, θ ∈ T ) est un
(F , T ,A)-système.
Preuve. Il s’agit de montrer que la famille de variables aléatoires (F αθ ) vérifie les
propriétés de la définition 1.3.1.
1. Pour tout γ ∈ T ∗, nous avons :
F αγ = k(α)− kγ(α) + essup
{µt=αt, t<γ}
E (kγ(µ)| Gγ) .
Sur l’ensemble {θ = γ}, nous avons kθ(µ) = kγ(µ). Ensuite, nous sommes ramenés
à montrer l’égalité
1{θ=γ} E (kγ(µ)| Gθ) = 1{θ=γ} E (kγ(µ)| Gγ) .
De prime abord, {θ = γ} ∈ Gγ ∩ Gθ. D’une part, l’expression
1{θ=γ} E (kγ(µ)| Gγ) 1{γ≤t}
est Gt-mesurable. Elle est égale à l’expression 1{θ=γ} E (kγ(µ)| Gγ) 1{θ≤t} qui est Gt-
mesurable et donc l’expression 1{θ=γ} E (kγ(µ)| Gγ)} est Gθ-mesurable.
D’autre part, l’expression 1{θ=γ} E (kγ(µ)| Gθ) est Gθ-mesurable.
Puis, soit X une v.a. Gθ-mesurable. Nous avons X 1{θ=γ} ∈ Gγ . Par suite, il vient :
E
(
X 1{θ=γ} E [kγ(µ)| Gγ]
)
= E
(
X 1{θ=γ} kγ(µ)
)
.
De plus, nous avons :
E
(
X 1{θ=γ} kγ(µ)
)
= E
(
X 1{θ=γ} E [kγ(µ)| Gθ]
)
.
Il en suit,
E
(
X 1{θ=γ} E [kγ(µ)| Gγ]
)
= E
(
X 1{θ=γ} E [kγ(µ)| Gθ]
)
.
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Ainsi,
F αθ = F
α
γ P -p.s. sur l’ensemble {θ = γ}.
2. L’expression k(α) − kθ(α) est Gθ-mesurable. De plus, par définition de l’ess-sup
d’une famille mesurable, l’expression essup
{µt=αt, t<γ}
E (kθ(µ)| Gγ) est aussi Gθ-mesurable.
Ainsi, F αθ est Gθ-mesurable.
3. Si µ ∈ A, µt = αt ∀t < θ et µ = α sur D ∈ Gθ nous avons :
F µθ = (k(µ)− kθ(µ)) + essup
{µt=αt, t<θ}
E (kθ(α)| Gθ) .
Ainsi, sur D, nous obtenons F αθ = F
µ
θ P-p.s. F
α
θ est bien un (G, T ∗,A)-système.
On procède d’une manière analogue pour montrer que (F α
+
θ ) est un (F , T ,A)-
système en constatant que F α
+
θ est Fθ-mesurable puisque c’est la somme de deux
expressions Fθ-mesurables.
Définition 1.3.6. Pour toute stratégie α ∈ A et tout G-temps d’arrêt θ ∈ T ,
une stratégie α̂ est dite (θ, α)-conditionnellement optimale si elle est admissible,
α̂t = αt ∀t ≤ θ et elle vérifie p.s.
F α̂
+
θ = E(k(α̂)| Fθ) P-p.s.
Le principe d’optimalité est basé sur la propriété de commutation de l’essentiel
supremum et l’espérance conditionnelle, qui est en particulier satisfaite si la famille
considérée est une famille filtrante croissante (cf. [35, p. 230]). D’où le lemme suivant :
Lemme 1.3.7. Pour tout G-temps d’arrêt θ ∈ T et toute stratégie α ∈ A, l’en-
semble
{E(k(µ)|Gθ); ∀t < θ, µt = αt}
est un ensemble filtrant croissant. Egalement on a la même propriété pour les en-
sembles suivants :
{E(kθ(µ)|Gθ); ∀t < θ, µt = αt} et {E(kθ+(µ)|Fθ); ∀t ≤ θ, µt = αt}.
Preuve. Considérons deux stratégies admissibles µ1 et µ2 vérifiant
{µ1t = αt, t < θ} et {µ2t = αt, t < θ}.
Introduisons, pour simplifier l’écriture, les variables aléatoires Gθ-mesurables sui-
vantes :
F 1 = E(k(µ1)| Gθ) et F 2 = E(k(µ2)| Gθ).
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Nous définissons la stratégie admissible µ = (τn, ζn+1,∆n) par
µ =
{
µ2 sur {F 1 ≤ F 2}
µ1 sur {F 1 > F 2},
elle vérifie {µt = αt, t < θ}. Ensuite, nous avons :
E (k(µ)| Gθ) = E
[
1{F 1≤F 2}k(µ)| Gθ
]
+ E
[
1{F 1>F 2}k(µ)| Gθ
]
= E
(
k(µ2)| Gθ
)
1{F 1≤F 2} + E
(
k(µ1)| Gθ
)
1{F 1>F 2}
= F 1 ∨ F 2.
Pour l’ensemble {E(kθ(µ)|Gθ) ; ∀t < θ, µt = αt}, au lieu des v.a. F 1 et F 2, il suffit
de prendre les variables aléatoires Gθ-mesurables suivantes :
F 11 = E(kθ(µ
1)| Gθ) et F 22 = E(kθ(µ2)| Gθ),
et la démarche sera la même que précédemment.
Pour l’ensemble {E(kθ+(µ)|Fθ) ; ∀t ≤ θ, µt = αt}, nous procèdons d’une manière
analogue en considérant les stratégies µ3 et µ4 vérifiant
{µ3t = αt, t ≤ θ} et {µ4t = αt, t ≤ θ},
et les v.a. Fθ-mesurables suivantes :
F 3 = E(kθ+(µ
3)| Fθ) et F 4 = E(kθ+(µ4)| Fθ).
Corollaire 1.3.8. Pour tout G-temps d’arrêt θ ∈ T et toute stratégie α ∈ A, l’en-
semble
{E(k(µ)|Gθ); ∀t < θ, µt = αt}
étant filtrant croissant, nous pouvons commuter l’essentiel supremum et la G (resp. F)-
espérance conditionnelle. Il en est de même pour les ensembles :
{E(kθ(µ)|Gθ); ∀t < θ, µt = αt} et {E(kθ+(µ)|Fθ); ∀t ≤ θ, µt = αt}.
Pour plus de détails, voir la proposition A.2 de El Karoui [35, p. 230].
Proposition 1.3.9. Le gain maximal conditionnel (F αθ ) (resp.(F
α+
θ )) forme un
(G, T ∗,A) (resp. (F , T ,A))-sur-martingale-système positif.
Preuve.
1. Soient θ et γ deux G-temps d’arrêt avec γ ≤ θ. Alors, nous avons :
E(F αθ | Gγ) = E
[
essup
µt=αt,t<θ
E
(
k(µ)
∣∣∣Gθ) ∣∣∣Gγ
]
≤ E
[
essup
µt=αt,t<γ
E
(
k(µ)
∣∣∣Gθ) ∣∣∣Gγ
]
p.s.
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le sup étant pris sur un ensemble plus vaste dans la deuxième inégalité. Nous pouvons
commuter l’ess-sup et la Gγ-espérance conditionnelle, grâce au corollaire 1.3.8, et
obtenir p.s.
E(F αθ | Gγ) ≤ F αγ .
2. On applique le même raisonnement pour le gain maximal conditionnel F α
+
θ :
E(F α
+
θ | Fγ) = E
[
essup
µt=αt,t≤θ
E
(
k(µ)
∣∣∣Fθ) ∣∣∣Fγ
]
≤ E
[
essup
µt=αt,t≤γ
E
(
k(µ)
∣∣∣Fθ) ∣∣∣Fγ
]
,
le sup étant pris sur un ensemble plus vaste dans la deuxième inégalité. Nous pouvons
commuter l’ess-sup et la Fγ-espérance conditionnelle, grâce au corollaire 1.3.8, et
obtenir p.s.
E(F α
+
θ | Fγ) ≤ F α
+
γ .
Il reste à prouver que les variables aléatoires F α
+
θ et F
α
θ sont positives pour tout
G-temps d’arrêt θ. Il suffit de choisir une stratégie α appartenant à A dont le gain
est positif. Soit une stratégie α ∈ A avec ξt = i, ∀t et τ0 = +∞. Le gain associé à
α est donné par
k(α) =
∫ +∞
0
e−βsf(i, Ys) ds.
Or la fonction f est positive et donc l’expression précédente est positive. Ce qui
entraîne que son Fθ (respectivement Gθ)-espérance conditionnelle est aussi positive.
En passant à l’essentiel supremum, on déduit que F α
+
θ et F
α
θ sont positives.
Une conséquence immédiate de cette proposition est le premier critère d’opti-
malité qui permet de réduire considérablement la classe des stratégies susceptibles
d’être optimales :
Corollaire 1.3.10. Une condition nécessaire et suffisante pour que la stratégie α̂
soit optimale est que le gain maximal conditionnel F α̂
+
. soit un (F , T ,A)-martingale-
système, c’est à dire pour tout θ, γ deux G-temps d’arrêt, γ ≤ θ, nous avons :
E(F α
+
θ | Fγ) = F α
+
γ P -p.s.
Preuve. La stratégie admissible α̂ est optimale, alors elle vérifie pour tout θ ∈ T :
E(k(α̂)) = sup
α∈A
E(k(α)) ≥ sup
{α:αt=α̂t, t≤θ}
E(k(α)) ≥ E(k(α̂)).
D’où l’égalité. De plus, la commutation de l’espérance et l’ess-sup et l’égalité précé-
dente entraînent
E(F α̂
+
θ ) = E
 essup
{αt=α̂t, t≤θ}
E(k(α)| Fθ)
 = sup
α∈A
E(k(α)) = E(k(α̂)) = F α̂
+
0 . (1.19)
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La dernière égalité provient de la définition 1.3.6 appliquée au temps 0 et montre
que l’on a bien un (F , T ,A)-martingale-système.
Inversement, supposons que (F α̂
+
θ ) est un (F , T ,A)-martingale-système, c’est à
dire :
p.s. F α̂
+
γ = E(F
α̂+
θ | Fγ) ∀γ ≤ θ, γ, θ ∈ T .
Citons le théorème 1.17 d’El Karoui [35] : ” Une condition nécessaire et suffisante
pour qu’un contrôle α̂ soit optimal est que, pour tout temps d’observation γ, il soit
(α̂, γ)-conditionnellement optimal, ou ce qui est équivalent, que le gain maximal
conditionnel par rapport à α̂, soit un (F , T ,A)-martingale-système, c’est à dire que
si γ et θ sont deux temps d’observation avec γ ≤ θ :
E[F α̂
+
θ | Fγ] = F α̂
+
γ p.s.”
On peut donc conclure que la stratégie α̂ est conditionnellement optimale donc
optimale.
1.3.2 Gains maximaux après un temps d’arrêt
Nous introduisons une nouvelle notion de gains maximaux :
Définition 1.3.11. Pour toute stratégie admissible α et tout G-temps d’arrêt θ,
nous appellons gain maximal conditionnel après θ ∈ T ∗ la variable aléatoire définie
p.s. par :
W αθ := essup
{µt=αt, ∀ t<θ}
E [kθ(µ) |Gθ] .
Respectivement, le gain maximal conditionnel strictement après θ ∈ T est la variable
aléatoire définie p.s. par :
W α
+
θ := essup
{µt=αt, ∀ t≤θ}
E [kθ+(µ) |Fθ] .
Proposition 1.3.12. Pour toute stratégie α ∈ A et tout G-temps d’arrêt θ, le gain
maximal conditionnel F αθ peut être écrit sous la forme suivante :
F αθ = (k(α)− kθ(α)) +W αθ , où θ > 0 p.s. (1.20)
De même, le gain maximal conditionnel F α
+
θ est donné par l’expression
F α
+
θ = (k(α)− kθ+(α)) +W α
+
θ . (1.21)
Preuve. De la définition du gain maximal conditionnel, nous avons pour θ ∈ T ∗ :
F αθ = (k(α)− kθ(α)) + essup
{µt=αt, ∀ t<θ}
E (kθ(µ)| Gθ) ,
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où l’on reconnaitW αθ dans le deuxième terme, soit (1.20). De même pour tout θ ∈ T :
F α
+
θ = essup
{µt=αt, ∀ t≤θ}
E [k(µ) |Fθ]
= (k(α)− kθ+(α)) + essup
{µt=αt, t≤θ}
E (kθ+(µ)| Fθ) .
où l’on reconnait W α
+
θ dans le deuxième terme. D’où l’égalité (1.21) est vérifiée.
Remarque 1.3.13. On déduit immédiatement des égalités (1.20) et (1.21) et du fait
que les gains maximaux conditionnels F αθ et F
α+
θ sont des (G, T ∗,A) (resp. (F , T ,A))-
systèmes que (W αθ ) définit un (G, T ∗,A)-système et que (W α+θ ) définit un (F , T ,A)-
système.
Lemme 1.3.14. Le gain maximal conditionnelW α
+
τn
converge vers
∫ +∞
τ e
−βsf(ξs, Ys)ds
p.s. lorsque n tend vers l’infini.
Preuve. De la proposition 1.3.9, la famille (F α
+
θ , θ ∈ T ) est un (F , T ,A)-sur-
martingale-système positif, donc (F α
+
τn
, n ≥ 0) est une sur-martingale discrète po-
sitive pour la filtration Fτn . Grâce à la convergence des sur-martingales positives, il
existe une limite p.s. positive de F α
+
τn
, lorsque n tend vers l’infini, notée F α
+
∞ et qui
vérifie :
F α
+
τn
≥ E
[
F α
+
∞ |Fτn
]
p.s. (1.22)
Cette limite est Fτ -mesurable. En effet, nous avons, pour tout B ouvert :
{ω ∈ Ω : F α+∞ ∈ B} =
⋃
N
⋂
n≥N
{F α+τn ∈ B} ∈ ∨nFτn ⊂ Fτ .
D’une part, la commutation de l’essentiel sup et l’espérance conditionnelle par rap-
port à la filtration Fτn permet d’établir l’expression suivante :
E(F α
+
τn
) = sup
µt=αt, t≤τn
E [E (k(µ)| Fτn) ] = sup
µt=αt, t≤τn
E (k(µ)) ,
la suite (F α
+
τn
) étant une sur-martingale discrète positive convergeant p.s. et dans L1
vers F α
+
∞ , la suite E(F
α+
τn
) décroît vers E[F α
+
∞ ] et supµt=αt, t≤τn E (k(µ)) décroit vers
E (k(α)). Par suite, nous avons E[F α
+
∞ ] = E (k(α)).
En utilisant F α
+
τn
− E[k(α)| Fτn] ≥ 0, nous obtenons F α+∞ − k(α) ≥ 0. Ainsi, nous
avons F α
+
∞ = k(α).
D’autre part, en utilisant la remarque 1.2.9, kτ+n (α) converge vers
∫ +∞
τ e
−βsf(ξs, Ys)ds
p.s. lorsque n tend vers l’infini. De l’expression (1.21), il vient :
lim
n→+∞W
α+
τn
= lim
n→+∞(F
α+
τn
+ kτ+n (α)− k(α)) = F α
+
∞ − k(α) +
∫ +∞
τ
e−βsf(ξs, Ys)ds.
Ce qui entraîne que W α
+
τn
converge vers
∫+∞
τ e
−βsf(ξs, Ys)ds p.s.
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Le principe de la programmation dynamique est un principe fondamental pour
la théorie du contrôle stochastique. Il a été initié dans les années cinquante par
Bellman et il s’énonce ainsi dans notre cas :
Proposition 1.3.15. Pour toute stratégie α ∈ A et tout couple (γ, θ) de G-temps
d’arrêt, γ ∈ T ∗, θ ∈ T , avec γ ≤ θ, nous avons p.s.
W αγ ≥ E
∫ θ
γ
e−βsf(ξs, Ys) ds−
∑
γ≤τn<θ
e−βτnc(ζn, Yτ−n , ζn+1, Yτn) | Gγ

+ E (W αθ | Gγ) . (1.23)
Respectivement pour tout couple (γ, θ) ∈ T 2, 0 ≤ γ ≤ θ, nous avons p.s.
W α
+
γ ≥ E
∫ θ
γ
e−βsf(ξs, Ys) ds−
∑
γ<τn≤θ
e−βτnc(ζn, Yτ−n , ζn+1, Yτn) | Fγ

+ E(W α
+
θ | Fγ). (1.24)
De plus, α̂ est optimale si et seulement si l’égalité (1.24) a lieu p.s. pour tout couple
(θ, γ).
Preuve.
1. D’après la proposition 1.3.9, la variable aléatoire F αθ est un (G, T ∗,A) sur-martingale-
système, c’est à dire que pour γ ≤ θ :
p.s. F αγ ≥ E(F αθ |Gγ). (1.25)
En écrivant le gain maximal conditionnel F α. sous la forme (1.20) dans l’inégalité
(1.25), nous obtenons
k(α)− kγ(α) +W αγ ≥ E(k(α)− kθ(α) +W αθ |Gγ).
D’où,
W αγ ≥ E(kγ(α)− kθ(α) +W αθ |Gγ).
Nous obtenons ainsi l’inégalité (1.23).
Nous appliquons le même raisonnement pour démontrer l’inégalité (1.24) : D’après
la proposition 1.3.9, la v.a F α
+
θ est un (F , T ,A) sur-martingale-système, c’est à dire
que pour γ ≤ θ
p.s. F α
+
γ ≥ E(F α
+
θ |Fγ). (1.26)
En écrivant le gain maximal conditionnel F α
+
. sous la forme (1.21) dans l’inégalité
(1.26), nous obtenons
k(α)− kγ+(α) +W α+γ ≥ E(k(α)− kθ+(α) +W α
+
θ |Fγ).
1.3. Critères d’optimalité 37
D’où,
W αγ+ ≥ E(kγ+(α)− kθ+(α) +W α
+
θ |Fγ).
2. Supposons que la stratégie α̂ est optimale. Par suite, d’après le corollaire 1.3.10,
F α̂
+
. est un (F , T ,A)-martingale-système et on a l’égalité
F α̂
+
γ = E(F
α̂+
θ | Fγ).
Réécrivons cette égalité en remplaçant F α̂
+
. par l’expression (1.21) prise en θ et γ :
k(α̂)− kγ+(α̂) +W α̂+γ = E(k(α̂)− kθ+(α̂) +W α̂
+
θ |Fγ).
Ainsi k(α̂)− kγ+(α̂) étant Fγ- mesurable, il passe sous l’espérance conditionnelle et
W α̂
+
γ = E
(
kγ+(α̂)− kθ+(α̂) +W α̂+θ
∣∣∣Fγ) ,
l’égalité (1.24) est vérifiée.
3. Réciproquement, supposons que la stratégie α vérifie l’égalité (1.24) pour tout
γ, θ, en particulier avec θ = τ :
W α
+
γ = E
∫ τ
γ
e−βsf(ξs, Ys) ds−
∑
γ<τn<τ
e−βτnc(ζn, Yτ−n , ζn+1, Yτn) +W
α+
τ | Fγ
 ,
où l’on remplace W α
+
γ et W
α+
τ par (1.21) soit
F α
+
γ = E
[
k(α)− kγ+(α) +
∫ τ
γ
e−βsf(ξs, Ys) ds−
∑
γ<τn<τ
e−βτnc(ζn, Yτ−n , ζn+1, Yτn)
+ F α
+
τ − k(α) + kτ+(α)| Fγ
]
,
et l’on simplifie en utilisant les définitions et en particulier
kτ+(α) =
∫ +∞
τ
e−βsf(ξs, Ys) ds,
on obtient donc
F α
+
γ = E
[
F α
+
τ | Fγ
]
.
Par conséquent, (F α
+
γ ) est un (F , T ,A)-martingale système et le corollaire 1.3.10
permet de conclure.
Le second critère d’optimalité permet d’examiner ce qui se passe entre deux
instants de changement de technologie et d’état :
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Théorème 1.3.16. Pour toute stratégie admissible α, tout couple (i, x) ∈ U ×R et
pour (τ, ξ, Y ) relatif à la stratégie α, nous avons les inégalités p.s. suivantes :
Pour tout n ≥ 0,
W ατn ≥ −e−βτn
∫
U×R
c(ζn, Yτ−n , i, x)r(ζn, Yτ−n , i, dx) + E(W
α+
τn
| Gτn).
(1.27)
Pour tout n ≥ −1,
W α
+
τn
≥ E
(∫ τn+1
τn
e−βsf(ξs, Ys) ds| Fτn
)
+ E(W ατn+1 | Fτn). (1.28)
On déduit de (1.27) prise en n = 0 et (1.28) prise en n = −1 :
W α
+
0 ≥ E
(∫ τ0
0
e−βsf(ξs, Ys) ds− e−βτ0c(ξ0, Yτ−0 , ζ1, Yτ0)| F0
)
+E(W α
+
τ0
| F0), (1.29)
où F0 = σ(ξ0, Y0). De plus, la stratégie α̂ est optimale si et seulement si l’égalité a
lieu simultanément dans (1.27) et (1.28).
Preuve.
1. L’essentiel supremum étant pris sur un ensemble plus restreint, nous pouvons
écrire p.s.
W ατn ≥ essup{µt=αt, t≤ταn }
E
( ∫ τµ
N(ω)
τ
µ
n
e−βsf(ξµs , Y
µ
s ) ds−
∑
n≤k<N
e−βτ
µ
k c(ζµk , Y(τµk )− , ζ
µ
k+1, Yτµk )
+
∫ +∞
τ
µ
N(ω)
e−βsf(ζµN(ω), Y
µ
s ) ds
∣∣∣ Gτµn ).
Puisque µt = αt, ∀t ≤ τn, nous avons τµn = ταn et Gτµn = Gταn . Par suite, nous pouvons
écrire l’égalité :
E(e−βτ
µ
n c(ζµn , Y(τµn )− , ζ
µ
n+1, Y
µ
τn
)| Gτµn ) =
∫
U×R
e−βτ
α
n c(ζαn , Y(ταn )−, i, x)r(ζ
α
n , Y(ταn )−, i, dx).
Cette expression est Gτn-mesurable et ne dépend pas de la stratégie µ. Elle peut
donc être sortie de l’ess-sup pour obtenir p.s.
W ατn ≥ −e−βτn
∫
U×R
c(ζαn , Y(ταn )−, i, x)r(., i, dx) + essup{µt=αt, t≤τn}
E
(
kτ+n (µ)| Gτµn
)
.
Du fait que Fτµn = Fταn , nous avons :
W ατn ≥ −e−βτn
∫
U×R
c(ζαn , Y(ταn )− , i, x)r(., i, dx) + E
(
essup
{µt=αt, t≤τn}
E(kτ+n (µ)| Fτµn )| Gταn
)
.
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D’où l’inégalité (1.27).
2. Par définition du gain maximal conditionnel après θ,
W α
+
τn
= essup
{µt=αt, t≤τn}
E
( ∫ τµ
N(ω)
τ
µ
n
e−βsf(ξµs , Y
µ
s ) ds−
∑
n<k<N
e−βτ
µ
k c(ζk, Y
µ
τ−
k
, ζk+1, Y
µ
τ
µ
k
)
+
∫ +∞
τ
µ
N(ω)
e−βsf(ζµN(ω), Y
µ
s ) ds
∣∣∣ Fτn)
Soit dans la famille des µ qui vérifient {µt = αt, ∀t ≤ ταn } celles qui coincident avec
α jusqu’à (ταn+1)
−, donc ταn+1 = τ
µ
n+1 et
∫ τµn+1
τn e
−βsf(ξs, Y µs ) ds ne dépend pas de µ.
Ainsi,
W α
+
τn
≥ E
(∫ ταn+1
ταn
e−βsf(ξs, Ys) ds| Fτn
)
+ E
(
kτn+1(µ)| Fτn
)
.
Comme Fτµn ⊂ Gτµn+1 , la minoration peut se récrire :
W α
+
τn
≥ E
(∫ ταn+1
ταn
e−βsf(ξs, Ys) ds| Fτn
)
+ E
(
E
(
kτn+1(µ)| Gτn+1
)
| Fτn
)
.
Puisque µ coincide avec α jusqu’à (ταn+1)
−, par essentiel supremum il vient :
W α
+
τn
≥ E
(∫ ταn+1
ταn
e−βsf(ξs, Ys) ds+ essup
{µt=αt, t<τn+1}
E
(
kτn+1(µ)| Gτn+1
)
| Fτn
)
.
Enfin, l’essentiel supremum commute avec la Fτn-espérance conditionnelle ce qui
implique l’inégalité (1.28).
3. Supposons que la stratégie α̂ est optimale. Les inégalités (1.27) et (1.28) im-
pliquent :
W α̂τn ≥ −e−βτn
∫
U×R
c(ζn, Yτ−n , i, x)r(., i, dx) + E(W
α̂+
τn
| Gτn)
≥ −e−βτn
∫
U×R
c(ζn, Yτ−n , i, x)r(., i, dx) + E
(∫ τn+1
τn
e−βsf(ξs, Ys) ds+W α̂τn+1 | Gτn
)
,
où (τ, ξ, Y ) est relatif à la stratégie α̂. Ensuite, l’égalité (1.23) appliquée aux temps
d’arrêt τn et τn+1 entraîne l’égalité
W α̂τn = E
[∫ τn+1
τn
e−βsf(ξs, Ys) ds− e−βτnc(ζn, Yτ−n , ζn+1, Yτn)| Gτn
]
+ E
[
W α̂τn+1 | Gτn
]
.
D’où (1.27) est une égalité.
4. Ci-dessous, le triplet (τ, ξ, Y ) est relatif à la stratégie α̂. En remplaçant dans
l’inégalité (1.28) le gain maximal conditionnel W α̂τn+1 par l’égalité (1.27) appliquée
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au temps τn+1, nous obtenons :
W α̂
+
τn
≥ E
[∫ τn+1
τn
e−βsf(ξs, Ys) ds+W α̂τn+1 | Fτn
]
≥ E
[∫ τn+1
τn
e−βsf(ξs, Ys) ds+W α̂
+
τn+1
− e−βτn+1c(ζn+1, Yτ−
n+1
, ζn+2, Yτn+1)| Fτn
]
.
De plus, l’égalité (1.24) appliquée aux temps d’arrêt τn et τn+1 entraîne l’égalité
W α̂
+
τn
= E
[∫ τn+1
τn
e−βsf(ξs, Ys) ds− e−βτn+1c(ζn+1, Yτ−n+1, ζn+2, Yτn+1)| Fτn
]
+ E
[
W α̂
+
τn+1
| Fτn
]
ce qui entraîne que (1.28) est une égalité.
5. Supposons qu’il existe une stratégie admissible α pour laquelle il y ait égalité
dans (1.27), (1.28) et (1.29) pour tout n ≥ 0 (respectivement pour tout n ≥ −1).
Nous avons, d’après l’égalité (1.29) p.s.
W α
+
0 = E
[∫ τα0
0
e−βsf(ξαs , Y
α
s ) ds− e−βτ0c(ξ0, Yτ−0 , ζ1, Yτ0)
∣∣∣ F0
]
+ E
[
W α
+
τ0
∣∣∣ F0] .
Nous posons l’hypothèse de récurrence jusqu’au rang n suivante :
W α
+
0 = E
[∫ ταn
0
e−βsf(ξαs , Y
α
s ) ds−
n∑
k=0
e−βτ
α
k c(ζαk , Y(ταk )−, ζ
α
k+1, Yταk ) +W
α+
τn
∣∣∣ F0
]
.
(1.30)
Montrons qu’elle est vraie au rang n + 1. Les égalités (1.27) et (1.28) (prises en
(n+ 1)) impliquent :
Wα
+
τn
= E
[∫ ταn+1
ταn
e−βsf(ξs, Ys) ds− e−βταn+1c(ζαn+1, Y(ταn+1)− , ζαn+2, Yταn+1) +Wα
+
τn+1
∣∣ Fτn
]
. (1.31)
En remplaçant W α
+
τn
par son expression (1.31), l’égalité (1.30) devient
W α
+
0 = E
[∫ ταn+1
0
e−βsf(ξαs , Y
α
s ) ds−
n+1∑
k=0
e−βτ
α
k c(ζαk , Y(ταk )− , ζ
α
k+1, Yταk ) +W
α+
τn+1
∣∣∣ F0
]
.
Ainsi l’hypothèse de récurrence est vérifiée au rang n+1. Enfin, lorsque n tend vers
l’infini, W α
+
τn
converge vers
∫+∞
τ f(ξs, Ys)ds p.s. (lemme 1.3.14) et par suite nous
avons
W α
+
0 = E(k(α)| F0).
En appliquant la propriété (1.21) en θ = 0, nous obtenons F α
+
0 = W
α+
0 , soit
F α
+
0 = E(k(α)
∣∣∣ F0) = E(i,x)(k(α)).
Par conséquent, la stratégie α est optimale.
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1.3.3 Propriétés markoviennes
Le critère d’optimalité donné par le théorème 1.3.16 est insuffisant pour aider
à la construction d’une stratégie optimale car les variables aléatoires W ατn et W
α+
τn
qui interviennent dépendent de la stratégie admissible α. En utilisant le caractère
markovien et homogène entre deux instants d’impulsion, ainsi que la forme marko-
vienne de chaque renaissance, nous pouvons espérer obtenir que les gains maximaux
conditionnels ne dépendent que de l’état de système à l’instant du conditionnement.
D’après le théorème de Doob, pour tout Y intégrable il existe une fonction
mesurable g telle que :
E
[
Y
∣∣∣σ(ξt, Yt)] := g(ξt, Yt).
Ainsi, prenons en compte la notation :
E{i,x}(Y ) := g(i, x).
Proposition 1.3.17. 1. Introduisons les fonctions ρ et ρ+ sur l’espace mesurable
(U ×R,P(U)⊗ BR) :
ρ(i, x) = essup
µ∈A
E{i,x}(k(µ)) et ρ
+(i, x) = essup
{µ∈A, τµ0 >0}
E{i,x}(k(µ)),
où l’essentiel supremum est pris au sens de la mesure de Lebesgue. Ces deux fonc-
tions sont P(U) ⊗ BR mesurables.
2. De plus, nous avons :
ρ(i, x) ≥ ρ+(i, x) ≥ Ei,x
[∫ +∞
0
e−βsf(ξs, Ys)ds
]
> 0. (1.32)
Rappelons tout d’abord la proposition 6.1.1 de Neveu [61], très utile pour dé-
montrer la proposition 1.3.17 :
Proposition 1.3.18. Pour toute famille F de fonctions réelles mesurables f : Ω −→
R définies sur un espace de probabilité (Ω,A,P) il existe une, et à une équivalence
près une seule, fonction mesurable g : Ω −→ R telle que
– g ≥ f p.s. pour tout f ∈ F ,
– si h est une fonction mesurable telle que h ≥ f p.s. pour tout f ∈ F , alors
h ≥ g p.s.
Cette fonction g, qui est la borne supérieure de la famille F au sens de l’inégalité
p.s., est noté essup(F ). En outre, il existe au moins une suite (fn, n ∈ N) extraite
de F telle que essup(F ) = sup fn p.s.
Si la famille est filtrante croissante, la suite (fn, n ∈ N) peut être choisie p.s. crois-
sante et alors
essup(F ) = lim
n
↑ fn p.s.
42 Chapitre 1. Problème de contrôle impulsionnel en horizon infini
Preuve de la proposition 1.3.17.
1. La mesurabilité de ces fonctions, sur l’ensemble (U × R,P(U)⊗ BR), est assurée
comme conséquence de la proposition 6.1.1 de Neveu [61].
2. Puisque l’ess-sup est pris sur un ensemble plus restreint, il est trivial de prouver
que ρ(i, x) ≥ ρ+(i, x).
Ensuite, pour la stratégie µ qui vérifie τ0 = +∞ et ξt = i ∀t, nous obtenons :
ρ+(i, x) ≥ E{i,x}
[∫ +∞
0
e−βsf(ξs, Ys)ds
]
.
D’où, la propriété (1.32) est vérifiée.
Proposition 1.3.19. Pour toute stratégie µ et toutes fonctions f et c telles que
(ω, t) −→ e−β(t−τn)f(ξt, Yt)1[τk,τk+1[ et ω −→ e−β(τk−τn)c(ζk, Yτ−
k
, ζk+1, Yτk)
sont intégrables pour tout n, k ≥ n, il existe des fonctions mesurables (Fi)1≤i≤4 sur
N× U ×R telles que :
E
[
An,k+1
∫ τk+1
τk
e−β(t−τn)f(ξt, Yt)dt
∣∣∣Fτn] = F1(k − n, ζn+1, Yτn), ∀k ≥ n ≥ −1
(1.33)
E
[
An,k+1
∫ τk+1
τk
e−β(t−τn)f(ξt, Yt)dt
∣∣∣Gτn] = F2(k − n, ζn, Yτ−n ), ∀k ≥ n ≥ 0
(1.34)
E
[
An,k+1e
−β(τk−τn)c(ζk, Yτ−
k
, ζk+1, Yτk)
∣∣∣Fτn] = F3(k − n, ζn+1, Yτn), ∀k > n ≥ −1
(1.35)
E
[
An,k+1e
−β(τk−τn)c(ζk, Yτ−
k
, ζk+1, Yτk)
∣∣∣Gτn] = F4(k − n, ζn, Yτ−n ), ∀k ≥ n ≥ 0,
(1.36)
où An,k+1 = 1{τn<τn+1<...<τk+1}.
Preuve. Pour montrer les assertions précédentes, il suffit de procéder par récurrence.
Notons d’abord par (Fnt , t ≥ 0) la filtration (Ft+τn , t ≥ 0). Ensuite, mentionnons
que les processus Y n. et Y.+τn ont la même loi Fτn-conditionnelle sur l’intervalle
[0, τn+1−τn[ où Y n. est un processus de Markov homogène partant de Yτn et vérifiant :{
dY nt = b(ζn+1, Y
n
t )dt+ σ(ζn+1, Y
n
t )dW
n
t
Y n0 = Yτn,
où W n est un mouvement brownien indépendant de la tribu Fτn. De plus, le proces-
sus (t, Y n. ) est un processus de Markov non homogène pour la filtration (Fnt , t ≥ 0).
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1. Commençons par l’assertion (1.33). Pour l = k − n = 0, n ≥ −1, nous avons :
E
[
An,n+1
∫ τn+1
τn
e−β(t−τn)f(ξt, Yt)dt
∣∣Fτn] = E [An,n+1 ∫ τn+1
τn
e−β(t−τn)f
(
ζn+1, Y
n
t−τn) dt
∣∣Fτn]
= E
[
An,n+1
∫ τn+1−τn
0
e−βtf
(
ζn+1, Y
n
t ) dt
∣∣Fτn]
En utilisant 2. de la définition 1.2.10, nous obtenons :
E
[
An,n+1
∫ τn+1−τn
0
e−βtf
(
ζn+1, Y
n
t ) dt
∣∣Fτn] = E{i,x} [A−1,0 ∫ τ0
0
e−βtf
(
ζn+1, Y
−1
t )dt
]∣∣i=ζn+1,x=Yτn
où A−1,0 = 1{τ0>0}. On obtient donc l’existence d’une fonction F1(0, ., .) telle que
E
[
An,n+1
∫ τn+1
τn
e−β(t−τn)f(ξt, Yt)dt
∣∣∣Fτn] = F1(0, ζn+1, Yτn),
où
F1(0, i, x) = E{i,x}
[
1{τ0>0}
∫ τ0
0
e−βtf
(
i, Y xt ) dt
]
.
D’où, l’assertion (1.33) est vérifiée pour l = 0.
Gτn étant une sous-tribu de Fτn, on conditionne ce dernier résultat par Gτn , pour
tout n ≥ 0. Ensuite, en se servant du théorème de Fubini et en utilisant la loi condi-
tionnelle r de passage du couple (ζn, Yτ−n ) au couple (ζn+1, Yτn) sachant Gτn qui est
indépendante de n, nous obtenons :
E
[
F1(0, ζn+1, Yτn)
∣∣∣Gτn] = ∫
U×R
F1(0, j, y) r(ζn, Yτ−n , j, dy).
Cette dernière expression est effectivement une fonction mesurable de ζn et Yτ−n .
D’où l’existence d’une fonction F2(0, ., .) définie par
F2(0, i, x) =
∫
U×R
F1(0, j, y) r(i, x, j, dy).
Par conséquent, les assertions (1.33) et (1.34) sont vérifiées pour l = k − n = 0.
Supposons qu’elles sont vraies jusqu’ à l = k−n et montrons qu’elles sont vraies au
rang l + 1.
2. Du fait que Fτn ⊂ Gτn+1 et An,n+1 ∈ Gτn+1 , nous avons :
E
[
An,k+2
∫ τk+2
τk+1
e−β(t−τn)f(ξt, Yt)dt
∣∣∣Fτn
]
=
E
[
An,n+1E
(
An+1,k+2
∫ τk+2
τk+1
e−β(t−τn)f(ξt, Yt)dt
∣∣∣Gτn+1
) ∣∣∣Fτn
]
.
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D’après l’hypothèse de récurrence (1.34) appliquée à l = (k + 1) − (n + 1), nous
obtenons :
E
[
An,n+1E
(
An+1,k+2
∫ τk+2
τk+1
e−β(t−τn)f(ξt, Yt)dt
∣∣∣Gτn+1
) ∣∣∣Fτn
]
=
E
[
An,n+1e
−β(τn+1−τn)F2(k − n, ζn+1, Yτ−
n+1
)
∣∣∣Fτn]
= E{i,x}
[
A−1,0e
−β τ0F2(k − n, ζn+1, Y 0τn+1−τn)
]∣∣∣i=ζn+1,x=Yτn .
La dernière égalité est donnée grâce à la définition 1.2.10. D’où l’assertion (1.33) est
vérifiée pour l + 1 avec
F1(l + 1, i, x) = E{i,x}
[
1{τ0>0}e
−β τ0 F2(l, i, Y xτ−0
)
]
.
Ensuite, on a Gτn ⊂ Fτn et par suite en conditionnant l’assertion (1.33) par Gτn il
vient pour k + 1 = (l + 1) + n,
E
[
F1(l + 1, ζn+1, Yτn)
∣∣∣Gτn] = ∫
U×R
F1(l + 1, j, y)r(ζn, Yτ−n , j, dy).
L’expression précédente est bien une fonction de l + 1 et mesurable pour les v.a. ζn
et Yτ−n et l’assertion (1.34) est vraie pour tout k ≥ n avec
F2(l + 1, i, x) =
∫
U×R
F1(l + 1, j, y)r(i, x, j, dy).
3. On calcule pour l = k − n = 0, n ≥ 0 :
E
[
An,n+1c(ζn, Yτ−n , ζn+1, Yτn)
∣∣Gτn] = E [c(ζn, Yτ−n , ζn+1, Yτn)E (An,n+1∣∣Fτn) ∣∣Gτn]
= E
[
c(ζn, Yτ−n , ζn+1,∆n + Yτn−)E
(
A−1,0
∣∣Fτn) ∣∣Gτn]
=
∫
U×R
Pj,y(τ0 > 0)c(ζn, Yτn−, j, y) r(ζn, Yτn−, j, dy).
La dernière égalité provient de la définition de la loi conditionnelle r de passage de
(ζn, Yτ−n ) à (ζn+1, Yτn) sachant Gτn . Ainsi, on a l’existence de F4(0, ., .) définie par
F4(0, i, x) =
∫
U×R
Pj,y(τ0 > 0)c(i, x, j, y) r(i, x, j, dy).
Ensuite montrons que l’assertion (1.35) est vraie pour k = n + 1, n ≥ −1. Du
fait que Fτn ⊂ Gτn+1 , on multiplie l’assertion (1.36), prise au rang n + 1, par
An,n+1e
−β(τn+1−τn), puis on la conditionne par Fτn et l’on obtient
E
[
An,n+1e
−β(τn+1−τn)F4(0, ζn+1, Yτ−n+1)
∣∣Fτn] = E{i,x} [A−1,0e−βτ0F4(0, ζn+1, Y nτn+1−τn]∣∣i=ζn+1,x=Yτn
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la dernière égalité étant donnée par 2. de la définition 1.2.10. Par suite, il existe
F3(1, ., .) définie par :
F3(1, i, x) = E{i,x}
[
1{τ0>0}e
−βτ0F4(0, i, Y xτ−0 )
]
.
Ainsi l’assertion (1.35) est vérifiée pour k = n+ 1.
Par suite on pose les hypothèses de récurrence (1.35) et (1.36) jusqu’au rang l = k−n
et on montre qu’elles sont vraies pour l + 1.
4. Pour tout n ≥ −1, Fτn ∈ Gτn+1 et An,n+1 ∈ Gτn+1 , nous obtenons :
E
[
An,k+2e
−β(τk+1−τn)c(ζk+1, Yτ−
k+1
, ζk+2, Yτk+1)
∣∣∣Fτn]
=
E
[
An,n+1E
(
An+1,k+2e
−β(τk+1−τn)c(ζk+1, Yτ−
k+1
, ζk+2, Yτk+1)
∣∣∣Gτn+1) ∣∣∣Fτn] .
D’après l’hypothèse de récurrence (1.36), appliquée à l = (k+ 1)− (n+ 1), l’égalité
précédente devient :
E
[
An,k+2e
−β(τk+1−τn)c(ζk+1, Yτ−
k+1
, ζk+2, Yτk+1)
∣∣∣Fτn] =
E
[
An,n+1e
−β(τn+1−τn)F4(k − n, ζn+1, Yτ−n+1)
∣∣∣Fτn]
= E
[
A−1,0e−β(τn+1−τn)F4(k − n, ζn+1, Y 0τn+1−τn)
]∣∣∣ζn+1=i,Yτn=x .
En utilisant la définition 1.2.10, l’égalité (1.35) est vérifiée pour tout k > n avec
l’existence de F3(l + 1, ., .) définie par
F3(l + 1, i, x) = E{i,x}
[
1{τ0>0}e
−βτ0F4(l, i, Y xτ−0 )
]
.
Ensuite, Gτn ⊂ Fτn . Par suite, pour tout n ≥ 0, en conditionnant l’assertion (1.35)
en k + 1 > n par la filtration Gτn , nous avons :
E
[
An,k+2e
−β(τk+1−τn)c(ζk+1, Yτ−
k+1
, ζk+2, Yτk+1)
∣∣∣Gτn]
= E
[
An,n+1E
(
An,k+2e
−β(τk+1−τn)c(ζk+1, Yτ−
k+1
, ζk+2, Yτk+1)
∣∣∣Fτn) ∣∣∣Gτn]
= E
[
An,n+1F3(k + 1− n, ζn+1, Yτn)
∣∣∣Gτn] .
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De la définition de la loi conditionnelle r de passage de (ζn, Yτ−n ) à (ζn+1, Yτn) sachantGτn , il vient :
E
[
An,n+1F3(k + 1− n, ζn+1, Yτn)
∣∣Gτn] = ∫
U×R
Pj,y(τ0 > 0)F3(k + 1− n, j, y)r(ζn, Yτn−, j, dy),
On déduit l’existence de F4(l + 1, ., .) définie par
F4(l + 1, i, x) =
∫
U×R
Pj,y(τ0 > 0)F3(l + 1, j, y)r(i, x, j, dy).
Au cours de cette preuve, nous avons démontré les propriétés suivantes :
Corollaire 1.3.20. Les fonctions (Fn(., i, x))1≤n≤4 satisfont les relations de récur-
rence suivantes :
F1(0, i, x) = E{i,x}
[
1{τ0>0}
∫ τ0
0
e−βtf
(
i, Y xt ) dt
]
F2(l, i, x) =
∫
U×R
F1(l, j, y)r(i, x, j, dy) si l > 0
F1(l, i, x) = E{i,x}
[
1{τ0>0}e
−β τ0 F2(l − 1, i, Y xτ−0 )
]
si l > 0
F4(0, i, x) =
∫
U×R
Pj,y(τ0 > 0)c(i, x, j, y) r(i, x, j, dy)
F3(l, i, x) = E{i,x}
[
1{τ0>0}e
−βτ0F4(l − 1, i, Y xτ−0 )
]
si l ≥ 1
F4(l, i, x) =
∫
U×R
Pj,y(τ0 > 0)F3(l, j, y)r(i, x, j, dy) si l > 0.
D’où le corollaire suivant :
Corollaire 1.3.21. Nous avons les égalités presque sûres suivantes :
W ατn = e
−βταn ρ(ζαn , Y(ταn )−), ∀ n ≥ 0 (1.37)
W α+τn = e
−βταn ρ+(ζαn+1, Yταn ), ∀ n ≥ −1. (1.38)
En particulier, W α+0 = ρ
+(i, x).
Preuve. On considère la trajectoire (ξ, Y ) à partir de ταn , la fonction valeur associée
est égale à :
ρ(ζαn , Y(ταn )−) = essup
µ∈A
E
[
k(µ)
∣∣∣ξ0 = ζαn , Y0 = Y(ταn )−] .
Puisque l’on considère les trajectoires partant de ταn , du fait que l’essentiel supremum
est pris sur l’ensemble {µt = αt, ∀ t < ταn }. En utilisant l’expression (1.14), pour de
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telles stratégies, τµn = τ
α
n (noté τn ci-dessous), il vient :
kτn(µ)(ω) =
∑
n≤k<N
An,k+1
∫ τk+1
τk
e−βsf(ξs, Ys) ds−
∑
n≤k<N
An,k+1e
−βτkc(ζk, Yτ−
k
, ζk+1, Yτk)
+ 1{τn≤τN}
∫ +∞
τN(ω)
e−βsf(ζN(ω), Ys)ds.
Par ailleurs, nous pouvons utiliser les assertions (1.34) et (1.36) de la proposition
1.3.19 pour obtenir :
E
[
k(µ)(ω)
∣∣ξ0 = ζn, Y0 = Yτ−n ] = ∑
j≥0
e−βτnF2(j, ζn, Yτ−n )−
∑
j≥0
e−βτnF4(j, ζn, Yτ−n )
+ 1{τn≤τN}E
[∫ +∞
τN(ω)
e−βsf(ζN(ω), Ys)ds
∣∣ξ0 = ζn, Y0 = Yτ−n
]
.
Ensuite, en prenant j = k− n, la dernière expression peut être écrite sous la forme
suivante :∑
k≥n
F2(k − n, ζn, Yτ−n )−
∑
k≥n
F4(k − n, ζn, Yτ−n )
+ 1{τn≤τN}E
[∫ +∞
τN(ω)
e−βsf(ζN(ω), Ys)ds
∣∣∣ξ0 = ζn, Y0 = Yτ−n
]
= E
[
eβτnkτn(µ)
∣∣∣Gτn] ,
où l’intégrand est détaillé comme suit
eβτnkτn(µ) =
∑
n≤k<N
An,k+1
∫ τk+1
τk
e−β(s−τn)f(ξs, Ys) ds−
∑
n≤k<N
An,k+1e
−β(τk−τn)c(ζk, Yτ−
k
, ζk+1, Yτk)
+ 1{τn≤τN}
∫ +∞
τN(ω)
e−β(s−τn)f(ζN(ω), Ys)ds.
L’essentiel sup étant pris sur l’ensemble {µt = αt, ∀ t < ταn }, on obtient :
ρ(ζn, Yτ−n ) = essup{µt=αt, ∀ t<τn}
E
[
eβτnkτn(µ)
∣∣∣Gτn] ,
où l’on reconnait eβτn W ατn (définition 1.3.11). Ainsi, l’égalité (1.37) est vérifiée.
De manière analogue, nous vérifions l’égalité (1.38), pour tout n ≥ −1 : On
considère la trajectoire (ξ, Y ) qui part à droite de ταn , la fonction valeur associée est
égale à :
ρ+(ζn+1, Yτn) = essup
µ∈A, τµ0 >0
E
[
k(µ)
∣∣∣ξ0 = ζαn+1, Y0 = Yταn ] .
Puisque l’on considère les trajectoires partant à droite de ταn , du fait que l’essentiel
supremum est pris sur l’ensemble {µt = αt, ∀ t ≤ ταn }. Pour de telles stratégies,
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τµn = τ
α
n (noté τn) et il vient :
E
[
k(µ)
∣∣ξ0 = ζn+1, Y0 = Yτn] = ∑
j≥0
e−βτn F1(j, ζn+1, Yτn)−
∑
j>0
e−βτn F3(j, ζn+1, Yτn)
+ 1{τn≤τN}E
[∫ +∞
τN(ω)
e−βsf(ζN(ω), Ys)ds
∣∣ξ0 = ζn+1, Y0 = Yτn
]
.
La dernière égalité est obtenue en utilisant les assertions (1.34) et (1.36) de la
proposition 1.3.19. Ensuite, en prenant j = k − n, la dernière expression peut être
écrite sous la forme suivante :∑
k≥n
F1(k − n, ζn+1, Yτn)−
∑
k>n
F3(k − n, ζn+1, Yτn)
+ 1{τn≤τN}E
[∫ +∞
τN(ω)
e−βsf(ζN(ω), Ys)ds
∣∣ξ0 = ζn+1, Y0 = Yτn
]
= E
[
eβτnkτ+n (µ)
∣∣Fτn] ,
où l’intégrand est détaillé comme suit
eβτnkτ+n (µ) =
∑
n≤k<N
An,k+1
∫ τk+1
τk
e−β(s−τn)f(ξs, Ys) ds−
∑
n<k<N
An,k+1e
−β(τk−τn)c(ζk, Yτ−
k
, ζk+1, Yτk)
+ 1{τn≤τN}
∫ +∞
τN(ω)
e−β(s−τn)f(ζN(ω), Ys)ds.
L’essentiel supremum étant pris sur l’ensemble {µt = αt, ∀ t ≤ ταn }, on obtient
ρ+(ζn+1, Yτn) = essup
{µt=αt, ∀ t≤τn}
E
[
eβτnkτ+n (µ)
∣∣∣Fτn] ,
où l’on reconnait eβτn W α
+
τn
(définition 1.3.11).
D’où la remarque suivante :
Remarque 1.3.22. La fonction ρ présente le gain moyen de la firme avant le chan-
gement de technologie, tandis que la fonction ρ+ est le gain moyen de la firme juste
après le saut.
A la suite de Lepeltier et Marchal [51], nous introduisons la définition suivante :
Définition 1.3.23. Pour tout (i, x) ∈ U × R, nous définissons l’application sui-
vante :
mρ+(i, x) : (i, x) 7−→ essup
ν∈M(i,x)
∫
U×R
ν(i, x; j, dy)
(
−c(i, x, j, y) + ρ+(j, y)
)
.
Posons, de plus, pour tout ensemble M∗(i,x) =M(i,x) − δ(i,x)
m∗ρ+(i, x) : (i, x) 7−→ essup
ν∈M∗
(i,x)
∫
U×R
ν(i, x; j, dy)(−c(i, x, j, y) + ρ+(j, y)).
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Remarques 1.3.24. 1. Les applications mρ+ et m∗ρ+ sont mesurables comme es-
sentiel supremum des fonctions mesurables
(i, x) 7−→
∫
U×R
ν(i, x; j, dy)
(
−c(i, x, j, y) + ρ+(j, y)
)
.
2. Les applications ρ+, ρ, mρ+, m∗ρ+, mρ, m∗ρ sont liées par les relations suivantes :{
mρ+(i, x) = ρ+(i, x) ∨m∗ρ+(i, x)
mρ(i, x) = ρ(i, x) ∨m∗ρ(i, x).
Hypothèse 2.
i/ La P(i,x)-loi du couple (τ0, (ξ., Y.)1[0,τ0)) est faiblement continue en x.
ii/ Les fonctions f et c sont continues bornées.
iii/ Pour toute fonction g borélienne bornée, et tout r ∈ M, (i, x) 7−→ r(i, x; g)
est continue.
Proposition 1.3.25. Sous les hypothèses 1 et 2 (iii), il existe un noyau borélien r∗
tel que r∗(i, x, ., .) ∈M(i,x) vérifiant
mρ+(i, x) =
∫
U×R
r∗(i, x; j, dy)(−c(i, x, j, y) + ρ+(j, y)). (1.39)
Preuve.
1. D’après la définition de la fonction mρ+ et les propriétés de l’essentiel supremum
il existe, pour tout (i, x) et tout n, un noyau borélien rn(i,x) ∈M tel que,
−1
n
+mρ+(i, x) ≤
∫
U×R
rn(i,x)(i, x; j, dy)
(
−c(i, x; j, y) + ρ+(j, y)
)
≤ mρ+(i, x).
L’ensemble M(i,x) étant compact fermé pour la topologie faible (hypothèse 1), il
existe une suite extraite (r
nj
(i,x))j≥0 et une mesure r
∗
(i,x) ∈M(i,x) telles que
r∗(i,x)(i, x, ..) est la limite faible de la suite (r
nj
(i,x)(i, x, ..))j.
r∗(i,x)(i, x, ..) est une probabilité obtenue comme limite faible d’une suite extraite
(r
nj
(i,x))j≥0 de probabilités de l’espace compact M(i,x).
2. Ensuite, appliquons le théorème 3.38 de Castaing [23, p. 85] (cf. théorème A.0.4
dans Annexe A) :
(i) On a la multi-application
Σ : U ×R −→ M1(U ×R)
(i, x) −→ {r(i, x, ., .), r ∈M}
où M1(U × R) est l’ensemble des probabilités sur U × R muni de la tribu T des
boréliens de la topologie faible. C’est un ensemble complet, métrisable et séparable
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(et donc un espace Polonais). Pour prouver que graph Σ = {((i, x), r(i, x, ., .))} est
mesurable, nous utilisons le lemme suivant que nous citons par souci de complétude :
Lemme 2. [22, p. 135] Soient (Ω,A, µ) un espace mesuré avec µ positive finie et A∗
le prolongement de Lebesgue de A. Soient E un espace Polonais et Γ une multi-
application de Ω à valeurs dans les fermés non vides de E. Alors les conditions
suivantes sont équivalentes :
- Pour tout x fixé dans E, la fonction ω −→ d(x,Γ(ω)) est A∗ -mesurable.
- Γ est de graphe mesurable, c’est à dire son graphe appartient à A∗ ⊗ B, où B
est la tribu borélienne de E.
Dans notre cas, (Ω,F , (Ft),P) est un espace de probabilité complet filtré etM1(U×
R) est un espace Polonais. De plus, l’hypothèse 1 donne que Σ est à valeurs dans les
fermés. Par ailleurs, d’après le théorème 2.19 [3, p. 25], il existe un sous-ensemble
dénombrable de fonctions continues (ϕj) sur M1(U × R) avec ‖ϕj‖ = 1 ∀j, tel que
d :M1(U ×R)×M1(U × R) −→ [0,+∞[
(P,Q) −→
+∞∑
j=1
|Pϕj −Qϕj |
2j
définit une métrique sur M1(U × R) qui engendre la topologie faible. Pour tout
P ∈M1(U × R), définissons l’application :
(i, x) 7−→ d(P,Σi,x) = ess inf{d(P,Q), Q ∈ Σi,x} = essinf
r∈M
d(P, r(i, x, .)),
où
d(P, r(i, x, .)) =
+∞∑
j=1
|Pϕj − r(i, x, ϕj)|
2j
.
Sous l’hypothèse 2 (iii), pour tout j, x 7−→ r(i, x, ϕj) est mesurable. Par conséquent,
pour tout r ∈ M (i, x) 7−→ d(P, r(i, x, .)) est mesurable comme limite croissante de
fonctions mesurables. Enfin, x 7−→ essinf
r∈M
d(P, r(i, x, .)) est mesurable comme un
essentiel infimum de fonctions mesurable. Par conséquent, d’après le lemme 2 [22,
p. 135], le graphe de Σ est mesurable.
(ii) Nous utilisons le résultat suivant que nous citons par souci de complétude :
Proposition 12.4. [48, p. 74] Soient (X,A) un espace mesurable, Y espace séparable
métrique et f : X → Y une fonction mesurable. Alors, graph(f) ⊂ X × Y est aussi
mesurable.
Dans notre cas, (U ×R,P(U)⊗BR) est un espace mesurable, R un espace séparable
métrique muni de la distance usuelle et l’application mρ+ : U × R −→ R définie
dans la définition 1.3.23 est mesurable (proposition 1.3.24). Cette proposition 12.4
[48, p. 74] montre alors que graph(mρ+) est mesurable.
(iii) Puisque (−c+ρ+) est une fonctions bornée mesurable sur (U ×R)2, la fonction
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g : U ×R× P(U × R) −→ R définie par :
g(i, x,P) =
∫
U×R
(
−c(i, x; j, y) + ρ+(j, y)
)
P(j, dy)
est mesurable.
(iv) D’après le point 1 ci-dessus, pour tout (i, x), il existe r∗(i,x)(i, x; .) ∈ M(i,x) tel
que
mρ+(i, x) =
∫
U×R
r∗(i,x)(i, x; j, dy)
(
−c(i, x; j, y) + ρ+(j, y)
)
.
Ainsi, mρ+(i, x) ∈ g(i, x,Σ(i, x)) et pour tout (i, x), g(i, x,Σ(i, x)) ∩mρ+(i, x) 6= ∅.
Par suite, d’après le théorème 3.38 [23, p. 85], il existe une sélection mesurable de Σ
notée r∗ telle que g(i, x, r∗(i, x; ., .)) = mρ+(i, x) et le noyau r∗ vérifie donc l’égalité
(1.39).
Pour la suite, on va utiliser une topologie plus forte que celle introduite en (1.11) :
Hypothèse 3. L’ensemble A = {r(.,−c+ ρ+), r ∈ M} est fermé et compact pour
la topologie suivante :
(rn(.,−c+ ρ+))n converge uniformément vers r(.,−c+ ρ+) sur tout compact de R.
(1.40)
Proposition 1.3.26. Sous l’hypothèse 3, nous obtenons que
1. l’application
x 7−→
∫
U×R
r∗(i, x; j, dy)
(
−c(i, x, j, y) + ρ+(j, y)
)
coincide avec l’application mρ+.
2. x 7−→ mρ+(i, x) est continue sur R.
Preuve.
1. Pour tout x ∈ D, où D est un ensemble dénombrable dense, d’après les propriétés
de l’essentiel supremum il existe une suite (rn,x) ∈M telle que rn,x(i, x,−c(i, x, j, y)+
ρ+(j, y)) converge vers r∗(i, x,−c(i, x, j, y) + ρ+(j, y)).
L’ensemble A est fermé et compact pour la topologie définie dans l’hypothèse 3,
d’où il existe une sous-suite (rnk) de limite r̂ ∈M telle que rnk(.,−c+ ρ+) converge
uniformément vers r̂(.,−c + ρ+) sur tout compact de R. Nous obtenons grâce à
l’unicité de la limite, pour tout x ∈ D, r ∈M :
r∗(i, x,−c(i, x, j, y) + ρ+(j, y)) = r̂(i, x,−c(i, x, j, y) + ρ+(j, y)) ≥ r(i, x,−c(i, x, j, y) + ρ+(j, y)).
Soit K un compact de R. Pour tout x ∈ K et r ∈ M , introduisons ηr̂ et ηr, les
modules d’uniforme continuité de r̂ et r sur K. Ensuite, il existe xn ∈ D∩B(x, ηr̂)∩
B(x, ηr) tel que, pour tout ε > 0 :
r̂(i, x,−c(i, x, j, y) + ρ+(j, y)) ≥ r̂(i, xn,−c(i, x, j, y) + ρ+(j, y))− ε
≥ r(i, xn,−c(i, x, j, y) + ρ+(j, y))− ε
≥ r(i, x,−c(i, x, j, y) + ρ+(j, y))− 2ε.
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Par suite, pour tout ε > 0 :
r̂(i, x,−c(i, x, j, y) + ρ+(j, y)) ≥ r(i, x,−c(i, x, j, y) + ρ+(j, y))− 2ε.
Ce qui implique que, pour tout x ∈ K et tout K ⊂ R :
r̂(i, x,−c(i, x, j, y) + ρ+(j, y)) ≥ r(i, x,−c(i, x, j, y) + ρ+(j, y)).
Ainsi, pour tout x ∈ R, il vient :
r̂(i, x,−c(i, x, j, y) + ρ+(j, y)) = sup
r∈M
r(i, x,−c(i, x, j, y) + ρ+(j, y)),
où l’on reconnait mρ+(i, x) ce qui montre 1.
2. Les hypothèses 2 (ii) (iii) montrent la continuité de
x 7→ r̂(i, x,−c(i, x, j, y) + ρ+(j, y)),
d’où celle de
x 7→ r∗(i, x,−c(i, x, j, y) + ρ+(j, y)).
Proposition 1.3.27. Pour toute stratégie admissible α et tout n ≥ 0, on a
W ατn = e
−βταn mρ+(ζαn , Y(ταn )−) p.s. (1.41)
De plus, pour toute stratégie α ∈ A et tout n ≥ 0, on a
mρ+(ζαn , Y(ταn )−) = ρ(ζ
α
n , Y(ταn )−) p.s.
Preuve.
1. Il s’agit d’établir our tout α ∈ A l’égalité
e−βτ
α
n mρ+(ζαn , Y(ταn )−) = essup{µt=αt, ∀ t<ταn }
E(kταn (µ)| Gταn ) p.s. (1.42)
Soit une stratégie µ vérifiant {µt = αt, ∀ t < τn}, alors τµn = ταn et r(ζαn , Y(ταn )− , ., .) ∈
M{ζαn ,Y(ταn )−}
, donc l’opérateur mρ+(ζαn , Y(ταn )−) vérifie :
e−βτ
α
n mρ+(ζαn , Y(ταn )−) ≥ e−βτ
α
n
∫
U×R
r(ζαn , Y(ταn )−, i, dx)(−c(ζαn , Y(ταn )− , i, x)+ρ+(i, x)).
De plus, pour toutes ces stratégies µ on a :
e−βτ
α
n
∫
U×R
r(ζαn , Y(ταn )− , i, dx)(−c(ζαn , Y(ταn )−, i, x) + ρ+(i, x))
= e−βτ
α
nE
(
− c(ζµn , Y(τµn )−, ζµn+1, Yτµn ) + ρ+(ζµn+1, Yτµn )| Gταn
)
.
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Grâce à l’égalité (1.38), on peut remplacer e−βτ
α
n ρ+(ζµn+1, Yτµn ) :
e−βτ
α
n mρ+(ζαn , Y(ταn )−) ≥ E
(
−e−βτnc(ζµn , Y(τµn )− , ζµn+1, Yτµn ) +W µ+τn | Gταn
)
.
Soit encore, puisque W µ+τn ≥ E(kτ+n (µ)| Fτµn ), pour cette stratégie µ qui vérifie {µt =
αt, ∀ t < τn} :
e−βτ
α
n mρ+(ζαn , Y(ταn )−) ≥ E
[
−e−βτnc(ζµn , Y(τµn )−, ζµn+1, Yτµn ) + E(kτ+n (µ)| Fτµn )
∣∣∣Gταn ] .
La tribu Gτn étant une sous-tribu de Fτn, ∀µ ∈ {µt = αt, ∀ t < τn} :
e−βτ
α
n mρ+(ζαn , Y(ταn )−) ≥ E
[
−e−βτnc(ζµn , Y(τµn )− , ζµn+1, Yτµn ) + kτ+n (µ)| Gταn
]
.
Par suite, on a :
e−βτ
α
n mρ+(ζαn , Y(ταn )−) ≥ essup{µt=αt, ∀ t<τn}
E
[
−e−βτnc(ζµn , Y(τµn )− , ζµn+1, Yτµn ) + kτ+n (µ)| Gταn
]
.
On en déduit donc l’inégalité
e−βτ
α
n mρ+(ζαn , Y(ταn )−) ≥ W ατn .
Inversement, soit le noyau borélien r∗ introduit dans la proposition 1.3.25. On ap-
plique l’expression (1.39) au point (i, x) = (ζαn , Y(ταn )−), il vient :
e−βτ
α
n mρ+(ζαn , Y(ταn )−) = e
−βταn
∫
U×R
r∗(ζαn , Y(ταn )− ; dy)
(−c(ζαn , Y(ταn )− , j, y) + ρ+(j, y)) p.s.
Le noyau borélien r∗ est une loi conditionnelle de passage de la technologie ζn à ζn+1
et de Yτ−n à Yτn. Ainsi, il lui est associé une stratégie µ
∗ qui vérifie {µ∗t = αt, ∀ t < τn}
telle que p.s.
e−βτ
α
n mρ+(ζαn , Y(ταn )−) = e
−βτn E
(
−c(ζµ∗n , Y(τµ∗n )−, ζ
µ∗
n+1, Yτµ∗n ) + ρ
+(ζµ
∗
n+1, Yτµ∗n )| Gτµ∗n
)
.
De plus, d’après l’égalité (1.38), on a :
e−βτn mρ+(ζn, Yτ−n ) = E
(
−e−βτnc(ζµ∗n , Y(τµ∗n )− , ζ
µ∗
n+1, Yτµ∗n ) +W
µ+∗
τn
| G
τ
µ∗
n
)
p.s.
En appliquant l’inégalité (1.27), on obtient l’inégalité :
e−βτn mρ+(ζn, Yτ−n ) ≤W µ
∗
τn
= essup
{νt=µ∗t ,t<τn}
E(kτn(ν)| Gτνn ).
Parce que µ∗t = αt, ∀ t < τn, les deux ensembles {νt = µ∗t , t < τn} et {νt = αt, t < τn}
coïncident. Ainsi, il vient :
essup
{νt=µ∗t ,t<τn}
E(kτn(ν)| Gτνn ) = essup{νt=αt,t<τn}
E(kτn(ν)| Gτνn ).
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Par suite,
e−βτn mρ+(ζn, Yτ−n )) ≤ W µ
∗
τn
= W ατn .
Ainsi on obtient l’inégalité inverse et donc l’égalité (1.42).
2. Pour tout n ≥ 0, des égalités (1.37) et (1.41), il vient :
mρ+(ζαn , Y(ταn )−) = ρ(ζ
α
n , Y(ταn )−) p.s.
Remarque 1.3.28. Soit E = {(i, x) ∈ U × R : ρ(i, x) = mρ+(i, x)}. Alors cet
ensemble contient l’ensemble {(i, x) ∈ U × R : ∃ α ∃ (ω, t), ξαt (ω) = i, Y αt (ω) = x}.
On verra plus tard que, suite à des propriétés topologiques, de fait E = U × R.
Proposition 1.3.29. L’application ρ+ satisfait à l’égalité suivante :
ρ+(i, x) = essup
T>0,T∈R−1
E{i,x}
(∫ T ((i,x),.)
0
e−βsf(i, Ys) ds+ e−βT ((i,x),.)mρ+(i, YT−((i,x),.))
)
,
(1.43)
où R−1 est l’ensemble des applications mesurables T de (U×R×Ω,P(U)⊗B(R)⊗F)
dans (R+,BR+), tel que pour (i, x) ∈ U × R, T ((i, x), .) est un G-temps d’arrêt.
Preuve.
1. On rappelle que
ρ+(i, x) = essup
µ∈A, τ0>0
E{i,x}(k(µ)).
Soit T ((i, x), .) ∈ R−1 tel que T ((i, x), .) > 0 p.s. Pour toute stratégie µ qui démarre
avec la technologie ξ0 = i et telle que τ
µ
0 = T ((i, x), .) > 0 p.s., on a la suite
d’égalités :
k(µ) = E{i,x}
[ ∫ T ((i,x),.)
0
e−βsf(i, Y µs ) ds+
∫ +∞
T ((i,x),.)
e−βsf(i, Y µs ) ds
− e−βT ((i,x),.)c(i, Y µ
T−((i,x),.), ζ
µ
1 , Y
µ
T ((i,x),.))−
∑
0<T ((i,x),.)<τn<τ
e−βτnc(ζµn , Y
µ
(τn)−
, ζ
µ
n+1, Y
µ
τn
)
]
= E{i,x}
[− e−βT ((i,x),.)c(i, Y µ
T−((i,x),.), ζ
µ
1 , Y
µ
T ((i,x),.)) +
∫ T ((i,x),.)
0
e−βsf(i, Y µs ) ds
+ E
(
kT+((i,x),.)(µ)| FT ((i,x),.)
) ]
.
D’où, en prenant l’essentiel supremum sur le dernier terme :
ρ+(i, x) ≥ E{i,x}
(
−e−βT ((i,x),.)c(i, Y µ
T−((i,x),.), ζ
µ
1 , Y
µ
T ((i,x),.)) +
∫ T ((i,x),.)
0
e−βsf(i, Y µs ) ds+W
µ+
T ((i,x),.)
)
.
D’après l’égalité (1.38) prise en T ((i, x), .), nous avons :
ρ+(i, x) ≥ E{i,x}
(− e−βT ((i,x),.)c(i, Y µ
T−((i,x),.), ζ
µ
1 , Y
µ
T ((i,x),.)) +
∫ T ((i,x),.)
0
e−βsf(i, Y µs ) ds
+ e−βT ((i,x),.)ρ+(ζµ1 , Y
µ
T ((i,x),.))
)
.
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T ((i, x), .) étant un G-temps d’arrêt, en conditionnant par la tribu GT ((i,x),.), nous
pouvons écrire :
ρ+(i, x) ≥ E{i,x}
[
e−βT ((i,x),.)E
[
−c(i, YT−((i,x),.), ζµ1 , Y µT ((i,x),.)) + ρ+(i, Y µT ((i,x),.))| GT ((i,x),.)
]
+
∫ T ((i,x),.)
0
e−βsf(i, Ys) ds
]
.
On considère la stratégie µ qui démarre avec ξ0 = i et τ0 = T ((i, x), .) > 0 p.s. avec
T ((i, x), .) ∈ R−1 et de noyau r ∈M, nous avons :
E
[
−c(i, Y µT−((i,x),.), ζµ1 , Y µT ((i,x),.)) + ρ+(i, Y µT ((i,x),.))| GT ((i,x),.)
]
=∫
U×R
r(i, Y µT−((i,x),.), j, dy)(−c(i, Y µT−((i,x),.), j, y) + ρ+(j, y))
où, prenant l’essentiel sup pour r ∈M, on reconnait la définition demρ+(i, YT−((i,x),.)).
Puis en passant à l’ess sup sur les T ((i, x), .) ∈ R−1 tels que T ((i, x), .) > 0 p.s. il
vient :
ρ+(i, x) ≥ essup
T>0, T∈R−1
E{i,x}
(∫ T ((i,x),.)
0
e−βsf(i, Ys) ds+ e−βT ((i,x),.)mρ+(i, YT−((i,x),.))
)
.
2. D’après l’égalité (1.41) prise en n = 0 avec α = µ déjà utilisée dans le 1. qui
vérifie ξ0 = i, τ
µ
0 = T ((i, x), .) > 0 p.s. :
W µT ((i,x),.) = e
−βT ((i,x),.)mρ+(i, YT−((i,x),.)),
d’où,
E{i,x}
(∫ T ((i,x),.)
0
e−βsf(i, Ys) ds+ e−βT ((i,x),.)mρ+(i, YT−((i,x),.))
)
=
E{i,x}
(∫ T ((i,x),.)
0
e−βsf(i, Ys) ds+W
µ
T ((i,x),.)
)
.
Par définition du gain maximal conditionnel, nous avons, pour la stratégie µ qui
démarre avec ξ0 = i et τ0 = T ((i, x), .) > 0 p.s. :
E{i,x}
[∫ T ((i,x),.)
0
e−βsf(i, Ys) ds+W
µ
T ((i,x),.)
)
≥ E{i,x}
(
k(µ)− kT ((i,x),.)(µ) + E[kT (i,.)(µ)| GT ((i,x),.)]
]
L’expression k(µ)− kT ((i,x),.)(µ) étant GT ((i,x),.)-mesurable, nous avons :
E{i,x}
[
k(µ)− kT ((i,x),.)(µ) + E[kT ((i,x),.)(µ)| GT ((i,x),.)]
]
= E{i,x}(k(µ)).
D’où, pour toute stratégie µ qui démarre avec ξ0 = i et τ0 = T ((i, x), .) > 0, il
vient :
E{i,x}
(∫ T ((i,x),.)
0
e−βsf(i, Ys) ds+W
µ
T ((i,x),.)
)
≥ E{i,x}(k(µ)) p.s.
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Par définition de l’ess sup (cf. [61]), il en suit :
E{i,x}
(∫ T ((i,x),.)
0
e−βsf(i, Ys) ds+W
µ
T ((i,x),.)
)
≥ essup
µ∈A,τµ0 >0
E{i,x}(k(µ)) = ρ+(i, x).
D’où l’égalité (1.43).
Par suite, nous pouvons exprimer le critère d’optimalité établi dans le théorème
1.3.16 à l’aide de l’application ρ+ qui, grâce à la proposition 1.3.29, est indépendante
de toute stratégie admissible.
Théorème 1.3.30. Pour toute stratégie admissible α = (τ0, r), nous avons les in-
égalités p.s. suivantes :
Pour tout n ≥ 0,
mρ+(ζn, Yτ−n ) ≥
∫
U×R
r(ζn, Yτ−n , j, dy)
(
−c(ζn, Yτ−n , j, y) + ρ+(j, y)
)
. (1.44)
Pour tout n ≥ −1,
e−βτn ρ+(ζn+1, Yτn) ≥ E{ζn+1,Yτn}
(∫ τn+1
τn
e−βsf(ζn+1, Ys) ds+ e−βτn+1mρ+(ζn+1, Yτ−n+1)
)
.
(1.45)
En particulier, pour n = −1 il vient :
ρ+(i, x) ≥ E{i,x}
(∫ τ0
0
e−βsf(i, Ys) ds+ e−βτ0mρ+(i, Yτ−0 )
)
. (1.46)
De plus, α̂ est optimale si et seulement si l’égalité a lieu simultanément dans (1.44)
et (1.45).
Preuve. Pour tout n ≥ 0, l’inégalité (1.44) est tirée de l’inégalité (1.27) en rem-
plaçant W ατn par e
−βτn mρ+(ζn, Yτ−n ) (égalité (1.41)) et W
α+
τn
par e−βτnρ+(ζn+1, Yτn)
(égalité (1.38)).
Puis, pour tout n ≥ −1, l’inégalité (1.45) s’obtient immédiatement à partir de l’in-
égalité (1.28) en remplaçant W α
+
τn
par e−βτnρ+(ζn+1, Yτn) (égalité (1.38)) et W
α
τn+1
par e−βτn+1 mρ+(ζn+1, Yτ−n+1) (égalité (1.41)).
Ensuite, supposons que la stratégie α̂ est optimale : dans ce cas, les égalités (1.27),
(1.28) et (1.29) du théorème 1.3.16 sont vérifiées . Ce qui entraîne que (1.44) et
(1.45) sont des égalités. L’égalité (1.46) c’est exactement l’égalité (1.45) en n = −1.
Inversement, supposons que les inégalités (1.44) et (1.45) sont des égalités. L’égalité
(1.27) s’obtient, pour tout n ≥ 0, de l’égalité (1.44) en remplaçant e−βτn mρ+(ζn, Yτ−n )
par W ατn (égalité (1.41)) et e
−βτnρ+(ζn+1, Yτn) par W
α+
τn
(égalité (1.38)).
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Quant à l’égalité (1.28), elle est tirée, pour tout n ≥ −1, de l’égalité (1.45) en
remplaçant e−βτnρ+(ζn+1, Yτn) par W
α+
τn
(égalité (1.38)) et e−βτn+1 mρ+(ζn+1, Yτ−n+1)
par W ατn+1 (égalité (1.41)).
Par suite, les égalités (1.27) et (1.28) donc (1.29) sont vérifiées. Ainsi, d’après le
théorème 1.3.16, la stratégie α est optimale.
1.4 Une stratégie optimale
De la remarque 1.3.24.2, il vient :
mρ+(i, x) = ρ+(i, x) ∨m∗ρ+(i, x)
et sur l’ensemble
E = {(i, x) ∈ U × R, ρ(i, x) = mρ+(i, x)},
nous obtenons
ρ(i, x) = ρ+(i, x) ∨m∗ρ+(i, x).
On en déduit que ρ(i, x) ≥ m∗ρ+(i, x), pour tout (i, x) ∈ E.
Définition 1.4.1. Nous appelons ensemble optimal de continuation le sous-ensemble
de U × R :
C =
{
(i, x) ∈ E : ρ(i, x) > m∗ρ+(i, x)
}
.
Supposons que (i, x) ∈ C, il n’est pas intéressant de changer de stratégie à cet
instant. En effet ρ(i, x), le meilleur gain en partant de x est strictement supérieur
au meilleur gain quand on réalise au moins un changement. Il faut donc laisser le
système évoluer librement, on voit que le premier instant de changement de techno-
logie est celui où le système atteint la frontière de C.
Nous noterons par I son complémentaire dans E qui est l’ensemble d’impulsion,
il est défini comme suit :
I = {(i, x) ∈ E : ρ(i, x) = m∗ρ+(i, x)}.
Notons que E = C ∪ I.
Pour construire la suite de temps d’impulsion, on introduit le temps suivant :
Définition 1.4.2. Soit (ξt, Yt) les processus de condition initiale (i, x). Nous défi-
nissons le temps
T ∗((i, x), .) =
{
inf{t > 0 : (ξt, Yt) ∈ I}.
+∞ si l’ensemble est vide.
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Proposition 1.4.3. Sous les hypothèses 2, la fonction ρ+ est semi-continue infé-
rieurement (s.c.i).
Preuve. De la proposition 1.3.19, la fonction ρ+ peut être écrite sous la forme
suivante :
ρ+(i, x) = essup
µ∈A,τµ0 >0
∑
l≥0
F1(l, i, x)−
∑
l>0
F3(l, i, x) + Ei,x
[∫ +∞
τN(ω)
e−βsf(ζN(ω), Ys)ds
]
= essup
µ∈A,τµ0 >0
∑
l≥0
[F1(l, i, x)− F3(l + 1, i, x)] + Ei,x
[∫ +∞
τN(ω)
e−βsf(ζN(ω), Ys)ds
] .
(i) Tout d’abord, prouvons la continuité de la fonction
x 7−→ Ei,x
[ ∫ +∞
τN(ω)
e−βsf(ζN(ω), Ys)ds
]
.
Cette fonction peut être écrite sous la forme suivante :
Ei,x
[∫ +∞
τN(ω)
e−βsf(ζN(ω), Ys)ds
]
=
∑
k≥0
Ei,x
[∫ +∞
τk
e−βsf(ζk, Ys)ds 1{N=k}
]
.
La fonction f étant bornée positive (hypothèse 2 (ii)), la dernière expression peut
être majorée par
Ei,x
[∫ +∞
τk
e−βsf(ζk, Ys)ds 1{N=k}
]
≤ Ei,x
[∫ +∞
τk
e−βs‖f‖∞ds 1{N=k}
]
L’expression Ei,x
[∫+∞
τk
e−βs‖f‖∞ds 1{N=k}
]
est une série à termes positifs dont la
somme est exactement égale à
‖f‖∞ Ei,x
[
1{N<∞}
1
β
e−βτk
]
≤ 1
β
‖f‖∞ <∞.
Ensuite, rappelons que le processus Y est un processus de Markov homogène qui
peut être écrit sous la forme suivante :
Yt = Yτk +
∫ t
τk
(b(ξu, Yu)du+ σ (ξu, Yu)dWu) .
La fonction x 7−→ Ei,x
[∫+∞
τk
e−βsf(ζk, Ys)ds 1{N=k}
]
est égale à :
Ei,x
[
E
[∫ +∞
τk
e−βsf(ζk, Yτk +
∫ s
τk
(b(ξu, Yu)du+ σ (ξu, Yu)dWu))ds 1{N=k}
∣∣∣∣∣Fτk
]]
.
Notons que la variable aléatoire
E
[∫ +∞
τk
e−βsf
[
ζk, Yτk +
∫ s
τk
(b(ξu, Yu)du+ σ (ξu, Yu)dWu)
]
ds 1{N=k}
∣∣∣∣∣Fτk
]
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est une fonction mesurable en ζk et Yτk .
Ensuite, en utilisant l’assertion (1.9) et la définition 1.2.10.2, nous constatons que
la loi de (ξs, Ys)
∣∣∣(ξ0 = i, Y0 = x) est égale à :
k∏
i=1
loi de (ξi, Yτi
∣∣∣Fτi−1)× loi de (ξ0, Yτ0)∣∣∣(i, x),
elle même égale à
∏k
i=1 loi de (ξi, Yτi)
∣∣∣(ξi−, Yτ−
i
)× loi de (ξ0, Yτ0)
∣∣∣(i, x).
Sous l’hypothèse 2 (i) et la définition 1.2.10, la loi produit ci-dessus est continue en
x.
Enfin, la fonction x 7−→ Ei,x
[ ∫+∞
τN(ω)
e−βsf(ζN(ω), Ys)ds
]
est continue.
(ii) Ensuite, il suffit de prouver que F1 et F3 sont continues pour tout l et qu’il
existe une série réelle (εl) à termes positifs convergente telle que∣∣∣F1(l, i, x)− F3(l + 1, i, x)∣∣∣ ≤ εl, ∀l, ∀x.
Procédons par récurrence pour montrer que la fonction F1(l, i, x) est majorée par :∣∣∣F1(l, i, x)∣∣∣ ≤ ‖f‖∞ (E{i,x} [1{τ0>0}e−β τ0])l . (1.47)
Pour l = 0, nous avons :
F1(0, i, x) = Ei,x
[
1{τ0>0}
∫ τ0
0
e−βtf
(
i, Y xt ) dt
]
.
De l’hypothèse 2 (ii), la fonction f étant bornée positive, x 7→ F1(0, i, x) est majorée
par : ∣∣∣F1(0, i, x)∣∣∣ ≤ Pi,x(τ0 > 0)‖f‖∞ ≤ ‖f‖∞.
Ensuite, supposons que l’hypothèse de récurrence (1.47) est vraie jusqu’à l et mon-
trons qu’elle est vraie à l’ordre l + 1. Pour l > 0, nous avons :∣∣∣F1(l + 1, i, x)∣∣∣ = ∣∣∣∣E{i,x} [1{τ0>0}e−β τ0 ∫
U×R
F1(l, j, y)r(i, Y
x
τ−0
, j, dy)
] ∣∣∣∣
≤ E{i,x}
[
1{τ0>0}e
−β τ0
]
‖f‖∞
(
E{i,x}
[
1{τ0>0}e
−β τ0
])l
= ‖f‖∞
(
E{i,x}
[
1{τ0>0}e
−β τ0
])l+1
,
ainsi l’hypothèse de récurrence est vérifiée pour tout l.
Procédons d’une manière analogue pour prouver que F3(l + 1, i, x) est majorée
par ∣∣∣F3(l + 1, i, x)∣∣∣ ≤ ‖c‖∞ (E{i,x} [1{τ0>0}e−β τ0])l+1 . (1.48)
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Pour l = 0, du corollaire 1.3.20, nous avons :
F3(1, i, x) = Ei,x
[
1{τ0>0}e
−βτ0
∫
U×R
Pj,y(τ0 > 0)c(i, Y
x
τ−0
, j, y)r(i, Y x
τ−0
, j, dy)
]
.
De l’hypothèse 2 (ii), la fonction c est bornée, la fonction F3(1, i, x) est donc majorée
par ∣∣∣F3(1, i, x)∣∣∣ ≤ ‖c‖∞E{i,x} [1{τ0>0}e−β τ0] .
Supposons que l’hypothèse de récurrence (1.48) est vraie jusqu’à l et montrons qu’elle
est vraie à l’ordre l + 1. Pour l > 1, nous avons :∣∣∣F3(l + 1, i, x)∣∣∣ = ∣∣∣Ei,x [1{τ0>0}e−βτ0 ∫
U×R
F3(l, j, y)r(i, Y
x
τ−0
, j, dy)
] ∣∣∣
≤ E{i,x}
[
1{τ0>0}e
−β τ0
]
‖c‖∞
(
E{i,x}
[
1{τ0>0}e
−β τ0
])l
= ‖c‖∞
(
E{i,x}
[
1{τ0>0}e
−β τ0
])l+1
.
Ainsi l’hypothèse de récurrence est vérifiée pour tout l. Par suite, nous obtenons :∣∣∣F1(l, i, x)− F3(l, i, x)∣∣∣ ≤ (‖f‖∞ + ‖c‖∞) (E{i,x} [1{τ0>0}e−β τ0])l , ∀l
où εl = (‖f‖∞+ ‖c‖∞)
(
E{i,x}
[
1{τ0>0}e
−β τ0
])l
est une série à termes positifs conver-
gente car E{i,x}
[
1{τ0>0}e
−β τ0
]
< 1. En effet, si E{i,x}
[
1{τ0>0}e
−β τ0
]
= 1, nous obte-
nons τ0 = 0 et 1τ0>0 = 1, ce qui est contradictoire.
(iii) Enfin, il nous reste à prouver que F1 et F3 sont continues pour tout l : pour
l = 0, nous avons :
F1(0, i, x) = Ei,x
[
1{τ0>0}
∫ τ0
0
e−βtf
(
i, x+ b(i)t + σ(i)Wt) dt
]
.
De l’hypothèse 2 (ii), la fonction f étant bornée positive, x 7→ F1(0, i, x) est continue.
Pour l > 0, la fonction F1(l, i, x) peut être écrite sous la forme suivante :
F1(l, i, x) =
∫ +∞
0
e−βs
(∫
U×R
F1(l − 1, j, y)r(i, x+ b(i)s + σ(i)Ws; j, dy)
)
Pτ0(ds
∣∣∣i, x).
L’hypothèse 2 (i) (iii) montre la continuité de la fonction x 7→ F1(l, i, x), ∀l.
De même, pour l = 1, la fonction x 7→ F3(1, i, x) est donnée par :∫ +∞
0
e−βs
(∫
U×R
Pj,y(τ0 > 0)c(i, x+ b(i)s+ σ(i)Ws, j, y)r(i, x+ b(i)s+ σ(i)Ws, j, dy)
)
Pτ0(ds
∣∣i, x),
elle est continue car, d’après l’hypothèse 2 (ii), x 7→ c(i, x, ..) est bornée continue
et x 7→ r(i, x; ., .) est continue.
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Pour l > 1, nous avons :
F3(l, i, x) =
∫ +∞
0
e−βs
(∫
U×R
F3(l − 1, j, y)r(i, x+ b(i)s + σ(i)Ws, j, dy)
)
Pτ0(ds
∣∣∣i, x).
Ainsi, l’hypothèse 2(i) (iii) induit la continuité de la fonction x 7→ F3(l, i, x) pour
tout l.
Remarque 1.4.4. On peut montrer par une preuve analogue que la fonction ρ
est elle aussi semi-continue inférieurement. Puis, rappelant que mρ+ est continue
(proposition 1.3.26), (ρ − mρ+) est semi-continue inférieurement et l’ensemble E
est un fermé de U × R. La remarque 1.3.28 dit qu’il contient l’ensemble {(i, x) ∈
U ×R : ∃ α ∃ (ω, t), ξαt (ω) = i, Y αt (ω) = x} : par continuité, il contient aussi tout
(i, x) de U ×R, d’où l’égalité partout ρ = mρ+.
Corollaire 1.4.5. Sous les hypothèses 1, 2 et 3, l’ensemble I est fermé et C est
ouvert.
Preuve. La proposition 1.3.26 donne que la fonction mρ+ est continue donc la
fonction ρ est continue. Ensuite, la fonction m∗ρ+ est semi-continue inférieurement
comme supremum de fonction semi-continue inférieurement. D’où, (m∗ρ+ − ρ) est
semi-continue inférieurement ce qui montre que I est fermé et C est ouvert.
Cette propriété topologique des ensembles I et C permet de montrer le lemme
suivant :
Lemme 1.4.6. Pour tout ω ∈ Ω, T ∗((i, x), ω) > 0 si et seulement si (i, x) ∈ C.
C’est à dire en d’autres termes que (i, x) ∈ I si et seulement si T ∗((i, x), ω) = 0.
Preuve. Supposons que T ∗((i, x), ω) > 0. T ∗((i, x), ω) est le temps de sortie d’un
processus continu (donc continu à gauche) et adapté de l’ouvert C. Par conséquent,
(ξt(ω), Yt(ω)) ∈ C, ∀t ∈ [0, T ∗((i, x), ω)[, en particulier (i, x) ∈ C.
Inversement, soit (i, x) ∈ C. Il existe une suite de temps d’arrêt (Tn((i, x), .))n qui
décroît vers T ∗((i, x), .) telle que, pour tout ω ∈ Ω, (ξTn((i,x),ω), YTn((i,x),ω)) ∈ I. L’en-
semble I étant fermé, (ξT ∗((i,x),ω), YT ∗((i,x),ω)) ∈ I. Or I∩C = ∅, d’où T ∗((i, x), ω) > 0.
Lemme 1.4.7. 1. T ∗ vérifie pour toute loi ν sur (U ×R× Ω,P(U)× BR ×F) :
(ξT ∗−((i,x),.), Y
x
T ∗−((i,x),.)) ∈ I ν p.s. (1.49)
2. T ∗ est une application mesurable de (U ×R×Ω,P(U)×BR ×F) dans (R+,BR+)
telle que pour tout (i, x), T ∗((i, x), .) est un G-temps d’arrêt.
3. Pour tout (i, x) ∈ C :
ρ+(i, x) = E{i,x}
(∫ T ∗((i,x),.)
0
e−βsf(i, Ys) ds+ e−βT
∗((i,x),.)mρ+(i, YT ∗−((i,x),.))
)
.
(1.50)
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Preuve.
1. Le temps T ∗((i, x), .) est le temps d’entrée du processus continu (i, Y i,xt ) dans le
borélien fermé I. Ainsi, par continuité et définition du temps d’entrée, (i, Y i,xT ∗((i,x),.)) ∈
I ν presque sûrement. Ce temps sera un temps de saut, mais avant le saut le processus
continu coincide avec sa limite à gauche, d’où pour toute loi ν sur(U×R×Ω,P(U)×
BR ×F) :
(ξT ∗−((i,x),.), Y
x
T ∗−((i,x),.)) ∈ I ν p.s.
D’où l’égalité (1.49) est vérifiée.
2. Soient Ω˜ = U × R × Ω et G˜t = P(U) × BR × Gt. Pour tout ω˜ ∈ Ω˜, notons
Xt(ω˜) = (ξt−(ω), Y
i,x
t− (ω)). D’après 1, le temps T
∗ peut être écrit sous la forme
suivante :
T ∗(ω˜) = inf{t, Xt(ω˜) ∈ I}.
Le processus X étant continu et G-adapté, il est optionnel pour la filtration G˜ (cf.
proposition 1.24 de [45, p. 6]). De plus, le temps T ∗ est le temps d’entrée de X dans
l’ensemble borélien I. D’où, c’est un temps optionnel et par suite, c’est un G˜-temps
d’arrêt (cf. corollaire 2.4 de [47, p. 6] ). Par conséquent,{
ω˜ ∈ Ω˜ : {T ∗(ω˜) > t}
}
∈ P(U)× BR × Gt.
Ce qui entraîne que T ∗ est une application mesurable sur (U×R×Ω,P(U)×BR×Gt).
Il reste à prouver que pour tout (i, x) fixé, T ∗((i, x), .) est un G-temps d’arrêt.
D’après 1, le temps T ∗ peut être écrit sous la forme suivante :
T ∗((i, x), ω) = inf{t, Xt((i, x), ω) ∈ I}.
Le processus X étant continu et adapté, il est optionnel pour la filtration G˜. De plus,
le temps T ∗ est le temps d’entrée de X dans l’ensemble borélien I. D’où, c’est un
temps optionnel et par suite, c’est un G-temps d’arrêt. Par conséquent, pour (i, x)
fixé, nous obtenons :
{ω ∈ Ω : T ∗((i, x), ω) > t} ∈ Gt. p.s.
3. Soit (i, x) ∈ C, alors T ∗((i, x), .) est un G-temps d’arrêt strictement positif ap-
partenant à R−1. D’où, d’après la proposition 1.3.29,
ρ+(i, x) ≥ E{i,x}
(∫ T ∗((i,x),.)
0
e−βsf(i, Ys) ds+ e−βT
∗((i,x),.)mρ+(i, YT ∗−((i,x),.))
)
.
Pour toute stratégie µ ∈ A telle que τµ0 = T ∗((i, x), .), utilisant l’égalité (1.41) il
vient :
ρ+(i, x) ≥ E{i,x}
(∫ T ∗((i,x),.)
0
e−βsf(i, Ys) ds+W
µ
T ∗((i,x),.)
)
.
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Par définition du gain maximal conditionnel, nous avons, pour toute stratégie µ qui
démarre avec ξ0 = i et τ
µ
0 = T
∗((i, x), .) > 0,
E{i,x}
(∫ T ∗((i,x),.)
0
e−βsf(i, Ys) ds+W
µ
T ∗((i,x),.)
)
≥ E{i,x}
(
k(µ)− kT ∗((i,x),.)(µ)
+ E[kT ∗((i,x),.)(µ)| GT ∗((i,x),.)]
)
.
L’expression k(µ)− kT ∗((i,x),.)(µ) étant GT ∗((i,x),.)-mesurable, nous avons
E{i,x}
(
k(µ)− kT ∗((i,x),.)(µ) + E[kT ∗((i,x),.)(µ)| GT ∗((i,x),.)]
)
= E{i,x}(k(µ)).
D’où, pour toute stratégie µ qui démarre avec ξ0 = i et τ0 = T
∗((i, x), .) > 0, nous
avons
E{i,x}
(∫ T ∗((i,x),.)
0
e−βsf(i, Ys) ds+W
µ
T ∗((i,x),.)
)
≥ E{i,x}(k(µ)).
Par définition de l’ess sup (cf. [61]), il en suit :
E{i,x}
(∫ T ∗((i,x),.)
0
e−βsf(i, Ys) ds+W
µ
T ∗((i,x),.)
)
≥ essup
µ∈A,τ0>0
E{i,x}(k(µ)) = ρ+(i, x),
d’où l’égalité. Ce qui entraîne (1.50).
Définition 1.4.8. Posons P{i,x} p.s :
τ̂0 :=
{
T ∗((i, x), .) si T ∗((i, x), .) > 0
+∞ si T ∗((i, x), .) = 0.
En τ̂0, la loi du couple (ξ1, Yτ̂0) sachant Gτ̂0 est donnée par r∗(ξ0, Yτ̂−0 , ., .).
On note N(ω) = inf{n, T ∗((ζn+1, Yτ̂n), .) = 0}. Sur l’ensemble {ω,N(ω) < ∞},
nous avons τ̂k = τ̂N(ω), pour tout k ≥ N(ω) et à partir de cet instant la poli-
tique proposée est de continuer sans plus d’impulsion, car on est en un point où
T ∗(ζk, Yτ−
k
) = 0.
Rappelons que la suite de la stratégie après τ0 est entièrement définie par la construc-
tion explicitée par la définition 1.2.10.
Théorème 1.4.9. Sous les hypothèses 1, 2 et 3, la famille α̂ = (τ̂0, r
∗) définie par la
définition 1.4.8 est une stratégie admissible optimale vérifiant la propriété suivante :
P(τ α̂n < τ
α̂ < +∞, ∀n) = 0, (1.51)
c’est à dire que soit τ̂ = +∞ et dans ce cas la suite (τ̂n) est strictement croissante,
soit il existe une v.a. à valeurs entières N telle que τ̂k = τ̂N(ω), ∀k ≥ N(ω).
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Preuve.
1. Remarquons que Ω = H ∪ S où
H = ∩n{T ∗((ζn+1, Yτ̂n), .) > 0} et S = ∪n {T ∗((ζn, Yτ̂n), .) = 0}.
Sur l’ensemble H , la suite (τ̂n) est strictement croissante. Sinon, sur l’ensemble com-
plémentaire S, nous avons l’existence de N(ω) tel que τ̂k = τ̂k+1, ∀k ≥ N(ω), et à
partir de cet instant, la suite (τ̂n) s’arrête et nous continuons sans plus d’impulsion,
c’est à dire exactement (1.51). Ainsi, grâce à la construction explicitée par la défi-
nition 1.2.10 de la famille α̂, nous avons bien une stratégie admissible .
2. Du théorème 1.3.30, nous sommes ramenés à établir que la stratégie α̂ satis-
fait les égalités (1.44) et (1.45) pour tout (i, x) ∈ U × R :
i/ Sous les hypothèses 1 et 2(iii), l’égalité (1.39) de la proposition 1.3.25 prise au
point (ζn, Yτ̂−n ) implique :
mρ+(ζn, Yτ̂−n ) =
∫
U×R
r∗(ζn, Yτ̂−n ; j, dy)
(
−c(ζn, Yτ̂−n , j, y) + ρ+(j, y)
)
.
D’où l’égalité (1.44) est obtenue.
ii/ La partie droite de l’inégalité (1.45) se décompose selon la somme suivante :
E{ζn+1,Y
τ̂n
}
[∫ τ̂n+1
τ̂n
e−βsf(ζn+1, Ys) ds+ e−βτ̂n+1mρ+(ζn+1, Yτ̂−n )
]
= E{ζn+1,Y
τ̂n
}
[(∫ τ̂n+1
τ̂n
e−βsf(ζn+1, Ys) ds+ e−βτ̂n+1mρ+(ζn+1, Yτ̂−n )
)
1{τ̂n+1>τ̂n}
]
+ E{ζn+1,Y
τ̂n
}
[(∫ +∞
τ̂n
e−βsf(ζn+1, Ys) ds
)
1{τ̂n+1=+∞}
]
.
D’après la définition 1.2.10, la loi du couple (τ̂n+1 − τ̂n, (ζn+1, Y.)1[τ̂n,τ̂n+1[) sachant
(ζn+1, Yτ̂n) est égale à la P{i,x}-loi du couple (T
∗((i, x), .), (i, Y.)1[0,T ∗((i,x),.)[) prise en
i = ζn+1, x = Yτ̂n. Par suite, l’expression précédente est égale à
E{ζn+1,Y
τ̂n
}
[∫ τ̂n+1
τ̂n
e−βsf(ζn+1, Ys) ds+ e−βτ̂n+1mρ+(ζn+1, Yτ̂−n )
]
=
E{ζn+1,Y
τ̂n
}
[
1(T∗(ζn+1,Y
τ̂n
))>0(
∫ T∗((ζn+1,Y
τ̂n
))
0
e−β(s−τn)f(ζn+1, Yτ̂n+s)ds
+ e
−β(T∗((ζn+1,Y
τ̂n
))−τn)
mρ+(ζn+1, YT∗((ζn+1,Y
τ̂n
))−))
]
+ E{ζn+1,Y
τ̂n
}
[
1{T∗(ζn+1,Y
τ̂n
,.)=0}
(∫ +∞
τn
e−β(s−τn)f(i, Ys) ds
)]
.
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D’après le lemme 1.4.6, T ∗(ζn+1, Yτ̂n) > 0 équivaut à (ζn+1, Yτ̂n) ∈ C. Sur cet
événement, d’après l’égalité (1.50) du lemme 1.4.7, le premier terme ci-dessus est
exactement 1(T ∗(ζn+1,Y
τ̂n
)>0)e
−βτnρ+(ζn+1, Yτ̂n) puisque (ζn+1, Yτ̂n) ∈ C et l’événement
(T ∗(ζn+1, Yτ̂n) > 0) ∈ Fτ̂n.
Concernant le second terme, T ∗(ζn+1, Yτ̂n) = 0 entraine τ = τ̂n : l’intégrand est
exactement e−βτk+τ d’où le second terme est 1(T ∗(ζn+1,Y
τ̂n
)=0)e
−βτ̂nρ+(ζn+1, Yτ̂n).
La somme des deux termes est ainsi l’espérance
E{ζn+1,Y
τ̂n
}[e−βτnρ+(ζn+1, Yτ̂n)],
c’est à dire l’égalité (1.45). Ainsi, les égalités (1.44) et (1.45) sont vérifiées pour tout
(i, x) ce qui conclut l’optimalité de la statégie proposée.
Exemple 1.4.10. Nous donnons un exemple qui satisfait les hypothèses suffisantes
de l’existence d’une solution optimale. L’ensemble U des technologies possibles est
restreint à {0, 1} où 0 est l’ancienne technologie et 1 est la nouvelle technologie.
Le processus Y représentant le log de la valeur de la firme est un modèle de Black-
Scholes satisfaisant :
dYt = b(ξt)dt+ σ(ξt)dWt,
où ξt indique la technologie au temps t. Nous supposons que b(1) > b(0) et σ(1) >
σ(0). Le profit net de la firme est donné par f(i, x) = Arctg x + pi
2
et le coût de
changement de technologie est égale à
c(i, x, 1− i, y) = 1− 1
1 + (y − x)2 .
Les lois conditionnelles des sauts (ζn+1,∆n) sachant Fτn sont r(ζn, Y −τn ; ., .) où r
appartient à l’ensemble des probabilités de transition suivant :
M(i,x) =
{
r(i, x; 1 − i, dy) = pi,j ⊗N (x+m, 1)dy; [pi,j ] =
(
0 1
1 0
)
,m ∈ [m,m]
}
∪ {δi,x}.
Le paramètre m appartenant à un compact, les hypothèses 1 et 3 sont vérifiées
dans cet exemple. De plus, les lois conditionnelles r introduites ci-dessus sont conti-
nues en x. Elles satisfont donc l’hypothèse 2 (i) et (iii). Les fonctions f et c étant
bornées continues, l’hypothèse 2 (ii) est vérifiée.
1.5 Comparaison d’hypothèses
Dans cette section, nous donnons une comparaison entre les hypothèses et défini-
tions utilisées tout au long de ce chapitre et celles utilisées par Lepeltier et Marchal
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([51, 52]).
L’hypothèse 1 [52, p. 48] permet à Lepeltier et Marchal de restreindre leur mo-
dèle à la famille des lois markoviennes stationnaires.
Nous nous plaçons dans le même cadre en définissant les stratégies admissibles avec
des lois de passage r indépendantes de n.
L’hypothèse 2 [51, p. 655] impose que, pour tout (i, x),M(i,x) est faiblement rela-
tivement compact. Nous renforçons cette hypothèse en supposant que l’ensemble des
probabilités de transition M(i,x) est fermé et compact pour la topologie faible (notre
hypothèse 1). De plus, nous supposons que l’ensemble A = {r(.,−c + ρ+), r ∈ M}
est fermé et compact pour la topologie définie par (1.40) (notre hypothèse 3).
L’hypothèse 3 [51, p. 662] impose que l’application m∗ρ+ soit semi-continue su-
périeurement sur les noyaux d’arrêt. Dans notre cas, notre hypothèse 2(iii) (x −→
ν(i, x; f) est continue pour tout i ∈ U, ν ∈ M, f ∈ Bb) permet de montrer que l’ap-
plicationm∗ρ+ est semi-continue inférieurement comme supremum de fonctions s.c.i.
L’hypothèse 4 [51, p. 662] suppose que, pour tout (i, x) ∈ I, l’application
r(i, x, ., .) 7−→
∫
U×R
r(i, x, j, dy)(−c(i, x, j, y) + ρ+(j, y))
atteint son minimum sur M∗(i,x). Quant à nous, cette propriété résulte de nos hypo-
thèses 1 et 2 pour tout (i, x) et nous avons tenu à en préciser la preuve en faisant
appel à des résultats anciens sur les sélections mesurables dans notre proposition
1.3.25. De plus, notre hypothèse 3 assure la continuité de l’application précédente.
Lepeltier et Marchal imposent les hypothèses 5 et 6 ([51, p. 72]) pour éliminer
toute possibilité d’effectuer deux impulsions simultanées et elles s’énoncent comme
suit :
Hypothèse 5 : Pour tout noyaux boréliens r1 et r2 de M
∗, il existe un noyau
borélien r ∈M vérifiant :
r(i1, x1; d(i3, x3)) =
∫
U×R
r1(i1, x1; d(i2, x2))r2(i2, x2; d(i3, x3)).
Hypothèse 6 : Pour tout (i, x) ∈ U × R, tout ν ∈ M∗(i,x) et (j, y) ∈ U × R, on a
l’inégalité suivante :∫
U×R
ν(d(w, z))(c(i, x, w, z) + c(w, z, j, y)) > c(i, x, j, y).
Ces deux hypothèses présentent une restriction de l’ensemble des stratégies.
Dans notre modèle, notre définition 1.2.10 impose deux propriétés qui restreignent
à leur tour l’ensemble des stratégies admissibles : la première assure l’intégrabilité
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des fonctions f et c tandis que la deuxième suppose que la loi entre deux sauts
est donnée par la loi du couple initial et assure des propriétés de continuité qui
permettent d’éviter ces hypothèses 5 et 6 de [52].
Ces hypothèses 5 et 6 nous ont paru difficiles à vérifier dans un cadre concret :
elles restreignent l’ensemble des probabilités de transition et placent le modèle dans
un cadre étroit. Nous avons jugé plus réaliste de placer notre modèle markovien sous
les propriétés mentionnées dans la définition 1.2.10. De plus, nos hypothèses 1 et 2 et
le théorème de sélection mesurable [23, p. 85] ont permis de prouver l’existence d’un
noyau borélien r∗ réalisant le supremum de l’application mρ, mais aussi de donner
les propriétés topologiques des ensembles C et I de continuation et d’impulsion.
L’hypothèse 7 [51, p. 663] indique que le coût de changement d’état est minoré.
Cette propriété a été utilisée par les deux auteurs pour prouver l’admissibilité de la
stratégie optimale.
Enfin, dans la thèse de Lepeltier et Marchal [52], les fonctions f et c sont boré-
liennes positives, fonctions de coûts qui amènent donc à une minimisation de valeurs
positives.
Puisque nous cherchons une optimisation d’une différence de valeurs positives,
nous avons supposé ces deux fonctions continues bornées (Hypothèse 2 (ii)).
L’hypothèse 2 (i) suppose que la loi du couple (τ0, (i, Y.)) sachant (i, x) est fai-
blement continue. Cette hypothèse plus l’hypothèse 2(iii) ont contribué à montrer
que les fonctions ρ et ρ+ sont semi-continues inférieurement. Par conséquent, nous
obtenons des propriétés topologiques sur l’ensemble d’impulsion I pour s’assurer
qu’aux instants d’impulsion τn le processus (ξτ−n , Yτ−n ) ∈ I.
1.6 Conclusion
Dans ce chapitre, nous étudions le problème du contrôle impulsionnel comme une
suite de changements d’état et nous montrons l’existence d’une solution optimale
pour ce problème en utilisant une approche markovienne. Nous retrouvons dans un
modèle constructif les résultats de Lepeltier et Marchal ([52, 53]) en utilisant des
outils et des hypothèses différents. Au lieu de leur construction canonique, nous
construisons trajectoriellement le processus de l’évolution du système impulsé.
Dans le prochain chapitre, nous étudions quelques exemples où nous sommes en
mesure d’exhiber une solution optimale. Dans un cas particulier (instants d’impul-
sion à intervalles réguliers et déterministes, changement de technologie de l’ancienne
à la nouvelle ou de la nouvelle vers l’ancienne), nous trouverons une loi de saut op-
timale. Ainsi, on devrait être en mesure d’appliquer concrètement ces résultats.

Chapter 2
Solution examples of an impulse
control problem
2.1 Introduction
We study an impulse control problem with switching technology where the con-
trol problem variable has three components: impulse time, new technology times and
jump law. More precisely, we have an increasing sequence of stopping times (τn)n≥−1
with τ−1 = 0, the technology choice ζn+1 at time τn and the log firm value jump size
∆n at time τn. The conditional law of the couple (ζn+1,∆n) depends only on the
system status in τ−n . Therefore, the control has the form α = (τn, ζn+1,∆n, n ≥ −1).
Optimal impulse control problems were introduced by Bensoussan and Lions [9]
and then formalized by other authors. In the past decades, many studies related to
this problem have been reported in [1, 2, 51, 72]. These studies showed the existence
of an optimal strategy but it seems that an explicit form of this optimal strategy is
often missing.
Barles showed in [6] that the optimal cost function of a deterministic impulse
control problem is the unique viscosity solution of a first-order Hamilton-Jacobi
quasi-variational inequality.
Davis considered in [26] the deterministic optimal control problem. He gave a
simple formulation of the dynamic programming principle for piecewise-deterministic
Markov processes (PDMPs) which is adequate to solve this kind of problems.
Dorobantu et al. assumed in [32] that the activities of the firm are unchanged
by the financial structure, which causes debts. In such a case, The debt is perpetual
and pays a constant coupon per instant. Thus the optimal control problem is stated
with respect to the (coupon policy, default time) pair. The authors showed that the
value of the optimal coupon policy decreases if the strict priority rule is removed.
Pham, Mnif and Vath [70] studied a financial model with one risk-free and one
risky asset subject to liquidity risk and price impact. The authors maximized the
expected utility from terminal liquidation value over a finite horizon. This is con-
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sidered as an impulse control problem under state constraints. The main result
of [70] is to characterize the value function as the unique viscosity solution to the
associated quasi-variational Hamilton-Jacobi-Bellman inequality.
We also mention Djehiche et al. [28] and Jeanblanc and Hamadène [40] who
used purely probabilistic tools as Snell envelop and Backward stochastic differential
equation to solve the optimal switching problem in finite horizon.
Mnif et al. [34] used the dynamic programming Hamilton-Jacobi-Bellman equa-
tion of the impulse control problem. The authors provided a numerical scheme for
the QVI associated to the impulse control problem.
Vath and Mnif showed in [75] that the impulse control problem is reduced to
an iterative sequence of optimal stopping problems. Indeed, using the system of
variational inequalities, the value function is obtained as the limit of an iterative
sequence of optimal stopping problems. Then, the authors solved this problem
numerically using the Monte Carlo method and Malliavin calculus.
We mention among others [11, 12, 53, 68] for the litterature of impulse control
problems.
In Chapter 1, we build a trajectorial model and prove the existence of an optimal
control. Here we simplify the model to get an explicit optimal solution. More
specifically, we assume the impulse times are deterministic: there exists t0 > 0 and
the impulse times are τn = (n+ 1)t0, n ≥ −1.
We consider (ξt) the process equal to ζn+1 if t ∈ [τn, τn+1[, and (Yt) the process
modelling the firm log value, the jump of Y at time τn being ∆n.
The firm net profit is represented by a function f , the switching technology cost is
represented by a function c, and β > 0 is a discount coefficient. To use a strategy
α = ((n+ 1)t0, ζn+1,∆n) leads to a firm profit is defined as
k(α) :=
∫ +∞
0
e−βsf(ξs, Ys) ds−
∑
n≥0
e−βτnc(ζn, Yτ−n , ζn+1, Yτn). (2.1)
Thus the aim is to find an optimal strategy α̂ which maximizes the value function
expectation of k(α). In some specific examples of functions f and c, we solve the
optimization problem and establish the optimal expected profit of the firm.
This chapter is organized as follows: Section 2.2 is devoted to formulate the
impulse control problem and describe the corresponding model. In Section 2.3, we
assume that the conditional laws of the jumps at times τn are a set of Gaussian
laws, and we specify the gain function f and the cost function c. In Section 2.4, we
assume that the conditional laws of the jumps at times τn are a set of uniform laws
and we choose other gain and cost functions. In both cases we look for an optimal
jump law and provide the optimal value. We conclude in Section 2.5.
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2.2 The model
Let (Ω,F , (Ft)t≥0,P) be a filtered complete probability space with a right con-
tinuous complete filtration F = (Ft)t≥0, and a Brownian motion W = (Wt)t≥0. Let
(Gt)t>0 be the filtration defined by Gt = ∨s<tFs, ∀ s < t, (usually denoted by Ft−).
This work is a particular exemple of Chapter 1 model and uses some of its results.
Let U = {0, 1} be the space of possible technologies with 0 is the old technology
and 1 is the new technology and P(U) be the trivial sigma-algebra.
We assume the impulse times to be deterministic: there exists t0 > 0 and the
impulse times are τn = (n+ 1)t0, n ≥ −1.
Let ξ be the process modelling the technology state and we assume that ξ is
càdlàg, obviously it takes its values in the set U. Namely it could be written as:
ξt = ξ0 1[0,τ0[(t) +
∑
n≥0
ζn+1 1[τn,τn+1[(t). (2.2)
For every n ∈ N, ζn+1 the technology choice at time τn, is a Fτn-measurable random
variable. The firm value is defined by St = expYt, t ≥ 0, where Y is the càdlàg
process defined as following:
Yt = x+
∑
n≥0
∆n 1[τn,τn+1[(t) +
∫ t
0
(b(ξs) ds+ σ(ξs) dWs) , (2.3)
where W = (Wt)t≥0 is a Brownian motion and b : U → R and σ : U → R are two
functions on U such that b(1) > b(0) and σ(1) > σ(0).
Définition 2.2.1. An impulse control is defined by the pair α = (t0, r) where the
impulse times are (τn = (n+1)t0, n ≥ −1) and the Gτn-conditional law of the couple
(ζn+1,∆n) is the transition kernel r on U ×R:
P(ζn+1 = j, Yτn = x+ dy
∣∣∣ ζn = i, Yτ−n = x) = r(i, x; j, dy),
such that ζn+1 is the technology choice at time τn and ∆n = Yτn−Yτ−n ,∆−1 = 0, ∀n.
For each control α, the profit is given by:
k(α) =
∫ +∞
0
e−βsf(ξs, Ys) ds−
∑
n≥0
e−βτnc(ζn, Yτ−n , ζn+1, Yτn), (2.4)
where β > 0 is a discount coefficient, f : U × R → R+ (firm net profit) and
c : U × R × U × R → R+ (switching technology cost) are two non negative Borel
functions. The function c satisfy: ∀(i, x) ∈ U ×R, c(i, x, i, x) = 0, meaning that the
cost is null if there is no switching.
Thus, the process (ξα, Y α) is completely defined by (2.2) and (2.3). We restrain
the set of admissible strategies as following to avoid non integrability of profit func-
tion and to keep a Markov environnement.
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Définition 2.2.2. The strategy α = (t0, r) is admissible if the following assertions
are verified:
1.

∫+∞
0 e
−βsf(ξs, Ys)ds ∈ L1∑
n≥0
e−βτnc(ζn, Yτ−n , ζn+1, Yτn) ∈ L1.
2. For any n ∈ N, the Fτn-conditional laws of (ζn+1, Yτn+.) and (ζn+1, Yτn+.) are
equal, and equal to the P(i,x)−law of (i, Y.), taken at i = ζn+1, x = Yτn . Note that
Yτn+. is a homogeneous Markov process starting on τn.
Let A be the admissible strategy set.
Note that the strategy α is completely defined by the couple (t0, r), since, once
the technology i is chosen at time tn, the law of process Y 1[tn, tn+1[ is determined
by the diffusion associated to (b(i), σ(i)) .
Below we quote Proposition 1.3.19 of chapter 1 applied to our model, this propo-
sition is valuable for any admissible strategy, this one satisfying integrable properties
of Definition 2.2.2.
Proposition 2.2.3. There exist measurable functions (Fn)n=1,3 on N×U ×R such
that:
E
[∫ τk+1
τk
e−β(t−τn)f(ξt, Yt)dt
∣∣∣Fτn] = F1(k − n, ζn+1, Yτn), ∀k ≥ n ≥ −1
E
[
e−β(τk−τn)c(ζk, Yτ−
k
, ζk+1, Yτk)
∣∣∣Fτn] = F3(k − n, ζn+1, Yτn), ∀k > n ≥ −1
Moreover, (Fn(., i, x))n=1,3 satisfy the following induction relations:
F1(0, i, x) = E{i,x}
[∫ t0
0
e−βtf
(
i, Yt) dt
]
(2.5)
F1(l + 1, i, x) = e
−β t0E{i,x}
[ ∫
U×R
F1(l, j, y)r(i, Yt−0
, j, dy)
]
, l ≥ 0 (2.6)
F3(1, i, x) = e
−βt0E{i,x}
∫
U×R
c(i, Yt−0
, j, y) r(i, Yt−0
, j, dy) (2.7)
F3(l + 1, i, x) = e
−βt0E{i,x}
[∫
U×R
F3(l, j, y)r(i, Yt−0
, j, dy)
]
, l ≥ 0. (2.8)
For each strategy α = (r, t0) ∈ A, the expected profit of the firm depends on the
initial state and is given by:
K(α, i, x) = E(k(α)
∣∣∣ξ0 = i, Y0 = x) = E{i,x}(k(α)),
moreover, using Proposition 2.2.3, we get
K(α, i, x) =
∑
l≥0
F1(l, i, x)−
∑
l>0
F3(l, i, x).
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Our goal is to find an admissible strategy α̂ ∈ A such that:
K(α̂, i, x) = essup
α∈A
K(α, i, x).
We solve this problem in two particular cases: conditional laws are Gaussian laws,
then uniform laws.
2.3 Conditional laws are Gaussian laws
In this section, we restrain the transition kernel set to be a set of Gaussian laws.
Définition 2.3.1. The admissible Fτn-conditional laws of jumps (ζn+1,∆n) are
r(ζn, Yτ−n ; ., .) with r belonging to the following transition probability set:
M(i,x) =
{
r(i, x, j, dy) = pi,j ⊗N (x+m, 1)dy; [pi,j] =
(
0 1
1 0
)
, m ∈ R
}
∪ {δi,x}.
Our optimization problem is to find the best pair (m, t0) in R× R+∗ .
2.3.1 A first firm profit example
Assume that the firm net profit is equal to
∀ (i, x) ∈ {0, 1} × R, f(i, x) = ηex,
and the switching technology cost is null. Therefore, the firm expected profit can
be written as:
K(m, t0, i, x) = E{i,x}
[
η
∫ +∞
0
e−βteY
α
t dt
]
.
We often use the following well known result:
Lemme 2.3.2. Let X be a standard Gaussian random variable and u ∈ R, we get:
E[euX ] = e
u2
2 . (2.9)
Throughout this paper, let
Ci = β − b(i)− 1
2
σ2(i), i = 0, 1.
We observe that b(0) < b(1) and σ(0) < σ(1) yields C1 < C0.
Proposition 2.3.3. If r = δ, then we get:
K(δ, i, x) = E
[∫ +∞
0
ηe−βs exp
(
x+ b(i)s + σ(i)Ws
)
ds
]
=
η
Ci
ex.
74 Chapter 2. Solution examples of an impulse control problem
Remarque 2.3.4. Since δ has to be an admissible strategy, we need the above profit
to be integrable, thus the following assumption on the coefficients
β > b(i) +
1
2
σ2(i), i = 0, 1.
This means Ci > 0, i = 0, 1.
In case r 6= δ we use Proposition 2.2.3 to compute the expected gain associated
to (m, t0). In fact,
K(m, t0, i, x) =
∑
l≥0
F1(l, i, x).
Proposition 2.3.5. When r is an admissible transition kernel associated to mean
m, the value function is
K(m, t0, i, x) = ηe
xf(m, t0)
where
f : (m, t0) 7−→ C
−1
i (1− e−Cit0) + C−11−i(1− e−C1−it0)e−Cit0 em+ 12
1− e−t0(C0+C1)e2m+1 , (2.10)
and Ci = β − b(i)− 12σ2(i).
Proof. Will be a consequence of the following.
Lemme 2.3.6. In case r 6= δ, we get
F1(l, i, x) = Al,i e
x, (2.11)
where
A0,i = η
1−e−Ci t0
Ci
if l = 0
Al,i = Al−1,1−i em+
1
2
−Cit0 if l > 0.
Proof. We proceed by induction to prove the above assertion.
1. First, note that Yt = x + b(i)t + σ(i)Wt is a Gaussian random variable. By
assertion (2.5) we get:
F1(0, i, x) = E
[∫ t0
0
ηe−βs exp
(
x+ b(i)s+ σ(i)Ws
)
ds
]
=
∫
R
∫ t0
0
ηe−βs exp
(
x+ b(i)s+ σ(i)
√
s y
) 1√
2pi
e−
y2
2 ds dy.
Using Tonelli theorem, using that t0 is constant, and applying Lemma 2.3.2 with
u = σ(i)
√
s, we get:
F1(0, i, x) =
∫ t0
0
η exp
(
− βs+ x+ b(i)s+ 1
2
s σ2(i)
)
ds
= η
1− e−Ci t0
Ci
ex.
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The above expression is denoted by A0,i e
x. Hence the assertion (2.11) holds for
l = 0. Assume that (2.11) holds true until l and show that it holds true to the rank
l + 1.
2. By assertion (2.6), we get:
F1(l + 1, i, x) =
e−β t0
2pi
∫
R
∫
R
F1(l, 1− i, y) exp
(
− (y − x− b(i)t0 − σ(i)
√
t0 u−m)2
2
)
e−
u2
2 dudy
=
e−β t0
2pi
∫
R
∫
R
Al,1−iey exp
(
− (y − x− b(i)t0 − σ(i)
√
t0 u−m)2
2
)
e−
u2
2 dudy.
Using the variable change y′ = y − x −m and applying Lemma 2.3.2, we get that
the last equality is equal to Al,1−i em+
1
2
−Cit0ex. In such a case,
Al+1,i = Al,1−i em+
1
2
−Cit0 .
Therefore the induction hypothesis is verified to the rank l + 1.
Corollaire 2.3.7. The sums
∑
l>0 A2l,i and
∑
l>0A2l+1,i are geometric series with
ratio
exp (−t0(C0 + C1) + 2m+ 1) .
These series converge if and only if t0(C0 + C1) > 2m+ 1. In such a case,∑
l>0
Al,i =
ηC−1i (1− e−Cit0) + ηC−11−i(1− e−C1−it0)em+
1
2
−Ci t0
1− exp (−t0(C0 + C1) + 2m+ 1) . (2.12)
Remarque 2.3.8. We observe that if m ≥ 1
2
(
t0(C0 + C1)− 1
)
, the series diverges.
Therefore, the strategy doesn’t satisfies item 1. of Definition 2.2.2. For now on, to
get admissible strategies we have to assume
(m, t0)/m <
1
2
(
t0(C0 + C1)− 1
)
and t0 > 0. (2.13)
To establish the expected profit value, we optimize the function f defined by (2.10)
on the admissible set concerning the Gaussian laws:
A := {(m, t0) ∈ R×R+∗ , s.t. 2m+ 1 < t0(C0 + C1)}.
Actually, to avoid the series diverges, we restrain this set to a closed subset associated
to ε > 0:
Aε := {(m, t0) ∈ R× R+∗ , s.t. 2m+ 1 + ε ≤ t0(C0 + C1)}.
Thus we have to optimize on Aε union the Dirac law, meaning either to find (m, t0)
which realizes the supremum of f(m, t0) or to choose Dirac law if it could be better.
Finally, the optimal expected profit of the firm is given by:
K(m∗, t∗0, i, x) = ηe
x
 essup
(m,t0)∈A
∑
l>0
Al,i ∨ 1
Ci

= ηex
(
essup
(m,t0)∈A
C−1i (1− e−Cit0) + C−11−i(1− e−C1−it0)e−Cit0 em+
1
2
1− e−t0(C0+C1)e2m+1 ∨
1
Ci
)
.
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Concretely this means to exhibit two subsets of Aε according to the choice: Gauss
with subset AG or Dirac meaning strategy δ with AD giving the value 1Ci , then to
look for the maximum on AG of
f : (m, t0) 7−→ C
−1
i (1− e−Cit0) + C−11−i(1− e−C1−it0)e−Cit0 em+
1
2
1− e−t0(C0+C1)e2m+1 ,
when the choice is Gaussian law.
For now on we consider case i = 0, and since C0, C1 unit is the same, without
loss of generality we can assume
C1 = 1, thus C0 > 1.
To discuss the law choice, we study the following function:
(m, t0) 7−→ 1− e
−C0t0 + C0(1− e−t0)e 12−C0t0 em
C0(1− e−(C0+1)t0e2m+1) −
1
C0
.
Proposition 2.3.9. Let ε > 0 and remember that the admissible pairs satisfy
t0 > 0, 2m+ 1 + ε ≤ t0(C0 + 1).
1. If m < − lnC0 − 12 , then we choose the Dirac law. In such a case, we get
K(m, t0, 0, x) = η
ex
C0
.
2. i/ If − lnC0 − 12 ≤ m ≤ −12 and if t0 ≥ m + 12 + ln
(
e
m+ 12−C0
1−C0em+
1
2
)
, then we choose
the Gaussian law and we get K(m, t0, 0, x) = ηe
xf(m, t0).
ii/ If − lnC0 − 12 ≤ m ≤ −12 and if t0 < m+ 12 + ln
(
e
m+ 1
2−C0
1−C0em+
1
2
)
, then we choose the
Dirac law and we get K(m, t0, 0, x) = η
ex
C0
.
3. If −1
2
< m, then we choose the Gaussian law, for any t0 >
2m+1
C0+1
and we get
K(m, t0, 0, x) = ηe
xf(m, t0).
Proof. Study the function (m, t0) 7→ f(m, t0) − 1C0 or equivalently (b, y) 7→ h(b, y)
where y = e−t0 , b = em+
1
2 and
h : (b, y) 7−→ y
C0[C0b− 1 + by(b− C0)]
C0(1− b2yC0+1) .
Under the admissibility hypothesis (2.13), we get y < b
− 2
C0+1 . Therefore, b2yC0+1 < 1
and hence the denominator of h is always positive. In such a case, the sign of h is
the one of C0b− 1 + by(b− C0).
Using Matlab, in case C0 = 2, we plot the following functions:
h1 : b 7−→ 1− 2b
b(b− 2) and h2 : b 7−→ b
− 2
3 , b ∈]0, 5],
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we get the following:
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Figure 2.1: Comparaison functions.
Using Figure 2.1, we note the critical b (so m) critical values:
1. Ifm < − lnC0− 12 ( b < 1C0 ), then C0b−1 < 0, b−C0 < 0, so C0b−1+by(b−C0) <
0. Hence, the numerator of h is negative and therefore the function h is negative.
In such a case, we choose the Dirac law.
2. If − lnC0 − 12 ≤ m ≤ −12 (or 1C0 ≤ b ≤ 1), then we get b
− 2
C0+1 ≥ 1 ≥ 1−C0b
b(b−C0) . In
such a case, we obtain the following table which provides the sign of h:
y 0 1−C0b
b(b−C0) 1
Sign of numerator + 0 −
Sign of denominator + + 0
Sign of h + 0 −
i/ If t0 ≥ m+ 12 + ln
(
e
m+ 12−C0
1−C0em+
1
2
)
(or y ≤ 1−C0b
b(b−C0)), then the function h is positive.
In such a case, we choose the Gaussian law.
ii/ If t0 < m+
1
2
+ln
(
e
m+ 1
2−C0
1−C0em+
1
2
)
, then the function h is negative. In such a case,
we choose the Dirac law.
3. If −1
2
< m ≤ lnC0 − 12 (or 1 < b ≤ C0), then C0b−1b(C0−b) > 1 > y therefore
C0b− 1 + b(b− C0)y > 0 and h is positive and we choose the Gaussian law.
Similarly, if m > lnC0 − 12 (or b > C0), then C0b − 1 > 0, b(b − C0) > 0 so
C0b − 1 > 0 + b(b − C0)y > 0. Therefore, h is positive for any y. Once again, we
choose the Gaussian law.
Remarque 2.3.10. The following scheme stresses the admissible set A and the
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two subsets depending on decision: Gauss law or Dirac law; continuous line is b 7→
1−C0b
b(b−C0) graph and the other is b 7→ b
− 2
C0+1 .
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Figure 2.2: Law choice when the cost is null.
In case of Gaussian decision, meaning the only cases 2 i and 3 above, we look for
(m, t0)
∗ which realizes the optimality. To establish the expected profit, we optimize
expression (2.12) which can be written for i = 0, C1 = 1 as following:
f : (m, t0) 7−→ (1− e
−C0t0) + C0(1− e−t0)em+ 12−C0 t0
C0(1− e2m+1−(C0+1)t0) . (2.14)
Proposition 2.3.11. In the admissible set where the optimal decision is Gaussian
law, meaning
AG := {(m, t0), t0 ≥ (m+ 1
2
+ ln(
em+
1
2 − C0
1− C0em+ 12
) ∨ 2m+ 1 + ε
C0 + 1
∨ 0},
the optimal strategy is
t∗0 = arg maxt0>0{t0 7→ (1 − e−C0t0) + C0(1 − e−t0)e−
1
2 εe−t0
C0−1
2 }, m∗ = t
∗
0(C0 + 1)− 1− ε
2
leading to the optimal value (considering 1− e−ε ∼ ε):
ηexmax
t0>0
[
(1− e−C0t0) + C0(1− e−t0)e− 12 εe−t0
C0−1
2
]
× 1
C0ε
.
Proof. 1. If 2m + 1 ≥ 0 and if t0 > 2m+1C0+1 , then the function f is always positive.
In such a case, m∗ = t
∗
0(C0+1)−1−ε
2
, ε > 0.
In the admissible subset {(m, t0) s.t. t0(C0 + 1) − ε ≥ 2m + 1 ≥ 0} (case 3. of
Proposition 2.3.9), the numerator of f is positive since 0 < y < 1. When t0 decreases
to 2m+1
C0+1
, the denominator of f decreases to 0+ and we obtain an infinite profit, but
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these pairs (m, 2m+1
C0+1
) aren’t admissible. It is why we restrained the admissiblity set
to the subset {(m, t0) s.t. t0(C0 + 1) ≥ 2m+ 1 + ε > 0}. On the curve t0(C0 + 1) =
2m+ 1 + ε, the value function satisfies
f(m, t0) =
(1− e−C0t0) + C0(1− e−t0)e− 12εe−t0
C0−1
2
C0(1− e−ε) .
In such a case, we obtain an optimal profit by maximizing the numerator
(1 − e−C0t0) + C0(1 − e−t0)e− 12εe−t0
C0−1
2 . Necessarily the optimal t∗0 > 0 since this
numerator is null and increasing when t0 = 0.
2. If − lnC0 − 12 ≤ m < −12 and if t0 ≥ m + 12 + ln
(
e
m+ 12−C0
1−C0em+
1
2
)
(case 2i. of
Proposition 2.3.9). we study the application (2.14) or equivalently (b, y) 7−→ g(b, y)
where y = e−t0 , b = em+
1
2 , g(b, y) = f(m, t0), and
g : (b, y) 7−→ 1− y
C0 + C0(1− y)byC0
C0(1− b2yC0+1) .
This value is clearly increasing with respect to b, so the optimal b∗ = 1 in this area.
As a consequence we have now to optimize
g(1, .) : y 7−→ 1− y
C0 + C0(1− y)yC0
C0(1− yC0+1) = 1 +
(C0 − 1)(yC0 − 1)
C0(1− yC0+1)
which is clearly increasing. Remark that the set {(1, y), y ∈]0, 1[} is admissible;
moreover g(1, 0) = 1
C0
and g(1, 1) = C0
C0+1
but (1, 1) is not admissible. In the
admissible area, the better is (b, y) = (1, 1− ε) meaning approximatively (m, t0)∗ =
(−0.5, ε) leading to the value
1 +
(C0 − 1)((1− ε)C0 − 1)
C0(1− (1− ε)C0+1) ∼
C0
C0 + 1
.
This value is to be compared with the one on the other boundary; for any y ∈]0, 1[:
1− y2 + 2(1− y)by2
2(1− e−ε) >>
C0
C0 + 1
as soon as ε is small enough. Thus once again the optimal strategy is
t∗0 = arg maxt0>0{t0 7→ (1 − e−C0t0) + C0(1 − e−t0)e−
1
2 εe−t0
C0−1
2 }, m∗ = t
∗
0(C0 + 1)− 1− ε
2
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Numerical solution in case of Gaussian decision
In such a case, the optimal expected profit of the firm is equal to
exK(m∗, t∗0, i) = ηe
x essup
(m,t0)∈AG
f(m, t0),
recalling
AG := {(m, t0), t0 ≥ (m+ 1
2
+ ln(
em+
1
2 − C0
1− C0em+ 12
) ∨ 2m+ 1 + ε
C0 + 1
∨ 0}
and
f : (m, t0) 7−→ C
−1
i (1− e−Cit0) + C−11−i(1− e−C1−it0)e−Cit0 em+
1
2
1− e−t0(C0+C1)e2m+1 , C1 = 1,
meaning our optimization problem is to find the best time t∗0 which achieves the
essential supremum on AG. On another side, according to Proposition 2.3.11, the
optimal m∗ is defined by the constraint
2m+ 1 + ε = t0(C0 + 1).
We may use Matlab to look some numerical results:
ε = 0.01 i = 0
C0 t
∗
0 m
∗ f(m∗, t∗0)
2 0.273 -0.093 34.065
3 0.460 0.419 31.171
4 0.399 0.496 24.060
5 0.356 0.565 29.569
6 0.274 0.455 25.518
7 0.328 0.809 20.565
8 0.314 0.911 19.693
9 0.341 1.207 11.717
10 0.274 1.004 15.386
11 0.116 0.194 10.527
14 0.223 1.168 9.845
15 0.173 0.889 6.418
Table 2.1: Optimal strategy when no costs.
Recall C0 = β − b(0) + 12σ2(0). Table 2.1 provides the optimal pair (m∗, t∗0) and
the associated optimal value function. We observe that when C0 increases, the op-
timal value function decreases, and this is caused either by inflation or a decrease of
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the couple (drift,volatility). Therefore, to earn more, one needs to switch quickly.
And now, we introduce a table that provides a comparison of the optimal profit
and the value function associated to the Dirac law:
i = 0 ε = 0.01
C0 2 3 5 6 7 8 11
f(m∗, t∗0) 34.065 31.171 29.569 25.518 20.565 19.693 10.527
1/C0 0.5 0.33 0.2 0.166 0.142 0.125 0.09
Table 2.2: Optimal profit comparaison.
In table 2.2, we observe that in case i = 0, the optimal value function decreases
when C0 increases and we check that it is more higher than the value function
associated to the Dirac law as it was expected.
2.3.2 Introduction of switching technology costs
Assume that the switching technology cost is equal to
c(i, x, 1− i, y) = ex exp(µ(y − x)), µ ∈ R.
Once again, let ε > 0 and assume that the admissibility set is
Aε = {(m, t0), t0 > 0, (C0 + 1)t0 ≥ 2m+ 1 + ε}.
Proposition 2.3.12. If the strategy is r = δ, the expected profit is K(δ, i, x) = ex η
Ci
.
If the strategy is the Gaussian law, then the expected profit is
exK(m, t0, i) =
∑
l≥0
F1(l, i, x)−
∑
l>0
F3(l, i, x)
= ex
[
ηC−1i (1− e−Cit0) + ηC−11−i(1− e−C1−it0)em+
1
2−Cit0 − eµm+ 12µ2(e−Cit0 + em+ 12−t0(C0+1))
1− e2m+1−t0(C0+1)
]
.
The proof is a consequence of the following.
Lemme 2.3.13. If r 6= δ, then we get:
F3(l, i, x) = Dl,ie
x, l ≥ 1, i = 0, 1, (2.15)
where
D1,i = e
µm+µ
2
2
−Cit0 if l = 1,
Dl,i = Dl−1,1−i em+
1
2
−Cit0 if l > 1.
If r = δ, c(i, x, i, x) = 0 and we get F3(l, i, x) = 0.
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Proof. To prove the above assertions, we proceed by induction.
1. By assertion (2.7), we get: F3(1, i, x) =
e−βt0√
2pi
E
[∫
R
ex+b(i)t0+σ(i)
√
t0 u+µ(y−x+b(i)t0+σ(i)
√
t0 u) exp
(
− (y − x+ b(i)t0 + σ(i)
√
t0 u−m)2
2
)
dy
]
.
Applying the variable change y′ = y − x − m, using Lemma 2.3.2, and applying
Tonelli we obtain:
F3(1, i, x) = e
µm+µ
2
2 exp
(
−βt0 + b(i)t0 + σ
2(i)
2
t0
)
ex = D1,i e
x,
where D1,i = e
µm+µ
2
2
−Cit0 . Therefore, assertion (2.15) is verified for l = 1. We as-
sume that it holds true until l and we show that it holds true to the rank l + 1.
2. By assertion (2.8), we get:
F3(l + 1, i, x) =
e−β t0
2pi
∫
R
∫
R
Dl,1−iey exp
(
− (y − x+ b(i)t0 + σ(i)
√
t0 u−m)2
2
)
e−
u2
2 dy du.
Using the variable change y′ = y−x−m, using Lemma 2.3.2 and applying Tonelli,
the last equality is equal to Dl,1−i em+
1
2
−Cit0ex. Therefore the induction hypothesis
is verified to the rank l + 1 and we get
Dl+1,i = Dl,1−i em+
1
2
−Cit0 .
As a corollary we get the convergent series.
Corollaire 2.3.14. Under the admissibility hypothesis (C0 +1)t0 ≥ 2m+1+ ε, the
accumulated costs amount to:
∑
l≥1
F3(l, i, x) = e
xeµm+
1
2
µ2 e
−Cit0 + em+
1
2
−t0(C0+1)
1− e2m+1−t0(C0+1) .
The optimal expected profit can be written as:
ex
(
essup
(m,t0)∈Aε
K(m, t0, i) ∨ η
Ci
)
.
Here we moreover assume µ = 1, C1 = 1 and once again only consider i = 0. To
establish the optimal expected profit value, we have to maximize the application on
Aε: (m, t0) 7→ K(m, t0, i, x), or equivalently the application (b, y) 7→ h(b, y) where
b = em+
1
2 , y = e−t0 , and
h : (b, y) 7−→ ηC
−1
0 (1− yC0) + ηbyC0(1− y)− byC0(1 + by)
1− b2yC0+1 ,
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and compare this maximum with the value obtained via strategy δ : C−10 η. Equiva-
lently we compare to 0 the difference
K(m, t0)−K(δ) = ηC
−1
0 (1 − yC0) + ηbyC0(1− y)− byC0(1 + by)− C−10 η + C−10 ηb2yC0+1
1− b2yC0+1
=
yC0
1− b2yC0+1 (−ηC
−1
0 + ηb − ηby − b− b2y + ηC−10 b2y).
Thus the sign of this difference is the one of
∆(b, y) := −ηC−10 +ηb−ηby−b−b2y+ηC−10 b2y = by(b(ηC−10 −1)−η)−ηC−10 +b(η−1).
Proposition 2.3.15. Remember C1 = µ = 1.
1. When the profit is weaker, meaning
η ≤ 1 ≤ C0,
then the optimal choice is Dirac law and the optimal value is then K(x) = exC−10 η.
2. When the the profit is high enough, meaning
1 < C0 < η,
then the optimal choice is
i/ Dirac law if m and t0 not too high:
b <
ηC−10
η − 1or
ηC−10
η − 1 < b <
η
C−10 η − 1
and y >
−ηC−10 + b(η − 1)
b(−b(ηC−10 − 1) + η)
.
ii/ Gauss law if m and t0 high enough:
b ≥ η
C−10 η − 1
or
ηC−10
η − 1 ≤ b ≤
η
C−10 η − 1
and y ≤ −ηC
−1
0 + b(η − 1)
b(−b(ηC−10 − 1) + η)
.
3. When the profit is medium, meaning
1 < η < C0,
then the optimal choice is
i/ Dirac law if:
b <
ηC−10
η − 1or b >
ηC−10
η − 1 and y >
−ηC−10 + b(η − 1)
b(−b(ηC−10 − 1) + η)
.
ii/ Gauss law if:
b ≥ ηC
−1
0
η − 1 and y ≤
−ηC−10 + b(η − 1)
b(−b(ηC−10 − 1) + η)
.
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Remarque 2.3.16. Remember the admissible pairs have to check y < b
− 2
C0+1 ∧ 1.
In case 2,
ηC−10
η−1 < b <
η
C−10 η−1
, we have to put the curve b 7→ b− 2C0+1 ∧ 1 with respect
to the other curve b 7→ −ηC−10 +b(η−1)
b(−b(ηC−10 −1)+η)
. Actually this second curve is increasing from
0 to +∞ while the first is decreasing. So the admissible set A is the union of two
subregions, the first one:
A1 = {(m, t0) : 0 < e−t0 < 1, −ηC
−1
0 + e
m+ 1
2 (η − 1)
em+
1
2 (−em+ 12 (ηC−10 − 1) + η)
< e−t0 < e(m+
1
2
)(− 2
C0+1
)}
where the optimal decision is Dirac law, and its complementary set in A:
A2 = {(m, t0) : 0 < e−t0 ≤ −ηC
−1
0 + e
m+ 1
2 (η − 1)
em+
1
2 (−em+ 12 (ηC−10 − 1) + η)
∧ e(m+ 12 )(− 2C0+1 )}
where the optimal decision is a Gaussian law. The next step will to exhibit an
optimal strategy (m, t0)
∗ ∈ A2.
Proof. The sign of the difference K(m, t0)−K(δ) is the one of
∆(b, y) := by(b(ηC−10 − 1)− η)− ηC−10 + b(η − 1).
1. In case of weak profit, meaning η ≤ 1 ≤ C0, we get ηC−10 and η ≤ 1. Therefore,
∆(b, y) < 0 and the better choice is Dirac law.
2. In the second case, the sign of ∆ depends on b(ηC−10 −1)−η and −ηC−10 +b(η−1)
signs. We denote the two critical values for b:
b1 =
ηC−10
η − 1 , b2 =
η
C−10 η − 1
.
We can check that b1 < b2 (for instance
b2
b1
= C0(η−1)
C−10 η−1
> 1 using 1 < C0 < η). More
specifically b2 > 1. The sign of ∆ can be described as following:
b | 0 b1 b2
b(ηC−10 − 1)− η | − | − 0 +
−ηC−10 + b(η − 1) | − 0 + | +
∆ | − 0 ? | +
law | Dirac 0 ? | Gauss
Thus the conclusion is done for b /∈ [b1, b2].
When b ∈ [b1, b2], the sign of ∆ depends on the position of y with respect to b; ∆ ≥ 0
is equivalent to −ηC−10 + b(η− 1) ≥ by(b(−ηC−10 +1)+ η) meaning y small enough,
and yields the conclusion.
We choose Gauss law in the following set:
{
(m, t0) : e
m+ 12 ≥ η
C−10 η − 1
}∪({ηC−10
η − 1 ≤ e
m+ 12 ≤ η
C−10 η − 1
}∩{e−t0 ≤ −ηC−10 + em+ 12 (η − 1)
em+
1
2 (−em+ 12 (ηC−10 − 1) + η)
})
.
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3. If 1 < η < C0, then we get ηC
−1
0 < 1 so b1 > 0 and b2 < 0. The sign of ∆ can be
described as following:
b | 0 b1
b(ηC−10 − 1)− η | − | −
−ηC−10 + b(η − 1) | − 0 +
∆ | − 0 ?
law | Dirac 0 ?
When b ≥ b1, the sign of ∆ depends on the position of y with respect to b; ∆ ≥ 0
is equivalent to −ηC−10 + b(η− 1) ≥ by(b(−ηC−10 +1)+ η) meaning y small enough.
As a result, we choose Gauss law in the following set:{
(m, t0) : e
m+ 12 ≥ ηC
−1
0
η − 1
} ∩ {e−t0 ≤ −ηC−10 + em+ 12 (η − 1)
em+
1
2 (−em+ 12 (ηC−10 − 1) + η)
}
and Dirac law in{
(m, t0) : e
m+ 12 <
ηC−10
η − 1
} ∪ {e−t0 > −ηC−10 + em+ 12 (η − 1)
em+
1
2 (−em+ 12 (ηC−10 − 1) + η)
}
.
Exemples 2.3.17. Case 2: Assume that C0 = 2, η = 3. Then, we get b1 =
3
4
, b2 =
6 and
h1 : b 7−→ 4b− 3
b(6− b) .
Recall the admissibility hypothesis: y < h2(b), where h2 : b 7−→ b− 23 .
We choose Gauss law in the set {(b, y) : b ≥ b2} ∪ {b1 ≤ b ≤ b2} ∩ {y ≤ 4b−3b(6−b)},
and the Dirac law in the set {(b, y) : b < 3
4
} ∪ {3
4
< b < 6} ∩ {y > 4b−3
b(6−b)}. The
following scheme stresses the admissible set A and the two subsets depending on
decision: Gauss law or Dirac law.
0 1 2 3 4 5 6 7 8
0
0.1
0.2
0.3
0.4
0.5
0.6
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y
Dirac
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b1 b2
Figure 2.3: Law choice: Case 2.
86 Chapter 2. Solution examples of an impulse control problem
Case 3: Assume that C0 = 2, η =
3
2
. Then, we get b1 =
3
2
, b2 = −6 and
h1 : b 7−→ 2b− 3
b(b+ 6)
.
We choose Gauss law in the set {(b, y) : b ≥ 3
2
} ∩ {y ≤ 2b−3
b(b+6)
}, and the Dirac law
in the set {(b, y) : b < 3
2
} ∪ {b > 3
2
} ∩ {y > 2b−3
b(b+6)
}. The following scheme stresses
the admissible set A and the two subsets depending on decision: Gauss law or Dirac
law.
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Figure 2.4: Law choice: Case 3.
In case of Gaussian decision, meaning only cases 2ii and 3ii above, we optimize for
i = 0 the following application:
Φ : (m, t0) 7−→ η(1− e
−C0t0) + ηC0(1− e−t0)em+ 12−C0 t0 − C0e−C0t0+ 12 +m(1 + e−t0+ 12 +m)
C0(1− e2m+1−(C0+1)t0) .
(2.16)
Case 1 < C0 < η and Gaussian decision
The following proposition solves the case 2. ii/
Proposition 2.3.18. If 1 < C0 < η, in the admissible subset of Aε where the
optimal decision is Gaussian law, then the optimal strategy is
t∗0 = arg max
{
t0 7→ η(1− e−C0t0) + ηC0(1− e−t0)e− 12 εe−t0
C0−1
2 − C0e− 12 εe−t0
C0−1
2 − C0e−ε}
m∗ =
t∗0(C0 + 1)− 1− ε
2
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leading to the optimal value:
exmax
t0>0
[
η(1 − e−C0t0) + ηC0(1− e−t0)e− 12 εe−t0
C0−1
2 − C0e− 12 εe−t0
C0−1
2 − C0e−ε
]
× 1
C0ε
.
Proof. In case 1 < C0 < η, case 2ii of Proposition 2.3.15, we have to optimize
Φ : (m, t0) 7−→ η(1− e
−C0t0) + ηC0(1− e−t0)em+ 12−C0 t0 − C0e−C0t0+ 12 +m(1 + e−t0+ 12 +m)
C0(1− e2m+1−(C0+1)t0) ,
in the set ( y = e−t0 , b = em+
1
2 , b1 =
ηC−10
η−1 , and b2 =
η
C−10 η−1
)
AG : {(b, y) : 0 < y ≤ −ηC
−1
0 + b(η − 1)
b(−b(ηC−10 − 1) + η)
∧ (beε) −2C0+1 ; b ∈ [b1, b2]} ∪ {b ≥ b2; 0 < y < (beε)
−2
C0+1 }.
Recall that the function b 7−→ −ηC−10 +b(η−1)
b(−b(ηC−10 −1)+η)
is positive when b ≥ b1, increasing to
infinity when b tends to b2.
On the other side, the function b 7−→ 1 ∧ (beε) −2C0+1 is decreasing so both curves
cross at b ∈]b1, b2[. Thus, the optimum is in the set (look at Figure 2.3)
A2 = {(b, y) : 0 < y ≤ −ηC
−1
0 + b(η − 1)
b(−b(ηC−10 − 1) + η)
∧ (beε) −2C0+1}
where the constraints on b are satisfied.
Thus, when t0 decreases to
2m+1+ε
C0+C1
, the denominator of Φ decreases to ε and
we obtain a huge profit. In such a case, we obtain an optimal profit with m∗0 =
t∗0(C0+1)−1−ε
2
, with ε small enough to get Φ
(
m, 2m+1+ε
C0+1
)
> η
C0
.
The value function is equal to
Φ
(
m,
2m+ 1 + ε
C0 + 1
)
= Φ
( t0(C0 + 1)− 1− ε
2
, t0
)
≃ η(1− e
−C0t0) + ηC0(1− e−t0)e− 12 εe−t0
C0−1
2 − C0e− 12 εe−t0
C0−1
2 − C0e−ε
C0ε
.
Therefore, we obtain an optimal profit by maximizing the numerator
η(1− e−C0t0) + ηC0(1− e−t0)e− 12 εe−t0
C0−1
2 − C0e− 12 εe−t0
C0−1
2 − C0e−ε.
We may use Matlab to look some numerical results of the application
Φ : (m, t0) 7−→ η(1− e
−C0t0) + ηC0(1− e−t0)em+ 12−C0 t0 − C0e−C0t0+ 12 +m(1 + e−t0+ 12 +m)
C0(1− e2m+1−(C0+1)t0) ,
in the set
A2 = {(m, t0) : 0 < e−t0 ≤ −ηC
−1
0 + e
m+ 1
2 (η − 1)
em+
1
2 (−em+ 12 (ηC−10 − 1) + η)
∧ e(m+ 12 +ε)(− 2C0+1 )}
with parameters i = 0, ε = 0.01, C1 = 1 :
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C0 = 2
η t∗0 m
∗ Φ(m∗, t∗0)
3 1.049 1.069 72.944
4 0.713 0.565 118.664
6 0.713 0.565 257.723
7 0.614 0.419 196.443
9 0.614 0.419 283.451
12 0.558 0.338 303.977
20 0.273 -0.093 530.609
C0 = 3
4 1.078 1.652 72.722
5 0.776 1.048 118.306
6 0.776 1.048 168.437
7 0.776 1.048 218.567
9 0.754 1.005 291.771
20 0.614 0.727 529.371
C0 = 4
5 0.867 1.663 68.184
6 0.867 1.663 105.157
8 0.653 1.129 173.488
10 0.653 1.129 247.561
11 0.653 1.129 210.525
20 0.399 0.496 384.233
Table 2.3: Optimal strategy including switching costs in case 1 < C0 < η.
In Table 2.3, we observe that:
- When η (the profit coefficient) increases, m∗ and t∗0 decrease. Therefore, to
earn more, one needs to switch quickly.
- When C0 is fixed (for example C0 = 3), the optimal value function increases
when η increases and this is caused by the increasing of the firm net profit.
- The optimal value function decreases when C0 increases, and this is caused
either by inflation or a decrease of the couple (drift,volatility).
Numerical solution, in case 1 < η < C0 and Gaussian decision
We now go to the case 3.iii/ Proposition 2.3.15: the analytic computations being
too heavy in case of 1 < η < C0 and b ≥ ηC
−1
0
η−1 and y ≤ −ηC
−1
0 +b(η−1)
b(−b(ηC−10 −1)+η)
, we may use
numerical methods to get an optimal strategy.
The optimal expected profit of the firm is equal to
exK(m∗, t∗0, i) = e
x essup
(m,t0)∈A2
Φ(m, t0),
2.3. Conditional laws are Gaussian laws 89
recalling i0 = 0, C1 = µ = 1, and
Φ : (m, t0) 7−→ η(1− e
−C0t0) + ηC0(1− e−t0)em+ 12−C0 t0 − C0e−C0t0+ 12 +m(1 + e−t0+ 12 +m)
C0(1− e2m+1−(C0+1)t0) .
meaning our optimization problem is to find the best pair t∗0 which achieves the
essential supremum, with respect to the admissibility hypothesis
2m+ 1 + ε ≤ t0(C0 + 1), t0 > 0,
and the constraints to get Gaussian decision:
b ≥ ηC
−1
0
η − 1 and y ≤
−ηC−10 + b(η − 1)
b(−b(ηC−10 − 1) + η)
.
We may use Matlab to look some numerical results with parameters
i = 0, ε = 0.01, C1 = 1 :
90 Chapter 2. Solution examples of an impulse control problem
η = 4
C0 t
∗
0 m
∗ Φ(m∗, t∗0)
5 0.673 1.514 3.039
6 0.776 0.886 0.682
7 0.755 0.529 0.576
9 0.713 0.141 0.445
η = 5
6 0.673 1.851 9.163
7 0.597 1.004 0.746
9 0.579 0.375 0.560
12 0.544 -0.030 0.417
η = 6
7 0.616 1.959 12.832
8 0.494 1.257 0.809
9 0.494 0.752 0.686
12 0.462 0.141 0.502
η = 10
11 0.371 1.719 16.422
12 0.356 1.812 9.714
13 0.261 1.324 2.315
15 0.287 0.663 0.690
η = 15
16 0.248 1.604 18.726
17 0.235 1.616 19.280
18 0.174 1.148 8.384
Table 2.4: Optimal strategy including switching costs in case 1 < η < C0.
Table 2.4 provides the optimal pair (m∗, t∗0) and the associated value function in
case 1 < η < C0. We observe that when C0 increases, the optimal value function
decreases and t∗0 decreases too. So, we should switch technology quickly. We ob-
serve too that when η (profit coefficient) increases, the value function increases too.
Finally, we observe that when there is a small gap between η and C0, the optimal
value function is higher: it corresponds to the case where (m∗, t∗0) belongs to the
limit curve: m∗ = 1
2
(t∗0(C0 + 1)− 1− 0.01).
2.4 Conditional laws are uniform laws
Assume that the firm net profit is given by f(i, x) = ax2 and the switching
technology cost is equal to c(i, x, 1− i, y) = λx2 + µ(y − x)2, where a, µ, λ ∈ R.
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Throughout this section denote b(i) = bi and b(1− i) = b1−i, and
Ik =
∫ t0
0
sk e−βs ds, for k = 0, 1, 2,
where
I1 =
1
β2
(1− e−βt0)− t0e
−βt0
β
, I2 =
2
β
I1 − t
2
0e
−βt0
β
.
Définition 2.4.1. The admissible conditional laws of jumps (ζn+1,∆n) given Fτn
are r(ζn+1, Yτ−n ; ., .) with r belonging to the following transition probability set:
M(i,x) = {r(i, x, j, dy) = pi,j ⊗ 1
2l
1[x−l,x+l](y); [pi,j] =
(
0 1
1 0
)
, l ∈ [0, l]} ∪ {δi,x},
with convention if l = 0, we have r(i, x, j, dy) = pi,j ⊗ δx.
To establish the expected profit value, we find the best pair (l, t0) ∈ [0, l] × R+∗
which achieves the essential supremum or choose Dirac strategy if it could be better.
In case of Dirac strategy we get:
Proposition 2.4.2. If r = δ, then we get:
K(δ, i, x) = E
[
a
∫ +∞
0
e−βs(x+ bis+ σiWs)2 ds
]
=
a
β
x2 +
2abi
β2
x+
aσ2i
β2
+
2ab2i
β3
. (2.17)
If the strategy is driven by the pair (l, t0), we get the following:
Proposition 2.4.3. If r 6= δ, then we get:
K(l, t0, i, x) =
∑
k>0
F1(k, i, x)−
∑
k>0
F3(k, i, x)
=
e−βt0
3(1− e−2βt0)
[
a
β
(1 + e−βt0)− µ(1− e
−βt0) + 2λe−βt0
1− e−β t0
]
l2 + L(i, x, t0),
(2.18)
where L(i, x, t0) is a convergent series which doesn’t depend on the parameter l and
is detailed in Appendix (cf. (B.2)).
The proof will be a consequence of the following lemmas.
Lemme 2.4.4. For r 6= δ, using Proposition 2.2.3, we get the following:
F1(k, i, x) = Ak x
2 +Bk,i x+ Ck,i, k ≥ 0, (2.19)
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where
Ak =
a
β
(1− e−β t0) e−k β t0 , k ≥ 0
B0,i = 2abiI1, B1,i =
2a
β
bit0(1− e−β t0)e−β t0 + 2ab1−ie−β t0I1
B2k,i = 2k t0
a
β
(1− e−β t0)(b0 + b1) e−2k β t0 + e−2k β t0 B0,i
B2k+1,i = 2k t0
a
β
(1− e−β t0)(b0 + b1) e−(2k+1)β t0 + e−2k β t0 B1,i
C0,i = ab
2
i I2 + aσ
2
i I1
C1,i = e
−β t0
[
(b2i t0 + σ
2
i )t0
a
β
(1− e−β t0) + a
3β
(1− e−β t0)l2 +B0,1−ibit0 + C0,1−i
]
Ck,i = e
−β t0
[(
b2i t
2
0 + σ
2
i t0 +
l2
3
)
Ak−1 + bit0Bk−1,1−i + Ck−1,1−i
]
.
Proof. To prove the above assertions, we proceed by induction.
1. For k = 0, by assertion (2.5) we get:
F1(0, i, x) = E
[
a
∫ t0
0
e−βs
(
x+ bis+ σiWs
)2
ds
]
= a
∫
R
∫ t0
0
e−βs
(
x+ bis+ σi
√
s y
)2 1√
2pi
e−
y2
2 ds dy.
Using Tonelli theorem, we obtain:
F1(0, i, x) = A0 x
2 +B0,i x+ C0,i,
where
A0 =
a
β
(1− e−β t0), B0,i = 2abiI1, C0,i = ab2i I2 + aσ2i I1.
Hence the assertion (2.19) holds for k = 0. Assume that it’s true untill k and show
that it’s true to the rank k + 1.
2. By assertion (2.6) and assuming induction hypothesis, we get:
F1(k + 1, i, x) = e
−β t0
∫
R
∫
R
F1(k, 1− i, y) r(x+ bit0 + σi
√
t0 u, 1− i, dy) 1√
2pi
e−
u2
2 du
=
e−β t0
2l
∫
R
∫ x+bit0+σi√t0 u+l
x+bit0+σi
√
t0 u−l
(
Ak y
2 +Bk,1−i y + Ck,1−i
)
dy
1√
2pi
e−
u2
2 du.
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Applying Tonelli theorem, we can identify
F1(k + 1, i, x) = Ak+1 x
2 +Bk+1,i x+ Ck+1,i.
where
Ak+1 = e
−β t0 Ak, (2.20)
Bk+1,i = e
−β t0
[
2bit0Ak +Bk,1−i
]
, (2.21)
Ck+1,i = e
−β t0
[(
b2i t
2
0 + σ
2
i t0 +
l2
3
)
Ak + bit0Bk,1−i + Ck,1−i
]
. (2.22)
Expression (2.20) can be written as
Ak = A0 e
−kβt0 =
a
β
(1− e−β t0) e−kβt0.
From expression (2.21), we get:
Bk−1,1−i = e−β t0
[
2b1−it0Ak−2 +Bk−2,i
]
.
Therefore,
Bk,i = 2bit0e
−β t0Ak−1 + 2b1−it0e−2β t0Ak−2 + e−2β t0Bk−2,i,
as well as,
Bk,i = 2t0(b0 + b1)
a
β
(1− e−β t0)e−kβ t0 + e−2β t0Bk−2,i. (2.23)
By induction, we obtain:

B2k,i = 2kt0(b0 + b1)
a
β
(1− e−β t0)e−2kβ t0 + e−2kβ t0B0,i
B2k+1,i = 2kt0(b0 + b1)
a
β
(1− e−β t0)e−(2k+1)β t0 + e−2kβ t0B1,i.
We can check that actually these above expressions satisfy the induction hypothesis
(2.23).
Lemme 2.4.5. Using Proposition 2.2.3, we get the following:
F3(k, i, x) = Dk x
2 + Ek,i x+ Fk,i, k ≥ 1, (2.24)
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where
Dk = λe
−kβt0, k ≥ 1
E1,i = 2λbit0e
−βt0
E2k,i = 2λt0[(k − 1)(b0 + b1) + bi]e−2kβt0 + e−(2k−1)βt0E1,1−i
E2k+1,i = 2λkt0(b0 + b1)e
−(2k+1)βt0 + e−2kβt0E1,i
F1,i =
(
λb2i t
2
0 + λσ
2
i t0 + µ
l2
3
)
e−βt0
Fk,i = e
−β t0
[(
b2i t
2
0 + σ
2
i t0 +
l2
3
)
Dk−1 + bit0Ek−1,1−i + Fk−1,1−i
]
.
If r = δ, then F3(k, i, x) = 0, ∀ k.
Proof. To prove the above assertions, we proceed by induction.
1. For k = 1, by assertion (2.8) we get:
F3(1, i, x) = e
−βt0E
[
F4(0, i, Y
x
t0
)
]
where
F4(0, i, x) =
∫
R
c(i, x, 1− i, y) r(i, x, 1− i, dy) = λx2 + µ l
2
3
.
Therefore,
F3(1, i, x) = e
−βt0E
[
λ
(
x+ bit0 + σi
√
t0 U
)2
+ µ
l2
3
]
= D1 x
2 + E1,i x+ F1,i,
where
D1 = e
−βt0λ, E1,i = 2λbit0e−βt0 , F1,i =
(
λb2i t
2
0 + λσ
2
i t0 + µ
l2
3
)
e−βt0 .
Hence, assertion (2.24) holds for k = 1.
2. By assertion (2.8) and assuming the induction hypothesis, we get:
F3(k + 1, i, x) = e
−β t0
∫
R
∫
R
F3(k, 1− i, y) r(x+ bit0 + σi
√
t0 u, 1− i, dy) 1√
2pi
e−
u2
2 du
=
e−β t0
2l
∫
R
∫ x+bit0+σi√t0 u+l
x+bit0+σi
√
t0 u−l
(
Dk y
2 + Ek,1−i y + Fk,1−i
)
dy
1√
2pi
e−
u2
2 du.
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Applying Fubini theorem, we can identify
F3(k + 1, i, x) = Dk+1 x
2 + Ek+1,i x+ Fk+1,i,
where
Dk+1 = e
−β t0 Dk,
Ek+1,i = e
−β t0
[
2bit0Dk + Ek,1−i
]
,
Fk+1,i = e
−β t0
[(
b2i t
2
0 + σ
2
i t0 +
l2
3
)
Dk + bit0Ek,1−i + Fk,1−i
]
. (2.25)
3. The induction formula Dk+1 = e
−β t0 Dk and D1 = e−βt0λ obviously yield
Dk = λe
−kβt0 , k ≥ 1.
Using this and the induction formula and supposing that E. formula is satisfied till
2k we get
E2k+1,i = e
−βt0 [2bit0λD2k + E2k,1−i]
= e−βt0 [2bit0λe−2kβt0 + 2λ(k − 1)t0(b0 + b1)e−2kβt0 + 2t0λb1−ie−2kβt0 + e−(2k−1)βt0E1,i
= 2λkt0(b0 + b1)e
−(2k+1)βt0 + e−2kβt0E1,i.
Therefore, the induction hypothesis is verified to the rank 2k + 1. Similarly, using
E2k+1,i we check E2k+2,i expression:
E2k+2,i = e
−β t0
[
2bit0D2k+1 + E2k+1,1−i
]
,
and we substitute the obtained expression ofE2k+1,1−i with 2λk t0(b0+b1) e−(2k+1)βt0+
e−2kβt0E1,1−i, thus
E2k+2,i = e
−βt0
[
2bit0λe
−(2k+1)βt0 + 2λkt0(b0 + b1)e−(2k+1)β t0 + e−2k β t0E1,1−i
]
.
That is the required expression in the lemma.
Proof of Proposition 2.4.3. We have to calculate
∑
k≥0 F1(k, i, x)−
∑
k>0 F3(k, i, x) :
Using Lemma 2.4.4 and 2.4.5, we get:
∑
k≥0
F1(k, i, x)−
∑
k>0
F3(k, i, x) = x
2
∑
k≥0
Ak −
∑
k>0
Dk
+ x
∑
k≥0
Bk,i −
∑
k>0
Ek,i

+
∑
k≥0
Ck,i −
∑
k>0
Fk,i. (2.26)
1. First, the x2 coefficient in K(l, t0, i, x) is
∑
k≥0
Ak −
∑
k≥1
Dk =
a
β
(1− e−βt0)∑
k≥0
e−kβt0 − λ∑
k≥1
e−kβt0 =
a
β
− λe
−βt0
1− e−βt0 . (2.27)
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2. The x coefficient in K(l, t0, i, x) is∑
k≥0
Bk,i −
∑
k≥1
Ek,i =
∑
k≥0
B2k,i −
∑
k≥1
E2k,i +
∑
k≥0
B2k+1,i −
∑
k≥1
E2k+1,i
and recall ∑
k≥0
ke−2kβt0 =
e−2βt0
(1− e−2βt0)2 .
By Lemma 2.4.4, we get:
∑
k≥0
B2k,i =
2a
β
(1− e−βt0)(b0 + b1)t0
∑
k≥0
ke−2kβt0 +B0,i
∑
k≥0
e−2kβt0
=
2a(b0 + b1)t0e
−2βt0
β(1 + e−βt0)(1− e−2βt0) +
2abiI1
1− e−2βt0 ,
and also,
∑
k≥0
B2k+1,i =
2a
β
(1− e−βt0)(b0 + b1)t0
∑
k≥0
ke−(2k+1)βt0 +B1,i
∑
k≥0
e−2kβt0
=
2a(b0 + b1)t0e
−3βt0
β(1 + e−βt0)(1− e−2βt0) +
B1,i
1− e−2βt0 .
As a result, we obtain:
∑
k≥0
Bk,i =
B0,i +B1,i
1− e−2βt0 +
2ae−2βt0(b0 + b1)t0
β(1− e−2βt0) . (2.28)
Recall that
B0,i +B1,i = 2aI1(bi + b1−ie−β t0) +
2a
β
bit0(1− e−β t0)e−β t0 .
By Lemma 2.4.5, we get: ∑
k≥1
Ek,i =
∑
k≥1
E2k,i +
∑
k≥0
E2k+1,i,
where∑
k≥1
E2k,i = 2λ(b0 + b1)t0
∑
k≥1
(k − 1)e−2kβt0 + 2λbit0
∑
k≥1
e−2kβt0 + E1,1−i
∑
k≥1
e−(2k−1)βt0
=
e−βt0
1− e−2βt0
[
2λ(b0 + b1)t0e
−3βt0
1− e−2βt0 + 2λbit0e
−βt0 + E1,1−i
]
,
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and ∑
k≥0
E2k+1,i = 2λ(b0 + b1)t0
∑
k≥0
ke−(2k+1)βt0 + E1,i
∑
k≥0
e−2kβt0
=
2λ(b0 + b1)t0e
−3βt0
(1− e−2βt0)2 +
E1,i
1− e−2βt0 .
As a result, we get
∑
k≥1
Ek,i =
2λt0bie
−βt0
1− e−2βt0 +
2λ(b0 + b1)t0e
−2βt0
(1− e−βt0)(1− e−2βt0) . (2.29)
By (2.28) and (2.29), we get the x coefficient in K(l, t0, i, x):
∑
k≥0
Bk,i −
∑
k>0
Ek,i =
2aI1(bi + b1−ie−β t0) + 2aβ bit0(1− e−β t0)e−β t0 − 2λt0bie−βt0
1− e−2βt0
+
2(b0 + b1)t0e
−2βt0
1− e−2βt0
[
a
β
− λ
1− e−βt0
]
. (2.30)
3. Let us now turn to the constant coefficient in K(l, t0, i, x). Using expression
(2.22), we get ∀k ≥ 2
Ck,i =
a
β
(1− e−βt0)
[
(b20 + b
2
1)t
2
0 + (σ
2
0 + σ
2
1)t0 +
2l2
3
]
e−kβt0
+ e−βt0bit0Bk−1,1−i + e
−2βt0b1−it0Bk−2,i + e
−2βt0Ck−2,i.
Then the sum is equal to:
(1− e−2βt0)∑
k≥0
Ck,i = C0,i + C1,i +
a
β
[
(b20 + b
2
1)t
2
0 + (σ
2
0 + σ
2
1)t0 +
2l2
3
]
e−2βt0
+ e−βt0bit0
(∑
k≥0
Bk,1−i −B0,1−i
)
+ e−2βt0b1−it0
∑
k≥0
Bk,i.
Using (2.28), we get:
∑
k≥0
Ck,i =
C0,i + C1,i
1− e−2βt0 +
a
β
[
(b20 + b
2
1)t
2
0 + (σ
2
0 + σ
2
1)t0 +
2l2
3
]
e−2βt0
1− e−2βt0
+
t0e
−βt0
(1− e−2βt0)2
[
bi(B1,1−i + e−2βt0B0,1−i) + e−βt0b1−i(B0,i +B1,i)
]
+
2at20(b0 + b1)e
−3βt0
β(1− e−2βt0)2
[
bi + e
−βt0b1−i
]
.
Using (2.25) we get both for all k ≥ 2:
Fk,i = e
−β t0
[(
b2i t
2
0 + σ
2
i t0 +
l2
3
)
Dk−1 + bit0Ek−1,1−i + Fk−1,1−i
]
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and
Fk−1,1−i = e−β t0
[(
b21−it
2
0 + σ
2
1−it0 +
l2
3
)
Dk−2 + b1−it0Ek−2,i + Fk−1,i
]
and we deduce
Fk,i =
[
(b20 + b
2
1)t
2
0 + (σ
2
0 + σ
2
1)t0 +
2l2
3
]
λe−kβt0
+ e−βt0bit0Ek−1,1−i + e−2βt0b1−it0Ek−2,i + e−2βt0Fk−2,i.
Then the sum is equal to:
(1− e−2βt0)∑
k>0
Fk,i = F1,i +
[
(b20 + b
2
1)t
2
0 + (σ
2
0 + σ
2
1)t0 +
2l2
3
]
λe−2βt0
1− e−βt0
+ e−βt0bit0
∑
k>0
Ek,1−i + e−2βt0b1−it0
∑
k>0
Ek,i.
Using (2.29), we get:
∑
k>0
Fk,i =
F1,i
1− e−2βt0 +
[
(b20 + b
2
1)t
2
0 + (σ
2
0 + σ
2
1)t0 +
2l2
3
]
λe−2βt0
(1− e−βt0)(1− e−2βt0)
+
2λ(b0 + b1)t
2
0e
−3βt0
(1− e−βt0)(1− e−2βt0)2 (bi + e
−βt0b1−i) +
2λb0b1t
2
0e
−2βt0
(1− e−2βt0)(1− e−βt0) ,
where
F1,i =
(
λb2i t
2
0 + λσ
2
i t0 + µ
l2
3
)
e−βt0 .
As a result,
∑
k≥0Ck,i −
∑
k>0 Fk,i is equal to:
=
C0,i + C1,i − F1,i
1− e−2βt0 +
[
(b20 + b
2
1)t
2
0 + (σ
2
0 + σ
2
1)t0 +
2l2
3
] [
a
β
− λ
1− e−βt0
]
e−2βt0
1− e−2βt0
+
2(b0 + b1)t
2
0(bi + e
−βt0b1−i)e−3βt0
(1− e−2βt0)2
[
a
β
− λ
1− e−βt0
]
+
t0e
−βt0
(1− e−2βt0)2
[
bi(B1,1−i + e−2βt0B0,1−i) + e−βt0b1−i(B0,i +B1,i)
]− 2λb0b1t20e−2βt0
(1 − e−2βt0)(1 − e−βt0) .
(2.31)
We can formulate the optimal expected profit of the firm as:
K(l∗, t∗0, i, x) = essup
(l,t0)∈(R+∗ )2
∑
k≥0
F1(k, i, x)−
∑
k>0
F3(k, i, x)
 ∨ ( a
β
x2 +
2abi
β2
x+
aσ2i
β2
+
2ab2i
β3
)
,
where
l −→∑
k≥0
F1(k, i, x)−
∑
k>0
F3(k, i, x) = A(t0) l
2 + L(i, x, t0), (2.32)
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where (L(i, x, t0)) is detailed in (B.2) and A(t0) is equal to
A(t0) =
e−βt0
3(1− e−2βt0)
[
a
β
(1 + e−βt0)− µ(1− e
−βt0) + 2λe−βt0
1− e−β t0
]
,
and compare this maximum with the value obtained via strategy
δ :
a
β
x2 +
2ab(i)
β2
x+
aσ2(i)
β2
+
2ab2(i)
β3
.
Notice that the sign of A(t0) is the one of
a
β
(1− e−2β t0)− µ(1− e−βt0) + 2λe−βt0 .
In cases K(δ, ., .) ≤ K(l, ., .), ∀x, ∀t0, the better is to choose uniform law so we
get the following discussion:
Proposition 2.4.6. 1. If a
β
(1 − e−2βt0) > µ(1 − e−βt0) + 2λe−βt0 , then A(t0) > 0.
In such a case, the profit is more important than the switching technology cost. The
function f(l) is increasing and the optimal strategy is obtained on l∗ = l. Therefore,
we get K(l∗, t∗0, i, x) = f(l).
2. If a
β
(1 − e−2βt0) ≤ µ(1 − e−βt0) + 2λe−βt0 , then A(t0) ≤ 0. In such a case,
the profit is insignificant compared to the switching technology cost. The function
f(l) is decreasing and we get l = 0. Therefore, there is no jumps and we switch
strategy in nt0. The optimal value is K(l
∗, t∗0, i, x) = K(0, t
∗
0, i, x).
In this case, we have a Bang-Bang solution (i.e. in optimal control problems, it’s
the case that a control is restricted to be either a lower bound or an upper bound).
2.4.1 Case with high switching costs
Proposition 2.4.7. In case of a
β
< λ, meaning switching costs high enough, the
better choice is Dirac law, meaning it is out of interest to commute the technology.
Proof. We have to compare K(δ, i, x) and K(l, t0, i, x). Let
∆ = K(l, t0, i, x)−K(δ, i, x).
1. The coefficient of x2 in Uniform law case is a
β
− λe−βt0
1−e−βt0 which is increasing from
−∞ to a
β
(Dirac law case x2 coefficient) when t0 increases from 0 to ∞.
Thus the ∆ coefficient of x2 is negative.
2. Concerning both x coefficients, we have to compare Dirac one, 2abi
β2
and
2aI1(bi + e
−βt0b1−i) + 2abiβ t0(1− e−βt0)e−βt0 − 2λt0bie−βt0
1− e−2βt0 +
2(b0 + b1)t0e
−2βt0
(
a
β
− λ
1−e−βt0
)
1− e−2βt0 ,
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recalling
I1 =
1
β2
(1− e−βt0)− t0e
−βt0
β
.
The first term above increases to 2abi
β2
when t0 goes to +∞. Concerning the second
term, using the hypothesis a
β
< λ, thus a
β
< λ
1−e−βt0 and this second term is non
positive. Thus the ∆ coefficient of x is negative.
3 . The constant coefficient in Uniform law case is increasing from −∞ to aσ2i
β2
+
2ab2
i
β3
.
(Dirac law case constant coefficient) when t0 goes to +∞. Thus the ∆ constant
coefficient is negative.
In such a case, we choose the Dirac law and it’s better to keep the same tech-
nology.
2.4.2 Case with weaker switching costs, numerical solution
In case a
β
> λ, we have to study when Dirac could be the better choice or not.
Anyway since the analytic computations are too heavy, we could only get an optimal
time t∗0 by numerical computations. In this case, we allow the coefficient µ to be
varying, so that its influence could be revealed.
The optimal expected profit of the firm is equal to
K(l∗, t∗0, i, x) =
(
essup
(l,t0)∈(R+∗ )2
K(l, t0, i, x)
)
∨
(
a
β
x2 +
2abi
β2
x+
aσ2i
β2
+
2ab2i
β3
)
,
where K(l, t0, i, x) is defined by (2.18).
Our optimization problem is to find the best pair (l∗, t∗0) which achieves the
essential supremum or choose Dirac stategy if it could be better.
We firstly remark that actually ∆ = K(l∗, t∗0) −K(δ) doesn’t depend indepen-
dently of a and λ, µ but on the ratio a
λ
, µ
λ
looking at Appendix, (2.17) and (2.18).
We assume that (l, t0) ∈ [0, 20]×R+∗ .We may use Matlab to look some numerical
results in the following particular case:
i = 0, x = 1, β = 1, b0 = −0.5, b1 = 0.5, σ0 = 1, σ1 = 1.5,
notice that in this case, K(δ) = 1.5 a :
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µ/λ = 0.5
a/λ l∗ t∗0 K(l
∗, t∗0) K(δ) Law choice
1.5 0.137 19.492 2.25 2.25 Dirac
2 0.442 19.523 3 3 Dirac
3 1.204 19.720 4.5 4.5 Dirac
4 2.496 20.273 6 6 Dirac
5 20 0.385 622.325 7.5 Uniform
6 20 0.323 941.228 9 Uniform
7 20 0.278 1326.7 10.5 Uniform
8 20 0.243 1778.7 12 Uniform
10 20 0.196 2882.7 15 Uniform
µ/λ = 1.5
1.5 0.210 19.640 2.25 2.25 Dirac
2 0.065 19.668 3 3 Dirac
3 0.687 19.840 4.5 4.5 Dirac
4 1.628 20.324 6 6 Dirac
5 20 0.429 462.703 7.5 Uniform
6 20 0.352 747.192 9 Uniform
7 20 0.299 1098.5 10.5 Uniform
8 20 0.260 1516.7 12 Uniform
10 20 0.206 2553.2 15 Uniform
µ/λ = 2
1.5 0.377 19.716 2.25 2.25 Dirac
2 0.125 19.742 3 3 Dirac
3 0.468 19.903 4.5 4.5 Dirac
4 1.281 20.353 6 6 Dirac
5 20 0.455 389.692 7.5 Uniform
6 20 0.369 656.795 9 Uniform
7 20 0.311 990.991 10.5 Uniform
8 20 0.269 1392.1 12 Uniform
10 20 0.211 2394.8 15 Uniform
Table 2.5: Optimal strategy associated to the uniform laws.
The Table 2.5 provides the optimal pair (l∗, t∗0) and the associated value function
which is compared with the value function associated to the Dirac law. Comparing
the two value functions, we obtain the Law choice listed in the last column assuming
that if K(l∗, t∗0) = K(δ), then we choose the Dirac law.
We observe that if 1.5 ≤ a
λ
≤ 4, we choose The Dirac law, otherwise, a
λ
≥ 5 and
we choose the Gaussian law.
In case of Gaussian law, when a
λ
increases, t∗0 decreases and the optimal value
function increases and this is caused by the increasing of the firm net profit compared
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to the switching costs.
In case of Dirac law, when a
λ
increases, the optimal value function increases too.
2.5 Conclusion
We consider specific examples of an impulse control problem and exhibit the
existence of a sub-optimal solution for this problem. The switching time is in regular
period and switching technology is from old to new or from new to old. In such cases,
we find an optimal jump law and provide the optimal value. We observe that if we
include the switching technology cost it’s better to jump with precaution to realize
more profit: therefore, as the jump is small, we obtain a higher profit.
Chapitre 3
Application des EDSRR à horizon
infini à un problème de CI
3.1 Introduction
La théorie du contrôle impulsionnel est associée au problème du choix optimal de
temps successifs pour effectuer une action (dans notre cadre l’action est le change-
ment de technologie) afin d’optimiser un critère économique. C’est une situation où
l’on fait face à des systèmes dynamiques évoluant dans des conditions d’incertitude
et où il s’agit de prendre des décisions à chaque date afin de maximiser une espé-
rance de gain. Ce type de problème se résout entre autres en utilisant l’enveloppe
de Snell et le principe de programmation dynamique.
Le problème de contrôle impulsionnel est un sujet qui apparaît souvent dans la
littérature par exemple l’économie, la statistique et les mathématiques financières.
Il a été initié par Bensoussan et Lions [9] et ensuite formalisé par d’autres auteurs.
Parmi d’autres, Hamadène et al. [41] ont montré l’existence d’une solution pour
les équations différentielles stochastiques rétrogrades réfléchies à double barrière en
horizon fini en utilisant les propriétés de l’enveloppe de Snell.
Hdhiri et Karouf [43] ont prouvé l’existence d’une stratégie optimale maximisant
le gain de la firme dans un cadre non-markovien en utilisant une fonction d’utilité
de type exponentielle et des propriétés de l’enveloppe de Snell.
D’autres auteurs ont utilisé les équations stochastiques différentielles rétrogrades
pour leurs modèles. Par exemple, Hamadène et Jeanblanc ont considéré dans [40] une
centrale électrique qui a deux modes : arrêt et démarrage. Il s’agit d’un problème de
contrôle impulsionnel avec changement du contrôle sans saut de la variable d’état.
Ce problème a été résolu en utilisant principalement l’enveloppe de Snell et les
équations différentielles stochastiques réfléchies.
Cvitanic et Karatzas [24] ont établi l’existence et l’unicité des solutions des équa-
tions différentielles stochastiques rétrogrades à deux barrières réfléchies. Ces auteurs
ont généralisé les travaux de El Karoui et al. [36]. Ils ont aussi montré que la solu-
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tion des EDS coincide avec la valeur du jeu de Dynkin, un jeu stochastique d’arrêt
optimal.
Djehiche et al. [28] ont utilisé des outils purement probabilistes comme les équa-
tions différentielles stochastiques rétrogrades et l’enveloppe de Snell pour résoudre
le problème optimal de changement de technologie en horizon fini.
Guibaud et al. [34] ont utilisé le principe de programmation dynamique des équa-
tions Hamilton-Jacobi-Bellman. Ces auteurs ont fourni un schéma numérique pour
les inéquations quasi variationnelles associées aux problèmes de contrôle impulsion-
nel.
Vath et Mnif ont prouvé dans [75] que le problème de contrôle impulsionnel est
réduit à une suite itérative des problèmes d’arrêt optimaux. En effet, en utilisant des
inégalités variationnelles, la fonction de valeur est obtenue comme la limite d’une
suite itérative de ces problèmes d’arrêt optimaux. Ensuite, les auteurs ont résolu le
problème d’arrêt numériquement à l’aide de la méthode de Monte Carlo et le calcul
de Malliavin.
Bouchard et Chassagneux [13] ont étudié l’approximation en temps discret de la
solution d’une équation différentielle stochastique Forward Backward réfléchie dans
le cas où la réflexion n’opère qu’un nombre fini de fois. Les auteurs ont prouvé des
propriétés de régularité de la solution de l’EDS sous des hypothèses de Lipschitz.
D’autres auteurs ont étudié l’approximation en temps discret des EDS Forward
Backward réfléchies, citons parmi d’autres [14, 15, 20].
Les équations différentielles stochastiques rétrogrades (EDSR) ont été initiées
par Pardoux et Peng [63, année 1990], [64, année 1992]. Ils ont été les premiers à
résoudre le problème de l’existence et l’unicité de la solution des EDSR sous des
hypothèses de Lipschitz sur la fonction drift. Plusieurs auteurs ont été attirés par
ce domaine notamment dans le cadre des applications numériques, notamment pour
améliorer les conditions d’existence et d’unicité d’une solution de l’EDSR. Tous ces
travaux ont été basés principalement sur le théorème de comparaison des solutions
des EDSR. Parmi d’autres, citons [37, 66, 76].
El Karoui et al. [36], Cvitanic et Karatzas [24] et Hamadène et al. [41] ont étendu
ces résultats aux cas des EDS rétrogrades et réfléchies. Néanmoins, leurs résultats ne
s’appliquent pas directement à la situation qui nous intéresse qui exige un horizon
infini. Ceci dit, leurs papiers ont fourni beaucoup d’inspiration et de motivation à
notre travail. Ces auteurs fournissent une solution au problème des EDS rétrogrades
et réfléchies que nous étendons au cas de l’horizon infini en ajoutant un coefficient
d’actualisation et en imposant des conditions d’admissibilité sur les stratégies, c’est
à dire des suites de temps d’impulsion.
Briand et al. [18] se sont intéressés à la résolution des équations différentielles
stochastiques rétrogrades (EDSR) sous des hypothèses faibles sur les données. Les
auteurs ont considéré à la fois un intervalle de temps fixe et aléatoire. Citons dans
le même contexte [25, 39, 65] et qui ont considéré le cas où le temps terminal est
aléatoire.
Hamadène et al. [42] ont montré des résultats d’existence et d’unicité des so-
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lutions des EDSR réfléchies à double barrière en horizon infini. Ils ont appliqué
également ces résultats pour obtenir l’existence d’une stratégie de contrôle optimale
associée au problème de contrôle mixte. Les auteurs ont utilisé des propriétés de
l’enveloppe de Snell et le théorème de point fixe pour montrer l’existence et l’uni-
cité. De plus, ils ont supposé que le générateur f est de carré intégrable et ils ont
étendu en horizon infini les mêmes preuves que celles de El Karoui et al. [36] et
Cvitanic et Karatzas [24].
Hu et Schweizer [44] ont étudié une EDSR quadratique à horizon infini dont
le générateur est non-borné. Cette équation provient d’un problème de contrôle
stochastique dans le contexte de maximisation de l’utilité robuste. Les auteurs ont
prouvé l’existence et l’unicité d’une solution adaptée de l’EDSR et ils ont montré
que l’EDSR caractérise le processus de valeur dynamique du problème de contrôle
stochastique.
Des méthodes de comparaison des solutions des EDS rétrogrades en horizon infini
ont été développées par L. Zhang et Y. Shi [77] en utilisant des techniques de dualité.
Notre principale contribution est de prouver l’existence d’une stratégie optimale
qui maximise le gain moyen d’une firme mais, à la différence des précédents auteurs,
dans un contexe en horizon infini.
Notre travail est organisé comme suit : la section 3.2 est consacrée à définir
le modèle de contrôle impulsionnel à résoudre. Dans la section 3.3, nous rappelons
quelques notions fondamentales de l’enveloppe de Snell et nous présentons un couple
de processus continus dont l’existence, prouvée en section 3.5, permettra d’exhiber
une stratégie optimale. Dans la section 3.4, nous généralisons les outils des équations
rétrogrades et réfléchies à double barrière à l’horizon infini sous des hypothèses
convenables. Dans la section 3.6, nous introduisons une approximation en temps
discret de notre résultat pour définir une stratégie optimale. Enfin, nous concluons
dans la section 3.7 et nous exposons quelques perspectives de recherche.
3.2 Présentation du modèle
Soit (Ω,F ,P) un espace de probabilité muni d’une filtration (Ft)t≥0 complète
continue à droite et soit un mouvement brownien W = (Wt)t≥0.
Supposons qu’une entreprise décide à des instants aléatoires de changer de tech-
nologie afin de maximiser son gain. Nous supposons que {0, 1} est l’ensemble des
technologies permises telles que 0 est l’ancienne technologie et 1 est la nouvelle tech-
nologie. L’évolution de la firme dépendant de plusieurs facteurs externes (prix sur
le marché, crise mondiale, temps,...), le changement de technologie induit un coût
défini par c0,1 si on passe de la technologie 0 à la technologie 1 et c1,0 si on passe de
la technologie 1 à la technologie 0. Supposons que 0 < c1,0 < c0,1.
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Nous définissons une stratégie de contrôle impulsionnel comme une suite
α := (τn)n≥−1,
où (τn)n≥−1 est une suite strictement croissante vers l’infini de F -temps d’arrêt avec
τ−1 = 0.
La suite (τn) modélise la suite des instants d’impulsion du système de la façon
suivante : pour tout n ≥ 0, τ2n est l’instant où la firme passe de la technologie 0 à
la technologie 1 et τ2n+1 est l’instant où la firme passe de 1 à 0.
Nous introduisons le processus càdlàg (ξt) à valeurs dans {0, 1} défini par ξ0 = 0
et
ξt := ξ01[0,τ0[(t) +
∑
n≥0
1[τ2n,τ2n+1[(t). (3.1)
La valeur de la firme est donnée par St = expXt, t ≥ 0, où (Xt) est le processus
continu à droite défini par :
Xt = X0 +
∫ t
0
b(Xs)ds+
∫ t
0
σ(Xs)dWs, (3.2)
où b et σ sont deux fonctions mesurables sur R satisfaisant la condition de Lipschitz
et la condition de croissance sous-linéaire :
- Il existe une constante K ≥ 0 telle que pour tout x, y ∈ R,∣∣∣b(x)− b(y)∣∣∣+ ∣∣∣σ(x)− σ(y)∣∣∣ ≤ K∣∣∣x− y∣∣∣. (3.3)
- Il existe une constante K ≥ 0 telle que pour tout x ∈ R,∣∣∣b(x)∣∣∣2 + ∣∣∣σ(x)∣∣∣2 ≤ K2(1 + |x|2). (3.4)
En appelant f > 0 le bénéfice net de la firme et c > 0 le coût de changement de
technologie, toute stratégie α occasionne un gain :∫ +∞
0
e−βsf(ξs, Xs)ds−
∑
n≥0
{
e−βτ2nc0,1 + e−βτ2n+1c1,0
}
,
où β > 0 est un coefficient d’actualisation. Le gain moyen de la firme est défini par :
K(α, i, x) = Ei,x
∫ +∞
0
e−βsf(ξs, Xs)ds−
∑
n≥0
{
e−βτ2nc0,1 + e−βτ2n+1c1,0
} . (3.5)
Définition 3.2.1. La stratégie α = (τn)n≥−1 est dite admissible si et seulement si :
E
∫ +∞
0
e−βsf(ξs, Xs)ds <∞ E
∑
n≥0
{e−βτ2nc0,1 + e−βτ2n+1c1,0} <∞.
On note A l’ensemble des stratégies admissibles.
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Le problème de contrôle impulsionnel posé consiste à prouver l’existence d’une
stratégie admissible α̂ qui maximise la fonction gain moyen :
K(α̂, i, x) = essup
α∈A
Ei,x
∫ +∞
0
e−βsf(ξs, Xs)ds−
∑
n≥0
{
e−βτ2nc0,1 + e−βτ2n+1c1,0
} .
(3.6)
Enfin, introduisons les ensembles suivants :
• T =
{
θ : G-temps d’arrêt
}
.
• Tt =
{
θ ∈ T : θ ≥ t
}
.
• P2 = { processus F.-progressivement mesurables}
• C2 =
{
(Xt)t≥0 ∈ P2 : tel que E[supt≥0 |Xt|2] <∞
}
.
• H1 =
{
(Xt) ∈ P2 : tel que E
√∫∞
0 |Xt|2dt <∞
}
.
• H2 =
{
(Xt) ∈ P2 : tel que E[
∫∞
0 |Xt|2dt] <∞
}
.
3.3 Enveloppe de Snell
Commençons par rappeler quelques notions fondamentales de contrôle optimal
de El Karoui [35] utilisées pour résoudre les problèmes de contrôle impulsionnel
étudiés dans ce chapitre.
Définition 3.3.1. Un processus U est de classe (D) si l’ensemble des variables
aléatoires {Uθ, θ ∈ T } est uniformément intégrable.
Théorème 3.3.2. Soit U un processus F-adapté, càdlàg de classe (D). Notons Z
son enveloppe de Snell. C’est la plus petite sur-martingale de classe (D) qui majore
U :
Zt = essup
θ∈Tt
E[Uθ
∣∣∣ Ft]. (3.7)
Remarque 3.3.3. Le processus Z admet la décomposition unique suivante :
Z =M −A,
où :
(i) M est une martingale.
(ii) A est un processus croissant, prévisible, intégrable et A0 = 0.
Définition 3.3.4. Soit U un processus F-adapté et Z son enveloppe de Snell. Une
condition nécessaire et suffisante pour qu’un temps d’arrêt τ̂ soit optimal après γ
est que :
• τ̂ ≥ γ, γ ∈ T .
• Zγ = E[Zτ̂
∣∣∣ Fγ] = E[Uτ̂ ∣∣∣ Fγ].
En particulier Z0 = supθ∈T E[Uθ] = E[Uτ̂ ]. Par exemple, τ̂ = inf{t ≥ γ : Zt ≤ Ut}
est le premier temps optimal après γ.
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Le but principal de ce chapitre est de prouver l’existence d’une stratégie optimale
α̂ telle que
K(α̂, i, x) = essup
α∈A
K(α, i, x).
Nous montrons par la suite que notre problème est réduit à prouver l’existence d’un
couple de processus (Y 1, Y 2) à l’aide des outils de l’enveloppe de Snell (l’origine de
cette idée est tirée de Hamadène et Jeanblanc [40], néanmoins nous détaillons la
preuve puisque ici l’horizon est infini). En effet :
Proposition 3.3.5. Supposons qu’il existe deux processus de C2 Y 1 = (Y 1t )t≥0 et
Y 2 = (Y 2t )t≥0 à valeurs dans R tels que ∀ t ≥ 0 :
Y 1t = essup
θ∈Tt
E
[∫ θ
t
e−βsf(0, Xs) ds− e−βθc0,1 + Y 2θ |Ft
]
, Y 1∞ = 0 (3.8)
Y 2t = essup
θ∈Tt
E
[∫ θ
t
e−βsf(1, Xs) ds− e−βθc1,0 + Y 1θ |Ft
]
, Y 2∞ = 0. (3.9)
Alors Y 10 = supα∈AK(α, 0, x). De plus, la suite α̂ = (τ̂n)n≥0 définie par :
τ̂−1 = 0
τ̂2n = inf{t ≥ τ̂2n−1, Y 1t ≤ −c0,1e−βt + Y 2t }, ∀ n ≥ 0, (3.10)
τ̂2n+1 = inf{t ≥ τ̂2n, Y 2t ≤ −c1,0e−βt + Y 1t } (3.11)
est optimale pour le problème de contrôle impulsionnel (3.6).
Preuve. Pour tout t ≥ 0, nous avons :
Y 1t +
∫ t
0
e−βsf(0, Xs) ds = essup
θ∈Tt
E
[∫ θ
0
e−βsf(0, Xs) ds− e−βθc0,1 + Y 2θ |Ft
]
. (3.12)
Par définition, Y 1t +
∫ t
0 e
−βsf(0, Xs) ds est l’enveloppe de Snell du processus
Uθ :=
∫ θ
0
e−βsf(0, Xs)ds− e−βθc0,1 + Y 2θ . (3.13)
Sous la définition 3.3.4, un temps τ̂0 optimal pour le problème (3.13) est défini par :
τ̂0 = inf{t ≥ 0, Y 1t ≤ −e−βtc0,1 + Y 2t }.
Par suite, le temps τ̂0 est le premier temps défini en (3.10) et donc optimal pour
le problème (3.8) posé. De plus, la variable aléatoire Y 10 étant F0-mesurable, alors
Y 10 = E[Y
1
0 ].
Par conséquent, l’égalité (3.12) peut être écrite pour t = 0 et θ = τ̂0 sous la forme
suivante :
Y 10 = E
[∫ τ̂0
0
e−βsf(0, Xs) ds− e−βτ̂0c0,1 + Y 2τ̂0
]
. (3.14)
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En utilisant la définition de Y 2 appliquée à t = τ̂0, nous obtenons
Y 2
τ̂0
= essup
θ∈T ,θ≥τ̂0
E
[∫ θ
τ̂0
e−βsf(1, Xs) ds− e−βθc1,0 + Y 1θ |Fτ̂0
]
.
De même que pour le problème (3.13), Y 2t +
∫ t
0 e
−βsf(1, Xs) ds est l’enveloppe de
Snell du processus
Uθ :=
∫ θ
0
e−βsf(1, Xs) ds− e−βθc1,0 + Y 1θ , θ ≥ τ̂0. (3.15)
Sous la définition 3.3.4, un temps τ̂1 optimal après τ̂0 pour le problème (3.15) est
défini par :
τ̂1 = inf{t ≥ τ̂0, Y 2t ≤ −e−βtc1,0 + Y 1t }.
Par suite, le temps τ̂1 est le deuxième temps défini en (3.10) et donc optimal pour
le problème (3.9) posé. D’où,
Y 2
τ̂0
= E
[∫ τ̂1
τ̂0
e−βsf(1, Xs) ds− e−βτ̂1c1,0 + Y 1τ̂1|Fτ̂0
]
, (3.16)
et les égalités (3.14) et (3.16) impliquent :
Y 10 = E
[∫ τ̂0
0
e−βsf(0, Xs) ds+
∫ τ̂1
τ̂0
e−βsf(1, Xs) ds− e−βτ̂0c0,1 − e−βτ̂1c1,0 + Y 1τ̂1
]
.
(3.17)
En utilisant∫ τ̂1
0
e−βsf(ξs, Xs) ds =
∫ τ̂0
0
e−βsf(0, Xs) ds+
∫ τ̂1
τ̂0
e−βsf(1, Xs) ds,
l’égalité (3.17) devient :
Y 10 = E
[∫ τ̂1
0
e−βsf(ξs, Xs) ds− e−βτ̂0c0,1 − e−βτ̂1c1,0 + Y 1τ̂1
]
.
En répétant ce raisonnement successivement, nous obtenons :
Y 10 = E
[∫ τ̂2n+1
0
e−βsf(ξs, Xs) ds−
n∑
k=0
(
e−βτ̂2kc0,1 + e−βτ̂2k+1c1,0
)
+ Y 1
τ̂2n+1
]
. (3.18)
Nous montrons tout d’abord que la suite (τ̂n) est strictement croissante. Nous sup-
posons qu’il existe ω ∈ Ω tel que τ̂2n(ω) = τ̂2n+1(ω) < ∞. Par définition des temps
τ̂2n et τ̂2n+1, il vient
Y 1
τ̂2n(ω)
≤ −e−βτ̂2n(ω)c0,1 + Y 2τ̂2n+1(ω) ≤ −e−βτ̂2n(ω)(c0,1 + c1,0) + Y 1τ̂2n(ω),
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ce qui implique que τ̂2n(ω) = +∞ qui est contradictoire avec l’hypothèse initiale.
Par conséquent, la suite (τ̂n) est strictement croissante.
Ensuite, le processus Y 1 est càdlàg et on note τ̂ la limite croissante de (τ̂n). Alors,
les processus Y i
τ̂2n+1
, (i = 1, 2) tendent vers Y i
τ̂−
p.s. lorsque n tend vers l’infini. De
plus, par définition des processus Y 1 et Y 2, nous avons en passant à la limite sur
l’évènement {τ̂ <∞} :
Y i
τ̂−
≤ −e−βτ̂c0,1 + Y 1−iτ̂− ≤ −e−βτ̂ (c0,1 + c1,0) + Y iτ̂−.
Il en résulte que τ̂ = +∞ et puisque par hypothèse Y 1∞ = Y 2∞ = 0, en prenant la
limite de l’égalité (3.18), nous obtenons Y 10 = K(α̂, 0, x).
Montrons maintenant que la stratégie α̂ est optimale, i.e.
Y 10 ≥ K(α, 0, x), ∀ α ∈ A.
Le temps τ̂0 étant optimal pour le problème (3.8), nous obtenons :
Y 10 ≥ E
[∫ τ0
0
e−βsf(0, Xs) ds− e−βτ0c0,1 + Y 2τ0
]
, ∀τ0 > 0.
De plus, pour tout temps τ1 > τ0,
Y 2τ0 ≥ E
[∫ τ1
τ0
e−βsf(1, Xs) ds− e−βτ1c1,0 + Y 1τ1|Fτ0
]
.
Ainsi, nous obtenons pour toute suite croissante vers l’infini (τn) :
Y 10 ≥ E
[∫ τ1
0
e−βsf(ξs, Xs) ds− e−βτ0c0,1 − e−βτ1c1,0 + Y 1τ1
]
.
En répétant successivement le même raisonnement, nous obtenons :
Y 10 ≥ E
[∫ τ2n+1
0
e−βsf(ξs, Xs) ds−
n∑
k=0
(
e−βτ2kc0,1 + e−βτ2k+1c1,0
)
+ Y 1τ2n+1
]
. (3.19)
La partie droite de l’inégalité (3.19) tend vers K(α, 0, x) + Y 1∞ = K(α, 0, x) lorsque
n tend vers l’infini. Par conséquent, Y 10 = K(α̂, 0, x) ≥ K(α, 0, x), ce qui implique
l’optimalité de α̂.
3.4 EDS rétrogrades réfléchies
Dans cette section, nous étendons au cas de l’horizon infini des résultats concer-
nant les équations différentielles stochastiques rétrogrades réfléchies sous des hypo-
thèses convenables (cf. par exemple [24, 36, 41]).
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3.4.1 EDS rétrogrades
L’un des résultats fondamentaux concernant les équations différentielles stochas-
tiques rétrogrades (EDSR) est le théorème donné par Pardoux et Peng [63, 64], et
qui montre l’existence et l’unicité de la solution d’une EDSR en horizon fini sous
des hypothèses de Lipschitz sur la fonction drift. Nous montrons l’existence de la so-
lution en horizon infini en imposant des hypothèses supplémentaires sur la fonction
drift et en utilisant des estimations du processus Y. A la différence des précédents
auteurs, notre fonction drift dépend uniquement du temps et du processus Y.
Pardoux et al. [18, 25, 65] se sont intéressés aux EDSR associées à un intervalle
de temps aléatoire. L’horizon infini est un cas particulier d’un horizon aléatoire.
Théorème 3.4.1. Supposons que la fonction f(., y) est positive, Ft-progressivement
mesurable et que :
(H)

∀t, y 7→ f(t, y) est décroissante,
t 7→ f(t, 0) est bornée par ‖f‖ ∈ R+,
il existe une constante C > 0 telle que pour tout t ≥ 0, ∀y, y′ ∈ R :
|f(t, y)− f(t, y′)| ≤ C|y − y′| p.s.
Alors, l’équation différentielle stochastique rétrograde (EDSR)
Yt =
∫ +∞
t
e−βsf(s, Ys)ds−
∫ +∞
t
ZsdWs, Y∞ = 0, t ≥ 0 (3.20)
admet une solution (Y, Z) telle que Y ∈ C2, Z ∈ H2.
On montre en préalable un lemme qui sera également utile dans le cas des EDSR
réfléchies.
Lemme 3.4.2. Soit f vérifiant l’hypothèse (H) et (Yt, Zt, K+t , K−t ), t ∈ [0, T ], solu-
tion de l’équation différentielle stochastique rétrograde réfléchie à double barrière :
Yt =
∫ T
t
e−βsf(s, Ys)ds+
∫ T
t
e−βsdK+s −
∫ T
t
e−βsdK−s −
∫ T
t
ZsdWs, YT = 0, t ∈ [0, T ],
où Y ∈ C2, Z ∈ H2, Lt ≤ Yt ≤ Ut, dK+. et dK−. sont deux mesures positives
vérifiant E[(
∫ T
0 e
−βsdK+s )
2] <∞,E[(∫ T0 e−βsdK−s )2] <∞ et∫ T
t
e−βs(Ys − Ls)dK+s =
∫ T
t
e−βs(Us − Ys)dK−s = 0, P-p.s.
(i) Sous l’hypothèse U ≥ 0 et supt L+t ∈ L2, et si f ne dépend pas de y on a la
majoration pour tout ε > 0
E[Y 2t ] et E(
∫ T
t
|Zs|2ds) ≤ ϕ(t) exp
(∫ T
t
e−βudu
)
, (3.21)
où ϕ(t) = 1
β
‖f‖2e−βt + 1
ε
E[sups≥t(L
+
s )
2] + εE[(
∫ T
t e
−βsdK+s )
2].
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(ii) Si f dépend de y avec C la constante de Lipschitz de la fonction y 7→ f(s, y),
mais si L ≤ 0 ≤ U voire si L = −∞, U = +∞ (c’est à dire le cas non réfléchi),
alors pour tout t ∈ [0, T ] :
E[Y 2t ] ≤ De−βt, (3.22)
où D = 1
β
‖f‖2 exp
(
2C+1
β
)
.
Preuve. C’est une adaptation de la preuve de la proposition 3.5 de [36]. Mais à la
différence de la preuve mentionnée, notre générateur ne dépend pas du processus Z.
De plus, nous utilisons une version différente du lemme de Gronwall grâce à la dé-
croissance de la fonction ϕ utilisée. Enfin, nous traitons deux cas, le premier lorsque
f ne dépend pas de y et de ce fait est bornée par la plus petite constante qui majore
f , et le deuxième lorsque f est lipschitzienne et L ≤ 0 ≤ U.
La formule d’Itô et
∫ T
t e
−βs(Ys − Ls)dK+s =
∫ T
t e
−βs(Us − Ys)dK−s = 0 montrent :
Y 2t +
∫ T
t
|Zs|2ds = 2
∫ T
t
Yse
−βsf(s, Ys)ds+2
∫ T
t
Lse
−βsdK+s −2
∫ T
t
Use
−βsdK−s −2
∫ T
t
YsZsdWs.
Le dernier terme est bien une martingale : Y ∈ C2, Z ∈ H2 et donc le produit
Y Z ∈ H1 et l’intégrale stochastique ∫ Tt YsZsdWs est P-intégrable d’espérance nulle
(cf. El Karoui et al. [37, p. 19]).
(i) Dans ce premier cas, f ne dépend pas de y et de ce fait est bornée par ‖f‖
et
2
∫ T
t
Yse
−βsf(s, ω)ds ≤
∫ T
t
Y 2s e
−βsds+
∫ T
t
e−βs‖f‖2ds,
de plus, pour tout ε > 0 :
2
∫ T
t
Lse
−βsdK+s ≤ 2
∫ T
t
L+s e
−βsdK+s
≤ 2 sup
s≥t
L+s
∫ T
t
e−βsdK+s ≤
1
ε
sups≥t(L+s )
2 + ε
( ∫ T
t
e−βsdK+s
)2
(on utilise 2ab ≤ 1
ε
a2 + εb2). Ainsi, puisque U ≥ 0 et dK− mesure positive, il vient
globalement
E[Y 2t ]+E
∫ T
t
|Zs|2ds ≤
∫ T
t
E[Y 2s ]e
−βsds+
1
β
e−βt‖f‖2+1
ε
E[sups≥t(L+s )
2]+εE
[( ∫ T
t
e−βsdK+s
)2]
.
On applique le lemme de Gronwall (cf. A.0.6) pour majorer la fonction t 7→ E[Y 2t ]
avec ψ(t) = e−βt et
ϕ(t) =
1
β
‖f‖2e−βt + 1
ε
E[sup
s≥t
(L+s )
2] + εE
[( ∫ T
t
e−βsdK+s
)2]
. (3.23)
Comme ϕ est décroissante il vient :
E[Y 2t ] ≤ ϕ(t) exp
( ∫ T
t
e−βudu
)
.
3.4. EDS rétrogrades réfléchies 113
On a aussi par conséquent, puisque
∫ T
t |Zs|2ds ≤ Y 2t +
∫ T
t |Zs|2ds, la même majoration
E(
∫ T
t
|Zs|2ds) ≤ ϕ(t) exp
( ∫ T
t
e−βudu
)
.
(ii) Dans le cas où f est lipschitzienne de coefficient C et L ≤ 0 ≤ U on reprend le
développement de Ito :
Y 2t +
∫ T
t
|Zs|2ds = 2
∫ T
t
Yse
−βsf(s, Ys)ds+2
∫ T
t
Lse
−βsdK+s −2
∫ T
t
Use
−βsdK−s −2
∫ T
t
YsZsdWs.
dont on prend l’espérance après avoir utilisé la propriété de Lipschitz de la fonction
y 7→ f(s, y), la majoration 2|Ys||f(s, 0)| ≤ |Ys|2 + |f(s, 0)|2 et Lt ≤ 0 ≤ Ut :
E[Y 2t ] ≤ E
[
2C
∫ T
t
Y 2s e
−βsds+
∫ T
t
e−βs2|Ys||f(s, 0)|ds
]
≤ E
[
(2C + 1)
∫ T
t
Y 2s e
−βsds+
∫ T
t
e−βsf 2(s, 0)ds
]
.
On applique le lemme de Gronwall (cf. A.0.6) avec
ϕ(t) =
1
β
‖f‖2e−βt et ψ(t) = (2C + 1)e−βt.
Comme ϕ est décroissante, il vient :
E[Y 2t ] ≤
1
β
‖f‖2e−βt exp
(
(2C + 1)
∫ T
t
e−βudu
)
≤ 1
β
‖f‖2e−βt exp
(
2C + 1
β
)
.
Preuve du théorème 3.4.1. i/ En utilisant la proposition 2.2 de [63, p. 57], on
déduit l’existence ∀n d’un couple de processus (Y n, Zn) qui vérifient Y n ∈ C2, Zn ∈
H
2 et ∀t ≤ n :
Y nt =
∫ n
t
e−βsf(s, Y ns )ds−
∫ n
t
Zns dWs, Y
n
t = 0 ∀ t ≥ n. (3.24)
Ensuite, pour tout k ≥ n, nous obtenons :
Y n+kt − Y nt =
∫ n
t
e−βs
[
f(s, Y n+ks )− f(s, Y ns )
]
ds+
∫ n+k
n
e−βsf(s, Y n+ks )ds
−
∫ n
t
[
Zn+ks − Zns
]
dWs −
∫ n+k
n
Zn+ks dWs.
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Appliquons la formule d’Itô à (Y n+kt − Y nt )2 entre t et n, où l’on ajoute le dévelop-
pement de Y n+k entre n et n + k nous obtenons :
(Y n+kt − Y nt )2 +
∫ n
t
(
Zn+ks − Zns
)2
ds+
∫ n+k
n
(Zn+ks )
2ds
= 2
∫ n
t
e−βs(Y n+ks − Y ns )
[
f(s, Y n+ks )− f(s, Y ns )
]
ds+ 2
∫ n+k
n
e−βsY n+ks f(s, Y
n+k
s )ds
− 2
∫ n
t
(Y n+ks − Y ns )
(
Zn+ks − Zns
)
dWs − 2
∫ n+k
n
Y n+ks Z
n+k
s dWs.
En utilisant que ∀t, y 7→ f(t, y) est décroissante et en passant à l’espérance, nous
obtenons :
E(Y n+kt −Y nt )2 +E
∫ n
t
(
Zn+ks − Zns
)2
ds+E
∫ n+k
n
(Zn+ks )
2ds ≤ 2 E
∫ n+k
n
e−βsY n+ks f(s, Y
n+k
s )ds
≤ 2 E
∫ n+k
n
e−βs|Y n+ks ||f(s, Y n+ks )− f(s, 0)|ds+ 2E
∫ n+k
n
e−βs|Y n+ks ||f(s, 0)|ds.
En utilisant la condition de Lipschitz, il vient :
E(Y n+kt − Y nt )2 + E
∫ n
t
(
Zn+ks − Zns
)2
ds
≤ 2E
∫ n+k
n
Ce−βs|Y n+ks |2ds+ 2E
∫ n+k
n
e−βs|Y n+ks ||f(s, 0)|ds
≤ 2E
∫ n+k
n
Ce−βs|Y n+ks |2ds+ 2
[
E
∫ n+k
n
e−βs|Y n+ks |2ds
] 1
2
[
E
∫ n+k
n
e−βs|f(s, 0)|2ds
] 1
2
où la dernière égalité est obtenue en utilisant l’inégalité de Cauchy-Schwartz. De
plus, s 7→ f(s, 0) étant bornée, nous avons :[
E
∫ n+k
n
e−βs|f(s, 0)|2ds
] 1
2
−→ 0
lorsque n tend vers l’infini. Ensuite, en utilisant (3.22), dans le cas non réfléchi, pour
tout n et tout k :
E[(Y n+ks )
2] ≤ De−βs,
où D = 1
β
‖f‖2 exp
(
2C+1
β
)
. En passant à l’intégrale et en utilisant Tonelli et la
bornitude de s 7→ f(s, 0),
E
∫ n+k
n
e−βs|Y n+ks |2ds ≤ D
∫ n+k
n
e−2βsds ≤ D
2β
e−2βn.
Ainsi, lorsque n tend vers l’infini on a :
E
∫ n+k
n
e−βs|Y n+ks |2ds −→ 0.
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Par conséquent, les suites (Y n) et (Zn) sont deux suites de Cauchy qui convergent
respectivement dans L2(Ω) et L2([0,∞[×Ω, dt ⊗ dP) vers deux processus Y, Z qui
sont donc respectivement élément de L2(Ω) et L2([0,∞[×Ω, dt⊗ dP) :
lim
n−→∞Y
n
t = Yt et limn−→∞Z
n
t = Zt.
On a donc pour tout t, Yt ∈ L2(Ω), Z ∈ L2([0,∞[×Ω, dt⊗dP), E(Yt)2 = lim
n−→∞E(Y
n
t )
2
et par suite :
E(Yt)
2 ≤ De−βt.
ii/ Du fait de la convergence p.s. de Y n et de la continuité sur R de la fonction f ,
le terme à gauche et le premier terme à droite de la relation (3.24) convergent p.s.
De plus, Zn et Z appartiennent à L2, et par suite, il existe une suite extraite qui
converge p.s. D’où, par limite presque sûre, on obtient l’EDSR (3.20).
iii/ Enfin, de la relation (3.20) on tire
Yt = Y0 −
∫ t
0
e−βs(f(s, Ys)− f(s, 0))ds−
∫ t
0
e−βsf(s, 0)ds+
∫ t
0
ZsdWs,
le deuxième terme avec la condition de Lipschitz est majoré en valeur absolue par∣∣∣ ∫ t
0
e−βs(f(s, Ys)− f(s, 0))ds
∣∣∣ ≤ C ∫ t
0
e−βs|Ys|ds,
et
sup
t
|Yt| ≤ |Y0|+ C
∫ ∞
0
e−βs|Ys|ds+ ‖f‖
β
+ sup
t
|
∫ t
0
ZsdWs|,
c’est à dire une majoration par la somme de quatre termes dans L2 : E(supt |Yt|2) <
∞, et Y ∈ C2.
Corollaire 3.4.3. Supposons que (Y, Z) et (Y ′, Z ′) sont solutions de l’EDS rétro-
grade (3.20) associées à f et f ′, avec f et f ′ satisfaisant (H). Supposons de plus
que ∀y ∈ R :
(H1) : f(t, y) ≤ f ′(t, y) dt⊗ dP-p.s.
Alors :
Yt ≤ Y ′t , t ≥ 0, P-p.s.
Preuve. La preuve de ce corollaire est une conséquence immédiate de l’hypothèse
(H1) et du théorème 4.1 de El Karoui et al. [36, p. 712]. En effet, sous (H1), nous
obtenons :
Y nt ≤ Y ′nt , ∀ n, ∀t ∈ [0, n], P-p.s.
En faisant tendre n vers l’infini nous obtenons la comparaison recherchée :
Yt ≤ Y ′t , t ≥ 0, P-p.s.
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3.4.2 EDSR réfléchies à unique barrière
Dans cette section, nous étendons au cas de l’horizon infini la proposition 5.1 de
El Karoui et al. [36, p. 716] pour la résolution des équations différentielles stochas-
tiques rétrogrades réfléchies (EDSRR). On dispose de deux données :
• (H2) : le processus f est F.-progressivement mesurable, positif et borné.
• Une barrière (Lt)t≥0 : un processus continu à valeurs réelles F.-adapté satisfai-
sant :
E
(
sup
t≥0
(L+t )
2
)
<∞ et lim
t−→+∞L
+
t = 0 p.s.
Théorème 3.4.4. Sous les hypothèses (H2) et E
(
supt≥0(L
+
t )
2
)
<∞, il existe une
solution (Y, Z,K) telle que pour tout t ≥ 0 :
i/ Y ∈ C2, Z ∈ H2.
ii/
Yt =
∫ +∞
t
e−βsf(s)ds+
∫ +∞
t
e−βsdKs −
∫ +∞
t
ZsdWs, Y∞ = 0. (3.25)
iii/ Yt ≥ Lt.
iv/ (dKt) est une mesure positive vérifiant E[(
∫∞
0 e
−βsdKs)2] <∞ et pour tout t∫ t
0
e−βs(Ys − Ls)dKs = 0, P-p.s.
v/ Yt = essup
θ≥t
E
[ ∫ θ
t e
−βsf(s, ω)ds+ Lθ|Ft
]
.
Preuve. i/ En utilisant la proposition 5.1 de [36, p. 716], on déduit l’existence ∀n
d’un triplet de processus (Y n, Zn, Kn) qui vérifient Y n ∈ C2([0, n]), Zn ∈ H2([0, n]×
Ω), et ∀t ≤ n :

Y nt ≥ Lnt , où Lnt = Lt1[0,n−εn](t) +
(
n−t
εn
Ln−εn1{Ln>0} + Lt1{Ln≤0}
)
1]n−εn,n](t)
et εn est t.q. Lt > 0 sur 1[n−εn,n](t)1{Ln>0},
Y nt = 0 ∀t ≥ n,
Y nt =
∫ n
t e
−βsf(s)ds+
∫ n
t e
−βsdKns −
∫ n
t Z
n
s dWs,
E(
∫ n
0 e
−βsdKns )
2 <∞ et ∫ t0 e−βs(Y ns − Ls)dKns = 0, P-p.s.
Le théorème de comparaison de S. Hamadène et al. ([41, p. 164], proposition
41.3) appliqué à la suite croissante fn(s) = f(s)1[0,n] implique que (Y
n)n est une
suite croissante de processus et que (
∫
e−βsdKn)n est une suite décroissante de pro-
cessus. On note leurs limites presque sûres respectivement Y et
∫
e−βsdKs.
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Ensuite, ∀k ≥ 0 et ∀t ≤ n nous obtenons :
Y n+kt − Y nt =
∫ n+k
n
e−βsf(s, ω)ds+
∫ n
t
e−βs
[
dKn+ks − dKns
]
(3.26)
+
∫ n+k
n
e−βsdKn+ks −
∫ n
t
[
Zn+ks − Zns
]
dWs −
∫ n+k
n
Zn+ks dWs.
Appliquons la formule d’Itô à (Y n+kt − Y nt )2 entre t et n, nous obtenons :
(Y n+kt − Y nt )2 +
∫ n
t
(
Zn+ks − Zns
)2
ds = (Y n+kn )
2
+ 2
∫ n
t
e−βs(Y n+ks − Y ns )
(
dKn+ks − dKns
)
− 2
∫ n
t
(Y n+ks − Y ns )
(
Zn+ks − Zns
)
dWs.
En utilisant la croissance de la suite (Y ns ) et la décroissance de la suite (
∫
e−βsdKn)n,
puis en prenant l’espérance, nous obtenons :
E(Y n+kt − Y nt )2 + E
∫ n
t
(
Zn+ks − Zns
)2
ds ≤ E(Y n+kn )2.
En utilisant (3.21), nous obtenons pour tout ε > 0, n et tout k :
E(Y n+kn )
2 et E[(
∫ n+k
n
Zn+ks dWs)
2] ≤ ϕ(n) exp
(∫ n+k
n
e−βudu
)
≤ exp
(
1
β
)
ϕ(n)
(3.27)
rappelant (3.23)
ϕ(n) =
1
β
‖f‖2e−βn + 1
ε
E[sup
s≥n
(L+s )
2] + εE[(
∫ n+k
n
e−βsdKn+ks )
2].
De l’équation∫ n+k
n
e−βsdKn+ks = Y
n+k
n −
∫ n+k
n
e−βsf(s, ω)ds+
∫ n+k
n
Zn+ks dWs,
et de l’estimation (3.27), nous obtenons :
1
3
E
( ∫ n+k
n
e−βsdKn+ks
)2 ≤ 2 exp( 1
β
)
ϕ(n) + e−βn
1
β
‖f‖2.
Si on retranche de ϕ(n) le terme εE[(
∫ n+k
n e
−βsdKn+ks )
2] il vient
(1
3
− 2ε exp
( 1
β
))
E
(∫ n+k
n
e−βsdKn+ks
)2
≤ (1+ 2 exp( 1
β
)) 1
β
‖f‖2e−βn+ 2
ε
exp
( 1
β
)
E[sup
s≥n
(L+s )
2],
(3.28)
donc tend vers zero uniformément dès que ε est choisi assez petit : en effet, puisque
sups L
+
s ∈ L2, par le théorème de Lebesgue de convergence monotone E[sups≥n(L+s )2]
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tend vers 0 quand n tend vers l’infini. Globalement ϕ(n) → 0 quand n tend vers
l’infini et on obtient par (3.27) que les suites (Y n) et (Zn) sont deux suites de
Cauchy qui convergent respectivement dans L2(Ω) et L2([0,∞[×Ω, dt ⊗ dP) vers
deux processus Y, Z :
lim
n−→∞Y
n
t = Yt et limn−→∞Z
n
t = Zt.
On a donc Yt ∈ L2 pour tout t, Z ∈ L2([0,∞[×Ω, dt⊗dP) et E(Y 2t ) = limn−→∞E(Y
n
t )
2,
d’où,
E(Y 2t ) ≤ exp
(
1
β
)
ϕ(t). (3.29)
ii/ De même que dans l’item ii/ de la section 3.4.1 page 115, par limite presque sûre
de la relation vérifiée pour tout n par le triplet (Y n, Zn, Kn), on obtient L’EDSRR
(3.25).
iii/ Pour tout n ≥ t, on a Y nt ≥ Lnt . De plus,
Lnt − Lt =
(
n− t
εn
Ln−εn − Lt
)
1{Ln>0}1]n−εn,n](t) ≤ 2 sup
t≥n−εn
L+t ,
et en utilisant l’hypothèse que supt L
+
t = 0, cette dernière inégalité tend vers 0 p.s. Il
en résulte que Lnt tend vers Lt p.s. Par conséquent, à la limite on a Yt ≥ Lt presque
sûrement soit l’item iii/.
iv/ Examinons maintenant la différence pour tout n et 0 ≤ t ≤ n ≤ n+ k
∫ n
t
e−βsdKns −
∫ n+k
t
e−βsdKn+ks = (
∫ n
t
e−βsdKns −
∫ n
t
e−βsdKn+ks )−
∫ n+k
n
e−βsdKn+ks
dont le second terme tend vers 0 dans L2 par (3.28). Quant au premier utilisant
(3.26) il se récrit∫ n
t
e−βsdKns −
∫ n
t
e−βsdKn+ks = (Y
n
t − Y n+kt ) + Y n+kn +
∫ n
t
(Zns − Zn+ks )dWs.
Ces trois termes convergent vers 0 dans L2 : le premier et le troisième sont les restes
de Cauchy des suites de Cauchy définissant respectivement Y et Z. Le second vérifie
(3.27) : E[(Y n+kn )
2] ≤ exp
(
1
β
)
ϕ(n). Donc (
∫ n
t e
−βsdKns )n est une suite de Cauchy
dans L2, et sa limite
∫∞
t e
−βsdKs est donc élément de L2.
Pour achever la preuve de iv/, pour tout n on a l’identité
∫ t
0
e−βs(Y ns − Ls)dKns = 0, t ≤ n.
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La monotonie de la suite de mesures Kn montre que limn p.s.
∫ t
0 e
−βsLsdKns =∫ t
0 e
−βsLsdKs. Par ailleurs développons (en rappelant que par définition Y ns = 0
pour tout s ≥ n) la différence suivante :∫ t
0
e−βsY ns dK
n
s −
∫ t
0
e−βsYsdKs =∫ t
0
e−βsY ns (dK
n
s − dKs) +
∫ t
0
e−βs(Y ns − Ys)dKs.
Le deuxième terme tend presque sûrement vers 0 par convergence de Lebesgue mono-
tone. Pour le premier, notons que Ls ≤ Y ns ≤ Ys, il converge vers 0 par convergence
de Lebesgue majorée.
Suite de l’item i/ : De la relation (3.25) on tire
Yt = Y0 −
∫ t
0
e−βsf(s)ds−
∫ t
0
e−βsdKs +
∫ t
0
ZsdWs.
on a donc puisqu’ici f ne dépend pas de y et dans ce cas est bornée :
sup
t
|Yt| ≤ |Y0|+ ‖f‖ 1
β
+
∫ ∞
0
e−βsdKs + sup
t
|
∫ t
0
ZsdWs|
c’est à dire une majoration par la somme de quatre termes dans L2 : E[supt |Yt|2] <∞
et Y ∈ C2.
v/ En utilisant la preuve de la proposition 5.1 de [36, p. 716], l’hypothèse supt L
+
t ∈
L2 étant vérifiée, on a de plus pour tout n :
Y nt = essup
t≤θ≤n
E
[ ∫ θ
t
e−βsf(s)ds+ Lθ|Ft
]
.
On obtient donc l’item v/ par simple limite croissante presque sûre des deux membres
de l’égalité.
Corollaire 3.4.5. Supposons que (Y, Z,K) et (Y ′, Z ′, K ′) sont solutions de l’équa-
tion stochastique rétrograde réfléchie (3.25) associées à (f, L) et (f ′, L), satisfaisant
(H1) et (H2). Alors :
∀t ≥ 0, Yt ≤ Y ′t et
∫ t
0
e−βsdKs ≥
∫ t
0
e−βsdK ′s, P-p.s.
Preuve. Soient (Y n, Zn) et (Y
′n, Z
′n) solutions des EDS rétrogrades ordinaires sui-
vantes :
Y nt =
∫ T
t
e−βsf(s)ds+ n
∫ T
t
e−βs(Y ns − Ls)−ds−
∫ T
t
Zns dWs, Y
n
T = 0
Y
′n
t =
∫ T
t
e−βsf ′(s)ds+ n
∫ T
t
e−βs(Y
′n
s − Ls)−ds−
∫ T
t
Z
′n
s dWs, Y
′n
T = 0.
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On pose fn(t, y) = f(t)− ne−βs(y − Ls)− et f ′n(t, y) = f(t)− ne−βs(y − Ls)−. Sous
(H1), nous obtenons fn ≤ f ′n et par suite, en utilisant le résultat de comparaison
des EDS rétrogrades (corollaire 3.4.3 ), on a Y nt ≤ Y ′nt , ∀ n, t ≥ 0, P-p.s. Ensuite,
en utilisant El Karoui et al. [36, p. 719], on a :
∫ T
t
e−βsdKns = n
∫ T
t
e−βs(Y ns − Ls)−ds,
et en utilisant Y nt ≤ Y ′nt , il vient :
n
∫ T
t
e−βs(Y ns − Ls)−ds ≥ n
∫ T
t
e−βs(Y
′n
s − Ls)−ds.
Par conséquent : ∫ t
0
e−βsdKns ≥
∫ t
0
e−βsdK
′n
s , ∀t ≤ n, P-p.s.
En faisant tendre n puis T vers l’infini nous obtenons les comparaisons recherchées :
Yt ≤ Y ′t , t ≥ 0, P-p.s. et
∫ t
0
e−βsdKs ≥
∫ t
0
e−βsdK ′s, P-p.s.
3.4.3 EDSR réfléchies à double barrière
Dans cette section, nous généralisons le théorème 42.2 de Hamadène et al. [41,
p. 167] dans le cas de l’horizon infini. Supposons maintenant que notre système
admet deux barrières (Lt)t≥0 et (Ut)t≥0 : deux processus continus à valeurs réelles
F.-adaptés satisfaisant :
Lt ≤ 0 ≤ Ut.
Le théorème suivant est un cas particulier de la proposition 5.1 de Hamadène et al.
[42, p. 223] : ξ = 0, f(s) = e−βsf(s). Mais la preuve est totalement différente, son
intérêt est qu’elle est constructive puisque elle permet l’approximation de la solution
par la suite des solutions d’horizon fini.
Théorème 3.4.6. Sous (H2) et Lt ≤ 0 ≤ Ut, il existe un processus (Y, Z,K+, K−)
tel que pour tout t ≥ 0 :
i/ Y ∈ C2 et Z ∈ H2.
ii/
Yt =
∫ +∞
t
e−βsf(s)ds+
∫ +∞
t
e−βsdK+s −
∫ +∞
t
e−βsdK−s −
∫ +∞
t
ZsdWs, Y∞ = 0.
(3.30)
iii/ Lt ≤ Yt ≤ Ut.
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iv/ (dK+t ) et (dK
−
t ) sont deux mesures positives vérifiant E(
∫∞
0 e
−βsdK+s )
2 <∞,
E(
∫∞
0 e
−βsdK−s )
2 <∞ et pour tout t :∫ t
0
e−βs(Ys − Ls)dK+s =
∫ t
0
e−βs(Us − Ys)dK−s = 0, P-p.s.
On montre en préalable des résultats qui seront utiles pour démontrer le théorème
3.4.6. En utilisant [41, 55], on déduit une comparaison des processus dans le cas des
équations différentielles réfléchies à double barrière en horizon fini :
Proposition 3.4.7. Soient (Yt, Zt, K
+
t , K
−
t ) et (Y
′
t , Z
′
t, K
′+
t , K
′−
t ), t ∈ [0, T ] solu-
tions des EDS rétrogrades réfléchies associées à (f, L, U) et (f ′, L, U) satisfaisant
(H1) et (H2). Alors :
∀t ∈ [0, T ], Yt ≤ Y ′t ,
∫ t
0
e−βsdK+s ≥
∫ t
0
e−βsdK ′+s et
∫ t
0
e−βsdK−s ≤
∫ t
0
e−βsdK ′−s .
Preuve. 1. Suivant la construction de ces solutions donnée par [55], ces solutions
sont définies comme limite des triplets suivants : soient (Y n, Zn, Kn) et (Y ′n, Z ′n, K ′n)
solutions des EDSRR suivantes :
Y nt =
∫ T
t
e−βsf(s)ds+
∫ T
t
e−βsdKns − n
∫ T
t
e−βs(Y ns − Us)+ds−
∫ T
t
Zns dWs, Y
n
T = 0
(3.31)
Y
′n
t =
∫ T
t
e−βsf ′(s)ds+
∫ T
t
e−βsdK
′n
s − n
∫ T
t
e−βs(Y
′n
s − Us)+ds−
∫ T
t
Z
′n
s dWs, Y
′n
T = 0.
(3.32)
On pose fn(t, y) = f(t)− ne−βt(y − Ut)+ et f ′n(t, y) = f ′(t)− ne−βt(y − Ut)+. Sous
l’hypothèse (H1), nous obtenons fn ≤ f ′n et par suite, pour tout n (cf. proposition
2.3 [41, p. 3]) :
Y nt ≤ Y ′nt , ∀ n, t ≥ 0, P− p.s. et
∫ t
0
e−βsdKns ≥
∫ t
0
e−βsdK
′n
s , ∀t ≤ n.
En faisant tendre n vers l’infini, puisque les suites de fonctions fn, f
′
n sont décrois-
santes, les limites décroissantes (respectivement croissantes) presque sûres Y nt , Y
′n
t
(resp.
∫ t
0 e
−βsdKns et
∫ t
0 e
−βsdK
′n
s ) sont d’après respectivement les preuves du lemme
2 et du lemme 6 de [55] Yt, Y
′
t ,
∫ t
0 e
−βsdK+s et
∫ t
0 e
−βsdK+
′
s qui vérifient bien à la
limite Yt ≤ Y ′t ,
∫ t
0 e
−βsdK+s ≥
∫ t
0 e
−βsdK ′+s .
2. Par définition des solutions des EDSRR en horizon fini, il vient :∫ t
0
e−βsdK−s = Yt − Y0 +
∫ t
0
e−βsf(s)ds+
∫ t
0
e−βsdK+s −
∫ t
0
ZsdWs.
De l’EDSRR (3.31), on tire
n
∫ t
0
e−βs(Y ns − Us)+ds = Y nt − Y n0 +
∫ t
0
e−βsf(s)ds+
∫ t
0
e−βsdKns −
∫ t
0
Zns dWs.
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Par différence des deux précédentes égalités, on obtient :
n
∫ t
0
e−βs(Y ns −Us)+ds−
∫ t
0
e−βsdK−s = (Y
n
t −Yt)−(Y n0 −Y0)+
∫ t
0
e−βs(dKns −dK+s )−
∫ t
0
(Zns −Zs)dWs.
Les suites (Y n) et (Zn) sont deux suites de Cauchy qui convergent respectivement
dans L2(Ω) et L2([0,∞[×Ω, dt⊗dP) vers Y, Z (cf. lemmes 5 et 6 de [55, p. 170-171]).
De plus,
∫ t
0 e
−βsdKns est une suite décroissante de limite presque sûre
∫ t
0 e
−βsdK+s .
Par conséquent, n
∫ t
0 e
−βs(Y ns −Us)+ds converge p.s. vers
∫ t
0 e
−βsdK−s lorsque n tend
vers l’infini.
Ensuite, en utilisant Y nt ≤ Y ′nt , nous obtenons :
n
∫ t
0
e−βs(Y ns − Us)+ds ≤ n
∫ t
0
e−βs(Y ′ns − Us)+ds.
Par passage à la limite, nous obtenons la dernière comparaison recherchée :∫ t
0
e−βsdK−s ≤
∫ t
0
e−βsdK ′−s , P− p.s.
Lemme 3.4.8. Pour tout n ≥ 0 et t ∈ [0, T ], soit (Y n, Zn, Kn) solution de l’EDSRR
à unique barrière associée à (−‖f‖e−βt−ne−βt(y−Ut)+, L) avec Y nT = 0, supt(L+t ) ∈
L2 et Ut = c1,0e
−βt. Alors,
sup
t≤T
n(Y
n
t − Ut)+ ≤ βc1,0e−βt, P-p.s. (3.33)
Preuve. C’est de fait le lemme 41.4 de [41, p. 165], mais par souci d’exhaustivité,
nous détaillons la preuve.
Pour tout n, k ≥ 0, soit (Y n,k, Zn,k) solution de l’EDS ordinaire suivante :
Y
n,k
t = −
∫ T
t
e−βs‖f‖ds− n
∫ T
t
e−βs(Y
n,k
s − Us)+ds+ k
∫ T
t
e−βs(Y
n,k
s − Ls)−ds−
∫ T
t
Z
n,k
s dWs
Y
n,k
T = 0.
Il est démontré dans [36, p. 719] que
∀t ∈ [0, T ], lim
k−→∞
k
∫ T
t
e−βs(Y
n,k
s − Ls)−ds =
∫ T
t
e−βsdK
n
s , P-p.s.
et lorsque k tend vers l’infini, nous avons
lim
k−→∞
Y
n,k
t = Y
n
t , P-p.s.
Ensuite, on définit Xn,kt = Y
n,k
t − Ut, et par suite :
X
n,k
t = −Ut −
∫ T
t
e−βs‖f‖ds− n
∫ T
t
e−βs(Xn,ks )
+ds+ k
∫ T
t
e−βs(Xn,ks − (Ls − Us))−ds−
∫ T
t
Z
n,k
s dWs
X
n,k
T = −UT .
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On note Dn =
{
µ : [0, T ]×Ω −→ [0, n] : processus F.-progressivement mesurable
}
.
Appliquons la formule d’Itô entre t et T au produit Xn,k×exp
(
−∫ .0(µ(u)+ν(u))du),
où µ, ν ∈ Dn. Nous obtenons ∀ν, ∀µ :
X
n,k
t = E
[
− UT exp
(− ∫ T
t
(µ(u) + ν(u))du
)
+
∫ T
t
exp
(− ∫ s
t
(µ(u) + ν(u))du
)
(U˙s − e−βs‖f‖+ µ(s)(Ls − Us))ds
+
∫ T
t
exp
(− ∫ s
t
(µ(u) + ν(u))du
)
µ(s)(Xn,ks − (Ls − Us))ds
+
∫ T
t
exp
(− ∫ s
t
(µ(u) + ν(u))du
)(
ke−βs(Xn,ks − (Ls − Us))− + ν(s)Xn,ks − ne−βs(Xn,ks )+
)
ds
∣∣∣Ft].
L’égalité (6.13) de Cvitanic et Karatzas [24, p. 2042] montre que
Xn,kt ≤ essup
µ∈Dn
essinf
ν∈Dn
E
[
− UT exp
(
−
∫ T
t
(µ(u) + ν(u))du
)
+
∫ T
t
exp
(
−
∫ s
t
(µ(u) + ν(u))du
)
(U˙s − e−βs‖f‖+ µ(s)(Ls − Us))ds
∣∣∣∣Ft].
Du fait que Lt ≤ Ut, UT ≥ 0 et µ ≥ 0, il vient :
Xn,kt ≤ essup
µ∈Dn
essinf
ν∈Dn
E
[ ∫ T
t
exp
(
−
∫ s
t
(µ(u) + ν(u))du
)
|U˙s|ds
∣∣∣∣Ft]
≤ essup
µ∈Dn
E
[ ∫ T
t
exp
(
−
∫ s
t
(µ(u) + n)du
)
|U˙s|ds
∣∣∣∣Ft]
≤ E
[ ∫ T
t
exp
(
− n(s− t)
)
|U˙s|ds
∣∣∣∣Ft],
les deux dernières inégalités sont obtenues du fait que e−ν ≥ e−n et e−µ ≤ 1.
Puisque Ut = c1,0e
−βt, nous obtenons :
Xn,kt ∨ 0 ≤
βc1,0
n
e−βt,
et pour tout t ∈ [0, T ], il vient :
n(Y
n
t − Ut)+ = lim
k−→∞
n(Xn,kt ∨ 0) ≤ βc1,0e−βt, P-p.s.
Remarque 3.4.9. Soient Y 1 et Y 2 deux solutions des EDS rétrogrades associées
respectivement à (f 1, ξ1) et (f 2, ξ2). Nous supposons que ξ1 ≥ ξ2, P-p.s. et
f 1(t, Y 1t ) ≥ f 2(t, Y 1t ), dP⊗ dt-p.s.
Alors, la même démonstration que le résultat de comparaison de El Karoui et al.
[37, p. 23] entraîne
∀t ∈ [0, T ], Y 1t ≥ Y 2t , P-p.s.
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D’où le corollaire suivant :
Corollaire 3.4.10. Dans le cas des EDS rétrogrades à unique barrière, si on a
(H3) : ξ1 ≥ ξ2, f 1(t, Y 1t ) ≥ f 2(t, Y 1t ),
alors
∀t ∈ [0, T ], Y 1t ≥ Y 2t , et
∫ t
0
e−βsdK1s ≤
∫ t
0
e−βsdK2s , P-p.s.
Preuve. Pour tout n ≥ 0, t ∈ [0, T ], soient (Y 1,n, Z1,n) et (Y 2,n, Z2,n) deux solutions
des EDSR ordinaires suivantes :
Y 1,nt =
∫ T
t
e−βsf 1(s, Y 1,ns )ds+ n
∫ T
t
e−βs(Y 1,ns − Ls)−ds−
∫ T
t
Z1,ns dWs, Y
1,n
T = 0
Y 2,nt =
∫ T
t
e−βsf 2(s, Y 2,ns )ds+ n
∫ T
t
e−βs(Y 2,ns − Ls)−ds−
∫ T
t
Z2,ns dWs, Y
2,n
T = 0.
Sous l’hypothèse (H3) et la remarque 3.4.9, nous obtenons
∀n ≥ 0, Y 1,nt ≥ Y 2,nt , P-p.s.
En faisant tendre n vers l’infini, il vient Y 1t ≥ Y 2t , P-p.s.
Ensuite, n
∫ T
t e
−βs(Y 1,ns −Ls)−ds converge presque sûrement vers
∫ T
t e
−βsdK1s , et
en utilisant Y 1,nt ≥ Y 2,nt , il vient :
n
∫ T
t
e−βs(Y 1,ns − Ls)−ds ≤ n
∫ T
t
e−βs(Y 2,ns − Ls)−ds.
Par conséquent : ∫ t
0
e−βsdK1s ≤
∫ t
0
e−βsdK2s , P-p.s.
Proposition 3.4.11. Pour tout n ≥ 0, soient (Y n, Zn, Kn), (Y n, Zn, Kn) et (ρT , θT ,ΠT )
solutions des EDSR réfléchies à unique barrière associées respectivement à (fe−βt−
ne−βt(y−Ut)+, L), (−‖f‖e−βt−ne−βt(y−Ut)+, L) et (−‖f‖e−βt−βc1,0e−βt, L) avec
Y nT = Y
n
T = ρ
T
T = 0, supt(L
+
t ) ∈ L2 et Ut = c1,0e−βt. Alors,
∀t ∈ [0, T ], Y nt ≥ Y nt ≥ ρTt , et
∫ t
0
e−βsdKns ≤
∫ t
0
e−βsdK
n
s ≤
∫ t
0
e−βsdΠTs , P-p.s.
De plus, pour 0 < ε < 1
6 exp(β−1)
, il existe une constante C˜ε telle que ∀T :
E
( ∫ T
0
e−βsdΠTs
)2
≤ C˜ε, (3.34)
où
C˜ε =
(
1
3
− 2ε exp
(
1
β
))−1 [(
1 + 2 exp
(
1
β
))
1
β
(‖f‖+ βc1,0)2 + 1
ε
E[sup
s≥0
(L+s )
2]
]
.
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Preuve. Soient (Y n, Zn, Kn), (Y
n
, Z
n
, K
n
), n ≥ 0 et (ρT , θT ,ΠT ) solutions de l’ED-
SRR associées respectivement à (fe−βt−ne−βt(y−Ut)+, L), (−‖f‖e−βt−ne−βt(y−
Ut)
+, L) et (−‖f‖e−βt − βc1,0e−βt, L) avec Y nT = Y nT = ρTT = 0 :
Y nt =
∫ T
t
e−βsf(s)ds− n
∫ T
t
e−βs(Y ns − Us)+ds+
∫ T
t
e−βsdKns −
∫ T
t
Zns dWs
Y
n
t = −
∫ T
t
e−βs‖f‖ds− n
∫ T
t
e−βs(Y
n
s − Us)+ds+
∫ T
t
e−βsdK
n
s −
∫ T
t
Z
n
sdWs
ρTt = −
∫ T
t
e−βs‖f‖ds−
∫ T
t
βc1,0e
−βsds+
∫ T
t
e−βsdΠTs −
∫ T
t
θTs dWs.
La majoration (3.33) du lemme 3.4.8 (avec supt(L
+
t ) ∈ L2 et Ut = c1,0e−βt) implique
−e−βt‖f‖ − n(Y nt − Ut)+ ≥ −e−βt‖f‖ − βc1,0e−βt, P-p.s.
En utilisant le corollaire de comparaison 3.4.10, il vient
∀t ∈ [0, T ], Y nt ≥ ρTt , et
∫ t
0
e−βsdK
n
s ≤
∫ t
0
e−βsdΠTs , P-p.s.
Ensuite, naturellement on a
e−βtf(t)− ne−βt(y − Ut)+ ≥ −e−βt‖f‖ − ne−βt(y − Ut)+.
Par conséquent, en utilisant le corollaire 3.4.7, il vient
∀t ∈ [0, T ], Y nt ≥ Y nt , et
∫ t
0
e−βsdKns ≤
∫ t
0
e−βsdK
n
s , P-p.s.
et par transitivité :
∀t ∈ [0, T ], Y nt ≥ Y nt ≥ ρTt , et
∫ t
0
e−βsdKns ≤
∫ t
0
e−βsdK
n
s ≤
∫ t
0
e−βsdΠTs , P-p.s.
Cherchons maintenant une estimation de E
( ∫ T
0 e
−βsdΠTs
)2
. Appliquons la for-
mule d’Itô à (ρTt )
2 entre t et T :
E(ρTt )
2 + E
∫ T
t
(θTs )
2ds = 2E
∫ T
t
e−βs(−‖f‖ − βc1,0)ρTs ds+ 2E
∫ T
t
e−βsρTs dΠ
T
s .
L’inégalité de Cauchy-Schwartz et l’égalité
∫
e−βs(ρTs − Ls)dΠTs = 0 impliquent
E(ρTt )
2 + E
∫ T
t
(θTs )
2ds ≤ E
∫ T
t
e−βs(ρTs )
2ds+ E
∫ T
t
e−βs(‖f‖+ βc1,0)2ds+ 2E
∫ T
t
e−βsLsdΠTs ,
de plus, pour tout ε > 0 :
2
∫ T
t
Lse
−βsdΠTs ≤ 2
∫ T
t
L+s e
−βsdΠTs
≤ 2 sup
s≥t
L+s
∫ T
t
e−βsdΠTs ≤
1
ε
sup
s≥t
(L+s )
2 + ε
(∫ T
t
e−βsdΠTs
)2
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(on utilise 2ab ≤ 1
ε
a2 + εb2). On applique le lemme de Gronwall avec ψ(t) = e−βt et
ϕ(t) =
1
β
(‖f‖+ βc1,0)2e−βt + 1
ε
E[sup
s≥t
(L+s )
2] + εE
[( ∫ T
t
e−βsdΠTs
)2]
.
Comme ϕ est décroissante (cf. A.0.6) il vient :
E[(ρTt )
2] ≤ ϕ(t) exp
( ∫ T
t
e−βudu
)
≤ exp
(
1
β
)
ϕ(t). (3.35)
On a aussi par conséquent, puisque
∫ T
t |θTs |2ds ≤ (ρTt )2 +
∫ T
t |θTs |2ds, la même majo-
ration
E(
∫ T
t
|θTs |2ds) ≤ exp
(
1
β
)
ϕ(t). (3.36)
Ensuite, nous avons :∫ T
0
e−βsdΠTs = ρ
T
0 +
∫ T
0
e−βs‖f‖ds+
∫ T
0
βc1,0e
−βsds+
∫ T
0
θTs dWs.
Des inégalités (3.35) et (3.36), nous obtenons :
1
3
E
( ∫ T
0
e−βsdΠTs
)2 ≤ 1
β
(‖f‖+ βc1,0)2 + 2 exp
(
1
β
)
ϕ(0).
Si on retranche de ϕ(0) le terme εE
[( ∫ T
0 e
−βsdΠTs
)2]
il vient
(
1
3
−2ε exp
(
1
β
))
E
( ∫ T
0
e−βsdΠTs
)2
≤
(
1+2 exp
(
1
β
))
1
β
(‖f‖+βc1,0)2+1
ε
E[sup
s≥0
(L+s )
2],
(3.37)
avec ε est choisi assez petit vérifiant ε < 1
6 exp(β−1)
. Enfin, pour tout T :
E
( ∫ T
0
e−βsdΠTs
)2
≤
(1
3
− 2ε exp
( 1
β
))−1 [(
1 + 2 exp
( 1
β
)) 1
β
(‖f‖+ βc1,0)2 + 1
ε
E[sup
s≥0
(L+s )
2]
]
.
Preuve du théorème 3.4.6. En utilisant le théorème 3.2 de [41], on déduit l’exis-
tence pour tout n d’un quadruplet de processus qui vérifient Y n ∈ C2([0, n]), Zn ∈
H
2([0, n]× Ω) et ∀t ≤ n :
(SL,U)

Y nt = 0 ∀t ≥ n,
Lt ≤ Y nt ≤ Ut, ∀t ≤ n,
Y nt =
∫ n
t e
−βsf(s)ds+
∫ n
t e
−βsdKn+s −
∫ n
t e
−βsdKn−s −
∫ n
t Z
n
s dWs.
E(
∫ t
0 e
−βsdKn+s )
2 <∞ E(∫ t0 e−βsdKn−s )2 <∞ et∫ t
0 e
−βs(Y ns − Ls)dKn+s =
∫ t
0 e
−βs(Us − Y ns )dKn−s = 0, P-p.s.
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Le système (SL,U) est associée à la suite croissante fn(t) = f(t)1[0,n](t). La proposi-
tion 3.4.7 implique que (Y n)n est une suite croissante de processus, (
∫
e−βsdKn+)n
est une suite décroissante de processus et (
∫
e−βsdKn−)n est une suite croissante
de processus. On note leurs limites presque sûres respectivement Y ,
∫
e−βsdK+s et∫
e−βsdK−s . Ensuite, ∀k ≥ n nous obtenons :
Y n+kt − Y nt =
∫ n+k
n
e−βsf(s)ds+
∫ n
t
e−βs
[
dK(n+k)+s − dKn+s
]
+
∫ n+k
n
e−βsdK(n+k)+s
−
∫ n
t
e−βs
[
dK(n+k)−s − dKn−s
]
−
∫ n+k
n
e−βsdK(n+k)−s
−
∫ n
t
[
Zn+ks − Zns
]
dWs −
∫ n+k
n
Zn+ks dWs.
Appliquons la formule d’Itô à (Y n+kt − Y nt )2 entre t et n, nous obtenons :
(Y n+kt − Y nt )2 +
∫ n
t
(
Zn+ks − Zns
)2
ds = 2
∫ n
t
e−βs(Y n+ks − Y ns )
(
dK(n+k)+s − dKn+s
)
− 2
∫ n
t
e−βs(Y n+ks − Y ns )
(
dK(n+k)−s − dKn−s
)
− 2
∫ n
t
(Y n+ks − Y ns )
(
Zn+ks − Zns
)
dWs + (Y
n+k
n )
2.
En utilisant la décroissance de la suite (
∫
e−βsdKn+)n et la croissance de la suite
(
∫
e−βsdKn−)n, puis en passant à l’espérance, nous obtenons :
E(Y n+kt − Y nt )2 + E
∫ n
t
(
Zn+ks − Zns
)2
ds ≤ E(Y n+kn )2.
Ensuite, en utilisant (3.22) pour L ≤ 0 ≤ U et tout n et tout k
∃D > 0 E(Y n+ks )2 ≤ De−βs
avec D = 1
β
‖f‖2 exp
(
2C+1
β
)
, et alors on a simplement
E(Y n+kt − Y nt )2 + E
∫ n
t
(
Zn+ks − Zns
)2
ds ≤ E(Y n+kn )2 ≤ De−βn → 0.
Par conséquent, les suites (Y n) et (Zn) sont deux suites de Cauchy qui convergent
respectivement dans L2(Ω) et L2([0,∞[×Ω, dt⊗ dP) vers deux processus Y, Z :
lim
n−→∞Y
n
t = Yt et limn−→∞Z
n
t = Zt.
On a donc Yt ∈ L2 pour tout t et Z ∈ L2([0,∞[×Ω, dt⊗ dP).
ii/ De même que dans l’item ii/ de la section 3.4.1 page 115, par limite presque
sûre de la relation vérifiée pour tout n par le quadruplet (Y n, Zn, Kn+, Kn−), on
obtient l’item ii/.
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De plus, puisque pour tout n Lt ≤ Y nt ≤ Ut à la limite on a également Lt ≤ Yt ≤ Ut
presque sûrement soit l’item iii/.
iv/ La proposition 3.4.11 montre
∀n, ∀T, ∀t ≤ T,
∫ t
0
e−βsdKT,ns ≤
∫ t
0
e−βsdΠTs .
En faisant tendre n vers l’infini, il vient
∀T, ∀t ≤ T,
∫ t
0
e−βsdKT,+s ≤
∫ t
0
e−βsdΠTs .
De plus, la majoration (3.34) montre
∀T, E
( ∫ T
0
e−βsdΠTs
)2 ≤ C˜ε,
où
C˜ε =
(
1
3
− 2ε exp
(
1
β
))−1 [(
1 + 2 exp
(
1
β
))
1
β
(‖f‖+ βc1,0)2 + 1
ε
E[sup
s≥0
(L+s )
2]
]
.
Par conséquent,
∀T, E
( ∫ T
0
e−βsdKT,+s
)2 ≤ C˜ε,
Quand T tend vers l’infini, le processus (
∫
e−βsdKT,+s ) décroît vers (
∫
e−βsdK+s ) et
donc
∀T, E
( ∫ T
0
e−βsdK+s
)2 ≤ C˜ε,
et par suite
E
( ∫ ∞
0
e−βsdK+s
)2 ≤ C˜ε,
d’où,
∫∞
0 e
−βsdK+s ∈ L2. Ensuite, on tire de (3.30) :∫ ∞
0
e−βsdK−s = Yt − Y0 +
∫ ∞
0
e−βsf(s)ds+
∫ ∞
0
e−βsdK+s −
∫ ∞
0
ZsdWs,
qui est la somme de cinq termes de L2, et par conséquent
∫∞
0 e
−βsdK−s est aussi de
carré intégrable.
Pour achever la preuve de l’item iv/, pour tout n on a l’identité presque sûre∫ t
0
e−βs(Y ns − Ls)dKn+s =
∫ t
0
e−βs(Us − Y ns )dKn−s = 0, t ≤ n.
La monotonie des suites de mesuresKn+ etKn− montre que limn p.s.
∫ t
0 e
−βsLsdKn+s =∫ t
0 e
−βsLsdK+s et limn p.s.
∫ t
0 e
−βsUsdKn−s =
∫ t
0 e
−βsUsdK−s . Par ailleurs développons
(en rappelant que par définition Y ns = 0 pour tout s ≥ n) la différence suivante :∫ t
0
e−βsY ns dK
n+
s −
∫ t
0
e−βsYsdK+s =
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∫ t
0
e−βsY ns (dK
n+
s − dK+s ) +
∫ t
0
e−βs(Y ns − Ys)dK+s .
Le deuxième terme tend presque sûrement vers 0 par convergence de Lebesgue mono-
tone. Pour le premier, notons que Ls ≤ Y ns ≤ Ys, il converge vers 0 par convergence
de Lebesgue majorée. De façon similaire, développons la différence suivante :∫ t
0
e−βsY ns dK
n−
s −
∫ t
0
e−βsYsdK−s =
∫ t
0
e−βsY ns (dK
n−
s − dK−s ) +
∫ t
0
e−βs(Y ns − Ys)dK−s .
Le deuxième terme tend presque sûrement vers 0 par convergence de Lebesgue mo-
notone. Pour le premier, notons que Ls ≤ Y ns ≤ Ys ≤ Us, il converge vers 0 par
convergence de Lebesgue majorée. Par suite,∫ t
0
e−βs(Ys − Ls)dK+s =
∫ t
0
e−βs(Us − Ys)dK−s = 0.
Suite de l’item i/ : De la relation (3.30) on tire :
Yt = Y0 −
∫ t
0
e−βsf(s)ds+
∫ t
0
e−βsdK+s −
∫ t
0
e−βsdK−s +
∫ t
0
ZsdWs.
On a donc puisqu’ici f ne dépend pas de y et dans ce cas est bornée :
sup
t
|Yt| ≤ |Y0|+ ‖f‖
β
+
∫ ∞
0
e−βsdK+s +
∫ ∞
0
e−βsdK−s + sup
t
|
∫ t
0
ZsdWs|,
c’est à dire une majoration par la somme de cinq termes dans L2 : E[supt |Yt|2] <∞
et Y ∈ C2.
3.5 Existence de (Y 1, Y 2)
En utilisant le théorème 3.4.6 avec
f(s) = f(0, Xs)− f(1, Xs), Lt = −c0,1e−βt ≤ 0 ≤ Ut = c1,0e−βt,
il existe un quadruplet de processus mesurables (Y, Z,K+, K−) tel que :
(S)

Y ∈ C2, Z ∈ H2
Yt =
∫ +∞
t
e−βs(f(0, Xs)− f(1, Xs))ds+
∫ +∞
t
e−βsdK+s −
∫ +∞
t
e−βsdK−s −
∫ +∞
t
ZsdWs
−c0,1e−βt ≤ Yt ≤ e−βtc1,0∫ +∞
0
e−βsdK±s ∈ L2 et e−βt(Yt + e−βtc0,1)dK+t = e−βt(c1,0e−βt − Yt)dK−t = 0.
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Nous pouvons donc prouver notre résultat principal : l’existence des processus
(Y 1, Y 2) introduits dans la proposition 3.3.4. On se réfère au théorème 3.2 [40, p.
186].
Théorème 3.5.1. Il existe un couple de processus continus (Y 1t , Y
2
t )t≥0 à valeurs
dans R qui satisfont (3.8) et (3.9) :
Y 1t = essup
θ∈Tt
E
[∫ θ
t
e−βsf(0, Xs) ds− e−βθc0,1 + Y 2θ |Ft
]
, Y 1∞ = 0
Y 2t = essup
θ∈Tt
E
[∫ θ
t
e−βsf(1, Xs) ds− e−βθc1,0 + Y 1θ |Ft
]
, Y 2∞ = 0.
Preuve. On applique le théorème 3.4.6 avec
f(s) = f(0, X0s )− f(1, X1s ), Lt = −c0,1e−βt ≤ 0 ≤ Ut = e−βtc1,0,
Puisque
∫+∞
t e
−βsdK±s sont intégrables et f bornée on peut définir les processus
Y 1t = E
[∫ ∞
t
e−βsf(0, Xs)ds+
∫ +∞
t
e−βsdK+s
∣∣∣Ft]
Y 2t = E
[∫ ∞
t
e−βsf(1, Xs)ds+
∫ +∞
t
e−βsdK−s
∣∣∣Ft] .
Par suite, Yt = Y
1
t − Y 2t , t ≥ 0 et de l’inégalité −c0,1e−βt ≤ Yt ≤ e−βtc1,0, on obtient
Y∞ = 0.
Montrons maintenant que E[supt≥0 |Y it |2] < ∞, i = 0, 1. En passant au carré et
à l’espérance des précédentes égalités, en utilisant la bornitude de la fonction f , et
le fait que
∫ t
0 e
−βsdK+s est positive, nous obtenons pour tout t :
Y 1t ≤
1
β
‖f‖+ E
[
(
∫ +∞
0
e−βsdK+s )
∣∣∣Ft].
L’inégalité de Burkholder-Davis-Gundy [47, p. 166] appliquée à la martingale de
carré intégrable E
[
(
∫+∞
0 e
−βsdK+s )
∣∣∣Ft] permet de conclure que E[supt≥0 |Y 1t |2] <∞.
Nous procédons de la même façon pour démontrer E
[
supt≥0 |Y 2t |2
]
<∞.
Ensuite, d’après le théorème de représentation des martingales, il existe un pro-
cessus prévisible adapté Z1 tel que pour tout t :∫ t
0
Z1sdWs =
∫ t
0
e−βsf(0, Xs)ds+
∫ t
0
e−βsdK+s + Y
1
t − E
[ ∫ ∞
0
e−βsf(0, Xs)ds+
∫ ∞
0
e−βsdK+s
]
.
En utilisant la troisième inégalité du système (S), nous avons Yt ≥ −c0,1e−βt, et en
remplaçant Yt par Y
1
t − Y 2t , nous obtenons Y 1t ≥ −c0,1e−βt + Y 2t .
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De même, la quatrième égalité du système (S), c’est à dire
∫ .
0 e
−βt(Yt+c0,1e−βt)dK+t =
0, en remplaçant Yt par Y
1
t − Y 2t montre
∀T,
∫ T
0
(Y 1t − Y 2t + c0,1e−βt)e−βtdK+t = 0.
Par suite, le triplet (Y 1, Z1, K+) satisfait :{ −dY 1t = e−βtf(0, Xt)dt+ e−βtdK+t − Z1t dWt
Y 1t ≥ −c0,1e−βt + Y 2t et e−βt(Y 1t − Y 2t + e−βtc0,1)dK+t = 0.
Ensuite, on utilise le théorème 3.4.4 item v/ avec Lt = −c0,1e−βt + Y 2t . Du fait que
E[supt≥0 |Y 2t |2] <∞, l’hypothèse E[supt≥0(L+t )2] <∞ est vérifiée et on a :
Y 1t = essup
θ∈Tt
E
[∫ θ
t
e−βsf(0, Xs)ds− c0,1e−βθ + Y 2θ
∣∣∣Ft
]
, t ≥ 0.
D’une manière similaire, en utilisant la troisième inégalité du système (S), nous avons
Yt ≤ c1,0e−βt, et en remplaçant Yt par Y 1t −Y 2t , nous obtenons Y 2t ≥ −c1,0e−βt+ Y 1t .
Par suite, le triplet (Y 2, Z1, K−) satisfait :{ −dY 2t = e−βtf(1, Xt)dt+ e−βtdK−t − Z1t dWt
Y 2t ≥ −c1,0e−βt + Y 1t et e−βt(c1,0e−βt − Y 1t + Y 2t )dK−t = 0.
Ensuite, on utilise le théorème 3.4.4 item v/ avec Lt = −c1,0e−βt + Y 1t . Du fait que
E[supt≥0 |Y 1t |2] <∞, l’hypothèse E[supt≥0(L+t )2] <∞ est vérifiée et on a :
Y 2t = essup
θ∈Tt
E
[∫ θ
t
e−βsf(1, Xs)ds− c1,0e−βθ + Y 1θ
∣∣∣Ft
]
, t ≥ 0.
D’où l’existence du couple (Y 1, Y 2).
Remarque 3.5.2. Du fait que Yt = Y
1
t −Y 2t , t ≥ 0, la stratégie α̂ = (τ̂n)n≥0 définie
par 
τ̂−1 = 0
τ̂2n = inf{t ≥ τ̂2n−1, Yt ≤ −c0,1e−βt}, ∀ n ≥ 0
τ̂2n+1 = inf{t ≥ τ̂2n, Yt ≥ c1,0e−βt}
est optimale.
3.6 Approximation en temps discret des EDSRR
Dans cette section, nous définissons une approximation en temps discret des EDS
rétrogrades et réfléchies, introduites dans la section 3.4, pour obtenir numériquement
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la suite d’impulsions optimale (τ̂n)n≥0. En effet, la remarque 3.5.2 nous permet de
déduire que la stratégie α̂ = (τ̂n)n≥0 est complétement définie par le processus Y
donné par l’EDS (3.30) du théorème 3.4.6, avec
Lt = −c0,1e−βt ≤ Yt ≤ Ut = c1,0e−βt,
c’est à dire que la solution est contrainte à rester dans l’intervalle [L,U ] et que
les temps d’arrêt optimaux (τ̂n)n≥0 sont ceux pour lesquels le processus Y atteint
successivement les obstacles L et U .
De plus, lorsque t tend vers l’infini, Yt converge vers 0, et par suite, on peut fixer un
horizon fini T tel que YT = 0.
3.6.1 Approximation de la composante forward
Commençons tout d’abord par rappeler la composante forward qui est définie
par l’EDS
Xt = X0 +
∫ t
0
b(Xs)ds+
∫ t
0
σ(Xs)dWs, (3.38)
où b et σ sont deux fonctions continues satisfaisant la condition de Lipschitz (3.3).
L’EDS (3.38) admet une unique solution (Xt) F -adapté vérifiant E(supt≤T |Xt|2) <
∞ (pour plus de détails, cf. [47]).
L’approximation en temps discret du processus X a été largement étudiée dans
la littérature (cf. par exemple Kloeden et Platen [49]). On utilise le schéma d’Euler
classique défini, pour une partition pi := {0 := t0 < t1 < . . . < tn := T}, par
Xpi0 = X0
Xpiti+1 = X
pi
ti
+ b(Xpiti)(ti+1 − ti) + σ(Xpiti)(Wti+1 −Wti), i ≤ n− 1.
(3.39)
On définit la version en temps continu de Xpi par
Xpit = X
pi
ti
+ b(Xpiti)(t− ti) + σ(Xpiti)(Wt −Wti), t ∈ (ti, ti+1), i ≤ n− 1.
On note |pi| := maxi≤n−1(ti+1 − ti) le module de pi.
Remarque 3.6.1. [49] Sous l’hypothèse de Lipschitz (3.3), l’estimation de l’erreur
du schéma d’Euler en Lp est
lim sup
|pi|−→0
|pi|− 12 max
i≤n−1
E
[
sup
t≤T
|Xt −Xpit |p + sup
t∈[ti,ti+1]
|Xt −Xpit |p
] 1
p
<∞, p ≥ 1. (3.40)
Exemples 3.6.2. Nous utilisons le logiciel R pour résoudre numériquement la com-
posante forward X selon le schéma d’Euler. Supposons que
b(Xt) = bXt et σ(Xt) = σXt.
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Figure 3.1 – X0 = 1, b = 0.5, σ = 1. Figure 3.2 – X0 = 1, b = 1, σ = 1.
3.6.2 Approximation de la composante rétrograde
Nous rappelons la solution de l’EDSRR à double barrière en horizon fini T :
Yt =
∫ T
t e
−βsf(s)ds+
∫ T
t e
−βsdK+s −
∫ T
t e
−βsdK−s −
∫ T
t ZsdWs, YT = 0
−c0,1e−βt ≤ Yt ≤ e−βtc1,0.
L’unicité et l’existence des solutions de ce type des EDSRR à horizon fini ont été
étudiées par Cvitanic et Karatzas [24]. L’EDSR réfléchie est l’extension de l’EDSR
et est reliée à plusieurs problèmes (les options américaines en finance et les jeux de
Dynkin en économie).
Nous donnons tout d’abord quelques références des méthodes numériques de la
résolution des EDSR réfléchies. Durant ces dernières années, plusieurs techniques ont
été proposées pour la résolution numérique du processus Y . Citons par exemple Ma
et al. [57] qui ont développé l’algorithme en quatre étapes. Leur méthode est basée
sur l’approximation des différences finies de l’EDP associée. Malheureusement cette
méthode ne peut pas être utilisée dans une dimension élevée (dimension supérieure
ou égale à 4).
Bally et Pagès [4] ont utilisé la technique de quantification dans le cas où le
générateur ne dépend pas du contrôle Z.
Hamadène et Jeanblanc [40] ont utilisé l’approximation par pénalisation, i.e.
l’approximation du processus Y est donnée par Y n,kT = 0 et
Y
n,k
t =
∫ T
t
e−βsf(s)ds−n
∫ T
t
e−βs(Y n,ks −e−βsc1,0)+ds+k
∫ T
t
e−βs(Y n,ks −e−βsc0,1)−−
∫ T
t
Zn,ks dWs,
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où Y n,k converge vers le processus Y (cf. [41]). Cette méthode est délicate car le
générateur associé à Y n,k dépend des paramètres n et k et ainsi la constante de
Lipschitz dépend aussi de ces deux paramètres.
Nous préférons l’approximation par discrétisation, qui est souvent utilisée (cf.
par exemple [13, 20]). Pour la suite, on note
Eti := E[ . |Fti].
Nous introduisons le schéma d’approximation en temps discret de la composante
rétrograde réfléchie Y :

Y˜ piti = Eti [Y
pi
ti+1
] + (ti+1 − ti) e−βtif(Xpiti)
Y piti = (Y˜
pi
ti
∨ Lti) ∧ Uti , i ≤ n− 1,
(3.41)
avec la condition terminale Y˜ piT = Y
pi
T = 0 (rappelons que tn = T ).
Remarque 3.6.3. [14, p. 179] Les variables aléatoires Y˜ piti et Y
pi
ti
sont des fonctions
déterministes de Xpiti pour tout i = 0, . . . , n−1. Du caractère markovien du processus
Xpi, il s’ensuit que l’espérance conditionnelle définie dans (3.41) peut être remplacée
par
Eti [Y
pi
ti+1
] = E[Y piti+1|Xpiti ].
Nous ne discuterons pas ici la convergence théorique de la méthode et la régula-
rité du processus Y pi et qui ont été largement étudiées dans la littérature, nous nous
référons à [13, 19, 20] pour des instructions rigoureuses.
La dernière étape consiste à déterminer l’approximation de l’espérance condition-
nelle utilisée dans (3.41) et qui peut être formulée en utilisant différentes méthodes.
Plusieurs techniques de type Monte-Carlo ont été proposées pour le calcul de l’espé-
rance conditionnelle. Citons parmi d’autres l’approche de quantification (cf. [4, 5]),
le calcul de Malliavin [14] ou la méthode de régression (cf. [16, 56]).
Nous adoptons ici l’algorithme de Longstaff-Schwarz [56] s’appuyant sur des si-
mulations de Monte Carlo des trajectoires du sous-jacent X et des techniques de
régression non-paramétrique basées sur un choix convenable des polynômes de ré-
gression. Longstaff et Schwarz ont utilisé une nouvelle approche dans le cadre de
l’évaluation des options américaines-barmudéennes par simulation : la méthode LSM
(Least-Squares Monte Carlo).
Le calcul de Eti [Y
pi
ti+1
] par la méthode de LSM se base principalement sur le
caractère markovien du processus : Eti [.] = E[.|Xpiti], ce qui permet d’affirmer que
l’espérance conditionnelle s’écrit comme une fonction mesurable de Xpiti , soit :
Eti [Y
pi
ti+1
] = F (Xpiti).
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Pour l’approximation de la fonction F , on peut l’écrire comme une combinaison
linéaire finie des fonctions de base pk, 1 ≤ k ≤ L, i.e.
F (x) ≃
L∑
k=1
ak pk(x), (3.42)
où p1, . . . , pL sont des fonctions de base données et les coefficients (ak)k≤L ∈ RL sont
solutions du problème des moindres carrées :
inf
(aL)1≤k≤L
∥∥∥∥Y piti+1 − L∑
k=1
ak pk(X
pi
ti
)
∥∥∥∥2
M
,
où, avec la méthode LSM, nous allons utiliser M simulations Monte Carlo pour dé-
terminer les coefficients (ak)k≤L.
Un choix possible des fonctions de base est l’ensemble fini des polynômes de La-
guerre :
p0(x) = 1, p1(x) = 1− x, p2(x) = 1
2
(x2 − 4x+ 2).
D’autres types de fonctions de base polynômiales sont étudiés dans [17] tels que les
polynômes d’Hermite, Legendre, Chebyshev ou Jacobi.
3.6.3 Résolution numérique
Rappelons que la stratégie optimale α̂ = (τ̂n)n≥0 est complétement définie par
le processus Y et elle est obtenue lorsque Y atteint sucessivement les barrières L et
U . Par suite, résoudre numériquement cette stratégie revient à simuler le processus
Y en utilisant l’approximation en temps discret introduite dans la sous-section 3.6.2.
Rappelons aussi que
e−βtf(t) = e−βt(f(0, Xt)− f(1, Xt)), Lt = −c0,1e−βt, Ut = c1,0e−βt et c0,1 > c1,0.
Nous présentons ci-dessous quelques simulations du processus Y et par suite de
la stratégie optimale α̂ = (τ̂n)n≥0. Nous commençons par un premier exemple de
paramètres :
β = 1, X0 = 1, f(0, x)− f(1, x) = −20 log(x) + 2.
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Figure 3.3 – b = 0.5, σ = 1, Lt =
−2e−t, Ut = e−t.
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Figure 3.4 – b = 1, σ = 2, Lt =
−2e−t, Ut = e−t.
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Figure 3.5 – b = 1, σ = 2, Lt =
−2e−t, Ut = e−t.
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Figure 3.6 – b = 1, σ = 2, Lt =
−e−t, Ut = 0.8e−t.
Nous observons l’évolution du processus Y en changeant les paramètres :
β = 1, X0 = 1, b = 0.5, σ = 1, f(0, x)− f(1, x) = 20 log(x)− 2.
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Figure 3.7 – Lt = −2e−t, Ut = e−t.
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Figure 3.8 – Lt = −2e−t, Ut = e−t.
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Figure 3.9 – Lt = −e−t, Ut = 0.7e−t.
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Figure 3.10 – Lt = −e−t, Ut =
0.8e−t.
Interprétation : Dans un premier cas (par exemple le cas des figures 3.3, 3.5 et
3.7), les coûts sont élevés (c0,1 = 2 et c1,0 = 1) et ce n’est donc pas intéressant de
changer souvent de technologie. Il est préférable que la firme prenne ses précautions
en conservant assez longtemps l’ancienne technologie, ce qui lui permettra d’obtenir
un gain moyen convenable.
Dans le cas où les coûts sont raisonnables (par exemple c0,1 = 1 et c1,0 = 0.7),
tel est le cas des figures 3.6 et 3.9, la firme peut se permettre à plusieurs reprises de
choisir entre les deux technologies. Le profit de la firme s’améliore alors en fonction
de la technologie choisie.
3.7 Conclusion et perspectives de recherche
Dans ce chapitre, nous étendons au cas de l’horizon infini des résultats concernant
les équations différentielles stochastiques rétrogrades réfléchies à double barrière. Les
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propriétés de l’enveloppe de Snell permettent de ramener notre problème à montrer
l’existence d’un couple de processus continus, ce qui permet d’exhiber une méthode
constructive d’une solution optimale du contrôle impulsionnel.
Ensuite, nous montrons que les temps d’arrêt (τ̂n) qui définissent notre stratégie
optimale sont ceux pour lesquels le processus Y, solution d’une EDSRR à double
barrière, atteint les obstacles L et U .
Enfin, nous introduisons un schéma d’approximation en temps discret du proces-
sus X (et aussi Xpi obtenu par le schéma d’Euler), une approximation de l’espérance
conditionnelle définie comme une fonction mesurable de Xpi, ce qui nous permet
d’approcher le processus Y par un schéma de simulation rétrograde, contraint à
prendre ses valeurs dans l’intervalle [L,U ]. Et grâce à la construction des temps
d’arrêt optimaux, nous obtenons une stratégie optimale α̂, ce qui nous donne les
temps de décision.
Dans le cas d’observations réelles du processus X, le schéma de résolution numé-
rique peut être utilisé de la même manière pour approcher le processus Y et exhiber
une stratégie optimale de temps de décision.
Dans un travail en cours, nous généralisons nos résultats dans le cas où le géné-
rateur f dépend des processus Y et Z et en supposant que la condition terminale ζ
n’est pas nulle mais appartient à L2 et les barrières vérifient
lim sup
t−→∞
Lt ≤ ζ, et lim inf
t−→∞ Ut ≥ ζ p.s.
Annexe A
Résultats utiles
Nous rappelons tout d’abord quelques résultats classiques de contrôle optimal de
[35] utilisés pour résoudre les problèmes de contrôle impulsionnel étudiés dans cette
thèse.
Théorème A.0.1. [35, p. 97] Soit U. un processus de Markov et Z son enveloppe de
Snell. Une condition nécessaire et suffisante pour qu’un temps d’arrêt τ̂ soit optimal
est que :
– Uτ̂ = Zτ̂ , P-p.s.
– Z.∧τ̂ est une martingale.
Dans le chapitre 1, nous avons utilisé que si notre famille est croissante filtrante,
alors on peut commuter essentiel supremum et espérance conditionnelle :
Proposition A.0.2. [35, p. 230] Si la famille (Y i) est filtrante croissante pour toute
sous-tribu G, alors :
E[essup Y i|G] = essup E[Y i|G], P-p.s.
Rappelons maintenant des résultats de sélection mesurable de [3] et [23].
Définition A.0.3. Un espace métrisable à base dénombrable (ou séparable) est un
espace polonais si sa topologie peut être définie par une distance qui en fait un espace
complet.
Tout espace compact métrisable, tout sous-espace fermé ou ouvert d’un espace
polonais, tout produit dénombrable d’espaces polonais, tout espace de Banach sé-
parable est un espace polonais.
Théorème A.0.4. [23, p. 85] Soient (T, T ) et (U,U) deux espaces mesurables, S
un espace Polonais, Σ une multi-application de T à un sous-ensemble non vide de
S dont le graphe appartient à T ⊗ B(S), Γ une multi-application de T à un sous-
ensemble non vide de U dont le graphe appartient à T ⊗ U et g : T × S −→ U une
application (T ⊗ B(S),U)-mesurable.
Si pour tout t, g(t,Σ(t)) ∩ Γ(t) 6= ∅, alors il existe une sélection mesurable de Σ,
qu’on note σ telle que g(t, σ(t)) ∈ Γ.
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Théorème A.0.5. [3, p. 255] Si S est un espace métrique séparable, alors P(S) as-
socié à la topologie faible est séparable. Nous pouvons donc trouver un sous-ensemble
dénombrable de fonctions continues (ϕj) sur Cb(S) avec ‖ϕj‖ = 1 ∀j, tel que
d : P(S)× P(S) −→ [0,+∞[
(P,Q) −→
+∞∑
j=1
|Pϕj −Qϕj|
2j
définit une métrique sur P(S) qui engendre la topologie faible.
Dans le chapitre 3, nous avons utilisé fréquemment le lemme suivant pour obtenir
des estimations d’espérances de processus :
Lemme A.0.6. (Lemme de Gronwall) Soient ψ et ϕ deux fonctions positives. Si y
et ψ sont deux fonctions continues qui vérifient :
y(t) ≤ ϕ(t) +
∫ T
t
ψ(s)y(s)ds,
alors
y(t) ≤ ϕ(t) +
∫ T
t
ϕ(s)ψ(s) exp
( ∫ s
t
ψ(u)du
)
ds.
Si de plus la fonction ϕ est décroissante, alors :
y(t) ≤ ϕ(t) exp
( ∫ T
t
ψ(u)du
)
.
Annexe B
Résultats auxiliaires
Lemme B.0.7. Soit X une variable aléatoire gaussienne standard et u ∈ R, alors :
E[euX ] = e
u2
2 . (B.1)
Preuve. Pour tout u ∈ R, on a :
E [euX ] =
1√
2pi
∫
R
eux−
x2
2 dx =
1√
2pi
e
u2
2
∫
R
e−
1
2
(x−u)2 dx.
En appliquant un changement de variable et en utilisant l’égalité
∫+∞
0 e
−x2 dx =
√
pi
2
,
on obtient l’égalité recherchée (B.1).
L’expression L(i, x, t0) définie par (2.18) de la proposition 2.4.3 est égale à :
L(i, x, t0) = x
2
( a
β
− λe
−βt0
1− e−βt0
)
+
x
1− e−2βt0
(
2aI1(bi + e
−βt0b1−i) +
2abi
β
t0(1− e−βt0)e−βt0
)
+
x
1− e−2βt0
(
−2λt0bie−βt0 + 2(b0 + b1)t0e−2βt0
( a
β
− λ
1− e−βt0
))
+
a
β
(b2i t0 + σ
2
i )t0(1 − e−βt0)e−βt0 + a(2b0b1t0e−βt0 + σ21−ie−βt0 + σ2i )I1
1− e−2βt0
+
a(b21−ie
−βt0 + b2i )I2 − λ(b2i t0 + σ2i )t0e−βt0
1− e−2βt0
+
[
(b20 + b
2
1)t
2
0 + (σ
2
0 + σ
2
1)t0
] [a
β
− λ
1− e−βt0
]
e−2βt0
1− e−2βt0
+
2(b0 + b1)t
2
0(bi + e
−βt0b1−i)e−3βt0
(1− e−2βt0)2
[
a
β
− λ
1− e−βt0
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+
bit0e
−βt0
(1− e−2βt0)2
(
2ae−βt0I1(bi + e−βt0b1−i) +
2ab1−i
β
t0(1− e−βt0)e−βt0
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+
b1−it0e−2βt0
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2aI1(bi + e
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2abi
β
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− 2λb0b1t
2
0e
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(B.2)

Table des figures
2.1 Comparaison functions. . . . . . . . . . . . . . . . . . . . . . . . . . . 77
2.2 Law choice when the cost is null. . . . . . . . . . . . . . . . . . . . . 78
2.3 Law choice: Case 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
2.4 Law choice: Case 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
3.1 X0 = 1, b = 0.5, σ = 1. . . . . . . . . . . . . . . . . . . . . . . . . . . 133
3.2 X0 = 1, b = 1, σ = 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
3.3 b = 0.5, σ = 1, Lt = −2e−t, Ut = e−t. . . . . . . . . . . . . . . . . . . . . . 136
3.4 b = 1, σ = 2, Lt = −2e−t, Ut = e−t. . . . . . . . . . . . . . . . . . . . . . . 136
3.5 b = 1, σ = 2, Lt = −2e−t, Ut = e−t. . . . . . . . . . . . . . . . . . . . . . . 136
3.6 b = 1, σ = 2, Lt = −e−t, Ut = 0.8e−t. . . . . . . . . . . . . . . . . . . . . . 136
3.7 Lt = −2e−t, Ut = e−t. . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
3.8 Lt = −2e−t, Ut = e−t. . . . . . . . . . . . . . . . . . . . . . . . . . . 137
3.9 Lt = −e−t, Ut = 0.7e−t. . . . . . . . . . . . . . . . . . . . . . . . . . 137
3.10 Lt = −e−t, Ut = 0.8e−t. . . . . . . . . . . . . . . . . . . . . . . . . . . 137

Liste des tableaux
2.1 Optimal strategy when no costs. . . . . . . . . . . . . . . . . . . . . 80
2.2 Optimal profit comparaison. . . . . . . . . . . . . . . . . . . . . . . 81
2.3 Optimal strategy including switching costs in case 1 < C0 < η. . . . . 88
2.4 Optimal strategy including switching costs in case 1 < η < C0. . . . . 90
2.5 Optimal strategy associated to the uniform laws. . . . . . . . . . . . . 101

Notations
Chapitre 1 :
A ensemble des stratégies admissibles
T ensemble des G-temps d’arrêt
T ∗ ensemble des G-temps d’arrêt strictement positifs
{µt = αt, ∀ t < θ} µ, α ∈ A tels que µ se comporte comme α jusqu’à θ exclu
F αθ gain maximal conditionnel
W αθ gain maximal conditionnel après un temps d’arrêt
A{n,k+1} 1{τn<τn+1<...<τk+1}
Chapitre 2 :
Ci = β − b(i)− 1
2
σ2(i), i = 0, 1
b1 =
ηC−10
η − 1
b2 =
η
C−10 η − 1
Chapitre 3 :
T =
{
θ : G-temps d’arrêt
}
Tt =
{
θ ∈ T : θ ≥ t
}
P2 = { processus F.-progressivement mesurables }
C2 =
{
(Xt)t≥0 ∈ P2 : tel que E[sup
t≥0
|Xt|2] <∞
}
H
2 =
{
(Xt) ∈ P2 : tel que E[
∫ ∞
0
|Xt|2dt] <∞
}
Dn =
{
µ ∈ P2 : [0, T ]× Ω −→ [0, n]
}
EDSR équations différentielles stochastiques rétrogrades
EDSRR équations différentielles stochastiques rétrogrades réfléchies

Bibliographie
[1] T. Arnarson, B. Djehiche, M. Poghosyan et H. Shahgholian : A PDE
Approach to Regularity of Solutions to Finite Horizon Optimal Switching Pro-
blems. Nonlinear Analysis, Vol. 17, N. 12, p. 6054-6067, 2009.
[2] S. Bahlali, B. Djehiche et B. Mezerdi : The Relaxed Stochastic Maximum
Principle in Singular Optimal Control of Diffusions. SIAM J. Control Optim,
Vol. 46, No. 2, p. 427-444, 2007.
[3] A. Bain et D. Crisan : Fundamentals of stochastic filtering. Stochastic mo-
delling and applied probability, 60, Springer, 2009.
[4] V. Bally et G. Pagès : Error analysis of the quantization algorithm for obstacle
problems. Stochastic Processes Their Appl. 106, p. 1-40, 2003.
[5] V. Bally, G. Pagès et J. Printems : A quantization method for pricing and
hedging multi-dimensional American style options.Mathematical Finance, 15(1),
2005.
[6] G. Barles : Deterministic Impulse Control Problems. Siam J. Control and Op-
timization, Vol. 23, No. 3, 1985.
[7] Ph. Barbe et M. Ledoux : Probabilités. Collection mathématiques, éditions
Bellin, Paris, 1998.
[8] M. Bardi et I.C. Dolcetta : Optimal Control and Viscosity Solutions of
Hamilton-Jacobi-Bellman Equations. Collection méthodes mathématiques de
l’informatique.
[9] A. Bensoussan et J.L. Lions : Contrôle Impulsionnel et Inéquations quasi-
variationnelles. Dunod, Paris, 1982.
[10] P. Billingsley : Convergence of Probability Measures. John Willey and sons,
USA, 1968.
[11] K.A. Brekke et B. Øksendal : Optimal Switching in an Economic Aactivity
under Uncertainty. SIAM J. Control and Optimization, Vol. 32, No. 4, p. 1021-
1036, 1994.
[12] B. Bruder et H. Pham : Impulse Control on Finite Horizon with Execution
Delay. Stochastic Processes and their Applications, 119, p. 1436-1469, 2009.
[13] B. Bouchard et J.F. Chassagneux : Discrete-Time Approximation for
Continuously and Discretely Reflected BSDEs. Stochastic Processes and their
Applications, Vol. 118, Issue 12, p. 2269-2293, 2008.
150 Bibliographie
[14] B. Bouchard et N. Touzi : Discrete-Time Approximation and Monte-Carlo
Simulation of Backward Stochastic Differential Equations. Stochastic Processes
and their Applications, 111 (2), p. 175-206, 2004.
[15] B. Bouchard et R. Elie : Discrete-time approximation of decoupled forward-
backward SDE with jumps. Stoch. Proc. and their Appl., 118, p. 53-75, 2008.
[16] B. Bouchard et X. Warin : Monte-Carlo valorisation of American options :
facts and new algorithms to improve existing methods. Proceedings in Mathema-
tics, à paraître le 31 mars 2012.
[17] N. Bouleau et D. Lépingle : Numerical methods for stochastic processes.
John Wiley and sons, 1994.
[18] Ph. Briand, B. Delyon, Y. Hu, E. Pardoux et L. Stoica : Lp solutions
of backward stochastic differential equations . Stochastic Process. Appl. 108, No.
1, p. 109-129, 2003.
[19] J.F. Chassagneux : Discrete-time approximation of doubly reflected BSDE’s,
Advances in Applied Probability, 41, 2009.
[20] J.F. Chassagneux, R. Elie et I. Kharroubi : Discrete-time Approximation
of Multidimensional BSDEs with oblique reflections, à paraître dans Annals of
Applied Probability, 2012.
[21] CH. Castaing : Sur les multi-applications mesurables. Revue française d’in-
formatique et de recherche opérationnelle, tome 1, p. 91-126, 1967.
[22] CH. Castaing : Le théorème de Dunford-Pettis généralisé. Lectures notes in
mathematics. Springer-Verlag, Vol. 116, p. 133-151, 1970.
[23] CH. Castaing et M. Valadier : Convex analysis and measurable multifunc-
tions. Lectures notes in mathematics, 580, Springer-Verlag, Berlin, 1977.
[24] J. Cvitanic et I. Karatzas : Backward Stochastic Differential Equations with
Reflection and Dynkin Games.The Annals of Probability, Vol. 24, No. 4, p. 2024-
2056, 1996.
[25] R.W.R. Darling et E. Pardoux : Backwards SDE with Random Terminal
Time and Applications to Semilinear Elliptic PDE. The Annals of Probability,
Vol. 25, No. 3, p. 1135-1159, 1997.
[26] M.H.A. Davis :Markov Models and Optimization. Chapman et Hall, London,
1993.
[27] C. Delode, O. Arino et J.P. Penot : Champs mesurables et multisections.
Anales de l’I.H.P, section B, tome 12, p. 11-42, 1976.
[28] B. Djehiche, S. Hamadène et A. Popier : A Finite Horizon Optimal Mul-
tiple Switching Problem. SIAM J. Control Optim, Vol. 48, Issue 4, p. 2751-2770,
2009.
[29] C. Dellacherie et P.A. Meyer : Probabilités et Potentiel. Chapitre I à IV,
Hermann, 1975.
Bibliographie 151
[30] C. Dellacherie et P.A. Meyer : Probabilités et Potentiel II. Hermann, 1980.
[31] C. Dellacherie : Ensembles aléatoires 1. Séminaire de probabilités (Stras-
bourg), tome 3, p. 97-114, 1969.
[32] D. Dorobantu, M.E. Mancino et M. Pontier : Optimal Strategies in a
Risky Debt Context. Stochastics, Vol. 81, No. 3-4, p. 269-277, 2009.
[33] E. Gobet, J.P. Lemor et X. Warin :A regression-based Monte-Carlo method
to solve backward stochastic differential equations. Annals of Applied Probability,
Vol. 15, No. 3, p. 2172-2202, 2005.
[34] F. Guilbaud, M. Mnif et H. Pham : Numerical Methods for an Optimal
Order Execution Problem. HAL : hal-00489069, version 1. 2010.
[35] N. El Karoui : Les Aspects Probabilistes du Contrôle Stochastique. Lecture
notes in mathematics 876, Springer-Verlag, Berlin, 1981.
[36] N. El Karoui, C. Kapoudjian, E, Pardoux, S.G. Peng et M.C. Que-
nez : Reflected Solutions of Backward SDE’s, and Related Obstacle Problems for
SDE’s. The Annals of Probability, Vol. 25, No. 2, 702-737, 1997.
[37] N. El Karoui, S.G. Peng et M.C. Quenez : Backward Stochastic Differen-
tial Equations in Finance. Mathematical Finance 7, p. 1-71, 1997.
[38] A. Eyraud-Loisel : EDSR et EDPR avec grossissement de filtration, pro-
blèmes d’asymétrie d’information et de couverture sur les marchés financiers.
Thèse, 2005.
[39] A. Eyraud-Loisel et M. Royer-Carenzi : Hedging of american-style options
by an insider BSDE with random terminal time under enlarged filtration. Finance
and Stochastics, 2008.
[40] S. Hamadène et M. Jeanblanc : On the Starting and Stopping Problem :
Application in Reversible Investments. Mathematics of Operations Research, Vol.
32, No. 1, p.182-192. 2007.
[41] S. Hamadène, J.P. Lepeltier et A. Matoussi : Double Barrier Reflected
Backward SDE’s with Continuous Coefficient. Pitman Research Notes in Mathe-
matics Series, Vol. 364. p. 115-128, 1997.
[42] S. Hamadène, J.P. Lepeltier et Z. Wu : Infinite horizon reflected backward
stochastic differential equations and applications in mixed control and game pro-
blems. Probability and mathematical statistics, Vol. 19, No. 2, p. 211-234, 1999.
[43] I. Hdhiri et M. Karouf : Risk Sensitive Impulse Control of Non-Markovian
Processes. Mathematical Methods of Operations Research, Vol 74, p. 1-20, 2011.
[44] Y. Hu et M. Schweizer : Some New BSDE Results for an Infinite-Horizon
Stochastic Control Problem. Advanced Mathematical Methods for Finance,
Springer, p. 367-395, 2011.
[45] J. Jacod et A.N. Shiryaev : Limit theorems for stochastic processes . 2nd
edition, Springer-Verlag Berlin, 2003.
152 Bibliographie
[46] M. Jeanblanc, M. Yor et M. Chesney : Mathematical Methods for Finan-
cial Markets. Springer Finance, 2009.
[47] I. Karatzas et S.E. Shreve : Brownian Motion and Stochastic Calculus.
Springer, Second Edition, 1991.
[48] A.S. Kechris : Classical descriptive set theory. Graduate texts in mathematics.
Springer-Verlag, New York, 1995.
[49] P.E. Kloeden et E. Platen : Numerical Solution of Stochastic Differential
Equations. Springer, Berlin, Corrected 3rd printing, 1999.
[50] D. Lamberton et B. Lapeyre : Introduction au calcul stochastique appliqué
à la finance. Ellipses, 1997.
[51] P.A. Lepeltier et B. Marchal : Théorie Générale du Contrôle Impulsionnel
Markovien. SIAM J.Control and optimization, Vol. 22, No. 4, p. 654-665, 1984.
[52] P.A. Lepeltier et B. Marchal : Théorie Générale du Contrôle Impulsionnel.
Thèse d’état.
[53] P.A. Lepeltier et B. Marchal : Techniques Probabilistes dans le Contrôle
Impulsionnel. Stochastics, Vol. 2, p. 243-286, 1979.
[54] J.P. Lepeltier et J. San Martin : Backward SDE’s with continuous coeffi-
cients. Statistics and Probability Letters, 1995.
[55] J.P. Lepeltier et J. San Martin : Backward SDE’s with two barriers and
continuous coefficient : An existence result. Journal of applied probability, Vol.
41, No. 1, p. 162-175, 2004.
[56] F. Longstaff et E. Schwartz : Valuing American options by simulation : A
simple least-squares. Review of Financial Studies, 1(14), p. 113-147, 2001.
[57] J. Ma, P. Protter et J. Yong : Solving forward-backward stochastic diffe-
rential equations explicitly-a four step scheme. Probab. Theory Related Fields
98, p. 339-359, 1994.
[58] G. Mazziotto et J. Szpirglas : Un Théorème de Séparation pour le Contrôle
Impulsionnel en Information Incomplète. C.R. Acad.Sc. t.290, p. 769-772, Paris,
1980.
[59] P.A. Meyer : Renaissance, Recollements, Mélanges, Ralentissement de Pro-
cessus de Markov. Ann.Inst., Fourier Grenoble, XXV 3-4, p. 464-495, 1975.
[60] P.A. Meyer : Réduites et Jeux de Hasard. Séminaire probabilités VII, lecture
notes in Mathematics, Vol. 321, p. 155-171, 1973.
[61] J. Neveu : Martingales à temps discret. Masson et Cie, Paris, 1972.
[62] J. Neveu : Bases Mathématiques du Calcul de Probabilités. Masson et Cie,
1970.
[63] E. Pardoux et S.G. Peng : Adapted Solution of a Backward Stochastic Dif-
ferential Equation. Elsevier Science Publishers B.V. 1990.
Bibliographie 153
[64] E. Pardoux et S.G. Peng : Backward Stochastic Differential Equations
and Quasilinear Parabolic Partial Differential Equations. Stochastic Differen-
tial Equations and their Applications (B. Rozovskii and R. Sowers, eds.), Lect.
Not. Cont. Inf. Sci., Vol. 176, Springer, p. 200-217, 1992.
[65] E. Pardoux et S. Zhang : Generalized BSDEs and nonlinear Neumann boun-
dary value problems. Probab. Theory Related Fields, 110 no. 4, 535-558, 1998.
[66] S.G. Peng : Backward Stochastic Differential Equations and Applications to
Optimal Control. Appl Math Optim 27, p. 125-144, 1993.
[67] T. Parthasarathy : Selections Theorems and their Applications. Lecture notes
in Mathematics, Vol. 263, Springer Verlag, Berlin, 1972.
[68] H. Pham : Optimisation et Contrôle Stochastique Appliqués à la Finance.
Springer, Berlin, 2007.
[69] P. Protter : Stochastic Integration and Differential Equations. Springer, Third
Printing, 1995.
[70] H. Pham, M. Mnif et V. Vath : A Model of Optimal Portfolio Selection
under Liquidity Risk and Price Impact. Finance and Stochastics, Vol. 11, No. 1,
January 2007, p. 51-90.
[71] D. Revuz et M. Yor : Continuous martingales and brownian motion. Third
edition, Springer, 2001.
[72] M. Robin : Contrôle Impulsionnel des Processus de Markov. Thèse, Paris IX,
1978.
[73] Y. Saisho : Stochastic differential equations for multidimensional domains with
reflecting boundary. Proba. Theory Related Fields 74, p. 455-477, 1987.
[74] A.N. Shiryaev : Essentials of stochastic finance . World Scientific Publishing.
Singapore, 1999.
[75] V.L. Vath et M. Mnif : Numerical Approximation for an Impulse Control
Problem Arising in Portfolio Selection under Liquidity Risk. HAL : hal-00135815,
version 1. 2007.
[76] J. Yong et J. Ma : Forward-Backward Stochastic Diffrential Equations and
Their Applications. Lecture Notes in Mathematics 1702, Springer, Berlin, 1999.
[77] L. Zhang et Y. Shi : Comparison Theorems of Infinite Horizon Forward-
Backward Stochastic Differential Equations. Arxiv : 1005.4139, 2010.

Résumé
Nous étudions un problème de contrôle impulsionnel en horizon infini. Notre
objectif est de déterminer une stratégie optimale qui maximise la fonction valeur de
la firme. Dans la première partie de la thèse, nous supposons que la firme décide à
des instants aléatoires de changer de technologie et la valeur de la firme (par exemple
une recapitalisation) et nous montrons que la fonction valeur de ce type de problème
satisfait le principe de programmation dynamique.
Dans la deuxième partie, on s’intéresse à résoudre le problème de contrôle dans
le cas des instants d’impulsions déterministes en utilisant des exemples de noyaux
de transition.
Enfin, la troisième partie est consacrée à étendre au cas de l’horizon infini des ré-
sultats concernant les équations différentielles stochastiques rétrogrades réfléchies à
double barrière. Les propriétés de l’enveloppe de Snell permettent de ramener notre
problème à montrer l’existence d’un couple de processus continus, ce qui permet
d’exhiber une méthode constructive d’une solution optimale du contrôle impulsion-
nel.
Mots-clefs : Contrôle impulsionnel, horizon infini, principe de programmation dy-
namique, EDS rétrogrades réfléchies, double barrière, Monte Carlo.
Abstract
We study an impulse control problem with switching technology in infinite hori-
zon. Our goal is to look for an optimal strategy which maximizes the firm value
function. In the first part of this thesis, we assume that the firm decides at cer-
tain time (impulse time) to switch the technology and the firm value (for example
a recapitalization). We show that the value function for such problems satisfies a
dynamic programming principle.
In the second part, we solve the impulse control problem in case of deterministic
impulse times on specific transition kernel examples.
The third part is devoted to extend to the infinite horizon case results of dou-
ble barrier reflected backward stochastic differential equations. The properties of
the Snell envelope reduce our problem to the existence of a pair of continuous pro-
cesses, which allows to exhibit a constructive solution of the optimal impulse control.
Keywords: Impulse control problem, infinite horizon, dynamic programming prin-
ciple, reflected backward SDE’s, double barrier, Monte Carlo.
