A hybrid model has been considered an effective way to improve forecast accuracy. This paper proposes the hybrid model of the linear autoregressive moving average (ARIMA) and the non-linear generalized autoregressive conditional heteroscedasticity (GARCH) in modeling and forecasting. Malaysian gold price is used to present the development of the hybrid model. The goodness of fit of the model is measured using Akaike information criteria (AIC) while the forecasting performance is assessed using bias, variance proportion, covariance proportion and mean absolute percentage error (MAPE).
Introduction
A popular precious metal for investment is gold. In Malaysia, one of the highest gold investment demand is for its own gold bullion coins called Kijang Emas. The coins which come in three different sizes of 1 oz, ½ oz and ¼ oz are minted by the Royal Mint of Malaysia. The daily selling and buying prices of these coins are important to investors in order to make an investment decision.
Autoregressive integrated moving average (ARIMA) models have been used for forecasting different types of time series to capture the long term trend. In the case of financial time series that have been shown to have volatility clustering where large changes in the data tend to cluster together and resulting in persistence of the amplitudes of the changes, ARCH based models have been used. In the context of Malaysian gold, the selling price of the 1 oz coins was modelled and forecast using ARIMA and GARCH models [1] [2] . While the models produced a good fit of the data with the GARCH being more superior, a hybrid of those two models is proposed to be able to improve forecasting accuracy [3] .
In the current study, a selected series of Malaysian gold is modelled and forecast using the hybrid of ARIMA-GARCH. Akaike information criterion (AIC) is used to assess the goodness of fit. Bias, variance proportion, covariance proportion and mean absolute percentage error (MAPE) are used to evaluate the forecasting performances. All analyses are carried out using a software called E-views.
The paper is organized into 4 sections. Section 2 presents the methodology of the study. Section 3 presents the data analysis. The study is concluded in Section 4.
Methodology
Hybrid ARIMA-GARCH Models ARIMA models are the most general class of models for forecasting a time series, applied in cases where data show evidence of non-stationarity [4] . Non-stationarity in mean can be removed by transformations such as differencing, while non-stationary in variance can be removed by a proper variance stabilizing transformation introduced by Box and Cox [3] . The ARIMA(p,d,q) can be written as The orders are identified through the autocorrelation function (ACF) and the partial autocorrelation function (PACF) of the sample data. The error terms are generally assumed to be independent identically distributed random variables (i.i.d.)
sampled from a normal distribution with zero mean, that is  t ~ N(0,σ 2 ) where σ 2 is the variance. At this point, the model can be used for forecasting.
However, some time series errors do not satisfy the assumption of common variance. The variances are time-varying and conditional. The autoregressive conditional heteroskedasticity (ARCH) class of models pioneered by Engle in 1982 and generalized by Bollerslev in 1986 are popular class of econometric models for describing a series with time-varying conditional variance [5] . The generalized autoregressive conditional heteroskedasticity (GARCH) family models were developed to capture volatility clustering or the periods of fluctuations, and predict volatilities in the future [6] . Past variances and past variance forecasts are used to forecast future variances. The GARCH (p, q) model is where
p is the order of the GARCH terms  2 , which is the last period forecast variance.
q is the order of the ARCH terms  2 , which is the information about volatility from the previous period measured as the lag of squared residual from the mean equation.
Augmented Dickey-Fuller (ADF)
ADF is one of the widely used unit-root tests to determine stationarity. The testing procedure is applied to the model where y t is the tested time series,  indicates the first difference, k is the lag order of the autoregressive process. Rejection of the null hypothesis implies that the series is stationary.
Breusch-Godfrey Lagrange Multiplier Test (BG-LM)
BG-LM is a test for autocorrelation. The null hypothesis states that there is no serial correlation of any order up to a certain order lag.
ARCH Lagrange Multiplier Test (ARCH-LM)
ARCH-LM is used to test the presence of heterocedasticity. Let be the residual series. The squared series, is used to check the presence of ARCH effects where it is defined as follows,
where p is the length of ARCH lags and  t is the residual of the series. Test statistic for LM test is the usual F statistics for the squared residuals regression. Rejection of the null hypothesis implies that ARCH effect exists.
Akaike Information Criterion (AIC)
AIC is used to assess the goodness of fit of a model. It is defined as AIC = 2k 2 ln (L) where L is the maximized value of the likelihood function for the estimated model and k is the number of free and independent parameters in the model.
Mean Absolute Percentage Error (MAPE)
MAPE measures the accuracy of forecast in terms of percentage. The formula is as follows:
where is the actual value; is the forecast value; n is the number of periods.
Data Analysis and Results
The data used in the study are daily selling prices of the 1 oz An upward trend exists in the gold price data. Let {y t } be the time series of the daily gold price. The return on the t th day is defined as r t = ln(y t )ln(y t-1 ). Figure 2 shows the plot of the returns which appears to be stationary. Most of the data are located around the mean of zero. The stationarity of the returns is confirmed by the ADF unit-root test as illustrated in Table 1 . Based on the table, the null hypothesis that the returns are non-stationary is rejected. Using ordinary least squares method to estimate the parameters, the most appropriate ARIMA model for this series is ARIMA (1,1,1) with an AIC value of 10.08545 and MAPE value for in-sample forecast of 0.812356 [7] . The model is checked for serial correlation using Breusch-Godfrey Serial Correlation LM Test. The results are shown in Table 2 , which indicate that with significance level of 5%, the developed model does not suffer from serial correlation up to lag 5. The descriptive statistics and plot of the residuals of the model are presented in Figure 3 and Figure 4 respectively. As presented in Figure 3 , the residuals have excess kurtosis and a mean which is very close to zero. From the Jarque-Bera statistic, the null hypothesis of residuals following the normal distribution is rejected. As plotted in Figure 4 , there are volatility clustering in the residuals. The residuals of the ARIMA are tested for ARCH effects using the ARCH-LM test. The results are presented in Table 3 . From the table, with significance level of 5%, the null hypothesis of ARCH effects do not exist is rejected. In Table 4 , with significance level of 5%, both the ARCH and GARCH effects are significant. They are the internal causes of volatility in the residuals. The AIC value of the hybrid model is 9.299914 with MAPE value for in-sample forecast of 0.808684. The residuals of the ARIMA-GARCH are tested for ARCH effects using the ARCH-LM test. The results are presented in Table 5 . ARIMA (1, 1, 1)-GARCH (2, 1) F-statistic 0.005485 Prob. F(1,2870) 0.9410 Obs*R-squared 0.005488 Prob. Chi-Square(1) 0.9409
The results in Table 5 indicate that at significance level of 5%, the null hypothesis of no ARCH effects cannot be rejected. The hybrid model is then tested for serial correlation as presented in Table 6 . Based on the results in Table 6 , the null hypothesis of no serial correlation cannot be rejected. The descriptive statistics of the residuals from the hybrid model are presented in Figure 5 . From the Jarque-Bera statistic in Figure 5 , the residuals are not normally distributed. However, the hybrid model is used for forecasting. The results of out-sample forecasting are presented in Figure 6 . For comparison purposes, the out-sample forecasts for ARIMA(1, 1, 1) are plotted in Figure 7 . Some information will always be lost due to using one of the candidate models. Based on the AIC values, the model that minimizes the estimated information loss more is ARIMA-GARCH. ARIMA is 0.46 times as probable as ARIMA-GARCH to minimize the information loss. The bias proportion, the variance proportion, and the covariance proportion sum up to 1. While the bias proportion measures how far the mean of the forecast is from the mean of the actual series, the variance proportion measures how far the variation of the forecast is from the variation of the actual series. The remaining unsystematic forecasting errors are measured by the covariance proportion measures. Based on Table 7 , the forecasts produced by ARIMA-GARCH are better since the bias and variance proportions are lower than those produced by ARIMA. Furthermore, MAPE values for in-sample and out-sample forecasts for ARIMA-GARCH are lower than those for ARIMA. It can be concluded that in the case of the selling prices of 1 oz Malaysian gold, the hybrid model of ARIMA-GARCH can be an effective way to improve forecasting accuracy achieved by using ARIMA only.
Conclusion

