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Abstract
The European School of High-Energy Physics is intended to give young experimental and phenomenological
physicists an introduction to the theoretical aspects of recent advances in elementary particle physics. These
proceedings include lecture notes on field theory and the Standard Model, quantum chromodynamics, flavour
physics, neutrino physics, physics beyond the Standard Model, cosmology, heavy-ion physics, further issues in
fundamental interactions, and the IceCube experiment, as well as the write-up of a special lecture ‘We think,




The sixteenth School in the new series of the European School of High-energy Physics took place in Herbeumont-
sur-Semois, Belgium, from 8 to 21 June 2008, and was jointly organized by JINR, Dubna, Russia, and CERN,
Geneva, Switzerland, together with the Belgian Fundamental Interactions groups, FNRS and Belgian Science
Policy.
Ninety-five students coming from thirty different countries attended the school that was chaired by Ray-
mond Gastmans, KUL, Leuven. The other members of the local committee were Catherine De Clercq, VUB,
Brussels; Denis Favart, UCL, Louvain-la-Neuve, and Jean-Marie Frère, ULB, Brussels.
The School was hosted at Eurovillage Ardennes ‘Les Fourches’, which is a hotel/vacation resort with excel-
lent conference facilities and located in Herbeumont, a picturesque village twenty-five kilometres from Bouil-
lon. According to the tradition of the School, the students shared twin rooms, mixing nationalities and in
particular Eastern participants with Western ones.
A total of 33 lectures were complemented by daily discussion sessions led by six discussion leaders. The
students also displayed their work in the form of posters on a special evening session in the first week, and the
posters stayed on display until the end of the School.
Our thanks go to the local team for their help and assistance, and whose efforts contributed in major ways
to the success of the school. In particular we would like to thank Marleen Goeman for her daily assistance in
the secretariat and Jean Patrice Van Decraen (Patou) who was acting as the school’s private driver.
In particular we would like to thank the excellent and friendly hotel staff who assisted the School partici-
pants in all possible ways.
Very great thanks are due to the lecturers and discussion leaders for their active participation in the School
and for making the scientific programme so stimulating. The students, who in turn manifested their good spirits
during two intense weeks, undoubtedly appreciated listening to and discussing with the lecturers of world
renown.
We would like to express our appreciation to Jos Engelen, Chief Scientific Officer of CERN, and Alexei
Sisakian, Director General of JINR, for their lectures on the scientific programmes of the two organizations.
We are very grateful to Danielle Métral and Tatyana Donskova for their untiring efforts in the lengthy
preparations for and the day-to-day operation of the School. Together with Marleen Goeman they formed an
efficient team, and their continuous care of the participants and their needs during the School were highly
appreciated.
For the social programme we would like to mention the welcome drink offered by the Mayor of Herbeumont
and the Governor of the province of Luxembourg, who was also present at the opening. A full-day excursion
was organized to Brussels, and an afternoon spent kayaking on the Semois river was also much appreciated.
We would like to mention the banquet dinner prepared by the students in collaboration with the chef, Didier
Thiange. There is no doubt that the success of the School was to a large extent due to the students themselves.
Their poster session was very well prepared and highly appreciated, and throughout the School they participated
actively during the lectures, in the discussion sessions, and in the different activities and excursions. Finally,
one should not forget the show that they prepared to follow the farewell banquet.
More information about these memorable events can be found at the school memory pages at:
http://cern.ch/PhysicSchool/2008/Memories2008.html
Egil Lillestøl and Nick Ellis



















































49 Kim Seon Hee
50 Russo Andrea
51 Xie Song


















70 Pérez-Calero Yzquierdo Antonio
71 Di Nardo Roberto
72 Loffredo Salvatore
73 Feliciangeli Marco









































Egil Lillestøl and Nick Ellis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
Photograph of participants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
Field theory and the Standard Model
V.A. Rubakov . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
QCD and the physics of hadronic collisions
M.L. Mangano . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
Flavour physics in the age of the LHC
Y. Nir . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
Neutrino physics
P. Hernández . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
Beyond the Standard Model: supersymmetry
I. Antoniadis and P. Tziveloglou . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
An introduction to cosmology
M.H.G. Tytgat . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
Lectures on high-energy heavy-ion collisions at the LHC
C.A. Salgado . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 239
Further issues in fundamental interactions
J.-M. Gérard . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 281
Neutrino astronomy with the AMANDA and IceCube detectors
C. De Clercq . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 315
We think, therefore we can be tricked
G.C. Cornelis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 327
List of Organizing Committee Members . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 331
List of Lecturers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 331
List of Discussion Leaders . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 331
List of Students . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 332
List of Posters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 333
Farewell party: recipes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 334
Photographs (montage) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 337
ix

Field theory and the Standard Model
V.A. Rubakov
Institute for Nuclear Research of the Russian Academy of Sciences, 117312 Moscow, Russia
Abstract
These lectures aim at highlighting certain key ingredients in the construction
of quantum eld theory in general, and the Standard Model in particular. They
are not meant to replace textbooks; rather, they are intended as an overview of
basic ideas behind the current theory of elementary particles and their interac-
tions.
1 Introduction
Quantum eld theory is a well dened and well established framework for describing Nature at accessi-
bly short distances and high energies. It will play this role in the foreseeable future, unless gravity/string
theory have low fundamental scale (for reviews of the latter possibility see, for example, Refs. [14]). A
particular quantum eld theorythe Standard Modelis extraordinarily successful in describing parti-
cles and their interactions probed so far in terrestrial experimens. The only exception is the phenomenon
of neutrino oscillations, which can be incorporated by a relatively mild extension of the Standard Model
at accessible energies. Yet the Standard Model is incomplete, and it is likely that new physics will be
found at the LHC.
These lectures give an introduction to quantum eld theory and the Standard Model, to set the
stage for more specialized discussions of heavy avours, QCD, physics beyond the Standard Model,
cosmology, etc. given in other series of lectures at this School. This overview is certainly incomplete
and cannot be used to replace textbooks. The purpose is to expose the basic ideas and emphasize some
points which are not always emphasized.
There are numerous excellent reviews of the Standard Model, in particular, those published in
Proceedings of previous Schools [5, 6]. An important aspect of the Standard Model and all high-energy
physicselectroweak symmetry breakingis reviewed, for example, in Refs. [711].
2 A prototype: theory of scalar fields
2.1 Action for free fields
General requirements for the action of a classical, and then quantum eld theory are
 Lorentz-invariance,
 locality,
 real-valuedness and positivity of energy.
In Lorentz-invariant theories, locality is closely related to causality: a non-local eld theory is most
often acausal. Real-valuedness of energy (Hermiticity of the Hamiltonian) ensures, via the Schrödinger
equation, conservation of probability. Positivity of energy (or rather, boundedness of energy from below)
is needed for vacuum stability.
As long as one considers free eld theory, one further imposes the requirements that the action is
quadratic in eld(s), so that the eld equations are linear, and that the action contains not more than two
derivatives. We shall discuss the latter point momentarily.
In a theory of a single, free, real scalar eld, the above requirements, modulo eld redenition,












where ηµν = diag(1,−1,−1,−1) is the Minkowski metric. Note that in a ‘natural’ system of units with
c = ~ = 1 the dimensions are [x] = [t] = M−1, [∂µ] = M . The action must be dimensionless (it is
measured in units of ~), hence the dimension of the eld is [ϕ] = M .



































where∇ is the spatial gradient. This explains the signs in Eq. (1): they are chosen in such a way that the
energy is positive-denite.
Why not higher derivatives? Generically, they would give rise to ghostselds with negative
kinetic terms that would spoil the stability of vacuum. As an example, let us consider a theory with the




























The equivalence can be seen by writing down the eld equations for the latter action and then making use
of the eld equation for χ to eliminate this eld; the resulting equation for ϕ is the same as the equation
following from the action (4). Now, it is clear that irrespective of the signs of the parameters a and b,




has a negative kinetic term. This eld with negative kinetic term
is precisely the ghost1 . Its energy is unbounded from below, and energymomentum conservation does
not forbid the creation from vacuum of a pair of ghosts and a pair of positive-energy particles (once the
interactions are introduced). Furthermore, every such process has its boosted counterparts, so the phase
space is innite, and the probability is innite too. Vacuum is highly unstable even in theories with tiny
couplings between the ghosts and normal particles. Gravitational coupling sufces in Lorentz-invariant
theories to ruin the vacuum in a very short time. This is unacceptable.
Let us note in parenthesis that the situation with ghosts is not so hopeless once Lorentz-invariance
is broken [12]. Another comment is that in some more complicated theories, one can in fact introduce
higher-derivative terms without spoiling positivity of energy; well-known examples are the Skyrme term
and the WessZuminoWitten term in sigma models.
Coming back to the theory (1), one applies the standard variational procedure and obtains the eld
equation
−¤ϕ−m2ϕ = 0 .
This is the KleinGordonFock equation. Since the action contains two derivatives the eld equation is
of second order. This equation has plane-wave solutions, ϕ(x) ∝ eikx with
k2 = m2 ,
that is, with the relativistic dispersion relation(
k0
)2 = ±ω2k , ωk = √k2 +m2 .




Positivity of energy (3) is closely related to the fact that the solutions oscillate, and do not exponentially
increase in time. Would m2 be negative, and hence energy (3) not positive-denite, the solutions at low
momenta would grow like e|m|t, and the vacuum would be unstable. This instability is called tachyonic
instability; it is different from the ghost instability, as the tachyonic instability occurs at sufciently low
spatial momenta only. Nevertheless, negative m2 would mean that we are considering the theory about
wrong vacuum, and instead of doing that, we should rst search for the correct ground state.













In classical eld theory, a†k and ak are complex amplitudes that are mutually complex conjugate. In




k′ ] = δ(k− k′) . (6)
The normalization in (5) is chosen in a somewhat old-fashioned way. With this normalization, one
particle state is
|k〉 = a†k|0〉 ,
where the vacuum state is annihilated by all annihilation operators, ak|0〉 = 0. The one-particle state is
normalized precisely as the plane-wave state in quantum mechanics,
〈k′|k〉 = δ(k− k′) .
How do we know that the commutational relations (6) are correct? The key is the canonical
quantization procedure, the same as in quantum mechanics. According to (2), the momentum canonically


















Now, it is straightforward to see that once the commutational relations (6) are imposed, the eld and its
momentum obey canonical equal time commutational relations
[pi(x), ϕ(x′)]t=0 = −iδ(x− x′) . (8)
This is precisely the quantization condition one would impose from the very beginning, in the closest
analogy to quantum mechanics. In fact, this procedure works equally well also in interacting theory,
where the eld equation is non-linear, and the expression (5) is no longer a solution to the eld equation.
In the interacting theory, one would decompose the eld and its conjugate momentum as in (5) and (7)
at one moment of time, say, at t = 0. Then from (8) it follows that the commutational relations (6) are
still valid. The decompositions (5) and (7) at t = 0 serve as initial data for the evolution of the quantum
eld ϕ(x, t) in the Heisenberg picture. Finding the solution to a non-linear operator eld equation is,
however, an impossible task equivalent to solving exactly the non-linear quantum eld theoretic model.
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The bottom line is that the bosonic free eld theory may be viewed as a collection of quantum oscillators
one per each spatial momentum k in the theory of one real eld. An excited state of an oscillator labelled
by k is a particle of three-momentum k, and the oscillator frequency ωk is the energy of this particle.
A classical wave corresponds to a state of high occupation number, 〈a†kak〉 À 1 (to make the latter
statement exact, one has to consider a system in large but nite spatial volume). In that case the commu-
tator of the creation and annihilation operators is small compared to the expectation value 〈a†kak〉, so ak
and a†k may be considered as complex numbers rather than operators (also, the dispersion of occupation
numbers should be small, otherwise ϕ(x) should be treated as a classical random eld).
To conclude the discussion of free theory, let us point out that the decomposition of ϕ into creation
and annihilation operators obeying the standard commutation relations, that is, formula (5), is valid only
if the coefcient multiplying the action is exactly as given in (1). Indeed, with a different overall factor,
our canonical quantization procedure would have to be modied. So, in the general case, one should
change the eld variable in such a way that its free action has canonical form (1). This sometimes has
non-trivial consequences, as we shall see in Section 3.3.
2.2 Interactions: perturbation theory




















The famous Feynman perturbation theory is nothing but time-dependent perturbation theory of quantum
mechanics adapted to the Lorentz-invariant setting.
The procedure is quite general in the beginning. Let the Hamiltonian be a sum of two terms
H = H0 +Hint ,
where H0 is the Hamiltonian of a theory one knows everything about, while Hint is proportional to a
small parameter, coupling constant. We are going to develop perturbation theory in this parameter, i.e.,
in Hint. Let us start with the Schrödinger picture, in which H0 and Hint are time-independent operators,




= (H0 +Hint) ΨS(t) .
Let us now dene the state vector in the Dirac picture (or interaction picture),
ΨI(t) = eiH0tΨS(t) .








There are two things to note. One is that ΨI depends on time to the extent that Hint 6= 0; in fact, ΨI





has precisely the form of the operator Hint(t) in the Heisenberg picture with respect to the Hamiltonian
H0. In other words, it contains the eld operators evolving in time as the Heisenberg operators in a
theory with the Hamiltonian H0.
In our scalar eld theory, the Hamiltonian H0 corresponds to the theory with the action (1), and
the Heisenberg eld of that theory is given by (5). Hence, the operator H int(t) has the form (9) where





enables one to develop the perturbation theory in λ.
This procedure is useful not only for constructing the Feynman perturbation theory, but also for
considering more complicated cases. An example is QCD plus electromagnetic (and/or weak) interac-
tions. In that case, one would like to develop perturbation theory in electromagnetic coupling e (electric
charge). Then H0 = HQCD, while Hint = HEM. Hence, the Hamiltonian Hint(t) is the electromagnetic
Hamiltonian, in which all elds are the Heisenberg elds of QCD (and free elds of leptons and photons),
with their electromagnetic interactions switched off. Of course, we do not know explicit expressions for
these elds, especially at low energies where QCD is strongly coupled. Nevertheless, we can develop
perturbation theory in e which involves electromagnetic currents calculated in pure QCD. This enables
one to separate, in perturbation theory in e, effects of strong interactions from effects of electromagnetic
interactions, and sometimes even calculate interesting observables by making use of symmetries of QCD
or lattice results.




−i R tti Hint(t′)dt′)ΨI(ti) = (T ei R tti Lint(x′)d4x′)ΨI(ti) , (12)
where ti is an initial moment of time, and symbol T denotes time-ordering: under this symbol, operators
at earlier time stand to the right of operators at later time. Extending the time interval to (ti → −∞ , t→
+∞), one obtains the S-matrix,
Sˆ = T ei
R Lint(x)d4x ,
where the integration is performed over the entire spacetime. This operator gives the amplitudes of
transitions from initial states |Ψi〉 to nal states |Ψf 〉,
Sif = 〈Ψf |Sˆ|Ψi〉 .
One assumes that particles are far away from each other at the beginning and at the end of a process
(which is indeed the case in scattering experiments), so that interactions between them are negligible.
Then the initial and nal states are the Heisenberg states of a theory with the Hamiltonian H0; they are
thus time independent. The latter property ensures the existence2 of the limit ti → −∞, tf → +∞.





|Ψf 〉 = a†p1 . . . a†pn |0〉 .
Then formula (12), viewed as a power series in Lint, enables one to calculate the S-matrix, and hence the
scattering amplitudes, order by order in perturbation theory. Let us see how one does that, by making
use of ϕ3 theory as an example.
2We are rather sloppy here: the existence of this limit is in fact a very subtle issue.
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By expanding the exponential function in (12) one nds (we omit subscript 3 in the notation of the
coupling)















+ . . . (13)

















ϕ3(x)ϕ3(y)θ(x0 > y0) + ϕ3(y)ϕ3(x)θ(y0 > x0)
]
,
where θ(x0 − y0) = 1 for (x0 − y0) > 0 and θ(x0 − y0) = 0 for (x0 − y0) < 0. The point then is to
write this operator expression in terms of normal products, which contain all creation operators on the
left of all annihilation operators. This will enable one to easily calculate matrix elements like




Let us consider the simplest time-ordered product, T [ϕ(x)ϕ(y)]. Let us recall that the eld ϕ(x) here
is the Heisenberg eld with respect to free action (1), i.e., it has the explicit form (5). The time-ordered



















+ . . .
]
. (14)
The remaining two terms contain the products akap and a†ka
†
p; these are already normal-ordered, and
there is no problem with time ordering for them, since ak commutes with ap and a†k commutes with
a†p. For the rst term in (14), let us move a†k to the left of ap. While a†k is automatically on the left at
x0 > y0, this move is not completely trivial at y0 > x0, since e−ipyap stays on the left of eikxa†k. So,
moving a†k to the left introduces the commutator of e−ipyap with eikxa
†





= eikxa†k · e−ipyap + θ(y0 > x0)δ(k − p)eikx−ipy .
A similar commutator term, with interchange x←→ y, comes from the second term in (14). Thus,
T [ϕ(x)ϕ(y)] =: ϕ(x)ϕ(y) : +D(x, y) ,





















k2 −m2 + iε . (16)
This is the Feynman propagator, one of the main building blocks of perturbation theory. The iε pre-
scription is needed to establish the equivalence between (16) and (15); it is irrelevant for tree Feynman
diagrams, but absolutely crucial for loops, as we shall see below.
The procedure repeats itself for more complicated products of operators (Wick’s theorem): to cast













Fig. 1: Feynman diagrams for 2→ 2 scattering in ϕ3 theory
pairs of operators, then either puts each pair into normal product or replaces it by a propagator, and after
that sums over all divisions. In other words, a time-ordered product of operators is a sum of all possible
normal-ordered products of some operators entering the original product multiplied by the propagators
replacing remaining pairs of operators. As an example
T [ϕ(x1)ϕ(x2) . . . ϕ(x6)] =: ϕ(x1)ϕ(x2) . . . ϕ(x6) : (one term)
+ : ϕ(x1)ϕ(x2)ϕ(x3)ϕ(x4) : D(x5, x6)+ : ϕ(x1)ϕ(x2)ϕ(x3)ϕ(x5) : D(x4, x6) + . . . (15 terms)
+ {: ϕ(x1)ϕ(x2) : D(x3, x4)D(x5, x6)+ : ϕ(x1)ϕ(x2) : D(x3, x5)D(x4, x6) + . . .
+ : ϕ(x1)ϕ(x3) : D(x2, x5)D(x4, x6) + . . . (45 terms)}
+ D(x1, x2)D(x3, x4)D(x5, x6) +D(x1, x3)D(x2, x4)D(x5, x6) + . . . (45 terms) . (17)
This procedure gives rise to the Feynman rules.
To see how they emerge, let us consider 2 → 2 scattering in ϕ3 theory. The lowest-order contri-



















, so the non-vanishing






= 3 · 3 : ϕ2(x)ϕ2(y) : D(x, y) .





from ϕ2(y). This gives rise to the s-channel diagram
shown in Fig. 1. One can also interchange x and y, hence picking up a factor of 2. Alternatively, one
can pick up one creation and one annihilation operator from ϕ2(x) and the same for ϕ2(y); this results
in u-channel and t-channel diagrams of Fig. 1.
By moving creation operators to the left and annihilation operators to the right, one picks up δ-functions
from the commutators of a(q) with a†(k1), etc. This can be done in 2 · 2 ways. For the s-channel matrix























q2 −m2 + iε , (18)
where the product is over all incoming and outgoing momenta and we inserted the explicit form of the









d4qδ4(k1 + k2 − q)δ4(q − p1 − p2) 1
q2 −m2 + iε . (19)
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This should be compared to the standard expression for the S-matrix element written in terms of the









δ4(Pi − Pf ) ·M ,
where Pi = k1 + k2 and Pf = p1 + p2 are the total incoming and outgoing momenta, respectively. So,
one nds the s-channel amplitude,
M =
λ2
(k1 + k2)2 −m2 .
The expressions (18) and (19) can be interpreted in terms of the following Feynman rules:
 external line −→ 1;
 internal line with momentum q −→ the propagator i(2pi)4 1q2−m2+iε ;
 vertex with incoming momenta q1, q2, q3 −→ (−iλ)(2pi)4δ(q1 + q2 + q3).
The result for the S-matrix element is given by the product of all these factors integrated over the mo-
menta entering the propagators (with some care taken about combinatorial ‘symmetry factors’). For tree
diagrams this integration is actually trivialthere are enough δ-functionswhereas the integrals are
non-trivial for loops (and highly non-trivial for higher loops).
To conclude this section, let us make a few comments.
 Feynman diagrams are not pictures illustrating how particles scatter or decay. They are actually
numbers (functions of momenta of incoming and outgoing particles).
 They are derived from rst principles of quantum eld theory.
 Although the diagrams are primarily meant for calculating scattering amplitudes, one can consider
diagrams where the external lines are propagators as well, and the external momenta are off-shell.
These can be viewed as sub-diagrams of more complicated diagrams corresponding to S-matrix
elements.
 Feynman diagrams are relevant in perturbation theory only. They give S-matrix elements (and
hence cross-sections and decay rates) in the form of series in the couplings. This is meaningful if
the couplings are small. Even in weakly coupled theories this does not exhaust the entire content
of quantum eld theory, and perturbation theory is certainly irrelevant at strong coupling like in
low-energy QCD.
 Feynman rules depend on theory. For instance, the vertex in ϕ3 theory is three-point, while it is
four-point in ϕ4 theory; propagators of vector elds and fermions are different from each other
and from the propagator of scalar eld, etc.
One last general remark. The perturbation theory describes propagation and interaction of particles
excitations about the vacuum of a theory. Hence, before developing perturbation theory, one has to gure
out what the vacuum is. So far, we assumed that the vacuum was trivial, in particular, ϕ = 0 in vacuo.
This is not necessarily the case, even in weakly coupled theories. The most interesting and sometimes
challenging part of the analysis of a given theory is the study of its vacuum (or vacua). We shall encounter
examples of non-trivial vacua later on in these lectures.
2.3 Loops, renormalization and the renormalization group
A new feature that emerges when one evaluates loop diagrams is ultraviolet divergencies. To discuss
them, let us continue to use the example of ϕ3 theory. Once one includes loop diagrams, then one




kFig. 2: Feynman diagrams for the dressed propagator
k
Fig. 3: Self-energy of the scalar field
may be arranged as shown in Fig. 2. Of course, there are other sub-diagrams coming together with the
free propagator, but let us concentrate on this series. Its analytical expression is
i
k2 −m2 − i
i




k2 −m2 ·Σ(k) ·
i
k2 −m2 ·Σ(k) ·
i
k2 −m2 + . . . (20)
Here Σ(k) is the lowest-order contribution to self-energy (also called mass operator), the loop without








k2 −m2 − Σ(k) ≡ D(k) .
Hence loops generically shift the pole in the dressed propagator, that is, the mass of the scalar boson.
Also, they generically induce the wave function renormalization.






p2 −m2 + iε ·
1
(p− k)2 −m2 + iε .
Here the iε prescription is important: the integration is performed over real momenta, and this prescrip-
tion shows where the poles are. Their position is such that one can analytically continue k0 → ik0, p0 →









(p− k)2 +m2 . (21)
There are no poles near the integration region now, so this is a well behaved integral (modulo ultraviolet
divergence, which we shall discuss shortly). Notice that this expression determines the self-energy at
positive Euclidean k2, including a point k0 = 0. In terms of Minkowski momenta, this point has (k0)2−
k2 < 0, so the resulting expression is valid in the region k2Mink < 0, which is therefore often called
Euclidean region of momenta. To obtain Σ(k) in the entire range of Minkowski momenta, one has to
perform the analytical continuation from the Euclidean region.

























Here µ is a parameter of dimension of mass which is conveniently kept arbitrary. The rst term in (22)
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Note that λ ≡ λ3 in ϕ3 theory has dimension of mass, so Σ has correct dimension.
Thus, we have extracted the divergent part of the mass operator. What can we do with this diver-
gence? The way to deal with it is to notice that the parameters in the original action, m2 and λ, need not
be physical, observable parameters. Indeed, we have mentioned already that in general the presence of
self-energy shifts the mass of the scalar boson anyway. So, let us change the notations. Let us denote
the parameters in the action (‘bare parameters’) as m20 and λ0. At one-loop order, there is no distinction
between the physical λ and λ0, as long as the self-energy is concerned. So, we write for the dressed
propagator
D(k) = 1














+ λ2 · (nite) ,
where the last term is nite in the limit Λ → ∞. Since the parameter m20 is at our disposal, we can









where m is nite as Λ → ∞, while m20 diverges in this limit. Then, to the order to which we work, the
dressed propagator is nite as Λ→∞. This is the essence of the renormalization procedure.
There are two things to note here. First, the parameter m2 introduced in Eq. (23) is still not the
physical mass. To nd the physical mass, one has to calculate the position of the pole of the propagator.
Second, in the process of renormalization we have introduced a new parameter µ. Clearly, we can choose
µ in different ways while maintaining the same value of m20 for a given cutoff Λ. This would imply that
the parameter m2 depends on µ in such a way that the left-hand side of (23) is independent of µ. But
since the action contains only the parameter m20 that is independent of µ, the theory (e.g., scattering


















We have observed a moment ago that different values of µ correspond to one and the same theory, once
m2 depends on µ in the way consistent with (24). We can nd this dependence from Eq. (25), i.e.,
dm2(µ)
d lnµ
= βm(λ,m2) , (26)
where βm = λ
2
8pi2
in our case. Finite corrections also depend on µ, as is clear from (22), but the physical
quantities do not.
Equation (26) is the renormalization group equation in the ϕ3 theory. It tells us how the nite
parameters of the theory ‘run’ with the renormalization scale µ. We shall discuss the signicance of this
equation later in this section.
In the ϕ3 theory, the only divergent set of diagrams is essentially the one shown in Fig. 2. This has












Fig. 4: Divergent vertex diagrams in ϕ4 theory
couplings there are other divergent diagrams. So, let us consider ϕ4 theory. Besides the propagator
diagrams, vertex ones are also divergent, the simplest of which is shown in Fig. 4. Let us denote the bare
coupling by λ0. Then to the order λ20 the vertex reads








(p− k1 − k2)2 −m2 + 2 crossing terms ,
where the crossing terms correspond to the two last diagrams shown in Fig. 4. After the Wick rotation to
Euclidean momenta, one obtains for Euclidean k1, . . . , k4,









(p− k1 − k2)2 +m2 + 2 crossing terms .
The integral here is again logarithmically divergent, and one obtains








where the nite part is given by the rst integral in (22) with k = k1 + k2. The key point is that the
divergent part is independent of momenta. Therefore, the renormalization proceeds as before: the bare
coupling is taken to depend on the cutoff Λ in such a way that the renormalized coupling λ is independent
of Λ and nite in the limit Λ→∞:








Again, the theories with different scales µ are actually one and the same theory provided that λ0 does
not depend on µ. Differentiating (27) over lnµ one obtains the renormalization group equation
dλ(µ)
d lnµ






Note that to the lowest non-trivial order there is no difference between λ20 and λ2 in the second term
in (27); we have used this fact when writing Eq. (28). In fact, one can show that in any given order in
perturbation theory, the renormalization group Eq. (28) contains the renormalized coupling λ(µ) in the
right-hand side, and, in general, the renormalization group equations involve renormalized parameters
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where µ0 is the scale at which the renormalized coupling is assumed to be known. The relation (29) tells
us how we should adjust the coupling at the scale µ to make sure that the theory with this renormalization
scale is the same as the theory with the renormalization scale µ0 and coupling equal to λ(µ0) at that scale.
To appreciate how useful the renormalization group is, let us calculate the nite part of the vertex
at high Euclidean momenta k1, . . . , k4, assuming that these momenta are of the same order of magnitude,
which we denote by k. We neglect the mass in the propagators and write for the renormalized vertex






+ 2 cross terms .
We see that at high momenta and µ = µ0 ¿ k, the correction to the vertex contains large logarithms.
Likewise, corrections to other quantities contain large ln(k2/µ2). However, since the value of µ is at our
disposal, we can take it to be equal to k, and then large logarithms disappear. So, we can write






+ 2 cross terms ,
where λ(k) is the running coupling given by (29). The latter expression does not contain large logarithms;
they have been absorbed into λ(k). Note that the expression (29) is an innite series in λ(µ0); this means
that leading large logarithms from higher orders of perturbation theory have been summed up. This
phenomenon occurs order by order in perturbation theory, so the renormalization group is a powerful
tool to deal with large logarithms in quantum eld theory.
To conclude this part of our discussion, let us make the following comment. There are two possible
viewpoints on renormalization. The rst one is formal and treats renormalization just as a method to
make the theory nite in the limit of innite cutoff. The second is more physical and has to do with
the effective eld theory approach. Namely, one assumes that the eld theory one works with (the
Standard Model, for example) is a part of some larger, more fundamental theory that has good ultraviolet
properties (e.g., it is nite, like string theory). This unknown larger theory is assumed to reduce below
the energy scale Λ to the theory one works with. Thus, the bare coupling constants, masses, etc. are
actually the true parameters of this effective low-energy theory. They are not measurable directly, since
their direct measurement should be performed at the energy scale Λ. What one can actualy measure
are the couplings, masses, etc. that descended from the energy Λ down to the accessible energy scale µ.
These two philosophies lead to two quite different viewpoints on the Standard Model.
2.4 Renormalizable and non-renormalizable theories
Until now we have been considering examples of renormalizable theories. In renormalizable theories,
one can absorb all ultraviolet divergencies into a nite number of cutoff-dependent parameters. As an
example, in ϕ4 theory, the bare Lagrangian is








where Zϕ(Λ),m0(Λ) and λ0(Λ) are the only three cutoff-dependent parameters. With appropriate choice
of these parameters, order by order in perturbation theory, the amplitudes are made nite. This is the
essence of the famous BogoliubovParasyukHeppZimmermann theorem. The situation is dramatically
different in non-renormalizable theories. In these theories, the number of cutoff-dependent terms in the
bare Lagrangian increases as the order of perturbation theory gets larger, so that the complete Lagrangian
must have an innite number of cutoff-dependent parameters in order that all divergencies cancel out to
all orders in perturbation theory. As an example, let us start with the Lagrangian




Fig. 5: Divergent 8-point vertex in ϕ6 theory Fig. 6: Divergent vertex leading to the contribution (32)
Then at the one-loop order, not only the six-point vertex, but also the eight-point vertex shown in Fig. 5
is divergent,




To cancel this divergency out, one has to extend the Lagrangian to
Lint = −λ6, 0ϕ6 − λ8, 0ϕ8 (30)
and adjust the bare coupling,




At higher orders in perturbation theory, higher-order terms in ϕ have to be added into the bare Lagrangian
for the same reason. Also, diagrams like the one shown in Fig. 6 lead to divergencies like




where k1,2 are some of the external momenta. These divergencies should be cancelled out only by adding
the terms like
Lint = g0 (∂µϕ)2 ϕ4 .
New couplings proliferate further and further at higher loops.
A point to note is that in this example, the coupling λ6 has negative dimension,
[λ6] = M−2 ,
whereas in renormalizable theories the couplings have non-negative dimensions,
[λ3] = M , [λ4] = M0 .
Naive power counting tells us that the divergent terms in theories with couplings of non-negative di-
mensions require renormalization of couplings with non-negative dimensions only, whereas in theories
with couplings of negative dimensions, the dimensions of new couplings decrease further order by or-
der in perturbation theory: in our example, the coupling λ8 has dimension M−4, so the relation (31) is
consistent with the dimensions of couplings. This explains why the couplings of negative dimensions
make a theory non-renormalizable. The inverse is not always true: there exist examples of theories
with couplings of non-negative dimensions only, which, nevertheless, are non-renormalizable. We shall
encounter one of these examples later in these lectures.
Let us nevertheless consider non-renormalizable theories further. In our example, the value of the
coupling λ6 determines the energy scale M =
√
1/λ8. Equation (31) suggests that all other couplings
are of order of the appropriate power of this scale, λ8 ∼M−4, g ∼M−4, etc.3. On dimensional grounds,
the contributions of higher-order terms into cross-sections at low energies, E ¿ M , are suppressed by
3We discuss here logarithmically divergent terms only; the discussion of power-law divergencies, like Γ6 ∝ λ26Λ2, is more
subtle.
13
FIELD THEORY AND THE STANDARD MODEL
13
appropriate powers of E/M . For example, at the leading order, the total cross-section of two-particle
collisions in the theory (30) behaves as
σ ∝ const · λ26E2 + const · λ28E6 . (33)
Hence the behaviour of the theory at energies below the scale M is determined by the lowest-order
couplings; the theory does have predictive power at these energies. On the other hand, predictive power
gets lost as E reaches M , as all couplings become important.
Another way to see that a non-renormalizable theory cannot be trusted above the energy scale M
is to make use of the unitarity argument. To devise it, let us start with an obvious unitarity relation,
Sˆ†Sˆ = 1 , (34)
where Sˆ is the S-matrix. It is decomposed into the part describing a process without interaction of
incoming particles, and interaction term,
Sˆ = 1 + iMˆ .
The unitarity relation (34) then becomes
i
(
Mˆ − Mˆ †
)
+ Mˆ †Mˆ = 0 .
Let us sandwich this equation between a two-particle state |i〉,
i
(






Mˆ †ifMˆfi = 0 . (35)
This is nothing but the optical theorem: the rst term here is the imaginary part of the forward amplitude,
the amplitude of the process i→ i, whereas the second term is the total cross-section, the sum of all nal
states of the two-particle scattering process. Let us further perform the partial wave decomposition,
Mif =
∫
sin θ dθ Pl(cos θ) al + inelastic ,
where al are partial wave amplitudes of elastic scattering of the two particles. Then (35) projected onto
the partial wave l gives
−Im al + |al|2 + inelastic = 0 .
So, we arrive at the inequality
|al|2 ≤ Im al ,
valid for each partial wave. This inequality can only be valid if |Re al| ≤ 1/2, 0 ≤ Im al ≤ 1, that is
|al|2 ≤ 54 .
This is the unitarity bound we have been after. It requires that the elastic partial wave amplitudes not be
large.
In non-renormalizable theories the cross-sections grow with energy, see, e.g., (33). In particular,





where E is the collision energy (more precisely, momentum transfer). The theory thus hits the unitarity




does not exist, at least in the sense of perturbation theory, as it violates unitarity. The effective eld theory
viewpoint on this situation is different: the theory has an intrinsic energy scale M above which it should
become part of a theory with better ultraviolet behaviour (the latter is often called ‘UV completion’).
This is precisely what happens to the Fermi theory of weak interactions: it has an intrinsic mass scale
G
−1/2
F and must be UV completed at E . G
−1/2
F . We now know that its UV completion is the Standard
Model, and the scale at which ‘new physics’, replacing (UV completing) the Fermi theory, shows up is







where g is the SU(2) gauge coupling.
Let us come back to renormalizable theories. Many of them also have an intrinsic ultraviolet scale.
As an example, in ϕ4 theory, the coupling λ(µ) relevant at energy scale µ is given by (29). It increases







Formally, the running coupling has a pole at this energy, which is known as the Landau pole. The
unitarity bound again is violated at energy M in the lowest order of perturbation theory, now because the
coupling becomes large. We can again take the effective eld theory viewpoint: the theory we consider
is the low-energy effective theory, and must be UV-completed at energies E . M . This, in fact, is one
of the sources of theoretical bounds on the Higgs boson mass in the Standard Model and some of its
extensions, see Section 8.
To conclude this section, let us point out that the only part of the Standard Model that does not
require UV completion is QCD. Unlike in ϕ4 theory, the QCD coupling decreases as the energy scale
grows, the famous phenomenon of asymptotic freedom. Hence, the theory is well behaved at high
energies. QCD and other asymptotically free theories are really self-consistent quantum eld theories,
which in principle need not be regarded as effective low-energy theories.
3 Gauge fields
3.1 Why gauge theory?
Let us construct the Lagrangian for a vector eld Bµ that obeys the requirements listed in the beginning
of Section 2.1. Let us start from the kinetic term. The rst try would be a term similar to (∂µϕ)2:
L = α∂µBν∂µBν (36)
with some numerical constant α. This does not work, however, since index ν is contracted with the
Minkowski metric, and the explicit form of the Lagrangian (36) is
L = α∂µB0∂µB0 − α∂µBi∂µBi .
One of the terms here necessarily has a negative sign, and the energy is not bounded from below. One
(or three) of the elds is a ghost.
Let us try to repair this situation by adding another quadratic Lorentz-invariant term,
L = α∂µBν∂µBν + β(∂µBµ)2 .
This expression is the most general Lagrangian quadratic in Bµ and in derivatives. Explicitly, one has
L = (α+ β) (∂0B0)2 − α∂0Bi∂0Bi − α∂iB0∂iB0 + . . .
15
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This does not seem to solve the problem either: the kinetic term for Bi is positive4 for α < 0; in that
case the third term is positive as well, but this is the spatial gradient term, and it enters the energy with
the opposite sign as compared to the Lagrangian. The energy seems still to be unbounded from below.
There is a loophole, however. At (α + β) = 0 the eld B0 enters the Lagrangian without time
derivatives (after integration by parts). Hence, B0 is not a dynamical eld. It does not propagate, so it
does not count when the energy of vector waves (or vector particles) is evaluated. We conclude that the










where the overall coefcient is chosen for convenience,
Bµν = ∂µBν − ∂νBµ , (38)
and the second expression in (37) is obtained by integrating by parts. This action coincides with the
action of the free electromagnetic eld; we know that this eld is healthy and describes two propagating
degrees of freedomphotons of two polarizations. So, the kinetic term in the Lagrangian of a consistent
vector eld theory is necessarily the same as the Lagrangian of the photon eld.
Like electrodynamics, a theory with the action (37) is invariant under gauge transformations,
Bµ → Bµ + ∂µβ(x)
with arbitrary function β(x). So, consistent theories of vector eld(s) are gauge theories, at least as long
as the kinetic terms are concerned.
3.2 What is gauge symmetry?
Gauge symmetry in fact is not a symmetry. Rather, it is redundancy in description: there are four
elds Bµ entering the action (37), but only two propagating degrees of freedom. There are non-trivial
consequences of the observation that the gauge symmetry is not a symmetry. As an example, in non-
Abelian theories there is no gauge-invariant conserved current associated with the gauge ‘symmetry’.
Furthermore, gauge ‘symmetry’ can emerge from nowhere: there are examples which start with a theory
that is strongly coupled in the infrared, and its low-energy effective theory is a gauge theory with a certain
gauge group, while this gauge ‘symmetry’ does not exist in the original, fundamental theory [13, 14]. It
is fascinating to think that the gauge ‘symmetry’ of the Standard Model may be such a low-energy
phenomenon, which is absent in the fundamental theory of Nature.
Despite this observation, we shall use the standard language and speak of gauge symmetry, gauge
symmetry breaking, etc. in what follows.
3.3 Massive vector field: strong coupling
We know that there exist massive W± bosons in Nature. We know they are charged, and hence interact
with the photon. They are described by a complex vector eld W +µ , so that W−µ = (W+µ )∗. The lowest-
order term in the electromagnetic current of theW ± bosons is readily evaluated, so the lowest-order term
in the Lagrangian describing the interaction ofW ± with the electromagnetic eldAµ is straightforwardly
found:
Lint = ieW+µ ∂νW−µ Aν + h.c. + . . . (39)
4Setting α = 0 would give rise to a theory without dynamical content, whose field equation is ∂ν∂µBµ = 0. This equation




where dots stand for the higher-order terms in the elds, and e is the electric charge of the proton (and
W+ boson).
Let us make an attempt to construct a theory of the massive charged vector eld W +µ and consider









where W±µν are constructed in the same way as in (38). It is straightforward to see that this theory is
healthy at the linearized level, i.e., it does not have ghosts. It describes six propagating modes, the three
spin states of W+ and three spin states of W−. The coupling e in (39) is dimensionless, so one might
hope that this theory coupled to electromagnetism is renormalizable. However, the theory is actually
non-renormalizable. The reason for this property is as follows. The kinetic term [the rst term in (40)]
is invariant under gauge transformations
W+ →W+ + ∂µβ(x) (41)
with arbitrary complex function β. This gauge symmetry, as well as the Lagrangian (39) can be gener-
alized in a non-linear way, so that interactions involving W ±, photons and Z bosons respect the gauge
symmetry. However, the mass term of W± does not respect the gauge symmetry (41). It is this lack of
gauge symmetry that in the end gives rise to non-renormalizability.
To see this, let us make use of what is called the Stückelberg trick. Namely, let us extract a
longitudinal degree of freedom from the eld W +µ by writing
W+µ = W
T
µ + ∂µφ ,
where W Tµ is transverse,
∂µW
T
µ = 0 .
Since W+µν = ∂µW Tν − ∂νW Tµ , the quadratic Lagrangian, modulo total derivative, is
Lfree = −12 |∂µW
T
ν − ∂νW Tµ |2 +m2|W Tµ |2 +m2|∂µφ|2 . (42)
From now on let us concentrate on the longitudinal part. The interaction Lagrangian (39) gives rise to
the following interaction of the longitudinal component with electromagnetic eld,
Lint = ie∂µφ∗∂µ∂νφAν + h.c.
This does not look like a renormalizable interaction. To see non-renormalizability explicitly, let us cast











This theory is non-renormalizable, and from the effective low-energy theory viewpoint this description
can be valid only up to maximum energy Emax = m√e .
In fact, one can do slightly better. By judicious choice of the massless part of the action, and
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where we have specied to W bosons and introduced the SU(2)W gauge coupling g. Still, the theory
has to be UV-completed at rather low energies, E . Emax ' v = 247 GeV: the interactions between
longitudinal W and Z bosons become strong at E ' Emax, and their scattering amplitudes hit the
unitarity bound. One way to UV complete the theory of massive vector elds is to invoke the Englert
BroutHiggs mechanism. We shall introduce this mechanism later on in these lectures.
3.4 Non-Abelian gauge theories
Let us come back to massless theory for the time being, and consider interactions of vector bosons: we
know that W and Z bosons and photons interact with each other. We have also seen that theories of
vector elds but without gauge symmetries are inconsistent or at least UV incomplete. So we have to
generalize the gauge symmetry like (41) so that the complete massless action, including the interaction
term, be gauge-invariant. This is precisely what is done in the non-Abelian gauge theory.
To construct this theory, let us recall the gauge symmetry of quantum electrodynamics. The gauge
transformation in QED can be written as follows,
ψ(x)→ eiα(x)ψ(x) , (43a)
Aµ(x)→ Aµ(x)− i∂µα(x) , (43b)
where α(x) is an arbitrary real gauge function, and
Aµ = −ieAµ ,
with Aµ being the usual real gauge potential. The gauge covariant objects are the eld strength
Fµν = ∂µAν − ∂νAµ
and covariant derivative
Dµψ = (∂µ +Aµ)ψ . (44)
Indeed, under the gauge transformation (43) they transform as follows,
Fµν → Fµν
Dµψ → eiαDµψ .
It is instructive to view eiα(x) = U(x) at each x as an element of U(1), the group of complex numbers
of unit modulus. This is an Abelian group, hence QED is Abelian gauge theory.
The U(1) gauge group is insufcient to describe interactions between vector bosons, however. The




It in no way resembles the interaction (39), and it is hence not useful for our purposes; furthermore, it is
non-renormalizable. Hence, we are forced to generalize the U(1) gauge symmetry.
The way to proceed is to write a gauge transformation of, say, the fermion eld in analogy with
(43a),
ψ(x)→ U(x)ψ(x) .
Clearly, the transformations must make a group. The simplest generalization of U(1) is SU(2), the same








where τa are Pauli matrices and ωa are three real parameters determining an element of the group.
Now, let us introduce the covariant derivative by the formula (44), and require that under the gauge
transformation it transforms in a covariant way,
Dµψ(x)→ U(x)Dµψ(x) .
This means that (
∂µ +A′µ
)
(Uψ) = U(x) (∂µ +Aµ)ψ ,
where A′µ is the gauge-transformed eld. This requirement determines the form of the gauge transfor-
mation of Aµ:
A′µ = UAµU−1 + U∂µU−1 . (45)













where Aaµ are three real elds and the coupling g is introduced for later convenience. One can show that
for general U(x) the eld A′µ given by (45) again has the form (46) with real Aa′µ . For small ωa(x) the
explicit form of the gauge transformation in terms of real gauge elds is





where fabc = ²abc in the case of the SU(2) gauge group, and ²abc is a totally antisymmetric symbol.
Now let us construct the eld strength Fµν . The general construction makes use of the commutator
of covariant derivatives, [Dµ, Dν ] = DµDν −DνDµ:
[Dµ, Dν ]ψ = Fµνψ . (47)
After performing some algebra one nds explicitly
Fµν = ∂µAν − ∂νAµ + [Aµ,Aν ] .






F aµν = ∂µAν − ∂νAµ + gfabcAbµAcν .
Unlike in Abelian theory, the eld strength F aµν is not linear in Aaµ. This has to do with non-vanishing
commutators of the Pauli matrices, i.e., the non-Abelian nature of the gauge group SU(2). It is this
non-linearity that gives rise to interactions between the gauge elds.
It is immediately seen from (47) that the eld strength is covariant under gauge transformations,
Fµν → UFµνU−1 . (48)
This is in contrast to the Abelian case in which the eld strength is gauge-invariant. Nevertheless, the
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It is clear from (48) that this action is gauge-invariant. The dimensionless overall constant here is intro-
duced for generality; we shall see immediately that g has the meaning of the gauge coupling. In terms of














ν − ∂νAaµ + gfabcAbµAcν
)2
. (49)
The reason for introducing the coupling in (46) is that the quadratic part of this action coincides with the
action of three massless, canonically normalized vector elds. We see that unlike the action for photons,
the action (49) contains interaction terms,








)2 − (AaµAaν) (AbµAbν)] . (50)
This was precisely our purpose: the theory describes interacting vector elds, and their interactions are
renormalizable. The two terms in (50) correspond to three-point and four-point vertices, respectively.
This construction goes over to other gauge groups G. These must be compact Lie groups. In the
general case, the role of Pauli matrices is played by the generators of the algebra of G, and f abc are the
structure constants of G. The gauge eld Aµ takes values in the adjoint representation of G, whereas
other elds (like ψ in our example) may belong to any representation of G. The requirement that the
gauge group be compact follows from positivity of energy. Indeed, the Lagrangian of the gauge eld,
which we have written as Tr (FµνFµν) must (up to sign) be an invariant scalar product in the adjoint
representation of G, and the corresponding norm must be positive denite. Such a scalar product exists
only for compact Lie groups.
4 Symmetry breaking and the Englert–Brout–Higgs mechanism
4.1 Preliminaries
In this section we are going to discuss how to give masses to vector elds without destroying the gauge
invariance. As we pointed out in Section 3.1, the gauge invariance is crucial for eliminating longitudinal
degrees of freedom, which otherwise are ghosts. However, a massive vector eld does have a longitudinal
part. So, we need some other eld to play the role of the longitudinal vector boson. This must be one
scalar eld per massive vector boson, so that just one degree of freedom is added once the vector eld is
given a mass. Now, the linearized form of the gauge transformation,





suggests that the longitudinal part of the vector eld,
Aµ ∝ ∂µφa ,
should transform under the gauge transformations as
φa → φa + 1
g
ωa . (51)
So, we need a new eld whose transformation law under the gauge symmetry is given by Eq. (51).
This looks very different from the symmetry transformations we had before. However, elds obeying
this kind of transformation law have been known for a long time in theories with global symmetries:





4.2 Spontaneously broken global symmetries and Nambu–Goldstone fields
Let us begin with the simplest example of a theory with U(1) global symmetry. Let ϕ(x) be a complex








Note that the mass term has the ‘wrong’ sign. The global U(1) symmetry acts as
ϕ(x)→ eiωϕ(x) , ϕ∗(x)→ e−iωϕ∗(x) (53)
with ω independent of x (unlike in the case of gauge symmetry).
Before developing perturbation theory in the coupling λ, one has to gure out what is the ground
state of this theory, the vacuum. The ground state by denition has the lowest energy. The energy density
reads







The classical eld conguration that minimizes the energy is thus the constant in space and time eld
which minimizes the scalar potential
V (ϕ) = −µ2ϕ∗ϕ+ λ
2
(ϕ∗ϕ)2 .





Hence, the minima of the potential occupy a circle in the complex ϕ-plane; the ground state is not unique.
The system may nd itself in any of these minima; without loss of generality let us choose the
ground state in which ϕ is real,
ϕv = v .
In weakly coupled quantum theory, this means that the vacuum expectation value of the eld does not
vanish; in the vacuum chosen, one has
〈0|ϕ|0〉 ≡ 〈ϕ〉 = v (54)
modulo small corrections. Once the ground state is chosen, the global U(1) symmetry is no longer
explicit: while the original action is invariant under this symmetry, the vacuum is not. This is precisely
what is meant by spontaneous symmetry breaking.
Let us proceed by considering the spectrum about the vacuum (54). Let us dene the real elds
ρ(x) and θ(x) by
ϕ(x) = eiθ(x)ρ(x) .
For the vacuum we have chosen, we write
ρ(x) = v + h(x) , 〈θ〉 = 0 ,
so that h(x) and θ(x) are eld perturbations about the vacuum; in weakly coupled theories these pertur-
bations are small. The original Lagrangian takes the form
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In terms of perturbations we have












The rst line here is the free Lagrangian; it describes one massive eld h (not quite canonically normal-
ized in our notations) and massless eld θ (also not canonically normalized). The second line describes
interactions; note that the massless eld θ comes there with derivative only.
The fact that the eld θ enters the Lagrangian with derivatives only is by no means accidental.
Under the symmetry (53), the eld θ transforms as
θ(x)→ θ(x) + ω , (56)
while the eld ρ is invariant. Since the Lagrangian is invariant under this transformation, it cannot contain
the eld θ itselfand hence it can contain θ in combination ∂µθ only. So, there cannot be a mass term
for θ. For the same reason the eld θ has derivative couplings only.
The emergence of a massless eld is a very general phenomenon, and the corresponding statement
has been given a name: the Goldstone theorem5. Namely, suppose that the action is invariant under
global symmetry, but the ground state is not invariant. Then there exists a massless particle (scalar or
pseudoscalar)the NambuGoldstone bosonwhose eld transforms under the global symmetry as in
(56) (for small ω). Furthermore, this eld does not have non-derivative couplings. This theorem is valid
in any Lorentz-invariant quantum theory at the non-perturbative level, so it is really general. In fact, there
may be more than one massless boson: the number of NambuGoldstone bosons is equal to the number
of broken generators of the global symmetry group.
Let us digress here to mention that precisely this situation occurs in QCD in the chiral limit.
Namely, QCD with two massless quarks has global symmetry SU(2)L × SU(2)R. The rst (second)
subgroup corresponds to the isospin rotation of left (right) quark elds only, hence the notation. This
avour group is broken spontaneously, due to complicated and largely unknown low-energy dynamics
of QCD, down to the diagonal subgroup SU(2)V of isospin. Now, SU(2)L × SU(2)R has 3 + 3 =
6 generators, while the unbroken SU(2)V has 3 generators. Hence, three generators get broken, so
there must be three massless (pseudo)scalars. These are pi+, pi0, pi−, which are indeed massless in the
chiral limit. In fact, interactions of pions correspond very well to derivative interactions of the Nambu
Goldstone bosons.
In QCD with three massless avours the symmetry group is SU(3)L×SU(3)R; it has 8 + 8 = 16
generators. This symmetry is broken down to SU(3)V with eight generators, so there should be eight
NambuGoldstone bosons. The eight members of the pseudoscalar octet, (pi±, pi0,K±,K0, K¯0, η) are
these particles, and, indeed, they behave very much like NambuGoldstone bosons. The masses of these
particles are due to the explicit breaking of SU(3)L × SU(3)R by quark masses.
4.3 The Englert–Brout–Higgs mechanism
Let us now see what happens if a symmetry is gauge symmetry rather than global symmetry, still using
the U(1) example. We have seen that if the symmetry were global, there would exist a massless Nambu
Goldstone eld θ. If the gauge interactions were absent, there would be another massless eld Aµ. Let
us concentrate on the low-energy part of the theory, and consider the action of these elds in the presence
of gauge interactions.
The transformation (56) is promoted to the gauge transformation of the NambuGoldstone eld,
θ(x)→ θ(x) + ω(x) . (57)




This dictates the form of the covariant derivative,
Dµθ = ∂µθ − gAµ .




FµνFµν + v2 (Dµθ)
2 = −1
4
FµνFµν + v2 (∂µθ − gAµ)2 . (58)
In fact, this is the action of a single massive vector eld. Indeed, by performing the gauge transformation
(57), one can gauge away the eld θ, i.e., set θ = 0. This gauge is called the unitary gauge. In this gauge
the would-be NambuGoldstone boson eld is absent, and the only remaining eld at low-energies is
Aµ. Its Lagrangian is obtained from (58) by setting θ = 0:
L = −1
4
FµνFµν + v2g2A2µ .




An important conclusion is that once the gauge symmetry is broken, the gauge eld obtains mass whose
scale is set by the vacuum expectation value responsible for symmetry breaking times the gauge cou-
pling. The would-be NambuGoldstone boson is ‘eaten’ by the vector eld; it becomes the longitudinal
component of the vector boson.





So, the theory must be UV-completed. The mechanism that breaks the U(1) symmetry presented in
Section 4.2 gives a particular way to construct the UV completion. The generalization of the Lagrangian










where Dµϕ = (∂µ − ieAµ)ϕ. Modulo the wrong sign of the mass term for ϕ, this Lagrangian describes
scalar electrodynamics, a renormalizable theory of photon and charged scalar eld. Once the gauge
symmetry is broken, the gauge eld obtains a mass, and the NambuGoldstone boson disappears, but
the ultraviolet properties remain intact: the theory remains renormalizable. This is why the theory (59)
is indeed the UV completion of the theory of massive vector eld.
Upon symmetry breaking, there remains a remnant of the eld ϕneutral scalar eld h. Accord-






The eld h describes the Higgs boson. Note that the UV completion starts to show up at E ∼ mh,
when the new degree of freedom becomes important; in the weak coupling regime, λ < 1, this is smaller
than Emax ∼ v, as should be the case. Note also that the Higgs boson mass is determined by the Higgs
self-coupling λ which cannot be measured in processes not involving the Higgs bosons. In the Standard
Model, this is the only parameter which is not known experimentally.
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5 Bosonic sector of the Standard Model
The construction goes over to the Standard Model, the theory with the gauge group SU(2)W × U(1)Y
broken down to electromagnetic U(1)em by the vacuum expectation value of the EnglertBroutHiggs
doublet. The Lagrangian for the bosonic sector of the Minimal Standard Model (that is, the Standard














































The content of physical vector bosons, their masses and couplings to themselves and to the Higgs boson
are obtained by plugging the latter expression into (60) and diagonalizing the mass matrix. Instead of
presenting the details of the construction, which can be found in textbooks, let us highlight some of its
main features.
 Since the gauge group is a product of two simple groups, there are two independent gauge cou-
plings, g of SU(2)W and g′ of U(1). At the tree level, they are parametrized by the electromagnetic
coupling e and the weak mixing angle θW , so that




 The EnglertBroutHiggs eld is a doublet under SU(2)W and it is charged under U(1)Y; its weak
hypercharge YH is equal to 1 in our conventions. Hence the vacuum expectation value breaks both
SU(2)W and U(1)Y, while the unbroken subgroup of electromagnetism U(1)em is generated by a
linear combination of T 3, the diagonal generator of SU(2)W (third component of weak isospin),
and Y , the generator of U(1). Accordingly, the electromagnetic charges of the elds are given by
combinations of their T 3 and Y :




The above property of the EnglertBroutHiggs eld is also responsible for the fact that the photon
eld is a combination of V 3, the third component of the SU(2)W gauge eld, and B, the gauge
eld of U(1)Y,
Aµ = cos θWBµ + sin θWV 3µ . (63)
The orthogonal linear combination,
Zµ = cos θWV 3µ − sin θWBµ , (64)
is the eld of the massive Z boson. Orthogonality of these two elds follows from the requirement
that the kinetic terms of these elds have diagonal form, so that there is no kinetic mixing,(
F 3µν


















This relation holds only in the case of the doublet EnglertBroutHiggs eld. In fact, it is a
consequence of what is called custodial symmetry.




as we mentioned before, it is an unknown parameter.
 Interactions between vector bosons are uniquely determined by the gauge invariance and renor-
malizability. They come from non-linear terms in F aµν , see (50). So, there are cubic interactions
of the type W+W−γ (the W bosons have electric charge) and W+W−Z , and also quartic inter-
actions W+W−γγ, W+W−ZZ , W+W−γZ , W+W+W−W−. The corresponding trilinear and
quartic couplings can be read off from (60), (63) and (64). Likewise, there are trilinear and quartic


















This interaction Lagrangian is again uniquely determined by gauge invariance and renormalizabil-
ity.
To end this section, let us make two comments. First, the elementary EnglertBroutHiggs scalar
is not at all the only option. What one really needs is the spontaneous breaking of SU(2)W × U(1)Y.
One can imagine that this can happen in various ways, and, indeed, a number of mechanisms alternative
to the mechanism based on the elementary EnglertBroutHiggs scalar have been proposed [1520].
The options are, however, more and more constrained by experiment. In any case, the best way to
discriminate between different options is probably to discover the Higgs boson or its analog and study
its properties and interactions6 .
The second comment has to do with gauge symmetry and its breaking in the Standard Model.
As we discussed in Section 3.2, the gauge symmetry is not a symmetry; rather, it is redundancy of
description. So, it does not, strictly speaking, make sense to speak about its breaking. In fact, there is
no order parameter in the Standard Model whose value would discriminate between a ‘broken’ and an
‘unbroken’ phase. Indeed, the operator ϕ is not gauge-invariant, so one cannot dene what is meant
by 〈ϕ〉; formulas like (61) are symbolic only. For the Standard Model in vacuo these subtleties are not
important, and we shall use the usual, albeit somewhat loose, terminology. We mention, however, that
these subtleties become very relevant for the Standard Model at high temperature [23].
6 Fermions
6.1 Dirac equation, C and P
The standard Lagrangian for a fermion eld ψ is
L = ψ¯iγµ∂µψ −mψ¯ψ , (66)
6We should mention that there is a class of ‘higgsless’ models where neither the Higgs boson nor its close analog exists [21,
22]. These models contain an infinite number of four-dimensional fields, and the tree-level unitarity holds up to energies well
exceeding v = 247 GeV due to cancellations between contributions of these fields. The higgsless theories, nevertheless, have
to be UV completed at E . 10 GeV; no satisfactory UV completion has been suggested so far.
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where γµ are the Dirac matrices. The representation of the Dirac matrices is not unique; the only re-
quirement is that they obey the anticommutation relation
{γµ, γν} = ηµν .
This relation is invariant under unitary transformation γµ → UγµU † where U is any unitary 4 × 4









σ0 = 1 , σi = τ i
σ¯0 = 1 , σ¯i = −τ i ,
and τ i are Pauli matrices. In this representation one has












The Dirac equation follows from the Lagrangian (66) and reads
iγµ∂µψ −mψ = 0 . (67)
In the chiral basis it may be written as a system of two equations,
iσ¯µ∂µψL −mψR = 0 (68a)
iσµ∂µψR −mψL = 0 . (68b)
Note that for m = 0, the left and right components decouple, and it is legitimate to consider a theory that
has a left component only, with no right component at all (or vice versa). In that case Eq. (68a) becomes
the Weyl equation for massless left-handed fermions. Left-handedness means that the wave function uL
is such that the helicitytwice the projection of spin Σ onto spatial momentum p is equal to −1,
2
Σ · p
|p| uL = −uL .
In fact, left and right fermions transform independently under proper Lorentz transformations (which do
not include spatial and time reections). Hence one can treat ψL and ψR as separate elds. The Dirac
mass m in (66) mixes these elds.
The Dirac equation (67) is invariant under charge conjugation
ψ → ψc = C · ψ∗ ,
where C is a unitary matrix obeying
Cγµ∗C† = −γµ .
Indeed, the complex conjugate of Eq. (67) reads




so ψc obeys the same equation as ψ, i.e., Eq. (67). In the chiral representation of the Dirac matrices one







Under C conjugation, the positive energy solution, ψ ∝ eiωt, transforms into a negative energy solution,
ψc ∝ e−iωt. This means that C conjugation interchanges particle and anti-particle. Note that under C
conjugation, left fermions transform into right fermions. So, C-invariant theory necessarily contains an
equal number of left and right fermion elds, and these elds interact in the same way. This is true in
QED and QCD, which are indeed C invariant. Weak interactions violate C invariance, since eL interacts
with W bosons, while eR does not.
Parity transformation is the same thing as reection of space,
x→ −x , x→ −p .
Angular momentum L = x × p and spin Σ are pseudo-vectors, they transform as L → L, Σ → Σ.






This implies that the left fermion transforms under parity into a right fermion, and vice versa. Thus, P
invariance requires similar properties to C invariance: the theory must contain an equal number of left
and right fermion elds, and these elds must interact in the same way. QED and QCD are P invariant,
weak interactions are not.
The story is not so simple with CP ≡ C · P , the combination of C and P . It follows from the
above discussion that this combination transforms left fermions into left fermions, so it is not obvious at
all that weak interactions violate CP . CP violation occurs in the Standard Model in a rather subtle way,
as discussed in the series of lectures at this School [24].
6.2 Dirac and Majorana masses
The Dirac mass term in (66) needs both left and right fermion elds. However, there exists another
possible mass term that does not necessarily require both of these elds. To construct it, one notices that
ψc has the same properties under proper Lorentz transformations as ψ, so instead of the Dirac equation
one can write the Majorana equation
iγµ∂µψ −mψc = 0 . (69)
Let us make two comments before we proceed. First, the Majorana equation should be viewed as the
equation for quantum eld, not for fermion wave function. Indeed, phase rotation of the wave function
does not change physics, but this rotation would be inconsistent with Eq. (69). Second, the Majorana
fermion eld must be electrically neutral, since the electromagnetic gauge symmetry ψ → eiαψ is not
respected by the Majorana mass. Likewise, the Majorana fermion must be colourless. So, the only
particles in the Standard Model that may have Majorana mass are neutrinos. It is likely that neutrino
masses are indeed of the Majorana type. In that case, lepton avour symmetry (e→ eiβe, νe → eiβνe for
electron avour) is broken by the Majorana mass, so there should exist lepton avour violating processes,
most notably, neutrinoless double-β decay. Thus the search for neutrinoless double-β decay is the search
for the Majorana mass of the electron neutrino.
Proceeding with the Majorana equation, let us write it in terms of left and right fermions,
iσ¯µ∂µψL −m(iτ2)ψ∗L = 0 (70a)
iσµ∂µψR +m(iτ2)ψ∗R = 0 . (70b)
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We see that, indeed, the left and right elds decouple. Hence one can consistently set ψR = 0, so that
the only eld in the theory is ψL. Then Eq. (70a) has two solutions with helicities −1 and +1, and hence
two propagating states. In the massless limit they become neutrino and anti-neutrino, while for m 6= 0
the two states are linear combinations of neutrino and anti-neutrino.
6.3 Interactions of fermions
Let us come back to the Lagrangian (66). This Lagrangian is Hermitian provided that the eld ψ¯ is
dened as
ψ¯ = ψ†γ0 .

















Hence, the kinetic term in the Lagrangian splits into parts involving ψL and ψR separately,
Lkin = ψ¯iγµ∂µψ = (ψL)† iσ¯µ∂µψL + (ψR)† iσµ∂µψR .
The term with the Dirac mass, on the other hand, mixes ψL and ψR:
Lmass = −mψ¯ψ = −m (ψR)† ψL −m (ψL)† ψR .
Note that the fermion eld has dimension
[ψ] = M3/2 .
So, there are fewer renormalizable interactions involving fermions: renormalizability requires dimen-
sionless couplings, while the overall Lagrangian has dimension [L] = M 4. Thus interactions with vector
elds,
Lint = gψ¯γµΓψAµ , (71)
and with scalar elds (Yukawa interactions),
Lint = hψ¯Γ˜ψϕ , (72)
are renormalizable with some matrices Γ, Γ˜ in colour or avour space (possibly involving also γ5).
Notice that the interaction (71) has the chiral structure similar to that of the kinetic term: it does not mix
ψL and ψR. On the other hand, the chiral structure of (72) is the same as that of the mass term, with
mixing between ψL and ψR.
7 Fermionic sector of the Standard Model
7.1 Gauge interactions
We know already from the Fermi theory of weak interactions that left and right fermion elds of the
Standard Model belong to different representations of SU(2)W × U(1)Y. Indeed, the Lagrangian of the






1− γ5) e · e¯γµ (1− γ5) νe + · · · ≡ GF√
2
Jµ†Jµ . (73)
This comes from the interaction of the fermions with W bosons,

















Fig. 7: Weak interaction between e and νe
















Now, the W bosons are gauge bosons of SU(2)W. Since they interact with left fermion elds only, right








































The relation (62) is then used to determine the weak hypercharges of all fermions. Note that according
to the discussion in the end of Section 6.3, it is perfectly consistent to have left and right fermions
interacting differently with gauge elds. The fermionic content of the Standard Model is presented in
Table 1. Quantum numbers of fermions listed in Table 1 dene interactions of fermions with gauge
bosons in a unique way. These interactions arise from the kinetic terms in the fermion action, since


























etc. Here Gmµ , gs, and λm are the gauge eld of colour SU(3)c, the corresponding gauge coupling and
the Gell-Mann matrices (generators of SU(3)c), respectively.
7.2 No genuine fermion masses
Neither Dirac, nor Majorana mass terms are allowed by the gauge symmetries of the Standard Model.
Indeed, the mass terms, as any other terms in the Lagrangian, must be invariant under gauge symme-
tries. Now, the Dirac mass term has the structure (ψR)† ψL, and it is not a singlet under SU(2)W since
left fermions are doublets and right fermions are singlets. The Majorana masses are forbidden by the
requirement of invariance under the weak hypercharge symmetry U(1)Y.
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Table 1: Dimensions of representations and charges of fermions of the first generation. Fermions of the second
and third generations have the same quantum numbers.
























U ≡ uR 3 1 +4/3 +2/3
D ≡ dR 3 1 −2/3 −1/3
So, fermion masses are entirely due to the Yukawa interactions with the EnglertBroutHiggs
eld. This is very good from the effective eld theory prospective: gauge symmetries protect almost all
Standard Model particles from having masses of the order of the new physics scale, whatever that may
be. The only exception is the Higgs boson itself: in the Standard Model there is no reason for the Higgs
boson mass, and hence the weak scale, not to be of the order of the cutoff scale. The latter problem is
the major reason to expect new physics near the weak scale, at energies accessible at the LHC. This is
discussed in detail in the series of lectures at this School [25].
7.3 Yukawa interactions and fermion masses
Now let us come to the Yukawa interactions with the EnglertBroutHiggs eld. Schematically, they
have the form
LYuk = −yψ¯ψϕ ,
where y is a dimensionless coupling. In the vacuum (61) this interaction indeed gives rise to the Dirac
mass,
LYuk = −y v√
2
ψ¯ψ + . . .
where dots denote interaction with the Higgs boson h. To elaborate, the obvious Yukawa terms allowed
by the gauge symmetries are
Lψ¯ψϕ = −Q¯yDϕD − L¯ylϕE + h.c.
Gauge invariance of the rst term under SU(2)W is achieved by making a singletQ†ϕ out of two doublets
Q and ϕ; weak hypercharges also match, so that this term has zero total weak hypercharge Y . The same









How can one give masses to up quarks? The minimal way is to recall a special feature of the group
SU(2): its anti-fundamental representation is equivalent to the fundamental one (there is no other char-
acteristic of a representation of SU(2) than isospin). The equivalence is given by




Here ϕ is a doublet (fundamental representation), so that ϕ∗ is an anti-doublet (anti-fundamental),








Therefore, one can introduce yet another Yukawa coupling allowed by both SU(2)W and U(1)Y,
Lψ¯ψϕ˜ = −Q¯yUϕ˜U + h.c.





Note that similar Yukawa coupling cannot be introduced in the lepton sector, unless one adds a right
neutrino eld singlet under the Standard Model gauge group. Hence, if there are no right neutrinos,
conventional neutrinos are massless in the Standard Model unless non-renormalizable interactions are
included. This ts very well with the fact that neutrino masses are very small.
To conclude this section, let us make a few comments. First, since there are three generations, the
Yukawa couplings are 3 × 3 matrices in generation space. This gives rise to CKM mixing, as discussed
in the series of lectures at this School [24]. Second, after the diagonalization of the lepton Yukawa
matrix, the Lagrangian of the Standard Model is automatically invariant under four independent global
symmetries
(Q,U,D)→ eiα1(Q,U,D)
(Le, eR)→ eiα2(Le, eR)
(Lµ, µR)→ eiα3(Lµ, µR)
(Lτ , τR)→ eiα4(Lτ , τR)
These are accidental symmetries of the Standard Model, which just happen to be there. The correspond-
ing conserved quantum numbers are baryon number B and three lepton numbers Le, Lµ and Lτ . The
conservation of these global quantum numbers is not exact, though. Neutrino oscillations violate Le, Lµ
and Lτ , and may or may not conserve the total lepton number L = Le + Lµ + Lτ . If neutrinos have
Majorana masses, total lepton number is not conserved. Also the baryon number is violated by the elec-
troweak anomaly, which respects only three combinations (B−L), (Lµ−Le) and (Lτ −Le). The latter
property does not give rise to observable effects in vacuo, but it is important at high temperatures [23].
8 More about the Standard Model Higgs boson
According to (65), the Higgs boson mass is determined by an unknown self-coupling λ. Nevertheless,
one can infer the range of plausible masses of the Standard Model Higgs boson on various grounds.
One way to obtain an upper bound on mH is to require that the theory be weakly coupled up to a
certain UV energy scale M above which the Standard Model becomes part of some more fundamental
theory, see the discussion at the end of Section 2.4. Renormalization group running of λ is dominated
by the self-interaction of the EnglertBroutHiggs eld and its interaction with the t-quark, which has
the largest coupling to ϕ. The corresponding diagrams contributing to the β-function of λ at one-loop
order are shown in Fig. 8. To complete the set of renormalization group equations (neglecting couplings
of the Higgs boson to any particles other than itself and the t-quark), one also needs the β-function for
the top Yukawa coupling yt. At one-loop order the latter is determined (in the same approximation) by
the diagram shown in Fig. 9.
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Fig. 9: Diagram contributing to the β-function for Yukawa coupling

















The second equation tells us that yt increases with energy. The rst equation tells us that λ also increases,
provided that it is large enough, λ & yt. Neglecting, for the sake of argument, the t-quark contribution







where λEW is the self-coupling at the electroweak scale v. Note that it is λEW that determines the Higgs






This translates into the bound on the Higgs boson mass. Numerically, these bounds are substantially
different for different values of M . If one insists that the Standard Model extends up to the GUT scale,
i.e., sets M = MGUT ' 1016 GeV, then one obtains λEW < 0.4 and
mH =
√
2λEWv < 200 GeV .
Lowering the scale of new physics softens the bound. As an example, for M = 10 TeV one has






Fig. 10: Effective potential with unstable vacuum
Thus, the Standard Model Higgs boson of mass 600 GeV would tell us that new physics emerges below
the 10 TeV energy.
A source of the lower bound on λ, and hence on mH is also suggested by Eq. (75a). At low
λ, interaction with the t-quark wins, and λ becomes negative at high energies. This has the following
interpretation. The scalar potential V (ϕ), as almost any other object in quantum eld theory, receives
quantum corrections. The scalar potential with quantum corrections included is called the effective
potential. At one-loop order, and with only the interaction of the Higgs boson with the t-quark accounted,














where the rst term is the tree-level potential, see (60), and the second term is the one-loop correction.
The couping λ here is normalized at the scale µ. In analogy to the renormalization group analysis of high
energy behaviour of the theory sketched in Section 2.3, to study the large eld behaviour it is convenient
to set µ = ϕ and write (at ϕÀ v)
Veff(ϕ) = λ(ϕ)ϕ4 . (76)
In fact, the latter formula is valid beyond one loop: as usual, the renormalization group sums up large
logarithms emerging at higher orders7 . Thus, if λ turns negative at high energies, the effective potential
turns negative at large values of ϕ, as shown in Fig. 10. In that case our vacuum is unstable.
To be on the safe side, one requires that Veff > 0 up to the values of ϕ at which one trusts the Standard
Model, say up to ϕ < M . This implies the bound on λEW. For M ∼MGUT one obtains, in terms of the
Higgs boson mass,
mH > 130 GeV .
On the more adventurous side, one may soften the stability condition and require only that the lifetime
of our vacuum be larger than the age of the Universe. This gives the limit which is weaker8 than the
experimental bound mH > 114 GeV.
7In fact, expression (76) is not quite correct because of the anomalous dimension of the field ϕ. This effect, however, occurs
at the next-to-leading renormalization group order, and hence is irrelevant for our discussion.
8One may turn the argument around and say that, within the Standard Model, our vacuum has a lifetime well exceeding the
age of the Universe. This is reassuring: our vacuum is unlikely to blow up in the next 20 billion years.
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Fig. 11: Correction to Zbb¯ vertex due to loop with virtual longitudinalW boson
Yet another source of information are the electroweak radiative corrections compared to the elec-
troweak precision data. To appreciate their relevance, let us recall the story with the t-quark mass. It
turns out that some radiative corrections are proportional to m2t . This is a fairly unusual property of the
Standard Model (and its extensions). Indeed, normally, the larger the mass of a particle, the less impor-
tant its effects in loops. This is the essence of the AppelquistCarrazzone theorem that says that heavy
particles decouple at low energies. However, this is not the case for particles that obtain masses due to
the vacuum expectation value of the EnglertBroutHiggs eld.
An example of the quantity that obtains corrections proportional to m2t is the b¯bZ vertex that
receives the correction shown in Fig. 11.
Naively, this correction should be of order g3 and should decrease as mt increases. This is not true. To
see that, let us pretend that we calculate this vertex at energy E À v; since mZ ' 90 GeV is not that far
from v ' 250 GeV, this is not an unreasonable approximation. Now, at E À v we can forget about the






with dynamical elds ϕ+ and ϕ0. In this theory, the eld ϕ+ interacts with the Z boson, and the t-quark
interacts with ϕ+ with coupling yt. In the language of the massiveW bosons, this means that the diagram
with the longitudinal W has the same dependence on couplings as the diagram with ϕ+, see Fig.11. The






This strong dependence on mt enabled one to predict the t-quark mass from precision LEP data; this
prediction was later conrmed at the Tevatron.
Predicting the Higgs boson mass is harder: electroweak radiative corrections depend on mH only
logarithmically. Nevertheless, precise electroweak measurements combined with precise measurements
of mt and mW enable one to place a tight bound on the Higgs boson mass,
114 GeV < mH < 145 GeV at 95% condence level .
Here the lower bound is experimental, while the upper bound comes from the electroweak precision data.
These data also rule out many models extending the Standard Model, making light and narrow scalar
particles similar to the Standard Model Higgs boson a very likely possibility. We mention, however, that





To conclude, the Standard Model is a well-dened theory, in the sense that everything is calculable, at
least in principle, within this theory in terms of nite number of parameters (some quantities are hard
and even impossible to calculate in practice because of strong coupling in the low-energy QCD). With
mH . 200 GeV this theory can be extended up to Planck energies. Yet this is not the complete the-
ory below these energies. Theoretically, the signal is the gauge hierarchy problem, as discussed at this
School [25]. Experimentally, the incompleteness of the Standard Model has been established by cosmol-
ogy, as the Standard Model fails to explain dark matter and the baryon asymmetry of the Universe, as well
as ination and the origin of cosmological perturbations (regarding ination, see, however, Ref. [26]).
Also, the Standard Model has to be extended to incorporate neutrino masses. Needless to say, it is up
to the LHC to tell us whether the Standard Model gets extended at TeV energies, and if it does, in what
way.
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This series of lectures reviews the basic principles underlying the use of quan-
tum chromodynamics in understanding the structure of high-Q2 processes in
high-energy hadronic collisions. Several applications of relevance to the Teva-
tron and the LHC are illustrated.
1 Introduction
The initial state of any LHC collision is formed by a pair of protons. Whether the hard process we
are interested in is of electroweak origin (e.g., W production) or a strong-interaction process (e.g., the
production of jets, or the production of a pair of gluinos in Supersymmetry), its description requires
the understanding of the structure of the proton. Quantum Chromodynamics (QCD) is the theory that
describes the structure of the proton, and is therefore the starting point of any study of LHC physics. QCD
is formulated in terms of elementary elds (quarks and gluons), whose interactions obey the principles of
a relativistic quantum eld theory, with a non-Abelian gauge invariance SU(3). To review the emergence
of QCD as a theory of strong interactions, analysing the various experimental data and the theoretical
ideas available in the years 19601973 (see, for example, Refs. [1, 2]), would require more time than
I have available. I shall therefore assume that you all know more or less what QCD is: that hadrons
are made of quarks, that quarks are spin-1/2, colour-triplet fermions, interacting via the exchange of an
octet of spin-1 gluons; I assume you know the concept of running couplings, asymptotic freedom and
of connement. I shall nally assume that you have some familiarity with the fundamental ideas and
formalism of quantum eld theory (Feynman rules, renormalization, gauge invariance), even though I
shall make only very limited use of them.
In these lectures I shall focus on some elementary applications of QCD in high-energy phenomena.
The material covered in these lectures includes the following:
1. The structure of the proton
2. The evolution of nal states: from quarks and gluons to hadrons
3. Some key hard processes in hadronhadron collisions: formalism, W/Z production, jet production
The treatment will be very elementary, and the emphasis will be on basic and intuitive physics concepts.
Given the large number of papers that contributed to the development of the eld, it is impossible to
provide a complete and fair bibliography. I therefore limit my bibliography to some excellent review
books, and to references to some of the key results discussed here. For an excellent description of the
early ideas about quarks, the classic reference is Feynman’s book [3]. For a general, but rather formal,
introduction to QCD, see, for example, Ref. [4]. For a more modern and pedagogical introduction,
in the context of an introductory course to eld theory, use the excellent book by Peskin [5]. For a
general introduction to collider physics, see Ref. [6]. For QCD applications to LEP, Tevatron and LHC,
see Ref. [7] and, specically for the LHC, see Ref. [8]. Explicit calculations, including the nitty-gritty
details of next-to-leading-order (NLO) calculations and renormalization, are given in great detail for
several concrete cases of interest in Ref. [9]. Many of the ideas used in my lectures are inspired by
the very physical perspective presented in Ref. [10]. Papers on specic items can easily be found by
consulting the standard hep-th and hep-ph preprint archives.
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Fig. 1: General structure of a hard proton–proton collision
2 QCD and the proton structure at largeQ2
The understanding of the structure of the proton at short distances is one of the key ingredients to be able
to predict cross-sections for processes involving hadrons in the initial state. All processes in hadronic col-
lisions, even those intrinsically of electroweak nature such as the production of W/Z bosons or photons,
are in fact induced by the quarks and gluons contained inside the hadron. In this lecture I shall introduce
some important concepts, such as the notion of partonic densities of the proton, and of parton evolution.
These are the essential tools used by theorists to predict production rates for hadronic reactions.
We shall limit ourselves to processes where a proton(anti)proton pair collides at large centre-of-
mass energy (√S, typically larger than several hundred GeV) and undergoes a very inelastic interaction,
with momentum transfers between the participants in excess of several GeV. The outcome of this hard
interaction could be the simple scattering at large angle of some of the hadron’s elementary constituents,
their annihilation into new massive resonances, or a combination of the two. In all cases the nal state
consists of a large multiplicity of particles, associated to the evolution of the fragments of the initial
hadrons, as well as of the new states produced. As discussed below, the fundamental physical concept
that makes the theoretical description of these phenomena possible is ‘factorization’, namely the ability
to isolate separate independent phases of the overall collision. These phases are dominated by different
dynamics, and the most appropriate techniques can be applied to describe each of them separately. In
particular, factorization allows one to decouple the complexity of the proton structure and of the nal-
state hadron formation from the elementary nature of the perturbative hard interaction among the partonic
constituents.
Figure 1 illustrates how this works. As the left proton travels freely before coming into contact
with the hadron coming in from the right, its constituent quarks are held together by the constant ex-
change of virtual gluons (e.g., gluons a and b in the picture). These gluons are mostly soft, because any
hard exchange would cause the constituent quarks to y apart, and a second hard exchange would be
necessary to reestablish the balance of momentum and keep the proton together. Gluons of high virtual-
ity (gluon c in the picture) prefer therefore to be reabsorbed by the same quark, within a time inversely
proportional to their virtuality, as prescribed by the uncertainty principle. The state of the quark is, how-
ever, left unchanged by this process. Altogether this suggests that the global state of the proton, although
dened by a complex set of gluon exchanges between quarks, is nevertheless determined by interactions
which have a time scale of the order of 1/mp. When seen in the laboratory frame where the proton is
moving with energy
√






disturb a quark with a probe of virtuality Q À mp, the time frame for this interaction is so short (1/Q)
that the interactions of the quark with the rest of the proton can be neglected. The struck quark cannot ne-
gotiate with its partners a coherent response to the external perturbation: it simply does not have the time
to communicate to them that it is being kicked away. On this time scale, only gluons with energy of the
order of Q can be emitted, something which, to happen coherently over the whole proton, is suppressed
by powers of mp/Q (this suppression characterizes the ‘elastic form factor’ of the proton). In this gure,
the hard process is represented by the rectangle labelled HP. In this example a head-on collision with a
gluon from the opposite hadron, leads to a qg → qg scattering with a momentum exchange of the order
of Q. This and other possible processes can be calculated from rst principles in perturbative QCD.
When the constituent is suddenly deected, the partons that it had recently radiated cannot be
reabsorbed (as happened to gluon c earlier) because the constituent is no longer there waiting for the
partons to come back. This is the case, for example, of the gluon d emitted by the quark, and of the
quark e from the opposite hadron; the emitted gluon got engaged in the hard interaction. The number
of ‘liberated’ partons will depend on the hard scale Q: the larger the value of Q, the more sudden the
deection of the struck parton, and the fewer the partons that can reconnect before its departure (typically
only partons with virtuality larger than Q).
After the hard process, the partons liberated during the evolution prior to the collision and the
partons created by the hard collision will themselves emit radiation. The radiation process, governed
by perturbative QCD, continues until a low virtuality scale is reached (the boundary region labelled
with a dotted line, H, in our gure). To describe this perturbative evolution phase, proper care has
to be taken to incorporate quantum coherence effects, which in principle connect the probabilities of
radiation off different partons in the event. Once the low virtuality scale is reached, the memory of the
hard-process phase has been lost, once again as a result of different time scales in the problem, and the
nal phase of hadronization takes over. Because of the decoupling from the hard-process phase, the
hadronization is assumed to be independent of the initial hard process, and its parametrization, tuned to
the observables of some reference process, can then be used in other hard interactions (universality of
hadronization). Nearby partons merge into colour-singlet clusters (the grey blobs in Fig. 1), which are
then decayed phenomenologically into physical hadrons. To complete the picture, we need to understand
the evolution of the fragments of the initial hadrons. As shown in the gure, this evolution cannot be
entirely independent of what happens in the hard event, because at least colour quantum numbers must
be exchanged to guarantee the overall neutrality and conservation of baryon number. In our example, the
gluons f and g, emitted early on in the perturbative evolution of the initial state, split into qq¯ pairs which
are shared between the hadron fragments (whose overall interaction is represented by the oval labelled
UE, for Underlying Event) and the clusters resulting from the evolution of the initial state.
The above ideas are embodied in the following factorization formula, which represents the starting









d σˆjk(Qi, Qf )
d Xˆ
F (Xˆ → X; Qi, Qf ) , (1)
where:
 X is some hadronic observable (e.g., the transverse momentum of a pion, the energy of a jet, the
invariant mass of a combination of particles, etc.);
 the sum over j and k extends over the partons types inside the colliding hadrons;
 the function fj(x,Q) (known as parton distribution function, PDF) represents the number density
of parton type j with momentum fraction x in a proton probed at a scale Qi (more later on the
meaning of this scale);
 Xˆ is a parton-level kinematical variable (e.g., the transverse momentum of a parton from the hard
scattering);
3
QCD AND THE PHYSICS OF HADRONIC COLLISIONS
39
Fig. 2: Gluon exchange inside the proton
 σˆjk is the parton-level cross-section, differential in the variable Xˆ ;
 F (Xˆ → X; Qi, Qf ) is a transition function, weighting the probability that the partonic state
dening Xˆ gives rise, after hadronization, to the hadronic observable X;
 the scales Qi and Qf correspond to the scales at which we separate the hard, perturbative, process
from the initial and nal-state evolutions, respectively.
In the rest of this Section I shall cover the above ideas in some more detail. While I shall not
provide you with a rigorous proof of the legitimacy of this approach, I shall try to justify it qualitatively
to make it sound at least plausible.
2.1 The parton densities and their evolution
As mentioned above, the binding forces responsible for the quark connement are due to the exchange
of rather soft gluons. If a quark were to exchange just a single a hard virtual gluon with another quark,
the recoil would tend to break the proton apart. It is easy to verify that the exchange of gluons with
virtuality larger than Q is then proportional to some large power of mp/Q, mp being the proton mass.
Since the gluon coupling constant gets smaller at large Q, exchange of hard gluons is signicantly sup-
pressed1 . Consider in fact the picture in Fig. 2. The exchange of two gluons is required to ensure that the
momentum exchanged after the rst gluon emission is returned to the quark, and the proton maintains its
structure. The contributions of hard gluons to this process can be approximated by integrating the loop







At large Q this contribution is suppressed by powers of (mp/Q)2, where the proton mass mp is included
as being the only dimensionful quantity available (one could use here the fundamental scale of QCD,
ΛQCD, but numerically this is anyway of the order of a GeV). The interactions keeping the proton
together are therefore dominated by soft exchanges, with virtuality Q of the order of mp. Owing to
Heisenberg’s uncertainty principle, the typical time scale of these exchanges is of the order of 1/mp:
this is the time during which uctuations with virtuality of the order of mp can survive. In the laboratory
system, where the proton travels with energy E, this time is Lorentz dilated to τ ∼ γ/mp = E/m2p.
If we probe the proton with an off-shell photon, the interaction takes place during the limited lifetime
of the virtual photon, which, once more from the uncertainty principle, is given by the inverse of its
virtuality. Assuming the virtuality QÀ mp, once the photon gets ‘inside’ the proton and meets a quark,
the struck quark has no time to negotiate a coherent response with the other quarks, because the time
scale for it to ‘talk’ to its partners is too long compared with the duration of the interaction with the
photon itself. As a result, the struck quark has no option but to interact with the photon as if it were
a free particle. Let us look in more detail at what happens during such a process. In Fig. 3 we see a
proton as it approaches a hard collision with a photon of virtuality Q. Gluons emitted at a scale q > Q
have the time to be reabsorbed, since their lifetime is very short. Their contribution to the process can be
calculated in perturbative QCD, since the scale is large and in the domain where perturbative calculations
1The fact that the coupling decreases at large Q plays a fundamental role in this argument. Were this not true, the parton




Fig. 3: Gluon emission at different scales during the approach to a hard collision
Fig. 4: Scale dependence of the gluon emission during a hard collision
are meaningful. Since after being reabsorbed the state of the quark remains the same, their only effect
is an overall renormalization of the wave function, and they do not affect the quark density. A gluon
emitted at a scale q < Q, however, has a lifetime longer than the time it takes for the quark to interact
with the photon, and by the time it tries to reconnect to its parent quark, the quark has been kicked away
by the photon, and is no longer there. Since the gluon has taken away some of the quark momentum,
the momentum fraction x of the quark as it enters the interaction with the photon is different than the
momentum it had before, and therefore its density f(x) is affected. Furthermore, when the scale q is of
the order of 1 GeV the state of the quark is not calculable in perturbative QCD. This state depends on the
internal wave function of the proton, which perturbative QCD cannot easily predict. We can, however,
say that the wave function of the proton, and therefore the state of the ‘free’ quark, are determined by
the dynamics of the soft-gluon exchanges inside the proton itself. Since the time scale of this dynamics
is long relative to the time scale of the photonquark interaction, we can safely argue that the photon
sees to good approximation a static snapshot of the proton’s inner guts. In other words, the state of the
quark had been prepared long before the photon arrived. This also suggests that the state of the quark
will not depend on the precise nature of the external probe, provided the time scale of the hard interaction
is very short compared to the time it would take for the quark to readjust itself. As a result, if we could
perform some measurement of the quark state using, say, a virtual-photon probe, we could then use this
knowledge on the state of the quark to perform predictions for the interaction of the proton with any
other probe (e.g., a virtual W or even a gluon from an opposite beam of hadrons). This is the essence of
the universality of the parton distributions.
The above picture leads to an important observation. It appears in fact that the distinction between
which gluons are reabosrbed and which ones are not depends on the scale Q of the hard probe. As a
result, the parton density f(x) appears to depend on Q. This is illustrated in Fig. 4. The gluon emitted
at a scale µ has a lifetime short enough to be reabsorbed before a collision with a photon of virtuality
Q < µ, but too long for a photon of virtuality Q > µ. When going from µ to Q, therefore, the partonic
density f(x) changes. We can easily describe this variation as follows:









dyP(y, q2) δ(x− yxin) . (3)
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Fig. 5: The processes leading to the evolution of the quark density
Here we obtain the density at the scale Q by adding to f(x) at the scale µ (which we label as f(x, µ))
all the quarks with momentum xin > x that retain a proton-momentum fraction x = y/xin by emitting
a gluon. The function P (y,Q2) describes the ‘probability’ that the quark emits a gluon at a scale Q,
keeping a fraction y of its momentum. This function does not depend on the details of the hard process,
it simply describes the radiation of a free quark subject to an interaction with virtuality Q. Since f(x,Q)
does not depend upon µ (µ is just used as a reference scale to construct our argument), the total derivative
of the right-hand side w.r.t. µ should vanish, leading to the following equation:
df(x,Q)
dµ2







f(y, µ)P(x/y, µ2) . (4)
















f(y, µ)Pqq(x/y) . (6)
The so-called splitting function Pqq(x) can be calculated in perturbative QCD. The subscript qq is a
labelling convention indicating that x refers to the momentum fraction retained by a quark after emission
of a gluon.
More generally, one should consider additional processes. For example, one should include cases
in which the quark interacting with the photon comes from the splitting of a gluon. This is shown in
Fig. 5: the left diagram is the one we considered above; the right diagram corresponds to processes
where an emitted gluon has the time to split into a qq¯ pair, and it is one of these quarks which interacts




















where t = logQ2. For external probes that couple to gluons (e.g., an external gluon, coming, for























The explicit calculation of the splitting functions Pij(x) (see, for example, Ref. [9]) gives then the
following expressions2 :
Pqq(x) = Pgq(1− x) = CF 1 + x
2
1− x (9)
2The expressions given here are strictly valid only for x 6= 1. The slight modifications required to extend them to x = 1
















1− x + x(1− x)
]
, (11)
where CF = (N2C − 1)/2NC and CA = 2NC are the Casimir invariants of the fundamental and adjoint
representation of SU(NC) (NC = 3 for QCD). In the following we shall derive some general properties
of the PDF evolution, and give a few concrete examples.
2.2 General properties of parton density evolution
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Note that the equation for the valence density decouples from the evolution of the gluon and singlet
densities, which are coupled among themselves. This is physically very reasonable, since in perturbation
theory the contribution to the quark and the antiquark densities coming form the evolution of gluons (via
their splitting into qq¯ pairs) is the same, and will cancel out in the denition of the valence. The valence
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therefore only evolves because of gluon emission. On the contrary, gluons and qq¯ pairs in the proton sea
evolve into one another.
The rst moment of V (x), V (1) =
∫ 1
0 dxV (x), counts the number of valence quarks. We there-
fore expect it to be independent of Q2:
dV (1)
dt
≡ 0 = αs
2pi
P (1)qq V
(1) = 0 . (19)
Since V (1) itself is different from 0, we obtain a constraint on the rst moment of the splitting function:
P
(1)
qq = 0. This constraint is satised by including the effect of the virtual corrections, which generate








≡ 1 + z
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where the + sign turns Pqq(z) into a distribution. In this way,
∫ 1
0 dz Pqq(z) = 0 and the valence sum-rule
is obeyed at all Q2.
Another sum rule which does not depend on Q2 is the momentum sum-rule, which imposes the







 ≡ Σ(2) + f (2)g = 1 . (21)
Once more this relation should hold for allQ2 values, and you can prove by using the evolution equations
that this implies
P (2)qq + P
(2)
gq = 0 , (22)
P (2)gg + 2nf P
(2)
qg = 0 . (23)
You can check using the denition of second moment, and the explicit expressions of the Pqq and Pgq
splitting functions, that the rst condition is automatically satised. The second condition is satised by
including the virtual effects in the gluon propagator, which contribute a term proportional to δ(1− z). It















2.3 Solution of the evolution equations
The evolution equations formulated in the previous section can be solved analytically in moment space.
The boundary conditions are given by the moments of the parton densities at a given scale µ, where, in
principle, they can be obtained from a direct measurement. The solution at different values of the scale
Q can then be obtained by inverting numerically the expression for the moments back to x space. The
resulting evolved densities can then be used to calculate cross-sections for an arbitrary process involving
hadrons, at an arbitrary scale Q. We shall limit ourselves here to studying some properties of the analytic
solutions, and will present and comment on some plots obtained from numerical studies available in the
literature.
As an exercise, you can show that the solution of the evolution equation for the valence density is
the following:














where the running of αs(µ2) has to be taken into account to get the right result. Since all moments P (n)
are negative, the evolution to larger values of Q makes the valence distribution softer and softer. This is
physically reasonable, since the only thing that the valence quarks can do is to lose energy because of
gluon emission.
The solutions for the gluon and singlet distributions fg and Σ can be obtained by diagonalizing
the 2×2 system in Eqs. (17) and (18). We study the case of the second moments, which correspond to
the momentum fractions carried by quarks and gluons separately. In the asymptotic limit, Σ(2) goes to a
constant, and dΣ(2)dt = 0. Then, using the momentum sum rule:
P (2)qq Σ
(2) + 2nf P (2)qg f
(2)
g = 0 , (26)
Σ(2) + f (2)g = 1 . (27)








(= 16/31 for nf = 5) . (29)
As a result, the fraction of momentum carried by gluons is asymptotically approximately 50% of the
total proton momentum. It is interesting to note that, experimentally, this asymptotic value is actually
reached already at rather low values of Q2. It was indeed observed already in the rst deep-inelastic
ep experiments, which exposed the possible presence of quarks in the proton, that only approximately
50% of the proton momentum was carried by charged constituents. This was one of the early pieces of
evidence for the existence of gluons.
2.4 Example: quantitative evolution of parton densities
As I mentioned earlier, a complete solution for the evolved parton densities in x space can only be
obtained from a numerical analysis. This work has been done in the past by several groups (see, for
example, the chapter on PDFs contained in Ref. [8]), and is continuously being updated by including the
most up-to-date experimental results used for the determination of the input densities at a xed scale.
The left side of Fig. 7 shows the up-quark valence momentum density at various scales Q. Note the
softening at larger scales, and the clear logQ2 evolution. As Q2 grows, the valence quarks emit more
and more radiation, since they change direction over a shorter amount of time (larger acceleration). They
therefore lose more momentum to the emitted gluons, and their spectrum becomes softer. The most likely
momentum fraction carried by a valence up quark in the proton goes from x ∼ 20% at Q = 3 GeV, to
x . 10% at Q = 1000 GeV. Notice nally that the density vanishes at small x.
The right-hand side of Fig. 7 shows the gluon momentum density. This grows at small x, with an
approximate g(x) ∼ 1/x1+δ behaviour, and δ > 0 slowly increasing at large Q2. This low-x growth
is due to the 1/x emission probability for the radiation of gluons, which was discussed in the previous
lecture and which is represented by the 1/x factors in the Pgq(x) and Pgg(x) splitting functions. As Q2
grows we nd an increasing number of gluons at small x, as a result of the increased radiation off quarks,
as well as off the harder gluons.
The left-hand side of Fig. 8 shows the evolution of the up-quark sea momentum density. Shape
and evolution match those of the gluon density, a consequence of the fact that sea quarks come from
the splitting of gluons. Since the gluon-splitting probability is proportional to αs, the approximate ratio
sea/gluon ∼ 0.1 which can be obtained by comparing Figs. 7 and 8 is perfectly justied.
Finally, the momentum densities for gluons, up-sea, charm, and up-valence distributions are
shown, for Q = 1000 GeV, on the right side of Fig. 8. Note here that usea and charm are approxi-
mately the same at very large Q and small x, as will be discussed in more detail in the next subsection.
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Fig. 7: Left: Valence up-quark momentum-density distribution, for different scales Q. Right: Gluon momentum-
density distribution.
Fig. 8: Left: Sea up-quark momentum-density distribution, for different scales Q. Right: Momentum-density
distribution for several parton species, at Q = 1000 GeV.
The proton momentum is mostly carried by valence quarks and by gluons. The contribution of sea quarks
is negligible.
Parton densities are extracted from experimental data. Their determination is therefore subject
to the statistical and systematic uncertainties of the experiments and of the theoretical analysis (e.g.,
the treatment of non-perturbative effects, the impact of missing higher-order perturbative corrections).
Techniques have been introduced recently to take into account these uncertainties, and to evaluate their
impact on concrete observables. A summary of such an analysis is given in Figs. 9 (for the Tevatron)
and 10 (for the LHC). What is plotted is the uncertainty bands for partonic luminosities3 corresponding
to various initial-state channels, such as gg, qg or qq¯. The partonic ux is given as a function of sˆ, the
partonic CM invariant mass. Obvious features include the growth of uncertainty of the gg density at large
mass, corresponding to the lack of data covering the large-x region of the gluon density. As a result of




Fig. 9: Uncertainty in the parton luminosity functions at the Tevatron
Fig. 10: Uncertainty in the parton luminosity functions at the LHC
this, notice for example that the uncertainty in the gg → tt¯ production rate at the LHC is smaller than at
the Tevatron, since the relative range of mass (just above 2mt ∼ 350 GeV) corresponds at the LHC to
gluon densities in better-explored regions of x.
2.5 Example: the charm content of the proton
If the virtuality of the external probe is large enough, the time scale of the hard interaction is so short that
gluon uctuations into virtual heavy quark states can be directly exposed, and the virtual heavy quarks
(charm quarks in our example) can be brought on-shell via the interaction with the photon (see Fig. 11).
To the external photon, it will therefore appear as if the proton contained some charm. While in the
case of the gluons and of light quarks the boundary condition for the DGLAP evolution at small Q is
non-perturbative and cannot be derived from rst principles, in the case of a heavy quark Q the boundary
condition fQ(x,Q0) = 0 holds at a scale Q0 ∼ mQ that is large enough for perturbation theory to apply.
The charm density can be calculated assuming that the heavy quark density itself is 0 at Q ∼ mc, and
11
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Fig. 11: Gluon evolution leading to a charm quark content of the proton














Assuming a gluon density behaving like g(x,Q) ∼ A/x, which is a rst approximation to a brem-































) g(x,Q) . (31)
The charm density is therefore proportional to the gluon density, up to an overall factor proportional to
αs. When Q becomes very large, the effect of the quark mass becomes subleading, and we expect all sea
quarks to reach asymptotically the same density.
While this is a simplied approach to the estimate of the heavy quark density of the proton, the
approximation is rather good. This is shown by the plots in Fig. 12, which compare the charm and
bottom PDF as given by Eq. (31) with the result extracted from a full set of PDFs. The solid histograms
in these plots represent the exact result, for three values of the evolution scale Q. The diamonds give
the approximate results. Notice that the agreement is very good at small x and at the smaller values of
Q. At larger x the approximation deteriorates, since in that case the assumption that g(x) ∼ 1/x is no
longer valid. At higher scales Q the exact result becomes smaller than the approximate one, since the
latter neglects the momentum loss due to the higher-order gluon radiation (namely the contributions to
the evolution equation proportional to Pqq(y) ×Q(x/y)). Of course, any accurate calculation of cross-
sections involving initial-state heavy quarks will make use of the exact results, but it is interesting to see
that even in such a complex process it is possible to identify useful analytic approximations that can give
us good order-of-magnitude estimates.
3 The evolution of quarks and gluons
We discussed in the previous section the initial-state evolution of quarks and gluons as the proton ap-
proaches the hard collision. We study here how quarks and gluons evolve, and nally transform into
hadrons, neutralizing their colours. We start by considering the simplest case: e+e− collisions, which
provide the cleanest environment in which to study applications of QCD at high energy. This is the place
where theoretical calculations have today reached their best accuracy, and where experimental data are
the most precise, especially thanks to the huge statistics accumulated by LEP, LEP2 and SLC. The key
process is the annihilation of the e+e− pair into a virtual photon or Z0 boson, which will subsequently




Fig. 12: Charm and bottom quark PDFs, as obtained from the exact and approximate evolutions
Fig. 13: Charged particle multiplicity distribution in Z0 decays
source of quark pairs, so that, in contrast to the case of interactions involving hadrons in the initial state,
we at least know very precisely the state of the quarks at the beginning of the interaction process.
Nevertheless, it is by no means obvious that this information is sufcient to predict the properties
of the hadronic nal state. We know that this nal state is clearly not simply a qq¯ pair, but some high-
multiplicity set of hadrons. For example, as shown in Fig. 13, the average multiplicity of charged hadrons
in the decay of a Z0 is approximately 20. It is therefore not obvious that a calculation done using the
simple picture e+e− → qq¯ (see Fig. 14) has anything to do with reality. For example, one may wonder
why we do not need to calculate σ(e+e− → qq¯g . . . g . . .) for all possible gluon multiplicities to get an
accurate estimate of σ(e+e− → hadrons). And since in any case the nal state is not made of q’s and
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Fig. 14: Tree level production of a qq¯ pair in e+e− collisions
Fig. 15: Experimental pictures of 2- and 3-jet final states from e+e− collisions
g’s, but of pi’s, K’s, ρ’s, etc., why would σ(e+e− → qq¯g . . . g) be enough?
The solution to this puzzle lies both in a question of time and energy scales, and in the dynamics
of QCD. When the qq¯ pair is produced, the force binding q and q¯ is proportional to αs(s) (
√
s being
the e+e− centre-of-mass energy). Therefore it is weak, and q and q¯ behave to good approximation like
free particles. The radiation emitted in the rst instants after the pair creation is also perturbative, and
it will stay so until a time after creation of the order of (1 GeV)−1, when radiation with wavelengths
& (1 GeV)−1 starts being emitted. At this scale the coupling constant is large, and non-perturbative
phenomena and hadronization start playing a rôle. However, as we shall show, colour emission during the
perturbative evolution organizes itself in such a way as to form colour-neutral, low-mass, parton clusters
highly localized in phase-space. As a result, the complete colour-neutralization (i.e., the hadronization)
does not involve long-range interactions between partons far away in phase-space. This is very important,
because the forces acting among coloured objects at this time scale would be huge. If the perturbative
evolution were to separate far apart colour-singlet qq¯ pairs, the nal-state interactions taking place during
the hadronization phase would totally upset the structure of the nal state.
In this picture, the identication of the perturbative cross-section σ(e+e− → qq¯) with observable,
high-multiplicity hadronic nal states is realised by jets, namely, collimated streams of hadrons that are
the nal result of the perturbative and non-perturbative evolution of each quark. The large multiplicity
of the nal states, shown in Fig. 13, corresponds to the many particles that emerge from the collinear
emissions of many gluons from each quark. The dynamics of these emissions leads these particles to
grossly follow the direction of the primary quark, and the emergent bundle, the jet, inherits the kinematics




Fig. 16: O(αs) corrections to the tree-level e+e− → qq¯ process
of the gure, arise from theO(αs) corrections to the tree-level process, namely to diagrams such as those
shown in Fig. 16.
An important additional result of this ‘pre-conning’ evolution, is that the memory of where the
local colour-neutral clusters came from is totally lost. So we expect the properties of hadronization to be
universal: a model that describes hadronization at a given energy will work equally well at some other
energy. Furthermore, so much time has passed since the original qq¯ creation that the hadronization phase
cannot signicantly affect the total hadron production rate. Perturbative corrections due to the emission
of the rst hard partons should be calculable in PT, providing a nite, meaningful cross-section.
The nature of non-perturbative corrections to this picture can be explored. One can prove, for ex-
ample, that the leading correction to the total rate Re+e− is of order F/s2, where F ∝ 〈0|αsF aµνF µνa|0〉
is the so-called gluon condensate. Since F ∼ O(1 GeV4), these NP corrections are usually very small.
For example, they are of O(10−8) at the Z0 peak. Corrections scaling like Λ2/s or Λ/√s can neverthe-
less appear in other less inclusive quantities, such as event shapes or fragmentation functions.
We now come back to the perturbative evolution, and shall devote the rst part of this lecture to
justifying the picture given above.
3.1 Soft-gluon emission
Emission of soft gluons plays a fundamental rôle in the evolution of the nal state [7, 10]. Soft glu-
ons are emitted with large probability, since the emission spectrum behaves like dE/E, typical of
bremsstrahlung as familiar in QED. They provide the seed for the bulk of the nal-state multiplicity
of hadrons. The study of soft-gluon emission is simplied by the simplicity of their couplings. Being
soft (i.e., long wavelength) they are insensitive to the details of the very-short-distance dynamics: they
cannot distinguish features of the interactions which take place on time scales shorter than their wave-
length. They are also insensitive to the spin of the partons: the only feature they are sensitive to is the












2p · k u¯(p)²(k) (p/ + k/)Γ
µ v(p¯) − g
2p¯ · k u¯(p) Γ
µ (p¯/ + k/)²(k) v(p¯)
]
λaij .
I used the generic symbol Γµ to describe the interaction vertex with the photon to stress the fact that the
following manipulations are independent of the specic form of Γµ. In particular, Γµ can represent an
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arbitrarily complicated vertex form factor. Neglecting the factors of k/ in the numerators (since k ¿ p, p¯,









We then conclude that soft-gluon emission factorizes into the product of an emission factor, times the
Born-level amplitude. From this exercise, one can extract general Feynman rules for soft-gluon emission:
= g λaij 2p
µ . (34)
Exercise: Derive the g → gg soft-emission rules:
= igfabc 2pµ gνρ . (35)
Example: Consider the ‘decay’ of a virtual gluon into a quark pair. One more diagram should be added
to those considered in the case of the electroweak decay. The fact that the quark pair is no longer in a




































The two factors correspond to the two possible ways colour can ow in this process:
(38)
The basis for this representation of the colour ow is the following diagram which makes explicit the





We can therefore represent the gluon as a double line, one line carrying the colour inherited from the
quark, the other carrying the anticolour inherited from the antiquark. In the rst diagram in (38) the
antiquark (colour label j) is colour connected to the soft gluon (colour label b), and the quark (colour
label i) is connected to the decaying gluon (colour label a). In the second case, the order is reversed. The
two emission factors correspond to the emission of the soft gluon from the antiquark, and from the quark
line, respectively. When squaring the total amplitude, and summing over initial and nal-state colours,





















(CF − CA2 )︸ ︷︷ ︸
− 1
2N
= O(N) . (41)
As a result, the emission of a soft gluon can be described, to the leading order in 1/N 2, as the incoherent
sum of the emission from the two colour currents.
3.2 Angular ordering for soft-gluon emission
The results presented above have important consequences for the perturbative evolution of the quarks.
A key property of the soft-gluon emission is the so-called angular ordering. This phenomenon consists
in the continuous reduction of the opening angle at which successive soft gluons are emitted by the
evolving quark. As a result, this radiation is conned within smaller and smaller cones around the quark
direction, and the nal state will look like a collimated jet of partons. In addition, the structure of the
colour ow during the jet evolution forces the qq¯ pairs which are in a colour-singlet state to be close in
phase-space, thereby achieving the pre-connement of colour-singlet clusters alluded to at the beginning
of this section.
Let us start rst by proving the property of colour ordering. Consider the qq¯ pair produced by the
decay of a rapidly moving virtual photon. The amplitude for the emission of a soft gluon was given in





































(1− cos θik)(1− cos θjk) d cos θ , (42)
where θαβ = θα − θβ , and i, j, k refer to the q, q¯ and gluon directions, respectively. We can write the
following identity:
1− cos θij




cos θjk − cos θij







[i↔ j] ≡W(i) +W(j) . (43)
We would like to interpret the two functions W(i) and W(j) as radiation probabilities from the quark
and antiquark lines. Each of them is in fact only singular in the limit of gluon emission parallel to the
respective quark:
W(i) → finite if k ‖ j (cos θjk → 1) . (44)
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Fig. 17: Radiation off qq¯ pair produced by an off-shell photon
W(j) → finite if k ‖ i (cos θik → 1) . (45)
The intepretation as probabilities is however limited by the fact that neither W(i) nor W(j) are positive







1− cos θik if θik < θij
0 otherwise ,
(46)







1− cos θjk if θjk < θij
0 otherwise .
(47)
As a result, the emission of soft gluons outside the two cones obtained by rotating the antiquark direction
around the quark’s, and vice versa, averages to 0. Inside the two cones, one can consider the radiation
from the emitters as being uncorrelated. In other words, the two colour lines dened by the quark and
antiquark currents act as independent emitters, and the quantum coherence (i.e., the effects of interference
between the two graphs contributing to the gluon-emission amplitude) is accounted for by constraining
the emission to take place within those xed cones.
A simple derivation of angular ordering, which more directly exhibits its physical origin, can be
obtained as follows. Consider Fig. 17(a), which shows a Feynman diagram for the emission of a gluon
from a quark line. The quark momentum is denoted by l and the gluon momentum by k, θ is the opening
angle between the quark and antiquark, and α is the angle between the nearest quark and the emitted
gluon. We shall work in the double-log enhanced soft k0 << l0 and collinear α << 1 region. The






→ ∆t ' 1
k0α2
. (48)
In order to resolve the quarks, the transverse wavelength of the gluon λ⊥ = 1/E⊥ must be smaller than
the separation between the quarks b(t) ' θ∆t, giving the constraint 1/(αk0) < θ∆t. Using the results
of Eq. (48) for ∆t, we arrive at the angular ordering constraint α < θ. Gluon emissions at an angle
smaller than θ can resolve the two individual colour quarks and are allowed; emissions at greater angles
do not see the colour charge and are therefore suppressed. In processes involving more partons, the angle
θ is dened not by the nearest parton, but by the colour connected parton (e.g., the parton that forms a
colour singlet with the emitting parton). Figure 17(b) shows the colour connections for the qq¯ event after
the gluon is emitted. Colour lines begin on quarks and end on antiquarks. Because gluons are colour
octets, they contain the beginning of one line and the end of another, as we showed in (38).
If one repeats now the exercise for emission of one additional gluon, one will nd the same angular




Fig. 18: Collimation of soft gluon emission during the jet evolution
Fig. 19: The colour flow diagram for a DIS event
shown in the previous subsection, the qq¯g state can be decomposed at the leading order in 1/N into two
independent emitters, one given by the colour line owing from the gluon to the quark, the other given
by the colour line owing from the antiquark to the gluon. So the emission of the additional gluon will
be constrained to take place either within the cone formed by the quark and the gluon, or within the cone
formed by the gluon and the antiquark. Either way, the emission angle will be smaller than the angle of
the rst gluon emission. This leads to the concept of angular ordering, with successive emission of soft
gluons taking place within cones which get smaller and smaller, as in Fig. 18
The fact that colour always ows directly from the emitting parton to the emitted one, the colli-
mation of the jet, and the softening of the radiation emitted at later stages, ensure that partons forming a
colour-singlet cluster are close in phase-space. As a result, hadronization (the non-perturbative process
that will bind together colour-singlet parton pairs) takes place locally inside the jet and is not a long-
distance phenomenon connecting partons far away in the evolution tree: only pairs of nearby partons
are involved. In particular, there is no direct link between the precise nature of the hard process and the
hadronization. These two phases are totally decoupled and, as in the case of the partonic densities, one
can infer that hadronization factorizes from the hard process and can be described in a universal (i.e.,
hard-process independent) fashion. The inclusive properties of jets (e.g., the particle multiplicity, jet
mass, jet broadening) are independent of the hadronization model, up to corrections of order (Λ/√s)n
(for some integer power n, which depends on the observable), with Λ . 1 GeV.
The nal picture, in the case of a DIS event, appears therefore as in Fig. 19. After being deected
by the photon, the struck quark emits the rst gluon that takes away the quark colour and passes on its own
anticolour to the escaping quark. This gluon is therefore colour-connected with the last gluon emitted
before the hard interaction. As the nal-state quark continues its evolution, more and more gluons are
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Fig. 20: Charge transfer in a dieletric medium, via a sequence of local polarizations
emitted, each time leaving their colour behind and transmitting their anticolour to the emerging quark.
Angular ordering forces all these gluons to be close in phase-space, until the evolution is stopped once
the virtuality of the quark becomes of the order of the strong-interaction scale. The colour of the quark
is left behind, and when hadronization takes over it is only the nearby colour-connected gluons which
are transformed, with a phenomenological model, in hadrons. This mechanism for the transfer of colour
across subsequent gluon emissions is similar to what happens when we place a charge near the surface of
a dielectric medium. This will become polarized, and a charge will appear on the medium opposite end.
The appearance of the charge is the result of a sequence of local charge shifts, whereby neighbouring
atoms get polarized, as in Fig. 20.
3.3 Hadronization
The application of perturbation theory to the evolution of a jet, with the sequential emission of partons,
governed by QCD splitting probabilities and angular ordering to enforce quantum mechanical quantum
coherence, will stop once the scale of the emissions reaches values in the range of 1 GeV. This is called
the infrared cutoff. The are two reasons why we need to stop the emission of gluons at this scale. To start
with, we cannot control with perturbation theory the domain below this scale, where the strong coupling
constant αs becomes very large. Furthermore, we know that the number of physical particles that can
be produced inside a jet must be nite, since the lightest object we can produce is a pion, and energy
conservation sets a limit to how many pions can be created. This is different from what happens in a QED
cascade, where the evolution of an accelerated charge can lead to the emission of an arbitrary number
of photons. This is possible because the photon is massless, and can have arbitrarily small energy. The
gluons of a QCD cascade, on the contrary, must have enough energy to create pions.
When the perturbative evolution of the jet terminates, we are left with some number of gluons. As
shown in the previous subsection, and displayed in Fig. 19, these gluons are pairwise colour connected.
As two colour-connected gluons travel away from each other, a constant force pulls them together. Phe-
nomenological models (see Ref. [7] for a more complete review) are then used to describe how this force
determines the evolution of the system from this point on. What I shall describe here is the so-called
cluster model [14], but the main qualitative features are shared by other alternatives, such as the Lund
string approach [15].
Most of the hadrons emerging from the evolution of a jet are known to be made of quarks; glue-
balls, i.e., hadrons made of bound gluons, are expected to exist, but their production is greatly suppressed
compared to that of quark-made particles. For this reason, the rst step in the description of hadroniza-
tion is to assume that the force among gluons will rip them apart into a qq¯ pair, and that these quarks will
act as seeds for the hadron production. The break-up into quarks is not parametrized using the DGLAP
g → qq¯ splitting function, since we are deaing here with a non-perturbative transition. One typically
employs therefore a pure phase-space ‘decay’ of the gluon into the qq¯ pair, introducing as phenomeno-
logical parameters the relative probabilities of selecting the various active avours (up, down, strange,
etc.). The quark qi from one gluon (i representing the avour) then forms a colour-singlet pair with the
antiquark q¯j emerging from the break-up of the neighbouring gluon. This colour-singlet qiq¯j pair cannot,
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Fig. 21: Invariant mass distribution of clusters of colour-singlet quarks after non-perturbative gluon splitting.
The spectra for final states corresponding to different centre-of-mass energies are normalized to the same area,
displaying the energy independence of the shapes.
mass of the pair will not coincide with the mass of an existing physical state. As they separate subject to
a constant force, however, their kinetic energy turns into a linearly-rising potential energy. The potential
energy accumulated in the system will be able to convert into a new quarkantiquark pair, qkq¯k once its
value exceeds the relevant mass threshold. We are now left with two colour-singlet pairs, qiq¯k and qkq¯j .
One can force the kinematics of the qkq¯k pair to allow for both qiq¯k and qkq¯j invariant masses to coincide
with some resonance with the proper avour. The residual energy of the system is then assumed to be
entirely kinetic, and the two resonances y away free. Once again, one can associate phenomenological
parameters to the probabilities of selecting avours k of a given type. Since the pair of avour indices
ik does not specify uniquely a hadron (e.g., a ud¯ system could by a pi+, a ρ+, as well as many other
objects), the model has a further set of rules and/or parameters to select the precise avour type. For
example, a phenomenologically successfull description of the pi/ρ ratio is obtained by simply assuming
a production rate proportional to the number of spin states (one for the scalar pion, three for the vector
rho) and to a Boltzmann factor exp(−M/T ), where M is the resonance mass and T is a universal pa-
rameter, to be t from data. Furthermore, one can introduce the possibility of converting the potential
energy into a diquarkantidiquark pair, namely (qkq`) (q¯kq¯`). The resulting hadrons, qiqkq` and q¯j q¯kq¯`
will be a baryonantibaryon pair.
The measurement of hadron multiplicities from Z 0 decays is used to tune the few phenomeno-
logical parameters of the model, and these parameters can be used to describe hadronization at different
energies and in different high-energy hadron-production processes. The internal consistency of this as-
sumption is supported by Fig. 21, which shows the invariant mass distribution of clusters of colour-singlet
quarks, after the non-perturbative gluon splitting, for e+e− collisions at different centre-of-mass ener-
gies. All curves are normalized to 1, and they all overlap very accurately. This conrms the validity of
the implementation of factorization in the Monte Carlo: higher initial energies provide more room for
the perturbative evolution, leading to more splitting and more emitted radiation; but the structure and
distribution of colour-singlet clusters at the end of evolution is independent of the initial energy, and the
same model of hadronization can be applied.
An example of the quality of the ts to Z0-decay data is given in Table 1, which is taken from
Ref. [16]. There more details are given on the possible variants of cluster hadronization model and on
the choice of parameters used in the ts. Overall, the agreement is excellent.
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Table 1: Average particle multiplicities per event in e+e− collisions at 91.2 GeV. Experimental data were mea-
sured by the following collaborations at LEP and at SLC: ALEPH(A), DELPHI(D), L3(L), OPAL(O), Mark2(M)
and SLD(S). The theoretical predictions in the last three columns, taken from Ref. [16], correspond to various
implementations of the cluster hadronization model (see Ref. [16] for details). The ∗ indicates a prediction that
differs from the measured value by more than three standard deviations.
Particle Experiment Measured Old Model Herwig++ Fortran
All Charged M,A,D,L,O 20.924 ± 0.117 20.22∗ 20.814 20.532∗
γ A,O 21.27 ± 0.6 23.03 22.67 20.74
pi0 A,D,L,O 9.59 ± 0.33 10.27 10.08 9.88
ρ(770)0 A,D 1.295 ± 0.125 1.235 1.316 1.07
pi± A,O 17.04 ± 0.25 16.30 16.95 16.74
ρ(770)± O 2.4 ± 0.43 1.99 2.14 2.06
η A,L,O 0.956 ± 0.049 0.886 0.893 0.669∗
ω(782) A,L,O 1.083 ± 0.088 0.859 0.916 1.044
η′(958) A,L,O 0.152 ± 0.03 0.13 0.136 0.106
K0 S,A,D,L,O 2.027 ± 0.025 2.121∗ 2.062 2.026
K∗(892)0 A,D,O 0.761 ± 0.032 0.667 0.681 0.583∗
K∗(1430)0 D,O 0.106 ± 0.06 0.065 0.079 0.072
K± A,D,O 2.319 ± 0.079 2.335 2.286 2.250
K∗(892)± A,D,O 0.731 ± 0.058 0.637 0.657 0.578
φ(1020) A,D,O 0.097 ± 0.007 0.107 0.114 0.134∗
p A,D,O 0.991 ± 0.054 0.981 0.947 1.027
∆++ D,O 0.088 ± 0.034 0.185 0.092 0.209∗
Σ− O 0.083 ± 0.011 0.063 0.071 0.071
Λ A,D,L,O 0.373 ± 0.008 0.325∗ 0.384 0.347∗
Σ0 A,D,O 0.074 ± 0.009 0.078 0.091 0.063
Σ+ O 0.099 ± 0.015 0.067 0.077 0.088
Σ(1385)± A,D,O 0.0471 ± 0.0046 0.057 0.0312∗ 0.061∗
Ξ− A,D,O 0.0262 ± 0.001 0.024 0.0286 0.029
Ξ(1530)0 A,D,O 0.0058 ± 0.001 0.026∗ 0.0288∗ 0.009∗
Ω− A,D,O 0.00125 ± 0.00024 0.001 0.00144 0.0009
f2(1270) D,L,O 0.168 ± 0.021 0.113 0.150 0.173
f ′2(1525) D 0.02 ± 0.008 0.003 0.012 0.012
D± A,D,O 0.184 ± 0.018 0.322∗ 0.319∗ 0.283∗
D∗(2010)± A,D,O 0.182 ± 0.009 0.168 0.180 0.151∗
D0 A,D,O 0.473 ± 0.026 0.625∗ 0.570∗ 0.501
D±s A,O 0.129 ± 0.013 0.218∗ 0.195∗ 0.127
D∗±s O 0.096 ± 0.046 0.082 0.066 0.043
J/Ψ A,D,L,O 0.00544 ± 0.00029 0.006 0.00361∗ 0.002∗
Λ+c D,O 0.077 ± 0.016 0.006∗ 0.023∗ 0.001∗




4 Applications to hadronic collisions
In hadronic collisions, all phenomena are QCD related. The dynamics is more complex than in e+e−
or DIS, since both beam and target have a non-trivial partonic structure. As a result, calculations (and
experimental analyses) are more complicated. QCD phenomenology is however much richer, and the
higher energies available in hadronic collisions allow one to probe the structure of the proton and of its
constituents at the smallest scales attainable in a laboratory.
Contrary to the case of e+e− and leptonhadron collisions, where calculations are routinely avail-
able up to next-to-next-to-leading order (NNLO) accuracy, theoretical calculations for hadronic colli-
sions are available at best with next-to-leading-order (NLO) accuracy. The only exception is the case
of DrellYan production, where NNLO results are known for the total cross-sections. So we generally
have relatively small precision in the theoretical predictions, and theoretical uncertainties which are large
when compared to LEP or HERA.
However, pp¯ collider physics is primarily discovery physics, rather than precision physics (there
are exceptions, such as the measurements of the W mass and of the properties of b-hadrons. But these
are not QCD-related measurements). As such, knowledge of QCD is essential both for the estimate of the
expected signals, and for the evaluation of the backgrounds. Tests of QCD in pp¯ collisions conrm our
understanding of perturbation theory, or, when they fail, point to areas where our approximations need
to be improved. (see, for example, the theory advances prompted by the measurements of ψ production
at CDF).
Finally, a reliable theoretical control over the details of production dynamics allows one to extract
important information on the structure of the proton (parton densities) in regions of Q2 and x otherwise
unaccessible. Control of QCD at the current machines (the Tevatron at Fermilab) is therefore essential
for the extrapolation of predictions to higher energies (say for applications at the future LHC, at CERN).
The key ingredients for the calculation of production rates and distributions in hadronic collisions
are
 the matrix elements for the hard, partonic process (e.g., gg → gg, gg → bb¯, qq¯′ →W, . . .),
 the hadronic parton densities, discussed in the previous lecture.
Then the production rate for a given nal state H is given by a factorization formula similar to the one
used to describe DIS:





fi(x1, Q) fj(x2.Q) dσˆ(ij → H) , (49)
where the parton density fi’s are evaluated at a scale Q typical of the hard process under consideration.
For example Q ' MDY for production of a DrellYan pair, Q ' ET for high transverse-energy (ET )
jets, Q2 ' p2T +m2Q for high-pT heavy quarks, etc.
In this lecture we shall briey explore two of the QCD phenomena currently studied in hadronic
collisions: DrellYan, and inclusive jet production. More details can be found in Refs. [7, 8].
4.1 Drell–Yan processes
While the Z boson has recently been studied with great precision by the LEP experiments, it was actually
discovered, together with the W boson, by the CERN experiments UA1 and UA2 in pp¯ collisions. W
physics was studied in great detail at LEP2, but the best direct measurements of its mass by a single group
still belong to pp¯ experiments (CDF and D0 at the Tevatron). Until a new, future, e+e− linear collider
is built, the monopoly of W studies will remain in the hands of hadron colliders, with the Tevatron, and
soon with the start of the LHC experiments.
Precision measurements of W production in hadronic collisions are important for several reasons:
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 This is the only process in hadronic collisions which is known to NNLO accuracy.
 The rapidity distribution of the charged leptons from W decays is sensitive to the ratio of the up
and down quark densities, and can contribute to our understanding of the structure of the proton.
 Deviations from the expected production rates of highly virtual W ’s (pp¯ → W ∗ → eν) are
a possible signal of the existence of new W bosons, and therefore of new gauge interactions.
The tail of the invariant mass distribution of the W , furthermore, provides today’s most sensitive
determination of the W width.
The partonic cross-section for the production of a W boson from the annihilation of a qq¯ pair can
be easily calculated, giving the following result [6, 7]:




|Vij |2 GF M2W δ(sˆ−M 2W ) = Aij M2W δ(sˆ−M 2W ) (50)
where sˆ is partonic centre-of-mass energy squared, and Vij is the element of the CabibboKobayashi
Maskawa matrix. The delta function comes from the 2→ 1 phase space, which forces the centre-of-mass





















where Shad is the hadronic centre-of-mass energy squared. The variable y is called rapidity. For slowly
moving objects it reduces to the standard velocity, but, contrary to the velocity, it transforms additively
even at high energies under Lorentz boosts along the direction of motion. Written in terms of τ and
y, the integration measure over the initial-state parton momenta becomes: dx1dx2 = dτdy. Using






















where the function Lij(τ) is usually called partonic luminosity. In the case of ud¯ collisions, the overall
factor in front of this expression has a value of approximately 6.5 nb. It is interesting to study the
partonic luminosity as a function of the hadronic centre-of-mass energy. This can be done by taking a
simple approximation for the parton densities. Following the indications of the gures presented in the












































The DY cross-section grows therefore at least logarithmically with the hadronic centre-of-mass energy.
This is to be compared with the behaviour of the Z production cross-section in e+e− collisions, which
is steeply diminishing for values of s well above the production threshold. The reason for the different
behaviour in hadronic collisions is that while the energy of the hadronic initial state grows, it will always
be possible to nd partons inside the hadrons with the appropriate energy to produce the W directly on-
shell. The number of partons available for the production of a W increases with the increase in hadronic
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Fig. 22: Comparison of measured (a) σ ·B(W → eν) and (b) σ ·B(Z0 → e+e−) to 2-loop theoretical predictions
using MRSA parton distribution functions. The UA1 and UA2 measurements and D0 measurements are offset
horizontally by± 0.02 TeV for clarity. In the inset, the shaded area shows the 1σ region of the CDF measurement;
the stars show the predictions using various parton distribution function sets (1) MRSA, (2) MRSD0′, (3) MRSD-′,
(4) MRSH and (5) CTEQ2M. The theoretical points include a common uncertainty in the predictions from choice
of renormalization scale (MW /2 to 2MW ).
necessary to produce the W . The increasing number of partons available at smaller and smaller values
of x causes then the growth of the total W production cross-section.
A comparison between the best available prediction for the production rates of W and Z bosons in
hadronic collisions, and the experimental data, is shown in Fig. 22. The experimental uncertainties will
soon be dominated by the limited knowledge of the machine luminosity, and will exceed the accuracy
of the NNLO predictions. This suggests that in the future the total rate of produced W bosons could be
used as an accurate luminometer.
It is also interesting to note that an accurate measurement of the relative W and Z production rates
(which is not affected by the knowledge of the total integrated luminosity, which cancels in their ratio)
provides a tool to measure the total W width. This can be seen from the following equation:
ΓW =
N obs(Z → e+e−)










↑ ↖ ↗ ↑
measure calculable LEP/SLC
Use of this formula for the indirect extraction of the W width, combining the results of the CDF and D0
experiments [17], leads to ΓW = 2141±57 MeV. With the large statistics available today at the Tevatron,
one can also directly determine the W width by probing the tails of the BreitWigner distribution, which
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Fig. 23: The transverse mass distribution of the W boson in its µν final state, used to extract the W width
gives rise to very off-mass-shell W ∗ → `ν` nal states. The high-mass tail, shown in Fig. 23 in the case
of muonic nal states, leads to ΓW = 2032 ± 73 MeV [18]. The combination of this measurement with
previous ones, and with a preliminary D0 result, gives ΓW = 2056 ± 58 MeV [19].
4.2 W rapidity asymmetry
The measurement of the charge asymmetry in the rapidity distribution of W bosons produced in pp¯
collisions can provide an important measurement of the ratio of the u-quark and d-quark momentum
distributions. Using the formulas provided above, you can in fact easily check as an exercise that
dσW+
dy
∝ fpu(x1) f p¯d¯ (x2) + f
p
d¯
(x1)f p¯u(x2) , (56)
dσW−
dy
∝ fpu¯(x1) f p¯d (x2) + fpd (x1)f p¯u¯(x2) . (57)
We can then construct the following charge asymmetry (assuming the dominance of the quark densities














d (x2)− fpd (x1) fpu(x2)
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p











which measures the R(x) ratio since x1,2 (=
√
τ exp(±y)) are known in principle from the kinematics.
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Fig. 24: The rapidity spectrum of the W+ boson produced at the Tevatron, from which the W rapidity asymmetry
A(y) is extracted
momentum of the neutrino cannot be measured to better than a twofold degeneracy, corresponding to
W ’s with two different rapidity values. Associating a weight to the two possible solutions of the kine-
matics, with the weight proportional to the cross-section, the extraction of the W can nevertheless be
done statistically, and the large data samples available today at the Tevatron allow for rather accurate
measurements. In fact the current CDF and D0 data have become more accurate than the uncertainty
associated with available PDF ts, as shown in Fig. 24, taken from a preliminary CDF result [20]. This
measurement will therefore provide an important additional constraint in the determination of the quark
densities.
4.3 Jet production
Jet production is the hard process with the largest rate in hadronic collisions. For example, the cross-
section for producing at the Tevatron (√Shad = 1.96 TeV) jets of transverse energy EjetT & 50 GeV is
of the order of a µb. This means ∼ 104 events/s at the luminosities available at the Tevatron. The data
collected at the Tevatron so far extend all the way up to the ET values of the order of 600 GeV. These
events are generated by collisions among partons that carry over 60% of the available pp¯ energy, and
allow one to probe the shortest distances ever reached. The leading mechanisms for jet production are
shown in Fig. 25.












that has to be expressed in terms of the rapidity and transverse momentum of the quarks (or jets), in order




2pi δ((p1 + p2 − k)2) , (61)




d2kT dy 2 δ(sˆ− 4(k0)2 ) , (62)
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Fig. 25: Representative diagrams for the production of jet pairs in hadronic collisions
where kT is the transverse momentum of the nal-state partons. Here y is the rapidity of the produced



















= x1 x2 . (64)
We have

















2 dy d2kT (66)





























x1 = xT ey0 cosh y (71)
x2 = xT e−y0 cosh y . (72)
For the partonic variables, we need sˆ and the scattering angle in the parton centre-of-mass frame θ, since
t = − sˆ
2
(1− cos θ) , u = − sˆ
2
(1 + cos θ) . (73)
Neglecting the parton masses, you can show that the rapidity can also be written as:
y = − log tan θ
2
≡ η , (74)




The leading-order Born cross-sections for partonparton scattering are reported in Table 2.
Table 2: Cross-sections for light parton scattering. The notation is p1 p2 → k l, sˆ = (p1 + p2)2, tˆ = (p1 − k)2,







































































































It is interesting to note that a good approximation to the exact results can easily be obtained
by using the soft-gluon techniques introduced in the third lecture. Based on the fact that even at 90◦
min(|t|, |u|) does not exceed s/2, and that therefore everything else being equal a propagator in the t or
u channel contributes to the square of an amplitude 4 times more than a propagator in the s channel, it is
reasonable to assume that the amplitudes are dominated by the diagrams with a gluon exchanged in the
t (or u) channel. It is easy to calculate the amplitudes in this limit using the soft-gluon approximation.













= frac2st λaij λ
a
kl . (75)
The pµ and p′µ factors represent the coupling of the exchanged gluon to the q and q ′ quark lines, respec-
tively [see Eq. (34)]. Squaring, and summing and averaging over spins and colours, gives
∑
colours,spin














Since for this process the diagram with a t-channel gluon exchange is symmetric for s ↔ u exchange,
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Fig. 26: Relative contribution to the inclusive jet-ET rates from the different production channels
which indeed exactly agrees with the result of the exact calculation, as given in Table 2. The corrections
which appear from s or u gluon exchange when the quark avours are the same or when we study a qq¯
process are small, as can be seen by comparing the above result to the expressions in the table.
As another example we consider the case of qg → qg scattering. The amplitude will be exactly
















which even at 90◦, the point where the t-channel exchange approximation is worse, only differs from
this latter by no more than 25%.















This only differs by 20% from the exact result at 90◦.
Notice that at small t the following relation holds:











The 9/4 factors are simply the ratios of the colour factors for the coupling to gluons of a gluon (CA)



























































Fig. 27: Comparison of the data vs theory in an early measurement of the jet cross-section at the Tevatron, by the
CDF experiment [22]









dx1 dx2 F (x1) F (x2) dσˆgg(gg → jets) , (82)
where the object





[qf (x) + q¯f (x)] (83)
is usually called the effective structure function. This result indicates that the measurement of the in-
clusive jet cross-section does not allow in principle to disentangle the independent contribution of the
various partonic components of the proton, unless of course one is considering a kinematical region
where the production is dominated by a single process. The relative contributions of the different chan-
nels, calculated using current ts of parton densities, are shown for the Tevatron collider at 1.8 TeV in
Fig. 26.
4.4 Jet ET spectra: comparison of theory and experimental data
Predictions for jet production at colliders are available today at the next-to-leading order in QCD (see
the review in Ref. [8]). One of the preferred observables is the inclusive ET spectrum. An accurate
comparison of data and theory, should it exhibit discrepancies at the largest values of ET , could pro-
vide evidence for new phenomena, such as the existence of a quark substructure. For years it has been
known [21] that an underlying quark compositeness would increase the rate of the highest-ET jets. The
real question, therefore, is how do we convince ourselves that the prediction is, indeed, accurate. This
question became particularly relevant in 1995, when CDF measured a jet cross-section that appeared to
deviate from theory in precisely the way predicted by an underlying quark compositeness (see Fig. 27).
How do we know that this is not due to poorly known quark or gluon densities at large x? In principle
one could incorporate the CDF jet data into a global t to the partonic PDFs, and verify whether it is
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Fig. 28: Inclusive ET spectra for jets in different rapidity regions, as measured at the run 1 of the Tevatron by the
D0 Collaboration [23]
Fig. 29: Inclusive ET spectra for central jets, as measured by the CDF experiment at the Tevatron [25], compared
to NLO QCD calculations
possible to modify them so as to maintain agreement with the other data, and at the same time to also
t satisfactorily the jet data themselves. On the other hand, doing this would prevent us from using the
jet spectrum as a probe of new physics. In other words, we might be hiding away a possible signal
of new physics by ascribing it to the PDFs. Is it possible to have a complementary determination of
the PDF at high-x, that could constrain the possible PDF systematics of the jet cross-section and at the
same time leave the high-ET tail as an independent and usable observable? This is indeed possible, by
fully exploiting the kinematics of dijet production and the wide rapidity coverage of the collider detec-
tors. One could in fact consider nal states where the dijet system is highly boosted in the forward or
backward region. For example, one could consider cases where x1 → 1 and x2 ¿ 1. In this case,
the invariant mass of the dijet system would be small (since M 2jj = x1x2S ¿ S), and we know from
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Fig. 30: Comparison of run 2 inclusive jets cross-sections at D0 [26] with QCD calculations. The dashed lines
represent the systematics band due to PDF uncertainties
the QCD-predicted rate. These nal states are characterized by having jets at large positive rapidity. One
can therefore perform a measurement with forward jets, and use these data to t the x1 → 1 behaviour of
the quark and gluon PDFs without the risk of washing away possible new-physics effects. At that point,
the large-x PDFs thus constrained can be safely applied to the kinematical congurations where both x1
and x2 are large, namely the highest-ET nal states, and, if any residual discrepancy between data and
theory is observed, infer the possible presence of new physics.
In the case of the Tevatron data, the study of the forward-jet congurations was performed by
D0 [23]. Figure 28, from their work, shows the comparison between data and theory for different jet-
rapidity intervals. Two different PDF sets are used, CTEQ4M, and CTEQ4HJ [24], the latter having
been tuned to describe the CDF high-ET jet tail. Notice the good overall agreement of this prediction
for the whole set of rapidities. After this tuning, the residual discrepancy between the CDF high-ET
data and QCD is within the theoretical and experimental systematic uncertainties, conrming that jets
behave as expected in the Standard Model. This conclusion has been strengthened by the analysis of the
run 2 data [25, 26], at
√
S = 1.96 TeV, as shown in Figs. 29 and 30. At this centre-of-mass energy, jets
up to 600 GeV transverse momentum have been observed. That is x & 0.6 and Q2 ' 400 000 GeV2.
The current agreement between theory and data is excellent over 8 orders of magnitude of cross-section,
from ET ∼ 50 GeV to ET ∼ 600 GeV. The experimental and theoretical systematic uncertainties,
however, become larger than 30% when ET & 400 GeV, preventing a very accurate test of the smallest
scales. More data on jet production at large rapidity will allow to reduce the PDF uncertainties at large
x. The uncertainty in the absolute energy scale remains however a critical and difcult to overcome
experimental limitation at the highest energies. This will be even more true at the LHC, where jets with
energy up to 4 TeV will be detected and studied.
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Flavour physics in the age of the LHC
Y. Nir
Weizmann Institute of Science, Rehovot, Israel
Abstract
This is a written version of a series of lectures aimed at graduate students and
postdoctoral fellows in particle physics theory and experimental physics famil-
iar with the basics of the Standard Model. We explain the many reasons for
the interest in flavour physics. We describe flavour physics and the related CP
violation within the Standard Model, and explain how the B-factories proved
that the Kobayashi–Maskawa mechanism dominates the CP violation that is
observed in meson decays. We explain the implications of flavour physics
for new physics. We emphasize the ‘new physics flavour puzzle’. As an ex-
plicit example, we explain how the recent measurements of D0–D0 mixing
constrain the supersymmetric flavour structure. We explain how the ATLAS
and CMS experiments can solve the new physics flavour puzzle and perhaps
shed light on the Standard Model flavour puzzle. Finally, we describe various
interpretations of the neutrino flavour data and their impact on flavour models.
1 What is flavour?
The term ‘flavours’ is used, in the jargon of particle physics, to describe several copies of the same gauge
representation, namely several fields that are assigned the same quantum charges. Within the Standard
Model, when thinking of its unbroken SU(3)C × U(1)EM gauge group, there are four different types of
particles, each coming in three flavours:
– Up-type quarks in the (3)+2/3 representation: u, c, t.
– Down-type quarks in the (3)−1/3 representation: d, s, b.
– Charged leptons in the (1)−1 representation: e, µ, τ .
– Neutrinos in the (1)0 representation: ν1, ν2, ν3.
The term ‘flavour physics’ refers to interactions that distinguish between flavours. By definition,
gauge interactions, namely interactions that are related to unbroken symmetries and mediated therefore
by massless gauge bosons, do not distinguish among the flavours and do not constitute part of flavour
physics. Within the Standard Model, flavour-physics refers to the weak and Yukawa interactions.
The term ‘flavour parameters’ refers to parameters that carry flavour indices. Within the Stan-
dard Model, these are the nine masses of the charged fermions and the four ‘mixing parameters’ (three
angles and one phase) that describe the interactions of the charged weak-force carriers (W±) with quark–
antiquark pairs. If one augments the Standard Model with Majorana mass terms for the neutrinos, one
should add to the list three neutrino masses and six mixing parameters (three angles and three phases)
for the W± interactions for lepton–antilepton pairs.
The term ‘flavour universal’ refers to interactions with couplings (or to flavour parameters) that
are proportional to the unit matrix in flavour space. Thus, the strong and electromagnetic interactions are
flavour universal1. An alternative term for ‘flavour universal’ is ‘flavour blind’.
The term ‘flavour diagonal’ refers to interactions with couplings (or to flavour parameters) that
are diagonal, but not necessarily universal, in the flavour space. Within the Standard Model, the Yukawa
interactions of the Higgs particle are flavour diagonal in the mass basis.
1In the interaction basis, the weak interactions are also flavour universal, and one can identify the source of all flavour
physics in the Yukawa interactions among the gauge-interaction eigenstates.
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The term ‘flavour changing’ refers to processes where the initial and final flavour-numbers (that
is, the number of particles of a certain flavour minus the number of antiparticles of the same flavour) are
different. In ‘flavour-changing charged current’ processes, both up-type and down-type flavours, and/or
both charged lepton and neutrino flavours are involved. Examples are (i) muon decay via µ→ eν¯iνj , and
(ii) K− → µ−ν¯j (which corresponds, at the quark level, to su¯ → µ−ν¯j). Within the Standard Model,
these processes are mediated by the W bosons and occur at tree level. In ‘flavour-changing neutral
current’ (FCNC) processes, either up-type or down-type flavours but not both, and/or either charged
lepton or neutrino flavours but not both, are involved. Examples are (i) muon decay via µ→ eγ and (ii)
KL → µ+µ− (which corresponds, at the quark level, to sd¯→ µ+µ−). Within the Standard Model, these
processes do not occur at tree level, and are often highly suppressed.
Another useful term is ‘flavour violation’. We shall explain it later in these lectures.
2 Why is flavour physics interesting?
– Flavour physics can discover new physics or probe it before it is directly observed in experiments.
Here are some examples from the past:
– The smallness of Γ(KL→µ
+µ−)
Γ(K+→µ+ν) led to the prediction of a fourth (the charm) quark.
– The size of ∆mK led to a successful prediction of the charm mass.
– The size of ∆mB led to a successful prediction of the top mass.
– The measurement of εK led to the prediction of the third generation.
– CP violation is closely related to flavour physics. Within the Standard Model, there is a single CP-
violating parameter, the Kobayashi–Maskawa phase δKM [1]. Baryogenesis tells us, however, that
there must exist new sources of CP violation. Measurements of CP violation in flavour-changing
processes might provide evidence for such sources.
– The fine-tuning problem of the Higgs mass, and the puzzle of dark matter imply that there exists
new physics at, or below, the TeV scale. If such new physics had a generic flavour structure, it
would contribute to flavour-changing neutral current (FCNC) processes orders of magnitude above
the observed rates. The question of why this does not happen constitutes the new physics flavour
puzzle.
– Most of the charged fermion flavour parameters are small and hierarchical. The Standard Model
does not provide any explanation of these features. This is the Standard Model flavour puzzle.
The puzzle became even deeper after neutrino masses and mixings were measured because, so far,
neither smallness nor hierarchy in these parameters have been established.
3 Flavour in the Standard Model
A model of elementary particles and their interactions is defined by the following ingredients: (i) The
symmetries of the Lagrangian and the pattern of spontaneous symmetry breaking; (ii) The representations
of fermions and scalars. The Standard Model (SM) is defined as follows:
(i) The gauge symmetry is
GSM = SU(3)C × SU(2)L × U(1)Y. (1)
It is spontaneously broken by the VEV of a single Higgs scalar, φ(1, 2)1/2 (〈φ0〉 = v/
√
2):
GSM → SU(3)C × U(1)EM. (2)
(ii) There are three fermion generations, each consisting of five representations of GSM:




3.1 The interactions basis
The Standard Model Lagrangian, LSM, is the most general renormalizable Lagrangian that is consistent
with the gauge symmetry (1), the particle content (3) and the pattern of spontaneous symmetry breaking
(2). It can be divided into three parts:
LSM = Lkinetic + LHiggs + LYukawa. (4)
For the kinetic terms, to maintain gauge invariance, one has to replace the derivative with a covari-
ant derivative:
Dµ = ∂µ + igsGµaLa + igW
µ
b Tb + ig
′BµY. (5)
HereGµa are the eight gluon fields,W
µ
b the three weak interaction bosons, andB
µ the single hypercharge
boson. The La’s are SU(3)C generators (the 3 × 3 Gell-Mann matrices 12λa for triplets, 0 for singlets),
the Tb’s are SU(2)L generators (the 2×2 Pauli matrices 12τb for doublets, 0 for singlets), and the Y ’s are





























The unit matrix in flavour space, δij , signifies that these parts of the interaction Lagrangian are flavour
universal. In addition, they conserve CP.
The Higgs potential, which describes the scalar self interactions, is given by
LHiggs = µ2φ†φ− λ(φ†φ)2. (8)
For the Standard Model scalar sector, where there is a single doublet, this part of the Lagrangian is also
CP conserving.
The quark Yukawa interactions are given by
−LqY = Y dijQLiφDRj + Y uijQLiφ˜URj + h.c., (9)
(where φ˜ = iτ2φ†) while the lepton Yukawa interactions are given by
−L`Y = Y eijLLiφERj + h.c. (10)
This part of the Lagrangian is, in general, flavour dependent (that is, Y f 6∝ 1) and CP violating.
3.2 Global symmetries
In the absence of the Yukawa matrices Y d, Y u and Y e, the SM has a large U(3)5 global symmetry:
Gglobal(Y u,d,e = 0) = SU(3)3q × SU(3)2` × U(1)5, (11)
where
SU(3)3q = SU(3)Q × SU(3)U × SU(3)D,
SU(3)2` = SU(3)L × SU(3)E ,
U(1)5 = U(1)B × U(1)L × U(1)Y × U(1)PQ × U(1)E . (12)
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Out of the five U(1) charges, three can be identified with baryon number (B), lepton number (L), and
hypercharge (Y ), which are respected by the Yukawa interactions. The two remaining U(1) groups can
be identified with the PQ symmetry whereby the Higgs and DR, ER fields have opposite charges, and
with a global rotation of ER only.
The point that is important for our purposes is that Lkinetic +LHiggs respect the non-Abelian flavour
symmetry S(3)3q × SU(3)2` , under which
QL → VQQL, UR → VUUR, DR → VDDR, LL → VLLL, ER → VEER, (13)
where the Vi are unitary matrices. The Yukawa interactions (9) and (10) break the global symmetry,
Gglobal(Y u,d,e 6= 0) = U(1)B × U(1)e × U(1)µ × U(1)τ . (14)
(Of course, the gauged U(1)Y also remains a good symmetry.) Thus, the transformations of Eq. (13) are
not a symmetry of LSM. Instead, they correspond to a change of the interaction basis. These observations
also offer an alternative way of defining flavour physics: it refers to interactions that break the SU(3)5
symmetry (13). Thus, the term ‘flavour violation’ is often used to describe processes or parameters that
break the symmetry.
One can think of the quark Yukawa couplings as spurions that break the global SU(3)3q symmetry
(but are neutral under U(1)B),
Y u ∼ (3, 3¯, 1)SU(3)3q , Y d ∼ (3, 1, 3¯)SU(3)3q , (15)
and of the lepton Yukawa couplings as spurions that break the global SU(3)2` symmetry (but are neutral
under U(1)e × U(1)µ × U(1)τ ),
Y e ∼ (3, 3¯)SU(3)2` . (16)
The spurion formalism is convenient for several purposes: parameter counting (see below), identification
of flavour suppression factors (see Section 5), and the idea of minimal flavour violation (see Section 7).
3.3 Counting parameters
How many independent parameters are there in LqY? The two Yukawa matrices, Y u and Y d, are 3 × 3
and complex. Consequently, there are 18 real and 18 imaginary parameters in these matrices. Not all of
them are, however, physical. The pattern ofGglobal breaking means that there is freedom to remove 9 real
and 17 imaginary parameters (the number of parameters in three 3× 3 unitary matrices minus the phase
related to U(1)B). For example, we can use the unitary transformations QL → VQQL, UR → VUUR
and DR → VDDR, to lead to the following interaction basis:
Y d = λd, Y u = V †λu, (17)
where λd,u are diagonal,
λd = diag(yd, ys, yb), λu = diag(yu, yc, yt), (18)
while V is a unitary matrix that depends on three real angles and one complex phase. We conclude that
there are 10 quark flavour parameters: 9 real ones and a single phase. In the mass basis, we shall identify
the nine real parameters as six quark masses and three mixing angles, while the single phase is δKM.
How many independent parameters are there in L`Y? The Yukawa matrix Y e is 3×3 and complex.
Consequently, there are 9 real and 9 imaginary parameters in this matrix. There is, however, freedom
to remove 6 real and 9 imaginary parameters (the number of parameters in two 3 × 3 unitary matrices
minus the phases related to U(1)3). For example, we can use the unitay transformations LL → VLLL
and ER → VEER, to lead to the following interaction basis:




We conclude that there are three real lepton flavour parameters. In the mass basis, we shall identify these
parameters as the three charged lepton masses. We must, however, modify the model when we take into
account the evidence for neutrino masses.
3.4 The mass basis
Upon the replacementRe(φ0)→ v+H0√
2





The mass basis corresponds, by definition, to diagonal mass matrices. We can always find unitary matri-









The four matrices VdL, VdR, VuL, and VuR are then the ones required to transform to the mass basis. For
example, if we start from the special basis (17), we have VdL = VdR = VuR = 1 and VuL = V . The
combination VuLV
†
dL is independent of the interaction basis from which we start this procedure.
We denote the left-handed quark mass eigenstates as UL andDL. The charged-current interactions
for quarks [that is the interactions of the charged SU(2)L gauge bosons W±µ =
1√
2
(W 1µ ∓ iW 2µ)], which








µ + h.c. (22)





V is the Cabibbo–Kobayashi–Maskawa (CKM) mixing matrix for quarks [1, 2]. As a result of the fact
that V is not diagonal, the W± gauge bosons couple to quark mass eigenstates of different generations.
Within the Standard Model, this is the only source of flavour-changing quark interactions.
Exercise 1: Prove that, in the absence of neutrino masses, there is no mixing in the lepton sector.
Exercise 2: Prove that there is no mixing in the Z couplings. (In the jargon of physics, there are
no flavour-changing neutral currents at tree level.)
The detailed structure of the CKM matrix, its parametrization, and the constraints on its elements
are described in Appendix A.
4 Testing CKM
Measurements of rates, mixing, and CP asymmetries in B decays in the two B factories, BaBar and
Belle, and in the two Tevatron detectors, CDF and D0, signified a new era in our understanding of CP
violation. The progress is both qualitative and quantitative. Various basic questions concerning CP and
flavour violation have, for the first time, received answers based on experimental information. These
questions include, for example,
– Is the Kobayashi–Maskawa mechanism at work (namely, is δKM 6= 0)?
– Does the KM phase dominate the observed CP violation?
As a first step, one may assume the SM and test the overall consistency of the various measurements.
However, the richness of data from the B factories allows us to go a step further and answer these
questions model independently, namely allowing new physics to contribute to the relevant processes. We
here explain the way in which this analysis proceeds.
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4.1 SψKS
The CP asymmetry in B → ψKS decays plays a major role in testing the KM mechanism. Before
we explain the test itself, we should understand why the theoretical interpretation of the asymmetry is
exceptionally clean, and what are the theoretical parameters on which it depends, within and beyond the
Standard Model.
The CP asymmetry in neutral meson decays into final CP eigenstates fCP is defined as follows:
AfCP (t) ≡
dΓ/dt[B0phys(t)→ fCP ]− dΓ/dt[B0phys(t)→ fCP ]
dΓ/dt[B0phys(t)→ fCP ] + dΓ/dt[B0phys(t)→ fCP ]
. (24)
A detailed evaluation of this asymmetry is given in Appendix B. It leads to the following form:
AfCP (t) = SfCP sin(∆mt)− CfCP cos(∆mt),
SfCP ≡
2 Im(λfCP )
1 + |λfCP |2
, CfCP ≡
1− |λfCP |2




−iφB (AfCP /AfCP ) . (26)
Here φB refers to the phase of M12 [see Eq. (B.23)]. Within the Standard Model, the corresponding
phase factor is given by
e−iφB = (V ∗tbVtd)/(VtbV
∗
td) . (27)





















Fig. 1: Feynman diagrams for (a) tree and (b) penguin amplitudes contributing to B0 → f or Bs → f via a
b¯→ q¯qq¯′ quark-level process
TheB0 → J/ψK0 decay [3,4] proceeds via the quark transition b¯→ c¯cs¯. There are contributions
from both tree (t) and penguin (pqu , where qu = u, c, t is the quark in the loop) diagrams (see Fig. 1)
which carry different weak phases:







(The distinction between tree and penguin contributions is a heuristic one, the separation by the operator
that enters is more precise. For a detailed discussion of the more complete operator product approach,
which also includes higher order QCD corrections, see, for example, Ref. [5].) Using CKM unitarity,
these decay amplitudes can always be written in terms of just two CKM combinations:





where TψK = tψK + pcψK − ptψK and P uψK = puψK − ptψK . A subtlety arises in this decay that is




be reached via K0–K0 mixing. Consequently, the phase factor corresponding to neutral K mixing,
e−iφK = (V ∗cdVcs)/(VcdV
∗
























The crucial point is that, for B → J/ψKS and other b¯ → c¯cs¯ processes, we can neglect the P u
contribution to AψK , in the SM, to an approximation that is better than one per cent:
|P uψK/TψK | × |Vub/Vcb| × |Vus/Vcs| ∼ (loop factor)× 0.1× 0.23 . 0.005. (31)














where β is defined in Eq. (A.9), and consequently
SψKS = sin 2β, CψKS = 0 . (33)
(Below the per cent level, several effects modify this equation [6, 7].)
Exercise 3: Show that, if the B → pipi decays were dominated by tree diagrams, then Spipi =
sin 2α.
Exercise 4: Estimate the accuracy of the predictions SφKS = sin 2β and CφKS = 0.
When we consider extensions of the SM, we still do not expect any significant new contribu-





cbVcd) remains valid, though the approximation of neglecting sub-dominant
phases can be somewhat less accurate than Eq. (31). On the other hand, M12, the B0–B
0 mixing ampli-
tude, can in principle get large and even dominant contributions from new physics. We can parametrize
the modification to the SM in terms of two parameters, r2d signifying the change in magnitude, and 2θd
signifying the change in phase:
M12 = r2d e
2iθd MSM12 (ρ, η). (34)
This leads to the following generalization of Eq. (33):
SψKS = sin(2β + 2θd), CψKS = 0 . (35)
The experimental measurements give the following ranges [8]:
SψKS = 0.671± 0.024, CψKS = 0.005± 0.019 . (36)
4.2 Self-consistency of the CKM assumption
The three generation Standard Model has room for CP violation, through the KM phase in the quark
mixing matrix. Yet, one would like to make sure that CP is indeed violated by the SM interactions,
namely that sin δKM 6= 0. If we establish that this is the case, we would further like to know whether the
SM contributions to CP violating observables are dominant. More quantitatively, we would like to put
an upper bound on the ratio between the new physics and the SM contributions.
As a first step, one can assume that flavour-changing processes are fully described by the SM, and
check the consistency of the various measurements with this assumption. There are four relevant mixing
parameters, which can be taken to be the Wolfenstein parameters λ, A, ρ, and η defined in Eq. (A.4). The
values of λ and A are known rather accurately [9] from, respectively, K → pi`ν and b→ c`ν decays:
λ = 0.2257± 0.0010, A = 0.814± 0.022. (37)
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Fig. 2: Allowed region in the ρ–η plane. Superimposed are the individual constraints from charmless semileptonic
B decays (|Vub/Vcb|), mass differences in the B0 (∆md) and Bs (∆ms) neutral meson systems, and CP violation
in K → pipi (εK), B → ψK (sin 2β), B → pipi, ρpi, ρρ (α), and B → DK (γ). Taken from Ref. [10].
Then, one can express all the relevant observables as a function of the two remaining parameters, ρ and
η, and check whether there is a range in the ρ–η plane that is consistent with all measurements. The list
of observables includes the following:
– The rates of inclusive and exclusive charmless semileptonicB decays depend on |Vub|2 ∝ ρ2 +η2.
– The CP asymmetry in B → ψKS , SψKS = sin 2β = 2η(1−ρ)(1−ρ)2+η2 .
– The rates of various B → DK decays depend on the phase γ, where eiγ = ρ+iη
ρ2+η2
.
– The rates of various B → pipi, ρpi, ρρ decays depend on the phase α = pi − β − γ.
– The ratio between the mass splittings in the neutral B and Bs systems is sensitive to |Vtd/Vts|2 =
λ2[(1− ρ)2 + η2].
– The CP violation in K → pipi decays, K , depends in a complicated way on ρ and η.
The resulting constraints are shown in Fig. 2.
The consistency of the various constraints is impressive. In particular, the following ranges for ρ
and η can account for all the measurements [9]:
ρ = 0.135+0.031−0.016, η = 0.349± 0.017. (38)
One can then make the following statement [11]:
Very likely, CP violation in flavour-changing processes is dominated by the Kobayashi–Maskawa
phase.
In the next two subsections, we explain how we can remove the phrase ‘very likely’ from this




4.3 Is the Kobayashi–Maskawa mechanism at work?
In proving that the KM mechanism is at work, we assume that charged-current tree-level processes are
dominated by the W -mediated SM diagrams (see, for example, Ref. [12]). This is a very plausible
assumption. I am not aware of any viable well-motivated model where this assumption is not valid. Thus
we can use all tree level processes and fit them to ρ and η, as we did before. The list of such processes
includes the following:
1. Charmless semileptonic B-decays, b→ u`ν, measure Ru [see Eq. (A.8)].
2. B → DK decays, which go through the quark transitions b → cu¯s and b → uc¯s, measure the
angle γ [see Eq. (A.9)].
3. B → ρρ decays (and, similarly, B → pipi and B → ρpi decays) go through the quark transition
b → uu¯d. With an isospin analysis, one can determine the relative phase between the tree decay
amplitude and the mixing amplitude. By incorporating the measurement of SψKS , one can sub-
tract the phase from the mixing amplitude, finally providing a measurement of the angle γ [see
Eq. (A.9)].
In addition, we can use loop processes, but then we must allow for new physics contributions, in
addition to the (ρ, η)-dependent SM contributions. Of course, if each such measurement adds a separate
mode-dependent parameter, then we do not gain anything by using this information. However, there are
a number of observables where the only relevant loop process is B0–B0 mixing. The list includes SψKS ,
∆mB and the CP asymmetry in semileptonic B decays:
















As explained above, such processes involve two new parameters [see Eq. (34)]. Since there are three
relevant observables, we can further tighten the constraints in the (ρ, η) plane. Similarly, one can use
measurements related to Bs–Bs mixing. One gains three new observables at the cost of two new param-
eters (see, for example, Ref. [13]).
The results of such fit, projected on the ρ–η plane, can be seen in Fig. 3. It gives [10]
η = 0.44+0.05−0.23 (3σ). (40)
[A similar analysis in Ref. [14] obtains the 3σ range (0.31–0.46).] It is clear that η 6= 0 is well estab-
lished:
The Kobayashi–Maskawa mechanism of CP violation is at work.
Another way to establish that CP is violated by the CKM matrix is to find, within the same proce-
dure, the allowed range for sin 2β [14]:
sin 2βtree = 0.76± 0.04. (41)
(Reference [10] finds 0.82+0.02−0.13.) Thus, β 6= 0 is well established.
The consistency of the experimental results (36) with the SM predictions (33,41) means that the
KM mechanism of CP violation dominates the observed CP violation. In the next subsection, we make
this statement more quantitative.
4.4 How much can new physics contribute toB0–B0 mixing?
All that we need to do in order to establish whether the SM dominates the observed CP violation, and
to put an upper bound on the new physics contribution to B0–B0 mixing, is to project the results of
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Fig. 3: The allowed region in the ρ–η plane, assuming that tree diagrams are dominated by the Standard Model [10]
the fit performed in the previous subsection on the r2d–2θd plane. If we find that θd  β, then the SM
dominance in the observed CP violation will be established. The constraints are shown in Fig. 4(a).
Indeed, θd  β.
An alternative way to present the data is to use the hd, σd parametrization,
r2de
2iθd = 1 + hde2iσd . (42)
While the rd, θd parameters give the relation between the full mixing amplitude and the SM one, and
are convenient to apply to the measurements, the hd, σd parameters give the relation between the new






The constraints in the hd–σd plane are shown in Fig. 4(b). We can make the following two statements:
1. A new physics contribution to theB0–B0 mixing amplitude that carries a phase that is significantly
different from the KM phase is constrained to lie below the 20–30% level.
2. A new physics contribution to the B0–B0 mixing amplitude which is aligned with the KM phase
is constrained to be at most comparable to the CKM contribution.
One can reformulate these statements as follows:
1. The KM mechanism dominates CP violation in B0–B0 mixing.

























































f i t t e r
Fig. 4: Constraints in the (a) r2d–2θd plane, and (b) hd–σd plane, assuming that new physics contributions to
tree-level processes are negligible [10]
5 The new physics flavour puzzle
It is clear that the Standard Model is not a complete theory of Nature:
1. It does not include gravity, and therefore it cannot be valid at energy scales above mPlanck ∼
1019 GeV.
2. It does not allow for neutrino masses, and therefore it cannot be valid at energy scales above
mseesaw ∼ 1015 GeV.
3. The fine-tuning problem of the Higgs mass and the puzzle of dark matter suggest that the scale
where the SM is replaced with a more fundamental theory is actually much lower, ΛNP . 1 TeV.
Given that the SM is only an effective low energy theory, non-renormalizable terms must be added toLSM
of Eq. (4). These are terms of dimension higher than four in the fields which, therefore, have couplings
that are inversely proportional to the scale of new physics ΛNP. For example, the lowest dimension







These are the seesaw terms, leading to neutrino masses. We shall return to the topic of neutrino masses
in Section 8.
Exercise 5: How does the global symmetry breaking pattern (14) change when (44) is taken into
account?
Exercise 6: What is the number of physical lepton flavour parameters in this case? Identify these
parameters in the mass basis.













Each of these terms contributes to the mass splitting between the corresponding two neutral mesons.
For example, the term L∆B=2 ∝ (dLγµbL)2 contributes to ∆mB , the mass difference between the two
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Analogous expressions hold for the other neutral mesons2. This leads to ∆mB/mB = 2|MB12|/mB ∼
(zbd/3)(fB/ΛNP)2. Experiments give (the experimental evidence for ∆mD is at the 3σ level):
K ∼ 2.3× 10−3,
∆mK/mK ∼ 7.0× 10−15,
∆mD/mD ∼ 8.7× 10−15,
∆mB/mB ∼ 6.3× 10−14,
∆mBs/mBs ∼ 2.1× 10−12. (47)
In addition, the constraints on CP violation in D0–D0 mixing (see Eq. (54)) and in B0–B0 mixing (see
Fig. 4) that is O(1) different from the SM are stronger by about a factor of 5. These measurements give
then the following constraints (the bound on zIsd ≡ Im(zsd) is stronger by a factor of (2
√
2K)−1 than




zIsd 2× 104 TeV K√
zsd 1× 103 TeV ∆mK√
zIcu 3× 103 TeV AΓ√
zcu 1× 103 TeV ∆mD√
zIbd 8× 102 TeV SψK√
zbd 4× 102 TeV ∆mB√
zbs 7× 101 TeV ∆mBs .
(48)
If the new physics has a generic flavour structure, that is zij = O(1), then its scale must be above
103–104 TeV (or, if the leading contributions involve electroweak loops, above 102–103 TeV)3.
If indeed ΛNP  TeV, it means that we have misinterpreted the hints from the fine-tuning problem
and the dark matter puzzle. There is, however, another way to look at these constraints:
zIsd . 6× 10−9 (ΛNP/TeV)2,
zsd . 8× 10−7 (ΛNP/TeV)2,
zIcu . 1× 10−7 (ΛNP/TeV)2,
zcu . 5× 10−7 (ΛNP/TeV)2,
zIbd . 1× 10−6 (ΛNP/TeV)2,
zbd . 6× 10−6 (ΛNP/TeV)2,
zbs . 2× 10−4 (ΛNP/TeV)2. (49)
It could be that the scale of new physics is of order TeV, but its flavour structure is far from generic.
One can use that language of effective operators also for the SM, integrating out all particles
significantly heavier than the neutral mesons (that is, the top, the Higgs, and the weak gauge bosons).
Thus, the scale is ΛSM ∼ mW . Since the leading contributions to neutral meson mixings come from
2The PDG [9] quotes the following values, extracted from leptonic charged meson decays: fK ≈ 0.16 GeV, fD ≈
0.23 GeV, fB ≈ 0.18 GeV. We further use fBs ≈ 0.20 GeV.





box diagrams, the zij coefficients are suppressed by α22. To identify the relevant flavour suppression
factor, one can employ the spurion formalism. For example, the flavour transition that is relevant to
B0–B0 mixing involves dLbL which transforms as (8, 1, 1)SU(3)3q . The leading contribution must then
be proportional to (Y uY u†)13 ∝ y2t VtbV ∗td. Indeed, an explicit calculation (using VIA for the matrix




























Similar spurion analyses, or explicit calculations, allow us to extract the weak and flavour suppression
factors that apply in the SM:
Im(zSMsd ) ∼ α22y2t |VtdVts|2 ∼ 1× 10−10,
zSMsd ∼ α22y2c |VcdVcs|2 ∼ 5× 10−9,
zSMbd ∼ α22y2t |VtdVtb|2 ∼ 7× 10−8,
zSMbs ∼ α22y2t |VtsVtb|2 ∼ 2× 10−6. (52)
(We did not include zSMcu in the list because it requires a more detailed consideration. The naively leading
short distance contribution is∝ α22(y4s/y2c )|VcsVus|2 ∼ 5×10−13. However, higher dimension terms can
replace a y2s factor with (Λ/mD)
2 [16]. Moreover, long distance contributions are expected to dominate.
In particular, peculiar phase space effects [17, 18] have been identified which are expected to enhance
∆mD to within an order of magnitude of the its measured value.)
It is clear then that contributions from new physics at ΛNP ∼ 1 TeV should be suppressed by
factors that are comparable to or smaller than the SM ones. Why does that happen? This is the new
physics flavour puzzle.
The fact that the flavour structure of new physics at the TeV scale must be non-generic means that
flavour measurements are a good probe of the new physics. Perhaps the best-studied example is that of
supersymmetry. Here, the spectrum of the superpartners and the structure of their couplings to the SM
fermions will allow us to probe the mechanism of dynamical supersymmetry breaking.
6 Lessons for supersymmetry fromD0–D0 mixing
Interesting experimental results concerning D0–D0 mixing have recently been achieved by the BELLE
and BaBar experiments. For the first time, there is evidence for width splitting [19,20] and mass splitting
(of order one per cent) between the two neutral D-mesons. Allowing for indirect CP violation, the world
averages of the mixing parameters are [8]
x = (1.00± 0.25)× 10−2,
y = (0.77± 0.18)× 10−2. (53)
It is important to note, however, that there is no evidence for CP violation in this mixing [8]:
1− |q/p| = +0.06± 0.14,
φD = −0.04± 0.09. (54)
We use this recent experimental information to draw important lessons on supersymmetry. This demon-
strates how flavour physics—at the GeV scale—provides a significant probe of supersymmetry—at the
TeV scale.
4A detailed derivation can be found in Appendix B of Ref. [15].
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6.1 Neutral meson mixing with supersymmetry
We consider the contributions from the box diagrams involving the squark doublets of the first two
generations, Q˜L1,2, to the D0–D
0 and K0–K0 mixing amplitudes. The contributions that are relevant to






1j , where K
u is the mixing matrix of the gluino
couplings to a left-handed up quark and their supersymmetric squark partners. (In the language of the
mass insertion approximation, we calculate here the contribution that is∝ [(δuLL)12]2.) The contributions






1j , where K
d is the mixing
matrix of the gluino couplings to a left-handed down quark and their supersymmetric squark partners
(∝ [(δdLL)12]2 in the mass insertion approximation). We work in the mass basis for both quarks and





































One can immediately identify three generic ways in which supersymmetric contributions to neutral
meson mixing can be suppressed:
1. Heaviness: mq˜  1 TeV.
2. Degeneracy: ∆m2q˜  m2q˜ .
3. Alignment: Kd,u21  1.
When heaviness is the only suppression mechanism, as in split supersymmetry [22], the squarks are very
heavy and supersymmetry no longer solves the fine tuning problem5. If we want to maintain supersym-
metry as a solution to the fine tuning problem, either degeneracy or alignment or a combination of both is
needed. This means that the flavour structure of supersymmetry is not generic, as argued in the previous
section.


























m2Z cos 2β +MdM
†
d . (57)
We note the following features of the various terms:
– m˜2QL is a 2× 2 Hermitian matrix of soft supersymmetry breaking terms. It does not break SU(2)L
and consequently it is common to M˜2UL and M˜
2
DL
. On the other hand, it breaks in general the
SU(2)Q flavour symmetry.
– The terms proportional to m2Z are the D terms. They break supersymmetry (since they involve
DT3 6= 0 and DY 6= 0) and SU(2)L but conserve SU(2)Q.
– The terms proportional to M2q come from the FUR and FDR terms. They break the gauge SU(2)L
and the global SU(2)Q but, since FUR = FDR = 0, conserve supersymmetry.
5When the first two squark generations are mildly heavy and the third generation is light, as in effective supersymmetry [23],




Given that we are interested in squark masses close to the TeV scale (and the experimental lower bounds
are of order 300 GeV), the scale of the eigenvalues of m˜2QL is much higher than m
2
Z which, in turn, is
much higher than m2c , the largest eigenvalue in MqM
†
q . We can draw the following conclusions:
1. m2u˜ = m
2
d˜
≡ m2q˜ up to effects of order m2Z , namely to an accuracy of O(10−2).
2. ∆m2u˜ = ∆m
2
d˜
≡ ∆m2q˜ up to effects of order m2c , namely to an accuracy of O(10−5).
3. Since Ku ' VuLV˜ †L and Kd ' VdLV˜ †L [the matrices VqL are defined in Eq. (21), while V˜L diag-
onalizes m˜2QL], the mixing matrices K
u and Kd are different from each other, but the following
relation to the CKM matrix holds to an accuracy of O(10−5):
KuKd† = V. (58)
6.2 Non-degenerate squarks at the LHC?
Equations (55) and (56) can be translated into our generic language:
ΛNP = mq˜, (59)
zcu = z12 sin2 θu,










with Eq. (58) giving
sin θu − sin θd ≈ sin θc = 0.23. (61)
We now ask the following question: Is it possible that the first two generation squarks, Q˜L1,2, are
accessible to the LHC (mq˜ . 1 TeV), and are not degenerate (∆m2q˜/m2q˜ = O(1))?
To answer this question, we use Eqs. (49). For ΛNP . 1 TeV, we have zcu . 5× 10−7 and, for a
phase that is 6 0.1, zsd . 6× 10−8. On the other hand, for non-degenerate squarks, and, for example,
11f˜6(1) + 4f6(1) = 1/6, we have z12 = 8 × 10−5. Then we need, simultaneously, sin θu . 0.08 and
sin θd . 0.03, but this is inconsistent with Eq. (61).
There are three ways out of this situation:
1. The first two generation squarks are quasi-degenerate. The minimal level of degeneracy is (m˜2 −
m˜1)/(m˜2 + m˜1) . 0.1. It could be the result of RGE [24].
2. The first two generation squarks are heavy. Putting sin θu = 0.23 and sin θd ≈ 0, as in models of
alignment [25, 26], Eq. (48) leads to
mq˜ & 3 TeV . (62)
3. The ratio x = m˜2g/m˜
2
q is in a fine-tuned region of parameter space where there are accidental
cancellations in 11f˜6(x) + 4xf6(x). For example, for x = 2.33, this combination is ∼ 0.003 and
the bound (62) is relaxed by a factor of 7.
Barring accidental cancellations, the model-independent conclusion is that, if the first two generations of
squark doublets are within the reach of the LHC, they must be quasi-degenerate [27, 28].
Exercise 7: Does Kd31 ∼ |Vub| suffice to satisfy the ∆mB constraint with neither degeneracy nor
heaviness? (Use the two generation approximation and ignore the second generation.)
Is there a natural way to make the squarks degenerate? Examining Eqs. (57) we learn that degen-
eracy requires m˜2QL ' m˜2q˜1. We have mentioned already that flavour universality is a generic feature of
gauge interactions. Thus, the requirement of degeneracy is perhaps a hint that supersymmetry breaking
is gauge mediated to the MSSM fields.
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7 Flavour at the LHC
The LHC will study the physics of electroweak symmetry breaking. There are high hopes that it will
discover not only the Higgs, but also shed light on the fine-tuning problem that is related to the Higgs
mass. Here, we focus on the issue of how, through the study of new physics, the LHC can shed light on
the new physics flavour puzzle.
7.1 Minimal flavour violation (MFV)
If supersymmetry breaking is gauge mediated, the squark mass matrices of Eq. (57), and those for the






























1 +M †dMd, (63)
where DqA = (T3)qA − (QEM)qAs2Wm2Z cos 2β are the D-term contributions. Here, the only source of
the SU(3)3q breaking are the SM Yukawa matrices.
This statement holds also when the renormalization group evolution is applied to find the form of
these matrices at the weak scale. Taking the scale of the soft breaking terms mq˜A to be somewhat higher





















Here r3 represent the universal RGE contribution that is proportional to the gluino mass (r3 = O(6) ×
(M3(mM )/mq˜(mM ))) and the c-coefficients depend logarithmically on mM/mZ and can be of O(1)
when mM is not far below the GUT scale.
Models of gauge mediated supersymmetry breaking (GMSB) provide a concrete example of a
large class of models that obey a simple principle called minimal flavour violation (MFV) [29]. This
principle guarantees that low-energy flavour-changing processes deviate only very little from the SM
predictions. The basic idea can be described as follows. The gauge interactions of the SM are universal
in flavour space. The only breaking of this flavour universality comes from the three Yukawa matrices,
YU , YD, and YE . If this remains true in the presence of the new physics, namely YU , YD, and YE are the
only flavour non-universal parameters, then the model belongs to the MFV class.
Let us now formulate this principle in a more formal way, using the language of spurions that
we presented in Section 3.2. The Standard Model with vanishing Yukawa couplings has a large global
symmetry of Eqs. (11) and (12). In this section we concentrate only on the quarks. The non-Abelian part
of the flavour symmetry for the quarks is SU(3)3q of Eq. (12) with the three generations of quark fields
transforming as follows:
QL(3, 1, 1), UR(1, 3, 1), DR(1, 1, 3). (65)
The Yukawa interactions,




(Hc = iτ2H∗) break this symmetry. The Yukawa couplings can thus be thought of as spurions with the
following transformation properties under SU(3)3q [see Eq. (15)]:
YU ∼ (3, 3¯, 1), YD ∼ (3, 1, 3¯). (67)
When we say ‘spurions’, we mean that we pretend that the Yukawa matrices are fields which transform
under the flavour symmetry, and then require that all the Lagrangian terms, constructed from the SM
fields, YD and YU , must be (formally) invariant under the flavour group SU(3)3q . Of course, in reality,
LY breaks SU(3)3q precisely because YD,U are not fields and do not transform under the symmetry.
The idea of minimal flavour violation is relevant to extensions of the SM, and can be applied in
two ways:
1. If we consider the SM as a low-energy effective theory, then all higher-dimension operators, con-
structed from SM fields and Y spurions, are formally invariant under Gglobal.
2. If we consider a full high-energy theory that extends the SM, then all operators, constructed from
SM and the new fields, and from Y spurions, are formally invariant under Gglobal.
Exercise 8: Use the spurion formalism to argue that, in MFV models, the KL → pi0νν¯ decay
amplitude is proportional to y2t VtdV
∗
ts.
Examples of MFV models include models of supersymmetry with gauge- or anomaly-mediation
of its breaking. If the LHC discovers new particles that couple to the SM fermions, then it will be able
to test solutions to the new physics flavour puzzle such as MFV [30]. Much of its power to test such
frameworks is based on identifying top and bottom quarks.
To understand this statement, we notice that the spurions YU and YD can always be written in
terms of the two diagonal Yukawa matrices λu and λd and the CKM matrix V , see Eqs. (17) and (18).
Thus, the only source of quark flavour-changing transitions in MFV models is the CKM matrix. Next,
note that to an accuracy that is better than O(0.05), we can write the CKM matrix as follows:
V =
 1 0.23 0−0.23 1 0
0 0 1
 . (68)
Exercise 9: The approximation (68) should be intuitively obvious to top-physicists, but definitely
counter-intuitive to bottom-physicists. (Some of them have dedicated a large part of their careers to
experimental or theoretical efforts to determine Vcb and Vub.) What does the approximation imply for the
bottom quark? When we take into account that it is only good to O(0.05), what would the implications
be?
We learn that the third generation of quarks is decoupled, to a good approximation, from the first
two. This, in turn, means that any new particle that couples to the SM quarks (think, for example, of
heavy quarks in vector-like representations of GSM), decays into a either third generation quark, or into
a non-third generation quark, but not to both. For example, in Ref. [30], MFV models with additional
charge−1/3, SU(2)L-singlet quarks, B′, were considered. A concrete test of MFV was proposed, based
on the fact that the largest mixing effect involving the third generation is of order |Vcb|2 ∼ 0.002: Is the
following prediction, concerning events of B′ pair production, fulfilled?
Γ(B′B′ → Xq1,2q3)
Γ(B′B′ → Xq1,2q1,2) + Γ(B′B′ → Xq3q3)
. 10−3. (69)
If not, then MFV is excluded.
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7.2 Supersymmetric flavour at the LHC
One can think of analogous tests in the supersymmetric framework [31–33]. Here, there is also a generic
prediction that, in each of the three sectors (QL, UR, DR), squarks of the first two generations are quasi-
degenerate, and do not decay into third generation quarks. Squarks of the third generation can be sepa-
rated in mass (though, for small tanβ, the degeneracy in the D˜R sector is threefold), and decay only to
third generation quarks.
It is not necessary, however, that the mediation of supersymmetry breaking is MFV. Examples
of natural and viable solutions to the supersymmetric flavour problem that are not MFV include the
following:
1. The leading contribution to the soft supersymmetry breaking terms is gauge mediated, and there-
fore MFV, but there are subleading contributions that are gravity mediated and provide new sources
of flavour and CP violation [31, 33]. The gravity mediated contributions could either have some
structure (dictated, for example, by a Froggatt–Nielsen symmetry [31] or by localization in extra
dimensions [34]) or be anarchical [35].
2. The first two sfermion generations are heavy, and their mixing with the third generation is sup-
pressed (for a recent analysis, see [36]). These features can come, for example, from conformal
dynamics [37].
Such frameworks have different predictions concerning the mass splitting between sfermion gen-
erations and the flavour decomposition of the sfermion mass eigenstates. Note that measurements of







where ∆m˜2ij is the mass-squared splitting between the sfermion generations i and j, m˜
2 is their average
mass-squared, and K is the mixing matrix of gaugino couplings to these sfermions. On the other hand,
the LHC experiments—ATLAS and CMS—can, at least in principle, measure the mass splitting and the
mixing separately.
The present situation is depicted schematically in Fig. 5(a). Flavour factories have provided only
upper bounds on deviations of FCNC processes, such as µ → eγ or D0–D0 mixing, from the Standard
Model predictions. In the supersymmetric framework, such bounds translate into an upper bound on a δij
parameter of Eq. (70), corresponding to the blue region in the figure. The supersymmetric flavour puzzle
can be stated as the question of why the region in the upper right corner—where the flavour parameters
are of order one—is excluded. MFV often puts us in the lower left corner of the plot, far from the
experimental constraints (this is particularly true for δ12 parameters).
The optimal future situation is depicted schematically in Fig. 5(b). Imagine that a flavour factory
does provide evidence for new physics, such as observation of Γ(µ → eγ) 6= 0 or CP violation in D0–
D
0 mixing. This will constrain the corresponding δ parameter, which is shown as the blue region in the
figure. If ATLAS/CMS measure the corresponding sfermion mass splitting and/or mixing, we shall get
a small allowed region in this flavour plane.
If we have at our disposal three such consistent measurements (rate of FCNC process, spectrum
and splitting), then we shall understand the mechanism by which supersymmetry has its flavour violation
suppressed. This will provide strong hints about the mechanism of supersymmetry breaking mediation.
If the sfermions are quasi-degenerate, then the mixing is determined by the small corrections to
the unit mass-squared matrix. As mentioned above, the structure of such corrections may be dictated by
the same symmetry or dynamics that gives the structure of the Yukawa couplings. If that is the case, then
























Fig. 5: Schematic description of the constraints in the plane of sfermion mass-squared splitting, ∆m˜2ij/m˜2, and
mixing, KijK∗jj : (a) Upper bounds from not observing any deviation from the SM predictions in present experi-
ments; (b) Hypothetical future situation, where deviations have been observed in flavour factories (such as LHCb,
a super-B factory, a µ → eγ measurement, etc.) and the mass splitting and flavour decomposition have been
measured by ATLAS/CMS.
We conclude that measurements at the LHC related to new particles that couple to the SM fermions
are likely to teach us much more about flavour physics.
8 Neutrino anarchy versus quark hierarchy
A detailed presentation of the physics and the formalism of neutrino flavour transitions is given in Ap-
pendix D for both vacuum oscillations (D.1) and the matter transitions (D.2). It follows Ref. [38].
Exercise 10: For atmospheric νµ’s with E ∼ 1 GeV, the flux coming from above has Pµµ(L ∼
10 km) ≈ 1, while the flux from below has Pµµ(L ∼ 104 km) ≈ 0.5. Assuming that for the flux coming
from below the oscillations are averaged out, estimate ∆m2 and sin2 2θ.
Exercise 11: For solar νe’s, the transition between matter (βMSW > 1) and vacuum (βMSW <
cos 2θ) flavour transitions occurs around E ∼ 2 MeV. The transition probability is measured to be
roughly Pee ∼ 0.30 for βMSW > 1. Estimate ∆m2 and θ and predict Pee for βMSW  1.
The derived ranges for the three mixing angles and two mass-squared differences at 1σ are [39]
∆m221 = (7.9± 0.3)× 10−5 eV2, |∆m232| = (2.6± 0.2)× 10−3 eV2,
sin2 θ12 = 0.31± 0.02, sin2 θ23 = 0.47± 0.07, sin2 θ13 = 0+0.008−0.0 . (71)
The 3σ range for the matrix elements of U are the following [39]:
|U | =
0.79→ 0.86 0.50→ 0.61 0.00→ 0.200.25→ 0.53 0.47→ 0.73 0.56→ 0.79
0.21→ 0.51 0.42→ 0.69 0.61→ 0.83
 . (72)
19
FLAVOUR PHYSICS IN THE AGE OF THE LHC
89
8.1 New physics
The simplest and most straightforward lesson of the evidence for neutrino masses is also the most strik-
ing one: there is new physics beyond the Standard Model. This is the first experimental result that is
inconsistent with the SM.
Most likely, the new physics is related to the existence of GSM-singlet fermions at some high
energy scale that induce, at low energies, the effective terms of Eq. (44) through the seesaw mechanism.
The existence of heavy singlet fermions is predicted by many extensions of the SM, especially by GUTs
[beyond SU(5)] and left–right-symmetric theories. The seesaw mechanism could also be driven by an
SU(2)L-triplet fermion.
There are other possibilities. In particular, neutrino masses can be generated without introducing
any new fermions beyond those of the SM. Instead, the existence of a scalar ∆L(1, 3)+1, that is, an
SU(2)L-triplet, is required. The smallness of the neutrino masses is related here to the smallness of the
vacuum expectation value 〈∆0L〉 (required also by the success of the ρ = 1 relation) and does not have a
generic natural explanation.
In left–right-symmetric models, however, where the breaking of SU(2)R × U(1)B-L → U(1)Y is
induced by the VEV of an SU(2)R-triplet, ∆R, there must exist also an SU(2)L-triplet scalar. Further-
more, the Higgs potential leads to an order of magnitude relation between the various VEVs, 〈∆0L〉〈∆0R〉 ∼
v2, and the smallness of 〈∆0L〉 is correlated with the high scale of SU(2)R breaking. This situation can
be thought of as a seesaw of VEVs. In this model there are, however, also SM-singlet fermions. The
light neutrino masses arise from both the seesaw mechanism (‘type I’) and the triplet VEV (‘type II’).
Neutrino masses could also be of the Dirac type. Here, again, singlet fermions are introduced, but
lepton number is imposed by hand. This possibility is disfavoured by theorists since it is likely that global
symmetries are violated by gravitational effects. Furthermore, the lightness of the neutrinos (compared
to charged fermions) is unexplained.
Another possibility is that neutrino masses are generated by mixing with singlet fermions but the
mass scale of these fermions is not high. Here again the lightness of neutrino masses remains a puzzle.
The best known example of such a scenario is the framework of supersymmetry without R parity.
Let us emphasize that the seesaw mechanism or, more generally, the extension of the SM with
non-renormalizable terms, is the simplest explanation of neutrino masses. Models in which neutrino
masses are generated by new physics at low energy imply a much more dramatic departure from the SM.
Furthermore, the existence of seesaw masses is an unavoidable prediction of various extensions of the
SM. In contrast, many (but not all) of the low-energy mechanisms are introduced for the specific purpose
of generating neutrino masses.
8.2 The scale of new physics





It is straightforward to use the measured neutrino masses of Eq. (71) in combination with Eq. (73) to
estimate the scale of new physics that is relevant to their generation. In particular, if there is no quasi-
degeneracy in the neutrino masses, the heaviest of the active neutrino masses can be estimated:
mh = m3 ∼
√
∆m232 ≈ 0.05 eV. (74)
(In the case of inverted hierarchy, the implied scale is mh = m2 ∼
√
∆m232 ≈ 0.05 eV.) It follows that
the scale in the non-renormalizable terms (44) is given by




We should clarify two points regarding Eq. (75):
1. There could be some level of degeneracy between the neutrino masses. In such a case, Eq. (74) is
modified into a lower bound on m3 and, consequently, Eq. (75) becomes an upper bound on ΛNP.
2. It could be that the Zij of Eq. (44) are much smaller than 1. In such a case, again, Eq. (75) becomes
an upper bound on the scale of new physics.
On the other hand, in models of approximate flavour symmetries, there are relations between the
structures of the charged lepton and neutrino mass matrices that give, quite generically, Z33 & m2τ/v2 ∼
10−4. We conclude that the likely range for ΛNP is given by
1011 GeV . ΛNP . 1015 GeV . (76)
The estimates (75) and (76) are very exciting. First, the upper bound on the scale of new physics
is well below the Planck scale. This means that there is new physics in Nature which is intermediate
between the two known scales, the Planck scale, mPl ∼ 1019 GeV, and the electroweak breaking scale,
v ∼ 102 GeV.
Second, the scale ΛNP ∼ 1015 GeV is intriguingly close to the scale of gauge coupling unification.
Third, the range (76) for the scale of lepton number breaking is optimal for leptogenesis [40]
(for a recent review, see Ref. [41]). If (i) leptogenesis is generated by the decays of the lightest singlet
neutrino N1, and (ii) the masses of the singlet neutrinos are hierarchical, M1/M2,3...  1 , and (iii)
the temperature when leptogenesis occurs is high enough, TLG > 1012 GeV, so that flavour effects are







Given that Y obsB ∼ 9×10−11, and that YB ∼ 10−3ηN1 , where η . 1 is a washout factor, we must require
|N1 | & 10−7. Moreover, we havem3−m2 ≤
√
∆m232 ∼ 0.05 eV and therefore obtainM1 & 109 GeV.
Violating any of the three conditions will relax this bound, but typically not by more than about an order
of magnitude.
8.3 The flavour puzzle
In the absence of neutrino masses, there are 13 flavour parameters in the SM:
yt ∼ 1, yc ∼ 10−2, yu ∼ 10−5,
yb ∼ 10−2, ys ∼ 10−3, yd ∼ 10−4,
yτ ∼ 10−2, yµ ∼ 10−3, ye ∼ 10−6,
|Vus| ∼ 0.2, |Vcb| ∼ 0.04, |Vub| ∼ 0.004, sin δKM ∼ 1. (78)
These flavour parameters are hierarchical (their magnitudes span six orders of magnitude), and all but
two or three (the top Yukawa, the CP violating phase, and perhaps the Cabibbo angle) are small. The
unexplained smallness and hierarchy pose the SM flavour puzzle. Its solution may direct us to physics
beyond the Standard Model.
Several mechanisms have been proposed in response to this puzzle. For example, approximate
horizontal symmetries, broken by a small parameter, can lead to selection rules that explain the hierarchy
of the Yukawa couplings.
In the extension of the SM with three active neutrinos that have Majorana masses, there are nine
new flavour parameters in addition to those of Eq. (78). These are three neutrino masses, three lepton
mixing angles, and three phases in the mixing matrix. Of the nine new parameters, four have been
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measured: two mass-squared differences and two mixing angles [see Eq. (71)]. This adds significantly
to the input data on flavour physics and provides an opportunity to test and refine flavour models.
If neutrino masses arise from effective terms of the form of Eq. (44), then the overall scale of
neutrino masses is related to the scale ΛNP and, in most cases, does not tell us anything about flavour
physics. More significant information for flavour models can be written in terms of three dimensionless
parameters whose values can be read from Eq. (71), that is sin θ12, sin θ23 and
∆m221/|∆m232| = 0.030± 0.003. (79)
In addition, the upper bound on sin θ13 often plays a significant role in flavour model building.
There are several features in the numerical estimates (71) and (79) that have drawn much attention
and have driven numerous investigations:
(i) Large mixing and strong hierarchy: The mixing angle that is relevant to the 2–3 sector is
large, sin θ23 ∼ 0.7. On the other hand, if there is no quasi-degeneracy in the neutrino masses, the
corresponding mass ratio is small, m2/m3 ∼ 0.17. It is difficult to explain in a natural way a situation
where there is an O(1) mixing but the corresponding masses are hierarchical.
(ii) Two large and one small mixing angles: The mixing angles relevant to the 2–3 sector (sin θ23 ∼
0.7) and 1–2 sector (sin θ12 ∼ 0.55) are large, yet the 1–3 mixing angle is small (sin θ13 . 0.20). Such
a situation is, again, difficult—though not impossible—to explain from approximate symmetries. An
example of a symmetry that does predict such a pattern is that of Le–Lµ–Lτ . This symmetry predicts,
however, θ12 ' pi/4, which is experimentally excluded.
(iii) Maximal mixing: The value of θ23 is intriguingly close to maximal mixing (sin2 2θ23 = 1). It
is interesting to understand whether a symmetry could explain this special value.
(iv) Tribimaximal mixing: The mixing matrix (72) has a structure that is consistent with the fol-




























It is interesting to understand whether a symmetry could explain this special structure.
All four features enumerated above are difficult to explain in a large class of flavour models that
do very well in explaining the flavour features of the quark sector. In particular, models with Abelian
horizontal symmetries (Froggatt–Nielsen type [44]) predict that, in general, |Vub| ∼ |VusVcb|, |Vij | &
mi/mj (i < j) and V ∼ 1 [26, 45]. All of these are successful predictions. At the same time, however,
these models predict [46] that for the neutrinos, in general, |Uij |2 ∼ mi/mj and |Ue3| ∼ |Ue2Uµ3|, in
contradiction to, respectively, points (i) and (ii) above (and there is no way to make θ23 parametrically
close to pi/4). On the other hand, there exist very specific models where these features are related to a
symmetry.
It is possible, however, that the above interpretation of the results is wrong. Indeed, the data can
be interpreted in a very different way:
(v) No small parameters: The two measured mixing angles are larger than any of the quark mixing
angles. Indeed, they are both of order one. The measured mass ratio, m2/m3 & 0.16 is larger than any
of the quark and charged lepton mass ratios, and could be interpreted as an O(1) parameter (namely,
it is accidentally small, without any parametric suppression). If this is the correct way of reading the
data, the measured neutrino parameters may actually reflect the absence of any hierarchical structure
in the neutrino mass matrices [47]. The possibility that there is no structure—neither hierarchy, nor
degeneracy—in the neutrino sector has been called ‘neutrino mass anarchy’. An important test of this




same order, all three mixing angles are expected to be of order one. If experiments measure |Ue3| ∼ 0.1,
that is, close to the present bound, it can be argued that its smallness is accidental. The stronger the upper
bound on this angle becomes, the more difficult it will be to maintain this view.
Neutrino mass anarchy can be accommodated within models of Abelian flavour symmetries, if
the three lepton doublets carry the same charge. Indeed, consider a supersymmetric model with a
U(1)H symmetry that is broken by a single small spurion H of charge −1. Let us assume that the
three fermion generations contained in the 10-representation of SU(5) carry charges (2, 1, 0), while the
three 5¯-representations carry charges (0, 0, 0). (The Higgs fields carry no H charges.) Such a model
predicts 2H hierarchy in the up sector, H hierarchy in the down and charged lepton sectors, and anarchy
in the neutrino sector.
Exercise 12: The selection rule for this model is that a term in the superpotential that car-
ries H charge n ≥ 0 is suppressed by nH . Find the parametric suppression of the various entries in
Mu,Md,M`, and Mν . Find the parametric suppression of the mixing angles.
It would be nice if the features of quark mass hierarchy and neutrino mass anarchy can be traced
back to some fundamental principle or to a stringy origin (see, for example, Ref. [48]).
9 Conclusions
(i) Measurements of CP violating B-meson decays have established that the Kobayashi–Maskawa
mechanism is the dominant source of the observed CP violation.
(ii) Measurements of flavour-changingB-meson decays have established the the Cabibbo–Kobayashi–
Maskawa mechanism is a major player in flavour violation.
(iii) The consistency of all these measurements with the CKM predictions sharpens the new physics
flavour puzzle: If there is new physics at, or below, the TeV scale, then its flavour structure must
be highly non-generic.
(iv) Measurements of D0–D0 mixing imply that alignment by itself cannot solve the supersymmetric
flavour problem. The first two squark generations must be quasi-degenerate.
(v) Measurements of neutrino flavour parameters have not only not clarified the Standard Model
flavour puzzle, but actually deepened it. Whether they imply an anarchical structure, or a tribi-
maximal mixing, it seems that the neutrino flavour structure is very different from that of quarks.
(vi) If the LHC experiments, ATLAS and CMS, discover new particles that couple to the Standard
Model fermions, then, in principle, they will be able to measure new flavour parameters. Conse-
quently, the new physics flavour puzzle is likely to be understood.
(vii) If the flavour structure of such new particles is affected by the same physics that sets the flavour
structure of the Yukawa couplings, then the LHC experiments (and future flavour factories) may
be able to shed light also on the Standard Model flavour puzzle.
The huge progress in flavour physics in recent years has provided answers to many questions. At the
same time, new questions arise. We look forward to the LHC era for more answers and more questions.
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Appendices
A The CKM matrix
The CKM matrix V is a 3× 3 unitary matrix. Its form, however, is not unique:
(i) There is freedom in defining V in that we can permute between the various generations. This
freedom is fixed by ordering the up quarks and the down quarks by their masses, i.e., (u1, u2, u3) →
(u, c, t) and (d1, d2, d3)→ (d, s, b). The elements of V are written as follows:
V =
Vud Vus VubVcd Vcs Vcb
Vtd Vts Vtb
 . (A.1)
(ii) There is further freedom in the phase structure of V . This means that the number of physical
parameters in V is smaller than the number of parameters in a general unitary 3× 3 matrix which is nine
(three real angles and six phases). Let us define Pq (q = u, d) to be diagonal unitary (phase) matrices.
Then, if instead of using VqL and VqR for the rotation (21) to the mass basis we use V˜qL and V˜qR, defined
by V˜qL = PqVqL and V˜qR = PqVqR, we still maintain a legitimate mass basis since M
diag
q remains
unchanged by such transformations. However, V does change:
V → PuV P ∗d . (A.2)
This freedom is fixed by demanding that V has the minimal number of phases. In the three generation
case V has a single phase. (There are five phase differences between the elements of Pu and Pd and,
therefore, five of the six phases in the CKM matrix can be removed.) This is the Kobayashi–Maskawa
phase δKM which is the single source of CP violation in the quark sector of the Standard Model [1].
The fact that V is unitary and depends on only four independent physical parameters can be made
manifest by choosing a specific parametrization. The standard choice is [49]
V =
 c12c13 s12c13 s13e−iδ−s12c23 − c12s23s13eiδ c12c23 − s12s23s13eiδ s23c13
s12s23 − c12c23s13eiδ −c12s23 − s12c23s13eiδ c23c13
 , (A.3)
where cij ≡ cos θij and sij ≡ sin θij . The θij’s are the three real mixing parameters while δ is the
Kobayashi–Maskawa phase. It is known experimentally that s13  s23  s12  1. It is convenient to
choose an approximate expression where this hierarchy is manifest. This is the Wolfenstein parametriza-
tion, where the four mixing parameters are (λ,A, ρ, η) with λ = |Vus| = 0.23 playing the role of an
expansion parameter and η representing the CP violating phase [50, 51]:
V =
 1− 12λ2 − 18λ4 λ Aλ3(ρ− iη)−λ+ 12A2λ5[1− 2(ρ+ iη)] 1− 12λ2 − 18λ4(1 + 4A2) Aλ2
Aλ3[1− (1− 12λ2)(ρ+ iη)] −Aλ2 + 12Aλ4[1− 2(ρ+ iη)] 1− 12A2λ4
 . (A.4)
A very useful concept is that of the unitarity triangles. The unitarity of the CKM matrix leads to





















tb = 0. (A.7)
Each of these three relations requires the sum of three complex quantities to vanish and so can be geo-









Fig. A.1: Graphical representation of the unitarity constraint VudV ∗ub + VcdV ∗cb + VtdV ∗tb = 0 as a triangle in the
complex plane
term ‘unitarity triangle’ is usually reserved for the relation (A.7) only. The unitarity triangle related to
Eq. (A.7) is depicted in Fig. A.1.
The rescaled unitarity triangle is derived from (A.7) by (a) choosing a phase convention such that
(VcdV ∗cb) is real, and (b) dividing the lengths of all sides by |VcdV ∗cb|. Step (a) aligns one side of the triangle
with the real axis, and step (b) makes the length of this side 1. The form of the triangle is unchanged.
Two vertices of the rescaled unitarity triangle are thus fixed at (0,0) and (1,0). The coordinates of the
remaining vertex correspond to the Wolfenstein parameters (ρ, η). The area of the rescaled unitarity
triangle is |η|/2.




∣∣∣∣ = √ρ2 + η2, Rt ≡ ∣∣∣∣VtdVtbVcdVcb
∣∣∣∣ = √(1− ρ)2 + η2. (A.8)





























They are physical quantities and can be independently measured by CP asymmetries in B decays. It is
















The λ and A parameters are very well determined at present, see Eq. (37). The main effort in
CKM measurements is thus aimed at improving our knowledge of ρ and η:
ρ = 0.14+0.03−0.02, η = 0.35± 0.02. (A.11)
The present status of our knowledge is best seen in a plot of the various constraints and the final allowed
region in the ρ–η plane. This is shown in Fig. 2.
B CP violation in neutralB decays to final CP eigenstates
We define decay amplitudes of B (which could be charged or neutral) and its CP conjugate B to a
multiparticle final state f and its CP conjugate f as
Af = 〈f |H|B〉 , Af = 〈f |H|B〉 , Af = 〈f |H|B〉 , Af = 〈f |H|B〉 , (B.1)
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where H is the Hamiltonian governing weak interactions. The action of CP on these states introduces
phases ξB and ξf according to
CP |B〉 = e+iξB |B〉 , CP |f〉 = e+iξf |f〉 ,
CP |B〉 = e−iξB |B〉 , CP |f〉 = e−iξf |f〉 , (B.2)
so that (CP )2 = 1. The phases ξB and ξf are arbitrary and unphysical because of the flavour symmetry
of the strong interaction. If CP is conserved by the dynamics, [CP ,H] = 0, then Af and Af have the
same magnitude and an arbitrary unphysical relative phase
Af = e
i(ξf−ξB)Af . (B.3)
A state that is initially a superposition of B0 and B0, say
|ψ(0)〉 = a(0)|B0〉+ b(0)|B0〉 , (B.4)
will evolve in time acquiring components that describe all possible decay final states {f1, f2, . . .}, that
is,
|ψ(t)〉 = a(t)|B0〉+ b(t)|B0〉+ c1(t)|f1〉+ c2(t)|f2〉+ · · · . (B.5)
If we are interested in computing only the values of a(t) and b(t) (and not the values of all ci(t)), and
if the times t in which we are interested are much larger than the typical strong interaction scale, then
we can use a much simplified formalism [54]. The simplified time evolution is determined by a 2 × 2
effective Hamiltonian H that is not Hermitian, since otherwise the mesons would only oscillate and not
decay. Any complex matrix, such asH, can be written in terms of Hermitian matrices M and Γ as
H = M − i
2
Γ . (B.6)
M and Γ are associated with (B0, B0) ↔ (B0, B0) transitions via off-shell (dispersive) and on-shell
(absorptive) intermediate states, respectively. Diagonal elements of M and Γ are associated with the
flavour-conserving transitions B0 → B0 and B0 → B0 while off-diagonal elements are associated with
flavour-changing transitions B0 ↔ B0.
The eigenvectors ofH have well defined masses and decay widths. We introduce complex param-
eters pL,H and qL,H to specify the components of the strong interaction eigenstates, B0 and B0, in the
light (BL) and heavy (BH ) mass eigenstates:
|BL,H〉 = pL,H |B0〉 ± qL,H |B0〉 (B.7)
with the normalization |pL,H |2 + |qL,H |2 = 1. If either CP or CPT is a symmetry of H (independently
of whether T is conserved or violated) then M11 = M22 and Γ11 = Γ22, and solving the eigenvalue






M12 − (i/2)Γ12 . (B.8)
From now on we assume that CPT is conserved. If either CP or T is a symmetry ofH (independently of






∣∣∣∣ = 1 , (B.9)




The real and imaginary parts of the eigenvalues of H corresponding to |BL,H〉 represent their
masses and decay-widths, respectively. The mass difference ∆mB and the width difference ∆ΓB are
defined as follows:
∆mB ≡MH −ML, ∆ΓB ≡ ΓH − ΓL . (B.10)
Note that here ∆mB is positive by definition, while the sign of ∆ΓB is to be experimentally determined.
The average mass and width are given by




It is useful to define dimensionless ratios x and y:
x ≡ ∆mB
ΓB
, y ≡ ∆ΓB
2ΓB
. (B.12)
Solving the eigenvalue equation gives
(∆mB)2 − 14(∆ΓB)
2 = (4|M12|2 − |Γ12|2), ∆mB∆ΓB = 4Re(M12Γ∗12). (B.13)
All CP-violating observables inB andB decays to final states f and f can be expressed in terms of
phase-convention-independent combinations of Af , Af , Af , and Af , together with, for neutral-meson
decays only, q/p. CP violation in charged-meson decays depends only on the combination |Af/Af |,
while CP violation in neutral-meson decays is complicated by B0 ↔ B0 oscillations and depends,
additionally, on |q/p| and on λf ≡ (q/p)(Af/Af ).
For neutral D, B, and Bs mesons, ∆Γ/Γ  1 and so both mass eigenstates must be considered
in their evolution. We denote the state of an initially pure |B0〉 or |B0〉 after an elapsed proper time t as
|B0phys(t)〉 or |B0phys(t)〉, respectively. Using the effective Hamiltonian approximation, we obtain
|B0phys(t)〉 = g+(t) |B0〉 − q
p
g−(t)|B0〉,










ΓH t ± e−imLt− 12 ΓLt
)
. (B.15)
One obtains the following time-dependent decay rates:
dΓ[B0phys(t)→ f ]/dt
e−ΓtNf =
(|Af |2 + |(q/p)Af |2) cosh(yΓt) + (|Af |2 − |(q/p)Af |2) cos(xΓt)
+ 2Re((q/p)A∗fAf ) sinh(yΓt)− 2 Im((q/p)A∗fAf ) sin(xΓt) , (B.16)
dΓ[B0phys(t)→ f ]/dt
e−ΓtNf =
(|(p/q)Af |2 + |Af |2) cosh(yΓt)− (|(p/q)Af |2 − |Af |2) cos(xΓt)
+ 2Re((p/q)AfA∗f ) sinh(yΓt)− 2 Im((p/q)AfA∗f ) sin(xΓt) , (B.17)
where Nf is a common normalization factor. Decay rates to the CP-conjugate final state f are obtained
analogously, with Nf = Nf and the substitutions Af → Af and Af → Af in Eqs. (B.16) and (B.17).
Terms proportional to |Af |2 or |Af |2 are associated with decays that occur without any net B ↔ B
oscillation, while terms proportional to |(q/p)Af |2 or |(p/q)Af |2 are associated with decays following
a net oscillation. The sinh(yΓt) and sin(xΓt) terms of Eqs. (B.16) and (B.17) are associated with the
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interference between these two cases. Note that, in multi-body decays, amplitudes are functions of phase-
space variables. Interference may be present in some regions but not others, and is strongly influenced
by resonant substructure.
One possible manifestation of CP-violating effects in meson decays [55] is in the interference
between a decay without mixing, B0 → f , and a decay with mixing, B0 → B0 → f (such an effect
occurs only in decays to final states that are common to B0 and B0, including all CP eigenstates). It is
defined by







This form of CP violation can be observed, for example, using the asymmetry of neutral meson decays
into final CP eigenstates fCP
AfCP (t) ≡
dΓ/dt[B0phys(t)→ fCP ]− dΓ/dt[B0phys(t)→ fCP ]
dΓ/dt[B0phys(t)→ fCP ] + dΓ/dt[B0phys(t)→ fCP ]
. (B.20)
For ∆Γ = 0 and |q/p| = 1 (which is a good approximation for B mesons), AfCP has a particularly
simple form [56–58]:
Af (t) = Sf sin(∆mt)− Cf cos(∆mt),
Sf ≡ 2 Im(λf )1 + |λf |2 , Cf ≡
1− |λf |2
1 + |λf |2 . (B.21)
Consider the B → f decay amplitude Af , and the CP conjugate process B → f with decay
amplitude Af . There are two types of phases that may appear in these decay amplitudes. Complex
parameters in any Lagrangian term that contributes to the amplitude will appear in complex conjugate
form in the CP-conjugate amplitude. Thus their phases appear in Af and Af with opposite signs. In the
Standard Model, these phases occur only in the couplings of the W± bosons and hence are often called
‘weak phases’. The weak phase of any single term is convention dependent. However, the difference
between the weak phases in two different terms inAf is convention independent. A second type of phase
can appear in scattering or decay amplitudes even when the Lagrangian is real. Their origin is the possible
contribution from intermediate on-shell states in the decay process. Since these phases are generated by
CP-invariant interactions, they are the same in Af and Af . Usually the dominant rescattering is due to
strong interactions and hence the designation ‘strong phases’ for the phase shifts so induced. Again, only
the relative strong phases between different terms in the amplitude are physically meaningful.
The ‘weak’ and ‘strong’ phases discussed here appear in addition to the ‘spurious’ CP transforma-
tion phases of Eq. (B.3). Those spurious phases are due to an arbitrary choice of phase convention, and
do not originate from any dynamics or induce any CP violation. For simplicity, we set them to zero from
here on.
It is useful to write each contribution ai to Af in three parts: its magnitude |ai|, its weak phase φi,
and its strong phase δi. If, for example, there are two such contributions, Af = a1 + a2, we have
Af = |a1|ei(δ1+φ1) + |a2|ei(δ2+φ2),
Af = |a1|ei(δ1−φ1) + |a2|ei(δ2−φ2). (B.22)
Similarly, for neutral meson decays, it is useful to write




Each of the phases appearing in Eqs. (B.22) and (B.23) is convention dependent, but combinations such
as δ1 − δ2, φ1 − φ2, φM − φΓ and φM + φ1 − φ1 (where φ1 is a weak phase contributing to Af ) are
physical.
In the approximations that only a single weak phase contributes to decay, Af = |af |ei(δf+φf ), and
that |Γ12/M12| = 0, we obtain |λf | = 1 and the CP asymmetries in decays to a final CP eigenstate f
[Eq. (B.20)] with eigenvalue ηf = ±1 are given by
AfCP (t) = Im(λf ) sin(∆mt) with Im(λf ) = ηf sin(φM + 2φf ). (B.24)
Note that the phase so measured is purely a weak phase, and no hadronic parameters are involved in the
extraction of its value from Im(λf ).
C Supersymmetric contributions to neutral meson mixing







1j , where K
u is the mixing matrix of the gluino couplings to left-handed up quarks and
their up squark partners. (In the language of the mass insertion approximation, we calculate here the
contribution that is ∝ [(δuLL)12]2.) We work in the mass basis for both quarks and squarks.
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We now follow the discussion in Refs. [21, 24]. To see the consequences of the super-GIM mech-
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q) + · · · ,(C.4)
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(p2 − m˜2g)2(p2 − m˜2q)n−2
, (C.5)
and similarly for I˜4ij . Note that In ∝ (m˜2q)n−2 and I˜n ∝ (m˜2q)n−3. Thus, using x ≡ m˜2g/m˜2q , it is
customary to define
In ≡ i(4pi)2(m˜2q)n−2
fn(x), I˜n ≡ i(4pi)2(m˜2q)n−3
f˜n(x). (C.6)

















1j ) = 0. (C.7)
We learn that the terms that are proportional f4, f˜4, f5, and f˜5 vanish in their contribution to M12. When
δm˜2i  m˜2q for all i, the leading contributions to M12 come from f6 and f˜6. We learn that for quasi-
degenerate squarks, the leading contribution is quadratic in the small mass-squared difference. The
functions f6(x) and f˜6(x) are given by
f6(x) =
6(1 + 3x) lnx+ x3 − 9x2 − 9x+ 17
6(1− x)5 ,
f˜6(x) =
6x(1 + x) lnx− x3 − 9x2 + 9x+ 1
3(1− x)5 . (C.8)
For example, with x = 1, f6(1) = −1/20 and f˜6 = +1/30; with x = 2.33, f6(2.33) = −0.015 and
f˜6 = +0.013.
To further simplify things, let us consider a two generation case. Then




2(m˜22 − m˜21)2. (C.9)














For example, for x = 1, 11f˜6(x) + 4xf6(x) = +0.17. For x = 2.33, 11f˜6(x) + 4xf6(x) = +0.003.
D Neutrino flavour transitions
D.1 Neutrinos in vacuum
Neutrino oscillations in vacuum [59] arise since neutrinos are massive and mix. In other words, the
neutrino state that is produced by electroweak interactions is not a mass eigenstate. The weak eigenstates
να (α = e, µ, τ denotes the charged lepton mass eigenstates and their neutrino doublet-partners) are
linear combinations of the mass eigenstates νi (i = 1, 2, 3):
|να〉 = U∗αi|νi〉. (D.1)
After travelling a distance L (or, equivalently for relativistic neutrinos, time t), a neutrino originally
produced with a flavour α evolves as follows:




It can be detected in the charged-current interaction να(t)N ′ → `βN with a probability










We follow the analysis of Ref. [38]. We use the standard approximation that |ν〉 is a plane wave, |νi(t)〉 =









whereEi andmi are, respectively, the energy and the mass of the neutrino mass eigenstate. Furthermore,
we can assume that pi ' pj ≡ p ' E. Then, we obtain the following transition probability:





Re (UαiU∗βiU∗αjUβj) sin2 xij , (D.5)
where xij ≡ ∆m2ijL/(4E), ∆m2ij = m2i −m2j , and L = t is the distance between the source (that is,
the production point of να) and the detector (that is, the detection point of νβ). In deriving Eq. (D.5) we












and amplitude that is proportional to elements of the mixing matrix. Thus, in order to have oscillations,
neutrinos must have different masses (∆m2ij 6= 0) and they must mix (UαiUβi 6= 0).
An experiment is characterized by the typical neutrino energy E and by the source-detector dis-
tance L. In order to be sensitive to a given value of ∆m2ij , the experiment has to be set up with
E/L ≈ ∆m2ij (L ∼ Losc0,ij). The typical values of L/E for different types of neutrino sources and
experiments are summarized in Table D.1.
Table D.1: Characteristic values of L and E for various neutrino sources and experiments.
Experiment L (m) E (MeV) ∆m2 (eV2)
Solar 1010 1 10−10
Atmospheric 104–107 102–105 10−1–10−4
Reactor 102–103 1 10−2–10−3
KamLAND 105 1 10−5
Accelerator 102 103–104 & 10−1
Long-baseline accelerator 105–106 104 10−2–10−3
If (E/L)  ∆m2ij (L  Losc0,ij), the oscillation does not have time to give an appreciable effect
because sin2 xij  1. The case of (E/L)  ∆m2ij (L  Losc0,ij) requires more careful consideration.
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One must take into account that, in general, neutrino beams are not monochromatic. Thus, rather than
measuring Pαβ , the experiments are sensitive to the average probability





Re (UαiU∗βiU∗αjUβj) 〈sin2 xij〉. (D.8)
For L  Losc0,ij , the oscillation phase goes through many cycles before the detection and is averaged to
〈sin2 xij〉 = 1/2.
For a two-neutrino case,
Pαβ = δαβ − (2δαβ − 1) sin2 2θ sin2 x. (D.9)
For averaged oscillations we get, for example,
Pee = 1− 12 sin
2 2θ. (D.10)
For a recent careful derivation of the oscillation formulae, see Ref. [60].
D.2 Neutrinos in matter
When neutrinos propagate in dense matter, the interactions with the medium affect their properties.
These effects are either coherent or incoherent. For purely incoherent ν–p scattering, the characteristic











The smallness of this cross-section is demonstrated by the fact that if a beam of 1010 neutrinos with
E ∼ 1 MeV was aimed at Earth, only one would be deflected by the Earth’s matter. It may seem then
that for neutrinos matter is irrelevant. However, one must take into account that Eq. (D.11) does not
contain the contribution from forward elastic coherent interactions. In coherent interactions, the medium
remains unchanged and it is possible to have interference of scattered and unscattered neutrino waves
which enhances the effect. Coherence further allows one to decouple the evolution equation of neutrinos
from the equations of the medium. In this approximation, the effect of the medium is described by an
effective potential which depends on the density and composition of the matter [61].
Consider, for example, the effective potential for νe induced by its charged-current interactions















Two examples that are relevant to observations are the following:
– At the Earth’s core ρ ∼ 10 g/cm3 and V ∼ 10−13 eV.
– At the solar core ρ ∼ 100 g/cm3 and V ∼ 10−12 eV.
Consider a state that is an admixture of two neutrino species, |νe〉 and |νa〉 or, equivalently, |ν1〉

























2 + 4EVe −∆m2 cos 2θ ∆m2 sin 2θ
∆m2 sin 2θ m21 +m
2




with ∆m2 = m22 −m21.
We define the instantaneous mass eigenstates in matter, νmi , as the eigenstates of Mw for a fixed











cos θm sin θm












+ E(Ve + Va)∓ 12
√
(∆m2 cos 2θ −A)2 + (∆m2 sin 2θ)2, (D.17)
while the mixing angle in matter is given by
tan 2θm =
∆m2 sin 2θ
∆m2 cos 2θ −A, (D.18)
where
A ≡ 2E(Ve − Va). (D.19)
The instantaneous mass eigenstates νmi are, in general, not energy eigenstates: they mix in the
evolution. The importance of this effect is controlled by the relative size of 4Eθ˙m(t) with respect
to µ22(t) − µ21(t). When the latter is much larger than the first, νmi behave approximately as energy
eigenstates and do not mix during the evolution. This is the adiabatic transition approximation. The
adiabaticity condition reads
µ22(t)− µ21(t) 2EA∆m2 sin 2θ
∣∣∣A˙/A∣∣∣ . (D.20)















where θp is the mixing angle at the production point. For the case of two-neutrino mixing, Eq. (D.21)
takes the form
Pee(t) = cos2 θp cos2 θ + sin2 θp sin2 θ +
1
2

















[1 + cos 2θp cos 2θ]. (D.24)
The relative importance of the MSW matter term [A of Eq. (D.19)] and the kinematic vacuum
oscillation term in the Hamiltonian [the off-diagonal term in Eq. (D.15)] can be parametrized by the
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quantity βMSW, which represents the ratio of matter to vacuum effects (see, for example, Ref. [63]).







The quantity βMSW is the ratio between the oscillation length in matter and the oscillation length in













Here µe is the electron mean molecular weight (µe ≈ 0.5(1 + X), where X is the mass fraction of
hydrogen) and ρ is the total density. If βMSW . cos 2θ, the survival probability corresponds to vacuum







(βMSW < cos 2θ, vacuum). (D.27)
If βMSW > 1, the survival probability corresponds to matter-dominated oscillations [see Eq. (D.24)],
Pee = sin2 θ (βMSW > 1, MSW). (D.28)
The survival probability is approximately constant in either of the two limiting regimes, βMSW < cos 2θ
and βMSW > 1. There is a strong energy dependence only in the transition region between the limiting
regimes.
For the Sun, Ne(R) = Ne(0) exp(−R/r0), with r0 ≡ R/10.54 = 6.6 × 107 m = 3.3 ×
1014 eV−1. Then, the adiabaticity condition for the Sun reads
(∆m2/eV2) sin2 2θ
(E/MeV) cos 2θ
 3× 10−9. (D.29)
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Abstract
The topics discussed in this lecture include general properties of neutrinos in
the Standard Model, the theory of neutrino masses and mixings (Dirac and
Majorana), neutrino oscillations both in vacuum and in matter, an overview
of the experimental evidence for neutrino masses and of the prospects in neu-
trino oscillation physics. We also briey review the relevance of neutrinos in
leptogenesis and in beyond-the-Standard-Model physics.
1 Neutrinos in the Standard Model
The LEP era established the validity of the Standard Model (SM) with an accuracy below the per cent
level. The SM is based on the gauge group SU(3)×SU(2)×UY (1) that is spontaneously broken to the
subgroup SU(3)color × U(1)em. All the fermions of the SM fall into irreducible representations of this
group with the quantum numbers summarized in Table 1 [1].
Neutrinos are the most elusive particles of this table. They do not carry electromagnetic or colour
charge, but only the weak charge under the spontaneously broken subgroup. For this reason they are
extremely weakly interacting, since their interactions are mediated by massive gauge bosons.
The history of neutrinos goes back to W. Pauli who postulated the existence of the electron neutrino
in an attempt to restore energymomentum conservation in β decay, but he did so with great regret: I
have done a terrible thing, I have postulated a particle that cannot be detected. Fortunately Pauli was
wrong, not only have neutrinos been detected but they have been extremely useful in establishing the two
most striking features of Table 1: the left-handedness of the weak interactions (the leftright asymmetry
of the table) and the family structure (the three-fold repetition of the same representations).
In the SM only the left-handed elds carry the SU(2) charge, where by left-handed we denote the
negative chirality component (i.e., eigenstate of γ5 with eigenvalue −1) of the fermion eld [1]:















For relativistic fermions (i.e., massless), it is easy to see that the chiral projectors are equivalent to the












where the helicity operator Σ = s·p|p| measures the component of the spin in the direction of the spatial
momentum. Therefore for massless fermions only the left-handed states (with the spin pointing in the
opposite direction to the momentum) carry SU(2) charge. This is not inconsistent with Lorenzt invari-
ance, since for a fermion travelling at the speed of light, the helicity is the same in any reference frame.
In other words, the helicity operator commutes with the Hamiltonian for a massless fermion and is thus
a good quantum number.
The discrete symmetry under CPT (charge conjugation, parity, and time reversal), which is a basic
building block of any Lorenzt invariant and unitary eld theory, requires that for any left-handed fermion,
there exists a right-handed antiparticle, with opposite charge, but the right-handed particle state may not
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Fig. 1: Kinematics of pion decay
exist. This is precisely what happens with neutrinos in the SM. Since only the left-handed states carry
charge and their masses were compatible with zero when the SM was established, they were postulated
to be Weyl fermions: i.e., a left-handed particle and a right-handed antiparticle.
Under parity, a left-handed particle state transforms into a right-handed particle state, thus the
left-handedness of the weak interactions implies a maximal violation of parity, which is nowhere more
obvious than in the neutrino sector, where the reection of a SM neutrino in a mirror is nothing.
The weak current is therefore V −A since it only couples to the left elds: Ψ¯LγµΨL = Ψ¯γµ(1−
γ5)/2Ψ. This structure is clearly seen in the kinematics of weak decays involving neutrinos, such as the
classic example of pion decay to eνe or µνµ. In the limit of vanishing electron or muon mass, this decay is
forbidden, because the spin of the initial state is zero and thus it is impossible to conserve simultaneously
momentum and angular momentum if the two recoiling particles must have opposite helicities, as shown
in Fig. 1. Thus the ratio of the decay rates to electrons and muons, in spite of the larger phase space in






Another profound consequence of the chiral nature of the weak interaction is anomaly cancella-
tion. The chiral coupling of fermions to gauge elds leads generically to inconsistent gauge theories due
to chiral anomalies: if any of the diagrams depicted in Fig. 2 is non-vanishing, the weak current is con-
served at tree level but not at one loop, implying a catastrophic breaking of gauge invariance. Anomaly
cancellation is the requirement that all these diagrams vanish, which imposes strong constraints on the
hypercharge assignments of the fermions in the SM, which are miraculously satised:
GGB︷ ︸︸ ︷∑
i=quarks










3 − (Y Ri )3 = 0 , (3)
where Y L/Ri are the hypercharges of the left/right components of the fermionic eld i, and the triangle







Fig. 2: Triangle diagrams that can give rise to anomalies. W,B,G are the gauge bosons associated to the
SU(2), UY (1), SU(3) gauge groups, respectively, and g is the graviton
Fig. 3: Z0 resonance from the ALEPH experiment at LEP. Data are compared to the case of Nν = 2, 3 and 4
Concerning the family structure, we know, thanks to neutrinos, that there are exactly three families
in the SM. An extra SM family with quarks and charged leptons so heavy that they remain unobserved
would also have massless neutrinos that would have been produced in Z 0 decay, modifying its width,
which has been measured at LEP with an impressive precision, as shown in Fig. 3. This measurement
excludes any number of standard neutrino families different from three [2]:
Nν = 2.984 ± 0.008. (4)
2 Neutrino masses and mixings
When the SM was invented, there were only upper limits on the neutrino masses so these were con-
jectured to be zero. The direct limit on neutrino masses comes from the precise measurement of the
end-point of the lepton energy spectrum in weak decays, which gets modied if neutrinos are massive.
In particular the most stringent limit is obtained from tritium β-decay for the electron neutrino:









Fig. 4: Effect of a neutrino mass in the end-point of the lepton energy spectrum in β decay
Figure 4 shows the effect of a neutrino mass in the end-point electron energy spectrum in this decay. The
functional form of this curve is K(Ee) ∝
√
(E0 −Ee)((E0 −Ee)2 −m2ν)1/2. The best limit has been
obtained by the Mainz and Troitsk experiments [3]:
mνe < 2.2 eV (Mainz), mνe < 2.1 eV (Troitsk) , (6)
both at 95% CL. The direct limits on the other two neutrino masses are much weaker. The best limit on
the νµ mass (mνµ < 170 keV [4]) was obtained from the end-point spectrum of the decay pi+ → µ+νµ,
while that on the ντ mass was obtained at LEP (mντ < 18.2 MeV [5]) from the decay τ → 5piντ .
As we shall see, there is now strong evidence that neutrinos are indeed massive, although ex-
tremely light, below the stringent bound of Eq. (6).
Neutrino masses can be easily accommodated in the SM. A massive fermion necessarily has two
states of helicity, since it is always possible to reverse the helicity of a state that moves at a slower speed
than light by looking at it from a boosted reference frame. In fact a mass can be thought of as the strength
of the coupling between the two helicity states:
m ψLψR + h.c. (7)
In order to include such a coupling in the SM for the neutrinos we need to identify the neutrino right-
handed state, which in the SM is absent. It turns out there are two ways to proceed:
Dirac massive neutrinos
We can enlarge the SM by adding a set of three right-handed neutrino states, which would be singlets
under SU(3)×SU(2)×UY (1), but coupled to matter just through the neutrino masses. This coupling has
to be of the Yukawa type to preserve the gauge symmetry in such a way that the masses are proportional
to the vacuum expectation value of the Higgs eld, v, exactly like for the remaining fermions [1]:
λν LL Φ˜ νR + h.c. → mν = λν v, (8)
where LL = (νL lL) is the lepton doublet and Φ˜ is the scalar doublet that gets a vacuum expectation
value 〈Φ˜〉 = (v 0). There are two important consequences of proceeding in this way. Firstly there is a
new hierarchy problem in the SM to be explained: why neutrinos are much lighter than the remaining
leptons, even those in the same family (see Fig. 5). Secondly, lepton number, L, which counts the number
of leptons minus that of antileptons, remains an exactly conserved global symmetry at the classical level
1
, just as baryon number, B, is.
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Fig. 6: Majorana coupling of the light neutrinos to the Higgs field
Majorana massive neutrinos
For neutral particles, Majorana realized that one can get rid of half of the degrees of freedom in a massive
Dirac spinor in a Lorenzt-invariant way by identifying the right-handed state with the antiparticle of the
left-handed state:
νR → (νL)c = Cν¯TL = Cγ0ν∗L, (9)
where C is the operator of charge conjugation in spinor space.
Neutrinos are the only particles for which this possibility is compatible with charge conservation,
because they are charged only under the spontaneously broken subgroup of the SM and thus a Majorana




T Φ˜ LL + h.c. , (10)
where an energy scale, M , has been introduced for dimensional reasons, so that the coupling αν is






If the scale M is much higher than the electroweak scale v, a strong hierarchy between the neutrino and
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Fig. 7: Neutrino masses in the see-saw model
2.1 See-saw models
It is interesting to consider the simplest example to explain the origin of the scale M in the Majorana
masses. This is the famous see-saw model of Gell-Mann, Ramond, Slansky, and Yanagida [6]. In this
model, the Majorana effective interaction of Eq. (10) results from the interchange of very heavy right-
handed Majorana neutrinos, as depicted in Fig. 7. The SM Lagrangian is enlarged with the terms
δLνY = L¯Lλ˜ν Φ˜ NR +
1
2
NTRC MR NR + h.c. , (12)
that is a Yukawa coupling of the lepton doublet and the heavy singlets plus a Majorana mass term for the

















When v ¿MR, the diagonalization of the mass matrix can be done in perturbation theory:











To second order we nd:
UTMU =






− vMR λ˜Tν 1
)
. (15)





and three heavy ones (N ′R ' NR − vMR λ˜Tν νL) with the mass matrix MR.




















The one with lowest dimension is the one we obtained from symmetry arguments in Eq. (10).











Fig. 8: A neutrino beam from pi+ decay (νµ) could interact in the magnetized detector producing a µ+ only if
neutrinos are Majorana
 The new physics scale M in Eq. (10) is simply related to the masses of the heavy Majorana






As we shall see, data imply there is at least one mν ≥ 0.05 eV. If λ˜ν ∼ O(1), then
v < MR ∼ 1015 GeV < MPlanck, (20)
and the masses are close to the typical Grand Unication (GUT) scale.
 In order to give non-vanishing masses to all the three left-handed neutrinos, the number of Majo-








NL −NR zero modes.
2.2 Majorana versus Dirac
The consequences of the SM neutrinos being massive Majorana particles are profound:
 A new physics scale M must exist and is accessible in an indirect way through neutrino masses.
 Lepton number is not conserved: a Majorana mass violates the conservation of all the charges
carried by the fermion, including the global charges such as lepton number. As we shall see in
Section 6, the dynamics associated to the scale M could be responsible for the generation of the
baryon asymmetry in the Universe.
 The anomaly cancellation conditions x all the hypercharges (i.e., there is only one possible choice
for the hypercharges that satises Eqs. (3)), which implies that electromagnetic charge quantization
is the only possibility in a eld theory with the same matter content as the SM.
It is clear that establishing the Majorana nature of neutrinos is of great importance. In principle
there are very clear signatures, such as the one depicted in Fig. 8, where a νµ beam from pi+ decay is
intercepted by a detector. In the Dirac case, the interaction of neutrinos on the detector via a charged
current interaction will produce a µ− in the nal state. If neutrinos are Majorana, a wrong-sign muon
in the nal state is also possible. Unfortunately the rate for µ+ production is suppressed by mν/E in
amplitude with respect to the µ−. For example, for Eν = O(1) GeV and mν ∼ O(1) eV the cross-
section for this process will be roughly 10−18 times the usual CC neutrino cross-section, which means it
is impossible to detect.
The best hope of observing a rare process of this type seems to be the search for neutrinoless




Table 2: Present bounds from various neutrinoless double-beta-decay experiments
Experiment Nucleus |mee|
Heidelberg-Moscow I 76Ge < 0.341.1 eV(90% CL) [7]
Heidelberg-Moscow II 76Ge 0.20.6 eV [8]
CUORICINO 120Te < 0.21.1 eV(90% CL) [9]
NEMO-3 100Mo < 0.62 eV(90% CL) [10]
double-beta decay depicted on the left of Fig. 9, which has been observed to take place with a lifetime of
T2β2ν > 10191021 years.

















where mee is the 11 entry in the neutrino mass matrix in the avour basis. In spite of the suppression in
the neutrino mass (over the energy of this proccess), the neutrinoless mode has a larger phase factor than





109 T−12β2ν , (22)
which could be observable for neutrino masses in the eV range. Several experiments have set stringent























Fig. 9: 2β decay: normal (left) and neutrinoless (right)
2.3 Neutrino mixing
Generically, neutrino masses imply neutrino mixing [11,12], because the Yukawa couplings need not be
avour diagonal:



























Fig. 10: Quark and lepton mixing
Instead, in the mass eigenbasis for all the leptons, the charged weak couplings are not diagonal, in
complete analogy with the quark avour sector (see Fig. 10):







R + h.c. (25)












L + h.c. (26)
The number of parameters that are in principle observable in the lepton mixing matrix (VMNS for
Dirac and V˜MNS for Majorana) can easily be computed by counting the number of independent real and
imaginary elements of the Yukawa matrices and eliminating those that can be absorbed in eld rede-
nitions. The allowed eld redenitions are the unitary rotations of the elds that leave the Lagrangian
invariant in the absence of lepton masses, but are not symmetries of the full Lagrangian when lepton
masses are included.
In the Dirac case, it is possible to rotate independently the left-handed lepton doublet, together
with the right-handed charged leptons and neutrinos, that is U(n)3, for a generic number of families n.
However, this includes total lepton number which remains a symmetry of the massive theory and thus
cannot be used to reduce the number of physical parameters in the mass matrix. The parameters that can
be absorbed in eld redenitions are thus the parameters of the group U(n)3/U(1) (that is 3(n2−n)2 real,
3(n2+n)−1
2 imaginary).
In the case of Majorana neutrinos, there is no independent right-handed neutrino eld, nor is lepton
number a good symmetry. Therefore the number of eld redenitions is the number of parameters of the
elements in U(n)2 (that is n2 − n real and n2 + n imaginary).
The resulting real physical parameters are the mass eigenstates and the mixing angles, while the
resulting imaginary parameters are CP-violating phases. All this is summarized in Table 3. Dirac and
Majorana neutrinos differ only in the number of observables phases. For three families (n = 3), there is
just one Dirac phase and three in the Majorana case.
A standard parametrization of the mixing matrices is given by
VMNS =
1 0 00 c23 s23
0 −s23 c23
 c13 0 s130 1 0
−s13 0 c13
 c12 s12eiδ 0−s12eiδ c12 0
0 0 1
 (27)
V˜MNS = VMNS(θ12, θ13, θ23, δ)




The fact that neutrinos are such weakly interacting particles allows them to have coherence over very




Table 3: Number of real and imaginary parameters in the Yukawa matrices, of those that can be absorbed in field
redefinitions. The difference between the two is the number of observable parameters: the lepton masses (m),
mixing angles (θ), and phases (φ).
Yukawas Field redenitions No. m No. θ No. φ












Majorana λl, αTν = αν U(n)2















Fig. 11: Neutrino oscillations
density of ρ = 7.9 g/cm3, has a mean free path l ∼ 1σρ ∼ 4× 1016 metres ∼ 4 light-years.
Neutrinos are necessarily produced in a avour eigenstate, that is, in a precise combination of the
mass eigenstates, which are the true eigenstates of the free Hamiltonian. After some distance L, where
neutrinos have evolved freely, the mass eigenstate components in the original avour state get different
phases and, as a result, there is a non-zero probability that the avour measured at L is a different
one [11], as shown in Fig. 11.
There has been a lot of discussion about what is the rigorous way to dene such a transition proba-
bility. This is not straightforward because, in quantum eld theory (which is required since neutrinos are
relativistic), we are used to considering processes in which there is no knowledge of the position in space
or time where the interaction took place, and it is then a good approximation to consider asymptotic
states that are simply plane waves, with well-dened energymomentum. In this case this is not pos-
sible, because we must distinguish the macroscopic distance that separates the source of neutrinos and
the detector. This implies that it cannot be a good approximation to consider asymptotic states of well-
dened momentum at least in the direction between source and detector. This fact has often confused the
derivation and even led to incorrect results.
Let us consider that neutrinos are produced as wave packets localized around the source position













= k2 +m2j , since the state being asymptotic must be on-shell and Vαj is the mixing matrix.
The wave packets fj(k) depend on the production process (uncertainty in momentum of the initial states,
kinematics), but we do not need to know the exact form. For example we can consider a Gaussian:




We expect that, neglecting neutrino masses, the wave packets are the same for all the mass eigenstates:
fi(k) ∼ f(k) +O (mi/|k|) ∼ e−(k−q)2/(2σ2) . (31)
Let us forget about the proper normalization of the state for the time being. Let us consider that the
neutrino produced is moving in the direction of a detector located at some distance down the beam line L
in the zˆ direction (therefore q = (0, 0, qz)), where we want to measure the avour of the state in Eq. (29).














Note that we measure neither the time of the measurement nor the spatial xˆ and yˆ components, so we
can integrate over them:
P (να → νβ) ∼
∫













m2i + k2z + k2x + k2y −
√
m2j + k′z





Up to exponentially small terms and neglecting effects of O(mi/|k|) everywhere else than in the phase
factor (where they are enhanced by L), we obtain












2|kz | , (35)
where ∆m2ji = m2i −m2j .
Now, we have to care about the normalization. The simplest way to compute it is by requiring that
the probability be one if α = β in the case of zero or equal neutrino masses (i.e., ∆m2ji = 0). Doing this
we nally obtain






























2|qz | , (36)
where in the last equality we have assumed that the phase factor does not change very much in the
range of momenta of the wave packet, so that it can be taken out of the integral. The probability for the
avour transition is thus a periodic function of the distance between source and detector, hence the name
neutrino oscillations rst described by Pontecorvo [11].
Dening W jkαβ ≡ [VαjV ∗βjV ∗αkVβk] and using the unitarity of the mixing matrix, we can rewrite the
probability in the more familiar way:

































E ν = 2GeV   θ=pi/4   ∆ m =0.003eV
22
Fig. 12: Two-family oscillation probability as a function of the neutrino energy at fixed baseline of L = 730 km










where the ± refers to neutrinos/antineutrinos and |q| = |qz| ' Eν .
We refer to an appearance or disappearance oscillation probability when the initial and nal
avours are different (α 6= β) or the same (α = β), respectively. Note that oscillation probabilities
show the expected GIM suppression of any avour changing process: they vanish if the neutrinos are
degenerate.
In the simplest case of two-family mixing, the mixing matrix depends on just one mixing angle:
VMNS =
(
cos θ sin θ
− sin θ cos θ
)
, (39)
and there is only one mass square difference ∆m2. The oscillation probability of Eq. (38) simplies to
the well-known expression





, α 6= β . (40)
The probability is the same for neutrinos and antineutrinos because there are no imaginary entries in the
mixing matrix. It is a sinusoidal function of the distance between source and detector, with a period
determined by the oscillation length:




which is proportional to the neutrino energy and inversely proportional to the neutrino mass square differ-
ence. The amplitude of the oscillation is determined by the mixing angle. It is maximal for sin2 2θ = 1
or θ = pi/4. This oscillation probability as a function of the neutrino energy and the baseline is shown
in Fig. 12
It is important to stress that there is an intrinsic limit to coherence, since the size of the wave
packet is non-zero. Indeed the last equality of Eq. (36) requires that the phase factor varies slowly in the
range of momenta of the wave packet. This condition is not satised when L becomes too large. The










that is the phase factor changes by 2pi when the momentum in the zˆ direction varies within one σ from
the central value, where σ is the width of the wave packet in momentum space [see Eq. (30)] When the
baseline satises L À LD, neutrinos do not oscillate because the phase factor averages to zero all the
terms with i 6= j in Eq. (36). The avour transition probability then becomes independent of L:
P (να → νβ) =
∑
i
|VαiVβi|2 = 2 cos2 θ sin2 θ = 12 sin
2 2θ. (43)
In practice, the smearing in L and Eν produces the same effect. When LÀ Losc, the oscillations are so
fast that any real experiment will measure the average:
〈P (να → νβ)〉 = 12 sin
2 2θ, (44)
which is exactly the same result as in the case of no coherence.
Note that the ‘smoking gun’ for neutrino oscillations is not the avour transition, which can occur
in the presence of neutrino mixing without oscillations, but the peculiar L/Eν dependence. An idealized
experiment looking for neutrino oscillations should then be able to tell avour on one hand and should
be performed at a baseline such that L ∼ Losc(Eν) in order to observe the oscillatory pattern, which
measures the neutrino mass square difference. Note that neutrino oscillations are not sensitive to the
absolute mass scale though.
3.1 Matter effects
When neutrinos propagate in matter (Earth, Sun, etc.), the amplitude for their propagation is modied
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Since the medium is not polarized, the expectation value of the electron current is simply the number
density of electrons:
〈e¯γµPLe〉unpol.medium = δµ0Ne. (46)
Including also the neutral current interactions in the same way, the effective Hamiltonian for neutrinos
in the presence of matter is



















where Nn is the number density of neutrons. The matter potential in the center of the Sun is Ve ∼
10−11 eV and in the Earth Ve ∼ 10−13 eV. In spite of these tiny values, these effects are non-negligible
in neutrino oscillations.
The plane wave solutions to the modied Dirac equation satisfy a different dispersion relation and,
as a result, the phases of neutrino oscillation phenomena change. The new dispersion relation becomes
E − Vm −Mν = (±|p| − Vm) 1
E +Mν − Vm (±|p| − Vm) h = ±, (49)
where h = ± indicate the two helicity states and we have neglected effects of O(VMν). This is a
reasonable approximation since mν À Vm. For the positive energy states we then have
E > 0 E2 = |p|2 +M2ν + 4EVm h = − E2 = |p|2 +M2ν , h = +, (50)
while for the negative energy ones Vm → −Vm and h→ −h.
The effect of matter can be simply accommodated in an effective mass matrix:
M˜2ν = M
2
ν ± 4EVm. (51)
The effective mixing matrix V˜MNS is the one that takes us from the original avour basis to that which
diagonalizes this effective mass matrix:m˜21 0 00 m˜22 0
0 0 m˜23
 = V˜ †MNS
M2ν ± 4E
Ve 0 00 Vµ 0
0 0 Vτ
 V˜MNS. (52)
Note that the number of physical parameters is the same but the effective mixing angles and masses
depend on the energy.
3.2 Neutrino oscillations in constant matter





∆m2 cos 2θ ∓ 2√2GFENe
)2








+ (∆m2 sin 2θ)2, (54)
where the sign ∓ corresponds to neutrinos/antineutrinos. The corresponding oscillation amplitude has a
resonance [13, 14], when the neutrino energy satises
√
2GF Ne ∓ ∆m
2
2E
cos 2θ = 0 ⇒ sin2 2θ˜ = 1 ∆m˜2 = ∆m2 sin 2θ. (55)
The oscillation amplitude is therefore maximal independently of the value of the vacuum mixing angle.
We also note that
 oscillations vanish at θ = 0, because the oscillation length becomes innite for θ = 0;
 the resonance is only there for ν or ν¯ but not both;
 the resonance condition depends on the sign(∆m2 cos 2θ):
resonance observed in ν → sign(∆m2 cos 2θ) > 0,




3.3 Neutrino oscillations in variable matter
In the Sun the density of electrons is not constant. However, if the variation is sufciently slow, the
eigenstates of Heff change slowly with the density and we can assume that the neutrino produced in
a local eigenstate remains in the same eigenstate along the trajectory. This is the so-called adiabatic
approximation.
Let us suppose that neutrinos are crossing the Sun. We consider here two-family mixing for
simplicity. At any point in the trajectory, it is possible to diagonalize the Hamiltonian xing the matter
density to that at the given point. The resulting eigenstates can be written as
|ν˜1〉 = |νe〉 cos θ˜ − |νµ〉 sin θ˜, (56)
|ν˜2〉 = |νe〉 sin θ˜ + |νµ〉 cos θ˜. (57)
Neutrinos are produced close to the centre x = 0 where the electron density, Ne(0), is very large. Let us
suppose that it satises
2
√
2GFNe(0)À ∆m2 cos 2θ. (58)
Then the diagonalization of the mass matrix at this point gives
θ˜ ' pi
2
⇒ |νe〉 ' |ν˜2〉 (59)
in such a way that an electron neutrino is mostly the second mass eigenstate. When neutrinos exit the
Sun, at x = R¯, the matter density falls to zero, Ne(R¯) = 0, and the local effective mixing angle is the
one in vacuum, θ˜ = θ. If θ is small, the eigenstate ν˜2 is mostly νµ according to Eq. (57).
Therefore an electron neutrino produced at x = 0 is mostly the eigenstate ν˜2, but this eigenstate
outside the Sun is mostly νµ. There is maximum νe → νµ conversion if the adiabatic approximation is a
good one. This is the famous MSW effect [13, 14]. The evolution of the eigenstates is shown in Fig. 13:
the MSW effect would occur when there is a level crossing in the absence of mixing. The conditions for
this to happen are







 Adiabaticity: the splitting of the levels is large compared to energy injected in the system by the







|∇ logNe(r)| > γmin > 1, (61)
where ∇ = ∂/∂r.




















γmin2E∇ logNe cos 2θsin2 2θ
)
. (63)
For example, taking Ne(r) = Nc exp(−r/R0), R0 = R¯/10.54, Nc = 1.6 × 1026 cm−3, E = 1 MeV,













Fig. 13: Evolution of the eigenstates as a function of the distance to the centre of the Sun
Fig. 14: MSW triangle: in the region between the two lines the resonance and adiabaticity conditions are both
satisfied for neutrinos of energy 1 MeV
As we shall see, the decit of electron neutrinos coming from the Sun has been interpreted in
terms of an MSW effect in neutrino propagation in the Sun. Before the recent experiments SNO and
KamLAND that we shall discuss in Section 4.1, there were several solutions possible inside the expected





Fig. 15: Neutrino oscillation solutions to the solar neutrino deficit in year 2000 (taken from Ref. [15])
4 Evidence for neutrino oscillations
Nature has been kind enough to provide us with two natural sources of neutrinos (the Sun and the at-
mosphere) where neutrino avour transitions have been observed in a series of ingenious experiments
that started back in the 1960s with the pioneering experiment of R. Davies. This effort has already been
rewarded with the Nobel prize of 2002.
4.1 The solar puzzle
The Sun is an intense source of neutrinos produced in the chain of nuclear reactions that burn hydrogen
into helium:
4p −→ 4He + 2e+ + 2νe. (64)
The expected spectral ux of νe in the absence of oscillations is shown in Fig. 16. The prediction of
this ux obtained by J. Bahcall and collaborators [16] is the result of a detailed simulation of the solar
interior and has been improved over many years. It is the so-called standard solar model (SSM).
Neutrinos coming from the Sun have been detected with several experimental techniques that
have a different neutrino energy threshold as indicated in Fig. 16. On the one hand, the radiochemical
techniques, used in the experiments Homestake (chlorine, 37Cl) [17], Gallex/GNO [18] and Sage [19]
(using gallium, 71Ga, and germanium, 71Ge, respectively), can count the total number of neutrinos with
a rather low threshold (Eν > 0.81 MeV in Homestake and Eν > 0.23 MeV in Gallex and Sage), they
cannot get any information on the directionality, the energy of the neutrinos, nor the time of the event.
On the other hand, Kamiokande [20] pioneered a new technique to observe solar neutrinos using water
Cherenkov detectors. The signal comes from elastic neutrino scattering on electrons (ES), νe + e− →
νe + e−, that can be observed from the Cherenkov radiation emitted by the recoiling electrons. These
are real-time experiments that provide information on the directionality and the energy of the neutrinos




Fig. 16: Spectrum of solar neutrinos. The different bands indicate the threshold of the different detection tech-
niques.
higher, ≥ 5 MeV. All these experiments have consistently observed a number of solar neutrinos between
1/3 and 1/2 of the number expected in the SSM and for a long time this was referred to as the solar
neutrino problem or decit.
The progress in this eld over the past ten years has been enormous culminating in a solution to
this puzzle that no longer relies on the predictions of the standard solar model.
There have been three milestones.
1998: SuperKamiokande [21] measured the solar neutrino decit with unprecedented precision.
Furthermore the measurement of the direction of the events demonstrated that the neutrinos measured
denitely come from the Sun: the left plot of Fig. 17 shows the distribution of the events as a function
of the zenith angle of the Sun. A seasonal variation of the ux is expected since the distance between
the Earth and the Sun varies seasonally. The right plot of Fig. 17 shows that the measured variation is in
perfect agreement with that expectation. If the decit of νe in the Sun is interpreted in terms of neutrino
oscillations, two very important observables to discriminate between different solutions are the spectral
distribution of the events shown in the left plot of Fig. 18, which shows a rather at spectrum, and the
day/night asymmetry. The latter is important because neutrinos arriving from the Sun at night have to
cross the Earth and some of the possible solutions are such that matter effects in neutrino propagation in
the Earth are relevant. The analysis of solar data in year 2000 in terms of neutrino oscillations of the νe
into some other type indicated a number of possible solutions as shown in Fig. 15.
2001: The SNO experiment [22] measured the ux of solar neutrinos using the three reactions:
(CC) νe + d→ p+ p+ e− Ethres > 5 MeV (65)
(NC) νx + d→ p+ n+ νx x = e, µ, τ Ethres > 2.2 MeV (66)
(ES) νe + e− → νe + e− Ethres > 5 MeV (67)
Since the CC reaction is only sensitive to electron neutrinos, while the NC one is sensitive to all the types
that couple to the Z0 boson, the comparison of the uxes measured with both reactions can establish if


















































Fig. 17: Left: distribution of solar neutrino events as a function of the zenith angle of the Sun. Right: seasonal





















Fig. 18: Left: Distribution of the solar neutrino events as a function of the electron energy. Right: Day–night
distribution of the solar neutrino events in SuperKamiokande.
uxes measured by the three reactions by SNO are
φCC = 1.67(9) × 106 cm−2s−1, φNC = 5.54(48) × 106 cm−2s−1, φES = 1.77(26) × 106 cm−2s−1.
(68)
These measurements demonstrate that the Sun shines (νµ, ντ ) about two times more than it shines
νe, which constitutes the rst direct demonstration of avour transitions in the solar ux! Furthermore
the NC ux that measures all active species in the solar ux, is compatible with the total νe ux expected
according to the SSM as shown in Fig. 19.
The post-SNO global ts of all solar data shown in Fig. 20 (left) in terms of neutrino oscillations
are quite different from those in Fig. 15. Of all the possible solutions, only the one at the largest mixing
angle and mass square difference survives, the famous LMA solution.
2002: The solar oscillation is conrmed with reactor neutrinos in the KamLAND experiment [24].
This is 1kton of liquid scintillator which measures the ux of reactor neutrinos produced in a cluster of
nuclear plants around Kamioka. The average distance is 〈L〉 = 175 km. Neutrinos are detected via
inverse β-decay which has a threshold energy of about 2.6 MeV:































Fig. 19: Flux of νµ and ντ versus the flux of νe in the solar neutrino flux as measured from the three reactions
observable in the SNO experiment. The dashed band shows the prediction of the SSM, which agrees perfectly with




















Fig. 20: Left: Analysis of all solar data in terms of neutrino oscillations. Right: Analysis including also Kam-
LAND data (from Ref. [22]).
The fortunate circumstance that
〈Eν(1 MeV)〉/L(100 km) ∼ 10−5 eV2 (70)
is in the range indicated by solar data, and that the expected mixing angle is large, implies that a large de-
pletion of the expected antineutrino ux (which is known to a few per cent accuracy) should be observed
together with a signicant energy dependence.
Figure 21 shows the latest KamLAND results [25] for the spectral distribution of events as well
as as a function of the ratio Eν/L. They have recently lowered the energy threshold and have sensitivity
to geoneutrinos. The measurements of geoneutrinos could have important implications in geophysics.
Concerning the sensitivity to the oscillation parameters, Fig. 22 shows the present determination of
the solar oscillation parameters from KamLAND and other solar experiments. The precision in the
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Fig. 21: Spectral distribution of the ν¯e events in KamLAND (left) and Eν/L dependence (right). The data are














































Fig. 22: Analysis of all solar and KamLAND data in terms of oscillations (from Ref. [25])
Last year new data was presented by a new solar neutrino experiment Borexino [26]. It is the
lowest-threshold real-time solar neutrino experiment and the only one that could measure the ux of the
monocromatic 7Be neutrinos:
Φ(7Be) = 5.08(25) × 109 cm−2s−1 .
The relevance of Borexino is illustrated in Fig. 23. The result is in agreement with the oscillation inter-
pretation of other solar and reactor experiments and it adds further information to disfavour alternative




Fig. 23: Comparison of solar neutrino fluxes measured by the different experiments before Borexino (left) and
after (right). Presented by the Borexino Collaboration at Neutrino 2008.
In summary, solar neutrino experiments have made fundamental discoveries in particle physics
and are now becoming useful for other applications, such as a precise understanding of the Sun and the
Earth.
4.2 Atmospheric neutrino anomaly
Neutrinos are also produced in the atmosphere when primary cosmic rays impinge on it producing K,pi
that subsequently decay. The uxes of such neutrinos can be predicted within a 1020% accuracy to be
those in the left plot of Fig. 24.
Clearly, atmospheric neutrinos are an ideal place to look for neutrino oscillation since the Eν/L
span several orders of magnitude, with neutrino energies varying from a few hundred MeV to 103 GeV
and distances between production and detection varying from 10104 km, as shown in Fig. 25 (right).
Many of the uncertainties in the predicted uxes cancel when the ratio of muon to electron events
is considered. The rst indication of a problem was found when a decit was observed precisely in this
ratio by several experiments: Kamiokande [28], IMB [29], Soudan2 [30], Macro [31].
In 1998, SuperKamiokande claried to a large extent the origin of this anomaly [32]. This experi-
ment can distinguish muon and electron events, measure the direction of the outgoing lepton (the zenith
angle with respect to the Earth’s axis) which is correlated to that of the neutrino ( the higher the energy
the higher the correlation), in such a way that they could measure the variation of the ux as a function
of the distance travelled by the neutrinos. Furthermore, they considered different samples of events:
sub-GeV (lepton with energy below 1 GeV) ), multi-GeV (lepton with energy above 1 GeV), together
with stopping and through-going muons that are produced on the rock surrounding Superkamiokande.
The different samples correspond to different parent neutrino energies as can be seen in Fig. 25 (left).
The number of events for the different samples as a function of the zenith angle of the lepton are shown
in Fig. 26.
While the electron events observed are in agreement with predictions, a large decit of muon
events was found with a strong dependence on the zenith angle: the decit was almost 50% for those
events corresponding to neutrinos coming from below cos θ = −1, while there is no decit for those
coming from above. The quality of the t to the neutrino oscillation hypothesis νµ → ντ is shown in
the plot. The perfect t to the oscillation hypothesis is rather non-trivial given the sensitivity of this
measurement to the Eν (different samples) and L (zenith angle) dependence. The signicance of the
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Fig. 24: Comparison of the predictions of different Monte Carlo simulations of the atmospheric neutrino fluxes
averaged over all directions (left) and of the flux ratios (νµ + ν¯µ)/(νe + ν¯e), νµ/ν¯µ, and νe/ν¯e (right). The solid
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Fig. 25: Left: Parent neutrino energies of the different samples considered in Superkamiokande: sub-GeV, multi-








-1 -0.5 0 0.5 1
Sub-GeV e-like


























-1 -0.5 0 0.5 1
Sub-GeV µ-like













-1 -0.5 0 0.5 1
Sub-GeV µ-like











































-1 -0.8 -0.6 -0.4 -0.2 0
cosθ
Upward through-going µ
Fig. 26: Zenith angle distribution for fully-contained single-ring e-like and µ-like events, multi-ring µ-like events,
partially contained events, and upward-going muons. The points show the data and the solid lines show the Monte








































Fig. 27: Ratio of the data to the non-oscillated Monte Carlo events (points) with the best-fit expectation for 2-
flavour νµ ↔ ντ oscillations (solid line) as a function of Eν/L (from Ref. [34]).
Appropriate neutrino beams to search for the atmospheric oscillation can easily be produced at
accelerators if the detector is located at a long baseline of a few hundred kilometres, since
|∆m2atmos| ∼
Eν(110 GeV)
L(102103 km) . (71)
A conventional neutrino beam is produced from protons hitting a target and producing pi and K:
p → Target→ pi+,K+ → νµ(%νe, ν¯µ, ν¯e) (72)
νµ → νx . (73)
Those of a selected charge are focused and are left to decay in a long decay tunnel producing a neutrino
beam of mostly muon neutrinos (or antineutrinos) with a contamination of electron neutrinos of a few
per cent. The atmospheric oscillation can be established by studying, as a function of the energy, either
the disappearance of muon neutrinos or, if the energy of the beam is large enough, the appearance of τ
neutrinos.
There are three such conventional beams: KEKKamioka (L = 235 km), FermilabSoudan (L =
730 km), CERNGran Sasso (L = 730 km). The latter being the only one sensitive to ντ appearance.
The K2K experiment at Kamioka has already presented a positive signal for νµ disappearance [35],
conrming the atmospheric oscillation. Their result is shown in Fig. 28. More recently also the MINOS
experiment has presented a positive result as shown in Fig. 29.
4.3 Reactor experiments in the atmospheric range
Experiments that look for the disappearance of reactor ν¯e at an Eν/L ∼ ∆m2atmos have also been per-
formed [3638]. The most sensitive of these has been Chooz [38]. No disappearance of ν¯e was observed,
which excludes the parameter range shown in Fig. 30. Although SuperKamiokande had already estab-
lished that atmospheric νe/ν¯e do not seem to oscillate in the atmospheric range, the sensitivity of Su-
perKamiokande to this oscillation turns out to be much worse than that of Chooz because of the presence
of electron and muon neutrinos in the atmospheric ux. It is in the context of three-neutrino mixing that














Fig. 28: Distribution of νµ events in K2K as a function of the reconstructed neutrino energy (from Ref. [35])
Fig. 29: Left: Ratio of measured to expected (in absence of oscillations) neutrino events in MINOS as a function of
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Fig. 30: Range of oscillation parameters for the oscillation ν¯e → ν¯x excluded by the Chooz data (from Ref. [38])
4.4 LSND
Finally, an accelerator experiment, LSND, has found an appearance signal that could be interpreted in
terms of neutrino avour transitions [39]. They observed a surplus of electron events in a muon neutrino
beam from pi+ decaying in ight (DIF) and a surplus of positron events in a neutrino beam from µ+
decaying at rest (DAR). The interpretation of this data in terms of neutrino oscillations gives the range
shown by a coloured band in Fig. 31:
pi+ → µ+ νµ
νµ → νe DIF (28± 6/10 ± 2)
µ+ → e+νeν¯µ
ν¯µ → ν¯e DAR (64± 18/12 ± 3) .
Part of this region was already excluded by the experiment KARMEN [40] that has unsuccessfully
searched for ν¯µ → ν¯e in a similar range.
In 2006 the rst results from MiniBOONE were presented. This experiment was designed to
search for νµ → νe transitions in the region of the LSND signal. They did not nd conrmation of
LSND as shown in Fig. 31.
4.5 Three-neutrino mixing
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Fig. 31: Range of parameters for the oscillation νµ → νe that could explain LSND data and those excluded by
MiniBOONE (from Ref. [41])
Clearly the mixing of the three standard neutrinos νe, νµ, ντ can only explain two of the anomalies, so
the explanation of the three sets of data would require the existence of a sterile ν species, since only three
light neutrinos can couple to the Z0 boson.
The existence of extra light sterile neutrinos could accommodate a third splitting, but all such
scenarios give a very poor t to all data.
It is now the standard scenario to consider three-neutrino mixing dropping the LSND result. The
two independent neutrino mass square differences are assigned to the solar and atmospheric ones:
∆m213 = m
2
3 −m21 = ∆m2atmos, ∆m212 = m22 −m21 = ∆m2Sun . (75)
With this convention, the mixing angles θ23 and θ12 in the parametrization of Eq. (28) correspond approx-
imately to the ones measured in atmospheric and solar oscillations, respectively. This is because solar
and atmospheric anomalies approximately decouple as independent 2-by-2 mixing phenomena thanks
to the hierarchy between the two mass splittings, |∆m2atmos| À |∆m2Sun|, on the one hand and the
fact that the angle θ13, which measures the electron component of the third mass eigenstate element
sin θ13 = (VMNS)e3, is small.
To see this, let us rst consider the situation in which Eν/L ∼ ∆m213. We can thus neglect the
solar mass square difference in front of the atmospheric one and Eν/L. The oscillation probabilities
obtained in this limit are given by


















Only two angles enter these formulae: θ23 and θ13. The latter is the only one that enters the disappearance
probability for νe in this regime:









This is precisely the measurement of the Chooz experiment. Therefore the result of Chooz constrains the
angle θ13 to be unobservably small.
If θ13 is set to zero in Eq. (78), the only probability that survives is the νµ → ντ one, which has
the same form as a 2-family mixing formula Eq. (40) if we identify
(∆m2atmos, θatmos)→ (∆m213, θ23) . (80)
Instead, if Eν/L ∼ ∆m212, the atmospheric oscillation is too rapid and gets averaged out. The
survival probability for electrons in this limit is given by
P (νe → νe) ' c413
(






Again it depends only on two angles, θ12 and θ13, and in the limit in which the latter is zero, the survival
probability measured in solar experiments has the form of two-family mixing if we identify
(∆m2Sun, θSun)→ (∆m212, θ12) . (82)
The results that we have shown of solar and atmospheric experiments have been analysed in terms of
2-family mixing. The previous argument indicates that when ts are done in the context of 3-family
mixing nothing changes very much, thanks to the strong constrain set by Chooz on θ13.
Figure 32 shows the result of a recent global analysis of all data for the different parameters. The
2σ limits are
θ23 = 36.9◦ − 51.3◦ θ12 = 32.3◦ − 37.8◦ θ13 < 10.3◦
∆m212 = 7.66(35) × 10−5 eV2 ∆m223 = 2.38(27) × 10−3 eV2 . (83)
In summary, all the data, except LSND, can be explained if the neutrino spectrum has a structure
as shown in Fig. 33. The neutrino mixing matrix is approximately given by
|VMNS| '
0.770.86 0.50.63 0.0.220.220.56 0.440.73 0.570.80
0.210.55 0.400.71 0.590.82
 , (84)
and we do not know anything about the phases (δ, α1, α2). Note the striking difference between this
mixing matrix and the CKM matrix which is approximately diagonal:
VCKM '
 1 O(λ) O(λ3)O(λ) 1 O(λ2)
O(λ3) O(λ2) 1
 λ ∼ 0.2. (85)
The main features are
 Large mixing angles, in particular one is close to maximal.
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Fig. 33: Possible neutrino spectra consistent with solar and atmospheric data
5 Prospects in neutrino physics
After the next generation of neutrino experiments that are under construction, we shall probably still be
far from having complete knowledge of the neutrino mass matrix. There remain several fundamental
questions to be answered:
1. Are neutrinos Dirac or Majorana particles?
2. Is total lepton number conserved or violated?
3. What is the absolute neutrino mass scale? Is it a new physics scale?
4. What is the neutrino mass spectrum: i.e., ∆m2atmos > or < 0 ?
5. Is there CP violation in the lepton sector?
6. What is the value of θ13?
The best hope of addressing the rst three questions lies in more precise experiments searching for
neutrinoless double-β decay, measuring the end-point of β decay as well as cosmological measurements.
Figure 34 shows the present constraints on the combination of parameters that is directly measured in
2β0ν experiments:
mββ ≡ |mee| = |c213(m1c212 +m2eiα1s212) +m3eiα2s213| , (86)
and in cosmology:
Σ ≡ m1 +m2 +m3 . (87)
The cosmological data included in this t is only that from the cosmic microwave background (CMB).
Note that a lot of information on mββ is already provided by neutrino oscillation experiments. If
the hierarchy is inverse (m3 ¿ m1,m2 ∼
√
|∆m2atmos|), there is a lower bound on mββ ≥ 10−2 eV, as
shown by the red (I.H.) band. Instead, if the hierarchy is normal, m3 ∼
√
|∆m2atmos| À m1,m2, there is
no lower bound because neither θ13 nor m1 is bounded from below, as shown by the blue (N.H.) band.
The horizontal band shows the controversial claim of a positive signal [8].
A plethora of forthcoming experiments that will improve these constraints are under construction.
KATRIN [44] is an experiment to measure the spectrum of tritium β decay that is expected to


















to about 0.2 eV, which is an improvement of one order of magnitude with respect to the present limit in
Eq. (6). Concerning 0νββ [45] the next step of several experiments using different detector techniques
(CUORE, EXO, GENIUS, Majorana, etc.) is to reach the level of precision of mββ ∼ 0.1 eV, which




Fig. 34: Present constraints on mββ and Σ from neutrino experiments and CMB data (from Ref. [43])
to improve this precision by another order of magnitude reaching the 10−2 eV level, which could be
sufcient to explore the full parameter space in the case of the inverse hierarchy. The measurement of a
non-zero mββ would not only prove that neutrinos are Majorana and that lepton number is violated, but
might give the best determination of the lightest neutrino mass, and even help in establishing the neutrino
mass hierarchy.
Concerning cosmology, it is quite impressive that the sensitivity to the neutrino matter component
of the Universe has already reached the eV range. Further signicant improvements are expected in the
near future (e.g., by PLANCK) that can push present limits by at least one order of magnitude.
Concerning the last three fundamental questions above, they can be studied in more precise neu-
trino oscillation experiments in the atmospheric range (i.e., 〈Eν〉/L ∼ ∆m2atmos) optimized to measure
the subleading transitions involving νe. In particular, νe ↔ νµ and ν¯e ↔ ν¯µ are the so-called golden
measurements [46], while the νe ↔ ντ and ν¯e ↔ ν¯τ , being experimentally more challenging, are the
silver ones [47].
5.1 CP violation in neutrino oscillations
As in the quark sector, the mixing matrix of three neutrinos has CP violating phases. The so-called Dirac
phase, δ, induces CP violation in neutrino oscillations, that is a difference between P (να → νβ) and
P (ν¯α → ν¯β), for α 6= β. As we saw in the general expression of Eq. (38), CP violation is possible if
there are imaginary entries in the mixing matrix that make Im[W jkαβ ≡ [UαjU∗βjU∗αkUβk] 6= 0. By CPT,
disappearance probabilities cannot violate CP however, because under CPT
P (να → νβ) = P (ν¯β → ν¯α) , (89)
so in order to observe a CP or T-odd asymmetry the initial and nal avour must be different, α 6= β:
ACPαβ ≡
P (να → νβ)− P (ν¯α → ν¯β)
P (να → νβ) + P (ν¯α → ν¯β) , A
T
αβ ≡
P (να → νβ)− P (νβ → να)




In the case of 3-family mixing it is easy to see that the CP(T)-odd terms in the numerator are the same
for all transitions α 6= β:
ACP(T)-oddνανβ =











As expected, the numerator is GIM suppressed in all the ∆m2ij and all the angles, because if any of them
is zero, the CP-odd phase becomes unphysical.
In order to maximize this asymmetry, it is necessary to perform experiments in the atmospheric
range 〈Eν〉/L ∼ ∆m2atmos, so that the GIM suppression is minimized. In this case, only two small pa-
rameters remain in the CP-odd terms: the solar splitting, ∆m2Sun (i.e., small compared to the other scales,
∆m2atmos and 〈Eν〉/L), and the angle θ13. The asymmetry is then larger in the subleading transitions:
νe → νµ(ντ ), because the CP-even terms in the denominator are also suppressed by the same small
parameters. Indeed a convenient approximation for the νe ↔ νµ transitions is obtained expanding to































≡ P inter, (92)
where J˜ ≡ c13 sin 2θ13 sin 2θ12 sin 2θ23. This approximate formula is obtained as an expansion to
second order in the parameters θ13 and ∆m2Sun. The rst term corresponds to the atmospheric oscillation,
the second one is the solar one and there is an interference term which has the information on the phase
δ. Depending on the value of θ13, it is possible that the atmospheric term dominates over the other two,
in such a way that the CP-even terms are suppressed in θ213, or if it is the solar term that dominates,
the suppression is in (∆m2Sun)2. The asymmetries in these two regimes show therefore the following
dependence on the small parameters:








P solar ' P atmos → ACP,Tνeνµ(ντ ) = O(1) . (93)
Therefore asymmetries in the subleading transitions are expected to be rather large, specially when the
solar and atmospheric terms are comparable.
In contrast, the asymmetries in the leading νµ → ντ transition in the atmospheric range are much
smaller, because the CP-even terms are unsuppressed in each of the two small parameters. The difference
between the neutrino and antineutrino oscillation probabilities for the leading and subleading channels
are shown in Fig. 35.
5.2 The neutrino spectrum
The oscillation probabilities in matter can also be approximated by an expansion to second order in the




Fig. 35: Comparison of the νe ↔ νµ/ν¯e ↔ ν¯µ (left) and νµ ↔ ντ /ν¯µ ↔ ν¯τ (right) oscillation probabilities for





















































This formula shows a resonant enhancement of the atmospheric term in the the neutrino or antineutrino
oscillation probability (depending on the sign of ∆m213) channel when
2EνA ∼ |∆m213| . (96)
Considering the electron number density in the Earth, the resonant energy is Eν ∼ 1020 GeV. This
resonance is illustrated in Fig. 36, which shows the νe → νµ oscillation probability for neutrinos and
antineutrinos, as a function of the baseline, for neutrino energy constrained to the rst atmospheric
peak, i.e., Eν/L = |∆m213|/2pi. The difference between the neutrino and anti-neutrino oscillation
probabilities induced by matter effects becomes comparable to that due to maximal CP-violation for
L = O(1000) km. This is approximately the baseline where matter effects and CP violation can both be
measured simultaneously. At much longer distances, matter effects completely hide CP-violation effects
and vice versa.
5.3 The measurement of θ13 and δ
5.3.1 Theoretical challenge
In the future, we shall face the challenge of extracting simultaneously θ13, δ and also the hierarchy from
the measurement of the oscillation probabilities νµ ↔ νe and ν¯µ ↔ ν¯e. This turns out to be non-
trivial even in principle, because of the existence of degeneracies [48]. In fact, at xed Eν , L there are
generically two solutions for (θ13, δ) that give the same probabilities for neutrinos and antineutrinos.
This is due to the periodicity in δ: if the equiprobability curves for neutrinos and antineutrinos on
the plane (θ13, δ) cross at one point (at the true solution), they must cross at least once more as shown in
Fig. 37.
The fake solution has a strong dependence on the ratio Eν/L in vacuum.
Normally neutrino beams are not monochromatic, so Eν/L is not xed. If we consider as the
measurement the integrated signals (after integrating in energy the probability × ux × cross section),
the same argument holds and a fake solution appears generically although it has a more complicated
dependence on 〈Eν〉 and L.
Besides, the fact that other oscillation parameters will also not be known at the time of this mea-




Fig. 36: P (νe → νµ) and P (ν¯e → ν¯µ) as a function of the baseline L in kilometres, at a neutrino energy
Eν/L = |∆m213|/2pi and for θ13 = 8◦ and δ = 0 (solid) and 90◦ (dashed)
also bias the extraction of θ13 and δ leading to additional fake solutions, the so-called eight-fold degen-
eracy [49].
Several strategies for resolving these degeneracies have been proposed. Given the energy de-
pendence of the fake solutions, it is very useful to have a detector with good neutrino energy resolution.
Figure 38 shows the oscillation probability as a function of the neutrino energy for some values of (θ13, δ)
with that corresponding to the fake solution (θ fake13 (〈Eν〉/L), δfake(〈Eν〉/L)). The curves cross at 〈Eν〉
but differ quite signicantly at other energies.
Another possibility is to consider performing several experiments with differing 〈Eν〉/L or with
different matter effects.
Finally, the measurement of other oscillation probabilities beside the golden one can help. For
example, if a precise measurement of the disappearance probability for νe is done in the atmospheric
range, with an improved Chooz-type experiment, this could provide a measurement of θ13 that does not
depend on δ at all [50].
Similarly, if we combine the golden measurement with the silver one: νe → ντ and ν¯e → ν¯τ , the
fake solutions can be excluded [47].
5.3.2 Experimental challenge
The challenge is to measure for the rst time the small subleading transitions νe ↔ νµ and ν¯e ↔ ν¯µ with
〈Eν〉/L ∼ |∆m2atmos|. The need to be above the muon threshold implies that rather long baselines are





Fig. 37: Equiprobability curves Pνeνµ(Eν/L, θ13, δ) = Meas1 and Pν¯eν¯µ(Eν/L, θ13, δ) = Meas2 on the plane
(θ13, δ). They generically cross at two points: the true solution (θ13, δ) and a fake one.
Fig. 38: Oscillation probability for neutrinos and antineutrinos as a function of the energy, for some true values of



































Fig. 39: Energy of the proposed future neutrino oscillation experiments: Nufact, β-beam, superbeams (T2K and
NOvA) and reactors. The atm and solar black bands correspond to the first atmospheric and solar oscillation peaks,
respectively.
5.3.3 Future reactor experiments
Reactor neutrinos have an energy in the range of MeV and therefore can only look at the disappearance
channel ν¯e → ν¯e. It has been pointed out before that reactor neutrinos have provided the most stringent
limit on the angle θ13. A future upgrade of this type of experiments is possible, by increasing the detector
size and reducing the systematics by intercepting the beam with both a near and a far detector. The
experiment Double-Chooz is under construction and expects to reach a sensitivity limit of sin2 2θ13 ≥
0.03, with the advantage that being a disappearance measurement, there is no ambiguity due to the CP
phase δ or any other parameter.
5.3.4 Future superbeam experiments
Neutrino beams produced at accelerators have already been constructed to measure the disappearance of
νµ in the atmospheric range (K2K and MINOS), as well as the apperance channel νµ → ντ (OPERA).
As we have seen, these experiments have conrmed the leading atmospheric oscillation, but they will
improve the sensitivity to the unknowns very little.
These conventional beams result from the decay of pions and kaons produced from an intense
proton beam that hits a target. They are thus mostly νµ (or ν¯µ depending on the polarity) with a per cent
contamination of νe. Neutrino beams of this type but with much higher intensity, the so-called super-
beams, could be obtained with new megawatt proton sources, however, the sensitivity to the subleading
transition νµ → νe is limited by systematics. Not only can the avour and spectral composition of these
beams not be determined with good accuracy, but the irreducible background of νe is the limiting factor.
One way to reduce this background is to use an off-axis conguration. Pion decay kinematics implies
that a detector located off-axis intercepts a beam with a much better dened energy, and this allows the




Fig. 40: Possible layout of a CERN-based Neutrino Factory complex
Two projects using off-axis superbeams are being pursued. The rst one is T2K in Japan [51],
that is expected to start taking data in 2009. It will use the SuperKamiokande detector to intercept a
beam produced in J-PARC, which corresponds to a baseline of 295 km. If sin2 2θ13 ≥ 0.010.02, an
appearance of νe will be observed, although the experiment will have no sensitivity to CP violation nor to
the mass hierarchy. The second project is NOvA in the USA [52]. The NUMI beam at Fermilab will be
intercepted off-axis by a new detector located 810 km away. It is expected to reach a similar sensitivity
to θ13 as T2K, but if sin2 2θ13 ≥ 0.05, the comparison of the ν and ν¯ appearance signals could provide
the rst determination of the neutrino hierarchy.
5.3.5 Neutrino factory and β beams
The measurement of leptonic CP violation will probably require a further step. New ideas to obtain
neutrino beams with reduced systematics have been actively discussed in recent years. At the Neutrino
Factory (NF) [53] neutrinos are produced from µ+ or µ− which are accelerated to some reference energy
and are allowed to decay in a storage ring with long straight sections (see Fig. 40). Subleading transitions
can be searched for by looking for wrong-sign muons in a massive magnetized detector:
µ− → e− νµ ν¯e ;
ν¯e → ν¯µ → µ+
νµ → νµ → µ−. (97)
A similar situation is found in the case of the β beam (BB) [54]. This is a neutrino beam obtained
from boosted radioactive ions, such as 1810Ne or 6He
++
, which are accelerated and circulated in a storage
ring where they decay, producing a pure νe or ν¯e beam, respectively (see Fig. 41):
6He++ → 63Li+++ e− ν¯e
ν¯e → ν¯µ → µ+ (98)
18
10Ne→ 189F− e+ νe
νe → νµ → µ−.
The golden transition can be searched for in this case by counting muons. It is not necessary to measure




















Fig. 41: Possible layout of a CERN-based β beam
The neutrino uxes νe and ν¯e at the NF or BB can be known with a very good accuracy, since they
are easily obtained from the number of muons or ions decaying in the storage ring and the well-known



















(1− y)2 − y2e , (100)
and y = Eν2γE0 , ye = me/E0, g(ye) ≡ 160
{√








Nβ are the muons or ions decaying per year. Note that both uxes increase with the γ factor of the parent
particle as γ2.
These uxes are shown in Fig. 42 for two standard setups for the NF and the BB. Although the
uxes at the neutrino factory are larger by at least one order of magnitude, the need to magnetize the
detector in the NF is a big limitation to how massive it can be in practice. In the case of the β beam no
magnetization is needed, which opens the possibility to use very massive water Cherenkov detectors, like
those that have been proposed to improve the limits on proton decay and to study supernova neutrinos
[55].
In both the Neutrino Factory and the β-beam designs, the energy of the parent muon or ion (which
is proportional to the average neutrino energy) can be optimized within a rather large range, since this is
xed by the acceleration scheme that is part of the machine design. Once the energy is xed, the baseline
is also xed by the atmospheric oscillation length. This optimization is, however, a complex problem
because there are often contradicting requirements in the maximization of the intensity, the minimiza-
tion of backgrounds, having useful spectral information, measuring the silver channel in addition to the
golden one, having sizeable matter effects, etc. This optimization was done for the NF some years ago
and a muon energy of a few tens of GeV and a baseline of a few thousand kilometres is considered a
reference setup [46]. For the BB, a scenario with a neutrino beam of a few GeV and distances of a few




Fig. 42: Left: νe and ν¯e fluxes in the BB from 1018 18Ne/3 × 1018 6He ion decays per year at γ = 100/60 and
L = 130 km. Right: νe and ν¯e fluxes at the NF from 2× 1020 50 GeVµ−/µ+ decays and L = 3000 km.
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Fig. 43: Left: Sensitivity limit to leptonic CP violation in the plane (sin2 2θ13, δ) of superbeams (SPL, T2KHK),
the wide band beam (WBB), Neutrino Factory (NF) and β beams (BB). The bands correspond to most/least con-
servative assumptions concerning the facility/detectors. Right: Sensitivity limits to the neutrino mass hierarchy in
the same facilities. Taken from Ref. [56].
Figure 43 shows a comparison of the physics reach for CP violation and the neutrino hierarchy
of the NF and BB complexes with other second-generation superbeams that have also been proposed as
alternatives (SPL, T2HK, WBB). Even though this is probably not yet the end of the story as regards
optimization/comparison, these plots show that reaching the realm of sin2 2θ13 ∼ 10−4 will be possible
in the future, both for leptonic CP violation and the neutrino hierarchy.
6 Leptogenesis
The Universe is made of matter. The matterantimatter asymmetry is measured to be
ηB ≡ Nb −Nb¯
Nγ
















Fig. 44: Artistic view of a sphaleron
It has been known for a long time that all the ingredients to generate dynamically such an asymmetry
from a symmetric initial state are present in the laws of particle physics. These ingredients were rst put
forward by Sakharov:
Baryon number violation
B + L is anomalous in the SM [57] both with and without massive neutrinos, while B − L is
preserved if the light neutrinos are Dirac particles. At high T in the early Universe, B + L violating
transitions could be in thermal equilibrium [58] due to the thermal excitation of congurations with
topological charge called sphalerons, see Fig. 44.
These processes violate baryon and lepton numbers by the same amount:
∆B = ∆L. (102)
If there are heavy Majorana singlets, as in the see-saw models, there is an additional source of L violation
(and B − L). If a lepton charge is generated at temperatures where the sphalerons are still in thermal
equilibrium, a baryon charge can be generated.
Deviation from thermal equilibrium
Sphalerons are in equilibrium for T ≥ 100 GeV [59], which means that in order to get these
processes out of equilibrium it is necessary to go to the electroweak phase transition.
Electroweak baryogenesis, which has been extensively studied both in the SM and in the most
popular extensions like the MSSM, is currently disfavoured in the SM because the out-of-equilibrium
condition is not well met: the electroweak phase transition is not strongly rst order.
A different out-of-equilibrium condition is met in the L violation processes associated to the heavy
Majorana singlets [60]. These singlets are in equilibrium until they decouple at a temperature similar to
their masses. Since their masses must be signicantly larger than the electroweak scale if we are to
explain the smallness of neutrino masses, sphalerons are still in equilibrium when the heavy Majorana
singlets decouple. Therefore if a lepton number is generated in their decay, inducing a lepton number




















Fig. 45: Tree-level and one-loop diagrams contributing to heavy neutrino decays
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Fig. 46: Abundance of the heavy Majorana singlets at the decoupling temperature and the lepton number generated
in the decay
present [61]:
YB = aYB−L =
a
a− 1YL a =
28
79
in SM . (103)
C and CP violation
In order for lepton number to be generated in the decay of these Majorana singlets, it is necessary
that CP and C be violated in the decays:
²1 =
Γ(N → Φl)− Γ(N → Φl¯)
Γ(N → Φl) + Γ(N → Φl¯) 6= 0 . (104)
In fact this is generically the case since, as we have seen, there are new CP-violating phases in the
neutrino mixing matrices which induce an asymmetry at the one-loop level (see Fig. 45).
These processes can then produce a net lepton asymmetry if the number distributions of the Ma-
jorana singlets, NN , differ from the thermal ones. This can occur close to the decoupling temperature,
when the density of the heavy neutrinos gets exponentially suppressed, but they are so weakly interacting
that they cannot follow the fast depletion (in other words if the decay rate is slower than the expansion










where κ is an efciency factor which depends on the non-equilibrium dynamics. Therefore a relation




Table 4: Number of physical parameters in the see-saw model with n families and the same number of right-
handed Majorana neutrinos at high and low energies
Yukawas Field redenitons No. m No. θ No. φ
see-saw Yl, Yν ,MR = MTR U(n)
3






3n n2 − n n2 − n
see-saw Yl, α
T
ν = αν U(n)
2





An interesting question is whether the baryon asymmetry can be predicted quantitatively from the
measurements at low energies of the neutrino mass matrix. Unfortunately this is not the case generically
because the asymmetry ²1 depends on more parameters than those that are observable at low energies.
As we saw in Section 2.1, at least three heavy Majorana neutrinos of masses Mi are needed to give
masses to the three light neutrinos. The asymmetry in the decay of the lighest of them in the minimal
model with M2,3 ÀM1 is [62]













where MR is the heavy Majorana mass matrix. The two combinations are different and the measurement
of the matrix in Eq. (108) does not allow one to compute ²1. This is because in general the number of
parameters measurable at high energies in the see-saw model is larger than at low energies. The counting
of parameters for n generations before and after integrating out the heavy elds is shown Table 4 (see
Section 2.3 for explanations).
If the prediction of the lepton asymmetry is not possible, it should at least be possible to constrain
the neutrino mass matrix, assuming that the lepton asymmetry explains the measured baryon asymmetry.
Indeed, various upper bounds can be derived on the generated asymmetry, through a bound on ²1





and therefore leptogenesis in this model requires that the lightest heavy neutrino is rather heavy:
M1 ≥ O(109 GeV) . (110)
A sufciently large κ implies an upper bound on the lightest neutrino mass:
mi ≤ O(eV). (111)




7 Outlook for theory
One of the most important questions to resolve in neutrino physics is whether the origin of neutrino
masses is a new physics scale and if so what this scale is. One can envisage various possibilities for
such new physics, and the simplest is to assume that its associated energy scale is above the electroweak
scale. It is well known, since the pioneering work of Weinberg [63], that the appropriate language to
describe the low-energy effects of such new physics, no matter what it is, is that of effective eld theory.
The effects of any beyond-the-standard-model dynamics with a characteristic energy scale, Λ À v, can
be described at low-energies, i.e., E < Λ, by the SM Lagrangian plus a tower of operators with mass
dimension, d > 4, constructed out of the SM elds and satisfying all the gauge symmetries. Even though
the number of such operators is innite, they can be classied according to their dimension, d, since an
operator of dimension d must be suppressed by the scale Λd−4, and therefore higher dimensionality
means stronger suppression in the high-energy scale:










Od=6i + ... (112)
Different fundamental theories correspond to different values for the low-energy couplings α i, βi, ..., but
the structure of the effective interactions is the same.
It turns out that the rst operator in the list is the famous Weinberg operator of Eq. (10):
Od=5 = L¯cLΦ˜T Φ˜LL , (113)
where Φ˜, L are the SM Higgs and lepton doublets, respectively. This operator is the only one with d = 5
in the SM, and, as we have seen, brings in three essential new features to the minimal SM:
 neutrino masses,
 lepton mixing,
 lepton number violation.





where α is generically a matrix in avour space. Neutrino masses are therefore expected to be naturally
small if ΛÀ v.
If we assume that the neutrino masses we have measured are the result of this leading operator, one
could ask the question: What type of new physics would induce such an interaction? In the same way
that one can conjecture the presence of a massive gauge boson from the Fermi four-fermion interaction,
one can classify the extra degrees of freedom that can induce at tree-level Weinberg’s interaction. It turns
out that there are the three well-known possibilities as depicted in Fig. 47:
 type I see-saw: SM+ heavy singlet fermions [6],
 type II see-saw: SM + heavy triplet scalar [64],
 type III see-saw: SM + heavy triple fermions [65],
or combinations. The masses of the extra states dene the scale Λ.
It is also possible that Weinberg’s interaction is generated by new physics at higher orders, such
as in the famous Zee model [66] and related ones [67]. In this case, the coupling α in Eq. (112) will be
suppressed by loop factors 1/(16pi2).
Unfortunately the measurement of neutrino masses alone will not tell us which of these possibili-




Fig. 47: Magnifying-glass view of Weinberg’s operator in see-saws type I (top left), type II (top right), type III
(bottom left) and Zee–Babu model (bottom right)
an unresolved α↔ Λ degeneracy that makes it impossible to know what the scale of the new physics is,
even if we were to know the absolute value of neutrino masses.
Generically, however, the new physics will give other signals beyond Weinberg’s operator. The
next in importance are the d = 6 operators of Eq. (112) [68]. Recently the d = 6 operators induced
at tree level in see-saw models of types I to III have been worked out [69]. They give rise to a rich
phenomenology that could discriminate between the models. In particular, they could induce beyond-the-
standard-model signals in Z and W decays, deviations in the ρ parameter or the W mass, and mediate
rare lepton decays, as well as violations of universality and unitarity of the neutrino mass matrix. It
would therefore be extremely important to search for these effects. Whether they are large enough to be
observed or not depends strongly on how high the scale Λ is, since all these effects are suppressed by
two powers of Λ.
As mentioned before, neutrino masses alone do not tell us what Λ is, but there are several theoret-
ical prejudices of what this scale should be. The most popular one is to relate Λ to a grand-unication
scale, given the intriguing fact that the seesaw-type ratio v2MGUT ∼ 0.010.1 eV, in the right ballpark of
a neutrino mass scale. Recently, however, it has been pointed out [70] that within see-saw models, and
without supersymmetry, this choice would destabilize the electroweak scale, since the Higgs mass would
receive quadratic loop corrections in Λ. A naturalness argument would then imply that Λ < 107 GeV, at
least if there is no supersymmetry.
Another possibility is to consider Λ to be related to the electroweak scale, i.e., not far from it. After
all, the electroweak scale is the only scale we are sure exits. The question is then if such a choice would
be testable via the measurement of the d = 6 operators. The answer to this question is no in the simplest
type I see-saw model, because in order to get neutrino masses in the right ballpark when Λ ∼ TeV,
it is necessary to have extremely small Yukawa couplings, which suppress also the d = 6 operators to
an unobservable level. Several recent works have discussed the possibility to have larger effects of the
d = 6 operators [69, 71, 72]. One possibility is that realized in Zee-type models where d = 5 operators
are forbidden at tree level and are therefore suppressed by loop factors, while d = 6 operators are allowed
at tree level and therefore unsuppressed. A more radical possibility is the existence of two independent
scales in Eq. (112), one that suppresses d = 6 operators, Λ6, and another one, Λ5 À Λ6, that suppresses
the d = 5 one. This possibility is not unnatural, because the d = 5 and d = 6 operators can be classied
according to a a global symmetry: total lepton number. If we therefore assume that the scale at which
lepton number is broken, ΛLN, is much higher than the scale at which lepton avour violation, ΛLFV, is




scale, Λ5 ∼ ΛLN, while the lepton-avour effects induced by operators of d = 6 would be suppressed
only by a lower scale Λ6 ∼ ΛLFV << ΛLN. The effective eld theory describing such a possibility
would therefore look like










Od=6i + ..., (115)
where the operators that break lepton number and those that preserve this symmetry are generically
suppressed by different scales. Such a possibility has recently been considered in the context of the
popular Minimal Flavour Violation hypothesis [72]. The underlying rationale for such an assumption is
not completely ad hoc, since in this context one could hope to explain two apparently contradictory facts
 common origin of lepton and quark family mixing at a scale ΛLFV,
 large gap between neutrino masses and remaining fermions since neutrino masses would be sup-
pressed by ΛLN .
In fact this separation of scales is built-in in several of the models mentioned before. The simplest
example being the type II see-saw model, where the scalar-triplet mass, M∆, is directly connected with
the ΛLFV, while the scale of lepton number violation is M 2∆/µ, where µ is a dimensionful coupling in
the scalar potential of the triplet. In fact, it is the separation of scales that makes the phenomenology of
this model much richer at low energies than that of type I see-saw models in their simplest version.
If this possibility is realized, there would be many interesting consequences:
 lepton avour violation could be measurable beyond neutrino oscillations,
 the scale of lepton avour violation, ΛLFV, could be reached at the LHC.
In recent years a lot of activity has been devoted to studying possible signals of neutrino masses at
the LHC. Lepton number violation could give rise to spectacular signals at the LHC, like same-charge
lepton pairs [73]. This signal has been studied in detail recently in various see-saw models. In one-scale
models of type I, neutrino masses restrict these processes to being highly suppressed beyond detectable
levels [74]. However, the separation of scales mentioned before allows light enough triplets in the type
II see-saw to be pair-produced at LHC:
pp→ H++H−− → l+l+l−l−, (116)
leading to the powerful signal of same-charge lepton pairs. Not only can the invariant mass be recon-
structed from the two leptons pairs, but the avour structure of the branching ratios to different leptons is
in one-to-one correspondence with the avour structure of the neutrino mass matrix. Therefore the puta-
tive measurement of these processes would provide direct information on the neutrino mass matrix [75].
Solving the avour problem of the Standard Model is surely a quixotic enterprise and we shall
need to explore as many avenues as we can. In recent years it has become increasingly clear that in
addition to quark avour factories, we can obtain very valuable information on different aspects of this
puzzle also from LHC and lepton avour factories.
8 Conclusions
The results of many beautiful experiments in the last decade have demonstrated beyond doubt that neutri-
nos are massive and mix. The standard 3ν scenario can explain in terms of four fundamental parameters
all available data, except that of the unconrmed signal of LSND. The lepton avour sector of the Stan-




The structure of the neutrino spectrum and mixing is quite different from the one that has been
observed for the quarks: there are large leptonic mixing angles and the neutrino masses are much smaller
than those of the remaining leptons. These peculiar features of the lepton sector strongly suggest that
leptons and quarks constitute two complementary approaches to understanding the origin of avour in
the Standard Model. In fact, the smallness of neutrino masses can be naturally understood if there is new
physics beyond the electroweak scale.
Many fundamental questions remain to be answered in future neutrino experiments, and these can
have very important implications for our understanding of the Standard Model and of what lies beyond:
Are neutrinos Majorana particles? Are neutrino masses the result of a new physics scale? Is CP violated
in the lepton sector? Could neutrinos be the seed of the matterantimatter asymmetry in the Universe?
A rich experimental programme lies ahead where fundamental physics discoveries are very likely
(almost warrantied). We can only hope that neutrinos will keep up with their old tradition and provide a
window to what lies beyond the Standard Model.
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Beyond the Standard Model: supersymmetry
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Abstract
In these lectures we cover the motivations, the problem of mass hierarchy,
and the main proposals for physics beyond the Standard Model; supersymme-
try, supersymmetry breaking, soft terms; Minimal Supersymmetric Standard
Model; grand unification; and strings and extra dimensions.
1 Departure from the Standard Model
1.1 Why beyond the Standard Model?
Almost all research in theoretical high energy physics of the last thirty years has been concentrated on
the quest for the theory that will replace the Standard Model (SM) as the proper description of nature at
the energies beyond the TeV scale. Thus it is important to know if this quest is justified or not, given
that the SM is a very successful theory that has offered to us some of the most striking agreements
between experimental data and theoretical predictions. We shall start by briefly examining the reasons
for leaving behind such a successful SM. Actually there is a variety of such arguments, both theoretical
and experimental, that lead to the undoubtable conclusion that the Standard Model should be only an
effective theory of a more fundamental one.
We briefly mention some of the most important arguments. Firstly, the Standard Model does not
include gravity. It says absolutely nothing about one of the four fundamental forces of nature. Another
is the popular ‘mass hierarchy’ problem. Within the SM, the mass of the higgs particle is extremely
sensitive to any new physics at higher energies and its natural value is of order of the Planck mass,
if the SM is valid up to that scale. This is several orders of magnitude higher than the electroweak
scale implied by experiment. The way to cure this discrepancy within the SM requires an incredible
fine tuning of parameters. Also, the SM does not explain why the charges of elementary particles are
quantized. In addition the SM does not describe the dark matter or the dark energy of the universe. It
does not explain the observed neutrino masses and oscillations and does not predict any gauge coupling
unification, suggested by experiments.
Here, we describe some of these arguments in more detail, starting from gravity. If we follow
the intuition that the fundamental theory should describe within the same quantum framework all forces
of nature, we need to extend the Standard Model in such a way that it consistently includes this force.
However, this is particularly difficult for a variety of reasons. The most serious is that gravity cannot
be quantized consistently as a field theory. Another one is that the new theory has to provide a natural
explanation for the apparent weakness of gravity compared to the other three fundamental interactions.






N = MPlanck = 10
19 GeV . (1)
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' 10−40 . (3)
So gravity is an extremely weak force at low energies (small masses, large distances) even compared to
the weak force as shown in the table below.
Force Range Intensity of 2 protons Intensity at 10−16 cm
Gravitation ∞ 10−38 10−30
Electromagnetic ∞ 10−2 10−2
Weak (radioactivity β) 10−15 cm 10−5 10−2
Strong (nuclear forces) 10−12 cm 1 10−1
The distance at which gravitation becomes comparable to the other interactions is 10−33 cm, the
Planck length. The energy that corresponds to this length is of order the Planck mass and is ∼ 1015×
the LHC energy. Thus another great difficulty is that even if we manage to construct such a model, its
phenomenological verification will be extremely difficult.
Next, we describe the mass hierarchy problem. The mass of the higgs particle is very sensitive to
high energy physics. For example, the main one-loop radiative corrections from the virtual exchange of












Λ2 + · · · (4)
where λ is the higgs quartic coupling, λt is the top Yukawa coupling, and Λ is the ultraviolet (UV) cutoff,
set by the scale where new physics appears. From the masses of all other particles and for reasons that
we shall explain later, we know that the higgs boson mass should be at the weak scale. Requiring the
validity of the Standard Model at energies ΛÀ O(100) GeV imposes an ‘unnatural’ order-by-order fine
tuning between the bare mass parameter μ2bare in the Lagrangian and the radiative corrections.
For example, for Λ ∼ O(MPlanck) ∼ 1019 GeV and a loop factor of the order of 10−2, we get
μ21-loop ∼ 10−2 × 1038 = ±1036 (GeV)2. Thus, we need μ2bare ∼ ∓1036 (GeV)2 + 104 (GeV)2. An
incredible adjustment is then required, at the level of 1 part per 1032: μ2bare/μ21-loop = −1±10−32. Even
more, at the next and all higher orders, a new adjustment is required. The correction will be of the order
of O(100) GeV only beyond 17 loops: (10−2)N × 1038 ≤ 104 ⇒ N ≥ 17 loops. If we want to avoid
these unnatural adjustments we need 10−2Λ2 ≤ 104 (GeV)2 ⇒ Λ ≤ 1 TeV. The resolution of the mass
hierarchy problem should reside within the energy reach of LHC.
Another open question is the charge quantization: all observed colour singlet states have integer
electric charges. The symmetry group of the SM is SU(3) × SU(2)L × U(1)Y and the electric charge
given by Q = T3 + Y . The representations of the symmetry group of all fields are






uc = (3¯, 1)−2/3
dc = (3¯, 1)1/3





ec = (1, 1)1
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where the subscripts denote the hypercharges in the left column and the electric charges in the right one.
However, the SM does not tell us anything about this choice of the hypercharges, which guarantees the
observed electric charge quantization.
Also, the experimental indication of gauge coupling unification is a feature of nature that asks for













where Q is the energy scale and bi are the one-loop beta-function coefficients. The extrapolation of the
low energy experimental data at high energies under the ‘desert’ assumption indicates an approximate
unification of all couplings at energies of order MGUT ' 1015–1016 GeV. By doing a more precise
analysis however, using the current experimental precision, one finds that the Standard Model fails to
predict such a unification.
One more reason for going beyond the Standard Model is the existence of dark matter. Astro-
nomical observations tell us that the ordinary baryonic matter is only a tiny fraction of the energy of the
universe. There are observations that point towards the fact that a kind of non-luminous matter is out
there and that it is actually much more abundant than baryonic matter, consisting of around 25% of the
total energy density of the universe. A natural explanation is that dark matter consists of a new kind of
particles that are stable, massive at the electroweak scale, and weakly interacting.
We could mention many other important reasons that drive us beyond the SM, like neutrino masses,
dark energy and so on, but we shall stop here. Even this brief and incomplete presentation shows that
there are a lot of fundamental questions that the SM cannot address, so the search for a new fundamental
theory is definitely justified.
Modifying the SM, though, is not as easy as it might seem. If we try to identify the scale Λ of
new physics by looking at what energies there are deviations from the SM predictions by observations,
we shall be disappointed. With the exception of dark matter and the higgs boson mass, all experimental
indications suggest that Λ is very high. For example, the ‘see-saw’ mechanism for the neutrino masses
gives a very large scale: mν ∼ v
2
M
∼ 10−2 eV ⇒ M ∼ 1013 GeV, where v is the vacuum expectation
value (VEV) of the SM higgs. Similarly, the scale of gauge coupling unification is even higher: MGUT ∼
1016 GeV.
Even more, modifying the Standard Model in a way that solves the hierarchy problem is highly
restricted by numerous experiments. Any new interactions could violate various Standard Model pre-
dictions that have been experimentally tested with good accuracy, such as lepton and baryon number
conservation, absence of flavour changing neutral currents (FCNC), CP violation, etc. For example, the-





can lead to proton decay:
p = [uud]→ (e+[d¯d]) = e+π0, uu→ e+d¯ . (7)
The bound from the Superkamiokande experiment on the proton lifetime of τp ≥ 2.6×1033 years highly
restricts the allowed scale: ΛB ≥ 1015 GeV.
Similarly for the lepton number; in this case, the lowest dimensional operator that violates lepton
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where H is the Higgs field. This operator leads in particular to Majorana neutrino masses. However,
as mentioned before, neutrino masses are very low, mν =
v2
ΛL
≤ 0.1 eV. With a VEV for the higgs at







are restricted by the measured value of K0–K0 mixing to be ΛF ≥ 106 GeV.
It is very challenging to construct a model that provides us with a solution to the theoretical
problems mentioned above and at the same time complies with all experimental requirements.
1.2 Custodial symmetry
By now we should be pretty much convinced that all the efforts of hundreds of physicists during the last
decades have not been in vain. Before continuing, we would like to focus on a very important aspect
of the SM that needs to be taken into account by any new proposal. The higgs sector opens a window
for studies beyond the Standard Model. The experiments so far give us only little information about the
structure of this sector. For example we do not know if it involves only one higgs field or more. We do
not even know the mass of the higgs particle; we only have some bounds on its acceptable mass.
Nevertheless, there is one important relation that has been experimentally verified with very good
accuracy and needs to be taken into account in any attempt that goes beyond the SM. It states that the




= 1 . (10)
This relation is verified to more than 1% accuracy even before including one-loop corrections. Its the-
oretical origin can be found in an unbroken SU(2) global symmetry called ‘custodial’, that the higgs
sector enjoys. It offers a tight restriction on the allowed models beyond the SM.
The appearance of the custodial symmetry can be seen in the following way. If we write the higgs













and focus on the higgs Lagrangian by ignoring all higgs–gauge boson interactions:










we see that it obeys an extended SO(4) = SU(2)L × SU(2)R symmetry with Φ in the (2, 2) represen-





. This breaks SU(2)L ×
SU(2)R down to SU(2)C , the custodial symmetry.
In order to understand how the custodial symmetry ensures the ratio (10), we need to look at
the gauge boson mass matrix. This matrix can be constructed without knowing the precise electroweak
breaking scheme. Then we can ask what is the condition that should be imposed in order to ensure that
the mass matrix produces the desired relation (10). It turns out that the symmetry breaking sector must
have a global SU(2) symmetry under which the gauge fields Waμ transform as triplets. Then the gauge
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where g2 and gY are the gauge couplings of the SU(2) and U(1) hypercharge, respectively. The eigen-















Thus every attempt to extend the SM with a new higgs sector should include the custodial sym-















where mt, mb. and mH are the top quark, bottom quark, and higgs boson masses, respectively. It has
to be of the order of 1% to agree with the experimental data. From this we obtain an estimate for the
mass of the higgs, restricting it to be of the order of mW . This is a very useful estimate. First, because it
tells us that the higgs particle should be detectable in the LHC experiment. Second, because it provides
a reference bound that any model beyond the SM needs to comply with. Actually, a likehood χ2-fit of
the electroweak observables, using the precision tests of the SM, implies a light higgs, very close to the




















Fig. 1: χ2 fit of electroweak data as a function of the higgs boson mass
Let us now examine the theoretical higgs boson mass bounds within the SM in more detail. The
mass of the higgs mH involves only the quartic coupling λ, m2H = 2λv2. By requiring stability (λ > 0)
and perturbativity (λ ≤ 1) of this term we automatically get bounds on mH . These bounds depend on
the scale of the cutoff Λ. In general, for 0 < λ ≤ 1, the mass of the higgs at tree level is less than about
mH ≤ 400–500 GeV. It can get even lower at around ≤ 200 GeV if we require perturbativity up to the
Planck scale. So if there are no strong interactions at higher energies, the mass of the higgs is expected
to be low and to agree with the restriction coming from electroweak precision tests. We can get an even
5
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24λ2 + 12λλ2t − 6λ4t
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where λt is the Yukawa coupling of the top quark. Stability and perturbativity at energies below the
cutoff Λ set bounds for any Λ as presented in Fig. 2.
Fig. 2: Theoretical bounds on the higgs boson mass
1.3 Directions beyond the Standard Model
Effective operators can be used to encapsulate in the low energy regime the effects of a more fundamental
theory. They can be produced by integrating out heavy states in the fundamental theory. However, we
can always write down generic effective operators even when that theory is unknown. We just require
Lorentz symmetry and gauge invariance of the low-energy effective action. These terms need not be
renormalizable because, by definition, the validity of an effective theory holds only up to the scale where
the high energy physics appears.













It gives rise to a six-dimensional non-renormalizable four-fermion effective operator. This is, for in-
stance, the case in the popular Fermi theory, obtained by integrating out at low energies E << mW the




)2 + · · · (17)
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with GF = g22/m2W .
Generally, effective field theory parametrizes our ignorance of the high energy physics by intro-
ducing local effective operators Oin of dim (4 + n):






for E ¿M ; M is the new physics scale where the heavy states become dynamical. If this is not too far
away from the electroweak scale, the lowest dimensional (in powers of M ) operators Oin can significantly
affect the low energy physics. They can shift the mass of the higgs or violate symmetries of the Standard
Model such as baryon number, lepton number, induce FCNC and important CP violation, etc. as we
mentioned previously.
Effective field theory offers a systematic but blind way to explore the physics beyond the Standard
Model. The alternative is to propose a totally new theory and study its consequences. There are several
such proposals. They all cure some major weaknesses of the Standard Model but they also have their




– Higgs as pseudo-Goldstone boson, little Higgs
– conformal
– Higgs as component of a higher-dimensional gauge field
3. Low UV cutoff:
– low scale gravity ⇒ · large extra dimensions
· warped extra dimensions
– DGP localized gravity
– low string scale ⇒ · low scale gravity
· ultra-weak string coupling
– large N degrees of freedom
– higgsless models
4. Live with the hierarchy:
– landscape of vacua, environmental selection
– split supersymmetry
We shall briefly describe only the first two and later we shall focus on the proposal of supersymmetry.
The first proposal for physics beyond the SM is ‘compositeness’. This idea postulates the exis-
tence of new strong dynamics at the energy range of TeV. The higgs field which breaks the electroweak
symmetry is then a bound state of fermion bilinears just like the pions that break chiral symmetry in
QCD. A concrete model realizing this idea is called ‘technicolour’. However, most technicolour mod-
els have conflicts with electroweak precision measurements, leading in particular to the appearance of
FCNCs, and are generally disfavoured.
Another idea is to introduce a new symmetry. This provides a natural way to keep the mass of the
higgs boson small and solve the mass hierarchy. After all, there are various examples where symmetries
have been used to naturally obtain small masses for fermions and bosons. In the case of fermions, it is
the chiral symmetry as can be seen in the following simple Lagrangian:





When m = 0 there is an enhanced symmetry ψL → eiθ1ψL; ψR → eiθ2ψR which breaks when the
mass terms are included. Thus, imposing this symmetry on our model, one forbids any mass terms in the
7
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Lagrangian. Moreover, in their presence, since chiral symmetry is ‘softly’ broken, radiative corrections
behave like δm ∝ g2m where g is the gauge coupling (e.g., in QED with ψ ≡ electron and g ≡ e).
An alternative reason to understand why there is no g2Λ term, is because, in a relativistic quantum field
theory, any linear divergence cancels between the electron and positron contributions.
The corresponding symmetry for vector bosons is the gauge invariance. Consider for instance a







We see again that m = 0 respects Aμ → Aμ + ∂μω. This is, for instance, how the gauge invariance of
QED forbids any mass for the photon.
Is there a symmetry that can protect scalar masses, too? We can introduce, for example, a shift
symmetry, implying that the Lagrangian should depend only through derivatives of the scalar field:






]2 + · · · (21)
This is the case for a Goldstone boson without potential and in particular it does not hold when a quartic
coupling is included. Scenarios like the ‘little Higgs’ take advantage of this property and treat the higgs
as a pseudo-Goldstone boson. In this case, the shift symmetry is broken by new gauge interactions that
generate quartic higgs interactions at higher orders.
Another possibility is to use scale invariance:
xμ → axμ ϕd → a−dϕ(ax) , (22)
where d is the conformal dimension fo the field ϕd and d = 1 for a scalar field. This symmetry allows a
quartic coupling but in a renormalizable theory is hardly broken by radiative corrections. In order to take
advantage of this symmetry, the Standard Model should be embedded in a conformally invariant theory
at the TeV scale.
Finally, we can use a different strategy by postulating a new symmetry that connects scalars to
fermions or gauge fields:
δφ = ξψ or δφ = ²μAμ . (23)
Then the chiral or gauge invariance that protects the fermion or the gauge boson masses should also
protect the masses of their scalar partners. This idea leads us to supersymmetry or to theories with extra
dimensions, correspondingly. Indeed, the second case leads to the identification of the higgs field with




Supersymmetry (SUSY) is a symmetry that relates fermions and bosons. The supersymmetric variation
of a scalar field φ gives a Weyl fermion ψ: δφ = ξψ, where ξ is a fermionic parameter, a Grassmann
number. SUSY admits symmetry currents and the corresponding conserved charges are called ‘super-
charges’ and denoted by Qa, Qα˙. They obey the supersymmetry algebra{
Qα, Q α˙
}
= 2σμαα˙Pμ, [Qα, M
μν ] = iσμναβQβ
{Qα, Qβ} = {Qα˙, Qβ˙} = [Pμ, Qα] = 0 , (24)
where Pμ and Mμν are the generators of translations and Lorentz transformations, respectively. We













= ²αβZij, i, j = 1, . . . N , (25)
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= 0. Here we shall keep to N = 1 SUSY.
The supersymmetry algebra has a variety of representations. Two important ones are those on
massless and massive one-particle states. They provide us with the physical spectra of supersymmetric
models. Another important kind of representation for high energy physics is the one acting on off-shell
fields. Below we construct a representation of the algebra on a multiplet of fields and then we shall see
how these fields can arise naturally as components of a new field generalization, called ‘superfield’, that
lives in a generalized space, called ‘superspace’.
The SUSY algebra (24) enlarges the usual Poincaré algebra of generators Pμ and Mμν by intro-
ducing new generators Q, Q. The crucial difference is that Q, Q are fermionic generators of Grassmann
nature, giving rise to a ‘grading’ of the Poincaré algebra. Recall that the spinorial components anticom-
mute: for α, β = 1, 2, one has Q1Q2 = −Q2Q1 and Q2i = 0.
From the Poincaré symmetry group, we know that using a spacetime translation, a generic complex




If we expand the exponential we get the infinitesimal translation
δφ = −i[φ, xμPμ] = xμ∂μφ→ [φ, Pμ] = i∂μφ , (27)
which is the variation of φ with respect to the generator Pμ. Here i∂μ is the differential operator repre-
sentation of the generator Pμ.
Similarly, we can construct the infinitesimal variation of φ(x) with respect to Q, Q. We define
[φ,Qα] = ψα, [φ,Qα˙] = 0
{ψα, Qβ} = Fαβ , {ψα, Qβ˙} = Kαβ˙ . (28)




∂μφ, Fαβ = ²αβF . (29)
Then we define
[F,Qα] = λα, [F,Qα˙] = χα˙ . (30)
Using the same equations as before, but now for ψ and F , we obtain
λα = 0, χα˙ = 2i(∂μψσ
μ)α . (31)
The algebra has therefore closed on three fields: the complex scalars φ, F , and the Weyl spinor ψ. It
follows that the infinitesimal variation of φ(x) with respect to Q, Q is given by
δφ = i[φ, ξQ + ξQ] , (32)
where ξ and ξ are the corresponding transformation parameters of Grassmann type.
The multiplet (φ, ψ, F ) forms a representation of the supersymmetry algebra on fields. This
particular representation is characterized by the arbitrary condition that the commutator of φ with Q




















2 (∂μψ) σμξ¯ ,
where we have changed some coefficients in order to agree with the standard literature. The auxiliary
field F is needed in order to close the algebra off shell, that is, without imposing the equations of motion
of the scalar and the fermion. The condition for a chiral multiplet defines a special case. In general, it
can be relaxed and then we obtain what is called the ‘general multiplet’ which contains more fields and
will be given below.
The formalism developed so far would be enough to study any globally supersymmetric model.
However, supersymmetry admits a more elegant and efficient formalism, by requiring to treat the spino-
rial generators on an equal footing with the normal Poincaré generators Pμ and Mμν . This requires
integrating the SUSY algebra into a group, in analogy with obtaining a Lie group from a Lie algebra, the
super-Poincaré group.
In order to achieve this, we introduce the Grassmann variables θα and θα˙ and write the whole
algebra in terms of commutators. In particular, one has
[θQ, θQ] = −2θσμθPμ , (33)




Thus ordinary spacetime has been extended to include the fermionic coordinates θ and θ. Moreover,
the general group element g induces a translation in the superspace (x, θ,θ). Then, we can define a
‘superfield’ as the field that lives in this ‘superspace’, by analogy to Eq. (26):
V (x, θ, θ) = gV (0, 0, 0)g−1 . (35)
This formalism admits a differential representation for the fermionic generators:
r(Qα) = −i ∂
∂θα





so that we can write the analog of Eqs. (27) and (32); the infinitesimal variation of V in terms of a
differential representation of the supersymmetry generators:
δξV = i[V, ξQ + ξQ] = i(ξr(Q) + ξr(Q))V . (37)
In other words, the superfield transforms under ‘supertranslations’ in superspace in a way analogous to
how a field transforms under translations in normal space.
Because of the Grassmannian nature of θ and θ, the expansion of the superfield (35) over these vari-
ables is finite. The components of V under this expansion are ordinary spacetime bosonic and fermionic
fields. Actually, we could define the superfield by such an expansion. The most general, unrestricted
superfield is a highly reducible representation of the supersymmetry algebra.
















Its content (four complex scalars C , M , N , D; two left-handed spinors χ, λ; two right-handed spinors
χ′, λ′; one complex vector Aμ) is exactly the general multiplet that we mentioned above.
The two most basic superfields are the chiral and vector ones. They can both be obtained from
the general superfield by imposing certain constraints. The chiral superfield contains exactly the chiral
multiplet. The appropriate constraint is
Dα˙Φ = 0 , (39)
10
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D¯ α˙ = − ∂
∂θ¯ α˙
+ i (θσμ) α˙ ∂μ D
3 = D¯3 = 0
The supercovariant derivative is a useful quantity because among the striking properties of the Grassmann
variables is that the integration over θ is equivalent to differentiation with respect to D.
The expansion of a chiral superfield is
Φ = φ(x) +
√
2θψ(x)− iθσμθ∂μφ(x) + θθF (x) + i√
2
θθ∂μψ(x)σμθ − 14θθθθ¤φ(x) . (40)
This can be written in a shorter and more convenient way if we introduce the ‘chiral’ coordinate yμ =
xμ − iθσμθ¯. Then
Φ(y, θ) = φ(y) +
√
2θψ(y) + θ2F (y) , (41)
where θ2 = θαθα = ²αβθαθβ. Similarly, we can use the ‘antichiral’ coordinate y¯μ = xμ + iθσμθ¯ in
order to write the antichiral superfield Φ†(y¯, θ¯).
The condition that gives the vector superfield is just the reality of the general superfield: V =V†.
We want this to be the supersymmetrization of the vector potential Aμ. It should then be associated to
a (super)gauge transformation. Indeed, we observe that the real superfield Φ + Φ† can play the role of
the gauge scalar for the potential. Thus we arrange the components of V in such a way that the gauge
transformation V → V + Φ + Φ† is valid. Then we can choose a special gauge where some component
fields are set to zero. In this case, however, the closure of SUSY algebra is realized only up to a gauge
transformation. This is called the Wess–Zumino gauge.
The expansion of a vector superfield in the Wess–Zumino gauge is




where λ is the gaugino (two-component Majorana fermionic partner of the gauge field), and D is a real
auxiliary field. The SUSY variations of the components of V are
δAμ = ξ¯σ¯μλ + λ¯σ¯μξ
δλ = (iσμνFμν + D) ξ
δD = −iξ¯σ¯μ∂μλ + i(∂μλ¯)σ¯μξ . (43)
The supersymmetrization of the gauge field strength Fμν is Wα = −14D¯2DαV , which is also a chiral
superfield, D¯Wα = 0. Its component expansion is






A chiral superfield contains a spin-0 and a spin-1/2 field, while a vector superfield contains a
spin-1/2 and a spin-1. Since any renormalizable Lagrangian can have fields with spin only up to one,
the vector and chiral superfields are the two building blocks needed for constructing any renormalizable
supersymmetric Lagrangian. For example, in the Supersymmetric Standard Model (SSM), quarks and
leptons are embedded in chiral superfields, while gauge bosons are part of vector superfields. In the
context of supergravity theory, however, the gravity and spin-3/2 multiplets are also needed. The physical
degrees of freedom of all these multiplets are found by setting the component fields on shell. In particular,
the auxiliary fields carry no physical degrees of freedom. They are all summarized below:
11





























spin 1 extended supergravities
All the above supermultiplets correspond to massless particles. Massive states would fall in the following
multiplets:
– ‘spin-1/2’ multiplet: – chiral with Majorana mass
– 2 chiral with Dirac mass
– ‘spin-1’ multiplet: – 1 vector + 1 chiral (spin-1 + Dirac spinor + real scalar)
We are now ready to see how one can use the chiral and vector superfields in order to build
renormalizable Lagrangians. The corresponding action S should be invariant under supersymmetry and
gauge transformations:
δSUSYS = δgaugeS = 0 . (45)
First, let us focus on supersymmetry. We want at most the Lagrangian variation δL to be total derivative.
We observe that the θ2 component of the chiral and the θ2θ2 of the real superfields transform indeed as
a total derivative, as required. We also observe that products of chiral or real superfields are again chiral








where we have defined integration over θ such that
∫
d2θ gives the θ2 component and
∫
d4θ gives the θ2θ2
component. Here Lreal is a combination of real superfields, while Lchiral is a combination of chiral ones.
The allowed combinations are restricted by gauge invariance. We can use gauge invariant expressions of
vector and chiral (and antichiral) superfields that are charged or not under the gauge symmetries. We can
also use supercovariant derivatives of superfields since they are superfields, too.




d2θd2θ¯Φ†Φ = |∂φ|2 + i
2
ψ¯σ¯μ∂μψ − i2ψσ
μ∂μψ¯ + |F |2 . (47)
It contains the kinetic terms of a free complex scalar and a Weyl fermion. Here F is an auxiliary field
and has no physical degrees of freedom (its equation of motion is F = 0). Another Lagrangian, which
leads to interactions, is
LW =
∫









where W is an arbitrary analytic function that contains interaction terms, the so-called ‘superpotential’.
Then, in the absence of gauge interactions, the full Lagrangian with kinetic and generic interaction terms
can be written as
L = LK + LW + LW † (49)
where a summation over all fields appearing in W is implicit in the above expressions.
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The scalar potential is extracted as V =
∣∣∣∣∂W∂φ
∣∣∣∣2 and the Yukawa interactions −12 ∂2W(∂φ)2ψψ + h.c.
Renormalizability requires that W be at most cubic (the mass dimension of∫ d2θ is 1). So the most








where i labels the chiral superfields, Mij are mass parameters, and λijk dimensionless couplings. It is
then straightforward to obtain the scalar potential and the Yukawa interactions:
– Vscalar =
∑
i |Mijφj + λijkφjφk|2
– LYukawa = −12Mijψiψj − 12λijkφiψjψk
One can generalize the kinetic part by introducing an arbitrary real function K(Φ,Φ†), the ‘Kähler
potential’. This gives the most general two-derivative supersymmetric action that can be coupled to
gravity in the framework of supergravity. The kinetic terms then become
LK = gij¯(∂φi)(∂φ¯j¯) + · · · (51)





K(φ, φ¯) of a Kähler manifold associated to the Kähler potential
K(φ, φ¯).




d2θW2 + h.c. = −1
4







Moreover, if chiral superfields charged under the gauge symmetry are also present in the theory, we need
to write them in a gauge invariant way. The gauge transformation is δΦq = q ΛΦq with q the charge of
Φ. The appropriate covariantization can then be obtained by
Φ†qΦq −→ Φ†qe−qV Φq . (53)
2.2 R-symmetry
We observe that the SUSY algebra Eq. (24) [or Eq. (33)] is invariant under a U(1) global symmetry. This
is called R-symmetry and corresponds to a phase rotation of the Grassmann coordinates
θ → eiωθ θ¯ → e−iω θ¯ . (54)
We infer that θ has R-charge Rθ = 1 and Rθ¯ = −1 (so that RQ = −1 and RQ¯ = 1). The superfields
contain θ’s, and so their components have different R-charges, but they can also be globally charged
under the R-symmetry. For example, for a chiral superfield, one has
RΦ = Rφ = Rψ + 1 = RF + 2 . (55)
Notice that the chiral measure d2θ has charge −2, so that ∫d2θ θ2 = 1. Then, the charge of the super-
potential W (Φi) must be +2. This imposes constraints on the allowed charges of the chiral superfields
Φi. On the other hand, the charge of the gauge field-strength superfield W can be found by the same
argument to be +1.
A supersymmetric Lagrangian obeys R-symmetry by construction, if one can assign appropriate
R-charges to all chiral superfields. However, it cannot be an exact symmetry. Non-perturbative correc-
tions are known to break it down to a discrete subgroup. In addition, the mass terms for gauginos, which
are necessary in order to comply with phenomenology, break this symmetry, too. R-parity, which is a Z2
discrete subgroup of R-symmetry, is very important as it forbids lepton and baryon violating operators.
We shall discuss R-parity later on.
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2.3 Renormalization properties
There is a theorem in supersymmetric theories which states that any term of chiral superfields that cannot
be written as an integral over the whole superspace does not get renormalized. So, even if the kinetic
terms receive logarithmic wave function renormalization, the superpotential does not get renormalized.
The wave function renormalization of the chiral superfields in the superpotential cancels against the
renormalization of the masses and couplings. Since the former is logarithmic, the renormalization of the
masses and couplings has to be logarithmic, too. Therefore, in a supersymmetric theory, there are no lin-
ear or quadratic divergences. Thus the quadratic divergence of the higgs boson mass in the SM becomes
logarithmic in its supersymmetric extension and the mass hierarchy is stable under radiative corrections.
Furthermore, as the vacuum energy for any globally supersymmetric theory has to be zero, it is also not
affected by renormalization. Finally, in a similar way, one can show that the proper renormalization of
the gauge couplings is only one loop.
3 The supersymmetric Standard Model
The idea of supersymmetry seems to be able to solve the main drawback of the SM, the mass hierarchy.
Furthermore, if supersymmetry is experimentally proved to be a symmetry of nature, then we shall have
to think about how to incorporate gravity in a supersymmetric framework. The natural way to do this is
with supergravity, the theory that gauges supersymmetry which so far was treated as a global symmetry.
Supergravity in turn is obtained as the low energy limit of string theory. And string theory is the only
known theory that predicts and naturally incorporates gravity along with the other three forces of nature
in a consistent quantum framework. Thus it is very important to see if the idea of supersymmetry can
be applied to construct a realistic model, e.g., by building a supersymmetric extension of the SM. First
we focus on what would be the field content of such a theory. We want it to be minimal, which means
that we shall introduce the minimum amount of new particles required to make the Standard Model
supersymmetric. We shall group old and new particles into superfields in a consistent and minimal way.
Let us start with the fermions. The Standard Model is a chiral theory; left-handed quarks and
leptons transform under SU(2) differently than right-handed ones. The only superfield that treats left
and right chirality in an independent way is the chiral superfield. So all quarks and leptons must belong
to chiral superfields. The physical degrees of freedom of a chiral superfield are a Weyl fermion and a
complex scalar. Thus we have to introduce a new particle for every left- and right-handed fermion of the
Standard Model. However, sticking to minimality, we could try to use the higgs field, the only scalar field
of the SM, as a superpartner of one of the fermions. To check if this is possible we should keep in mind
that all the components of a superfield transform in the same way. The higgs field is a singlet of SU(3)
and doublet of SU(2), and might therefore be identified with the superpartner of the lepton doublet with
hypercharge Y = −1/2. However, such an assignment would induce lepton number violation in conflict
with the experimental bounds. Thus it seems that no known fermion can pair with the higgs field.
Next, we consider the higgs field itself. Having spin 0, it also needs to be contained in a chiral
multiplet/superfield (with hypercharge Y = 1/2). Then there will be a higgs fermion, called ‘higgsino’,
with the same quantum numbers. However, the introduction of one more chiral fermion breaks the
delicate cancellation of anomalies that exists in the SM. The only (minimal) way to fix this problem is
to introduce a new multiplet of higgs fields that has opposite hypercharge (Y = −1/2) and all the other
quantum numbers the same as the other one. Then the contributions to the anomalies from both of the
higgses cancel out and the theory remains anomaly free. We call the two superfields H1 and H2 (also
called Hu, Hd in the literature).
We can now move to the gauge bosons. These transform in the adjoint representations of the
corresponding gauge symmetries SU(3), SU(2), and U(1). Given that they are spin-1 fields, they must
belong to vector supermultiplets. In the Minimal Supersymmetric Standard Model (MSSM) they will all
acquire a superpartner with the same quantum numbers. Any mixing of the gauge vectors (the W0 of
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SU(2) with the B0 of U(1)) will occur for the corresponding superpartners, too.
Here is a summary of the field content. The gauge bosons and their sparticles are
– SU(3) gluons Ga=1,...,8μ
– SU(2) W -bosons W±μ ,W 3μ
– U(1) hypercharge Bμ
−→ gluinos g˜
−→ winos w˜±, w˜3
−→ bino b˜
The matter (left-handed) field content is

























– H1 Y = −12 like `




Now that we have determined the field content, we go on to write down the right Lagrangian. Firstly, it
should contain the usual gauge and matter kinetic terms along with their supersymmetric completion.
– Lgauge = 14
∫








The trace runs over the SU(3) × SU(2) × U(1) gauge indices and q denotes gauge symmetry charges.
Numerous new terms are included that did not exist in the Standard Model. For example, there are quar-
tic scalar vertices, arising from the elimination of the D-auxiliary components, and fermion–gaugino–
sfermion couplings. Another novelty is that all these vertices, including the higgs quartic terms, are
controlled by the gauge couplings.
The other part of the Lagrangian is the superpotential
∫
d2θW + h.c.:
W = (qλuuc)H2 + (qλddc)H1 + (`λeec)H1 + μH1H2 , (56)
where λu, λd, λe are Yukawa matrices in flavour space and μ is the higgsino mass; they generate masses
for the up and down quarks and leptons, respectively, upon a non-trivial higgs VEV along the neutral
components of H1 and H2. Many new vertices appear here, too. For example, after integrating out the
auxiliary F fields, new quartic scalar vertices appear. However, we have no new quartic Higgs potential.
So in MSSM, the coefficient of the quartic higgs term depends solely on the gauge couplings. This has
important consequences on the mass of the higgs and we shall refer to it again later.
3.2 R-parity
An attractive feature in model building is that the Lagrangian has to include all the terms allowed by the
symmetries of the theory. In MSSM this is not the case. There are allowed terms that are not included in
the superpotential (56) because they violate baryon or lepton number:
LδL=1 = 12κijkli · lje
c
k + λijkli · qjdck + ξili ·H2 (57)
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Baryon and lepton number conservation are features that are experimentally verified. In particular, vi-
olation of baryon symmetry would lead to fast proton decay, which, however, has lifetime longer than
1032 years.
We can impose the absence of these terms. A more attractive possibility is to introduce a new
symmetry that prohibits their existence. This symmetry is the R-parity that we mentioned before. In
MSSM, one easily shows that it can also be defined as
PR = (−1)3(B−L)+2s , (59)
where B,L are correspondingly the baryon and lepton numbers, while s is the spin. For the MSSM
superfields, one has Bq = 1/3, Buc = Bdc = −1/3, Brest = 0 and Ll = 1, Lec = −1, Lrest = 0.
Then, it turns out that all particles have PR = 1 while all sparticles have PR = −1. The symmetry is
multiplicative and requires that all terms in the Lagrangian be invariant, having total PR = 1.
R-parity imposed on MSSM has important consequences. First, there can be no mixing between
particles and sparticles. Second, every interaction vertex contains an even number of sparticles. Physi-
cally this means that the lightest sparticle (LSP) is stable and all others can decay only to odd numbers of
the LSP. Even more, the LSP is weakly interacting so it will appear as missing energy in collider experi-
ments. Being heavy, stable, and weakly interacting, the LSP is an excellent dark matter candidate. Also,
sparticles can be produced from particles only in even numbers. All these features are very important for
phenomenology and can be observationally verified or disproved in colliders like the LHC.
3.3 Spontaneous supersymmetry breaking
In a supersymmetric theory, all the particle masses in a specific supermultiplet are the same. If super-
symmetry were not broken, the superpartner of the electron would have a mass of 0.5 MeV. Of course
such a scalar particle should have been observed already. Obviously, if supersymmetry is a symmetry of
nature, it has to be broken at the energies that we have probed so far.
Spontaneous SUSY breaking would be the first guess. It is a conceptually attractive mechanism
and it has already been applied in physics and particularly in the electroweak breaking. The breaking
produces a Goldstone field just like the Goldstone bosons in the case of ordinary global symmetries.
However, the broken supersymmetry generators are now fermionic. For this reason we do not obtain a
Goldstone boson but a fermion, the ‘goldstino’.
The breaking can be identified by the appearance of a non-linear piece in the SUSY transforma-




2 〈F 〉 ξ + · · · (60)
or when a gauge auxiliary field D gets a VEV:
δλ = 〈D〉 ξ + · · · (61)
The corresponding fermionic field, which is a linear combination of ψ and λ with non-linear transfor-
mation, becomes the goldstino. Can the VEV of a scalar field, instead of an auxiliary one, break SUSY?
The answer is no, as one sees from the fermion transformations (60) and (61). Another way to identify a
broken SUSY is to look at the vacuum energy. As mentioned before, all globally supersymmetric theo-
ries have vacuum energy equal to zero. If this is not the case, SUSY must be broken. Indeed, looking at
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we immediately conclude that only a VEV of an auxiliary field can lift the vacuum energy to positive
values and break SUSY. One can thus have two types of breaking, induced correspondingly by an F -field
VEV (O’Raifeartaigh breaking), or by a D field VEV (Fayet–Iliopoulos breaking). In the following, we
give an example of spontaneous breaking for each of these two cases.
We start with the O’Raifeartaigh mechanism. The simplest example involves three chiral super-
fields with a superpotential
W = M2Φ0 + mΦ1Φ2 − gΦ0Φ21 . (63)





which in our case imply
F ∗0 = −gφ21 + M2 F ∗1 = −2gφ0φ1 + mφ2 F ∗2 = mφ1 . (65)
As we have shown above, the condition for unbroken SUSY is F∗i = 0. However, it is easy to see that this
condition cannot be satisfied in example (63). Thus, SUSY is spontaneously broken. This also means




whether m2g is bigger or smaller than M
2
, respectively.
The Fayet–Iliopoulos breaking involves a non-vanishing D-term. As an example, consider two
massive chiral superfields Φ± with charges ±1 under an Abelian U(1) gauge symmetry. The term
ξ
∫
d4θV = ξD (66)
is gauge invariant and supersymmetric, and thus one can include it in the Lagrangian. From the equation
of motion for D, we get the SUSY condition
D = ξ + e2(|φ+|2 − |φ−|2) = 0 , (67)
along with the conditions from the superpotential
F ∗+ = mφ− = 0 F
∗
− = mφ
+ = 0 . (68)
Again, the presence of ξ precludes the compatibility of all conditions, and therefore we have SUSY
breaking. Here the minimum of the potential is either 12m
4 +(ξ−m2)m2e2 or 12ξ2, depending on whether
ξ ≥ (m2, m2
2e2
), in which case one has F -type breaking, or otherwise, in which case one obtains D-type
SUSY breaking with 〈F±〉 = 0 and 〈D〉 = ξ.
Unfortunately, there is a very important general property of spontaneous supersymmetry breaking
that makes both scenarios incompatible with experimental data when applied to the MSSM. It states that








m2f = 0 (69)
or, equivalently, ∑
J
(−)2J (2J + 1)m2J = 0 . (70)
If we use the above equality for the charged leptons we see that all the slepton masses are below 2 GeV.
Similarly d-squark masses are calculated to be below 5 GeV. This is obviously unacceptable. Ex-
perimental data tell us that the breaking mechanism is more involved than a simple O’Raifeartaigh or
Fayet–Iliopoulos mechanism within the MSSM supersymmetric Lagrangian and involves the inclusion
of a new particle sector.
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3.4 Soft supersymmetry breaking
The true SUSY breaking mechanism is not yet known. In phenomenology, we choose to bypass the
problem and parametrize our ignorance by introducing explicit breaking terms. Such terms may arise,
for instance, by mediation of spontaneous SUSY breaking from a ‘hidden’ sector to the observable
world, via gravitational (gravity mediation) or gauge interactions (gauge mediation). However, not all
breaking terms are allowed, but only those that do not spoil the most attractive feature of supersymmetry,
namely the absence of quadratic divergences which guarantees the stability of mass hierarchy. Indeed, in
supersymmetric theories, the dimensionless couplings of fermions and scalars that appear in the divergent
terms of the loop corrections to the higgs boson mass, are related in such a way that the corresponding
contributions exactly cancel each other.
The one-loop correction for the SM is given in Eq. (4). In MSSM, one has to add the contribution
of the superpartners: higgsinos and squarks. In general, the coefficient of the quadratic divergence is
proportional to
∑
(λscalar − λ2fermion). However, in supersymmetry λscalar = λ2fermion for every multiplet
and all divergent pieces cancel each other. If the breaking terms were to introduce new dimensionless
couplings, this nice cancellation would not occur. For this reason, only dimensionful couplings are
allowed. Single field terms in the superpotential are excluded by gauge invariance because in MSSM
there are no fields that are neutral under all symmetries. Only mass terms and trilinear scalar couplings
are allowed. However, the requirement that the couplings be dimensionful is a necessary but not sufficient
condition. A general rule for writing the most general set of allowed SUSY breaking terms is
1. Introduce an auxiliary chiral superfield S (called ‘spurion’) with only an F component that is equal
to msoft: S = msoftθ2.
2. Promote all couplings of the supersymmetric Lagrangian to spurion-dependent functions. In SUSY
breaking mechanisms, msoft is equal to the square of the SUSY breaking scale mSUSY in the hidden





For example, if M = MPlanck and mSUSY ∼ 1011 GeV then msoft ∼ 1 TeV.
We apply these rules to all Lagrangian terms. Matter kinetic terms become∫
d4θΦ†Φ→
∫
d4θ ZΦ(S, S†)Φ†Φ , (72)
where ZΦ(S, S†) = 1 + zφSS† up to analytic field redefinitions. This generates masses to scalars:
m2softzi|φi|2, denoted collectively m20. Gauge kinetic terms become∫
d2θW2 →
∫
d2θ ZW(S)W2 , (73)
where ZW(S) = 1+ zWS. This generates masses to gauginos: msoftzaλaλa, denoted collectively m1/2.
Finally, every superpotential term Wi changes to∫
d2θWi(Φ)→
∫
d2θ wi(S)Wi(Φ) , (74)
where wi(S) = 1 + ωiS. In particular, from the MSSM superpotential (56), one obtains
WMSSM → BμH1H2 + q˜Au˜u˜cH2 + q˜Ad˜d˜cH1 + ˜`A˜`e˜cH1 , (75)
where Ai are matrices in flavour space. We thus get new trilinear analytic scalar interactions, as well as
an analytic higgs mass mixing.
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The inclusion of the soft SUSY breaking sector raises the number of parameters of the model
to around 120. This is a huge number in general, but it may be highly reduced in particular SUSY
breaking mechanisms. Obviously, it is practically impossible to perform a phenomenological study
in the most general case. However, not all of the parameter space is allowed by experiments. One
example of such a restriction is on the flavour dependence of the parameters. In particular, the mass
matrices of the sfermions allow for flavour and left–right mixing. This would lead to large flavour
changing neutral currents which, however, have not been observed in experiments. Thus we should
impose phenomenological restrictions on the parameter space. It is hoped that these restrictions may be
naturally explained in a successful supersymmetry breaking scenario.
There is a particular set of restrictions that can take care of all the requirements on the soft param-
eters in an holistic way. It consists of the simple statement that SUSY breaking is flavour blind. This
means that all squark and slepton soft mass terms are just proportional to the identity matrix in flavour










)ij = m2d˜δij . (76)
(m2
l˜





(Au˜)ij = Au˜(yu)ij , (Ad˜)ij = Ad˜(yd)ij , (Al˜)ij = Al˜(yl)ij . (78)
This assumption severely reduces the number of parameters: 8 from above, 3 gaugino soft masses, and
3 soft higgs parameters that make 14 SUSY breaking parameters in total. SUSY breaking mechanisms
like mSUGRA (minimal supergravity) or GMSB (gauge mediation supersymmetry breaking) reduce this
number even further (for instance 5 for mSUGRA). Because of its simplicity, flavour blindness is a
desirable feature for most SUSY breaking proposals.
Another possible solution to the flavour problem is to set the mass of the squarks high enough so
that their contribution in virtual exchanges becomes negligible. However, the solution to the hierarchy
problem, which is the major motivation for supersymmetry, then becomes problematic.
3.5 Higgs potential
The higgs potential is calculated by isolating the scalar components of the supersymmetric Lagrangian,
integrating out the auxiliary fields and including the soft terms. It is given by


















2)(|h1|2 − |h2|2)2 +
g22
2
|h†1h2|2 + m21|h1|2 + m22|h2|2 + (Bμh1h2 + h.c.) (79)



















One important property of the MSSM higgs potential is that the quartic higgs self-coupling (the
λ|h|4 in SM) is now fully determined in terms of the gauge couplings of the theory. It is not a new
parameter as in the Standard Model. Thus the mass of the higgs will be given in terms of soft terms and
the mass of Z only, and moreover it obeys a calculable upper bound.
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The higgs potential has been studied primarily around its electroweak breaking minimum which








































2)(|h01|2 − |h02|2)2 + m21|h01|2 + m22|h02|2 − (Bμh01h02 + h.c.) . (83)
We observe that in the direction
|h1|2 = |h2|2 → h1 = φ, h2 = eiαφ† (84)
the first term vanishes, corresponding to a flat direction of the quartic part of the potential. This flat
direction may be dangerous as it can destabilize the potential. It is important to find appropriate condi-
tions that ensure its stability. In other words, the parameters should be restricted so that the potential is
bounded from below. Indeed, along the direction (84), we have




2 − 2Bμ cosα)|φ|2 (85)
and the stability condition is
m21 + m
2
2 − 2Bμ cosα > 0 . (86)
3.6 Electroweak symmetry breaking
Apart from the soft terms, all particles acquire part of their mass through the electroweak (EW) symmetry
breaking which requires that one of the eigenvalues of the square mass matrix from the quadratic part of
the neutral scalar potential Eq. (83) be negative. The stability condition Eq. (86) ensures that the trace of




2 −B2μ2 < 0 . (87)
One proposal is for the breaking mechanism to occur radiatively (radiative symmetry breaking).
This states that at high energies all scalar masses are positive and m21m22−B2μ2 > 0. However, through
the renormalization group evolution, m22 is driven negative at low energy mostly due to the contribution











+ |At|2 + m22
)
















+ |At|2 + m22 − μ2
)
+ · · ·
This proposal also guarantees that the stop becomes heavier in the infrared and thus colour remains
unbroken. Moreover, it requires that λt be O(1), or equivalently a heavy top, close to the infrared fixed
point.
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The radiative EW breaking is realized in the minimal SUGRA ansatz. At high energies, near the
Planck scale, all sparticle scalars and gauginos have the same mass m0 and m1/2, respectively. The
spectrum of sparticles is found from the renormalization group evolution to low energies which gives
a variety of different masses that we may observe in LHC. This flow also brings m22 down to negative
values, thus triggering electroweak symmetry breaking. A plot illustrating such an evolution is shown in
Fig. 3.
Fig. 3: Sparticle spectrum in mSUGRA
3.7 Higgs boson mass
We have two higgs doublets that contain eight real degrees of freedom. We can write down the relevant
scalar potential and choose the minimum such that only the neutral fields acquire VEVs. In order to
calculate the masses of the physical ones (mass eigenstates), one has to write down and diagonalize the
mass matrix. That would be an 8× 8 matrix including all the degrees of freedom but it is block diagonal
and breaks down to four 2× 2 matrices. After electroweak breaking, three degrees of freedom are eaten
by the weak gauge bosons W± and Z0 to obtain their masses. The remaining five are called h, H , H±,


























where the angle β is defined by the ratio of the two higgs VEVs, tan β = v2/v1.
These masses obey the inequalities
mh < mA < mH , (89)
mh < mZ . (90)
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The second one is particularly important. If this were to hold for the actual value of the higgs boson mass
it would already have been observable in experiments like LEP2. This discrepancy fortunately disappears
when one takes into account loop corrections to this value. In particular, the quantum corrections from










Then, the inequality (90) does not hold and mh can be lifted above the present experimental limit. In
particular, the current upper bound for the lightest higgs boson mass in MSSM is around mh < 135 GeV.
3.8 Sparticle spectrum
The main contribution to the sparticle masses in MSSM comes from the soft terms. There are also smaller
contributions from the electroweak symmetry breaking. This situation is different from the Standard
Model where all particles get their mass from electroweak symmetry breaking. A systematic study of
the sparticle spectrum for the most general soft parameters is practically impossible as it would require
a parameter space of more than 100 dimensions. Driven by the flavour problem, we impose certain
simplifications on the parameter space, such as Eqs. (76)–(78), that can make the study feasible. In
particular, we ignore any flavour mixing between the generations and allow only left–right (L–R) mixing
for the third generation. As for the rest, we impose no constraints on the mixing between higgsinos and
gauginos. Lastly, the gluino is the only fermion in the adjoint of SU(3) so it is a mass eigenstate.
In the following, we give a brief overview of the mass spectrum for each of these categories. We
should note, however, that exact values of masses cannot be given as they are all related to each other in
various ways and these relations depend a lot on the SUSY breaking mechanism (and on values of the
parameters that we choose within each such scenario).
Having already discussed the higgs boson mass in the previous section, we focus on squarks and
sleptons. In principle, we would have to write down a 6× 6 mass matrix for all the possible flavour and
L–R mixing. However, we have chosen to ignore any mixing for the first two families. Their low energy
masses are found by the renormalization group evolution of the initial, high-energy theory. In order to
use these equations we need to choose a breaking scheme, for example mSUGRA or GMSB. The soft
masses are the same between the components of every multiplet. The difference in the masses of the
components of a certain multiplet comes from the contribution from the electroweak breaking.
For the third generation (stops, sbottoms, and staus) we allow L–R mixing because of their large
Yukawa (and thus trilinear soft) couplings. The mass matrix for the stops is






where M2q˜3 and M
2
t˜
are the soft mass terms for the third generation of left-handed squarks and right-
handed stops, while mt is the mass of the top quark, proportional to the Yukawa coupling yt. This
mass matrix comes from integrating out the auxiliary fields of the chiral superfields (F ). Similarly, the
contributions Δu˜’s come from integrating out the auxiliary fields of the vector superfields (D). The L–R
mixing terms proportional to At come from the soft trilinear couplings, and the ones proportional to μ
appear again from F -terms. The diagonalization of this matrix gives the physical masses that correspond
to the states t˜1 and t˜2. The mass matrices for b˜i and τ˜i are similar.
The next group is the neutralinos, the mass eigenstates of B˜, W˜ 0, H˜01 , and H˜02 . We use χ0i to
denote them, such that mχ0i < mχ0i+1 . Their mass matrix is
Mχ0 =
⎛⎜⎜⎝
M1 0 − cosβ sin θWmZ sin β sin θWmZ
0 M2 cos β cos θWmZ − sin β cos θWmZ
− cos β sin θWmZ cos β cos θWmZ 0 −μ
sin β sin θWmZ − sin β cos θWmZ −μ 0
⎞⎟⎟⎠ (93)
22
I. ANTONIADIS AND P. TZIVELOGLOU
178
where M1 and M2 are the gaugino soft mass terms [M1 for U(1), M2 for SU(2)] and μ comes from
the supersymmetric term μH1H2 in the superpotential. The off-diagonal blocks are just a rewriting of
the gaugino–higgsino–higgs couplings. The expressions of the eigenvalues are long and not very useful.
One useful equality that exists in grand unified theories is M1 ' 12M2, obtained by the RG evolution
from equal masses at the unification scale, allowing for a rough estimate of the masses of χ1 and χ2 at
TeV energies.















2 cos βmW μ
)
. (95)





|M2|2 + |μ|2 + 2m2W ∓
√
(|M2|2 + |μ|2 + 2m2W )2 − 4|μM2 −m2W sin 2β|2
)
. (96)
Finally, the mass of the gluino is given by the soft mass parameter M3. Thus its exact value
depends on the particular SUSY breaking model that is used. An estimate can be obtained again in
mSUGRA well as in GMSB is that by the RG evolution of equal masses at MGUT, leading to M3 ∼ 6M1
(∼ 3M2) at low energies. Thus, we expect gluinos to be heavier than the charginos and neutralinos, in
this context.
We have given a very brief presentation of the terms that determine the sparticle mass spectrum.
It is obvious that as long as we do not know the exact mechanism and the relevant scales of SUSY
breaking, we cannot obtain exact values for the masses. Besides, only some of the masses have nice
analytical expressions, while for the rest we can use rough estimates or lower or upper bounds.
3.9 Collider signatures
The MSSM has very important signatures in hadronic and leptonic colliders. R-parity-conserving models
share some common features. For example, all sparticles will be produced in pairs and they will all
cascade down to the lightest supersymmetric particle (LSP) which has to be stable. Typically this is a
neutralino. As it interacts only weakly, it will give rise to events with missing energy.
There are many channels that can lead to the discovery of various supersymmetric particles.
Chargino and neutralino production at hadron colliders can occur through
qq¯ → γ, Z → χ+χ− , (97)
ud¯→W+ → χ+χ0 . (98)
In hadron colliders like the LHC the dominant production will be towards gluinos and squarks:
gg → g˜g˜ , q˜ ˜¯q . (99)
These will generally cascade down to lighter particles, finally forming jets, leptons, and missing
energy that can be seen in the detectors. For example:
q˜ → qχ01; q˜ → qχ02 → q(`+`−)χ01; g˜ → ud¯χ− → ud¯W−χ01 . (100)
The bounds from the Tevatron on the values of squarks and gluinos are m˜g,mq˜ ≥ 300 GeV.
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4 Grand unification
Grand Unified Theories (GUTs) is another proposal that appeared in the 1970s for physics beyond the
SM. The idea is that the three gauge couplings of the SM unify under a single gauge group at some higher
energy scale. In other words, the theory contains a unique group G at high enough energy and as we
drop down to the O(100) GeV, G breaks spontaneously to the usual SU(3)× SU(2)×U(1) SM gauge
group. The initial motivation for the theory was the ultimate unification of all gauge interactions. It would
complete the partial unification that was achieved with the SM, which describes all the various processes
between particles that were observed in colliders (and seemed extremely complicated in the early years
of particle physics) in terms of three fundamental gauge interactions having three independent coupling
constants. Another achievement of GUTs is to explain the peculiar pattern of particle representations in
the SM and in particular the various hypercharges, closely related to the electric charge quantization.
Unfortunately, it was soon realized that GUTs exhibit severe problems when applied to concrete
models. First, the proton lifetime predicted by the simplest and minimal SU(5) GUT model was ex-
cluded experimentally. The only way to cure this drawback is to raise the scale where the symmetry
breaking occurs up to about 1016 GeV. Second, they suffer from the mass hierarchy problem in a direct
way, the so-called gauge hierarchy, that we shall discuss in more detail below. Finally, according to the
renormalization group equations of the SM, the gauge couplings never meet at a point for unification
to occur in a precise way. Some kind of new dynamics at higher scale is needed in order to shift the
evolution of the couplings in a way that they meet.
It is then remarkable how the sole inclusion of supersymmetry greatly ameliorates this picture.
This incredible matching of two seemingly independent theories—SUSY improves most of the weak
points of GUTs and GUTs provide an interpretation for the mysterious meeting of the gauge couplings
in SUSY—is not something that happens often in physics. It definitely provides us with one more reason
to believe that SUSY has a good chance of being discovered soon at the LHC.
4.1 Gauge coupling unification
Let us first describe the general idea. For simplicity, we stay in the context of SM GUTs and only switch
to supersymmetric SM GUTs when needed. After all, the basic framework is similar for both; replacing
the fields of the SM with the corresponding superfields.
We start with a semisimple group G that breaks down to the SM gauge group at some scale MGUT.
The reason why the charges of SM particles are not quantized is the presence of U(1)Y as a separate
local Abelian symmetry of the theory. As such, the hypercharge Y enters in the expression of the electric
charge Q = T3 + Y which can thus take any value, in principle. In GUTs, the electric charge, or
equivalently the hypercharge, is a subgroup of a non-Abelian symmetry and is therefore quantized.
At the scale MGUT where G breaks down to SU(3) × SU(2) × U(1), all gauge couplings are
equal:
gGUT = g1 = g2 = g3 (101)
where g2 and g3 are identified with the SM gauge couplings of SU(2)L and SU(3)c at MGUT. But
is U(1) the same as the SM U(1)Y ? In order to answer, we have to take into account that U(1) is a
subgroup of the larger non-Abelian group G. The generator T1 of this subgroup is normalized in the
same way as all the other generators of G. In a representation R,
TrR T aT b = T (R)δab ⇒ TrT 23 = TrT 22 = TrT 21 (102)
where T3 and T2 correspond to the generators of SU(3) and SU(2), respectively. There T1 should be
related to TY by a multiplicative normalization. We know that for a complete fermion family in the SM,
TrT 22 = TrT
2
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Thus, obviously TY =
√
5/3T1. It is now straightforward to write down the relation for the couplings.
In the covariant derivative terms of the SM gY appears as gY TY . If we want to keep SM intact, we must






Summarizing, at the unification scale√
5/3gY = g1 = g2 = g3 = gGUT . (105)







3/5 ⇒ sin2 θW = 38 . (106)
4.2 Renormalization group evolution
In order to study the renormalization group (RG) flow of the gauge couplings in either the SM or the
MSSM, we need to know if there are new particles in the loops, coming from the unification scheme.
In a Grand Unified Theory, (at least) two spontaneous symmetry breakings take place, G → SU(3) ×
SU(2) × U(1) → SU(3) × U(1)EM. One is the breaking of the unification group G down to the SM
gauge group at a scale MGUT, and the other is the usual electroweak symmetry breaking at scale mW .
Therefore there are two sets of higgs bosons and two sets of massive gauge bosons. The ones related
to the GUT group breaking have masses of the order of MGUT and are thus very heavy. At energies
lower than MGUT, these states are decoupled and can be ignored. So we do not have to include any new
particles when running the RG equations, to lowest order.
In the following, we shall study the gauge coupling unification in two different ways. First, we
can start with the experimental values of the gauge couplings at mZ ,
α−13 = 8.50 ± 0.14 α−12 = 29.57 ± 0.02 α−11 = 59.00 ± 0.02 (107)






where the beta functions for the SM and the supersymmetric SM are
SM SSM










b1 = − 43Ng −
1
10
NH = − 2Ng − 310NH
where Ng is the number of generations and NH is the number of Higgs doublets. Obviously, Ng = 3
and NH = 1 for the SM, while NH = 2 in the SSM. The results are presented in Fig. 4. We see that no
unification occurs for the SM as the three couplings do not meet at the same point. On the other hand, in
supersymmetric SM all couplings do meet around the scale MGUT ' 2× 1016 GeV.
We can also do another computation that demonstrates the benefits of the supersymmetric theory
with respect to SM. We start from the experimental values of a1 and a2 (or equivalently g2 and sin2 θw),
and run the RG equations up until the point where they meet, while leaving a3 free. Then we run back to
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Fig. 4: Gauge coupling evolution of SM versus SSM
mZ and obtain a prediction for the strong coupling a3 which can be compared to the experimental value.
Figure 5 shows what we get. The supersymmetric version of the SM predicts precisely the experimental
value of a3, while the pure SM prediction is off by almost 50%.
Fig. 5: GUT prediction of QCD coupling
4.3 SU(5) grand unification
All the discussion so far has been for a general group G. We now go on to study in some more detail
a specific model. Since the SM group has rank 4, we need rank (G) ≥ 4. The simplest group that has
been studied extensively is the rank 4 SU(5) (and the rank 5 SO(10) which we mention at the end).
All SM fermions fall in the fundamental and antisymmetric representations of SU(5). The anomaly-
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free choice is 5 and 10. The gauge bosons fall of course in the adjoint 24 representation. Their precise
decomposition under SU(3)× SU(2)× U(1) for fermions is
5¯ = (3¯, 1)1/3 + (1,2)−1/2 10 = (3,2)1/6 + (3¯, 1)−2/3 + (1, 1)1










0 uc3 −uc2 −u1 −d1
−uc3 0 uc1 −u2 −d2
uc2 −uc1 0 −u3 −d3
u1 u2 u3 0 −ec
d1 d2 d3 e
c 0
⎞⎟⎟⎟⎟⎠
and for the gauge bosons
24 = (8, 1)0 + (1,3)0 + (1, 1)0 + (3,2)5/6 + (3¯, 2¯)−5/6








The SM gauge bosons correspond to only half of the 24 generators of SU(5). The remaining 12 genera-
tors are associated to new gauge bosons X and Y . These are the generators that are broken at the GUT









Let us take a closer look at the two spontaneous breaking steps that occur in GUT models. The
first one is triggered by the VEV of Σ, a Higgs multiplet in the adjoint 24 representation of SU(5). Its
VEV is chosen to lie along the diagonal generator Y :




⇒ G→ SU(3) × SU(2) × U(1) . (109)
The X and Y gauge bosons get their masses through the higgs mechanism:
m2X = m
2
Y ∼ g2GUTV 2 . (110)






)← Higgs triplet with quantum numbers of d quark
← Higgs doublet (111)









⎞⎟⎟⎟⎟⎠ ⇒ SU(2)× U(1)→ U(1)em (112)
1In non-supersymmetric GUTs, H is the complex conjugate of H , while in the SUSY case, these are different chiral
superfields.
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and get the usual masses for the W and Z gauge bosons.
The main drawback of all the grand unified models is that they require the existence of two, vastly
different from each other, mass scales MGUT and mW , whose hierarchical ratio cannot be imposed in a
natural way. This is a concrete manifestation of the so-called ‘gauge hierarchy problem’. To start with,
extreme fine tuning at tree level of the free parameters is needed in the GUT Lagrangian in order to
keep MGUT
mW
∼ 1014. In addition, loop corrections contain quadratically divergent contributions to scalar
masses that will definitely destroy this tuning. So even for an initial unnatural but technically allowed
choice for the values of the parameters, the theory suffers from a severe adjustment of these values
order by order in perturbation theory. The inclusion of SUSY offers a solution to the latter issue. In
supersymmetric theories, scalars are not plagued with quadratic divergences and the non-renormalization
theorem guarantees that once we choose specific relations among the parameters of the superpotential,
they will remain unaffected by loop corrections.
Unfortunately, the tree-level fine tuning problem is still there. The higgs supermultiplets of a












They belong to the 5 and 5 representations of SU(5) (note that Hi and dH are now superfields). The
higgs part of the superpotential is
W = MGUT TrΣ2 + λTrΣ3 + MHH¯ + ρHΣH¯ . (114)



































= μ ∼ O(mW ) , (116)
while M and V are of the order of MGUT scale. This requires an incredible cancellation between these
two values. Actually, the triplets dH and dcH must be superheavy because otherwise they would cause
fast proton decay. This is the so-called ‘doublet–triplet’ splitting problem.
Let us now turn to some specific predictions of the SU(5) model regarding the masses of fermions.
They come out of the Yukawa couplings, which involve a higgs field and two fermions. The only allowed
combinations are
λu1010 5H + λd10 5¯ 5¯H , (117)
where we denote
10 = (q, uc, ec) 5¯ = (dc, `) 5H = (dH ,H2) 5¯H = (dcH ,H1) , (118)
and λu, λd are 3 × 3 matrices in flavour space. If we give the VEV (112) to the higgs field, then we
see that the mass matrices for the leptons and the down-type quarks are equal. By diagonalizing these
matrices we get the relations
md = me ; ms = mμ ; mb = mτ . (119)
These relations are obviously not consistent with experiment but we have to remember that they only
hold at the MGUT scale, where SU(5) symmetry is exact. Using again the RG equations, one can find
the corresponding relations at low energies. It turns out that the mass ratio of mb/mτ works nicely and
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the GUT prediction is in agreement with the experimental value. Unfortunately, this is not the case for







that are not altered by the RG evolution and they grossly disagree with the actual experimental masses.
One way to solve this problem is by making the higgs sector more complicated (by introducing for
instance new higgs multiplets), but we shall not discuss it here.
4.4 SO(10) grand unification
The SU(5) model is the simplest model that ‘works’ in terms of successfully arranging the fields into
complete multiplets of the GUT group with minimal inclusion of new degrees of freedom. However,
there is another model that also works and at the same time offers a natural way to incorporate right-
handed neutrinos (and thus neutrino masses) in GUT representations, which is not the case for SU(5).
This is the unification group SO(10), a group of rank 5 instead of the rank 4 SU(5). Here we only
mention some of its advantages and disadvantages with respect to the SU(5).
First, the SO(10) model incorporates right-handed neutrinos and offers a framework to understand
neutrino masses and oscillations. Second, all the fermions of a generation are now grouped into a single
representation 16 (the spinor of SO(10)), with decomposition:
SO(10) → SU(5) × U(1); 16→ 10 + 5 + 1 . (121)
The singlet 1 is the extra term missing in the SU(5) GUT that corresponds to the right-handed neutrinos.
The electroweak higgs field belongs to the 10 representation which decomposes as 5H + 5H and there
is only one Yukawa interaction: 16 16 10H. Another novelty is that the B–L symmetry is part of the
gauge symmetry and corresponds to one of the SO(10) generators. The main drawback of this model
is that the higgs sector needs to be quite complicated in order to give the correct SM spectrum at low
energy. Nevertheless, the SO(10) GUT is a model with many attractive features and is always taken into
account along with SU(5) in model building in SUSY, string compactifications, etc.
5 Advantages and problems of supersymmetry
We would like to conclude by summarizing the main advantages and drawbacks of the supersymmetry
idea.
First of all, supersymmetry offers a solution to the hierarchy problem predicting a higgs boson
mass that can be reached by colliders like the LHC. Moreover, supersymmetry offers an excellent candi-
date for dark matter, the lightest supersymmetric particle. Another attractive feature is the gauge coupling
unification, a property that indicates that the theory might stay perturbative up to the GUT scale. On the
conceptual level, we are given a framework where elementary scalars can be naturally included and
treated on the same footing as fermions. Also, supersymmetry expanded our notion of spacetime includ-
ing new dimensions of Grassmannian nature. Last but not least, supersymmetry is a theory that makes
specific predictions and can be verified or disproved experimentally in the real feature. If supersymmetry
is true, there will be a rich spectrum of new particles within the reach of the LHC.
On the other hand, one of the weak points is the fact that the MSSM, without imposing phe-
nomenological restrictions, has far too many free parameters. Also, global symmetries like lepton and
baryon number conservation are not automatic as in the Standard Model but need to be imposed, for in-
stance by R-parity. Restrictions by hand also need to be imposed on the soft terms to suppress dangerous
FCNC processes. In addition there is a problem with the parameter μ. This is a SUSY mass parameter
and a priori has nothing to do with SUSY breaking but its phenomenologically acceptable value is of
29
BEYOND THE STANDARD MODEL: SUPERSYMMETRY
185
the order of the soft breaking masses. Finally, there is some tension from experimental results in collid-
ers, such as LEP2 and Tevatron. The fact that they have not seen any SUSY signatures yet has already
introduced a fine tuning in the theory of the order of a few per cent.
Because of these problems, several alternative theories that can also offer an explanation to the
mass hierarchy have been proposed, predicting new phenomena at the TeV scale. One radical idea, moti-
vated by string theory, is based on extra dimensions (ordinary bosonic and not fermionic as in SUSY). An
overview of its main properties was presented in the last lecture, based on the review by Antoniadis (see
the first eight sections). In conclusion, we expect that colliders such as LHC will start producing data
soon, uncovering new physics that should allow us to identify the correct theory beyond the Standard
Model.....
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An introduction to cosmology
M.H.G. Tytgat
UniversitØ Libre de Bruxelles, Brussels, Belgium
Abstract
These lecture notes give an introduction to cosmology for high-energy physi-
cists. The content is otherwise orthodox. I introduce the Cosmological Princi-
ple, the basic equations, and the data that underly our understanding of the uni-
verse. Then I focus on the early universe, discuss nucleosynthesis, the WIMP
paradigm of dark matter, and the principles of baryogenesis. The last two sec-
tions introduce elementary aspects of large-scale structure formation, and their
relation to ination. I apologise for not giving much reference to the origi-
nal literature, but I point the reader to other reviews or lecture notes for more
details or insights.
1 The Cosmological Principle
When we watch the sky at night, we see stars, the Milky Way, etc. But if we blur the picture a little,
we would agree that there seems to be no preferred direction. This isotropy together with the alleged
Copernician principlewhich states that the Earth holds no special placehas led us to assume that the
Universe is homogeneous on large scales. This hypothesis, called the Cosmological Principle, has been
central to the development of modern cosmology, starting with the static universe of Einstein which, he
assumed, should be uniform both in space and in time (see for instance Refs. [1] and [2] for history).
Isotropy and homogeneity are clearly different concepts. There are systems which are isotropic
but not homogeneous and the other way around. However, isotropy around any two points implies
homogeneity, as Fig. 1 suggests.
Fig. 1: Isotropy around A and B means that physical conditions (say density or temperature) are the same on the
two circles and thus on any circle and so implies homogeneity
The Cosmological Principle is well supported by observations. In particular:
 The isotropy of cosmological signals (most remarkably the cosmic microwave background radia-
tion (CMBR)).
 The large-scale distribution of matter (large-scale structures).
 The recession of distant galaxies (Hubble’s law).
The CMBR, discovered in 1965, is a spectrum of electromagnetic radiation that peaks in the microwave
range (λ ≈ 2 mm) and that lls the universe. In the early 1990s, the FIRAS instrument on board the
COBE satellite established that this radiation has an almost perfect black body spectrum at tempera-
ture T = 2.725 K (see Fig. 2). This discovery brought to an end work on the Steady-State model,
an alternative to the Big Bang. The CMBR signal is very isotropic. There is a dipole at the level
187
Ω = ∆T/T ∼ 10−3 that is interpreted as a Doppler effect caused by motion with respect to the frame of
reference in which the CMBR signal is isotropic. There are also higher multipoles, but at a much smaller
level, Ω ≈ 10−5. Their signicance will be discussed in Section 7.
Fig. 2: The spectrum of the CMBR (FIRAS). Errors have been enlarged by a factor of 400.
Further evidence of isotropy is provided by studies of the distribution of galaxies (Fig. 3) or other
extragalactic objects, like gamma-ray bursts (Fig. 4). Surveys in redshift, like the Las Campanas Redshift
Survey or the 2dF survey (Fig. 5) show that the average distribution of galaxies is uniform. There are
structures in these maps but the density contrast (dened as ∆ = δρ/ρ where ρ is the energy density
of matter) is ∆ ¿ 1 on scales beyond ∼ 100 Mpc1. This is shown in Fig. 6 using a compilation of
(somewhat old) data [3].
Fig. 3: The APM survey shows the distribution of density of galaxies in the sky (about 106 galaxies, the brighter
the colour, the higher the density)
The law of recession of galaxies was formulated by Hubble in 1929, using cepheid stars to mea-
sure cosmic distances. Measurements of spectra of galaxies showed a systematic increase of measured





zc = H0d (1)
1The parsec (1 pc ≈ 3.3 light-years) is a unit of distance much used in astronomy and still common in cosmology. Seen




Fig. 4: Gamma-ray burst angular distribution measured by BATSE (http://www.batse.msfc.nasa.gov/
batse/grb/)
Fig. 5: Map of the 2dF redshift survey
(http://www2.aao.gov.au/2dFGRS/)
Fig. 6: Power spectrum of mass fluctuations ∝ 〈∆2〉,
where h is as in Eq. (3)
where d is the distance to the observed galaxy, c is the speed of light, and H0 ≈ 500 km·s−1· Mpc−1 is
the Hubble parameter (the value quoted is that measured by Hubble). If the redshift is interpreted as a
Doppler effect due to motion of the galaxy, v/c ≈ z for non-relativistic motion, we get the Hubble law,
v = H0d, (2)
which states that galaxies recess with a velocity proportional to their distance. This motion is an average,
as the velocity of galaxies at xed distance is distributed around the mean given by the Hubble ow.
The difference is called the peculiar velocity. For large distances, the ratio of the peculiar velocity to the
Hubble velocity is small but for neighbouring galaxies the dispersion is important. Figure 7 shows the
historic data. Figure 8 is a contemporary Hubble diagram. The giant leap in distances between the two
gures has been achieved by using a class of supernovae (called type Ia or SnIa for short) as standard
candle to measure cosmic distances. It is the use of SnIa that has led to the conclusion that the expansion
of the universe is accelerating (see Section 3). To nd good candles has always been a problem in
cosmology and SnIa are no exception (see, for instance, Ref. [4] or the references in Ref. [5]).
In the sequel we shall use
H0 = h100 km · s−1 ·Mpc−1 with h ≈ 0.7 . (3)
For estimates take h ≈ 2/3 and h2 ≈ 1/2.
3
AN INTRODUCTION TO COSMOLOGY
189
Fig. 7: The first Hubble diagram: H0 ≈ 500 km ·
s−1 ·Mpc−1
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Fig. 8: A modern Hubble diagram: H0 = 64 km · s−1 ·
Mpc−1
What is the relation between the Hubble law and the cosmological principle? There are two quite
different interpretations of the Hubble law. The rst one is that we are at the centre of a sort of explosion
and that the galaxies move away from us. The alternative interpretation is that there are no privileged
observers. The system is uniform (there are an innite number of centres) and galaxies are moving
away from each other. The classical illustration is a balloon being inated (we live on the surface of
the balloon). Equivalently take a system of galaxies and assume that their peculiar velocity is negligible
(ideal galaxies). The position of these ideal galaxies denes a system of coordinates called comoving
coordinates, that is a system of coordinates in which they are at rest. Motion is taken into account by
introducing a scale factor a(t) which depends only on time (which we shall call the age of the universe).
That the Hubble law holds is shown in Fig. 9. It is easy to verify that the v ∝ d is the only possible
motion consistent with the cosmological principle (e.g., v ∝ d2 would not work).
An immediate consequence of the Hubble law is that if we reverse the ow and go back in time,
there would be a time at which the galaxies were innitely close to each other. The time scale for this is
given by the inverse of the Hubble parameter H0
1/H0 = h−1 9.78 · 109 years.
For h ≈ 2/3, we get 1/H0 ≈ 15 · 109 years, which is older than the age of the globular cluster (about
12 · 109 years) the oldest system of stars. In the days of Hubble, 1/H0 ≈ 2 · 109 years, which was
less than the age of the Earth (for a history of measurements of the Hubble parameter see, for example,
Ref. [6]).
If v was constant (that is to say for a galaxy at comoving distance x), H−1 would indeed be the
age of the universe, since
v = const = a˙(t)x→ a(t) ∝ t→ H(t) = a˙(t)/a(t) = 1/t ,
choosing the origin of time so that a(0) = 0. Constant velocity is free motion. Gravity is an attractive
force and thus we should expect that attraction between galaxies will slow their collective motion. Con-
sequently, the age of the universe should be less than the naive estimate t0 = 1/H0. To verify this, we
need the equations that describes our system of galaxies, as well as everything else that might ll the
universe.
2 Basic equations
We now write down the basic equations describing a perfectly homogeneous and isotropic expanding




Fig. 9: A one-dimensional derivation of the Hubble law from the introduction of a uniform scale factor a(t).
Things are depicted from the point of A but the same result holds from the point of B(′), C(′), etc.
The rst thing we need is a convenient system of coordinates to describe the spacetime of our
(idealized) universe. Spatial slices or sections in spacetime are taken to be isotropic and homogeneous.
By denition physical conditions (say some energy density ρ) are constant on each slice. As in the
previous section, we take the positions of ideal galaxies (i.e., with no peculiar motion) to dene comoving
coordinates. Here we use spherical comoving coordinates (χ, θ, ϕ) and our galaxy is put at the origin of
coordinates. As for time, we make use of the fact that the lapse of proper time measured by any ideal
(last time) galaxy between a spatial slice with physical conditions A (say ρA) and B (ρB) is a universal
quantity. Hence we take our proper time as a universal coordinate of time t and call it the ‘age of the
universe’. The age today is written with the subscript zero, t(today) = t0 (likewise H0 is the Hubble
parameter today). Finally the collective motion (Hubble ow) is implemented through the scale factor
a(t) that we normalize to a(t0) = a0 = 1, today. Hence the physical distance today between our galaxy
and a galaxy B is given by χB , Fig. 10.
For any time, the physical distance dP is given by
dP (t) = a(t)χ .
Taking the time derivative gives the Hubble law
v = d˙P = a˙(t)χ =
a˙
a
a(t)χ ≡ HdP .
This relation between velocity and physical distance is exact (compare with (2) obtained from the obser-
vation of redshift and the non-relativistic expression of the Doppler effect) but holds only if we use the
distance dP (Section 3).
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Fig. 10: System of comoving coordinates for ideal galaxies, i.e., galaxies at rest in comoving coordinates. Since
space is homogeneous, a universal time of coordinate (‘age of the universe’) is provided by the proper time of
comoving observers. At each t, the physical distance between a galaxy (us) at the origin and another one is given
by a(t)χ.
According to General Relativity (GR)the framework that we should really use to describe the
universe as a wholeenergy/matter curves spacetime and, conversely, the shape of spacetime tells en-
ergy/matter how to move. The basic building block of GR is the metric of spacetime. This metric
takes a very simple form for an isotropic and uniform universe. Using our coordinates (t, χ, θ, ϕ), an
innitesimal spacetime interval reads
ds2 = dt2 − a(t)2dl2 ,
where dl is an innitesimal comoving distance interval. The latter has to be consistent with the isotropy
and homogeneity of space2. Correspondingly the geometry of a space slice does not have to be Euclidean.
Actually there exist three isotropic and homogeneous geometries and the corresponding spacetime met-
rics are called the RobertsonWalker metrics3. The spatial geometries correspond to the equivalent in
three dimensions of the sphere, the plane, and the hyperbolic plane. These are surfaces of constant
curvature, noted K (for a sphere of radius R, K = 1/R2) and
dl2 = dχ2 + S2K(χ)(dθ
2 + sin2 θdφ2)
2Here we make a conceptual jump: we no longer think of galaxies in motion but rather we shall interpret the Hubble flow
as being caused by the expansion of the universe itself.
3Standard caveat: we discuss only the geometry of space, not its topology. For instance, space could be flat, but curled,
like a three-dimensional torus. This may be, but we assume here that the radii of such a torus are much larger than the largest




with (drawing the analogs of the geometries in two dimensions for the sake of illustration)
 at space: K = 0
SK(χ) = χ
α+ β + γ = pi ;







α+ β + γ > pi ;




α+ β + γ < pi .
These geometries are all isotropic and homogeneous. This is clear for the plane and the sphere. In the
latter case curvature is just K = 1/R2 where R is the radius of the sphere (remember, we live on the
sphere). The plane corresponds to the limit R→∞. The hyperbolic plane is less obvious but it really is
the same as the sphere if we take an imaginary radius R→ iR (see also the Escher-like drawing; this is
the Lobachevsky representation of the hyperbolic plane).
A nice feature of the coordinate system introduced here is that the distance today between us and
a distant galaxy B is simply given by its comoving coordinate χB , regardless of the geometry. Using χ
we may ask and answer interesting questions, like how long it would take for light to travel from such a
galaxy to us. Since light travels on the lightcone we have
dχ2 = dt2/a(t)2







where to is the time of observation and te is the time of emission. Now consider that the light emitted
has wavelength λe at emission and wavelength λ0 at observation. The periods at emission Te = λe/c












Since the period is much (much) smaller than the travel time (the nearest galaxy, Andromeda, is at about
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≡ 1 + z ,
where z is the redshift factor derived in Section 1. We see that light observed with, say, redshift z = 1
was actually emitted when the universe was a factor of (1 + z) = 2 smaller.
So far our discussion is purely kinematical and we do not know yet the actual time dependence of
a(t). We have already discussed two ingredients of the universe: galaxies and light. More generally the
matter/content of an isotropic and homogeneous universe is a sum of perfect uids, characterized by their
energy density ρ(t) and pressure p(t). Depending on the context, a uid may be a gas of non-relativistic
or relativistic particles. The former includes a set of galaxies treated as point particles, dust, dark matter,
etc., while the latter could be photons, neutrinos, or any particle that is non-relavistic at a given moment.
Given the matter/energy content, the canonical path is to put it in the RHS of the Einstein equa-
tions, through the stress-energy tensor, together with a RobertsonWalker metric. This gives two inde-
pendent differential equations for a(t), ρ(t) and p(t). Adding the equation of state that relates p and ρ
gives a closed set of equations that may be solved for a(t), ρ(t), etc.
We take here a different path that relies as much as possible on our intuition of Newtonian dynam-
ics. The good news is that the equations we obtain this way are exactly those that GR would give, at least
for the case of a non-relativistic uid.
Fig. 11: In a uniform system, the motion of a test galaxy moving away from the given point is dictated by the mass
within the sphere M centred on the given points
We consider a spherical region of the universe centred on a given point (let us say us, but really it
does not matter) of radius d at time t and a uniform energy density ρ. Let us consider a test galaxy on the
sphere. Since the distribution of matter is isotropic around the centre of the sphere and since Newton’s
law of gravitation is ∝ 1/r2, only the mass M within the sphere exerts a net gravitational force on the
test galaxy (see Fig. 11)4. If the motion of the galaxy is purely radial (we want to describe our universe






where G is Newton’s constant and c2, the speed of light, is there because ρ is energy density, not mass











All reference to the origin and to the mass of the test galaxy has dropped and we have an equation for a.
Moreover, it is the same as you would get from General Relativity, if the energy density were that of a
non-relativistic uid. On the way, we have learned that the effect of matter is to slow down the expansion
of the universe, since a¨ < 0 for ρ > 0.
If the uid or gas is made of relativistic particles, we should take into account its pressure. For an
ideal gas, pressure is a measure of mean kinetic energy and for a uid of relativistic particles, ρ and p are





For non-relativistic particles or dust, pressure is negligible compared to the energy density (kinetic energy
less than mass at rest) and the equation of state is simply
p ≈ 0 ,
meaning p¿ ρ.
How does pressure enter the Raychaudhuri equation? This is clearly a relativistic correction, so






so the effective gravitational mass/energy is ρ+ 3p (the factor of 3 is there because there are three spatial
dimensions). If p > 0, the pressure of a uid is as attractive as its energy density5 . More generally we
see that expansion is decelerated as long as
ρ+ 3p > 0 .
This is the case for a gas of particles, both with relativistic or non-relativistic particles.
More general uids are, however, considered by cosmologists, in general of the form p = wρ. A
particularly intriguing case is w = −1. For ρ > 0, this is a uid with negative pressure. This seems odd
at rst but for a medium, negative pressure is like positive tension, a mundane property of materials like
an elastic. The only difference is that, for the pressure/tension to be relevant, it has to be of the same
order as its mass/energy density (a relativistic elastic). The reason such uids are being considered is
that a uid with p = −ρ gives accelerated expansion (see the footnote on pressure gradients). This is
also called a cosmological constant (up to a factor) or, more recently, dark energy.
To solve for a(t), we need another equation. This will be provided by conservation of energy of
the uid. The rst law of thermodynamics applied to E = ρV with V ∝ a3 gives
dE ≡ ρdV + V dρ = −pdV + TdS .
A key feature of an homogeneous and isotropic universe is that expansion is adiabatic (dS = 0). This
is a consequence of the Einstein equations but physically it comes because heat has nowhere to go in an
homogeneous and isotropic system. Thus
ρ˙ = −3H(ρ+ p) .
Applying this to the three kinds of uid envisioned above we obtain:
5A possible misconception is that (positive) pressure should give repulsion. This is true when there is a gradient of pressure
(like a gas in a balloon) but in an homogeneous universe, pressure is uniform and thus there is no gradient.
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 Dust, non-relativistic matter:
p = 0 −→ ρ ∝ a−3 .
This is natural: expansion just dilutes the energy density.




−→ ρ ∝ a−4 .
For a relativistic uid, dilution is faster than in a non-relativistic uid.
 Cosmological constant, dark energy:
p = −ρ −→ ρ = const.
For a cosmological constant (dark energy), the energy density stays constant. Hence the name.
The Raychaudhuri and energy conservation equation can be combined to get a rst order equation







where H = a˙/a. Going from a second order to a rst order equation, we must introduce an integration
constant. We have identied it withK , the curvature of space (we set c = 1). To establish this connection
you need GR but we shall make it more intuitive very soon.
This equation plays a central role in cosmology as it relates three important parameters: the Hubble
constant, the total energy density of the universe, and its curvature, or geometry. Dividing the Friedmann
equation by H2, we get
1 = Ω− K
a2H2
, (5)














= 1.88h2 × 10−29 g · cm−3
= 1.1h2 10 GeV ·m−3
= 2.775h2 1011 M¯ · Mpc−3
= (3× 10−3 eV)4 h2 . (6)
From Eq. (5), we see that Ω > 1 corresponds to a universe with spherical geometry (sometimes
called a ‘closed universe’). If Ω < 0, it is hyperbolical (‘open’). If Ω = 1, it is at. No wonder that
much observational effort is put into determining Ω.
Consider the third number in Eq. (6). It corresponds to having roughly one spiral galaxy like
Andromeda per cubic Mpc, or on average about ten protons per cubic metre. This suggests that the
energy density of our universe is not far from the critical density. However, despite the fact that most




that the energy density in baryons (ordinary matter) is substantially less than the critical energy density,
as we shall see later in Section 4.
Let us consider yet another form of the Friedmann equation. If we multiply the Friedmann equa-








If we interpret a as ‘position’, this equation is analogous to conservation of energy in one dimension
E =≡ −K/2 for a particle of unit mass moving in a potential U ∝ −ρa2. For a non-relativistic uid,
ρ ∝ a−3 and thus U ∝ −1/a. We may use our intuition of a simple dynamical system to analyse
the possible solutions, as depicted in Fig. 12. Originally a is close to zero and increasing in expanding
solutions. The origin of time corresponds to a = 0, a singular solution since ρ → ∞ at that moment.
This singularity is called the Big Bang. If energy is negative, K > 0, expansion stops at some maximal
scale factor a and then decreases. If K < 0, expansion lasts for ever. If K equals exactly zero (at),
expansion slows down and comes to rest asymptotically. This set-up is precisely analogous to the escape
velocity problem in a gravitational system.
For a cosmological constant U ∝ −a2, a reversed harmonic oscillator, see Fig. 13.
Fig. 12: For a matter-dominated universe, the dynamics of expansion is directly analogous to the escape velocity
problem. If K = 0, a˙ goes to zero at infinity. If K > 0 (more energy density), a˙ vanishes at some point and then
increases. This solution corresponds to a recollapsing universe, towards a big crunch.
Armed with our equations and their qualitative solutions, we may look for explicit solutions. You
may check the solutions given in the table below for the simplest case of a at univers, K = 0, when
there is just one uid. The solutions are normalized so that a(t0) = 1.
















 Λ a(t) = a(ti) exp(H(t− ti)) H = const
11
AN INTRODUCTION TO COSMOLOGY
197
Fig. 13: If there is a mixture of matter and a cosmological constant, the potential shows a maximum (the static
albeit unstable solution, at fixed a, was that found by Einstein and the reason why he introduced a cosmological
constant). Interesting solutions (i.e., analogous to what we observe) have first decelerated expansion, when the
energy density of matter is dominant, and then accelerated expansion, when the cosmological constant takes over.
The solution for a matter-dominated universe is particularly interesting. We may compare to an empty
universe ρ→ 0, thus with K < 0. In that limit,
a = t/t0 ,





In the presence of matter, expansion is decelerated and the result is that the time that has elapsed since





Using H−10 ≈ 3/2 · 1010 years, gives
t0 ≈ 1010 years ,
which is shorter than the age of the oldest globular clusters. Hence our universe can not be at, matter
dominated. This is an instance of an ‘age crisis’, a recurrent issue in cosmology.
What about other solutions? Some are depicted in Fig. 14. They all have the same Hubble pa-
rameter today. They differ by their energy content. The most remarkable feature is that the introduction
of a cosmological constant in an otherwise at geometry gives an older universe. This is historically
an important motivation for introducing a cosmological constant, to start with Einstein, who introduced
the cosmological constant to get a static universe, t0 → ∞. A cosmological constant is not the only
way to make the universe older. An open universe would also be older than a at universe. An extreme
instance with hyperbolic geometry is an empty universe ρ→ 0, for which t0 = 1/H0 and also displayed
in Fig. 14. More generic solutions are displayed in the diagram of Fig. 15 which shows that an open
universe is older than a at universe with no cosmological constant (the star).
The solution currently favoured by data is the square, with Ωm ≈ 0.3 and ΩΛ ≈ 0.7. In the next











Fig. 14: From bottom to top: flat matter-dominated (blue), empty (black), 30% matter + 70% Λ (red), 10% matter
+ 90% Λ (yellow). The red curve is consistent with what we know of the composition of the universe.
3 Mapping the cosmological expansion
Determining the composition of the universe is one of the most important problems in cosmology. One
clear way is to map the cosmological expansion. Take the Friedmann equation (4) with different contri-




(ρr + ρm + ρΛ)−K/a2 .
Using the dependence of these energy densities on the scale factor a, or equivalently on the redshift z,
we may rewrite this equation as
H(z) = H0
√
Ωr(1 + z)4 + Ωm(1 + z)3 + ΩΛ + (1− Ω)(1 + z)2 ,
where the density parameters are as they would be measured today and
Ω = Ωr + Ωm + ΩΛ ,
is the total energy density.
As we shall see in Section 4, the energy density today in radiation is small, Ωr ∼ 10−5, while
today Ωm ∼ ΩΛ are O(1). As the equation above makes clear, going back in time (large z) radiation
was dominant. Primordial nucleosynthesis (Section 4) indicates that the expansion of the universe was
initially radiation dominated (RD). As the energy density in radiation decreases more rapidly than that of
matter, the universe became matter dominated (MD) (after a time called matterradiation equality) and
then, it turns out, Λ dominated (LD).
The result is that mapping the Hubble parameter H as a function of redshift z would give direct
information about the composition of the universe. The most straightforward way to do so would be to
measure the physical distance of distant galaxies today. Consider again a light ray emitted at time te by
some galaxy and observed today t0. The time lapse is related to the physical position of the galaxy today
by
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Fig. 15: Age of the universe as a function of its composition in matter and cosmological constant and of its
geometry





















At small redshifts z . 1 the relation is linear, as the one observed by Hubble Eq. (1),
H0χ ≈ ze .
All solutions reduce to this relation for small enough redshifts. This is only an approximation. As we
shall see, the rst correction is related to the deceleration or acceleration of the expansion.







This is the largest distance that a signal propagating at the speed of light could have travelled in (such a)
universe. This limiting distance is called the particle horizon. Generically and at any time, the horizon
is at a distance set by the Hubble parameter




The relation (7) is nice, but unfortunately not yet tractable. The reason is that we do not have a
direct access to the quantity χ. Remember that this is the distance to an object today. Such a distance
may be established by bouncing light rays between near neighbours but, on cosmological distances this
is, well, difcult to do. In practice what we measure is the light coming from distant galaxies. If we
knew the absolute luminosity L of the emitting galaxy, then, in a static universe, its apparent luminosity











This denition may be applied to an expanding universe, provided we understand how the energy ux is
affected by expansion.




What about a curved, expanding universe? In curved space we must rst replace χ by Sk(χ) (dened in
Section 2) i.e., the area of a sphere of radius χ is smaller (larger) in a spherical (respectively hyperbolic)
universe, see Fig. 16. Furthermore, because of expansion the energy of a photon is redshifted by a factor
of a = 1/(1 + z) between emission and reception. Last, we must take into account the fact that the rate
of photon reception is smaller than the rate of emission by a factor of a = 1/(1 + z). Altogether, the ux





Fig. 16: On a sphere, the circumference of a circle of radius χ is given by 2piSk(χ)2




= (1 + z)Sk(χ) .
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Note that, in a at universe, this is a factor of (1 + z) larger than the physical distance today
dL = dP (1 + z) .
Objects look fainter, i.e., further away, because their light is redshifted by expansion.
Although we shall not use it before Section 7, we introduce here yet another useful denition of









and ask how D and δ are affected in an expanding universe.











Note that in a at universe, the angular distance is smaller than the physical distance by a factor of
1/(1 + z),
dA = dP /(1 + z) .
The three notions of distance dP , dL, and dA give the same answer for small redshifts but they
depart from each other at large redshifts. For instance, if we remember that dP is limited by the particle
horizon, dP → 2/H0, we see that the angular distance rst increases, reaches a maximum, and then

































ΩkH0χ) Ωk > 1
sin(
√−ΩkH0χ) Ωk < 1
(8)
where Ωk = 1− Ω = −K/H20 . An object of xed size, at xed comoving distance, appears larger in a
closed universe than in a at universe. The converse holds in an open universe. Figure 18 compares the
different distances for three universes.
Fig. 18: Comparison between dL, dnow ≡ χ, and dA for the Einstein–de Sitter universe (flat, matter-dominated),
an empty universe, and a flat, Λ plus matter universe. See Ned Wright’s tutorial, from where the figure is taken [7].
All distances agree for small redshifts. Note that the presence of a cosmological constant makes objects seem
further away (dimmer) than if there is only matter. Also objects in an hyperbolic universe (like an empty universe)
sustain a smaller angle (larger dA) than in a flat universe and a fortiori in a spherical universe.
We have seen that the luminous, physical and angular reduce to (1) at small z. Although we may
plot (or derive analytically in some cases) the Hubble diagram for different models, it is useful and of
interest to express the O(z2) correction to the Hubble law in a model-independent way. We focus on
the luminous distance and express dL as a function of the redshift z so we rst need to eliminate the
reference to χ. This is easy if we can solve the Friedmann equation for a(t), as we did in the gure
in the preceding section. Otherwise, if we consider small z, we can derive an approximate relation by
expanding a(t) near t = t0. This approach does not rest on theoretical prejudices (i.e., the validity of
Einstein equations) but requires the introduction of more parameters.




= χ . (9)
Expanding a(t) in the vicinity of t0 gives
a(t) = a(t0) + a˙(t0)(t− t0) + 12 a¨(t0)(t− t0)2 + . . .
= 1 +H0(t− t0)− 12q0H20 (t− t0)2 + . . . (10)
where H0 = a˙/a today and q0 = −a¨0/H0 is called the deceleration parameter. Inserting the expansion
of a(t) in the LHS of Eq. (9), we get
χ = (t0 − t1) + 12H0(t0 − t1)
2 + . . .
17
AN INTRODUCTION TO COSMOLOGY
203
In a static universe, it takes a time t0 − t1 for light to travel a physical distance χ (remember comoving
distance = physical distance today). This takes less time in an expanding universe since the source was
closer, a(t1)χ < χ. Finally we need to relate t0 − t1 and z. As














H20 (t0 − t1)2 + . . .
or
t0 − t1 = H−10
(
z − (1 + q0/2)z2 + . . .
)
.
Now, if we limit the expansion to second order in z, you can verify that the correction due to spatial
curvature is to next order. That is, we can take
Sk(χ) ≈ χ .
Putting everything together, we nd that the luminous distance to the source is related to redshift by
dLH0 = z +
1
2
(1− q0)2z2 + . . . .
Note that there is deviation from the Hubble law even in a universe with vanishing deceleration (Milne
universe). The deceleration parameter q0 is directly related to the matter/energy content. Consider for

























(Ωm − 2ΩΛ) .
We need one last piece of information before we have a look at the data. Astronomers use magni-
tude to express distances. The relation between magnitude and luminous distance is given by






where M is the magnitude of an object as seen from a distance of 10 pc. The K correction factor
takes into account the fact that instruments are sensitive not to the total luminosity but to some range of
frequencies and that frequencies are shifting because of expansion.
To probe deviations from the linear approximation to the Hubble law, we need to observe objects
at redshift z ∼ 1. Furthermore we need a way to estimate their distance with some condence. Such
objects are called ‘standard candles’. Hubble used cepheids, the rst stellar objects that allowed one
to measure distances beyond our galaxy. The recent breakthrough has been realized by the use of a
category of supernovae explosion, called type Ia supernovae, to probe the expansion of the universe.
Their extreme luminosity and an apparent universality in the shape of their light curve have promoted
them to the rank of standard candles. This is not without problems, including the fact that we do not
actually properly understand the physics of SnIa explosions or the fact that the SnIa explosions at large
redshifts took place in a younger universe, with possible evolution effects on the explosion of supernovae.
Nevertheless, experts seem to agree that they are good candles and that they give us a faithful mapping




Figures 19 and 20 show the historical data published at about the same time at the end of the 1990s
by two independent teams, the Supernovae Search Team [9] and the Supernovae Cosmology Project
[10]. Both sets of data concur with indicating that the expansion of the universe is accelerating, rather
than decelerating. A recent compilation of observations is shown in Fig. 21, taken from Ned Wright’s
cosmology tutorial. Clearly the data are in favour of a at universe, made up of 30% matter and 70%
cosmological constant. Incidentally, the data also gives H0 = 71 km · s−1 · Mpc−1. Figure 22 shows
that a non-zero cosmological constant is necessary to t the data, a most remarkable, albeit puzzling,
result. We shall come back to the cosmological constant or its sibling, dark energy, in Section 8.
Fig. 19: Supernovae Hubble diagram from the Su-
pernovae Search Team
Fig. 20: Supernovae Hubble diagram from the Su-
pernovae Cosmology Project
Fig. 21: Supernovae Hubble diagram confronted to different models of the universe. The best curve (in purple) is
a flat universe with Ωm = 0.27 and ΩΛ = 0.73. From Ned Wright’s cosmology tutorial.
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SNe:   Knop et al. (2003)
CMB:  Spergel et al.  (2003)






Fig. 22: Preferred regions in the Ωm–ΩΛ plane from supernovae data and results from observations of the CMB
and large-scale structure and dynamics of clusters of galaxies, from the Particle Data Group [11]
4 The early universe
The cosmic microwave background radiation (CMBR) that lls the universe has the spectrum of a black
body at temperature T0 = 2.725 K. The corresponding number of modes in an interval of energy between
ω and ω + dω is given by the Planck distribution









with ω = k ≡ |k|, and we set ~ = c = kB = 1. The factor of 2 is the number of possible polarization








3 = 1.2020 . . . This is indeed a density, since [T ] = E = L−1 using natural
units. Taking T = T0 today, you may verify that there are about 4 · 108 photons per cubic metre. More
precisely
nγ0 = 410(T0/2.725)3 cm−3 .
As a way of comparison, suppose there is one galaxy like Andromeda per Mpc3 on average. This would
correspond to O(10) baryons per cubic metre. Later on we shall have better determinations of the














one nds that today
Ωγ0h2 = 2.47 · 10−5 .
One of the main goals of this section will be to get an estimate for Ωb0 and consequently the density of
baryons nb0. The important quantity η = nb/nγ ¿ 1 is called the baryon number of the universe. For
the sake of reference, we adopt η ≈ 10−9. A more precise number will be given before the end of this
section.
Given that ργ ∝ T 4 and ργ ∝ a−4 in the expanding universe, we may conclude right away that
T ∝ a−1
and also nγ ∝ a−3, as expected.
It is perhaps worth emphasizing that the above results do not imply that photons of the CMBR are
in thermal equilibrium today, for these photons have been travelling for billions of years and they have
hardly been interacting with anything. However, it is direct proof that, once upon a time in the universe,
light was in thermal equilibrium. This condence rests on the neat fact that a thermal distribution of
relativistic particles is preserved by expansion. Indeed, if photons do not interact then
a3N (ω)dω
should be constant as the photons can not be destroyed or created. Indeed, using ω ∝ a−1 (remember







exp(ωa · aT )− 1
∝ a−3 ,
where we have used T ∝ a−1. Hence photons cool down just as if they were in thermal equilibrium,
even if they do not interact anymore with any thermal bath.
As we go back to the past, the mean energy of photons was larger by a factor of a−1. Eventu-
ally this was enough energy for photon to ionize hydrogen, provided say T & few eV. At even higher
temperature, pairs of electrons and positrons were constantly created and destroyed (T & me), baryons
were not in hadrons but existed as free quarks (T & 1 GeV), etc. The more we go back in the past of the
universe, the more particle species were relativistic and in thermal equilibrium. Basically, we expect that,
if the universe was ever as hot at 1 TeV, all particles of the Standard Model (corresponding to O(100)
degrees of freedom) had an abundance
n ∝ T 3
characteristic of a gas of relativistic particles.
Let g? be the effective number of relativistic degrees of freedom at T , i.e., such that m . T . Then,
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The factor of 7/8 for fermionic degrees of freedom is there because they obey FermiDirac rather Bose
Einstein statistics






For instance ge− = ge+ = 2 because of spin, while gup quark = 2 × 3 = 6 because they come in three







Again the factor 3/5 comes from the difference between the FermiDirac vs BoseEinstein statistics.
The expansion rate takes a very simple form in the radiation dominated era of the universe. Since
ρr ∝ a−4, at early times radiation is bound to be more important than matter, curvature, or a cosmological
constant. The Friedmann equation then reduces to
H ≈ 1.66g1/2? T
2
MPl
where we have introduced the Planck mass MPl =
√
~c/G ≡ 1.2209 · 1019 GeV. In the early universe
a ∝ t1/2 and thus H = 1/2t. The age of the universe when the temperature was T is thus
t = 0.30g−1/2? MPl/T 2 .
For instance T = 1 TeV at t ∼ 1012 GeV−1 ∼ 10−13 s for g? ∼ 102.
What about T ∼ 1 MeV? At that temperature the only relativistic degrees of freedom were
photons, electrons and positrons, and the three avours of neutrinos. The protons and neutrons were
also present but they were non-relativistic and much less abundant than the relativistic species. Hence
g? = 2 + 7/8 · (4 + 3 × 2) = 10.75 (supposing that only the L-helicity neutrinos were in thermal
equilibrium).
Was the universe radiation or matter dominated at T ∼ 1 MeV? We have already argued that
cosmological data point to Ωm = O(1) today, while we know that Ωγ ≈ 5 · 10−5 today. Consequently
the energy density in matter was equal to that of radiation when aEQ = Ωr/Ωm ∼ 10−4, corresponding
to TEQ = T0/aEQ ∼ 30 000 K ∼ 3 eV. We shall have a more precise determination of the temperature
and redshift at the time of matterradiation equality when we know more about the density of matter and
radiation in the universe. Sufce it to say that TEQ ∼ 3 eV is a good estimate and that at T ∼ 1 MeV,
the universe was denitively radiation dominated. You may now check that t ∼ 1 s at T ∼ 1 MeV while
tEQ ∼ 105 years.
The temperature T ∼ 1 MeV is of the order of the difference between the neutron and proton
masses
Q = mn −mp = 1.293 MeV .
In thermal equilibrium, the relative abundance of neutrons and protons is Boltzmann suppressed:
nn
np











which is the BoltzmannMaxwell distribution for a non-relativistic species of mass m and chemical
potential µ. Taking the ratio of neutron and proton abundances, neglecting the chemical potentials6 and
the difference in mass in the prefactor gives Eq. (11).
At T > 1 MeV, there are as many neutrons and protons, nn ≈ np, as expected. As the temperature
falls, however, protons become more prominent. However, thermal equilibrium abundances may be
maintained only if weak processes
n+ νe ↔ p+ e
or
n+ e¯↔ p+ ν¯e
are efcient. The rate Γ of these processes is controlled by a cross-section typical of weak interactions.
In a thermal bath the cross-section is
〈σ|v|〉 ∼ G2FT 2
where GF ≈ 10−5 GeV−2 is the Fermi constant (you can guess this purely on dimensional grounds,
replacing energy by temperature) while the density of target particles n ∼ T 3. Thus the rate is typically
Γ ∼ G2FT 5 .
This interaction rate has to be compared with the expansion rate of the universe H ∼ g1/2∗ T 2/MPl. A
process is efcient in maintaining thermal equilibrium iff
Γ & H .
Otherwise, it is said to be out of equilibrium. Intuitively, departure from equilibrium happens when
particles are taken apart by expansion faster than they can interact.
Concretely, the weak processes in which the neutrons and protons take part become inefcient (we
will say that interactions freeze out) when




The freeze-out (FO) temperature is
TFO ∼ 1 MeV .
The estimate above is crude but it captures the essence of the physics. A more precise calculation would
give TFO ≈ 0.8 MeV.
So, below TFO ≈ 0.8 MeV, neutrinos stop interacting. Free neutrons may still decay (the mean




= e−Q/TFO ≈ 1/5 .
Neutrons either decay or are bound in nuclei. Around TFO, processes like
p+ n↔ D + γ or D + D↔ 4He + γ
are very efcient and thus in equilibrium. These are strong interaction processes, while processes with
neutrinos are weak interactions, so let us assume as a rst guess that all the neutrons are rapidly bound
6The chemical potentials in Eq. (11) drop for the following reason. In chemical equilibrium, the chemical potential satisfies
µn − µp ≡ µe − µν . Since the universe is neutral, µe/T ≡ µp/T ¿ 1, where the latter is because there are many more
photons than protons. The chemical of the neutrinos is not known but provided there is no large asymmetry between neutrinos
and antineutrinos, µν/T should be small too. See for instance Kolb and Turner.
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where we have used the fact that there are two neutrons per helium nuclei. For a rst estimate, this is not
too bad since the observed7 mass fraction of primordial 4He is close to 25%. In the same approximation,
the left-over protons will eventually bind with electrons to form hydrogen, the most abundant form of
ordinary matter in the universe. This programme is called primordial nucleosynthesis, to differentiate it
from the nucleosynthesis that will take place in stars (and explosions of stars) much later in the history
of the universe. Although helium is also created in stars (like in the Sun), it can account for only a small
fraction of all the helium seen in the universe. The necessity of primordial nucleosynthesis is thus quite
well established. It is actually one of the three pillars of the Big Bang model, together with the recession
of galaxies and the thermal character of the CMBR.
The explanation for the difference between our estimate and observations is interesting. The rst
thing is that helium abundance is very small at freeze-out and that nucleosynthesis takes place much later













which gives, assuming again that most neutrons go into helium nuclei,
X4 ≈ 0.25 .
This is what is observed (see, however, the previous footnote).
We still have to understand why the abundance of helium is small at t ≈ 1 s, T ∼ 1 MeV?
The binding energy of 4He is B4 = 28.3 MeV so on energy grounds we would expect all neutrons to
be in bound states. One way to make 4He is through deuterium, D, an isotope of hydrogen with one
neutron. So to make 4He we have to make sure that there is D. The binding energy of deuterium is
B2 = mn + mp −mD = 2.22 MeV, also larger than T ∼ 1 MeV so we expect D to be abundant too,
and thus helium to form, etc. But this is not the case because there are many more photons than baryons
in the universe η = nb/nγ ≈ 10−9. These many photons may efciently dissociate nuclei. The result is
that in equilibrium
X2|Eq. ∼ ηeB2/T
while, for nuclei made of A nucleons,
XA ∼ ηA−1eBA/T .
These so-called Saha equations [12] tell us that there is a competition between energy (the tendency to
make bound states ∝ eB/T ) and entropy (the many ways they may be dissociated ∝ ηA). At TFO ∼
1 MeV,
X2 ≈ 10−12 X4 ≈ 10−23 X12 ≈ 10−108 .
These abundances are very small and the conclusion is that the temperature has to drop before nucle-
osynthesis may really begin. Solutions of the Boltzmann equations for the abundance of light nuclei are
shown in Fig. 23. An important feature is that not all D is burnt into 4He and there is a relic abundance
of deuterium. This abundance turns out to be very sensitive to the baryon number η, as Fig. 24 reveals.
The effect on 4He is easy to understand. If there are fewer photons (larger η), nucleosynthesis would
start earlier (higher temperature, thus more neutrons would be left) and X4 would be larger.
7Since helium is also produced in stars, it is a complicated matter to relate the observed abundance to the primordial one.




Fig. 23: Typical solutions of the Boltzmann equations describing the evolution of the abundance of light nuclei
in the early universe. Most neutrons go into 4He but there are also relic abundances of D (2H), tritium (3H), and
lithium and beryllium. From Kolb and Turner.
The comparison of observations to prediction of primordial nucleosynthesis gives
η = (6.0± 0.15) · 10−10
or
Ωbh2 = 0.020 ± 0.05 .
This is a remarkable result. If we believe in primordial nucleosynthesis (and you should!), then we know
how many baryons there are in the universe, even though we can not see most of them (most baryonic
matter is in the interstellar medium, not in stars)!
At T ∼ 1 MeV the abundance of 4He is also sensitive to the number of relativistic degrees
of freedom. For instance, if there were more light neutrinos, then the expansion of the universe at
T ∼ 1 MeV would be larger, which would lead to freeze-out at a higher temperature, thus more remnant
neutrons, and thus more 4He would be formed. The current limit from primordial nucleosynthesis on the
number of light (m . 1 MeV) neutrino families is
1.8 < Nν < 4.5 (PDG) .
This limit predates (and is consistent with) the limit on the number of neutrino families from measure-
ment of the width of the Z at LEP1. This is a neat example of the interplay between cosmology and
high-energy physics.
Primordial nucleosynthesis implies that baryonic matter represents only 5% of the critical energy
density. In the previous section we have seen that the contribution of all matter should be about 30%.
This means that, on top of baryonic or ordinary matter, there should be another form of matter in the
universe. This is called dark matter.
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Fig. 24: Big Bang model Predictions for the primordial abundances (mass fractions) of light elements confronted
to observations (boxes). Small boxes have 2σ statistical errors, the big boxes include systematic errors [11].
5 Dark matter
Most matter in the universe is not visible and indications that this matter is not made of baryons are
strong. With increasing level of condence, these indications are reviewed next.
a. The spiral galaxies rotation curve problem
Plots of the orbital velocity of stars and of the interstellar gas in spiral galaxies (in particular the so-called
HI regions, a halo of ordinary matter which extends beyond the distribution of stars in spiral galaxies and
is composed of neutral atomic hydrogen, visible through 21 cm emission) are in discrepancy with a naive




where M(r<) is the mass within radius r from the centre of the galaxy. Far from where most of visible
matter is observed (r > a few kpc) one expects v ∝ r−1/2. What is observed instead (on average, see
Fig. 25) is roughly a plateau with v ∝ constant. One possible interpretation is that there is a halo of
matter (composed of non- or weakly interacting, non-relativistic objects) with M(r<) ∝ r or ρ ∝ r−2.
The possibility that this halo is dominantly composed of massive astrophysical compact halo objects




Fig. 25: Orbital velocity curve on average based on a sample of spiral galaxies (see Ref. [14] for details). The
dotted curve is the expected behaviour based on the distribution of ordinary matter. The dashed curved is the
contribution of a hypothetical distribution of dark matter.
masses 10−7M¯ < m < fewM¯ by observations made in the 1990s (EROS and MACHO collabora-
tions).
The spiral galaxies rotation curve problem is also the main motivation for the MOND proposal
(for MOdied Newtonian Dynamics), an empirical modication of the laws of dynamics which is able
to explain the shape of velocity curves without recourse to the existence of extra matter. This proposal is,
however, challenged by observations made on the scale of clusters of galaxies, in particular the so-called
‘Bullet Cluster’.
To conclude, we add that the distribution of dark matter in the galaxy (if any) is not well known. It
is expected to be more clustered at the centre of galaxies, where visible matter is also more concentrated,
but there is no consensus yet.
Let us mention that, in order to explain the rotation curve in our galaxy, we need on average
ρdm ≈ 0.3 GeV · cm−3 at the position of the Solar system (about 8 kpc from the centre of the galaxy).
b. Clusters of galaxies
The dynamics of galaxies in clusters is historically the rst hint for the existence of invisible matter.
Studying the Coma cluster in 1933, Fritz Zwicky8 showed using the virial theorem that the velocity of
individual galaxies was too large to explain this system of galaxies as a relaxed, bound system, unless
more, invisible matter is present. The amount of invisible matter is measured by the mass-to-light ratio
M/L (M/L = 1 for the Sun), with M/L ∼ 100 for clusters of galaxies.
A recent and most convincing indication for the presence of dark matter in clusters is the so-called
Bullet Cluster, a system which consists of two colliding clusters of galaxies. Matter in the Bullet Cluster
has been studied in the visible (which gives the distribution of galaxies), through gravitational lensing
(which probes the shape of the Newtonian potential), and X-rays (which probe the presence of inter-
galactic hot gas). Figure 26 is a composite showing all three components. In this gure there is a clear
8Search for “spherical bastard” on the web.
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Fig. 26: The Bullet Cluster is actually two clusters in collision. This image is a composite showing the distribution
of mass (in blue from gravitational lensing), that of the inter-galactic gas (the dominant form of ordinary matter in
a cluster, in red from X-ray imaging), and that of galaxies, whose centre of mass coincides with that of the blue
regions.
offset of the centre of mass of the two clusters.
The lore is that a cluster of galaxies is composed, with increasing importance in mass, of galaxies,
inter-galactic gas (i.e., the majority of ordinary matter), and dark matter. The interpretation of the gure
is that, as the clusters passed through each other, both galaxies and dark matter went through while the
inter-galactic gas, which has electromagnetic interactions, slowed down through collisions, forming the
arrow-shaped shock front.
c. Large-scale structure
The most reliable indication for dark matter is the large-scale structure of the universe. Explaining this
will be the main topic of Section 7. Sufce it to say here that our condence rests on the fact that,
because inhomogeneities were small initially, the physics underlying the early formation of the large-
scale structure of the universe may be studied in linear approximation (while galaxies and clusters of
galaxies are very complex, non-linear structures). Observations (anisotropies of the CMB and large-
scale surveys, as those discussed in the rst section) indicate there is about 5 times more dark matter than
ordinary or baryonic matter. Moreover, this dark matter is likely to be composed of non-relativistic or
mildly non-relativistic particles. This will imply that the neutrinos of the Standard Model can not be the
dominant form of dark matter.
The particle answer to the dark matter problem is that dark matter is composed of particles. After
all, there is dark matter within the Standard Model itself. Indeed massive neutrinos are dark matter
candidates, since they interact so weakly with baryons and light and they are abundant in the universe.
However, neutrinos are too light to be the dominant component of dark matter.
Tritium decay puts the limit mν < 2 eV while solar and atmospheric oscillations for three families
constrain the mass difference (squared) between neutrino generation, giving, respectively,





∆m232 = 1.9 to 3.0× 10−3 eV2 .
These bounds mν . eV imply that neutrinos are instances of something called Hot Dark Matter (HDM)
a form of dark matter not consistent with large-scale structures (see Section 7). This is consistent, how-
ever, with the standard lore according to which, given mν . 2 eV, neutrinos in the universe are too few
to be the dominant form of dark matter. The argument goes as follows.
According to the discussion of Section 4, neutrinos decoupled in the universe at a temperature
TFO ∼ 1 MeV. If we assume that the leptonic asymmetry was small (say, as small as the baryon




nγ ∝ T 3 .
After freeze-out, the total number of neutrinos can not change anymore. Assuming that the total number
of photons also stayed constant (see later), we would get nν ≈ 308 cm−3 neutrinos per species today or
ρνi ≈ 3.3 · 10−30(
∑
imνi/6 eV) gcm−3. Taking the limit from tritium decay gives an upper bound
Ων . 0.18 .
This is less (but not much less) than the abundance of dark matter Ωdm ≈ 0.25. However, there is a
subtlety: we have assumed that the number of photons is conserved, but shortly after freeze-out positrons
and electrons became non-relativistic and annihilated each other. Doing so, their entropy got transferred
into photon entropy (i.e., electronpositron annihilations adding more photons to the thermal bath). The
net result is that the abundance of neutrinos is suppressed with respect to that of photons by a factor of
4/11 ≈ 1/3 (see Kolb and Turner if you want to know how get to this factor). Taking this suppression







The limit on the mass of neutrinos that we may get from this result is called the CowsikMcLellan bound.
Taking the experimental constraints gives
5 · 10−4 . Ων,0h2 . 6.4 · 10−2 .
Cosmic neutrinos and the CMBR photons are instances of relics from the early universe. The
Standard Model of particle physics being an incomplete theory, we may speculate about the existence of
other relics. For instance, supersymmetric extensions of the SM require the existence of about a hundred
new particles. If the early universe was hot enough, these particles were also in thermal equilibrium.
The supersymmetric partners of SM particles are supposed to be odd under a discrete symmetry, called
R-parity. The lightest supersymmetric particle (LSP) is then predicted to be stable (there are variations
on this scenario). If it is neutral (thus at most weakly interacting, like the SM neutrinos), it could
be a dark matter candidate. This idea is particularly appealing because the relic abundance of a non-
relativistic particle with weak interactions (a weakly interacting massive particle or WIMP) is expected
to be ΩWIMP = O(1) as we shall now see.
The WIMP scenario is not specic to supersymmetry, so consider a generic albeit hypothetical,
massive, stable, neutral and weakly-interacting particle noted X . We suppose that X was in thermal
equilibrium in the early universe. At high temperatures, T & MX , the abundance was like that of
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We assume that there is no asymmetry in the abundance between X and X¯ (no chemical potential) or, as
in the supersymmetric scenario, that X is a real particle in which case X¯ ≡ X (real scalar or Majorana
fermion).
From our discussion of primordial nucleosynthesis, we saw that thermal equilibrium is maintained
as long as X interactions are fast with respect to the expansion rate of the universe. In particular, the
abundance of X is controlled by its annihilation into other particles (typically Standard Model in most
scenarios, but there are variations here)
X + X¯ ↔ y + z .
If the cross-section (thermally averaged because we are in a thermal bath and the participating particles
have a distribution rather than a precise energy) is σ, the annihilation rate is given by
Γ = 〈σ|v|〉nX .
As nX ∝ e−MX/T drops rapidly, the rate of annihilation may rapidly become smaller than the expansion
rate and annihilations essentially stop. To determine precisely the relic abundance of X particles we
should write (and solve) a few Boltzmann equations. Much intuition may be gained by using the rule of
thumb that equilibrium is maintained as long as
Γ & H
where H is the expansion rate. Thus freeze-out occurs at a temperature such that





which gives a relic abundance of
nX |FO ∼ g1/2? fracT 2FO〈σ|v|〉MPl ,
or today
ρX0 = MXnX |today ∼ g1/2? xFO〈σ|v|〉MPl T
3
0 ,
where x = mX/T which, for weakly interacting particles mX/TFO = O(10, 20). We have also used
nX ∝ a−3 ∝ T 3 after freeze-out. This is a beautiful relation: the abundance is simply inversely
proportional to the annihilation cross-section. This makes sense since the higher the annihilation rate,
the smaller the relic abundance. The typical evolution of the abundance is depicted in Fig. 27. You may
check that agreement with the observed abundance Ωdm ∼ 0.25 requires σ ∼ 1 pbarn, a cross-section
typical of weak interactions.
This result is essentially independent of the mass of the dark matter candidate X . Given the
interactions of X , we may thus have different possible X masses that are compatible with the dark
matter abundance observed in the universe. This is illustrated in Fig. 28 for the case where X is a stable
neutrino with the same interactions as the SM neutrinos.
The WIMP scenario explained here is quite generic and applies to many scenarios beyond the SM
with new, stable particles. The most important feature (beside the appeal of a weakly interacting particle
‘automatically’ having the right abundance) is that the dark matter particle is typically heavy and belongs
to a category called Cold Dark Matter (CDM). The relevance of this type of dark matter for the formation
of large-scale structures will be shown in Section 7. First we would like to nish our survey of matter
with baryons. We believe that baryons are also relics of the early universe. However, the story is more




Fig. 27: Evolution of the abundance nX/T 3 of a particle X whose interactions freeze out while it is non-
relativistic. Increasing time is towards the right. The higher the interaction rate, the smaller the relic abundance.
6 Baryogenesis
There is much more matter than antimatter in the universe. There is essentially no antimatter on Earth.
There is some antimatter in cosmic rays (at a level 10−5 antiprotons vs protons) but these are secondaries,
produced in collisions. Also, if there were antigalaxies, there would also be antigalaxygalaxy collisions
with spectacular (!) productions of γ-rays and this is not observed.
We called the parameter η = nb/nγ ≈ 6 · 10−10 the baryon number of the universe. It tells
us that there are many more baryons than photons. This means that the asymmetry between baryons












∝ T 3 .
We have mentioned that the expansion of an isotropic and homogeneous universe is adiabatic or, in other
word, isentropic. This means that sa3 is a conserved quantity. We have also alluded to the concept of
entropy when we discussed the relic density of neutrinos and the transfer of entropy from relativistic
electronpositron pairs to photons. Most of entropy today is in photons but at any given temperature T
it is shared among all relativistic species i such that mi . T . The result is that the nγ today is a measure












Hence, when T À 1 GeV, there were many baryons and antibaryons, with a little relative excess of the
former, O(10−10).
We believe that the early universe was baryon symmetric, nB = 0. One reason is aesthetic. A
better one is that we believe that baryon number is actually not conserved by fundamental interactions.
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Fig. 28: Predictions of Ωdm for a stable neutrino with SM interactions. At small masses mν . 1 MeV, the
neutrino interactions freeze out while it is relativistic (like the SM neutrinos). The Cowsik–McLelland bound gives
mν ∼ 30 eV to get Ωdm measured by WMAP. At higher masses, the interactions freeze out while the neutrinos is
non-relativistic. Since σ ∝ G2FE2 ∼ G2FT 2 at low energies, the cross-section increases with temperature and thus
the relic abundance decreases. The peak is the Z resonance. At higher energies, mν > mZ , the neutrino cross-
section keeps increasing. This is specific to heavy neutrinos with SM-like interactions. For very large masses,
however, unitarity requires that σ ∝ 1/m2ν and the cross-section must decrease (this is beyond the SM, because
then the neutrino must be strongly interacting but this is another story). The upper limit on the mass of a very
massive neutrino is called the Griest–Kamionkowski bound. Finally, the dashed line shows the relic abundance if
there was an excess of neutrinos over antineutrinos (non-zero neutrino chemical potential). The picture is taken
from the review by K. Olive [15].
Baryon number violating processes in equilibrium in the early universe would then wash out any pre-
existing asymmetry. Yet another one is ination. If there was an initial baryon asymmetry, it has been
diluted by the exponential growth of the size of the universe during ination.
So suppose there were as many baryons as antibaryons initially. The lightest baryons are protons
and neutrons and they would annihilate with their antiparticles at T ∼ 1 GeV, with a cross-section
characteristic of strong processes σ ∼ 1/m2pi. If at that time there was no baryon excess, the relic
abundance of baryons (and antibaryons) would be like in our discussion of dark matter,




Calculations give TFO ∼ 20 MeV (note that xFO = mp/TFO ∼ 50, larger than for weak interactions) and
a residual abundance
nb/nγ ∼ 10−20 .
This is called the ‘annihilation catastrophe’. Basically it means that we need an excess of baryons before
freeze-out or otherwise there would be essentially no baryons left today.
So we must go from nB = 0 early on to nB 6= 0 before TFO. This is called baryogenesis, a




1. that baryon number is not conserved,
2. that the C and CP symmetries are violated,
3. that there was departure from thermal equilibrium.
Note that the last two conditions taken together amount to some form of CPT violation, the symmetry
that relates particle to antiparticle properties.
Baryon number non-conservation is obviously mandatory to generate a baryon asymmetry from
a symmetric initial condition. All know processes conserve the quantum number called baryon number,
e.g.,
n→ p+ e+ ν¯ (12)
has ∆B = 0. It also has ∆L = 0, conservation of the number of leptons. The lightest baryon is the
proton and processes like
p→ pi0 + e¯
which has ∆B = ∆L = −1 have never been observed. The current limit on this decay channel gives
τp > 1.6 · 1033 years ,
much longer than the age of the universe, t0 ≈ 13 · 109 years.




with QB = 1/3 for quarks and QB = 0 for all the other SM particles. We believe that global U(1)
symmetries are either accidental or remnant of a spontaneously broken local symmetry. Accidental
symmetries are not protected. In the SM, B + L is such an accidental symmetry9. It is conserved
at the classical level of the theory, but it is broken explicitly at the quantum level. This is called a
quantum anomaly. Thus there may be processes that violate B + L within the SM. This turns out to be
a quite subtle matter which entails the topology of the SM and instanton effects. The net result is that
baryon number violating processes are very suppressed in vacuum. However, it is understood that baryon
number violating processes may be efcient at high temperatures. This change is related to the effective
restoration of the SU(2)⊗ U(1) symmetry at high temperatures T & Tc ∼ 1 TeV.
That B+L is not sacred is manifest in another aspect of physics beyond the SM. In grand unied
theories (GUT), both baryons and leptons are in the same multiplet and thus may transform into each






where M & 1016 GeV is the mass of the heavy gauge bosons in SU(5). This scheme is not favoured
by observations (unication of couplings gives too large a rate for baryon number violation) but the
supersymmetric version of SU(5) is still alive and well.
The baryon number changes under C and CP , and so a state with zero baryon number is an
eigenstate of C,CP . If these symmetries are exact,
[C(CP ),H] = 0
9B − L on the other hand is not broken by quantum effect. Incidentally it is a gauge symmetry in many extensions of the
SM, like SO(10).
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for all time t.
Weak interactions break maximally C and P (the left and right chirality states have different
interactions). CP violation is a more subtle effect. Within the SM it occurs through complex Yukawa
couplings of the quarks, an effect which manifests itself in the phase in the CKM matrix (for three
generations of quarks). Experimentally CP violation has been observed in the decay ofK andB mesons.
For instance
Γ(KL → l+νpi−)− Γ(KL → l−ν¯pi+)
Γ(KL → l+νpi−) + Γ(KL → l−ν¯pi+) = (3.27 ± 0.12)10
−3 .
Hence it is likely that all the necessary ingredients for baryogenesis exist in nature. For the sake
of argument, it is useful to consider a toy model of physics beyond the SM. Consider a heavy particle Y
with may decay into SM particles (this could be on the heavy gauge bosons in SU(5) alluded to above).
Imagine there are two decay modes, with distinct baryon numbers (B is not conserved) and branching
ratios r and 1− r.
X → B1 r .
X → B2 1− r .
Then C and CP violation permit10
Y¯ → −B1 r¯
Y¯ → −B2 1− r¯
with r 6= r¯. Take a pair of Y and Y¯ . Their decay produces on average a baryon asymmetry
BY = rB1 + (1− r)B2 − r¯B1 − (1− r¯)B2 = (r − r¯)(B1 −B2) .
If C,CP are conserved, r = r¯ and there is no asymmetry. Idem if B1 = B2 of course. Why do we
need both C and CP violation to get an asymmetry? Imagine that C and P are broken but that CP is
conserved. Then, as Fig. 29 suggests, r = r¯.
If the conditions above are met, the decay of Y Y¯ pairs may produce an excess of baryons over an-
tibaryons. However, in thermal equilibrium, processes that transform back baryons and antibaryons into
Y and Y¯ are also effective. The net effect is that no baryon asymmetry is produced. That a departure
from thermal equilibrium is requisite may be understood on very general grounds. In thermal equilibrium







10I say permit because CP violation is an evanescent effect. In the decay of particles, CP violation arises at one-loop if
there is a quantum interference between a CP violating phase and a CP invariant phase. The decay amplitudes at one-loop of
the particle and its antiparticles
iM = Atree + eiαCPAone-loop
and
iM¯ = Atree + e−iαCPAone-loop
give
|M|2 − |M¯|2 ∝ sinαCP × Im
`AtreeA∗one-loop´
which is, in practice, non-zero if the one-loop amplitude has a non-zero imaginary part. This happens when kinematics allows




Fig. 29: Consider the decay of the putative particle Y . The area of each rectangle represents the number of baryons
and antibaryons produced in the decay of an Y , Y¯ pair. If P is broken, the number of left-handed (LH) and right-
handed (RH) baryons is different. If C is violated, the number of, say, RH baryons and LH antibaryons is different.
However, if the combined symmetryCP is conserved, the number of RH baryons and LH antibaryons is the same.
The net result is no asymmetry. Note that P plays a secondary role here.
with Eb =
√




, and µb and µb¯ are chemical potentials. CPT symmetry
gives mb = mb¯ while in equilibrium b+ b¯↔ γ + γ imposes
µb = −µb¯ .
If, moreover, processes which do not conserve B-number are in equilibrium, giving effectively b+ b↔
...+ γ + γ, then
µb = µb¯ = 0 .
Thus the nal result is that
fb(k) = fb¯(k)
and no asymmetry may be generated in thermodynamic equilibrium.
One possible scenario for departure from equilibrium is the following. Suppose that initially the
Y and Y¯ are in thermal equilibrium at some temperature T > MY , nY = nY¯ ∝ T 3. The abundance is
maintained by processes say like Y + Y¯ ↔ xSM + x¯SM with a rate ΓA. Suppose that at T ∼ MY , the
annihilation rate drops below the expansion rate of the universe ΓA < H . Then Y and Y¯ are decoupled
from the thermal bath and their abundance nY /s = nY¯ /s stays constant instead of decreasing like
e−MY /T . If at some time after decoupling the Y and Y¯ start to decay (this means that we have assumed
that ΓD < ΓA) and no scattering processes like b ↔ b¯ are in equilibrium (ΓS < Hdecay), a net baryon








where g∗ is the number of degrees of freedom that are relativistic at the time of Y decay. The right way
to do things nowadays is to write and solve a set of Boltzmann equations but the argument above gives
the avour of baryogenesis.
The scenario discussed above is nice but nowadays GUT baryogenesis is not much in favour.
This is in part because SM anomalous processes that might erase a baryon asymmetry may have been in
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thermal equilibrium all the way down to the electroweak phase transition at T ∼ 1 TeV. One way around
is to use the fact that anomalous processes actually violate not just B but rather B + L.
Imagine there is initially a leptonic asymmetry Li 6= 0 and that B − L is conserved. Then SM
anomalous processes in equilibrium in the early universe may partially convert this lepton asymmetry
into a baryon asymmetry




This is a bit naive but a more rened derivation gives a similar conclusion (i.e., a net baryon asymmetry
is generated). This idea is at the basis of leptogenesis, a scenario according to which rst a lepton
asymmetry is generated and then the lepton asymmetry is partially converted into a baryon asymmetry.
The lepton asymmetry is typically believed to be generated through the CP violating decay of a heavy
Majorana neutrino of mass MR. Being a Majorana it may decay into a SM lepton l or SM antilepton l¯.
If CP is violated, the branching ratio rl 6= rl¯ and a net lepton asymmetry is produced on average in the












The bound on the Majorana mass depends on the value of the unknown coupling λ. Interestingly, heavy
Majorana neutrinos are invoked to explain the smallness of SM neutrinos, through the see-saw mecha-










Hence small SM neutrino masses go in the direction of having out-of-equilibrium decay of heavy Majo-
rana neutrinos. There are many variations around this idea but, typically, the required mass scale is
108 GeV .MR . 1015 GeV .
This is a very high scale, an unfortunate but quite generic feature of baryogenesis scenarios11 .
Table 1 summarizes here what we have learned about the composition of the universe in the pre-
vious sections. We set h2 ≈ 1/2. The topics in parentheses will be covered in the last two sections.
7 Formation of large-scale structures
So far we have considered a universe that is perfecly homogeneous and isotropic. This is, however, a rst
approximation and we would like also to address the fact that there are inhomogeneities on various scales
in the universe, like galaxies, clusters of galaxies and beyond. Inhomogeneities may be characterized by
the density contrast ∆ = δρ/ρ where ρ is the average energy density of the uid being considered. We
saw in the rst lecture (see Fig. 6) that ∆ ¿ 1 on large scales, say larger than a few tens of Mpc. On
smaller scales, ∆ & 1 and non-linear effects are expected to be important. This is the scale of galaxies
and clusters of galaxies, and their formation is a topic which is way beyond the scope of these lectures.
On larger scales, however, a linear analysis should be applicable. The physics is thus fairly simple but
as we shall see, it already tells us a great deal about the universe. The most important lessons of this
section will be (1) that the mechanism that underlies the formation of large-scale structures is simply
11There are many scenarios of baryogenesis. For the possibility of creating the baryon asymmetry around the electroweak




Table 1: Composition of the universe
Constituent Fraction of Ω today Origin
Photons 1.25 · 10−5 COBE measurement of CMBR temperature
Neutrinos 10−3 . Ων,0 . 1.3 · 10−1 Neutrino oscillations, lower bound
Tritium decay, upper bound
Baryons 0.05 Primordial nucleosynthesis
(CMB anistropies)
Dark matter 0.25 (Large-scale structure)
Dark energy 0.70 SnIa Hubble diagram
Curvature 0 (CMB anisotropies)
gravitational collapse and (2) that in an expanding universe, we need primordial inhomogeneities. In this
way, we shall learn something about important cosmological parameters.
We shall continue to describe the content of the universe with simple uids, like baryons, photons,
or dark matter. The basics equations are those of perfect uids. Let us consider for simplicity a non-
relativistic uid described by its density ρ(~x, t) and velocity eld ~v. In the presence of gravity, these
equations are
1. Continuity equation or conservation of mass gives
∂ρ
∂t
+ ~∇ · (ρ~v) = 0 .
2. Euler equation which is the equivalent of Newton for a uid is
∂~v
∂t
+ ~v · ~∇~v = −1
ρ
~∇p− ~∇Φ ,
where p is the pressure and Φ is the Newtonian potential.
3. Poisson equation gives the Newtonian gravitational potential
∇2Φ = 4piGρ .
We linearize these equations, rst assuming that the background is static (uid at rest ~v = 0), with
density ρ¯ and look for the equations for small perturbations.
ρ→ ρ¯+ δρ ~v → δ~v p→ p¯+ δp Φ→ Φ¯ + δΦ
There is a bit of inconsistency here in assuming a static background, since ρ¯ 6= 0 → ~∇Φ¯ 6= 0 and the
latter is a source for ~v. This is an old issue, already known to Newton, that a static uniform distribution
of matter is unstable with respect to gravitational interactions, as we shall see.
Keeping the leading terms, the continuity equation and Euler give
∂δρ
∂t






~∇δp− ~∇δΦ ≡ −1
ρ¯
v2s ~∇δρ− ~∇δΦ ,
where we have used ∂p/∂ρ = v2s , where vs is the speed of sound in the uid. Taking the time derivative
of the continuity equation and the divergence of Euler to eliminate δ~v allows us to write an equation for
the density contrast ∆ = δρ/ρ¯:
∂2∆
∂t2
− v2s∇2∆ = ∇2δΦ ≡ 4piGρ¯∆ .
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This is the familiar wave equation for a uid disturbance, with phase velocity vs, in presence of gravity.
Plane wave solutions with wavenumber k have two independent solutions
∆ ∝ e∓iωt+i~k·~x




2 − 4piGρ¯ .
The behaviour of these solutions depends on the sign of the expression in the square root. It is convenient






For k > kJ , corresponding to a regime in which gravity may be neglected compared to pressure, ω is
real and inhomogeneities δρ behave as sound waves with c = ω/k = vs
√
1− k2J/k2. If k < kJ , ω is
imaginary and pressure can not prevent an inhomogeneity from growing exponentially, the signature of
an instability,
∆ ∝ e±|ω|t .
The Jeans wavenumber kJ has a simple interpretation. It comes from the ratio of two time scales. On
dimensional grounds, the time characteristic for gravity to act is given by τG ∼ 1/
√
Gρ¯ (‘collapse time’),
while pressure effects act a time scale τp ∼ λ/vs. The condition τG ∼ τp gives λJ = 2pi/kJ ∼ vs/
√
Gρ¯.
The phenomenon of Jeans instability described above is at the core of the theory of large-scale
structures in cosmology. It may give the impression that inhomogeneities may grow from innitesimal
perturbations. However, the expansion of the universe (the background) changes things in a crucial way.













∆ = 0 .
There is an extra term, linear in the Hubble parameter H . This is the analog of a friction term. Also we
are using comoving coordinates, so that k (comoving wavenumber) is xed and kphysical = k/a. For large
wavenumbers (small scales), the solutions are oscillatory (with an amplitude that is decreasing because
of the friction term). For small wavenumbers (large scales vsk/a¿ 1/H) we may neglect the k2 in the
equation (neglect pressure). Let us consider for simplicity a matter-dominated, at universe. Using the






− 3/2H2∆ = 0 .
We search for solutions of the form ∆ ∝ tα. Inserting the differential equation and using H = 2/3t
gives
α(α− 1) + 4/3α − 2/3 = 0 .
This equation has two solutions. One is α = −1 or ∆− ∼ H is decreasing. The other one has α = 2/3
or ∆+ ∝ t2/3 and is growing. This is important so we emphasize
∆+ ∼ t2/3 ∝ a(t) .
We see that the effect of expansion is to give a milder, power law behaviour to the unstable solution. This
is intuitively reasonable as the source of the instability is diluted by expansion, ∼ ρ ∝ 1/t2 12.
12There is a neat mechanical analogy. Consider a thin, long stick and put it vertically on your finger, trying to keep it straight.
If you do not move your hand, it falls down rapidly (exponential instability). If you simultaneously let your hand fall down




The moderate growth of ∆ (in the linear regime) in an expanding universe implies that inhomo-
geneities had to be substantial (i.e., instead of innitesimal if instabilities were growing exponentially) in
the past to give rise to the large-scale structures seen today in the universe. One likely solution to this ini-
tial conditions problem is ination. We shall see in the last section that a phase of accelerated expansion
may give rise to a spectrum of primordial inhomogeneities which is consistent with observations.
A powerful way to probe these primordial inhomogeneities is to analyse anisotropies in the CMBR.
This is because in the early universe hydrogen was ionized and the electrons were free. Through Thom-
son scattering
γ + e− ↔ γ + e−
which coupled electrons and photons, and through Coulomb scattering
e− + p↔ e− + p
which coupled electrons and protons (we neglect the contribution of helium in our discussion here), the
photons and baryons were effectively strongly coupled, a sort of photonbaryon uid. As long as this
coupling is effective, that is, as long as hydrogen is substantially ionized, we expect inhomogeneities
in the density of baryons and in the energy density photons to be related. Since ρb ∝ T 3 (baryons are
non-relativistic) and ργ ∝ T 4,










Hence inhomogeneities in matter should be reected in temperature inhomogeneities in the CMBR.
For the same reason that we can only see the edge of clouds, we may only observe the photons
that were released around the time when the universe became transparent. This moment is called recom-
bination or sometimes, and more appropriately, last scattering. Naively this took place when the average
energy of photons, ∼ T ∝ a−1, was of the order of the binding energy of an electron in hydrogen,
T ∼ 13.6 eV. However, very much like in our discussion of primordial nucleosynthesis in Section 4,
there are many more photons than protons and electrons in the universe nb/nγ ∼ 10−9 and these many
photons may easily ionize hydrogen13 . This competition between energy and entropy ensures that recom-
bination takes place at a much lower temperature T ∼ 3000 K ∼ 0.25 eV, corresponding to a redshift
zLS ∼ 103.




One motivation is that photons travel a distance η in a time interval η, since
ds2 = dt2 − a2dχ2 ≡ 0→ ds2 = a2(dη2 − dχ2) .







where dPH is the distance to the horizon we rst met in Section 3. Using η and χ coordinates, the causal
structure of the universe takes then a very simple form, illustrated in Fig. 30.
13A further complication is that recombination of an electron in the fundamental is accompanied by the emission of a photon
which may in turn ionize another hydrogen atom, with no net effect. In practice, recombination goes (essentially) through the
2s state which may relax to the fundamental 1s through two photons.
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Fig. 30: Two views of the universe using conformal time η and comoving distances χ. We are at the centre
of the circle today (LHS) or at the tip of the cone (RHS). We may see photons from as far back as the time of
last scattering. The pictures also show the size of the particle horizon at the time of the last scattering, how far
information may have propagated between the Big Bang and zLS.
Before last scattering, the photonbaryon uid is essentially described by a single equation for Θ,
which, neglecting the effect of gravity, is simply
Θ¨ + v2sk
2Θ = 0 ,
where dots mean the derivative is taken with respect to the conformal time. This equation reects the fact
that pressure is important as long as photons and baryons are strongly coupled and so gravitational col-
lapse of baryons is not possible. Instead, the photonbaryon uid undergoes acoustic oscillations, with
corresponding heating and cooling of the uid. This stops at last scattering, η = ηLS, when baryons and
photons decouple. While pressure drops and baryons may start collapsing, the photons travel freely, car-
rying information about their temperature at last scattering which will be observed today as anisotropies
in the CMBR temperature (see Fig. 30). Assuming Θ˙(0) = 0 (a prediction of ination), the solution of
the wave equation is
Θ(vsnLS) = Θ(0) cos(kvsηLS) .
Solutions for different k as a function of conformal time are shown in Fig. 31. Modes with kvs ¿ ηLS
do not evolve much before ηLS. Since ηLS is the comoving size of the horizon at last scattering, these
correspond to perturbation on very large scales, larger than the size of the horizon at ηLS. Increasing k,




with n integer, correspond to maximum/minimum of ∆ at last scattering. This is seen in Fig. 32 which
shows Θ2 at last scattering as a function of k.









Fig. 31: Evolution in time Θ(η) until ηLS for k  1/csηLS, k = pi/csηLS and k = 2pi/csηLS
Fisrt Peak Second Peak








Fig. 32: Θ2 (normalized to one) at ηLS as a function of k (normalized to vsηLS). There is a succession of peaks at
kn = npi/vsηLS.







A uctuation on the scale λ ∼ 1/k sustains an angle approximately
θ ≈ λ/D ,
where D is the comoving distance to the time of last scattering. To good approximation, D ≈ η0. Since
l is conjugate to the angle θ, roughly l ∼ Dk. Hence the peaks in Θ2 should correspond to peaks at
ln ≈ n Dpi
vsηLS
in the power spectrum of the signal Θ,
〈Θ2l 〉 ≡ (2l + 1)Cl
obtained by averaging over m numbers14.
14If the anisotropies are statistically isotropic, the information in them’s is redundant, or rather, gives an independent sample
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Fig. 33: Observation of the power spectrum of fluctuations in the CMBR, together with a theoretical prediction
with an Ωdm ≈ 0.25 and Ωb ≈ 0.05 flat universe. From Ref. [11].










corresponding to an angle of about 2◦ and l1 ∼ 200 (using vs ∼ 1/
√
3 for the photonbaryon uid). A
compilation of data is shown in Fig. 33. With some imagination, one may recognize the peaks seen in
Fig. 32. We may right away learn two things from these data.
1. The position of the rst peak is related to the size of the horizon at last scattering. Assume you
know the latter. By measuring the position of the peaks we actually measure the angular size that the
horizon sustains on the sky. If the geometry is spherical, the angle would be larger than in a at universe
as Fig. 34 suggests. Correspondingly, the rst peak would be shifted to the left (smaller l corresponds to
larger θ on the sky). The opposite would occur for an hyperbolic geometry. Data are consistent with a
at universe.
2. On the largest scale, the CMBR anisotropies probe primordial inhomogeneities (not affected
by local processes). We know actually since COBE that Θ ∼ 10−5 (small l limit of the gure). Now,
remember that we have seen that matter inhomogeneities grow like
∆b ∝ a = 11 + z
in a at, matter-dominated universe. On large scales, we see structures today that have ∆b = O(1)
on scales O(100 Mpc), which at the time of last scattering correspond to scales that are beyond the
horizon. We would thus expect Θ = 13∆b ≈ 10−3 at z = zLS, substantially larger than the amplitude
of the power in mode l. Of course, on large angular scales (small l), the sample is small and uncertainty comparitively large.
This is the basis of the so-called ‘cosmic variance’ which leads to a large error on how accurately the power spectrum may be






θH < θH |flat θH = θH |flat θH > θH |flat
Fig. 34: In a flat universe, the horizon at last scattering (supposed to be known) sustains an angle θH on the sky. If
the geometry is spherical, light rays are bent inward and the angle would appear larger. The opposite is the case if
the geometry is hyperbolic.
Fig. 35: Schematic evolution of dark matter, baryons, and photons between matter–radiation equality and today
inhomogeneities observed15 .
This turns out to be a strong indication for the existence of cold dark matter. The picture is
as follows (see Fig. 35). There is dark matter and it is composed of particles that do not interact with
photons, baryons, and electrons. These particles were non-relativistic at the time when there was equality
between the energy density in radiation and that in matter aeq (this is necessary because in a radiation-
dominated universe inhomogeneities only grow logarithmically). At aEQ this dark matter, which is non-
interacting and thus feels no pressure, collapses as ∆dm ∝ a(t). In the meantime, photons and baryons
are strongly coupled and, until aLS, undergo acoustic oscillations. At last scattering, the baryons become
free and they may fall in the gravitational potential of the dark matter. End of story.
15Strictly speaking we should also take into account the fact that if there were only baryons, the universe would be open. It is
possible to show that the growth of inhomogeneities slows down when the expansion becomes curvature dominated, an effect
which makes the conclusion that fluctuations are too small in a universe with only baryonic matter even more dramatic. See
Kolb and Turner.
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The power spectrum of Fig. 33 is quite different from the naive form of Fig. 32. Explaining all this
in detail would take us way beyond these lectures (see Refs. [17], [18] or [19]). There is one feature that
I would like to emphasize, however, which is the effect of baryons on the relative height of the peaks.
If we take into account gravity and baryons, the equation for Θ becomes slightly more compli-
cated:
(1 + 3ρb/4ργ)Θ¨ + k2v2sΘ ≈ −(1 + 3ρb/4ργ)k2v2sΦ ,
where Φ is the Newtonian gravitational potential. Let us discuss rst the impact of introducing Φ, so
assume ρb ¿ ργ . It so happens that Φ may be taken to be constant in rst approximation. Then the
equation may be rewritten as
Θ¨eff + k2v2sΘeff = 0 ,
with Θeff = Θ + Φ. The meaning of Θeff is the following. Imagine that a photon of frequency ν is in
a gravitational potential well Φ < 0 at last scattering. In climbing from the gravitational well, it loses
energy and its frequency is redshifted by a factor δν/ν = Φ. Since δν/ν ≡ δT/T , the Newtonian
potential will manifests itself as a temperature uctuation on top of the intrinsic temperature uctuation
Θ. Hence the observable quantity is the combination Θeff. The relevant solution to the equation for Θeff
is
Θeff(η) = Θeff(0) cos(kvsη) .
This is called the SachsWolfe effect16. Note that to a potential well, hence a region of higher density,
Φ < 0, corresponds a lower temperature.
Now consider the effect of baryons, ρb/nγ 6= 0. The effect of baryons is to reduce the sound
velocity vs → cs = vs/
√
1 + 3ρb/4ργ and to shift the origin of oscillations of Θeff. As the observed
temperature uctuation is still Θeff the solution becomes
Θeff(η) = (Θeff(0) + 3ρb/4ργΦ) cos(kcsη)− 3ρb/4ργΦ .
For Φ < 0 (attractive well), the net effect of the shift is to lower the even peaks and to raise the odd ones,
with a difference between peaks ∝ ρb/ργ , Fig. 36. Intuitively, baryons tend to accumulate in a potential
well and to increase compression peaks (odd peaks). Hence the difference between the rst at l ∼ 200
and the second peak at l ∼ 400 in CMBR anisotropies data gives a measurement of ρb/ργ and thus of
the baryon asymmetry of the universe.
Many other cosmological parameters may be extracted from analysis of CMBR anisotropies, to-
gether with input from large-scale surveys. Of particular interest to high-energy physicists are the con-
straints that may be put on neutrino masses. The constraints from WMAP are limited because neutrinos
are a subdominant component of matter at the time of last scattering (see, however, the latest WMAP data
release). Since neutrinos are very light, they have substantial momentum at the time of matterradiation
equality. Their motion prevents them from collapsing until the time they become non-relativistic. In the
meantime they may propagate a distance λFS called the free streaming scale. If neutrinos were to consti-
tute a substantial fraction of dark matter, no structure could form on scales λ . λFS . This is the imprint
of so-called Hot Dark Matter. Observations indicate that dark matter is rather made of Cold Dark Matter
(i.e., a form of dark matter with little momentum at matterradiation equality that may form structures
on all scales) and puts a limit (that is large-scale surveys which probe smaller cosmological scales than
the CMBR anisotropies) on neutrino masses (typically a fraction of eV depending which data are taken
into account, see Ref. [20] and lectures by P. HernÆndez at this school).
16If Φ is constant after recombination, potential wells on the way of photons between last scattering and us have no net effect
as the losses are compensated exactly by gains and the other way around. If, however, Φ has some time dependence, as is
the case if the universe becomes dominated by a cosmological constant, then there is an extra contribution to the temperature










Fig. 36: Impact of baryons on Θ2eff
To conclude this section, I give a fair (albeit personal) summary of joint WMAP and other data
below.
Ωb = 0.04 Ωdm = 0.26
H = 70 km · s−1 ·Mpc−1 Ω0 = 0.950
Ω = 1 ΩΛ = 0.70
pΛ
ρΛ
= −1 n = 0.95
The at, cold dark matter plus cosmological constant or ΛCDM or Concordance Model is now the
standard model of cosmology (see Fig. 22).
The parameter n in the list above is new to us. This is the spectral index, to be dened in the last
section. It tells us that the spectrum of temperature uctuations in the CMBR is nearly scale invariant.
That the spectrum should be such is one of the predictions of ination. That our universe should be
spatially at is another one. The most puzzling result is the presence of a cosmological constant, or at
least the presence of a uid that behaves like a cosmological constant (dark energy). A cosmological
constant leads to accelerated expansion, one of the key features of ination.
8 Inflation
An early phase of accelerated expansion or ination does the following:
 it solves the atness problem,
 it solves the horizon problem,
 it generates primordial inhomogeneities,
 it predicts that the spectrum of inhomogeneities is scale invariant.
All these features are consistent with observations. What caused ination is so far unknown but it is easy
to implement it in a phenomenological way and thus not challenge the Big Bang model [21].
We have not paid much attention to this feature, but it is quite puzzling that our universe is so at.
After all this is just one possible solution among all the possible geometries. There is also a more critical
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problem called the atness problem. The problem is the following. Take the Friedmann equation and
write it as
|1− Ω| = |K|
a2H2
∝ a˙−2 .






we know that for both a matter or radiation dominated universe a˙ decreases. Hence we expect |1−Ω| to
increase with time. For instance take |1− Ω| = O(10−2) today. Then at TEQ ∼ 30 000 K,
|1− Ω| = O(10−6)
while at T ∼ 1 MeV,
|1− Ω| = O(10−18) .
You may go back further in the past. The conclusion is that the geometry of the universe had to be very
very close to at for the universe to appear at today.
A simple remedy is to make the size of the universe very large, much larger than our horizon. We




|1− Ω| ∝ a˙−2 → 0 .
How long should ination last? Assume that ination is driven by a uid such that p ≈ −ρ for some
time. Then H ≈ constant and
a = aieH(t−ti) .




∼ 1014 GeV and with ∆t ∼ 107tPl ∼ 10−36 s ,
where tPl is the Planck time, we then see that the scale factor would have grown by a huge factor within
a very short time
af/ai ∼ e100 ∼ 1044 .
Compare this with a0/aLS ∼ 103, the change of the scale factor between last scattering and today, and
that took about 13 · 109 years.
Another issue is why our universe is very uniform. Consider for instance the time of last scattering.
We see essentially the same CMBR temperature (to within 105) in all directions. We have seen that the
horizon at zLS sustains an angle of about 2◦ on the sky. Physical conditions may be pretty uniform within
the scale of the horizon, but how come that they are the same on larger scales? The largest distance we
may probe is the distance to the horizon today,
dH |today ∼ H−10 ≈ 1028 cm .
At T ∼ 1015 GeV the universe was much smaller. Our horizon today occupied a region of about
d ∼ 10−28H−10 ∼ 1 cm. All our universe within one cubic centimetre. This was small, but is actually
much larger than the particle horizon at that time, which was




Fig. 37: How inflation solves (RHS) the horizon problem (LHS). Note that the lapse of physical time (t) since
inflation is about 13 · 109 years while that of inflation itself lasts an instant.
Inating this small distance by a factor of 1028 ∼ e65 would give a simple solution to the horizon or
homogeneity problem. This is illustrated in Fig. 37.





Suppose that the scalar eld is initially shifted away from its minimum and that it has a small kinetic
energy. Also assume it is homogeneous. The stress-energy tensor of the scalar eld
T µν = ∂
µφ∂νφ− gµνL ,
where L is the Lagrangian density, takes the form of that of a perfect uid
T µν = diag(ρ,−p,−p,−p)


















p ≈ −ρ .
This is all we need for ination to occur. There are many variations around this simple scheme (called
chaotic inationthe name comes from the initial conditions necessary to initiate ination) but the basic
idea stays the same. There is some eld, called the inaton, that evolves slowly so that its potential
energy is larger than its kinetic energy. Contrary to what one may think, that the eld is slowly evolving







+m2φ = 0 .
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The effect of expansion is in the friction term. If the energy density is dominated by the potential of the
scalar eld,




If φ À mPl initially, the friction term is dominant over the second derivative and the eld rolls down
slowly. This stops at roughly φ ∼ mPl, at which point the kinetic energy of the scalar eld is no longer
negligible and ination stops. Eventually the scalar eld oscillates around its minimum. The universe
after ination is very big but also very cold as everything, including any thermal bath (or baryon number
for that matter), has been diluted by the exponential growth of the size of the universe. It is expected
that the inaton is coupled to SM elds (or its siblings) and that its energy stored in oscillations may be
transformed into heat. How this reheating takes place is a complex problem and is not fully understood
yet.
This is so far a classical process. However, the accelerated expansion of the universe during
ination also has a quantum manifestation. This effect is a bit analogous to the phenomenon of pair
production in the presence of a strong electric eld. It is also closely related to the Hawking radiation of
black holes. The details are beyond the scope of these lectures but let me give you the avour. Consider









χ = 0 .
It is convenient to use conformal time dt = adη. Then the equation becomes
χ¨+ 2aHχ˙+ k2χ = 0 .
During ination H ≈ const and let a ≈ eHt 17. The conformal time may be then expressed as
η = − 1
H
e−Ht and aH ≡ −1
η
.







v = 0 .
This is like the equation of an harmonic oscillator. Initially we may have k2η2 À 1 and the solutions are
simply oscillations, like in vacuum. However, as time goes by, k2η2 decreases (remark |η| → 0 toward
the future) and the equation becomes that of a reversed oscillator, the landmark of an instability. The
quantization of this system leads to the conclusion that, during ination, modes are created out of the
vacuum (like electronpositron pairs may be created by a strong electromagnetic eld). While 〈χ〉 = 0,
the correlator of χ, which is equivalent to the power spectrum, is non-vanishing:












in the sense that there is the same power per log interval of k.
A similar result holds for uctuations of the scalar eld that trigger ination or inaton φ. The
discussion is, however, made complicated by the fact that uctuation in a scalar quantity is, in general, not




invariant under general coordinate transformations. However, the essence of the story is that uctuations
generated in the inaton eld may be expressed as uctuations in the Newtonian potential for modes
larger than the size of the horizon. The uctuation in the inaton may disappear but uctuations in
the Newtonian potential survive (they stay constant), and these in turn leave their imprint on the dark
matter. The spectrum of uctuations is predicted to be (nearly) scale invariant. This feature, called the
HarrisonZeldovich spectrum, is supported by both the CMB and the large-scale structure surveys.
9 Epilogue
Accelerated expansion is easy to implement, but difcult to comprehend. For instance, just addding a
constant V0 to the potential of a scalar eld gives a contribution to its stress-energy tensor
δT µν = V0δ
µ
ν ,
which is equivalent to adding a cosmological constant
ρ = −p = V0 .
To agree with observation we could decide that V0 is zero (or very small) but the problem is that the cos-
mological constant strikes back at the quantum level. Indeed, in quantum eld theories we are effectively
dealing with harmonic oscillators, labelled by momentum, with zero energy 1/2ω ≡ 1/2√k2 +m2 (or








gives a divergent result, δVq. → ∞. In quantum eld theory we usually discard these contributions
because only energy differences matter when we compute cross-sections or discuss symmetry breaking.
However δVq. has weight and it is not clear on which basis we may get rid of it if we take into account
gravity. If instead we assume that the summation over modes is cut off at the Planck energy scale, we get
δVq. ≡ δρΛ ∼ m4Pl .
This is about 120 orders of magnitude larger than what is observed, the current accelerated expansion of
the universe giving
ΩΛ ≈ 0.70 → ρΛ ≈ (2 · 10−3 eV)4 .
This so-called cosmological constant problem is one of the biggest issues in fundamental physics (see
for instance Ref. [22] for a review)18.
Another puzzling facet of the cosmological constant problem is that the ΩΛ observed is close to
but not equal to one. Since the contribution to Ω of a true cosmological constant was negligible until
recently but will be dominant in the near future, ΩΛ . 1 means that today is a special moment in the
history of the universe, see Fig. 38. This so-called coincidence problem has motivated the construction of
dynamical models of cosmological constant or dark energy models. Their equation of state generically
departs from that of a true cosmological constant, a feature that may be constrained by further studies of
the Hubble diagram and large-scale structure.
It is, however, fair to say that the relation between most models of dark energy and more funda-
mental principles (like, say, string theory or quantum gravity) is rather loose and the situation regarding
the nature of dark energy is likely to stay unsettled for some time.
18Perhaps things would be simpler if the cosmological constant was observed to be zero, for that could mean that some
sort of symmetry principle makes harmless the contributions of quantum fields to vacuum energy. Supersymmetry is such a
symmetry principle, for the contribution of bosons EB
P
B 1/2ωB and fermions EF = −
P
F 1/2ωF compensate each other
if supersymmetry is not broken. However, supersymmetry, if it exists, has to be broken to be consistent with observations and
the cosmological constant problem remains.
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Fig. 38: Evolution ΩΛ as a function of the scale factor. It emphasizes the impression (in log(a)) that we live at a
very special moment in the history of the universe [22].
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Appendices
I. Conversion factors
1 GeV ≡ 1.6022 · 10−10 J
≡ 1.1605 · 1013 K
≡ 1.7827 · 10−27 kg
1 GeV−1 = 1.9733 · 10−16 m
= 6.6522 · 10−25 s
1 cm ≡ 5.068 · 1013 GeV−1
1 s ≡ 1.519 · 1024 GeV−1
1 g ≡ 5.608 · 1023 GeV
1 AU = 1.496 · 1011 m (Astronomical Unit)
1 pc = 3.086 · 1016 m (parsec)
1 year = 3.156 · 107 s
1” = 4.85 · 10−6 rad
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= 2.2 × 10−5 g = 1.2209 · 1019 GeV reduced Planck mass
tPl = 5.4× 10−44 s Planck time
lPl = 1.6× 10−33 cm Planck length
H0 = 100h km · s−1 ·Mpc−1
H−10 = 9.78h
−1 Gyr = 2998h−1 Mpc
ρc0 = 3M2Pl H
2
0 = 2.775h
−1 × 1011 M¯
(h−1 Mpc)3
critical density
= 1.88h2 × 10−29 g · cm−3 = (3× 10−3 eV)4h2
= 10.5h2 GeV ·m−3
Ωγ,0h2 = 2.47 × 10−5 photon density parameter
ργ0 = 4.61 · 10−34(Tγ0/2.725 K)4 g · cm−3
nγ0 = 410 (Tγ0/2.725 K)3 cm−3






ΩR,0h2 = 4.17 × 10−5 three massless neutrinos
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Abstract
Some topics on heavy-ion collisions are reviewed with emphasis on those
which are expected to be especially relevant at the Large Hadron Collider pro-
gramme.
1 Introduction
Heavy ions will be collided at the LHC with energies thirty times larger than ever before: each individual
nucleon inside the colliding nuclei will be accelerated at three times the top Tevatron energy in the
centre-of-mass frame  which is already ten times more than that in AuAu collisions at the Relativistic
Heavy Ion Collider (RHIC) in Brookhaven. The energy frontier reached in heavy-ion and protonproton
collisions is, for the rst time, the same, since the same machine is used to accelerate the two different
systems1. Most of the currently targeted physics quests refer, however, to very different energy scales;
those in heavy ions correspond to typical QCD scales (ΛQCD < 1 GeV) while the scales for the principal
LHC searches in the protonproton programme lie 23 orders of magnitude above.
The main goal of heavy-ion collisions is to form and characterize a macroscopic (in QCD scales)
state of deconned quarks and gluons in local thermal equilibrium. The large amount of energy liberated
in the collision is distributed over distances of the transverse size of an atomic nuclei (RA ∼ A1/3 fm
∼ 6 fm for a lead nucleus) and expected to give rise to collective effects with distinctive signatures.
This distribution of energy in the largest possible length scale is the most probable conguration in any
hadronic collision. On the other hand, the conguration in which a large amount of energy is concentrated
in a small region of phase space occurs very rarely, but interestingly leads to the largest probability of
producing something unknown like a new particle. The second possibility is especially relevant for the
searches in the LHC protonproton programme. With the study of hard processes it is also becoming
more and more important for the heavy-ion programme.
In some cases, a nucleusnucleus collision can be considered as a superposition of independent
protonproton collisions. This happens, for example, for hard enough probes, as photon production, in
which the scales probed are much larger than those ruling the collective behaviour (or, in other words,
those for which the production time is much shorter than the typical times involved in collective be-
haviour). These probes are very important as benchmarks. In general, however, the output of a heavy-
ion collision is very different from such a simple superposition. The study of processes sensitive to the
degree of collectivity of the system is the main goal of heavy-ion collisions. For example, a powerful
way of looking for collective behaviour is by studying the azimuthal distribution of particles produced at
a given transverse momentum pT : if the collisions were independent, the particles would be uniformly
distributed (within statistical uctuations) while the presence of azimuthal asymmetries would indicate
that some non-trivial phenomenon is taking place. Different other probes of this collective behaviour
have been proposed both in the soft and the hard sector of QCD  ruled by non-perturbative and per-
turbative dynamics, respectively. In the next sections we shall review some of these probes and the new
opportunities opened at the LHC.
In parallel to the PbPb programme, pPb collisions will also be made at the LHC. One of the main
goals will be in this case to provide the essential benchmark for a correct interpretation of the hot matter
1There is a small difference in the energy per nucleon in different colliding systems due to the mass-over-charge ratio being
larger for larger nuclei. For this reason, the energy for each of the accelerated nuclei at the LHC will be Z/A× 7 GeV, with A
the atomic number and Z the number of protons.
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probes  the energy densities reached in a pPb collision at the LHC are not expected to form a hot
medium in the nal state. For example, the knowledge of the parton distribution functions is decient
at small-xBj, those most relevant for the LHC, and especially for the case of gluons. Moreover, this
type of collision presents an interesting physics case per se, where non-linear terms in the evolution
equations are expected to become important, marking the beginning of a new regime of QCD where the
parton distributions are saturated. Extra physics opportunities are the ultraperipheral collisions and the
measurement of cross-sections of cosmic-ray interest.
2 The LHC heavy-ion collider and the experiments
At the LHC, the centre-of-mass energy of a collision of two different systems with charge Z1, Z2 and
atomic numbers A1, A2 with Z = A = 1 for a proton is (see Ref. [1] for an updated report on the subject
of nuclear collisions at the LHC)
√





where NN in the subindex refers to the energy per nucleon inside the colliding nucleus and √spp is the
corresponding energy in pp collisions. This gives the maximum energies
√
sNN ' 5.5 GeV for PbPb collisions,√
sNN ' 8.8 GeV for pPb collisions.







due to the fact that the centre-of-mass frame of the pA collision does not coincide with the laboratory
centre-of-mass frame. This rapidity shift is ∆y ' 1 for protonlead collisions and would need to be
taken into account for the comparison with PbPb data.
Another relevant quantity is the maximum luminosity for the heavy-ion programme which is esti-
mated to be
LNN ' 1027 cm−2 s−1 (3)
where NN refers again to luminosity per nucleon. This luminosity per nucleon is ∼ 7 orders of magni-
tude smaller than the corresponding nominal luminosity for a typical pp run  Lpp ' 1034 cm−2 s−1.
A typical year when the LHC reaches its design features will be eight months of pp run and one month
dedicated to the heavy-ion programme (including nucleusnucleus or protonnucleus collisions at dif-
ferent energies or pp at smaller energies for benchmarking in the PbPb runs). This reduces the integrated
luminosity by another factor of ten with respect to the protonproton programme.
Heavy-ion collisions will be detected by ALICE [2, 3]  the LHC experiment dedicated to that
purpose  and both CMS [4] and ATLAS [5]. The three experiments have complementary capabilities
for the study of the different probes proposed. They are, for the same reason, exible enough to look for
unknown or not yet considered processes.
Kinematical reaches are, at the LHC, orders of magnitude different than the present ones both both
for large virtualities and small-x  see Fig. 1 for the kinematical reach explored in a typical year of pPb
collisions. With these numbers it becomes clear that the LHC will provide exploration of completely
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Fig. 1: (Left) Kinematical reach in one year of pPb collisions at the LHC. PbPb collisions will have a similar reach.
(Right) Reach in transverse momentum (energy) for different processes in PbPb collisions at the LHC, figure from
Ref. [6].
3 QCD at high temperatures
QCD is the theory of strong interactions: it describes the interactions between hadrons (protons, pi’s,
etc.) which are the asymptotic states of the theory at small temperatures and densities. They form
nuclear matter, which constitutes the majority of the observable mass of the Universe. Hadrons are
colourless objects. The Lagrangian of QCD is, however, written in terms of quarks and gluons which are
the building blocks of the hadrons  hadrons are composite particles. Quarks and gluons are colourful
objects. Colour is the charge of QCD and the fact that the bosons carrying the interaction, the gluons, are
also coloured allows them to interact. This makes the theory very different from its Abelian counterpart,
QED. Quarks are colour triplets corresponding to the fundamental representation of the QCD gauge
theory group SU(3). There are six avours of quarks with fractional electric charges and very different
masses:
charge = 2/3 u (∼ 5 MeV) c (∼ 1.5 GeV) t (∼ 175 GeV)
charge = −1/3 d (∼ 10 MeV) s (∼ 100 MeV) b (∼ 5 GeV)
One normally distinguishes between light (u, d, s) and heavy (c, b, t) quarks. Two extremely
important properties of QCD are connement and asymptotic freedom. The rst corresponds to the non-
existence of colourful asymptotic states, i.e., colour is conned in regions smaller than a typical QCD
scale, Λ−1QCD ∼ 1 fm. In particular, no free quarks or gluons can exist as asymptotic states. Asymptotic
freedom, on the other hand, corresponds to the behaviour of the theory at small distances or large scales.
The QCD coupling constant becomes smaller and smaller  the interaction disappears  at these large
scales or small distances [7, 8].
A simple picture for the connement is that of a string with a quark and an antiquark at each end.
3
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The potential between the qq¯ pair can be written as [9] (this is known as the Cornell potential):
V (r) ' −αeff
r
+ σr . (4)
The linear part of the potential becomes relevant at large distances; σ is called the string tension. So,
if we try to pull apart the quark from the antiquark, the linear potential will make the amount of energy
grow indenitely: an isolated quark in the vacuum has innite energy. This, however, does not actually
happen since when the energy in the string is larger than mq +mq¯, the string can break by pair creation
and form two different strings: two different hadrons. In the limit mq →∞ the string cannot break.
Another important property of QCD is chiral symmetry. In the absence of quark masses, the QCD
Lagrangian splits into two independent quark sectors,
LQCD = Lgluons + iq¯LγµDµqL + iq¯RγµDµqR . (5)
This Lagrangian is symmetric under SU(N)L×SU(N)R with N the number of massless quarks. How-
ever, this symmetry is not observed experimentally. The mechanism of spontaneous symmetry breaking
does not need in QCD the introduction of a new eld, at variance with the electroweak sector, whose
symmetry is broken by the presence of a Higgs eld. In QCD, the vacuum |0〉 is not invariant under the
transformation, the chiral condensate is non-zero
〈0|q¯LqR + q¯RqL|0〉 6= 0. (6)
The Goldstone theorem states that, when continuous symmetries are spontaneously broken, associated
massless bosons should appear. In the case of N = 2 this corresponds in QCD to the three pions pi±, pi0
whose masses are much smaller than other typical hadronic masses. The case for N = 3 includes the
lowest-mass strange mesons.
So, two main properties of the QCD vacuum are connement and chiral symmetry breaking. A
relevant question is then: Is there a regime where these symmetries are restored? Intuitively, asymptotic
freedom should lead to a deconned free gas of quarks and gluons at very large temperatures and, indeed,
this was proposed soon after asymptotic freedom was discovered [10]2. The generic name for this new
phase of matter is quarkgluon plasma (QGP).
The asymptotic state of T → ∞ is a gas of free quarks and gluons, but the situation at experi-
mentally reachable temperatures is not so easy. The temperature at which the transition from a hadron
gas to a quarkgluon plasma takes place, Tc ' 160 ÷ 190 MeV3, is not large enough to allow the use
of perturbative techniques at temperatures close to it. So, although the use of effective models is still a
very active eld of research, most of the information about the transition and the properties of the matter
in its vicinity comes from lattice QCD calculations, see, for example, Ref. [13] for a description of the
QCD thermodynamics as studied by lattice.
A rst example of this collective behaviour is the equation of state. The pressure or the energy
density measured in units of T 4 of an ideal gas is, according to the StefanBoltzmann law, proportional
to the number of degrees of freedom in the system: so, for a free gas of pions this quantity is N pidof = 3,
while for a free gas of quarks and gluons this quantity is much larger, N qdof = 2× 2 × 3, N gdof = 2× 8,
counting spin, colour and (two) avour states. This different behaviour is observed in lattice calculations
where a jump at the transition temperature, Tc, appears (Fig. 2). Interestingly, the lattice results also
signal a signicant departure of the ideal gas behaviour, ε = 3p, at temperatures close to Tc (Fig. 2).
2The original proposals of a different, deconfined, phase of hadronic matter at high temperatures is based also on the
exponentially rising spectrum of hadronic states [11] which predicted the existence of a limiting temperature, then identified as
the transition temperature to the QGP.
3At present there is a theoretical debate on the actual value of this quantity as different lattice groups obtain results approxi-
mately in the quoted range. The disagreement seems to be in how the continuum limit is taken, and the corresponding matching
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Fig. 2: Left: Entropy, s ≡ ε + p in units of T 3 versus temperature computed in lattice. Right: Trace anomaly in
units of T 4 as a function of the temperature. Figures from Ref. [14].
In order to understand the nature of the transition, order parameters are needed. In QCD with
massless quarks, the chiral condensate is the order parameter (see Ref. [15] for a recent study), while in
the innite mass limit the order parameter is the Polyakov Loop. The order of the transition depends on
the actual value of the quark masses and most calculations agree in the absence of a real phase transition
at zero baryochemical potential: the transition would just be a rapid cross-over.
The behaviour of the potential between heavy quarks is also of interest for phenomenological
applications. Although some discussion about the precise meaning and the denition of a potential exists
in the case of a hot medium [16], a screening leading to a non-conning potential is expected to appear
at some point above the phase transition and, correspondingly, the heavy quark bound states would cease
to exist if this temperature were reached.
4 General properties of heavy-ion collisions
Nuclei are very extended objects for all the scales of interest in high-energy physics. For this reason,
the geometry of the collision plays a central role in the analysis and interpretation of the experimental
results. In the centre-of-mass frame, owing to Lorentz contraction in the longitudinal direction, the two
nuclei can be seen as two thin disks of transverse size 2RA ' 2A1/3 fm. Some relevant quantities are
1. The impact parameter which is the distance between the centres of the two colliding nuclei. The
impact parameter characterizes the centrality of the collision. A central collision is one with small
impact parameter in which the two nuclei collide almost head-on; a peripheral collision, on the
contrary, is one with large impact parameter. A special case is that of ultraperipheral collisions in
which the two nuclei interact only through the photons created by the large electromagnetic eld
of the ions [17].
2. The number of participant nucleons, Npart, within the colliding nuclei which is the total number
of protons and neutrons which take part in the collision. The rest are sometimes called spectators
and continue travelling almost unaffected; they are normally measured in forward detectors such
as the Zero-Degree Calorimeter (ZDC) to help in xing the centrality of the collision.
3. The number of collisions, Ncoll, is the total number of incoherent nucleonnucleon collisions.
4.1 The Glauber model and the geometry of the collision
The usual way of computing the geometrical quantities enumerated above is by a probabilistic model
due to Glauber [18]. The starting point is the density of nucleons in a nucleus A, ρ(z, b), for a given
longitudinal z and transverse b positions. The nuclear prole function or thickness function is the only
5
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dzρ(z, b) . (7)
With the normalization
∫
dbTA(b) = 1, the individual probability of a nucleonnucleon interaction at
a given impact parameter is TA(b)σinelNN . If we now consider a protonnucleus collision, the probability
that the proton interacts with n nucleons inside the nucleus is simply given by










from which we can compute the number of collisions for a given impact parameter as
NpAcoll(b) ≡ NApart(b) =
A∑
n=0
nP (n, b) = ATA(b)σinelNN , (9)
where the number of participants of the nucleus A, NApart, coincides in this case with the number of
collisions Ncoll  each nucleon in nucleus A interacts only once. The total number of participants










1− (1− TA(b)σinelNN)A] ' ∫ db [1− exp [−ATA(b)σinelNN]] ,
(10)
where the limit of large A has been taken for the last equality. For a nucleusnucleus collision, the
individual probability of nucleonnucleon interaction at impact parameter b is within the optical approx-
imation, see, for example, Refs. [19, 20] for experimental applications.∫
ds TA(b)TB(b− s)σinelNN ≡ TAB(b)σinelNN . (11)
TAB(b) is also known as the nuclear overlap function. The corresponding probability of nNN collisions
is



















nP (n, b) = ABTAB(b)σinelNN . (14)
The number of participants of nucleus A for a given impact parameter is given by the generalization of
(9); for this we have to single out one nucleon in nucleus B at transverse position b by writing BTB(b)
NApart(b) =
∫
dsB TB(s)σinelpA (b− s) =
∫
dsB TB(s) exp
[−ATA(b− s)σinelNN ] . (15)
A similar expression exists for the number of participants in nucleus B yielding for the total number of
participants
Npart(b) = NApart(b) +N
B
part(b) . (16)
In Fig. 3 a picture of the geometry described above can be found. The measure of the geometry in heavy-




Fig. 3: Picture for the geometry of a high-energy heavy-ion collision
knowing the number of particles produced in each elementary NN collision, the multiplicity distribu-
tions can be related to the number of participants or collisions. Another method is by measuring with
ZDC the number of neutrons which did not interact (spectators). In this case, the number of participants
is estimated by the total number of nucleons minus the result from the ZDC. As the impact parameter is
not a quantity of direct experimental access, a usual way of quoting the centrality of a class of measure-
ments is by a percentage, e.g., 05% refers to the 5% most central collisions; 050% to the 50% most
central collisions; 1020% to the 20% most central collisions excluding the 10% most central ones and
so on.
4.2 The multiplicities
The total number of particles measured in the detectors after a heavy-ion collision (multiplicity) gives
information about the energy density reached. It also gives information about the centrality and, in
general, about the main global properties of the created medium. The knowledge of this quantity and its
corresponding theoretical description is, then, one main issue in heavy-ion collisions.
In hadronic collisions, most of the particles are produced at small transverse momentum, belonging
to the soft sector of QCD in which the use of perturbative techniques is not possible. This makes the
theoretical description difcult and in most of the cases models are employed. Especially interesting is
the formalism based on saturation of partonic densities in the initial nucleus wave function which allows
weak coupling calculations to be made in a regime of large occupation numbers. This formalism is
generically known as the Colour Glass Condensate.
The most naive estimate of the multiplicity in AA collisions would be that of the corresponding
protonproton collision at the same energy and multiplied by the number of incoherent NN collisions.
This number, however, already grossly overestimates the number of produced particles at RHIC, demon-
strating the presence of collective behaviour. All the models of multiparticle production prior to RHIC
data [21] that did not include any type of collectivity failed to reproduce the data. The surviving models
present, however, a quite large uncertainty in the extrapolation to the LHC, see Fig. 4. In the rest of the
section we present some results based on saturation physics. The interested reader can nd the relevant
references to the different models in the workshop [23].
4.2.1 Ideas based on saturation of partonic densities
The density of gluons4 grows very fast at small x. The intuitive picture of saturation of partonic densities
is that of overlapping partons, mainly gluons, in transverse plane due to this growth (Fig. 5). In the
4The number of gluons is not a well defined quantity in a field theory like QCD. All the definitions in this section can be
done in a more strict way, e.g., by using scattering amplitudes, but this is a useful intuitive picture which contains most of the
physics involved.
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Fig. 4: Different predictions for the charged particle multiplicities at central rapidities at the LHC. Figure from
Ref. [22]; results are a compilation from Ref. [23].
innite momentum frame, in which the hadron/nuclei is moving asymptotically fast, the colliding object
is a Lorentz-contracted disk of radius RA ∼ A1/3. If we do DIS with this object, a virtual photon with
virtuality QÀ ΛQCD will scatter incoherently with the partons inside it: counting the number of partons
with transverse size ∼ 1/Q. Owing to parton multiplication the number of gluons in the proton/nucleus
grows very fast with decreasing x, i.e., with increasing energy. At some point, the transverse size occu-
pied by the partons is of the same order as the total transverse size of the hadron. This overlap makes
gluon fusion probable, with probability O(αs), and the picture of incoherent scatterings breaks down.




Axg(x,Q2sat) ' piR2A . (17)
For a gluon density which grows as xg(x,Q2) ∼ x−λ, the behaviour of the saturation scale as given by
this naive geometrical estimate is
Q2sat ' x−λA1/3 . (18)
Here, the gluon distribution of bound nucleons is taken as Axg(x,Q2)  there is no shadowing, see
below  and the nuclear radius RA ' A1/3.
Intuitively, when Qsat À ΛQCD this should be the relevant scale in the problem and the parton
distributions should depend only on this scale. Indeed, one of the predictions from the Colour Glass
Condensate is the scaling of the parton distribution functions with the saturation scale Q2sat (geometric
scaling). This scale encodes the geometry of the colliding object as well as the dynamics of the gluon
multiplication and fusion.
These ideas lead to a very developed formalism aimed at describing not only the hadron/nucleus




Fig. 5: Saturation of partonic densities: an intuitive picture of saturated gluon distributions in the transverse plane.
Each gluon is depicted by a small disk whose number grows with atomic number and/or energy of the collision.
thermalization in heavy-ion collisions, see, for example, Refs. [2428] for lectures on the topic. Here we
present for illustration a simple implementation of this physics based solely on experimental data and the
assumption of geometric scaling [29].
i) Geometric scaling in leptonproton and leptonnucleus collisions
All data for the photoabsorption cross-section σγ∗p(x,Q2) in leptonproton scattering with x ≤
0.01 have been found [30] to lie on a single curve when plotted against the variable Q2/Q2s, p, with
Q2s, p ∼ x−λ and λ ' 0.3. Geometric scaling is usually motivated in the QCD dipole model [31] where









dz|Ψγ∗T,L(Q2, r, z)|2 σhdip(r, x) . (19)
Here ΨT,L are the perturbatively computed transverse and longitudinal wave functions for the splitting
of γ∗ into a qq¯ dipole of transverse size r with light-cone fractions z and (1−z) carried by the quark and
antiquark, respectively. Both for a proton [h = p] and for a nucleus [h = A], σhdip(r, x) can be written
as an integral of the dipole scattering amplitude Nh over the impact parameter b,
σhdip(r, x) = 2
∫
dbNh(r, x; b) . (20)
In this setting, geometric scaling corresponds to the condition Nh(r, x; b) ≡ Nh(rQs, h(x, b)). This














db¯Nh(rQs, h(x, b¯)) . (21)
For a trivial impact-parameter dependence of the saturation scale, Qs, h(x, b) = Qs, h(x) Θ(Rh − b),
and since |Ψγ∗T,L(Q2, r, z)|2 is proportional to Q2 times a function of r2Q2, Eq. (21) depends solely
on τh = Q2/Q2s, h(x). For realistic functional shapes of the form Qs, h(x, b) ∝ f(b/Rh), the same τ -
dependence results if Q2s, h(x) is dened as an appropriate b-average of Q2s, h(x, b). In the case of γ∗A














Now we need to x the A-dependence of the saturation scale, for which we make the assumption  see
(18)















where the nuclear radius is given by the usual parametrization RA = (1.12A1/3 − 0.86A−1/3) fm. We
treat δ and piR2p as free parameters to be xed by data.
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Fig. 6: Geometric scaling for γ∗p (upper panel, data from Ref. [32]), γ∗A (middle panel, data from Refs. [34,35])
and the ratio of data for γ∗A over the prediction from Eq. (24) (lower panel). As an additional check, the lower
plot also shows data for γ∗A normalized with respect to γ∗C [36], and divided by the corresponding prediction
from Eq. (24).
In Fig. 6 we plot the experimental γ∗p data [32] with x ≤ 0.01 as a function of τp = Q2/Q2s, p.
For Q2s, p, we use in this plot the Golec-Biernat and Wüsthoff (GBW) parametrization [33] with Q2s, p =
(x¯/x0)−λ in GeV2, x0 = 3.04 · 10−4 and λ = 0.288. In order to proceed, we need a parametrization
of the experimental data (a functional form for the scaling curve). We nd that the data [32] are well
parametrized by
σγ
∗p(x,Q2) ≡ Φ(τp) = σ¯0 [γE + Γ (0, ξ) + ln ξ] , (24)
where γE is the Euler constant, Γ (0, ξ) the incomplete Γ function, and ξ = a/τ bp , with a = 1.868 and
b = 0.746. The normalization is xed by σ¯0 = 40.56 mb.
To determine Q2s, A, we compare the functional shape of (24) to the available experimental data
for γ∗A collisions with x ≤ 0.0175 [3436], using ξ = a/τ bA. The parameters δ and piR2p in Eqs. (22)
(24) are tted by χ2 minimization adding the statistical and systematic errors in quadrature. The data
sets [34], [35], and [36] have additional normalization errors of 0.4%, 0.2%, and 0.15%; the quality of
the t improves by multiplying the data by the factors 1.004, 1.002, and 0.9985, respectively. We obtain
δ = 0.79 ± 0.02 and piR2p = 1.55 ± 0.02 fm2 for a χ2/dof = 0.95  see Fig. 6 for comparison. If the
normalizations are all set to 1, we obtain an almost identical t with δ = 0.80± 0.02 and piR2p = 1.57±
0.02 fm2 for a χ2/dof = 1.02. If we impose δ = 1 in the t, which corresponds to Q2s, A ∝ A1/3 for large
nuclei, a much worse value of χ2/dof = 2.35 is obtained. We conclude that the small-x experimental
data on γ∗A collisions favour an increase of Q2s, A faster than A1/3. The numerical coincidence b ' δ is




ii) Geometric scaling and multiplicities in heavy-ion collisions
The fact that geometric scaling is found both in leptonproton and leptonnucleus data is interest-
ing, but we can extend the formulation a bit further and consider the case of multiplicities in symmetric
hadronic or heavy-ion collisions  this means the same colliding systems and measure at central ra-
pidities. This allows us to make several simplications as only one saturation scale is involved. For the
discussion, consider for simplicity a model of multiparticle production in which a factorization between








y, (k − pt)2, b
)
, (25)
where φh(y,k, b) =
∫
dr exp{ir · k}Nh(r, x; b)/(2pir2) [38], y = ln 1/x. For geometric scaling,



























(τ − s)2) . (26)






∝ Q2s, A piR2A . (27)
Similar expressions arise in different models of hadroproduction [3740]. It is worth noting that fac-
torization is not actually needed in (25), any integrand with (k/Qs, A) scaling leads to Eq. (27), see
Refs. [39, 40]. In all these models, the hadron yield is assumed to be proportional to the yield of pro-
duced partons.
Equation (27) relates the energy and nuclear size dependence of the multiplicities to the corre-
sponding quantities measured in leptonhadron collisions. In particular, the energy dependence is given
by the GBW parameter λ = 0.288. For the centrality dependence of (27), we use the known proportion-
ality in symmetric A+A collisions between the number Npart of participant nucleons and the nuclear size















As seen in Fig. 7, this ansatz accounts for experimental data from the PHOBOS Collaboration [41] on
charged multiplicities in Au+Au collisions at
√
s = 19.6, 62, 130, and 200 GeV/A. Even the p¯+p data
( [42], as quoted in Ref. [41]) at√s = 19.6 and 200 GeV are accounted for by Eq. (28). Since all data are
at mid-rapidity, the Jacobian between rapidity y and pseudorapidity η is approximately constant. It has
been absorbed in the overall normalization N0 = 0.47 which is independent of the energy and the cen-
trality of the collision. Figure 7 also shows the prediction of (28) for LHC energy (√s = 5500 GeV/A)
 this result is quoted in Fig. 4 as Armesto et al.  and for smaller colliding nuclei. Equation (28)
implies that the energy and the centrality dependence of the multiplicity factorize, in agreement with the
results by PHOBOS [41].
iii) Multiplicities computed from the QCD evolution equations
Although the CGC approach is a very advanced theoretical construction, its implementation in
actual phenomenological analysis is difcult, due, in part to the complexity of the equations to be solved
5Notice a factor of 2 missing in the original paper [29].
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Fig. 7: Energy and centrality dependence of the multiplicity of charged particles in Au+Au collisions [see
Eq. (28)] compared to PHOBOS data [41]. Also shown in the lower panel are the p¯+p data [42] and results
for
√
s = 5500 GeV/A.












=200 GeVNNsAu-Au 0-6%, 
=130 GeVNNsAu-Au 0-6%, 
=5.5 TeVNNsPb-Pb 
Fig. 8: Rapidity and energy dependence of the multiplicity of charged particles in Au+Au collisions [see Eq. (28)]
compared to PHOBOS data [41] and the corresponding extrapolation to LHC energies
and in part to unknowns in, for example, the initial conditions for evolution equations, etc. For this
reason, most of the analyses of the data in the last years made strong simplications or, simply, tried to
nd generic features in the data expected from the CGC such as the geometric scaling described above.
Another difculty was the use of leading order results which are known to produce too fast evolution of
the parton distributions. A breakthrough in this direction is the computation [4345] of part of the non-
leading corrections to the equations, leading to dependences in agreement with expectations from data.
These equations are solved numerically in Ref. [46] to describe the energy and rapidity dependences of
the multiplicities in nuclear collisions for the rst time using rst-principle calculations of the evolution




5 Soft probes and the bulk
The soft part of the produced spectrum provides very useful tools to characterize the collective properties
of the nuclear collisions and, eventually, the properties of a new state of matter. It is not our purpose here
to give an extensive review of all probes proposed in heavy-ion collisions. We shall, instead, limit
ourselves to the ones especially relevant in recent years, with the advent of collider energies in nuclear
collisions at RHIC.
A powerful way of looking at the degree of collectivity reached in a heavy-ion collision is by
studying the azimuthal distribution of particles produced at a given transverse momentum pT : if the col-
lisions were all independent, the particles would be uniformly distributed (within statistical uctuations)
while the presence of azimuthal anisotropies would indicate that non-trivial phenomena are taking place.
The hydrodynamic modelling of the heavy-ion collisions attempts to describe such phenomena.
5.1 The hydrodynamical evolution
The use of hydrodynamics to solve the spacetime evolution of hadronic collisions goes back to Landau
in the 1950s [47] and has been established as one of the main elds of research in heavy-ion collisions.
In those dynamical situations in which the mean free path of the particles in the medium is very small,
medium properties such as energy density, pressure, or temperature can be described in a hydrodynamical
approach. The basic equation corresponds to the conservation of the energy-momentum tensor
∂µT
µν = 0 . (29)
Neglecting viscosity, the energy-momentum tensor can be written as
T µν = (²+ p)uµuν − pgµν , (30)
where ², p, and uµ are the (local) energy density, pressure, and four-velocity of a uid element. The
latter is normalized as uµuµ = 1. Lectures on hydrodynamical modelling of heavy-ion collisions can be
found, for example, in Refs. [48, 49].
5.1.1 The Bjorken model
A very simple model for the hydrodynamical description of a heavy-ion collision due to Bjorken [50]
captures some of the properties of the evolution, neglecting all the transverse dynamics: Assume the col-
lision of two big nuclei at very high energy so that, owing to Lorentz contraction, they can be considered






t− z ; τ =
√
t2 + z2 . (31)
At asymptotic collision energies, boost invariance is a good approximation if we are interested in the
central rapidity region. To see this, recall that a boost corresponds to an additive term in the rapidity,
y′ = y + yboost; if the energy of the colliding objects is very large, small longitudinal boosts (compared
with the collision energy) should not affect the results, i.e., the result does not depend on the rapidity. In
this case, the initial conditions are
p(τ) ; ²(τ) ; uµ = γ(1, 0, 0, z/t) , (32)






= 0 . (33)
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Fig. 9: Hydrodynamics of a non-central nucleus–nucleus collision in the transverse plane









which tells how the energy density or the temperature decrease with proper time due to longitudinal ow
in a boost-invariant ideal uid.
5.2 Transverse flow produced by hydrodynamics
The above model is a very simplied version of the hydrodynamical evolution and, in particular, one very
important feature of realistic heavy-ion collisions, the presence of transverse expansion, is not described.
The sophisticated hydrodynamical calculations used nowadays include all these features, but for our







Equation (35) tells us that gradients of pressure produce acceleration of uid elements. This is especially
relevant for the transverse plane, where, taking again the ideal case p = ²/3, gradients of energy density
are dened by the geometry of the collision. These transverse energy density proles translate into
a transverse expansion of the medium. The most interesting case is that of non-central collisions in
which the medium has a characteristic almond shape with a strong azimuthal asymmetry in the energy
density prole. This spatial asymmetry leads, hence, to an azimuthal-dependent transverse ow, i.e., the
momentum of the particles after the freeze-out is strongly dependent on the azimuthal angle. In Fig. 9
an intuitive picture of the effect is depicted: i) two nuclei collide semiperipherally and the overlapping
area is non-symmetric in the transverse plane; ii) the gradient of energy density is larger in the direction
labelled as x than in the one labelled as y  these directions are normally called in-plane and out-
of-plane for a plane, reaction plane, dened by the two beam directions; iii) this asymmetry leads to
different density and pressure elds, producing azimuthally dependent accelerations, maximal in the y
direction and minimal in the x direction.
The transverse ow is one of the most important measurements in favour of the hydrodynamical

































Fig. 10: Comparison of a hydrodynamical calculation [51] with experimental data from Ref. [52]. The effects of
different values for the viscosity and the initial conditions in the hydrodynamical evolution are studied.
mid-rapidity) of the Fourier expansion in the azimuthal angle, called v2,
dN
dφ
∝ 1 + 2 v2 cos(2φ) . (36)
A value of v2 6= 0 signals the presence of azimuthal asymmetries in the nal state. Note that for a
nite number of particles (N ) these asymmetries are always present, in an event-by-event study, due
to limited statistics; in the extreme case of two particles in the nal state the asymmetry is maximized
as energy-momentum conservation implies they are back-to-back. These statistical asymmetries are,
however, reduced as 1/
√
N .
At present the use of hydrodynamical models is one of the most active subject areas in heavy-ion
collisions. State-of-the-art calculations are beginning to include viscous corrections to the numerical
simulations. In Fig. 10 we present the comparison with data from one of these studies [51].
6 Hard probes
The study of processes with large virtualities involved, such as production of particles with large masses
and/or large transverse momentum, has become one of the main elds of research in heavy-ion collisions.
In these hard processes different scales appear and can be separated into the different contributions to the
factorized cross-section, which can be symbolically written as
σAB→h = fA(x1, Q2)⊗ fB(x2, Q2)⊗ σ(x1, x2, Q2)⊗Di→h(z,Q2) . (37)
Here, the large virtuality, Q2, allows us to compute the partonic cross-section, σ(x1, x2, Q2), as a per-
turbative expansion in powers of αs(Q2). This perturbative partonic process takes place in a short time
∼ 1/Q, i.e., it describes the processes associated to short-distances. In collisions involving hadrons,
there is always a non-perturbative contribution associated to long-distances  or small scales O(ΛQCD)
 such as the size of the hadron. Two of them appear in (37): on the one hand, the parton distri-
bution functions (PDF) fA(x,Q2), encoding the partonic structure of the colliding objects at a given
fraction of momentum x and virtuality Q; and the fragmentation functions (FF), D(z,Q2), describing
the hadronization of the parton i into a nal hadron h with a fraction of momentum z. In the nuclear
case, these are the quantities which are modied when the extension of the colliding system interferes
with the dynamics, while the short-distance part is expected to remain unchanged if the virtuality is large
enough. These modications could involve the non-perturbative initial condition as well as the evolution
equations. In the latter case, non-linear terms become important.
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At the LHC, where protonproton, protonnucleus and nucleusnucleus collisions will occur, a
good knowledge of the PDFs is essential: proton PDFs are needed to compute the cross-sections of
processes which are background for searches such as the Higgs, SUSY, etc.; nuclear PDFs are also
needed for benchmarking those effects in nucleusnucleus collisions not related with the production of
the hot medium under study.
Although the presence of the non-perturbative PDFs is unavoidable at the LHC, there are processes
in which the long-distance term after the hard collision, the FF in Eq. (37), is not present. Some examples
are photon, Z , or W± production which are produced directly in the hard scattering. These processes,
well described by perturbative techniques, also have an important role as benchmarks in heavy-ion colli-
sions.
The employment of hard processes as tools to characterize the medium properties uses the fact
that the non-perturbative, long-distance, terms in Eq. (37) are affected by the presence of a macroscopic
medium. A conceptually simple example is the case of the J/Ψ, whose production cross-section can be
written as
σhh→J/Ψ = fi(x1, Q2)⊗ fj(x2, Q2)⊗ σij→[cc¯](x1, x2, Q2)〈O([cc¯]→ J/Ψ)〉 , (38)
where now 〈O([cc¯] → J/Ψ)〉 is a purely non-perturbative quantity describing the hadronization of a cc¯
pair in a given state (for example a colour octet) into a nal J/Ψ. In the case where a hot medium is
formed in the collision we can expect that the potential between the heavy-quarks will be screened and
hence the bound states cannot survive [53]. Ideally this would correspond to a strong reduction of the
hadronization term 〈O([cc¯] → J/Ψ)〉 leading to a suppression of the yield of J/Ψ’s if the hot medium
is created. In practice, however, the theoretical control over the different terms in (49) and their nuclear
modications is not good enough and the interpretation of the experimental results is still not clear.
Another well-known experimental example of these modications is the strong suppression of
particles produced at large transverse momentum in heavy-ion collisions [54, 55]. The effects due to the
presence of a hot medium in the structure of the high-pT part of the produced spectrum is known under
the generic name of jet quenching, see, for example, Refs. [5659].
In the next sections we report on the present knowledge of some of these hard processes, see, for
example, Refs. [6063] for additional experimental results.
6.1 Nuclear parton distribution functions
It is a well established fact that the partonic structure of high-energy nuclei is different from the incoher-
ent superposition of the component nucleons, see Ref. [64] for a recent review. Indeed, experiments of
DIS with nuclei have measured different nuclear effects in the whole range of x which can be associated
to modications of the nuclear PDFs when compared with the free proton ones. In particular, it has been
customary to give different names to these modications depending on the relevant range of x under
consideration: 1) shadowing for the suppression observed at small (x . 0.05); 2) antishadowing for the
enhancement at moderate values of 0.05 . x . 0.3; 3) EMC effect for the suppression observed in the
region 0.3 . x . 0.7; and 4) Fermi motion for the enhancement when x→ 1.
The observed effects on the structure functions measured in DIS with nuclei can be implemented
as modications of the non-perturbative input in a DGLAP analysis of the nuclear PDFs when compared
with the free proton case. This type of analysis has reached a degree of sophistication similar to the ones
for free protons, with studies done at LO and NLO and error analysis following the Hessian method.
However, the small amount of experimental data, especially the region of small-x, makes the knowledge
of the nPDFs not as precise as will be necessary for a correct interpretation of all the experimental data






As in the case of the free proton, the sets of nuclear PDFs are obtained by global ts to different sets of
experimental data [6574]. Nowadays, all groups include data on DIS with nuclei and DrellYan pro-
duction in protonnucleus collisions. Data on inclusive particle production in deuteriumgold collisions
measured at RHIC was rst included in the analysis of Ref. [73], showing, in particular, the feasibility of
these analyses and the uncertainties to be faced when pA data from the LHC becomes available.








dened as the ratio of the PDF for a proton inside the nucleus, fAi (x,Q2), to the corresponding one for
a free proton, fi(x,Q2). Assuming a given functional form for the ratios (39) at an initial scale Q20, their
parameters are obtained by evolving both the numerator and the denominator by the DGLAP evolution
equations [75] and tting the used sets of data.
The procedure to perform nPDF global ts follows closely that of the free proton case:
1. Take a functional form for the ratios at the initial scale Q20 ' 1 GeV2 with a number of free
parameters {z}: Ri(A, x,Q20, {z}), i = g, u, u¯, d, d¯, s . . .
2. Assuming a known set of free proton PDFs, evolve the numerator and denominator of (39) sepa-
rately to a larger scale Q2 using the DokshitzerGribovLipatovAltarelliParisi (DGLAP) equa-
tions [75].
3. Compute the theoretical values corresponding to each data set. This gives a value of χ2 for a




χ2N ({z}) . (40)
4. If the function dened by the parameters {z} is the minimum of χ2 this is the nal answer, other-
wise, choose another {z} and start again from point 2.
The main difculty in the global t analyses is to nd an initial condition for the evolution (point 1
above) which is exible to avoid biasing the result as much as possible but with a small enough number
of free parameters so that a minimization procedure can be performed. This problem is common to the
free proton analyses, but more severe for nuclei due to the much more limited number of experimental
data available, especially in the small-x region. In practice, some assumptions are imposed for those
kinematical regions and/or avours less constrained by the data. For example, a common assumption is to










s¯ (x,Q20) ≡ RAS (x,Q20)6. In general, the different analyses give similar results for the
ratios RAi (x,Q2) for those regions in which experimental data exist, but differ otherwise. In Fig. 11
different sets for the ratios of PDFs of protons inside a lead nucleus over those in a free proton are
plotted. The ratios of the different groups are rather similar for valence quarks: well constrained by DIS
data except at small-x; and sea quarks: constrained by DIS and DY data except for very small and large-
x. The case of the gluons is, however, less satisfactory as very different parametrizations (especially in
the small-x region) lead to similar descriptions of the available DIS and DY data. In order to improve
the situation, additional experimental data able to constrain the gluon distributions need to be included in
the analyses. For the rst time, dAu data on inclusive high-pT particle production from RHIC have been
included in Ref. [73]. In particular, the strong shadowing of gluons found in this analysis can be traced
6These assumptions are only taken at the initial scale Q20, but the equalities do not hold in general for larger virtualities as
the evolution of each flavour is different.
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Fig. 11: Comparison of the average valence and sea quark, and gluon modifications at Q2 = 1.69 GeV2 and
Q2 = 100 GeV2 for Pb nucleus from the NLO global DGLAP analyses HKN07 [71], nDS [70], and EPS09NLO


































































A = 208 Q2 = 104 GeV2
Fig. 12: Evolution of the gluon ratios RAg (x,Q2) for the parametrizations of the different groups, EKS98, EPS08,
HKN, nDS. The differences, present at the smallest virtualities, quickly disappear with increasing Q2.
back to the strong suppression of the forward-rapidity negative particle yields measured by BRAHMS.
It is worth emphasizing, however, that although the ratios are very different for the lower scales, they
become more and more similar with evolution. In particular, the nuclear effects for the gluons at a
virtuality of ∼ 100 GeV are very similar for all the groups as shown in Fig. 12.
These global t analyses allow one also to compute the uncertainties for a given observable asso-
ciated to the nPDFs. The procedure, adapted from the free proton analyses, consists in computing the











where {z0i } corresponds to the values of the parameters which minimize χ2. For N free parameters, the
same number of eigenvalues {z¯i} is obtained, each one dening one eigenvector. These eigenvectors are
computed by setting all the parameters {z¯i} in the new basis to the values at the minimum z¯0i } except
one, z¯k. In order to compute the uncertainty, two new sets of nPDFs are then computed for zk = z0k+δzk




of nPDFs are dened. To compute the error band associated to a given observable, for example the jet
cross-section in heavy-ion collisions at the LHC, one would compute this observable for the 2N different
sets of nPDFs and the results added in quadrature. A computer code for practical applications including
the nPDF error estimates is available in Ref. [74].
6.2 Non-linear evolution: saturation of partonic densities
The saturation of partonic densities described in Section 4.2.1 nds its natural implementation in the
presence of non-linear terms in the evolution equations. The rst non-linear terms computed were the



















where the rst term is the standard DGLAP result [75], linear in the PDFs, and R ' 1 fm, the radius
of the proton. The approach to the problem is, however, different nowadays and a generalization of
the BFKL equation [77, 78] is normally used in phenomenological approaches7 instead of the DGLAP
equation. Several reasons exist for this preference, in particular, the small-x evolution is theoretically
enhanced by terms in αs log x, which are the ones resummed by BFKL.
The most widely used evolution equation in phenomenological analyses is the BalitskyKovchegov
(BK) [80, 81] equation. It gives the evolution with rapidity Y = ln (s/s0) = ln (x0/x) of the scattering
probability N(~x, ~y, Y ) of a qq¯ dipole with a hadronic target, where ~x (~y) is the position of the q (q¯) in
transverse space with respect to the centre of the target. Dening
~r = ~x− ~y, ~b = ~x+ ~y
2
, ~r1 = ~x− ~z, ~r2 = ~y − ~z , (43)














[N(r1, Y ) +N(r2, Y )−N(r, Y )−N(r1, Y )N(r2, Y )] . (44)
The coupling constant is xed and the kernel is conformally invariant; this means, in particular that the
solutions present geometric scaling. The NLO corrections to this formula are not known, but a part of
them have recently been considered in Refs. [4345]. In (44) the rst three terms correspond to the
linear, BFKL, equation. They lead to an exponentially increasing scattering probability
Nlinear ' x−λ with λ = αsNc
pi
4 ln 2 . (45)
So, the scattering probability becomes larger than 1 for small enough x, violating the unitarity bound
which ensures probability conservation. This deciency of the BFKL equation is rectied by the non-
linear contribution which ensures N(r, Y ) ≤ 1 for all values of r and Y . The restoration of unitarity is
at the heart of the saturation approaches and calls for non-linear terms in the evolution equations. These
non-linearities correspond to the gluon fusions in the intuitive picture we provided in Section 4.2.1.
Numerical solutions of the BK equations [82] showing the property of geometric scaling are plotted in
Fig. 13. Similar computations including the running of the coupling [4345] can be found in Ref. [45]. A
recent t of HERA data using the BK equation with running coupling made available the corresponding
scattering probability for computation of other observables [83].
7See, however, Ref. [79] for a recent phenomenological application of Eq. (42).
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Fig. 13: Scaling solution of BK equations (44) for different rapidities and initial conditions for the evolution. The
scaling variable is defined as τ = rQsat(Y ). Figure from Ref. [82].
Vacuum Medium
Fig. 14: (Left) Pictorial representation of the potential in the vacuum, Eq. (4), and the corresponding screened
potential in the medium; (Centre) A confined cc¯ pair in the vacuum forming a J/Ψ; (Right) In the case where the
cc¯ pair is in a thermal medium, the J/Ψ is dissolved.
6.3 The charmonium suppression
The rst of the hard probes experimentally accessible was the J/Ψ suppression, proposed in 1986 by
Matsui and Satz [53] and rst measured one year later at the CERN SPS in oxygenuranium colli-
sions [84]. The original formulation of the problem considered the modications of the potential (4)
in the case where the heavy quarks are inside a medium. The small-distance part of the potential can
be computed perturbatively and the long-range Coulomb −αeff/r is screened to a short-range Yukawa
potential, −αeff exp{−r/rD(T )}/r. The modication of the conning linear term in (4) is not that sim-
ple8, but in rst approximation, a deconned medium should produce σ → 0. So, a possible modied
potential reads (see Fig. 14)
V (r) ' −αeff
r
exp{−r/rD(T )} . (46)
With this set-up, Matsui and Satz found the probability of survival for a J/Ψ after a thermal deconned
state is formed to be very small. The conclusion was that the suppression of the J/Ψ (as well as other
charmonium and bottonium states) signals unequivocally the formation of a QGP.
The interpretation of the observed J/Ψ suppression is, however, difcult because the theoretical
control over the modication to both hot and cold nuclear matter is not precise enough. Indeed, J/Ψ is
already suppressed in hadronnucleus collisions where the formation of a deconned state is not possible




owing to the small energy densities created. The charmonium states are fragile enough to be destroyed
by interaction with the surrounding nuclear matter once produced inside the nuclei. The protonnucleus
programme at the SPS was essential to x the benchmark for this normal nuclear absorption. Although
the understanding of the J/Ψ suppression is still not satisfactory, a good description of the pA data is
provided by a simple probabilistic approach in which a J/Ψ produced at a given longitudinal position
z0 inside the nucleus travels essentially in a straight line with subsequent scatterings at z1 < z2 < . . .
If the absorption or breakup cross-section for one elementary J/Ψ−nucleon cross-section is σ abs the
corresponding survival probability at a given impact parameter can be computed in the Glauber model
[85].
Let us take the case of pA collisions for simplicity. The J/Ψ is produced at an impact parameter
b and longitudinal position z inside the nuclei with a protonnucleon J/Ψ production cross-section σψ .







dz AρA(z, b)σψ = ATA(b)σψ (47)
and the collisional scaling is recovered as it should be for hard processes. The J/Ψ, however, reinteracts
with the nuclear matter while travelling through it with an absorption cross-section, σabs. Repeating
the arguments of Section 4.1, the probability that n J/Ψ + N interactions take place after the J/Ψ is
produced at position z is
























where we have used again the approximation of large-A. The integral in z can be done by expanding the




















[1− exp {−σabsATA(b)}] . (51)
The corresponding expression for AB collisions can be obtained using similar methods to obtain, again





ds [1− exp {−σabsATA(s)}] [1− exp {−σabsBTB(b− s)}] . (52)
Equations (51) and (52) provide a good description of the suppression observed at SPS in pA, SU
and peripheral InIn and PbPb collisions. This led to the interpretation of the anomalous J/Ψ suppression
 that which is not described by cold nuclear matter effects (52)  as due to the formation of a QGP
[86], see Fig. 15. At RHIC, however, where a larger suppression was expected owing to the larger
temperatures and densities of the medium, data point to a similar magnitude of the effect [91]. Other
effects like shadowing have also been studied, see Fig. 15, but the interpretation of the data is still
under debate. One of the main difculties is the lack of a good benchmark, both for protonproton
9We assume here that σψ is small to neglect terms O(σ2ψ), i.e., only one J/Ψ is produced in the nucleus.
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Fig. 15: (Left) J/Ψ suppression in pA and AB collisions for different systems and energies measured at CERN
SPS [87–89]; (Right) J/Ψ suppression in dAu collisions at RHIC as a function of rapidity compared to different
models of J/Ψ production using EKS98 nuclear PDFs, figure from Ref. [90].
collisions, where the actual mechanism of J/Ψ production is not known, and protonnucleus collisions
where the relative magnitude of the different effects (shadowing, nuclear absorption, etc.) cannot be
xed by present experimental data10. New data from RHIC and the LHC is expected to further clarify
the situation, including the study of other charmonium (χc, Ψ′) and bottonium (Υ, Υ′...) states as well
as open charm and bottom, see, for example, Ref. [93] and references therein.
6.4 Jet quenching
The original idea to characterize the properties of the medium produced in hadronic collisions by the
suppression of particles at large transverse momentum is due to Bjorken [94]. In the simplest view, a
parton produced in a hard process inside the medium loses energy when travelling though the produced
matter; by elastic scatterings in Bjorken’s original proposal. This energy loss leads to a strong suppres-
sion of the high-pT particle yields due to the steeply-falling spectrum in this region of phase space; a
10% energy loss translates into a factor of ∼ 2 suppression of the yields.
The cross-section to produce a hadron h at a given pT can be computed using Eq. (37) which reads















Dk→h(z, µ2F ) . (53)
The fragmentation functions Dk→h(z, µ2F ) describe the hadronization of a parton k into a hadron h with
fraction of momentum z. In the vacuum, these quantities evolve in µ2F with DGLAP evolution equations
in a fashion similar to the PDFs. They are also obtained by global ts like the ones described above.
These quantities are, however, modied in the case where this fast parton traverses a medium. A complete
theoretical understanding of this modication is not yet known and a simple picture including only the
energy loss of the leading particle is usually assumed; an excellent recent review on the fragmentation
10In fact, even the validity of Eqs. (51) and (52) needs to be assessed in view of the simplicity of the probabilistic approach
used in their derivation. In this respect, notice that the probabilistic approach can be recovered by the low-energy (incoherent)












1− ² , t
)
. (54)
Here, P (²) is the probability that the particle loses a fraction ² of its energy. For the moment we have
not specied the nature of the energy loss mechanism, we have just assumed that the effect is additive to
the usual DGLAP evolution in a probabilistic way: energy loss does not change the evolution.
Asymptotically, the main source of energy loss of a particle traversing a medium is radiation [97].
In the next section we shall present the calculation of the medium-induced gluon radiation, the gener-
alization of bremsstrahlung for gluons produced in a nite-sized medium. A main feature of the corre-
sponding spectrum is the presence of a natural collinear cut-off given by the generalization to QCD of
the LandauPomeranchukMigdal effect. The typical singularities, which in the vacuum are resummed
in the evolution equations, are then absent, justifying a probabilistic implementation.
We shall not discuss here the relative importance of different energy loss mechanisms or imple-
mentations, but just present some results taking radiative energy loss as the main source of the effect. The
usual implementation of the effect assumes an independent gluon emission approximation, which in the
eikonal case leads to a Poisson distribution for the energy loss probabilities  also known as quenching
weights [98, 99]11



















where dImed/dωdk⊥ is the spectrum of medium-induced gluons, the normalization is given by the prob-














and ² = ∆E/E. The total distribution contains a discrete part, the term with k = 0 in Eq. (55), giving
the probability that the particle exits the medium unaffected, and a continuous part for a nite amount of
energy loss ∆E
P (∆E) = p0δ(∆E) + p(∆E) . (57)
All the information about the medium is contained in the medium-induced gluon radiation spectrum
dImed/dωdk⊥ which will be presented in the next section. In the approximation in which an arbitrary
number of scatterings with the medium are allowed, i.e., when the opacity of the medium is large there is
a natural parameter, called the transport coefcient, qˆ, encoding all the information of the medium except
its total length L. These two quantities are the only two parameters of the spectrum and the goal of the
jet quenching studies is to obtain the value of qˆ which better describes the data once the geometry, L, of
the medium is known.
The question of the geometry is far from being trivial for the realistic heavy-ion collisions which
are made in the laboratory. Although there is a rather good experimental control on the centrality of the
collision, the actual energy density proles of the created medium still present some uncertainties. For the
jet quenching phenomenology, the implementation of a geometry as realistic as possible translates into
a better determination of the transport coefcient qˆ, or the corresponding parameter in other approaches.
An example of this is the determination of this parameter performed within the same approach but using
different geometries:
1. Taking a xed length of L = 6 fm (roughly the average distance traversed by a parton produced
inside a gold nucleus of radius L ∼ 1.2A1/3 and travelling perpendicular to the beam direction)
the estimated value is qˆ ' 1 GeV2/fm [99].
11A code with the numerical values is available at URL [100].
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2. Taking the same geometry, a cylinder of radius L = 6 fm, but now computing the suppression of
the yields before averaging in the length, the resulting value is12 qˆ ' 5÷ 15 GeV2/UfmZ [102].
3. Taking a geometrical prole from a hydrodynamical description of the heavy-ion collision the
obtained value is qˆ ' 8 GeV2/fm [103]. Now, the medium is not static but evolving in time with
longitudinal and transverse expansion. In this case, the average value of the transport coefcient
depends on the trajectory  each different path leads to a different average of qˆ.
In recent years an attempt was started to x the medium properties by common ts to several sets
of data [103108].
6.4.1 Hydro meets jet quenching
The hydrodynamical description of the soft part of the spectrum in heavy-ion collisions makes this ap-
proach very appealing as a realistic geometry implementation of the energy density proles for the jet
quenching calculations. The usual approach is to dene a local relation between the transport coefcient
and one of the properties of the medium which can be accessible by a hydrodynamical model like the
energy density [103, 106109]
qˆ(x, y, τ) = 2K ²3/4(x, y, τ). (58)
Here, for simplicity, it has been assumed that the particle direction is perpendicular to the beam axis.
The factor of 2 in (58) is a useful convention, as, taking K = 1, the estimate of the transport coefcient
for an ideal QGP is recovered [109]13.
The results from Refs. [99, 110112] allow us to compute for a dynamical medium (in which the
transport coefcient decreases as a function of time due to the longitudinal and transverse expansion of




dξ (ξ − ξ0) qˆ(ξ) . (59)
Using this relation and the local values of the transport coefcient dened by (58), the suppression of
high-pT hadrons can be computed using the factorized expression for the cross-section (53) and the
corresponding medium-modied fragmentation functions (54) calculated using the quenching weights
(55). In this set-up, once ²(x, y, τ) is known, the only free parameter is thenK to be tted to experimental
data. The following results take these energy density prole functions from the hydrodynamical results
in Ref. [113]; a code with the numerical output is publicly available at URL [114].
The rst data to be taken into account is the suppression of light partons; we take into account only
pi0 in the analysis to avoid contributions from baryons. The suppression is normally plotted in terms of









In Fig. 16 the results for the suppression of pi0’s produced at high pT in central AuAu collisions
measured by the PHENIX Collaboration at RHIC [105] are plotted together with the theoretical calcu-
lations for different values of K . Highlighted is the value corresponding to K = 4 which is the one
providing the best description for this particular set of data.
In order to obtain additional constraints to the value of K (or qˆ), other observables can be studied.
Increasing interest at RHIC is put on the suppression of back-to-back correlations and also on heavy
quarks. The latter will be commented on later. The two-particle correlations, on the other hand, are
expected to be more sensitive to the medium properties as the surface bias effects would be smaller than
12The same value is obtained if instead of a cylinder a Woods–Saxon distribution is assumed for the energy density [101].
13Notice that although this is only an estimate, all perturbative estimates lead to similar numerical results for similar medium





























1 STAR - dihadron correlations
Fig. 16: Nuclear modification factors RAA for single-inclusive and IAA for hadron-triggered fragmentation func-
tions for different values of K = 2, 3, 4... The best fit is marked by a wider green line.
in the one-particle inclusive case. In a two-to-two perturbative process like the ones considered here,
the two initial partons are produced back-to-back and hadronize independently. This corresponds to a
different modication of the fragmentation functions for each of the partons, as they follow different
path lengths through the medium. There is, however, no extra free parameter in the calculation. In
the insertion of Fig. 16 the suppression of the back-to-back azimuthal correlations measured in central
AuAu collisions by the STAR Collaboration at RHIC [115] are compared with the theoretical curves for
the same values of K . This is a check that these two sets of experimental data can be described with the









where the hadron-triggered fragmentation function is dened as [116]
DAA(zT , p
trig









Here, zT = passocT /p
trigg
T . It should be noticed that the objects dened in this manner are, in general,
very different from the fragmentation functions measured, for example, in e+e− annihilations at similar
virtualities owing to the strong bias produced by triggering in a steeply falling perturbative slope.
The average value of the transport coefcient obtained is, then, 〈qˆ〉 ' K 2〈²〉 ' 8 GeV2/UfmZ .
6.4.2 The heavy quarks
Gluon radiation is suppressed by mass terms in the vacuum by a mechanism called the dead-cone effect.
These mass terms appear in the propagators of the quarks before the radiation point and the corresponding
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Here, the dead-cone angle θ2dc ' M2/E2 denes the angle below which radiation is suppressed. This
suppression can be understood intuitively by the inability of the heavy quark to build coherently the wave
function of the gluon due to the different velocities of massless and massive particles; in the limiting case
θ→ 0 the radiation should cancel as no constructive interference is possible.
In the case of the medium [118121], the radiation is also suppressed by terms similar to (63) in
the propagators, but, interestingly, the LPM suppression is now less effective as the gluon formation time
is smaller for a massive quark than for a massless quark: the suppression of the radiation at small angle
is smaller, so the radiation is larger. The net effect is a competition between the suppression due to mass
terms in the quark propagators and the smaller suppression of collinear gluons due to LPM interference.
However, although in some limited regions of phase space the dead cone is lled [121], the net effect is a
suppression of the radiation by mass terms. So, the prediction from the formalism is a smaller energy loss
for heavy quarks than for light quarks. This different effect is controlled by mass terms in the medium-
induced gluon radiation expressions and implies no new free parameter in the calculations, providing
additional constraints to the determination of the medium properties and the nature of the energy loss.
Recent attempts to measure the jet quenching of heavy quarks have been made at RHIC [122124].
Without a proper vertex reconstruction, the heavy quarks are measured by the semileptonic decays of
heavy hadrons into electrons after subtraction of those coming from photons. These non-photonic elec-
trons originate from the decay of both charm and beauty hadrons and the experimental access to the
relative contributions is rather indirect. The theoretical situation is no better and a large indetermination
of this quantity is present. State-of-the-art calculations of heavy-quark cross-sections include resum-
mations of large logarithms originated by the mass of the heavy quark in a scheme called Fixed-Order-
Next-to-Leading-Log (FONLL) approximation [125,126]. In Fig. 17 the comparison of the non-photonic
electrons coming from heavy hadron decays into electrons [127] with experimental data in protonproton
collisions at
√
s = 200 GeV at RHIC is shown. The agreement is reasonable within the theoretical un-
certainty band computed by varying quark masses and renormalization scales, although the experimental
data have the tendency to be underestimated. The relative contributions from c and b quarks are also plot-
ted for the extremes of the bands. When computing the suppression due to medium effects [128], these
uncertainties in the protonproton benchmark translate into a corresponding uncertainty band for RAA
as mass effects are more important for beauty than for charm. These calculations have been performed
with a WoodsSaxon prole for the medium, i.e., a static case, but the main conclusions hold equally for
the case of a hydrodynamical medium prole.
This exercise shows the need for a more precise identication of the charm and the beauty mesons
for a correct interpretation of the dynamics underlying energy loss of heavy quarks. It is worth men-
tioning that the mass effects in the electrons coming from decays of charm hadrons alone are rather
small and the suppression is almost mass-insensitive for peT & 5 GeV. The effect is much more im-
portant for beauty. So, although taken at face value, the suppression in the experimental data looks to
be underestimated by this analysis, a larger contribution of the charm quark would help in reducing this
discrepancy [128, 129].
It is also worth mentioning that the formalism explained here is likely to be pushed too far, es-
pecially for beauty, and other effects could appear. One of the extra effects which have been advocated
in recent years is a large contribution of the collisional energy loss which would not be negligible for
RHIC kinematics [130133]. Other possibilities are a larger contribution of the heavy baryons (which
have a smaller branching ratio to electrons, explaining part of the suppression) in nuclear collisions at
intermediate transverse momentum [134, 135]; or non-perturbative modications of the hadronization
of heavy quarks, which owing to the smaller hadronization times and Lorentz factors would hadronize
inside the medium [136].
With present experimental data, none of the above descriptions is completely satisfactory and a
more precise determination of the mass effect in the heavy-quark suppression would be needed. This
identication will be possible with the detectors of the different LHC experiments and also with the


































































Fig. 17: (Colour online) (a) Left: Comparison of the FONLL calculation of single inclusive electrons [127] to
data from pp collisions at
√
s = 200 GeV [122]. Upper and lower lines are estimates of theoretical uncertainties,
obtained by varying scales and masses, for details see the text. (b) Right: The nuclear modification factor ReAA
of electrons in central Au–Au collisions for an opacity of the produced QCD matter characterized by the time-
averaged BDMPS transport coefficient qˆ = 14 GeV2/fm. The shaded band indicates the theoretical uncertainty
of the perturbative baseline only. Red dashed and blue dotted curves show ReAA for c-quark and b-quark decay
contributions, respectively. Data taken from Refs. [123, 124]. Figure from Ref. [128].
6.5 New developments in jet studies in heavy-ion collisions
A jet is a bunch of particles ying to the detectors in a given limited region of the whole phase space
available. This experimental denition corresponds to the production of high-pT quarks or gluons in hard
interactions or in the decay of a very massive particle. In general we can associate large virtualities to
these produced partons which then radiate (mainly gluons) to become on-shell and eventually hadronize.
So, jets are extended objects corresponding to the large difference in the scales involved: the large
pT , dening the typical virtuality of the object, and the hadronization scale O(ΛQCD). In other words,
the transverse momentum of the produced parton determines the maximum phase space available for
radiation.
The characterization of jet properties in the vacuum is one of the best tests of QCD. The most
favourable experimental conditions correspond to e+e− annihilation into hadrons. Jets in leptonproton
or protonproton collisions need a better control over the background. This is especially relevant for the
LHC where the background for the underlying event and/or multiple collisions per crossing in proton
proton collisions will be important. The background will be even larger for central PbPb collisions;
peripheral or minimum-bias PbPb collisions will be similar to protonproton collisions in this respect
due to the reduced luminosity for the formed and the slightly smaller centre-of-mass energy.
6.5.1 The vacuum
The description of jets in the vacuum is a very well developed subject with a large amount of literature,
see, for example, Ref. [137]. Here we only provide some heuristic arguments based on the LO description
of the effect which is especially relevant for the implementation in Monte Carlo event generators such as
PYTHIA [138], HERWIG [139], or SHERPA [140].
27
LECTURES ON HIGH-ENERGY HEAVY-ION COLLISIONS AT THE LHC
265
The spectrum of gluons radiated with a given energy ω and transverse momentum kT by a highly














where kT is the transverse momentum of the gluon with respect to the original parton direction and
z = ω/E the fraction of momentum carried by it after the radiation. Equation (64) contains infrared
(z → 0) and collinear (θ ' kT /ω → 0) divergencies. The available phase-space to integrate the
radiation is determined by the virtuality Q2 ' p2T as mentioned above, introducing a cut-off, µ2 for the





∼ αs log(Q2/µ2) . (65)
So, even when αs is small, the presence of large logarithms from extended integration regions in phase
space makes these higher order terms important and a resummation of an arbitrary number of radiated
gluons is necessary. This leads to a gluon emission which is ordered in virtuality.
An intuitive way of understanding the formulation of the problem is through the radiative decay
analogy [138] in which: i) there is an ordering variable t  for a radiative decay it is the time, in our
case it is the virtuality; ii) the probability that something will happen at ‘time’ t (a decay or a parton
branching) is given by a function f(t); iii) there is an additional requirement that something can only
happen at time t if it did not happen at earlier times. In these conditions, the probability that nothing has
happened, N (t), is given by
dN
dt








So that, the probability that there is a branching or a decay at time t is just








In our case of a parton branching, f(t) is known and the resulting probability to radiate one gluon at a






























Notice that removing the virtuality ordering in Eq. (68) would lead to a Poisson distribution for the










dz dQ2 . (69)















is called the Sudakov form factor and gives the probability that no radiation took place between the two
scales t0 and t. This approach can also be applied to the initial-state radiation for the PDFs. Now the
virtuality ordering goes in the opposite direction, increasing from an initial Q20 to a given Q2 value. So,
if the initial condition for a given PDF is f(x,Q20), its value at Q2 is given by the iteration of (69)


















The rst term is the contribution in which no resolving radiation corrects the initial value of the PDF
between the two scales and the second one gives the evolution due to radiation. Equation (71) is the inte-
















So, the DGLAP evolution equations take care of the logarithms (65) and the same evolution applies for
PDFs and jets in the appropriate kinematical regimes.
The probabilistic approach given by Eq. (71) is especially interesting for Monte Carlo implemen-
tation. The parton shower algorithms in all of these codes follow the ideas sketched above with some
modications for each particular implementation. We can, in fact, understand these processes as an al-
most independent gluon emission approximation, in which the presence of an ordering variable breaks
the complete independence. The ordering variable we have been presenting above is the virtuality, but
other more or less sophisticated ordering variables are also used. For example, HERWIG denes a vari-
able which leads to an ordering in the emission angle of the subsequent partons. This angular ordering
encodes colour coherence effects which are absent otherwise.
The Monte Carlo implementation of the parton shower in event generators follows an iterative
procedure; for deniteness, here we take the case of a time-like (nal-state) evolution of a produced jet.
The basic problem consists in generating the virtuality t2 and fraction of momentum x2 for a branching
which takes place after a branching with virtuality t1 and fraction of momentum x1.




This equation makes use of the probabilistic interpretation of the Sudakov form factor explained
above.












P (z) , (74)
with R′ another random number and ² an infrared cut-off.
3. Once the values of t2 and x2 are obtained, checks are made; these could depend on the actual MC
implementation. If the branching is possible, a new branching is tried by repeating points 1 and
2 above with the appropriate kinematical variables. The branching stops when some cut-off scale
t0 = O(1 GeV) is reached.
4. The produced partons (quarks and gluons) are colour-connected in a denite manner so that colour-
less objects can be found. These colourless objects are hadronized by some non-perturbative model
into nal particles. The hadronization model depends on the actual MC implementation, for exam-
ple PYTHIA assumes that strings are formed and decay by subsequent breaking, while HERWIG
forms colourless clusters of quarks and antiquarks which then decay into the nal particles.
The typical structure of this shower iterative procedure can be seen in Fig. 18 where a virtual
photon produces a qq¯ pair in opposite directions, each of them forming a parton shower. The colour
connection between the different partons is depicted as colour lines for only one of the hemispheres.
The description of experimental data provided by the main event generators is excellent in those
quantities sensitive to the parton shower structure. For this reason, these codes are essential tools in
14The splitting functions in the integral form are, however, regularized through the + prescription whose origin is the virtual
corrections when computing the one-gluon emission, see, for example, Ref. [137].
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Fig. 18: Result of the parton shower algorithm explained in the text for the hadronization of a quark–antiquark pair
produced in the decay of a virtual photon. The colour flow in only one of the hemispheres is depicted as colour
lines.
the phenomenological interpretation of the data and constitute, in fact, one of the main parts of the
experimental software for data analysis.
6.5.2 The implementation of the medium effects
The vacuum radiation process is a very mature subject in which a large amount of work both from theory
and experiment has led to a very good knowledge of the effects involved. The counterpart for the medium
radiation is, in comparison, in its infancy. Indeed, on both the theoretical and the experimental side, this
is a much more recent subject where a lot of progress is expected in coming years. A learning period
with dialogue between theory and experiment will be needed. A breakthrough in this respect is the
rst measurement of reconstructed jets in heavy-ion collisions by the STAR Collaboration [141] which,
although suffering from severe experimental uncertainties, paves the road to future progress in the eld.
Several approaches to the medium implementation of parton showers exist at present [142145],
none of them being completely satisfactory but addressing different issues in the problem.
There are several effects which could modify the evolution of a parton shower in a medium after
the hard process, in particular:
1. Medium-induced gluon radiation modifying the vacuum radiation structure. As we have seen, this
radiation is free of IR or UV divergencies, but is enhanced by powers of the traversed medium
length αs L. The angular structure is also modied.
2. Non-eikonal corrections to the parton propagation in medium (also known as collisional energy
loss).
3. Energy ow from and to the medium  which could eventually modify the hydrodynamical evo-
lution of the medium.
4. Modication of the non-perturbative hadronization. If the transverse momentum of the particles is
large enough, the non-perturbative (slow) processes would take place in the vacuum, so, as a rst
approximation all models assume vacuum hadronization.
5. Modication of the colour structure of the shower evolution. The colour structure plotted in Fig. 18
corresponds to the vacuum, where colour exchanges are only possible within the created particles.
In the case where this structure is formed in the medium, colour exchanges with the particles in




One of the main issues to be solved is to nd the appropriate ordering variable in the presence
of a medium. For the vacuum, the spacetime picture of the parton shower is, in fact, irrelevant as no
external scale exists. The spatial extension of the medium indicates, however, that time should play a role
as an ordering variable; there are, in fact, known interferences between the length of the medium and the
radiation, leading to LPM suppression, which are included in the computations of the medium-induced
gluon radiation.
A simple implementation of medium effects has recently been proposed which attempts to include
in a consistent manner the vacuum and medium contributions to the parton shower [145147]. In this
approach, a medium term is included in the splitting function
Ptot(z) = Pvac(z)→ Ptot(z) = Pvac(z) + ∆P (z, t, qˆ, L,E) , (75)
as given by the medium-induced gluon radiation spectrum by matching the vacuum term, recalling the
denition of the medium-induced gluon radiation as the total radiation in the presence of a medium with



















P vac(z), P vac(z) ' 2CR
1− z . (77)
This indicates the following matching for the denition of the medium-modication term of the splitting
function [146, 147]





where ω = (1 − z)E and k2⊥ = z(1 − z)t are taken in the medium-induced gluon radiation spectrum;
parton masses have been neglected.
The new splitting functions are also implemented in the calculation of the Sudakov form factors,
the main component in the parton shower algorithms. The corresponding modications are plotted in
Fig. 19 where the vacuum and medium cases are compared for different values of the medium properties
encoded in the jet quenching parameter qˆ. This comparison clearly shows the enhancement of the radi-
ation expected by this new term in the splitting probability which will be translated into larger intrajet
multiplicities and different jet structures.
In general we expect the jets produced by the modied parton shower to present
 larger multiplicities due to the enhancement in the radiation probability;
 softer spectra due to the energy loss of the partons by radiation, in particular that of the leading
parton;
 larger radiation angles (jet broadening) due to the absence of collinear divergencies in the medium
radiation contribution.
These general expectations are independent of the particular implementation of the effect and are solely
based on the properties of the medium-induced gluon radiation spectrum. A Monte Carlo implementation
allows one to study the effect of important kinematic constraints which are otherwise difcult to address
in analytical calculations.
In order to take into account the interplay between the medium length and the virtuality (or angu-
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Fig. 19: Sudakov form factors for quarks (upper curves and symbols in each plot) and gluons (lower curves and
symbols in each plot), for parton energies E = 10 GeV (left plot) and E = 100 GeV (right plot), and for different
medium parameters.
and the length in the splitting function (78) for the next branching corrected for this quantity. This
effectively imposes a veto for radiation during the time in which a branching is being formed. This time
is taken from the average value (79). So, although the ordering variable is the same as in the vacuum,
some medium-radiation is vetoed by these formation time arguments.
The modied splitting probability and the corresponding corrections for length evolution are im-
plemented as modications of the shower routines in PYTHIA and HERWIG and available for public
use [145, 148, 149]. These are not ofcial releases of the corresponding codes but just modications
of them. The nicknames Q-PYTHIA and Q-HERWIG are used for the corresponding implementa-
tions [145, 148].
The intrajet parton distributions computed with Q-PYTHIA are plotted at the parton level (before
hadronization) in Fig. 20 for the fragmentation function as a function of ξ = − log(z); the transverse
momentum with respect to the jet axis; and the angle with respect to the jet axis. The main expectations
listed above, the softening and enhancement of the multiplicity and the jet broadening, are clearly visible
in this plot.
7 The parton propagation in matter and the medium-induced gluon radiation
In this section we provide general ideas on the calculation of the medium-induced gluon radiation and
some of the properties of the spectrum. This spectrum has been computed by several groups [150154]
using different formalisms and approximations. For a more complete derivation, we refer the reader to
the available lectures [59] and reviews [5658], or the original papers.
To describe the jet quenching phenomenon, we start from a high-p⊥ quark or gluon produced
in an elementary hard collision which subsequently interacts with the surrounding matter. So, the rst
question we need to address is how a highly energetic particle propagates through a dense medium.
In the case of very energetic particles, a semiclassical approach is possible in which changes in the
medium conguration due to the passage of the fast particle, recoil, are neglected. In these conditions,
the propagation of a particle at transverse position x to transverse position y from time t1 to t2 can be
described by the Feynman path integrals with a background eld A(x) (see Fig. 21):






























































Fig. 20: Intrajet parton distributions in ξ = log(Ejet/p) (left), pT (middle), and θ (right) for a gluon of initial
energy Ejet = 100 GeV in a medium of length L = 2 fm and for different transport coefficients qˆ = 0 (black), 5
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Fig. 21: Two paths as described by Eq. (80). Figure from Ref. [155].
In the asymptotic case, E →∞, only the paths in which dr/dξ = 0 survive, i.e., the particle does
not change its transverse position, but travels in a straight line. In this case, the propagation is given by
the Wilson line







Now, the propagation of a quark or a gluon through QCD matter, described by the elds A(x),
changes the phase of its wave function by rotation in colour space.
To continue, we notice that any observable will involve colourless combinations of the Wilson
lines, which implies that, at least, the colour trace of two Wilson lines should be preset for the colour to
cancel. This colourless object will, then, measure the state of the medium in a given conguration. To
compute a given observable, an average on the ensemble of possible medium congurations needs to be
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performed. So, the simplest object which will appear in any calculation is
1
N2 − 1 Tr〈W (x)W (y)〉 , (82)
where the prefactor 1/(N 2 − 1), with N the number of colours, has been included to average over the
initial colour congurations  in this case for a gluon, for a quark the prefactor would be 1/N . This
object contains all the non-perturbative physics and, in the calculations presented here, only combinations
such as (82) appear.
One of the main issues in this type of analysis is to compute the medium averages (82) for which
several prescriptions exist. For a medium in which a large number of scattering centres interact with the
propagating parton, an opaque medium, a widely used approximation is
1








This denes the transport coefcient, qˆ, as the prefactor of the typical small-distance r2-dependence
of QCD dipole cross-sections. This prescription corresponds to propagating partons which describe
Brownian motion in the transverse plane characterized by qˆ. The transport coefcient can, hence, be






For the jet quenching calculations in the previous sections, we need to compute the medium-
induced gluon radiation. This implies the propagation particle with large energy E, let us say a quark,
which radiates a soft gluon with energy ω ¿ E at a small angle θ ' k⊥/ω. The typical diagram
to be computed can be seen in Fig. 22 where the blobs represent scattering with the background eld.
Figure 22 contains the propagation of three particles in the medium, the initial quark and the produced
gluon and quark. Each of these propagations are described by (80)  in fact, the quark is considered
completely eikonal, E →∞, so that the Wilson line (81) describes the propagation. In these conditions,






























































corresponds to a 2-dimensional harmonic oscillator with time-dependent imaginary frequency. The three
terms in Eq. (85) correspond to (i) the gluon emitted inside the medium in both amplitude and conjugate
amplitude; (ii) the emission inside the medium in amplitude and outside the medium in conjugate ampli-
tude; (iii) and when the gluon is emitted outside the medium in both amplitude and conjugate amplitude
(see Fig. 23).
The last contribution corresponds to the vacuum radiation which is normally subtracted to dene
















h p+ p+ − k+ = (1− z)p+
k+ = zp+
Fig. 22: The medium-induced gluon radiation diagram
+ +
Fig. 23: The three contributions to the squared amplitude of the medium-induced gluon radiation. The dashed line
is the cut indicating the final outgoing particles.
Fig. 24: Left: numerical results for the medium induced gluon radiation spectrum ωdImed/dωdk2⊥ [Eqs. (85) and
(87)] of a quark in a static medium as a function of the dimensionless variables (88). Right: Same but integrated
in k⊥ < ω.
7.1 Heuristic discussion
In Fig. 24 we present the results for the double-differential, medium-induced, gluon radiation spectrum
for a quark traversing a static medium of length L. The results are given as a function of the variables
ωc ≡ 12 qˆ L





One important feature of the spectrum is the presence of small-k⊥ and large-ω cuts which can be under-
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which is controlled by the dynamical term in the path integral (80). To see this we can expand the path
integral in the number of scatterings




G0(t0 → t1)igA(x1)G0(t1 → t2)igA(x2)G0(t2 → tf ) . . . (90)
where G0(ti → tj) is a short-cut notation for the vacuum propagator from time ti to tj with transverse
positions dened by xi and xj , respectively. The vacuum propagator can be written as the Fourier
transform of a plane wave








In Eq. (91) the exponential factors dene the coherence length (89): when tform À ti − t(i+1) the phase








So, all the scatterings (90) take part at the same time  coherently. On the opposite side, when the for-
mation time is much smaller than typical lengths in the medium, the exponentials oscillate very fast and
only the rst term survives. In other words, in the incoherent case, the cross-section counts the number
of scattering centres, while in the coherent case the whole medium acts as a single scattering centre. As
a result, a reduction of the gluon radiation is produced in the latter case. This is the generalization to
QCD of the LandauPomeranchukMigdal effect. The numerical effect appears clearly in Fig. 24 as a
suppression of the spectrum for small values of κ2. An important consequence is that the spectrum is
neither collinearly divergent (i.e., it can be safely integrated to k⊥ = 0) nor infrared divergent (i.e., it
can be integrated to ω = 0) as can be seen in Fig. 24. In contrast the vacuum part of the spectrum (85)











The position of the infrared cut in the k⊥-integrated spectrum (Fig. 24 Right) can also be understood in
terms of the formation time: integrating the spectrum in the kinematically allowed region 0 < kt < ω,
and noting that 〈k2t 〉 ∼
√
qˆω (this can be estimated by taking 〈k2t 〉 ∼ qˆtform, using Eq. (89)), a suppression
of the spectrum for ω . qˆ1/3 should appear.
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Further issues in fundamental interactions
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Abstract
Driven by the mass problem, we raise some issues of the fundamental inter-
actions in terms of non-trivial commutation relations implemented within toy
theories.
Introduction
The four known basic forces of nature turn out to proceed from a universal gauge principle. In particular,
Einstein’s general theory of relativity can be considered as the rst YangMills theory. Indeed photons
do not carry an electric charge but gravitons appear to gravitate the way gluons glue in quantum chromo-
dynamics. The connement and spontaneous symmetry breaking mechanisms put forward to prevent
long-range nuclear forces nowadays form the cornerstone of the Standard Model for particle physics.
Such subtle issues to get round gauge invariance are highly suspected to be responsible for an explicit
violation of the invariance under time-reversal in both strong and weak interactions.
The following three lectures are built upon the problem of mass.
 In the rst lecture, a geometrical interpretation of non-Abelian gauge invariance is outlined from
the striking fact that somebody in a free-falling lift would experience no apparent weight. Our
main goal here is to display, through the concepts of mass and energy, how universal the basic
forces may be. For that purpose, we mostly rely on a scalar theory for gravity which allows us to
avoid tedious tensor calculus.
 In the second lecture, we make use of an effective theory for strong interactions to explain the
origin of nucleon masses. We limit ourselves to the case of two light avours and emphasize that
the observed protonneutron mass splitting might imply a large electric dipole moment for the
neutron.
 In the last lecture, inspired by the chiral symmetry breaking at work in the theory for strong inter-
actions, we consider an effective theory for electroweak interactions to explain the origin of boson
and fermion masses. We illustrate how Yukawa interactions allow in principle a matterantimatter
asymmetry, regardless of the avour mixing pattern.
1 Gauge invariance and [Dµ , Dν ] 6= 0
1.1 Weight of compact bodies
The beauty of modern physics lies in the fact that it allows us not only to relate seemingly different
phenomena, such as the fall of a ripe apple and the motion of the full moon, or electricity and magnetism,
but also to unify apparently independent everyday concepts such as rest and uniform motion, space and
time, or gravitation and acceleration. In this way, we now have at our disposal a well-dened theoretical
frame to explain why we do not feel the gravitational eld of the Sun, but also to formulate rather precise
questions about the origin of our weight, at least within the precision of our usual bathroom scales.
Our weight is obviously contingent upon the gravitational force exerted by the Earth:





and its precise value depends on our location (altitude but also latitude). As opposed to weight, mass
appears to be an intrinsic property of matter which relates its manifest response (acceleration) to an
abstract cause (force) in classical mechanics:
~F = min ~a. (1.2)
Stevin’s dropping of lead spheres from the top of the Delft churchtower, Galileo’s observations of wooden
balls rolling down sloping planes, and Newton’s experiments with pendulums made of various materials
already indicated that all bodies tend to fall with the same acceleration at the surface of the Earth, no
matter what their constitution may be, i.e.,
mgr = min, (1.3)
with an accuracy of about 10−3. More accurate torsion balance experiments initiated by the Hungarian
Baron Roland von Eötvös around 1890 nicely conrmed such a correlation between gravity and inertia at
the level of 10−9. Nowadays, this equality between gravitational and inertial masses is rmly established
at the level of 10−12. The so-called ‘weak’ equivalence principle rests upon Eq. (1.3).
From the striking universality of free fall (see the apple and the Moon falling towards the Earth)





holds not only for inertial but also for gravitational mass [1]. In other words, energy has weight. So,
electromagnetic binding energies do contribute equally to the inertial and gravitational mass such that all
atoms (H, H∗, H, etc.) fall with the same acceleration. In particular, matter and antimatter fall the same
way since both represent positive energies. The amazing accuracy of modern experiments extends this
‘Einstein’ equivalence principle to strong and weak nuclear binding energies since atoms are made of
protons, neutrons, and electrons. But what about gravitational bound states?



















≈ 3 km, (1.7)
which warns you that the Sun conned inside a (Schwarzschild) radius of 3 km would simply be a black
hole, we get a ratio of the internal gravitational binding energy to the total mass energy scaling like









2× 1030 kg ). (1.8)
For a typical ball (say, R = 10 cm, M = 2 kg) we obtain in this manner a ‘sensitivity’ (or compact-
ness factor) of the order of 10−26. Consequently, present Eötvös-like laboratory experiments are totally
unable to tell us whether the gravitational binding energy contributes equally to the inertial and to the
gravitational mass. Let us therefore dene the mass ratio for gravitational bound states as follows:
mgr
min






with η a dimensionless parameter measuring any departure from universality for compact bodies in free
fall. For an homogeneous Earth (R ≈ 6400 km, M ≈ 6 × 1024 kg) and Moon (R ≈ 1700 km, M
≈ 7 × 1022 kg), the compactness factors are roughly 4 × 10−10 and 2 × 10−11, respectively. The
observational fact that the Moon’s orbit around the Earth does not appear to be continuously polarized
towards the Sun [2] guarantees that they both fall towards the Sun at equal rates with an accuracy of
about 2× 10−13. From the relation
|a⊕ − a$
g




we infer that their gravitational binding energy contributes equally to the inertial and to the gravitational
mass with an accuracy of about 5 × 10−4. A more careful analysis, taking into account the inhomoge-
neous distribution of matter in the Earth and Moon, gives the range [3]
|ηexp| = (4.0 ± 4.3) × 10−4. (1.11)
Let us raise this empirical fact at the level of a ‘strong’ equivalence principle (SEP) which simply states
that the free fall of a compact body is also independent of its gravitational binding energy, i.e.,
ηSEP ≡ 0. (1.12)
The SEP can be considered as a physical principle which limits the choice of our theory for gravitation
among all the possible metric theories one can construct.
1.2 Mass versus energy in gravitational interactions











If this massive particle carries an electric charge q and freely propagates in an electromagnetic vector








By straight analogy with the Coulomb potential A0 in the static limit (dx0 = c dt, d~x = 0), the trajectory
of an elementary particle propagating in a scalar gravitational eld V (t, ~x) might simply be dened by
Sgr. =
∫
{−min c2 −mgrV }dτ. (1.15)
If the weak equivalence principle (1.3) applies, this action can equivalently be written as
Sgr. =
∫
−min c ds, (1.16)
ds being the invariant distance (or arclength) given by




Proposed by the Finnish physicist G. Nordström in 1913, i.e., two years before the birth of general
relativity [4], this background-dependent scalar theory is thus characterized by a specic, conformally
at, spacetime dened by
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In other words, the physical metric gµν(t, ~x) has only one degree of freedom, a scalar graviton eld, the
rest being xed a priori by the at Minkowski metric ηµν which acts here as an absolute background in
a way consistent with the Einstein equivalence principle. As a direct consequence, any massless particle
plunged in this scalar gravitational eld keeps on propagating along the light-cone
ds2 ∝ ηµνdxµdxν = 0. (1.19)
In particular, the massless scalar graviton itself does not feel gravity and the strong equivalence principle
(1.12) obviously holds true since the gravitational binding energy does not interfere in the free fall of a
body.
Nordström’s theory with its prior spacetime geometry [5] was the rst, mathematically consis-
tent, theory resolving the clash between Newton’s instantaneous gravity and Einstein’s special relativity.
However, this theory was in fact denitively falsied no more than six years after its elaboration. Follow-
ing Nordström, the massless photon does not gravitate either and there is thus no possible light-bending
at the limb of the Sun, in ‘at’ contradiction with the direct observations [6] made by Dyson and Ed-
dington during a total solar eclipse in 1919. Yet, since it embodies the strong equivalence principle, we
shall rely on this rather simple toy theory in which only mass can feel the gravitational degree of free-
dom. For a more realistic theory where gravity couples to all kinds of energy in a way also compatible
with the SEP, one should introduce a formalism which is free of any prior spacetime geometry, i.e.,
background-independent.
Inspired by Nordström’s theory where the equivalence principle has simply been geometrized,
let us assume the gravitational interactions of matter (and light) to be characterized by the universal
coupling to a metric eld. For a free massive particle, this simply amounts to substituting gµν(q) for the
Minkowski metric ηµν in Eq. (1.13):
c2dτ2 → ds2 = gµν(q)dqµdqν . (1.20)
The relativistic principle of ‘maximal ageing’, originally set forth for twins, extends to curved space




ds = 0 (1.21)
implies that the track qµ(λ) of a free particle plunged in a given gravitational eld is always the shortest
path (or geodesic) of the curved spacetime, regardless of its (inertial) mass. Setting dλ = ds on






















gσρ(∂νgµρ + ∂µgρν − ∂ρgµν) (1.24)
are the Christoffel symbols, also known as the components of the (afne) connection.
For illustration, let us consider the stationary, inhomogeneous gravitational eld






induced by the Sun on the Earth which is 150 million kilometres away. It is enough that the mixed







in the weak eld approximation
|V
c2
| ≈ 1.5 km
150 × 106 km = 10
−8 ¿ 1 (1.27)
to recover the Newtonian equation of motion
d2~q
dt2
+ ~∇V ≈ ~0. (1.28)
As a consequence, the weak equivalence principle is automatically implemented through the kinematics
of test particles (spacetime tells small mass how to move), without any reference to the specic dynam-
ics of gravity (large mass tells spacetime how to curve). In the particular case of the Nordström scalar
theory, one has indeed the exact relation
Γi00 = δ




So, what then privileges Einstein’s non-linear eld equations which are supposed to determine the geom-
etry around the Sun as well as the dynamics of the whole Universe? Here, we would like to emphasize
that the free fall for compact bodies (i.e., bodies containing non-negligible gravitational binding energy,
in contrast to test bodies) may give us a clue.
If a person falls freely he will not feel his own weight [7]. From this early happiest thought,
Einstein inferred that all physical laws of special relativity (electromagnetism included) should remain
valid in a sufciently small free falling laboratory to eventually establish his quite successful general
theory of relativity, more than eight years later. The geodesic equations of motion we have derived in
Eq. (1.23) nicely illustrate this remarkable property. Indeed they can be interpreted as a generalized
Newtonian rst law of classical mechanics in the presence of gravitational forces:
Dpσ ≡ (∂νpσ + Γσµνpµ)dqν = 0 (1.30)
with pσ ≡ mdqσ/dτ , the relativistic 4-momentum of a test particle. In an inertial (free falling) frame,
the Christoffel symbols Γσµν , which are not the components of a general coordinate tensor, identically




) |Γ→0 = 0 (1.31)
remain covariant with respect to (linear) Lorentz transformations, in full agreement with Einstein’s equi-
valence principle. Similarly, in the limit of non-relativistic velocities the proper-time interval dτ reduces






→0 = 0 (1.32)
are only covariant with respect to Galileo transformations.
Now, on the basis of Eq. (1.30), we assume that the gravitational eld interacts with matter and
radiation through the general covariance which simply turns the ordinary derivative ∂ν acting on any
vector into the covariant derivative Dν dened by
(Dν)σµ ≡ ∂νδσµ + Γσµν . (1.33)
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In general, covariant derivatives do not commute in a curved spacetime and we have
[Dµ, Dν ]σλ ≡ −Rσλµν (1.34)
where
Rσλµν ≡ ∂νΓσλµ − ∂µΓσλν + ΓρλµΓσρν − ΓρλνΓσρµ (1.35)
is the Riemann tensor. In the weak eld approximation | V
c2
| ¿ 1, the following spacetime components




δik∂k∂jV (r) +O( 1
c4
) (1.36)






But what does determine the full Riemann tensor in general:
Rσλµν 6= 0? (1.38)
Within a metric theory one can raise (lower) the spacetime indices of any tensor. In particular, the
anti-symmetry property of the Riemann tensor under a µ↔ ν interchange implies
DνDµR
σ µν
λ = 0! (1.39)
These tensorial identities are most easily derived by working in a local inertial frame (i.e., Γ → 0), as
allowed by the Einstein equivalence principle. It seems therefore quite interesting to focus our attention
on the rst covariant derivatives of the Riemann tensor.
In a conformally at spacetime, the metric gµν = A2(V )ηµν only depends on a scalar gravita-






[ησνηλρ − δνλδσρ]∂ρR (1.40)
with
R ≡ gλµRνλµν = −6A−3 ¤η A (1.41)
the curvature scalar. In our toy theory, i.e., the Nordström scalar theory based on Eq. (1.18), A(V ) =
1 + Vc2 and massless gravitons freely propagate in a Minkowski xed background. Consequently, R = 0
and the Riemann tensor has to full the non-trivial constraints
DµR
σ µν
λ = 0 (1.42)
in the vacuum. Contrary to Eq. (1.39), such non-linear constraints do not result from the Einstein equi-
valence principle. We may thus conjecture that they are necessary to guarantee the strong version of the
equivalence principle in any metric theory for gravitation [8].
It turns out that Einstein’s theory of gravity also complies with the tensorial constraints (1.42) in
empty space. This property, due to the purely geometrical Bianchi identities, is quite remarkable since
the gravitational elds of general relativity are known to interact with themselves, even when propagating
in the vacuum. But in the presence of matter, what is then
DµR
σ µν
λ ≡ jσ νλ (1.43)
geometrically? Well, astrophysics tells us that the Universe might be dominated by some dark matter
at galactic distance scales and by some dark energy at cosmological distance scales. But these inter-




substances is still missing. Consequently, alternative identications of the jσ νλ tensor are still allowed
nowadays.
In the Nordström scalar theory, we note from Eq. (1.40) that the conformally at spacetime






[ησνηλρ − δνλδσρ]∂ν∂ρR = 0 (1.44)
in a way analogous to the theory for electromagnetism. Indeed, the anti-symmetry property of the eld
strength in the inhomogeneous Maxwell equations
∂µF
µν = jν (1.45)
automatically implies the (charge) conservation law
∂νj
ν = 0, (1.46)
whatever the nature of the source at work may be (a Dirac electron, a KleinGordon charged pion, etc.).
However, a covariant conservation law like
Dνj
σ ν
λ = 0 (1.47)
does not imply, in general, an exact differential conservation law [9]. This is known to apply also for any
non-Abelian gauge theory to which we now turn.
In 1954, Yang and Mills examined what would happen if the isospin symmetry introduced to
explain similarities of protons and neutrons were a local, i.e., spacetime dependent, symmetry. For
that purpose, they explored the possibility that the relative orientation of isospin at two distinct points
of spacetime has no physical meaning, (once of course electromagnetism is neglected). The local
Lorentz frames of general relativity (labelled by Greek spacetime indices) are thus simply replaced by
local SU(2) frames (labelled by Latin internal indices) and a connection is needed to compare nucleons
located at distinct points of spacetime. In particular, the covariant derivative acting on any spinor Ψb is
introduced via the minimal substitution
(Dν)ab ≡ ∂νδab − ig Aabν , (1.48)
with g the relevant coupling constant. To display the geometric nature of non-Abelian gauge interactions,
let us rescale the YangMills Hermitian matrix Aν as follows:
g A→ A. (1.49)
So, the components Γσµν of the connection are replaced by the massless gauge elds Aabν and the
RiemannChristoffel curvature tensor Rσλµν by the non-Abelian eld strength F abµν such that:
[Dµ , Dν ]ab ≡ −i F abµν (1.50)
with
F abµν ≡ ∂µAabν − ∂νAabµ + iAcbµAacν − iAcbνAacµ (1.51)
and a, b, c, isospin (or colour) indices. This parallel drawn between the spacetime curvature in Eq.
(1.35) and the non-Abelian eld strength in Eq. (1.51) is quite striking. Note here that the appearance of
a factor i in the substitution
Γ→ −iA (1.52)
stems from the hermiticity of the i~∂µ operator in quantum eld theory. The identities
Dν Dµ F
a µν
b = 0 (1.53)
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suggest that the universality of free fall (i.e., the strong equivalence principle) is on an equal footing with
the universality of coupling (i.e., the gauge principle). To pursue such a parallel between gravitation and






But again, what is Dµ F a µνb geometrically [10]? Well, here high-energy particle physics convincingly
tells us that the gluons couple to (spin- 12 ) matter elds, i.e, the coloured quarks. If we dene the current
as the rst variation of the quantum chromodynamics (QCD) action with respect to the gauge elds, we
obtain
ja νb = q¯bγ
νqa. (1.55)
It is then a direct consequence of the Dirac equation and its conjugate that this current indeed satises a





b − iAacµ jc µb + iAcbµ ja µc = 0. (1.56)
Yet, the current is not conserved in the ordinary sense because gauge elds carry the colours with which
they interact.
To summarize, the concepts of mass and energy in gravity provide us with a deep connection
between general coordinate transformations and gauge transformations, and in particular between general
relativity and non-Abelian gauge theories. Einstein gravitational elds carry energy and thus gravitate
the way YangMills gauge elds carry colours and thus self-interact. This has to be contrasted with the
Nordström massless graviton which couples only to mass and the Maxwell neutral photon which couples
only to electric charge.
1.3 Mass versus energy in electromagnetic, weak, and strong interactions
Today, Einstein’s famous question
Does the inertia of a body depend upon its energy content?








For compact spherical bodies of radius R, we already know from Eq. (1.8) that the gravitational contri-
bution to the binding energy per unit mass scales like MR :
sgrav ≡ |ΩgravMc2 | ≈ 10−26 (sphere..................M = 2×100 kg.......R = 10 cm)
≈ 10−10 (Earth....................M = 6×1024 kg......R = 6400 km)
≈ 10−6 (Sun......................M = 2×1030 kg......R = 700 000 km)
≈ 10−3 (white dwarf..........M = 2×1030 kg......R = 1000 km)
≈ 10−1 (neutron star...........M = 2×1030 kg......R = 10 km).
(1.58)
The ultimate stage of a heavy star, a stellar black hole, may thus be regarded as the extreme case where
the binding energy is of the same order as the rest mass energy. For a dense stellar object withR ≈ 2GMc2 ,
one indeed guesses sgrav ≈ 0.3 from Eq. (1.6).
In the case of microscopic black holes, quantum arguments plead in favour of a mass directly









excluding thus any production at the LHC if spacetime is only 4-dimensional. For a binding energy
proportional to the Newton constant G, Eq. (1.57) allows us to re-express the sensitivity as





Consequently, from Eq. (1.59) one derives now a rm upper bound for the ratio of internal gravitational
binding energy to the total mass energy:
sgrav ≤ 12 , (1.61)
in full agreement with the eld equations around a black hole for a tensor-scalar theory of gravity [11].
What about the other fundamental interactions?
At the molecular level, mass defects in chemical reactions are known to be quite negligible since
Lavoisier (1789):
2H2 + O2 → 2H2O +Q with Q
Mc2
≈ 10−13. (1.62)




















As a result, the origin of the bulk of our mass and, consequently, of our weight is the kinetic energy of the
massless gluons and nearly massless quarks conned in the nucleons. In technical words, our bathroom
scales simply react to the fact that the QCD vacuum behaves like a paramagnetic medium [12]. The
anti-screening effect of virtual gluons at 10−18 m is also a superb answer of the strong interactions to
Einstein’s question about the inertia of a body: gravitational self-interactions cannot saturate the mass of
black holes the way strong interactions do for the mass of nucleons.
2 Confinement and [qi, pj] 6= 0
2.1 Nucleon mass
In Lecture 1, we have seen that the strong interactions are based on a gauge-invariant theory with Dirac
particles (quarks) acting as colour sources:
Lfundamental(gluons; quarks) = q¯ (iγµDµ −m) q. (2.1)
In the limit of two massless (up and down) quark avours, chirality is conserved:
qL = 12 (1− γ5)q , γ5qL = −qL
qR = 12(1 + γ5)q , γ5qR = +qR
(2.2)
and the corresponding Lagrangian
Lfundamental(gluons; quarks = u, d) = q¯L iγµDµ qL + q¯R iγµDµ qR (2.3)
is invariant under a global U(2)L× U(2)R symmetry:
qL → gL qL ∼ (2L, 1R)
qR → gR qR ∼ (1L, 2R). (2.4)
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In Nature, one doublet of nucleon states (JP = 12
+) turns out to be massive (1 GeV) while one triplet
of light pions (JP = 0−) is observed around 100 MeV. In other words, the chiral symmetry appears
to be spontaneously broken down to an (approximate) SU(2) isospin symmetry through the connement
mechanism. In order to label the vacuum states, we introduce an effective (colour singlet) two-by-two
complex matrix χ which, by construction, transforms according to
χ→ gL χ g†R ∼ (2L, 2∗R) (2.5)
with respect to the underlying chiral symmetry group. We may of course simply consider a bilinear in
the up and down quark elds,
χba ÷ q¯a(1− γ5)qb, (2.6)
though what really matters here are the chiral transformation properties. The complex eld χ can always
be expressed as a linear combination of two independent Hermitian matrix elds σ and pi:
χ ≡ (σ + ipi)√
2
(σ = σατα , pi = piατα) (2.7)



















Tr (∂µχ∂µχ†)− V [Tr (χχ†)n] (2.9)
and the chiral invariant potential V should provide χ with a non-zero real vacuum expectation value
(v.e.v.) proportional to the unity matrix in order to preserve the isospin SU(2) subgroup characterized by
gL = gR vectorial transformations.








)2 , λ > 0 (2.10)
where
< 0|σ|0 > = f1|
< 0|pi|0 > = 0. (2.11)
A suitable redenition of the σ eld,
σ → σ− < 0|σ|0 >, (2.12)












NL → gLNL ∼ (2L, 1R)




under the chiral symmetry group, we may also consider
Llinear(N) = NL iγµ∂µ NL +NR iγµ∂µNR − gpiNN(NLχNR + h.c.)






≈ 13.5, the measured pseudoscalar coupling. The σ and pi are then identied as scalar (0+)
and pseudoscalar (0−) elds, respectively, while the nucleon mass is driven by the v.e.v. of the σ eld





The rather simple linear sigma model dened by (2.10) and (2.16) seems to correctly implement the
chiral symmetry breaking since it produces a (semi) realistic mass spectrum for the pseudoscalar triplet
pi, the nucleon doublet N , and the scalar triplet a0:
140 MeV = mpi ¿MN ≈ ma0 = 980 MeV. (2.18)
However, at the experimental level, the full scalar multiplet around the nucleon mass scale is not settled
yet. Moreover, at the theoretical level, chiral transformations of baryons are ambiguous. This latter fact
becomes particularly obvious in the generalized case of three massless quark avours (u, d, s). The



















may indeed transform either as
BL → gLBLg†L ∼ (8L, 1R)
BR → gRBRg†R ∼ (1L, 8R)
(2.20)
or as
BL → gLBLg†R ∼ (3L, 3∗R)
BR → gRBRg†L ∼ (3∗L, 3R)
(2.21)
under SU(3)L× SU(3)R since only the transformation properties of the baryon under the vectorial sub-
group SU(nF ) (isospin symmetry, eightfold way, etc.) really matter [13]. So, let us turn to a non-linear
effective theory to get rid of the elusive scalars and couple baryons to pseudoscalars in a unique way.
For that purpose, we make use of the polar theorem which tells us that any arbitrary matrix (ξ †χ) can be
written as the product of a Hermitian matrix (σ) and a unitary matrix (ξ):
χ ≡ ξ(pi) σ√
2
ξ(pi). (2.22)
The main advantage of this new parametrization is that now the most general potential only depends on
the scalar elds:
V [Tr (χχ†)n] = V (σ). (2.23)
The chiral transformations (2.5) of χ require
ξ → gLξh† = h ξg†R (2.24)
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such that these scalars transform linearly with respect to h:
σ → h(x)σ h(x)†. (2.25)
The vectorial transformations h are not broken by the v.e.v. of the σ eld given in Eq. (2.11). Moreover,
being non-linear functions of gL, gR and pi(x), they depend in general on the spacetime coordinates.
Yet, for gL = gR, we have h = gL = gR and we recover the successful SU(2)I×U(1)B global symmetry.
It is thus quite natural to extend these linear, though local, transformations to all the other hadron isospin
multiplets to describe their interactions with the light pseudoscalar one. In particular, we shall impose
this local hidden symmetry on the nucleons:
N → h(x) N. (2.26)
From the following transformation laws
(ξ†∂µξ)→ h(ξ†∂µξ)h† + h(∂µ)h†
(ξ∂µξ†)→ h(ξ∂µξ†)h† + h(∂µ)h†, (2.27)
one can indeed easily build a gauge-invariant effective Lagrangian for the nucleonpion interactions. At
the leading order in the derivative couplings, it reads
Lnon-linear(N,pi) = N(i γµDµ −MN )N + gA N γµγ5 Aµ N (2.28)
with
Dµ N ≡ [∂µ + 12(ξ
†∂µξ + ξ∂µξ†)]N → h(x)Dµ N (2.29)
the effective covariant derivative acting on the nucleon doublet and
Aµ ≡ i2(ξ
†∂µξ − ξ∂µξ†)→ hAµh† (2.30)
an effective eld coupled to the axial-vector nucleon current.
If the elusive scalar degrees of freedom are frozen at their v.e.v., they simply decouple and we are
left with an effective theory for the light pseudoscalar elds alone:
Lnon-linear(pi) = −f 2 Tr (AµAµ) = f
2
4
Tr (∂µU ∂µU †) (2.31)
with
U ≡ ξ2 → gL U g†R. (2.32)
This minimal effective Lagrangian contains in fact all the necessary features of the spontaneous chiral
symmetry breaking pattern
U(2)L × U(2)R → SU(2)isospin × U(1)baryon. (2.33)
Indeed, if we expand the U eld as follows:








)2 − i a(pi
f






 the vacuum expectation value of U is invariant under the unbroken vectorial subgroup U(2)L+ R
dened by gL = gR:




 the excited elds out of the vacuum are the four pseudoscalar Goldstone bosons associated with










UU † = 1| (2.37)


















(1 + ipi2f )
(1− ipi2f )
(2.41)
since chiral invariance ensures that any physical quantity is independent of a.
Expanding Aµ dened in Eq. (2.30) to rst order in pi, we note that the derivative nucleonpion
interaction is related to the standard pseudoscalar one through the Dirac equation of motion and implies







From gA ≈ 1.27, the axial-vector coupling measured in parity-violating (n → peν¯) β decays, and
MN ≈ 940 MeV, the average mass of the nucleons, one can already infer that f ≈ 90 MeV for the v.e.v.
of the σ eld dened in Eq. (2.11). However, a more precise estimate of the remaining free parameter f
is directly obtained from weak interactions. Indeed, gauging SU(2)L requires, as usual, the introduction
of a covariant derivative. At the fundamental level, it amounts to the minimal substitution
Dµ → Dµ − iWLµ (2.43)
for the left-handed component of the quark elds in Eq. (2.1), such that
Lfund.(q) 3 q¯ aL γµWL abµ q bL ≡ JµL(q)WLµ (2.44)
with
(JµL)
ba(q) = q¯ aL γ
µq bL . (2.45)
At the effective level, we have to consider the minimal substitution
∂µU → DµU = ∂µU − iWLµU (2.46)
in Eq. (2.31) since
U → gL(x)U (2.47)




Tr (WLµ U∂µU † − ∂µUU †WLµ) ≡ JµL(pi)WLµ (2.48)
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(∂µUU †)ba 3 −f
2
∂µpiba (2.49)
the left-handed hadronic current. Consequently, we obtain the vacuum-to-pion hadronic matrix element





f = fpi ≈ 93 MeV (2.51)
extracted from the measured pi+ → e+νe decay amplitude.
So, now we dispose of a rather elegant and very efcient frame to incorporate all the well-known
results originally obtained from standard current algebra techniques, and in particular the theorems
on electromagnetic quantum corrections derived in the 1960s. Electromagnetism is indeed introduced
through the minimal substitution





U → g(x) Ug(x)† (2.53)
under vectorial U(1)QED gauge transformations. In the Landau gauge for the photon propagator, the




Tr (QUQU †)Vµ V µ, (2.54)
with U(pi) dened in Eq. (2.34). Consequently,
 expanding the U eld at O(pi2), we obtain the combination Tr(QQpi2 −QpiQpi) which implies a





 expanding the U eld at O(pi4), with a = 0 to get rid of the cubic term, we obtain the combination
Tr(QQpi4 −Qpi2Qpi2) which does not allow an iso-singlet to decay into three pions, i.e.,
Ae.m.(η0 → pi+pi0pi−) = 0. (2.56)
The knowledge of the underlying QCD theory helped us in understanding these two puzzling re-
sults. On the one hand, the quadratic dependence on the ultraviolet momentum cut-off Λ in the pi+ − pi0
mass difference is tamed in a natural way by one-loop diagrams involving the vector and axial vector
resonances at work around 0.8GeV. (Interestingly, the composite structure of the pion softens its electro-
magnetic self-energy the way a composite structure for the Higgs scalar would naturally protect its mass
in an effective theory of electroweak interactions.) On the other hand, the observed isospin-violating
η(
′) → pipipi decays are induced by the updown quark mass difference to which we now turn.
2.2 Nucleon mass splitting
At the fundamental level, isospin violation beyond electromagnetism arises from the mass term




If the two-by-two quark mass matrix m is rst treated as a spurion eld, it has to transform under the
chiral U(2)L × U(2)R group according to the rule
m(x)→ gL m(x)g†R. (2.58)
At the effective level, the leading mass correction for the nucleons arises from the chiral invariant
∆Lm(N) = − b2N(ξ
†mξ† + ξm†ξ)N 3 − b
2
N(m+m†)N. (2.59)







a neutronproton splitting then takes place with
mn −mp = b(md −mu) ≈ 1.3 MeV (2.61)
if electromagnetic self-interaction corrections (in principle favourable to the proton) are neglected. Cor-




Tr (mU † + Um†) 3 −r
4
Tr (mpi2). (2.62)




(mu +md) ≈ 140 MeV. (2.63)




mu +md mu −md
mu −md mu +md
 , (2.64)






in clear contradiction with the observed mass spectrum
mpi0 = 135 MeV
mη′ = 958 MeV.
(2.66)
The fact that the η′ mass is close to the nucleon (and scalar) mass scale given in Eq. (2.18) strongly
suggests the way to solve this problem [15]: assume the symmetry breaking pattern to be
SU(2)L × SU(2)R × U(1)B → SU(2)I × U(1)B (2.67)
instead of (2.33), such that only three Goldstone bosons are produced and not four. To implement the












 ; |∆| ≡ r
2
|mu −md| ¿ m20 (2.69)
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and the resulting quadratic mass relations
m2pi0 ≈ m2pi± −
∆2
m 20




are in agreement with the electromagnetic self-interaction correction given in Eq. (2.55). But we still
have to check that the modication (2.68) of the effective theory for strong interactions is compatible with
what we know from the underlying QCD dynamics. Let us for that purpose consider the conservation
law of the iso-singlet current
Jµ5 ≡ u¯γµγ5u+ d¯γµγ5d (2.71)
associated with the axial U(1) symmetry. At the effective level, the right-handed current J µR is directly
obtained from the simple parity transformation
U(pi) P−→ U †(pi) = U(−pi) (2.72)
applied on the left-handed hadronic current JµL already derived in Eq. (2.49), such that
Jµ5 ≡ Tr (JµR − JµL) = i
f2
2






we infer that the iso-singlet current is not conserved in the massless limit mu = md = 0:
∂µJ
µ
5 = 2f ¤ η0 = −2fm20η0. (2.75)
At the fundamental level, the same violation of a classical conservation law is induced by quantum effects










the dual of the gluon eld strength. But this is not the end of the story since, as we shall see, the Standard
Model of electroweak interactions provides us in principle with a complex quark mass matrix
m 6= m† (2.78)
via the Higgs mechanism. Up to now, specic chiral g0L,R unitary transformations had been implicitly
used to write this mass matrix as a diagonal and real one. But the axial U(1) anomaly implies that one















The presence of a physical phase is in principle the signal for a violation under time reversal. The
corresponding T operator is indeed anti-unitary, as is most easily seen from its effect on the Heisenberg
commutator
[qi, pj ] = i~ δij




Note that this microscopic irreversibility has to be distinguished from macroscopic ones which originate
in quite peculiar boundary conditions: a Bunsen burner for heat propagation or the Lemaître Big Bang
for an expanding Universe.
A simple way to convince ourselves that the strong axial anomaly indeed implies T violation is
through the eld redenition




η0 → η0 + f2 θM (2.82)
with
θM ≡ arg detm. (2.83)
This eld redenition renders m totally real in Eq. (2.62) but modies of course the anomalous part
(2.68) of the effective Lagrangian,
∆LU(1) → ∆LU(1) − f2m
2
0θMη0, (2.84)
in such a way that the η0 pseudoscalar eld now gets a non-zero v.e.v.:








Accordingly, both T and P violations occur in strong interactions once m20 6= 0. The identication of
the axial anomaly, expressed at the effective level in Eq. (2.75) and at the fundamental one in Eq. (2.76),
together with the shift in Eq. (2.84) requires a corresponding modication of the QCD action itself:
LQCD → LQCD + αs8piθMG
αβG˜αβ . (2.86)
So, this new pseudoscalar term implies physical effects despite the fact that GG˜ can be written as a total
derivative. Let us illustrate this rather surprising result with a rst example.
If we choose a = 16 in Eq. (2.34), we may ignore the kinetic term in Eq. (2.31) and focus on the







in the isospin limit, to get a non-zero T -violating η ′ → pi+pi− decay amplitude. Indeed, let one of the




This non-local ‘tadpole’ contribution amounts to substituting directly < 0|η0|0 > for one η0 in Eq. (2.87)
and we obtain in that manner the local amplitude









FURTHER ISSUES IN FUNDAMENTAL INTERACTIONS
297
The corresponding two-body decay width reads
Γ(η′ → pi+pi−) ≡ 1
16pimη′






2 ≈ 0.2×θ2M MeV. (2.89)
Taking into account the measured η′ total width, we obtain
Br (η′ → pi+pi−) ≈ θ2M (2.90)
such that the present experimental limit on this branching ratio
Br (η′ → pi+pi−) < 2×10−2 (2.91)
provides a rather weak bound
θM . 10−1. (2.92)
Note, however, that the sizeable η0 component in η(548) extracted from the non-linear effective theory
with three light quark avours (u, d, s) [16],
η = η8 cosφ− η0 sinφ
(φ ≈ −22◦),
η′ = η8 sinφ+ η0 cosφ
(2.93)
allows us to get a stronger bound, namely
θM < 3×10−4, (2.94)
from the new experimental limit
Br (η → pi+pi−) < 1.3 ×10−5. (2.95)
Signicant improvements on these tree-level bounds are not foreseen since branching ratios are quadratic
in the theta angle. So, let us turn to a second application with the (ppi− loop-induced) neutron electric
dipole moment linear in θM .
2.3 Nucleon electric dipole moment
Working in the isospin limit mu = md ≡ mq, the T -conserving effective interaction
∆Lm(N) 3 b mq
f2
NpiNη0, (2.96)
derived this time from Eq. (2.59), leads to a scalar (i.e., T -violating) coupling if, again, η0 is replaced
by its v.e.v. given in Eq. (2.85). Consequently, the full pionnucleon interaction is now dened by
LpiNN = − 1√
2





















the T -conserving and T -violating effective couplings, respectively. For particles with spin ~s moving in
an electromagnetic eld ( ~E, ~B), the classical dipole interactions are described by
H = −(d ~E + µ ~B) · ~s. (2.100)
At this level the spin can be viewed as an intrinsic angular momentum such that its transformation
laws under T and P are the same as for the magnetic eld, but opposite to the ones for the electric
eld. Accordingly, only a magnetic moment is allowed in any T -invariant theory. The Dirac relativistic
equation alone tells us that the electron should have a magnetic moment given by
µe = − e~2mec . (2.101)




, µ(D)n = 0. (2.102)
In fact, measurements yield anomalous magnetic moments:
µp ≈ +2.79µN , µn ≈ −1.91µN (2.103)
with
µN ≡ e~2MN c ≈ 10
−14e.cm. (2.104)
the nuclear magneton (remember, ~c ≈ 197 MeV Fermi). These large departures from the predicted
Dirac values are consequences of the fractional charge of the quarks conned in the nucleons. At the
effective level, the magnetic dipole moment of the neutron can be associated with its charged pion cloud.
In this heuristic picture, the neutron electric dipole moment obtained by substituting g θpiNN for the left or











Neglecting again electromagnetic contributions to the protonneutron mass difference, we obtain then
dn ≈ [mn −mp
mn +mp
] · [md +mu
md −mu ]θM µn. (2.106)
Compared with the present experimental limit,
|dn| < 2.9 ×10−26e.cm., (2.107)
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the approximate expression (2.106) conrms the quite impressive bound rst derived in Ref. [17]:
θM < 10−9. (2.108)
Such a strong constraint has been challenging theoreticians for decades. The ne-tuning we face here
for the time-reversal violation in a quantum theory of strong interactions (QCD) is rather similar to the
ne-tuning for the vacuum energy density in a relativistic theory of gravitational interactions (GR):







Two ad hoc parameters, θQCD and ΛGR, are indeed introduced by hand to reconcile our theoretical
prejudices with observations. Possible issues for the strong θ-puzzle are in fact inspired by attempts to
solve the cosmological Λ-problem. Let us briey consider two of them.
Firstly, by analogy with quintessence models which promote the cosmological constant Λ at the





All the pseudoscalar elds then have a zero v.e.v. since
< 0|η0|0 >=< 0|a0|0 >= 0 (2.111)












[Fη0 + fa0]2 (2.112)
obtained after a eld redenition analogous to Eq. (2.81), i.e.,
U → exp( ia0
F
)U. (2.113)
As a consequence, the T and P discrete transformations are conserved in strong interactions but the
spectrum of light pseudoscalars is modied. In the limit of massless quarks, the heavy iso-singlet pseu-
doscalar present in Eq. (2.112) is indeed given by
η′ =
[Fη0 + fa0]




while a new Goldstone boson, the axion, appears as the orthogonal combination:
a =
[−fη0 + Fa0]




The axion can be treated as the light brother of η ′. Yet, despite an efcient ∆I = 12 contribution through
its η0 component which implies
Br (K+ → pi+a) ≈ f
2
F 2
Br (K0 → pi+pi−), (2.116)
it has not been seen so far and the present bound is




This direct limit from particle physics already puts a rather severe constraint on the scale F , namely
F > 104 GeV. (2.118)
Consequently, the scale F associated with the spontaneous symmetry breaking at the origin of the axion
cannot be identied with the Fermi scale and the original PecceiQuinn scenario [18] is excluded by this


















implies that the axion is in fact a pseudo-Goldstone boson with a mass given by
ma ≈ f
F
mpi < 1 keV. (2.120)
Being a light cousin of the neutral pion, it only decays into two photons (in a P -wave) and its lifetime
scales like





)2τ(pi → γγ) ≈ (F
f
)5 ×10−16s. (2.121)
Axions couple to electromagnetic elds just as neutral pions do via the well-known Primakoff effect. So,
if axions exist, they should be produced at the solar core and immediately leave the Sun without further
scattering, carrying an energy of the order of T core = 107 K (≈ 1 keV). This has to be contrasted with
photons which scatter for about 107 years before reaching the surface of the Sun with an energy of the
order of T surface = 6000 K (≈ 1 eV). From the known energy loss of the Sun, one infers the bound [19]
F > 107 GeV. (2.122)
This indirect astrophysical limit pushes the allowed lifetime of the axion far beyond the age of the Uni-
verse, promoting in this way the elusive particle at the level of a candidate for dark matter in cosmology
if F < 1012 GeV.
Secondly, by analogy with supersymmetry which ensures a vanishing vacuum energy, one may
also impose an extra chiral symmetry which allows us to rotate away the θ-parameter if
detm = 0. (2.123)
However, the possibility of having a massless quark is hardly consistent with the isospin violation ex-






and is even ruled out by large-Nc arguments [20].
As a matter of fact, we now have to address the question of the origin of the quark (and lepton)
masses beyond Newton’s classical denitions:
 the measure of inertia (Fa ): a body tends indeed to resist any change in its existing state of rest or
uniform motion, but the connement of coloured particles tells us that quarks are never at rest and
never free;
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 the amount of matter (ρV ): it is obvious that an elephant weighs much more than a mouse because
it is made of many more atoms than a mouse, but elementary particles like the electron and the top






In lecture 1, we have seen that the bulk of our weight is due to the mass of the nucleon. Why then
should one worry about the mass of the electron? Well, the electron is the substance from which the
chemical elements are built (see Mendeleev’s Table). Its mass determines the size of atoms through the








for the hydrogen atom in Dirac’s theory. So, no electron mass, no atoms; but no atoms, no chemistry.
Similarly, no (up and down) quark mass, no stable proton; but no stable proton, no chemistry again!
3 Spontaneous symmetry breaking and [Mu,Md] 6= 0
3.1 Boson masses and mixing
Another way to solve the axial U(1) problem without introducing T -violation in the gauge theory for
strong interactions is to assume the chiral symmetry breaking pattern
SU(2)L × SU(2)R → SU(2)V (3.1)
instead of (2.67). If such was the case, only three pseudoscalar Goldstone bosons would be produced out
of an order parameter made of four degrees of freedom:
χ ≡ (σ + ipi)√
2
(σ = σ0τ0 , pi = piaτa) , (3.2)
the missing η0 would not trigger the axial U(1) problem and strong interactions would respect time-
reversal symmetry. However, we know that a full decoupling of the pseudoscalar η0 is not compatible
with the sizeable η − η′ mixing given in Eq. (2.93).
It turns out that the restricted chiral symmetry breaking (3.1) is quite relevant for the gauge theory
of electroweak interactions. Indeed, the local invariance under SU(2)L× U(1)Y of the Standard Model
has to be spontaneously broken into U(1)Q with Q, the conserved electric charge:
Q ≡ T3L + Y2 . (3.3)
So, a set of three (eaten up) Goldstone bosons (pi = piaτa) is precisely what is needed to preserve one
local U(1) unbroken and, therefore, to guarantee that the zero photon mass is not a mere accident [21].
Let us again make use of the polar theorem [see Eq. (2.22)] to write






In the limit where the iso-singlet scalar eld σ0 is frozen at its v.e.v.,




2 ≈ 246 GeV, (3.5)








which globally transforms as
U → gLUg†R (3.7)




Tr (∂µU∂µU †) (3.8)
analogous to Eq. (2.31) contains all the information about the scalar sector of the Standard Model, except
of course for the elusive Higgs particle (h = σ0 − v).











requires, as we know, the introduction of covariant derivatives. The baryon number B, by denition,
vanishes for scalar elds. From the chiral transformations of U in Eq. (3.7), we therefore write a
covariant derivative similar to Eq. (2.46):












2W −µ −W 3µ




Note that the absence of charged gauge bosons in the W Rµ matrix implies a (maximal) parity-violation
through an explicit breaking of the SU(2)R global symmetry. Expanding the Goldstone eld U to zero




Tr (DµUDµU †), (3.13)
we directly read the mass spectrum for the gauge bosons from
Tr















The massive neutral gauge boson is the linear combination of W 3µ and Bµ present in this trace:
Zµ =












The orthogonal combination, absent from this trace, is naturally identied as the massless photon:
Vµ =
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From the electromagnetic minimal substitution











If we dene the electric charge of the positron as




= tan θW . (3.21)













] = cos2 θW (3.23)
holds true, in remarkable agreement with current precision data.
In the limit g′ → 0, the massive weak gauge bosons (W±,W 3) form another iso-triplet with
respect to the global SU(2)V subgroup. Consequently, this unbroken hidden symmetry ‘protects’ the
tree-level WZ mass relation (3.23) against large radiative corrections. These one-loop quantum cor-
rections grow logarithmically with the mass of the Higgs (which acts here as an ultraviolet cut-off), not
quadratically. The ‘custodial’ symmetry being a successful feature of the Standard Model, it provides
a rather severe constraint on any possible extension of its scalar sector. For illustration, a Two-Higgs-
Doublet Model (2HDM) characterized by a pair (H±) of physical charged scalars should display some
degeneracy in its scalar mass spectrum. Indeed, yet another iso-triplet can be formed with either a CP-






W →M2A0 , (3.24)




as is the case if a twisted custodial symmetry is imposed [22]. Note that new interesting LHC phe-
nomenology may take place within the second scenario since the absence of a ZZA0 coupling allows us
to consider A0 to be as light as 50 GeV.
3.2 Fermion masses, mixings, and phase
In the Standard Model of electroweak interactions, fermion masses are generated through arbitrary
Yukawa interactions. If the global SU(2)L× SU(2)R symmetry of the scalar sector is extended to the
fermions, we have












run in the (three-dimensional) generation space. Once the order parameter is frozen at its SU(2)V -inva-
riant v.e.v.,







we necessarily obtain equal mass matrices for the up and down quarks,
M up = M down, (3.29)
as happens for the nucleons [see Eq. (2.17)]. But here only the heaviest quark appears to satisfy an
approximate GoldbergerTreiman relation,
m top ≈ ytt v√
2
, (3.30)
with ytt ≈ 1. So, today the question is no longer why is the t quark so heavy but why are the other
quarks and leptons so light (see the elephant and the mouse)? In the Standard Model, different Yukawa
couplings to the right-handed quark elds are introduced to break the SU(2)V custodial symmetry. In
other words, the invariance under the global SU(2)R is explicitly broken, as was already the case when
gauging the kinetic term for the Goldstone bosons via Eq. (3.11). The order parameter χ transforms as
χ→ gLχg †R (3.31)
under the global SU(2)L× SU(2)R. With the local SU(2)L acting on χ from the left, let us write it in a
bi-doublet matrix form














(ipi1 − pi2). (3.34)
Indeed, if H transforms as a doublet under SU(2),
H → exp(iεaτa)H, (3.35)
so does (−iτ2H∗) since the Pauli matrices (2.8) satisfy the identities
(−iτ2)(−τ ∗a )(−iτ2)−1 = τa. (3.36)
Both the rst column (H) and the second column (−iτ2H∗) of χ transform as complex doublets under
the local SU(2)L× U(1)Y , with hypercharge Y = −1 and +1, respectively. Accordingly, the most
general gauge-invariant Yukawa interactions are given by
L Yukawa = −Y ijup Ψ0Li Hu0Rj − Y ijdown Ψ
0
Li(−iτ2H∗)d0Rj + h.c. (3.37)
In this way, the up and down quark mass matrices are unrelated and independent diagonalizations are




= V †u DuVu (3.38)
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= V †d DdVd (3.39)
with
Du = diag (mu,mc,mt) (3.40)






d = 1|. (3.42)
In the Standard Model of electroweak interactions, mixing angles arise from a misalignment between the
gauge interaction basis {q0} and the mass matrix basis {q} for the quark elds:
{q0} = V †{q}. (3.43)










and displays indeed a non-trivial CabibboKobayashiMaskawa (CKM) mixing matrix
VCKM ≡ VuV †d 6= 1| (3.45)
whenever
[Mu,Md] ≡ V †u [Dup, VCKMDdownV †CKM]Vu 6= 0. (3.46)
Note that the trace of any power of this commutator,
Tr [Mu,Md]n = Tr [Dup, VCKMDdownV †CKM]
n, (3.47)
denes an invariant which only depends on physical quantities, namely the quark masses in Du,d, the
mixing angles and, possibly, phases in VCKM.
In the Standard Model of electroweak interactions, phases indeed arise from the arbitrary, i.e.,
complex, Yukawa couplings [23]:
Yup,down 6= Y ∗up,down. (3.48)
Under the anti-unitary time-reversal operator [see Eq. (2.80)], each entry of the CKM mixing matrix is
complex-conjugated
VCKM
T→ V ∗CKM (3.49)
such that the invariant traces (3.47) transform as
Tr [Mu,Md]n
T→ (−1)nTr [Mu,Md]n. (3.50)
Consequently, we have a T violation in weak interactions once
Tr [Mu,Md]2n+1 6= 0 , n ≥ 1. (3.51)
A well-known theorem named in honour of A. Cayley and W. Hamilton asserts that any N × N matrix
C is the solution of its associated characteristic polynomial:
p(λ) = det(C − λ1|)⇒ p(C) = 0. (3.52)
Let us apply this theorem for the Hermitian matrix




 In the case of two generations (Ng = 2), it simply implies that
p(C) = (C − c1)(C − c2) = C2 − (Tr C)C + detC1| = 0. (3.54)
The matrix C being traceless, we have
C2 = −detC1|. (3.55)
After n iterations, we obtain
Tr [Mu,Md]2n+1 = (detC)n Tr [Mu,Md] = 0 (3.56)
and time-reversal is always valid.
 In the case of three generations (Ng = 3),
p(C) = (C−c1)(C−c2)(C−c3) = C3−(TrC)C2+12[(TrC)
2−Tr(C2)]C−detC1| = 0 (3.57)
and we now have
C3 − 1
2
[Tr(C2)]C − detC1| = 0. (3.58)
Taking the trace, we conclude that
Tr [Mu,Md]3 = 3 det[Mu,Md] 6= 0 (3.59)
and time-reversal is in principle violated.
Let us rst consider a toy theory to illustrate a possible connection between mass generation and
T violation. For that purpose, we simplify the avour mixing pattern by assuming purely democratic
transitions between the generations. In the two-generation case, it amounts to rotating the ds frame by









The generalization to the three-generation case is not obvious. Indeed, any dsb frame rotation rela-
tive to the uct one violates democracy. We are therefore forced to work in a complex space with the









 1 1 1ω 1 ω2
ω2 1 ω
 . (3.62)
This geometrical approach nicely conrms the previous mathematical theorem and exhibits the sharp
difference between two and three generations of quarks as far as T violation is concerned.
Inspired by a rather successful mass relation in the charged lepton sector [25],
(me +mµ +mτ ) =
2
3
{√me +√mµ +√mτ}2, (3.63)
let us implement the CKM mixing matrix (3.62) with a down-quark (Hermitian) mass matrix
Mdown =
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invariant under cyclic permutation (d3 discrete group) in the basis where the up-quark mass matrix is
diagonal:
Mup = diag (mu,mc,mt). (3.65)
Here, the misalignment given in Eq. (3.43) is due to the impossibility of simultaneous diagonalization
since the commutator of the two mass matrices reads
[Mu,Md] =
 0 b(mc −mu) b∗(mt −mu)−b∗(mc −mu) 0 b(mt −mc)
−b(mt −mu) −b∗(mt −mc) 0
 6= 0. (3.66)
Moreover, a T violation occurs in this simple ansatz with democratic mixings since
det[Mu,Md] = (mt −mc)(mt −mu)(mc −mu)(b∗3 − b3) 6= 0. (3.67)
The eigenvalues of the down mass matrix (3.64) are extracted from the relation
MdownVCKM = VCKMDdown (3.68)
and are given by
md = a+ b ω + b∗ω2
ms = a+ b+ b∗
mb = a+ b ω2 + b∗ω.
(3.69)
Consequently,
(b∗3 − b3) = 2i
9
(mb −ms)(mb −md)(ms −md)=(ω2) (3.70)
and the determinant of the [Mu,Md] commutator depends only on physical quantities (the quark masses
in Du,d and the phase in VCKM), as anticipated in Eq. (3.47).
A way to restore T invariance in this toy theory is to impose some mass degeneracy. For example,
in the limit b = b∗, the down mass matrix (3.64) is invariant under permutations (S3 discrete group) and
admits two degenerate eigenvalues (md = mb). In that limit the matrix is real and, consequently, T
conserving. Equivalently, a pseudo-rotation of 45◦ in the db plane allows us to rotate away the ω phase




































which appears to be of some relevance for neutrino physics.
Our simple ansatz dened by (3.64) and (3.65) for the quark mass matrices has revealed a deep
connection between mass splitting and T violation. It also provides a rather easy way to understand the
concepts of ‘unitarity triangles’ and ‘J -invariant’, respectively.
In general, for three generations, six independent unitarity triangles (UTs) in the complex plane
are expected from the unitarity constraints∑
j
(V †CKM)ij(VCKM)jk = 0 if i 6= k. (3.72)
In our toy theory (3.62), they reduce to a single equilateral UT dened by the relation











In general, for three generations, the T -violating invariant is dened by
det[Mu,Md] = 2i(mt −mc)(mt −mu)(mc −mu)(mb −ms)(mb −md)(ms −md)J (3.74)
with
J ≡ ±=[(V )ij(V †)jk(V )kl(V †)li]. (3.75)











The imaginary part of any possible ‘quartet’ (V )ij(V †)jk(V )kl(V †)li (no sum over avour in-
dices) being equal up to a sign, the absolute value of J is unique and, in fact, proportional to the area A
of any UT:
|J | = 2A∆. (3.76)
In our toy theory (3.62), we indeed obtain








A more realistic CKM matrix has of course to be considered to reproduce the full (K 0, B0) phenomeno-
logy. Expanding in the Cabibbo angle
θc = λ ≈ 0.23, (3.78)
one gets the following (very rough) pattern for the avour mixings:(
cos θc sin θc








 1 λ −λ3ω−λ 1 λ2
−λ3ω −λ2 1
 . (3.79)
At this level of approximation, we consider
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 one UT directly accessible at O(λ3) in Bd-physics:
(V †V )db = V ∗ud Vub + V
∗
cd Vcb + V
∗
td Vtb ≈ −λ3(ω2 + 1 + ω) = 0 (3.80)
 the invariant
J = =(V12V ∗22 V23V ∗13 ) ≈ λ6=(ω) ≈ 10−4. (3.81)
The hierarchy observed in the CKM mixing matrix may suggest that the phenomenon of avour mixing
is intimately related to the quark mass spectrum. Specic textures have indeed been proposed in that













which triggered so many attempts to derive the CKM matrix (3.79) from ‘horizontal’ symmetries acting
in the generation space. The large value conventionally extracted for the CKM phase may rather suggest





only depending on the number Ng of generations, not on a mass ratio. However, one should keep in mind
that there are in fact nine distinctive parametrizations (Pi) of the CKM matrix,∗ ∗ ◦∗ ∗ ◦
◦ ◦ ◦
 ∗ ◦ ∗◦ ◦ ◦
∗ ◦ ∗
 ◦ ◦ ◦◦ ∗ ∗
◦ ∗ ∗

P1 P2 P3◦ ∗ ∗◦ ∗ ∗
◦ ◦ ◦
 ◦ ◦ ◦∗ ∗ ◦
∗ ∗ ◦
 ∗ ◦ ∗∗ ◦ ∗
◦ ◦ ◦

P4 P5 P6◦ ◦ ◦∗ ◦ ∗
∗ ◦ ∗
 ∗ ∗ ◦◦ ◦ ◦
∗ ∗ ◦




each of them being obtained by imposing that one row and one column be real (see the circles in Pi). The
invariant quantity J [28] is indeed expressed in terms of four mixing matrix elements which always form
a ‘plaquette’ (see the asterisks in Pi). So, there are in principle nine independent phase conventions. For
illustration, the original KM parametrization corresponds to excluding the rst row and the rst column
(P3) for the phase, while the standard convention is equivalent to crossing out the rst row and the third
column (P5). However, any fundamental theory hidden behind the observed hierarchical quark mass
spectrum should privilege one of these nine parametrizations. In this respect, we note that one and only
one of them allows a small phase. By crossing out the second row and the second column (P2), we
obtain indeed Vub ∼ λ(e−iδ − 1) with a T -violating angle δ of the order of 1◦:




Within this parametrization P2, the three angles are roughly equal to λ and the smallness of the J in-
variant is accounted for by the smallness of the phase (J ≈ λ4δ). A natural relation between the CKM





consistently disappears in the decoupling limit (mb →∞) for the third generation.
3.3 Matter–antimatter asymmetry
In the Standard Model of electroweak interactions, Eq. (3.37) implies that all the currently observed T -
(or CP -) violating phenomena originate from the complex (CPT -invariant) Yukawa couplings Y of the
Higgs eld h to the quarks since














In that sense, CP violation is our second compelling argument in favour of a single Higgs eld, the rst
one being the custodial symmetry at the source of a natural zero photon mass. A multi-Higgs-doublet
model generically produces a massive photon as well as a large neutron electric dipole moment.
However, there is no natural way to guarantee Hermitian quark mass matrices in this Standard





under parity which interchanges left-handed and right-handed elds in Eq. (3.87). But we cannot impose
this discrete symmetry on the whole theory since the weak gauge interactions are known to violate parity.





d ] ≡ det[D2up, V D2downV †]
= 2i(m 2t −m 2c )(m 2t −m 2u )(m 2c −m 2u )(m 2b −m 2s )(m 2b −m 2d )(m 2s −m 2d )J.
(3.90)




T→ −det[MuM †u ,MdM †d ] (3.91)




P→ + det[M †u Mu,M †d Md] (3.92)




A diagonalization in two steps is then necessary to bring both mass matrices into their diagonal, real
form dening the physical quark states. First, one exploits the fact that the right-handed quark elds are
sterile with respect to the charged weak currents to eliminate UR through a chiral transformation. In this
rst step, the QCD axial anomaly in Eq. (2.76) just holds back the avour singlet phase with angle
θM = arg det(UuRU
d
R) 6= 0. (3.94)
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The second step consists then in a vectorial transformation acting equally on the left- and right-handed
up (down) quark elds to diagonalize the remaining Hermitian matrices Hu(d). The observed mass
hierarchy for the up and down quarks then gives
2im 2t mcm
2
b msJ ≈ det[Hu,Hd] 6= 0. (3.95)
In other words, the maximal parity-violation in the quark charged currents (3.44) implies that the θM
and δCKM angles are totally unrelated at the tree level. On the one hand, strong CP violation in avour




P→ − arg det(UuRUdR). (3.96)
And this is precisely what is required to generate an electric dipole moment for the neutron, as already
displayed in Eq. (2.106):
dn ≈ θ ×10−16 e.cm. (3.97)
On the other hand, weak CP violation in (V A) avour-changing transitions occurs through a T -viola-
ting quantity which is P -even but C-odd since
det[Hu,Hd]
C→ −det[Hu,Hd]. (3.98)
And this is precisely one of the necessary ingredients to dynamically generate the matterantimatter





= (6.1± 0.2) ×10−10. (3.99)
From the magnitude and the quantum number assignment of its two independent sources of T violation:








≈ 10−14 ; JPC = 0+−
(3.100)
we conclude that the Standard Model of strong and electroweak interactions does not seem to be able
to produce enough baryon asymmetry. However, both sources are deeply connected to the quark mass
spectrum: the former vanishes if one quark is massless (say, mu = 0), while the latter can be rotated
away if two quarks with same electric charge are degenerated (say, md = ms). So one may conjecture
that they have in fact the same magnitude. If such turns out to be the case, |θ| ≈ 10−14 and one expects
a neutron electric dipole moment around 10−30 e.cm.
4 Conclusions
Gauge invariance and time-reversal symmetry provide us with some (modest) steps towards a possible
unication of the fundamental interactions. These symmetries explain, for example, why the weakest
among the four known basic forces of nature, i.e., gravity, may dominate in the celestial environment
(from the spherical shape of planets to the expansion of the Universe).
 Electromagnetic and gravitational interactions indeed obey gauge invariance which requires mass-
less messangers; so they both lead to long-range forces. However, time reversal applied on the
corresponding connections (−iA and Γ, respectively) disentangles them: screening only occurs
for spin-1-mediated interactions between opposite-sign charges, not for spin 0 or 2 ones which




 Strong and weak interactions get round gauge invariance through the subtle mechanisms of con-
nement and spontaneous symmetry breaking, respectively. In this way, T violation is peculiar to
short-range nuclear forces.
This striking correlation between gauge invariance and time-reversal symmetry challenges us.
Questions at issue are the unexpectedly tiny value of the cosmological constant Λ in the EinsteinHilbert
action and of the angle θ in the QCD action. A direct observation of non-baryonic dark matter and of the
neutron electric dipole moment could bring these fundamental questions to a successful conclusion.
It is needless to emphasize that a theoretical understanding of the full fermion mass spectrum or
(and) the discovery of the Higgs boson would be a major breakthrough in any case.
 If the Higgs boson turns out to be elementary, it will open the door to other hypothetical scalar
elds (quintessence, inaton, axion etc.) invoked to solve further theoretical puzzles (dark ener-
gy, homogeneity, electric dipole moments etc.) in cosmology and particle physics. Moreover, its
Yukawa interactions which are genuine sources for T violation would be promoted to the rank
of the fth fundamental interaction and the issue of universal coupling reopened. Our knowledge
about the gravitational interactions may help us in that venture. At this point we simply note that in
the historical Thomson experiment which led to the discovery of the rst elementary particle, only
charged particles could feel the electric eld, not neutral ones. Similarly, in the early Nordström
theory, only massive particles could feel the gravitational eld, not massless ones. So, the Higgs
boson in its present formulation looks more like a scalar graviton. Could the analogy with a more
successful background-independent theory of gravity guide us towards a geometrical interpretation
of the Yukawa interactions?
 If the Higgs boson proves not to be elementary, no doubt the strong interactions will continue to
inspire us in the quest for our precise weight. After all, less than 5% of the matterenergy content
of our Universe is currently understood.
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Abstract
IceCube is a 1 km3 neutrino detector which is now under construction at the
South Pole. IceCube will search for neutrinos from astrophysical sources, with
energies from 100 GeV up to 1019 eV. In addition to detecting astrophysi-
cal neutrinos it will also search for neutrinos from WIMP annihilation in the
Earth and the Sun and look for low-energy (MeV) neutrinos from SuperNovae.
AMANDA, the predecessor of IceCube, has been taking data in its nal con-
guration since 2000. This smaller detector has a denser spacing of optical
modules and is therefore sensitive to neutrinos of lower energies. Results will
be shown from the analysis of 7 years of AMANDA data and from prelim-
inary analyses of data taken with IceCube in 2007, in its conguration with
22 strings. In the near future, AMANDA will be replaced by the Deep Core
detector, a purpose-built, low-energy extension of IceCube.
1 Introduction
Astronomical observations traditionally exploit a wide range of the wavelengths of the electromagnetic
spectrum. Photons are abundantly produced in astrophysical processes, and relatively easy to detect.
However, they are absorbed by interstellar matter and in interactions with infrared radiation or the cosmic
microwave background and therefore do not reach us from the interior of stars or from far away regions
of the universe. Gamma rays with TeV energies travel distances of about 100 Mpc, but at PeV energies
they barely reach us from the edge of our galaxy.
High-energy cosmic rays constitute another probe of the universe. Cosmic rays consist mostly of
protons with a small admixture of helium and heavier nuclei [1]. They were discovered by Victor F. Hess
in 1912 [2] and since then have been studied extensively with space-borne and ground-based detectors.
At a given energy the range of protons is larger than that of photons. However, protons are deected by
the intergalactic and interstellar magnetic elds and the information on the direction back to their sources
is lost. Figure 1 shows the measured all-particle cosmic-ray energy spectrum, extending over more than
30 decades out to about 1020 eV. The feature around 5 × 1015 eV is called the ‘knee’ and indicates a
change in slope from E−2.7 to E−3.1. A attening called the ‘ankle’ is observed at about 3 × 1018 eV.
A cut-off is nally expected because of interactions with the cosmic microwave background radiation
(CMB). For protons this occurs through the resonant reaction p + γ → ∆+ → N + pi. For nucleons, the
so-called GreisenZatsepinKuzmin (GZK) cut-off [3] is around 5 × 1019 eV. Although all Ultra High
Energy Cosmic Ray (UHECR) experiments have detected events of energy above 1020 eV, the spectral
shape above the ankle is still not well determined [4].
Considering the broken power-law shape of the cosmic-ray energy spectrum, it is commonly be-
lieved that the mechanisms causing the acceleration of these charged particles might be connected to
diffuse shock phenomena, with different types of sources contributing to uxes with different spectral
indices. Enrico Fermi realized that charged particles crossing back and forth over a moving shock-front
can get accelerated to very high energies due to stochastic scattering processes of moving magnetized
plasma-clouds, and showed that the resulting energy spectrum follows a power law [5]. It is generally
assumed that cosmic rays in the energy range below the knee are of galactic origin, accelerated in shocks
originating in supernova explosions. For energies above the knee, galactic magnetic elds are not strong
enough to conne the cosmic rays and it is likely that the sources of these particles are to be found be-
yond the Milky Way. Actually, at the very highest energies proton astronomy might be possible since
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the magnetic deection decreases with energy. Unfortunately, these protons are extremely rare (fewer
than 1 per km2 per year) and their range is limited by the GZK cut-off. In November 2007, however, the
Auger Collaboration reported [6] a correlation of the arrival directions of the highest energy cosmic rays
with Active Galactic Nuclei (AGN) at distance less than 75 Mpc. Twenty of 27 events with energy above
6× 1019 eV arrive at an angle less than 3.1◦ from the position of a nearby AGN.
High-energy neutrinos emerge as extremely interesting cosmic messengers. Unaffected by inter-
galactic magnetic elds and weakly interacting, neutrinos should be able to penetrate regions opaque to
protons and photons, and point straight back to their sources. They are the only available long-range
directional carrier of information about the origin of cosmic rays. There are many potentially interesting
astrophysical sources of high-energy neutrinos. Extra-galactic objects like AGN or Gamma Ray Bursts
(GRB), and galactic objects like micro-quasars or SuperNova Remnants (SNR), are characterized by the
presence of violent shock waves in which particles are accelerated. Ultra-high energy (UHE) neutrinos
originate in decays of pions and kaons produced when protons, accelerated to ultra-high energies by
these ‘cosmic accelerators’, interact with radiation or matter in the vicinity of the sources. For these
processes one expects the neutrino spectrum to follow a power law of the form dN/dE ∼ E−2.
For the detection of neutrinos with energies in the TeV to EeV range observatories of cubic kilo-
metre scale are needed. Pioneering experiments like BAIKAL [7] demonstrated the detection tech-
nique, while prototypes such as AMANDA [8] and ANTARES [9] are exploring the possibilities of
using Antarctic ice or deep water to build large telescopes reaching astrophysical sensitivity. With the
construction of IceCube going on, the technological obstacles confronting cubic-kilometre neutrino de-
tectors have been overcome, and high-energy astrophysics enters an era of opportunity and discovery, as
the sensitivity of the detectors approaches astrophysically relevant uxes.
2 The AMANDA and IceCube detectors
The IceCube detector at the South Pole [10] is the largest neutrino detector in history. Its mission is
the observation of high-energy neutrinos from extra-terrestrial origin. The detection of muon neutrinos
is based on the measurement of the track of the muon produced when the neutrino interacts through
a charged current (CC) process in or just below the instrumented volume. Electron and tau-neutrinos
will yield cascade-like events. For very-high-energy tau-neutrino events the neutrino interaction is far
enough from the tau-lepton decay vertex and a double-bang structure is observed. At relativistic energies
the charged lepton produces Cherenkov light along its path. This light pattern is recorded by an array of
photomultiplier tubes. The arrival times of the Cherenkov photons determine the direction and angle of
the muon, while the number of photons registered is related to the muon energy.
The IceCube design employs 80 uniformly distributed strings, each one equipped with 60 digital
optical modules (DOMs) (Fig. 2). The DOMs are installed in the Antarctic ice-cap at depths between 1.5
and 2.5 km. The strings are placed at distances of 125 m from each other, matching the light absorption
length of about 100 m. In 2008, data were taken with 40 strings, while in the 2008/2009 austral summer
19 more strings were deployed. The full completion of the detector is foreseen for early 2011.
The AMANDA detector [8], (Fig. 2), the predecessor of IceCube, is completely embedded in Ice-
Cube, and contains 677 optical modules spread over 19 strings of 500 m length. AMANDA was deployed
in several phases, and during 1997 and 1999 it consisted of between 10 and 13 strings (AMANDA-B10
detector). AMANDA has been taking data in its nal conguration since 2000. Because of the denser
spacing of optical modules, AMANDA has a lower threshold, of the order of 30 GeV.
The third component of the detector is IceTop [10], (Fig. 2), an air shower array located at the
surface of the ice-cap. IceTop uses the same DOMs as the in-ice device, and consists of four DOMs
in two ice tanks on top of each IceCube string. Combining IceTop data with data from the in-ice array
allows the study of the cosmic-ray composition on the region of the ‘knee’ (Fig. 1), extending earlier




The expected high-energy neutrino signal rates are of the order of a few (tens) events per km2 per
year. The detector will trigger mainly on atmospheric muons originating in the Southern sky (downgoing
muons), and muons induced by atmospheric neutrinos originating in the Northern sky (upgoing neutrino-
induced muons). The atmospheric muons originating in the Northern sky will be absorbed by the Earth.
In order to reduce the sensitivity for downgoing atmospheric muons, the DOMs are placed with the
sensitive cathode oriented towards the bottom of the detector. The IC40 trigger rate is around 1300 Hz,
while the data volume amounts to a few 109 events per year, corresponding to about 10 Tbyte.
IceCube is being deployed in deep clear ice, where the absorption length is around 100 m and
the scattering length ranges from 20 m to 40 m. Vertically the ice is characterized by different dust
layers related to climate changes in the last glacial period in the late Pleistocene. Knowledge of the
dust concentration is essential to model the detector response in the simulation. For this purpose the
PHOTONICS software package [12] was developed.
3 Main results
IceCube is designed to identify and reconstruct all three avours of neutrinos: νµ, νe, and ντ . Figure 3
shows examples of these three topologies. The events are reconstructed using algorithms designed to
select these events based on their different topologies: long tracks for muons, blob-like cascade events,
τ double-bang events, etc. Here we shall focus on muon reconstruction. The reconstruction of muon
tracks is performed on the basis of the arrival times of the light signals at the hit PMTs. At energies
above 1 TeV, the angle between the neutrino and the reconstructed muon is less than 1 degree (see
Table 1). For track-like events the energy resolution is of the order of 0.30.4 in log10 E. For electron
and tau events the direction of the neutrino cannot be well reconstructed, but the energy can be measured
with a resolution of 0.18 in log10 E, see Table 1. Muons are initially reconstructed with a rst-guess
algorithm which ts the photon arrival times. Later reconstruction methods use maximum-likelihood
ts which use probability distribution functions which account for the photon scattering and absorption.
These functions are depth dependent to account for the varying optical properties of the ice.
Icecube and AMANDA study a wide range of physics topics: searches for point sources of νµ,
for diffuse uxes of extra-terrestrial νµ, νe, ντ , for neutrinos from GRBs, for neutrinos from Weakly
Interacting Massive particles (WIMPs) accumulated in the Earth and the Sun; studies of atmospheric ν;
searches for MeV neutrinos from SuperNova collapse; and searches for a variety of exotic signals.
The results obtained with the AMANDA and IceCube telescopes were recently summarized in
Ref. [13].
In all the neutrino studies the background is very large. The ratio of downgoing atmospheric
muons to upgoing neutrino-induced muons from atmospheric neutrinos is about 106 : 1, so stringent
cuts are required to eliminate background. Cuts are applied to the reconstructed zenith angle, likelihood
of the t, and on the quality of the track reconstruction. Figure 4 shows the zenith angle distribution
of data obtained with the IC22 detector and the expectations from Monte Carlo simulation. The data
and simulation are in good agreement; after all cuts the upward sample is dominated by atmospheric
neutrinos.
3.1 Atmospheric neutrinos
As outlined above, several ltering steps are needed to obtain a rejection power of about 106. After these
ltering steps a rather pure sample of upgoing atmospheric muon-neutrino events remains. The energy
distribution of the atmospheric neutrinos observed with AMANDA II in 200006 is shown in Fig. 5,
together with the predictions from two popular models [14, 15]. The data were obtained from 1387 days
of livetime; at the nal ltering level, the atmospheric νµ sample consisted of 5511 events and had a
purity of approximately 99%. The estimate of the muon energy was given by the number of OMs hit, or
Nch. The fact that the observed spectrum is consistent with the two model predictions for the atmospheric
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ux at low energies allows us to place a limit on the magnitude of any possible diffuse muon neutrino
ux with a harder spectrum, for example due to the prompt decay of charmed particles in atmospheric
air showers or to a population of unresolved astrophysical sources (see Section 3.2).
3.2 Diffuse neutrino flux
The summed ux of extra-terrestrial neutrinos, not ascribable to individual sources, is called ‘diffuse’.
The observations integrate over the full Northern sky and over long time periods. The most important
background to the astrophysical neutrinos consists of the atmospheric neutrinos. This background has a
spectrum which varies like E−3.7 while the extra-terrestrial neutrinos are expected to have a harder, E−2,
spectrum. Hence one expects the energy spectrum to contain an excess at high energies. The search for
a diffuse ux of high-energy neutrinos was conducted in the following way.
 The high-energy end of the atmospheric muon-neutrino spectrum was analysed to estimate a pos-
sible excess (see Section 3.1).
 TeV to PeV muon-neutrinos were searched for using upgoing well-reconstructed muon tracks.
 Neutrinos from all avours were searched for with an analysis dedicated to TeVPeV cascade
events.
 At very high energies (PeVEeV) the neutrino cross-section becomes very large and the Earth
becomes opaque for upgoing neutrinos; hence a dedicated search was performed for downgoing
and horizontal cascade events.
For all analyses the selected events were compared statistically to the expected background. No excess
above the background expectation was found and upper limits were set on possible neutrino uxes, as
shown in Fig. 6. The results are discussed in Ref. [17].
3.3 Point sources
The primary goal of AMANDA and IceCube is the detection of astrophysical sources of high-energy
neutrinos. Potential sources include Active Galactic Nuclei (AGN) and Gamma Ray Bursts (GRBs).
An all-sky search was performed for localized sources in the Northern sky. An unbinned maximum
likelihood search was performed using a sky map of 6595 upward-going neutrino events collected by
AMANDA over 7 years (3.8 years of livetime). With these data, a signicance of the deviation from a
background uniform in right ascension (α) was calculated for all points with declinations (δ) between
−5◦ and 83◦. The results are shown in Fig. 7 [18]. The most signicant point in the sky has a signicance
of 3.38σ, at δ = 54◦, α = 11.4 h. The chance probability of observing a maximum signicance of at
least 3.38σ is determined by performing the search on sky maps randomized in right ascension and
is found to be 95%. A similar search was performed with the data taken with the IC22 detector in
2007. Searches were also performed for neutrinos from directions corresponding to catalogued gamma-
ray sources. No statistically signicant excess was found. More details can be found in Ref. [13]. The
AMANDA and IceCube sensitivities for neutrinos from point sources and measured ux limits are shown
in Fig. 8.
3.4 Indirect dark matter searches
AMANDA has been used to search for indirect evidence of WIMPs that have accumulated in the grav-
itational wells of the Earth and the Sun. This search is complementary to those conducted by direct
detection experiments because such experiments constrain models with spin-independent neutralino
nucleon scattering, while neutralino capture in the Sun is mainly sensitive to spin-dependent processes.
Searches for neutralino-induced muons from the centre of the Earth were performed with the data taken




the AMANDA-II data taken in 200103 (689 days livetime) were searched for a similar signal with em-
phasis on neutralino masses below 250 GeV, by exploiting a dedicated low-energy trigger (the string
trigger) [23]. No evidence for a signal was found and 90% C.L. upper limits were set on hypothetical
muon uxes from neutralino annihilations, see Fig. 9. The AMANDA-II data taken in 2003 (150 days
livetime) were searched for neutralino-induced muons originating in the Sun [24]. A similar analysis was
performed with data taken by the IceCube-22-string detector in 2007 (104 days livetime) [25]. There was
no evidence for a signal and upper limits were set on possible muon uxes, see Fig. 10. Because of the
sparser spacing of the DOMs in IceCube, the latter analysis was limited to neutralino masses of 250 GeV
and higher.
Figures 9 and 10 show the AMANDA and IceCube upper limits on the muon ux from neutralino
annihilations into hard neutrinos in the Earth and the Sun, together with the results from other indirect
searches [26]. The limits have been rescaled to a common muon energy threshold of 1 GeV using
DARKSUSY [27]. Also shown are the cosmologically relevant MSSM models [28] allowed (markers)
and disfavoured (dots) by the direct search results from CDMS [29] and XENON10 [30]. In the near
future, improvement in sensitivity is expected from extending the search to the full 200006 AMANDA
data set. After ve years of data taking in its nal conguration, IceCube will be sensitive to uxes from
neutralino annihilations in the Earth and the Sun which are a factor 510 smaller than the present limits
(see Figs. 9 and 10). We plan to extend the detector with Deep Core, a densely instrumented array placed
in deep very clear ice [31]. This will allow us to extend the sensitivity for dark matter searches with
IceCube down to 50 GeV (see Figs. 9 and 10).
4 Outlook
The construction of the IceCube detector will be completed in the 2010/11 austral summer. In the near
future, AMANDA will be replaced by the Deep Core detector [31], a purpose-built low-energy extension
of IceCube, see Fig. 2. This densely instrumented array will consist of six strings of 60 high quantum
efciency DOMs and will be installed in deep very clear ice, where the scattering length is around 40 m.
The rst two Deep Core strings were deployed during the 2008/09 austral summer. In order to extend
the sensitivity of IceCube towards very high energy it is envisaged to add radio and acoustic detectors in
the ice [32], [33].
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Table 1: Best values obtained for AMANDA and expected for IceCube observables
Track-like events IceCube AMANDA
Angular resolution < 1◦ 2◦3◦
Energy resolution (log10 E) 0.30.4 0.30.4
Field of view 2pi 2pi
Cascade-like events IceCube AMANDA
Energy resolution (log10 E) 0.18 0.18
Field of view 4pi 4pi
Fig. 1: All-particle cosmic-ray spectrum. From a compilation by S. Swordy for J. Cronin, T.K. Gaisser, and S.P.
Swordy, Sci. Amer. 276 (1997) 44
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Fig. 2: Schematic view of the IceCube detector with 80 in-ice strings and, on the surface, 80 IceTop stations, one
above each string location. The grey cylinder represents AMANDA. The grey cylinder at the bottom represents




Fig. 3: Event displays for (top) an actual muon (or muon bundle) in the IceCube 40-string detector (IC40), (middle)
simulated νe event and (bottom) simulated double-bang ντ event. The colours indicate times, from red (earliest)
to blue (latest).
Fig. 4: Zenith angle distribution of atmospheric muon-neutrinos in the IceCube 22-string detector (IC22). The
crosses represent data taken in 2007, the shaded histogram shows the prediction from simulated atmospheric neu-
trinos, and the open histogram the prediction for atmospheric muons.
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Fig. 5: Angle-averaged νµ + ν¯µ atmospheric neutrino flux (solid band, 90% C.L.). The dotted line shows the
central best-fit curve. Also shown is a previous result from Super-Kamiokande data (GGMR [16]). The full and
dashed lines show the calculations from two theoretical models, see text.





Fig. 7: Map (equatorial coordinates) of pre-trial significances obtained from an unbinned point source search using
the 2000–06 AMANDA data set (3.8 yr livetime)
Fig. 8: E−2 νµ flux limits from final AMANDA analysis (3.8 yr livetime), from MACRO [19], and Super-
Kamiokande [20]; E−2 νµ sensitivity for final AMANDA analysis (3.8 yr livetime) and from IceCube-9-string
analysis [21]; predicted sensitivity for ANTARES [22] and IceCube (80 strings). The AMANDA and IceCube νµ
and ντ limits are divided by 2 for comparison with limits on only νµ.
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Fig. 9: 90% C.L. upper limits on the muon flux from hard neutralino annihilations in the centre of the Earth,
compared to other indirect searches and to direct searches, see text
Fig. 10: 90% C.L. upper limits on the muon flux from hard neutralino annihilations in the Sun, compared to other




We think, therefore we can be tricked
G.C. Cornelis
Vrije Universiteit Brussel, Brussels, Belgium
Abstract
This review article concerns the human aspect of science. I describe (in a more
or less interactive way) some flaws of cognition, biases, illogical reasoning,
social validation—imperfections that also have an impact on a scientist’s daily
work. This paper is based on the presentation given during the 2008 European
School of High-Energy Physics.
1 Introduction
A prologue explains the title of this contribution and gives a brief introduction to the philosophical
position regarding the attainment of certainty. The next part concerns some flaws of reasoning (biases),
while the final part deals with the contemporary view of science as a mainly sociological phenomenon.
Owing to the specificity of the initial presentation, this paper has no pretension to completeness on the
topic.
2 Prologue
René Descartes (1596–1650) was searching for a solid base on which to build his world-view. Of course,
so are all philosophers, but Descartes’ solution was new, because he found an answer linking ontology
to cognition. Descartes thinks about the problem, so at least he is thinking. He cannot think without
existing, so if he thinks, he exists. “I think, I am”, he concluded. Later on ‘therefore’ was added:
“Cogito, ergo sum”. There was doubt about everything, but Descartes was sure about two things: (1) that
he was thinking, and (2) that God Almighty had to be honest. An evil god could decide to trick Descartes
and give him the impression that he was thinking. The method of rational doubt delivered certainty:
Descartes had to acknowledge he existed. He came to this conclusion through deduction: merely in a
rational way, without any reference to sensory perception.
It is the essence of philosophy to answer the question of what can we be certain. The sceptics as
far back as the 4th century B.C. stated that no certainty could ever be obtained about anything, so the
only adequate method of dealing with the world consisted in avoiding to judge (about matters beyond
daily life). The only way to know something about the world was through sensory perception, but since
(1) the senses could easily be deceived and (2) the senses can only tell us something about what can be
perceived, it was common sense not to decide.
3 We are perfectible
We think, we see, and our brain lacks perfection. Neurological processes fail and make memory func-
tions fallible. Our ability to solve problems is highly dependent on our working memory capacity [1].
Experiences that we think are ours, are imprinted [2]. We have recollections of things never before
encountered: the phenomenon of reminiscence [3, 4]. Sense perception is inadequate: the world is in
the eye of the beholder. We see things that are simply not there, because of processes that, again, fill
in the gaps. Indeed, the imaging and recollecting of data ‘suffer’ from the same phenomenon and the
combination results in the fact that we construct our ideas: “the intimate connection of perception and
memory allows people to build elaborate episodes from simple stimulus events” [5]. Try to memorize the
following words: thread, knitting, thimble, eye, sewing, pointed, sharp. Then say which of the following
words appeared in the original list: door, sewing, stick, needle. Only the word ‘sewing’ was there, but
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many say ‘needle’ too. It is a normal standard error which implies a normal functioning memory. But
incorrect recollections such as this one are very frequently made [6].
Besides these shortcomings of the brain—some scholars find these not to be shortcomings at all,
because they do give an evolutionary advantage to the species—many biases clog up our reasoning [7].
The confirmation-bias makes people look for positive results. Whatever confirms our ideas is noted,
while contradictory information is neglected. Any affirmative conclusion is considered more valuable
than a contradictory one. We want our hypotheses to be confirmed. We will continue to search for
confirmation. We look for confirmations all day long. We want to hear how good we are. We are
more susceptible to confirmations. It is difficult to acknowledge a contradiction. Confirmations are
remembered easily, contradictions we tend to forget.
The base-rate fallacy focuses on the observation that valuable information is shielded by noise
or not correctly taken into account. When people are confronted with the so-called taxicab problem,
they give the wrong answer: they do not take the relative distribution of cabs into account: ‘A cab was
involved in a hit-and-run accident at night. Two cab companies, the Green and the Blue, operate in the
city. You are given the following data: (i) 85% of the cabs in the city are Green and 15% are Blue.
(ii) A witness identified the cab as a Blue cab. The court tested his ability to identify cabs under the
appropriate visibility conditions. When presented with a sample of cabs (half of which were Blue and
half of which were Green) the witness made correct identifications in 80% of the cases and erred in 20%
of the cases. Question: What is the probability that the cab involved in the accident was Blue rather than
Green?’ [8]. Subjects say it was a Blue cab, while it is more probable that it was a Green one. Whatever
the explanation for the fallacy might be (some psychologists do not agree [9]), the fact remains that we
do not think logically at all times. Given that ‘Linda is 31. She had a cat and a dog, at the age of six. She
always adored pets. She signed up with Greenpeace’, what do you think is Linda’s profession? Does she
work in a bank or does she work in a pet store? There are more banks than pet stores (base rate), so it
is more likely that she works in a bank (although most probably she does own a dog and/or a cat). We
rather take stereotypes into consideration: somebody who adores cats and is a member of Greenpeace
must be working in a pet shop.
Other experiments confirm our illogical thinking. Consider the following: ‘Linda is 31. She had
a cat and a dog, since the age of six. She always adored pets. She signed up with Greenpeace.’ Order
from more likely to less likely: (1) Linda is a veterinarian, (2) Linda works in a bank, (3) Linda is a
veterinarian and a vegetarian. Most people will answer that Linda is probably not a bank teller, and most
probably a veterinarian and a vegetarian. However, there are more people who work in a bank than are
veterinarians, so it is more likely that Linda works in a bank (base-rate fallacy). It is difficult to know
whether there are more vegetarians than veterinarians, but this does not matter: there are always more
veterinarians than veterinarians that are vegetarians at the same time, since the set of veterinarians and
vegetarians is a subset of all veterinarians. This is called the conjunction fallacy [10].
How many animals did Adam put in the Ark? Attention! This question concerns the number of
animals of a particular kind and not the total number of species. So what is the answer? None, because
Adam is not Noah. We focus on what is conspicuous; we focus on what we are focused on. By the
way, ‘two’ is also wrong, because according to Genesis, chapter 7, you have to “take with you seven of
every kind of clean animal, a male and its mate, and two of every kind of unclean animal, a male and its
mate, and also seven of every kind of bird, male and female, to keep their various kinds alive throughout
the earth.” We are gullible. If we are asked to connect five dots prefiguring a house, to draw the house,
and subsequently to connect nine dots (three rows of three in a square) by drawing four straight lines
that need to be connected, we are indoctrinated by the former task and it is hard to succeed in the latter,
simply because we cannot think beyond the apparent square. However, nobody said that we had to draw
a square!
A conclusion reached without considering problem-free instances is called pseudo-diagnostic [7].




1986: because NASA did not take the problem-free flights into consideration (flights where there were
no problems with the parts identified as not functioning correctly and designated as the culprit for the
explosion), the correct correlation between outdoor temperature and O-ring failure was not found [11].
When an audience is asked at what time one went to sleep the day before (At ten? Eleven?
Midnight?), subsequently whether anybody had sex during the previous weekend, and finally who looked
around before answering the first two questions, it becomes clear what ‘social validation’ leads to. We
want to inform ourselves about what others did in order to make up our own mind.
When we read texts, look around, hear messages, we can not be sure we will draw the correct
conclusions. Even if we read the following attentively—‘Finished files are the result of years of scientific
studies combined with experience of years’—and are asked to count the number of times the letter f is
printed in that sentence, some count only three, four or five letters, while there are actually six f’s present.
Several explanations can be given (only a small part of our sight is sharp, short words are read as holes,
etc.), nevertheless it is quite clear that we can easily be tricked. So many illusions confirm this [12]. Give
consideration to the following text : “Acocdrnig to an Elgnsih unviesitry sutdy the oredr of letetrs in a
wrod dosen’t mttaer, the olny thnig thta’s iopmrantt is that the frsit and lsat ltteer of eevry word is in the
crcreot ptoision. The rset can be jmbueld and one is stlil able to raed the txet wiohtut dclftfuiiy.” No
problem reading it?
What if a scientist has to count the number of basophilia when looking through a microscope?
Can she be misled? What if she is so eager to find many? (Confirmation bias) What if the situations in
which the basophil count remained insignificant were not taken into consideration? (Pseudo-diagnostics)
What if she was influenced by the group dynamics and said she found as many as her colleagues? (Social
validation) Her work could result in the confirmation of the thesis that water has memory; and it did. All
researchers of a centre were misled by themselves (and a bit by the head of the centre). A team of other
scientists (led by Nature’s famed editor John Maddox) and an illusionist, James Randi, could falsify the
claim [13].
4 Scientists and laymen alike
For years philosophers of science focused on the disciplines to figure out what science is all about.
Before Thomas Kuhn’s The Structure of Scientific Revolutions, normative studies ruled (philosophers
saying what scientists should do) and afterwards the descriptive way took over (how does science actually
develop?). Only during the last three decades did it become clear that the human aspect had an impact
on scientific development; scientists themselves became worth studying. Psychologists and sociologists
showed interest.
With Bruno Latour and Steve Woolgar [14] the anthropologist’s approach was introduced. How
do scientists interact? What do they actually do? Scientists would be studied as if they were members
of a newly discovered tribe, without prejudice, nor cultural and philosophical presuppositions. Their
conclusion was that scientific facts are actually made by a network of scientists. Science might be a
very special kind of activity, but it remains a human activity. Because, evidently, individual humans are
involved, all the above-mentioned influences need to be ruled out—as far as possible. In contemporary
philosophy of science the position is taken that science is to a great extent a social activity, and, as such,
is extensively influenced by everything that determines human behaviour [15]. According to Latour,
for example, science needs to acknowledge the many social actors that make it happen. In the end,
everybody contributes to science. It is the grand scale of the enterprise that renders scientific knowledge
trustworthy [16].
Some scientists were not pleased with what they heard. Those sociologists, psychologists, philoso-
phers of science. . . those philosophers all needed a lesson! So Alan Sokal, a mathematician, wrote a hoax
paper and submitted it to Social Text (a respected journal in the humanities). Sokal’s paper [17] was pub-
lished and as soon as possible the blunder was brought into the open. Of course, it is a fact that a few
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sociologists, philosophers, and psychologists do use scientific concepts illegitimately or uncritically—the
postmodern psychoanalyst Jacques Lacan used i (
√−1) as a symbol for the phallus—but these scholars
are a minority, whose theories are received with scepticism by the rest. The so-called ‘war of the sci-
ences’ began—and is still ongoing. The only way to end it is to respect each other’s work—remaining
sceptical at all times.
5 Conclusion
Scientists are men and women like everybody else. The scientific enterprise makes it possible to eliminate
to a great extent the human shortcomings (biases, flaws, etc.) that govern thinking. However, people make
facts, people make science, and the scientific enterprise is, according to the contemporary philosophy of
science, an endeavour with clearly irrational aspects. Scientists, a fortiori, think; therefore they can be
tricked by reality.
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Igor Altsybeev Dimuon physics at CMS
Pavel Batyuk DubTo experiment — two-prong interactions at 106 MeV
Camille Bélanger-Champagne ATLAS tau trigger efficiency with first data
Paolo Beltrame Hadronic cross-section measurements at KLOE
Anastasia Bolshakova HARP experiment
Pavel Bunin Preliminary results of combined ES/EE/HE/TBO7
Sue Cheatham Bremsstrahlung recovery in the ATLAS inner detector
Nicholas Cripps Vector-boson fusion H → ττ at CMS
Céline Degrande MHDM with custodial symmetry
Gyulnara Eyyubova V2 measurements using the CMS detector at LHC
Nasim Fatemi-Ghomi Double-beta decay study of 150Nd in the NEMO3 detector
Pedro Manuel Ferreira da Silva Prospects to measure B(t→Wb) with the CMS experiment
Manuel Hita-Hochgesand K±µ3 form-factor measurement with the NA48/2 experiment
Christopher Jackson Tracking studies for SuperNEMO
Alexander Kobyakin Search for double beta-decay of 136Xe using tracking detector
‘DEVIS’ (ITEP)
Susanne Kühn Comparison of fast and full simulation in vector-boson fusion
H → tt(lh) in ATLAS
Judita Mamuzic Trigger presenter — online monitoring presenter for the ATLAS
high-level trigger
Clemencia Mora Herrera A search for the light top squark with the ATLAS experiment
Katie Oliver Charged-current interactions at ZEUS at HERA
Alexandre Payez Axion-like particles and polarization of quasars
Antonio Pérez-Calero Yzquierdo The muon and track strategy for the LHCb high-level trigger
Elena Plotnikova Astrophysical studies by the NUCLEON space experiment
Loic Quertenmont Searches for heavy stable charged particles
Liis Rebane Determination of neutrino mass matrix at LHC
Elena Rocco Thick Gas Electron Multiplier (THGEM) for RICH applications
Kirill Skovpen Prospects of the neutron electromagnetic form-factor measurement
with SND at VEPP-2000
Jacek Stypula Rare B decays at Belle mini HOWTO
Mark Terwort Searches for GMSB with ATLAS
Danila Tlisov Rare B decays at LHCb — helicity amplitudes and CP asymmetry
Funai Xing LHCb — charm physics and RICH magnetic-field calibration
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Farewell party: recipes
  Friday 20 June 2008 
 





Penne all’amatriciana, Penne alla carbonara and Penne 
all’arrabbiata 
Carpaccio de boeuf 
Tortilla de patatas 
Tiramisù 
Grappa (made in Italy) 
 
For after-dinner some snacks & drinks have been prepared. In the following 
the list: 
Bruschetta with and without tomato 
Parma ham 








Fresh tomatoes, cucumber, green peppers (not spicy!), bread, olive oil, 
garlic, vinegar and salt. For the garnish (garniture): tomatoes, green peppers 
and hard boiled eggs chopped to little cubes. 
 
Preparation: 
Wash carefully the fresh vegetables. Chop the vegetables and bread in big 
pieces and put in the blender/mincer with a good amount of olive oil and a 
little garlic (between 1/2 and 1 clove for 1 Kg of tomatoes).  
Process until you get a nice cream/soup. Add salt and vinegar, and even 
more garlic, as desired to get a stronger flavour (the Spanish taste!).  
Blend a little more to mix it well. Optionally, if you desire a more delicate 
texture, filter the cream to remove tomato seeds. Or remove the seeds and 
the skin of the tomatoes before the blender.  Serve cold accompanied by 
tomato, green pepper and hard boiled eggs dices.  
Optionally, add "Jamón Serrano" (Spanish cured ham) in little stripes or 
cubes to the garnish. 
 
 
Spanish cooking Team: 
Spokesperson: Antonio Perez-Calero Yzquierdo; Carolina Gabaldon Ruiz, 
Verena Ingrid Martinez Outschoorn, María Cepeda, Roberto Martinez-






400 gr. of Italian pasta (type: penne), half litre of tomato purée, 1 small 
onion (facultative, but stongly suggested), 1 red chilli pepper, 250 gr. of 
bacon, salt, extra virgin olive-oil, fresh basil, 100 cl of white wine, grated 
Parmigiano Reggiano. 
 
*amount for 4 persons. 
Preparation: 
Cut in small pieces the red chilli pepper and the onion in thin slices. In a 
pan, fry slowly in hot extra-virgin olive-oil to a light brown the onions and 
the bacon; pour the white wine into the pan and wait until the alcohol of the 
wine is evaporated then add the tomato purée and one little spoon of sugar. 
Cook for 15-20 minutes and, at the end of the cooking, add the salt and 
some leaves of fresh basil. 
Meanwhile in a capacious pot bring two litres of water to the boil point, add 
the salt to the water and put the penne on to cook as long as written on the 
box for a not over-cooked cooking. 
When the penne are ready, strain off the water and add to the sauce in the 
pan. Put on the fire just for a while until the sauce becomes well 
amalgamated to the penne then serve using some leaves of basil as a 
decoration. It’s suggested add the grated Parmigiano Reggiano on the top of 
the pasta. 
 
Italian cooking Team: 





Penne alla carbonara: 
 
*Ingredients: 
400 gr. of Italian Pasta (type: penne), 4 eggs, 250 gr. smoked bacon, 150 gr. 
Parmigiano Reggiano cheese, salt, black  ground pepper. 
*amount for 4 persons. 
Preparation: 
In a bowl put the eggs, the salt and with the whip create a uniform 
compound, then add the 125 gr. of the grated Parmigiano Reggiano cheese 
and mix again. 
Meanwhile in a capacious pot bring two litres of water to the boil point, add 
the salt to the water and put the penne on to cook as long as written on the 
box for a not over-cooked cooking. 
When the penne are ready, strain off the water and in a pan put the penne 
and the compound of eggs and cheese. Cook for while up to the eggs will be 
coagulated. Then serve the carbonara adding the remaining grated 
Parmigiano Reggiano and the black ground pepper.     
 
Italian cooking Team: 






400 gr. of Italian Pasta (type: penne), 2 big red tomatoes, 1 red chilli pepper, 
one red pepper, one small onion, salt, extra virgin olive-oil, fresh basil. 
 
*amount for 4 persons. 
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Preparation: 
Cut in small pieces the red pepper and the tomatoes. In a pan, fry slowly in 
hot extra-virgin olive-oil to a light brown the onions and the red chilli pepper 
cut in thin slices, then add the previous red pepper and the tomatoes. Cook 
at moderate flame mixing the content of the pan. When you have obtained a 
uniform sauce add the salt and some leaves of fresh basil hence take away 
from the fire. 
Meanwhile in a capacious pot bring two litres of water to the boil point, add 
the salt to the water and put the penne on to cook as long as written on the 
box for a not over-cooked cooking.  
When the penne are ready, strain off the water and add to the sauce in the 
pan. Put on the fire just for a while so that the sauce is well amalgamated to 
the penne then serve using some leaves of basil as a decoration. If you want 
you can put the Parmigiano Reggiano grated on the top of the pasta. 
 
Italian cooking Team: 
Giuseppe Codispoti, Stefano Levorato. 
 
Carpaccio de Boeuf: 
 
Ingredients: 




Cut the beef (carpaccio) in thin slices, arrange on the dish and put the 
lemon uniformly. Leave for some hours on the fridge. Before serving it, put 
the extra-virgin olive-oil, the Parmigiano Reggiano roughly grated and 
decorate it with some leave of parsley. 
 
Cooking Team: 
The Eurovillage kitchen team, namely the chef and his collaborators. 
Tortilla de Patatas: 
 
Ingredients: 
Potatoes, onions, eggs, olive oil, salt. (It can be also prepared without 
onions, but it's not so tasty!). 
 
Preparation: 
Peel and chop the potatoes and onions (you should add 1 big onion for every 
kg of potatoes and to make a tortilla with this amount, you will need 5 or 6 
eggs). The potatoes can be chopped in irregular pieces of 1.5-2 cm long, or 
sliced, according to other traditions. The onions should be cut to half rings, 
not too small. Put them in a hot flat pan (a good non-stick pan will help a 
lot!) with a generous amount of olive oil, and salt as desired. The size of the 
pan (or the amount on ingredients) should be that so the whole surface is 
covered with this mixture of chopped onions and potatoes and between 3 
and 5 cm deep. Cook with low flame and don't forget to stir from time to 
time, until the potatoes are soft and everything has a beautiful golden colour 
(you should also frequently check if the potatoes are soft enough and the 
amount of salt is correct). 
Meanwhile, beat the raw eggs in a recipient big enough to contain 
everything, until you get a fine liquid. When the potatoes and onions are 
ready, remove them from the pan trying not to retain excessive oil, and mix 
well with the eggs. Heat the pan again but this time adds little oil. Put the 
potato-onion-egg mixture in the pan, spreading it in the whole surface. 
Again use low flame, as you want the mixture to get a little consistency but 
not to overcook the surface. The tortilla is tried first on one side and then it 
must be flipped over to fry the other side, with the help of a lid or tray. Both 
sides should be golden when the tortilla is done. It can be served hot, just 
cooked, but it's preferable to wait until it cools down to room temperature, 
being covered with a clean cloth during this time. Serve accompanied with 
some slices of Jamón Serrano. 
 
Spanish cooking Team: 
Spokesperson: Antonio Perez-Calero Yzquierdo; Carolina Gabaldon Ruiz, 
Verena Ingrid Martinez Outschoorn, María Cepeda, Roberto Martinez-





2 boxes of mascarpone (2 x 250gr.), 4 eggs (usually 1 egg for ~100gr. of 
mascarpone), ~<2.5 soup spoons of sugar for each egg, some drops of Rum, 
just under one spoon of lemon juice, half packet of Savoiardi, black cocoa 
powder (not sugared), black coffee (~2 big cups),Chantilly cream 200 ml 
(facultative). 
*amount for a cake for 6-8 persons. 
 
Preparation: 
In a bowl put together the sugar, the lemon juice and the yellow parts of the 
eggs.  Mix everything up to obtain a uniform and soft cream. Add the 
mascarpone and mix again. When you will obtain a soft compound, add the 
Chantilly cream and put in the fridge. 
In a big cup put the coffee, the sugar and the Rum. In a tin, arrange the 
cookies already plunged into the mixture with the coffee until to cover 
completely the surface of the tin. Then cover the cookies layer with the 
mascarpone cream and do again a layer with the cookies already plunged 
into the coffee and another layer of the mascarpone cream. Leave into the 
fridge for 3-4 hours at least and before serving it, put the cocoa powder on 
the top of the whole cake.  
 
Italian cooking Team: 












500 gr. of cherry tomatoes, 1 clove of garlic, extra-virgin olive-oil, fresh 
parsley, salt and 2 baguettes. 
*amount for ~25-30 bruschette. 
 
Preparation: 
Wash the cherry tomatoes and cut them in small pieces. Do the same with 
the parsley. Put the tomatoes and the parsley in a bowl; add the salt and the 
oil hence mix the whole compound. Cut the bred in slices 1 cm thick each 
and grill the bread in the oven (220 ºC) up to obtain a golden and crisp 
surface. 
Rub the garlic just on one side of the bread and put on the top of the bread 
the compound of tomatoes which you prepared above. 
For the Bruschetta without tomatoes you have to follow the same procedure 
without including the tomatoes.   
 
Italian cooking Team: 
Carlo Battilana, Giuseppe Codispoti, Erica Fanchini, Stefano Levorato, 








Red wine, lemonade, orange juice, fruit (oranges, apples, pears, bananas...), 
sugar, cinnamon, and a liquor of your preference (rum, cointreau...). 
 
Preparation: 
The basis of this drink is made with red wine and lemonade in the same 
amount. Then, fruits should be added chopped in pieces not too small 
(several cm long) as well as the orange juice to provide the fruity flavour. It 
can be made a stronger drink adding any high alcoholic drink (my 
suggestions are golden Rum or Cointreau, or both!). Add sugar according to 
your taste and try also some cinnamon bark. It should be mixed and left 
macerating in the fridge for several hours before served.  It should be served 
in big glass cups, including some fruit pieces along with the liquid. 
 
Spanish “cooking” Team: 
Spokesperson: Antonio Perez-Calero Yzquierdo; Carolina Gabaldon Ruiz, 
Verena Ingrid Martinez Outschoorn, María Cepeda, Roberto Martinez-
Ballarin, Joaquin Poveda Torres, Aranzazu Ruiz Martinez and Antonio Perez-
Calero Yzquierdo. Distributed by Verena Ingrid Martinez Outschoorn and 








On behalf of the two cooking teams, we would to thank all people of the 
kitchen, the waiters and the barman of the Eurovillage for having given us 
the opportunity and the material help to make the dinner in this social 
occasion. Special thanks to the Chef for having left us the use of the kitchen 
and for having helped in the practical way in the preparation and during the 




Antonio Perez-Calero Yzquierdo, Carolina Gabaldon Ruiz, Verena Ingrid 
Martinez Outschoorn, María Cepeda, Roberto Martinez-Ballarin, Joaquin 
Poveda Torres, Aranzazu Ruiz Martinez, Alejandro Alonso, Carlo Battilana, 
Giuseppe Codispoti, Erica Fanchini, Stefano Levorato, Letizia Lusito, Elena 
Rocco, Massimo Venaruzzo. 
 
 
The banquet dinner is being served and both permanent and temporary staff are congratulated
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