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Abstract
This paper presents a nonlinear approach to measurements a general
framework for dealing with variations of environmental conditions.
My method may prove promising to extensions beyond classical physics,
economics, and other sciences. I included few examples and applications
of our method in Section 3 of this paper.
∗Boston, Massachusetts, May 1, 2010
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1 Statistical analysis of variations.
As a result of the shift in attitudes toward the notion of equilibrium – an old
approach in sciences that treats systems as they are isolated, the study of en-
vironmental variability has become a subject of much interest. Most research
work are empirical studies related to problems in economic, social and health
sciences concerns, the results being disconnected because there is no theory to
justify their use and results. Our theoretical results provide this missing part.
The paper uses the following terms defined as follows: A reference system is
referred to an open system1 that interacts with its environment. The environ-
ment consists of all elements outside a system, that has the potential to affect
the system. The interaction with the environment may take many forms, such
as: information, energy, etc, depending on the discipline it applies. Changes
in a system makes one aware of the presence of certain factors in the environ-
ment. An environmental factor, represented by a measurable variable x, that is
a primary environmental variable ( but it could be a higher level environmental
variable derived from it). Examples of environmental variables are: heat (ther-
modynamics), fields (classical physics), the economy (business environment),
etc. I shall assume that there is a single parameter of the system, denoted y,
that can changes during various interactions with the environment. For exam-
ple, the temperature is a variable bound to the energy of a system that changes
during heat transfer with the environment.
The section focuses on the construction of a strategy that can help one dis-
tinguish, with a certain probability, real environmental effects. I shall use the
method of statistical inference to investigate a characteristic that is common to
all environmental influences, the change they bring about. The process can be
divided into two main parts: 1) Data analysis and statement of the conjecture,
and 2) Construction of a p-value statistics for testing the conjecture.
Data preparation:
The initial step is the examination of a large data representing a collection
of values of the parameter y. If there are only small differences in the values of
y, then this will often suffice to convince one that there is no need to further
investigate the source of the observed variations. However, if upon examination,
one detects some wide divergences in the data, then further investigation is
needed. Step two is guess work: one should come up with a list of environmental
conditions that can affect the data, outer factors that must be measured or
estimated. Let assume x is an environmental factor that affects the parameter
y .2 Suppose {xi}, i = 1, . . . , n are the estimated values of x that are related
to a set of values {yji }, j = 1, . . . ,mi (where (mi ≥ 1 may differ for different
1 The notion of open system was originally formalized within the framework of thermody-
namics.
2This paper only the one-dimensional case, however our results are easily translatable to
a multi-dimensional analysis of independent (and dimensionally independent) environment
variables.
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i). Another way is to interpret x : Y → R as a real-valued function, where Y
denotes the range space of variable y.
The collection C := {(xi, y
j
i )}, i = 1, . . . , n, j = 1, . . . ,mi of N =
∑
i,j
yij
paired values represents our empirical data to be analyzed.
Sources of observed differences in the data:
One can distinguish two sources for the differences in the yij . First, there
is a variation in y that is independent of the value of x. A measure of the
amount of inherent fluctuations in y can be explained in terms of the entropy
H(f) = −
∑
i
filogfi of the frequencies f = {fi} of y
j
i distributed over different
values xi, for all i = 1 . . . n. The quantity, H(f) ∈ [0, logn]; a value of H(f)
near 0 indicates that f is associated to a highly predictable magnitude of x.3
The second type of variations in yij are due to the differences in magnitudes
of the environmental factor x. I want to determine statistically whether some
observed variation in the values of the parameter y are within a range that could
signify an environmental effect, or it might have just happened by chance in the
study.
The conjecture:
To do so, I shall make the following conjecture: “The observed variation in
the values of the parameter y at various values of x are real”. To make judgments
on the probability that the observed differences are generated by the fluctua-
tions in the values of x, I shall test the conjecture using the method of inference.
Testing the conjecture:
In statistical inference, one indirectly tries to prove the conjecture by build-
ing up sufficient evidence to disprove the contrary ( or the null hypothesis H0
statement).4
In the language of frequencies, the probability of observing f under the as-
sumption that H0 is true, is given by the multinomial likelihood L(f ; p0) :=
N !
∏n
i=1 p
fi
0i∏n
i=1 fi!
of f modulo a ”null-hypothetical” distribution p0 (i.e., the distri-
bution of the values of y that would occur at each xi under the H0 only).
The geometric average φ2 = N
√
L(f ; p0) is a positive unknown quantity.
φ2 ∈ [0, 1] is independent of the number of measurements and represents the
degree of deviation from the null hypothesis. A value of φ2 near 1 indicates that
f → p0, whereas a value of φ
2 near 0 indicates that f diverges from p0. To be
3This zero-entropic magnitude will define the left end-point of our scale interval constructed
in Section 2.
4The method of inference, like the reductio ad absurdum, is an indirect proof of a conjecture
to be false, seeking to disprove the contrary statement (the null hypothesis H0).
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able to make statistical inferences about our conjecture, one must estimate φ2
from the data. To do so, one must find an estimator of the null-hypothetical
distribution p0, that is a distribution of the values of y that would occur at
each xi with an equal frequency. The closest uniform distribution that has
the expected mean5 equal to the empirical average (i.e.,
n∑
i=1
xip0i =
n∑
i=1
xifi)
is the maximum-entropy distribution estimator given by pˆ0(xi) = pˆ0i := ce
λxi
where i = 1 . . . n where c = const., and λ = Lagrange multiplier.6 The method
of maximum entropy was employed to determine a null-hypothetical estimator
pˆ0 that satisfy the property of maximizing the Shannon (information-) entropy
H(pˆ0) = Hmax over the space of frequency distributions with support in Y and
having the expected mean close to the ”empirical” average.7
By applying Stirling’s approximation in the limit N → ∞, an estimated
value for the geometric average log-likelihood is given by: logφ2(f ; pˆ0) ≈ −dKL(p‖pˆ0)
where dKL(p‖pˆ0) =
n∑
i
pilog
pi
pˆ0i
= logn − Hmax denotes the Kullback-Lieber
measure of the divergence of pˆ0 from p, the ”empirical” probability, where
pi = limN→∞fi. The estimated value of logφ
2 measures the degree of the
difference between the observed and the theoretical distributions of the val-
ues of y at different values of x, and it can be used to define a test statistics,
|TS| := N logφ2(f ; pˆ0).
P-value:
To check whether the null-hypothesis is plausible, one can compare the value
of the test statistics |TS| to a χ2 distribution with (n − 2) degrees of freedom
[11]. A statistical test of our conjecture is as follows:
If the p-value= 2Prob{χ2n−2 ≥ |TS|} is smaller than or equal to α, the
null-hypothesis must be rejected. In other words, our conjecture is favored, if
the absolute value of the test statistics, |TS|, is greater than the critical value
cn−2,α corresponding to a desired α.
8 In this case, I found a strong statistical
relationship between the fluctuations in the environmental factor x and the
observed differences in the values yji . A ’real’ proof of the conjecture often
requires further investigation.
The cutoff value cn−2,α can be used to provide a prediction interval: Approx-
imately a proportion (1− α) of the total observed differences in yij that can be
explained by differences in the magnitudes of x, will have |TS| = N logφ2(f ; pˆ0)
within the prediction interval [0, cn−2,α].
5Note: When x is a higher order environmental variables, higher central moments should
be used.
6The existence and uniqueness of maximum-entropy estimator pˆ0 follows immediately from
a result of Boltzmann[1] using calculus of variations
7The mean-value condition translates the fact that, under H0 assumption one ignores the
association between y and x
8The ”correct” significance level to be used in practice often depends on the case of study
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2 Nonlinear numerical representation of envi-
ronmental effects.
The majority of quantitative measurement treatments in the physical sciences
and engineering use a linear approach, that begins with a particular choice
of frame of coordinates – a scale representation, with units as standards for
measurements. This section presents a nonlinear method for quantifying the
environmental effects.
For the purpose of constructing our mathematical model, I shall assume the
following desirable characteristics of the environmental factor: There is latency
period, i.e., a lapse of a certain time interval taken by an environmental factor
to produce a change in a system. There is an lowest x1 and an upper xm limit
magnitude, below and above which the environmental factor x induces almost
indefinite changes. There is an approximate proportionality relationship between
an increase change in the magnitude of x and the related increase change in the
values of y.
I shall construct a nonlinear approach to measuring the observed changes in
the parameter y caused by fluctuations in the environmental factor that affects
the system. The measurement process consists of two main steps: 1)Construc-
tion of a geometric representation for relative changes, and 2) Nonlinear numeric
scale.
Analytic non-linear geometric representation:
There are two common usages for numbers: counting and measuring. Our
mathematical intuition tells us that the two thinking abilities require quite dif-
ferent approaches. In measuring, one uses numbers in order to discriminate
between changes in qualitative or empirical attributes of variables that are
measured. Our approach to measuring the observed changes in y caused by
the fluctuations in the environmental factor, is based on the construction of a
nonlinear analytical geometric model.
Let us go back to our data set {(xi, y
j
i )}, i = 1, . . . , n and compute the
average values y¯i of {y
1
i , . . . , y
mi
i } for at each i = 1 . . . n. The new collection
C′ := {(xi, y¯i)}, i = 1 . . . n will be further used in our analysis. One can also
interpret y¯(x) : [x1, xm] → R as a function, y¯(xi) = y¯i define for all xi inside
the threshold interval [x1, xm].
Relative changes in y generated by fluctuations dijx = |xi − xj |, i 6= j =
1, . . . , n in the environmental factor x are defined in terms of the relative dif-
ferences between the averages, δijy =
y¯i−y¯j
y¯i
. It is clear that for any two values
xi, xj ∈ [x1, xm] there is a unique relative change δijy.
One can easily visualize relative displacements δy as “free” vectors w of
magnitude |w| = δy. To be able to find a model for the space of free vectors, one
must notice the following properties: the space of vectors has a distinguishable
structure given by the relative distance, it allows for vector addition (i.e., a
succession of relative displacements is achieved by an addition of vectors) and
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that there is an vector w0 6= 0 of magnitude |w0| = mini,j{δijy}, the smallest
relative change generated by the measurable environmental factor fluctuations.
Since in the mathematics context one can only talk about vectors as “directed
line segments” originating at the same origin, I shall bound the “free” vectors
at the same origin that is defined by the lowest magnitude x1. The resulting
mathematical formalization of the space of vectors satisfying the properties:
it has a commutative addition operation, an initial point, and a distinguish-
able structure given by the ”relative distance”, is the abstract cyclic group
Zm =< r > generated by r = mini,j{δijy} – the smallest relative change in the
system generated by the environmental factor fluctuations.9. In this abstract
mathematical model, relative changes δy in y generated by fluctuations dx of
the environmental factor x have the geometric representation as vectors defined
abstractly as points of Zm. When the cyclic group is written multiplicatively,
every element zk ∈ Zm can be written as power of r. So for any relative dis-
placement |w| = δy, there is a 1 ≤ k ≤ m such that δy = rk. For any two
vectors |w1| = r
k1 , |w2| = r
k2 , the sum is given by |w1 + w2| = r
k1+k2 .
Using this geometric representation, I shall go on now to construct a one-
dimensional numeric scale for measuring the effect of environmental factor fluc-
tuations.
Nonlinear numeric scale:
The scale construction is as follows. The elements zk ∈ Zm are arranged on
a positive axis, that defines the scale interval [0, zm−1], where the left end-point
0 is given by the zero-entropic magnitude of the environmental factor, while
the right end-point is determined by the order m of the cyclic group model.
The relative changes are represented as points on the scale interval; each δy
has a unique scale representation, as a power of r. It means that r is the
“relative unit” for measurements on the nonlinear scale. One can also interpret
r as the nonlinear geometric generalization of the notion of one-dimensional
linear basis( a “free” mathematical object used as the metric unit in linear
measurements). A relative unit reveals the structure of the cyclic group model
in a concise way, but it is not uniquely defined. A notion of “relativity” can
be defined as follows: two systems (belonging to the same class) with different
relative units r 6= r′ will experience similar effects. A relative change in the
systems’ parameters y and y′ generated by a fluctuations in the environmental
factor are related by a scaling similarity factor s = r
r′
. The cyclic group Zm
is the same (isomorphic). The order m of the cyclic group defines the range
of measurable magnitudes; the analog of dimension for linear spaces. A cyclic
group is the standard representation for measurements of changes in systems
produced by fluctuations in the environment that affects all “similar” systems
in a similar way. Our nonlinear model is not data dependent, though it emerged
from the analysis of empirical properties of the interaction of the system with
9Here we implicitly assumed that the relationship between x and y variables is approxi-
mately stable, such that r remains relatively constant over the interval [x1, xm].
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its environment.
On a nonlinear scale it is easy to make comparison between different changes
produced by an environmental variable, where numbers are used to represent
proportions. For example, two different changes δ1y, δ2y having nonlinear scale
expressions δ1y = r
k1 , δ2y = r
k2 . If easy to see that e.g., δ1y ≥ δ2y if k1 ≥ k2,
etc.
The nonlinear scale is a useful tool for making predictions of future changes
in the system parameter at various environmental conditions. For example, if
one wants to measure the smallest change in the values of a parameter y that
is greater than 5 on a given nonlinear measurement scale [0, 100] with relative
unit r = 2. It is easy to prove that the predictable value is 15. Indeed, one can
easily check this by using the computation for r = 2 = (15 − 5)/5. Secondly,
to compare two changes (5, 15) and (15, 30) is to appreciate the proportional
change between them. It is easy to appreciate with precision that the produced
environmental effect is the same, since (30− 15)/15 = 2 = (15− 5)/5.
3 Examples and Applications.
3.1 Temperature measurements.
An important example in the physical sciences is temperature measurements.
Temperature is one of the main parameters of a physical system that is used to
describe the thermal mechanism transforming heat from the surrounding to the
system. Using thermodynamic methods, one can construct a nonlinear scale for
temperature measurements, known as the ”universal” relative ratio temperature
scale. From the second law of thermodynamics, one determines that the smallest
relative difference in temperature T2−T1
T1
is the efficiency coefficient, a universal
constant independent of the nature of the working substance or the type of
energy that is the source of work. The nonlinear temperature scale has a zero-
entropy origin, that is the absolute zero temperature value.[7]
3.2 Financial Forecasting.
Most often used financial forecasting techniques are time series and regression.
Time series analysis takes into account ”noise” and other trends, such as season-
ality, but it doesn’t deal with outer factors. Regression is a statistical analysis
is considered the most accurate forecasting method available.[10] An important
limitation of the regression model is that it assumes only the analysis of absolute
variations and that the relationship between the variable is stable(linear), which
often this is not the case. None of the existing methods consider environmental
variables selection based on how it affects the variation in y when x is taken
into account.
Our nonlinear method can be applied to analyze how environmental factors
affect the fluctuations in customers demand ( sales). In that case, y repre-
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sents the demand (sale) variable, and x represents an environmental factors.
Examples of environmental factors are: the economy, government rules and reg-
ulations (change in these regulations can impact the decisions of the company),
political stability (can have a huge impact on the operations of businesses), pro-
motional expenditures, suppliers availability (can positively or negatively affect
a company, e.g., the availability of material and natural resources can impact
the core business of companies), and the overall environment and culture ( which
can also have a huge impact on a business).
Our non-linear numeric scale for measurements of the fluctuations in demand
(I call it, an oicometer) can be used as a financial instrument for the analysis
(comparison) of percentages of changes in sales, as well as to forecast the sales
trend under changing environmental conditions.
The fluctuating economic reality seems to point to the idea that price equi-
librium is rather impossible. Our nonlinear approach provides an explanation
of how much customers are willing to pay for a desired product in the context
of a competitive market.[6]
4 History and Implications
Linear models have a long tradition in mathematics, and they have been used
as a standardized quantitative approach in all sciences.
Historically, the notion of linear space grew up from affine geometry, via the
introduction of coordinates in a plane. In the 17th century, Descartes and Fer-
mat founded the analytic geometry - first time when solutions to an equation
of two variables were identified with points on a plane curve.[2] Today lin-
earized methods (including infinite-dimensional cases) are applied throughout
mathematics and the physical science. Linear methods are becoming a firmly
established numerical measurement tool, and furnishing the tensorial language
representation for gauge and gravitations physical fields, as well as providing
an environment for Lebesque’s construction of function spaces - the background
for a variety of solution techniques for partial differential equations.
In a ”linearized world”, quantitative attributes are being measured on a real
scale axis, in which a difference between the levels of an attribute are multiplied
by any real number to exceed or equal another difference. Measurement are
estimations of absolute ratios between the magnitude of a continuous quantity
and a unit magnitude of the same kind. Mass, length, time, plane angle, en-
ergy and electric charge are such examples. The majority of existing numeric
approaches treat only weak nonlinearities or are corrections to behaviors that
are distortions of linear behavior. The main reason to continue to apply linear
methods is to make use of a broad variety of developed techniques; e.g., all sta-
tistical measures can be used for a variable measured at linear scale levels, as all
necessary mathematical operations are defined, linear numeric scale representa-
tion. A major concern is when one tries to recover the underlying qualitative
relationship from an unsuitable numeric model. For example, its application
“creates” chaotic evolutions: one can generate fractals by simply iterating a
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collection of affine transformations (IFS method) of the plane (a composition
of scaling, reflections, rotations, and translations, in which the order of these
transformations is important). Since the evolution equations of fractals are a
set of scale invariant rules, a nonlinear approach seems more suitable for dealing
with objects that evolve proportionally.
Our nonlinear approach is useful alongside the linear methods. As I have
shown in this paper, the analysis of both absolute and relative changes are
important, since either one alone might be misleading. It is easy to see that a
wide divergence in the absolute differences that result in only a small relative
change (and the other way around) may not be relevant for making predictions.
Our nonlinear numeric representation formalizes a natural way of comparing
numeric magnitudes. Extensive literature in the cognitive neuroscience and
brain-imaging research show that humans tend to perform better and faster
on comparison tasks when using proportions of visual images, rather than the
computing in terms of ordinary linear scale representation. In fact, in Galton’s
experiment none of his subjects reported a linear number axis.[5]
The two properties of our nonlinear model, associativity and similarity, have
found an analog in the physical characteristics of our long-term memory, as-
sociativity and content-addressability (the ability to readily retrieving related
content based on similarity), as many experimental studies suggest as related
to visual numeric representation.[4]
It is interesting to point that a “visual” geometrical representation of num-
bers can provide an explication to the Plato’s view that numbers have their own
independent reality.
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