Abstract-Data mining is the process to find the knowledge from the huge amount of stored information and use the discovered knowledge to predict or classify the new data item that its class label is unknown. Among many available algorithms to do data classification, support vector machine is one of the most accurate mining methods. Support vector machine is a parametric approach such that proper setting of parameter value can directly influence the classifying performance of the machine. Currently, genetic algorithm can find the best parameter for support vector machine. The genetic algorithm is the search algorithm for optimal answer with adaptive heuristic search based on the evolutionary characteristic of nature. But the problem of genetic algorithm is that sometime the algorithm cannot find the best parameter because the improper setting of a random initial value. In this research, we propose the new technique to improve performance of genetic algorithm to find the best parameter with restarting concept. We show the performance of the proposed technique with application for image-based forest type classification over the forest area in Japan with the satellite image data from the ASTER satellite. The results show that the proposed technique can classify the forest type more accurate than other existing techniques.
separating object or data with high distance between each groups of data.
To further improve the SVM performance for data classification, some techniques to adjust learning algorithm with optimal parameters have been proposed. For the parameter optimization purpose, most researchers turn to the genetic algorithm as an efficient tool to learn the suitable parameter values [4] - [6] . But the main problem of applying genetic algorithm is in process of assigning the initial population. Sometimes we cannot find the best parameters because the random initial values of the initial population process do not cover the set of the best parameters.
In this research, we propose the technique for restarting the random initial population when the new generation is less powerful than the old population. This concept is called "Restarting Genetic Algorithm" to be used for parameter optimization. The parameters to be further used by SVM learning algorithm include C, epsilon, and gamma parameters.
II. BACKGROUND THEORIES

A. Genetic Algorithm
Genetic algorithm is a computational method to find the solution with adaptive heuristic search based on the evolutionary characteristic of nature such that the one who is stronger has more chance to survive than those who are weaker and the stronger one can inherit strength to their children [7] - [9] . The simple genetic algorithm is shown in Fig. 1 . From Fig. 1 , the genetic algorithm is composed of 5 main steps.
Step 1 is the assigning for initial population; based on random selection.
Step 2 is fitness evaluation; used for evaluating the fitness of each population.
Step 3 is the genetic operation that can be either randomly selecting the population, crossing over two parent chromosomes to create better offspring, or mutating a chromosome at randomly selected point.
Step 4 is replacing individual in the population; the replacement of the old or parent population with the new generation.
Step 5 is checking for stopping criterion, such as stop the process when it has created the new generation over 10 times.
B. Support Vector Machine
Support Vector Machine (SVM) [10] is a machine learning algorithm for classifying objects of different classes. The idea of SVM for accurately classifying objects with mixed classes is that transforming data to lie on a hyperplane. The hyperplane should be an optimal one in the sense that mixed objects can be clearly separated into different classes.
The optimal hyperplane is the line or plane that has maximum margin between the data point from each different classes. The hyperplane will split the data such that objects with the same class label form themselves as a single group, whereas objects with different class labels should be in a different group. Fig. 2 shows an optimal hyperplane represented as a dashed line. The two classes in the figure are class 1 (represented as a small square) and class -1 (represented as a circle). To use the hyperplane as a model to classify object, the formula given in equation (1) is to be deployed.
+ ≥ 1, when = +1
(1)
where w is weight vector, and b is bias.
The weight vector is used for determining the direction and inclination of the hyperplane and bias is used for determining the distance between the hyperplane and the origin. Consider two dimensional data X = (x 1 , x 2 ) T , we can compute the linear hyperplane with equation (2) .
Given two data points on hyperplane A = (A 1 , A 2 ) and B = (B 1 , B 2 ), the equation (3) used for computing the weight vector.
The margin can be computed with equation (4) and the size of weight vector is computed as in (5). To apply support vector machine for the classification task, users have to set three important parameters (C, epsilon, and gamma). Parameter C is used to control the influence of each individual support vector (i.e., the data points on the borderlines which are up and below the optimal hyperplane. Setting the C parameter involves trading error penalty for stability.
Parameter epsilon is for controlling the width of the epsilon-insensitive zone. The value of epsilon can affect the number of support vectors that are used to find the optimal hyperplane. Parameter gamma is the kernel parameter of the Gaussian radial basis function. The small gamma implies that the learned model will have the large margin. The large gamma means that learned model will have small margin (may cause overfitting).
C. Classification Performance Evaluation
To evaluate performance of classification model, we use the accuracy metric for assessing the performance for each classification technique. The computation of this metric is based on the values in confusion matrix [11] as shown in Table I .
Accuracy is a measure for overall performance of the classification model, and the computation is shown as in equation (6) .
ycaruccA = (TP +TN )
( + + + ) (6) where:
TP is the number of actual data from positive class and the model can correctly predict that data to be in a positive class. TN is the number of actual data from negative class and the model can correctly predict that data to be in a negative class.
FP is the number of actual data from negative class but the model incorrectly predicts that data to be in a positive class.
FN is the number of actual data from positive class but the model predicts that the data incorrectly as in a negative class.
III. MATERIALS AND METHODS
In this research, we designed the process of parameter optimization with restarting genetic algorithm for the forest type classification as shown in Fig. 3 . The learned parameters are to be used by the SVM algorithm on classifying different types of forest.
From Fig. 3 , we can describe our proposed framework as follows. We find the optimal parameter for the classification process by introducing restarting genetic algorithm. To get the initial population, we random initial population until obtaining the specified population size. The fitness value of
International Journal of Machine Learning and Computing, Vol. 7, No. 6, December 2017
each population is evaluated based on the accuracy from classifying the training data set with support vector machine by using the parameters from each population. After that, we select elite population, which are the top k population with the highest fitness values. Then apply the genetic operation to obtain new generation. If the new generation is less powerful than the old population, our algorithm repeats the process by replacing initial population with elite population and proceeds until the stopping criterion has been met. After completion, the algorithm creates model with optimal parameters for support vector machine and evaluate model with a separate set of testing data. Then, compute overall classification accuracy to assess the model's performance. Restarting genetic algorithm in this research is the simple genetic algorithm with the addition of condition to re-create the initial population when the new generation has fitness value less than the old population and the stopping criterion has not been met. The steps as a pseudocode in restarting genetic algorithm are shown in Fig. 4 .
IV. EXPERIMENTAL RESULTS
A. Dataset
To experiment our proposed classification method, we used the forest type mapping dataset from the UCI Machine Learning Repository [12] . The dataset is publicly available for testing forest type classification model over the forest area in Ibaraki Prefecture, Japan, covering 13 km  12 km ground area. The image data were obtained from the ASTER satellite 
B. Parameter Setup
In restarting genetic algorithm process, the search for suitable values of important parameters include the probability of crossover, the probability of mutation, the population size, number of iteration, range of parameter c, gamma, epsilon, the number of restart, and the number of elite population. We search results of these parameters are summarized in Table II. 
C. Results
We used overall accuracy of all four classes for evaluating performance of the classification model on recognizing the correct forest type. We compare the performance of our proposed method with other standard algorithms that are known to be high accurate. These benchmarking algorithms includes support vector machine (with default parameters), support vector machine with genetic algorithm (repeated 10 times). The comparative results are shown in Table III , and also graphically compared using a chart in Fig. 6 .
From Table III , it can be seen that the proposed restarting genetic algorithm to be used with support vector machine can improve the performance for the forest type classification from the 83.69% up to the 85.23%. In case of simple genetic algorithm, we run the program repeatedly 10 times. The best accuracy from these repetitions is 84.92%. Sometimes the genetic algorithm cannot find the best parameters and this results in poor forest type classification as low as 61.54%. The results confirm that our proposed technique shows higher performance than others.
V. CONCLUSION
To improve the performance of data classification using support vector machine (SVM), we can apply the method or technique to find optimal or near-optimal set of learning parameters for SVM. One such suitable technique appropriate for optimal search is genetic algorithm. Nevertheless, the inherent problem of genetic algorithm for parameter optimization is that sometimes the simple genetic algorithm cannot find the best parameters for SVM because the randomly created initial population set does not cover the set of the best parameters.
We thus propose the technique to remedy the weak point of genetic algorithm by applying restart technique for re-generating the initial population. We add the condition to re-create the initial population when the new generation shows fitness value less than the parent population.
The experimental results show that our proposed technique can find the best parameters for support vector machine. Form our repeated experiments, we observe that our proposed technique shows constantly good performance on classifying forest types. The repetition with traditional genetic algorithm show fluctuate performances; sometimes the accuracy is quite high, but in some repetition it shows a very low performance.
