In this paper, we will study the Azuma-type inequalities for Banach space-valued martingales. More precisely, we prove that a Banach space X is linearly isomorphic to a p-uniformly smooth space (1 < p ≤ 2) if and only if an Azuma-type inequality holds for X-valued martingales, which can be viewed as a generalization of Pinelis' work on 2-uniformly smooth space-valued martingales. Furthermore, some other types of Banach space-valued martingales concentration inequalities will be discussed, such as Azuma-type inequality for self-normalized sums and De la Peña inequalities. We conclude this paper with applications of Banach space-valued martingale concentration inequalities to the study of random Cayley graphs and to double dyadic martingale inequalities.
Introduction
Concentration inequalities of sums of independent random variables and its extension to martingales has been studied extensively by many authors such as Bernstein (1927) , Kolomogrov (1929) , Bennett (1962) , Hoeffding (1963) , Azuma (1967) etc. To state one, we begin with the following Hoeffding-Azuma inequality which was proved by Hoeffding [Ho] for a sum of independent bounded random variables and was extended to martingales by Azuma [Az] .
Theorem 1.1 (Hoeffding-Azuma) . Let (f j ) n j=0 be a real-valued martingale so that |f j − f j−1 | ≤ a j for all j = 1, 2, · · · n. Then, for all r ≥ 0,
P{|f n − f 0 | ≥ r} ≤ 2 exp − r 2 2(a 2 1 + · · · + a 2 n )
.
The Hoeffding-Azuma inequality now becomes a methodology for proving concentration for martingales with bounded jumps. By its widely use, the Hoeffding-Azuma inequality impacted various branches of mathematics and computer science, such as probability theory, graph theory, information theory and related topics (see [C-L, Mc, Sa] ). In recently years, matrix valued concentration inequality for sums of random variables and its extension to martingales has attacked more and more attentions. Numerous concentration inequalities has been extended to random variables with values in the space of matrices equipped with operator norm. Several work in this direction has been done by Oliveira [Ol] Ahlswede and Winter [A-W], Tropp [Tr1] etc. With the help of matrix valued concentration inequalities, some fundamental theorems of random matrices was established successfully. In the matrix-valued setting, deep theory from operator theory, such as Lieb's concavity theorem [Li] and Golden-Thompson inequality, will be used to derived concentration inequalities. We refer to [Tr2] for further information and references therein.
While dealing concentration inequalities for Banach space-valued martingales, the main obstacle for proving such inequalities is that the moment generating function and cumulant generating function methods are not available. Therefore, some new techniques must be used to overcome this difficulty.
In his fundamental work, Naor [Na] established the following Azuma inequality for martingales with valued in puniformly smooth Banach space via some arguments from Banach space geometry. And then Naor applied the Banach space-valued Azuma inequality to obtain an improved estimate of the Alon-Roichman theorem for random Cayley graphs of abelian groups. Before stating Naor's results precisely, we now recall the definition of p-uniformly smooth spaces.
For a Banach space X, the following quantity is called the modulus of uniform smoothness of X, ρ X (τ ) = sup x + τ y + x − τ y 2 − 1 : x, y ∈ X, x = y = 1 , τ > 0.
(1.1)
Then X is said to be uniform smooth if lim τ →0 + ρX (τ ) τ = 0, and if moreover there exists a constant s > 0 such that for all τ > 0 we have ρ X (τ ) ≤ sτ p , then X is said to be p-uniform smooth. It is clear that p-uniform smoothness of Banach spaces are only variable for p ∈ (1, 2]. By the parallelogram law, that is x + y 2 + x − y 2 = 2( x 2 + y 2 ) for all x, y ∈ H, Hilbert space H is of 2-uniformly smooth.
Theorem 1.2. [Na] There exists a universal constant c > 0 such that for every Banach space X with ρ X (τ ) ≤ sτ 2 for some s > 0. Let (f n ) n n=0 be a X-valued martingale satisfying f j − f j−1 ≤ a j a.s. for all j ∈ N. Then for all r > 0 we have P{ f n − f 0 ≥ r} ≤ e s+2 · exp − cr 2 a 2 1 + · · · + a 2 n .
Moreover, as stated in his paper [Na] , the Naor's approach can be adapted to the case of p-uniformly smooth spacevalued martingales and for this case the r 2 and a 2 1 + · · · + a 2 n of the right hand side will be replaced by r p and a p 1 + · · · + a p n respectively for 1 < p ≤ 2. We are now interested in the following questions.
• Can we provide an Azuma-type inequality for Banach space valued martingales with some improvements?
• Whether the p-uniform smoothness is necessary for Banach space-valued Azuma-type inequalities to hold?
To answer theses questions we find that some improvements of Naor's theorem for subclass of martingales will be needed. But unlike the proof of matrix valued martingales inequalities, Naor's proof base on some geometric arguments from Banach space geometry and an estimate of an implicity constant of Pisier's inequality [Pis1] . Precisely, Naor proved that for martingale (f j ) ∞ j=0 taking values in p-uniformly smooth space X, then there exists a constant s > 0 only depending on X so that for every q ≥ 2 and n ∈ N the following inequality holds
where d j,f = f j − f j−1 for j ∈ N. Note here that the inequality as above is hard to improve even for certain subclass of martingales.
To tackle this problem, we base on a method of Pinelis, who established some fundamental inequalities for 2-uniformly smooth space-valued martingales (see [Pin1, Pin2] ) and then we apply a "martingale dimension reduction" argument to provide Azuma-type inequalities for martingales with values in p-uniformly smooth space. With the help of this improvement, we can assert that the p-uniform smoothness of the image space is necessary via a "good-λ inequality" of Burkholder and hence provides a characterization of p-uniformly smooth spaces by Azuma-type inequality. Furthermore, other types of concentration inequalities for martingales with values in p-uniformly smooth space and their applications will be discussed in this paper.
Our paper will be organized as follows.
In Section 2, preliminary results on martingales theory and geometric properties of uniformly smooth Banach spaces will be recalled.
In section 3, we will deal with the Azuma-type inequalities for martingales with values in p-uniformly smooth space.
To state one, we begin with following theorem, which can be viewed a generalization of a theorem of Pinelis [Pin1] to p-uniform smooth space-valued martingales.
Theorem 1.3. Let X be a p-uniform smooth space and f = (f j ) ∞ j=0 be a X-valued conditionally symmetric martingale relative to filtration (F j ) ∞ j=0 . Then, there exists a constant K only depending on X so that for all
And then, by the "good-λ inequality", we can deduce that the p-uniform smoothness of the image space is necessary for this type of inequality to hold. At the end of this section, some other types of concentration inequalities such as De la Peña inequality for Banach space-valued martingales will be discussed.
Section 4 will be devoted to some applications of Banach space-valued martingale inequalities such as the study of random Cayley graphs and the double dyadic martingales inequalities. Furthermore, a De la Peña inequality for p-uniformly smooth space-valued martingales will also be presented. Throughout this paper X (resp. H) stands for general Banach (resp. Hilbert) space and X * is its dual space. For two random variables g and h, we simply use "g ≤ h" to stand that g ≤ h almost surely and use K 1 K 2 to stand for K 1 ≤ DK 2 with a universal constant D > 0. For p > 0, the notation L p (X) stands for the space of all p-Bochner integrable X-valued functions defined on a probability space (Ω, F , P). All sequence of random variables f = (f j ) ∞ j=0 are assumed to be f 0 = 0 almost surely in this paper and σ(f 0 , · · · , f n ) denotes the σ-algebra generated by f 0 , · · · , f n .
Preliminaries
This section will be divided into two parts. The first part of this section will include some concepts and notations from martingales theory. And the second part is a digression to Banach space geometry. Throughout this paper, Banach space X is assumed to be separable.
Basic concepts and results from martingale theory
The following concepts can be found in any books on probability theory (see [Kl] for example). A sequence of subσ-algebras (F j ) ∞ j=0 of a probability space (Ω, F , P) is said to be a filtration if F j ⊆ F so that F j−1 ⊆ F j for all j ∈ N. A sequence (f j ) ∞ j=0 is called adapted to (F j ) ∞ j=0 if f j are F j -measurable for all j ∈ N∪{0} := N 0 . A random variable τ : (Ω, F , P) → N ∪ {∞} is said to be a stopping time (relative to filtration (F j ) ∞ j=0 ) if {τ = n} ∈ F n for all n ∈ N. Throughout this paper we assume that F 0 = {∅}, Ω for convenient.
For a separable Banach space X, a sequence of Bochner-integrable random process (f j ) ∞ j=0 with valued in X is said to be a martingale relative to filtration (F j ) ∞ j=0 , if (f j ) ∞ j=0 is adapted relative to filtration (F j ) ∞ j=0 and E(f j |F s ) = f s for all s ≤ j and j ∈ N. If there does not cause any confusion, we simply call (f j ) ∞ j=0 a martingale and write E j = E(·|F j ) for short. We simply call f is a L p -martingale if E( f n p ) < ∞ (p > 0) for all n ∈ N. We will also need the definition of sub-martingale (resp. super-martingale). A real-valued adapted sequence f = (f j ) ∞ j=0 is said to be a sub-martingale (resp. super
The following theorem is well known fact in probability theory called the "Optional Sampling Theorem" (see [Kl, p.209] ).
Theorem 2.1 (Optional Sampling Theorem). Let f = (f j ) ∞ j=0 be super-martingale and σ ≤ τ be stopping times. i) Assume there exists T ∈ N so that τ ≤ T a.s.. Then
and if f is a martingale then the equality holds.
ii) If f is nonnegative and τ < ∞ a.s., then we have
iii) Assume that, more generally, f is only adapted and integrable. Then f is a martingale if and only if E(f τ ) = E(f 0 ) for any bounded stopping time τ .
For a X-valued martingale f = (f j ) ∞ j=0 , the maximal function f * (resp. f * n ) is defined by f * = sup
be the martingale differences of f , that is, d j,f = f j − f j−1 for all j ∈ N and d 0,f := f 0 for convenient, and then define S p (f ) = (
respectively. At the end of this section, we recall that a martingale f is said to be conditionally symmetric if and only if Eϕ(d 0,f , · · · , d n−1,f , d n,f ) = Eϕ(d 0,f , · · · , d n−1,f , −d n,f ), for all bounded continuous function ϕ : X n+1 → R and all n ∈ N. For example, all dyadic martingales are conditionally symmetric. The following proposition is a useful property for conditionally symmetric martingales (see e.g., [Bu2] ).
Proposition 2.2. Let X be a Banach space and f be a X-valued conditionally symmetric martingale. Then f is also a martingale relative to filtration (G n ) ∞ n=0 defined by
Digress to Banach space geometry
In this subsection, we will recall several facts of uniformly smooth Banach spaces. Recall that a Banach space X is said to be p-uniform smooth if there exists s > 0 so that
for all τ > 0 and denote by s p (X) the infimal constant for which the inequality (2.1) holds. It is clear that a puniformly smooth space must be q-uniformly smooth for q < p, and hence, in order to avoid confusion, we say that a Banach space is p-uniformly smooth where p refers to the best possible such that ρ X (τ ) ≤ sτ p to hold.
For a proper extend-valued lower semicontinuous convex function h : X → R ∪ {∞}, the subdifferential of h is a set-valued mapping ∂h : X → 2 X * defined as follows, for x ∈ X,
The following proposition is a relation between subdifferential of a convex function and generalized dual map (see [Ch, p.32] ).
Proposition 2.3. [Ch, p.32] For p > 1, generalized dual map J p is the subdifferential of convex function 1 p · p . The following theorem provides a characterization of p-uniform smooth space (1 < p ≤ 2) by the generalized dual map J p .
Theorem 2.4. [Ch, p.48] Let 1 < p ≤ 2 and X be a Banach space, then the following are equivalent to each other:
ii) There is a constant c > 0 satisfies that for all x, y ∈ X,
From the proof of Theorem 2.4 we can know that the constant c > 0 in (2.3) can be chosen to satisfy that c = O(s p (X)). At the end of this subsection, we recall the following renorming theorem of Pisier [Pis1] , which provides a characterization of p-uniform smooth spaces by martingales inequalities.
Then for a Banach space X the following are equivalent to each other:
iii) Same as ii) for all X-valued dyadic martingales.
Concentration inequalities for Banach space-valued martingales
This section is one of the main part of this paper. We will study the Azuma-type inequality for Banach space-valued martingales and also we prove that the p-uniform smoothness of the image space is necessary for Azuma-type inequality to hold. At the end of this section, some other types of Banach space-valued martingale concentration inequalities will be discussed. Throughout this section, f = (f j ) ∞ j=0 stands for a X-valued martingale relative to filtration (F j ) ∞ j=0 with f 0 := 0 a.s.. We begin this section with an Azuma-type inequality for H-valued martingales. Before doing this, we briefly recall the definition of the Mittag-Leffler type functions which will be used in the following. For α, β > 0 and z ∈ C, then
is said to be two-parameter function of Mittag-Leffler type, which plays an important role in the fractional calculus (see [Is] ). Recall that a random process w = (w j ) ∞ j=0 is called predictable with respect to filtration F = (F j ) ∞ j=0 if w j are F j−1 for all j ∈ N and we simply called w = (w j ) ∞ j=0 is predictable when no confusion occurs. The following theorem is only a simple variant of Pinelis' work on Azuma inequality for martingales with values in 2-uniformly smooth space (see [Pin2] ) but we include the proof here for the sake of completeness.
and every r > 0, we have
, then by the linearity of conditional expectation and (3.1) we have that
Note that d j,f 2 ≤ w j and w j are F j−1 -measurable for all j ∈ N, which entails that
for all t ∈ [0, 1] Since ϕ ′ (0) = 0, then by the fact from ODE, we have the following estimate
for all n ∈ N then (g n ) ∞ n=0 forms a nonnegative super-martingale. We now define a stopping σ : (Ω, F , P) → N ∪ {∞} by σ = inf{n ∈ N 0 : f n ≥ r}. By the optional sampling theorem Theorem 2.1 and the Fatou's lemma, we have that
w 2 j ∞ and (3.6), following inequality holds
for all r > 0 and λ > 0. Therefore, by the fact that cosh(λr) ≥ e λr 2 , it entails that
We now turn to the case of Azuma-type inequality for martingales with values in p-uniformly smooth space. Before proving the inequalities we state a "martingale dimension reduction" lemma, which can be used to convert the case from p-uniformly smooth space-valued to case of Hilbert space-valued. The construction of martingale below was inspired by a work of Ding, Lee and Peres [D-L-P].
For a vector
if x 1 = 0, and x 2 = 0, (1, 0), otherwise.
Lemma 3.2. Let f = (f j ) ∞ j=0 be martingale relative to filtration (F j ) ∞ j=0 with values in p-uniform smooth space X (1 < p ≤ 2) and there exists a nonnegative predictable sequence w = (w j ) ∞ j=0 so that d j,f ≤ w j for all j ∈ N. Then, there exists a R 2 -valued martingale (N j ) ∞ j=0 (relative to another filtration) such that for all n ∈ N 0 ,
Proof. Without loss of generality, we assume that f 0 := 0 a.s.. Note that X is a p-uniformly smooth space, then, by Theorem 2.4, we have that the generalized dual map J p : X → X * satisfies the following inequality
where c = s p (X). We now define (N j ) ∞ j=0 inductively and let N 0 := 0 a.s. and then define
where A n−1 = {w p n ≤ N n−1 2 2 } and ε n−1 are F n -measurable Rademacher functions which are independent to F n−1 for all n ∈ N. We now verify that (N n ) ∞ n=0 is a martingale relative to filtration (F j ) ∞ j=0 , which satisfies the properties as above.
Inductively, it is easy to prove that (N j ) ∞ j=0 is an adapted sequence relative to filtration F = (F j ) ∞ j=0 and by the fact that f = (f j ) ∞ j=0 is a martingale relative to filtration F = (F j ) ∞ j=0 and w n are F n−1 -measurable for all n ∈ N, then A n−1 = {w p n ≤ N n−1 2 2 } are F n−1 -measurable for all n ∈ N. Note that ε n−1 is independent to F n−1 and by the linearity of conditional expectation we have that
j=0 is a R 2 -valued martingale relative to filtration F with N 0 = 0 a.s.. Note that i) holds true trivially for n = 0, and we now prove i) by induction. Indeed, since X is a p-uniform smooth space, then by (3.8), it follows that
Case I. If ω ∈ Ω, so that N n−1 (ω) = 0, then by induction we have
(3.10) On the other hand,
( 3.11) Moreover, by the definition of generalized dual map (2.2) and the induction argument, we have
where A c n−1 stands for the complementary set of A n−1 , that is, A c n−1 = {w p n > N n−1 2 2 }. Combining with (3.10), (3.11) and (3.12) we have that f n p ≤ N n 2 2 and, hence, by the induction argument, it follows that f n p ≤ N n 2 2 for all n ∈ N 0 , which completes our proof of i).
We now turn to the proof of ii). By the definition of N n in (3.9) and the orthogonality of N n−1 and N ⊥ n−1 , the following equality holds
Furthermore, by i) we have the following Case II. If ω ∈ Ω so that N n−1 (ω) = 0, it is clear that both i) and ii) are satisfied. Indeed, by induction we have that f n−1 − f 0 p ≤ N n−1 − N 0 2 2 , which yields that f n−1 (ω) = 0. Hence,
which completes our proof.
With the help of the Lemma 3.2 above we can now prove the following Azuma-type inequality for martingales with values in p-uniform smooth Banach space.
Theorem 3.3. Let f = (f j ) ∞ j=0 be a martingale with values in p-uniformly smooth space (1 < p ≤ 2) so that there exists a non-negative predictable sequence w = (w j ) ∞ j=0 with d j,f ≤ w j for all j ∈ N. Then, there exists a constant K depending only on X so that for all r ≥ 0,
Proof. Since w = (w j ) ∞ j=0 is a predictable sequence, then apply Lemma 3.2, there exists a R 2 -valued martingale
where K = O(s p (X)).
By Theorem 3.1, we have that for all r ≥ 0,
(3.13)
By i) we have that { f n ≥ t 2 p } ⊆ { N n 2 2 ≥ t 2 } = { N n 2 ≥ t} for all n ∈ N and t > 0. Therefore, for r > 0 { f n ≥ r} ⊆ { N n ≥ r p 2 } and hence, combining with (3.13), it follows that
( 3.14) This completes our proof.
Remark. For the case ∞ j=0 w p j ∞ = ∞ the inequality 3.15 holds true trivially.
By Theorem 3.3, the following two inequalities are easy corollaries. The first on is a generalization of Pinelis' work on 2-uniformly smooth space-valued martingales [Pin1] .
Corollary 3.4. Suppose that f = (f j ) ∞ j=0 is a conditionally symmetric martingale with valued in a p-uniformly smooth space X for 1 < p ≤ 2 and if b ≥ S p p (f ) ∞ . Then, there exists a constant depends only on X so that for r ≥ 0,
Proof. Since f = (f j ) ∞ j=0 is a conditionally symmetric martingale with valued in a p-uniformly smooth space X, then there exists a filtration G = (G j ) ∞ j=0 so that f = (f j ) ∞ j=0 is a martingale relative to G and ( d j,f ) ∞ j=0 is predictable with respect to filtration G = G j ∞ j=0 . Then, by Theorem 3.3, we have that, for all r ≥ 0,
This completes our proof.
The following Azuma inequality for martingales with values in p-uniformly smooth space has been proved by Pinelis [Pin2] for p = 2 and by Naor [Na] for the general case (1 < p ≤ 2).
Corollary 3.5. [Na] Let
d j,f p ∞ , then for all r > 0 the following inequality holds true
The Theorem 3.3 provides a refinement of Azuma-type inequality for p-uniformly smooth space valued martingales. In the following we will prove that the p-uniform smoothness of image space is necessary for this type of Azuma inequalities to hold. We now introduce a definition of "Azmua type" for Banach spaces.
Definition 3.1. A Banach space X is said to have Azuma type p, if there exists a constant K > 0 depending on X so that for every martingale f = (f j ) ∞ j=0 with values in X and every predictable sequence w = (w j ) ∞ j=0 with d j,f ≤ w j for all j ∈ N, then the following inequality holds, for r > 0
(3.15)
The smallest constant K such that inequality (3.15) holds is called the Azuma type constant of X denoted by K p,X .
Remark. The number "2" in the inequality is not crucial, it can be replaced by any positive number in the definition, but we choose 2 here only for convenient.
In other word, the Theorem 3.3 asserts that p-uniformly smooth spaces are of Azuma type p. We now at the position to prove that a Banach space X is of Azuma type p then it must be p-uniformly smooth, up to a linear isomorphism. Our proof of this statement is based on a "good-λ inequality" of Burkholder [Bu1] .
Lemma 3.6. Let X be a Banach space with Azuma type p with constant K p,X , then for every conditionally symmetric martingale f = (f j ) ∞ j=0 (relative to filtration F = F j ) ∞ j=0 the following inequality holds. For β > 0 and 0 < δ < β − 1 we have that
for all λ > 0.
Proof. For a conditionally symmetric martingale f = (f j ) ∞ j=0 , applies Proposition 2.2, there exits a filtration G = (G j ) ∞ j=0 so that f is also a martingale relative to filtration G = (G j ) ∞ j=0 and d j,f are G j−1 -measurable for all j ∈ N. 1 {µ<j≤ν∧σ} d j,f , for all n ∈ N and h 0 := 0 a.s. for convenient. We now verify that h = (h j ) ∞ j=0 is a martingale relative to filtration G = (G j ) ∞ j=0 . Indeed, it suffices to show that {µ < j ≤ ν ∧ σ} are G j−1 -measurable for all j ∈ N. Since
then by the fact that d j,f are G j−1 -measurable we have that {µ < j ≤ ν ∧ σ} are G j−1 measurable for all j ∈ N. This entails that h = (h j ) ∞ j=0 is a martingale with d j,h are G j−1 -measurable for all j ∈ N. By the definition of stopping times µ, ν and σ, we have that
Note here that X is a Banach space of Azuma type p with constant K p,X , we now estimate S p (h) ∞ . It is clear that h = 0 a.s. on {µ = ∞}. By the definition of h = (h j ) ∞ j=0 and σ we have S p (h) ≤ S p,σ (f ) ≤ δλ on {µ < ∞} almost surely. Hence, by the definition of h = (h j ) ∞ j=0 and the Azuma type p of X, the following inequality holds
Combining the "good-λ inequality" above and the renorming theorem of Pisier [Pis1] , we can now prove that a Banach space which is of Azuma type p must be linear isomorphic to a p-uniformly smooth space.
Theorem 3.7. Suppose that X is a Banach space with Azuma type p (1 < p ≤ 2). Then, X is linear isomorphic to a p-uniformly smooth space.
Proof. For every L p dyadic martingale f = (f j ) ∞ j=0 with values in X, then by the "good-λ inequality" above, Lemma 3.6, we choose that β = 2 and δ = 1 6rKp,X log 2 1/p . Applying with Lemma 7.1 of [Bu1] yields that f * r r ≤ (24 log 2K 1/p p,X ) r · r r/p S p (f ) r r , 1 ≤ r < ∞. Then, by the Pisier's renorming theorem Theorem 2.5, it follows that X is linear isomorphic to a p-uniformly smooth space, which completes our proof.
Remark. Combining with Theorem 3.3 and Theorem 3.7, we obtain a characterization of p-uniformly smooth spaces by Azuma-type inequalities.
We will conclude this section by providing a further refinement of the Azuma-type inequality for Banach space-valued martingales. We begin with the following observations. As in Corollary 3.4, it states that for every conditionally symmetric martingales with values in p-uniformly smooth space, then for all r ≥ 0, the following inequality holds,
where K = O(s p (X)). Equivalently, (3.16) can be stated as the following normalized form, that is,
Sp,n(f ) ≥ r for all r ≥ 0, then the following inequality for self-normalized sums can be viewed as an improvement of the classic Azuma inequality.
n=0 be a conditionally symmetric martingale with values in p-uniformly smooth Banach space. Then, for every r ≥ 0, the following inequality holds
where K = O(s p (X)), for all n ∈ N.
Proof. We begin our proof for the case for Hilbert space-valued martingales and then apply the " martingale dimension reduction" lemma to reduce the case from p-uniformly smooth valued to the case of Hilbert space-valued.
Case I. Let f = (f j ) ∞ j=0 be a Hilbert space-valued martingale so that there exists a predictable sequence w = (w j ) ∞ j=0 with d j,f 2 ≤ w j for all j ∈ N and denote that S 2,n (w) = n j=0 w 2 j 1/2 for all n ∈ N.
Let B = { fn 2 S2,n(w) ≥ r} for r > 0, then by the fact that e t ≤ 2 cosh(t) ≤ 2e t for all t ∈ R, and the Cauchy-Schwartz inequality, we have the following
cosh λ 2 f n 2 exp λ 2 4 S 2 2,n (w) · exp λ 2 4 S 2 2,n (w) − λr 2 S 2,n (w) · 1 B dP ≤ 2 inf λ>0 cosh λ f n 2 exp λ 2 2 S 2 2,n (w) dP 1/2 · exp λ 2 2 S 2 2,n (w) − λrS 2,n (w) · 1 B dP 1/2 . By the proof of Theorem 3.1, we know that coshλ fn 2 exp λ 2 2 S 2 2,n (w) ∞ n=0 forms a super-martingale. Then, the inequality as above can be further estimated as follows
Therefore,
Case II. If f = (f j ) ∞ j=0 is a conditionally symmetric martingale with values in p-uniformly smooth space, then there exists another filtration F ′ = {F ′ j } ∞ j=0 so that f = (f j ) ∞ j=0 is a martingale relative to filtration F ′ and d j,f are F ′ j−1 -measurable for all j ∈ N. By Lemma 3.2, there exists a R 2 -valued martingale {N j } ∞ j=0 so that
Then, applying with (3.18) we have the following
Remark. The number 4 of (3.17) is not the best possible and it will be 2 for the case of real-valued conditionally symmetric martingales. But if we ignore the universal number here, the inequality (3.17) indeed provides the right order.
4 Applications of Banach space-valued Azuma-type inequalities
Applications to random Cayley graphs
This subsection will be devoted to an application of Banach space-valued martingale inequalities to random Cayley graphs. The main results of this subsection was deeply inspired by Naor's [Na] treatment of the small-set isoperimetry of Alon-Roichman graphs. Before stating the results, we now recall some basic concepts from graph theory (see [A-S] for more details).
Let G = (V, E) be a graph with vertices V and edges E ⊆ V × V and in what follows all graphs are assumed to have n vertices which are allowed to have multiple edges and loops. For B and C of V , e(B, C) denotes the number of ordered pair uv ∈ E with u ∈ B and v ∈ C. In particular, e(B) = 1 2 e (B, B) .
For a d-regular graphs, i.e., every vertex has degree d, then A(G) = (a uv ) (u,v) ∈V ×V is the normalized adjacency matrix of G defined as follows
Moreover, we denote by 1 ≥ λ 1 (G) ≥ λ 2 (G) ≥ · · · λ n (G) the decreasing rearrangement of the eigenvalues of A(G).
The following theorem has been well established by Alon and Chung [A-C] (see also [A-S] ) with a slight stronger version which provides a relation between the spectral gaps of a graph and the density of its induced subgraphs.
Motivated by the study of fault tolerant linear arrays, Alon and Chung [A-C] proved following theorem, which can be used to explicit construct a graph so that for all ε > 0 and m ∈ N, after removing (1 − ε) portion of their vertices or edges, the remaining sub-graph still contains a path of length m and hence settled a problem of Rsenberg. 
We will provide a variant of the Lemma 4.2 as follows. Let L 2 (V ) be the vector space C V equipped with scalar product
Lemma 4.3. Let G be a graph as in Theorem 4.1 and (e j ) n j=1 be an orthonormal eigenbasis of normalized adjacency matrix A(G). Then for any p, r ∈ (1, +∞) and β > 2p
Proof. Since (e j ) n j=1 is an orthonormal eigenbasis of the normalized adjacency matrix A(G), that is, A(G)(e j ) = λ j (G)e j for all j = 1, · · · , n. Define T :
Then by the fact that (e j ) n j=1 is an orthonormal basis of L 2 (V ) it follows that T L 2 (V )→ℓ 2 = 1. Then for any p, r ∈ (1, +∞) and β > 2p p−1 > 2, then by the Hölder inequality we have
where θ ∈ (0, 1) so that p−1 2p = θ 2 + 1−θ β and 1 α = θ 2 + (1−θ)(r−1) r .
Note here that (e j ) n j=1 is an orthonormal eigenbasis of normalized adjacency matrix A(G), then by (4.1) yields that
Moreover,
By the fact that E(x) = E (n − |B|)1 B − |B|1 V \B = 0 it entails that x, e 1 = 0 and hence (4.2) becomes into
Substituting (4.3) and (4.4) to (4.5) we get that
The following inequality is a simple corollary of Lemma 4.3, which can be viewed as a variant of Lemma 4.1.
Corollary 4.4. Let G be a graph as in Theorem 4.1. Then, for B, C ⊆ V , the following inequality holds true
where θ, p, α as in Lemma 4.3.
Proof. Note that e(B, C) − d|B||C| n ≤ v∈C N B (v) − d|B| n , then by the Cauchy-Schwartz inequality and Lemma 4.3, our result follows.
The following theorem is analogous to a theorem of Naor [Na, Theorem 1.2] for random Cayley graphs.
Theorem 4.5. There exists a universal constant C > 0 such that for every abelian group Γ of cardinality n and ε > 0. Assume that k ≥ C log n ε 2 . Then, with probability at least 1 2 over g 1 , · · · , g k chosen independent and uniformly at random from Γ, and denoted by G = (V, E g1,··· ,g k ) the Cayley graph associated with g 1 , · · · , g k , then for any non-empty subset B ⊆ V with |B| ≥ 2, the following holds true.
(4.6)
Proof. Let G g1,··· ,g k be the Cayley graph associated with g 1 , · · · , g k . Then, by the fact that n j=2 |λ j (G g1,··· ,g k )| p 1/p = (id − 1 n J)A(G g1,··· ,g k ) Sp
where J is a n × n matrix of all entries are 1 and A(G g1,··· ,g k ) is the normalized adjacency matrix associated with g 1 , · · · , g k . Hence, by a lemma of Naor [Na, Lemma 4 .1] it follows that with probability at least 1 2 there exists a universal constant c > 0 so that n j=2 |λ j (G g1,··· ,g k )| 2p 1/2p = (id − 1 n J)A(G g1,··· ,g k ) S2p ≤ cn Since Γ is an abelian group, then there exists an orthonormal eigenbasis of A(G g1,··· ,g k ) consisting of characters on Γ (see [A-R] for example). Hence, it is easy to verify that e(B) k − |B| 2 n ≤ c|B| 1/2 n 1 2p p k (n − |B|) α |B| + |B| α (n − |B|) n 1+α/2 for all p ∈ N. Choose p = log |B| then it entails that e(B) k|B| − |B| n ≤ ce 1/2 log |B| k .
(4.8)
Denote that C = c 2 e and if k ≥ C log n ε 2 . Then, if we choose g 1 , · · · , g k independent and uniformly at random in Γ, it follows that at least probability at least 1 2 so that the Cayley graph G g1,··· ,g k = (V, E g1,··· ,g k ) satisfies that e(B) k|B| − |B| n ≤ ε log |B| log n , for all B ⊆ V with |B| ≥ 2.
Applications to double dyadic martingales
The moment inequalities of double dyadic martingale are important to the study of Harmonic analysis. Pipher [Pip] provided a moment inequality for double dyadic martingales and applied it to the study the exponential square integrability of |f − f Q | over Q in the bidisc case of two parameter kernel. And Bañuelos [Ba] extended moment inequalities of Phipher to continuous martingales on Brownian filtration and applied them to the study of Riesz transforms.
In the rest of this subsection we will apply the methods from Section 3 to deduce moment inequalities for Banach space-valued double dyadic martingales. Recall that a random process f = (f n ) ∞ n=0 is said to be dyadic martingale (or, Paley-Walsh martingale) if f = (f n ) ∞ n=0 is martingale relative to filtration F = (F) ∞ n=0 where F n are σ-subalgebra generated by the dyadic intervals of length 2 −n in [0, 1]. The following inequalities can be viewed as a variant of [Ba, Theorem 1.1] for double dyadic martingales with values in Banach space.
Theorem 4.6. Suppose that f j = (f j n ) ∞ n=0 are dyadic martingales with values in p-uniformly smooth (resp. quniformly convex) Banach space for 1 < p ≤ 2 (resp. 2 ≤ q < ∞), j = 1, 2, · · · , m. Then following inequality holds for all 2 ≤ r < ∞ and n ∈ N.
To prove this theorem we will first provide a version for Hilbert space-valued dyadic martingales and then apply a "martingale dimension reduction" argument to convert to the case of p-uniformly smooth Banach space-valued dyadic martingales. The following lemma is a variant of Theorem 3.1.
Lemma 4.7. Suppose that f j = (f j n ) ∞ n=0 are dyadic martingales with values in Hilbert space H, for j = 1, 2, · · · , m. Then, for every r ≥ 0 Proof. Let u(t) = m j=1 f j n−1 + td n,f j 2 1/2 and ϕ(t) = E n cosh λu(t) . Note that f j = (f j n ) ∞ n=0 are dyadic martingales for all j = 1, · · · , m, and hence d n,f j are F n−1 -measurable for all n ∈ N and j = 1, 2 · · · , m (see [H-N-V-W, p.169] ).
