Abstract The stochastic method for simulating strong ground motions from finite faults is applied to the records of the 1999 Chi-Chi, Taiwan, earthquake. The method involves discretization of the fault plane into smaller subfaults, each of which is assigned an x 2 spectrum. The contributions from all subfaults are empirically attenuated to the observation site and summed to produce the synthetic acceleration time history.
Introduction
While nonlinear soil response to strong earthquake motions was considered nearly hypothetical a decade ago (e.g., Aki, 1993; Beresnev and Wen, 1996; Field et al., 1998a) , seismological observations of the last several years have provided corroborating evidence for its significance during large events (Field et al., 1997; Beresnev et al., 1998a,b; Field et al., 1998b; Hartzell, 1998; Su et al., 1998; Cultrera et al., 1999; Dimitriu et al., 2000; Beresnev, 2002; Dimitriu, 2002) . Within the context of seismic-hazard analysis, nonlinear soil response is typically defined as the decrease in near-surface amplification of seismic waves as their amplitude increases. This phenomenon is believed to be caused by an increasingly hysteretic character of the stress-strain relationship in soils as strain increases. At low strain, the relationship is essentially linear (e.g., Beresnev and Wen, 1996; Ishihara, 1996) .
Most of the recent nonlinearity observations have come from the analysis of the 1994 Northridge, California, earthquake, recorded by a dense network of strong-motion instrumentation within and in the vicinity of the Los Angeles basin. Further investigations of the patterns of nonlinear site effect are needed to make proper generalizations; they are naturally limited by the paucity of large events that would be recorded by dense networks of instruments. The vast strong-motion database collected during the M 7.6, 1999 September Chi-Chi, Taiwan, mainshock, which triggered about 441 strong-motion instruments (Lee et al., 2001b) , lends itself to this type of analysis.
Method
Our goal is to analyze nonlinear amplification during the Chi-Chi event by comparing the islandwide amplification observed during the mainshock with that predicted using an assumption of linear response. The detection of nonlinear site amplification may be approached in a variety of ways; in this study, we employ the method used by and Beresnev (2002) , based on finite-fault modeling of mainshock records and its ability to provide a statistically reliable model of rock-station data over a wide range of distances from the fault (e.g., Silva et al., 1997) . The method consists of two steps. Model validation is the first step of the analysis. We use the stochastic finite-fault technique to simulate the observed records of the Chi-Chi mainshock at rock sites, to see whether the model is capable of reproducing the strong-motion data recorded during this significant, well-recorded event in a complex tectonic setting with near-zero bias. The bias is defined as the logarithm of the ratio of the observed to simulated Fourier spectra, averaged over all rock sites. The rock sites are those categorized as U.S. National Earthquake Hazards Reduction Program (NEHRP) site class B ("rock") (Lee et al., 2001a) . NEHRP site class A ("hard rock") stations have so far not been identified in Taiwan. The finite-fault simulation code FINSIM ) is used for validation; its applicability to ground-motion prediction in various tectonic environments has been verified in several recent studies (Hartzell et al., 1999; Berardi et al., 2000; Castro et al., 2001; Beresnev and Atkinson, 2002; Hough et al., 2002; Iglesias et al., 2002; Roumelioti and Kiratzi, 2002; Erdik and Durukal, 2003; Singh et al., 2003) . The validation for the Chi-Chi event is another test of the applicability of the stochastic method.
The second step applies the calibrated model to the simulation of soil records (site class D, "stiff soil"), with the exception that the predicted motions are amplified by the soil-response functions derived from the linear-response analyses. The prediction bias is again calculated as the logarithm of the ratio between the observed and simulated Fourier spectra, averaged over all soil sites. This bias is an estimate of the ratio of strong-to weak-motion amplification (equation 1 of Beresnev, 2002) . Before averaging, each ratio is normalized by the mean prediction bias for rock sites (which should be close to unity for a well-calibrated model) to remove residual calibration error from the soil-site simulations. If the amplification during the mainshock were equal to the weak-motion amplification, the mean logarithmic soil-site prediction bias would statistically be equal to zero. However, if the bias fell below zero in a statistically significant sense, the simulated spectra then exceeded the observed spectra because the observed amplification was reduced by nonlinear soil response.
Ideally, the site-specific weak-motion amplifications should be used in generating the simulated Fourier spectra in the second step. This approach was taken by and Field et al. (1998b) . We deduce these amplifications from aftershock records obtained at soil stations that also recorded the mainshock, provided these aftershocks have also been recorded at a nearby rock site. The amplifications are then calculated using spectral ratios. We focus on site class D amplifications in this study, since pairs of nearby rock and site class E stations, which would have recorded a sufficient number of aftershocks, were not found in the available aftershock datasets.
In the following, we test the ability of the stochastic finite-fault model to simulate the records of the Chi-Chi event at rock sites and then study the possibility of using this model to detect nonlinear soil response (site class D) during the mainshock with the aftershock data currently available.
Data
The strong-motion data for the Chi-Chi mainshock were taken from the files disseminated on CD-ROM by Lee et al. (2001b) . As stated earlier, the data used to validate the stochastic method consisted of the records at site class B, which included limestone, igneous or metamorphic rocks, hard volcanic deposits, and Miocene or older strata (sandstones, shales, conglomerates, and slates) (Lee et al., 2001a) .
In order to enhance azimuthal coverage of the observation stations around the seismogenic fault, we have also included site class C* in the validation. Generally, site class C of Lee et al. (2001a) ("very dense soil and soft rock") is chosen to be comparable to NEHRP site class C. The difference between site classes C and C* is that the latter are "borderline" stations that might be closer to site classes B or D; we therefore included those stations that exhibited surface geology characteristics close to site class B.
In the database of Lee et al. (2001b) , the records are classified into four categories based on quality. A-quality records are the best, B-quality records may include absolute time errors, C-quality records may not have adequate preor postevent (traces not showing sufficient coda) data, and D-quality records have some defect (e.g., spurious spikes or a missing component). Since in the present study we are interested in the frequency content of the S-wave window, we used the data from the first three categories excluding only the waveforms with defects (D quality). In the cases of colocated accelerographs, we chose the recordings of the more advanced instrument (e.g., that with the largest dynamic range). 
Model Validation
The locations of 24 rock stations used to validate the stochastic model are shown in Figure 1 (black triangles). Table 1 lists station information, including station-to-fault distance measures and the peak horizontal acceleration (PHA) recorded during the mainshock. Station codes and site classes are those from Lee et al. (2001a) . As seen from Table  1 , our calibration included only stations with hypocentral distances shorter than 120 km. This cutoff distance is required due to a bias in the empirical path-effect model used to generate synthetics (discussed later). Clearly, no simple model of path effect (attenuation) can describe equally well ground motions at all distances from the source. As we show later (see Fig. 5 ), there is no observable distance bias in the simulations in the selected distance range.
During the validation, we tested various combinations of several fault models (e.g., Wang et al., 2001; Wu et al., 2001; Zeng and Chen, 2001 ) and focal mechanisms (e.g., Chang et al., 2000; Wu et al., 2001) proposed in the published studies of the Chi-Chi earthquake. The combination that gave the best fit to the data was that of a rectangular fault with dimensions of 110 km ‫ן‬ 40 km (Chi et al., 2001; Ma et al., 2001 ), a strike of 5Њ, and an easterly dip of 34Њ (Chang et al., 2000) . Following the approach taken by Beresnev and Atkinson (2002) , the fault was assigned a homogeneous slip, since the details of the slip distribution are not well constrained and it has been found not to affect the accuracy of the predictions on average (Beresnev and Atkinson, 1998b) . A study recently conducted by Beresnev (2002b) showed that only the gross features of slip distribution on a fault plane (obtained from finite-fault slip inversions) that do not diverge significantly from the average value of slip may be reliable; all other complexities could be extremely uncertain (Olson and Anderson, 1988; Das and Kostrov, 1994; Beresnev, unpublished manuscript, 2003; Delouis et al., 2002) . We thus find it reasonable to assume a homogeneous slip distribution instead of following the oftentimes conflicting results of published inversions (Beresnev, unpublished manuscript, 2003) , considering that this approach has been properly validated (Beresnev and Atkinson, 1998b, 2002) . The fault plane was discretized into 10 ‫ן‬ 4 subfaults based on the empirical relation of Beresnev and Atkinson (2002, equation 1) ; the hypocenter was placed at the south-central, upper half of the fault (Chang et al., 2000) . The surface projection of the adopted fault model is depicted in Figure 1 .
In the implementation of the stochastic method, the attenuation effects of the propagation path are modeled through the empirical Q and geometric-attenuation models. We assumed the frequency-dependent Q ‫ס‬ 117f 0.77 , estimated from coda waves by Chen et al. (1989) , and geometric spreading in the form 1/R b , where b ‫ס‬ 1.0 for R Ͻ 50 km, b ‫ס‬ 0 for 50 km Ϲ R Ͻ 150 km, and b ‫ס‬ 0.5 for R м 150 km, which was previously used for the Taiwan region (Sokolov, 2000) . Note that the adopted path-effect model satisfactorily explained data for distances less than or equal to 120 km only. As discussed before, this was taken as the distance limit of our analysis. There also have been publications that introduce a distance-dependent duration term into the subevent radiation model (e.g., Ou and Herrmann, 1990) . Similarly to Beresnev and Atkinson (1998b) , we did not find it necessary to use the distant-dependent duration to explain acceleration time histories for the Chi-Chi mainshock and thus opted for the simpler model in which durations were equal to source durations.
The upper-crustal response was accommodated by amplifying the simulated spectra by the factors proposed for generic rock sites in western North America (Boore and Joyner, 1997) . The spectra were additionally attenuated by the kappa operator (Anderson and Hough, 1984) with j ‫ס‬ 0.07 sec, which was the value that best fit the observed spectra.
The radiation-strength factor s, which is the parameter controlling the level of high-frequency radiation in the simulated spectra, is the only truly free parameter of the model and was determined by trial and error. Its value reflects the maximum slip velocity on the fault (Beresnev and Atkinson, 2002) . The best fit within the examined frequency range (0.1-20 Hz) was provided by s ‫ס‬ 1.0, which is lower than the average value estimated for North American earthquakes (s ‫ס‬ 1.5 ‫ע‬ 0.3; Beresnev and Atkinson, 2001 ). This result reflects the recorded low peak ground accelerations (PGAs) during the mainshock and, in physical terms, suggests a lower slip velocity than commonly observed, in agreement with other studies (e.g., Zeng and Chen, 2001; Campbell and Bozorgnia, 2003) . Table 2 summarizes all parameters used in the synthetic model. The performance of our calibrated model is demonstrated in Figure 2 , where we compare the observed and simulated Fourier spectra at all 24 rock stations. Taking into account the complexity of the examined event, the simplicity of the model, and the fact that all rock-site responses were assumed to be unity, the fit can be considered very satisfactory. In Figure 3 , we compare the observed and simulated acceleration time histories at six representative stations above and around the fault. In most cases, the peak values of acceleration, S-wave envelopes, and ground-motion durations are well matched.
The model bias for the rock stations, calculated as the logarithm (base 10) of the ratio of the observed to simulated Fourier spectra, averaged over 24 sites, is presented in Figure 4 . The mean bias is within the 95% confidence limits of zero throughout almost the entire frequency range, showing that the adopted model adequately captures the spectral source and path effects and their spatial variability on average, relative to observations.
The ratio of the observed to synthetic spectrum as a function of distance is shown in Figure 5 . As discussed earlier, this test checks the occurrence of any systematic distance-dependent bias, which could be due to inadequacies in modeling the path effect. Misfits at individual stations are shown for two representative frequencies of 0.7 and 2.0 Hz, where model bias is moderate. Figure 5 shows that the misfits appear to be randomly distributed around unity. All soil stations used are in the same hypocentral distance interval.
Calculation of Weak-Motion Responses at Soil Sites
In Taiwan, site class D includes fluvial terraces, stiff clays, and sandy gravel deposits (Lee et al., 2001a) . Weakmotion response for site class D was estimated using the spectral-ratio technique. We inspected the Chi-Chi aftershock datasets released so far (Lee et al., 2001c,d) in order to find pairs of neighboring soil and rock sites that recorded the same aftershocks. Our selection criteria included a maximum distance of 10 km between the reference-rock and soil stations and a minimum number of three aftershocks recorded at both.
Sixteen soil sites satisfied these criteria. Their locations, relative to the corresponding reference station, are depicted in Figure 6 . Table 3 presents station information, including station-to-fault distance measures, the distance between the soil and reference sites, the PHA recorded during the mainshock, and the number of aftershocks used in the estimation of each average weak-motion amplification function. The selected time windows started slightly before the S-wave arrival, and their duration varied depending on the source- station separation. For every observed trace analyzed, the geometric average of the spectra of the two horizontal components was taken. Prior to Fourier transformation, all windows were symmetrically tapered (at 5%) using a cosine function. In all waveforms the signal-to-noise ratio was at least 1-3 throughout the examined frequency range. The average empirical transfer functions estimated for these 16 sites ‫1ע(‬ standard deviation of the data) are shown in Figure 7a . It is interesting to note the variability in both the amplification levels and resonance frequencies among the examined sites, although they all have been classified within the same site class (D).
In Figure 7b , we present the average transfer function, computed from the entire set of aftershock spectral ratios used to estimate the 16 site-specific responses. The suggested amplifications are comparable to the generic soil amplification proposed for the other regions, for example, for California (figure 1 of Beresnev, 2002 , adapted from Silva et al., 1997 . This function is an estimate of the average site response (site class D) in Taiwan, although the individual site-response variability is large, as is reflected in the standard deviation in Figure 7b .
Simulation of Mainshock Records at Soil Sites:
Implications for Nonlinearity
As a final step in our analysis, the calibrated model was combined with the weak-motion amplification functions to simulate the spectra at site class D. First, we applied the finite-fault code to the 16 sites for which we estimated sitespecific response information. Each simulated spectrum was amplified by the site's empirical transfer function. This was the only difference in the input parameters in soil-site simulations compared with those used in the validation ( Table  2 ). The kappa parameter was also fixed at its validated value of 0.07 sec, since any difference in kappa between soil and rock sites had already been included in the empirical transfer functions.
The average model bias for the 16 stations, normalized by the average rock-station bias, is presented in Figure 8a , where the dashed lines show ‫%59ע‬ confidence limits of the mean. As discussed in the Method section, this bias is an estimate of the average strong-to-weak-motion amplification ratio. An overprediction of the observed mainshock motions using the weak-motion amplification functions occurs throughout the entire frequency range. However, this result is at the boundary of statistical significance at the 95% confidence level. We also calculated the bias for several stations in Table 3 that showed the highest observed acceleration level (close to or exceeding 200 cm/sec 2 ). The resulting uncertainty was similar to that shown for all 16 sites in Figure 8a .
The number of soil stations with empirical weak-motion responses is only 16. This may have limited the possibility of obtaining statistically robust results, so we included more site class D stations in our simulations by assigning them the average site class D transfer function from Figure 7b . In this approach, the amplification in Figure 7b , estimated as the average of 82 aftershock spectral ratios, is considered to be representative of all class D sites in Taiwan. Despite the observed individual-response variability, these stations share similar geology (Lee et al., 2001a) and can be expected to cluster around a common mean amplification curve.
The model bias for all 115 site class D stations in Taiwan that recorded the mainshock at hypocentral distances less than 120 km, corrected for the average rock-station bias, is presented in Figure 8b . Consistent with the results from the 16 soil stations, the predicted spectral level appears to be larger than the observations throughout the entire frequency range, with a small exception around 0.4 Hz. This difference of the bias from zero is statistically significant at the 95% confidence level (except near 0.4 Hz). Figure 9 plots the ratio of strong-to weak-motion amplification estimated at 115 sites as a function of synthetic peak acceleration at the base of soil. The results are shown for 2.5 Hz, where the maximum reduction in amplification is observed in Figure 8b . Significant scatter exists in the data, which is attributed to the uncertainties in modeling sitespecific responses by the average transfer function, as well as in estimating PGA at the base of soil using the calibrated model. Despite the scatter, a weak trend is seen toward an overall decrease in the amplification ratio as the input acceleration level increases. The data corresponding to low PGA values cluster around unity, whereas at larger input levels ('200-300 cm/sec 2 ) there seems to be a systematic tendency for the ratios to drop below unity. This result seems logical, since only the sites with the highest developed strain would normally primarily contribute to the observed nonlin- ear response; however, due to large individual-response variability, a statistically significant bias, such as that shown in Figure 8b , could only be obtained when all 115 stations were grouped together. The reduction in amplification and the threshold acceleration level at which nonlinearity becomes detectable, suggested by Figures 8b and 9 , are consistent with the recent studies of large California earthquakes (the 1987 Whittier Narrows, 1989 Loma Prieta, and 1994 Northridge events). For example, , Hartzell (1998) , Su et al. (1998), and Beresnev (2002) reported PHAs of approximately 200-300 cm/sec 2 , above which they observed a significant difference between the weak-and strong-motion amplifications. The data in Figure 9 are consistent with this value. Also, Figures 8b and 9 suggest that an overall reduction in amplification in strong motions to about 0.5-0.6 of that in weak motions could be expected. This value is also consistent with those obtained in previous studies. Beresnev (2002) reported a maximum reduction coefficient of 0.5-0.6 in the frequency range of 1-3 Hz, Field et al. (1997) gave a coefficient of 0.5 between approximately 1 and 6 Hz, and reported a coefficient of 0.5 between 2 and 10 Hz. From the result in Figure 8b , the nonlinear response during the Chi-Chi event appears to have affected the wider frequency band, from 0.1 to 20 Hz. Su et al. (1998) and Hartzell (1998) also measured the behavior of strongto-weak-motion amplification ratios averaged over broad frequency ranges (0.5-15 Hz and 0.75-10 Hz, respectively) and reported similar reductions.
Increased data volumes at high base PGA are required The number of aftershocks used for the derivation of each individual transfer function is given in the last column.
to make a more robust determination of the nonlinearity "threshold." Figure 9 emphasizes a general difficulty in quantitative studies of nonlinear site response, that is, the natural paucity of recorded data at very high acceleration levels. Even for a large-magnitude event, recorded by one of the densest strong-motion networks in the world, such as the 1999 Chi-Chi event, there are only four site class D stations at which the estimated base peak acceleration exceeded 300 cm/sec 2 . More accurate conclusions could also be made as more data from the enormous aftershock database, recorded following the mainshock, are released. Having the site-specific response information at more than 16 stations could significantly improve the accuracy of the estimation of the site-specific difference between strong-and weak-motion amplifications, such as shown in Figure 8a .
Conclusions
The stochastic finite-fault technique for modeling ground motions was applied to the devastating 1999 ChiChi earthquake. As a first step, we calibrated the finite-fault model against 24 rock stations located at various azimuths around the fault. Despite the simplicity of the method, it provided an accurate prediction of the observed Fourier amplitude spectra on average, in line with the results of previous method validations performed for other events around the world. The model was also unbiased with respect to distance up to about 120 km using a Taiwan path-effect model. The rock-site calibration provided an unusually low value of the radiation-strength factor s, a parameter controlling the level of high-frequency radiation and determining the maximum slip velocity on the fault. This result suggests the lower-than-usual slip velocities during the Chi-Chi event, resulting in atypically low ground-motion levels for an event of magnitude M 7.6, also reported in several earlier studies.
The calibrated model was used to simulate acceleration spectra at site class D stations located within the same distance range. The simulated spectra were amplified by the site-response functions determined empirically from aftershock data. The method was initially applied to the 16 soil sites with known site-specific response information. An average empirical transfer function was also computed and applied to the entire set of 115 soil stations.
Due to large interstation response variability and a relatively small number of stations involved, we were unable to derive a statistically significant difference in weak-and strong-motion amplifications based on the site-specific responses available at 16 stations. However, the average amplification ratio calculated for the 115 stations, with the mean site class D transfer function assigned to all of them, showed a statistically significant reduction in amplification. In this case, the analysis benefited from the fact that the individual site-response variability averaged out to smaller overall uncertainty when a much greater number of stations were considered. This shows that the responses of all 115 sites, sharing similar site classification, were still well represented on average by the mean empirical transfer function. Based on Figure 8b , the amplification reduction occurred in almost the entire frequency band of the analysis from 0.1 to 20 Hz, to a maximum of 0.5-0.6 of the weak-motion amplification. The "onset" of detectable nonlinearity lies roughly above input accelerations of 200-300 cm/sec 2 . Both the value of overall amplification reduction and the threshold level for detectable nonlinearity agree with previous studies of the average characteristics of nonlinearity.
Although Figures 8b and 9 reveal observable nonlinear phenomena during the Chi-Chi mainshock, the picture is not as informative as one could expect it to be from the wealth of strong-motion records that this earthquake provided. This is primarily due to the relatively small amount of aftershock data released so far, which does not allow detailed examination of soil response at a large number of site class D stations or any of the site class E ("soft soil") stations characterized by even lower near-surface velocities. Future releases of additional aftershock records could help enhance the quantitative character of our conclusions, to draw as many lessons as possible from the catastrophic Chi-Chi event about the characteristics of nonlinear soil response in the near field of large earthquakes.
