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Abstract
The box product as a symmetric monoidal product and its associated box exponential
are characterized for the categories of quivers (directed graphs), multigraphs, set system
hypergraphs, and incidence hypergraphs. It is shown that only the quiver case of the box
exponential can be characterized via homs entirely within their own category. An asymme-
try in the incidence hypergraphic box product is rectified via the introduction of an incidence
dual-closed generalization of the box product, called the Laplacian product, that effectively
treats vertices and edges as real and imaginary parts of a complex number, respectively. The
Laplacian product is shown to have a natural interpretation as the canonical box product for
graphs via the bipartite representation functor, while the associated Laplacian exponential
is represented as homs entirely in the category of incidence hypergraphs. The evaluation
of the Laplacian exponential at paths is shown to produce vertex sets and edge sets that
correspond to the entries in half-powers of the oriented hypergraphic Laplacian matrix and
its dual. Finally, through the Laplacian exponential, we show evaluation at paths of length
1∕2 correspond to the incidence matrix, and the row/column structure is an evaluation of
the Laplacian exponential.
Mathematics Subject Classifications: 05C76, 05C65, 05E99, 18D10, 18A40
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1 Introduction
We continue the development of the combinatorial and categorical differences of the categories
of graph-like objects introduced in [GR18, GRR19] by characterizing box products, monoidal
structure, and associated exponentials within each category. The categories studied are: (1) the
category of quivers 픔 (directed graphs), (2) the category of set-system hypergraphs ℌ, (3) the
category of multigraphs픐, and (4) the category of incidence hypergraphsℜ. In [GR18] it was
shown that there are serious structural deficiencies to the set system approach to hypergraphs
that are resolved by incidence hypergraphs. This is in part due to the topos structure of both픔
andℜ that are tied together by a logical functorΥ introduced in [GR18] whose left and right Kan
extensions constitute an essential geometric morphism and are combinatorially meaningful as
bipartite representations and incidence matrices. Additionally, it was shown that the categorical
product on incidence hypergraphs admits an exponential that characterizes the quiver and graph
exponentials entirely as homomorphisms in ℜ. As a parallel, we examine the nature of box
products and their exponentials in each category and determine that only the box exponential of
픔 is characterized via homomorphisms entirely within their own category. With픔 andℜ both
topoi connected by logical functor Υ, an asymmetry in the box exponential forℜ is rectified to
produce a new box exponential characterized via ℜ-homomorphisms that is dually-closed and
has evaluations at paths combinatorially linked to the oriented hypergraphic Laplacian.
Subsection 2.1 provides a functorial development of the quiver box product that is a sym-
metric monoidal product. Furthermore, this monoidal product is closed and the box exponential
is calculated. An analogous development for set-system hypergraphs appears in Subsection 2.2.
The edge-deficiencies of the power set functor  discussed in [GR18] lead to a very messy box
exponential that extends the concept of “diamond products” in [Doc09a, Kna11]. The set system
deletion functor Del is applied in Subsection 2.3 to leave only 2-edges, which reclaims the stan-
dard graph-theoretic box product and box exponential as depicted in Figure 1. Subsection 2.4
provides an incidence alternative to the standard (and set system) box product and exponential
that has a simple presentation as homomorphisms which may provide further algebraic insight
into the study of Hom complexes, homotopy, and even prism-properties. However, the edge set
of the incidence box exponential is shown to be functions from the vertices of one graph to the
edges of the other — another edge-based asymmetry, this time in the category ℜ that resolved
such issues previously.
In Section 3 the edge set asymmetries in the incidence hypergraphic box product and ex-
ponential are resolved via the introduction of the incidence duality functor. This produces a
new box-type product, called the Laplacian product, and provides a natural generalization of
the canonical box product on graphs that, effectively, treats vertices and edges as real and imag-
inary parts of a complex number — that is, the product of two edges is a vertex. The Laplacian
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Figure 1: The canonical graph box product on two edges.
product is shown to be equivalent to the usual box product under the action of the undirected
bipartite representation graph; as obtained by the composition of the undirecting functor 푈 and
the equivalent digraph functor Υ⋄ (the left adjoint to the logical functor Υ).
The exponential for the Laplacian product is calculated and its evaluation at paths of length
푘 have a vertex set equivalent to the entries in the 푘th power of the Laplacian, while its edge set
is equivalent to the entries in the dual Laplacian from [RR12]. The incidence set is determined
by twisted-dual ladder-graph embeddings into the hypergraph, and in the case of a half-path
embedding we reclaim the incidence matrix via the Laplacian exponential.
Note, we only consider the existence of incidences, but the combinatorial results hold for
incidence oriented hypergraphs as the final combinatorics are done on the objects of the cat-
egory and all calculations are done a posteriori. Incidence orientations of hypergraphs have
been examined in [Ref12, RR12, Rus13, CRRY15] where integer matrices could be studied
using their locally signed graphic substructure. The locally graphic nature was formalized in
[GRR19] where the topos structure of incidence hypergraphs was further explored and the sub-
object classifier and injective envelope were characterized. A complete characterization of the
coefficients of the total-minor polynomials of oriented hypergraphic adjacency and Laplacian
matrices via the subhypergraphic embeddings also appear in [GRR19] generalizing the results
of [CLR+18, RRSS19].
1.1 Incidence Hypergraphs
An incidence hypergraph is a quintuple 퐺 = (푉̌ , 퐸̌, 퐼, 휍, 휔) consisting of a set of vertices 푉̌ , a
set of edges 퐸̌, a set of incidences 퐼 , and two incidence maps 휍 ∶ 퐼 → 푉̌ , and 휔 ∶ 퐼 → 퐸̌.
This notation is from [GR18], where the set decorations distinguish between the functors into
퐒퐞퐭 for different graph-like categories; for example, 푉̌ (퐺) is the set of vertices of an incidence
hypergraph, while 푉⃗ (퐺) is the set of vertices of a quiver.
Formally, an incidence hypergraph (from [GR18, p. 17]) is defined as follows: Let픇 be the
finite category
0 2푦oo 푧 // 1
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and the category of incidence hypergraphs isℜ ∶= 퐒퐞퐭픇 with evaluation functors
퐒퐞퐭 ℜ
푉̌ss
퐸̌
kk
퐼 // 퐒퐞퐭
at 0, 1, and 2, respectively. An object 퐺 ofℜ consists of the following: a set 푉̌ (퐺), a set 퐸̌(퐺),
a set 퐼(퐺), a function 휍퐺 ∶ 퐼(퐺) → 푉̌ (퐺), and a function 휔퐺 ∶ 퐼(퐺) → 퐸̌(퐺). Note thatthe incidence function 휄퐺 ∶ 퐼(퐺) → 푉̌ (퐺) × 퐸̌(퐺) used in [CLR+18, RRSS19] is uniquelydetermined by the diagram below, where 휋푉̌ (퐺) and 휋퐸̌(퐺) are the canonical projections.
퐼(퐺)
휍퐺
uu
휔퐺
))
∃!휄퐺

푉̌ (퐺) 푉̌ (퐺) × 퐸̌(퐺)휋푉̌ (퐺)
oo
휋퐸̌(퐺)
// 퐸̌(퐺)
Note from [GR18] that the single incidence 1-edge 퐼⋄({1}) is both the terminal object as well
as the non-trivial generator of the category — the other generators being the isolated vertex
푉̌ ⋄({1}) and loose edge 퐸̌⋄({1}). A directed path of length 푛∕2 is a non-repeating sequence
푃̌푛∕2 = (푎0, 푖1, 푎1, 푖2, 푎2, 푖3, 푎3, ..., 푎푛−1, 푖푛, 푎푛)
of vertices, edges, and incidences, where {푎퓁} is an alternating sequence of vertices and edges,and 푖푗 is an incidence between 푎푗−1 and 푎푗 . The tail of a path is 푎0 and the head of a path is 푎푛.In terms of paths, the generators of ℜ are the path of length zero consisting of a single vertex,
the path of length zero consisting of a single edge, and the 1-edge 퐼⋄({1}). Note that 퐼⋄({1})
contains two paths of length 1∕2: one with tail 푣 and and head 푒, and another with tail 푒 and
head 푣. To avoid confusion, we regard 푃̌푛∕2 as a path of length 푛∕2 with a tail vertex 푎0 and head
푎푛, which is another vertex if 푛 is even and an edge if 푛 is odd. On the other hand, 푃̌ #푛∕2 beginswith a tail edge 푎0.It was shown in [GR18] that there is a logical functor from the category of quivers to in-
cidence hypergraphs 픔 Υ //ℜ that characterizes the quiver exponential entirely as hom-sets
fromℜ. Moreover, Υ admits both a left and right adjoint (Υ⋄ andΥ⋆ are combinatorially mean-
ingful). In particular, Υ⋄ produces the bipartite incidence quiver, and when composed with the
undirecting functor 푈 , 푈Υ⋄ is the canonical “equivalent” bipartite representation of a hyper-
graph.
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Figure 2: An incidence hypergraph and its bipartite representation via functors.
We demonstrate that 푈Υ⋄ is a strong symmetric monoidal functor that links the graph box
product of bipartite representations with a new Laplacian product for incidence hypergraphs that
provides a complete incidence-dual generalization of the box product to incidence hypergraphs
whose exponential evaluation generalizes the combinatorial hypergraphic Laplacian.
2 Box Products for Graph-like Categories
In this section we provide a categorical development of box products and exponentials on the
categories of quivers픔, set-system hypergraphsℌ, multigraphs픐, and incidence hypergraphs
ℜ. These have direct applications to hom complexes of graphs and graph products [HIK11,
Kna01, Kna90, Doc09a, Doc09b]. Moreover, the simple픐 box product matches, and the ℌ
exponential generalizes the “diamond products” in [Doc09a, Kna11].
2.1 Box Products for Quivers
The action of the box product on quivers is well known in sources such as [GYZ14, HIK11].
This action can be naturally extended to quiver homomorphisms to create a bifunctor.
Definition 2.1.1 (Box product). Given 푄, 푃 ∈ Ob(픔), define the quiver 푄□⃗푃 by
1. 푉⃗
(
푄□⃗푃
)
∶= 푉⃗ (푄) × 푉⃗ (푃 ),
2. 퐸⃗
(
푄□⃗푃
)
∶=
(
{1} × 퐸⃗(푄) × 푉⃗ (푃 )
)
∪
(
{2} × 푉⃗ (푄) × 퐸⃗(푃 )
)
,
3. 휎푄□⃗푃 (푛, 푥, 푦) ∶=
{ (
휎푄(푥), 푦
)
푛 = 1,(
푥, 휎푃 (푦)
)
푛 = 2,
4. 휏푄□⃗푃 (푛, 푥, 푦) ∶=
{ (
휏푄(푥), 푦
)
푛 = 1,(
푥, 휏푃 (푦)
)
푛 = 2.
For 푄1 휙 // 푄2 , 푃1 휓 // 푃2 ∈ 픔, define 푄1□⃗푃1 휙□⃗휓 // 푄2□⃗푃2 ∈ 픔 by
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1. 푉⃗
(
휙□⃗휓
)
(푣,푤) ∶=
(
푉⃗ (휙)(푣), 푉⃗ (휓)(푤)
)
,
2. 퐸⃗
(
휙□⃗휓
)
(푛, 푥, 푦) ∶=
⎧⎪⎨⎪⎩
(
1, 퐸⃗(휙)(푥), 푉⃗ (휓)(푦)
)
푛 = 1,(
2, 푉⃗ (휙)(푥), 퐸⃗(휓)(푦)
)
푛 = 2.
Example 2.1.2. Consider the single directed edge 푃⃗1 ≅ 퐸⃗⋄({1}). The quiver box product of twodirected edges appears in Figure 3.
v
w
~
e
v w
e
(v, e)
(w, e)
(e, v) (e, w)
Figure 3: The quiver box product of 푃⃗1□⃗푃⃗1.
It is unsurprising that the directed box product is related to the canonical box product on
graphs where the undirecting functor 푈 returns Figure 1.
The box product is actually a symmetric monoidal product with the structure maps below.
The verification of the necessary identities is tedious but routine.
Definition 2.1.3 (Structure maps). For푀,푃 ,푄 ∈ Ob(픔), define the following structure maps:
1. 푄□⃗푉⃗ ⋄({1}) 푟⃗푄 // 푄 ∈ 픔 by 푉⃗ (푟⃗푄) (푣, 1) ∶= 푣, 퐸⃗ (푟⃗푄) (1, 푒, 1) ∶= 푒;
2. 푉⃗ ⋄({1})□⃗푄 퓁⃗푄 // 푄 ∈ 픔 by 푉⃗
(
퓁⃗푄
)
(1, 푣) ∶= 푣, 퐸⃗
(
퓁⃗푄
)
(2, 1, 푒) ∶= 푒;
3. 푄□⃗푃 푐⃗푄,푃 // 푃 □⃗푄 ∈ 픔 by 푉⃗ (푐⃗푄,푃 ) (푣,푤) ∶= (푤, 푣), 퐸⃗ (푐⃗푄,푃 ) (푛, 푥, 푦) ∶= (3 − 푛, 푦, 푥);
4.
(
푄□⃗푃
)
□⃗푀
푎⃗푄,푃 ,푀 // 푄□⃗
(
푃 □⃗푀
)
∈ 픔 by
• 푉⃗ (푎⃗푄,푃 ,푀) ((푣,푤), 푢) ∶= (푣, (푤, 푢)),
• 퐸⃗ (푎⃗푄,푃 ,푀) (1, (1, 푒, 푤), 푢) ∶= (1, 푒, (푤, 푢)),
• 퐸⃗ (푎⃗푄,푃 ,푀) (1, (2, 푣, 푓 ), 푢) ∶= (2, 푣, (1, 푓 , 푢)),
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• 퐸⃗ (푎⃗푄,푃 ,푀) (2, (푣,푤), 푔) ∶= (2, 푣, (2, 푤, 푔)).
Moreover, this monoidal product is closed. The construction of the “quiver box exponential”
is straight forward, much like the categorical exponential from [GR18, Definition 3.49].
푉⃗
[
푄1, 푄2
]
퐵 ≅ 퐒퐞퐭
(
{1}, 푉⃗
[
푄1, 푄2
]
퐵
)
≅ 픔
(
푉⃗ ⋄({1}),
[
푄1, 푄2
]
퐵
)
≅ 픔
(
푄1□⃗푉⃗
⋄({1}), 푄2
)
≅ 픔
(
푄1, 푄2
)
,
퐸⃗
[
푄1, 푄2
]
퐵 ≅ 퐒퐞퐭
(
{1}, 퐸⃗
[
푄1, 푄2
]
퐵
)
≅ 픔
(
퐸⃗⋄({1}),
[
푄1, 푄2
]
퐵
)
≅ 픔
(
푄1□⃗퐸⃗
⋄({1}), 푄2
)
.
For the source and target maps, the Yoneda embedding will be helpful. This important
functor arises naturally from the presheaf structure of 픔 as seen in [Bor94, I.1.4.3.a], and the
characterization below follows from direct calculation.
Let 픈 be the finite category drawn below.
1
푠
((
푡
66 0
Then,픔 = 퐒퐞퐭픈, and 퐒퐞퐭 픔푉⃗oo 퐸⃗ // 퐒퐞퐭 are the evaluation functors at 0 and 1, respectively.
Proposition 2.1.4 (Yoneda functor). Let 푌픔 ∶ 픈op → 픔 be the Yoneda embedding. Then,
푌픔(0) ≅ 푉⃗ ⋄({1}) and 푌픔(1) ≅ 퐸⃗⋄({1}). Moreover, 푌픔(0)
푌픔(푠) ,,
푌픔(푡)
22 푌픔(1) ∈ 픔 are determined
uniquely by 푉⃗ 푌픔(푠)(1) = (0, 1) and 푉⃗ 푌픔(푡)(1) = (1, 1), mapping to the tail and head of thesingle edge, respectively.
Now, the box exponential and its universal property can be clearly stated and proven.
Definition 2.1.5 (Box exponential). Given 푄1, 푄2 ∈ Ob(픔), define the quiver
[
푄1, 푄2
]
퐵 by
1. 푉⃗ [푄1, 푄2]퐵 ∶= 픔 (푄1, 푄2),
2. 퐸⃗ [푄1, 푄2]퐵 ∶= 픔(푄1□⃗퐸⃗⋄({1}), 푄2),
3. 휎[푄1,푄2]퐵 (휓) ∶= 휓◦
(
푄1□⃗푌픔(푠)
)
◦푟⃗−1푄1 ,
4. 휏[푄1,푄2]퐵 (휓) ∶= 휓◦
(
푄1□⃗푌픔(푡)
)
◦푟⃗−1푄1 .
Define 푄1□⃗
[
푄1, 푄2
]
퐵
bev푄1푄2 // 푄2 ∈ 픔 by
1. 푉⃗
(
bev푄1푄2
)
(푣, 휙) ∶= 푉⃗ (휙)(푣),
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2. 퐸⃗
(
bev푄1푄2
)
(푛, 푥, 휓) ∶=
{
퐸⃗(휓)(푥) 푛 = 1,
퐸⃗(휓)(2, 푥, 1) 푛 = 2.
Example 2.1.6. Consider the quiver box exponential of a 2-cycle to a 1-edge. The vertex set is
determined by maps from 푃⃗1 to 퐶⃗2, which is uniquely determined by the image of the edge. The
edge set is determined bymaps from 푃⃗1□⃗퐸⃗⋄({1}) = 푃⃗1□⃗푃⃗1 to 퐶⃗2, which is uniquely determinedby the image of (푒, 0).
(e, 0)
(e, 1)
(v, 1) (w, 1)
v
w
e
(v, 0) (w, 0)
(w, 1)(v, 1)
⇒
x
y
f g
e 7→ f
e 7→ g
(e, 0) 7→ f
(e, 0) 7→ g
Figure 4: The quiver box exponential [푃⃗1, 퐶⃗2]퐵 as determined by their maps.
Theorem 2.1.7 (Universal property). Given 푄1□⃗퐾 휙 // 푄2 ∈ 픔, there is a unique
퐾 휙̂ //
[
푄1, 푄2
]
퐵 ∈ 픔
such that bev푄1푄2◦
(
푄1□⃗휙̂
)
= 휙.
Proof. For 푣 ∈ 푉⃗ (퐾), define 훾푣 ∶ {1}→ 푉⃗ (퐾) by 훾푣(1) ∶= 푣. There is a unique
푉⃗ ⋄({1}) 훾̂푣 // 퐾 ∈ 픔
such that 푉⃗ (훾̂푣) = 훾푣. For 푒 ∈ 퐸⃗(퐾), define 훿푒 ∶ {1}→ 퐸⃗(퐾) by 훿푒(1) ∶= 푒. There is a unique
퐸⃗⋄({1}) 훿̂푒 // 퐾 ∈ 픔
such that 퐸⃗ (훿̂푒) = 훿푒. Define 퐾 휙̂ // [푄1, 푄2]퐵 ∈ 픔 by 푉⃗ (휙̂) (푣) ∶= 휙◦(푄1□⃗훾̂푣) ◦푟⃗−1푄1 ,
and 퐸⃗ (휙̂) (푒) ∶= 휙◦(푄1□⃗훿̂푒).
2.2 Box Product for Set System Hypergraphs
The box product for set-system hypergraphs is defined analogously to its quiver counterpart, and
its monoidal structure is routinely verified in the same manner.
Definition 2.2.1 (Box product). Given퐺,퐻 ∈ Ob(ℌ), define the set-system hypergraph퐺□퐻
by
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1. 푉 (퐺□퐻) ∶= 푉 (퐺) × 푉 (퐻),
2. 퐸 (퐺□퐻) ∶= ({1} × 퐸(퐺) × 푉 (퐻)) ∪ ({2} × 푉 (퐺) × 퐸(퐻)),
3. 휖퐺□퐻 (푛, 푥, 푦) ∶=
{
휖퐺(푥) × {푦}, 푛 = 1,
{푥} × 휖퐻 (푦), 푛 = 2.
For 퐺1 휙 // 퐺2 , 퐻1 휓 //퐻2 ∈ ℌ, define 퐺1□퐻1 휙□휓 // 퐺2□퐻2 ∈ ℌ by
1. 푉 (휙□휓) (푣,푤) ∶= (푉 (휙)(푣), 푉 (휓)(푤)),
2. 퐸 (휙□휓) (푛, 푥, 푦) ∶=
{
(1, 퐸(휙)(푥), 푉 (휓)(푦)) , 푛 = 1,
(2, 푉 (휙)(푥), 퐸(휓)(푦)) , 푛 = 2.
Example 2.2.2. As one of the names of the box product is the “Cartesian” product,the set system
box product behaves exactly as expected.
v
w

e
x y
z
(v, f)
(w, f)
(e, z)(e, x) (e, y)
f
Figure 5: The set system box product of a 2-edge and a 3-edge.
As [GR18] discussed the cartesian monoidal structure of the category, we avoid the term
“Cartesian product” to prevent confusion.
Definition 2.2.3 (Structure maps). For 퐺,퐻,퐾 ∈ Ob(ℌ), define the following structure maps:
1. 퐺□푉 ⋄({1}) 푟퐺 // 퐺 ∈ ℌ by 푉 (푟퐺) (푣, 1) ∶= 푣, 퐸 (푟퐺) (1, 푒, 1) ∶= 푒;
2. 푉 ⋄({1})□퐺 퓁퐺 // 퐺 ∈ ℌ by 푉 (퓁퐺) (1, 푣) ∶= 푣, 퐸 (퓁퐺) (2, 1, 푒) ∶= 푒;
3. 퐺□퐻 푐퐺,퐻 //퐻□퐺 ∈ ℌ by푉 (푐퐺,퐻) (푣,푤) ∶= (푤, 푣),퐸 (푐퐺,퐻) (푛, 푥, 푦) ∶= (3−푛, 푦, 푥);
4. (퐺□퐻)□퐾 푎퐺,퐻,퐾 // 퐺□ (퐻□퐾) ∈ ℌ by
• 푉 (푎퐺,퐻,퐾) ((푣,푤), 푢) ∶= (푣, (푤, 푢)),
• 퐸 (푎퐺,퐻,퐾) (1, (1, 푒, 푤), 푢) ∶= (1, 푒, (푤, 푢)),
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• 퐸 (푎퐺,퐻,퐾) (1, (2, 푣, 푓 ), 푢) ∶= (2, 푣, (1, 푓 , 푢)),
• 퐸 (푎퐺,퐻,퐾) (2, (푣,푤), 푔) ∶= (2, 푣, (2, 푤, 푔)).
The vertex functor 푉 for ℌ admits a left adjoint, so the vertex set for the set-system box
exponential is formed much like its quiver counterpart.
푉 [퐺,퐻]훽 ≅ 퐒퐞퐭
(
{1}, 푉 [퐺,퐻]훽
)
≅ ℌ
(
푉 ⋄({1}), [퐺,퐻]훽
)
≅ ℌ (퐺□푉 ⋄({1}),퐻) ≅ ℌ (퐺,퐻) .
Unfortunately, the edge functor 퐸 does not admit a left adjoint [GR18, Lemma 2.217], so
the edge set requires more careful consideration. The counit of the exponential adjunction 훽ev퐺퐻must be a set-system hypergraph homomorphism from 퐺□[퐺,퐻]훽 to 퐻 , giving a map from
{2} × 푉 (퐺) × 퐸[퐺,퐻]훽 to 퐸(퐻). Thus, the edges of [퐺,퐻]훽 involve functions from 푉 (퐺) to
퐸(퐻). Moreover, the homomorphism condition requires that the functions be colored by their
endpoint set, giving the structure below.
Definition 2.2.4 (Box exponential). Given 퐺,퐻 ∈ Ob(ℌ), define the hypergraph [퐺,퐻]훽 by
1. 푉 [퐺,퐻]훽 ∶= ℌ(퐺,퐻) with evaluation map 푉
(
훽ev퐺퐻
)
∶ 푉
(
퐺□[퐺,퐻]훽
)
→ 푉 (퐻) by
푉
(
훽ev퐺퐻
)
(푣, 휙) ∶= 푉 (휙)(푣),
2. 퐸[퐺,퐻]훽 ∶=
{
(퐴, 푔) ∈ 푉 [퐺,퐻]훽 × 퐒퐞퐭 (푉 (퐺), 퐸(퐻)) ∶ (휖퐻◦푔) (푣) =푉 (훽ev퐺퐻) ({푣} × 퐴) ∀푣 ∈ 푉 (퐺)},
3. 휖[퐺,퐻]훽 (퐴, 푔) ∶= 퐴.
Define 퐺□[퐺,퐻]훽
훽ev퐺퐻 //퐻 ∈ ℌ by
1. 푉 (훽ev퐺퐻) (푣, 휙) ∶= 푉 (휙)(푣), 퐸 (훽ev퐺퐻) (1, 푒, 휙) ∶= 퐸(휙)(푒),
2. 퐸 (훽ev퐺퐻) (2, 푣, (퐴, 푔)) ∶= 푔(푣).
Example 2.2.5. The set-system box exponential of a 2-cycle to a 1-edge is rather messy. While
the vertex set consists of the standard 22 vertices, the edge set contains 22 functions colored by
sets 퐴 satisfying {푉 (휙)(푧) ∶ ∀휙 ∈ 퐴} = {푥, 푦} for 푧 = 푣,푤. There are a total of eight 2-edges,
sixteen 3-edges, and four 4-edges, all in sets of four parallel edges.
⇒
(C2 ◦ g)(u) = {x, y}∀u, g
{v, w} 7→ {f1, f2}
g
v
w
e f1 f2
x
y
⇒
Figure 6: The set-system box exponential [푃1, 퐶2]훽 as determined by their maps.
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Theorem 2.2.6 (Universal property). Given 퐺□퐾 휙 //퐻 ∈ ℌ, there is a unique
퐾 휙̂ // [퐺,퐻]훽 ∈ ℌ
such that 훽ev퐺퐻◦
(
퐺□휙̂
)
= 휙.
Proof. For 푤 ∈ 푉 (퐾), define 퐺푉 (휙̂)(푤)//퐻 ∈ ℌ by 푉 (푉 (휙̂) (푤)) (푣) ∶= 푉 (휙)(푣,푤) and
퐸
(
푉
(
휙̂
)
(푤)
)
(푒) ∶= 퐸(휙)(1, 푒, 푤). For 푓 ∈ 퐸(퐾), define 푔푓 ∶ 푉 (퐺) → 퐸(퐻) by 푔푓 (푣) ∶=
퐸(휙)(2, 푣, 푓 ) and 퐴푓 ∶=
(푉 (휙̂) ◦휖퐾) (푓 ). Let 퐸 (휙̂) ∶ 퐸(퐾)→ 퐸[퐺,퐻]훽 by 퐸 (휙̂) (푓 ) ∶=(
퐴푓 , 푔푓
) and 휙̂ ∶= (퐸 (휙̂) , 푉 (휙̂)).
2.3 Box Product for Set System Multigraphs
One can quickly check that the box product of two multigraphs is again a multigraph. As the
category픐 of set-system multigraphs is a full subcategory of ℌ,픐 inherits the box product
from ℌ. Recall from [GR18, Theorem 2.33] that the inclusion functor 픐 푁 // ℌ admits a
right adjoint in the deletion functor ℌ Del //픐 , which removes nontraditional edges. As 푁
has no affect on multigraphs or their morphisms, and Del only restricts the edge sets and maps,
both become strict symmetric monoidal functors. Moreover, 픐 is closed by the calculation
below.
픐 (퐺□퐾,퐻) = ℌ (퐺□퐾,퐻) ≅ ℌ
(
퐾, [퐺,퐻]훽
)
= ℌ
(
푈 (퐾), [퐺,퐻]훽
)
≅픐
(
퐾,Del[퐺,퐻]훽
)
.
The underlying multigraph functor 픔 푈 //픐 also does not have any structural effect on
morphisms. As the monoidal structure for 픔 and픐 are nearly identical, routine calculations
show that 푈 is another strict symmetric monoidal functor. Moreover, in the simple case the box
exponential for픐 matches that in [Doc09a, Kna11]. The results are summarized below.
Theorem 2.3.1 (Inheritance of the box product). For퐺,퐻 ∈ Ob(픐), one has퐺□퐻 ∈ Ob(픐).
Consequently,□ defines a closed symmetric monoidal product on픐. Moreover, all of푁 , Del,
and 푈 are strict symmetric monoidal functors.
By [GR18, Theorem 2.37], 푈 admits a right adjoint 픐 퐷⃗ //픔 determined by the asso-
ciated digraph. By [LH09, p. 105], the strict monoidal structure of 푈 yields a lax monoidal
structure for 퐷⃗, but the structure maps are actually isomorphisms, giving the result below.
Corollary 2.3.2 (Symmetric monoidal functor 퐷⃗). The functor 퐷⃗ is strong symmetric monoidal
from (픐,□, 푉 ⋄({1})) to
(
픔, □⃗, 푉⃗ ⋄({1})
)
.
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Proof. The counit of the 푈 -퐷⃗ adjunction 푈퐷⃗(퐺) 휃퐺 // 퐺 ∈ 픐 is given by 푉 (휃푄) (푣) = 푣
and 퐸 (휃푄) (푒, 푥, 푦) = 푒, while the unit 푄 휃⋄푄 // 퐷⃗푈 (푄) ∈ 픔 is given by 푉⃗ (휃⋄푄) (푣) = 푣 and
퐸⃗
(
휃⋄푄
)
(푒) =
(
푒, 휎푄(푒), 휏푄(푒)
). For 퐺,퐻 ∈ Ob(픐), the lax monoidal structure for 퐷⃗ is given
by 휓퐺,퐻 ∶= 퐷⃗
(
휃퐺□휃퐻
)
◦휃⋄
퐷⃗(퐺)□⃗퐷⃗(퐻)
and 휓∙ ∶= 퐷⃗
(
푖푑푉 ⋄({1})
)
◦휃⋄
푉⃗ ⋄({1})
. Routine calculations
show that
• 푉⃗ (휓퐺,퐻) (푣,푤) = (푣,푤),
• 퐸⃗ (휓퐺,퐻) (1, (푒, 푣, 푧), 푤) = ((1, 푒, 푤), (푣,푤), (푧,푤)),
퐸⃗
(
휓퐺,퐻
)
(2, 푣, (푓,푤, 푢)) = ((2, 푣, 푓 ), (푣,푤), (푣, 푢)),
• 푉⃗ (휓∙) (1) = 1, 퐸⃗ (휓∙) = 푖푑∅.
Thus, both 휓퐺,퐻 and 휓∙ are isomorphisms.
Example 2.3.3. The box product on픐 is the canonical box product in Figure 1, while the box
exponential is obtained from the ℌ then applying Del to only leave the 2-edges. Figure 6 as a
multigraph box exponential would consist only of the eight 2-edges.
2.4 Box Product for Incidence Hypergraphs
Taking inspiration from the quiver and set-system cases, a box product for incidence hypergraphs
can be defined accordingly. Again, its monoidal structure is tedious, but routine, to verify.
Definition 2.4.1 (Box product). Given 퐺,퐻 ∈ Ob(ℜ), define the incidence hypergraph 퐺□̌퐻
by
1. 푉̌ (퐺□̌퐻) ∶= 푉̌ (퐺) × 푉̌ (퐻),
2. 퐸̌ (퐺□̌퐻) ∶= ({1} × 퐸̌(퐺) × 푉̌ (퐻)) ∪ ({2} × 푉̌ (퐺) × 퐸̌(퐻)),
3. 퐼 (퐺□̌퐻) ∶= ({1} × 퐼(퐺) × 푉̌ (퐻)) ∪ ({2} × 푉̌ (퐺) × 퐼(퐻)),
4. 휍퐺□̌퐻 (푛, 푥, 푦) ∶=
{ (
휍퐺(푥), 푦
)
, 푛 = 1,(
푥, 휍퐻 (푦)
)
, 푛 = 2,
5. 휔퐺□̌퐻 (푛, 푥, 푦) ∶=
{ (
1, 휔퐺(푥), 푦
)
, 푛 = 1,(
2, 푥, 휔퐻 (푦)
)
, 푛 = 2.
For 퐺1 휙 // 퐺2 , 퐻1 휓 //퐻2 ∈ ℜ, define 퐺1□̌퐻1 휙□̌휓 // 퐺2□̌퐻2 ∈ ℜ by
1. 푉̌ (휙□̌휓) (푣,푤) ∶= (푉̌ (휙)(푣), 푉̌ (휓)(푤)),
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2. 퐸̌ (휙□̌휓) (푛, 푥, 푦) ∶= { (1, 퐸̌(휙)(푥), 푉̌ (휓)(푦)) , 푛 = 1,(2, 푉̌ (휙)(푥), 퐸̌(휓)(푦)) , 푛 = 2,
3. 퐼 (휙□̌휓) (푛, 푥, 푦) ∶= { (1, 퐼(휙)(푥), 푉̌ (휓)(푦)) , 푛 = 1,(2, 푉̌ (휙)(푥), 퐼(휓)(푦)) , 푛 = 2.
Example 2.4.2. By its construction, the box product for incidence hypergraphs agrees with the
structure of the set system box product with the relevant incidences.
v
w
ˇ
e
x y
z
(v, f)
(w, f)
(e, z)(e, x) (e, y)
f
Figure 7: The incidence hypergraph box product of a 2-edge and a 3-edge.
“Forgetting” these incidences will return the appropriate set system box product. However,
it was shown in [GR18, Lemma 3.34] that “forgetting” incidences is not functorial. On the
other hand, applying the incidence-forming functor from [GR18, Lemma 3.32] to Example 2.2.2
yields this example precisely.
Definition 2.4.3 (Structure maps). For 퐺,퐻,퐾 ∈ Ob(ℜ), define the following structure maps:
1. 퐺□̌푉̌ ⋄({1}) 푟̌퐺 // 퐺 ∈ ℜ by 푉̌ (푟̌퐺) (푣, 1) ∶= 푣, 퐸̌ (푟̌퐺) (1, 푒, 1) ∶= 푒,
퐼
(
푟̌퐺
)
(1, 푖, 1) ∶= 푖;
2. 푉̌ ⋄({1})□̌퐺 퓁̌퐺 // 퐺 ∈ ℜ by 푉̌
(
퓁̌퐺
)
(1, 푣) ∶= 푣, 퐸̌
(
퓁̌퐺
)
(2, 1, 푒) ∶= 푒,
퐼
(
퓁̌퐺
)
(2, 1, 푖) ∶= 푖;
3. 퐺□̌퐻 푐̌퐺,퐻 //퐻□̌퐺 ∈ ℜ by 푉̌ (푐̌퐺,퐻) (푥, 푦) ∶= (푦, 푥), 퐸̌ (푐̌퐺,퐻) (푛, 푥, 푦) ∶= (3−푛, 푦, 푥),
퐼
(
푐̌퐺,퐻
)
(푛, 푥, 푦) ∶= (3 − 푛, 푦, 푥);
4. (퐺□̌퐻) □̌퐾 푎̌퐺,퐻,퐾 // 퐺□̌ (퐻□̌퐾) ∈ ℜ by
• 푉̌ (푎̌퐺,퐻,퐾) ((푣,푤), 푢) ∶= (푣, (푤, 푢)),
• 퐸̌ (푎̌퐺,퐻,퐾) (1, (1, 푒, 푤), 푢) ∶= (1, 푒, (푤, 푢)),
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• 퐸̌ (푎̌퐺,퐻,퐾) (1, (2, 푣, 푓 ), 푢) ∶= (2, 푣, (1, 푓 , 푢)),
• 퐸̌ (푎̌퐺,퐻,퐾) (2, (푣,푤), 푔) ∶= (2, 푣, (2, 푤, 푔)),
• 퐼 (푎̌퐺,퐻,퐾) (1, (1, 푖, 푤), 푢) ∶= (1, 푖, (푤, 푢)),
• 퐼 (푎̌퐺,퐻,퐾) (1, (2, 푣, 푗), 푢) ∶= (2, 푣, (1, 푗, 푢)),
• 퐼 (푎̌퐺,퐻,퐾) (2, (푣,푤), 푘) ∶= (2, 푣, (2, 푤, 푘)).
As with the quiver case, this monoidal product is closed, and the structure of the incidence
box exponential is developed in parallel to its quiver counterpart.
푉̌ [퐺,퐻]푉 ≅ 퐒퐞퐭
(
{1}, 푉̌ [퐺,퐻]푉
)
≅ ℜ
(
푉̌ ⋄ ({1}) , [퐺,퐻]푉
)
≅ ℜ
(
퐺□̌푉̌ ⋄ ({1}) ,퐻
)
≅ ℜ (퐺,퐻) ,
퐸̌ [퐺,퐻]푉 ≅ 퐒퐞퐭
(
{1}, 퐸̌ [퐺,퐻]푉
)
≅ ℜ
(
퐸̌⋄ ({1}) , [퐺,퐻]푉
)
≅ ℜ
(
퐺□̌퐸̌⋄ ({1}) ,퐻
)
,
퐼 [퐺,퐻]푉 ≅ 퐒퐞퐭
(
{1}, 퐼 [퐺,퐻]푉
)
≅ ℜ
(
퐼⋄ ({1}) , [퐺,퐻]푉
)
≅ ℜ
(
퐺□̌퐼⋄ ({1}) ,퐻
)
.
However, a peculiar change occurs for the edge set. Direct calculation shows that
퐺□̌퐸̌⋄({1}) = 퐸̌⋄
(
{2} × 푉̌ (퐺) × {1}
)
.
Therefore, the edge set resolves to be far simpler, and familiar,
퐸̌ [퐺,퐻]푉 ≅ ℜ
(
퐸̌⋄
(
{2} × 푉̌ (퐺) × {1}
)
,퐻
)
≅ 퐒퐞퐭
(
{2} × 푉̌ (퐺) × {1}, 퐸̌(퐻)
)
≅ 퐒퐞퐭
(
푉̌ (퐺), 퐸̌(퐻)
)
.
Much like the set-system case, the edges of the incidence box exponential involve functions
from the vertices to the edges. However, there is no need to color the functions by the endpoint
set, streamlining the construction. As in the quiver case, the port and attachment functions are
determined by the Yoneda embedding. Again, the characterization of this functor follows from
direct calculation.
Proposition 2.4.4 (Yoneda functor). Let 푌ℜ ∶ 픇op → ℜ be the Yoneda embedding. Then,
푌ℜ(0) ≅ 푉̌ ⋄({1}), 푌ℜ(1) ≅ 퐸̌⋄({1}), and 푌ℜ(2) ≅ 퐼⋄({1}). Moreover,
푌ℜ(0)
푌ℜ(푦) // 푌ℜ(2) 푌ℜ(1)
푌ℜ(푧)oo ∈ ℜ
are determined uniquely by 푉̌ 푌ℜ(푦)(1) = 1 and 퐸̌푌ℜ(푧)(1) = 1, mapping to the only vertex andedge, respectively.
With all components ready, the box exponential and its universal property can be stated and
proven.
Definition 2.4.5 (Box exponential). Given 퐺,퐻 ∈ Ob(ℜ), define the incidence hypergraph
[퐺,퐻]푉 by
1. 푉̌ [퐺,퐻]푉 ∶= ℜ(퐺,퐻),
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2. 퐸̌[퐺,퐻]푉 ∶= 퐒퐞퐭
(
푉̌ (퐺), 퐸̌(퐻)
),
3. 퐼[퐺,퐻]푉 ∶= ℜ
(
퐺□̌퐼⋄({1}),퐻
),
4. 휍[퐺,퐻]푉 (휓) ∶= 휓◦
(
퐺□̌푌ℜ(푦)
)
◦푟̌−1퐺 ,
5. (휔[퐺,퐻]푉 (휓)) (푣) ∶= 퐸̌(휓)(2, 푣, 1).
Define 퐺□̌[퐺,퐻]푉
vev퐺퐻 //퐻 ∈ ℜ by
1. 푉̌ (vev퐺퐻) (푣, 휙) ∶= 푉̌ (휙)(푣),
2. 퐸̌ (vev퐺퐻) (푛, 푥, 휓) ∶= { 퐸̌(휓)(푥), 푛 = 1,휓(푥), 푛 = 2,
3. 퐼 (vev퐺퐻) (푛, 푥, 휑) ∶= { 퐼(휑)(푥) 푛 = 1,퐼(휑)(2, 푥, 1) 푛 = 2.
Example 2.4.6. Consider the incidence hypergraph box exponential of 푃̌1, the path of length 1,to the terminal object 퐼⋄({1}), the single incidence 1-edge. The vertex set of [퐼⋄({1}), 푃̌1]푉 aretheℜ-morphisms from 퐼⋄({1}) → 푃̌1, which are determined by 푖↦ 푗 or 푖↦ 푘 in Figure 8. Theedges of [퐼⋄({1}), 푃̌1]푉 are the 퐒퐞퐭-morphisms that map the vertices of 퐼⋄({1}) to the edges of
푃̌1. There is only one such map 푣↦ 푓 .
⇒
x
y
f
j
k
i 7→ j i 7→ k
(i, 1), (v, 1) 7→ j
v 7→ f
(i, 1), (v, 1) 7→ k
(v, 1)
(e, 1)
(v, 1)
(i, 1)
(v, 1)
v
e
i
v
Figure 8: Theℜ box exponential [퐼⋄({1}), 푃̌1]푉 as determined by their maps.
The incidences are calculated in Figure 8 via theℜ-morphism through-maps from
퐼⋄({1})□̌퐼⋄({1})→ 푃̌1,
which is uniquely determined by the image of (푣, 1).
Theorem 2.4.7 (Universal property). Given 퐺□̌퐾 휙 //퐻 ∈ ℜ, there is a unique
퐾 휙̂ // [퐺,퐻]푉 ∈ ℜ
such that vev퐺퐻◦
(
퐺□̌휙̂
)
= 휙.
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Proof. For 푣 ∈ 푉̌ (퐾), define 훾푣 ∶ {1}→ 푉̌ (퐾) by 훾푣(1) ∶= 푣. There is a unique
푉̌ ⋄({1}) 훾̂푣 // 퐾 ∈ ℜ
such that 푉̌ (훾̂푣) = 훾푣. For 푖 ∈ 퐼(퐾), define 훿푖 ∶ {1} → 퐼(퐾) by 훿푖(1) ∶= 푖. There is a unique
퐼⋄({1}) 훿̂푖 // 퐾 ∈ ℜ such that 퐼 (훿̂푖) = 훿푖. Define 퐾 휙̂ // [퐺,퐻]푉 ∈ ℜ by
• 푉̌ (휙̂) (푣) ∶= 휙◦ (퐺□̌훾̂푣) ◦푟̌−1퐺 ,
• (퐸̌ (휙̂) (푒)) (푤) ∶= 퐸̌(휙)(2, 푤, 푒),
• 퐼 (휙̂) (푖) ∶= 휙◦ (퐺□̌훿̂푖).
Recall from [GR18, Lemma 3.32] that there is a natural incidence-forming functor
ℌ  //ℜ ,
which was sadly neither continuous nor cocontinuous. On the other hand, as the box product for
incidence hypergraphs was based on the box product for set-system hypergraphs,  is a strong
symmetric monoidal functor when using the respective box products. The structure maps for 
are defined below, and the verification is routine.
Definition 2.4.8 (Monoidal structure for ). Given 퐺,퐻 ∈ Ob(ℌ), define
(퐺)□̌(퐻) Φ퐺,퐻 // (퐺□퐻) ∈ ℜ by
1. 푉̌ (Φ퐺,퐻) (푣,푤) ∶= (푣,푤), 퐸̌ (Φ퐺,퐻) (푛, 푥, 푦) ∶= (푛, 푥, 푦),
2. 퐼 (Φ퐺,퐻) (1, (푣, 푒), 푤) ∶= ((푣,푤), (1, 푒, 푤)),
3. 퐼 (Φ퐺,퐻) (2, 푣, (푤, 푓 )) ∶= ((푣,푤), (2, 푣, 푓 )).
3 Laplacian Product
In examining the incidence box product and exponential, the crossing from vertices to edges
is an interesting occurrence, motivating the question of incidence duality. Indeed, the point
is emphasized as even the set-system box exponential involved functions from the vertex set
to the edge set. Unfortunately, there is an asymmetry in both incidence and set-system cases.
The vertex set consisted of homomorphisms, while the edge set consisted of functions, however
colored. Here, a new graph product is introduced to eliminate this asymmetry. The spirit of
this new product can be seen as an adaptation of the multiplication of complex numbers. If one
the electronic journal of combinatorics 25 (2018), #P00 16
considers vertices as the “real part” of a graph, and edges as the “imaginary part”, consider the
multiplication below,(
푣1 + 횤푒1
) (
푣2 + 횤푒2
)
=
(
푣1푣2 − 푒1푒2
)
+ 횤
(
푒1푣2 + 푣1푒2
)
.
Observe that the components of all previous box products have arisen naturally: vertices 푉1×푉2,edges 퐸1 × 푉2, and edges 푉1 × 퐸2. Yet, note that a new set has arisen: vertices 퐸1 × 퐸2. Thisnew set of vertices is included into the following construction, dubbed the “Laplacian product”
for reasons made clear in this section.
Theℜ box product behaves exactly like one would expect an incidence-analog of the graph
and hypergraph box product should, and even the ℜ box exponential is significantly cleaner
than the ℌ box exponential. However, the edge set of theℜ box exponential is not represented
as homomorphisms in ℜ. In [GR18] it was shown that ℜ is the natural category to unify the
study of graph-like categories via a logical functor Υ (discussed later), and that the edge set of
quiver exponentials was natural homomorphisms inℜ. In this section we provide a categorical
formulation of incidence duality and generalize the box product to a dually-closed product that:
(1) has a simple interpretation via bipartite graphs; (2) combinatorially treats vertices and edges
as real and imaginary parts of a hypergraph, respectively; (3) has an exponential where all parts
are homomorphisms inℜ; and (4) the evaluation of this new exponential at paths determines the
combinatorial Laplacian for powers of the introverted/extroverted oriented hypergraph (signless
Laplacian) and its dual from [RR12, CLR+18, RRSS19, GRR19].
3.1 Incidence Duality and the Laplacian Product
Notice that the finite category픇 is symmetric, in that there is an obvious functor Σ swapping the
objects 0 and 1, and the morphisms 푦 and 푧. Composing an incidence hypergraph퐺with Σ gives
rise to the following duality, reversing the roles of vertices and edges, i.e. incidence duality. As
Σ is quickly seen to be its own inverse, this incidence duality is self-inverting. These results are
summarized below, and the proofs omitted for brevity.
Please note that both the logical functor Υ and the incidence-dual functor□# arise naturally
as composition functors. This shared representation pattern raises the question of what other
compositions might have significance.
Definition 3.1.1 (Incidence duality). Let Σ ∶ 픇→ 픇 be the functor given by 푦 ↦ 푧 and 푧↦ 푦.
Define (⋅)# ∶= (⋅)Σ, the functor fromℜ to itself determined by composing on the right by Σ.
Lemma 3.1.2 (Action of (⋅)#). Given 퐺 휙 //퐻 ∈ ℜ, then
1. 퐺# = (퐸̌(퐺), 푉̌ (퐺), 퐼(퐺), 휔퐺, 휍퐺),
2. 휙# = (퐸̌(휙), 푉̌ (휙), 퐼(휙)).
Theorem 3.1.3 (Properties of (⋅)#). The functor (⋅)# is self-inverting. Moreover, the following
functorial equalities hold: 푉̌ ((⋅)#) = 퐸̌(⋅), 퐸̌ ((⋅)#) = 푉̌ (⋅), 퐼 ((⋅)#) = 퐼(⋅).
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Example 3.1.4. The incidence dual of a path is shown in Figure 9. Here, the incidence dual of
푃̌1 is also a path of length 1 starting and ending at an edge.
⇒#
v
w
e
v
w
e
Figure 9: The incidence dual of 푃̌1.
Including the “missing” vertices from □̌ and adding the appropriate incidences, we obtain
the following duality-closed version of box product. As with the other products discussed thus
far, the Laplacian product is a symmetric monoidal product with the appropriately defined struc-
ture maps.
Definition 3.1.5 (Laplacian product). Given 퐺,퐻 ∈ Ob(ℜ), define the incidence hypergraph
퐺■퐻 by
1. 푉̌ (퐺■퐻) ∶= ({1} × 푉̌ (퐺) × 푉̌ (퐻)) ∪ ({4} × 퐸̌(퐺) × 퐸̌(퐻)),
2. 퐸̌ (퐺■퐻) ∶= ({2} × 퐸̌(퐺) × 푉̌ (퐻)) ∪ ({3} × 푉̌ (퐺) × 퐸̌(퐻)),
3. 퐼 (퐺■퐻) ∶= ({1} × 퐼(퐺) × 푉̌ (퐻)) ∪ ({2} × 퐼(퐺) × 퐸̌(퐻)) ∪ ({3} × 퐸̌(퐺) × 퐼(퐻)) ∪(
{4} × 푉̌ (퐺) × 퐼(퐻)
),
4. 휍퐺■퐻 (푛, 푥, 푦) ∶=
⎧⎪⎨⎪⎩
(
1, 휍퐺(푥), 푦
)
, 푛 = 1,(
4, 휔퐺(푥), 푦
)
, 푛 = 2,(
4, 푥, 휔퐻 (푦)
)
, 푛 = 3,(
1, 푥, 휍퐻 (푦)
)
, 푛 = 4,
5. 휔퐺■퐻 (푛, 푥, 푦) ∶=
⎧⎪⎨⎪⎩
(
2, 휔퐺(푥), 푦
)
, 푛 = 1,(
3, 휍퐺(푥), 푦
)
, 푛 = 2,(
2, 푥, 휍퐻 (푦)
)
, 푛 = 3,(
3, 푥, 휔퐻 (푦)
)
, 푛 = 4.
For 퐺1 휙 // 퐺2 , 퐻1 휓 //퐻2 ∈ ℜ, define 퐺1■퐻1 휙■휓 // 퐺2■퐻2 ∈ ℜ by
1. 푉̌ (휙■휓) (푛, 푥, 푦) ∶=
{ (
1, 푉̌ (휙)(푥), 푉̌ (휓)(푦)
)
, 푛 = 1,(
4, 퐸̌(휙)(푥), 퐸̌(휓)(푦)
)
, 푛 = 4,
2. 퐸̌ (휙■휓) (푛, 푥, 푦) ∶=
{ (
2, 퐸̌(휙)(푥), 푉̌ (휓)(푦)
)
, 푛 = 2,(
3, 푉̌ (휙)(푥), 퐸̌(휓)(푦)
)
, 푛 = 3,
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3. 퐼 (휙■휓) (푛, 푥, 푦) ∶=
⎧⎪⎪⎨⎪⎪⎩
(
1, 퐼(휙)(푥), 푉̌ (휓)(푦)
)
, 푛 = 1,(
2, 퐼(휙)(푥), 퐸̌(휓)(푦)
)
, 푛 = 2,(
3, 퐸̌(휙)(푥), 퐼(휓)(푦)
)
, 푛 = 3,(
4, 푉̌ (휙)(푥), 퐼(휓)(푦)
)
, 푛 = 4.
The next example demonstrates the box-like nature of the Laplacian product over the inci-
dence structure. Moreover, the product of edge-pairs are vertices, effectively treating edges as
the “imaginary part” of an incidence hypergraph.
Example 3.1.6. Consider the product of two single-incidence 1-edge generators 퐼⋄ ({1}). By
construction, the objects being multiplied are replaced with its incidence-dual as it traverses
each incidence. The two copies of the single incidence (left) are dashed-circled, while the single
incidence inducing the duality appear on the dotted-line.
 v ei
v
e
i
(1, v, v)
(4, e, e)
(3, v, e)
(2, e, v)
⇒
Figure 10: The Laplacian product of 퐼⋄ ({1})■퐼⋄ ({1}).
Here we see that the Laplacian product forms “boxes” along the incidence structure where
products of edge-pairs are vertices.
In the next example we demonstrate that the Laplacian product with the 1-edge 퐼⋄ ({1}) is
related to the prism product (퐺□푃̌1 for graphs)
Example 3.1.7. Now consider the Laplacian product of a 2-edge with a 1-edge, 푃̌1■푃̌1∕2The two copies of the 2-edge (left) are dashed-circled, while the single incidence inducing
the duality appear on the dotted-line. The dashed-circled copies of 푃̌1 in the Laplacian productcan seen in Figure 9, but are tied together via the incidences of the other 1-edge graph in the
product. Again, observe that 퐺■퐼⋄ ({1}) is taking the “prism” of 퐺 where the additional copy
of퐺 is퐺#. In Figure 11 a “ladder” is effectively built where crossing an incidence-rung induces
duality.
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vw

e
x fj
(1, v, x)
(1, w, x)
(4, e, f)(2, e, x)
(3, v, f)
(3, w, f)
⇒
Figure 11: The Laplacian product of a 2-edge with a 1-edge.
Additionally, there are 3 copies of the 1-edge horizontally through the product, dualizing
every incidence step.
Definition 3.1.8 (Structure maps). For 퐺,퐻,퐾 ∈ Ob(ℜ), define the following structure maps:
1. 퐺■푉̌ ⋄({1}) 휌̌퐺 // 퐺 ∈ ℜ by 푉̌ (휌̌퐺) (1, 푣, 1) ∶= 푣, 퐸̌ (휌̌퐺) (2, 푒, 1) ∶= 푒,
퐼
(
휌̌퐺
)
(1, 푖, 1) ∶= 푖;
2. 푉̌ ⋄({1})■퐺 휆̌퐺 // 퐺 ∈ ℜ by 푉̌ (휆̌퐺) (1, 1, 푣) ∶= 푣, 퐸̌ (휆̌퐺) (3, 1, 푒) ∶= 푒,
퐼
(
휆̌퐺
)
(4, 1, 푖) ∶= 푖;
3. 퐺■퐻 훾̌퐺,퐻 //퐻■퐺 ∈ ℜ by 푉̌ (훾̌퐺,퐻) (푛, 푥, 푦) ∶= (푛, 푦, 푥), 퐸̌ (훾̌퐺,퐻) (푛, 푥, 푦) ∶= (5 −
푛, 푦, 푥), 퐼 (훾̌퐺,퐻) (푛, 푥, 푦) ∶= (5 − 푛, 푦, 푥);
4. (퐺■퐻)■퐾 훼̌퐺,퐻,퐾 // 퐺■ (퐻■퐾) ∈ ℜ by
• 푉̌ (훼̌퐺,퐻,퐾) (1, (1, 푣, 푤), 푢) ∶=
(1, 푣, (1, 푤, 푢)),
• 푉̌ (훼̌퐺,퐻,퐾) (1, (4, 푒, 푓 ), 푢) ∶=
(4, 푒, (2, 푓 , 푢)),
• 푉̌ (훼̌퐺,퐻,퐾) (4, (2, 푒, 푤), 푔) ∶=
(4, 푒, (3, 푤, 푔)),
• 푉̌ (훼̌퐺,퐻,퐾) (4, (3, 푣, 푓 ), 푔) ∶=
(1, 푣, (4, 푓 , 푔)),
• 퐸̌ (훼̌퐺,퐻,퐾) (2, (2, 푒, 푤), 푢) ∶=
(2, 푒, (1, 푤, 푢)),
• 퐸̌ (훼̌퐺,퐻,퐾) (2, (3, 푣, 푓 ), 푢) ∶=
(3, 푣, (2, 푓 , 푢)),
• 퐸̌ (훼̌퐺,퐻,퐾) (3, (1, 푣, 푤), 푔) ∶=
(3, 푣, (3, 푤, 푔)),
• 퐸̌ (훼̌퐺,퐻,퐾) (3, (4, 푒, 푓 ), 푔) ∶=
(2, 푒, (4, 푓 , 푔)),
• 퐼 (훼̌퐺,퐻,퐾) (1, (1, 푖, 푤), 푢) ∶=
(1, 푖, (1, 푤, 푢)),
• 퐼 (훼̌퐺,퐻,퐾) (1, (2, 푖, 푓 ), 푢) ∶=
(2, 푖, (2, 푓 , 푢)),
• 퐼 (훼̌퐺,퐻,퐾) (1, (3, 푒, 푗), 푢) ∶=
(3, 푒, (3, 푗, 푢)),
• 퐼 (훼̌퐺,퐻,퐾) (1, (4, 푣, 푗), 푢) ∶=
(4, 푣, (4, 푗, 푢)),
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• 퐼 (훼̌퐺,퐻,퐾) (2, (1, 푖, 푤), 푔) ∶=
(2, 푖, (3, 푤, 푔)),
• 퐼 (훼̌퐺,퐻,퐾) (2, (2, 푖, 푓 ), 푔) ∶=
(1, 푖, (4, 푓 , 푔)),
• 퐼 (훼̌퐺,퐻,퐾) (2, (3, 푒, 푗), 푔) ∶=
(3, 푒, (2, 푗, 푔)),
• 퐼 (훼̌퐺,퐻,퐾) (2, (4, 푣, 푗), 푔) ∶=
(4, 푣, (2, 푗, 푔)),
• 퐼 (훼̌퐺,퐻,퐾) (3, (2, 푒, 푤), 푘) ∶=
(3, 푒, (4, 푤, 푘)),
• 퐼 (훼̌퐺,퐻,퐾) (3, (3, 푣, 푓 ), 푘) ∶=
(4, 푣, (3, 푓 , 푘)),
• 퐼 (훼̌퐺,퐻,퐾) (4, (1, 푣, 푤), 푘) ∶=
(4, 푣, (4, 푤, 푘)),
• 퐼 (훼̌퐺,퐻,퐾) (4, (4, 푒, 푓 ), 푘) ∶=
(3, 푒, (3, 푓 , 푘)).
As in the other box products, the single isolated vertex 푉̌ ⋄({1}) is the unit object. Since(
푉̌ ⋄({1})
)# = 퐸̌⋄({1}), the single loose edge, the latter has a similar action. Instead of recov-
ering the original object, the Laplacian product with 퐸̌⋄({1}) creates the incidence dual. This
action is implemented by “anti-unitor” natural isomorphisms defined below.
Definition 3.1.9 (Anti-unitors). For 퐺 ∈ Ob(ℜ), define
퐺■퐸̌⋄({1}) 휌̂퐺 // 퐺# 퐸̌⋄({1})■퐺휆̂퐺oo ∈ ℜ by
1. 푉̌ (휌̂퐺) (4, 푒, 1) ∶= 푒, 퐸̌ (휌̂퐺) (3, 푣, 1) ∶= 푣, 퐼 (휌̂퐺) (2, 푖, 1) ∶= 푖,
2. 푉̌ (휆̂퐺) (4, 1, 푒) ∶= 푒, 퐸̌ (휆̂퐺) (2, 1, 푣) ∶= 푣, 퐼 (휆̂퐺) (3, 1, 푖) ∶= 푖.
As with the unitors of the monoidal product, the anti-unitors entangle nicely with the com-
mutator. Like the monoidal structure, the proof is tedious, but routine.
Lemma 3.1.10 (Anti-unitors & commutator). For퐺 ∈ Ob(ℜ), the following diagram commutes.
퐺■퐸̌⋄({1})
훾̌퐺,퐸̌⋄({1}) //
휌̂퐺 %%
퐸̌⋄({1})■퐺
휆̂퐺yy
퐺#
Combining the triangle from Lemma 3.1.10 with the associator-commutator hexagon from
[Bor94, Def. II.6.1.2] yields the “Triforce of Duality” in Figure 12. Thus, the incidence dual
acting on a Laplacian product can be migrated to either coordinate of the product as stated in
the theorem below.
Theorem 3.1.11 (Duality & Laplacian product). For 퐺,퐻 ∈ Ob(ℜ), one has the following
natural isomorphisms from Figure 12.
(퐺■퐻)# ≅ 퐺#■퐻 ≅ 퐺■퐻#
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퐺#■퐻
(
퐸̌⋄({1})■퐺
)
■퐻
훼̌퐸̌⋄({1}),퐺,퐻
uu 훾̌퐸̌⋄({1}),퐺■푖푑퐻 ))
휆̂퐺■푖푑퐻
55
퐸̌⋄({1})■ (퐺■퐻)
훾̌퐸̌⋄({1}),퐺■퐻

휆̂퐺■퐻
vv
(
퐺■퐸̌⋄({1})
)
■퐻
훼̌퐺,퐸̌⋄({1}),퐻

휌̂퐺■푖푑퐻
OO
(퐺■퐻)#
(퐺■퐻)■퐸̌⋄({1})
훼̌퐺,퐻,퐸̌⋄({1}) ))
휌̂퐺■퐻
hh
퐺■
(
퐸̌⋄({1})■퐻
)
푖푑퐺■훾̌퐸̌⋄({1}),퐻uu
푖푑퐺■휆̂퐻

퐺■
(
퐻■퐸̌⋄({1})
)
푖푑퐺■휌̂퐻 ))
퐺■퐻#
Figure 12: Triforce of Duality
3.2 Laplacian Exponential
Like all the previous cases, the Laplacian product has an associated exponential bracket, but its
construction is far more symmetric than its predecessors. This is due to the anti-unitor isomor-
phisms above.
푉̌ [퐺,퐻]퐿 ≅ 퐒퐞퐭
(
{1}, 푉̌ [퐺,퐻]퐿
)
≅ ℜ
(
푉̌ ⋄ ({1}) , [퐺,퐻]퐿
)
≅ ℜ
(
퐺■푉̌ ⋄ ({1}) ,퐻
)
≅ ℜ (퐺,퐻) ,
퐸̌ [퐺,퐻]퐿 ≅ 퐒퐞퐭
(
{1}, 퐸̌ [퐺,퐻]퐿
)
≅ ℜ
(
퐸̌⋄ ({1}) , [퐺,퐻]퐿
)
≅ ℜ
(
퐺■퐸̌⋄ ({1}) ,퐻
)
≅ ℜ
(
퐺#,퐻
)
,
퐼 [퐺,퐻]퐿 ≅ 퐒퐞퐭
(
{1}, 퐼 [퐺,퐻]퐿
)
≅ ℜ
(
퐼⋄ ({1}) , [퐺,퐻]퐿
)
≅ ℜ (퐺■퐼⋄ ({1}) ,퐻) .
Once more the Yoneda embedding provides the port and attachment functions, giving the
construction below.
Definition 3.2.1 (Laplacian exponential). Given 퐺,퐻 ∈ Ob(ℜ), define the incidence hyper-
graph [퐺,퐻]퐿 by
1. 푉̌ [퐺,퐻]퐿 ∶= ℜ(퐺,퐻),
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2. 퐸̌[퐺,퐻]퐿 ∶= ℜ
(
퐺#,퐻
),
3. 퐼[퐺,퐻]퐿 ∶= ℜ (퐺■퐼⋄({1}),퐻),
4. 휍[퐺,퐻]퐿(휓) ∶= 휓◦
(
퐺■푌ℜ(푦)
)
◦휌̌−1퐺 ,
5. 휔[퐺,퐻]퐿(휓) ∶= 휓◦
(
퐺■푌ℜ(푧)
)
◦휌̂−1퐺 .
Define 퐺■[퐺,퐻]퐿
cev퐺퐻 //퐻 ∈ ℜ by
1. 푉̌ (cev퐺퐻) (푛, 푥, 휙) ∶= 푉̌ (휙)(푥),
2. 퐸̌ (cev퐺퐻) (푛, 푥, 휙) ∶= 퐸̌(휙)(푥),
3. 퐼 (cev퐺퐻) (푛, 푥, 휓) ∶=
⎧⎪⎨⎪⎩
퐼(휓)(푥) 푛 = 1, 2,
퐼(휓)(3, 푥, 1) 푛 = 3,
퐼(휓)(4, 푥, 1) 푛 = 4.
Example 3.2.2. Consider the incidence hypergraph Laplacian exponential of 푃̌1, the path oflength 1, to the terminal object 퐼⋄({1}), the single incidence 1-edge. The vertex set is identical
to the box exponential in ℜ. The edges of [퐼⋄({1}), 푃̌1]퐿 are now the ℜ-morphisms from thedual (effectively addressing the set-crossing issue). Since 퐼⋄({1}) is self-dual the edges are
calculated identically as the vertices.
⇒
x
y
f
j
k
(1, v, v)
(4, e, e)
(3, v, e)
(2, e, v)
i 7→ j
i 7→ k
i 7→ j i 7→ k
v
e
i
e
v
i
Figure 13: The Laplacian exponential [퐼⋄({1}), 푃̌1]퐿 as determined by their maps.
The incidences are calculated in Figure 13 via theℜ-morphism through-maps from
퐼⋄({1})■퐼⋄({1})→ 푃̌1.
This Laplacian product was previously calculated in Figure 10.
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Theorem 3.2.3 (Universal property). Given 퐺■퐾 휙 //퐻 ∈ ℜ, there is a unique
퐾 휙̂ // [퐺,퐻]퐿 ∈ ℜ
such that cev퐺퐻◦
(
퐺■휙̂
)
= 휙.
Proof. For 푣 ∈ 푉̌ (퐾), define 훾푣 ∶ {1}→ 푉̌ (퐾) by 훾푣(1) ∶= 푣. There is a unique
푉̌ ⋄({1}) 훾̂푣 // 퐾 ∈ ℜ
such that 푉̌ (훾̂푣) = 훾푣. For 푒 ∈ 퐸̌(퐾), define 훿푒 ∶ {1} → 퐸̌(퐾) by 훿푒(1) ∶= 푒. There is
a unique 퐸̌⋄({1}) 훿̂푒 // 퐾 ∈ ℜ such that 퐸̌ (훿̂푒) = 훿푒. For 푖 ∈ 퐼(퐾), define 휃푖 ∶ {1} →
퐼(퐾) by 휃푖(1) ∶= 푖. There is a unique 퐼⋄({1}) 휃̂푖 // 퐾 ∈ ℜ such that 퐼
(
휃̂푖
)
= 휃푖. Define
퐾 휙̂ // [퐺,퐻]퐿 ∈ ℜ by
• 푉̌ (휙̂) (푣) ∶= 휙◦ (퐺■훾̂푣) ◦휌̌−1퐺 ,
• 퐸̌ (휙̂) (푒) ∶= 휙◦ (퐺■훿̂푒) ◦휌̂−1퐺 ,
• 퐼 (휙̂) (푖) ∶= 휙◦ (퐺■휃̂푖).
Due to the Triforce of Duality, the Laplacian exponential inherits the same duality relation-
ships as the Laplacian product.
Corollary 3.2.4 (Duality & Laplacian Exponential). For 퐺,퐻 ∈ Ob(ℜ), one has the following
natural isomorphisms: [퐺,퐻]#퐿 ≅
[
퐺,퐻#
]
퐿 ≅
[
퐺#,퐻
]
퐿.
Proof. By Theorems 3.1.3 and 3.1.11, the following natural isomorphisms result for all 퐾 ∈
Ob(ℜ):
• ℜ ((퐺■퐾)# ,퐻) ≅ ℜ (퐺■퐾,퐻#) ≅ ℜ (퐾, [퐺,퐻#]퐿) ,
• ℜ ((퐺■퐾)# ,퐻) ≅ ℜ (퐺#■퐾,퐻) ≅ ℜ (퐾, [퐺#,퐻]퐿) ,
• ℜ ((퐺■퐾)# ,퐻) ≅ ℜ (퐺■퐾#,퐻) ≅ ℜ (퐾#, [퐺,퐻]퐿) ≅ ℜ (퐾, [퐺,퐻]#퐿) .
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3.3 Bipartite Interpretation via the Logical Functor
Recall from [GR18, Theorem 3.47] that there is a logical functor 픔 Υ //ℜ , which admits both
a left and a right adjoint. Considering Υ and its adjoints deeply intertwineℜ and픔, one would
expect that it should connect their monoidal structure as well. Unfortunately, none of them has
satisfying monoidal behavior.
Theorem 3.3.1 (Laplacian product & Υ). The logical functor Υ is not strong monoidal from(
픔, □⃗, 푉⃗ ⋄({1})
)
to either (ℜ,■, 푉̌ ⋄({1})) or (ℜ, □̌, 푉̌ ⋄({1})). The adjoints Υ⋆ and Υ⋄ are
not strong monoidal from (ℜ,■, 푉̌ ⋄({1})) or (ℜ, □̌, 푉̌ ⋄({1})) to (픔, □⃗, 푉⃗ ⋄({1})).
Proof. From direct calculation,
Υ
(
푉⃗ ⋄({1})
)
≅ 푉̌ ⋄({1})
∐
퐸̌⋄({1}) ≇ 푉̌ ⋄({1}),
Υ⋆
(
푉̌ ⋄({1})
)
≅ ퟘ픔 ≇ 푉⃗ ⋄({1}).
Thus, neither Υ nor Υ⋆preserve the unit object.
The quivers Υ⋄ (ퟙℜ□̌ퟙℜ), Υ⋄ (ퟙℜ■ퟙℜ), and Υ⋄ (ퟙℜ) □⃗Υ⋄ (ퟙℜ) are drawn below.
Υ⋄
(
ퟙℜ□̌ퟙℜ
)
Υ⋄
(
ퟙℜ■ퟙℜ
)
Υ⋄
(
ퟙℜ
)
□⃗Υ⋄
(
ퟙℜ
)
(1, 1, 1)
(1, 1, 1)
(2, 1, 1)
(2, (1, 1, 1))
(2, (2, 1, 1))
(4, 1, 1)
(3, 1, 1)
(1, 1, 1) (2, 1, 1)
(1, (1, 1, 1)) (2, (3, 1, 1))
(2, (2, 1, 1)) (1, (4, 1, 1))
((1, 1), 1)
((2, 1), 1)
(1, (1, 1)) (1, (2, 1))
((1, 1), (1, 1)) ((1, 1), (2, 1))
((2, 1), (1, 1)) ((2, 1), (2, 1))
From the examples above, the only difference between Υ⋄(⋅■ ⋅ ⋅) and Υ⋄(⋅)□⃗Υ⋄(⋅⋅) is the
direction of the edges. Applying 푈 rectifies this, implying that 푈Υ⋄ is a strong symmetric
monoidal functor. Furthermore, the following example emphasizes how ■ behaves far more
coherently with□ under 푈Υ⋄ than □̌.
Example 3.3.2. Consider two paths of length 1 inOb(ℜ) and their products under □̌ and■. By
sending each of them to their undirected bipartite equivalent graph via 푈Υ⋄ we can examine the
difference between the two products. Figure 14 depicts the ℜ box product (left) and its image
under 푈Υ⋄ (right). In the bipartite representation the vertices of this product are depicted as
solid circles, while the edges appear as open circles. Observe that 푈Υ⋄ effectively doubles the
length of a “path” as it translates it into픐.
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Figure 14: ℜ box product under 푈Υ⋄.
Now consider the same two paths of length 1 under the Laplacian product. Figure 15 depicts
the Laplacian product (left) and its image under 푈Υ⋄ (right). This is equivalent to taking the
standard box product of the bipartite representation graphs. Again, the vertices in the product
appear as solid circles, while the edges appear as open circles. The center (푒, 푒)-vertex is not
included in □̌ but appears in ■. Moreover, dualizing simply exchanges solid and open circles
in the bipartite representation graph.
UΥ
⇒
v
w

e
v we
v
w

e
v w
e
Figure 15: The Laplacian product of two paths of length 1 treats (푒, 푒) as a vertex under 푈Υ⋄.
The Laplacian product’s inclusion of (푒, 푒) pairs as vertices is analogous to the way the prod-
uct of imaginary numbers are real.
Below is the monoidal structure for the composite functor, and the verification is routine.
Definition 3.3.3 (Monoidal structure for 푼횼⋄). For 퐺,퐻 ∈ Ob(ℜ), define
푈Υ⋄(퐺)□푈Υ⋄(퐻)
Ψ퐺,퐻 // 푈Υ⋄(퐺■퐻) ∈픐 by
1. 푉 (Ψ퐺,퐻) ((1, 푣), (1, 푤)) ∶= (1, (1, 푣, 푤)),
2. 푉 (Ψ퐺,퐻) ((2, 푒), (1, 푤)) ∶= (2, (2, 푣, 푤)),
3. 푉 (Ψ퐺,퐻) ((1, 푣), (2, 푓 )) ∶= (2, (3, 푣, 푓 )),
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4. 푉 (Ψ퐺,퐻) ((2, 푒), (2, 푓 )) ∶= (1, (4, 푒, 푓 )),
5. 퐸 (Ψ퐺,퐻) (1, 푖, (1, 푤)) ∶= (1, 푖, 푤),
6. 퐸 (Ψ퐺,퐻) (1, 푖, (2, 푓 )) ∶= (2, 푖, 푓 ),
7. 퐸 (Ψ퐺,퐻) (2, (1, 푣), 푗) ∶= (4, 푣, 푗),
8. 퐸 (Ψ퐺,퐻) (2, (2, 푒), 푗) ∶= (3, 푒, 푗).
Let 푉 ⋄({1}) Ψ∙ // 푈Υ⋄ (푉̌ ⋄({1})) ∈픐 be the unique map determined by 푉 (Ψ∙) (1) = (1, 1).
Theorem 3.3.4 (Symmetric monoidal functor, 푈Υ⋄). Equipped with Ψ and Ψ∙, 푈Υ⋄ is a strongsymmetric monoidal functor from (ℜ,■, 푉̌ ⋄({1})) to (픐,□, 푉 ⋄({1})).
Since 푈 itself is monoidal, the following isomorphisms result, showing how 푈 and Υ⋄ en-
tangle with the box products □⃗,□, and■.
Corollary 3.3.5 (Underlying Laplacian product). For 퐺,퐻 ∈ Ob(ℜ), the following isomor-
phisms are natural.
푈
(
Υ⋄(퐺)□⃗Υ⋄(퐻)
)
≅ 푈Υ⋄(퐺)□푈Υ⋄(퐺) ≅ 푈Υ⋄(퐺■퐻).
Moreover, the right adjoint Υ퐷⃗ is a lax monoidal functor, but is sadly not strong.
Corollary 3.3.6 (Symmetricmonoidal functor,Υ퐷⃗). The functorΥ퐷⃗ is a lax symmetricmonoidal
functor from (픐,□, 푉 ⋄({1})) to (ℜ,■, 푉̌ ⋄({1})), but is not strong.
Proof. By [LH09, p. 105], the strong monoidal structure of푈Υ⋄ yields a lax monoidal structure
for Υ퐷⃗. Now, consider Υ퐷⃗ (ퟙ픐□ퟙ픐) and Υ퐷⃗ (ퟙ픐)■Υ퐷⃗ (ퟙ픐).
(v, v)
(v, v)
(1, e, v) (2, v, e)
(1, v, v)
(4, v, v)
(2, v, v)
(3, v, v)
(1, e, v)
(2, e, v)
(3, v, e)
(4, v, e)
Furthermore, the monoidal structure of푈Υ⋄ deeply connects the traditional box exponential
of픐 to the Laplacian exponential.
Corollary 3.3.7 (Laplacian & box exponentials). For all 퐺 ∈ Ob(픐) and 퐻 ∈ Ob(ℜ), the
following natural isomorphism holds: Υ퐷⃗Del [푈Υ⋄(퐻), 퐺]훽 ≅
[
퐻,Υ퐷⃗(퐺)
]
퐿
.
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Proof. For 퐾 ∈ Ob(ℜ), one has
ℜ
(
퐾,Υ퐷⃗Del
[
푈Υ⋄(퐻), 퐺
]
훽
)
≅ 픔
(
Υ⋄(퐾), 퐷⃗Del
[
푈Υ⋄(퐻), 퐺
]
훽
)
≅픐
(
푈Υ⋄(퐾),Del
[
푈Υ⋄(퐻), 퐺
]
훽
)
≅ ℌ
(
푁푈Υ⋄(퐾),
[
푈Υ⋄(퐻), 퐺
]
훽
)
≅ ℌ (푈Υ⋄(퐻)□푁푈Υ⋄(퐾), 퐺)
=픐 (푈Υ⋄(퐻)□푈Υ⋄(퐾), 퐺) ≅픐 (푈Υ⋄(퐻■퐾), 퐺)
≅ 픔
(
Υ⋄(퐻■퐾), 퐷⃗(퐺)
)
≅ ℜ
(
퐻■퐾,Υ퐷⃗(퐺)
)
≅ ℜ
(
퐾,
[
퐻,Υ퐷⃗(퐺)
]
퐿
)
Effectively, paths in the incidence hypergraphs double in length as incidences are converted
to edges in the undirected bipartite incidence graph.
Corollary 3.3.8 (Paths & box exponentials). For all 퐺 ∈ Ob(픐) and 푛 ∈ ℕ,
[
푃̌푛∕2,Υ퐷⃗(퐺)
]
퐿
≅
Υ퐷⃗Del
[
푃푛, 퐺
]
훽 .
Proof. From direct calculation, one can show 푈Υ⋄ (푃̌푛∕2) ≅ 푃푛. Thus,[
푃̌푛∕2,Υ퐷⃗(퐺)
]
퐿
≅ Υ퐷⃗Del
[
푈Υ⋄
(
푃̌푛∕2
)
, 퐺
]
훽 ≅ Υ퐷⃗Del
[
푃푛, 퐺
]
훽 .
3.4 Why “Laplacian” Product?
While it was shown in subsection 3.3 that the Laplacian product is related to the box product
of bipartite graphs, and the terminology “hom-product” or “complete box product” seems just
as valid of name and may be able to provide insight is graph mapping classes beyond paths and
cycles ([MK09]). We demonstrate the combinatorial significance of the Laplacian exponential
and its relationship to the oriented hypergraphic Laplacian.
The matrices commonly associated to algebraic graph theory have oriented hypergraphic
analogs, and have been combinatorially classified via weak walks in [RR12] via path embed-
dings. A directed weak walk of 퐺 is the image of an incidence-preserving map of a directed
path into 퐺. A backstep of 퐺 is a non-incidence-monic map of 푃̌1 into 퐺; a loop of 퐺 is anincidence-monic map of 푃̌1 into 퐺 that is not vertex-monic; and a directed adjacency of 퐺 isa map of 푃̌1 into 퐺 that is incidence-monic. Loops are considered adjacencies while backstepsare not.
An orientation of an incidence hypergraph is a function 휎 ∶ 퐼 → {+1,−1}, and the sign of
a weak walk푊 is
sgn(푊 ) = (−1)⌊푛∕2⌋ 푛∏
ℎ=1
휎(푖ℎ).
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The incidence matrix of an oriented hypergraph퐺 is the 푉 ×퐸 matrix퐇퐺 where the (푣, 푒)-entryis the sum of 휎(푖) for each 푖 ∈ 퐼 such that 휍(푖) = 푣 and 휔(푖) = 푒. The adjacency matrix 퐀퐺 ofan oriented hypergraph 퐺 is the 푉 × 푉 matrix whose (푢,푤)-entry is the sum of sgn(푞(푃̌1)) forall incidence monic maps 푞 ∶ 푃̌1 → 퐺 with 푞(휍(푖1)) = 푢 and 푞(휍(푖2)) = 푤. The degree matrixof an oriented hypergraph 퐺 is the 푉 × 푉 diagonal matrix whose (푣, 푣)-entry is the sum of all
non-incidence-monic maps 푝 ∶ 푃̌1 → 퐺 with 푝(휍(푖1)) = 푝(휍(푖2) = 푣. The Laplacian matrix of
퐺 is defined as 퐋퐺 ∶= 퐇퐺퐇푇퐺 = 퐃퐺 − 퐀퐺 for all oriented hypergraphs. These definitions area result of the path-embedding weak-walk theorem that was implied in [RR12, CRRY15] and
collected in [CLR+18].
Theorem 3.4.1 ([CLR+18], Theorem 2.3.1). Let 퐺 be an oriented hypergraph.
1. The (푣,푤)-entry of 퐃퐺 is the number of strictly weak, weak walks, of length 1 from 푣 to
푤. That is, the number of backsteps from 푣 to 푤.
2. The (푣,푤)-entry of 퐀퐺 is the number of positive (non-weak) walks of length 1 from 푣 to
푤 minus the number of negative (non-weak) walks of length 1 from 푣 to 푤.
3. The (푣,푤)-entry of −퐋퐺 is the number of positive weak walks of length 1 from 푣 to 푤minus the number of negative weak walks of length 1 from 푣 to 푤.
Moreover, from [CRRY15] these hold for 푘th powers of these matrices via paths of length 푘.
A general path-embedding gives:
푉̌ [푃̌푘∕2, 퐺]퐿 = ℜ(푃̌푘∕2, 퐺),
퐸̌[푃̌푘∕2, 퐺]퐿 = ℜ
(
푃̌ #푘∕2, 퐺
)
≅ ℜ
(
푃̌푘∕2, 퐺
#) ,
퐼
[
푃̌푘∕2, 퐺
]
퐿 = ℜ
(
푃̌푘∕2■퐼
⋄ ({1}) , 퐺
)
.
The vertices of [푃̌1∕2, 퐺]퐿 correspond to the location of the non-zero entries of the incidencematrix, while the edges correspond to the non-zero entries of the transposed (dual) incidence
matrix. The vertices of [푃̌1, 퐺]퐿 correspond to the non-zero entries of the Laplacian matrix,while the edges correspond to the non-zero entries of the dual Laplacian matrix. The incidences
of the Laplacian exponential do not immediately seem combinatorially meaningful other than
stating that 퐼 [푃̌푘∕2, 퐺]퐿 = ℜ (푃̌푘∕2■퐼⋄ ({1}) , 퐺) are embeddings of the a ladder graph into
퐺 where one side is dual to the other. However, 퐼 [푃̌1∕2, 퐺]퐿 = ℜ (푃̌1∕2■퐼⋄ ({1}) , 퐺) are themappings of the digon from Figure 10 into 퐺. In a digon-free incidence-simple incidence hy-
pergraph there are three possible maps of the digon: (1) a vertex-to-vertex backstep (equivalent
to an edge-to-edge co-backstep); (2) a vertex-to-vertex adjacency; and (3) an edge-to-edge co-
adjacency. If there are multiple incidences, then there are additional incidences for each loop
adjacency. If there are digons, there are additional incidences for each digon map.
The first map identifies a specific incidence in 퐺; which for [푃̌1∕2, 퐺]퐿 is also naturally asso-ciated to a vertex. This is regarded as the vertex representing the location in the incidencematrix,
that is occupied by a value 1 for the backstep-incidence (or whatever value an incidence labelling
function produces). Now consider the second and third map types that include incidence 푖 (as
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determined by maps of the first type); these produce all adjacencies and co-adjacencies that
contain that incidence. Thus, all edges and vertices (and their respective incidence) that are
reachable by a path of length 1 from 푖 are incidences in a shared edge or vertex. For [푃̌1∕2, 퐺]퐿the vertices are the location of the non-zero entries, the edges are the row and column that con-
tain that position, the incidences are the actual 1’s placed in the row and column — moving
up/down in an incidence matrix is combinatorially equivalent to an adjacency embedding, while
moving left/right is combinatorially equivalent to a co-adjacency embedding; this is explicitly
calculated in Example 3.4.3.
Combining the incidence matrices of 퐺 and 퐺# into a single (|푉 | + |퐸|) × (|푉 | + |퐸|) inci-
dence matrix define the complete incidence matrix as
퐇퐺 ∶=
[
ퟎ 퐇퐺
퐇퐺# ퟎ
]
=
[
ퟎ 퐇퐺
퐇푇퐺 ퟎ
]
,
and we immediately have a complete Laplacian
퐋퐺 ∶= 퐇
2
퐺 =
[
퐋퐺 ퟎ
ퟎ 퐋퐺#
]
,
as well as a complete degree matrix퐃퐺 ∶= 푑푖푎푔(deg(푣1), . . . , deg(푣|푉 |), size(푒1), . . . , size(푒|퐸|)),
and a complete adjancency matrix 퐀퐺 ∶= 퐃퐺 − 퐋퐺. Using the weak-walk theorem and powersof oriented hypergraphic Laplacians ([RR12, CRRY15, CLR+18]) along with Corollaries 3.2.4
and 3.3.8 we have a the following theorem.
Theorem 3.4.2. Let 퐺 be an oriented hypergraph and 푘 ∈ ℤ≥0, 퐇
푘
퐺 = (−1)
⌊푘∕2⌋퐋푘∕2퐺 . Moreover,the incidence signing function for objects inℜ is edge signing in픐 under 푈Υ⋄, thus these ma-
trices are also equal to the standard signed graphic adjacency matrix 퐀푘푈Υ⋄(퐺) with the inheritededge signing function.
We conclude with two comprehensive examples. We assume the constant orientation func-
tion 휎 ≡ 1 in order to focus in the incidence structure — signed adjacencies from the oriented
hypergraphic Laplacian are immediate from [RR12, CRRY15, CLR+18] as they only discuss
the signing of elements in Ob(ℜ). Additionally, the introverted/extroverted orientation is the
signless Laplacian and produces the solution the max-permanent of the Laplacian over all ori-
entations [RRSS19].
Example 3.4.3. Consider the incidence graph 퐺 and its dual 퐺# in Figure 16, with incidence
matrices
퐇퐺 =
⎡⎢⎢⎢⎣
1 0 0 1 1
1 1 0 0 0
0 1 1 0 1
0 0 1 1 0
⎤⎥⎥⎥⎦ , 퐇퐺# = 퐇
푇
퐺 =
⎡⎢⎢⎢⎢⎢⎣
1 1 0 0
0 1 1 0
0 0 1 1
1 0 0 1
1 0 1 0
⎤⎥⎥⎥⎥⎥⎦
.
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To calculate the vertices and edges of [푃̌1∕2, 퐺]퐿 consider the mapping of a single path oflength 1∕2 into 퐺 and 퐺#, respectively.
⇒
v
e
i
Pˇ1/2 = I
(1) G G#
v1 v2
v3v4
e1
e2
e3
e4
e5
v1
v2
v3
v4
e1
e2
e3
e4
e5
i6 i5
i1 i2
i3
i4
i8
i7
i9
i10
Figure 16: An extroverted oriented hypergraph 퐺 and its dual 퐺#
Clearly, maps of 푃̌1∕2 are uniquely determined by the image of incidence 푖, of which there
are exactly 10. Thus, there are 10 vertices in [푃̌1∕2, 퐺]퐿, and the incidence matrix 퐇퐺 can berecovered by the vertex-edge image (푣푗 , 푒푘) corresponding to an entry of 1 in the (푗, 푘) position of
퐇퐺. In Figure 17 (left) the vertices are placed in a |푉 |× |퐸| grid, corresponding to the non-zeroentries of 퐇퐺.
i 7→ i1
i2
i4 i10i5
i7i6
i3
i8 i9
e1 e2 e3 e4 e5
v1
v2
v3
v4
i3
i6
i2
i 7→ i1
i2
i4 i10i5
i7i6
i3
i8 i9
i7
Figure 17: Left: The vertices of the incidence hypergraph [푃̌1∕2, 퐺]퐿 are the non-zero positionsin the incidence matrix. Right: The vertices for rows 2 and 4 are colored, and their row/column
pairing for each position determine the edge and incidences (corresponding edges colored).
Since 푃̌1∕2 is self-dual there are also 10 edges. These edges are connected to the verticesby the incidences determined by the images of the digon in Figure 10. There are three possible
maps of the digon: (1) a vertex-to-vertex backstep (equivalent to an edge-to-edge co-backstep);
(2) a vertex-to-vertex adjacency; and (3) an edge-to-edge co-adjacency. The incidences in the
edges are determined by the edge 푖↦ 푖퓁 is incident to all the vertices in the row and column ofvertex 푖↦ 푖퓁.To see this, consider Figure 17 (right). Both the vertex and edge obtained by the map 푖↦ 푖2are colored red, while the incidence map of type 1 that corresponds the the backstep (푖2, 푖2) is theincidence between the (red) vertex and (red) edge. The other digon maps of types 2 and 3 reach
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the vertices that correspond to non-zero entries in the matrix. This argument can be repeated
for any of the other vertices. Again, consider the green vertex 푖 ↦ 푖6 in Figure 17 (right). Thenon-zero entries in the incidence matrix correspond to vertices 푖 ↦ 푖5, 푖 ↦ 푖6, and 푖 ↦ 푖7 — anadjacency, backstep, and co-adjacency map, respectively.
Figure 18 calculates the edges and incidences for rows 1 and 3, respectively. Again, each
colored vertex has an edge corresponding to the row/column pair, with incidences where the
non-zero entries are located.
i9
i8
i 7→ i1
i 7→ i1
i2
i4
i10i5
i7i6
i3
i8 i9
i10
i5
i4
i 7→ i1
i2
i4
i10i5
i7i6
i3
i8 i9
Figure 18: Left: The vertices for row 1 are colored, and their row/column pairing for each
position determine the edge and incidences (corresponding edges colored). Right: The vertices
for row 3 are colored, and their row/column pairing for each position determine the edge and
incidences (corresponding edges colored).
Observe that the vertical motion between the vertices are adjacency embeddings of the digon,
while the horizontal motion are co-adjacency embeddings. A vertex/edge color agreement is the
intersection of row and column, and corresponds to the backstep map. Also, if 퐺 had parallel
edges it would simply expand the “edge” in the exponential to consist of two rows and two
columns instead of a single row and column (as they are parallel). Finally, we conclude by
including the edges from the previous figures to calculate [푃̌1∕2, 퐺]퐿 in Figure 19.
Figure 19: The incidence hypergraph [푃̌1∕2, 퐺]퐿.
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The matrix퐇푇퐺 is found dually by interchanging vertices and edges; or the reader may simply
“transpose” [푃̌1∕2, 퐺]퐿 in Figure 19.
In Example 3.4.4 we show that multiple incidences and digons extend the row and column
sampling to produce the edges.
Example 3.4.4. Consider the incidence hypergraph 퐺 in Figure 20 (again with constant orien-
tation) with incidence matrix
퐇퐺 =
⎡⎢⎢⎣
1 2
1 1
1 0
⎤⎥⎥⎦ .
퐺 is depicted in Figure 20 (right) with its incidences in positionwith the incidencematrix entries.
⇒
v
e
i
Pˇ1/2
G
e1
e2
v1
v2
v3
Figure 20: An incidence hypergraph 퐺
Again, the vertices and edges of [푃̌1∕2, 퐺]퐿 are the incidences of 퐺, thus there are 6 verticesand 6 edges, as parallel incidences are counted separately. Figure 21 (left) shows the vertices of
[푃̌1∕2, 퐺]퐿 arranged into the “incidence matrix.”
e1 e2
v1
v2
v3
Figure 21: Left: The vertices of the incidence hypergraph [푃̌1∕2, 퐺]퐿 correspond to the non-zero entries of the incidence matrix. Right: The edge from the (푣3, 푒1) incidence reaches all theincidences in its corresponding row and column in the incidence matrix.
Again, the digon map produces the incidences of [푃̌1∕2, 퐺]퐿. However, the (푣3, 푒1) incidencecan only reach the incidences within 푒1 to form an edge — this can be interpreted as starting
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incidence matrix value 1 in the (푣3, 푒1) position and searching its row and column for non-zeroentries. This gives rise to the edge in Figure 21 (left).
The remaining incidences of 퐺 are either in the digon and/or are part of a parallel incidence.
The parallel incidences causes multi-sampling of the row/column when it appears in a digon
embedding. However, the digon in 퐺 will cause an additional incidence in the edge when two
non-zero entries in a row and column “triangulate” at the non-zero entry — effectively finding a
2 × 2 minor with all non-zero entries in the incidence matrix (up to multiplicity of incidences).
Consider the (푣2, 푒1) entry in the incidence matrix and its row and column in Figure 22. Thebackstep mapping attaches the (푣2, 푒1) edge to the (푣2, 푒1) vertex, while the adjacency and co-adjacency maps search the columns and rows for non-zero entries. These non-zero entries then
search for 2 × 2 minor with all non-zero entries via the remaining digon mapping. There are
two mappings to the (푣1, 푒2) position as there are are two parallel incidences, while there are nomappings to the (푣3, 푒2) position.
1 2 1 2 1 // 2 1 // 2
1
OO

// 1 ⇒ 1
OO

// 1 ⇒ 1
OO

// 1
AA ]]

⇒ 1
OO

// 1
AA ]]
1 0 1 0 1 // 0 1 0
Figure 22: Digon mappings to produce incidences of [푃̌1∕2, 퐺]퐿 are row/column searches thatform 2 × 2 minor grids.
The edge containing the incidence from Figure 22 is the first edge in Figure 23. The remain-
ing edges are determined similarly.
Figure 23: The edges of [푃̌1∕2, 퐺]퐿 using the digon or parallel incidence.
The third edge of Figure 23 appears twice, one for each parallel incidence. Thus, parallel
incidences produce parallel edges in [푃̌1∕2, 퐺]퐿.
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We concludewith the note that the vertices and edges of [푃̌푘∕2, 퐺]퐿 are naturally labeled (with
multiplicity) by the entries locations in퐇푘퐺, and when 푘 is even they correspond to powers of theLaplacian. However, the combinatorial meaning of the incidence sets for larger values of 푘 is
not well understood. The incidences are determined by embeddings of the “ladder” 푃̌푘∕2■푃̌1∕2into 퐺, and the Laplacian would require embeddings of the Laplacian product from Figure 11.
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