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Abstract: The secant equation, which underlies all standard ‘quasi-Newton’ minimisation methods, arises from the use 
of a linear function to model the gradient along a chosen direction. We present new minimisation algorithms, derived 
by replacing this linear model with a more general one involving a free parameter, which is determined by using 
information contained in the current approximate Hessian. The use of such a model can give more flexibility in the 
criteria to be satisfied during the line-search. The new methods can operate as soon as a reasonable approximation to 
the Hessian has been accumulated and may, in one sense, be viewed as acceleration techniques for quasi-Newton 
methods. 
Keywords: Unconstrained optimisation, quasi-Newton methods. 
1. Introduction 
Most ‘quasi-Newton’ or ‘ variable metric’ minimisation methods use an updating formula from 
a family introduced by Broyden [2]. The central feature of all such methods is the use of 
approximations to the Hessian (or to the inverse Hessian) of F, where F: R n -+ R. If, at xi, the 
gradient is g, and the Hessian approximation is Bi, a new point xi+i is obtained as follows: let 
p, = -(BJlg,. (1) 
Consider the line defined by 
x(t) = xi + tpi; (4 
xi+l is given by 
xi+ 1 = x(ti) =x, + tzpi, (3) 
where, typically, ti (> 0) is chosen to ensure that conditions of the form 
F(x,+~) < F(xi) + atip&, a ~(0, OS] ; (4) 
PTgi+* > PPk P+Y 11; (5) 
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are satisfied, for suitable choices of LX and /3. The Broyden family is given by: 
B* = B - BssTB/sTBs + yyT/sTy + @uuT, (6) 
where 
s=x* -x[=t*p], y=g*-g, u = [ sTBs] l/2 . { y/sTy - Bs/sTBs } . 
(Note that we have omitted the subscript i and replaced the subscript i + 1 by the superscript *; 
we shall continue to employ this notation in subsequent sections. We denote t;, the ‘accepted’ 
value of t, by t * .) 
The scalar parameter !D is generally chosen to lie in the interval [0, l] and this, together with 
the condition sTy > 0, ensures that the successive B-matrices remain positive-definite, which is 
important for several reasons [5]. Various formulae from the Broyden family have been tried, but 
the most successful has been the ‘BFGS’ formula (CD = 0), introduced by Broyden [3], Fletcher 
[4], Goldfarb [8] and Shanno [lo]. 
2. Estimating the Hessian 
Quasi-Newton methods are characterised by the requirement that the so-called ‘secant’ 
equation be satisfied: 
B*s = y. (7) 
Broyden [l] justified the use of (7) on the following grounds: since, on the line defined by (2), 
g = g(x( r)), where X(T) = x + rs, it follows that dg/dr = G( x( T)) dx/dr, where G denotes the 
Hessian of F. From (3), x * lies on this line and, since dx/dr = s for all 7, we therefore have 
G(x*)s = [dg/dr] 7=1, (8) 
which we call the ‘Newton equation’. The simplest approximation to dg/dT is obtained by using 
backward differences: 
[dg,‘dr] T=i = g* -g. (9) 
Hence, the secant equation (7) is obtained, as an approximation to the Newton equation (8). 
Evidently, the estimate (9) arises from using a linear model for the gradient (regarded as a 
function of 7). The accuracy (or otherwise) of this estimate will therefore depend on second- and 
higher-order terms. Near the minimum, when the behaviour of g is approximately linear, this 
linear model will usually estimate G( x * ) s adequately. 
A higher-degree approximation to G( x * )s was derived by Ford [6], based on polynomial 
interpolation of gradient values. However, to achieve any gain over the standard approach, it 
requires at least three gradient evaluations along the direction of search. 
In Section 3, we introduce a new, nonlinear model for the gradient along a particular 
search-direction. This yields approximations of the form 
B*s=sg*-/q 
to the Newton equation, (8). However, unlike the secant equation, 6 # p, in general. Neverthe- 
less, we claim that we are justified in terming such methods ‘quasi-Newton’ because, like 
standard algorithms of this type, they are founded upon intuitively reasonable approximations to 
the Newton equation, and because they compute a search-direction at each iteration by means of 
a ‘Newton-like’ expression [that is, (l)]. 
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3. The new model 
Based on the argument of Section 2, we propose a nonlinear model for g(~) = g( x + rs), 
which only requires two gradient evaluations to define it: 
g(T) = {a + br} * exp[!f(7)1, (10) 
where f(7) is an (at present) arbitrary function and 8 is a parameter to be determined. The 
constant vectors a and b are obtained from the two gradient values known to be available 
(namely, g and g*). Trivially, we observe that 8 = 0 or f( 7) = 0 yields a linear model and, 
hence, the secant equation. 
Algorithm A 
We first consider the case f( 7) = 7, so that a and b are given by 
a = g, b = e-‘g* - g. 01) 
To determine 0, we use the Hessian approximation B: the curvature of F in the direction s is 
sTdg( r)/dr, and, at x, this has the value (from (10)) 
sT{8a+b}. (12) 
On the other hand, the curvature at x in the direction s is given by sTGs, which we may 
approximate by sTBs = - t *sTg (using (1)). Hence, on equating the two expressions for the 
curvature and using (ll), we obtain 
-t *sTg = esTg + eCesTg* - sTg. 
If we define 
a, = sTg, ui = s=g* and u = a,/~, , 03) 
(note that a,, -C 0, unless s = 0), then this relation becomes 
1 - t * = 0 + u e-O. 04 
If u is positive, then equation (14) has exactly two solutions if 
t * < ln(l/u) (15) 
(and no solution otherwise) and there is a positive solution if 
1 - t* > u. 06) 
If u < 0, then, for all t *, (14) h as a unique solution (which is positive if (16) is satisfied). The 
model is now completely determined, and it remains to derive an expression, w say, to estimate 
G( x*)s. Thus, we require 
w = [dg/dT] 7=i. 07) 
Using equations (10) and (ll), we can show that 
w = (1 + e>g* - eeg. (18) 
(It follows that, when 8 is small, w = (1 + 0)Y.) A suitable approximation to the Newton 
equation therefore takes the form 
B*s=w, (19 
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and existing quasi-Newton methods may be modified to accommodate w (simply by replacing y 
with w in the chosen formula for updating B [or its inverse]). 
It appears, from numerical experiments, that, if 0 is restricted to be non-negative (by setting 
0 = 0 if (16) is not satisfied), then improvement in the new method’s performance is obtained. 
This restriction on the value of 19 may be justified by noting that, if 8 < 0, the model (10) with 
f( 7) = r implies that g( 7) + 0 as r + + co, which is generally untrue. 
It is now easy to show that, with 8 > 0, the new model always satisfies the condition SOW > 0, 
which is necessary and sufficient for B* to be positive-definite; for, using (13), (14) and (18), we 
obtain 
(20) 
Algorithm B 
It is not difficult to see that among the disadvantages of Algorithm A are the need to solve a 
nonlinear equation for 8 at every iteration and the fact that, for many iterations, a solution will 
not exist. We therefore study the construction of algorithms (based on the general model (10)) 
which do not have such limitations. Instead of specifying a precise form for f(r), we will 
determine (as we proceed) the properties we wish it to possess. The constant vectors a and b are 
given by 
a = exp( -Va)g, b= exp(-Vi)g* - exp(-%)g, (21) 
where f, = f( a) and (for later use) fi = f ‘( /I). Determining the curvature at x (from the model) 
and equating it with - t *a,,, as in Algorithm A, leads to 
-t*0,=(ef;-i)0,+exp[e(f,-f,)]o,. (24 
An obvious choice to make is f. = fi for, then, we may solve at once for 8: 
e=(i-t*-u)/f;. (23) 
Then, from (17), (21) and (23), we obtain 
w = [l + (1 - t* - u)/pL] g* - g, (24) 
where 
P =fi/fil. (25) 
We now show that the condition SOW > 0 can always be forced to be true by a suitable choice 
of I_L. By using (13) and (24), we obtain 
STW=(-uo){l-u-u(l-t*-u)/~}. 
Since a, is negative, we therefore require 
0 < 1 - u - u(l - t* - u)/p. (26) 
Straightforward manipulation of the discriminant in (26) then yields the sufficient conditions 
0>+2(1+t*)/J+(l-t*)*, /L>o. 
Let pL1 and p2 be the two zeros of the quadratic expression, so that 
PI= (1 - Jt’;i;>*, /_L* = (1 + P)‘. (27) 
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We observe that /J E (pi, p2) * sTw > 0. An obvious selection is 
/A==++*. (28) 
If t * is near 1, any value of p near pi will be small, leading (via (24)) to a vector w which is likely 
to be very different to the standard vector y. In fact, if t * = 1 (which is very common), pi is zero 
and w is undefined for this value. For this reason, we prefer choices of p nearer to pL2. We have 
tested two versions of this algorithm. In ‘Bl’, I_L is given by (28). For ‘B2’, II. has the value pL2 
defined in (27), but, if u is close to the critical value 1 + Jt* which would make sTw zero, we 
continue the line-search to find a more suitable value for u. (Note that, in such circumstances, a 
‘standard’ quasi-Newton method would also have to continue the search.) Use of p2 has the 
advantage that it is the largest value of p that guarantees sTw > 0 and, thus, may be regarded, 
from one point of view, as the ‘best’ acceptable value of p, in the sense of causing w to be 
nearest to y. Finally, because B* must be positive-definite (whether or not (5) is true), we have 
dispensed with condition (5) in the line-search for algorithms Bl and B2. 
Algorithm C 
Since standard quasi-Newton methods satisfy the secant equation 
B*s=y=g*-g, (2% 
it follows that these algorithms are estimating the curvature of F in the direction s at the point 
x* by 
sTB*s=sTy=.,-u,,. 
Thus, just as - t *a, was employed in Algorithms A and B as an estimate of curvature, so we 
might use u1 - a, as an alternative and thus construct further methods. In fact, a simple 
argument based on Taylor series shows that u1 - a, is more suitable as an estimate of curvature 
at the mid-point + { x + x * }, and the algorithm we are about to derive will adopt this view. 
Using (lo), it follows, from (21), that the curvature at the mid-point is 
(MY,, - I) exp[ e(.f,,, -Q] 0, + (tV;,, + I) exp[ Cfl,Z -fJ]ui. (30) 
If we were to equate this expression with the estimate ui - a,, then 0 = 0 would always be a 
solution and the outcome would be the standard approach. Alternatively, we may form a convex 
combination of the two curvature estimates ( - t *a0 and u1 - uO). Let 7~ E [0, 11; then multiplying 
(22) by 7~, (30) by (1 - r) and adding leads (on applying the simplifying conditions f0 =fi,2 =fr) 
to 
B = m(1 - t* - u)/[ Tf/ + :(l - 97)(1 + a)&]. (31) 
It also follows, from equations (17) and (21) that 
w = (1 + &‘)g” -g. (32) 
We now investigate whether the condition .sTw > 0 can be satisfied for suitable choices of f,, 
f ,‘,* and fl’. From (13) and (32) we have 
s’w=(-u,){l-u-Bf,‘u}, 
andweneed{l-a-8f,‘u} > 0. Using (31), we thus require 
o< {(77f;-S)u2 -m[f;+(1-t*)f;]u+7rf;+~}/{8u+7if~+~}, (33) 
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where 6 = +(l - r))f;,*. We choose 
f;;2=rf;, f;>0; (34) 
because these choices ensure that Tf; - S and S are always positive for 0 < 7~ < 1. Assuming, for 
the moment, that the denominator in (33) is positive, we then arrive at the inequality 
o>/L2-2(7r+t*)p+(71*+t*2-2t*), (35) 
where p is defined by (25). The zeros of this quadratic expression are 
p,=7T+t * - [2t*(*+ l)]‘/“. pL2=7r+t*+ [zt*(77+1)]‘/‘. (36) 
Using arguments similar to those employed in deriving algorithms Bl and B2, we define the 
methods ‘Cl’ and ‘C2’ by the following choices of p: 
Cl: p=7r+ t*, c2: j_l=/L1. (37) 
We note that larger values of p will generally cause w to resemble y more closely, since w is 
given, in this case, by 
w={1+[1-t* -~1/[~++1--7T)(1+(J)/2l}g*--g. (38) 
Returning to (33), the denominator is positive for all u > a^, where 
&=2/_&L/(??1)-l. (39) 
Generally, ensuring that u > a^ has been found to place practical constraints upon the algorithm 
only rarely. We conclude that sTw is always positive for algorithms Cl and C2, provided that 
u > a^ and (in the case of C2) that 
u # 1 + [2t*/(l + “)]i’* (40) 
(the critical value of u that causes .sTw to be zero). 
Ford and Saadallah [7] discuss several possible choices for the parameter r and conclude that, 
of those considered, 7~ = min( it *, 1) is best. 
To complete this section, we consider how these methods may be expected to behave in the 
region of the minimum. Define c( 7) = sTg( r)/sTg(0). Near the minimum, g( 7) is approximately 
linear, so that E( 7) should behave like a linear function which satisfies e(O) = 1. Furthermore, 
since 7 = t/t * and since a step ‘t = 1’ along p may be expected to predict the minimum well, it 
follows that 6(1/t*) = 0. We may thus approximate c(r) by 1 - t *T, whence 1 - t * = ~(1) = 
a,/~, = u. It is clear from equations (14) (23) and (31) that, then, 0 = 0. It only remains to 
observe that, if 8 = 0, the algorithms we have constructed will reduce (approximately) to the 
corresponding ‘secant-based’ quasi-Newton method [compare equations (18), (24) and (38)]. The 
evidence of extensive numerical investigation confirms that, in practice, this is precisely what 
occurs. 
4. Numerical tests and results 
In order to assess the value of this approach, numerical tests were carried out on several 
unconstrained optimisation problems. Among the 26 test functions used in the experiments were 
those commonly known as ‘extended Rosenbrock , ’ ‘extended Powell’, the ‘Weibull’ function, the 
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Table 1 
BFGS 
7890 
(6610) 
A Bl B2 Cl c2 
7399 8315 7179 9020 7225 
(6388) (7418) (6540) (8061) (6442) 
‘Brown and Dennis’ function and ‘Powell’s badly-scaled’ function (More, Garbov and Hillstrom 
[9]). Each function was minimised from a variety of starting-points; details of the tests may be 
found in Ford and Saadallah [7]. As a standard for the purposes of comparison, the problems 
were solved using the BFGS method. The new algorithms also used the ‘BFGS’ formula, with w 
replacing y. (Since the new methods rely on the matrix B yielding a reasonable estimate of 
curvature, our implementation of them defers their application until min( n, 10) iterations of the 
standard BFGS method [w = y] have been completed.) All algorithms started with the unit 
matrix as the initial approximation to the inverse Hessian. In Table 1, the entries in each column 
denote (for the specified method) the total number of function and gradient evaluations required, 
for all the problems, to achieve convergence, followed by the total number of iterations (in 
brackets). 
5. Conclusions 
We have introduced five new methods derived from an alternative model for the gradient 
(along a specified search-direction) of the objective function. The advantages of the new model 
are that it makes further use of the current approximate Hessian (or its inverse), and that it can 
give more flexibility in the termination criteria for the line-search. As Table 1 indicates, the 
experiments we have performed suggest that some of the new methods (namely, A, B2 and C2) 
have an accelerating effect on the BFGS algorithm, while methods Bl and Cl appear to be 
uncompetitive. A more detailed examination of the results confirms these indications and shows 
that algorithms A, B2 and C2 exhibit improved performance (to a greater or lesser degree) in 
almost all of the cases tested. Overall, B2 and C2 yielded the best results and have the additional 
advantage over A of not requiring the solution of a nonlinear equation at each iteration. 
We have considered using the parameter 8 to control the conditioning of the Hessian 
approximation and have found that, carefully applied, this can lead to further gains in 
performance. This work will be reported in a future paper. 
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