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A B S T R A C T
Photo-ionic cells convert solar energy into redox fuels. Unlike in photovoltaic devices where the photo-induced
charge transfer reactions occur at an electrode, the photoreaction takes place in one bulk solution of a biphasic
liquid-liquid system, and the charge separation is realised by the transfer of one of the photoproducts into the
adjacent phase to avoid recombination. After separation of the two phases, the redox fuels can be stored and then
converted to electricity on demand with a biphasic fuel cell. Here, we compared the eﬀect of the two organic
solvents, 1,2-dichloroethane and propylene carbonate, on the performance of the photo-ionic cell. By replacing
1,2-dichloroethane, the maximum cell voltage was increased to 0.6 V. Additionally, propylene carbonate helps to
reduce aggregation of dyes and it shows faster kinetics for the photoreaction.
1. Introduction
Solar energy conversion is one the global challenges for a sustain-
able economy. At present, two major routes are being followed: pho-
tovoltaic (PV) systems to generate electricity [1] and solar thermal
collectors to generate heat [2]. State-of-the-art semiconductor based PV
cells can reach conversion eﬃciencies of 20 to even 30% [1], and dye-
sensitized solar cells can reach conversion eﬃciencies of 11 up to 14%
[3–5] at the laboratory scale. However, all PV technologies must im-
mediately distribute the produced electricity either to a storage system
or to the electrical grid, irrespective of demand. A common electricity
storage in mountain regions like Switzerland is pumped-hydro, where
excess electricity is used to pump water to reservoirs located in high
areas [6]. The electricity is then regained as hydropower with a turn-
around yield of about 80%. This, however, is unpractical in many parts
of the world. An upcoming strategy is based on the use of Megawatt
batteries, either solid state like Li-Ion [6] or redox ﬂow such as the all
Vanadium redox ﬂow battery [7–10].
Another strategy is to directly produce solar fuels. Various concepts
have been proposed, like photo-biological solar fuel production with
diﬀerent micro-organisms [11], artiﬁcial photosynthesis in molecular
systems [12–14] and solar fuel production in nanostructured and
semiconductor based systems [12,15–17], as well as solar energy har-
vesting utilizing PV cells coupled with electrolysis [18]. The energy
harvesting from biomass suﬀers from losses in the cellular metabolism,
and transforming the produced biomass into energy is far from simple.
Alternative approaches have been proposed to utilize diﬀerent micro-
organisms to generate hydrogen or carbon sources directly from solar
energy, but these methods are not yet commercially viable [11]. Arti-
ﬁcial photosynthesis and solar fuel production by nanostructured and
semiconductor based systems are both rather diﬃcult and requires
highly demanding procedures for synthesis of catalysts or for prepara-
tion of nanostructured platforms [12,15–17], so scale-up of these sys-
tems is even more challenging and the impact of photocatalytic systems
has been limited [19]. This clearly demonstrates that alternatives are
needed.
Alternative routes for electrochemical solar energy harvesting have
been proposed. Chief among these is the photogalvanic approach,
where a photoinduced electron transfer reaction occurs in the bulk of
an electrolyte solution sandwiched between two electrodes [20,21].
This approach was pioneered by Rabinowitch et al. [22–25] and Albery
et al. [20,26–28]. Photogalvanic cells have been recently reviewed by
Halls et al. [29]. Brieﬂy, a photoinduced electron transfer reaction oc-
curs not at an electrode but in the bulk of an electrolyte solution be-
tween two electrodes to collect the current from the photoproducts. It
represents an alternative strategy to photovoltaic cells based on pho-
toelectrochemistry, as in a photogalvanic cell the photochemical reac-
tion is coupled to two classical dark electrochemical reactions. In the
case of a reductive quenching, the reduced sensitizer and the oxidized
quencher diﬀuse to the electrodes to be oxidized and reduced, respec-
tively. Here, the recombination is avoided mainly by kinetic factors,
setting up concentration gradients. Albery et al. have shown that an
optimum eﬃciency of 18% is theoretically possible [27], albeit never
experimentally achieved with most reported systems operating at an
eﬃciency below 1% [20,21]. Photosystems comprising an aqueous dye,
such as thionine (Th+), and an aqueous redox quencher, such as Fe(II)
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have been investigated as early as 1940 as a photogalvanic cell [22,23].
Charge storage has been achieved by precipitation of Fe(III) produced
in the photoreaction, or by charge separation at the interface between
two immiscible electrolyte solutions. In 1962, Rabinowitch et al.
showed that if the photoreaction is carried out in a biphasic water–-
ether emulsion, the reduced dye is extracted to the organic phase, while
the oxidized quencher remains in the aqueous phase [24]. In 1970, the
same authors showed that if the aqueous redox quencher is [Co(II)
EDTA]2−, then a 54% separation of the photoproducts is possible when
working at pH 7.2 [25]. Much of the later work has been focused on
using irreversible quenchers, i.e. performing photo-assisted combustion
of organic molecules [21,29]. However, this approach is not sustain-
able, as the system cannot be cycled.
Surfactants can be used to improve the separation of the photo-
products, as shown for example by Grätzel [30,31]. In general, photo-
galvanic systems containing a surfactant produced higher relative va-
lues for photocurrent, photopotential, and conversion eﬃciency than
systems without surfactants. Fendler et al. [32] and Atwood et al. [33]
have attributed this to the ability of a surfactant to solubilize certain
molecules (i.e. the photosensitizing dye) and the catalytic eﬀect that
carefully chosen surfactants induce on particular chemical reactions.
Furthermore, Rohatgi-Mukherjee et al. theorized that addition of a
surfactant into a photogalvanic system increases conversion eﬃciency
via facilitating the separation of photogenerated products by hydro-
phobic-hydrophilic interaction of the products with the surfactant in-
terface [34]. More recently, Halls et al. have presented a photogalvanic
cell based on lyotropic liquid crystal layers entrapping a sensitizer. In
this lamellar biphasic approach, a 2% eﬃciency was demonstrated
[35].
We have recently revisited this concept for solar energy storage,
photogalvanic cells, using methodologies developed to study electro-
chemistry at Interfaces between Two Immiscible Electrolyte Solutions
(ITIES) [36,37]. Instead of homogeneous solutions or surfactants, we
proposed charge separation by transfer of the photoproducts into ad-
jacent phases, and we have named these systems photo-ionic cells
[38,39]. Here, the partition of ionic species across the liquid-liquid
interface can be controlled electrochemically. The operating principle is
that solar energy is converted to redox fuels that are separated into
diﬀerent phases to prevent recombination. The redox fuels can then be
converted to electricity when needed, and the process is also producing
heat. As the technology does not require complicated manufacturing
processes or expensive materials, it could be easy to scale up. We have
demonstrated the relevance of polarised ITIES for the charge separation
processes for the Th+-[Co(II)EDTA]2− system. Thanks to the long
triplet excited state lifetime of thionine (ca. 20 μs) and an appreciable
partition coeﬃcient of neutral HTh between water and DCE (ca. 15),
86% of the reduced dye could be extracted in a biphasic system under
vigorous stirring [38]. Also, we have optimized the system by exploring
other dyes of the phenothiazines family and have reached a quantum
yield of 13.8% (moles of reduced dye produced/moles of photons ab-
sorbed) with Azure B as chromophore when utilizing urea as a chao-
trope to reduce aggregation of the dyes [39]. We have identiﬁed, ex-
perimentally and theoretically, the photophysical properties of the
chromophores (i.e. molar absorptivity, excited triplet state lifetime,
aggregates formation, etc.), the hydrophobicity of the photoproducts,
the solubility of the light absorber in the aqueous phase and the po-
tential diﬀerence across the interface as the main factors aﬀecting the
eﬃciency of the charge separation [38–40]. To maximize the interfacial
surface area available for the transfer of photo-products, dispersion of
organic phase into small droplets [39,40] or micro-emulsions has been
proposed [41,42]. Recently, amphiphilic mesoporous grapheme was
proposed as an eﬃcient material to immobilize dye molecules for
photoredox reactions [43]. This approach allows replacement of the
organic solvent with a solid material in a system where cationic Azure B
dye is trapped by the negatively charged amphiphilic mesoporous
grapheme by electrostatic interactions [43]. Dye modiﬁed mesoporous
graphene was shown to photoreact with Co(II)EDTA, allowing ap-
proximately 100% separation of the reduced dye [43].
Currently, photo-ionic cells with extraction of the neutral dye have
been investigated, but other conﬁgurations are possible as shown in
Fig. 1. In all the cases presented, the Galvani potential diﬀerence can be
used both to control the partition of ions and to boost the cell voltage,
and this has to be taken into account when designing a photo-ionic
system.
For conversion of the produced redox fuels into electricity, we have
recently proposed a new concept for charge storage in liquid batteries,
where the charge is stored as the energy required to transfer a salt (e.g.
LiClO4) from an aqueous phase into organic phases [44]. The system
consists of two organic phases separated by an aqueous electrolyte.
Both organic phases contain a redox couple that is almost insoluble in
the aqueous phase. Oxidation and reduction of this redox couple is
coupled with an ion transfer reaction to maintain the electroneutrality
of the phases. The Galvani potential across one interface is controlled
by the partition of Li+, at ca. 0.55 V while the other interface is po-
larised by ClO4− at ca. −0.2 V, resulting in secondary battery with a
cell voltage of ca. 0.8 V [44]. The combination of the photo-ionic cell
with a fuel cell is shown schematically in Fig. 2.
Photo-ionic systems have nevertheless some serious drawbacks, like
Fig. 1. Possible system conﬁgurations for photo-ionic cell. D refers to dye and Q refers to quencher.
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low potential diﬀerence between the two photogenerated redox couples
and very low solubility of dyes, which limits the quantum yield of the
system. In this work, we investigate the origin of the low potential
diﬀerence, compare the performance with two organic solvents, 1,2-
dichloroethane (DCE) and propylene carbonate (PC), and reach an
improved cell voltage of up to 0.6 V.
2. Material and methods
2.1. Chemicals
All aqueous solutions were prepared with ultrapure water (Millipore
Milli-Q, speciﬁc resistivity 18.2MΩ·cm). Azure B chloride (HAzB+Cl−),
tetrahexylammonium tetraﬂuoroborate (THxABF4, ≥97.0%), sodium
chloride (NaCl), tetrahexylammonium chloride (THxACl, ≥96.0%),
propylene carbonate (PC, ReagentPlus®, 99%) were purchased from
Sigma-Aldrich. 1,2-dichloroethane (DCE, ≥99.8%), absolute ethanol
(≥99.8%) and urea (≥99.5%) were ordered from Acros. They were
used as received. Sodium cobalt(III) EDTA (Na[Co(III)EDTA]) was
synthesized according to the method described by Dwyer et al. [45],
whereas the following modiﬁcation was used for the synthesis of
Na2[Co(II)EDTA]: cobalt(II) acetate (Aldrich, ≥99.995%), ethylene-
diaminetetraacetic acid disodium salt (Na2H2EDTA, Acros), and sodium
acetate (Aldrich) were mixed up (1:1:2). Solid Na2[Co(II)EDTA] was
precipitated out of the solution by addition of ethanol, ﬁltered by
suction, washed with diethyl ether (Aldrich, ≥98.0%) and dried under
vacuum. Leuco-Azure B (H2AzB) was synthesized via a potential-con-
trolled bulk electrolysis at −0.55 V vs Ag/AgCl (3M KCl) at pH 8.0 in
an H-Cell with two high surface area vitreous carbon electrodes from a
solution of Azure B in a 20mM Tris buﬀer. For a pH range from 7.5 to
9.0, tris(hydroxymethyl)aminomethane (Tris, Acros Organics,
≥99.8%) was used with hydrochloric acid (Acros Organics, 32% so-
lution in water) for pH adjustments.
2.2. Photo-extraction and electrochemical experiments
For all electrochemical measurements, a PGSTAT 30 potentiostat
(Metrohm, CH) was used. All measurements were conducted in a ni-
trogen ﬁlled glove box and all solutions and solvents were carefully
deoxygenated before usage. As electrodes for measurements in the two-
electrode cell, we used carbon felt (SGL Carbon) with platinum wire
connection. Scheme 1 presents the conﬁguration of the cells studied in
this work. DCE or PC was used as the organic phases. Azure B was
chosen as a model dye to compare these two solvents. In case of PC, 1M
NaCl was added to the water phase to stabilize the interface, and water
phase was saturated with PC. pH of the solution was chosen based on
earlier optimization [39].
For photoreaction experiments, equal volumes of aqueous and or-
ganic phases (Scheme 1A) were irradiated with a red LED light (Thor-
labs, 1234W·m−2 at 625 nm) under vigorous stirring until the photo-
reaction occurred. To measure the cell voltage, a two-electrode cell
presented on the Scheme 1 was used. After photocharging, the phases
were quickly separated and transferred into the electrochemical cell to
measure the open circuit voltage as well as to carry out voltammetry
investigations (Scheme 1B). Chemically prepared Na[Co(III)EDTA] and
leuco-Azure B prepared by bulk electrolysis were used to measure the
open circuit voltage and the voltammetric response for the fully
charged cell (Scheme 1C). High surface area carbon felt electrodes were
required to overcome the slow kinetics of the Co(III)/Co(II) couple.
Studied solutions were prepared likewise as for the voltage measure-
ment experiments.
Fig. 2. Solar energy conversion and storage with photo-ionic cell photochar-
ging the redox electrolytes and a fuel cell recovering the energy as electricity.
Scheme 1. Cell conﬁgurations for (A) cell
for the red LED activated charging of the
photo-ionic cell, (B) discharge of the cell
presented in (A) after irradiation, and (C)
discharge of the chemically prepared photo-
products. In case of PC, 1M NaCl was added
to the water phase saturated with propylene
carbonate. The two-electrode cell for vol-
tage and voltammetry measurements is
shown on the right.
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2.3. Spectroscopic measurements
An Agilent 8452 spectrophotometer was used for all the spectro-
scopic measurements. To evaluate the dimerization constants of Azure
B in diﬀerent solutions, a quartz cell with 0.1 cm path length, ﬁlled in
the glove box under nitrogen, was utilized. All aqueous solutions were
fully saturated with PC, and PC solutions were fully saturated with
water. For kinetics measurements, a quartz cell with 1 cm path length
was used to enable stirring of the solution. As the absorption of 100 μM
HazB+ would be too high for this path length, 50 μM HazB+ with
50mM Na2[Co(II)EDTA] was used instead while the concentration of
the rest of the components was as described in cell A of the Scheme 1.
The cuvette was ﬁlled with equal amounts of aqueous and organic
phases under inert atmosphere, and closed with the rubber septa cap to
prevent the eﬀects with oxygen (Fig. 3). The cuvette was irradiated
with a red LED light (Thorlabs, 1234W·m−2 at 625 nm) under vigorous
stirring for a certain amount of time, and after phase separation ab-
sorbance in the water phase at 651 nm was measured.
The partition coeﬃcient of the reduced Azure B was determined by
evaluating the change in the absorbance of the leuco-Azure B
(λ=255 nm) synthesized by bulk electrolysis in the aqueous phase
after equilibration with an equal amount of organic phase [39]. The
partition coeﬃcient for HAzB+ (λ=650 nm) was determined likewise.
3. Theory
3.1. Cell voltage
The voltage of the cell described in Scheme 2, deﬁned as the Galvani
potential diﬀerence between the two copper wires, can be calculated
from the diﬀerences of Galvani potentials at each junction
= − = − + − + −
+ − + −
′ ′ ′ ′E ϕ ϕ ϕ ϕ ϕ ϕ ϕ ϕ
ϕ ϕ ϕ ϕ
( ) ( ) ( )
( ) ( )
Cu Cu Cu graphite graphite w w o
o graphite graphite Cu (1)
Between the Cu wire and the graphite electrode, the electrons are in
equilibrium with each other, and we can write the equality of the
electrochemical potential ∼μi:
=∼ ∼− −μ μe e
Cu graphite (2)
For the graphite electrode in contact with the organic phase the
equilibrium redox reaction is D++ e−⇌D, so
= +∼ ∼ ∼+ −μ μ μeD
o
D
o graphite (3)
For the graphite electrode in contact with the aqueous phase the
equilibrium redox reaction is Q++ e−⇌Q, so
= +∼ ∼ ∼ ′+ −μ μ μeQ
w
Q
w graphite
(4)
Lastly, the electrons are in equilibrium between Cu' wire and gra-
phite' electrode:
=∼ ∼′ ′− −μ μe e
Cu graphite
(5)
By utilizing the deﬁnition of the electrochemical potential of species
i in phase α:
= +∼μ μ z Fϕi
α
i
α
i
α (6)
where μiα is the chemical potential of species i in phase α, zi is the
charge of species i and ϕα is the Galvani potential of the phase α, we can
rewrite Eqs. (2)–(6) as:
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Now the expressions in Eq. (8) can be substituted into Eq. (1) to
obtain the expression for cell voltage
= − + + − + − + −
− + −
′ ′ ′
− − + − +
− − −
FE μ μ μ μ μ F ϕ ϕ μ μ
μ μ μ
( )e e e
e e e
Cu graphite
Q
w graphite
Q
w w o
D
o
D
o
graphite graphite Cu (8)
that simpliﬁes to give
= − + − + −+ +FE μ μ F ϕ ϕ μ μ( )Q
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w w o
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because the chemical potential of electrons is the same in Cu and Cu'.
Finally, the chemical potential of a species i can be expressed as
= +μ μ RT alni i i
o— (10)
where μi
o— is the standard chemical potential, R and T are the gas
constant and temperature, respectively, and ai is the activity of the
species i. Substitution of Eq. (10) into Eq. (9) results in
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By utilizing the deﬁnition of the standard redox potential versus the
standard hydrogen electrode (SHE) in any solvent S [46]:
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we can modify Eq. (11) as
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The terms in brackets are the Nernst potentials of Q+/Q and D+/D
redox couples in their respective phases w and o. The Galvani potential
diﬀerence for the liquid-liquid interface is given by the Nernst equation
for the partitioning ion i [46].
Fig. 3. Quartz cell for spectroscopic measurements of kinetics.
Scheme 2. Electrochemical cell, where the Galvani potential diﬀerence across
the water-oil interface is controlled by the partition of a common ion C+.
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where ϕΔ io
w o— is the standard transfer potential of i and aio and aiw are
the activities of i in aqueous and organic phases and zi is the charge of i.
The standard transfer potential is connected to the standard Gibbs en-
ergy of transfer of the ion i from the aqueous to the organic phase by the
following expression [46]:
=
→
ϕ
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In more rigorous treatment, the eﬀect of all the species percent in
the system should be taken into account when calculating the equili-
brium distribution and the Galvani potential diﬀerence [47], but this
eﬀect can be omitted if one partitioning ion is in excess over other
species.
In Scheme 2, both phases contain a common cation C+, so Eq. (14)
can be written as
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To switch from activities to concentrations, standard potentials can
be replaced by the formal potentials (as signiﬁed by the superscript ′)
that are more readily measurable:
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This expression can be simpliﬁed as
= − +E E E ϕΔaq oil ow (19)
where Eaq and Eoil are the Nernst potentials of the Q+/Q couple in
aqueous phase and D+/D couple in the organic phase.
3.2. Redox potentials in non-aqueous phases
The derivation of the standard potential of ox/red couple in a non-
aqueous solvent vs. the standard hydrogen electrode has been described
before [46,48,49], but is recalled here as it represents a key concept in
biphasic systems. For a redox reaction
+ ⇌−ne EO (o) Red(o) [ ]x Ox/Redo— SHEo (20)
where species Ox and Red are present in oil phase o. The standard
potential in the oil phase and in water on the SHE scale can be ex-
pressed as [46,48,49]:
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Combination of these two equations results in:
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As the standard Gibbs energy of transfer of a species i from aqueous
phase into oil phase is
= −→G μ μΔ i i itr,
o—,w o o—,o o—,w (25)
Eq. (24) can be written as
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Eq. (26) is equal to the thermodynamic cycle where Red is trans-
ferred from ο to w, oxidized in the aqueous phase to Ox and ﬁnally the
Ox is transferred into the oil phase o. If species i is neutral the standard
Gibbs energy of transfer can be calculated if the partition coeﬃcient K
of the species i is known:
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If species i is charged the standard Gibbs energy of transfer can be
calculated from Eq. (16):
=≠→G z F ϕΔ Δi z i itr, ( 0)
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w o—
(28)
For example, the standard potential of the HAzB+/H2AzB in an
organic phase o can be calculated as follows. The redox reaction is:
+ + ⇌+ − +eHAzB 2 H H AzB2 (29)
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Indeed, the Gibbs energy of transfer of the protons has also to be
considered. +E[ ]HAzB /H AzBo— SHE
w
2
has been measured as 0.02 V at pH 7.2
[39]. The standard transfer energy HAzB+ is calculated with Eq. (28)
when the standard transfer potential of HAzB+ is known
( =+ϕΔ –0.19 VDCEw HAzB
o— [39], i.e. =→+GΔ –18.3 kJ moltr,HAzB
o—,w DCE –1). The
standard transfer energy of the neutral H2AzB can be calculated with
Eq. (27), when the partition coeﬃcient of H2AzB is known (Table 2,
resulting in =→GΔ –4.4 or–3.7 kJ·moltr,H AzBo—,w DCE –12 , without and with urea,
respectively). Finally, the standard transfer energy of protons is known
from the literature ( =→+GΔ 53 kJ·moltr,H
o—,w DCE –1 [50], while the value in
the presence of 8M urea is slightly less). With this data, the ﬁnal result
is =+E[ ] 0.22 VHAzB /H AzBo— SHE
DCE
2
. For wet propylene carbonate, the transfer
energy of protons →+GΔ tr,H
o—,w PC can be considered negligible. If this value
is taken as 0 kJ·mol−1, =+E[ ] 0.022 VHAzB /H AzBo— SHE
PC
2
.
4. Results and discussion
We can now apply Eq. (19) to the Azure B–Co(EDTA) system. The
formal potential of the aqueous [Co(III)EDTA]2−/[Co(II)EDTA]− couple
is 0.37–0.38V vs. SHE [51,52], while the formal potential of the Azure
B/leuco-Azure B couple (HAzB+/H2AzB) in DCE can be estimated as
0.22V, as detailed in Section 3.2. THxA+ cation with a standard ion
transfer potential of−0.46 V [53] is used to polarise the interface. If we
consider a system where the concentration ratio of Q+/Q and D+/D are
1:1, and where the amount of THxA+ in the aqueous and organic phases
is also equal, the expected cell voltage can be calculated by Eq. (19),
resulting in E= Eaq− Eoil+Δowϕ≈ 0.4V− 0.2+ (−0.4V)=− 0.2 V.
In fact, also the eﬀect of other species on the Galvani potential
should be considered, as the situation is dynamic and interfacial con-
centrations change over time. The equilibrium concentrations can be
calculated as detailed for example in ref. [47], with the standard
transfer energies taken from the LEPA database (http://sbsrv7.epﬂ.ch/
instituts/isic/lepa/cgi/DB/InterrDB.pl). Examples are available for ex-
ample in refs. [49,54]. The transfer potentials of CoEDTA species were
assumed to be −0.7 V as they are beyond the negative end of the po-
tential window. If we consider cell A in Scheme 1, the shift from the
standard ion transfer potential of THxA+ is only +2.9mV, and after the
reaction in the fuel cell, where reduction of [Co(III)EDTA]− in the
aqueous phase and oxidation of H2AzB in the organic phase is
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accompanied by the transfer of stoichiometric amount of THxA+ from
the organic to the aqueous phase, the shift is still only +2.6mV.
However, if the ratio of THxA+ to HAzB+ is adjusted, these changes
can become more signiﬁcant. For example, consideration of cell A with
5mM Azure B results in +3.5mV in equilibrium, and for−15mV shift
after the reaction in the fuel cell.
Basically, all the photogenerated voltage is required to overcome
the negative Galvani potential diﬀerence required to keep the Azure B
in the aqueous phase. Additionally, the Nernst potentials of both [Co
(III)EDTA]2−/[Co(II)EDTA]− couple and HAzB+/H2AzB change by ca.
60/nmV per decade of change in the ratio of oxidized and reduced
species, where n is the number of electrons in the redox reaction (n=1
for [Co(III)EDTA]2−/[Co(II)EDTA]− and n=2 for HAzB+/H2AzB
couple). For example, the Nernst potential of the organic phase of a
fully charged cell with HAzB+/H2AzB ratio of 1:100 would be 60mV
more negative than the formal potential (n=2), while the Nernst po-
tential of the aqueous phase of a fully charged cell with Co(III)/Co(II)
ratio of 100:1 would be 120mV more positive than the formal poten-
tial. In this case the expected cell voltage would be close to 0 V. This
indicates that the photo-ionic cell should be designed to take advantage
of the applied Galvani potential diﬀerence. This is highlighted in Fig. 4,
showing the eﬀect of the Galvani potential on the cell voltage. Herein,
we consider a hypothetical system with the standard potential of the
dye in the organic phase =+E[ ] 0 VD /Do— SHE
o and the standard potential of
the quencher in the aqueous phase =+E[ ] 0.4 VQ /Qo— SHE
w .
Another option developed here is to choose a system where Δowϕ is
not signiﬁcant, i.e. a system where the solvation energies of the parti-
tioning ion are very similar, such as for water and propylene carbonate.
Indeed, mutually saturated water and propylene carbonate solvate ions
very similarly, and the water-PC interface cannot polarised. In this case,
the cell voltage will be reduced to E= Eaq− Eoil.
4.1. Dye dimerization
Aggregation of the dye is an unwanted process because aggregates
have lower life-times of excited states [39]. Hence, the formation of
dimers aﬀects quantum yields adversely. It is well-known that ag-
gregation of molecules is aﬀected by the presence of chaotropic or
chalcotropic agents [55]. Chaotropic agents can break the structure of
the water and weaken the hydrophobic eﬀect, reducing the aggregation
of hydrophobic molecules in water [56,57]. Urea has previously been
used as a chaotrope to reduce the aggregation of dyes in photo-ionic
cells, enabling higher solubility of dyes and an order of magnitude
higher quantum yield of ca. 13% [39]. In comparison with DCE, PC is
much more soluble in water. As a result, it is much harder to form an
interface between these two phases. To stabilize this interface, salting-
out agents such as 1M NaCl can be used to force the separation of PC
and water rich phases. In this work, all aqueous solutions were satu-
rated with PC (T=20–25 °C). Thus, we investigated how the presence
of PC in the water phase aﬀects the dimerization of Azure B (structure
shown in Fig. 5).
It is well known that thiazine dyes form dimers. For example,
thionine, Azure A and Methylene blue form H-aggregates (face-to-face
dimers), resulting in a blue shift in the absorption spectrum [58,59],
and similar behaviour was reported previously also for Azure B, re-
porting also the dimerization constants for water and water+ 8M urea
[39]. To understand the behaviour of Azure B in presence of PC or
PC+8M urea, UV–vis spectra were acquired for the Azure B solutions
at various concentrations, as shown in Fig. 6. The absorbance at 650 nm
attributed to monomeric Azure B for water saturated with PC shows a
linear region in the concentration range between 0 and ca. 100 μM (the
maxim of absorbance in the absence of PC or urea is 646 nm [39]). For
solutions of 8M urea (also PC saturated), the maximum shifted to
649 nm and displayed a linear region in the concentration range be-
tween 0 and ca. 400 μM. Beyond these concentrations, dimerization of
Fig. 4. A) Potential levels of diﬀerent species displaying the driving force for
the quenching between sensitizer dye (D+) and quencher (Q), driving force for
the recombination in aqueous phase and the ﬁnal cell voltage, assuming that
the redox potential of the D+/D couple does not signiﬁcantly change when
transferred into the organic phase. B) Eﬀect of the liquid-liquid interface po-
larisation on the fuel cell (see Fig. 2) voltage E considering a hypothetical
system with the standard potential of the dye in the organic phase
=+E[ ] 0 VD /Do— SHE
o while the standard potential of the quencher in the aqueous
phase =+E[ ] 0.4 VQ /Qo— SHE
w . Note also that the Nernst potentials of the D+/D and
Q+/Q couple depend on the ratios of oxidized and reduced species. Typically,
the photocharging reaction can reduce the ratio of S+/S down to 1:100, re-
sulting in the 120/nmV downward shift on the Nernst potential of the D+/D
couple from the formal potential (typically the number of electrons n=2). If
the quencher is in signiﬁcant excess to the sensitizer, the ratio of Q+/Q couple
can also remain close to 1:100 or 1:10. Ideally, equal amounts of quencher and
sensitizer would be required to obtain maximum cell voltage, but this can
signiﬁcantly reduce the rate of quenching reaction and increase recombination
losses.
Fig. 5. Structure of the Azure B.
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HAzB+ is expected to occur:
⇄+ +2HAzB [HAzB]22 (31)
The dimerization constants were obtained as reported previously
[39], and are compared with previous results in Table 1. These results
shown that PC dissolved in water can also break the water structure and
behave as a chaotropic agent, reducing the aggregation of hydrophobic
dyes. Combining both urea and PC leads to further decrease of the di-
merization constant Kd. This eﬀect can be used for advantage in the
development of photo-ionic cells.
4.2. Partition coeﬃcients
The partition coeﬃcient of the neutral dye is one of the most im-
portant parameters and should preferably be>10 and optimally> 100
[38], as partition of the reduced dye H2AzB is required to separate it
from the oxidized quencher Na[Co(III)EDTA] to store the charge in the
photo-ionic cell. Additionally, Na[Co(III)EDTA] generated in the pho-
toreaction should remain in the water phase, and the reduced dye will
transfer to the organic phase. THxA+ was chosen as a common ion and
supporting electrolyte to keep the cobalt complex in the aqueous phase
and increase extraction eﬃciency of the leuco-dye [39]. Partition
coeﬃcients were measured as described earlier [38,39]. Table 2 pre-
sents the measured partition coeﬃcients of both the reduced leuco-dye
H2AzB (measured from the maximum absorbance of 255 nm for all the
cases) and for HAzB+ (measured from the absorbance maximums of
λW/DCE= 646 nm, λW(u)/DCE= 651 nm, λW(u)/PC= 650 nm, λW/
PC=649 nm) for both water/DCE and water/PC interfaces with and
without urea. Presence of urea in the aqueous phase did not have a
great eﬀect on partition coeﬃcient with PC saturated water. Un-
fortunately, the partition coeﬃcient of leuco-Azure B in all cases
is< 10, resulting in less eﬃcient charge-separation following the
photoreaction. Partition coeﬃcient of the HAzB+ between water and
DCE depends on the Galvani potential diﬀerence [36], while the par-
tition coeﬃcient of the HAzB+ between water and PC does not depend
signiﬁcantly on the Galvani potential diﬀerence, but will depend on the
counter ion as well as other ions present in the system (vide infra).
4.3. Kinetics
To check the rates of the photoreactions, the absorption of the Azure
B in the water phase was measured after a particular irradiation time.
The two-phase system was irradiated with red LED light under vigorous
mixing for ﬁxed intervals of time, and the absorption was measured
after the phases had separated. A new experiment with fresh solutions
was performed for each speciﬁc time until the absorbance reached a
minimum. After that, the mixing was continued to favor mass transport
Fig. 6. Azure B spectra at diﬀerent concentrations and ﬁtting the absorbance value at (a) 650 nm and (b) 649 nm as a function of [HAzB+]. Solutions prepared: (a) in
water saturated with PC; (b) in 8M urea water solution saturated with PC. The path length was 0.1 cm.
Table 1
Dimerization constants of Azure B.
Solvent Kd, M−1
Water 2700
Water+ 8M urea 330
Water (PC saturated) 900
Water+ 8M urea (PC saturated) 160
Table 2
Partition coeﬃcients for leuco-Azure B and HAzB+ as the chloride salt.
Partition coeﬃcient, Kpo/w
Without urea With urea
Azure B leuco form
DCE 6.1 4.6
PC 4.9 4.4
HAzB+Cl−
PC 36 3.8
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across the interface and to measure the recombination rate. The results
are displayed in Fig. 7. Absorbance of the aqueous phase was sig-
niﬁcantly higher in the presence of DCE, as HAzB+ can signiﬁcantly
partition into the PC phase. The HAzB+ partition coeﬃcient of 0.72
was obtained for the cell conﬁguration 2 in Scheme 1, highlighting that
the partition coeﬃcients of ionic species can vary signiﬁcantly de-
pending on the composition of the solutions. The same experiment
could not be performed for water/PC interface due to high partition
coeﬃcient of HAzB+. In this case, the photoreaction time was com-
parable with the water+ 8M urea/PC system, as the solution in the cell
is bleached upon formation of photoproducts. The rate of reaction is
much faster when PC is utilized as the organic solvent, requiring ap-
proximately 3min. While with DCE the photoreaction was ﬁnished
after approximately 12min. The recombination reactions proceed also
at higher rate when DCE is used as the organic solvent instead of PC.
The integrated rate law expression kt= ln (a/(a− x)), where a is
the initial amount of HAzB+, x is the amount of the photoproduct
H2AzB and k is the apparent ﬁrst order rate constant, was used to es-
timate the rate of the photoreaction under these conditions. For PC, the
rate was estimated as 0.015 s−1, while for DCE solution the rate was
almost one order of magnitude slower, 0.004 or 0.003 s−1. The rate of
recombination reaction with DCE was estimated similarly as
1.6× 10−4 or 3.0× 10−4 s−1, while the rate in PC is of similar mag-
nitude, 1.6× 10−4 or 2.1× 10−4 s−1 considering total amount of
H2AzB in the system (now a is the total initial amount of H2AzB while x
is the total amount of HAzB+). The apparent diﬀerences in Fig. 7B are
due to the signiﬁcant partitioning of HAzB+ into the PC phase. If curves
are normalized by the maximum absorbance, they show very similar
behaviour. Of course, the apparent rate constants depend on the stirring
rate, light intensity, concentrations of quenchers and reactants etc.
Here, same reaction conditions were used to compare PC and DCE.
4.4. Voltage measurements
One of the parameters to determine the eﬃciency of the photo-ionic
cell is the voltage. For the Azure B/Co(EDTA) system voltage would be
determined by Eq. (19). Table 3 shows the measured voltages after
photoreaction under red LED illumination (Scheme 1B) and for fully
charged (Scheme 1C) cells. The diﬀerences between fully charged
(Scheme 1C) and photo-charged cells (Scheme 1B) are simply due to the
larger shift of the Nernst potential of the aqueous phase. During pho-
tocharging reactions, most of the Azure B is reduced, while only max-
imum 200 μM of the Co(II)EDTA of the total of 100mM is oxidized to
Co(III)EDTA, while the fully charged cell contains almost solely Co(III)
EDTA. For the fully charged cell, the cell voltage should increase by ca.
240mV as the ratio of Co(III)/(II) changes from 1:100 to 100:1. How-
ever, with DCE a shift of only 60mV is obtained. The cell voltage ob-
served with PC corresponds better with the theoretical expectations. As
expected, the voltage of the fully charged cell increases by 300mV
when compared with photo charging experiments, and the voltage of
the cell where PC was used as the organic solvent (both with and
without 8M urea in the water phase) is much higher than for the
water+ 8M urea/DCE cell. These results show that to optimize the cell
voltage, the ratio of Co(III)/(II) should be as high as possible while
maintaining the high rate of the photoreduction of the Azure B.
4.5. Two-electrode cell voltammetry
Fig. 8 shows the two-electrode cell CVs of the diﬀerent systems
measured with the cell shown in the inset. The CVs were recorded with
the carbon felt electrode in the aqueous phase as the “working elec-
trode” (WE) and the electrode in the organic phase as the “counter
electrode” (CE), i.e. the potential E in Fig. 8 is the potential diﬀerence
between the aqueous and organic phase electrodes. In this conﬁgura-
tion, a positive current corresponds to an oxidation of Co(II)EDTA at
the aqueous electrode and reduction of Azure B in the organic phase,
while a negative current corresponds to a reduction on the electrode in
the aqueous phase and an oxidation on the electrode in the organic
phase. All CVs show a diﬀusion controlled broad wave. In all cases, the
currents are mostly limited by the diﬀusion of leuco-Azure B in the
organic phase. For photocharged cells, the broadness of the wave stems
from the diﬀusion limitations of both the leuco-Azure B and Co(III)
EDTA, while fully charged cells containing mostly Co(III)EDTA show
sharper peaks because now only the diﬀusion of the dye is limiting the
reaction. Additionally, large iR drop due to the poorly conductive or-
ganic phase contributes to peak broadening. The CVs recorded with the
cell containing DCE show also a strong adsorption type peak, indicating
that Azure B can adsorb on the carbon felt electrode in the DCE phase.
Fig. 7. Absorbance of the cell A in Scheme 1 (with 50 μM HAzB+ and 50mM
Na2[Co(II)EDTA]) at 651 nm for ﬁxed intervals of excitation time A) during
irradiation with red LED (1234W·m−2 at 625 nm) to investigate the photo-
reaction and B) during recombination in the dark. Experiments were repeated
twice, with signiﬁcant variation for DCE. The optical path length was 1 cm and
the HAzB+ concentration was diluted by half while keeping the dye/quencher
ratio constant to avoid saturation of the spectrophotometer. Solid lines show
the theoretical curves with the apparent rate constants of photoreaction of
0.004 s−1 for DCE and 0.02 s−1 for PC and the apparent rate constants of re-
combination of 1.6× 10−4 or 4×10−4 s−1 for DCE and 2.1×10−4 s−1 for
PC.
Table 3
Voltage comparison.
Voltage, mV Water+ 8M urea /
DCE
Water+ 8M urea /
PC
Water / PC
Red LED charged 190 280 266
Fully charged 259 591 574
E. Vladimirova et al. Journal of Electroanalytical Chemistry 816 (2018) 242–252
249
The cell voltages for diﬀerent cases can be estimated theoretically
from Eq. (19), and the results are shown in Fig. 9. For the photo-charged
cell, the Nernst potential of the organic phase is expected to shift ca.
60mV negatively from the standard potential, as Azure B is present
mostly in the reduced form (corresponding to a ratio of 1:100 of HAzB+/
H2AzB with the number of electrons of two), while the Co(III)/(II) couple
in the aqueous phase ( =− −E[ ] 0.38 V[Co(III)EDTA] /[Co(II)EDTA]
o—
SHE
w
2 [51,52])
has the Nernst potential of 0.26 V or even below, as there is<1mM of
Co(III) produced in the photoreaction (Co(III)/Co(II) ration of<1:100
shifting the Nernst potential by ca. 120mV negative). For fully charged
cells the Nernst potential of the aqueous phase is considered to increase
by ca. 120mV above the − −E[ ][Co(III)EDTA] /[Co(II)EDTA]
o—
SHE
w
2 as now Co(III)/
Co(II) ratio is higher than 100:1.
When THxA+ is used to ﬁx the Galvani potential diﬀerence of the
DCE-water interface to ΔDCEwϕ=− 0.46 V [53], a cell voltage of
−0.36 V is expected, in disagreement with the experimental values.
However, addition of urea aﬀects the transfer energies of HAzB+,
THxA+ and H+, and could even aﬀect the formal potentials of the
redox couples in aqueous phase, allowing the discharging of the cell
albeit at low cell voltages. For the photo charged cell with PC an overall
cell voltage of ca. 0.3 V is expected, and this value increases to 0.54 V
for a fully charged cell. These values correlate very well with the
measured cell voltages presented in Table 3.
4.6. System eﬃciency and charge storage capacity
Azure B absorbs light at ca. 550 to 650 nm range. Hence, it has the
potential to absorb roughly 15% of the solar irradiation. Under
optimized conditions, a quantum yield of 13% has been demonstrated
[39]. Here, the theoretical eﬃciency of the fuel cell can be estimated
considering that the photon energy at 600 nm is roughly 2.1 eV while
the cell voltage of the system with propylene carbonate can reach 0.6 V,
i.e. the theoretical eﬃciency of 30% is expected for this step. In prac-
tice, similar ﬂow batteries show energy eﬃciencies (ratio of energy
output and input upon charge and discharge) up to 80%, so the eﬃ-
ciency of the discharging step can reach 90% for well optimized system
[7–10]. These rough estimations show that 0.5% of the solar energy
could be converted into electricity with the Azure B based system. On
the other hand, the eﬃciency for conversion of the irradiation of the
Fig. 8. A) Red LED charged cell voltammograms comparison (Scheme 1 B) for
water+ 8M urea/PC, water/PC and water+ 8M urea/DCE interface. B) Fully
charged cell voltammograms comparison (Scheme 1C) for water+ 8M urea/
PC, water/PC and water+ 8M urea/DCE interface, measured with the 2-
electrode cell shown in the inset at a scan rate of 25mV/s. CVs are recorded
with the electrode in the two-electrode conﬁguration with the aqueous phase as
the “working electrode”, i.e. the potential E is the potential of the electrode in
the aqueous phase vs. the potential in the organic phase.
Fig. 9. Potential diagram of the diﬀerent situations: Azure B-Co(EDTA) system
in DCE with Δowϕ=0 V (unfavorable as negative Galvani potential diﬀerence
is required to keep HAzB+ in the aqueous phase), Azure B-Co(EDTA) system in
DCE with Δowϕ=− 0.4 V also considering diﬀerent ratios of Ox/Red, and the
systems with PC as organic solvent. =− −E[ ] 0.38 V[Co(III)EDTA] /[Co(II)EDTA]2
o—
SHE
w ,
=+E[ ] 0.22 VHAzB /H2AzB
o—
SHE
DCE , = =+ +E E[ ] [ ] 0.02 VHAzB /H2AzB
o—
SHE
PC
HAzB /H2AzB
o—
SHE
w . Co
(III)/Co(II) ratios of 100:1 and 1:100 correspond to fully charged and photo-
charged cells, respectively. For both cases the HAzB+/H2AzB ratio is 1:100. The
cell voltages for photo charged and fully charged cells are shown next to the
voltage meter.
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550 to 650 nm range is 3.3%. Instead of comparison with solar panels,
the photo-ionic cells should be compared with photovoltaic cells cou-
pled with a battery, as the photo-ionic cells are producing electricity
upon demand. However, this rough calculation highlights that for a
system with reasonable eﬃciency, multiple dyes absorbing light over
the whole range of the solar spectrum would be required. Additionally,
quantum yield of only 13% needs to be improved to realize practical
systems.
The amount of energy that can be stored depends on the con-
centration of the dye. For cell A in Scheme 1 the charge storage density
is only 5mAh/L. For concentrations of 10mM of the dye the charge
storage density of 0.5 Ah/L, and 100mM would enable storage of
5.4 Ah/L. This is 20% of the charge storage capacity of a typical va-
nadium redox ﬂow battery [7–10]. The energy storage density depends
on the cell voltage. Considering the cell voltage of 0.6 V, the 100mM
dye solution is able to store 3.2Wh/L, so 10% of the capacity of a ty-
pical vanadium redox ﬂow battery [7–10]. However, reaching 100mM
dye concentrations without aggregation will be a challenge.
5. Conclusions
Table 4 presents the advantages and disadvantages of each studied
system. PC with and without urea displays better kinetics and higher
cell voltage. One of the most severe drawbacks is the slow separation of
phases after mixing. It is crucial that phases should be separated as fast
as possible to minimize the recombination losses, this could be done
with a phase separator as for example used in the oil industry. However,
the possibility for obtaining cell voltages of up to 0.6 V outweighs these
disadvantages. The results also show that in addition to the dye and the
quencher, the solvent can have drastic eﬀects on the performance of the
photo-ionic cells.
When the eﬃciency of the system to convert solar energy into
electricity is considered, it becomes apparent that quantum yield has to
be improved for the system to become practical. Additionally, multiple
dyes would be required to take advantage of the whole range of the
solar spectrum. Thirdly, practical energy storage densities are achieved
if the dye concentrations can be improved by 2–3 orders of magnitude.
Also, power density depends on the concentration, as higher con-
centrations are able to provide more currents.
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