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ABSTRACT 
The study of Loewner matrices is continued in a direction close to the recent 
work by Fiedler, P&k, and Vaviin. All results are stated for the general case of 
multiple interpolation nodes, i.e., for generalized Loewner matrices. Both the 
“Loewner-Bezoutian” connection of Antoulas and Anderson and the “Loewner- 
Hankel” connection of VavZn in the general case, which are re-proved in a simple 
way, provide a good opportunity for finding various properties of Loewner matrices, 
some of them being generalizations of results published by other authors for simple 
nodes only. There are also results which are new, especially the Barnett-like formulas 
and an intertwining relation characteristic for Loewner matrices, as well as the 
“Loewner matti-Hankel vector” connection. In order to handle Loewner matrices 
further on, the authors introduce and deal with a class of so-called R-matrices. It 
turns out that some known results concerning Bezoutians, Hankel matrices, and their 
products can in a natural way be lifted to the level of R-matrices and of the products 
of Loewner and R-matrices. 
1. INTRODUCTION AND PRELIMINARIES 
Following Fiedler and P&k [lo], and Vav& 1171, in the present paper we 
continue the study of Loewner matrices for the general case of multiple 
interpolation nodes, i.e., for generalized Loewner matrices, which includes 
the simple nodes as special case. 
*The authors were partially supported by the Science Foundation of the State Education 
Committee of China. 
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It is well known that the (generalized) Loewner matrix is a fundamental 
tool for the study of the general rational interpolation problem (GRIP) in the 
scalar case (see, e.g., [l, 2,5,17]). The definition of such a matrix is as 
follows. 
Suppose we are given so-called interpolation vectors (IV’s) 
z= 
(. c _ 
z1 )...) z1 )..., 2, )...) 2 
__) 
t 
0 ) 
n1 “” 
r;i :*$m”“= 2: the.2 
being (respectively) distinct complex numbers, 
mension of y, 1 zI = Cp= ,ni = n, m + n = N. Then 
if f and g aloe two polynomials such that 
f( Yi)f( 'j> + '3 i = l,..., u, j = l,..., v, (1.2) 
we define the (generalized) Loewner matrix L,, ,(g/‘> generated by g/f 
(and associated with the IVs y and a> by the formula 
L,>Z ;( 1 = ( Li,j);,;L= 1’ (1.3) 
in which L,,j = (Z,k,f)“--l-k_O,~~~l E Mmi,,,(C) with the elements deter- 
mined by 
1 1 dk+l 
--~ 
k! 1! ahk aj.L 
if yiZzj, 
(1.4 
if yi=zj. 
h=y,=z, 
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If f is a given polynomial such that (1.2) holds, we denote by Zy, .<f 1 the 
class of all m X n matrices of the form L,, .(g/f) for polynomials g. 
Moreover, denote by 9,+( y, .z) the set of all Loewner matrices from 
py, .<f) for polynomials f satisfying (1.2). In particular, if m = n = 24 = 0 
and all yl,. . . , y,,, zl, . . . . z, are mutually distinct, we call y and z in (1.1) a 
pair of the simplest IVs, and the matrix L,, ,(g/f > in (1.3) the classical 
Loewner matrix generated by g/f ( an associated with IVs y and z) (see d 
Km. 
By a GRIP we shall understand the following array of data in C2: 
{(Yi,Cik)li = l,..., 8, k = 0 ,..., vi - l}, (1.5) 
consisting of N = vi + *a- + v, pairs, where Yj z 3 for i # j, and vi is the 
multiplicity of the interpolation point Yi. A function q(h) is a solution to the 
GRIP (1.5) if and only if 
1 
GcP’“‘( yi) = ci, > i = l,..., 8, k = 0,. . . , vi - 1. (1.6) 
As is well known, there exists a unique polynomial w(h) E C,_ ,(A), called 
the Hermite interpolation polynomial of the GRIP (1.5), which is a solution 
to (1.5). Denote by 
d= (. _ / Y, )..., Y, )...) Ye )...) Y, __.) (1.7) 
VI “0 
the collection of interpolation nodes. We partition &+ into a pair of IVs y and 
2 given as in (1.1) such that each component of y and z is some Yi and 
conversely, and the sum of lengths of sets {k 1 yk = Yj} and {k 1 zk = Yi} is 
equal to vi, i = 1,. . . , 8. 
Given a fixed pair of IVs y and z as in (l.l), which is a partition of d in 
(1.7), the GRIP (1.5) determines uniquely a (generalized) Loewner matrix 
L = L,, ,( w), where w(h) stands for the Hermite interpolation polynomial of 
(1.5) in C,_ ,(A). It is obvious that L,, ,( w) = L,, ,( cp) whenever cp( A) is a 
solution to (1.5). Conversely, it is known [4] that each Loewner matrix L in 
Tm, .( y, z> generated, say, by g/f p s eci ies uniquely a GRIP of the form (1.5) f 
(up to a constant summand d for Ci,>: 
(( Yi, ci, + d, Gil, . . . ) ‘i,v,-l)li = l,*-*, e), (1.8) 
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such that the Loewner matrix L is determined by the file of data (1.8) and 
the IVs y and z. Thus, in this case, if L = L,, ,( w) = L,, ,( w,,), where both 
of w and w are in C The the;ly- of Lo?nne;(~a;;~~s w(h) - w,(h) = const. 
, especially various relations of such 
matrices to the other matrices such as Bezoutians and Hankel matrices, as 
well as connections with other fields such as rational interpolation, Padi: 
approximation, and inversion of finite matrices, has been considered in 
numerous earlier papers. With restriction to simple nodes this theory was 
studied by Belevitch [2], Fiedler [6,7], Fiedler and Ptik [lo], Vaviin [15,16] 
and others. There are also results investigated in the case of multiple nodes, 
especially the “(generalized) Loewner-Bezoutian” connection, due to An- 
toulas and Anderson [l] (and Fiedler [7] for simple nodes only; see also 
Vavli’n [15] and Fiedler and P&k [lo]), as well as the “(generalized) 
Loewner-Hankel” connection, due to Vav;in [17] (and Belevitch [2] for 
simple nodes only; see also Fiedler 171 and Fiedler and Ptak [lo]>. 
In this paper we will show that both of the “Loewner-Bezoutian” and 
“Loewner-Hankel” connections mentioned above provide a good opportunity 
for finding various properties of Loewner matrices, some of them being 
generalizations of previous results by other authors for simple nodes only. 
However, there are also results which are new and valuable, especially the 
Bamett-like formulas (Corollary 2.41, the (g eneralized) intertwining charac- 
terization for Loewner matrices in terms of the notion of the left and right 
companion matrices of a polynomial (Corollary 2.5), and the “Loewner 
matrix-Hankel vector” connection (Theorem 3.7). Note that the last connec- 
tion is a crucial observation, and will lead to a new approach for solving the 
general interpolation problem in the scalar case (see 14, 181 for more informa- 
tion). Of importance are the methods of proof suggested in this paper, since 
many of the proofs, based on the “Loewner-Bezoutian” connection (Theorem 
2.2) and on Theorem 2.1, are relatively simple and elegant, using much more 
matrix multiplication than the difficult 1 e ementwise calculation. In order to 
handle Loewner matrices further on, we introduce and deal with a class of 
so-called R-matrices, each of which can be written as the form R = BHAf, 
where H stands for a Hankel matrix, and A and B are invertible matrices 
depending upon a pair of interpolation vectors and a polynomial compatible 
with H. The concept of the R-matrix seems to have aesthetic significance, 
since the formulas for R-matrices (see, e.g., Theorems 4.1, 4.3, 5.1 and 5.3) 
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take a form similar to the formulas for Bezoutians and Hankel matrices, as 
well as their products. Thus, roughly speaking, the advantage of introducing 
the R-matrix class is that many known results on Bezoutians and Hankel 
matrices, as well as their products, can be lifted in a natural way to the level 
of R-matrices and the products of Loewner and R-matrices, respectively. As 
an application, an extension of the result on inverses of Loewner matrices is 
deduced (Corollary 5.2). 
The paper is organized as follows. In Section 2 we set forth with a full 
proof of the “Loewner-Bezoutian” connection. This key connection is then 
used to obtain in a natural way some properties of Loewner matrices, 
especially the Barnett-like factorization formulas and the intertwining charac- 
terization for Loewner matrices. Section 3 is devoted to the study of the 
mutual relations between Loewner and Hankel matrices as well as further 
connection with the rational interpolation. The “Loewner-Hankel” connec- 
tion of VavKn is re-proved in a simple way. Some deeper results on this 
aspect are also considered, all of them being of special interest in the study of 
rational interpolation. In Section 4 we introduce and deal with the R-matrix 
class. A Bamett-like formula and an intertwining relation for R-matrices 
(Theorems 4.1 and 4.3) are investigated. We show also an interesting version 
of the well-known Lander’s theorem, that is, a nonsingular matrix is Loewner 
if and only if its inverse is an R-matrix. Finally, in Section 5 a qualitative 
result and its quantitative version on products of Loewner and R-matrices are 
formulated. As applications, we obtain a generalization of the result due to 
Vavi%n [15] and to Fiedler and Ptak [lo] on inverses of Loewner matrices, as 
well as an extension of a result of VavKn [16] on products of so-called _9d 
matrices. 
For our discussion we shall need some notions and assertions. Let m and 
n be fixed positive integers throughout. Denote by M,,, ,,(C) [M,(C)] the set 
of all m X n [n X n] complex matrices, and by C:(h) [C,(h)] the class of all 
complex polynomials of degree n [at most n]. It is convenient to adopt the 
following conventions: the degree of the zero polynomial equals -I, and 
gcd(f, g) is manic where f and g are polynomials. 
Given f, g E C,(A), the Bezout matrix (or Bezoutian) of f and g, 
B,(f, g) = (bi,j>Zy;=l, E M,(C) is a symmetric matrix for which 
n-l f(h)g(Pu) -f(P.)g(*) = c h, ,*bj 
h--P i,j=O “’ 
In this case, the Bezoutian B,(f, g) is said to be compatible with f and g, 
written as B,(f, g) E g”(f) or B,(f, g) E .SiYn( g). 
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LEMMA I [13]. Let B E M,(C) andf~ C:(A), and let Cf E M,(C) be 
the (first) companion matrix off. Th en the following are equivalent: 
(a) B = B,(f, g) for a suitable g E C,,(A). 
(b) B = B,(f, l)g(Cf) = g(Cj)B,(f, 1) for a suitable g E C,(h). 
(Burnett’s factorization formula.) 
(c) BCf = C;B. 
As is well known, B,(f, g) is nonsingular if and only if gcd( f, g ) = 1 and 
max{deg f, deg g} = n. 
H E M,,.(C) is a Hankel matrix if H is of the form H = (hi+j)~j~=ll;,“-‘. 
Denote by%,, n the set of all m X n Hankel matrices. In the case of m = n, 
the Hankel matrix H = (h,+j)t7& of order n is lower triangular if h, = h, 
= . . . = h, _ 2 = 0; H is degenerate if it is a singular and lower triangular 
Hankel matrix. By definition (see [7]), a Hankel matrix H = (hi+j)~j~E1~“-’ 
E M,, “<Cj is compatible wi:h a nonzero polynomial f(h) = CJn=&Aj in 
C,(h) if H[fln = 0, where H = (hi+j)&TE2;i, and [f],, = (fO, fi,. . . , fn)’ E 
Cn+ ‘. Denote by Zm, .<f) th e set of all m X n Hankel matrices compatible 
with f E C,,(A); for short, write Zn(f) = &“, .( f ). In the sequel, given a 
rational function h/f, where h and f are polynomials with deg h < deg f, 
we denote by H = H,,. (h/f) E M,,“(C) the Hankel matrix generated by 
the Markov parameters of h/f. In this case, h/f is said to be a generating 
function for H (see [ll] for detail). 
LEMMA II [13]. Let H E M,(C) and f E C:(A), and let Cr be as in 
Lemma I. then the following are equivalent: 
(a) H = H,(h/f) for a suitable h E C, _ ,(A). 
(b) H = h(C,)B,‘(f, 1) = B;‘(f, l)h(Cj) for a suitable h E C,_,(A). 
(c) CfH = HC;. 
LEMMA III [3]. Let 0 # f E C,(A) and H EX”(~ ). Then there exist 
hEC,_l(A)withdegh<degf an d 1 a ower triangular Hankel matrix H, of 
order n, which is degenerate if deg f > 0, such that both of h and H, are 
dependent only upon f and H, and H can be uniquely written as a quasidirect 
sum of the form 
H = H,(h/f) + H,, 
that is, H = H,(h/f) + H, with rank H = rank H,,(h/f) + rank H,. 
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LEMMA IV [9,10,3]. Let k be afixed positive integer and 0 Z f E C,(h). 
we have 
(a) Zf A,i_1 E G’“(f) [q(f) respectively], i = 1,. . . , k + 1, and Azi E 
Zn(f) [~?,,(f>l, i = 1,. . . , k, then A, A, *** A2k+l E 9,,(f) [%(f>l. 
(b) Quantitatively, if g,, . . . , g2k+l E C,(A), gcd(f, g,i) = 1, and 
max(degf,deg gz,) = n, i = 1,. .., k, then there exists g E C,(A) such that 
%(f, g1) KYfT g2> %(fT g3) K’(f, g4) *-- f$l(f, g2k+l) = B”(f, g>* 
Moreover, g E C,(A) satisfies this property if and only if 
g1g3 *‘* g2k+l - g?.& *** g2kg =fP 
for a suitable p E C,,(A); in this case, all g E C,(A) are of the form 
go(A) + cf(A>, c = const. 
(c) More generuZZy, if g,, . . . , gk E C,(h) and if Hi E q(f), i = 1, . . . , k 
- 1, has a unique quasidirect decomposition of the form (us in Lemma ZZZ) 
Hi = H”(hi/f) + HOi, i = l,...,k - 1, 
then there exists g E C,(A) such that 
&(f, g,)H,&(f, g,)H, ‘*’ Hk-l%(f> gk) = %(f, g), 
Moreover, if g E C,(A) satisfies this property, then 
g = fo + h *** hk_lgl *** gk 1 
for a suitable polynomial w of degree (k - lX2n - 1) at most; in this case, 
all g E C,(A) are of the form g,,(A) + cjl A), c = const. 
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2. (GENERALIZED) LOEWNER MATRICES AND BEZOUTIANS 
Throughout the rest of the paper, we use the following notation for 
polynomials and matrices associated with IVs y and z in (1.1): 
(2.lal) 
Q(h) = 
4 *I 
(A - yiy+l ’ 
i = 1,2 )..., u, k = 0, 1, . . . , mi - 1, 
A(h) = u(h)b(h); (2.la5) 
Yi ’ 
Yi 
J(Yl) = 
\ 
zj 1 
5 
m,-l,r-1 
1 
1 
Yi 1 m,Xm, 
(2.la2) 
(2.la3) 
- 1, (2.la4) 
(2.lb) 
(2.lc) 
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\ 
E Kw(C)7 
1 
WY 4 ’ 
q+l( z) = ; 
E &w(C)- (2.ld) 
WP( Z”) / 
Denote by Vrrl( y> and Vtrl(z) the T X m and r X n generalized 
Vandermonde matrices corresponding to a pair of IVs y and z in (1.1): 
V[‘l( y) = [ c-?n,( Y1) *** cn,( Yu)] E M,,(C), 
(2.2) 
where Pk, &A) stands for the k X 1 matrix defined by 
(Pk.J(A))i,j = (#-i, i = O,l,..., k-l, j=O,l,..., Z-l. 
When r = m [r = n respectively], we shall drop the superscript t- in 
W’(y), wTy>, w/‘YyJ [ Vtrl( z), W[‘]( z), Wjt’l( zj)] to simplify the nota- 
tion. 
We need first a simple result, which is an extension of Theorem 3 of 
Fiedler [6]. 
THEOREM 2.1. Let y and z be a pair ofIVs us in (1.11, and Pk oforder k 
the flip matrix (Si k_._l), i,j = O,l,..., k - 1. Let J(yi) [J(zj) respec- 
tively] be the JoroSA dl oc o or k f de r mi [nj] with yi [ .zj] aZong the diagonal 
and 1 along the superdiagonal. Then 
Wrrl(Y)Vrrl(Y) = W(Y)V(Y) = diag[Y,,ai,,,-1(J(Y,)>]~=, 
if r 2 m, (2.3) 
Wrrl( z)Vrrl( z) = W( z)V( 2) = dag[ P,,bj,n,-l(_/( zj))]yzl 
if ran. (2.4) 
Consequently, V(y), V(z), W(y), and W(z) are all invertible. 
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Proof. Observe that P,,,(h) in (2.2) can be rewritten as 
W( A) p,'"; I’( A) 
yi- *** 
(k - l)! 
1 
(2.5) 
[the index (q) denotes the qth d erivative]. In the case of r > m, we have 
W[‘1(Y)P,*,(4 
= W( YP,,,(A) 
so that Wrrl(y>Vrrl(y) = W(y>V(y) f i T > m. On the other hand, it follows 
by (2.5) that 
'iO( Yj) 
Yj 1 4Y .$Y “( yj) 
1! --* (mj - l)! 
4:‘( Yj> 
4 Yj> ~ 
a$+‘( yj) 
11 *** (mj - l)! 
‘i m -l(Yj) 
4l_‘,,-l( Yj> ... U$ydTJ1( yj) 
. I l! (mj - l)! 
7 
(2.7) 
Thus, the matrix on the right hand side of (2.7) is a zero matrix whenever 
i # j, and W( y)V( y> = diag[Wi( yi> P,, ,,,,( y,)]y= 1. To complete the proof of 
(2.3), it suffices to verify 
wi( Yi)pm,mJYi) = Pm,“i,fn-l(J( Yi)), i=l ,...,u. (2.8) 
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Suppose now that k, 1, p, and q are all nonnegative integers such that 
k + 1 = p + q < 2(m, - 1). If k > p, then 
u$‘(h) = i: &)(A)( ;)[(A - ypy 
/L=o 
[the index (q) d enotes the q th derivative], whence 
This combined with the definition of a,, k(A) in (2.1) implies 
ui,k(Yi) = 
‘lt)k- l(Yi> 48 Yi> = . . . =-= 
l! k! ” 
k = 0, 1, . . . , mi - 2, 
ai m-l , , (Yi> + O, 
‘lf),,- l( Yi> uyp( yi) = . . . = 
I! (mi - l)! ' 
1 = O,l,..., mi - 1. 
Thus, (2.8) follows by (2.7), and the matrix defined by (2.8) is a nonsingular 
Hankel matrix of order mi for i = 1,. . . , u. In a similar manner, we can show 
(2.4). n 
The next theorem is fundamental for the study of Loewner matrices 
without any restriction on the size and IVs, which can be considered as an 
extension of Proposition 2.1 in [lo], and was sketchily treated in the proof of 
Lemma 2.5 of [l] in a somewhat different way. 
THEOREM 2.2. Let y and z be a pair of ZVs as in (l.l), and f, g E C,(A) 
such that gcd(f, ub) = 1, where a and b are as in (2.1) and r is a fixed 
natural number. Then 
diagt[f(l( Yi))ly=I Ly,z( f) diag[f(l(zj))]y=, 
= vq yyB,(g,f)Vq 2). (2.9) 
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Proof. Assume that the Loewner matrix L,, ,(g/f> ~3~. .(f) is of the 
form (1.3), (1.4). We shall verify that 
f(J( Yi)Pijf(f(z,)) = p:,i(Yi)g,(g~f)P,,,,(zj) (2.10) 
holds for an arbitrary pair of indices (i, j), i = 1,. . . , u, j = 1,. . . , u. Denote 
bY w 
(2.10{,’ 
the ( p, q) element of the matrix given on the right hand side of 
p = 0,l , . . . , mi - 1, q = 0, 1, . . . , nj - 1, and put 
g(h) d PI --- 
q&P.) = 
f(h) f( II) 
h-p ) 
Q(h) = (1 A *.* x-l)T 
We have by (2.5) and (1.4) that 
1 dP+Y 
= --[f(~)~(b+f(/41 
p! q! dhP d/Aq A=y,, /AL=“, 
= 5 i j-‘p-*‘( yi) 1 d*+OD(h, P) p-q z.) a=O p=o (P - a)! a!P! d/i* ap0 Ii A=y,, I*‘“(q - Pi! 
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The proof is complete. W 
In particular, when r < min{m, n}, it follows from the nonsingularity of 
V(y) and V(Z) that rankV[‘l( y) = rankVt’l(z) = r. Thus as an immediate 
corollary of Theorem 2.2, we obtain the following results, of importance in 
view of the fact that both of f(J< y,)) and ~(J<z .)) in (2.9) are nonsingular 
whenever gcd(f, ab) = 1. H ere the last part of a) can be considered as an (-l 
extension of Corollary 2.2 of [lo], and (b) is stated in [l] as Main Lemma 2.5 
and Corollary 2.6. 
Recall that if L,,3(g/f) is as in (1.3), (1.41, then we unjerstand by a 
Loewner submatrix of L,, 3 (g/f> any submatrix of the form ( Li,j), 
where Zt$ is defined via (1.4), 0 < cri < m,, 0 Q Pj < nj (see [ll and [171X 
COROLLARY 2.3. Let y, x be us in Theorem 2.2. Let f, g E C,.(h) such 
that max{degf, deg g} = r and gcd(f, ab) = 1. 
(a) If max{degf, deg g} = r < min(m, n), then we have that 
= rank B,(f, g) G r, 
and that rank L ,,, ,(g/f> = r if and only if gcd(f, g1 = 1. In particular, if 
r = m = n, then L,,,(g/f) E M,(C) is nonsingular if and only if gcd(f, g) 
= I and max{deg f, deg g} = n, i.e., f and g are completely relatively 
prime. 
6) Jf f, g E c,(h) are such that gcd(f, g) = 1 and r = deg g/f = 
maxideg f, deg g} (the McMiZZun degree of g/f ), and min{m, n} a r, then 
rank L 
J 
, .(g/f) = r, and all r X r Loewner submatrices of L,, .( g/f) are 
inverta le. 
Proof. (a>: An immediate consequence of Theorem 2.2 combined with 
the nonsingularity criterion on Bezoutians. (b): Follows from (a) and (2.9). n 
COROLLARY 2.4. Let y, z be us in Theorem 2.2, and let f E C:(A) be 
such that gcd( f, ub) = 1, where a, b are defined in (2.1). Denote by e the 
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linear polynomial e(h) = A. Zf g E C,(h), then 
=Y.z( $) =Ly.z( i)g(Cz(f)) !f r = 72, 
LYsz( $) =g(Ci(f))Ly,z( +) if r = m, 
(2.11) 
(2.12) 
LY.Z( $) = Lyzz( ~)g(=y:( i)L .;)) 
=g(~y,~(~)~;:(f))~y,~(~) if r=m=n, (2.13) 
where 
Cy( f) = PC& C,(f) = Q-'C,Q, (2.14) 
erl = vq y) diag-'[f(j( yi))]pE1 E M,,(C), P = PLml, (2.15a) 
Q[‘I = v”l(~)~ag-‘[f(J(Z,))]P=l E M,,(C), Q = Q[“]. (2.15b) 
proof. By (2.9) and (2.15), we have 
= (P[‘])%,( g, f)Q[‘]. (2.16) 
If r = n, then Q in (2.15) is invertible by Lemma 2.1, SO that it follows 
from the Bamett formula for B,(g, f > g ‘ven in Lemma I with the fact (2.16) 
that 
= (PL'l)tW~f)&f)Q 
= (P"l)'B~(l,f)Q[Q-'g(C~)Q] = Ly,z( ;)g(Cz(f)b 
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In a similar manner, we can show that (2.12) holds if r = m. In the case 
r = m = n, since L,, .(1/f). . is mve i rt bl e, we have from (2.11) and (2.12) with 
g = e that 
and C,(f) = L;,= l( +,“( ;)> (2.17) 
and (2.13) follows. n 
We remark that the results (2.11)-(2.13) can be considered as Bamett-like 
formulas for the Loewner matrix L,, z (g/f). Here it is natural to call C,(f) 
and C,(f) the left and right companion matrices if r = m and if r = n 
respectively, which, by (2.14) are similar to the companion Cr of the 
polynomial f if r = m and if r = n, respectively. Fiedler and P&k [lo, 
Theorem 3.71 also proved the first formula of (2.13) in the case of the 
classical Loewner matrices. 
From the intertwining relation for Bezoutians given in (c) of Lemma I, we 
can characterize Loewner matrices by means of the intertwining relation 
whenever they are square. Here we shall use the notion of the left and right 
companion matrices instead of that of the companion of a polynomial. 
COROLLARY 2.5. Let y, z be us in (1.1) with m = n andf E C:(A) such 
that gcd(f, ab) = 1. Then for any L E M,,(C) the following are equivalent: 
(a) There exists g E C,(h) such that L = L,, .(g/f). 
(b) LC,(f) = C;(fU. 
Proof. Since both P and Q in (2.15) are invertible, the theorem follows 
from (2.16) and Lemma I. W 
COROLLARY 2.6. Let y, z be as in Corollary 2.5. Let L E M,(C) and 
f, g E C:(h) be such that gcd(f, g) = 1 and gcd(f, ub) = 1. Then the 
following are equivalent: 
(a) There exists a constant p E C such that L = pL,, ,(g/f ). 
(b) LC,(f) = Ci(f)L, X,(g) = C:(g)L, where C,(g) and C,(g) are 
defined via (2.14) but P, Q therein correspond to the polynomial f. 
Proof. Follows from (2.14) and Theorem 4 of Fiedler [6] combined with 
a stronger result of Lander (see P&k [ 13, Proposition 5.61). W 
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3. (~ENERALIZED)LOEWNERMATRICESAND 
HANKEL MATRICES 
This section is devoted to the study of the mutual relations between 
Loewner and Hankel matrices as well as further connections to GRIPS. We 
shall use the notation of (2.1) and (2.2). 
Let us start with an assertion which establishes a relation between 
Loewner matrices (not necessarily square) and square Hankel matrices. 
THEOREM 3.1. Let y, z be us in (1.11, and f E C,(A) such that gcd 
<f, ab) = 1. Zft- < min{m, n} and L = L,, .(g/f) for some g E C,(A), then 
there exists H E z(f) such that 
L = Wrrl( y) HW[‘]( z)‘, (3.1) 
where W[‘]( y) and W[‘](z) are as in (2.1). Zn particular, if, further, 
r = m = n, then 
L = W( y)HW(#. (3.2) 
Proof. By (2.16) and Theorem 2.1, we have 
L = W[‘l( y)&( g, f)Qwq zy, 
where 
p^= V[rl(~)diag-l[P,,,,a,,,,,,_l(~( ~ >)]~~, P~~I)’ E M,(C), 
It suffices to verify that Z%,(g, f 16 belong: to q(f). This will follow from 
(a) of Lemma IVff we can show that both P and Q are in %$ f >. By (2.15), 
we may rewrite P in the form 
P^ = Vrrl( y) diag-‘[ P_ai, m,_ i (/(Yi))]~=,diag-t[f(f(Yi))lp=,v’rl(Y)f 
= Vrrl( Y) diaFi-l[ pmiui,m,-l(J( yi))f(J( Yi>)]u_l Vrrl( Y)“. 
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Applying a result on Bezoutian representation via the generalized 
Vandermonde matrix (see [9, I4]), which states that 
V( ~)~%(a,f)V( Y) = diag[ J’,,a,,.,Z-,(J( yi))f(J( yj))]yE,, (3.3) 
we obtain 
V(~)diag-‘[P,,,,~i.,,-,(J(~i))f(J(~i))]:’=,V(y)’ = BG’(u,~) lX,(fl, 
so that P^ I<, * since P is the rth leading submatrix of the Hankel matrix 
B,‘(u, f) and f E C,(h). Similarly, we can show that Q I&. n 
COROLLARY 3.2 (Compare with Theorem 2.4 of [lo]). Let y, z be a pair 
of IVs as in Corolluy 2.5, and f E C,(h) such thut gcd(f, ub) = 1. Zf 
L E M,(C), then the following are equivalent: 
(a) L = L,, z(g/f > for some polynomial g E C,(h). 
(b) There exists H E q(f) such that 
L = W( y)HW(z)‘. 
Proof. (a) * (b): See Theorem 3.1. 
(b) * (a): Assume that L = W(y) HW(.zjt, H E x(f ). By (2.15) we 
have 
L = P’P-“W( y) HW( z)“Q-‘Q. 
Thus, it suffices to verify F’W(~)HW(Z)~Q~~ = B,(g, f> for some g E 
C,(h) in terms of Theorem 2.2. This will follow from (a) of Lemma IV if we 
show that both P-‘W( y) and W(.z)‘Q-’ belong to gn(f ). To prove that, 
using Theorem 2.1 together with (2.15) and (3.3) we obtain 
p-tw( Y) = V( Y)Y" ~%t[f(J(YiK, 
Xd%[ Pm,%,m,-l (/(Yi))]~z,v(Y)-' 
= v(Y)-‘diag[P,,,~ui,,~~-I (I( Yi))f(J( Yl))]:‘=, ‘(Y)-l 
= B,(%f) ES”(f). (3.4a) 
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In a similar manner, we can show that 
W(+Q-’ = B,(b,f) =qf). n (3.4b) 
In the general case without the restriction on the size of Loewner and 
Hankel matrices, the following strengthening of Corollary 3.2 is due to Vav’i’n 
[I7]. We present a new proof by a computational method. 
THEOREM 3.3 [17]. Let y, .z be as in (1.2). Then the mapping dejned by 
L = W(y)HW(& 
is an isomorphism of the classes Zm, n and Pm “( y, z). 
Before proving Theorem 3.3 it will be convenient 
Lemma. 
(3.5) 
to have the following 
LEMMA 3.4. Let m, n, k, 1 be positive integers, and p, q nonnegative 
integers such that 1 + q < n and k + p < m. Let S:,(t) be the k X m 
Toeplitz matrix deftned by (qj_ i(t))&&,,“’ - ‘, where 
for tEC. 
Then 
S = SE&,)HS&(tJ Vt,, t, E c 
is a k x 1 Hankel matrix whenever H = (hi, .>~,F=‘,j”- ’ is a Hankel matrix. 
Moreover, the strictly proper rationaE part of fb(AX A + tl)P(h + t,)9I/a(A) 
is a generating function for S, provided b(h)/a( A) is a generating function 
for H. 
Proof. A simple calculation leads to 
(S{,(t)H),,j = i-0 .:. 0, tP (;)tP-’ a** 1 ,o *:- 0, ) 
E m-p-i-l 
x(hj hj+, ... h,+,_,) 
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so that S{,(I)H is a k X n Hankel matrix for any t E C. Let H = H,,(b/a), 
and 
(A + VW) = a(A) + P(h) 
4 *I a(*) ’ (3.6) 
where a(A) is a polynomial and /3( A)/a( A) a strictly proper rational func- 
tion. If (in some neighborhood of infinity) 
P(h) =:+TL+...+ St4 
4 A) A2 
- + ..‘> *Ii+1 
comparing the coefficients of I/A”+ ’ on the both sides of (3.6), we obtain 
s, = 
Thus, si+j = (S[,&)H)i,j, and /I( A)/u( A) generates the Hankel matrix 
S[,(t)H. Write now 
then the desired conclusion follows directly by using the just-proved fact 
twice. n 
Proof of Theorem 3.3. Suppose that L E_~&(Y, z). Then, by defini- 
tion, there exists a rational function g/f with gcd(f, ub) = 1 and I = 
maxidegf, deg gl > maxim, n) such that L = L,, ,(g/f). Let yo, z,, E C 
be new interpolation points with multiplicities m, = 1 - m and no = 1 - n 
respectively such that 
Yi’yo, zj+zg, i=1,2 ,..., u,j=1,2 ,..., 0, f( Yo)_Go) f 6. 
Put now 
ii = ( y. >...> y O’..., yu ,..., yJ 
mo m” 
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(. ” __I 
t 
z= z() )...) z. )...) 2, )...) z 
” * 
Similar to (2.1), we can defiii the matrices?V’(gj and W(Z) in M,(C) 
associated with IVs Fj and Z. It is readily checked that 
(OM7L” L)W( Y) = WC YwiN -Yoh 
(3.7) 
(%A0 &)W( Z) = W( z)Snnf( -%I), 
where S,“p( - y,J and S,“f( -z,> are Toeplitz matrices defined in Lemma 3.4. 
Also, we have by Theorem 3.1 that 
L,,? 5 = W( g)I?W(z)t 
i 1 
for a suitable Hankel matrix E E M,(C) compatible with f E C,(h). Thus, 
from the definition of Loewner matrices, (3.71, and Lemma 3.4, it follows 
that 
= W( y)HW($ 
for some m X n Hankel matrix H, and therefore the mapping defined by 
(3.5) maps Pm, .( y, 2) into Zm, n. Since the matrices W( y> and W(z) are 
nonsingular and the dimensions of both spaces Tm,.(y, z> and Z& are 
m + 7~ - 1, the mapping defined by (3.5) is an isomorphism. n 
THEOREM 3.5. Let y, z be a pair of ZVs as in Corollary 2.5. Let 
HE%, and L = L,,,(w) EP&( y, z) be such that (3.5) holds, where 
w(A) E‘ C,, _ ,(A). Zf H = H,(h/” >, deg h < deg f < n, then there exists a 
unique g E C,(h), deg g < deg f, such that 
g + hab =fw. (3-B) 
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In particular, if w(h) E C,._,(h) is the (unique) Hermite interpolation 
polynomial of the GRIP (1.5) with N = 271, then the pair of polynomials 
[g, f ] is a generalized solution to (1.5) in the sense that 
[g(A)-f(A)w(A)]:k~,,=O, k=O,l,..., vi-I, i=I,2 ,..., 8. 
Proof Assume first that gcd(f, ab) = 1. By (c) of Lemma IV, there exist 
go E C,(A) and w0 E C,,_,(A), deg go < degf < n, such that 
&(a,f)HB,(b,f) = %(ch3f), 
g, + hab = fq,. 
Thus, in view of (3.4); 
L = L,,,(w) = W( Y)HW(~)~ 
= PtBn(alf)H,, ; k(baf)Q 
i 1 
whence w(A) = w,(A) + c for some c E C. Now put g = g, + cf. Then g 
satisfies deg g < degf and (3.8). The last assertion follows from (3.8). 
To prove the theorem in the case when gcd(f, ab) # 1, we change yi and 
zi for yj(&) and Z&E) such that all yi( > E 
respectively, for E E (0, S), 
‘s and all zi(&)‘s are also distinct, 
where 6 is a suitable positive number, and 
f(Yimf(q4) + 0, Eli_m,Yi(E) = Yi> liio.zj( 8) = zj, 
i= 1,2 ,..., U, j= 1,2 ,..., 0. 
Consequently, the desired conclusion follows from the result just proved by 
using a limit process. n 
Our next objective is to establish a generalization of Theorem 3.5 to 
Loewner matrices with arbitrary size, which was proved in [17, Lemma 4.41 
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for the minimal generalized solution to the GRIP (1.5) under the sole 
assumption that Loewner matrices do not have full rank. 
THEOREM 3.6. Let y, z be a pair of ZVs (not necessarily with ( y 1 = 1 z 1) 
as in (1.1). Let L = L,, .(w> and H E%$ )i be such that (3.5) holds, where 
OJ E C,_ ,(A). Zf H = H,,(h/f ), deg h < deg f, then there exists uniquely a 
polynomial g, deg g < deg f, such that 
g+hab=fw. (3.9) 
In particular, if, further, o(A) E C,_ ,(A) is the (unique) Her-mite interpo- 
lation polynomial of the GRZP (1.5), then the pair of polynomials [g, f ] is a 
generalized solution to (1.5). 
Proof. Similarly to the proof of Theorem 3.5, it suffices to show the 
theorem under the assumption that gcd(f, ab) = 1. Since f and h are not 
limited to be coprime, we can assume that 1 = deg f > maxim, n}. Let ya, 
za, 5, and Z be as in the proof of Theorem 3.3. By the theory of Hermite 
interpolation, there exists a polynomial a(h) of degree < m, + n, - 1 such 
that 
f(A)a(A) + h(A) =h(A)(A - Y,,)~‘(A - z,,)“” (3.10) 
holds for a suitable polynomial x with deg x < deg f. Set 
a( A) = ( A - y,,)mOa( A) and b(A) = (A - .za)““b(A). 
Then there exists uniquely a pair of polynomials g(A) and G(A) such that 
-- 
g + h7ib =fi, 
deg g < deg f, and deg W < 21 - 1, and therefore, by (3.101, 
(3.11) 
g + hab = f(iFJ - crab). (3.12) 
It follows from (3.11) and Theorem 3.1 that 
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where 2 of order 1 is a Hankel matrix compatible with f E C/(h). Applying 
a well-known result on Hankel matrices (see e.g. [13]), we have that 
for a suitable polynomial ha, deg h, < deg f, so that it is seen easily by 
Theorem 3.5 that 
This with (3.11) implies that h(A) = h,(A). Thus, it follows from Lemma 3.4, 
(3.10) Theorem 3.5 and the proof of Theorem 3.3 that 
L,,;(W - aab) = L,,_(W) 
As deg(o - crab) < N - 1 by (3.12) this implies that there exists a constant 
c E C such that W - crab = w - c. Now put g(A) = g(A) + $(A). Then 
(3.9) follows from (3.12) and the last assertion follows in turn from (3.9). n 
We remark that more can be said about the relations between Loewner 
matrices (or GRIPS) and Hankel matrices. For examples, we can present the 
following useful theorems (without proofs; see [4, IS]). 
THEOREM 3.7. Given the GRIP (1.5) there exists a unique vector 
h = (h,, . . . , hNpJ E CN-l such that for any IVs y and z of the collection 
d defined by (1.7), 
$,A4 = w(Y)%,.ww)"~ (3.13) 
where w stands for the Hermite interpolation polynomial in C,_ ,(A) of the 
GRIP (1.5) m = 1 y(, n = 1~1, m + n = N, and H,,.[h] = (hj+j),~J~=l~n-l is 
a Hankel matrix in Xm n. 
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THEOREM 3.8. Let h = (h,, . . . . hNP2)t E C”-l be the vector defined 
uniquely by the GRIP (1.5) as in Theorem 3.7, and w(A) the Hermite 
interpolation polynomial in c,_ ,(A) of (1.5). Zf g, f, h are polynomials such 
that deg h < deg f < N and 
then: 
g(A) =f(A)w(A) -h(A)a(A)b(A), (3.14) 
(a) The pair of polynomials [g, f ] is a generalized solution to (1.5). 
(b) deg g < degf if and only if h/f generates the Hankel matrix H,, ,J hl 
= (h,+j)tmj:=‘,jn-l for any m, n such that m + n = N. 
COROLLARY 3.9. Let h = (h,,..., hN_2)t E CN-’ and w(A) be as in 
Theorem 3.8. Zf y and z are a pair of ZVs of & in (1.71, and r is the integer 
part of N/2, then 
rank L,,=(w) = min{l yl, 1~1, n,), (3.15) 
where n, = rank(hi+j);~~,h’-‘-‘. 
This corollary is in fact an immediate consequence of Theorem 3.7 
together with a known result on the rank of Hankel matrices in [ll]. 
Moreover, this corollary includes Corollary 2.24 of [l] as a special case. 
The last two theorems lead to a new approach for solving GRIPS in the 
scalar case, which allows the problem of parametrization of all solutions to the 
GRIP (1.5) in an explicit form to be essentially reduced to that of finding all 
generating functions of the so-called Hankel vector h specified uniquely by 
(1.5) as in Theorem 3.7. For detailed discussions of many of these develop- 
ments we refer to [4,18]. 
4. LOEWNER AND R-MATRICES 
In Corollary 2.5, given f E C:(A), we have characterized the class of 
Loewner matrices associated with a pair of IVs y and z in the case when 
]y] = lx] = n by th e intertwining relation 
LCz(f) = Ci(f)L, (4.1) 
where Cy<f) and C,(f) stand for the left and right companion matrices off, 
respectively. Comparing with the intertwining relations given in (c) of Lemma 
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I, we see that the roles of Cr and the Bezoutian B are played by CZ<f), 
C,(f), and the Loewner matrix L. Similarly, in parallel with (c) of Lemma II, 
it is natural to introduce a class of matrices such that R is in this class if and 
only if the intertwining relation 
q(f) = CZ(f>R (4.2) 
holds. In the section, it is our purpose to give a complete description of such 
a class of matrices in the case when f E C,(h) as well as close connections to 
Bezoutians and Hankel and Loewner matrices. 
As a first step towards this aim we shall establish its characterization of 
intertwining relation under the assumption that f E C:(h). 
THEOREM 4.1. Let y, z be as in Corollary 2.5, andf E C:(A) such that 
gcd(f, ab) = 1. D enote by P and Q the matrices in (2.15) with r = m = n. Zf 
R E M,(C), then the following are equivalent: 
(a) There exists h E C,_ Jh) such that R = Q-lH,(h/f)P-t. 
(b) RC;(f) = CJf)R. 
Proof. The equivalence of (a) and (b) follows from Lemma II and (2.16). 
n 
Without the restriction on the size of matrices, we define the R-matrices 
as follows. 
DEFINITION 4.2. Let y, z be a fxed pair of IVs as in (1.2) with 1 yl = m 
and Iz( = n, and 0 #f E C,(A). A matrix R E M, ,(C) is said to be an 
R-matrix compatible with f (and associated with the IVs z and y) if it is of 
the form 
R = BHA’, (4.3) 
where H stands for an n X m Hankel matrix compatible with f, and 
A = d%[f(l( Yi))IY=1V(Y)-' EJ%(C)T 
B = diag[f(j(~~))]j_,V(z)-’ E M,(C). 
(4.4) 
Denote by sZ, <f) th e c ass 1 of the R-matrices compatible with f E C,(A). 
If, further, in 6.3) H = H,,n(h/f 1, where deg h < deg f < m, the proper 
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rational function h/f will be called a generating function for the R-matrix 
R = BHA’, written as R = R,, ,(h/f >. 
Remark from Theorem 4.1 that each matrices R satisfying the property 
(4.2) belongs to 9,, ,,(f > and is of the form 23 = BH,(h/f) A” for some 
h E C,_,(h) whenever f E C,O(A) and 1~1 = lyl = n. 
Part (a) of the next theorem contains an interesting Bamett-like factoriza- 
tion formula for the R-matrix of the form R,, ,<h/f) with deg h < deg f = n 
under the assumption that I z I = ( y I = n. Also, part (c) can be considered as a 
version of the well-known Lander’s theorem. 
THEOREM 4.3. Ley y, z be as in Corollary 2.5, a and b as in (2.1). Let 
f,h E C,(A) be such that deg h < deg f < n and gcd( f, ab) = 1. 
(a) If deg f = n, then 
(4.5) 
= h(Cz(f ))R*, y ($) = R*,I( f)h(CXf)). (4.6) 
(b) Zf gcd(f, h) = 1, th en rank R,, (h/f) = deg f. In particular, 
R (h/f > is nonsingular if and only if g&f, h) = 1 and f E C,“(A). 
=‘!c> Th e inverse of a nonsingular R-matrix is a Loewner matrix, and 
conversely. More precisely, if f E Cq< A), then a nonsingular R-matrix R 
belongs to ~?~,~(f) ifand only ifR_’ = L,,.(g/f) forsomeg E C,(A). 
Proof. (a): Observe from (2.15) and (4.4) that B = Q-’ and A = P-’ if 
r = m = n. Thus part (a) follows from Lemma II by using a similar argument 
to that given in the proof of Corollary 2.4. 
(b) is an immediate consequence of the nonsingularity criterion for 
Hankel matrices of the form H = H,(h/f ). Finally, (c) follows from Theo- 
rem 4.1 and Corollary 2.5. n 
THEOREM 4.4. Let y, .z be as in Corollary 2.5. Let 0 #f E C,(A) and 
R = BHA’ ~9%‘~. ,(f), where the Hankel matrix H E Ffi<f) has a unique 
quasidirect composition of the form H = H,(h/‘f) + H, in the sense of 
Lemma Ill. Then: 
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(a) There exists g E C,(h) such that 
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W(4’RW(Y) = f%(g,f). (4.7) 
Moreover, if g E C,(h) satisfies the property (4.71, then 
g=fw+hab (4.8) 
for a suitable w E C,, _ J A). 
(b) In the case when gcd(f, ab) = 1, there exists g E C,(A) such that 
where 
(4.10) 
D( 2) = diag[f(l(s,))b~,‘~-,(~(z,))P,,lr=l, 
in which each diagonal block of D(y) [D(z)] is a nonsingular and upper 
triangular Hankel matrix of order m,, i = 1, . . . , u [nj, j = 1, . . . , VI. 
Proof. (a): It follows from Lemma 2.1 and the formula (3.3) that 
v(Y)fwYw(Y) = [W(YMY)lfAV(Y) 
= diag[ Pm,f(l( Yi))‘i,m,~l(J( Yi))]r=, 
= V(Y)fR”(a,f)V(Y)> 
so that B,(a, f) = W( yjtA. S imilarly, we can show that B,(b, f) = W(zjtB. 
Thus, by (c) of Lemma IV, we have in turn that 
W( +RW( y) = W( z)“BHAtW( y) 
= %(b,f)H%(a,f) = R,(g,f) 
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for some g E C,(A). Ag ain by (c) of Lemma IV, we have (4.8) holds for some 
w E C,, _ 1(h) if g E C,(A) satisfies the property (4.7). 
(b): If, further, gcd(f, ab) = 1, then, by Lemma 2.1, 
D(y)” = D(y) = PW( y)-‘, D(z)* = D(z) = Q-‘W(z)+, 
so that, in view of (3.7) and (2.16) 
R= W(z)-‘Q-t[Q’Rn(g,f)P]P-‘W(y)-l=D(~)Lty,~ 4 D(y), 
i 1 
as desired. n 
The next result gives a complete description of the class Sz, ,<f) in the 
case where f E C,(h) and 1 yJ = \zj = n, which is a simple consequence of 
the proof of Theorem 4.4. 
COROLLARY 4.5. Let y, z be as in Corollary 2.5 and f E C,(h) such that 
gcd(f, ab) = 1. y R E M,(C) then the following are equivalent: 
(a) R E9z,,<f>. 
(b) There exists g E C,(h) such that (4.7) holds. 
(c) There exists g E C,(h) such that (4.9) holds where D( y> and D(z) 
stand for the matrices given in (4.10). 
COROLLARY 4.6. Let y, z be as in Corollary 2.5, and let f E C,(h) such 
that gcd(f, ab) = 1. If L E M,,(C) then the following are equivalent: 
(a) There exists g E C,(A) such that L = L,_ z(g/f >. 
(b) There exists R E SY, ,<f > such that 
L = D( y)-lRD( z)-‘, (4.11) 
where D( y> and D(z) are defined by (4.10). 
Proof. By Corollary 3.2 and (4.10) the equivalence of (a) and (b) follows 
form the following fact: 
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XV(~)-‘diag[f(~(~~))]j=, D(z)-l 
= D( y)-l[AHBt]D(z)-l. w 
5. PRODUCTS OF LOEWNER AND R-MATRICES 
This section is devoted to an analysis of products of Loewner and 
R-matrices, in terms of the result established in Lemma IV combined with 
Theorem 2.2. Our main interest is to describe some special cases of products 
just mentioned. In the following discussion we shall need more than two IVs, 
written as yi, zj, i, j = 0, 1, . . . , instead of y, z in (1.1). As in Section 1, 
given a pair of IVs yi and zj with 1 yi 1 = 1 zj[ = n and f E C,(A), denote by 
TYx, Z(f) the class of all matrices of the form L z (g/f) for polynomials 
g E %,,(A) [rather than polynomials g(A) of any Yegiee], and by ai and 
b,(A) the a(A) and h(A) in (2.1) with y and z replaced by yi and zj, 
respectively; similarly for P( y,), Q( zj) in (2.151, Ai, Bj in (4.41, etc. 
THEOREM 5.1 (Compare with Theorem 3.6 in [lo]). Let k be a fixed 
positive integer. Let yi, zj be IVs such that (yil = 1.z.) = n, i,j = I,..., k + 
1, which have consecutive indices therein, an d f E C,(A) such that 
gcd(f, n,b,) = 1, Vi,j. 
(a> If Ezjel ~q~,,~(f) [gz,, ,Cf>l, i = 1,. . . , k + 1, E,, ES:,, ,,+l<f) 
[PYt+I, _$f>l, i = 1,. . . , i(, then 
El&T ... &k+l E-q,,.,+,(f) [~z,, yk+:(f,]. (5-l) 
(b) If g,, . . . , gk, h,, . . . , hkPl E C,(A) such that gcd(f, hi) = 1 and 
max{degf,deg hi} = n, i = 1, .._, k - 1, then 
(5.2) 
holds for some g E C,,(A). Moreover, g E C,(A) satisfies the property (5.2) 
if and only if 
g1g2 ... gk - h,h, ‘** hkplg = fp (5.3) 
for a suitable p E Cc,_ ,,,(A). Zf g = g, satisfies the propetiy (5.31, then the 
set of all polynomials in C,(A) satisfying (5.3) consists of all polynomials of 
the form g, + pf where P is a constant. 
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Proof. (a): We prove first that (5.1) holds for k = 1. Let E, = 
L,Jg,/f) 
B,HAf, ~5%’ 
and E, = Ly+2(g2/“) for some g,, g, E C,(h), and R = 
z,, Y2(f) for some H l %~(f). Then, by (2.15) (2.16) (4.4) and 
(a) of Lemma IV, we have that there exists g E C,(h) such that 
ElE?.E, = Pt(Y1)B,(gl,f)HB”(g,,f)Q(z,) 
= P’(YlP”(!Gf)Qh) = Ly,,z, 7 . i i 
In a similar manner, we can show that if E, ES=, ,l(f), E, ~9~~ y (f), and 
E, E-%& Z,<f>, then E,E2E3 Ezz,, yz(f). Eq ua ‘on (5.1) follows from the ti 
previous results by induction for k. 
(b): Let us verify the results (5.2) and (5.3) for k = 2. Owing to (b) of 
Lemma IV and (2.16) we have that 
for some g E C,(A), and g E C,,(A) satisfies this property if and only if 
g1gz - kg =fp 
for a suitable p E C,(h). Th e conclusion in the general case follows by 
induction. The rest is obvious. n 
The following corollary of Theorem 5.1 was proved first by Z. Vavii’n [15] 
under the assumption that f E C,“(A) and y, z are a pair of the simplest IVs, 
and then by M. Fiedler and V. P&k [lo] under the assumption f E C,(A) and 
y, z are a pair of the simplest IVs only. 
COROLLARY 5.2. Let y, .z be as in Corollary 2.5, and let f, g, h E C,(A) 
such that gcd( f, ab) = 1 and gh - ab = fp for some p E C,,(A). Then 
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where D(y) and D(z) are as in (4.10). 
Proof. By (b) of Theorem 5.1 with k = 2, y1 = zs = y, and yz = z1 = 
z, we have 
(5.5) 
whence both L,, z<g/f) and L,, ,(h/f) are nonsingular under the condition 
that gcd(f, ab) = 1. Thus, (5.4) will follow from (5.5) if we can show that 
=D(y), L,‘, = D(z). (5-Q 
NOW by (2.151, (4.101, and (3.3), 
Bi’(a,f) =V(Y)~ag[f-l(J(Y,))~,~,-l(l(Yi))p~,]~=lV(Y)t 
= PD( y)P’ 
whence, by (2.161, 
L,lY ” 
( 1 f 
= P-‘B&f)-‘Ff = D(y), 
In a similar manner, we can show that L,i(b/f) = D(z). W 
THEOREM 5.3. Let yi, zi, and f be as in Theorem 5.1, i = 1, . . . , k, and 
g,,..*, kh E C,(h). Let Ri = BiHiAf+l E M,,(C) be an R-matrix compatible 
with f (and associated with a pair of ZVs .zi, yi + 1), i = 1, . . . , k - 1, where 
Hi E x(f ). Then there exists g E C,(h) such that 
Ly~.z(~)RIL~+z( F)R’ *** R,+ ,~, ~( $i = L,,,;~( $). (5.7) 
Zf, further, Hi has a unique quasidirect decomposition of the form Hi = 
Hn(hi/‘f) + HOi in the sense of Lemma ZZZ, then the f& that g E C,(h) 
satisfies the property (5.7) implies 
g =fw + ( -l)k+lhlhz ... hk_lglg, ... gk (5.8) 
for a suitable polynomial o(h) of degree (k - lX2n - 1) at most. 
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Proof. Observe that each Loewner matrix of the form L ,{gi/f) can 
be rewritten in a similar form to (2.161, i = 1, . . . , k, and thus Fke conclusion 
follows at once from Definition 4.2 and (c) of Lemma IV. n 
COROLLARY 5.4. Under the same assumption as in Theorem 5.3, if, 
further, R, = B, HO Ai and R, = B, H, Ai + 1 are R-matrices compatible 
with f and associated with the IVs z,,, y1 and zk, yk + 1 respectively, where 
HO, H, E%(f) and lz,,l = I yII = lzkl = I Y~+~I = n, then 
(a) One has 
Moreover. 
M, = R,Ly, 
~,:I~)R~L~~,z~(~)~, 1.. L,~,~~(?) 
for a suitable g E C,(A), and 
(5.10) 
L 
Yk.Zk 
( ) 
gk R, 
f 
(5.11) 
for a suitable g E C,(A). 
(b) If, further, yI = yk+l = y, zO = zk = z, f E C:(h), and R, = R,, 
then for any L EP~,,(~), R ES%‘~,,<~>, 
LM, = M;L, RM; = M,R. 
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Moreover, M, and ML can be written as polynomials of matrices Cy(f > and 
Cf(f > respectively. 
Proof. (a): In view of (b) of Theorem 4.4, there exist g,, g,, 1 E C,,(h) 
such that 
Rk = BkHkA:+l = D(zk)Lzi,yk+, D( yk+lh 
By (5.7) and Corollary 4.5, we get 
where g, S are suitable polynomials in C,(A) and 
By Theorem 5.3, (5.6), (5.2), there exist g, g^ E C,(A) such that for some 
p E C,(h) 
go2 -ad =fp (5.12) 
and 
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so that (5.10) follows. In a similar manner we can show (5.11) where 
g,+,g^ - hi =f$ (5.13) 
for a suitable 6 E C,(h). 
(b): Under the assumption of(b), we have by (5.10), (2.11) that 
M, = L,‘z ( ;)Lz.z( $) 
and similarly, 
= b-l(C,(f ))g(Cz(f ))> 
ML = i(C;(f ))“-‘(C;(f ))> 
where g, g E C,(h) satisfy 
g,,g^ - ag = fp and gOg^ - bg =fi 
for some suitable polynomials p, 6 E C,(h) by (5.12) and (5.13), since we 
can assume that g a = g,, 1 in the case of R, = Rk+l. Thus, M, and ME can 
be considered as polynomials of the matrices C,<f > and Ci(f > respectively 
by the theory of functions on matrices. Also 
[b-‘g - &-l]&(f)) = [a-‘b-‘(F - dl&(f))f(cz(f)) = 0, 
(5.14) 
since f(C,(f)> = Q-‘f(C,)Q = 0 by (2.14) and the Cayley-Hamilton theo- 
rem. Thus, by Corollary 2.5 and (5.14), 
LM, = Lb-lg(C,(f)) = L&z-‘(C,(f)) = &+(C;(f))L = M;L 
for all Loewner matrices L ““E”y ,<f >, each of which has the form L = 
L,,,(g/f) for some g E C,(h) in the case of f E C:(A). In a similar 
manner, we can show 
RM;=M,R VR l %,Jf) n 
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To conclude the paper we remark that in the case of the simplest IVs Z. 
Vav% [16] introduced the notion of _Yd matrices, each of which is defined as 
an appropriate diagonal transformation from a classical Loewner matrix, and 
has proved that products of such L?d matrices can be written as a single _Yd 
matrix. Indeed, each 2d matrix being of the form LD where L E-E~, “( y, z) 
and D is the diagonal matrix D( y> defined by (4.10) with all m, = 1, we see 
by (4.9) that the product of two .2d matrices can be expressed as one 
product of an R-matrix and a Loewner matrix. Thus, VavI;n’s result on 
products of L.Z’d matrices follows from (5.10) immediately, and we obtain a 
generalization to the notion of Zd matrices in the more general case as 
by-product. 
The authors thank the referee for helpful comments and suggestions. 
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