Abstract -The work reported in this paper highlights differences and similarities between conventional linear analysis and the method of Normal Forms. The paper is focused on the effect that second order modal interactions have in the dynamic performance of a power system and identifies dynamic characteristics not captured by conventional linear analysis.
I. INTRODUCTION
Small signal stability analysis provides an understanding of the underlying modal structure of a power system and gives insights into a system's dynamic characteristics that are not easily obtained from time domain simulations [1] . However, small signal stability analysis is based on a first order (linear) approximation of the nonlinear power system differential-algebraic equations in the neighborhood of an operating point. Such an approximation has two important consequences: on the one hand, it allows for the application of powerful linear analysis methods well suited for the study of large systems. On the other hand, it limits the scope of the analysis to the region where the linear approximation is valid.
It is well known that the manner in which the state variables and the modes in a power system interact is a complex phenomenon. It has been suggested that in certain cases, such as when the system is stressed, linear analysis techniques might not provide a complete picture of the power system modal characteristics [2] . This makes techniques that extend the domain of applicability of small signal stability analysis an attractive proposition for advancing the understanding of power system dynamics.
Of particular interest is the study of modes and interactions that result from the combination of the individual system modes of the linearized system. These modes and their interactions are termed "higher order modes" and "higher order modal interactions", respectively.
In the period 1996 to 2001 investigators from Iowa State University published numerous papers [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] and made presentations at various Power Engineering Society forums advocating the application of the method of Normal Forms as a means for studying higher order modal interactions. Recognizing the potential value of such techniques, the Task Force on Assessing the Need to Include Higher Order Terms for Small Signal (Modal) Analysis was formed by the Power System Stability Subcommittee of the Power System Dynamic Performance Committee to investigate the practical significance of higher order modal interactions. Two specific objectives of the assignment are the assessment of the practical significance of higher order modal interactions and the determination of engineering insights, not obtainable from linear analysis that a second order analysis can provide. This paper addresses these topics and summarizes work performed by the Task Force. A more comprehensive paper covering a broader range of issues, particularly those with practical implications, is in preparation.
Subsequent sections first outline the necessary theoretical background for the study of higher order modes in power system analysis using the method of Normal Forms; pertinent practical aspects are highlighted. Next, the results of a linear analysis for a simple representative power system are summarized. These results are then contrasted with those obtained using the method of Normal Forms. The modal interactions predicted by the method of Normal Forms are discussed. Lastly, a frequency domain analysis technique suitable for the study of nonlinear systems is used to verify the Normal Forms results.
The conclusion derived from these analyses is that nonlinear modal interactions can play an important role in the dynamic response of a power system.
The test system used to perform the study is the four generator system introduced in [14] . Using this test system provides concrete means for enhancing and confirming the understanding of the techniques as currently applied.
II. METHOD OF NORMAL FORMS
The method of Normal Forms was introduced by Poincaré and is a well-established mathematical procedure for simplifying nonlinear differential equations. Using this method, provided that certain conditions are met [15] , a set of nonlinear differential equations can be transformed, up to a specified order, into a set of linear differential equations by performing a sequence of nonlinear coordinate transformations. The transformed equations are in their simplest form, i.e., in their normal form, and allow for the study of essential modal characteristics. An important characteristic of this approach is that it provides a closed form solution for the system state variables. These last two features are key elements in the analysis of power system stability.
A brief overview of the method of Normal Forms is provided first. The purpose of the overview is to highlight aspects relevant to power system modal analysis. For a more formal introduction to the subject the reader is referred to [15] [16] [17] [18] [19] .
In a manner similar to small signal stability analysis, the method of Normal Forms begins by performing a Taylor series expansion of the nonlinear system of interest,
in the neighborhood of an operating point. However, unlike small signal stability analysis the expansion is carried out beyond the first order (linear) term. Although there is no theoretical limit to the number of terms in the series, the computation of higher order terms for a typical power system represents a heavy computational burden. For this reason, the Taylor series expansion is usually computed up to second order terms:
The state equation for the i th state variable is given by
In (2) [ ]
The term in the brackets is an nxn matrix; v ip is the ip th element of the matrix V. Notice that the terms of the summation in (5) constitute a homogeneous polynomial of second order, i.e., all the terms of the polynomial are of second order. The next step is to transform (5) into a simpler form, its normal form, by eliminating the nonlinear terms. The transformation is of the form [15] :
z is the vector of normal form state variables. The expanded form of (7) (9) provided that λ k + λ l -λ j ≠ 0. The transformation (7) removes the second order terms from (4). This is referred to as the non resonance condition. Notice that h2(z) contains only second order polynomial terms in z.
The transformed equation is a set of decoupled first order linear differential equations:
where ( ) 3 ο denotes third and higher order terms, and it is assumed that the second-order terms have been annihilated by the nonlinear transformation (7) . By neglecting these terms, the linear solutions of the individual normal form variables z i (t) given by (12) The solution z to the above equation provides the initial condition z 0 . This system of equations is directly related to the nature of the second order nonlinear terms and describes how the z-variables differ from y 0 as a result of the nature of the h2 terms The solution to the original set of equations, (1) , is obtained by transforming the z variables back to the original state variables x. This is done by first using (7) to compute ( ) ( )
by the application of the similarity transformation x = Uy to compute x. This yields:
In (13), u ij is an element of the matrix of right eigenvectors U.
Equation 13 constitutes the basis for most of the work performed to-date using the Normal Forms method for the study of power systems electromechanical oscillations. The reason is evident: (13) clearly shows the relation between the state variables x 1 ,…x n , the individual system modes λ 1 ,λ 2 …λ n , and the second order modes,
The terms associated with the mode pairs λ k +λ l provide information not available from the linear approximation of the power system equations. These terms represent "modal interactions" that arise due to the inclusion of the higher order terms. Notice that the coefficients of the exponential terms
give a measure of the participation of the mode combination λ k +λ l in a given state variable. Hence, (13) has the potential to be an effective analysis tool for describing modal interactions that involve pairs of system modes. It certainly gives a broader perspective than that provided by a linear approximation. In the sequel, the terms "second order mode" and "combination mode" are used to
The initial condition in the normal form variables is a critical aspect for the computation of (13) and related performance indices such as participation factors. The procedure used for computing the initial conditions for the variables z is described in [20] . It should be noted that the instant of time selected for the computation of the initial conditions must be chosen such that all limiting action by controllers in the system must have ceased.
Several measures have been developed to identify and quantify the extent of nonlinear interactions, and to describe important system characteristics such as modestate interactions. Two measures are pertinent to the work described here: Nonlinear Participation Factors and Nonlinear Interaction Indices.
Nonlinear Participation Factors [8] .
The linear participation factor p ij represents a measure of the participation of the i th machine state in the trajectory of the j th mode. One advantage of using participation factors is that they measure mode-machine relationships independent of eigenvector scaling. 
Using the same approach as in the linear case, the second-order participation factors can be defined according to . As in the linear case, these second order factors are independent of eigenvector scaling. In the sequel, the second-order participation factors will simply be termed nonlinear participation factors. Nonlinear Interaction Index (II(j)) [5] . This Index determines whether the nonlinear effects arising from the second order terms indicate a strong modal interaction, or whether the second terms affect the initial solution in the z variables indicating a dominant linear mode.
III. TEST SYSTEM
The test system Fig. 1 selected for this work is the fourgenerator system introduced in [14] as a system suitable for the analysis of electromechanical oscillations. This system has been widely used by different investigators to study different issues related to small signal stability analysis. The generators are modeled using a two-axis model. Each generator is equipped with an AVR with a transient gain reduction of 10, a fast-response exciter represented by a single time constant and a gain. The loads L1 and L2 are modeled as constant impedances. The data for the system are provided in the Appendix. There is one interarea mode associated with the oscillations of the two areas, and two local modes associated with the oscillations of the generators within each area. The selected system operating condition for the study is a highly stressed condition close to voltage collapse, characterized by a tie line flow of 410 MW from Area 1 to Area 2. This operating point was chosen to more readily expose the nonlinear characteristics of the system.
The damping ratio of the inter-area, and the two local modes are 0.04, 0.15 and 0.23, respectively.
IV. ANALYSIS RESULTS
The objective of this section is to illustrate the differences and similarities in the analysis results that arise as a consequence of applying either linear analysis techniques or the Normal Forms method. It is not the purpose of the section to perform an extensive linear or nonlinear analysis of the test system rather; its emphasis is on highlighting a selected number of results that show that the linear and nonlinear methods may offer different perspectives on the system dynamic characteristics. The first part of this section states results obtained using conventional linear analysis techniques. This is followed by the computation of pertinent second order modes and their associated nonlinear participation factors for a threephase fault applied at Bus 5; the fault is cleared in 0.019 s with no line clearing.
The results obtained by both methods are compared and discussed. As part of the discussion, three issues are considered to highlight characteristics inherent to the nonlinear analysis. Lastly, the results obtained using the method of Normal Forms are validated using the HuangHilbert approach [21] . Table 1 gives the system oscillatory modes, their frequencies and damping ratios. Also included in the table are the dominant states associated with the individual modes computed using linear participation factors [22] . Figure 2a shows the speed mode shape for the inter-area mode; the orientation of the mode shapes reflects the highly stressed system conditions. Figure 2b shows the magnitudes of the rotor speed participation factors; the values are normalized with respect to the largest component. For this stressed operating condition, the speed mode shape shows that the four machines swing more-orless in-phase; a similar mode shape is reported for this system in [14] for cases involving 400 MW power transfers. A complete assessment of the relative participation of the system states in the electromechanical and control modes would require the computation of the corresponding participation factors.
Linear Analysis
The linear analysis results accurately represent the system behavior in the linear neighborhood around the selected operating point. However, these results are limited (by definition) to the information provided by the system eigenvalues and eigenvectors. Consequently, a question of practical importance is "Are there circumstances where it would be valuable to have access to a more detailed analytical description of the system dynamic characteristics?" An affirmative answer to this question is suggested by the identification of the modes present in the test system response. This type of analysis is typically performed to determine the linear modes present in a signal.
The identification of modes in the inter-area power flow, following a fault at Bus 5, is illustrated in Figures 3-5 . Figure 3 shows the system response approximately ten seconds after the removal of the fault (the data points in the plot have been shifted to start at time zero). This figure compares the deviation from steady state of the inter-area power flow, ∆P, computed by a transient stability program, and the response of an identified system computed using the ERA method [23] . The identified system consists of two pairs of lightly damped modes and a single real mode. The lightly damped modes are the inter-area mode (Mode 9,10 in Table 1 ) and a second lightly damped mode that results from the self combination of λ 9 and λ 10 : λ 9 + λ 9 (λ 9,9 = -0.116+j2.62) and λ 10 + λ 10 (λ 10,10 = -0.116-j2.62) It is not the purpose of this discussion to delve into system identification issues but rather to point out the possibility of detecting higher modes in the transient response of a system. The presence of this type of modes is of particular significance in cases for which the linearized form of the system is not available. It is thus pertinent to inquire if the possibility exists of extending the understanding of a system dynamic performance beyond the linear region by applying alternative analysis methods such as Normal Form analysis. 
Normal Form Analysis
Normal Form analysis is based on the system representation given by (13) . Of particular interest are the second order modes, λ k + λ l , that contribute to the system response. The significance of these modes can be determined using the nonlinear participation factors and nonlinear interaction indices. Specifically, by exciting a given mode of concern, the rotor speed deviation of the system generators can be expressed in the form where p 2ωij and p 2ωikl are the second order nonlinear participation factors defined in (15) . The nonlinear modestate participation factors for the speed states are shown in Figure 6 . Figure 6 shows the largest 15 nonlinear participation factors (p 2ωij , p 2ωipq ) for the four generators as a function of the interacting modes. The nonlinear participation factors for machines in Area 1 indicate the dominant presence of the inter-area Mode 9. This is similar to results obtained using linear analysis. On the other hand, and in contrast to the results obtained using the linear participation factors, the nonlinear participation factors for the machines in Area 2 indicate that the combination Mode (3,4) (λ 3,4 = -3.604), and not Mode 9, is the predominant mode.
The combination Mode (3,4) is followed by Mode 7 and, to a lesser extent, by the inter-area Mode 9. Furthermore, the participation of Modes 7, 8, 11, 12 , and the combination modes (7, 10) and (8,9) The Nonlinear Interaction Index, II(j), introduced in Section II provides additional information on the modal interactions. The values of II(j) computed based on a 34 ms fault at Bus 6, are listed in Table 2 . These results reveal a strong modal interaction between the inter-area Mode 9, and Modes 11, 12 along with Modes 5 through 7. In addition, Modes 3, 5, and 7 strongly interact with Mode 11. An interesting aspect of these results is that at the instant of fault clearing the self interaction of Mode 9 (λ 9 + λ 9 ) is much smaller than the interaction of Mode 9 with other modes, in fact the magnitude of the associated Nonlinear Interaction Index is smaller than those listed in Table 2 . It should also be noted that the self interaction of Mode 11, λ 11 + λ 11 (λ 11,11 = -2.094+j1.30) produces a well-damped mode with the same frequency as the inter-area mode. 
Discussion
The results presented in the preceding paragraphs illustrate differences and similarities between the linear and nonlinear analyses. Both approaches describe the natural response of the system as a sum of complex exponential terms. However, whereas the state variables computed using linear analysis consist of a sum of terms that only include individual modes, the state variables computed using Normal Forms include not only the individual modes, but also combination modes of the form λ k +λ l that describe modal interactions not observable using linear analysis. Depending on the system operating conditions, these terms may represent system dynamic characteristics that are significantly different than those expected from a linear analysis. To illustrate this important fact, a further description of the nonlinear phenomena is provided here addressing three specific issues: 1) existence of a 0.1 Hz component (approx.) in the system response not characterized by the simple 0.1 Hz mode listed in Table 1 ; 2) computation of modal interactions for the 0.1 Hz component using initial conditions evaluated at significantly different times; 3) existence of the second order harmonic of the inter-area mode. These issues were selected with the intent of casting additional light on results that are germane to the nonlinear analysis method.
1) Mode 11 is a very well damped mode (see Table 1 ) and, from a linear analysis point of view, it is not expected to play a significant role in the system response once it decays as dictated by its damping. However, in the course of this investigation, the analysis of the system response using Intrinsic Mode Functions and the Hilbert transform [21] suggested the presence of a 0.1 Hz component that persists beyond the time frame associated with the 0.1 Hz mode listed in Table 1 . These results led to a closer scrutiny of the system response as given by (13) that give rise to a 0.1 Hz component that persists during the time frame 0 < t < 40 s? The answer to this question is obtained by considering the combinations of second order modes that result in a frequency of approximately 0.1 Hz. These modes and their associated frequencies are shown in Table 3 . The time response (17) computed using the terms in Table 3 and the terms corresponding to Mode 9 is shown in Figure 7 ; its Discrete Fourier Transform (DFT) is shown in Figure 8 . The DFT clearly shows the presence of two dominant components at 0.1 Hz and 0.2 Hz.
For comparison, Figure 9 shows the time response (17) including only terms related to the inter-area mode, Mode 9. The reason for the presence of the 0.1 Hz component is provided by the combination modes in Table 3 : the first four entries correspond to two 0.1 Hz modes with damping ratios of 39% and 42%. These modes arise from the interaction of the inter-area mode and other modes and, although well damped, will be observable for a significant time span. This analysis reinforces the main claim of the Normal Form analysis that nonlinear interaction of modes may lead to frequency components not observed by linear modal identification techniques. 2) Related to the 0.1 Hz component discussed above is the question of whether this component is predicted by the Normal Form analysis when different initial conditions are used. In order to address this issue, the values of the state variables at 10 s, rather than shortly after the disturbance, were used to compute the initial conditions z o and the nonlinear interaction indices. These indices are listed in Table 4 . The second order combinations that result in a 0.1 Hz mode are highlighted. The nonlinear interaction indices for these combinations indicate that the inclusion of the associated terms in the time response expressions for the generator speeds will lead to a 0.1 Hz component. The nonlinear interaction indexes listed in Table 4 are significantly smaller than those listed in Table 2 , reflecting the fact that the nonlinear interaction is more pronounced immediately after the disturbance has occurred.
3) Nonlinearities often lead to double frequency modes in the dynamic response of a system. Depending on the system characteristics, the latter modes can be present in the system response for a considerable amount of time after a disturbance has occurred. The system response given by (13) 
V. NONLINEAR TIME DOMAIN ANALYSIS Hilbert Analysis
A brief summary of results obtained using the HuangHilbert Transform (HHT) that corroborates the nonlinear analysis results presented in the preceding section is provided below. The Huang-Hilbert Transform has recently been proposed as an analysis technique suitable for the study of nonlinear phenomena. The application of the HHT to a set of data entails the computation of a finite set of functions termed Intrinsic Mode Functions (IMF); the IMFs are then analyzed using the Hilbert transform. This approach circumvents the limitations associated with the application of the Fourier transform to nonlinear dynamics. Reference [21] provides an extensive description of this approach. Figure 11 shows the IMFs for the speed deviation of GEN2. These functions capture the characteristics of the different oscillatory components present in the signal, including their instantaneous frequencies (Figure 12 ). Two frequencies are pertinent to this discussion: a frequency centered around 0.2 Hz, which coincides with the inter-area mode frequency, and a frequency component at 0.1 Hz . The fact that this latter frequency persists throughout the simulation suggests that this is not the very well damped 0.1 Hz mode present in the linearized system. Rather, the 0.1 frequency computed from the HHT is in agreement with the Normal Form results presented in the preceding section and indicates the presence of an oscillatory component that arises as a result of the combination of second order modes. For comparison, the Fourier spectra of the IMFs is included in Figure 13 . This figure also shows the 0.1 Hz, and the 0.2 Hz components, plus harmonics of the 0.2 Hz mode. Figure 13 is based on the speed response data obtained from the transient stability simulation. The presence of triple and quadruple modes in the spectrum suggests that if a third or fourth order Normal Form analysis were performed, the higher order combination modes λ k + λ k + λ k , and λ k + λ k + λ k + λ k could be present.
VI. CONCLUSIONS
The results presented in this paper clearly demonstrate that for the highly stressed system studied, linear analysis techniques do not provide as comprehensive results as those obtained using Normal Forms analysis, particularly in the immediate aftermath of a large disturbance. The analysis reinforces the importance of nonlinear modal interactions and demonstrates the ability of the method of Normal Forms to correctly identify these interactions.
The analysis has shown that nonlinear modal interactions are an inherent characteristic of power system dynamic phenomena. They occur as a result of two important aspects of the dynamic phenomena; a) the post disturbance system characteristics, and b) the impact of the disturbance on the system.
Higher order analysis should be considered when conventional linear analysis does not provide sufficient accuracy or when the analysis of measured data (e.g., spectral analysis) indicates the presence of phenomena not observable by linear analysis. 
