Abstract-We give a new proof of the fact that the solutions of Painlevé's differential equations I, II and IV are meromorphic functions in the complex plane. The method of proof is based on differential inequality techniques.
1-Introduction-In a recent paper, Aimo Hinkkanen and Ilpo Laine [HL] have given a proof of the widely accepted fact that the solutions of Painlevé's equations w = z + 6w 2 (I) and w = α + zw + 2w
are meromorphic in the complex plane 1 . The necessity for such a proof is explained in detail in that paper, the main reason being that the proofs presented in several textbooks such as Bieberbach [B] , Golubew [Go] , Hille [H] , Ince [I] and some others seem to be incomplete, or have gaps, to say the least.
In the present paper the corresponding result for Painlevé's fourth equation will be proved.
Theorem 1 The solutions of Painlevé's differential equation
are meromorphic functions in C.
The proof differs in many aspects from that in [HL] , and also from the other proofs mentioned above. It uses differential inequality methods, which not only shorten the proof substantially, but also have still another advantage: discussion of several cases and subcases can be reduced-apart from the natural cases zero or pole?-, and the proof becomes more transparent.
The methods also apply to Painlevé's equations (I) and (II), and thus lead to a proof of Theorem 2 below. However, Theorem 2 is also an immediate consequence of Theorem 1. This follows from the fact that equations (I) and (II) can be derived from (IV) by the process of coalescence-see section 7. Computer algebra software may help to verify some of the calculations, but is not necessary.
Theorem 2 [HL]
The solutions of Painlevé's equations (I) and (II) are meromorphic in the plane.
Remark Equations (I), (II) and (III), see section 8, are due to P. Painlevé [P] , [PP] , while (IV) and (V) were discovered by B. Gambier [Ga] ; R. Fuchs [F] completed the list by adding the master type (VI).
2 2-Proof of Theorem 1: Prologue-Let w be any local solution of (IV), determined by w(z 0 ) = w 0 and w (z 0 ) = w 0 , say, in a neighbourhood of z 0 , and let Γ : t → z t , 0 ≤ t ≤ 1, be a rectifiable curve starting at z 0 and ending at z 1 . We assume that w admits analytic continuation along every closed subarc of Γ 1 : t → z t , 0 ≤ t < 1; it is thus implicitely assumed that w has no poles on Γ 1 . We have to show that w has a meromorphic continuation along Γ, and then apply the Monodromy Theorem.
If we assume, as we may, that z 1 is a singularity, then
This is a consequence of Painlevé's Theorem (for systems), see Bieberbach [B] , p. 20, which expresses the fact that, as t → 1−, the curve t → (z t , w(z t ), w (z t )) leaves every compact subset of C × C * × C, the domain of definition of the right hand side of (IV); here C * = C \ {0}.
Since we expect a pole at z = z 1 , we will have a closer look at the behaviour of solutions at poles. An easy computation gives
(h ∈ C is a free parameter) and so
Hence, w 2 + 2zw has a local primitive at z 1 ,
and using (IV) we obtain
if the constant of integration is suitably chosen. Now, for each complex number c, the logarithmic derivative w /(w − c) has a simple pole at z 1 with residue −1, and so
is regular at z 1 . We prove now as a first step
Lemma 1 U is bounded on Γ 1 provided |w − c| is bounded away from zero.
Remark In the next section we will show that the additional assumption, for the constant c = 1 and, in fact, for every c = 0, can be fulfilled by deforming Γ appropriately. The idea to introduce the auxiliary function U is not new-at least in cases (I) and (II). What is new is that its boundedness is proved a priori, by differential inequality methods. The method gives much more: it turns out that U is also bounded, and hence U is Lipschitz-continuous on Γ 1 .
Proof Differentiating (4) and using (IV) and (3) to eliminate w and w yields
where Q 1 , Q 2 , Q 3 , Q 4 are polynomials in z and (w − c) −1 , and hence are bounded functions on Γ 1 (this computation was first made by hand and then verified by using computer algebra software). Thus
holds on Γ 1 , where s denotes arc-length and K 1 and K 2 are positive constants. Since Γ 1 is rectifiable, this yields boundedness of U on Γ 1 , and Lemma 1 is proved.
3-Another differential inequality technique-Boundedness of U holds true if one can assure that, for some constant c, |w − c| is bounded away from zero, or if one can deform Γ into an equivalentΓ, such that this is true forΓ. We will prove that this is always possible:
Lemma 2 To this end we first prove Lemma 3 below, which is also the central result in [HL] for Painlevé's equations I and II:
Lemma 3 Let P (z, w) be a polynomial in both variables and let z = z(w) be the solution of the initial value problem Proof Let > 0 be the largest radius with the following properties:
on K only, and in |w − w 0 | < the following estimate holds:
We set v(r) = |z (w 0 + re iα )|, α ∈ R fixed, and observe that
holds, and so
By usual differential inequality techniques-a good reference is Walter's monograph
where y = y ± have to be computed from
For y + it is easy to find the upper bound |η|e
this inequality being true for 0 ≤ r < ≤ |w 0 |/2. It follows that
for |w − w 0 | < . If we restrict η again, this time to |η|K < 1, we obtain |z (w)| < 2|η| and |z(w) − z 0 | < 1 in |w − w 0 | < .
Thus z(w) cannot have a singularity on |w − w 0 | = , again by Painlevé's Theorem, and so, by definition of this implies = |w 0 |/2, under the restriction that
The lower estimate for |z (w)| follows from
4-Deformation of Γ-We will prove now that a curveΓ with properties 1
in Lemma 2 always exists. We may assume that Γ 1 contains no zeros, poles and 1-points of w. If lim inf |w − 1| > 0 (all limits are taken with respect to z → z 1 along Γ 1 ) we are done: |w − 1| is bounded away from zero onΓ 1 = Γ 1 . On the other hand, if lim |w − 1| = 0, it follows from its definition (2) that V is bounded, and hence is w by (3). This, however, contradicts (1). We thus may assume lim inf |w − 1| = 0 and lim sup |w − 1| > ε > 0. Then for ε sufficiently small-we need ε ≤ 1/5 later on-, the set Λ = {z ∈ Γ 1 : |w(z) − 1| < ε} consists of countably many arcs λ j , which will be replaced by arcsλ j of length (λ j ) ≤ 4π · length (λ j ), and such that |w − 1| = ε onλ j .
By condition (1) we have lim |w (z)| = +∞ as z → z 1 on Λ. Consider some arc λ = λ j (j ≥ j 0 so that |w − 1| = ε at both end points of λ j and |w | is sufficiently large on λ j ). Let z 0 be any point on λ and set w 0 = w(z 0 ) and w (z 0 ) = 1/η. Then the map z → w has a local inverse w → z which satisfies
By Lemma 3, z(w) exists in |w−w 0 | ≤ |w 0 |/2 and so in |w−1| ≤ ε, since |w 0 |/2 ≥ 2ε (note that |w 0 − 1| ≤ ε ≤ 1/5). If we replace, in the w-plane, the arc µ = w(λ) byμ, the shorter arc on |w − 1| = ε joining the end points of µ, then length (μ) ≤ π ·length (µ) holds. We setλ = z(μ); then from |z (w 1 )/z (w 2 )| ≤ 4 for |w j −1| ≤ ε, see Lemma 3, it follows that length (λ) ≤ 4π · length (λ). It is obvious that analytic continuation alongλ j =λ is possible and yields the same result as does analytic continuation along λ j . Thus the curveΓ, which is obtained by replacing the arcs λ j by the arcsλ j , has the required properties. Note thatΓ 1 is rectifiable and so has an end-point, namely z 1 .
5-Proof of Theorem 1: Epilogue-We know from Lemma 1 and Lemma 2 that U = V + w /(w − 1) and 1/(w − 1) are bounded on Γ 1 . Then (3) may be written as
We distinguish two cases as follows:
For the moment we consider z, U (bounded!) and w as independent variables and expand the right hand side of (8) in a power series about w = 0, the result being
Now suppose first that we are in Subcase 1(i) −2β = γ 2 = 0. Then, with the right choice of γ, we have, at least on a subsequence of (ξ n ), denoted again (ξ n ),
where c 2 (z, U ) and the following coefficients are polynomials in z, U. We take this relation to define u = u(z) by
Actually we do not define a function u-where should it be defined? A function needs a domain of definition, and this could only be the domain of w! Note, however, that
w has no domain of definition, since Γ 1 could have self-intersections-but a germ near z = z 0 , say, defined by (10), which admits analytic continuation along Γ 1 ; this remark remains valid at other occasions, too. We note that u is bounded on (ξ n ), and hence may assume that lim n→∞ u(ξ n ) = u 0 exists.
Differentiating (10) and using (IV) and (10) to eliminate w and w we obtain
Now observe that equations (10), (11) constitute a first-order system of ordinary differential equations. Thus, the desired continuation of w to z 1 is obtained by solving that system with initial values w(z 1 ) = 0, u(z 1 ) = u 0 .
We now come to Subcase 1(ii) β = 0. Since we expect a zero of order two, we set w = v 2 , where the same remark as above applies to v -a germ which admits analytic continuation along Γ 1 . From (8) and (9) we obtain
whenever |v| is small. Thus v is bounded on (ξ n ), and again we may assume that lim n→∞ v (ξ n ) = v 0 exists. Then the solution of the initial value problem
provides analytic continuation of v, and hence of w = v 2 , to z = z 1 .
We proceed in the same manner as in Case 1, just replace w with 1/v, and obtain the following first-order system
Similar to subcase 1(i), u is defined by the first equation and is bounded, at least on a subsequence of (ξ n ), provided the sign is chosen appropriately. We may assume that lim n→∞ u(ξ n ) = u 0 exists. Hence, again, the solution of that system provides analytic continuation of w to z = z 1 , where now w = v −1 has a simple pole at z = z 1 . Thus, Theorem 1 is completely proved.
6-Painlevé's equations I and II-The method of proof also applies to equations (I) and (II). We just indicate the changes to be made in the Proof of Theorem 2; the details are left to the reader. First of all, things become easier, instead of (1) we have
(for notation see section 2), and (3) has to be replaced with
and
respectively. Also, Lemma 1 remains valid for
(in both cases the same expression!), provided |w| is bounded away from zero on Γ 1 , or Γ can be deformed as is described in Lemma 2, with |w − 1| replaced with |w|. This is always possible, the deformation now being based on Lemma I/II 3 Let P (z, w) be a polynomial with deg w P = m ≥ 2, and let z = z(w) be the solution of the initial value problem Remark Lemma I/II 3 is proved in the paper of Hinkkanen and Laine [HL] separately for P (z, w) = z + 6w 2 and P (z, w) = α + zw + 2w 3 . The authors deduce, from the recursion formula for the coefficients in the power series expansion
k , inductively an appropriate estimate for these coefficients. Here, the estimate of the coefficients is replaced with an estimate of the right hand side of the differential equation, which is somewhat easier. The conclusions agree, the lower bounds const |η| Our choice of σ now gives |η|/2 < 8/13 |η| < |z (w 0 + re iα )| < 8/3 |η| < 2|η|
and |z(w 0 + re iα ) − z 0 | < 2|η| < 1 for 0 ≤ r < ≤ σ. As in the proof of Lemma 3 we may conclude that = σ, and the proof of Lemma I/II 3 is finished.
The rest of the story can be found in various textbooks, e.g., in [Go] , [H] , [I] , and, of course in [HL] . However, we have the advantage to know a priori that U is bounded on Γ 1 , and so we will give the complete proof for the convenience of the reader.
