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Abstract 
An elementary proof is given for the generalized Chebysev-type inequalities. 
Let E be a random variable which satisfies the conditions: 
The density function f(x) of ~ exists and 
fe-x) = f(x) 
f(xl ) f(x2) if 0 < Xl < X 2 < + = 
(1) 
moreover the central moments of order 2n exist and if it is denoted by 1H2n , 
then for every 8 > 0 
J!J2n 
1 1
2n 
_ 8211 
2n 
PC ~ i > 8). (2) 
As a consequence of this statement it will also be proved that the ine-
quality (2) holds if NIzn exists, kr(~) = 0 and the density function increasing 
in the ray (- 00; 0) and deereasing in (0; + =). 
Let us consider first the function ;'2n(8) defined hy 
X 211 f(x) dx X 211 f(x) dx 
00 e 
(3) 
.I x2n f(x) dx 
e 
1HZTl -- \' x2n f(x) dx 
2 0 
where n is a positive integer andf(x) is a density function satisfying the condi-
tions (1). From the expression (3) we can get 
6 
r x2n f(x) dx = )2,,(8) i' x2nf(x) dx, 
o ~ 
e 00 00 
.r x2n f(x) dx + .1' x2nf(x) dx = ;'2"(':) .r x 211f(x) dx + .r X2n f(x) dx, 
o s e € 
1 
-1\112 2 n 
( ' () I 1) ?ll pc' I'; i 1'2n 8 i C ! ",' 8). 
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This implies 
M 2n 
(J'2n( £) + 1) e:2n £) (4) 
and the well-known Chebyshev inequality 
~vI2~ PC! ~ c). (4') 
We can see from ineqnality (4) that "~~n is a rough estimation for the proba-
bility of (4'), because the function i'Zn(e:) is increasing and 
/.2n(0) == 0., lim J.2n(c) -:- 00. (5) 
n-cc 
We could not determine the function )2n(£) in general but we can approxim~lte 
it in every practical case by the following form and the empirical distribution 
function 
e:2n F(e:) - 2n X211 - 1 F(x) dx 
(6) 
Proof of the ine{fuality (2) 
If the density function of a random variable satisfies the conditions (1), 
then the central moment of order 2n 
2 J x2n f(x) dx. 
o 
(7) 
The right hand side of this equation can be reordered as follows 
(2n+l)< 
M 2n = 2 J x2I1 f(x) dx..l- 2 J X 211 f(x) dx, £ > 0, 
o (2n 1)£ 
(2n -;- 1)0 
JIZn > 2 .1 x211 f(x) dx + 2(2n -!-- 1)£)211 .f f(x) dx, (8) 
(2n ..l- 1)e: )211 T f(X)dxj, 
o (2n 1)0 
J1
2n 
2 {[x211 F(x)rS 1),- 2n(2 /J'X211-1F(x)dx 
o 0 (2n IJo 
2(2n --r- 1)e:)211 F(2n + 1)£) + 2(2n + 1)e:)211 (1 
(2" -,- 1)0 
2·2n J X21L1 F(x)dx, 
o 
[ 
~n~lJo ] 
J1211 > 2 (2n + 1)£)211 - 2n § x2"-1 F(x) dx. 
F«2n 1)£») -
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Now we are going to construct an upper bound for the integral in the 
form (8) using the condition (I) that is the graph of the distribution function 
F(x) is concave down in the ray (0; + 0<). 
Consider the region under the graph of the function F(x) in the interval 
(0; (2n + l)e). 
This region has a moment of order 2n - I concerning the y-axis not 
longer than the same moment of the region under the straight line which passes 
through points PI(e; F(e) and P2(2ne; F(2ne)). 
The case n 2 is shown in Fig. 1. 
I I 
o 
Fig. 1 
The concavity of F(x) implies that the moment of the region under the line 
P1P2 is not less than the moment of the region under the graph of F(x) in the 
interval (0; 8) "ith respect to the y-axis (see Fig 1). 
Then we prove that the moment of order 2n - I of the region under 
the section PIP 3 is not less than the same moment of the region under the 
section P{P~ with respect to the y-axis, where the straight line P~P~ is the 
tangent line of the graph of F(x) at point Pz• The last mentioned moment of 
the region under the section P1P 3 is obviously not less than the corresponding 
moment of the region under the graph of F(x) in the interval (8, (2n + l)e). 
6* 
If the last statpment is true, it follows from the next integral, (Fig. 2), that 
(2n-'-l)e J X 2n - 1 (2: I': x &1 dx j b 
[
1 x2n +1 
-b -- ---
2n I': 2n + I 
(2n+l)e 
. ; I ' 
J' 1- X 211 - x2n - l ) dx = 2n e , 
x211 1(2n+l)e = 
2n Je 
= b f~, ((2n -+- I) 1':)2n+1 
.2n I': 2n + I 
((211 + I) I':)Z11 __ 1_ 1':211+1 + 1':211] = 
2n 2n I': 2n + I 2n 
= b 1':2n [(2n + 1)211 _ (2n -+- IF" _ I 
2n 2n 
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Fig. 2 
Hence, we get the inequality 
(2n+l)8 (2n+l)8 
J X211 - 1 F(x)dx J X2n-l (' F(c) +- F(2nc) - F(c) (x (2n - 1) s c») dx. 
o o 
Let us determine the integral of the right hand side, then 'we have 
(2n+l)£ 
S x2n-l (F(S) +- F(s) _ F(2ns) 2n - 1 2n - 1 
o 
F(2n s) - F(c) x'l dx 
(2n - 1) s ) 
(2n+l)£ 
f l[f 2n F(s) - F(2n s») X211-1 + F(2ns) - F(c) x211j dx = 2n - 1 2n - 1, (2n 1) s , 
o 
= I (2n F(c) F(2n C») X211 +- F(2nc) - F(c) X211-=-=-- '1(211+1)E 
2n - 1 2n - 1, 2n (2n 1) 10 2n + 1Jo 
= F(c) (2n +- 1) 10)211 _ ~(:L (2n 1) c)211 -i-
2n - 1 2n - 1 
-L F(2n c) (2n +- 1) 10)211+1 F(2n c) (2n +- 1) 10)211 
(2n - 1) c 2n 1 2n - 1 2n 
= (2n +- 1) 10)211 F(2n c) ( 1 1 'I 
2n 1 (2n 1) 2n = 
) 2n - 1 = (2n + 1) 10 211 F(2n c) = (2n (2n -1)2n 
= (1 +- ~J\ 2n (2n c)211 F(2n c) . 
2n 2n 
Thus the following inequality holds 
1) s)211 F(2n c) = 
211 
(211J~I)£ (1 )211 1 
X211 - 1 F(x) dx < 1 +-:- (2n c)211:- F(2n c). 
2n 2n 
o ' 
(9) 
(10) 
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If we substitute the expression of the right hand side of inequality (10) 
into inequality (8), we get 
2 (2n + 1) c)2n - 2n 1 + - (2n c)211 F(2n c):- ' ( ( 
1 ) 211 1 ) 
. 2n 2n 
:- (2nc)211- 1+- (2ns)211F(2ns)1, 1 1211 (1 ) 211 . 
2nl 2n I 
r 
1 )211 
'
I + - (2n 8)211 . 2(1 - F(2n 8)). 
. 2n 
Using the notation e = 2nf > 0, the statement is proved 
~1211 
2n. 
> 2 (1 - F(e)), 
( , 1 )211 1,-l 2n 
P(! ~ I > e), e > O. 
. 8211 
4. Let us consider the case when ~ is a random valiable ,dth a non-even 
density function, its expected value .M(~) = 0, .M211 exists and its distribution 
function F(x) is convex in the ray (- co; 0) and concave in (0; + oo). 
Fig. 3 
In Fig. 3 dra"wll by a continuous line a density function is shown which 
satisfies the above mentioned conditions. The dotted line shows the reflected 
density function to the y-axis. 
One can easily see that function 
1 
g(x) = -(f(x) + f(- x)) (- = < x < + oo) 
2 
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satisfies every conditions used in the previous section and is obviously a density 
function and 
= = 1 
\" x2f(x)dx= 2 r x2 _{J(x) -;-f(- x))dx, 
- b 2' 
PC ~ p) f(x) dx J f(x) dx f(- x))dx. 
Lsing these formula 'we get the correspondinG; incqualities the same way as 
earlier. 
(l) lliequniilY (~) i~ the be:-t ,\"itll respect to this clas::i of di::itrihlltioH functio!ls. 
b) Ineql1r:li-'~y (1) also holds for discrete ranUOTil yario.hles if the probabilities are in-
creasing until the expected yalue~ the:1 are decI"c-asing (f(,r ex;:nnple l)illOluial distribution). 
Th~ proofs of thi3 statenlent are in papers [-J.'] and [5 J. 
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