The Spectral Problem and Algebras Associated with Extended Dynkin Graphs by Popovych, Stanislav
ar
X
iv
:0
90
4.
09
68
v1
  [
ma
th.
RT
]  
6 A
pr
 20
09
The Spectral Problem and Algebras Associated
with Extended Dynkin Graphs.
Stanislav Popovych ∗
Department of Mathematics, Chalmers University of Technology, SE-412 96 Go¨teborg, Sweden
stanislp@math.chalmers.se
Abstract
The Spectral Problem is to describe possible spectra σ(Aj) for an irre-
ducible n-tuple of Hermitian operators s.t. A1 + . . . + An is a scalar opera-
tor. In case when mj = |σ(Aj)| are finite and a rooted tree Tm1,...,mn with
n branches of lengths m1, . . . ,mn is a Dynkin graph the explicit answer to
the Spectral Problem was given recently by S. A. Kruglyak, S. V. Popovych,
and Yu. S. Samoˇılenko in [6]. In present work the solution of the Spectral
Problem for all star-shaped simply laced extended Dynkin graphs, i.e. when
(m1, . . . ,mn) ∈ {(2, 2, 2, 2), (3, 3, 3), (4, 4, 2), (6, 3, 2)} is presented.
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1
Introduction.
Let A1, A2, . . ., An be Hermitian m × m matrices with given eigen-
values: τ(Aj) = {λ1(Aj) ≥ λ2(Aj) ≥ . . . ≥ λm(Aj)}. The well-known
classical problem about the spectrum of a sum of two Hermitian matrices
(Horn’s problem) is to describe possible values of τ(A1), τ(A2), τ(A3) such
that A1 +A2 = A3. In more symmetric setting one can seek for a connection
between τ(A1), τ(A2), . . . , τ(An) necessary and sufficient for the existence of
Hermitian operators such that A1 +A2 + . . .+An = γI for a fixed γ ∈ R.
A recent solution of this problem (see [3, 5] and others) gives a complete
description of possible τ(A1), τ(A2), . . . , τ(An) in terms of linear inequalities
conjectured by A. Horn.
A modification of Horn’s problem called henceforth the spectral problem
was considered in [6, 7]. Let A1, A2, . . ., An be bounded linear Hermitian
operators on a separable Hilbert space H. For an operator X denote by σ(X)
its spectrum. Given M1,M2, . . . ,Mn closed finite subsets of R and γ ∈ R the
problem is to determine whether there are Hermitian operators A1, A2, . . .,
An on H such that σ(Aj) ⊆Mj (1 ≤ j ≤ n), and A1 +A2 + . . .+An = γI.
The essential difference with Horn’s classical problem is that we do not fix
the dimension of H (it may be finite or infinite) and the spectral multiplicities.
The Spectral Problem can be stated in terms of ∗-representations of ∗-
algebras. Namely, let α(j) = (α
(j)
1 , α
(j)
2 , . . . , α
(j)
mj ) (1 ≤ j ≤ n) be vectors with
positive strictly decreasing coefficients. Put Mj = α
(j) ∪ {0}. Let us consider
the associative algebra defined by the following generators and relations
AM1,...,Mn,γ = 〈A1, . . . , An|A1 + . . .+An = γe,
P1(A1) = 0, . . . , Pn(An) = 0〉
where Pk is a polynomial with simple roots from the set Mk. This is a ∗-
algebra, if we declare all generators Aj to be self-adjoint. A ∗-representation
π of AM1,...,Mn,γ determines an n-tuple of non-negative operators A(j) = π(Aj)
with spectral decomposition
∑mi
k=1 α
(i)
k P
(i)
k . Let P
(i)
0 = I −
∑mi
k=1 P
(i)
k be the
spectral projection corresponding to zero eigenvalue. Clearly any n-tuple of
Hermitian matrices A(1), A(2), . . ., A(n) such that A(1) + . . . + A(n) = γI
and σ(A(j)) ⊆ Mj determines a representation π of AM1,...,Mn,γ . So in terms
of ∗-representations, the spectral problem is a problem to describe the set
Σm1,m2,...,mn of the parameters α
(j)
k , γ for which there exist ∗-representations
of AM1,...,Mn,γ . We will call a ∗-representation π of the algebra AM1,...,Mn,γ
non-degenerate if π(p
(j)
k ) 6= 0 for all 0 ≤ k ≤ mj and 1 ≤ j ≤ n.
With an integer vector (m1, . . . ,mn) we will associate a non-oriented star-
shape graph G with n branches of the lengths m1, m2, . . ., mn stemming from
a single root. The graph G and vector χ = (α
(1)
1 , α
(1)
2 , . . ., α
(1)
m1 , α
(2)
1 , . . . , α
(2)
m2 ,
. . . , α
(n)
1 , . . ., α
(n)
mn , γ) completely determine the algebra AM1,...,Mn,γ so we will
write AG,χ instead of AM1,...,Mn,γ . Henceforth we will denote the set Σm1,...,mn
by Σ(G) where G is the tree mentioned above.
By RepAG,χ we will denote the full subcategory of non-degenerate repre-
sentations of the category RepAG,χ of ∗-representations of the ∗-algebra AG,χ
on Hilbert spaces.
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To solve the Spectral Problem it is enough to consider only non-degenerate
representations. Consider the following set: Σn.−d.m1,...,mn = {((α
(j)
k )jk, γ)| there
is a non-degenerate ∗-representation of AM1,...,Mn,γ}; which depends only on
(m1, . . ., mn). Every irreducible representation of the algebra AM1,M2,...,Mn,γ
is an irreducible non-degenerate *-representation of an algebra AfM1,...,fMn,γ
for some subsets M˜j ⊂ Mj. Hence (M1, . . . ,Mn, γ) ∈ Σm1,...,mn if there exist
(M˜1, . . . , M˜n, γ) ∈ Σn.−d.
|fM1|,...,|fMn|
. Thus the description of Σm1,...,mn follows from
the description of Σn.−d.k1,...,kn where kj ≤ mj, 1 ≤ j ≤ n.
If the graph G is a Dynkin graph or extended Dynkin graph the problem
is greatly simplified. The algebras AG,χ associated with Dynkin graphs (resp.
extended Dynkin graphs) have a more simple structure than in other cases.
In particular, the algebras AG,χ are finite dimensional (resp. have polynomial
growth) if and only if the associated graph is a Dynkin graph (resp. an
extended Dynkin graph) (see [16]).
D˜4
❝
❝ ❝ ❝
❝
E˜6
❝
❝ ❝ ❝ ❝ ❝
❝
E˜7
❝ ❝ ❝ ❝ ❝ ❝ ❝
❝
E˜8
❝ ❝ ❝ ❝ ❝ ❝ ❝ ❝
❝
It is known (see [13], [11]) that all irreducible ∗-representations of an al-
gebra AG,χ with Dynkin or extended Dynkin graph G are finite-dimensional.
Thus for such graphs it is enough to consider Spectral Problem in finite-
dimensional Hilbert spaces.
It was shown in [14, Theorem 3] that if G is not a Dynkin nor an extended
Dynkin graph then algebra AG,χ has an infinite-dimensional irreducible rep-
resentation for some value of χ.
For algebras associated with Dynkin graph G an explicit solution of the
Spectral Problem was obtained in [6]. In the present paper we present an
explicit solutions of the Spectral Problem for all star-shaped simply-laced
extended Dynkin graphs (see picture above).
Let us explain the solution. Let G be a star-shaped extended simply-
laced Dynkin graph. For simplicity we consider below only graphs with three
branches. With each irreducible solution of the Spectral Problem associated
with graph G we have the corresponding family of self-adjoint operators A(j)
(j = 1, 2, 3) on a Hilbert space H s.t. A(1) + A(2) + A(3) = γI. The space
H is necessarily finite dimensional [13]. The spectral decomposition A(i) =∑mi
k=1 α
(i)
k P
(i)
k with α
(i)
k 6= α(i)s for k 6= s give us the vectors αi = (α(i)k )k
with strictly decreasing coefficients and vectors d(i) = (rkP
(i)
k ). To solve
the Spectral Problems associated with graph G we need to describe the set
D =
{
(d(1), d(2), d(3),dimH)
}
corresponding to all irreducible solutions and
for each d ∈ D the set of all possible lists of eigenvalues (α(1), α(2), α(3), γ).
As a result of [7] there is an invertible matrix Md = Md(G) s.t. M
−1
d
is a one-to-one map from D to a subset of the non-degenerate roots of the
root system associated with graph G (non-degenerate roots are difined in
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Definition 1). We will prove in Section 2 that the image of this map is exactly
the subset of all non-degenerate roots from the set ∆sing∪{δG} where ∆sing is
the set of all singular roots (see Definition 1) and δG is the minimal imaginary
root.
The set ∆sing is a finite union of C-orbits C1, . . . , Cm which are orbits under
the action of Coxeter transformations
◦
c and
•
c (m is the number of vertices in
graph G). Each Ct is of the form v(t)s + ǫtZδG where Ct =
{
v
(t)
1 , . . . , v
(t)
mt
}
is
a finite set and ǫt ∈ {1, 2}. These sets are presented in the appendix. Thus
the set ∆non-degen. ∩∆sing (and hence also D) can be explicitly described as
a finite union ∆non-degen. ∩∆sing = ∪Dt of one parameter families of vectors
Dt =
{
d
(t)
k , k ≥ kt
}
and D = Md((∆non-degen. ∩∆sing) ∪ {δG}) (matrices Md
for all extended Dynkin graphs are explicitly given in the paper). For each
vector v = Mdd
(t)
k we describe the set of all possible eigenvalue vectors χ =
(α(1), α(2), α(3), γ) corresponding to v in terms of explicit linear inequalities
At,kχ ≥t 0 where matrices At,k are explicitly given in the tables in Appendix
and for vectors u and w symbol u ≥t w means that uj > wj for j 6= t and
ut = wt. If the vector of multiplicities v correspond to the imaginary root,
i.e. v = MdδG then we give explicit inequalities HG which define the set of
all possible vectors of eigenvalues χ using the Horn’s inequalities. Thus we
completely solve the Spectral problem for all star-shaped extended Dynkin
graphs.
The final sets of roots ∆f for all star-shaped extended Dynkin graph and
the orbits of the action of the group generated by the Coxeter transforma-
tions
•
c and
◦
c on these sets were computed with the help of computer algebra
system Wolfram Mathematica. The Mathematica package can be obtained
on www.math.chalmers.se/ ∼ stanislp/dynkin/. The Mathematica package
can also be used for computing actions of Coxeter transformations on the
characters and for computing Horn’s inequalities.
The results of this paper were partially announced in [8].
1 Locally-scalar graph representations.
The main tools for our classification are Coxeter functors for locally-scalar
graph representations. First we will recall a connection between category of
∗-representation of algebra AM1,...,Mn,γ associated with a graph G and the
category of locally-scalar representations of the graph G. For more details
see [6].
For the definitions and notations related to representations of graphs in
the category of Hilbert spaces we refer the reader to paper [10].
A graph G consists of a set of vertices Gv, a set of edges Ge and a map
ε from Ge into the set of one- and two-element subsets of Gv (the edge is
mapped into the set of incident vertices). Henceforth we consider connected
finite graphs without cycles (trees). Fix a decomposition of Gv of the form
Gv =
◦
Gv ⊔
•
Gv (unique up to permutation) such that for each α ∈ Ge one
of the vertices from ε(α) belongs to
◦
Gv and the other to
•
Gv. Vertices in
◦
Gv
will be called even, and those in the set
•
Gv odd. Let us recall the definition
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of a representation Π of a graph G in the category of Hilbert spaces H. Let
us associate with each vertex g ∈ Gv a Hilbert space Π(g) = Hg ∈ ObH,
and with each edge γ ∈ Ge such that ε(γ) = {g1, g2} a pair of mutually
adjoint operators Π(γ) = {Γg1,g2 , Γg2,g1}, where Γg1,g2 : Hg2 → Hg1. We now
construct a category Rep(G,H). Its objects are the representations of the
graph G in H. A morphism C : Π → Π˜ is a family {Cg}g∈Gv of operators
Cg : Π(g) → Π˜(g) such that the following diagrams commute for all edges
γg2,g1 ∈ Ge:
Hg1
Γg2,g1−−−−→ Hg2
Cg1
y yCg2
H˜g1
eΓg2,g1−−−−→ H˜g2
Let Mg be the set of vertices connected with g by an edge. Let us define
the operators
Ag =
∑
g′∈Mg
Γgg′Γg′g.
A representation Π in Rep(G,H) will be called locally-scalar if all operators
Ag are scalar, Ag = αgIHg . The full subcategory of Rep(G,H), the objects of
which are locally-scalar representations, will be denoted by RepG and called
the category of locally-scalar representations of the graph G.
Let us denote by VG the real vector space consisting of sequences x = (xg)
of real numbers indexed by elements g ∈ Gv. Element x of VG will be called
a G-vector. A vector x = (xg) is called positive, x > 0, if x 6= 0 and xg ≥ 0
for all g ∈ Gv. Denote V +G = {x ∈ VG|x > 0}. If Π is a finite dimensional
representation of the graph G then the G-vector (d(g)), where d(g) = dimΠ(g)
is called the dimension of Π. If Ag = f(g)IHg then a G-vector f = (f(g)) is
called a character of the locally-scalar representation Π and Π is called an
f -representation in this case. The support GΠv of Π is {g ∈ Gv|Π(g) 6= 0}.
A representation Π is faithful if GΠv = Gv. A character of the locally-scalar
representation Π is uniquely defined on the support GΠv and non-uniquely on
its complement. In the general case, denote by {fΠ} the set of all characters
of Π.
Below we will describe a connection between locally-scalar graph represen-
tation and ∗-representations of algebras AG,χ (for details see [6]).
Since we will be concerned with extended Dynkin star-shape graphs we
will simplify notations and consider only graphs with three rays. This will
exclude graph D˜4 for which the formulas are analogous and are left to be
recovered by the reader.
So we will use notations α, β, δ instead of α(1), α(2), α(3). By χ we will
denote the vector (α1, α2, . . . , αk, β1, β2, . . . , βl, δ1, δ2, . . ., δm, γ).
Let us consider a tree G with vertices {gi, i = 0, . . . , k + l +m} and edges
γgigj .
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❡ ❡ ❡ ❡ ❡ ❡ ❡
❡
❡
❡
gk+l+m
gk+l+m−1
gk+l+1
gk+l gk+l−1gk+1g1 gk−1 gk g0
Let π be a ∗-representation of AG,χ on a Hilbert space H0. Put Pi =
π(P
(1)
i ), 1 ≤ i ≤ k, Qj = π(P (2)j ), 1 ≤ j ≤ l, St = π(P (3)t ), 1 ≤ t ≤ m be the
corresponding spectral projections.
Let RepAG,χ denote the full subcategory of RepAG,χ consisting of non-
degenerate representations. In [6] we constructed a functor which assigns to
each representation π ∈ RepAG,χ a locally-scalar representation Π of G with
the character f s.t. f(g0) = γ and
f(gk) = α1, (1.1)
f(gk−1) = α1 − αk, (1.2)
f(gk−2) = α2 − αk, (1.3)
f(gk−3) = α2 − αk−1, (1.4)
f(gk−4) = α3 − αk−1, (1.5)
. . . (1.6)
f(gk+l) = β1 (1.7)
f(gk+l−1) = β1 − βl, (1.8)
f(gk+l+m−2) = β2 − βm, (1.9)
f(gk+l+m−3) = β2 − βm−1, (1.10)
f(gk+l+m−4) = β3 − βm−1, (1.11)
. . . (1.12)
f(gk+l+m) = δ1, (1.13)
f(gk+l+m−1) = δ1 − δm, (1.14)
f(gk+l+m−2) = δ2 − δm, (1.15)
f(gk+l+m−3) = δ2 − δm−1, (1.16)
f(gk+l+m−4) = δ3 − δm−1, (1.17)
. . . (1.18)
If we are given a locally-scalar representation of the graph G with a char-
acter f(gi) = xi ∈ R∗ then we can construct a non-degenerate representation
of AG,χ with a character (α, β, δ, γ) s.t.
α1 = xk,
αk = xk − xk−1, α2 = xk − xk−1 + xk−2,
αk−1 = xk − xk−1 + xk−2 − xk−3,
α3 = xk − xk−1 + xk−2 − xk−3 + xk−4,
. . . .
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Here xj = 0 if j ≤ 0. Analogously one can find βj and δt. We will denote Π
by Φ(π).
In fact the above correspondence is given by a functor Φ : RepAG,χ →
Rep(G, f), see [6]. Moreover, the functor Φ is univalent and full. Let R˜ep(G, d, f)
be the full subcategory of irreducible representations of Rep(G, d, f). Let
Π ∈ Ob R˜ep(G, d, f), f(gi) = xi ∈ R+, d(gi) = di ∈ N0, where f is a character
of Π, d its dimension. It easy to verify that the representation Π is unitary
equivalent to a representation from the image of the functor Φ of the set of
non-degenerate representations if and only if
0 < x1 < x2 < . . . < xk; 0 < xk+1 < xk+2 < . . . < xk+l; (1.19)
0 < xk+l+1 < xk+l+2 < . . . < xk+l+m; (1.20)
0 < d1 < d2 < . . . < dk < d0; 0 < dk+1 < dk+2 < . . . < (1.21)
dk+l < d0; 0 < dk+l+1 < dk+l+2 < . . . < dk+l+m < d0. (1.22)
A representation Π of the graph G satisfying conditions (1.19)–(1.22) will
be called non-degenerate.
Let
dimHpi = ni, 1 ≤ i ≤ k;
dimHqj = nk+j, 1 ≤ j ≤ l;
dimHst = nk+l+t, 1 ≤ t ≤ m;
dimH0 = n0.
The vector n = (n0, n1, . . . , nk+l+m) is called the generalized dimension of the
representation π. Let Π = Φ(π) for a non-degenerate representation π of the
algebra AG,χ, d = (d1, . . ., dk+l+m, d0) be the dimension of Π.
The correspondence between generalized dimension of π and that of Π is
given by the following equalities:
n0 = d0, (1.23)
n1 + n2 + . . .+ nk = dk, (1.24)
n2 + . . .+ nk−1 + nk = dk−1, (1.25)
n2 + . . .+ nk−1 = dk−2, (1.26)
n3 + . . . + nk−2 + nk−1 = dk−3, (1.27)
. . .
Thus
n1 = dk − dk−1, (1.28)
nk = dk−1 − dk−2, (1.29)
n2 = dk−2 − dk−3, (1.30)
. . .
Analogously one can find nk+1, . . ., nk+l from dk+1, . . . , dk+l and nk+l+1,
. . ., nk+l+m from dk+l+1, . . ., dk+l+m
Denote by RepG the full subcategory in RepG of non-degenerate locally-
scalar representations of the graph G.
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Now we describe the action of the Coxeter functors on the characters
and on the generalized dimensions of locally-scalar representations. These
formulas are necessary for concrete calculations presented in the last section.
For each vertex g ∈ Gv, denote by σg the linear operator on VG given by
the formulas:
(σgx)g′ = xg′ if g
′ 6= g,
(σgx)g = −xg +
∑
g′∈Mg
xg′ .
The mapping σg is called the reflection at the vertex g. The composition of
all reflections at odd vertices is denoted by
•
c (it does not depend on the order
of the factors), and at all even vertices by
◦
c. A Coxeter transformation is
c =
◦
c
•
c, c−1 =
•
c
◦
c. The transformation
•
c (
◦
c) is called an odd (even) Coxeter
map. Let us adopt the following notations for compositions of the Coxeter
maps:
•
ck = . . .
•
c
◦
c
•
c (k factors),
◦
ck = . . .
◦
c
•
c
◦
c (k factors), k ∈ N.
Any real function f onGv can be identified with aG-vector f = (f(g))g∈Gv .
If d(g) is the dimension of a locally-scalar graph representation Π, then
◦
c(d)(g) =
−d(g) +
∑
g′∈Mg
d(g′), if g ∈
◦
Gv,
d(g), if g ∈
•
Gv,
(1.31)
•
c(d)(g) =
−d(g) +
∑
g′∈Mg
d(g′), if g ∈
•
Gv,
d(g), if g ∈
◦
Gv.
(1.32)
For d ∈ Z+G and f ∈ V +G , consider the full subcategory Rep(G, d, f) in
RepG (here Z+G is the set of positive integer G-vectors), with the set of
objects ObRep(G, d, f) = {Π|dimΠ(g) = d(g), f ∈ {fΠ}}. All representa-
tions Π from Rep(G, d, f) have the same support X = Xd = G
Π
v = {g ∈
Gv|d(g) 6= 0}. We will consider these categories only if (d, f) ∈ S = {(d, f) ∈
Z+G × V +G |d(g) + f(g) > 0, g ∈ Gv}. Let
◦
X = X ∩
◦
Gv,
•
X = X ∩
•
Gv.
Rep◦(G, d, f) ⊂ Rep(G, d, f) ( Rep•(G, d, f) ⊂ Rep(G, d, f)) is the full sub-
category with objects (Π, f) where f(g) > 0 if g ∈
◦
X (f(g) > 0 if g ∈
•
X). Let
S0 = {(d, f) ∈ S|f(g) > 0 if g ∈
◦
Xd}, S• = {(d, f) ∈ S|f(g) > 0 if g ∈
•
Xd}
Put
•
cd(f)(g) =
◦
fd(g) =

•
c(f)(g), if g ∈
•
Xd,
f(g), if g 6∈
•
Xd,
(1.33)
◦
cd(f)(g) =
•
fd(g) =

◦
c(f)(g), if g ∈
◦
Xd,
f(g), if g 6∈
◦
Xd.
. (1.34)
Let us denote
•
c
(k)
d (f) = . . .
•
c◦
c2(d)
◦
c◦
c(d)
•
cd(f) (k factors)
◦
c
(k)
d (f) = . . .
◦
c•
c2(d)
•
c•
c(d)
◦
cd(f) (k factors)
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The even and odd Coxeter reflection functors are defined in [10]. They act
between categories as follows:
◦
F : Rep◦(G, d, f)→ Rep◦(G,
◦
c(d),
◦
fd) if (d, f) ∈ S◦
•
F : Rep•(G, d, f)→ Rep•(G,
•
c(d),
•
fd) if (d, f) ∈ S•
These functors are equivalences of the categories. Let us denote
◦
F k(Π) =
. . .
◦
F
•
F
◦
F (Π) (k factors),
•
F k(Π) = . . .
•
F
◦
F
•
F (Π) (k factors), if the compositions
make sense.
Using these functors, an analog of Gabriel’s theorem for graphs and their
locally-scalar representations has been proven in [10]. In particular, it has
been proven that any locally-scalar graph representation of a Dynkin graph
decomposes into a direct sum (finite or infinite) of finite-dimensional inde-
composable representations, and all indecomposable representations can be
obtained by odd and even Coxeter reflection functors starting from the sim-
plest representations Πg of the graph G. The simplest representation is the one
which has coordinate vector as its generalized dimension, i.e. it corresponds
to a vertix g: Πg(g) = C,Πg(g
′) = 0 if g 6= g′; g, g′ ∈ Gv.
In sequel we will refer to Coxeter functors between the categories of ∗-
representations of algebras AG,χ. We define these functors simply as S =
Φ−1
◦
FΦ and T = Φ−1
•
FΦ.
2 Root systems for extended Dynkin graphs.
Let us recall a few facts about root systems associated with extended Dynkin
graphs (see [1], [15]). Let G be a simple connected graph. Then its Tits form
is the following quadratic form
q(α) =
∑
i∈Gv
α2i −
1
2
∑
αiαj (α ∈ VG)
where the second summation is over pairs (i, j) such that there exists edge
β ∈ Ge with {i, j} = ǫ(β), i.e. each edge is counted twice. The corresponding
symmetric bilinear form is (α, β) = q(α+ β)− q(α) − q(β). Vector α ∈ VG is
called sincere if each component is non-zero.
It is well known that for Dynkin graphs (and only for them) bilinear form
(·, ·) is positive definite. The form is positive semi-definite for extended Dynkin
graphs. And in the letter case Rad q = {v|q(v) = 0} is equal to Zδ where δ
is a minimal imaginary root. For other graphs (which are neither Dynkin nor
extended Dynkin) there are vectors α ≥ 0 such that q(α) < 0 and (α, ǫj) ≤ 0
for all j.
For an extended Dynkin graph G a vertex j is called extending if δj = 1.
The graph obtained by deleting extending vertex is the corresponding Dynkin
graph. The set of roots is ∆ = {α ∈ VG|αi ∈ Z for all i ∈ Gv , α 6= 0, q(α) ≤
1}. A root α is real if q(α) = 1 and imaginary if q(α) = 0. Every root is either
positive or negative, i.e. all coordinates are simultaneously non-negative or
non-positive.
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Definition 1.
1. Root d satisfying (1.21)-(1.22) will be called non-degenerate.
2. Root d is called regular if ct(d) ∈ V +G for every t ∈ Z and singular
otherwise. Here c =
◦
c
•
c is a Coxeter transformation.
The definition of regular and singular roots are due to Gelfand and Pono-
marev [4].
By proposition [4, Proposition 1.6] for any extended Dynkin graph G root
v is regular if and only if and only if LG(v) = 0 where
LG(v) =
∑
g∈
•
G
ugvg −
∑
h∈
◦
G
uhvh
and δG = (ug)g is the minimal imaginary root. The root w is singular if
and only if it belongs to the orbit of some coordinate vector εj under the
action of the group generated by Coxeter transformations
•
c and
◦
c see [4,
Proposition 1.4].
Since by [4, Lemma 1.2] for every x ∈ Vg, LG(•c(v)) = LG(◦c(v)) = −LG(v)
the above mentioned characterization of the regular root implies that the set
of all regular roots ∆reg is invariant with respect to Coxeter maps
◦
c and
•
c.
For our classification purposes we will need the following fact [1, p.18]:
Proposition 1. For an extended Dynkin graph the set ∆ ∪ {0}/Zδ is finite.
Moreover, if e is an extending vertex then the set ∆f = {α ∈ ∆∪{0}|αe = 0}
is a complete set of representatives of the cosets from ∆ ∪ {0}/Zδ.
If α is a root then α+ δ is again a root.
Definition 2. We call the coset α + δZ the δ-series and the coset α + 2δZ
the 2δ-series. If α is a root then its images under the action of the group
generated by
◦
c and
•
c will be called a Coxeter series or C-series for short.
As a result of calculations presented in the tables at the end of the paper
we have that C-series of any singular root decomposes into a finite number of
δ-series or 2δ-series of roots.
Note that to find formulas of the locally-scalar representations of a given
extended Dynkin graph we need to consider two principally different cases:
the case when the vector of generalized dimension is a real root and the case
when it is an imaginary root. In the letter case the vector of parameters χ
must satisfy a certain linear relation which is obtained by taking traces from
the both sides of the equation A1 + . . . + An = γI. Hence χ must belong
to a certain hyperplane hG which depends only on the graph G. A simple
calculation using (1.2)-(1.18) yields that for extended Dynkin graphs D˜4, E˜6,
E˜7, E˜8 these hyperplanes are the following:
D˜4: α1 + β1 + δ1 + η1 = 2γ
E˜6: α1 + α2 + β1 + β2 + δ1 + δ2 = 3γ
E˜7: α1 + α2 + α3 + β1 + β2 + β3 + 2δ1 = 4γ
E˜8: α1 + α2 + α3 + α4 + 2(β1 + β2) + 3δ1 = 6γ
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It is know (see [16]) that in case χ ∈ hG the dimension of any irreducible
representation is bounded (by 2 for D˜4, by 3 for E˜6, by 4 for E˜7 and by 6 for
E˜8). Thus in case χ ∈ hG we can describe the set of admissible parameters
χ using Horn’s inequalities. In case χ 6∈ hG the dimension of any irreducible
locally-scalar representation is a real root. We will show that only singular
roots can occur. First we need some definitions from [14]. To avoid conflict
of terminology we will call vector χ = (α
(1)
1 , . . . , α
(1)
m1 ; . . . ;α
(n)
1 , . . . , α
(n)
mn) a
reduced character of the graph. Clearly the character is obtained from reduced
character by appending γ.
We will recall below the formulas for the action of the Coxeter functors on
the characters. Recall that S and T are the Coxeter functors defined in the
previous section. Then S : RepAG,χ,λ → RepAG,χ′,λ′ and T : RepAG,χ,λ →
RepAG,χ′′,λ, where
χ′ = (α
(1)
1 − α(1)0 , α(1)1 − α(1)m1 , . . . , α
(1)
1 − α(1)2 ; . . . ;α(n)1 − α(n)0 , α(n)1 − α(n)mn ,
. . . , α
(n)
1 − α(n)2 ),
λ′ = α
(1)
1 + · · ·+ α(n)1 − λ,
χ′′ = (λ− α(1)m1 , . . . , λ− α
(1)
1 ; . . . ;λ− α(n)mn , . . . , λ− α
(n)
1 ).
The action of these functors on ∗-representations gives rise to the action on
pairs, S : (χ, λ) 7→ (χ′, λ′), T : (χ, λ) 7→ (χ′′, λ).
Let χ be a reduced character on the graph G,
χ = (α
(1)
1 , . . . , α
(1)
m1
; . . . ;α
(n)
1 , . . . , α
(n)
m1
), (2.1)
0 < α(l)ml < · · · < α
(l)
1 , l = 1, . . . , n.
The following notion of invariant functional was introduced in [14]. Let ω(·)
be a linear functional, which takes non-negative values on reduced characters.
Definition 3. We say that ω(·) is invariant with respect to the functor TS,
if
TS(χ, ω(χ)) = (χ˜, ω(χ˜))
for any reduced character χ on Γ.
If G is an extended Dynkin Graph then there exists unique invariant func-
tional:
— for D˜4, ω(α;β; γ; δ) =
1
2(α + β + γ + δ);
— for E˜6, ω(α1, α2;β1, β2; γ1, γ2) =
1
3(α1 + α2 + β1 + β2 + γ1 + γ2);
— For E˜7, ω(α1, α2, α3;β1, β2, β3; γ) =
1
4(α1+α2+α3+β1+β2+β3+2γ);
— for E˜8, ω(α1, α2, α3, α4, α5;β1, β2; γ) =
1
6(α1+α2+α3+α4+α5+2β1+
2β2 + 3γ).
Note that the equation λ = ω(χ) defines the hyperplane hG.
Theorem 1. Let π be an irreducible non-degenerate ∗-representation of the
algebra AG,χ,λ associated with an extended Dynkin graph G and π̂ be the corre-
sponding locally-scalar representation of the graph G. Then either generalized
dimension d of π̂ is a singular root or (χ, λ) ∈ hG.
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Proof. Let π be irreducible non-degenerate representation of AG,χ,λ and πˆ =
Φ(π) be the corresponding locally-scalar representation of G. Then the vector
of generalized dimension d of πˆ is non-degenerate. Suppose that d is regular.
Assume that λ < ω(χ). By the proof of Theorem 3 in [14] there exists positive
integer n s.t. representation πn = (ST )
n(π) corresponds to a proper subgraph
and thus Φ(πn) is not non-degenerate. Hence its generalized dimension is a
singular root. Since the generalized dimension of Φ(πn) and d clearly belong
to the same C-series by invariance of the set of singular (regular) roots with
respect to Coxeter maps we have that Φ(πn) must be singular. This contra-
diction proves that λ ≥ ω(χ). If λ > ω(χ) we can apply functor S to π and
get representation π′ corresponding to a pair (χ′, λ′) with λ′ < ω(χ′). The
vector of generalized dimension of Φ(π′) is non-degenerate and regular and by
the first part of the proof we get a contradiction. Thus λ = ω(χ) and hence
(χ, λ) ∈ hG.
Lemma 1. The following statements hold
1. The minimal dimension of the non-degenerate locally-scalar representa-
tion of an extended Dynkin graph with vector of generalized dimension
being regular root is not less than
–For D˜4, 3;
–For E˜6, 4;
–For E˜7, 5;
–For E˜8, 7.
2. There is no irreducible non-degenerate representation of AG,χ for χ ∈ hG
in dimension Mdw where w is a real regular root for any extended Dynkin
graph G.
3. There are no irreducible non-degenerate ∗-representations of the algebra
AG,χ of generalized dimension Mdw where w is a real regular root.
Proof. For any root v denote by ng(v) the non-degenerate root of the form
v + kδ with minimal possible integer k ≥ 0 (it is clear that such k exists).
Note that if v is non-degenerate then clearly the same is true for v + kδ for
any k ≥ 0. It is also clear that any non-degenerate regular v belongs to
ng(∆reg ∩∆f ) + Z+δ.
Using the tables 7-9 of the regular roots belonging to ∆reg ∩∆f and com-
puting ng(v) for all v ∈ ∆reg ∩ ∆f . We obtain a final sets of roots for each
extended Dynkin graph G and the minimum of the last coordinates of these
vectors will be 3, 4, 5, 7 for G = D˜4, E˜6, E˜7, E˜8 correspondingly which proves
the first statement.
To prove the second one recall that AG,χ is F2n-algebra for any χ ∈ hG
with n = 4 for D˜4, n = 9 for E˜6, n = 16 for E˜7 and n = 36 for E˜8 (see [11,
Theorem 3]). Hence the maximal dimension of the irreducible representation
of AG,χ is 2 for D˜4, 3 for E˜6, 4 for E˜7 and 6 for E˜8. Since the dimension of
the algebra representation is the same as the dimension of the corresponding
locally-scalar representation of the graph the second claim follows from the
first one.
For χ 6∈ hG the third claim follows from Theorem 1. For χ ∈ hG the claim
follows from the second claim.
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For a vector v = (v0, . . . , vn) and 0 ≤ s ≤ n we will write v ≥s 0 if vj > 0
for all j 6= s and vs = 0.
The equivalence functor Φ assigns to every representation π ∈ AG,χ of gen-
eralized dimension (l1, . . . , ln) a unique locally-scalar representation of graph
G with a character (x1, . . . , xn, x0) and dimension (v1, . . . , vn, v0). LetMf de-
note the transition matrix which transform the vector χ to (x1, . . . , xn, x0), i.e.
Mfχ
t = (x1, . . . , xn, x0)
t (where vt denote the transposed vector v). LetMd be
the transition matrix which transforms generalized dimension (v1, . . . , vn, v0)
of a graph representation to generalized dimension (l1, . . . , ln) of the corre-
sponding algebra representation, i.e. Md(v1, . . . , vn, v0)
t = (l1, . . . , ln)
t. Fur-
ther we will omit t superscript and write Mfv instead of Mfv
t.
In the following theorem we present the general form of a solution of Spec-
tral problem for extended Dynkin graphs. In a subsequent sections we present
an explicit solution separately for each graph.
Theorem 2. Let G be an extended Dynkin graph and π be a non-degenerate
irreducible ∗-representation in a generalized dimension v of AG,χ for some
character χ. Then one of two possibilities holds
• χ ∈ hG and d = Mdδ where δ is the minimal imaginary root of the root
system associated with G.
• There k and t such that
•
c
(k)
d Mfχ ≥t 0, (2.2)
•
ck(M
−1
d v) = et, (2.3)
or
◦
c
(k)
d Mfχ ≥t 0, (2.4)
◦
ck(M
−1
d v) = et. (2.5)
(depending on the parity of k + t). Moreover, systems of inequalities
(2.6), (2.7) are necessary and sufficient conditions for the existence of
representation of AG,χ in dimension v.
Proof. By Theorem 1 and Lemma 1 vector v is of the form Mdw where w is
either minimal imaginary root δ or w is a singular root. If Π ∈ Rep(G,w, ξ) is
a locally-scalar representation of a graph G with w being a singular root then
et =
•
ck(w) or et =
◦
ck(w) for some positive integer k and a coordinate vector
et. Thus there is a locally-scalar representation Π
′ ∈ Rep(G, et, ξ′) such that
applying corresponding sequence of Coxeter functors . . .
◦
F
•
F or . . .
•
F
◦
F to Π′ we
obtain Π and hence w belong to C-orbit of et and
•
c
(k)
d (ξ) = ξ
′ or
◦
c
(k)
d (ξ) = ξ
′.
Thus the necessary and sufficient conditions on ξ for the representation Π to
exist can be written as inequalities
•
c
(k)
d (ξ) ≥t 0, (2.6)
or
◦
c
(k)
d (ξ) ≥t 0, (2.7)
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Let Ct denote the C-series of et. It can be checked by direct computations
that for each extended Dynkin graph every C-series is a union of finite number
of δ-series or 2δ-series of roots, i.e. Ct = (v0 + ǫδZ) ∪ . . . ∪ (vm + ǫδZ) where
ǫ ∈ {1, 2} and ◦c(v2r) = v2r+1, •c(v2r−1) = v2r (or •c(v2r) = v2r+1, ◦c(v2r−1) =
v2r). We have presented this finite sequences (v0, . . . , vm) in the tables at
the end of the paper. Elements of C-series can be written then as wk =
vk mod (m+1) + ǫ[
k
m+1 ]δ where [x] denote the integer part of x.
Then the generalized dimension l of the irreducible representation π ∈
RepAG,χ is of the formMdw where w in a non-degenerate root of root system
associated with graph G and conditions (2.6), (2.7) give the following neces-
sary and sufficient conditions on χ of existence of representation in dimension
l:
•
c
(k)
d Mfχ ≥t 0
or
◦
c
(k)
d Mfχ ≥t 0.
Let t be the minimal number such that wt is non-degenerate then wl
is also non-degenerate for all l > t. We will denote by Dj,t the matrix
which transform the character of a locally-scalar graph representation with
dimension wt to the one with dimension ej , i.e. Dj,k(x1, x2, . . . , xn, x0)
t =
(x′1, x
′
2, . . . , x
′
7, x
′
0)
t where (x′1, x
′
2, . . . , x
′
7, x
′
0) obtained from (x1, x2, . . ., x7, x0)
by applying the corresponding sequence of Coxeter maps that transform vk to
ej.
The explicit results of the computations of C-series, matrices Mf , Md etc.
are gathered in the tables in Appendix. In the following sections we present
explicit answer to the Spectral problem for each extended Dynkin graphs
separately.
3 Representations of A
D˜4,χ
.
The parameters χ = (α, β, ξ, δ, γ) of the algebra A eD4,χ and the vector of
generalized dimension n = (n1, . . . , n4, n0) will be plotted on the associated
graph according to the following picture:
D˜4
✉
✉ ❡ ✉
✉
α γ β
δ
ξ
n1 n0 n2
n3
n4
The category of non-degenerate ∗-representations of A eD4,χ is equivalent to
the category of non-degenerate locally-scalar representations of the graph D˜4
with the character and generalized dimension given on the following picture:
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D˜4
✉
✉ ❡ ✉
✉
α γ β
δ
ξ
d1 d0 d2
d3
d4
Obviously the transition matrixMf such thatMf (χ) = (x1, x2, . . . , x4, x0)
and the transition matrixMd such thatMd(d1, . . . , d4, d0)
T = (n1, . . . , n4, n0)
T
are identity matrices.
For Π ∈ Rep(G, d, f) with sincere d the Coxeter map
•
C
◦
C transform char-
acter x = (x1, . . . , x4, x0) by multiplying from the left the vector-column x on
the matrix Mc =
(
−1 0 0 0 1
0 −1 0 0 1
0 0 −1 0 1
0 0 0 −1 1
−1 −1 −1 −1 3
)
.
It is easy to check that the Jordan form of Mc is
J = (−1)⊕ (−1)⊕ (−1)⊕ J2(1),
where
J2(1) =
(
1 1
0 1
)
.
Specializing Theorem 2 to the case G = D˜4 we get Theorem 3 below.
In view of the symmetry of the graph D˜4 the C-series and δ-series of the
coordinate vectors corresponding to vertices 2, 3, 4 differ from the C-series and
δ-series of the coordinate vector corresponding to vertex 1 by corresponding
transpositions τ1 = (1, 2), τ2 = (1, 3), τ3 = (1, 4) of coordinates. We will write
τv to denote vector obtained by permuting coordinates of vector v according
to permutations τ . Only the C-series of the roots (1, 0, 0, 0, 0) and (0, 0, 0, 0, 1)
are listed in the appendix. The rest of C-series can be obtained by applying
permutations from the set {(1, 2), (1, 3), (1, 4)}. The notation u ≥t v used in
theorem below has been introduced before Theorem 2.
Vectors d
(t)
1 , d
(t)
2 , . . . , represent roots from the C-series of coordinate vector
εt corresponding to the vertex t of the graph listed in the same order they
appear in the orbit of the Coxeter transformation c. Number kt denotes the
minimal number of Coxeter transformations
•
c and
◦
c necessary to apply (in
alternating order) to get from coordinate vector εt to a non-degenerate root.
Theorem 3. Let d
(t)
k = v
(t)
k mod mt
+[ k
mt
]δ for k ≥ kt and t ∈ {0, 1}. Here v(t)s
is the s-th vector in the set Ct from Table 7, mt = |Ct| and k1 = 5, k0 = 2.
If the vector χ 6∈ h eD4 , i.e. χ does not satisfy α1 + β1 + δ1 + η1 = 2γ
then the algebra A eD4,χ has an irreducible non-degenerate representation in a
generalized dimensions v if and only if two conditions holds
1. for some t ∈ {0, 1}, k ≥ kt and a permutation τ ∈ {e, (1, 2), (1, 3), (1, 4)}
(τ is identity e if t = 0),
v = τMdd
(t)
k .
2.
At,kτχ ≥t 0
where the matrix At,k is taken from Table 7.
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The permutation τ and numbers t and k are determined uniquely. The irre-
ducible representation of the algebra A eD4,χ corresponding to the above gener-
alized dimension and χ is unique.
If χ satisfies the equation α1 + β1 + δ1 + η1 = 2γ then irreducible non-
degenerate representations of A eD4,χ may exist only in the generalized dimen-
sion δalg(D˜4). They exist if and only if χ satisfies inequalities H eD4 from
Table 7.
4 Representations of A
E˜6,χ
.
The parameters χ = (α1, α2, β1, β2, δ1, δ2, γ) of the algebra A eE6,χ and the
vector of generalized dimension d = (d1, . . . , d6, d0) will be plotted on the
associated graph according to the following picture:
E˜6 algebra
✉
✉ ❡ ✉ ❡ ✉
❡
α2 α1 γ β1 β2
n1 n2 n0 n4 n3
δ1
δ2
n6
n5
The category of non-degenerate ∗-representations of A eE6,χ is equivalent to the
category of non-degenerate locally-scalar representations of the graph E˜6 with
the character and generalized dimension given on the following picture:
E˜6 graph
✉
✉ ❡ ✉ ❡ ✉
❡
α1 − α2 α1 γ β1 β1 − β2
n2 n1 + n2 n0 n3 + n4 n4
δ1
δ1 − δ2
n5
n5 + n6
It is easy to see that transition matrixMf such thatMf (χ) = (x1, x2, . . . , x6, x0)
is block-diagonal
Mf = T6,1 ⊕ T6,1 ⊕ T6,1 ⊕ 1,
where
T6,1 =
(
1 −1
1 0
)
.
The transition matrix Md such that Md(d1, . . . , d6, d0)
T = (n1, . . . , n6, n0)
T is
also block-diagonal
M−1d = T6,2 ⊕ T6,2 ⊕ T6,2 ⊕ 1,
where
T6,2 =
(
0 1
1 1
)
.
For Π ∈ Rep(G, d, f) with sincere d the Coxeter map
•
C
◦
C transform char-
acter x = (x1, . . . , x7, x0) by multiplying from the left the vector-column x on
the matrix Mc = SJS
−1 where the Jordan form
J = (−1)⊕ J2(1)⊕ z ⊕ z ⊕ z ⊕ z,
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where
J2(1) =
(
1 1
0 1
)
,
and z = 1/2(−1 − i√3).
Specializing Theorem 2 to the case G = E˜6 we get Theorem 4 below. In
view of the symmetry of the graph E˜6 the C-series and δ-series of the co-
ordinate vectors corresponding to vertices 3 and 5 differ from the C-series
and δ-series of the coordinate vector corresponding to vertex 1 by a trans-
position of coordinates from the set {(1, 4), (1, 5)}; orbits of the coordinate
vectors corresponding to vertices 4, 6 differ from the C-series and δ-series of
the coordinate vector corresponding to vertex 2 by a transposition of coordi-
nates from the set {(2, 4), (2, 6)}. We will write τv to denote vector obtained
by permuting coordinates of vector v according to permutations τ . Only the
C-series of the roots (1, 0, 0, 0, 0, 0, 0), (0, 1, 0, 0, 0, 0, 0) and (0, 0, 0, 0, 0, 0, 1)
are listed in the appendix. The rest of C-series can be obtained by applying
corresponding permutations. The notation u ≥t v used in theorem below has
been introduced before Theorem 2.
Vectors d
(t)
1 , d
(t)
2 , . . . , represent roots from the C-series of coordinate vector
εt corresponding to the vertex t of the graph listed in the same order they
appear in the orbit of the Coxeter transformation c. Number kt denotes the
minimal number of the Coxeter transformations
•
c and
◦
c necessary to apply (in
alternating order) to get from coordinate vector εt to a non-degenerate root.
Theorem 4. Put d
(t)
k = v
(t)
k mod mt
+ [ k
mt
]δ for k ≥ kt and t ∈ {0, 1, 2}. Here
v
(t)
s is the s-th vector in the set Ct from Table 8, mt = |Ct| and k0 = 4,
k1 = 14, k2 = 7.
If the vector χ 6∈ h eE6 , i.e χ does not satisfy the equation
α1 + α2 + β1 + β2 + δ1 + δ2 = 3γ (4.1)
then the algebra A eE6,χ has an irreducible non-degenerate representation in a
generalized dimensions v if and only if two conditions hold
1. for some t ∈ {0, 1, 2} and some k ≥ kt
v = τMdd
(t)
k
where permutation τ ∈ {e, (1, 3), (1, 5), (2, 4), (2, 6)} and τ = e if t = 0.
2.
At,kτχ ≥t 0
where the matrix At,k is taken from Table 8.
The permutation τ and numbers t and k are determined uniquely. The irre-
ducible representation of the algebra A eE6,χ corresponding to the above gener-
alized dimension and χ is unique.
If χ satisfies (4.1) then irreducible non-degenerate representations of A eE6,χ
may exist only in the generalized dimension δalg(E6). They exist if and only
if χ satisfies conditions H eE6 from Table 8.
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5 Representations of A
E˜7,χ
.
The parameters χ = (α1, α2, α3, β1, β2, β3, δ, γ) of the algebra A eE7,χ and the
vector of generalized dimension d = (d0, d1, . . . , d7) will be plotted on the
associated graph according to the following picture:
E˜7 algebra
✉ ❡ ✉ ❡ ✉ ❡ ✉
✉
α3 α2 α1 γ β1 β2 β3
n1 n2 n3 n0 n6 n5 n4
δn7
The category of non-degenerate ∗-representations of A eE7,χ is equivalent to the
category of non-degenerate locally-scalar representations of the graph E˜7 with
the character and generalized dimension given on the following picture:
E˜7 graph
✉ ❡ ✉ ❡ ✉ ❡ ✉
✉
α2 − α3 α1 − α3 α1 γ β1 β1 − β3 β2 − β3
n2 n2 + n3 n1+ n0 n4+ n5 + n6 n5
n2 + n3 +n5 + n6
δn7
It is easy to see that transition matrixMf such thatMf (χ) = (x1, x2, . . . , x7, x0)
is block-diagonal
Mf = diag (T1, T1, 1, 1),
where
T1 =
 0 1 −11 0 −1
1 0 0
 .
The transition matrix Md such that Md(d0, d1, . . . , d7)
T = (n0, n1, . . . , n7)
T is
also block-diagonal
M−1d = diag (T2, T2, 1),
where
T2 =
 0 1 00 1 1
1 1 1
 .
For Π ∈ Rep(G, d, f) with sincere d the Coxeter map
•
C
◦
C transform char-
acter x = (x1, . . . , x7, x0) by multiplying from the left the vector-column x on
the matrix Mc = SJS
−1 where the Jordan form
J = diag (−1,−1, J2(1),−i, i, 1/2(−1 − i
√
3), 1/2(−1 + i
√
3)),
where
J2(1) =
(
1 1
0 1
)
.
Specializing Theorem 2 to the case G = E˜7 we get Theorem 5 below. In
view of the symmetry of the graph E˜7 the C-series and δ-series of the coor-
dinate vector corresponding to vertex 4 differ from the C-series and δ-series
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of the coordinate vector corresponding to vertex 1 by the transposition of co-
ordinates τ1 = (1, 4); the orbit of the coordinate vector corresponding to 5
differ from the C-series and δ-series of the coordinate vector corresponding to
vertex 2 by a transposition of coordinates τ2 = (2, 5); the orbit of the coor-
dinate vector corresponding to 6 differs from the C-series and δ-series of the
coordinate vector corresponding to vertex 3 by a transposition of coordinates
τ3 = (3, 6). We will write τv to denote vector obtained by permuting coordi-
nates of vector v according to permutations τ . Only the C-series of the roots
(1, 0, 0, 0, 0, 0, 0, 0), (0, 1, 0, 0, 0, 0, 0, 0), (0, 0, 1, 0, 0, 0, 0, 0), (0, 0, 0, 0, 0, 0, 0, 1)
are listed in the appendix. The rest of C-series can be obtained by applying
corresponding permutations. The notation u ≥t v used in theorem below has
been introduced before Theorem 2.
Vectors d
(t)
1 , d
(t)
2 , . . . represent roots from the C-series of coordinate vector
εt corresponding to the vertex t of the graph listed in the same order they
appear in the orbit of the Coxeter transformation c. Number kt denotes the
minimal number of the Coxeter transformations
•
c and
◦
c necessary to apply (in
alternating order) to get from coordinate vector εt to a non-degenerate root.
Theorem 5. Put d
(t)
k = v
(t)
k mod mt
+ ǫt[
k
mt
]δ for k ≥ kt and t ∈ {0, 1, 2, 3, 7, 8}
where v
(t)
s is the s-th vector in the set Ct from Table 9, mt = |Ct| and k0 = 4,
k1 = 27, k2 = 14, k3 = 9, k7 = 11, k8 = 6, ǫj = 1 if j 6∈ {2, 5} and ǫ2 = ǫ5 = 2.
If the vector χ 6∈ h eE7 , i.e χ does not satisfy the equation
α1 + α2 + α3 + β1 + β2 + β3 + 2δ1 = 4γ (5.1)
then the algebra A eE7,χ has an irreducible non-degenerate representation in a
generalized dimensions v if and only if two conditions hold
1. for some t ∈ {0, 1, 2} and some k ≥ kt
v = τMdd
(t)
k
where transposition τ ∈ {e, (1, 4), (2, 5), (3, 6)} and τ = e if t = 0,
2.
At,kτχ ≥t 0
where the matrix At,k is taken from Table 9.
The permutation τ and numbers t and k are determined uniquely. The
irreducible representation of the algebra A eE7,χ corresponding to the above gen-
eralized dimension and χ is unique.
If χ satisfies (5.1) then irreducible non-degenerate representations of A eE7,χ
may exist only in the generalized dimension δalg(E˜7). They exist if and only
if χ satisfies conditions H eE7 from Table 9.
6 Representations of A
E˜8,χ
.
The parameters χ = (α1, α2, α3, α4, α5, β1, β2, δ, γ) of the algebra A eE8,χ and
the vector of generalized dimension d = (d1, . . . , d8, d0) will be plotted on the
associated graph according to the following picture:
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E˜8 algebra
✇ ❣ ✇ ❣ ✇ ❣ ✇ ❣
✇
α5 α4 α3 α2 α1 γ β1 β2
n1 n2 n3 n4 n5 n0 n7 n6
δn8
The category of non-degenerate ∗-representations of A eE8,χ is equivalent to the
category of non-degenerate locally-scalar representations of the graph E˜8 with
the character and generalized dimension given on the following picture:
E˜8 graph
✇ ❣ ✇ ❣ ✇ ❣ ✇ ❣
✇
α3 − α4 α2 − α4 α2 − α5 α1 − α5 α1 γ β1 β1 − β2
n3 n3 + n4 n2 + n3 n2 + n3 n1 + n2 n0 n6 + n7 n7
+n4 +n4+ +n3+
n5 n4 + n5
δn8
It is easy to see that transition matrixMf such thatMf (χ) = (x1, x2, . . . , x8, x0)
is block-diagonal
Mf = diag (T2, T3, 1, 1),
where
T2 =

0 0 1 −1 0
0 1 0 −1 0
0 1 0 0 −1
1 0 0 0 −1
1 0 0 0 0
 , T3 =
(
1 −1
1 0
)
.
The transition matrix Md such that Md(d1, . . . , d8, d0)
T = (n1, . . . , n8, n0)
T is
also block-diagonal
M−1d = diag (T4, T5, 1, 1),
where
T4 =

0 0 1 0 0
0 0 1 1 0
0 1 1 1 0
0 1 1 1 1
1 1 1 1 1
 , T5 =
(
0 1
1 1
)
.
For Π ∈ Rep(G, d, f) with sincere d the Coxeter map
•
C
◦
C transform char-
acter x = (x1, . . . , x7, x0) by multiplying from the left the vector-column x on
the matrix Mc = SJS
−1 where the Jordan form
J = diag (−1, J2(1), 1/2(−1 − i
√
3), 1/2(−1 + i
√
3), ζ, ζ2, ζ3, ζ4),
where
J2(1) =
(
1 1
0 1
)
,
and ζ is a prime root of unity of degree 5
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Specializing Theorem 2 to the case G = E˜8 we get Theorem 6 below. The
notation u ≥t v used in theorem below has been introduced before Theorem 2.
Vectors d
(t)
1 , d
(t)
2 , . . . represent roots from the C-series of coordinate vector
εt corresponding to the vertex t of the graph listed in the same order they
appear in the orbit of the Coxeter transformation c. Number kt denotes the
minimal number of the Coxeter transformations
•
c and
◦
c necessary to apply (in
alternating order) to get from coordinate vector εt to a non-degenerate root,
i.e. all vectors d
(t)
k are non-degenerate for k ≥ kt and degenerate otherwise.
Theorem 6. Put d
(t)
k = v
(t)
k mod mt
+ ǫt[
k
mt
]δ for k ≥ kt and t ∈ {0, 1, . . . , 8}.
Here v
(t)
s is the s-th vector in the set Ct from Table 10, mt = |Ct| and
(k0, . . . , k8) = (10, 65, 34, 23, 14, 13, 28, 17, 19), ǫj = 1 if j 6∈ {4, 7} and ǫ4 =
ǫ7 = 2.
If the vector χ 6∈ h eE8 , i.e. χ does not satisfy the equation
α1 + α2 + α3 + α4 + 2(β1 + β2) + 3δ1 = 6γ (6.1)
then the algebra A eE8,χ has an irreducible non-degenerate representation in a
generalized dimensions v if and only if two conditions hold
1. for some t ∈ {0, 1, . . . , 8} and some k ≥ kt
v =Mdd
(t)
k ,
2. At,kχ ≥t 0 where the matrix At,k is taken from Table 10.
The permutation τ and numbers t and k are determined uniquely. The
irreducible representation of the algebra A eE8,χ corresponding to the above gen-
eralized dimension and χ is unique.
If χ satisfies (6.1) then irreducible non-degenerate representations of A eE8,χ
may exist only in the generalized dimension δalg(E˜8). They exist if and only
if χ satisfies conditions H eE8 from Table 10.
Appendix: Tables.
Below we present tables 7-10 for extended Dynkin graphs D˜4, E˜6, E˜7, E˜8
correspondingly.
For easy referencing we recall some notations from the paper used in the
tables.
The set of roots ∆G of graph G is a disjoint union ∆reg ∪∆sing of the sets
of regular and singular roots. Each of the sets ∆reg and ∆sing are union of
elements of δ-series (cosets in ∆/δZ). Here δ = δG is a minimal imaginary
root. The set of representatives ∆f of all δ-series is a finite set. We present
in tables the sets ∆reg ∩∆f .
The set ∆sing is a union of finite number of C-series (orbits under the
action of the group generated by Coxeter transformations
•
c and
◦
c) let us
denote these C-series by C1, . . . , Cm (each Cj corresponds to j-vertex of the
graph). We present in the tables the finite sets Cj of representatives of δ-series
comprising Cj. The reader should bear in mind that the set Cj is a “part” of
the orbit of coordinate vector εj rather then the intersection Cj ∩∆f .
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Matrices Aj,k define linear inequalities on the coordinates of a vector χ
which are necessary and sufficient conditions for ∗-algebra AG,χ to have a
representation in generalized dimension d
(j)
k (see Theorems 3-6).
In the following tables coordinates of the root vectors (v1, . . . , vn, v0) cor-
respond to the enumeration of vertices shown on the pictures in sections 3-6.
We will omit the parentheses and commas in the vectors to shorten notations.
If a coordinate is not a decimal digit it will be put in parentheses.
7 Table. C-orbits and matrices Ai,j for D˜4.
1. ∆ consists of 25 δ-orbits.
2. ∆ is a union of 5 C-series consisting of singular roots and 7 δ-series of
regular roots. ∆f ∩∆reg =
± {10011, 10101, 11001, 00111,
01011, 01101}.
3. C1 : 10000, 10001, 01111, 01112.
◦
Cv0 = v1, . . . ,
•
Cv3 = v0 + δ.
4. C0 : 00001, 11111.
•
Cv0 = v1,
◦
Cv1 = v0 + δ.
5.
A1,k = A0,k =
D1,5
{
Cs−3
•
CMf if k = 2s
Cs−3Mf if k = 2s− 1
, D0,2
{
Cs−1Mf if k = 2s
Cs−1
•
CMf if k = 2s+ 1
;
D1,5 = D0,2 =(
−2 −1 −1 −1 3
−1 0 −1 −1 2
−1 −1 0 −1 2
−1 −1 −1 0 2
−3 −1 −1 −1 4
)
,
(
−1 0 0 0 1
0 −1 0 0 1
0 0 −1 0 1
0 0 0 −1 1
−1 −1 −1 −1 3
)
;
6. δalg(D˜4) = (1, 1, 1, 1; 2).
Hyperplane conditions H eD4 :
α+ β + ξ > γ, α+ ξ + δ > γ, α + β + δ > γ, β + ξ + δ > γ.
8 Table. C-orbits and matrices Ai,j for E˜6.
1. ∆ consists of 73 δ-orbits.
2. ∆ is a union of 7 C-series consisting of singular roots and 15 δ-series of
regular roots. ∆f ∩∆reg =
± {0001111, 0011011, 0100111, 0101012, 0111001,
0111122, 0112112}.
.
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3. C1 :
1000000, 1100000, 0100001, 0001011, 0011111, 0111111,
1101012, 1201012, 1211112, 1112122, 0112123, 0212123.
◦
Cv0 = v1, . . . ,
•
Cv11 = v0 + δ.
4. C2 :
0100000, 1100001, 1101011, 0111112, 0112122, 1112123.
•
Cv0 = v1, . . . ,
◦
Cv5 = v0 + δ.
5. C0 :
0000001, 0101011, 1111112, 1212122.
◦
Cv0 = v1, . . . ,
•
Cv3 = v0 + δ
6.
A1,k = A2,k =
D1,14
{
Cs−7Mf if k = 2s
Cs−7
•
CMf if k = 2s+ 1
, D2,7
{
C4−s
◦
CMf if k = 2s,
C4−sMf if k = 2s− 1.
;
A0,k = D0,4
{
C2−sMf if k = 2s
C2−s
◦
CMf if k = 2s + 1
D1,14 = D2,7 =
1 −3 1 −2 1 −2 4
2 −5 2 −3 2 −3 6
1 −2 0 −1 1 −2 3
1 −4 1 −3 2 −3 6
1 −2 1 −2 0 −1 3
1 −4 2 −3 1 −3 6
2 −7 2 −4 2 −4 9
,

1 −1 0 −1 0 −1 2
2 −3 1 −2 1 −2 4
1 −1 0 0 1 −1 1
1 −2 1 −1 1 −2 3
1 −1 1 −1 0 0 1
1 −2 1 −2 1 −1 3
2 −4 1 −2 1 −2 5
;
D0,4 =

0 −1 0 0 0 0 1
0 −1 1 −1 1 −1 2
0 0 0 −1 0 0 1
1 −1 0 −1 1 −1 2
0 0 0 0 0 −1 1
1 −1 1 −1 0 −1 2
1 −2 1 −2 1 −2 4

7. δalg(E˜6) = (1, 1; 1, 1; 1, 1; 3).
Hyperplane conditions H eE6 :
α1 + β1 > γ,α1 + β2 + δ2 > γ,α1 + δ1 > γ,α2 + β1 + δ2 > γ,
α2 + β2 + δ1 > γ, β1 + δ1 > γ,α1 + α2 + β1 + β2 + δ2 > 2γ,
α1 + α2 + β1 + δ1 > 2γ, α1 + α2 + β2 + δ1 + δ2 > 2γ, α1 + β1 + β2 + δ1 > 2γ,
α1 + β1 + δ1 + δ2 > 2γ, α2 + β1 + β2 + δ1 + δ2 > 2γ.
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9 Table. C-orbits and matrices Ai,j for E˜7.
1. ∆ consists of 63 δ-orbits.
2. ∆ is a union of 7 C-series consisting of singular roots and 21 δ-series of
regular roots. ∆f ∩∆reg =
±{00011111, 00100112, 00101101, 00112212, 01100101,
01101111, 01111212, 01201223, 01211112, 01212313}.
3. C1 :
10000000, 11000000, 01100000, 00100001, 00000111,
00001111, 00111101, 01111101, 11101111, 11100112,
01200112, 01201112, 11111212, 11112212, 01212212,
01211213, 11201223, 12201223, 12311213, 12312213,
12212323, 11212324, 01312324, 02312324.
◦
Cv0 = v1, . . . ,
•
Cv23 = v0 + δ.
4. C2 :
01000000, 11100000, 11100001, 01100111, 00101112,
00111212, 01112212, 11212212, 12211213, 12301223,
12301224, 12311324, 12313324, 12323424, 12323425,
12413435, 13412436, 23512436, 24513436, 24523536,
23524537, 13524647, 13524648, 23624648.
•
Cv0 = v1, . . . ,
◦
Cv23 = v0 + 2δ.
5. C3 :
00100000, 01100001, 11100111, 11101112, 01211212,
01212213, 11212323, 12212324.
◦
Cv0 = v1, . . . ,
•
Cv7 = v0 + δ.
6. C7 :
00000010, 00000011, 00100101, 01101101, 11111111,
11111112, 01201212, 01201213, 11211223, 12212223,
12312313, 12312314.
•
Cv0 = v1, . . . ,
◦
Cv11 = v0 + δ.
7. C0 :
00000001, 00100111, 01101112, 11211212, 12212213,
12312323.
•
Cv0 = v1, . . . ,
◦
Cv5 = v0 + δ.
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8.
A1,k = A2,k =
D1,27
{
Cs−14
•
CMf if k = 2s
Cs−14Mf if k = 2s− 1
, D2,14
{
C7−sMf if k = 2s
•
CCs−7Mf if k = 2s + 1
;
A3,k = A7,k =
D3,9
{
Cs−5
•
CMf if k = 2s
Cs−5Mf if k = 2s− 1
, D7,11
{ ◦
CCs−6Mf if k = 2s
C6−sMf if k = 2s − 1
;
A8,k = D8,6
{
Cs−3Mf if k = 2s
Cs−3
•
CMf if k = 2s + 1
D1,27 = D2,14 =
−1 2 −4 −1 2 −3 −2 5
−2 4 −7 −2 4 −5 −3 8
−2 5 −10 −2 5 −7 −5 12
−1 2 −3 −1 1 −2 −2 4
−1 3 −6 −2 3 −5 −3 8
−2 4 −9 −3 5 −7 −5 12
−2 3 −6 −1 3 −5 −3 8
−3 6 −13 −3 6 −9 −6 16
,

−1 1 −1 −1 2 −2 −1 2
−1 2 −3 −2 3 −4 −2 5
−1 3 −4 −3 4 −5 −2 6
0 0 −1 −1 1 −1 −1 2
0 1 −2 −1 2 −3 −2 4
−1 2 −3 −2 3 −5 −2 6
−1 2 −3 −1 2 −3 −1 4
−2 4 −5 −3 4 −6 −3 8
;
D3,9 = D7,11 =
1 −1 1 1 −1 2 1 −2
1 −2 3 2 −3 4 2 −4
2 −3 5 2 −4 6 4 −7
0 0 1 0 −1 2 1 −2
1 −1 3 1 −2 3 2 −4
2 −3 5 1 −3 5 3 −6
1 −2 3 1 −2 3 3 −4
3 −4 6 2 −5 7 5 −8
,

0 1 −1 −1 1 −1 0 1
−1 2 −2 −1 1 −2 −1 3
−1 2 −3 −1 2 −4 −1 5
−1 1 −1 0 1 −1 0 1
−1 1 −2 −1 2 −2 −1 3
−1 2 −4 −1 2 −3 −1 5
−1 2 −3 −1 2 −3 −1 4
−1 3 −5 −1 3 −5 −2 7
;
D8,6 =

0 0 −1 0 0 0 0 1
0 0 −1 0 1 −1 −1 2
0 1 −2 −1 2 −2 −1 3
0 0 0 0 0 −1 0 1
0 1 −1 0 0 −1 −1 2
−1 2 −2 0 1 −2 −1 3
−1 1 −1 −1 1 −1 −1 2
−1 2 −3 −1 2 −3 −2 5

δalg = (1, 1, 1, 1, 1, 1, 2; 4).
Hyperplane conditions H eE7 :
α1 + β2 > γ, δ + α1 > γ,α2 + β1 > γ, δ + α2 + β3 > γ,
δ + α3 + β2 > γ, δ + β1 > γ, δ + α1 + α2 + β2 > 2γ,
δ + α1 + α3 + β1 > 2γ, δ + α1 + α3 + β2 + β3 > 2γ, δ + α1 + β1 + β3 > 2γ,
δ + α2 + α3 + β1 + β3 > 2γ, δ + α2 + β1 + β2 > 2γ,
δ + α1 + α2 + α3 + β1 + β2 > 3γ, 2δ + α1 + α2 + α3 + β2 + β3 > 3γ,
δ + α1 + α2 + β1 + β2 + β3 > 3γ, 2δ + α1 + α2 + β1 + β3 > 3γ,
2δ + α1 + α3 + β1 + β2 > 3γ, 2δ + α2 + α3 + β1 + β2 + β3 > 3γ
10 Table. C-orbits and matrices Ai,j for E˜8.
1. ∆ consists of 241 δ-orbits.
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2. ∆ is a union of 8 C-series consisting of singular roots and 29 δ-series of
regular roots. ∆f ∩∆reg =
±{000010112, 000111111, 000121223, 001111101,
001121213, 001220112, 001232324, 011110101, 011121112,
011221212, 011231324, 012221223, 012341224, 012342425}.
3. C1 :
100000000, 110000000, 011000000, 001100000, 000110000,
000010001, 000000111, 000001111, 000011101, 000110101,
001110011, 011110011, 111110101, 111111101, 011111111,
001110112, 000120112, 000121112, 001111212, 011111212,
111121112, 111220112, 012220112, 012221112, 111221212,
111121213, 011121223, 001221223, 001231213, 011231213,
112221223, 122221223, 122231213, 112331213, 012331223,
012231224, 111231324, 111232324, 012232324, 012331324,
112341224, 122341224, 123331324, 123332324, 122342324,
112341325, 012341335, 012342335, 112342425, 122342425,
123342335, 123441335, 123451325, 123452325, 123442435,
123342436, 122352436, 112452436, 013452436, 023452436.
◦
Cv0 = v1, . . . ,
•
Cv59 = v0 + δ.
4. C2 :
010000000, 111000000, 111100000, 011110000, 001110001,
000110111, 000011112, 000011212, 000111212, 001121112,
011220112, 112220112, 122221112, 122221212, 112221213,
011231223, 001231224, 001231324, 011232324, 112232324,
122331324, 123341224, 123441224, 123441324, 123342325,
122342435, 112342436, 012352436, 012452436, 113452436.
•
Cv0 = v1, . . . ,
◦
Cv29 = v0 + δ.
5. C3 :
001000000, 011100000, 111110000, 111110001, 011110111,
001111112, 000121212, 000121213, 001121223, 011221223,
112231213, 122331213, 123331223, 123331224, 122341324,
112342325, 012342435, 012342436, 112352436, 122452436.
◦
Cv0 = v1, . . . ,
•
Cv19 = v0 + δ.
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6. C4 :
000100000, 001110000, 011110001, 111110111, 111111112,
011121212, 001221213, 001231223, 011231224, 112231324,
122332324, 123342324, 123441325, 123451335, 123452336,
123452536, 123453537, 123463547, 123562548, 124572548,
134673548, 235673648, 245673649, 245683659, 23578365(10),
13579375(10), 13579475(11), 23579486(11), 24579486(12),
2467(10)486(12).
•
Cv0 = v1, . . . ,
◦
Cv29 = v0 + 2δ.
7. C5 :
000010000, 000110001, 001110111, 011111112, 111121212,
111221213, 012231223, 012331224, 112341324, 122342325,
123342435, 123442436.
◦
Cv0 = v1, . . . ,
•
Cv11 = v0 + δ.
8. C6 :
000001000, 000001100, 000000101, 000010011, 000110011,
001110101, 011111101, 111111111, 111110112, 011120112,
001221112, 001221212, 011121213, 111121223, 111221223,
012231213, 012331213, 112331223, 122231224, 122231324,
112332324, 012342324, 012341325, 112341335, 122342335,
123342425, 123442425, 123452335, 123451336, 123451436.
•
Cv0 = v1, . . . ,
◦
Cv29 = v0 + δ.
9. C7 :
000000100, 000001101, 000011111, 000110112, 001120112,
011221112, 112221212, 122221213, 122231223, 112331224,
012341324, 012342325, 112342435, 122342436, 123352436,
123552436, 124562436, 134562437, 234562547, 234563548,
134573648, 124673649, 124683659, 13468365(10),
23568375(10), 24578475(10), 24679475(10), 24689375(11),
2468(10)376(11), 2468(10)476(12).
◦
Cv0 = v1, . . . ,
•
Cv29 = v0 + 2δ.
10. C8 :
000000010, 000000011, 000010101, 000111101, 001111111,
011110112, 111120112, 111221112, 012221212, 012221213,
111231223, 111231224, 012231324, 012332324112342324,
122341325, 123341335, 123442335, 123452425, 123452426.
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◦
Cv0 = v1, . . . ,
•
Cv19 = v0 + δ.
9. C0 :
000000001, 000010111, 000111112, 001121212, 011221213,
112231223, 122331224, 123341324, 123442325, 123452435.
•
Cv0 = v1, . . . ,
◦
Cv9 = v0 + δ.
10.
A1,k = A2,k =
D1,65
{
Cs−33
•
CMf if k = 2s
Cs−33Mf if k = 2s− 1
, D2,34
{
Cs−17Mf if k = 2s
Cs−17
•
CMf if k = 2s+ 1
;
A3,k = A4,k =
D3,23
{
Cs−12
•
CMf if k = 2s
Cs−12Mf if k = 2s− 1
, D4,14
{
Cs−7Mf if k = 2s
Cs−7
•
CMf if k = 2s + 1
;
A5,k = A6,k =
D5,13
{
Cs−7
•
CMf if k = 2s,
Cs−7Mf if k = 2s − 1.
, D6,28
{
Cs−14Mf if k = 2s
Cs−14
•
CMf if k = 2s+ 1
;
A7,k = A8,k =
D7,17
{
Cs−9
•
CMf if k = 2s,
Cs−9Mf if k = 2s − 1.
, D8,19
{
Cs−10
•
CMf if k = 2s,
Cs−10Mf if k = 2s− 1.
;
A0,k = D0,10
{
Cs−5Mf if k = 2s
Cs−5
•
CMf if k = 2s+ 1
D1,65 = D2,34 =
−1 2 −3 4 −6 2 −4 −3 7
−2 4 −6 8 −11 4 −7 −5 12
−3 6 −8 11 −16 5 −10 −8 18
−3 7 −10 14 −21 7 −14 −10 24
−4 8 −12 17 −26 9 −17 −13 30
−2 3 −5 7 −10 3 −7 −5 12
−4 7 −10 13 −20 7 −14 −10 24
−2 5 −8 10 −15 5 −10 −8 18
−5 10 −15 20 −31 10 −20 −15 36
,

−1 1 −2 3 −3 1 −2 −1 3
−1 2 −4 5 −6 2 −4 −3 7
−1 3 −6 7 −8 3 −5 −4 9
−2 4 −7 8 −10 4 −7 −5 12
−2 4 −8 10 −13 4 −8 −6 15
−1 2 −3 4 −5 1 −3 −3 6
−1 3 −6 8 −10 3 −7 −5 12
−1 2 −5 6 −7 2 −5 −4 9
−2 4 −9 12 −15 5 −10 −8 18
;
D3,23 = D4,14 =
−1 1 −1 2 −2 0 −1 −1 2
−1 2 −3 4 −4 1 −2 −2 4
−2 3 −4 5 −6 2 −4 −3 7
−3 4 −5 6 −7 3 −5 −3 8
−3 4 −6 7 −8 3 −6 −4 10
−1 2 −2 2 −3 1 −2 −2 4
−2 3 −4 5 −7 2 −4 −3 8
−1 2 −3 4 −5 2 −4 −2 6
−3 4 −6 8 −10 4 −7 −5 12
,

0 1 −1 1 −1 0 0 −1 1
−1 2 −2 2 −2 1 −1 −1 2
−1 2 −3 3 −3 1 −2 −2 4
−1 2 −3 4 −5 2 −3 −3 6
−1 2 −3 4 −6 2 −3 −3 7
0 0 −1 2 −2 1 −1 −1 2
0 1 −2 3 −4 2 −3 −2 5
−1 1 −1 2 −3 1 −2 −2 4
−1 2 −3 4 −6 3 −4 −4 8
;
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D5,13 = D6,28 =
0 0 0 1 −1 0 −1 0 1
0 1 −1 2 −2 0 −1 −1 2
−1 2 −2 3 −3 1 −2 −1 3
−1 2 −3 4 −4 1 −3 −2 5
−1 2 −3 5 −6 2 −4 −3 7
0 0 −1 2 −2 1 −1 −1 2
0 1 −2 3 −4 2 −3 −2 5
−1 1 −1 2 −3 1 −2 −2 4
−1 2 −3 5 −7 2 −4 −3 8
,

−1 1 −1 2 −2 0 −1 −1 2
−1 2 −3 4 −4 1 −2 −2 4
−1 3 −4 5 −6 1 −3 −4 7
−2 4 −5 6 −8 2 −5 −5 10
−2 4 −6 8 −11 2 −6 −6 13
−1 2 −3 4 −5 1 −3 −3 6
−1 3 −5 7 −9 2 −6 −5 11
−1 2 −4 5 −6 1 −4 −4 8
−2 4 −7 10 −13 3 −8 −8 16
;
D7,17 = D8,19 =
0 1 −1 1 −1 0 0 −1 1
−1 2 −2 2 −2 1 −1 −1 2
−1 2 −3 3 −3 1 −2 −2 4
−1 2 −3 4 −5 2 −3 −3 6
−1 3 −4 5 −7 2 −4 −3 8
0 1 −2 3 −3 1 −2 −1 3
−1 3 −4 5 −6 2 −4 −3 7
−1 2 −2 3 −4 1 −3 −2 5
−1 4 −5 6 −8 3 −6 −4 10
,

−1 1 −1 1 −1 1 −1 0 1
−1 1 −2 2 −2 1 −2 −1 3
−1 1 −2 3 −4 2 −3 −2 5
−1 2 −3 4 −6 2 −4 −2 7
−1 3 −4 5 −7 3 −6 −3 9
0 1 −2 3 −3 1 −2 −1 3
−1 2 −3 5 −6 2 −5 −2 7
−1 2 −3 4 −5 2 −4 −2 6
−2 4 −5 7 −9 3 −7 −4 11
;
D0,10 =

0 0 0 0 −1 0 0 0 1
0 0 0 0 −1 1 −1 −1 2
0 0 0 1 −2 1 −2 −1 3
0 1 −1 2 −3 1 −2 −2 4
−1 2 −2 3 −4 2 −3 −2 5
−1 1 −1 1 −1 0 −1 −1 2
−1 1 −2 3 −3 1 −2 −2 4
0 1 −2 2 −2 1 −2 −1 3
−1 2 −3 4 −5 2 −4 −3 7

11. δalg = (1, 1, 1, 1, 1, 2, 2, 3, 6).
Hyperplane conditions H eE8 :
δ+α2 > γ, δ+β1 > γ, α3+β1 > γ, 3δ+α2+α3+α4+α5+2β1+2β2 > 5γ,
δ + α1 + α5 + β1 > 2γ, α1 + β2 > γ, δ + α4 + β2 > γ, δ + α2 + α4 + β1 > 2γ,
δ+α2+β1+β2 > 2γ, 2δ+α2+α3+β1+β2 > 3γ, 2δ+α1+α4+β1+β2 > 3γ,
δ+α1+α3+α4+β1+β2 > 3γ, δ+α1+α2+α5+β1+β2 > 3γ, δ+α3+α5+β1+
β2 > 2γ, 2δ+α1+α2+α3+α5+β1+β2 > 4γ, 2δ+α2+α4+α5+β1+β2 > 3γ,
2δ + α2 + α3 + α4 + 2β1 + β2 > 4γ, 2δ + α1 + α3 + α5 + 2β1 + β2 > 4γ,
3δ+α1+α2+α4+α5+2β1+β2 > 5γ, 2δ+α1+α2+α3+α4+α5+2β1+β2 > 5γ,
2δ + α1 + α2 + α4 + β1 + 2β2 > 4γ, 3δ + α1 + α2 + α3 + α4 + β1 + 2β2 > 5γ,
2δ+α1+α3+α4+α5+β1+2β2 > 4γ, 2δ+α1+α2+α3+α5+2β1+2β2 > 5γ,
δ + α1 + α3 + β2 > 2γ
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