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TUBULAR CLUSTER ALGEBRAS I: CATEGORIFICATION
MICHAEL BAROT AND CHRISTOF GEISS
Abstract. We present a categorification of four mutation finite cluster alge-
bras by the cluster category of the category of coherent sheaves over a weighted
projective line of tubular weight type. Each of these cluster algebras which we
call tubular is associated to an elliptic root system. We show that via a clus-
ter character the cluster variables are in bijection with the positive real Schur
roots associated to the weighted projective line. In one of the four cases this is
achieved by the approach to cluster algebras of Fomin-Shapiro-Thurston using
a 2-sphere with 4 marked points whereas in the remaining cases it is done by
the approach of Geiss-Leclerc-Schro¨er using preprojective algebras.
1. Introduction
Cluster algebras were introduced around 2001 by Fomin and Zelevinsky [12] as a
tool to study questions concerning dual canonical bases and total positivity. Though
mainly combinatorial in their conception, many important questions about cluster
algebras were answered by introducing some extra structure like for example a
“categorification” [14],[9] or some Poisson geometric context [19].
Somehow simplifying, a cluster algebra A(B) of rank n with trivial coefficients
is determined by the skew symmetrizable exchange matrix B ∈ Zn×n. If B′ is
mutation equivalent [12, Def. 4.2] to B, the cluster algebra A(B′) is isomorphic to
A(B).
The cluster algebras we will study in this article are those which are given by a
matrix B whose associated diagram is one in Figure 1 (the symbol close to the
diagram denotes the associated elliptic root system, see Point (c) below). We call
these four cluster algebras tubular, due to their categorifaction by a tubular cluster
category which we discuss in the present paper.
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Figure 1. Quivers associated to some elliptic root systems
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In [13] Fomin and Zelevinsky showed that a cluster algebra A(B) is of finite type
if and only if B is mutation equivalent to the skew-symmetrization of a Cartan
matrix of finite type. Moreover, they obtained in this case a natural bijection
between the cluster variables and almost positive roots in the corresponding root
system. A broader class of cluster algebras are those with a mutation finite exchange
matrix. Each cluster algebra associated with the signed adjacency matrix of arcs
of a triangulation on a (possibly bordered) two-dimensional surface, studied by
Fomin, Shapiro and Thurston [11], belongs to this class. Note that in this case
cluster variables are parametrized by tagged arcs on the corresponding surface. In
a recent paper by Felikson, Shapiro and Tumarkin [10] it is shown that there are
besides the above mentioned family of mutation finite exchange matrices only 11
further (exceptional) mutation classes of skew-symmetric exchange matrices of rank
≥ 3, namely those given by:
(a) Cartan matrices of type E6, E7, E8. The corresponding cluster algebras are
of finite type.
(b) generalized Cartan matrices of type E˜6, E˜7, E˜8. The corresponding cluster
algebras are categorified by the cluster category of a tame hereditary algebra
of the corresponding type, and cluster variables correspond naturally to
almost positive Schur roots.
(c) certain orientations of the diagrams describing elliptic root systems of type
E
(1,1)
6 ,E
(1,1)
7 resp. E
(1,1)
8 , see Figure 1 above.
(d) the Diagrams X6 and X7 recently discovered by Derksen and Owen [8].
Note also that the exchange matrix associated to the quiver of type D
(1,1)
4 in Figure 1
is mutation finite. In fact, it corresponds in the setup of [11] to the 2-sphere with
4 punctures.
We give in this paper a uniform categorification of the cluster algebras associated to
the Diagrams in Figure 1. To this end, we denote by cohX the category of coherent
sheaves over a weighted projective line X in the sense of Geigle-Lenzing [15], see also
Section 2. The orbit category CX := D
b(cohX)/〈τ−1[1]〉, called the cluster category
associated to X, of the derived category Db(cohX) is a triangulated 2-Calabi-Yau
category [23] admitting a cluster structure in the sense of [6]. Moreover, it is easy
to see that cohX and CX have the same Auslander-Reiten quiver. An object X in
CX is called rigid if Ext
1
C(X,X) = 0.
The weighted projective line X comes with a weight sequence p = (p1, . . . , pt). The
complexity of cohX depends essentially on the value of the virtual genus gX =
1 + 12
(
(t− 2)p−
∑t
i=1
p
pi
)
, where p = lcm(p1, . . . , pt). More precisely, cohX is
tame if and only if gX ≤ 1. If gX = 1 the weighted projective line X is said to be
of tubular type and we call the category CX tubular. In this case each connected
component of the Auslander-Reiten quiver of CX is a tube. The following is the
main result of this paper.
Theorem 1.1. Each cluster algebra A of type D
(1,1)
4 ,E
(1,1)
6 ,E
(1,1)
7 resp. E
(1,1)
8 can be
categorified by CX, where X is of tubular type with weight sequence p = (2, 2, 2, 2),
(3, 3, 3), (4, 4, 2) and (6, 3, 2) respectively. More precisely, there exists a cluster
character in the sense of Palu [26], which induces a bijective map from the set of
(isomorphism classes of) indecomposable objects E of CX which are rigid to the set
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of cluster variables of A and a bijection between the (isomorphism classes of) basic
cluster-tilting objects and the clusters.
Remark 1.2. (a) The parametrization of the indecomposable rigid objects in CX
reduces to the description of positive real Schur roots in the Grothendieck group
K0(X) of cohX. In the tubular case this can be done in a closed form. The
condition for two indecomposable rigid objects of being Ext-orthogonal can also
be translated into a handy criterion in terms of Schur roots. This facilitates a
combinatorial description of the exchange graph and the cluster complex. We shall
carry out these description in a forthcoming paper [4].
(b) For the proof in the D-case we produce an explicit bijection between positive
real Schur roots and tagged arcs on the 2-sphere with 4 punctures, which respects
the respective notions of compatibility. See Proposition 5.11 for the precise state-
ment. We believe that this bijection is of independent interest.
The following result is an immediate consequence of Theorem 1.1.
Corollary 1.3. The cluster complex of each tubular cluster algebra A is the clique
complex of the compatibility relation.
In the E-cases we obtain some addtional information from the proof of our result.
Corollary 1.4. Each tubular cluster algebra A of type E
(1,1)
6 ,E
(1,1)
7 or E
(1,1)
8 is
finitely generated and the cluster monomials form a linearly independent family.
In fact we show in section 3.2 that these cluster algebras are instances of the cluster
algebras categorified in [17], see also [18]. All cluster algebras of this kind have the
above mentioned properties, see Section 3.1.
2. Coherent sheaves over weighted projective lines
2.1. Basic Notions. Let k be an algebraically closed field and denote by P1 the
projective line over k. Let λ = (λ1, . . . , λt) be a collection of pairwise different
points of P1 and p = (p1, . . . , pt) a weight sequence with pi ∈ N≥2. Then the tuple
X = (P1,λ,p) is called a weighted projective line. The weight function is defined
by
pλ : P
1 → N, µ 7→
{
pi if µ = λi for some i
1 else.
For later use we set p := lcm(p1, . . . , pt).
Geigle and Lenzing [15] associate to X a category of coherent sheaves as follows:
Let L(p) be the rank 1 additive group
L(p) := 〈~x1, . . . , ~xt | p1~x1 = · · · = pt~xt = ~c〉
and S(p,λ) the L(p)-graded commutative algebra
S(p,λ) = k[u, v, x1, . . . , xt]/(x
pi
i − λ
′
iu− λ
′′
i v | i = 1, . . . , t)
where deg xi = ~xi and λi = [λ
′
i : λ
′′
i ] ∈ P
1. Now, cohX is the quotient category of
finitely generated L(p)-graded S(p,λ)-modules by the Serre subcategory of finite
length modules.
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Geigle and Lenzing showed that cohX is a hereditary abelian category with finite
dimensional Hom and Ext spaces. The free module gives a structure sheaf O, and
shifting the grading gives twists E(~x) for any sheaf E ∈ cohX and ~x ∈ L(p).
Moreover, they showed that, putting ~w :=
∑t
i=1(~c− ~xi)− 2~c the following version
of Serre duality
DExt1
X
(E,F ) ∼= HomX(F,E(~w))
holds. As a consequence, cohX has Auslander-Reiten sequences with the shift
E 7→ E(~w) acting as Auslander-Reiten translation.
Every sheaf is a direct sum of a ‘vector bundle’ which has a filtration with factors
of the form O(~x), and a sheaf of finite length. The indecomposable sheaves of
finite length are readily described: For each µ ∈ P1 \ λ there is a unique simple
sheaf Sµ ‘concentrated at µ’ and for λi ∈ P
1 there are simple sheaves Si,1, . . . , Si,pi
‘concentrated at λi’ and the only non-trivial extension between them are
Ext1
X
(Sµ, Sµ) ∼= k and Ext
1
X
(Si,j , Si,j′) ∼= k if j − j
′ ≡ 1 (mod pi).
As a consequence, for each simple sheaf S and l ∈ N there exists a unique indecom-
posable sheaf S(l) of length l and socle S, and up to isomorphism all indecomposable
sheaves of finite length are of this form. Summarizing:
Proposition 2.1. The category coh0X of sheaves of finite length is an exact
abelian, uniserial subcategory of cohX which is stable under Auslander-Reiten trans-
lation. The components of the Auslander-Reiten quiver of coh0X form a family of
standard tubes (Tµ)µ∈P1 with rank rkTµ = pλ(µ), see [27] for definitions.
2.2. Discrete invariants. The Grothendieck groupK0(X) of cohX is a free abelian
group of rank n = 2 +
∑t
i=1(pi − 1). Since cohX is hereditary, the homological form
〈E,F 〉 = dimHomX(E,F )− dimExt
1
X
(E,F )
descends to an integral bilinear form onK0(X). For the same reason, the Auslander-
Reiten translate induces a linear transformation τ on K0(X) such that [E(~w)] =
τ [E] for all E ∈ cohX. From Serre duality follows
〈τe, τf〉 = 〈e, f〉 = −〈f , τe〉
for all e, f ∈ K0(X). Thus τe = e implies 〈e, e〉 = 0.
There exists h∞ ∈ K0(X) such that h∞ = [Sµ] for all µ ∈ P
1 \ λ. We define the
rank of a sheaf E by
rkE = 〈[E],h∞〉.
It is easy to see that rkO(~x) = 1 for all ~x ∈ L(p) and rkS = 0 for all simple
sheaves.
Next, putting h0 :=
∑p−1
k=0[O(k ~w)] we may define the degree of E as
degE = 〈h0, [E]〉 − (rkE)〈h0, [O]〉,
and it turns out that deg S = p/pλ(µ) if S is a simple concentrated at µ ∈ P
1, and
degO(~x) = δ(~x) with δ : L(p)→ Z defined by δ(~xi) = p/pi.
Clearly, rank and degree are linear functionals on K0(X). Thus, we may define for
e ∈ K0(X)
0 ≺ e :⇔ rk e > 0 or (rk e = 0 and deg e > 0).
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This converts K0(X) into an ordered group and we say e is positive if 0 ≺ e. Note
that for each E ∈ cohX we have 0 ≺ [E].
Definition 2.2. Let X be a weighted projective line. We say that e ∈ K0(X) is a
positive root if there exists an indecomposable E ∈ cohX with [E] = e. Such a root
is called a Schur root if E can be chosen such that EndX(E) ∼= k, it is called real if
〈e, e〉 = 1 and isotropic if 〈e, e〉 = 0.
Recall that a sheaf E ∈ cohX is called rigid if Ext1
X
(E,E) = 0. Remarkably, we
have the following alternative characterization of Schur roots [25, Prop. 4.4.1].
Proposition 2.3. The map E 7→ [E] induces a bijection between the isomorphism
classes of indecomposable rigid sheaves and the real positive Schur roots.
2.3. Stability. Let Q∞ = Q ∪ {∞}. For each positive e ∈ K0(X) we define its
slope by slope(e) = deg erk e ∈ Q∞. If E ∈ cohX we write slope(E) = slope([E]).
We say that E es stable (resp. semistable) if for each non-trivial subbundle E′ of E
we have slope(E′) < slope(E) (resp. slope(E′) ≤ slope(E)). We have the following
result [15, Prop. 5.2]:
Proposition 2.4. For each q ∈ Q∞ let Cq be the subcategory of cohX consisting
of all semistable coherent sheaves of slope q. In particular, C∞ is the subcategory
of finite length sheaves. Then the following holds:
(a) Cq is an extension closed exact abelian finite length subcategory of cohX
with the simple objects being precisely the stable vector bundles.
(b) HomX(Cq, Cq′) = 0 if q
′ < q.
2.4. Tubular weighted projective lines. The complexity of the classification
of indecomposables in cohX depends essentially on the value of the virtual genus
gX = 1+
1
2
(
(t− 2)p−
∑t
i=1
p
pi
)
, If gX ≤ 1 the category cohX is derived equivalent
to the module category of a tame hereditary algebra. For gX > 1 the classification
problem is known to be wild. It is elementary to see that gX = 1 if and only if
p ∈ {(6, 3, 2), (4, 4, 2), (3, 3, 3), (2, 2, 2, 2)}.
In this case X is called tubular. We have then p~w = 0 so that 〈h0, [O]〉 = 0 and
the degree simplifies to deg e = 〈h0, e〉. The type (2, 2, 2, 2) (resp. (3, 3, 3), (4, 4, 2)
and (6, 3, 2)) is closely related to the Dynkin diagram D4 (resp. E6, E7 and E8), see
Remark 4.4, and therefore we shall say that X is of D-type (resp. of E-type).
Lenzing and his collaborators [15, Thm. 5.6] and [24, Thm. 4.6], showed the follow-
ing fundamental result:
Theorem 2.5. Let X be a tubular weighted projective line. Then:
(a) For any q ∈ Q∞ the subcategory Cq ⊂ cohX (see Proposition 2.4) is stable
under Auslander-Reiten translation and it is equivalent to C∞.
(b) If E ∈ cohX is indecomposable then E ∈ Cq for some q ∈ Q∞ and [E] ∈
K0(X) is a positive real or isotropic positive root.
(c) If 0 ≺ e ∈ K0(X) and 〈e, e〉 ∈ {0, 1} then e is a real or isotropic root.
(d) If e ∈ K0(X) is a positive real root there exists up to isomorphism a unique
indecomposable E ∈ cohX with [E] = e. If f ∈ K0(X) is a positive
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isotropic root, there exists a P1-family of indecomposable sheaves (Fµ)µ∈P1
with [Fµ] = f .
Remark 2.6. If gX < 1 it is well-known that similar statements to (b), (c) and (d)
hold true. For gX > 1 a description of the positive roots, paralleling Kac’s theorem
for representations of quivers, was found recently by Crawley-Boevey [7].
2.5. Positive Schur roots in the tubular case. Let X be a tubular weighted
projective line.
Definition 2.7. For q ∈ Q∞ we define a(q) ∈ Z and b(q) ∈ Z≥0 such that
gcd(a(q), b(q)) = 1 and q = a(q)
b(q) . Furthermore we define hq = b(q)h0 + a(q)h∞.
Note that hq is a positive isotropic root with slope(hq) = q.
For e ∈ K0(X) we write τ
Ze = {τ ie | i ∈ Z}. Since X is tubular τZe is a finite set
of cardinality |τZe| which is a divisor of p (recall p~w = 0), and ΣτZe :=
∑
e
′∈τZe e
′
is well-defined.
Lemma 2.8. For 0 ≺ e ∈ K0(X) with slope(e) = q ∈ Q∞ there exists a positive
integer ql(e) such that ΣτZe = ql(e)hq.
Proof. Since X is tubular, slope(e) = slope(τe) = q, thus slope(ΣτZe) = q. More-
over ΣτZe is positive and τ(ΣτZe) = ΣτZe, so 〈ΣτZe,ΣτZe〉 = 0. Our claim follows
now from [24, Lemma 2.6]. 
Proposition 2.9. Let X be a tubular weighted projective line. The positive isotropic
Schur roots are precisly of the form hq with q ∈ Q∞. Moreover, for 0 ≺ e ∈ K0(X)
the following are equivalent:
(a) e is a real positive Schur root,
(b) there exists an indecomposable E ∈ cohX with Ext1
X
(E,E) = 0 and [E] = e,
(c) 〈e, e〉 = 1 and ql(e) < |τZe|,
Proof. The equivalence of (a) and (b) was stated in Proposition 2.3. By Proposi-
tion 2.1 and Theorem 2.5(a) the Auslander-Reiten quiver of cohX consists only of
standard tubes. It is well known, that any indecomposable E in a standard tube
of rank r has trivial endomorphism rings if and only if the quasi-length of E is less
or equal to r.
Now, hq is by [24, Lemma 2.6] and Theorem 2.5(c) the smallest positive isotropic
root of slope q. By the above observation it is a Schur root and all other isotropic
roots of slope q are not Schur.
It remains to show that in case [E] is a real root ql([E]) is the quasi-length of E.
This follows from [24, Thm. 4.6(iv)] applied to the family representing hq. 
2.6. Ext-orthogonality in the tubular case. Let X be a tubular weighted pro-
jective line and E, F be two indecomposable rigid sheaves. We call E and F
Ext-orthogonal or compatible if E ⊕ F is rigid. We denote by e = [E] and f = [F ]
their classes in the Grothendieck group. We will show that the condition for E
and F to be Ext-orthogonal can be expressed only in terms of e and f and the
homological form.
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First of all, slope(e) and slope(f) are calculated using the homological form. If
slope(e) < slope(f) then E ⊕ F is rigid if and only if 〈f , e〉 = 0. It remains to
consider the case where q := slope(e) = slope(f). Since the indecomposable sheaves
with slope q form a family of pairwise orthogonal tubes E ⊕ F is rigid whenever E
and F belong to different tubes. The latter happens if and only if 〈e, τ if〉 = 0 for
all i = 0, . . . , r − 1 where r = |τZf |.
It remains to characterize when two indecomposable rigid sheaves of the same tube
are Ext-orthogonal. For this we recall that each tube is an abelian category whose
quasi-simples form an orbit τZS under the Auslander-Reiten translation τ of a single
quasi-simple object S. Now, each indecomopsable rigid sheaf E defines B(E), the
set of quasi-simples which occur as composition factor of E, more precisely, if i
is minimal with τ iS ∈ B(E) then B(E) = {τ i+jS | j = 0, . . . , ql(e) − 1}. It
is not hard to see that E and F are Ext-orthogonal if and only if one of the
following three conditions is satisfied: (i) B(E) ⊆ B(F ), (ii) B(F ) ⊆ B(E) or (iii)
B(E) ∩ τh B(F ) = 0 for h = −1, 0, 1.
In the following we give equivalent conditions on the vectors e and f for each of
these cases. We first show how the values of 〈f ,−〉 and 〈−, f〉 vary in the tube. We
have shown this in Figure 2 where the bottom dotted line indicates the τ -orbit of
the quasi-simples and the dotted line on the top the τ -orbit of indecomposable rigid
objects of maximal quasi-length. We have indicated the values as vectors
[
〈−, f〉
〈f ,−〉
]
.
The region of indecomposable rigid objects which are Ext-orthogonal to F is shown
gray.
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1
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−1
0
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0
0
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−1
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1
0
–
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1
0
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0
0
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0
1
– »
0
−1
– »
−1
0
– »
0
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1
1
– »
1
1
–
»
−1
−1
–
Figure 2. Ext-orthogonality in a tube
Note that in the cases (i) and (ii) we have 〈e, f〉 ≥ 0 and 〈f , e〉 ≥ 0 and in case (iii)
we have 〈e, f〉 = 0 = 〈f , e〉. Now, if 〈e, f〉 > 0 and 〈f , e〉 = 0 (or 〈e, f〉 = 0 and
〈f , e〉 > 0) then E and F lie on the same ray or coray and (i) or (ii) is satisfied.
If 〈e, f〉 = 0 = 〈f , e〉 then let j be minimal with 〈τ je, f〉 6= 0. If 〈τ je, f〉 > 0 then
again (i) or (ii) is satisfied whereas if 〈τ je, f〉 < 0 then (iii) holds if and only if
ql(e) + ql(f) < |τZf |.
Altogether we have proved the following statement.
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Proposition 2.10. Let E and F be two indecomposable rigid sheaves with classes
e = [E] and f = [F ]. Then E and F are Ext-orthogonal if and only if one of the
following conditions is satisfied.
(a) slope(e) < slope(f) and 〈f , e〉 = 0,
(b) slope(e) > slope(f) and 〈e, f〉 = 0,
(c) slope(e) = slope(f) and 〈τ je, f〉 = 0 for j = 0, . . . , ql(e)− 1,
(d) slope(e) = slope(f) and 〈e, f〉 ≥ 0, 〈f , e〉 ≥ 0 but not both zero,
(e) slope(e) = slope(f) and 〈e, f〉 = 0 = 〈f , e〉 and there exists a j such that
〈τ je, f〉 6= 0. If this j is minimal then either
(e1) 〈τ je, f〉 > 0, or
(e2) 〈τ je, f〉 < 0 and ql(e) + ql(f) < |τZe|.
2.7. Rigid objects and cluster-tilting objects. A rigid sheaf E ∈ cohX is
called a tilting sheaf (or maximal rigid) if it is maximal among the rigid sheaves in
the following sense: any sheaf F such that E ⊕ F is again rigid belongs to the ad-
ditive closure AddE. Note that the number of (pairwise non-isomorphic) indecom-
posable direct summands of any tilting sheaf equals the rank n = 2 +
∑t
i=1(pi − 1)
of the Grothendieck group. A rigid sheaf with n − 1 (pairwise non-isomorphic)
indecomposable direct summands is called an almost complete tilting sheaf. An
indecomposable sheaf E′ such that E ⊕E′ is a tilting sheaf is called a complement
of the almost complete tilting sheaf E. Two indecomposable rigid objects E and
E′ are called compatible if E ⊕ E′ is rigid.
Following Keller [23], the orbit category CX := D
b(cohX)/〈τ−1[1]〉 associated to a
weighted projective line is a triangulated 2-Calabi-Yau category.
Remark 2.11. As explained in [5], the composition of the canonical functors
cohX
incl.
−−−→ Db(cohX)
proj.
−−−→ CX
allows to think of cohX as a non-full subcategory of CX which has the same isoclasses
of indecomposable resp. rigid objects. It follows that the tilting objects in cohX
correspond bijectively with the cluster-tilting objects in CX, that is, the maximal
rigid objects in CX.
By [22, Prop. 5.14] each almost complete tilting sheaf in cohX has precisely two
complements. It follows that the exchange graph for tilting objects in cohX and
the exchange graph for cluster tilting objects can be identified. By [5], the cluster
category CX has a cluster structure in the sense of [6].
By Proposition 2.3 the positive real Schur roots parametrize the indecomposable
rigid objects in CX.
3. Tubular cluster categories
In case the weighted projective line X is tubular we call CX the corresponding tubular
cluster category. Moreover, we note, that by [5, Thm. 8.8] in this case the exchange
graph of cluster-tilting objects is connected.
3.1. GLS-cluster categories and -character. Let us review some of the results
of [1] and [17]. Note that in [18] a more general theory was developed. However, the
description in [17] is more convenient for our purpose: Let Q be a quiver without
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oriented cycles and n vertices and denote by CQ the path algebra of Q. Moreover,
letM1, . . . ,Mr be a family of indecomposable, pairwise non-isomorphic preinjective
representations of Q, closed under successors and such that M = ⊕ri=1Mi = M¯ ⊕ I
for an injective cogenerator I of CQ-mod. Note, that EM¯ = EndQ(M¯) is a basic
algebra of global dimension 2. The Gabriel quiver Q˜M¯ of EM¯ is given by the full
subquiver of the preinjective component of CQ which is supported in the summands
of M¯ .
Let Λ be the preprojective algebra associated to the path algebra CQ. Since CQ
is a subalgebra of Λ we have the restriction functor ?|Q : Λ-mod→ CQ-mod. Re-
call from [21] that a finite dimensional algebra A is called piecewise hereditary if
Db(A-mod) is triangle-equivalent to Db(H) for H a connected abelian hereditary
k-category and a tilting object. Note that by [20], the only relevant cases are
where H = H-mod for some hereditary algebra H or H = cohX for some weighted
projective line X.
Theorem 3.1. For the subcategory CM := {X ∈ Λ-mod | X |Q ∈ Add(M)} the
following holds:
(a) CM is Frobenius category. The stable category CM is a triangulated 2-
Calabi-Yau category with a basic cluster-tilting object TM = ⊕
r−n
i=1 Ti such
that the quiver Q̂M¯ of EndCM (TM ) is obtained from Q˜M¯ by inserting extra
arrows Mi →Mj whenever Mj ∼= τQMi.
(b) We have a cluster character ϕ? : obj(CM )→ AM in the sense of [26, Def. 2]
with the following additional properties:
(i) AM is a finitely generated cluster algebra with trivial coefficients and
initial seed ((ϕTi)i=1,...,r−n, Q̂M¯ ).
(ii) The family (ϕX) where X runs over the isoclasses of rigid objects in
CM , is linearly independent in AM .
(c) If EM¯ is piecewise hereditary, then CM is triangle equivalent to the cluster
category Db(EM¯ -mod)/〈τ
−1
D [1]〉.
Remark 3.2. Part (a) of the theorem is a consequence of Theorems 2.1, 2.2 and 2.3
in [17]. Part (b) follows easily from the discussion in the Sections 3.2, 3.4. and 3.6
of [17]. Part (c) follows from [1, Theorem 5.15]. Note, that Amiot’s category CA is
by construction the triangulated hull of the orbit category Db(EM¯ -mod)/〈τ
−1
D [1]〉,
however if A is piecewise hereditary, the orbit category is already triangulated
by [23].
Remark 3.3. The above theorem implies the following: Suppose EM¯ is derived
equivalent to cohX for a tubular weighted projective line X, then by (c) the stable
category CM is triangle equivalent to the cluster category CX. It follows from [5,
Thm. 8.8] that in this case the exchange graph of the cluster tilting objects of CM
is connected. Thus, we obtain by (b) a bijection between the positive real Schur
roots and cluster variables. We will see in the next subsection that this situation
is given for the tubular E-types (3, 3, 3), (4, 4, 2) and (6, 3, 2).
Moreover, two cluster variables belong to a common cluster if and only if the cor-
responding positive real Schur roots are Ext-orthogonal.
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3.2. The tubular E-cases. We are now ready to give an explicit proof in each of
the three E-cases that the tubular cluster algebra is categorified by cohX for X a
weighted projective line of weight type (3, 3, 3), (4, 4, 2) and (6, 3, 2) respectively.
3.2.1. Let Q be the quiver as shown in the following figure on the left. The
Auslander-Reiten quiver ΓQ of Q has then the shape as shown in the middle of
following picture.
Q :
1
2
3
4
 ✠✛
❅■
ΓQ :
1
2
3
4
 ✒✲
❅❘
❅❘✲
 ✒
5
6
7
8
 ✒✲
❅❘
❅❘✲
 ✒
9
10
11
12
 ✒✲
❅❘
Q˜M¯ :
1
2
3
4
 
 ✒
❳❳③
❅
❅❘
❅
❅❘
✘✘✿
 
 ✒
5
6
7
8
 
 ✒
❳❳③
❅
❅❘
We choose M = ⊕12i=1Mi the direct sum of all indecomposable modules. Thus, EM¯
is given by the quiver Q˜M¯ with relations as shown in the previous picture on the
right. Use [2, Thm. A] to check that this algebra is derived equivalent to a tubular
algebra of type (3, 3, 3). Note that condition (ii) can be verified computationally,
see [3]. The algebra EM¯ is in fact tubular as can be seen using the techniques
of tubular extensions (which later also were called branch-enlargements) of tame
concealed algebras described in [27, Sect. 4.7], although we don’t need that. It
follows that the bounded derived category of EM¯ is triangle-equivalent to cohX for
X of weight type (3, 3, 3) by [15, Thm. 3.2, Prop. 4.1]. In particular EM¯ is piecewise
hereditary. Recall that Q̂M¯ denotes the quiver of EndCX(M¯). A straightforward
check shows that µ2µ3µ4(Q̂M¯ ) = ∆, where ∆ is the quiver in Figure 1 associated
to E
(1,1)
6 .
3.2.2. Let Q be the quiver as shown in the following figure on the left. The
Auslander-Reiten quiver ΓQ of Q has then the shape as shown in the following
picture on the right.
Q : 1
2
3
4
5
6
7
❅❅■
❅❅■
❅❅■
  ✠
  ✠
  ✠
ΓQ : r r r
r r r
r r
r r
r
r
1
2
3
4
5
6
10
7
8
11
12
9
13
14
15
16
❅❅❘
❅❅❘
❅❅❘
❅❘
❅❘
❅❘
  ✒
  ✒
  ✒
 ✒
 ✒
 ✒
  ✒
  ✒
❅❅❘
❅❅❘
  ✒
❅❅❘
 ✒
 ✒
 ✒
 ✒
 ✒
 ✒❅❘
❅❘
❅❘
❅❘
❅❘
❅❘
 ✒
 ✒
 ✒
❅❘
❅❘
❅❘
❅❘
❅❘
❅❘
 ✒
 ✒
 ✒
We choose M = ⊕16i=1Mi with Mi corresponding to the vertex marked by i in the
Auslander-Reiten quiver. Then EM¯ is given by the following quiver with relations:
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1
2
3
4
5
6
7
8
9
 ✒
 ✒
 ✒
 ✒
 ✒
 ✒❅❘
❅❘
❅❘
❅❘
❅❘
❅❘
Again use [2] and [15] to check that EM¯ -mod is derived equivalent to cohX for X of
weight type (4, 4, 2). In particular, EM¯ is piecewise hereditary. A straightforward
check shows that µ5µ2µ8µ1µ9µ5µ7µ3(Q̂M¯ ) = ∆, where ∆ is the quiver in Figure 1
associated to E
(1,1)
7 .
3.2.3. The case E
(1,1)
8 has already been studied extensively in [16, Sec. 14-17 and
19.4]. For convenience we recall the aspects which are here relevant. Let Q be the
quiver as shown in the following figure on the left. The Auslander-Reiten quiver
ΓQ of Q has then the shape as shown in the middle of the following picture.
Q : 1
2
3
4
5
 ✠
 ✠
❅■
❅■
ΓQ : 1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
❅❘
❅❘
❅❘
❅❘
❅❘
 ✒
 ✒
 ✒
 ✒
 ✒
 ✒
 ✒
❅❘
❅❘
 ✒
❅❘
 ✒
 ✒
❅❘
❅❘
Q˜M¯ : 1
2
3
4
5
6
7
8
9
10
❅❘
❅❘
❅❘
❅❘
❅❘
 ✒
 ✒
 ✒
 ✒
 ✒
 ✒
❅❘
We chooseM = ⊕15i=1Mi the direct sum of all indecomposable modules. Thus, EM¯ is
given by the following quiver Q˜M¯ with relations as shown in the previous picture on
the right. Again, [2] and [15] can be used to check that EM¯ -mod is derived equiva-
lent to cohX where X is a weighted projective line of weight type (6, 3, 2) (in fact EM¯
is tubular as can be seen using [27, Sect. 4.7]), in particular it is piecewise hereditary.
A straightforward check shows that µ2µ5µ4µ10µ9µ8µ3µ5µ7µ5µ9µ8µ3µ6µ1(Q̂M¯ ) =
∆, where ∆ is the quiver in Figure 1 associated to E
(1,1)
8 .
This finishes the proof of Theorem 1.1 for the cases E
(1,1)
6 ,E
(1,1)
7 and E
(1,1)
8 .
3.3. The tubular D-case. Let us point out first that in this case the method
from 3.1 can’t work: The derived tubular algebras of type (2, 2, 2, 2) are well-
known. The 9 types are listed for example in [2, p. 652] as quivers with relations.
A quick check shows that in each case there is either a vertex in the quiver where
2 relations start resp. end, or there is a relation of length 3. Thus, none of these
algebras can be of the form EM¯ for any quiver Q and a terminal CQ-module M .
Moreover, we were unable to find a Hom-finite Frobenius category F such that the
stable category F is equivalent to the cluster category CX where X is a weighted
projective line of type (2, 2, 2, 2).
In any case, we can use Palu’s cluster character [26]
X? : CX → C[x
±1
1 , · · · , x
±1
6 ].
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Since the exchange graph for cluster tilting objects in CX is connected [5, Thm. 8.8],
X? induces a surjection from the indecomposable rigid objects in CX (which are in
bijection with the positive real Schur roots) and the cluster variables of the cor-
responding tubular cluster algebra. Thus, it remains to show that in the D-case
the cluster variables XM are pairwise different for non-isomorphic, indecompos-
able rigid objects M in CX. This occupies essentially the rest of the paper, see
Remark 1.2 (b) for our strategy. Note, that this already implies that X? yields a
bijection between basic cluster tilting objects and clusters.
4. Combinatorics of real Schur roots in the case (2, 2, 2, 2)
If not otherwise mentioned, we have in this section λ = ([1 : 0], [0 : 1], [1 : 1], [ρ : 1])
and X = (P1,λ, (2, 2, 2, 2)).
4.1. A coordinate system. It is well-known that in this situation there exists
a tilting object T ∈ cohX such that the Gabriel quiver of A = EndX(T ) has the
following shape
(4.1)
 
 ✒❅
❅❘
✲
✲  
 ✒❅
❅❘
✲
✲
1
2
3
4
5
6
,
see for example [2]. Then the triangle equivalence
RHomX(T,−) : D
b(cohX)→ Db(A-mod)
induces an isometry between (K0(X), 〈−,−〉) and (K0(A-mod), 〈−,−〉A) where
〈dimX, dimY 〉A = dimHomA(X,Y )− dimExt
1
A(X,Y ) + dimExt
2
A(X,Y )
is the homological form for A. As usual we will use in K0(A-mod) the basis given
by the simple A-modules. We will describe the positive real Schur roots and their
combinatorics in this coordinate system. We denote a vector v ∈ Z6 usually by
v =
[
v(1) v(3) v(5)
v(2) v(4) v(6)
]
.
4.2. Description of the basic roots. In the following we shall use the quaternion
group
H = {±1,±i,±j,±k}
with ij = k = −ji, jk = i = −kj and ki = j = −ik. Let H+ = {1, i, j, k}.
Let
h0 =
[
0 1 1
0 1 1
]
, h1 =
[
1 2 1
1 2 1
]
and h∞ =
[
1 1 0
1 1 0
]
.
Observe that 〈h0,h∞〉 = −〈h∞,h0〉 = 2.
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Furthermore we define vectors vxq for q = 0, 1,∞ and x ∈ H
+ as follows:
v10 =
[
0 1 1
0 0 0
]
, v11 =
[
1 1 1
0 1 0
]
, v1∞ =
[
1 0 0
0 1 0
]
,
vi0 =
[
−1 0 0
0 0 0
]
, vi1 =
[
0 1 1
1 1 0
]
, vi∞ =
[
1 1 1
1 1 0
]
,
vj0 =
[
0 1 0
0 0 1
]
, vj1 =
[
0 1 0
0 0 0
]
, vj∞ =
[
0 0 0
0 0 −1
]
,
vk0 =
[
0 1 1
1 1 1
]
, vk1 =
[
1 2 1
1 1 1
]
, vk∞ =
[
1 1 0
0 0 0
]
.
For x ∈ H+ and q = 0, 1,∞ define
v−xq = hq − v
x
q .
The homological form can be calculated explicitly by
〈x, y〉 = x⊤


1 0 −1 −1 1 1
0 1 −1 −1 1 1
0 0 1 0 −1 −1
0 0 0 1 −1 −1
0 0 0 0 1 0
0 0 0 0 0 1


y.
The following result is crucial for the sequel.
Lemma 4.1. The following formula hold for all x, h ∈ H.
(4.2) 〈vx0 ,v
hx
1 〉 = 〈v
x
1 ,v
hx
∞ 〉 = 〈v
−hx
0 ,v
x
∞〉 =
{
1, if h ∈ H+,
0, if h 6∈ H+;
and also
〈vx0 ,h∞〉 = 〈v
x
1 ,h∞〉 = 〈h0,v
x
1 〉 = 〈h0,v
x
∞〉 = 1.(4.3)
Proof. This is an immediate (although lengthy) calculation. 
4.3. Description of all real Schur roots. Recall that we defined Q∞ = Q∪{∞}.
For q ∈ Q∞ the numbers a(q) ∈ Z and b(q) ∈ Z≥0 are defined by the properties
gcd(a(q), b(q)) = 1 and q = a(q)
b(q) . Furthermore, for q ∈ Q∞ we define its type by
t(q) =

0, if a(q) ≡ 0, b(q) ≡ 1 mod 2,
1, if a(q) ≡ 1, b(q) ≡ 1 mod 2,
∞, if a(q) ≡ 1, b(q) ≡ 0 mod 2.
For n ∈ Z let
n(+) =
{
n
2 , if n is even,
n−1
2 , if n is odd.
For q ∈ Q∞ and x ∈ H define
(4.4) vxq = v
x
t(q) + b(q)
(+)h0 + a(q)
(+)h∞ and hq = b(q)h0 + a(q)h∞.
Lemma 4.2. We have slope(hq) = slope(v
x
q ) = q for each q ∈ Q∞ and x ∈ H.
In particular 〈vxq ,hq〉 = 〈hq,v
x
q 〉 = 0. Furthermore, we have v
x
q + v
−x
q = hq and
vxp = v
y
q implies p = q and x = y.
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Proof. slope(hq) = q follows directly from the definition. Moreover, we have
〈h0,v
x
q 〉 = 〈h0,v
x
t(q)〉 + a(q)
(+)〈h0,h∞〉 = 〈h0,v
x
t(q)〉 + 2a(q)
(+) = a(q), where the
last equation can easily be verified in each of the three cases q = 0, 1,∞. Similarly
〈vxq ,h∞〉 = b(q) and therefore slope(v
x
q ) = q.
If t(q) = 0 then vxq + v
−x
q = v
x
0 + v
−x
0 + (b(q) − 1)h0 + a(q)h∞ = hq, the latter
since vx0 + v
−x
0 = h0. Similarly v
x
q + v
−x
q = hq is verified in the two remaining
cases where t(q) = 1,∞. 
We denote by E the class of indecomposable rigid objects in cohX.
Proposition 4.3. The map E 7→ dimE induces a bijection from the isoclasses of
E to the set {vxq | q ∈ Q∞, x ∈ H}.
Proof. By Proposition 2.9 {dimE | E ∈ E} is precisely the set of the real positive
Schur roots. Moreover, for E ∈ coh(X) with Ext1
X
(E,E) the isomorphism class
of E is uniquely determined by dimE. Since X is of type (2, 2, 2, 2) we have by
Proposition 2.9 and Theorem 2.5 that 0 ≺ e ∈ K0(X) is a real positive Schur root if
and only if 〈e, e〉 = 1 and ql(e) = 1. Moreover, for each q ∈ Q∞ there are precisely
8 positive real Schur roots e with slope(e) = q. By Lemma 4.2 the vxq with x ∈ H
are precisely 8 elements with the required properties. 
Remark 4.4. Note, that for our description of the real Schur roots the adequate
choice of 24 = 4× (22−1)×2 basic roots was essential. This is the number of roots
for D4.
In [16, Sec. 15] a similar description of the real Schur roots was discussed for the
tubular case (6, 3, 2). In that case 240 = (62 − 1)× 6 + (32 − 1)× 3 + (22 − 1)× 2
have to be chosen properly. This is the number of roots for E8.
For the tubular cases (4, 4, 2) and (3, 3, 3) one would need to find 126 = 2 × (42 −
1)×+(22 − 1)× 2 respectively 3× (32 − 1)× 3 = 72 basic roots, that is, precisely
the number of roots in a root system of type E7 respectively E6.
4.4. Orthogonality. In the sequel we shall need the following definition of “dis-
tance” between different slopes.
Definition 4.5. For p, q ∈ Q∞ we define
∆(p, q) = |a(q)b(p)− a(p)b(q)|.
Lemma 4.6. Let p, q ∈ {0, 1,∞} and x, y ∈ H. Then
〈vxp ,v
y
q 〉 = 0⇔

x = y, if t(p) = t(q),
y ∈ −H+x, if (p, q) = (0, 1), (1,∞), (∞, 0),
x ∈ H+y, if (p, q) = (1, 0), (∞, 1), (0,∞).
Proof. This follows from Lemma 4.1 and the fact that 〈vxp ,v
y
q 〉 = 〈Φv
y
q ,v
x
p〉 =
〈v−yq ,v
x
p 〉. 
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Proposition 4.7. Let p, q ∈ Q∞ and x, y ∈ H. If p > q then 〈v
x
p ,v
y
q 〉 = 0 if and
only if the condition of the corresponding cell in the following table is satisfied.
(4.5)
t(q) = 0 t(q) = 1 t(q) =∞
t(p) = 0
x = y
∆(p, q) = 2
y ∈ H+x
∆(p, q) = 1
x ∈ −H+y
∆(p, q) = 1
t(p) = 1
x ∈ H+y
∆(p, q) = 1
x = y
∆(p, q) = 2
y ∈ H+x
∆(p, q) = 1
t(p) =∞
y ∈ −H+x
∆(p, q) = 1
x ∈ H+y
∆(p, q) = 1
x = y
∆(p, q) = 2
Proof. First suppose t(p) = t(q) = 0. To calculate 〈vxp ,v
y
q 〉 use Definition 4.4,
bilinearity and then Lemma 4.2 and equations (4.3) of Lemma 4.1 in order to
obtain
〈vxp ,v
y
q 〉 = 〈v
x
0 ,v
y
0〉+
(
2b(q)(+) + 1
)
a(p)(+) −
(
2b(p)(+) + 1
)
a(q)(+).
Observe that
(
2b(p)(+) + 1
)
= b(p),
(
2b(q)(+) + 1
)
= b(q) and a(p)(+) = a(p)2 ,
a(q)(+) = a(q)2 . Hence
〈vxp ,v
y
q 〉 = 〈v
x
0 ,v
y
0〉 −
a(p)b(q)−a(q)b(p)
2 = 〈v
x
0 ,v
y
0〉 −
∆(p,q)
2 ,
the latter since p > q, which implies that a(p)b(q) − a(q)b(p) > 0. Therefore
〈vx0 ,v
y
0〉 > 0. This in turn implies 〈v
x
0 ,v
y
0〉 = 1 thus x = y and ∆(p, q) = 2. This
shows the result in that case. The other two cases where t(p) = t(q) are quite
similar.
Similarly all other cases are calculated. For instance if t(p) = 0 and t(q) = 1 then
we calculate using similar arguments as above that 〈vxp ,v
y
q 〉 = 〈v
x
0 ,v
y
1〉+
−∆(p,q)−1
2 .
Since the first summand is at most 1 and the second at most −1 we get that
〈vxp ,v
y
q 〉 = 0 if and only if 〈v
x
0 ,v
y
1〉 = 1 and ∆(p, q) = −1, which happens if and
only if y ∈ H+x and ∆(p, q) = 1. 
Corollary 4.8. Let p, q ∈ Q∞ and x, y ∈ H. If p < q then 〈v
x
p ,v
y
q 〉 = 0 if and
only if the condition of the corresponding cell in the following table is satisfied.
t(q) = 0 t(q) = 1 t(q) =∞
t(p) = 0
x = −y
∆(p, q) = 2
y ∈ −H+x
∆(p, q) = 1
x ∈ H+y
∆(p, q) = 1
t(p) = 1
x ∈ −H+y
∆(p, q) = 1
x = −y
∆(p, q) = 2
y ∈ −H+x
∆(p, q) = 1
t(p) =∞
y ∈ H+x
∆(p, q) = 1
x ∈ −H+y
∆(p, q) = 1
x = −y
∆(p, q) = 2
Proof. Observe that 〈vxp ,v
y
q 〉 = −〈Φv
y
q ,v
x
p〉 = −〈v
−y
q ,v
x
p〉 and therefore the result
follows from the previous proposition. 
Lemma 4.9. We have 〈vxp ,v
y
p〉 = 0 if and only if x 6= −y.
Proof. This follows by direct calculations for p = 0, 1,∞ and in the general case
using (4.4) from 〈vxp ,v
y
p〉 = 〈v
x
t(p),v
y
t(p)〉 since the other summands cancel each
other. 
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Proposition 4.10. Let p, q ∈ Q∞ and x, y ∈ H. If 〈v
x
p ,v
y
q 〉 = 0 = 〈v
y
q ,v
x
p 〉 then
p = q and x 6= ±y.
Proof. It follows from Proposition 4.7 and Corollary 4.8 that p = q. Then the result
follows from the previous lemma. 
5. Triangulations of the sphere with 4 punctures
5.1. Definition of triangulated surfaces. In [11], Fomin, Shapiro and Thurston
established a connection between cluster algebras and triangulated surfaces. We
will use this approach for tubular cluster algebras of type (2, 2, 2, 2).
Let S be an oriented 2-dimensional Riemann surface (possibly with boundary) and
M a finite set of points in the closure of S. An arc in (S,M) is (the homotopy class
in S \M of) a curve without self-intersections connecting two marked points which
is not contractible in S \M nor deformable into the boundary of S. Also a curve
and its inverse will be identified. Two arcs are compatible if they contain curves
which do not intersect in S \M. Each arc is compatible with itself. A maximal
collection of pairwise compatible curves is called an ideal triangulation of (S,M).
Some of these arcs (namely those which are not loops enclosing a single marked
point) are then enhanced to tagged arcs, that is, to each of its two endpoints one of
the two labels “plain” or “notched”, is attached, see [11] for details. Tagged arcs
should be seen as a generalization of “plain” arcs. If β is a tagged arc we denote
by β◦ the “underlying” untagged arc obtained from β by removing the labels on
the endpoints. Recall from [11, Definition 7.4] that if β◦ 6= γ◦ then β and γ are
compatible if and only if the tags on common endpoints are the same and β◦ and
γ◦ are compatible; and if β◦ = γ◦ then then β and γ are compatible if and only
if they share the same tag on at least one endpoint. A tagged triangulation is, by
definition, a maximal collection of pairwise compatible tagged arcs. The advantage
of the tags is that for each tagged triangulation T and each arc γ there exists a
unique tagged arc γ′ 6= γ such that µγ(T ) = T \ {γ} ∪ {γ
′} is again a tagged
triangulation, called the flip of T along γ.
To each tagged triangulation T of a marked surface (S,M) an integer square matrix
B(T ), indexed by the arcs of T , is assigned in such a way that the matrix mutation
µk, as defined by Fomin-Zelevinsky in [12], corresponds to the flip of tagged trian-
gulation, that is, B(µγ(T )) = µγ(B(T )). By [11], the set of matrices B(S,M) of
matrices B(T ) as T varies through the tagged triangulation of (S,M), is a single
mutation class of matrices.
Denote by ∆⊲⊳(S,M) the tagged arc complex, that is, the clique complex on the
set of tagged arcs given by the compatibility relation. The tagged exchange graph
E⊲⊳(S,M) is by definition the dual graph of ∆⊲⊳(S,M). We quote part of the main
result, Theorem 7.11, of [11].
Theorem 5.1 (Fomin, Shapiro, Thurston). If A is a cluster algebra whose set
of exchange matrices is B(S,M) for some marked surface (S,M) then the cluster
complex of A is isomorphic to ∆⊲⊳(S,M) and the exchange graph of A is isomorphic
to E⊲⊳(S,M).
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As a consequence, in the situation of the previous result, the cluster variables of A
are in bijection with the tagged arcs of (S,M).
Example 5.2. Let (S,M) be the 2-sphere with 4 punctures called L,U,D and O.
We visualize the situation as a disk with 3 punctures L,U,D, and represent the
fourth puncture O by its boundary. Let T be the tagged triangulation (all tags are
plain) showed in the picture below. The matrix B(T ) is shown on the right hand
side. Notice that the associated quiver is exactly the one given in (4.1).
T :
1
3
5
2
4
6
L
U
D
O
B(T ) =


0 0 1 1 −1 −1
0 0 1 1 −1 −1
−1 −1 0 0 1 1
−1 −1 0 0 1 1
1 1 −1 −1 0 0
1 1 −1 −1 0 0


5.2. Special untagged arcs. We now want to associate with each rational number
p two untagged arcs α+q and α
−
q , namely an inner arc α
+
q , connecting two of the
three vertices L,U,D, and an outer arc α−q , connecting one of the vertices L,U,D
with O. We start by doing so for q = −1, 0 and ∞.
Definition 5.3. We define α+q and α
−
q for q = −1, 0,∞ as shown in Figure 3.
α
+
−1
α
+
∞
α
+
0
α
−
−1
α
−
∞
α
−
0
Figure 3. Untagged arcs of low complexity
To simplify notations we redefine here the type of q ∈ Q∞ as follows:
t′(q) =

0, if a(q) ≡ 0, b(q) ≡ 1 mod 2,
−1, if a(q) ≡ 1, b(q) ≡ 1 mod 2,
∞, if a(q) ≡ 1, b(q) ≡ 0 mod 2.
Notice that t′(q) = −t(q).
We start by describing first the arc α+p in the case where p =
r
s
with r, s > 0 are
coprime. In the first step we draw r(+) different semicircles with center U and
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s(+) different semicircles with center D, all of them open to the left and mutually
non-intersecting. We also draw (r + s)
(+)
different semicircles with center L open
to the right.
κ1
κ2
κ3
κ4
κ5
κ6
κ7
κ8
κ9
κ10
κ11
λ1
λ2
λ3
λ4
λ5
λ6
λ7
λ8
λ9
λ10
λ11
Figure 4. Construction of α+p for p =
7
4
The endpoints of the semicircles around U and D together with U (resp. D) in
case r (resp. s) is odd, define r + s points κ1, . . . , κr+s, enumerated consecutively
from the top to the bottom. Similarly, the endpoints of the semicircles around L
together with L in case r+s is odd, define r+s endpoints λ1, . . . , λr+s, enumerated
consecutively from the top to the bottom. In the second step, for each i, the point
κi is joined with λi by a segment. We illustrate this construction in Figure 4.
We will show in section 5.3 below that each such arc is connected.
To define the outer arcs, it will be convenient to use the abbreviation n(−) =
(n− 1)(+) for positive n, that is,
n(−) =

0, if n = 0,
n−2
2 , if n > 0 is even,
n−1
2 , if n is odd.
Notice that for each arc connecting two different marked points there exists a unique
compatible non-tagged arc connecting the other two vertices. In this way α+p defines
α−p in case p =
r
s
with r, s > 0. However, we shall give a more explicit construction,
again in two steps. In the first step we draw r(−) (resp. s(−)) semicircles around U
(resp. D). Their endpoints define (possibly together with U , resp D) r − 1 (resp.
s−1) points denoted by κ1, . . . , κr−1 (resp. κr+1, . . . , κr+s−1). An additional point
κr is introduced vertically between κr−1 and κr+1. Also (r + s)
(−)
semicircles are
drawn around L with endpoints λ1, . . . , λr+s−1. Then λi is joined with κi for all i.
Additionally κr is joined with O by a horizontal segment with left endpoint κr.
The resulting picture is the arc α−p . We illustrate this construction in Figure 5.
To define α+p and α
−
p for negative p we generalize the above construction. In general,
to construct α+p let u = |r|
(+), d = |s|(+) and l = |r + s|(+). Take the two smallest
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κ1
κ2
κ3
κ4
κ5
κ6
κ7
κ8
κ9
κ10
λ1
λ2
λ3
λ4
λ5
λ6
λ7
λ8
λ9
λ10
Figure 5. Construction of α−p for p =
7
4
values among u, d, l and draw as many semicircles around the two corresponding
marked points. These are then joined around the third marked point. Similarly
the construction of α−p is generalized, see Figure 6.
Figure 6. α+p for p =
−7
4 (left) and p =
−4
7 (right)
Figure 7 shows how all inner arcs can be displayed nicely in the plane.
5.3. Unfolding of arcs. We now describe three procedures µD, µU and µL to
modify an arc. They will be called unfolding maps. For this, let D′ (resp. U ′, L′)
be the reflection of D (resp. U , L) on the line LU (resp. LD, UD).
The procedure µL consists in pulling the point L together with the semicircles
surrounding it between the other two points and place it at the position L′ and
then reflect the whole situation on the line UD such that L′ is reflected back to the
position L. See Figure 5.3 for an example.
The other two procedures µU and µD are defined similarly.
Definition 5.4. For each r
s
∈ Q∞ we define its complexity by
γ( r
s
) = |r|+ |s|+ |r + s|.
We shall also say that the arc αεp has complexity γ(p). The lowest complexity is 2
and occurs if and only if r
s
∈ {−1, 0,∞}.
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0
1
1
0
−1
1
1
1
−2
1
−1
2
1
2
−3
1
−1
3
1
3
−4
1
−1
4
1
4
−5
1
−1
5
1
5
−6
1
−1
6
1
6
−7
1
−1
7
1
7
−8
1
−1
8
1
8
−9
1
−1
9
2
1
−3
2
−2
3
2
3
−5
2
−2
5
2
5
−7
2
−2
7
2
7
−9
2
−2
9
3
1
−4
3
−3
4
3
2
−5
3
−3
5
3
4
−7
3
−3
7
3
5
−8
3
−3
8
3
7
−10
3
−3
10
3
8
−11
3
−3
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4
1
−5
4
−4
5
4
3
−7
4
−4
7
4
5
−9
4
−4
9
4
7
−11
4
−4
11
5
1
−6
5
−5
6
5
2
−7
5
−5
7
5
3
−8
5
−5
8
5
4
−9
5
−5
9
5
6
−11
5
−5
11
5
7
−12
5
−5
12
5
8
−13
5
−5
13
6
1
−7
6
−6
7
6
5
−11
6
−6
11
6
7
−13
6
−6
13
7
1
−8
7
−7
8
7
2
−9
7
−7
9
7
3
−10
7
−7
10
7
4
−11
7
−7
11
7
5
−12
7
−7
12
7
6
−13
7
−7
13
7
8
−15
7
−7
15
8
1
−9
8
−8
9
8
3
−11
8
−8
11
8
5
−13
8
−8
13
8
7
−15
8
−8
15
Figure 7. Display of inner arcs α+p for p ∈ Q∞
Lemma 5.5. Let αεp be an arc.
(a) We have µL(α
ε
p) = α
ε
p′ where p
′ = −p. Suppose that 0 ≤ p. Then, γ(p) ≤ 2
implies γ(p′) ≤ 2 and if γ(p) > 2 then γ(p′) < γ(p).
(b) We have µD(α
ε
p) = α
ε
p′ where p
′ = −p2p+1 . Suppose that −1 ≤ p ≤ 0. Then,
γ(p) ≤ 2 implies γ(p′) ≤ 2 and if γ(p) > 2 then γ(p′) < γ(p).
(c) We have µU (α
ε
p) = α
ε
p′ where p
′ = 2 − p. Suppose that p ≤ −2. Then,
γ(p) ≤ 2 implies γ(p′) ≤ 2 and if γ(p) > 2 then γ(p′) < γ(p).
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α
+
7
4
after L is pulled
to the right
α
+
−7
4
Figure 8. Effect of µL on the arc α
+
7
4
.
Hence, for each arc αεp with γ(p) > 2 there exists an unfolding map µ such that
µ(αεp) = α
ε
p′ with γ(p
′) < γ(p).
Proof. We shall give the arguments only for the case (a) since it is completely
similar for (b) and (c). We start by considering first an inner arc α+p for some
p = r
s
≥ 0. Notice that there are m = min(r, s) semicircles around L which connect
the points κ1, . . . , κm above U with the points κr+s−m+1, . . . , κr+s below D, see
Figure 9.
After pulling L between U and D to the position L′ only max(r, s) − min(r, s)
semicircles remain around L′, whereas the number of semicircles around U and D
remains unchanged. Hence the resulting situation is obtained by our construction
α+p′ where p
′ = −r
s
. It is also clear that the construction is involutive, hence
µL(α
+
p ) = α
+
p′ even if p < 0. The argument is completely similar for outer arcs,
that is µL(α
−
p ) = α
−
−p.
Observe that γ(p) = 2 implies for p ≥ 0 that p = 0 or p =∞. Hence µL(α
ϕ
p ) = α
ϕ
p
for such values. Now assume that p = r
s
> 0 and µL(α
ε
p) = α
ε
p′ . Then we have by
construction γ(p′) = |r| + |s|+ |s− r| < |r|+ |s|+ |s+ r| = γ(p). 
κ1
κm
κm+1
κr
κr+1
κr+s
λ1
λm
λm+1
λr
λr+1
λr+s
L
U
D
κ1 κm
κm+1
κr
κr+1 κr+s
λm+1
λr
L
′
U
D
Figure 9. Reducing complexity (assume r > s)
Proposition 5.6. For each p ∈ Q∞ the arc α
ε
p is a connected curve which connects
the same endpoints than αεt′(p) as defined in Definition (5.3).
Proof. The proof is done by induction on the complexity of p. Clearly, if γ(p) = 2
then p ∈ {−1, 0,∞} and the arc αεp is connected. Otherwise we apply the unfolding
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map µL, µD or µU depending whether 0 < p, −1 < p < 0 or p < −1 respectively.
By the preceding Lemma the resulting arc has lower complexity and is therefore
connected by induction. But it is clear from the definition of the unfolding maps
that they do not change the connectivity of the arcs nor the endpoints. Hence the
result. 
5.4. Compatibility of untagged arcs. We now study when two arcs αεp and α
ϕ
q
are compatible. For this we start with the simple case when q = −1, 0,∞.
Lemma 5.7. The untagged arc αεp intersects the untagged arc α
ϕ
q (for q = −1, 0,∞)
precisely
(5.6) (αεp | α
ϕ
q ) = ∆(p, q)
(−ϕε)
times. In particular the function (αεp | −) on arcs of low complexity is shown by
writing the values on αϕq close to these arcs in the following pictures. For this let
p = r
s
with r, s coprime and s > 0.
|r + s|(−)
|s|(−)
|r|(−)
|r + s|(+)
|s|(+)
|r|(+)
“
α
+
r
s
| −
”
|r + s|(+)
|s|(+)
|r|(+)
|r + s|(−)
|s|(−)
|r|(−)
“
α
−
r
s
| −
”
Proof. Let β = α+p and assume that p > 0. Then, clearly (β | α
−
0 ) equals the num-
ber of semicircles drawn around the point U , that is (β | α−0 ) = r
(+) = ∆(p, 0)(+).
Similarly (β | α−∞) = s
(+) = ∆(p,∞)(+) and since there are (r + s)(+) semicircles
around L we have also (β | α−−1) = (r + s)
(+)
= ∆(p,−1)(+). For the following, we
use the notations as introduced in Figure 4. The segments κiλi intersect LU if and
only if λi lies above L and κi lies below U , that is, if and only if i ≤ (r + s)
(+)
and
i ≥ r − r(+). Therefore, we have (β | α+∞) = (r + s)
(+) − r + r(+) ≥ 0 if such an
index exists and (β | α−∞) = 0 otherwise, when (r + s)
(+)
− r + r(+) < 0 . Thus, in
case t′(p) = 0, we have
(β | α+∞) = max(0,
r+s−1
2 − r +
r−1
2 ) = max(0,
s
2 − 1) = s
(−) = ∆(p,∞)(−)
Similarly, in case t′(p) = −1 or t′(p) =∞, we have
(β | α+∞) = max(0,
r+s
2 − r +
r−1
2 ) = max(0,
s−1
2 − 1) = s
(−) = ∆(p,∞)(−).
Similarly one verifies that (β | α+0 ) = ∆(p, 0)
(−). This shows that (α+p | α
ϕ
q ) =
∆(p, q)(−ϕ) whenever p > 0. The cases where β = α+p with p < 0 are dealt with
similarly. Also, the case where β = α−p can be solved in much the same way. This
shows the claim. 
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Proposition 5.8. Two untagged arcs αεp and α
ϕ
q are compatible if and only if
∆(p, q) ≤
{
2, if ε = ϕ,
1, if ε 6= ϕ.
Proof. Let p = r
s
. The proof is done by induction on the complexity γ(q). Assume
first that γ(q) = 2, that is, q = −1, 0 or ∞ and let x := ∆(p, q) = |r + s|, |r| or |s|
respectively.
By definition, αεp is compatible with α
ϕ
q if and only if (α
ε
p | α
ϕ
q ) = 0, that is by
Lemma 5.7, if and only if x(−ϕε) = 0.
In case ϕ = ε, this is equivalent to x(−) = 0, which happens if and only if x = 0
or x > 0 is even and x ≤ 2 or x is odd and x ≤ 1, that is, if and only if x ≤ 2.
Similarly, if ϕ 6= ε, then the two arcs are compatible if and only if x(+) = 0, that
is, if and only if x ≤ 1.
If γ(q) > 2 then we apply an appropriate unfolding map to both arcs to get αεp′ and
αϕq′ with γ(q
′) < γ(q) and the result follows since the unfolding does not change the
number of intersections. 
5.5. Tagged arcs. We are now able to define a tagged arc αp,x for each p ∈ Q∞
and each x ∈ H . First we define such arcs for slopes of low complexity, that is for
p = −1, 0,∞ as shown in Figure 10.
α−1,−j
α∞,−j
α0,−i
α−1,k
α∞,i
α0,k
α−1,1
α∞,−k
α0,j
α−1,i
α∞,−1
α0,1
⊲⊳
⊲⊳
⊲
⊳
⊲⊳
⊲
⊳
⊲
⊳
Figure 10. Tagged arcs of low complexity
Furthermore, for p = 0, −1, ∞, we define αp,−x to be the arc obtained from αp,x
by switching the tags on both ends from plain to notched and vice versa. In this
way we have defined 24 arcs αp,x for p = 0, −1, ∞ and x ∈ H . We shall identify
the untagged arcs for these slopes in the obvious way, that is, α+−1 = α−1,−j and
α−∞ = α∞,i, for instance.
Definition 5.9. For each p ∈ Q∞ and x ∈ H define the arc αp,x to be the arc
connecting the same vertices as αt′(p),x having the same tags at the endpoints as
αt′(p),x, and the untagged version of αp,x is either α
+
p or α
−
p . More precisely, the
untagged version α◦p,x of αp,x is as follows:
α◦p,x =
{
α+p , if (t
′(p), x) ∈ {(0,±i), (0,±j), (−1,±1), (−1,±j), (∞,±j), (∞,±k)},
α−p , else.
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Note, that two tagged arcs αp,x and αq,y are isotopic if and only if (p, x) = (q, y).
Theorem 5.10. Let p, q ∈ Q∞ and x, y ∈ H. Then the two arcs αp,x and αq,y are
compatible if and only if the vectors vxp and v
y
q are compatible.
Proof. Let β and γ be two tagged arcs with underlying non-tagged arcs β◦ and γ◦.
First we study the case where p = q. Then the underlying untagged arcs are always
compatible and hence we only have to care for the condition on the tags, which
can already be done by looking at the case where p, q ∈ {−1, 0,∞}. Hence αp,x is
compatible with αp,y if and only if x 6= −y, that is, if and only if v
x
p is compatible
with vyp by Lemma 4.9.
Now, we assume that p 6= q and deal first with the case where p, q ∈ {−1, 0,∞}.
By direct inspection of Figure 10 we get that αp,x is compatible with αq,y if and
only if the condition of the corresponding cell in the following table is satisfied.
(5.7)
q = −1 q = 0 q =∞
p = −1 x 6= −y x ∈ H+y y ∈ H+x
p = 0 y ∈ H+x x 6= −y x ∈ −H+y
p =∞ x ∈ H+y y ∈ −H+x x 6= −y
Since ∆(p, q) ≤ 2 in any such case we get by Proposition 4.7 that this happens if
and only if vxp is compatible with v
y
q .
Now, let p, q ∈ Q∞ be arbitrary with p 6= q. Notice that therefore α
◦
p,x 6= α
◦
q,y.
Observe also that t′(p) = t′(q) holds if and only if ∆(p, q) is even. Therefore
the two arcs αp,x and αq,y are compatible by Proposition 5.8 if and only if either
∆(p, q) = 2 and the tags on both ends coincide, that is x = y, or ∆(p, q) = 1
and the arcs αt′(p),x and αt′(q),y are compatible, which happens if and only if the
condition in (5.7) is satisfied. In both cases, this is equivalent to the condition that
vxp and v
y
q are compatible by Proposition 4.5 and Corollary 4.8. 
5.6. Connection to real Schur roots. We can find by Proposition 4.3 and
Lemma 4.2 for each (q, x) ∈ Q∞ × H up to isomorphism a unique E
x
q ∈ E such
that dimExq = v
x
q . In fact, we obtain a bijection (q, x) 7→ [E
x
q ] from Q∞×H to the
isoclasses of E .
Theorem 5.11. The map Ψ : αp,x 7→ [E
x
p ] is a bijection between the set of all
tagged arcs of the 2-sphere with 4 punctures (S,M) to the set of isoclasses of in-
decomposable rigid objects in cohX, where X has weight type (2, 2, 2, 2). Moreover,
two tagged arcs are compatible if and only if their images under Ψ are compatible.
Therefore Ψ induces an isomorphism between the exchange graph E⊲⊳(S,M) and
the mutation-exchange graph of tilting objects in cohX.
Proof. Using the above remark and Definition 5.9 we can define a bijection Ψ′ from
the set of tagged arcs {αp,x | (p, x) ∈ Q∞ × H} to the isomorphism classes of
indecomposable rigid objects in cohX by taking Ψ′(αp,x) := [E
x
p ] for all (p, x) ∈
Q∞ ×H .
By Theorem 5.10 two tagged arcs are compatible if and only if their images under
Ψ′ are Ext-orthogonal in cohX. It remains to see that each tagged arc of (S,M)
is of the form αp,x for some p ∈ Q∞ and some x ∈ H . By [11], the exchange
graph E⊲⊳(S,M) is connected and each tagged triangulation consists of precisely 6
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tagged arcs. Consequently if β is any tagged arc, we can complete β to a tagged
triangulation T of (S,M). Let µi1 , . . . , µiL be a sequence of mutations such that
µiL · · ·µi1(T ) = {α
ε
q | q = −1, 0,∞; ε = ±} =: T
′. Then µi1 · · ·µiL(Ψ
′(T ′)) is a
tilting object in cohX and therefore of the form Ψ′(T ′′) with T ′′ = µi1 · · ·µiL(T
′) =
T and consequently β = αp,x for some p ∈ Qi and x ∈ H . 
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