Abstract. Associated to the germ of an analytic set (X, p) in C n is the O C n ,p -module Der(− log X) of logarithmic vector fields, the ambient germs of holomorphic vector fields tangent to the smooth locus of X. For a submodule L ⊆ Der(− log X), we seek to use Fitting ideals associated to L and Der(− log X) as submodules of Der C n ,p to: (i) find sufficient conditions for L = Der(− log X); (ii) identify these ideals (as a necessary condition for equality); and (iii) provide a geometric interpretation of these ideals.
Introduction
In [Sai80] , Kyoji Saito introduced the notion of a free divisor, a complex hypersurface germ (X, p) ⊂ (C n , p) for which the associated module of logarithmic vector fields Der(− log X) p is a free O C n ,p -module, necessarily of rank n; geometrically, these are the vector fields tangent to (X, p). Although many classes of free divisors have been found, free divisors remain somewhat mysterious; for instance, it is not completely understood which hyperplane arrangements are free divisors.
To determine when a set of n elements of Der(− log X) p forms a generating set, Saito proved a criterion (see Corollary 5.7) in terms of the determinant of a presentation matrix of these elements being reduced in O C n ,p . Saito's criterion can only be satisfied when (X, p) is a free divisor. Several questions arise:
(1) For arbitrary (X, p), is there a necessary and sufficient condition on a submodule L ⊆ Der(− log X) p to have equality? (2) What does Saito's criterion mean geometrically? If X is not empty, C n , or a free divisor, then Der(− log X) p requires > n generators. To mimic Saito's criterion, it is natural for (1) to consider some condition on the Fitting ideals I k (L), 1 ≤ k ≤ n, where I k (L) is generated by the k × k minors of a presentation matrix of a generating set of L. A sufficient understanding of the geometric content of these ideals would then answer (2) .
In this article we study the Fitting ideals of logarithmic vector fields. These ideals have been little studied; the only result we are aware of ([HM93, Proposition 2.2]) concerns the radical of I k (Der(− log X) p ) for k ≥ dim(X).
In §1, we define Fitting ideals, and demonstrate in Example 1.1 that for nonhypersurfaces, there is no general condition on the Fitting ideals of L sufficient to prove L = Der(− log X) p , even when (X, p) is smooth. Nevertheless, understanding the Fitting ideals of Der(− log X) p can provide necessary conditions for L to equal Der(− log X) p , and the ideals contain interesting geometric information about various stratifications of (X, p).
In §2 we study smooth germs. Theorem 2.3 answers (1) completely for smooth (X, p), although our criterion is not in terms of Fitting ideals. In Propositions 2.7 and 2.8, we describe the corresponding Fitting ideals and their geometric content.
In §3 we study arbitrary analytic germs. Using our understanding of the smooth points of X and a generalization of the Nagata-Zariski Theorem due to [EH79] (see Theorem 3.2), we give upper bounds for I k (Der(− log X) p ) in Theorem 3.6 and Remark 3.7. (For instance, it follows that certain ideals are always "reduced" in some sense; see Remark 3.8.) We describe the geometric meaning of the Fitting ideals in Proposition 3.14.
In §4, we follow Saito and recall a certain useful duality between modules of vector fields and modules of meromorphic 1-forms. With this, under mild conditions the double dual of a module L of vector fields can be identified with a larger module of vector fields that we call the reflexive hull of L. For a hypersurface (X, p), Der(− log X) p is reflexive and hence equals its reflexive hull.
In §5, we apply our earlier work to a hypersurface (X, p). Proposition 5.1 addresses the geometric content of I n (Der(− log X) p ), and hence (2). Theorem 5. 4 gives sufficient (algebraic or geometric) conditions for the reflexive hull of a module L of logarithmic vector fields to equal Der(− log X) p . When L is already reflexive, this gives a condition for L = Der(− log X) p . For free divisors, this recovers Saito's criterion (Corollary 5.7), and a criterion of Michel Brion (Corollary 5.10) which applies to linear free divisors associated to representations of linear algebraic groups. It was an attempt to generalize Brion's result which originally motivated this work.
We are grateful to Ragnar-Olaf Buchweitz and Eleonore Faber for several helpful conversations.
Fitting ideals
We begin with some notation which we maintain for the whole paper.
Notation.
For an open subset U ⊆ C n , let O U denote the sheaf of holomorphic functions on U and let Der U denote the sheaf of holomorphic vector fields on U . For a sheaf S (respectively, S U ), let S p (resp., S U,p ) denote the stalk at p ∈ U . For an ideal I, let V (I) denote the common zero set of f ∈ I. For a set or germ S and point p ∈ U , let I(S) be the ideal of functions vanishing on S, and let M p be the maximal ideal of functions vanishing at p; the ambient ring is given by context. For a germ g, a specific choice of representative will always be denoted by g or g .
All of our analytic sets and analytic germs will be reduced. Except for §5.2, by abuse of terminology a Zariski closed (respectively, Zariski open) subset shall mean an analytic subset (resp., the complement of an analytic subset).
For an analytic set X ⊆ U the coherent sheaf Der(− log X) of logarithmic vector fields of X is defined by
where V is an arbitrary open subset of U and I(X) ⊆ O U (V ) is the ideal of functions on V vanishing on X. Each Der(− log X)(V ) is an O U (V )-module closed under the Lie bracket of vector fields, consisting of those vector fields on V tangent to (the smooth points of) X. For an analytic germ (X, p), Der(− log X) p is defined as Der(− log X ) p for any representative X of (X, p); it is an O C n ,p -module closed under the Lie bracket. See [Sai80, HM93] for an introduction to logarithmic vector fields. If f : M → N is a holomorphic map between complex manifolds, let df (p) :
To see that I k (L) is well-defined, we give an equivalent definition. Identifying
For a submodule L ⊆ Der C n ,p , the ideal I k (L) ⊆ O C n ,p may be defined in a similar way. Of particular interest are the ideals I k (Der(− log X) p ), k = 1, . . . , n, when (X, p) is an analytic germ in C n . For instance, the radicals of these ideals encode the logarithmic stratification of (X, p), a (not necessarily finite) decomposition of (X, p) into smooth strata along which the germ is biholomorphically trivial (see [Sai80,  §3]). Since this stratification is a rather subtle property of (X, p), we do not expect to be able to describe I k (Der(− log X) p ) explicitly. However, if L ⊆ Der(− log X) p , then any property known about I k (Der(− log X) p ) gives a necessary condition to have L = Der(− log X) p .
1. 3 . Inadequacy of Fitting ideals. An easy example shows that even when
Example 1.1. Let (X, 0) be the origin in C 2 , defined by coordinates x = y = 0. Define the following logarithmic vector fields, which generate Der(− log X) p :
and L is closed under the Lie bracket.
Similar examples hold for the origin in higher dimensions, as the action of SL(n, C) and GL(n, C) on C n have the same orbit structure, and a simple argument shows that the two modules of vector fields generated by these actions have the same Fitting ideals. This example may then be extended to apply to all smooth germs of codimension > 1.
Logarithmic vector fields of smooth germs
We first study a smooth analytic germ (X, p) in C n . Because of the coherence of the sheaf of logarithmic vector fields and the genericity of smooth points, we will later use this to study non-smooth germs.
The (only) example is:
Example 2.1. Let (X, p) in C n be a smooth germ of dimension d < n. Choose local coordinates y 1 , . . . , y n for C n near p so that the ideal of germs vanishing on We begin by describing a criterion, Theorem 2.3, for having a complete set of generators for Der(− log X) p . It will follow that (2.1) is a complete set of generators for Example 2.1.
2.1.
A derivative for vector fields. First, we make a definition used in our criterion. For η ∈ Der C n ,p with η(p) = 0, we shall define a "derivative" d( η) (p) :
, and then defining
where we use the canonical coordinate on C to identify T 0 C with
. This operation does not depend on a choice of coordinates, as shown by applying the following lemma to
Proof. Choose coordinates (x 1 , . . . , x n ) near p. Since both sides are linear in η, it suffices to prove the claim when η = g i ∂ ∂xi , with g i (p) = 0. In this case,
2.2.
Criterion for a generating set. We are now able to state our criterion.
In O C n ,p , let I = I(X) be the ideal of functions vanishing on X, and let M p be the maximal ideal. The following are equivalent:
(1) (X, p) is smooth and
The smoothness of (X, p) will follow from this lemma. 
. Since by Lemma 2.4, 
Since ξ ∈ Der(− log X) p , by definition the application of ξ to functions gives a linear map I → I. If f ∈ I and g ∈ M p , then ξ(g) ∈ M p (as ξ(p) = 0) and ξ(f ) ∈ I. By the product rule, ξ(f · g) ∈ M p · I and hence ξ(M p · I) ⊆ M p · I. Thus the map f → ξ(f ) descends to an endomorphism of I/M p · I, as claimed, and so α is well-defined. Since L C,0 ⊆ L 0 ⊆ D, restricting α to one of these subspaces gives a well-defined map, including α = α | L C,0 .
We will show that (1) implies (2). The vector space I/M p I is generated by {y 1 , . . . , y n−d }, and (as in Example 2.
Since it follows that α y j
and elements of L C,0 . Let ζ ∈ L 0 , and write ζ = i g i η i + j h j ξ j , where ξ j ∈ L C,0 . Evaluating at p and using the linear independence of {η i (p)}, we see that all
, and observe that
and hence α (ζ) = α (ζ ) = α(ζ ). Thus α is surjective as well, giving us (2).
To show that (2) implies (1), we will first show
where N is the submodule of Der(− log X) p generated by the vector fields in (2.1).
If ξ ∈ ker(α ), then ξ ∈ D, and hence ξ(p) = 0 and
where
By the surjectivity of α, there exists a ξ ∈ L C,0 such that α (ζ ) = α(ξ). Thus,
and so by (
so that by Nakayama's Lemma, L = Der(− log X) p . This proves (2) .
To show that β in (3) is well-defined, observe that by the smoothness of (X, p),
. We now show the equivalence of (2) and (3). Define the C-linear map ρ :
, and so ρ factors through to a vector space isomorphism ρ :
For any ξ ∈ Der(− log X) p vanishing at p, Lemma 2.2 shows that we have the following commutative diagram.
Since ρ is an isomorphism, it follows from (2.5) that α is surjective if and only if β is surjective, and hence (2) is equivalent to (3).
Remark 2.5. Since L p = T p X, the map β in Theorem 2.3 describes how vector fields behave with respect to the normal space to X at p in C n , T p C n /T p X. So, too, does α: algebraically, the quotient of the Zariski tangent spaces of C n and X at p is the dual of
where the equality is because in this case,
The map ρ constructed in the proof of Theorem 2.3 is essentially an identification between the dual of this "Zariski normal space" to X at p and the dual of the usual normal space to X at p.
Remark 2.6. If (X, p) is an arbitrary analytic germ with an irreducible component of dimension d in C n , then by the coherence of Der(− log X) and Theorem 2.3, Der(− log X) p requires at least d + (n − d) 2 generators; the component of smallest dimension gives the strongest bound. Are germs for which Der(− log X) p is minimally generated in some way special, as is the case for hypersurfaces (see §5.1)?
2.3.
Fitting ideals for smooth germs. We now compute the Fitting ideals associated to Der(− log X) p for (X, p) smooth.
otherwise . 
Proof. Choose coordinates as in
and for any , J denotes the × identity matrix. I k (Der(− log X) p ) is generated by the determinants of the k ×k submatrices of
Any submatrix which uses more than one column from the same Y block will have determinant zero, as there is an obvious relation between the columns. Also, any submatrix which uses a non-symmetric choice of rows and columns of J d will have a zero row or column. Hence, the only nonzero generators of I k (Der(− log X) p ) will be
where each i j ∈ {1, . . . , n − d}, and (since 0
which is exactly as claimed.
Geometry of the Fitting ideals for smooth germs.
We may give a geometric interpretations to one of these ideals.
Proposition 2.8. Let (X, p) be a smooth germ of dimension d in C n , with d < n. Let L ⊆ Der(− log X) p be a submodule, and let L 0 ⊆ L be the submodule of vector fields vanishing at p. Then the following are equivalent:
Before we prove this, we need a Lemma. Let M (p, q, C) be the space of p × q matrices with complex entries. Since M (p, q, C) is a vector space, there is a canonical identification T x M (p, q, C) M (p, q, C) for all x. Let adj(A) denote the adjugate of A ∈ M (p, p, C), and for p = 1 define adj(A) = 1. Lemma 2.9. Let α : (− , ) → M (n, n, C) be a differentiable curve. Define A = α(0), B = α (0), and γ(t) = det(α(t)). Then the following are equivalent:
(i) γ(0) = 0 and γ (0) = 0, (ii) A has rank n − 1 (so that its adjugate adj(A) has rank 1 and adj(A) = λ · ω for λ ∈ M (n, 1, C) and ω ∈ M (1, n, C)), and ωBλ = 0, (iii) A has rank n − 1 and B · ker(A) im(A).
Proof. Since the statement is obvious when n = 1, assume n > 1. We begin with some preliminary observations. By Jacobi's formula,
Also observe that when det(A) = 0, A · adj(A) = adj(A) · A = det(A) · I = 0, and thus
We first study the situation where rank(A) = n − 1 > 0. By the first inclusion of (2.8), rank(adj(A)) ≤ 1; as also adj(A) = 0, we therefore have rank(adj(A)) = 1. Thus, (2.8) becomes (2.9) im(adj(A)) = ker(A) and im(A) = ker(adj(A)).
Since rank(adj(A)) = 1, we may write adj(
and the columns of B are written
(2.10) If (i), then by (2.7) we must have adj(A) = 0, so rank(A) ≥ n−1. By assumption, rank(A) < n, so rank(A) = n − 1. By the above observations, rank(adj(A)) = 1 and adj(A) = λ · ω for two appropriately shaped matrices. By (2.10), ωBλ = 0, proving (ii). If (ii), then (i) follows from (2.10). It remains to show the equivalence of (ii) and (iii). Since in either case rank(A) = n − 1, by (2.9) we have C · λ = ker(A) and {z ∈ M (n, 1, C) : ω · z = 0} = im(A). Thus ωBλ = 0 if and only if B · ker(A) im(A).
Proof of 2.8. By (2.5), (2) is equivalent to (3). Let M be a Saito matrix of a generating set of L, and N be a (d + 1) 
Logarithmic vector fields of arbitrary germs
In this section, we study the logarithmic vector fields for an arbitrary analytic germ (X, p) in C n by using the properties of logarithmic vector fields at nearby smooth points. We shall study the associated ideals and their geometric meaning.
Choosing representatives.
We shall often choose representatives of an analytic germ (X, p) and a collection of vector fields in Der(− log X) p , and then study the behavior of these representatives at points near to p. It is convenient to choose representatives on an open U containing p so that the behavior of the representatives on U reflect only the behavior of the original germs. For any germ f , a specific choice of representative will be denoted by f or f . (1) All representatives are defined on U (2) If X = ∪ s∈S X s is an irreducible decomposition of germs, then there is a cor-
generates the sheaf Der(− log X ) on U . (5) U is, e.g., a polydisc, so that U is convex (using real line segments) Proof. Without loss of generality, assume that the hypothesis of (4) is satisfied (by, e.g., increasing m). Without mentioning it explicitly, each U i will be an open neighborhood of p. Let X and η 1 , . . . , η m be representatives, and let U 1 be an open set on which these representatives are all defined.
Decompose (X, p) into irreducible components as in (2), and find U 2 ⊆ U 1 containing representatives X s of each (X s , p). Since each (X s , p) is irreducible, there exists a U 3 ⊆ U 2 with the property that for any open neighborhood V ⊆ U 3 containing p, V ∩ X s is irreducible in V , and hence ∪ s∈S (V ∩ X s ) is an irreducible decomposition of V ∩ (∪ s∈S X s ) in V . Since ∪ s∈S X s is a representative of (X, p), it and X are equal on some U 4 ⊆ U 3 .
By the coherence of Der(− log(U 4 ∩ X )) and the hypothesis of (4), there is a U 5 ⊆ U 4 on which representatives of η 1 , . . . , η m can be found which generate the sheaf Der(− log(U 5 ∩ X )); by the definition of germ, there is a U 6 ⊆ U 5 on which η 1 , . . . , η m generate Der(− log(U 6 ∩ X )).
Finally, let U ⊆ U 6 be a polydisc containing p, and set X = U ∩X , X s = U ∩X s , and η i = η i | U . It is easily checked that all conditions are satisfied.
Observe that by (2), X s is irreducible in U , and hence I(X s ) . A result originally due to Zariski and Nagata says that p ( ) is the ideal of functions which vanish to order ≥ on p.
Theorem 3.2 ([EH79, Corollary 1]).
Let p be a prime ideal of a ring R, and let S be a set of maximal ideals M containing p such that R M /p M is a regular local ring, and
with equalities if R is regular.
In particular, we have 
Then apply Theorem 3.2.
Remark 3.4. Since primary decomposition commutes with localization, so does the symbolic power.
It is also useful to know the following characterization of p ( ) when p defines a complete intersection. Theorem 3.6. Let (X, p) be an analytic germ in C n , with X = ∪ s∈S X s the decomposition into irreducible components.
where the exponents denote symbolic powers and are as large as possible
For example, I n (Der(− log X) p ) reflects both the irreducible components of (X, p) and the dimensions of these components.
Proof. Let η 1 , . . . , η m generate Der(− log X) p . Find representatives of (X, p) and each η i on an open neighborhood U of p, as in Lemma 3.1. Let M = Der(− log X )(U ), and observe that it is generated by η 1 , . . . , η m .
For
Let q ∈ N s , and let k > dim(X s ). Since η 1 , . . . , η m generate Der(− log X ) q as a O U,q module, the localization of M at q is equal to Der(− log X ) q . Observe that localizing M commutes with taking minors of a presentation matrix of M . Thus by Proposition 2.7, as O U,q modules,
. By a version of Hadamard's lemma for holomorphic functions, it follows that in O U , I k (M ) ⊆ M k−dim(Xs) q . As this is true for all q ∈ N s , by Corollary 3.3 it follows that I k (M ) ⊆ (I(X s ))
This proves that as O U (U ) ideals,
Since localization commutes with taking minors, M localized at p is Der(− log X) p , I(X s ) localized at p is I(X s ), and as symbolic powers commute with localization, (3.2) follows from (3.4).
To show that the exponents are sharp, fix s ∈ S and k > dim(X s ). Suppose that in O C n ,p ,
As above, choose representatives on an open set U containing p. Each side of (3.5) is the stalk at p of the coherent ideal sheaf J and K on U generated by I k (M ) and (I(X s )) (k−dim(Xs)+1) , respectively. It thus follows from (3.5) that there exists some open V ⊆ U containing p on which J | V ⊆ K | V . Let q ∈ V ∩ Smooth(X ) ∩ X s , take the stalks at q, and apply Proposition 2.7 and Lemma 3.5 to find that in O C n ,q ,
this is a contradiction. If s ∈ S and k ≤ dim(X s ), then no symbolic of I(X s ) can appear on the right side of (3.2), either by the same argument, or by [HM93, Existence Lemma].
Remark 3.7. Theorem 3.6 is improved significantly by observing that Der(− log X) p ⊆ Der(− log Sing(X)) p and hence I k (Der(− log X) p ) ⊆ I k (Der(− log Sing(X)) p ). Applying the Theorem to Der(− log Sing(X)) p produces another ideal which also contains I k (Der(− log X) p ). Of course this process may be repeated.
Remark 3.8. Let (X s , p) be an irreducible component of (X, p). By Theorem 3.6, I dim(Xs)+1 (Der(− log X) p ) is contained in I(X s ), but not contained in I(X s ) (2) . In some sense, then, this Fitting ideal is "reduced" with respect to the component X s .
Example 3.9. Consider the hypersurface X in C 4 defined by xw − yz = 0. Then Sing(X) is the origin. M = Der(− log X) 0 is generated by seven vector fields, and by Theorem 3.6 and Remark 3.7,
in fact, a Macaulay2 computation shows that these are equalities.
Example 3.10. Consider the hypersurface X 3 in C 4 defined by xy(x − y)(xz − yw) = 0. Inductively let X i = Sing(X i+1 ), so that X 0 ⊆ X 1 ⊆ X 2 ⊆ X 3 , with each X i a union of irreducible complete intersections of dimension i. M = Der(− log X) 0 is generated by 4 vector fields, and applying Theorem 3.6 to all X i computes I 4 (M ) and I 1 (M ) exactly, while an upper bound with the correct radical is produced for I 3 (M ). For I 2 (M ), Theorem 3.6 does not detect that the logarithmic stratification of X 3 is not finite, as the vector fields of Der(− log X 3 ) 0 have rank ≤ 1 on x = y = 0. This corresponds to X 3 not being biholomorphically trivial along x = y = 0. Example 3.11. Consider the Whitney umbrella X 2 in C 3 defined by x 2 − y 2 z = 0. Then X 1 = Sing(X 2 ) is the smooth set x = y = 0. M = Der(− log X) 0 is generated by 4 vector fields, and applying Theorem 3.6 to X 1 and X 2 does not compute any I k (M ) exactly. Although the bounds for I 2 (M ) and I 3 (M ) have the correct radical, the upper bound for I 1 (M ) is (1). If we recognize that each η ∈ M must be tangent to the origin, then Theorem 3.6 computes I 1 (M ) and I 3 (M ) exactly.
Example 3.12. Consider the variety X defined by the ideal I generated by the 2 × 2 minors of a generic 3 × 3 symmetric matrix. X has dimension 3, and Sing(X) is the origin. Here, the symbolic powers of I differ from the usual powers of I. M = Der(− log X) 0 is generated by 24 vector fields. Theorem 3.6 and Remark 3.7 compute I 1 (M ), . . . , I 5 (M ) exactly, while I 6 (M ) differs from the computed upper bound. Theorem 3.6 provides a necessary condition on a submodule of logarithmic vector fields to be a complete generating set. However, it is far from sufficient. 
generate a module L ⊆ Der(− log X) p of vector fields which vanish on Sing(X); nevertheless, at any nearby smooth point q of X, L = Der(− log X) q as O C n ,qmodules (by, e.g., Theorem 2.3). Since the proof of Theorem 3.6 relied entirely on behavior at the smooth points, each I k (L) should satisfy (3.2), even though in general L = Der(− log X) p .
Geometry of the Fitting ideals.
Let L ⊆ Der(− log X) p be a submodule. We can give a geometric interpretation of certain Fitting ideals of L being 'reduced' in the sense of Remark 3.8.
Proposition 3.14. Let (X, p) be an analytic germ in C n , and let
Choose representatives of (X, p), (X 0 , p), and each η i , and let U be an open neighborhood of p on which these representatives satisfy the conditions of Lemma 3.1. Let L = O U {η 1 , . . . , η m }. Then the following are equivalent: 
} is defined by the vanishing of f and the partials of f , for all f ∈ I d+1 (L ), and hence is a closed analytic subset of U . Since Sing(X ) and X 0 are closed analytic sets, B = (A ∪ Sing(X )) ∩ X 0 is a closed analytic subset of X 0 . Thus G = X 0 \ B is a Zariski open subset of X 0 , and is the set of q ∈ N = Smooth(X ) ∩ X 0 where L and (X , q) = (X 0 , q) satisfy one of the equivalent conditions of Proposition 2.8.
Since G is a Zariski open subset of the irreducible X 0 , either G = X 0 (and B is nowhere dense in X 0 ) or G = ∅ (and B = X 0 ). If G = ∅, then at every q ∈ N , q ∈ A and hence (by, e.g., Hadamard's Lemma) (2) , and localizing at p shows that (1) is false. However, (2) and (3) are also false.
If G = X 0 , then G is dense in N , and (2) and (3) 
q in O U,q , and hence q ∈ A. But since A ∩ G = ∅, this is a contradiction.
Reflexive modules
Before discussing hypersurfaces in §5, we recall some useful background on reflexive modules.
We adopt the following notation for this section. Let U be an open subset of
be the sheaf of holomorphic functions (resp., meromorphic functions) on U . Let Ω 1 = Ω 1 U (respectively, Ω 1 = Ω 1 U ) be the Omodule of holomorphic (resp., meromorphic) 1-forms on U , and let Der = Der U be the O-module of holomorphic vector fields on U . For a O-module N , denote its Odual by
, be the standard pairing (or "inner product") between vector fields and 1-forms, extended to meromorphic forms. Just as for pairings between vector spaces, such a pairing may sometimes be used to identify the O-dual of a submodule N ⊆ Der with a submodule of Ω 1 , and vice-versa. Following [Sai80, (1.6)], we have
The modules and maps are independent of f .
Proof. Fix holomorphic coordinates x 1 , . . . , x n on U . Throughout, V and W will denote arbitrary open subsets with
and define the maps
Check that the images lie in the claimed spaces, that the maps are morphisms of O-modules, and that composition in either order gives the identity. By definition and by the surjectivity of the first map,
Since the second map is independent of f and is the inverse of the first, both maps are independent of f .
Check the same conditions as for (1). 
, and by construction R(N ) p depends only on (N * ) p . Since N * is coherent, it is enough to understand the realization operation at stalks.
Example 4.6. For a hypersurface X in U ⊆ C n defined by a reduced f ∈ O(U ), the sheaf of logarithmic 1-forms Ω 1 U (log X) consists of the meromorphic 1-forms ω such that f · ω and f · dω are holomorphic ([Sai80, (1.1)]). In [Sai80, (1.6)], Saito shows that at each p ∈ U , Ω 1 U,p (log X) and Der(− log X) p are each the O U,p -dual of the other by the pairing θ p . By coherence, R(Der(− log X)) = Ω 1 U (log X) and R(Ω 1 U (log X)) = Der(− log X).
Recall that for a O-module N , there is a natural morphism N → N * * , and that N is reflexive when this morphism is an isomorphism We shall need the following property of reflexive sheaves. There is the following characterization of reflexive modules of logarithmic vector fields.
Proposition 4.10. Let (X, p) be an analytic germ in C n , and let (H, p) be the union of the hypersurface components of (X, p), setting H = ∅ if dim(X) = n − 1. Then (1) Der(− log X) p is reflexive if and only if either (X, p) is empty, is (C n , p), or is the hypersurface germ (H, p).
Proof. For one direction of (1), Der(− log ∅) p = Der(− log C n ) p = Der C n ,p is free and thus reflexive. If (X, p) is a hypersurface germ, necessarily (H, p), then Der(− log X) p is reflexive by [Sai80, (1.7)].
For (2), choose representatives of (X, p) and (H, p) on an open set U chosen as in Lemma 3.1. Let Y be the union of the codimension ≥ 2 components of X , so that X = H ∪ Y . Since Der(− log X ) equals Der(− log H ) off of Y , by Lemma 4.9, R(Der(− log X )) = R(Der(− log H )). This gives the equality of (2), and the interpretation as logarithmic forms is due to Saito (see Example 4.6).
By (2) we have R(R(Der(− log X) p )) = R(R(Der(− log H) p )). Since Der(− log H) p is reflexive by (1), this proves (3).
To finish (1), if Der(− log X) p is reflexive then by (3), Der(− log X) p = Der(− log H) p . If Der(− log X) p = Der C n ,p , then either (X, p) is empty or is (C n , p); if not, then (X, p) = (H, p), which must be a hypersurface.
where jac(f ) is the Jacobian ideal generated by the partial derivatives of f , α(η) = (η, − η(f ) f ), and β(η, g) = η(f ) + f · g.
Hypersurfaces and free divisors
In this section, we apply our earlier results to hypersurface germs. If L is a module of vector fields logarithmic to a hypersurface (X, p), we give a criterion for L = R(R(Der(− log X) p )). This generalizes criteria of Saito and Brion for free divisors.
First, we summarize our earlier results for a hypersurface component of an analytic germ.
Proposition 5.1. Let (X, p) be a germ of an analytic set in
be an irreducible hypersurface component of (X, p). Choose representatives of (X, p), (X 0 , p), and each η i , and let U be an open neighborhood of p on which these representatives satisfy the conditions of Lemma 3.1. Then the following conditions are equivalent
For every open neighborhood V ⊆ U containing p, there exists a q ∈ X 0 satisfying one of the following equivalent conditions:
and there exists a nonzero ξ ∈ L C vanishing at q such that, if f 0 ∈ O C n ,q is a reduced defining equation for (X 0 , q), then one of the following equivalent conditions holds:
and (X , q) = (X 0 , q) satisfy the equivalent conditions of (2).
Proof. First, observe that if any of the conditions of (2) hold for some q ∈ X 0 , then q is a smooth point of X : either g locally defines a smooth hypersurface (necessarily (X , q) = (X 0 , q)), q is assumed smooth, or we use Lemma 2.4. Since (X 0 , p) is a hypersurface germ, by Lemma 3.5, I(X 0 ) 2 = (I(X 0 )) (2) . Proposition 3.14 shows that (1) is equivalent to one of several equivalent conditions (listed in Proposition 2.8) which should be satisfied at some point of Smooth(X ) ∩ X 0 ∩ V for every open neighborhood V ⊆ U containing p, or equivalently, at all points in a Zariski open subset of Smooth(X ) ∩ X 0 ∩ V for every open neighborhood V ⊆ U containing p. One of these equivalent conditions, Proposition 2.8(1), is the same as (2b).
It remains only to check that the conditions of (2) are equivalent. By a simple argument, (2a) is equivalent to (2b). By Proposition 2.8, (2b) is equivalent to dim( L q ) = n−1 and the existence of a nonzero ξ ∈ L C vanishing at q with α(ξ) = 0 (equivalently, β(ξ) = 0). Since It remains to prove that (2c) is equivalent to, e.g., (2(d)i). But α is a C-linear map to a 1-dimensional vector space, and hence α is nonzero if and only if α is surjective. Thus, the equivalence follows by Theorem 2.3. 
. If L = Der(− log X) p , then Proposition 5.1 gives a geometric interpretation of how L differs from Der(− log X) p .
Using the notation and results of §4, we have the following criterion for a set of logarithmic vector fields to generate all such vector fields for a hypersurface germ.
Theorem 5. 4 . Let (X, p) be a hypersurface germ in C n defined locally by a reduced
for a reduced h implies that h|f (equivalently, the hypersurface component of the analytic germ (Z, p) defined by I n (L) is (X, p)), and every irreducible hypersurface component (X 0 , p) of (X, p) satisfies one of the equivalent conditions of Proposition 5.1, then R(L) is the module of germs of logarithmic 1-forms of (X, p) and
If also L is reflexive, then L = Der(− log X) p .
Proof. The equivalence of the two conditions is straightforward. Choose representatives of X and L, and choose an open set U containing p satisfying Lemma 3.1. Define Z using I n (L ). Let L be the O U -module generated by L .
Write Z = X ∪ Y , where Y consists of the irreducible components of Z having codimension ≥ 2. At q / ∈ Z , L q , Der q , and Der(− log X ) q are equal. Let X i , i = 1, . . . , k, be the irreducible hypersurface components of X . By Proposition 5.1 there is an analytic set B i ⊆ X i of codimension ≥ 2 in U such that L and Der(− log X ) are equal at every q ∈ (Smooth(X )
Thus, L and Der(− log X ) are equal off Sing(X )∪Y ∪ k i=1 B i , which is of codimension ≥ 2. By Lemma 4.9 and Proposition 4.10(2), R(L) = R(Der(− log X) p ) is the module of logarithmic 1-forms. By Proposition 4.10(3), R(R(L)) = R(R(Der(− log X) p )) = Der(− log X) p . For the final statement, use the last claim of Corollary 4.7.
Remark 5.5. Conversely, if L = Der(− log X) p for a hypersurface (X, p), then L is reflexive and the hypotheses of Theorem 5.4 are satisfied by Proposition 4.10(1) and Remark 3.8.
Example 5. 6 . Let f ∈ O C n ,p define a reduced hypersurface germ (X, p). Let L ⊆ Der(− log X) p be the module generated by the vector fields of Example 3.13. At q / ∈ X, there exist n linearly independent elements of L. At every q ∈ Smooth(X), L will satisfy, e.g., Proposition 5.1(2(d)i). Thus by Theorem 5.4, R(L) is the module of logarithmic 1-forms for X, and R(R(L)) = Der(− log X).
That such a generic construction works may be surprising, but the algebraic conditions for a ϕ ∈ Hom O C n ,p (f · Der C n ,p , O C n ,p ) to extend (uniquely) to L, and for a corresponding ω ∈ 1 f Ω 1 C n ,p to be logarithmic to (X, p), are the same. 5.1. Free divisors. Let (X, p) be a hypersurface germ in C n . (X, p) is called a free divisor if Der(− log X) p is a free module, necessarily of rank n. Theorem 5.4 implies the following result, for which the equivalence of (1) and (2) is due to Saito. of a connected complex linear algebraic group G with n = dim(G), a Zariski open orbit Ω, and with D = V \ Ω (see [GMNRS09, §2] ).
For now, let ρ : G → GL(V ) be a rational representation of a connected complex linear algebraic group G with Lie algebra g and a Zariski open orbit Ω. Differentiating ρ gives a Lie algebra homomorphism dρ (e) : g → End(V ). Since V is a vector space, we can give a canonical identification φ v : V → T v V for each v ∈ V , and then define a Lie algebra (anti-)homomorphism τ : g → Der(− log(V \ Ω)) by τ (X)(v) = φ v dρ (e) (X)(v) (see [DP12] ). Thus τ (g) is a finite-dimensional Lie algebra of linear vector fields, logarithmic to V \ Ω. For a linear free divisor D, there is a representation so that τ (g) generates the module Der(− log D) 0 .
Michel Brion used his work on log-homogeneous varieties ( [Bri07] ) to prove the following necessary and sufficient condition for D to be a linear free divisor. Thus (2a) implies that n = dim(G); as this is also true for (1), assume n = dim(G).
Suppose that v ∈ V has dim(G · v) = n − 1, and hence G · v is a hypersurface defined by a reduced, irreducible f ∈ C[V ]. ρ induces a representation ρ v : G v → GL(N ) on the normal space N to G·v at v, and by assumption dim(N ) = dim(G v ) = 1. It follows that ρ v acts on N by multiplication by a character G v → G m . By a Lemma in [Pik] , if ρ has an open orbit then this character is the restriction of some χ : G → G m with f (ρ(g)(w)) = χ(g) · f (w) for all g ∈ G and w ∈ V . Setting g = exp(t · X) and differentiating, we see that for X ∈ g v , (5.1) τ (X)(f ) = dχ (e) (X) · f, where dχ (e) (X) ∈ C. By (5.1), the constant function dχ 
