The problem of error density estimation for a functional single index model with dependent errors is studied. A Bayesian method is utilized to simultaneously estimate the bandwidths in the kernel-form error density and regression function, under an autoregressive error structure. For estimating both the regression function and error density, empirical studies show that the functional single index model gives improved estimation and prediction accuracies than any nonparametric functional regression considered. Furthermore, estimation of error density facilitates the construction of prediction interval for the response variable.
Introduction
Functional data analysis concerns the statistical analysis of data where at least one of the variables of interest is a function. Regression with functional data is arguably the most thoroughly researched topic within the broader literature on functional data analysis. It is common to classify functional regression models into three categories according to the role played by the functional data in each model: scalar-on-function regression, function-on-scalar regression, function-on-function regression. Morris (2015) , Reiss et al. (2017) and Febrero-Bande et al. (2017) provide a detailed overview of linear and non-linear methods for functional regression. This article focuses on a non-linear semi-parametric model; namely, the functional single index model in (1) , applied to scalar-on-function regression.
The functional single index model is a semi-parametric regression model for estimating the relationship between the scalar response and the functional predictor. It assumes the existence of a latent univariate explanatory variable that explains the association with the response through a nonparametric regression model. In addition, the latent explanatory variable can be estimated by a parametric functional regression model, such as functional linear regression. The estimated regression coefficient is useful for interpretation, while the nonparametric regression of the functional single index allows us to capture the possible non-linear relationship between the function-valued predictor and the scalar-valued response, and in turn, improves the estimation and prediction accuracies of the regression function. Thus, it couples the advantages of both parametric and nonparametric regression models. Because of these advantages, it has received an increasing amount of attention in the functional regression literature (e.g., Ferraty et al., 2003; James and Silverman, 2005; Ait-Saïdi et al., 2008; Ferraty et al., 2011; Chen et al., 2011; Jiang and Wang, 2011; Goia and Vieu, 2015; Fan et al., 2015) .
Despite its rapid development in the estimation of functional single index models, error density estimation remains largely unexplored. However, the estimation of error density is important to understand residual behavior and to assess the adequacy of the error distribution assumption (e.g., Akritas and Van Keilegom, 2001) ; error density estimation is vital for testing the symmetry of the residual distribution (e.g., Neumeyer and Dette, 2007) ; and is useful for carrying out statistical inference, model validation and prediction (e.g., Efromovich, 2005) . Moreover, the estimation of error density is critical to the estimation of the density of the response variable (e.g., Escanciano and Jacho-Chávez, 2012) . In the area of financial risk management, a pivotal use of the estimated error density is to estimate value-at-risk or the expected shortfall for holding an asset. In such a model, any misspecification of the error density may produce an inaccurate estimate of potential risks. Thus, being able to estimate the error density is as important as being able to estimate the regression function.
Building upon the early work by Shang (2013 Shang ( , 2014a Shang ( ,b, 2016 and Zhang et al. (2014) , the unknown error density is approximated by a mixture of Gaussian densities with means being the individual residuals and variance as a constant parameter. The unknown error density has the form of a kernel density estimator of residuals, where the regression function, consisting of parametric and nonparametric components, can be estimated by functional principal component regression and univariate Nadaraya-Watson estimators. The advantage of the functional single index model is that it provides a data-driven way to determine the choice of semi-metric for measuring distances among functions, but its estimation and prediction accuracies depend crucially on the optimal selection of bandwidth parameter. We implement a Bayesian method for estimating bandwidths in the regression function and error density simultaneously. Differing from the existing literature where the errors are treated as independent and identically distributed (iid), we capture temporal dependency between errors through a stationary autoregressive model of order p (AR(p)) (see, e.g., Davis et al., 2016) . Hence, we also model the autoregression parameter in our extended Bayesian bandwidth estimation method.
The rest of the paper is organized as follows. In Section 2, we introduce the functional single index model. The Bayesian bandwidth estimation method is described in Section 2.3. Because the functional single index model provides a data-driven way to estimate the choice of semi-metric among functions, its estimation and prediction accuracies of the regression function are likely to outperform nonparametric functional regression which also requires the additional optimal selection of semi-metric. Using a series of simulation studies in Section 3, we evaluate and compare the estimation accuracy of the regression function and error density, as well as the point forecast accuracy between the functional single index model and the nonparametric functional regression.
With two spectroscopy data sets, the estimation and forecast accuracies of the regression function between the functional single index and the nonparametric functional regression models are evaluated and compared in Section 4. Section 5 concludes the paper, along with some ideas on how the methodology can be further extended.
Model and estimator

Functional nonparametric regression model
We consider a random pair (X , y), where y is real-valued and the functional random variable X is valued in some infinite dimensional semi-metric vector space (F , d(·, ·)). Let (X i , y i ) i=1,...,n be a sample of pairs that are identically distributed as (X , y). We consider a simple nonparametric functional regression model with homoskedastic and correlated errors. Given a set of observations (X i , y i ), the model can be expressed as
where I represents a function support range, m is a smooth and unknown real-valued link function,
is an unknown regression coefficient function representing a functional direction that explains the response, and errors (ε 1 , ε 2 , . . . , ε n ) are possibly correlated errors with unknown error density, denoted by f (ε), and E(ε i |X i ) = 0.
In equation (1) , m(·) can capture a possible non-linear relationship between the single index and response, and it can be the conditional mean (Ferraty and Vieu, 2006) , conditional quantile , or conditional mode . In this paper, we consider the conditional mean, as it is widely studied in the nonparametric functional data analysis literature.
The conditional mean can be estimated via the univariate Nadaraya-Watson (NW) estimator, given
where K(·) is a symmetric kernel function, such as the Gaussian kernel function considered in this paper. Since the mean and error terms are real-valued variables, we use the Gaussian kernel function for both the regression function and error density. As pointed out by Fan and Gijbels (1996, Chapter 2) , the choice of kernel function is not so important in comparison to the bandwidth parameter h ∈ R. The bandwidth parameter often determines the estimation accuracy of the NW kernel estimator.
With the estimated regression functions, the residuals are then used as a proxy for possibly correlated errors (see also Efromovich, 2005) , given by
The performance of the functional nonparametric regression crucially depends on the accurate estimation of bandwidth parameter h. While Benhenni et al. (2007) and Rachdi and Vieu (2007) considered a functional version of the cross-validation method for selecting the optimal bandwidth, Shang (2013) proposed a Bayesian bandwidth estimation method. In this paper, we extend the model from nonparametric regression to a single index model. Also, we extend the likelihood in the Bayesian bandwidth estimation method from iid error to correlated error structure.
Functional single index model
In equation (1), the explanatory functional data are estimated as curves using basis function approximation; that is X (t) = ∑ ∞ k=1 c k φ k (t) with basis function φ k (t) and their associated basis function coefficient c k . Similarly, β(t) can be decomposed into β(t) = ∑ ∞ w=1 s w ψ w (t). The choice of basis function (e.g., B-splines, Fourier series, wavelets, principal components) is based on the features of the functional data, such as the periodicity of the data. Because of orthonormality, we consider functional principal components. Thus, equation (1) can be expressed as
While the errors are treated as iid in (2), we model possible time-series dependence among (ε 1 , . . . , ε n ). We consider a stationary autoregressive model of order p, given by
where ρ = (ρ 1 , ρ 2 , . . . , ρ p ) denotes a vector of the autoregression parameters, and η j denotes iid errors with zero mean and variance σ 2 . The order of p can be determined via the Akaike information criterion corrected for a finite sample size (e.g., Hurvich and Tsai, 1989) . Note that the AR order affects the error term, thus it must be pre-determined before constructing the posterior density. In many empirical studies, we find the AR (1) is sufficient to capture the temporal dependence in the error term, and we observe
More generally, let ε = (ε 2 , . . . , ε n ) and we have
To avoid singularity, ρ can not be ±1. For higher orders of AR process, a Yule-Walker equation may be used to estimate higher orders of autocorrelation parameters.
Bayesian bandwidth estimation
Following the early work by Shang (2013) , the Bayesian bandwidth estimation method starts with error density. The unknown error density f (ε) can be approximated by a location-mixture Gaussian density, given by
where φ(·) is the probability density function of the standard Gaussian distribution, and the Gaussian densities have means at η j and a common standard deviation b.
Since the errors are unknown in practice, we approximate them by residuals obtained from the functional NW estimator of conditional mean. Given bandwidths h and b and autoregression parameter ρ, the kernel likelihood of y is given by
.
Prior density
We discuss the choice of prior density for the bandwidths. Let π(h 2 ) and π(b 2 ) be the prior densities of the squared bandwidths h and b. Since h 2 and b 2 can be considered as a variance parameter in the Gaussian distribution, we consider the conjugate prior of h 2 and b 2 . Let the prior densities of h 2 and b 2 be inverse Gamma densities, denoted as IG(α h , β h ) and IG(α b , β b ),
respectively. Since −1 < ρ < 1 is a correlation parameter, we consider a uniform density as prior density. The prior densities of the bandwidth parameters and autocorrelation parameters can be expressed as
where α h = α b = 1 and β h = β b = 0.05 as hyper-parameters (see also Geweke, 2010) . In Section 3.5, we also consider the Cauchy prior density for bandwidth parameters h and b.
Posterior density
According to Bayes theorem, the posterior of h 2 n , b 2 n and ρ is approximated by (up to a normalizing constant)
where L y|h 2 n , b 2 n , ρ is the approximate kernel likelihood function with squared bandwidths. The parameters are sampled from its posterior density and estimated by the means of Markov chain Monte Carlo (MCMC). In essence, the Monte Carlo method sets up a Markov chain so that its stationary distribution is the same as the posterior density. When the Markov chain converges, the ergodic averages of the simulated realizations are treated as the estimated parameter values. For a detailed exposition of the use of MCMC method, refer to the seminal works by Geweke (1999) , Gilks et al. (1996) and Robert and Casella (2010) .
Adaptive random-walk Metropolis algorithm
From equation (3), we use a generic algorithm known as the adaptive random-walk Metropolis algorithm of Garthwaite et al. (2016) to sample h 2 n , b 2 n , ρ jointly. The sampling algorithm is described below. 1) Specify a Gaussian proposal density, with an arbitrary starting point b 2 n, (0) , h 2 n, (0) and ρ n,(0) .
The starting points can be drawn from a uniform distribution U(0, 1).
2) At the k th iteration, the current state b 2
, and τ (k−1) is an adaptive tuning parameter with an arbitrary initial value τ (0) .
3) The updated b 2 n, (k) is accepted with probability
where π represents the posterior density. 4) By using the stochastic search algorithm of Robbins and Monro (1951) , the adaptive tuning parameter is
is accepted;
is rejected, where c =
is a varying constant, and p = 0.44 is the optimal acceptance probability for drawing one parameter (Roberts and Rosenthal, 2009) .
, ρ n,(k) and y. Similarly, repeat steps 1)-4) for
and y.
, b 2 n, (1) , ρ n, (1) , . . . ,
, ρ n,(M) for burn-in in order to let the effects of the transients wear off, estimate
. The burn-in period is taken to be M = 1, 000 iterations, and the number of iterations after the burn-in period is N = 10, 000
iterations. The analytical form of the kernel-form error density can be derived from h 2 n , b 2 n and ρ n .
The mixing performance of the sample paths can be measured by total standard error (SE), and batch mean SE, from which we can also calculate the simulation inefficiency factor (see also Kim et al., 1998; Meyer and Yu, 2000) . The simulation inefficiency factor can be interpreted as the number of draws needed to have iid observations.
Simulation study
The main goal of this section is to illustrate the proposed methodology through simulated data.
One way to do this consists of comparing the true regression function with the estimated regression function and comparing the true error density with the estimated error density.
Criteria for assessing estimation accuracy
To measure the estimation accuracy between m(X ) and m(X ), we first approximate the mean squared error (MSE) given by
Averaged across 100 replications, the averaged MSE (AMSE) is used to assess the estimation accuracy of regression function. This is defined as
where B = 100 represents the number of replications.
To measure the difference between f (ε) and f (ε), we first approximate the mean integrated squared error (MISE). This is given by
For each replication, the MISE can be approximated at 1,001 grid points bounded between an interval, such as [−5, 5] . These can be expressed as
Averaged across 100 replications, the averaged MISE (AMISE) is used to assess the estimation accuracy of error density. This is defined as
Smooth curves
First of all, we build a sample of n curves as follows
where t represents the function support range and 0 distribution on [0, 1] . Figure 1 presents two rainbow plots of the simulated smooth curves for one replication with n = 60 and n = 120, respectively.
Once the curves are defined, we simulate a functional single index model to compute the response variable in the following steps:
• choose one regression coefficient function β(·) and let it be β(·) = sin(πt);
• compute the inner products X i = β, X i for i = 1, . . . , n;
• choose one link function m(·) and let it be m(·) = 100 × (X − 0.15) 3 ;
• generate ε 1 , ε 2 , . . . , ε n which are either independently drawn from normal distribution with three different choices of signal-to-noise ratio (Tables 1 and 3 ) or follows AR 0.8 (1) (Tables 2   and 4 ). The signal-to-noise ratio is defined as σ 2 signal /σ 2 noise . Denote ξ as the inverse signal-tonoise ratio. In order to highlight possible non-normality of the error density, we consider different mixture normal distributions previously introduced by Marron and Wand (1992) and the results are reported in the supplement;
• compute the corresponding responses:
Estimating the regression function For a given curve X and an estimated bandwidth h, we compute the in-sample estimation discrepancy between m(X ) and m(X ). To do that, we use the following Monte Carlo scheme:
..,100 , where s denotes one sample replication; and n 1 denotes the number of training samples;
• compute 100 estimates MSE s =
..,100 , where m s h (X i ) is the functional NW estimator of the regression function for the i th sample curve computed over the s th replication;
• obtain the AMSE by averaging across 100 replications of MSE.
Predicting the regression function For a given new curve X new and an estimated bandwidth h, we compute the out-of-sample prediction discrepancy between m(X new ) and m(X new ). To do that, we use the following Monte Carlo scheme:
..,100 ;
• compute 100 estimates of the mean square prediction error
..,100 , where n 2 denotes the number of testing samples, and m s h (X new,i ) is the functional NW estimator of the regression function for the i th sample curve computed over the s th replication;
• obtain the averaged MSPE (AMSPE) by averaging across 100 replications of MSPE. Table 1 compares the AMSE, AMISE, and AMSPE between the functional single index model and the nonparametric functional regression model, under an iid Gaussian error density. In the nonparametric functional regression, we study a range of semi-metrics, such as the semi-metric based on 1 st and 2 nd derivatives and the semi-metric based on functional principal component analysis with different numbers of retained components (Ferraty and Vieu, 2006, Chapter 3) . As the signal-to-noise ratio decreases (i.e., ξ value increases), the regression function becomes harder to estimate, thus the AMSE and AMSPE increase. Because the regression function becomes harder to estimate, the resultant residuals vary greatly, and this helps the estimation of error density. Thus the AMISE decreases. The functional single index model produces much more accurate estimation and prediction accuracies than any nonparametric functional regression. When errors are simulated from a Gaussian density with the AR ρ=0.8 (1) structure, Table 2 presents the AMSE, AMISE, and AMSPE for the functional single index model and the nonparametric functional regression models. As the signal-to-noise ratio decreases (i.e., ξ value increases), the AMSE and AMSPE increase whereas the AMISE decreases. The functional single index model performs better than the nonparametric functional regression in all criteria. Compared to the results under the iid error structure in Table 1 , the AMSE, AMISE, and AMSPE increase under the AR(1) error structure. 
Rough curves
In this simulation study, we consider the same functional form as given in equation (4), but add one extra variable d j ∼ U(−0.1, 0.1) in the construction of functional curves. This data-generating process has been considered in Shang (2014b) . Figure 2 presents the simulated rough curves for one replication with n = 60 and n = 120, respectively. Using the same setup as in Section 3.2, Table 3 presents the AMSE, AMISE, and AMSPE for the functional single index model and the nonparametric functional regression models, under an iid Gaussian error density. In the nonparametric functional regression, we study a range of semimetrics, such as the semi-metric based on 1 th and 2 nd derivatives and the semi-metric based on the functional principal components. As the signal-to-noise ratio decreases (i.e., ξ value increases), the AMSE and AMSPE increase, whereas the AMISE decreases. The functional single index model produces much more accurate estimation and prediction accuracies than any nonparametric functional regression in all criteria. Table 3 : Estimation accuracy of the regression function between the functional single index model and the nonparametric functional regression with different choices of semi-metrics, for a set of rough curves under the Gaussian error density with the iid error structure and three different signal-to-noise ratios ξ. When errors are simulated from a Gaussian density with the AR ρ=0.8 (1) structure, Table 4 presents the AMSE, AMISE, and AMSPE for the functional single index model and the nonparametric functional regression models. As the signal-to-noise ratio decreases (i.e., ξ value increases), the AMSE and AMSPE increase whereas the AMISE decreases. The functional single index model again produces much more accurate estimation and prediction accuracies than any nonparametric functional regression in all criteria. Compared to the results under the iid error structure in Table 3, the AMSE, AMISE, and AMSPE increase under the AR(1) error structure. 
Sparse curves
In the simulation study, we consider the same functional form as given in equation (4), but randomly select only 30 among 100 data points covering the support. The support for the sparse case is a subset of the original support. Figure 3 presents the simulated curves for one replication with n = 60 and n = 120, respectively. Using the same setup as in Section 3.2, Table 5 and 6 present the AMSE, AMISE, and AMSPE for the functional single index model and the nonparametric functional regression models, under an iid Gaussian error density for the smoothed and rough curves. In the nonparametric functional regression, we study a range of semi-metrics, such as the semi-metric based on 1 th and 2 nd derivatives and the semi-metric based on the functional principal components. As the signalto-noise ratio decreases (i.e., ξ value increases), the AMSE and AMSPE increase, whereas the AMISE decreases. The functional single index model produces much more accurate estimation and prediction accuracies than any nonparametric functional regression in all criteria. Table 5 : Estimation accuracy of the regression function between the functional single index model and the nonparametric functional regression with different choices of semi-metrics, for a set of smooth and sparse curves under the Gaussian error density and three different signal-to-noise ratios ξ. 
Diagnostic check of Markov chains
As a demonstration with one replication, we plot the MCMC sample paths of the parameters in the left panel of Figure 4 , and the autocorrelation functions of these sample paths in the right panel of Figure 4 . These plots show that the sample paths are mixed well. Table 7 summarizes the ergodic averages, 95% Bayesian credible intervals (CIs), sample SE, batch mean SE and SIF values. Using the coda package (Plummer et al., 2006) , we further checked the convergence of Markov chain with Geweke's (1992) convergence diagnostic test and Heidelberger and Welch's (1983) convergence diagnostic test. Our Markov chains pass both tests for all 100 replications. 
Analysis of sensitivity to prior choice
To examine the robustness of the results with respect to the choice of the priors, we alter the prior densities in two ways. First, we keep the same prior distributions as before but alter the choice of hyper-parameters. Second, we change the prior distributions from an inverse Gamma distribution to a Cauchy distribution. The use of Cauchy prior to bandwidth estimation has been studied by Zhang et al. (2009) . As summarized in Table 8 , the MCMC results for the same set of samples are similar for the bandwidth parameters h and b but are different for the autocorrelation parameter ρ. 
Spectroscopy data
We consider two near-infrared reflectances (NIR) spectroscopy data sets, which were previously studied by Kalivas (1997) , Reiss and Ogden (2007) , and Reiss and Ogden (2008) . These two datasets are available in the fds package (Shang and Hyndman, 2013) in R (R Core Team, 2018).
NIR spectra of wheat
The first data set consists of NIR spectra of 100 wheat samples, measured in 2nm intervals from 1100 to 2500nm, and an associated response variable (the samples' moisture contents). The ability to predict moisture in a wheat sample by the spectroscopic method has great practical value because high moisture content can lead to storage problems for wheat. A graphical display of the NIR spectra of wheat is presented in Figure 5 . We study the relationship between the spectrometric curves and the corresponding moisture content. We evaluate and compare the finite sample performance between the nonparametric functional regression with the NW estimator and the functional single index model. To assess the in-sample estimation accuracy and out-of-sample prediction accuracy of the regression models, we split the original 100 samples into two samples. The learning set contains 60 randomly selected samples, while the testing set contains the remaining 40 samples. The learning set allows us to build estimators of the regression function for both regression models, where the learning set is used. To measure the estimation and prediction accuracies, we evaluate and compare the forecast accuracy using the testing set, from which we predict responses in the testing set.
To measure the performance of each functional prediction method, we consider the MSE and MSPE. These are defined as
where i denotes an index for a randomly selected curve in the training set; whereas j denotes an index for a randomly selected curve in the testing set.
Criterion (i) gives an indication of how well each in-sample observation is estimated, and the criterion (ii) measures how well each holdout observation is predicted. Averaged over 100 replications, the two different models and their corresponding values of MSE and MSPE are shown in Table 9 . There is an improvement in estimation and prediction accuracies for the functional single index model in comparison to the nonparametric functional regression. (  (  (  (  (  (  (  (  (  (  (  (  (  (  (  (  (  (  (  (  (  (  (  (  (  (  (  (  (  (  (  (  (  (  ( We are also interested in computing the prediction intervals nonparametrically, see Figure 6 .
To this end, we first compute the cumulative density function (CDF) of the error distribution over a set of grid points within a range, such as -5 and 5. We then take the inverse of the CDF and find two grid points that are closest to the 2.5% and 97.5% quantiles; the 95% prediction intervals of the holdout samples are obtained by adding the two grid points to the point forecasts. At the 95% nominal coverage probability, the empirical coverage probability is 92.5%.
NIR spectra of gasoline
This data set contains 60 gasoline samples with specified octane numbers. Samples were measured using diffuse reflectance from 900 to 1,700nm in 2nm intervals, giving 401 wavelengths. The motivation is that obtaining a spectrometric curve is less time-and cost-consuming than the analytic chemistry needed for determining octane content. A graphical display of the NIR spectra of gasoline is presented in Figure 7 . The first step is to study the relationship between the spectrometric curves and the corresponding octane content, respectively. We evaluate and compare the finite sample performance between the nonparametric functional regression and functional single index model. To assess the in-sample estimation and out-of-sample forecast accuracies of the regression models, we split the original 60 samples into two subsamples (see also Ferraty and Vieu, 2006, p. 105) . The first one is called the learning sample, which contains 40 randomly selected samples. The second is called the testing sample, which contains the remaining 20 samples. The learning sample allows us to build the functional NW estimator with optimal bandwidth for both regression models, where the learning sample is used. To measure the estimation and prediction accuracies, we evaluate the functional NW estimator of the testing sample, from which we predict the responses in the testing sample.
Averaged over 100 replications, the two different models and their corresponding values of MSE and MSPE are shown in Table 10 . Compared to the nonparametric functional regression, there is an improvement in estimation and prediction accuracies for the functional single index model. In Figure 8 , we display the 95% pointwise prediction intervals for the predicted octane contents.
At the 95% nominal coverage probability, the empirical coverage probability is 90%. The point forecasts of the octane content are shown as black dots, the holdout samples are shown as blue diamonds, while the 95% prediction intervals are shown as red parentheses.
Conclusion
We propose a Bayesian method to select optimal bandwidths in a functional single index model with possibly correlated errors and unknown error density. Through a series of simulations, the functional single index model outperforms the benchmark nonparametric functional regression, because the former is a semi-parametric model that selects the semi-metric in a data-driven manner. Using two spectroscopy data sets, the functional single index model produces much more accurate estimations and predictions than the nonparametric functional regression. The Bayesian bandwidth estimation approach allows the construction of nonparametric prediction interval for measuring the prediction uncertainty of the response variable.
There are many ways in which the proposed methodology can be extended, and we briefly mention a few at this point.
