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This paper presents an assessment of ageing for thin Thermal Barrier Coatings (TBC) using active thermography.
As TBCs undergo ageing during their service life, sintering changes the porosity, elements migrate from the
substrate, and micro-cracks build up in the structure of the material, exhibiting a change in thermal conductivity
and diffusion properties. As the material ages and these properties change over time, it is possible to exploit trends
in this change for characterisation of coating ageing, which would provide a diagnostics tool to estimate
remaining useful life. In this study, through-depth diffusivity measurement has been applied to thin EB-PVD
coatings which are artiﬁcially aged via oxidation furnace cycles. In order to address the difﬁculties of
capturing a fast thermal event in a thin coating, a novel parametric study approach has been carried out to
optimise data capture and analysis, maximising available frames for the model ﬁtting step. Through-depth dif-
fusivities have been measured during ageing for six samples, yielding a repeatable trend in thermal diffusivity
measurements, with three features, which can be exploited for ageing characterisation of thin EB-PVD TBCs, and
used as an alarm of imminent failure.1. Introduction
The performance and durability of gas turbines have been signiﬁ-
cantly increased with the application of Thermal Barrier Coatings (TBCs),
which help protect components from the intense heat from combustion
gases. The coatings reduce the temperature of the surface of the allowing
higher temperature operation with improved efﬁciency.
Over the last decade there has been considerable research in the
application of thermography to the non-destructive testing (NDT) of TBC.
This has primarily seen application in the detection of delaminations,
monitoring of residual stresses at the interface boundary, and more
recently in the assessment of ageing through measurement of thermo-
physical property with a particular focus on thick air plasma spray
(APS) coatings. The aim of this study is to demonstrate the applicability
of the thermographic technique to thin Electron Beam Physical Vapour
Deposition (EB-PVD) coatings, and explore the difﬁculties with its
practical application. In order to address these difﬁculties, various data
capture parameters need to be explored in a parametric study, as well as
analysis parameters to maximise frame inclusion without ﬂash afterglow
or back wall effects.
It is the aim of this experiment to explore and overcome difﬁcultiesJuly 2017; Accepted 1 August 2017with a fast thermal event, and to identify and test exploitable trends in
the relationship between the thermophysical property of thin EB-PVD
TBCs and age, as measured by single-sided thermography, to qualify a
test for measuring remaining life of TBCs.
2. Background
2.1. Thermal Barrier Coatings, sintering and spallation
TBCs are coatings of insulating materials used in aero engine and gas
turbines, made from a ceramic, which function to reduce the temperature
from the surrounding gases that the coated component is subjected to by
up to 50–150 C [1]. These are typically applied by air plasma spray
(APS) or electron beam physical vapour deposition (EB-PVD), the
structure of which is shown in Fig. 1. During the component service life,
the components are placed under a variety of conditions which cause
ageing to the materials. These factors include high stresses both thermal
and mechanical; vibration, and contamination. The usual failure mech-
anism of TBCs is related to oxidation-driven spallation at the interface
either between the oxide scale layer, known as Thermally Grown Oxide
(TGO), and the bond coat, or between the TGO and the ceramic topcoat,
Fig. 1. Structure of a typical EB-PVD TBC.
Fig. 2. Thermographic data capture experimental setup.
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ceramic top coat can grow until failure of the coating. A mechanistic
approach has been developed to improve the prediction of TBC life in this
regard, with particular focus on the physics of stresses driving the
nucleation of cracking at the TGO level, which requires knowledge of the
TBC's morphology and service conditions endured [2].
A life prediction method has been developed by Beck et al. [3] based
on TGO crack growth kinetics, taking into account minimum and
maximum temperatures of thermal cycling, as well as dwell time at
maximum temperature, however this approach provides a prognostic
method, and is not useful for in-service diagnostics.
Other research by Pint et al. [4] takes a different approach and studies
migration of elements between the substrate and the TGO, and the
resulting stresses in the layer, where Aluminium can diffuse and lead to
the formation of other oxides, and Nickel may be more susceptible to the
formation of voids, leading to spallation at the interface. Other elements
in the alloy can migrate more easily. Between these different mecha-
nisms, a bond coat may function in allowing oxide scale formation, but
may also be more prone to formation of voids. There are multiple drivers
behind TBC failure relating to the structure of coating, the material used,
its thermal cycling, minimum and maximum temperature, and mechan-
ical loading. These developments are useful in providing an estimate of
TBC life on various designs and the dominant factors in well-known
service conditions, however, it would be challenging to apply their
approach in a service context.
Meanwhile, the life prediction methodology by Busso et al. [2] pro-
vides a method to facilitate in-situ life inspections. However, it also has
challenges in requiring various inputs to be known, including full
description of the TBC and its interface roughness, including the thermal
cycling that the part has been subjected to.
2.2. Diffusivity-based ageing characterisation
A variety of research has been conducted on the topic of categorising
the remaining useful life of TBCs. There is a requirement in industry to
evaluate TBC ageing in-situ during their service life to predict remaining
useful life and improve decisions at maintenance intervals. Measurement
of stresses or change in material properties can facilitate this need.
Bison, Cernuschi, Grinzato, Marinetti & Robba [5] developed a
thermographic inspection technique to estimate in-plane and in-depth
thermal diffusivity measurements of TBCs, which was applied for
through-thickness measurement of APS TBCs, anticipating no difference
between the directions. This was later applied to measurement of both
in-plane and through-thickness of APS TBCs [6], and then to APS TBCs
that were subjected to furnace oxidation cycling [7,8]. As these studies
were targeting a niche area of NDT not covered by other techniques, such
as Photo Luminescence Piezo Spectroscopy [9], they focused on APS
TBCs between 300 and 400 μm in thickness, leaving thin EB-PVD TBCs
less than 200 μm thick to other techniques.
3. Experimental setup
Thermophysical material properties are typically measured using the
Flash Method [10]. In this experiment, the front-face ﬂash method is68applied, with a 1-dimensional thermal model ﬁtted to the data, allowing
estimation of the surface coating diffusivity.
The samples were exposed to furnace oxidation on a basis of time at
temperature. These were artiﬁcially aged over time at over 1100 C for
up to 128 h in 16 h intervals, as this provides 8 stages for testing during
the coating life in addition to the initial state. Pulsed thermographic data
was taken at each interval of the experiment in order to capture changes
in thermal diffusivity of the TBC. The thermographic system used for heat
application and camera-ﬂash synchronisation was Thermoscope®II by
ThermalWave Imaging Inc. [11]. The infrared radiometer used alongside
this system for the data capture was a FLIR SC7600 series model. The
radiometer hosts an Indium Antimonide sensor which possesses a full
spatial resolution of 640  512 pixels, in the spectral range of 3–5.1 mm
in the Mid Wave Infrared spectrum, and noise equivalent temperature
difference of 20 mK. The data capture setup involved the placing of the
sample on a ﬁxture which was located in front of an internally reﬂective
ﬂash hood containing two Xenon ﬂash bulbs which deliver a short light
burst of approximately 2 kJ and 4 ms in length, with the radiometer
facing the sample through an open observation window at a distance of
230 mm from the sample. This setup is shown in Fig. 2.
One of the advantages relating to data capture with the Thermoscope
system, is that it synchronises frame captures with the triggering of the
ﬂash system, which helps overcome long-standing issues in pulse ther-
mography about uncertainty of the timing of the start of the ﬂash pulse in
relation to the surrounding frames. However, in order to accurately
obtain a measure of diffusivity from the data, it is important to cut the
correct segment of the data sequence for the model to ﬁt. Firstly, an offset
is required to initiate the data sequence after the ﬂash and its immediate
afterglow, and second is the requirement for a frame “window” limit, so
that the later frames in the sequence fed to the model ﬁtting do not
contain a second inﬂection point where the heat pulse reaches the back
wall of the substrate. This window is shown in Fig. 3.
3.1. Two-layer thermal model
A one-dimensional model for the cooling of a uniformly heated, semi-
inﬁnite 2-layer system is ﬁtted to the measured temperature evolution
over time (1). This is ﬁtted by a non-linear best ﬁt, returning an esti-
mation of diffusivity, effusivity, thickness and coefﬁcient of reﬂection,
depending on what is known and what is desired [12].
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where ε ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃkρCpp is the effusivity in W/cm2/K/s0.5, Γ ¼ (εcεs)/(εcþεs)
is the reﬂection coefﬁcient between the coating (c) and substrate (s), and
lc refers to coating thickness. αc is coating diffusivity in m2/s, t is the time
after the ﬂash pulse, in seconds.
3.2. Samples
Experiments were performed on six samples of identical design. The
Fig. 3. Illustration of the data output showing different regions within the data, from pre-
ﬂash (a), ﬂash duration and post-ﬂash heating effects (b), coating data window (c) and
heat pulse diffusion into the substrate material (d).
L. Tinsley et al. NDT and E International 92 (2017) 67–74samples were made with a platinum diffused bond coat, the ceramic was
Zirconia-7wt. % Yttria topcoat deposited via Electron Beam Physical
Vapour Deposition, of uniform thickness of approximately 150 μm. The
substrate used was CMSX-4.
3.3. Parametric study
A key issue of the experiment involves the wide range of parameters
that affect the temperature readings feeding into the diffusivity estima-
tion. The full number of factors could be extensive, depending on the
available equipment. A laser heat source can have a more carefully
controlled heat duration than ﬂash lamps, and a shorter pulse, which in
the ideal case modelled in equation (1) would require a higher energy or
a more intense beam to facilitate high energy input in a shorter burst. In
literature, the setup description of an experiment is usually sufﬁcient to
allow an approximate replication; however, some factors, such as inte-
gration time of the detector, and the parameters of the exact data window
within the full data capture, are not usually disclosed, resulting in some
ambiguity which would usually be ﬁlled with direct information requests
or educated guesses on which parameters would be ideal. Even then, a
narrow selection of parameters without comparison is likely, and there is
an uncertainty on the settings of the inputs, and how the resulting output
may compare with parallel experiments with parametric variation.
From the equipment available, the experiment entailed 5 key factors,
each with varying number of levels available for selection with each,
which are: (a) integration time of the infrared detector, which is the
equivalent of exposure time for a photographic camera, in this case
referring to the exposure time before read-out of a shutter free detector,
(b) the ﬂash power intensity, which in this case is a % of maximum power
intensity, referring to the % of the capacitor bank's full output used for
the ﬂash pulse, (c) the application of a soot coating to the surface to
improve emissivity, which is usually applied in all experiments consid-
ering the translucency of TBCs in infrared and visible light [13,14],
however it is desirable for real-world tests to forego this requirement,
and (d) the beginning and (e) end of the data window that is used for the
calculation. The last two factors are important at the analysis stage
because of difﬁculty in determining the termination of the ﬂash and its
afterglow, as well as the need with a fast thermal event to use a sufﬁcient
number of frames for calculation.
3.3.1. Data window
For ﬂash lamp heat sources, the termination of the heat pulse and69beginning of the coating's thermal diffusion is uncertain. The window
limit introduces an uncertainty where it is logically sound to select an
arbitrary point beyond the heat pulse encountering and crossing into the
substrate. However, owing to the model-ﬁtting methodology, or the
polynomial ﬁtting of the TSR peak second differential method [15], it is
important to have abundant data covering both sides of the transition
while not using frames affected by the termination of the substrate.
Usually for thick coatings and large substrates with slow thermal events,
making an educated selection based on calculations is sufﬁcient. How-
ever, with thin coating inspection, while the substrate is much thicker in
comparison, in terms of diffusion time through a highly conductive
metal, both layers experience a fast thermal event for obtainable fram-
erates. Seeking the optimum data window for calculating the diffusivity
is a key exercise. With only a few dozen frames within the diffusion time
available at accessible framerates, any initial frame still in the ﬂash pulse
will result in under ﬁtting the solution to the data. A low number of
frames beyond the coating-substrate interface will increase the effect of
noise and result in a poor ﬁt, while excess frames beyond the interface
would encounter the inﬂuence of the rear surface of the substrate. In
order to identify the correct data window, as well as setup parameters, a
design of experiments methodology was adopted.
3.3.2. Design of experiments
The 5 key factors were used as inputs. The trend sought was a stable
point in the output of thermal diffusivity estimation and a high coefﬁ-
cient of determination, R2. From the equipment used, a full-factorial
experiment with all possible levels included would be very large. Thou-
sands of levels of integration times are available in custom speciﬁcation,
while there are several ﬂash power options available in the Thermoscope
II™ system. Initially limiting (a) integration time to 5 levels – the cali-
brated default, surrounded by four 1000 μs steps spread either side – (b)
the ﬂash power to four wide steps, (c) application of soot coating on/off,
(d) 5 frame offsets after the ﬂash of 0–4 and (e) window size from 10 to
40 frames (31 levels), initially reduces the number of experiments to a
partial factorial of 40 experiments per sample, and 6200 outputs,
factoring all analysis parameters (d) and (e). This can be reduced further
by limiting the number of window limit parameters to a handful of steps
spread within 10–40 frames. The steps chosen were ﬁner within the ﬁrst
10 frames to capture initial variation of the output, which should begin
reaching stability beyond 20 frames as both sides of the interface
boundary come to be held in the data window, and as extra steps are
added in steps of 10 frames (50 ms) beyond that, it is expected for the
output to shift from that stable region. With 0 and 1 frame offset, starting
the data window at the ﬂash frame timestamped by the Mosaiq system,
and 5 ms after the ﬂash: these are expected to vary their output mea-
surements signiﬁcantly, as the ﬂash duration and afterglow will domi-
nate the ﬁtting of eq. (1). The partial factorial setup reﬂecting this
parameter reduction is shown in Table 1. Integration time is the time
duration that the pixels on the detector chip are exposed to incident ra-
diation before refresh and data readout. An issue with performing high
framerate inspection is that in order to obtain a high framerate, the
maximum framerate is limited by the integration time used; the longer
the integration time, the lower the maximum framerate available. In all
experiments, the framerate of 200 Hz was used, as this was the maximum
achievable framerate of the longest integration time, and would be
available to all experiments, eliminating it as a factor. In order to achieve
this framerate, ¼ windowing mode was used. Longer integration times
would reduce the maximum framerate, while lower framerates would
reduce the amount of data available to ﬁt the model to.
The resulting inputs and levels would produce 40 physical experi-
ments, with 35 analysis variations on each, yielding 1400 outputs for a
single set of tests for one sample at each point in the experiment. The
partial factorial experiment design was run for a single sample before the
furnace cycling stage to reduce the total number of experiments. In the
initial stage, 54 experiments were conducted, which included variations
of parameters and their levels in Table 1. In addition to the identiﬁed
Table 1
Design of experiments matrix for parametric study – gaps indicate no additional levels selected, as different factors have different levels available.
Index Factor Units Level (1) Level (2) Level (3) Level (4) Level (5) Level (6) Level (7)
A Integration time μs 1000 2000 2271 3000 4000 – –
B Flash intensity % max power 25 50 75 100 – – –
C Soot coating applied No Yes – – – – –
D Frame offset number 0 1 2 3 4 – –
E Window limit number 10 12 14 16 20 30 40
L. Tinsley et al. NDT and E International 92 (2017) 67–74factors, a handful of ‘soft’ factors, such as the effects of different waiting
time between captures, to offset heat build-up within the ﬂash hood; and
data captures at different times of day with changes in ambient tem-
perature and humidity in the lab environment. The soft factors tested
produced no measurable effects.
3.4. Furnace cycling TBCs
Having condensed the number of factors, the samples were inspected
at each stage of the experiment from initial pre-exposure to every stage
between the 16 h cycles, until the onset of coating spallation. At each
stage, samples were removed from the furnace, left to cool for 15 min, at
which point they had cooled to approx. 60 C, and were quenched in
distilled water. The samples were subjected to a thermographic inspec-
tion without then with a graphite soot coating applied to increase
emissivity of the surface. This soot coating was partially removed with
water in an ultrasonic bath then isopropanol in an ultrasonic bath, and
returned to the furnace. Any soot residue would be vaporised in the
furnace, leaving the samples clean and uncontaminated for the next soot-
free inspection stage. The full cycle of this process is shown in Fig. 4.
4. Results
4.1. Parametric study
A single experiment of the parametric study is shown in Fig. 5, whereFig. 4. Flowchart of inspection process during the furnace cycle. The process
70a single data capture is stretched over its 35 analysis iterations, with
every set of several data points representing each of ﬁve offset values
between 0 and 4; and within each offset subset are the window limits
from Table 1. The full results of this parametric study are shown in Fig. 6,
which displays the output estimation of thermal diffusivity against the
partial factorial parameters, as well as other variations discussed above.
The objective of this exercise being to seek out parameter combinations
which achieve stable regions of diffusivity estimation without signiﬁcant
variation or noise. As the parameters approach optimal settings, the
output stabilises, giving an optimal solution where the outputs show little
variability with adjustment of factor levels, as seen in Fig. 5. In the ﬁgure,
offset and window limit parameters are varied along the x-axis, where
every several points along the axis are the window variations between 10
and 40, within each set for offset parameter, 0–4, from left to right.
This allows selection of optimum analysis parameter combinations
that result in stable regions of results, seen here in the center set (circled),
indicating ﬁrst that offset is a very strongly inﬂuential factor, showing
strong variations from left (offset of 0) to right (4); with window limit
also having a strong inﬂuence, within each offset subset. As the estima-
tions for offset of 2 indicate, the inﬂuence of window limit is signiﬁcantly
reduced with the optimum offset value, achieving a stable region where
R2 coefﬁcient is high, and diffusivity measurement has a low variation
within the offset setting. This was consistently found not to be the case
with all other offset values. This also held further to experiments with
variations of the other factors, giving a full variation in the outputs,
shown in Fig. 6. In the ﬁgure, many experiments were performed withrepeats until the TBC spalls in either of the last two steps of stage (iii).
Fig. 5. Comparison of analysis parameters (x-axis) against their resulting diffusivity
measurement in a single data capture at one integration time and ﬂash power.
L. Tinsley et al. NDT and E International 92 (2017) 67–74experimental parameter variations along the y-axis, while each set of
several points along the x-axis represent each of the window variations
for each level of offset value. The ﬁrst seven points along the x-axis
containing data for offset of 0, with frame limits of 10, 12, 14, 16, 20, 30,
40, allowing both classes of parameters to be compared.
In this way, the other factors can be interrogated for the variance of
their outputs and can also be tested according to the coefﬁcient of
determination, R2, related to the ﬁtted model, indicating how close theFig. 6. Variation of estimated diffusivity values spread over experimental factors and levels such
of frame offset and window size (x-axis).
71data provided ﬁts the ideal model. This can indicate that a strong model
ﬁt is possible with temperature data from different integration times, as
shown in Fig. 7, which also indicates a weaker ﬁt generally for offset
values of 0 and 1 (x-axis values 1–7, and 8–14 respectively). While
integration time shows a strong variation in R2 between levels of 1000
and the other levels, their output diffusivity values shown in Fig. 6 – y-
axis 50-54 respectively – shows a strong output correlation between
integration times of 1000–2271. Integration time is an important factor
since shorter values are required for faster framerates, while longer
integration times are required for lower temperatures. A low integration
time at a given temperature may achieve a low saturation of the sensor.
The range of saturation recommended by the manufacturer is 20–80%.
From the manufacturer's software, an integration time of 1000 μs, for a
surface emissivity of 0.9 yields 5.3% saturation at 20 C, and 7.5% at
30 C. This is the range of sample surface temperatures during the post-
ﬂash heat diffusion event. Meanwhile at the same range, 4000 μs pro-
vides 21.1% and 30.0% respectively. Objectively, the longest exposure
from the set is the only one that meets the recommendations, however, as
can be seen in Fig. 7, it produces the worst performance in matching ideal
behaviour. However, for offsets of 2 and greater, with window limits 14
and greater, the integration times yield high R2 ﬁts, with deviations at
window limits of 30 and 40 (x-axis 20, 21, 27, 28, 34, and 35), with
greater deviation introduced by integration time 1000 μs. Consequently,
two integration times of 2271 and 4000 μs were selected for the main
experiment, in order to reduce the total number of data captures, while
capturing both demonstrable accuracy, and the objectively ideal setting
in spite of its minor deviation.
The next parameter considered was ﬂash power, ranging in four stepsas integration time and ﬂash power (y-axis) against variation in analysis factors and levels
Fig. 7. Searching for stable settings using R2 indicating accuracy of ﬁt of the two-layer model to the data under the given experimental conditions. Here is shown the R2 values for 5
experiments at 50% ﬂash power over different integration times.
L. Tinsley et al. NDT and E International 92 (2017) 67–74from 25 to 100%. In Fig. 8, it can be observed that lower ﬂash powers
attain a higher R2 parameter. However, it can also be observed with
experiments 1, 14 and 26 of Fig. 6, where ﬂash power of 25% is used,
diffusivity is noisier and less stable, when compared to the following ten
experiments in each case, where the other 3 ﬂash power levels are used.
Finally, the application of soot coating is considered, and as seen in
Fig. 9, the application of soot makes little difference to the R2 value for
frame offsets 2–4, indicating a consistent ﬁt of the model in either case.
Additionally, there is some improvement of coefﬁcient with increase in
integration time, however this is exclusively in the 0–1 offset region that
has already been excluded.
The experimental factors and their levels for analysis was narrowed
down to a limited subset, which are shown in Table 2. All measurements
were taken at 200 Hz.
4.2. TBC ageing
The experiment was performed on a set of 6 EB-PVD YSZ TBC sam-
ples. All 6 samples were subjected to up to 128 h of oxidation ageing,
with coatings failing between 80 and 128 h. For this experiment, only
through-the-thickness diffusivity was measured due to the technical
limitations of the experimental apparatus. The results are shown in
Figs. 10 and 11.
As seen above, there is a sharp early drop in diffusivity in the soot-free
inspections, which then levels, before increasing and decreasing once
more at the end of coating life. However, the inspection with a soot
coating applied shown below is completely free from this initial jump in
values, while it still exhibits a later decrease after 16 h, and a similar
short increase and decrease in diffusivity values at the end of the
coating life.
5. Discussion
Immediate observations from the results are that there is no unique
relationship between diffusivity and coating age that would permit a one-
point inspection randomly at any point in the sample's life to determine
remaining useful life. However, it is noted that a trend is exhibited in
diffusivity change that may be exploitable. In the case with soot coated
samples the thermal diffusivity decreases, and then experiences an in-
crease at around 96 h, before a ﬁnal decrease. The late-life increase is also
exhibited in non-soot coated samples. This pattern could be useful to
diagnose the coating reaching the last stages of its life. With only a
handful of samples surviving into the ﬁnal decrease stage with the 16 h
cycles used, the decrease itself could be more useful as an alarm indi-
cating imminent failure, than as a feature of an ageing characterisation
technique, unless more frequent inspections could be applied at the ﬁnal
stages to catch the onset of the terminal decline.72There are some notable differences between the inspections with and
without soot coating. First of all, the tests without soot application
exhibit a large initial jump that the coated inspections do not. This may
be due to contamination of the coating from the initial application of soot
exhibiting effects on the reﬂectance or apparent effusivity of the TBC that
endures through an ultrasonic wash and the ﬁrst 16 h furnace run.
However, it could also be a result of the decrease in translucency TBCs
undergo during service.
While there are consistent trends apparent over age, these exhibit a
different shape, and are not as pronounced as trends identiﬁed by anal-
ysis of APS TBCs [8]. This may be related to the morphological structure
differences between APS and EB-PVD, which could be investigated with a
variation of experimental setup that can measure both the
through-thickness and in-plane thermal diffusivities [16].
In both the soot coated and uncoated inspections, similar features of
change are shown: an initial decrease, a gradual rise until 112 h, and a
ﬁnal drop before sample failure. Changes to thermal properties can be
multi-faceted in their source. Thermal conductivity is inﬂuenced by point
defects and grain boundaries of the ceramic [17]. Meanwhile, TBCs
subject to sintering lose intra-columnar ﬁne porosity, producing an in-
crease in thermal conductivity during exposure at temperature. As the
TGO layer grows under exposure, cavitation, rumpling and local inter-
facial separations form at the TGO and propagate over time, forming
defects and obstructions to heat conduction [18]. Considering these
factors, while non-soot coated TBCs undergo a rapid initial drop in
apparent diffusivity, this is mirrored to a lesser extent in the soot coated
inspections between 16 and 32 h, the cause of which will not simply be
related to the semi-transparency of the TBC. With further sintering effects
during ageing, an increase in diffusivity is expected, and is likely the
source of the rise up to 96–112 h in both soot coated and uncoated in-
spections. Finally, a sudden drop in diffusivity prior to failure may
coincide with the development of TGO growth, cavitation and interfacial
cracks at the end of TBC life, which would shift the data away from the
ideal two-layer model used.
One of the main ﬂaws in this experiment is that the unpainted in-
spections are affected by the semi-transparency of TBCs, which are
particularly prominent in the mid-wave IR band that has been used. This
could be improved with use of a long-wave IR radiometer, or application
of different ﬁtting models that can accommodate for multiple layers [19],
or semitransparency for emission as well as optical excitation [20,21]. In
order to exploit these trends in service, these accommodations would
need to be made, along with removing the effects of surface dis-
colouration [14], while other techniques can be used to exploit the
semi-transparent nature of TBCs, such as with mid-wave infrared
reﬂectance imaging [22]. Data presented in this article may be accessed
via Open Access [23].
Fig. 8. Testing at constant integration time of 2271 μs, are different levels of ﬂash power tested for their R2 stability over different ﬁtting parameters.
Fig. 9. R2 difference achieved without soot, compared to with soot, and with soot at the integration time of 4000 μs. This shows that offset of 0 and 1 frame (x-axis 1-14) are particularly
erroneous, resulting in poor ﬁts of the model to the data.
Table 2
Final experimental setup for furnace cycle experiment.
Factor Name Units Levels Levels
A Integration time μs 1 2271
B Flash intensity % max power 1 50
C Soot coating Yes/No 2 Yes/No
D Frame offset number 1 2
E Window limit number 1 20
Fig. 10. Normalised diffusivity box plot of all samples over furnace exposure time, inte-
gration time 2271 μs, ﬂash power 50%, offset 2, frame limit 20, without soot, showing a
pattern between the samples over ageing.
Fig. 11. Results for the same parameters, with soot coating, showing a similar late-age
rise trend as without soot. The large step down from an initially high diffusivity has
apparently disappeared, although a smaller initial decrease is present.
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736. Conclusions
This paper has shown the application of the active thermographic
ﬂash method for determining through-thickness thermal diffusivity of six
thin EB-PVD TBC samples in both the default condition and with an
emissivity-improving soot coating applied. Under the limiting constraints
of performing the ﬂash test for through-thickness measurement of a fast
thermal event, a parametric study for setting up the thermographic data
L. Tinsley et al. NDT and E International 92 (2017) 67–74capture and analysis has been developed. The monitoring of thin EB-PVD
TBCs during oxidation ageing has been undertaken, and has shown that
the method is able to discern changes in through-thickness diffusivity
over coating life, and that these changes are still observable without soot
coating in the non-ideal performance of the test, even while the soot-free
estimation will be inaccurate due to semi transparency. It is observed that
there is not a unique relationship between through-thickness diffusivity
value and ageing alone, where one range of measured values would
translate directly into a range of life estimates, however, a history of
measurements may be required for the part, in order to classify its age.
The observed trends were not as clear as those observed by other re-
searchers with APS TBCs, and this may be related to differences in
through-thickness and laminar diffusivities, owing to EB-PVD TBCs'
differing structure from APS TBCs. The thermal property changes
observed provide three features of diffusivity trends that appear both in
coated and uncoated inspections, and may be useful for estimation of
coating life, while providing a marker that could indicate TBC close to the
end of its life.
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