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Harmonic Distortion State Estimation
Using an Evolutionary Strategy
Elcio F. de Arruda, Member, IEEE, Nelson Kagan, Senior Member, IEEE, and Paulo F. Ribeiro, Fellow, IEEE

Abstract—This paper presents a new methodology to estimate
harmonic distortions in a power system, based on measurements of
a limited number of given sites. The algorithm utilizes evolutionary
strategies (ES), a development branch of evolutionary algorithms.
The main advantage in using such a technique relies upon its modeling facilities as well as its potential to solve fairly complex problems. The problem-solving algorithm herein proposed makes use of
data from various power-quality (PQ) meters, which can either be
synchronized by high technology global positioning system devices
or by using information from a fundamental frequency load flow.
This second approach makes the overall PQ monitoring system
much less costly. The algorithm is applied to an IEEE test network,
for which sensitivity analysis is performed to determine how the parameters of the ES can be selected so that the algorithm performs
in an effective way. Case studies show fairly promising results and
the robustness of the proposed method.
Index Terms—Evolutionary algorithms, evolutionary strategy,
harmonic distortion, power quality (PQ), state estimation.

I. INTRODUCTION
SSESSING the impact of harmonic sources to the performance and behavior of electric power systems is a relevant and complex aspect concerning power quality (PQ).
When one admits harmonic injections to the power system as
known parameters, actions can be devised in order to mitigate
the impact of the harmonic distortions throughout the network.
This is generally carried out by the design and utilization of
passive or active harmonic filters. However, one should realize
that in most cases the sources of harmonic distortions are not
known [1].
Although PQ meters are becoming less costly, it is still economically unviable to design PQ monitoring systems where meters are to be installed in all network buses.
In such a condition, when a few sites are selected for the installation of PQ meters, the use of a harmonic distortion state
estimation algorithm is highly recommended.
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The harmonic distortion state estimation (HDSE) consists of
a process which is the reverse of a simulation process. Simulators determine the power system response to harmonic injection
in one or more locations, whereas estimators evaluate the harmonic injections when the power system responses are given by
a set of measurements [2].
The HDSE methodology consists in an efficient and economic tool to be used in PQ monitoring systems, so that
harmonic distortions can be estimated throughout the network.
The HDSE algorithm is based on the network topology and the
corresponding harmonic frequency admittance matrices, passive (linear) loads and PQ meter locations and measurements
[3].
Intelligent computation can be used as a good hand to evaluate harmonic sources, as it is herein proposed. Evolutionary
strategies (ES) are interesting options due to their easy implementation, especially when simulation algorithms for the specific problem are well known. The implementation and speed
of ES are important aspects when comparing to conventional
techniques.
Estimation of the network harmonic distortion states is a complex problem since one should base its formulation on minimum and reliable data coming from a few PQ meters. Many
aspects might result in discrepancies between the real and simulated systems. Besides meter calibration, important issues such
as data communication and network data fidelity are really important. Another important aspect though is related to the synchronization data from different PQ meters, which is dealt with
in this paper in an innovative and viable manner.
Harmonic Estimation is generally considered as two classes
of problems. The first one concerns the estimation of the harmonic content in a measured waveform whereas the second one
regards the estimation of harmonic distortions in non monitored
buses of an electric power system by using information from
PQ meters in monitored buses as reference (harmonic propagation). Several works concerning the first class of problems are
addressed by using tools like genetic algorithms (GAs) [4]. As
for the second class of problems, which is herein dealt with, a
number of HDSE methods can be found in the scientific literature. One of the earlier methods [2] identifies sources of harmonic signals in electric power systems by using the least square
(LS) method to calculate the frequency spectra at buses suspected as harmonic sources. Reference [5] shows the relevance
of PQ meters specification as well as the equipment used in the
process of HDSE. Reference [6] shows a HDSE method based
on global positioning systems (GPS) to synchronize data from
different meters. Other research works in harmonic state estimation can be seen in [7]–[10]. All of these methods use traditional
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2) conventional state estimators, where power flow and
voltage measurements compose a redundant measurement
set.
In this work, the fundamental frequency system state is obtained by using a conventional load flow model. Active and reactive power in load buses and voltage in generation buses are
assumed to be known. In particular, for this specific application,
a simple Gauss Method load flow algorithm determines the fundamental frequency system state based on the following matrix
relation:
(1)
where
are the vectors of injected currents, respectively, in all buses, supply buses, and load buses;
are the vectors of nodal voltages, respectively, in all buses, supply buses, and load buses;
is the nodal admittance matrix for the fundamental
frequency, partitioned according to supply and load buses.
From (1), one can derive the voltage vector at load buses as a
function of the known supply voltages and load injected currents
Fig. 1. Flowchart of the proposed harmonic distortion state estimation
algorithm.

techniques that demand a total observability from the measurement system or a mathematical method like Least Square to find
a harmonic response in a wide solution space.
This paper considers evolutionary strategy (ES) to find the
harmonic injections in the non monitored buses.
Waveforms stored in PQ meters as well as power flow information (in steady state—fundamental frequency conditions) can
be used to synchronize data from the meters. This consideration
is a valuable alternative to reduce costs in solutions that integrate innovative HDSE algorithms to PQ monitoring systems.
II. FORMULATION OF THE HARMONIC DISTORTION
STATE ESTIMATION PROBLEM
The HDSE problem consists in evaluating the system state
for each harmonic order, using the voltage and current measurement data. The system state is defined by the voltage values in
all buses. The voltage and possibly current harmonic values in
monitored buses are usually available from a PQ measurement
system. As PQ meters costs are considerably high, a few measurement points are generally available.
When the proposed algorithm is processed for all relevant
harmonic orders, the total harmonic distortion (THD) can be
estimated in any network bus. The flowchart in Fig. 1 illustrates
the proposed methodology. Its main steps are described in detail
in the following items.

(2)
, which are inIn the case that the elements of the vector
jected currents, are functions of the corresponding load bus volt, as it is the case of well known load models (e.g.,
ages
constant power or constant impedance), (2) can be solved in an
iterative way.
B. Offline Synchronization for each Harmonic Order
The voltage or current measured values in a network bus, for
a harmonic order, are available in magnitude and angle. As the
PQ meters also provide the fundamental frequency data, the harmonic angles can be referenced to the fundamental frequency
values.
By taking as reference the bus angles obtained by the load
flow algorithm stated in Section II.A, the harmonic angles, for
each harmonic order, are able to be synchronized. This step is
regarding
represented by the stage (ii) of Fig. 1. The phasor
the voltage at bus i, determined as the solution of (2), can be
written as
(3)
In PQ monitoring systems where information regarding the
phasor of harmonic voltages are not known, the phasors in
(3) that correspond to the system state at the fundamental
frequency, and especially the phase angles
,
are used by the algorithm to adjust the phasor angles for the
different harmonic frequencies which are measured by the PQ
meter. In this fashion, a given measured harmonic voltage at
bus , which is an output from the meter as

A. Fundamental Frequency System State Estimation
The fundamental frequency system state, represented by the
stage (i) in Fig. 1, can be obtained in two ways:
1) load flow using the active and reactive power load measurements and the generators state;

(4)
can be adjusted to
(5)
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The aforementioned procedure promotes the synchronization of measurement information according to the variations of
the harmonic voltage angles with respect to the fundamental
frequency voltage, at each system bus. This method provides
a simple technique to compensate a possible unavailability of
more sophisticated GPS based PQ meters that would provide
synchronized phasors at different sites.
C. Individual Harmonic Distortion State Estimation
As shown in Fig. 1, the procedure makes use of the selected
or available harmonic frequency measurements as input for the
HDSE. This selection might be defined as the most significant
harmonic frequencies, or all available harmonic frequencies
captured by the PQ meter or still those ones defined by the
HDSE user. The selected harmonic orders are organized in a
, where is the number
vector , which is given by
of selected harmonic frequencies. The ES algorithm, corresponding to stage (iii) of Fig. 1, is then run for each harmonic
order in .
The HDSE model assumes measurements in some given
buses and the presence of harmonic distortion due to harmonic
injected currents in some customers located in the network.
At this way, the problem to be solved is to find, for a specific harmonic order, the network harmonic injected currents.
Once the injected harmonic currents are found, the evaluation
of the harmonic voltages at any system bus is straightforward.
The HDSE can be formulated as follows:
Determine the injected harmonic currents in
load
buses,
, in order to minimize
the sum of squared errors between the measured and
calculated voltage values, given by
(6)
where the calculated voltages in the monitored buses
are evaluated by
(7)
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for example, one must vary the injected harmonic current
values (magnitude and angle) and assess the mean squared
error for each combination. Another technique uses the Monte
Carlo method, randomly simulating a large number of possible
solutions (injected current values), and then, using an adequate
evaluation criterion to choose the best solution (or solutions).
This paper however uses Evolutionary Strategy, as detailed
in Section III, to evaluate the injected currents that generate the
least sum of the squared errors in the harmonic estimated voltages for the monitored buses. Once the harmonic injected currents are determined, the system state for any harmonic order is
estimated by (7).
After assessing the harmonic state for all harmonic orders, the
total harmonic distortion in a given bus , can then be defined,
as
(8)

III. EVOLUTIONARY STRATEGIES APPLIED TO THE
HARMONIC DISTORTION STATE ESTIMATION
A. First Considerations
Evolutionary strategies were developed by Rechenberg and
Schwefel [11], [12], who developed research works in these
topics in the 1960s at the Technical University of Berlin,
Germany.
Such an approach makes use of evolution concepts that apply
to a population of individuals, each one representing a possible
solution to the given problem. Mutation and recombination processes, that base the main ES operators, do not rely upon each
real problem. Rather, only the individual codification and the
fitness evaluation method are very much related to the specific
problem to be dealt with and must be consistently adapted and
designed by the problem formulator.
In a general way, an ES algorithm can be simply described as
follows:
t

= 0;

initialize P(t);
evaluate P(t);
while (stopping criterion) do

where

P

estimation error for bus , for the harmonic order
;
calculated voltage at bus , which is related to
the injected currents for the harmonic order in
analysis;
measured harmonic voltage at bus ;
impedance matrix element
for the harmonic
order , given by the inverse of the admittance
matrix
.
The stated problem formulation (6–7) can be solved by many
heuristic search algorithms. In an exhaustive search algorithm,

0

(t) = variation P (t);

evaluate P’(t);

( ) = f [P (t)]
P (t + 1) = selection [P (t)
t = t+1
Q t

0

( )];

U Q t

End

In this algorithm,
denotes a population of individuals
in a given generation .
represents a set of individuals that
can be considered for selection, according to the function
.
As illustrative examples,
can be made equal to the
or
can be made equal to the null set. A new population

834

IEEE TRANSACTIONS ON POWER DELIVERY, VOL. 25, NO. 2, APRIL 2010

of individuals is then generated through the recombiare
nation and mutation operators. New individuals from
then evaluated by measuring their “distance” to the “target” or
optimal solution of the given problem. As a result, a specific
fitness function is established for each one individual. A new
, by selecting the
population is then formed at generation
most fitted individuals.
After a given number of generations, a stopping criterion is
to be met, that usually presupposes that a given individual in
the population represents the most acceptable solution to the
problem. When such criterion is difficult to be previously established, the number of generations is used as an input parameter
[11], [12] to determine the end of the process.
In the following sections the ES operators will be detailed
with considerations regarding the HDSE formulation.

Fig. 2. Representing an individual for harmonic order h.

where
percentage (multiplying factor) with respect to the
magnitude value of the fundamental frequency
current at the load bus for the harmonic order ;

B. Codification of Individuals in the HDSE-ES Formulation
The codified individual must represent an alternative solution
for the problem, i.e., it should lead to a given harmonic distortion
state of the system. Furthermore, the ES formulation considers
each harmonic frequency at a time, that is, the general problem
is decomposed into a number of harmonic orders selected for
the analysis.
In steady state estimation methods, the problem state is generally given by the voltage variables. In the HDSE problem herein
stated, for a given network topology and linear load composition, such voltage variables are directly dependent upon harmonic current injections, as shown in (7).
In this manner, the authors proposed an individual codification that consists of variables representing the specific harmonic
currents, in terms of their magnitude and angle, given, respectively as a percentage of the magnitude and the angle variation
with respect to the fundamental frequency load currents. In such
strategy, it is easier to set up limiting values regarding the harmonic components for non linear loads, needed for the ES algorithm, i.e., a “per unit” value is more representative and readily
available in PQ meters that provide harmonic components as
a percentage of the fundamental frequency value. Thus, for
buses where injection harmonic currents are to be determined,
the individual dimension will be , which corresponds to
magnitude value percentages and angle variations, related to
the injected fundamental frequency currents.
In ES one also considers for each variable in the individual
codification, a mutation step, named . It represents the distance
that a generated descendent might occupy in the solution space
in relation to the current individual location. Thus each parameter, corresponding to the magnitude value percentage or to the
angle variation, is given an associated mutation step.
For illustration sake, the representation of the individual codification for the network in Fig. 2, where one is to determine
the harmonic currents injected to the 3 bus network, can be designed as follows:

(9)

angle variation with respect to the angle of the
fundamental frequency load current at bus ,
harmonic order ;
mutation step regarding the parameter , at bus ,
harmonic order ;
mutation step regarding the parameter , at bus ,
harmonic order ;
and

fundamental frequency current parameters
(magnitude value and angle) at bus .

The number of individuals in a given population is empirically determined and must be adjusted according to each
application.
C. Mutation Operator
As described in [12], Evolutionary Strategies regard the mutation process as a central role in directing the evolution of a
single individual. In this respect, each individual generates a
subset of
individuals. The variations imposed by the mutation process correspond to small steps around the original individual position.
In order to dynamically assign values to the mutation steps, a
self-adaptation method was introduced, as defined in [13] and
[14]. This method optimizes the parameters (the mutation
steps) as the generations evolve. This is carried out in such a
way that their absolute values gradually decrease as the solutions move towards better regions.
The mutation operator changes each parameter value of the
individual and the corresponding mutation step according to
the following equations:
(10)
(11)
where
mutation step, index ;
variation of the mutation step

;
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randomly generated value at each generation, with
a Gauss probability distribution of 0 (zero) mean
value and 1 (unitary) standard deviation value;
randomly generated value at each generation, with
a Gauss probability distribution of 0 (zero) mean
value and 1 (unitary) standard deviation value;
this is kept constant for each individual;
learning rate
learning rate

;
.

In ES algorithms, the parameter , which is a constant that
controls the mutation variability, and the initial mutation steps
must be adjusted for each application.
D. Recombination
The recombination operator, which is associated to the mutation operator, provides variability to the random search towards
the problem solution. It is based on the fact the “genetic” information exchanges amongst individuals of a given species might
result in better individuals as far as the fitness function is concerned. Also, the recombination operator helps the algorithm in
not converging to local optima.
This operator is also called crossover, since it consists in creating new individuals that are formed by genetic information
from two original individuals.
The parameters of the new individual are generated by a reproduction process, for instance by the average of each parameter and mutation steps of a pair of original individuals or still by
exchanging parameter information from each locus of the pair
of original individuals.
E. Fitness Function
The evaluation of the individuals in each population is a
process that assesses, through a given fitness function, how
close each alternative solution is from the best possible and
attainable solution.
The algorithm assumes that harmonic voltage distortions are
measured in specific sites of the network. Based on that, the fitness function determines how close the computed voltage harmonic distortions are from the measured ones. The computation
of voltage values is based on the injected harmonic currents,
which are given by the individual codification, namely its parameters related to the magnitude value and angle of injected
harmonic currents.
As for the HDSE problem, the fitness function is based on
a vector formed by the absolute values of the differences between the measured and computed estimated harmonic voltage
values, which are applied for each individual. This vector provides the required information for the formation of the fitness
function. The lower the difference between measured and computed values, the better is the individual under evaluation.
The fitness function or the grade of a given individual in estimating harmonic distortions for harmonic order , is based
on the aggregation of bus estimation errors, given by (6). For
a PQ monitoring system comprising
measurements, an

Fig. 3. Selection method type ( + ).

individual grade was adopted as being the inverse of the sum of
the squared errors as show in (6) for harmonic order , that is,
the algorithm must determine the least mean squared estimation
error
(12)
The fitness function also incorporates a rule that penalizes
individuals in which estimation errors are not within an expected
range (i.e., such individuals are forced very low grades).
F. Selection
The selection operator is responsible for choosing individuals
from generation to form generation
. In this work, this
operator is assumed deterministic, since it strictly selects, for
a generation , the best individuals in the Universe comprising
the population
—or alternatively
which is a subset of
, and
, which comprises the descendents of
, by
mutation and recombination operators. The selection operator
is generally of type
, which applies the selection to the
union of
and
, or type
, which applies the selection for
only [13]. Fig. 3 illustrates the
selection
operator.
IV. SETTING THE ALGORITHM PARAMETERS
Before starting the HDSE using the ES-based algorithm, one
needs to better understand the sensitivity of the method with
respect to the variation of the parameters mentioned in the previous section.
Such sensitivity analysis is carried out at the 14-bus network
presented in Fig. 4, whose topology and data were extracted
from the IEEE site [15]. The analysis is based on the simulation
of the third harmonic distortion estimation and a number of PQ
meters installed in 6 buses of the network, namely, buses #2, #4,
#8, #9, #12, and #14, as shown in Fig. 4.
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Fig. 6. Evolution for different pairs of initial mutation steps.
Fig. 4. Network for HDSE case studies.

However, from 20 individuals per population upwards, the variation on errors is not significant, which shows that this limit ensures a good HDSE.
B. Setting the Mutation Step

Fig. 5. Average estimation error as a function of the number of individuals in
the initial population.

A. Setting the Number of Individuals for the ES Initial
Population
A first parameter to be analyzed corresponds to the number
of individuals used in the initial population of the evolutionary
strategy.
The base case considers as fixed the following parameters:
• simulation of 100 generations;
• five mutation operations per individual;
• recombination rate equal to 10%;
;
• initial mutation step for voltage amplitudes
• initial mutation step for voltage angle variations
;
• self-adaptation parameter
;
;
• selection procedure type
• recombination operator takes the average between parameters of the two original individuals.
In these conditions, a number of 30 simulations were carried
out for alternatives of [2 5 20 40 100 400] individuals in the
initial population. The results in Fig. 5 show the average relative
bus estimation errors.
One can readily notice that as the number of individuals in
the population increases, the estimation errors tend to decrease.

The mutation step determines the distance from the original
to the generated individual, which sets the possible positions of
new individuals in the solution space. A very large mutation step
will produce too large variations on the population, what does
not characterize the concept of mutation in ES. On the other
hand, too small of a step implies in too slow variations, reducing
the convergence speed of the algorithm.
For the parameters (percentage of the magnitude value of
the fundamental frequency current) of the individuals the [0.1
0.5 1 2 5] initial mutation steps were considered. As for the
parameters (angle variation with respect to the angle of the
initial
fundamental frequency current), the
mutation steps were considered.
The same base case was used, considering 20 individuals per
population and 30 cases for each of the initial mutation steps
considered.
Fig. 6 shows the evolution of pairs of mutation steps starting
from the given initial considered values. One can notice that
too large initial mutation steps imply in convergence difficulties since the mutation process does not proceed properly. Too
low initial mutation steps tend rapidly to zero, which eliminate
the evolution variability and, therefore, jeopardize the determination of the global optimal solution. The pair of mutation steps
and
have proven a good configuration for the
HDSE requirements.
C. Setting the Number of Mutations per Individual
Another important ES parameter is the number of mutations
for which each original individual is submitted to.
This parameter is related to the characteristics of the solution
region, since it increases the covering of the search space.
The number of mutations per individual were set to [1 5 10
50 100]. During these simulations, the number of individuals in
the population was fixed to 20, initial mutation steps
and
and 30 simulations in each case.
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TABLE I
AVERAGE PERCENTUAL ERROR AS A FUNCTION OF THE NUMBER OF
MUTATIONS PER INDIVIDUAL IN A POPULATION

Fig. 7. Mutation steps evolution as a function of the

parameter.

TABLE II
ESTIMATION ERRORS AS A FUNCTION OF THE SELF-ADAPTATION PARAMETER

As shown in Table I, the estimation error tends to be reduced
as the number of mutation per individual increases, though this
is the case until a certain limit, where the results are no longer
dependent on this parameter. One can perceive that varying
from 50 to 100 mutations per individual, the estimation errors
in the monitored buses are reduced but they can worsen in other
system buses. Another very important aspect in selecting this
parameter concerns its direct relation to the computation time.
That is, the higher the number of mutations per individual, the
higher the computation time.
D. Setting Self-Adaptation Parameters
As shown in [12], self-adaptation aims at varying the mutation steps along the evolution of an individual. Thus the mutation step must be reduced as the individual directs towards the
optimal solution. The behavior of the mutation process due to
changes in self-adaptation parameters might vary the evolution
form and speed.
The use of a mutation step for each parameter in the individual
provides more evolution diversity, allowing for the individuals
to evolve in elliptical regions around the original individual [12].
The parameter is related to the speed of the mutation step
variation in each generation. This parameter was varied at the
values [0.1 1 2 10 100] and 30 cases were simulated for each
analysis.
Although expressive speed variations were noticed when altering parameter , benefits were not perceived for values of
greater than 1. For values lower than 1, the evolution of the mutation steps really changes, as can be seen in Fig. 7. Larger variations occur when is equal to 0.1. As for the other values of
, the evolution of mutation steps followed a similar trajectory.
Although one can notice huge variations in the evolution, as
shown in Fig. 7, the estimation errors do not vary substantially
with the variation of the parameter .
Table II shows the estimation errors in each network bus for
each value of the self-adaptation parameter. By verifying such
errors, one can infer that the sensitivity analysis does not show
a suggestive value for this parameter.

E. Setting the Recombination Operator
Besides mutation, variations in populations can be achieved
by recombination. This can be carried out by either creating
a new individual for which each parameter and mutation step
is determined by the average of the parameters of the pair of
original individuals or by exchanging the parameters of the two
original individuals. Recombination is a powerful genetic operator that tends to create individuals that completely redirect the
search, thus avoiding convergence to local optima.
The two alternatives for the recombination were tested for
the base case. A total of 100 cases were simulated for each
alternative.
As shown in Fig. 8, the alternative of averaging the parameters shows a behavior where larger variations are noticed
when comparing with the exchange of parameters between the
two original individuals. This variation on the mutation steps
does not affect substantially the estimation errors, as shown in
Table III. Nevertheless, one is to expect that convergence to
local optimal solutions when using the average of parameters is
more easily avoided.
F. Setting the Selection Operator
As shown in [11], there is no consensus on the selection
type. This paper compares the two selection types for the HSE,
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Fig. 8. Mutation steps evolution related to the alternatives of recombination.

TABLE III
BUS ESTIMATION ERRORS FOR THE RECOMBINATION OPTIONS

namely
and
, by simulating 100 cases for each
selection procedure.
Fig. 9 shows the evolution of mutation steps for the two selectype, which does not consider elitism, led
tion types. The
to large variations on the mutation steps and did not converge to
a solution. One can also notice that the algorithm does not conselection type, by analyzing the estimation
verge for the
errors in Table IV.
V. RESULTS
The total harmonic distortion (THD) is determined for each
bus in the IEEE test network shown in Fig. 4. The THD is determined by (8), that considers the estimation results obtained
at each harmonic order .
PQ meters are considered at buses #2, #4, #8, #9, #12, and
#14 and the simulation includes harmonic orders 3, 5, 7, 9, 11,
and 13 for the THD composition in each network bus.
As previously mentioned, the algorithm carries out the estimation for each harmonic order in an independent way. Following that, the total harmonic distortion is readily computed.

Fig. 9. Mutation steps evolution related to the selection type.

TABLE IV
ESTIMATION ERROR FOR THE SELECTION TYPES

The following algorithm parameters were considered for the
first case study, namely case #1:
• number of generations: 500;
• initial population size: 40;
• number of mutations per individual: 5;
• recombination rate per generation: 10%;
and
;
• initial mutation steps:
;
• self-adaptation parameter:
• selection type
;
• recombination method: average of parameters.
Table V shows estimation errors for each harmonic order.
These results actually show the average error for 30 simulation cases in each harmonic order. Similar results were found
in [16], though focusing on the estimation of specific harmonic
order distortions. This table shows fairly small estimation errors. The outlined lines in the table show the monitored buses.
Fig. 10 shows the evolution speed at the solution space, by plotting the average grade for the best individuals in each harmonic
order along the generations. This grade is obtained according to
(6), representing the inverse of the squared deviations between
measured and computed harmonic voltage distortions. Although
for some harmonic orders the best individuals are not so well

ARRUDA et al.: HARMONIC DISTORTION STATE ESTIMATION USING AN EVOLUTIONARY STRATEGY

Fig. 10. Average grade of best individuals (vertical axis) in each harmonic
order along the generations (horizontal axis).
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Fig. 11. Evolution of mutation steps (vertical axis) for each harmonic order (H)
during the generations (horizontal axis).

TABLE V
ESTIMATION ERROR (%) FOR EACH HARMONIC ORDER

Fig. 12. Third harmonic current magnitude in each bus.

graded, the estimation errors are satisfactory, as can be seen
inTable V.
The continuous growth of individual grades for each harmonic order confirms the elitism of the proposed algorithm and
its capacity in finding solutions for the HDSE. Due to the complexity of the solution space, the monotonous growth of the best
individual grades might represent some difficulty in the recombination operator to input variability to the evolution, taking individuals more quickly to better solution regions.
Fig. 11 shows the evolution of mutation steps for each harmonic order considered. One can perceive that mutation steps
can vary along the generations but tend to values close to zero.
Those variations are mainly due the recombination process that
determines variability to the evolution.
Figs. 12 and 13 show the magnitude and angle, respectively,
related to the calculated and the reference third harmonic currents in each network bus. Although errors in third harmonic
currents are considerably high, voltage estimation is adequate.

Fig. 13. Third harmonic current angle in each bus.

This can be explained by (6) and (7), since in this case, different combinations of injected currents might produce very
small voltage estimation errors (suboptimal solutions), due to
the relative positions of PQ meters and injected currents. Nevertheless the method still works in an appropriate way in estimating harmonic voltage distortions. This could be improved by
a different allocation of PQ meters in the network. The voltage
magnitude and angle values are shown in Figs. 14 and 15. Since
the fitness function is based on voltage values obtained from
the individuals, the resulting calculated and reference voltage
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TABLE VI
REFERENCE AND ESTIMATED THD VALUES
AND ESTIMATION ERRORS FOR CASE #1

Fig. 14. Third harmonic voltage magnitude in each bus.

TABLE VII
REFERENCE AND ESTIMATED THD VALUES
AND ESTIMATION ERRORS FOR CASE #2

Fig. 15. Third harmonic voltage angle in each bus.

values were very close. Similar behavior was verified for other
harmonic orders.
Once harmonic voltage distortions are obtained for each harmonic order and network bus, THD values can be straightforwardly obtained. The reference and estimated THD values are
shown in Table VI, alongside with relative and absolute estimation errors. The reference THD values simulate the values to be
determined.
The absolute error shown in Table VI represents the deviation
with respect to the rated voltage. It is expected therefore that relative THD errors are to be much higher. The algorithm though
determined fairly small relative errors, not greater than 5%.
In order to check the robustness of the proposed methodology,
a second case study, case #2, is considered, with PQ meters at
network buses #2, #8, and #12 only. Table VII shows estimation
errors and THD values when considering these three PQ meters
installed in the system. The much higher estimation errors in
nonmonitored buses are due to the low visibility of the PQ meters associated with the network topology and their installation
sites, even though (i.e., with low visibility PQ meters) the results
are satisfactory, especially when one considers absolute errors.
A simple way to improve the estimation results is by considering other known information or system measurements, for
instance, harmonic currents. Since the proposed methodology
considers the variation of angles and percentage of magnitude
of fundamental currents as parameters of the individuals codified in the HDSE, the inclusion of a measured current limits the

search space, which obviously helps the algorithm to take the
solution to the global optimal solution. Table VIII shows the estimation errors for a third case study, case #3, in which the same
three PQ meters are installed in the system, though one of the
meters also outputs the injected harmonic currents at network
bus #8. One can notice a significant reduction in estimation errors for most network buses.
VI. CONCLUSION
This paper dealt with a new method for the estimation of individual and total harmonic distortions in network buses based
on the measurement of voltage distortions in a limited number
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TABLE VIII
REFERENCE AND ESTIMATED THD VALUES
AND ESTIMATION ERRORS FOR CASE #3
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Computation time can be further reduced by using techniques
such as parallel processing:
• estimation of different harmonic orders can be computed
in different processors;
• groups of individuals created during the ES can be evaluated in different processors.
These characteristics show that one can envisage online or
quasi online applications. Also, when considering time-varying
harmonics, the authors believe that previously evolved populations, stored in a database and prepared in offline mode, could
be used to speed up processing.
The results obtained in this paper, though in a small size network, show promising future research with respect to HDSE.
ACKNOWLEDGMENT
The authors would like to thank their colleagues at
Enerq—Center for Regulation and Power Quality Studies
at the University of Sao Paulo for their technical support.
REFERENCES

of buses of the power system. Evolutionary strategy was considered as a tool to determine the best possible solution in a vast
search space. The main advantage in using such a technique relies upon its modeling facilities as well as its potential to solve
fairly complex problems.
The Evolutionary Strategy shown in this paper is a promissing
tool to deal with the HDSE problem, where individuals in a
population representing possible solutions are submitted to evolutionary operators and evaluated in each generation. During
the evolution, only the best individuals (best problem solutions)
survive. Another benefit is that the proposed approach requires
fewer simulations to find a viable solution when compared to
the Monte Carlo statistical method.
The 14-bus IEEE test network [15] was taken as basis for
the case studies to estimate 3rd, 5th, 7th, 9th, 11th, and 13th
harmonic voltages. A total of 30 cases for each harmonic order
have shown the robustness of the algorithm and promising estimation results. Harmonic voltage distortions for each harmonic
order were used to compose the THD for each network bus. For
all simulations, estimation errors do not exceed 1%.
In low visibility conditions of the PQ monitoring system,
some possible actions to reduce estimation errors include
the consideration of few additional measurements, such as
harmonic currents at lines or buses. Case study #3 utilized
only three PQ meters with information of harmonic voltage
distortions and the injection of harmonic current in one single
bus. The algorithm was then able to reduce estimation errors by
more than 50% in some specific buses when compared to case
study #2 that did not consider the measurement of the injected
harmonic current.
The authors have considered decoupled harmonic sources
modeled as constant current injections and network elements
as linear components. Moreover, nonlinear characteristics
with frequency couplings were not dealt with in this paper.
This decision was mainly for simplicity reasons, though more
detailed network and load representation could be implemented
on future modeling and simulations.

[1] Z. P. Du, J. Arrilaga, N. R. Watson, and S. Chen, “Identification of
harmonic sources of power systems using state estimation,” Proc. Inst.
Elect. Eng., Gen., Transm. Distrib., vol. 146, pp. 7–12, Jan. 1999.
[2] G. T. Heydt, “Identification of harmonic sources by a state estimation
technique,” IEEE Trans. Power Del., vol. 4, no. 1, pp. 569–576, Jan.
1989.
[3] Z. P. Du, J. Arrilaga, N. R. Watson, and S. Chen, “Implementation of
harmonic state estimation,” in Proc. 8th Int. Conf. Harmonics Quality
Power, , Oct. 14–16, 1998, vol. 1, pp. 273–278.
[4] M. Bettayeb and U. Qidwai, “A hybrid least squares-GA-based algorithm for harmonic estimation,” IEEE Trans. Power Del., vol. 18, no.
2, pp. 377–382, Apr. 2003.
[5] A. P. S. Meliopoulos, F. Zhang, and S. Zelingher, “Hardware and software requirements for a transmission system harmonic measurement
system,” Proc. Harmonics in Power Systems, pp. 330–338, Sep. 22–25,
1992.
[6] A. P. S. Meliopoulos, F. Zhang, and S. Zelingher, “Power system harmonic state estimation,” IEEE Trans. Power Del., vol. 9, no. 3, pp.
1701–1709, Jul. 1994.
[7] M. Y. Najjar and G. T. Heydt, “A hybrid nonlinear-least squares estimation of harmonic signallevels in power systems,” IEEE Trans. Power
Del., vol. 6, no. 1, pp. 282–288, Jan. 1991.
[8] J. E. Farach, W. M. Grady, and A. Arapostathis, “An optimal procedure
for placing sensors and estimating the locations of harmonic sources in
power systems,” IEEE Trans. Power Del., vol. 8, no. 3, pp. 1303–1310,
Jul. 1993.
[9] K. K. C. Yu and N. R. Watson, “Three-phase harmonic state estimation
using SVD for partially observable systems,” in Proc. PowerCon—Int.
Conf. Power System Technology, 2004, pp. 29–34.
[10] H. Liao, “Power system harmonic state estimation and observability
analysis via sparsity maximization,” IEEE Trans. Power Syst., vol. 22,
no. 1, pp. 15–23, Feb. 2007.
[11] T. Back and H.-P. Schwefel, “Evolutionary computation: An
overview,” in Proc. IEEE Int. Conf. Evolutionary Computation, 1996,
pp. 20–29.
[12] T. Back, U. Hammel, and H.-P. Schwefel, “Evolutionary computation: Comments on the history and current state,” IEEE Trans. Evol.
Comput., vol. 1, no. 1, pp. 3–17, Apr. 1997.
[13] D. B. Fogel, Evolutionary Computation: Toward a New Philosophy of
Machine Intelligence. New York: IEEE Press, 1995.
[14] H.-P. Schwefel, Numerical Optimization of Computer Models. New
York: Wiley, 1981.
[15] “Test systems for harmonics modeling and simulation,” in Proc. IEEE
Power Eng. Soc. Task Force on Harmonics Modeling and Simulation
[Online]. Available: http://grouper.ieee.org/groups/harmonic/simulate/
download.htm, link Test System 1: A 14-bus balanced utility transmission system
[16] N. Kagan and E. F. Arruda, “Harmonic estimation using evolutionary
algorithms,” presented at the Int. Conf. Harmonics Quality Power Cascais, Portugal, 2006.

842

Elcio F. de Arruda (M’09) received the B.Sc. degree in electrical engineering
from Universidade Federal de Juiz de Fora, Juiz de Fora, Brazil, in 2000, the
M.Sc. degree in electrical engineering from Escola de Engenharia de São Carlos,
Universidade de São Paulo, São Paulo, Brazil, in 2003, and the Ph.D. degree in
electrical engineering from Escola Politécnica, Universidade de São Paulo, São
Paulo, Brazil, in 2008.
Since 2009, he has been an Expert Consultant with Sinapsis Inovação em
Energia., working on R&D projects in transmission and distribution systems.
He was with the Alstom team in the R&D group on generators acting in insulation systems and finite-element method analysis for about three years. Besides electrical machine calculation and design, his areas of interest are power
quality, power system harmonics, evolutionary computation, as well as Fourier
and wavelet transforms.

Nelson Kagan (M’89–SM’04) received the B.Sc. and M.Sc. degrees in electrical engineering from the University of Sao Paulo, Sao Paulo, Brazil, in 1982
and 1988, respectively, and the Ph.D. degree in electrical engineering from the
University of London, London, U.K., in 1983.
He has lectured in the Department of Electrical Engineering at the University
of São Paulo since 1983. After presenting his postdoctoral thesis in 1999, he became an Associate Professor. Most of his research work concerns power quality
and electrical power distribution planning. His interests in these areas are related to the application of optimization and intelligent systems. His works have
been implemented in many utilities in Brazil and published in many journals
and conference proceedings. He now coordinates enerq—Centre for Regulation
and Power Quality Studies.

View publication stats

IEEE TRANSACTIONS ON POWER DELIVERY, VOL. 25, NO. 2, APRIL 2010

Paulo F. Ribeiro (M’78–SM’88–F’03) received the B.S. degree in electrical
engineering from the Federal University of Pernambuco, Brazil, and the Ph.D.
degree in electrical engineering from the University of Manchester, Manchester,
U.K.
Currently, he is a Professor of Electrical Engineering at Calvin College, Grand
Rapids, MI.
Prof. Ribeiro is active in IEEE, CIGRE, and IEC working groups on power
systems, power quality, and engineering education. He is a Professional Engineer in the State of Iowa as w ell as a European Engineer and Chartered Engineer
in the U.K.

