Liebig's law of the minimum posits that at any given time the growth factor that is least abundant, relative to physiological requirements, controls plant growth. Dendrochronological reconstructions of temperature and precipitation invoke Liebig's Law to justify using tree growth as a proxy for climate and when choosing which trees to sample, but historically reconstruction techniques have not accounted for the influence of Liebig's Law on differential growth between sampled trees within a given site. Such an influence implies that site-wide limitations associated with regional climate variability would be most strongly expressed in tree-rings experiencing high relative growth in a given year. We demonstrate that local Liebig's Law stresses are globally identifiable across ring width and density datasets produced by over 300 different researchers. Furthermore, the local signature of Liebig's Law is found at both temperature-and moisture-limited sites. Chronologies based on trees undergoing the highest relative growth in a given year more accurately record climate variability than the mean chronology, especially at sites where relatively more trees were sampled. These results suggest the potential for better reconstructing historical climate variability through pairing intensive tree-ring sampling with a quantitative focus on those trees experiencing the highest relative growth.
Introduction
The central premise of this study, that tree growth tends to be controlled by a single limiting factor at any given time, has its roots in the study of the effects of soil chemistry on plant yields in the early 1800's [de Saussure, 1804; Liebig, 1841; Sprengel , 1828] . This early work was primarily concerned with increasing agricultural yields through augmenting soils with fertilizers [Browne, 1942] , and led to the understanding that growth was limited by the nutrient in least supply relative to physiological demands. Yields could be increased by supplementing limiting nutrients, not those already in abundance. This principle was most clearly articulated by von Liebig for the whom the Law of the Minimum is typically named [Liebig, 1841] .
More than half-a-century later, Blackman showed that the effects of temperature, water, light and carbon dioxide on growth also follow a law-of-the-minimum [Blackman, 1905; Blackman and Matthaei , 1905 ]. Blackman's formulation, which was stated in terms of rates rather than in terms of yields, has come to be known as Blackman's law of limiting factors. The underlying principle behind the law-of-the-minimum and the law-of-limiting factors is identical and the choice of which term to use appears to be primarily determined by the scientific discipline being discussed.
Today, the law of the minimum is used in ecological models of a wide range of complexity. Forestry models and tree-ring models typically invoke the law of limiting factors to determine growth given multiple different environmental determinants [Botkin, 1993; Fritts et al., 1991; Shashkin and Vaganov , 1993; Vaganov et al., , 2011 Evans et al., 2006; Anchukaitis et al., 2006; Tolwinski-Ward et al., 2011] . Oceanographic biogeochemc 2019 American Geophysical Union. All Rights Reserved.
ical models invoke Liebig's Law to explain nutrient distributions and spatial variability in the sensitivity of productivity to nutrient augmentation [Tyrrell , 1999; Martin, 1991; De Baar , 1994; Legović and Cruzado, 1997] . And mechanistic biochemical models invoke a law-of-the-minimum to choose between pathways which imply different rates of carbon assimilation [Farquhar et al., 1980; Collatz et al., 1991] .
In dendrochronology, Liebig's law plays an important role in thinking about how climate signals are imprinted on inter-annual tree growth [Fritts, 1976; Evans et al., 2006] . The goal of site selection for dendroclimatological reconstruction is to identify sites where a single common growth factor (CGF) is the dominant control on growth [LaMarche, 1982] .
The choice of which trees to core within the site is similarly motivated by a desire to minimize the influence of local stresses. In order to find trees that record temperature variability, for example, it is necessary to identify a site where temperature is sufficiently low, relative to other constraints on growth, that growth is temperature-limited. In practice this generally means sampling close to altitudinal or latitudinal treeline. Likewise, in order to find trees that record water variability, one seeks a site where plant access to water is restricted, typically by low amounts of precipitation or by a depressed water table.
An increasing body of literature argues that environmental controls on growth may vary over short scales, and that accounting for this variability may increase the skill of climate reconstructions from these sites. Conceptually, we can group these arguments into two classes of arguments: spatial and temporal. Spatial approaches typically seek to distinguish which trees within a site are more limited by temperature or moisture [Bunn et al., 2005a [Bunn et al., , b, 2011 , permitting separate reconstructions of each variable. Work on c 2019 American Geophysical Union. All Rights Reserved.
spatial separation of these signals in bristlecone pine populations in the American West have been particularly promising in that detailed topographic modelling has permitted the prediction of which trees contain stronger moisture or temperature signals [Salzer et al., 2014; Tran et al., 2017] .
The idea that temporal variability in environmental controls may change the environmental factors that limit growth has not been widely accounted for in dendrochronological reconstructions of climate. One notable exception is the VS-Lite model, an invertible model for controls of temperature and moisture on tree growth [Tolwinski-Ward et al., 2013 , 2015 , which is based on the more complete, but less easily invertible, VS model [Vaganov et al., , 2011 Evans et al., 2006] . In the VS framework, a common set of limitations is experienced by all trees at a site, but the site may switch between temperature and moisture control depending on which limitation is more extreme. The approach we take in this paper differs from that assumed in the VS model, in that we model the influence of unobserved stresses acting on a scale smaller than the site using the law of the minimum.
We recently proposed the Local Liebig Stress (LLS) model for tree-ring growth in Stine and Huybers (2017), hereafter referred to as SH17, based on the conjecture that variable local stresses influence tree growth through Liebig's law. In SH17 we argued that tree-ring density measurements from a network of temperature-limited high-northern latitude sites sampled by Schweingruber and collaborators [Schweingruber and Briffa, 1996 ] support the LLS model. Although this test was positive, tree-ring density measurements represent only a small fraction of available tree-ring data and the Arctic represents only a small fraction of the globe. In this study, we evaluate the LLS model against global observations c 2019 American Geophysical Union. All Rights Reserved.
of tree-ring width in both temperature-and moisture-limited environments as well as against tree-ring density measurements from outside the Arctic, drawing on data from International Tree-Ring Data Bank (ITRDB), a dataset archiving tree-ring data from over 300 different researchers [Contributors of the International Tree-Ring Data Bank , 2016; Grissino-Mayer and Fritts, 1997] . New controls on the skill of the model and its implications for climate reconstructions are also identified.
Model
The LLS model postulates the existence of local growth factors (LGFs) that act on individual trees within a site and whose influence on tree growth is modulated through Liebig's Law. A LGF may consist of any stress on growth that is experienced at a scale smaller than the stand-level. Such local stresses could be induced, for example, by disease and insect infestation; wind, ice and fire damage; soil movement or loss; root damage; variability in the soil microbial community; or changes in the competitive environment experienced by individual trees [White, 1979; Sousa, 1984] . The idea that these local stresses may influence growth is widely appreciated [Fritts, 1976] , but the quantitative tools used to produce climate reconstructions do not account for the role of the law of the minimum in modulating the expression of these stresses within a site.
The idea that LGF expression is modulated by the law of the minimum implies a model for tree growth in which the influence of CGFs on growth may be intermittently lost due to expression of more limiting stresses. Such a representation can be combined with the traditional additive noise model [Cook , 1985] to give a hybrid model,
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where tree growth, G, is calculated as the minimum of the CGF and the LGF plus an additive noise term, η. From a forward-modelling perspective, G represents tree growth before the introduction of age-growth effects and slow changes in the competitive environment that can not be easily modelled as changes in the Local or Common Growth Factors. Indices y and i denote the year and tree within a given site. The CGF is taken to be equal to a climate series that is the target for dendroclimatic reconstruction, C(y), plus independent identically-distributed noise of zero mean and unit variance, where the noise component is to account for the fact that the CGF is inevitably an imperfect proxy. The
LGFs represent unobserved stresses that, within the context of the LLS model, are treated statistically. We have explored a range of parameterization and here adopt arguably the simplest specification whereby LGF and η are treated as independent identically distributed draws from a Gaussian distribution with zero mean and unit variance for each year and tree. The predictions drawn from the model are qualitatively insensitive to assumed distributions, so long as LGF and CGF expression both occur (Fig. S3 ). Note that in the case where CGF limitation consistently dominates over LGF limitation the traditional additive noise model is recovered [Cook , 1985] .
The standard approach in dendroclimatology for suppressing noise when combining records from individual trees involves averaging standardized series to produce a mean chronology for the site. Averaging is optimal if each of the standardized series consists of signal plus noise, and is justified based on the assumption that processes that give rise to differences in growth between individual trees within a site can be treated as additive noise [Cook , 1985] . The LLS model differs from the standard model in that it specifies that LGF expression is modulated by the law of the minimum and is not additive noise.
Sufficient averaging will arbitrarily reduce noise if it is purely additive (η), but not if it is controlled by a law of the minimum (LGF). This is because LGFs, when expressed, are always lower in value than the climate signal, as represented by the CGF.
LGF expression thus introduces a negative bias into reconstructions that does not cancel in the mean chronology. Because the probability that the LGF is expressed in growth is a function of the value of the CGF, the expected magnitude of the negative bias will vary from year-to-year, and thus the bias will not be removed in standardization.
It is useful to consider a somewhat extreme example. Suppose that in some year 80%
of the trees on a site are attacked by insects, affecting the growth increment in the year of the outbreak and for some years following the event. Averaging would only remove the insect damage signal if a tree was equally likely to experience an increase in growth as a result of damage as a decrease in growth. If instead insect damage consistently leads to a decreased growth increment, the mean chronology will contain a negative bias for the affected years.
Under the LLS model, when multiple trees that may be subject to differential local limitations are sampled, variability from those trees experiencing relatively greater growth in a given year is expected to lead to better recovery of the intended climate signal.
In the insect damage example given above, the standardized growth of trees that were not affected by the outbreak will, in general, be higher than of trees that record insect damage. Selection of trees experiencing relatively greater growth can be formalized by using a percentile approach, as has been done elsewhere when assessing growth controlled by a Law of the Minimum [Huston, 2002; Cade et al., 1999; Schröder et al., 2005; Austin, 2007] .
By way of example, consider five standardized tree-ring width series from a representative site in the ITRDB (Fig. 1A) . The 100th percentile chronology is formed by taking the maximum of these values in each year (Fig. 1B , black line), and will typically be drawn from different trees in successive years. In the case of 5 trees, the value associated with each tree is mapped to an integer percentile, with the tree associated with each percentile changing from year-to-year based on the ordering of individual tree-ring values in that year (Fig. 1C) . Other percentiles can then be found by interpolating between values associated with individual trees. Note that because standardized tree-ring series are used, rather than raw series, there is no correlation between the age of the tree and the percentile with which the tree is most closely associated.
The absolute strength of the climate signal in tree-ring records varies enormously between sites [Briffa et al., 2002] . To facilitate comparisons of the distribution of climate signal across percentiles between sites, we normalize the climate signal variance explained by each percentile series by the variance explained by the mean chronology. In particular, the signal ratio is calculated as the squared Pearson's correlation (r 2 ) between local climate and the percentile chronology divided by the r 2 between local climate and the mean chronology. Signal ratios greater than 1 indicate that the percentile chronology is more strongly correlated with local climate than the mean chronology.
The LLS model makes specific predictions as to how climate information is distributed across trees within a site. In the limit in which noise is purely additive (LGF CGF) the mean is the optimal method for recovering the CGF, and the 50th percentile contains the strongest percentile climate signal because it most closely approximates the mean. The skill of percentile estimators decreases symmetrically as we move towards higher or lower c 2019 American Geophysical Union. All Rights Reserved.
percentiles, which can be understood to result from the fact that realizations that sample larger amplitude noise will be tend to fall farther from the center of a list of ranked values ( Fig. 2A ).
In the opposite limit, where noise is purely governed by a law-of-the-minimum (η = 0), the best percentile estimator will always be the maximum value chronology (equivalent to the 100th percentile chronology, Figs. 2B, S3). Because trees expressing an LGF in a given year will always experience less growth than would be the case if only a CGF was limiting, high percentile chronologies will tend to sample the CGF, while low percentile chronologies will tend to sample LGFs. Because the mean chronology averages in values from trees that sample LGFs that can be better excluded by use of high percentiles, the peak signal ratio exceeds 1. Additive noise, however, will tend to degrade the climate signal at extreme percentiles, since the largest amplitude η values will tend to produce values that are either near the largest or the smallest value in the year. Noise acting in the presence of LGF expression will thus tend to shift the percentile chronology that is most highly correlated with local climate to below the 100th percentile (Figs. 2C, S3C).
We focus our discussion on the case where both additive and Liebig noise are present (Figs. 2C) because it is the most general and appears the most realistic case.
The most important prediction of the LLS model from the perspective of climate reconstruction is that percentile reconstructions can contain greater signal than a mean reconstruction, particularly when a large number of samples are present. Another important prediction of the LLS model is that the maximum signal ratio will increase with sample depth, so long as additive noise is present (Figs. 2A,C). As sample count increases, the expected correlation between the mean chronology and the CGF increases, but the c 2019 American Geophysical Union. All Rights Reserved.
analogous correlation between percentiles of growth and the CGF increases even more quickly for all percentile series. This behaviour is predicted even in the absence of LGF expresion ( Fig. 2A) , and can be understood to be a consequence of the variance properties of percentile estimates [Brown and Wolfe, 1983] . For repeated draws of a normally distributed variable, the sample variance of any percentile will exceed the sample variance of the mean. However, as sample size increases, the sample variance of percentile estimates drops more quickly than the sample variance of the mean. A closely related prediction is that under the LLS model high percentiles will contain more climate information than lower percentiles, even when the peak signal ratio does not exceed one. In these cases, increasing sample depth will drive up the peak signal ratio, such that at sufficiently large sample depths it will exceed one.
A third and final prediction is that, in the general case where both additive and Liebig noise are present, the percentile of maximum climate correlation (PMC) increases with sample depth (Fig. 2C ). This prediction also follows from the sampling variance properties of percentiles. Higher percentiles have an expected variance that is larger and decreases more rapidly as sample count increases than percentiles closer to the 50th. The PMC is controlled by a trade-off between two sources of noise. Liebig noise will tend to drive the PMC towards the 100th percentile ( Fig. 2B ), whereas additive noise will tend to drive the PMC towards the 50th percentile ( Fig. 2A ). Increasing sample count decreases the influence of additive noise and shifts the PMC higher (Fig. 2C ). Unit of the University of East Anglia [Harris et al., 2014] .
Data, standardization and site selection
To separate the questions of the role of LGF expression in tree-ring series from the more difficult problem of recovering low-frequency growth trends, tree-ring measurement series from individual cores are detrended by fitting a cubic spline with a 50% frequency response at 30 years (log 10 (p) = -3.03, where p is the smoothing parameter) [Cook and Peters, 1981] and dividing by the fit curve. Essentially identical results are recovered if we instead power transform the raw series before fitting the cubic spline function and then subtract the detrending function [Cook and Peters, 1997] . The mean chronology at each site is calculated as the arithmetic mean of the detrended values in each year.
Results are essentially identical if the average chronology is instead computed using the biweighted mean or if autoregressive standardization [Cook , 1985] is applied before analysis, regardless of whether site-level autoregression is reintroduced (the ARSTAN series) or not (the residual series).
Growing season for each of the 4213 sites is estimated using the normalized difference vegetation index (NDVI). We form a monthly NDVI climatology for each site by samc 2019 American Geophysical Union. All Rights Reserved.
pling the closest grid box from an 8 km x 8 km gridded NDVI dataset from from NASA Goddard [Pinzon and Tucker , 2014] and averaging across years to produce a seasonal climatology. The growing season is then taken as the sequential three-month period with the highest climatological NDVI, allowing for the possibility that this peak period is split across two calendar years (NDJ or DJF). The three-months corresponding to the inferred growing season are given for all sites in the Supporting Information (Fig. S1 ). If the peak NDVI period is split across two calendar years, then the resulting 3-month average is associated with the calendar year in which the January occurred, for the purposes of calculating correlations. We use NDVI to determine growing season, rather than observed correlations of tree growth with monthly climate, to avoid overfitting and consequent biasing towards high growing season correlation.
The climate series, C(y), is taken as the 3-month growing-season average of either temperature [Rohde et al., 2013] or precipitation [Harris et al., 2014] , after fitting and subtracting a cubic spline with the rigidity parameter equal to that used for detrending individual tree-ring series. If the mean chronology is significantly and positively correlated with the local 3-month temperature series at P<0.01, then the site is considered to be temperature-limited, and the analogous test is used with precipitation to determine whether the site is moisture-limited. However, we do not permit a site to be classified as both temperature-and moisture-limited. If the mean chronology has a significant, positive correlation with both temperature and precipitation, the limiting climate variabile is taken as the one with the most significant correlation with the mean chronology.
Various chronologies are formed by taking the P th percentile of the N detrended values available each year (as illustrated in Fig. 1 ). There are at least 9 different methods for c 2019 American Geophysical Union. All Rights Reserved.
calculating percentiles in use in standard statistical software packages [Langford , 2006] .
One common convention is, for example, to associate 5 observations with percentile values of 0, 25, 50, 75 and 100, but this has the disadvantage that the expected value of percentiles changes as a function of sample depth. That is, minimum and maximum sample values will, in expectation, become more extreme with increasing sample depth. This scheme is implicitly suggested when referring to the maximum value as the 100 th percentile and the minimum as the 0 th percentile.
The approach employed here for purposes of estimating percentiles, associates the k to number of observations [Langford , 2006] .
Although both are informed by a desire to mitigate the influence of Local Growth
Factors, the percentile approach adopted here is quite distinct from the field sampling problem. Rather than excluding individual trees from the analysis altogether, the percentile approach instead varies the contribution of each tree to the reconstruction on a year-by-year basis. On average, 98.0% of trees within a site are directly sampled by each tree-ring percentile series for ring width. For latewood density the average fraction is 99.2% of trees. This percentage approaches 100% as the number of sample years increases relative to the number of cores (Fig. S2) . However, even those trees that are not directly sampled by a percentile series influence the percentile series because they influence which c 2019 American Geophysical Union. All Rights Reserved. (Fig. 2C) , the LGF, η, C(y) and η CGF are each simulated as independent draws from a Gaussian distribution with a mean of 0 and a variance of 1. The CGF is then taken as climate, C(y), plus η CGF , to account for the fact that C(y) is generally an imperfect proxy for the CGF. The additive-noise-only limit is simulated in an identical manner as the general case, except that the mean value of the LGF is taken as infinity ( Fig. 2A) . The Liebig-noise-only limit is simulated in an identical manner as the general case, except that η is set to zero (Fig. 2B) . To estimate the expected signal ratio for each case (Fig. 2) , the model is run 100000 times, and the resulting signal ratios are averaged across simulations. A detailed discussion of model parameterization under the LLS can be found in the supplement to SH17.
Geographic regions used in the regional analysis (Table 1) for all percentiles below the lower quartile. Under the null hypothesis that noise is purely additive (CGF LGF), ∆QC has equal probability of being positive or negative and the PMC has equal probability of being below or above 50 at a given site.
Global test of the Local Liebig Stress model
In order to test whether the presence of LGFs gives rise to intermittent expression of ateness of the LLS model using tree-ring width measurements, at moisture-limited sites, and as a function of sample depth.
Consistent with predictions of the LLS model, we find that the PMC occurs at highpercentiles at the vast preponderance of sites for each of the three classes of sites: moisturelimited tree-ring-width sites, temperature-limited tree-ring-width sites, and temperaturelimited maximum-latewood-density sites (Fig. 3) . Note that we are not aware of moisturelimited maximum-latewood-density sites. In each of the 3 cases considered, the clustering of PMC at values above the 50th percentile is inconsistent with a purely-additive noise model with extremely high statistical significance (P 0.001, Table 1 ).
A fundamental prediction of the LLS model is that LGF expression produces an asymmetry in climate signal between high and low percentiles (Fig. 2) . To quantify this difference, we define the quartile correlation difference (∆QC), as the average correlation with local climate for all percentiles above the upper-quartile, minus the average correlation with local climate for all percentiles below the lower-quartile. Although the PMC is a convenient metric for identifying how the maximum climate signal varies over space (Fig. 3) , ∆QC has the advantage of quantifying the climate signal asymmetry over a wide range of percentiles, and thus represents a more stable metric for testing for the influence of LGF expression on tree-ring growth. For each of the three cases considered ∆QC values are, in fact, overwhelmingly positive (P 0.001), again supporting the action of a law-of-the-minimum, with strong signatures of Liebig noise in all regions considered with more than five sites (Table 1) .
Given the observed concentration of climate signal at high percentiles over low percentiles, the question arises as to how the climate signal at high percentiles compares to c 2019 American Geophysical Union. All Rights Reserved.
the signal in the mean chronology. To address this question, we divide the data at each site in two groups, such that the 50% of data years which chronologically occurred earliest at each site are assigned to group 1, and the rest of the years are assigned to group 2. For each group we calculate the PMC and then sample the signal ratio associated with this percentile from the half of the data that was withheld when determining which percentile to sample. We call the resulting values the Validation SR, where values greater than 1 indicating a stronger climate signal at a percentile chronology than in the mean chronology. The median Validation SR across sites is 1.63, 1.36 and 1.82 for precipitation-limited width sites, temperature-limited width sites, and temperature-limited density sites respectively, indicating considerably stronger climate signals in the percentile series than in the mean series (Table 1) .
It is also useful to consider how climate signal recovered using a percentile chronology compares to that recovered using the mean chronology when we fix the percentile used for climate signal recovery across a network of sites. To this end we average the signal ratio curves across sites separately for precipitation-limited width sites, temperature-limited width sites and temperature-limited density sites and consider the maximum value of the average signal ratio curves. In all three cases we find that the peak signal ratio is greater than 1 (1.04, 1.01, and 1.06 for respectively; Table 1 ). However, the stark difference between these results and the high signal ratios recovered in the individual sitelevel analysis indicate that reconstruction approaches that are adaptive to the differences between individual sites are likely to be preferable from a reconstruction perspective, provided that overfitting can be avoided.
Dependence on sample size
Individual sites vary in the number of cores that were taken, with the ITRDB reporting sites with as few as 1 and as many as 1702 cores. Traditional sampling techniques typically involve sampling 15 to 20 cores [Fritts, 1976] , but the trend is to collect more samples at each site [Büntgen et al., 2012] , presumably increasing the recoverable climate signal. Order statistics dictate that as sample size increases the ability to distinguish between the signal at high and low percentiles should increase, making the operation of any underlying law-of-the-minimum noise process more clearly detectable, and presumably increasing the reliability with which increased climate signal can be recovered using percentiles approaches.
To examine how skill of the percentile reconstructions depends on sample size, we sort all sites by the number of cores reported and group the sites into bins. The width of each bin is chosen such that each bin has as close to 75 sites as possible, an approach taken because the distribution of number of cores per site is highly non-uniform. This binning is done separately for each of the three cases considered: moisture-limited tree-ring-width sites, temperature-limited tree-ring-width sites, and temperature-limited tree-ring-density sites.
In all three cases considered, the fraction of sites for which ∆QC>0 increases with the number of cores at a site (Fig. 4) , indicating that the relative influence of Liebig's Law noise on the skill of a reconstruction becomes stronger as the number of cores sampled increases. It follows that the imprint of Liebig's Law noise on tree growth, as represented in the PMC distribution (Fig. 3) or the ∆QC distribution, would likely be even clearer if twice as many cores had been collected at each site, and that some of the low PMC values c 2019 American Geophysical Union. All Rights Reserved. seen in Fig. 3 are a result of small sample counts at individual sites. For the bins with the largest sample counts, the fraction of sites for which ∆QC>0 is 0.92, 0.90, and 0.86 for temperature-limited density, moisture-limited width, and temperature-limited width sites respectively.
Simulations with the LLS model predict that both the peak signal ratio and the PMC should increase as sample depth increases. We evaluate this prediction by dividing each class of sites into two approximately-equal sized groups based on whether the number of cores at the site is greater than or less than the median core count, after which the signal ratio is averaged across sites for each of the two groups (Fig. 5 ). The analysis is done separately for width-based reconstructions of moisture ( Fig. 5A ) and temperature ( Fig. 5B ) and for density-based reconstructions of temperature (Fig. 5C ). Consistent with model predictions, the peak signal ratio is larger and occurs at a higher percentile for the group with a higher core count in each of the three classes of reconstructions.
Furthermore, the peak signal ratio is larger than one for the group with a higher core count in each case, indicating that a percentile approach to climate reconstruction will tend to capture more climate signal than a reconstruction approach based on the mean chronology, provided sufficient samples are available.
Discussion
The foregoing results provide overwhelming evidence in favor of tree-ring growth following the LLS model (Fig. 2C) , as opposed to the standard model [Cook , 1985] where tree rings exclusively record signal plus noise ( Fig. 2A) . Textbook explanations of Liebig's Law typically invoke a metaphor that appeared in fertilizer advertisements in the early 1900's [Browne, 1942] of a barrel that is being filled with water from above. In this c 2019 American Geophysical Union. All Rights Reserved.
metaphor the length of each stave represents the strength of each limiting factor relative to physiological requirements, and the height of water in the barrel is set by the shortest stave and represents growth. In the context of this barrel metaphor, the LLS model differs from the traditional tree-ring noise model in that the LLS model posits that one barrel is insufficient to model the limitation regime at a site. Instead, the LLS model puts each tree in it's own limitation barrel, with the tree responding to the specific stresses at the immediate environment of the tree.
The LLS model has implications for climate reconstruction. The standard model leads to an approach of averaging standardized indices across a site in order to produce a site chronology, and rests on the assumption that growth at each tree reflects a climate signal plus noise. This assumption ceases to hold when LGF variability is expressed in tree growth. Mechanistically, averaging across the site will mix signals from trees expressing the CGF and trees expressing LGFs, where the latter contains no climate signal. Reconstructions based on high percentiles, in contrast, better exclude the signature of LGF expression because high percentiles sample trees more likely to be responding to the CGF in a given year. In each of the three cases considered, there exists a peak in the average signal ratio curve greater than one, provided that enough cores are sampled.
This indicates that a percentile-based reconstruction approach is directly applicable to the reconstruction of climate from archival data, and that such an approach offers at least the potential for a better reconstruction of climate relative to the traditional mean chronology approach.
Assuming that the LLS model (Eqn. 1) is sufficient, how to optimally estimate the climate signal remains an interesting statistical challenge. Any choice as to how to comc 2019 American Geophysical Union. All Rights Reserved.
bine signals from trees across a site must confront a trade-off between suppressing noise and bias. Bias is introduced by any method that averages growth from trees expressing
LGFs. Because LGF expression is greater at lower percentiles, the higher one moves in percentile space, the more LGF bias is alleviated (Fig. S4) . The variance of a percentile estimator, however, will tend to increase from a minimum associated with the median toward greater values at the edges of the distribution [Brown and Wolfe, 1983] . Thus, there is an inherent trade-off in going toward high percentiles associated with reduction of bias but increased variance (Fig. S4) , where the optimal trade-off will involve factors including the distributions associated with noise and the CGF, as well as the number of cores at a site (Fig. 2) .
A further complication with respect to reconstruction, and one that has far reaching implications, is how changes in the CGF influence the outcomes in the LLS model. In cold or dry years, the value of the CGF in Eqn. 1 will be low, and CGF expression may occur at most or all trees within a stand. But as the value of the CGF increases, due to warmer or wetter conditions, the statistical likelihood of an LGF instead being expressed increases. Thus, a larger fraction of trees will express LGFs in warmer or wetter years, potentially resulting in greater negative bias as large-scale environmental limitations upon growth subside. This prediction coincides, at least qualitatively, with observed increases in reconstruction uncertainty and loss of fidelity associated with warm or wet years [Fritts, 1976; Briffa et al., 1998 ]. The use of percentiles will partially alleviate dependence on the mean climate state relative to use of the mean but is not immune to bias, especially when CGF limitations are weak. It may be useful to employ an iterative method for developing a chronology, involving repeated estimation of the CGF and noise terms in sequence.
As a practical matter the number of samples available for reconstruction generally decrease as one goes backwards in time, and one much confront this issue if one is to use a percentile-based approach for reconstruction. The expected maximum value of a random variable is a function of the number of samples. Thus when the number of samples drops to a level where the percentile being used for reconstruction becomes directly influenced by the maximum value, changes in the number of samples will influence the expected value of the percentile estimator. For the P th percentile estimator, the expected value of the estimator becomes affected by the number of samples (N ) when N < 3 2
), at which point it is necessary to reestimate the mean value and uncertainty of the percentile estimator in order to avoid introducing bias.
It is informative to consider how the results change if we instead use a detrending approach which preserves more low-frequency variability. If, for example, we instead detrend by fitting a cubic spline with a 50% frequency response at 100 years, the fraction of sites with PMC>50% decreases slightly for ring-width (from 81% to 78% for moisturelimited ring width sites and 75% to 70% for temperature-limited ring width sites), but increases slightly for latewood density (from 80% to 81% for temperature-limited latewood density sites). In all cases the concentration of climate signal at high percentiles is still highly inconsistent with an additive-only noise model (P 0.001).
Precipitation-sensitive trees often show a sensitivity to precipitation well before the initiation of the growing season [Fritts, 1976; St. George et al., 2010] . This is particularly common in areas where water availability for growth comes in the form of wintertime snowpack [Masiokas et al., 2012; Woodhouse, 2003] . Misspecification of the CGF will introduce noise, making LGF detection more difficult. Indeed, the signature of LGF exc 2019 American Geophysical Union. All Rights Reserved.
pression in moisture-sensitive trees is substantially clearer in angiosperms (PMC <50% at 88% of sites, P 0.001) than in gymnosperms (PMC <50% at 75% of sites, P 0.001), which are more likely to rely on to wintertime snowpack for water supply in some regions.
The exact seasonality of precipitation-senstivity can vary from site-to-site, and more detailed regional studies may give more insight into how best to apply the LLS model to reconstruction of precipitation in regions where moisture-availability comes primarily as winter precipitation.
Evidence for increased signal recovery with increasing sample count raises the question of how much reconstructions can be improved through increasing sample counts.
For temperature-limited width sites with a low sample depth, high percentiles exhibit a systematically larger signal ratio than low percentiles, but the peak signal ratio still falls below one (Fig. 5b ). Model simulations (Fig. 2 ) and empirical analysis (Figs. 4, 5) indicate that if more samples were taken at these sites the correlation between high percentiles and climate would increase, the peak signal ratio would increase, and the PMC would shift higher. These results suggest that improved statistical methodologies along with the ability to rapidly process large amounts of tree-ring data [Levanič, 2007; Guay, 2012; Larsson, 2014; Arenas-Castro et al., 2015; Brewer and Guiterman, 2016; Kagawa and Fujiwara, 2018] could lead to substantially improved prospects for climate reconstruction.
Acronyms LLS Local Liebig Stress -the name of the model tested in this manuscript, which posits that law-of-the-minimum stresses differ between trees at a site and contribute to differences in growth between trees within a site.
CGF Common Growth Factor limiting growth at all trees within a site.
LGF Local Growth Factor limiting growth at an individual tree within a site.
PMC Percentile of Maximum Correlation with local climate.
∆QC The quartile correlation difference, defined as the average correlation with local climate for all percentiles above the upper quartile, minus the average correlation with local climate for all percentiles below the lower quartile.
NDVI Normalized Difference Vegetation Index Table 1 .
Widespread indications of Liebig's Law control on differential tree growth within sites. Correlations between percentiles of tree growth and local climate are highly skewed with higher correlations systematically observed at high percentiles than at low percentiles. This association is seen across tree-ring variables, local climate variables, latitudes and continents, and is the expected signature of local growth factor (LGF) expression through Liebig's Law. N indicates the number of sites for each data subset. M(PMC) is the median of the collection of PMC values in the region, where the individual PMC values are calculated separately at each of the individual sites within the region. Within a population of sites, %(PMC>50) gives the percentage of sites within the group for which the PMC is greater than 50. %(∆QC>0) is the percentage of sites within each group for which ∆QC is greater than 0. P values for %(PMC>50) and for %(∆QC>0) are calculated as 1-tailed probabilities from the binomial cumulative distribution function with parameters p=0.5 and n is equal to the number of sites in the region. Under the null model %(PMC>50) and %(∆QC>0) should be very close to 50, while the LLS model predicts that both metrics should be greater than 50. Validation SR is the signal ratio recovered when using half of the data at each site to determine the PMC and then sampling the signal ratio at this percentile from the half of the data that was withheld in determining which percentile to sample. M(Validation SR) for each region gives the median Validation SR value of all site-level values calculated within the region. Max(SR region ) is the maximum value of the regional average signal ratio curve. )) is higher for sites where PMC>50 than for sites where PMC<50 in all three cases, with this difference significant for moisture-limited ring-width sides (P<0.01; 2-sample t-test), and for temperature-limited density sites (P 0.001), but not for temperature-limited ring-width sites (P≈0.4). Figure 4 . Influence of sample depth on distribution of climate signal across trees within sites: Fraction of sites where the climate signal is stronger above the upper quartile than below the lower quartile (y-axis) versus number of cores at site (x-axis). Data is sorted and grouped into bins containing ∼75 sites per bin, and each point indicates the fraction of fraction of sites within the bin for which ∆QC>0 for moisture-limited ring-width sites (blue line), temperature-limited ring-width sites (red line) and temperature-limited density sites (magenta line). ∆QC is calculated separately at each site, and is the average of all correlations between percentile chronologies above the upper quartile and local climate minus the average of all correlations between percentile chronologies below the lowerquartile and local climate. In the absence of LGF expression, ∆QC is greater than zero 50% of the time. The fraction of sites in a bin for which ∆QC>0 increases with the number of cores. Black lines indicate 1-tailed 95% (dashed line), 99% (dot-dashed line) and 99.9% (dotted line) confidence intervals under the null hypothesis that local growth factors do not influence annual tree growth (LGF CGF), and are calculated from binomial distribution with n=75 and p=0.5. The null hypothesis is rejected at P<0.001 for all bins for all variables.
c 2019 American Geophysical Union. All Rights Reserved. Climate signal concentrated at high percentiles: Signal ratio (y-axis) versus percentile (x-axis) for (A): 577 moisture-limited tree-ring width sites, (B): 469 temperature-limited tree-ring width sites, and (C): 404 temperature-limited tree-ring density sites. Sites are grouped into those with greater than the median number of cores (red line) and those with less than the median number of cores (black line). Signal ratio is calculated at each site as the fraction of local climate variance (C(y)) which is explained by a given percentile chronology, divided by the fraction of local climate variance which is explained by the mean chronology. Signal ratios above one indicate the percentile chronology contains more climate signal that the traditional mean chronology. In all three cases, the peak signal ratio is greater in the group with the larger number of cores (P<0.05 in each cases, where significance is assessed against 10 6 Monte Carlo simulations in which sites are randomly assigned to the higher or lower core-count group). Likewise, in all three cases, the percentile of maximum climate correlation (PMC) is greater in the group with the larger number of cores, though the significance of this difference varies (P∼0.25 for (A), P<0.05 for (B), and P<0.1 for (C)). If the significance of the shift of the peak signal ratio towards higher percentiles is instead assessed based on the average PMC across individual sites, then the shift is significant in all cases (P 0.001 for (A), P<0.05 for (B) sites, and P<0.01 for (C)).
