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The evolution of a quantum system is governed by the associated Hamiltonian. A system defined
by a parameter dependent Hamiltonian acquires a geometric phase when adiabatically evolved. Such
an adiabatic evolution of a system having non-degenerate quantum states gives the well-studied
Berry phase. Lounguet-Higgins and co-workers discovered a geometric phase when considering
the Jahn-Teller distortion described by the nuclear coordinates traversing a closed path about the
point of intersection of the electronic potential energy surfaces. Under such a condition, the Born-
Oppenheimer wave function undergoes a sign change corresponding to an introduced global phase
of pi radian. This change further introduces a multiple valuedness in the wavefunction which maybe
removed by adding a vector potential like term in the Hamiltonian for the nuclear motion giving the
Molecular Aharonov Bohm effect. Here, we demonstrate a scheme to evaluate the introduced global
phase for molecular system considered by Longuet-Higgins and propose methods as first principle
to do the same in more complex examples for the molecular Hamiltonian on a quantum computer.
I. INTRODUCTION
Aharonov-Bohm effect shows that the wavefunction of
a particle is affected by the presence of scalar and vector
potentials, even in the absence of explicit electromagnetic
fields1. This effect is an instance of the Berry phase2 and
is invariant under gauge transform as equivalent to the
case of classical electrodynamics. This effect is due to the
coupling of electromagnetic potential with the wave func-
tion of the charged particle. In the Born-Oppenheimer
treatment of molecules, the electronic Hamiltonian and
the electronic wave function depends on the nuclear co-
ordinates, which acts as parameters3. The rapid evolu-
tion of the electronic wave function as compared to the
nuclear displacement allows these wave functions to be
considered separately. Since the time scales governing
the electronic and nuclear progression differ widely, the
nuclear displacement can be treated as the adiabatically
varying parameter for electronic wavefunction4. The adi-
abatic evolution of a qubit can be represented by the tra-
jectory of the unit radial vector along the Bloch sphere.
This equal to half the solid angle subtended by the tra-
versed path at the origin5.
The molecular Hamiltonian has the kinetic and po-
tential energy terms for the nuclear-electronic motion
and coulombic interactions respectively. The inter elec-
tronic repulsion is studied using Hartree-Fock approxi-
mation. In addition the attractive electron-nuclear in-
teraction term makes the Hamiltonian inseparable for
electronic and nuclear parts; in the absence of the Born-
Oppenheimer approximation. The electronic wave func-
tions of the nuclear displacement must contain the nu-
clear coordinates as parameters which are adiabatically
evolving, when considered independently. The variation
of energy with respect to the nuclear coordinates of all
possible configurations of the molecule gives a poten-
tial energy surface6, for instance, in a simple diatomic
molecule; with respect to the inter-nuclear distance.
Hund proposed, in relation to the crossing of poten-
tial energy surfaces at the point of intersection, the elec-
tronic state must be degenerate. In polyatomic molecule,
the intersection and the resulting degeneracy is a result
of the variation of two or more internuclear distances
and is hence a function of the molecular configuration.
If two functions φ1 and φ2, are electronic wave func-
tions corresponding to the intersecting potentials, then
together with the functions for other energy levels, con-
stitute an orthonormal set, as described by von Neumann
and Wigner6. The electronic wave functions correspond-
ing to the intersecting potentials is6:
ψ = c1φ1 + c2φ2 (1)
If Hˆ represents the electronic Hamiltonian in its matrix
form then for degeneracy: a11 = a22 and a12 = 0 = a21,
where aij =
∫
ψiHˆψ
∗
j . This is analogous to the ma-
trix equation obtained while considering perturbation in
a two fold degenerate Hamiltonian. a12 = 0 requires
the presence of two parameters in order to equate the
real and imaginary terms equal to 0, and a11 = a22 re-
quires the presence of one parameter7. For simplification,
we may neglect the spin terms making the off diagonal
terms real. For this, we require two parameters of molec-
ular configuration for creating a degeneracy, which is the
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2primary requirement for observing the crossing of poten-
tial surfaces. The presence of two parameters makes it
impossible for observing potential energy intersection in a
diatomic molecule (except in special cases, e.g: Kramer’s
degeneracy) and the simplest example is the tri-atomic
molecule with two parameters governing the molecular
configuration. An outline following the Teller analysis
of neglecting the spin terms of the electronic Hamilto-
nian was brought up by Herzberg and Longuet-Higgins
in 19636.
When two electronic degenerate states intersect at a
point in real coordinate euclidean space, terms of the
electronic Hamiltonian can be considered linearly depen-
dent on the parameters, closer to the point of intersec-
tion. The Hamiltonian operator Hˆ is:
Hˆ =
[
α1x+ β1y by
by α2x+ β2y
]
(2)
Assuming the point of intersection at x=0 and y=0
and the corresponding energy  = 0. For the degeneracy
to hold, α1 = α2 and β1 = β2. For non zero energy , we
get the secular equation, which represents the equation
of a double cone, with it’s vertex at the point =0. Hence
the term ‘conical intersection’. This is given as6,7:
 = ±[(αx+ βy)2 + by] 12 (3)
The electronic Hamiltonian operator Hˆ is:
Hˆ = K
[
1 0
0 1
]
+K
[
cos(φ) sin(φ)
sin(φ) − cos(φ)
]
(4)
where K and φ are the parameterization of the coordinate
space defined by substitutions αx = Ksin(φ) and βy =
Kcos(φ)6. The eigenvalues of the operator are ± K with
the basis eigenvectors:
[
cos(φ/2)
sin(φ/2)
]
and
[− sin(φ/2)
cos(φ/2)
]
(5)
A variation of the parameter θ from 0 to 2pi makes the
eigenstates multivalued, which is not allowed for a quan-
tum state. To remove this multivaluedness, we include
a global phase in the electronic wave function. If the
multi-valued nature is removed, potential terms like the
magnetic vector potential are introduced in the Born-
Oppenheimer Hamiltonian4. Let the electronic wave
function be |Ψ(R)〉. It dependents on the nuclear coor-
dinates R. After introducing the global phase we have4:
|χ(R)〉 −→ |χ(R)〉 eif(R) (6)
According to Born Oppenheimer approximation, this
wave function is separable and maybe written as:
|χ(R)〉ψ(R). Here ψ(R) is the nuclear wave function
and |χ(R)〉 is the electronic eigenstate. This is hence the
eigenstate of the R dependent Born-Hamiltonian Hˆ(R).
The Hamiltonian Hˆ(R) operates on the electronic eigen-
state to give it’s parameter dependent energy according
to the eigenvalue equation Hˆ(R) |χ(R)〉 = E(R) |χ(R)〉.
We define the nuclear momentum operator Pˆ acting
on the total wave function Ψ(R) as an operator Πˆ acting
effectively on the nuclear wave function ψ(R). This is
represented as:
Πˆψ(R) =
〈
χ(R)
∣∣∣Pˆ ∣∣∣Ψ(R)〉 (7)
This represents the inner product of the electronic
wave function with the total wave function when oper-
ated upon by the momentum operator of the nuclear co-
ordinates. The operator is represented by 1i∇R. Differ-
entiation is with respect to the nuclear coordinates. The
above equation upon simplification yields:
〈
χ(R)
∣∣∣∣1i∇R
∣∣∣∣Ψ(R)〉 = 1i∇Rψ(R) +A(R)ψ(R) (8)
Here A(R) = 1i 〈χ(R)|∇Rχ(R)〉. This is like the poten-
tial as magnetic vector potential associated with the mo-
mentum operator of the nuclear wave function, while con-
sidering the Born-Oppenheimer approximation4. Con-
sidering the transformation in Eq. (6); the vector poten-
tial is:
A(R) −→ A(R) +∇f(R) (9)
This is the same as the gauge parameter when consider-
ing the gauge transform of the potentials leaving the elec-
tromagnetic fields invariant. Using the gauge transfor-
mation, the vector potential maybe reduced to zero im-
plying 〈χ(R)|∇Rχ(R)〉 =0 and hence 〈χ(R)|∇Rχ(R)〉 δR
= 0, representing the Berry parallel transport condition.
The geometric phase in relation to parallel transport8,
is the evolution of a system where the phase remains
unchanged with an infinitesimally small change in the
state given that the norm of the state vector is constant
throughout.
For every infinitesimal change in the nuclear coordi-
nates R, the gauge term can be adjusted to make the
vector potential term zero. However, the presence of the
global phase term retains the multivalued nature of the
eigenstates and we can either remove the multivalued na-
ture of the wave function or make the vector potential
vanish. In reference to Eq. (5); we may introduce a global
phase factor of φ2 to make the eigenstates single-valued.
As discussed above, a vector potential also accompanies
the Hamiltonian, the magnitude of which maybe calcu-
lated using Eq. (8).
Adiabatic transversal of nuclear coordinates is ob-
served in the Jahn Teller distortion of molecules, describ-
ing the symmetry breaking within a molecular structure
3in order to attain a greater stability within. Octahe-
dral complexes often shows the same behaviour, where
the axial bonds are of different lengths compared to the
equatorial bond lengths and some physical effects which
includes magnetic properties of transition metal on com-
pounds9. The symmetry breaking reduces the order of
degeneracy and increases the stability10. There are sev-
eral simple theoretical models to study this phenomena
which enable us to do numerical calculations11.
We evaluate the phase for eigenstates of Longuet-
Higgins Hamiltonian, and propose a method for finding
this phase for complex examples. We use the work by
Viyuela et al. for evaluating the topological Uhlmann
Phase for the evolution of a mixed state12. The Berry
Phase has been estimated for a solid state qubit system
about an adiabatically precessing magnetic field13. Geo-
metric phase has been observed in quantum gravitational
cosmology theories accounting for the oscillating universe
models15 which might allow us to track back the forma-
tion of early universe according to big bang theory or the
inflationary epoch14, its properties16 are also used as a
method for topological fault tolerant quantum computa-
tion17.
II. METHODS
In the simulation on the IBM simulator, we include
two superconducting qubits; one for the system (S) and
the other for the probe (P).
Step 1: Measuring the expectation values of σx and
σy for the qubit P, fetches the real and imaginary parts
of accumulated geometric phase, which is given by the
inner product of the wave functions at the time t and
t+ δt. The detailed protocol for measuring the above is
described in the general circuit given in Fig. 1.
Step 2: Applying the time evolution of wave function
i.e., at tf = t + δt, conditional to the state of the probe
qubit, we get the combined state given by:
|Ψ〉SP =
1√
2
( ∣∣ψθ(0)〉⊗ |0〉P + ∣∣ψθ(tf )〉⊗ |1〉P ) (10)
The probe qubit is in state |1〉, so ∣∣ψθ(tf )〉 occurs as a
tensor product with |1P 〉. The retrieval of the geomet-
ric phase from the composite superposition of both the
qubits involves taking the partial trace ρP of the density
matrix of the resultant composite system of S and P.
Step 3: From the state of the probe qubit after the
holonomic evolution, we measure the geometric phase,
by considering the reduced state of probe (ρ
P
). This is
possible as the measurement is applied only on the probe
qubit. By tracing out the system, we get in terms of the
expectation values 〈σx〉 and 〈σy〉 the following expression
for ρP .
ρ
P
=
1
2
(
I+Re[
〈
ψθ(0)
∣∣ψθ(tf )〉]σx+Im[〈ψθ(0)∣∣ψθ(tf )〉]σy)
(11)
The geometric phase:
Φ = arg
[ 〈σx〉+ i 〈σy〉 ] (12)
which are the expectation values of σx and σy on the
output wave function.
Evolution of the quantum state is given as an unitary
evolution. We describe an operator which plays the role
for the above of the state. The Hamiltonian is described
by two parameters K and φ as described in Eq. (4). The
phase factor arises due to the variation of the parameter φ
from 0 to 2pi, as a function of time. Thus if the evolution
is represented by the operator M(t) then it’s form is:
M(t) = e
∫ t
0
h(t′)dt′ (13)
The expression for geometric phase can be modified as:
Φ = arg
[ 〈ψ
θ(0)
|M(tf )|ψθ(0)〉
]
(14)
The evolution operator represents the state of the ini-
tial wave function after time “t”. We assume that at time
“t” the angle changed is φ. The initial state corresponds
to superposition of the eigenstates of the Hamiltonian at
a point when φ = 0.
Using Eq. (5), the two eigenstates corresponding to φ
= 0 are: [
1
0
]
,
[
0
1
]
(15)
which are the same as the basis state for a single qubit
system. For an arbitrary angle φ we define the operation
matrix M(t) as:
M(t) =
∑
|output〉〈input| (16)
Which implies,
M =
[
cos(φ/2)
sin(φ/2)
] [
1 0
]
+
[− sin(φ/2)
cos(φ/2)
] [
0 1
]
(17)
and hence we obtain the matrix,
M(t) =
[
cos(φ/2) − sin(φ/2)
sin(φ/2) cos(φ/2)
]
(18)
The method described above by the Eq. (16) is a
straight forward method to calculate the operator matrix
given the input and output states. Assuming orthogonal
basis states as an input, the term remaining in the sum-
mation is the output corresponding to that particular
input.
The state corresponding to the Hamiltonian parame-
ter equal to φ at time t is given by applying the above
4FIG. 1. General Circuit for evaluating phase in arbitrary number of steps.
|q0〉 H • H
|q1〉 CU3(θ)
FIG. 2. Quantum Circuit to evaluate phase in a single
step.
|q0〉 H • • H
|q1〉 U1 U3(θ) U3(θ)
FIG. 3. Corresponding Transpiled Circuit in IBM Q.
operator on the initial state. For preparing the initial
state we apply the operator M(φ = 0) to the basis states
of the single qubit, assuming φ =0 at time t = 0. This
turns out to be the identity matrix.
The state of the system at time t+ δt is
M(t+ δt) = e
∫ t+δt
t
h(t′)dt′ (19)
Assuming that the angle changed in time δt is δφ, the
operator that evolves the wave function to the time t+δt
is:
M(t+ δt) =
[
cos([φ+ δφ]/2) − sin([φ+ δφ]/2)
sin([φ+ δφ]/2) cos([φ+ δφ]/2)
]
(20)
The application of this operator is conditional to the
probe qubit. Since the eigenstates of the Hamiltonian
given by Eq.(5), for φ = 2pi are given as,[−1
0
]
,
[
0
−1
]
(21)
The matrix corresponding to this specific evolution
may be obtained. As mentioned before, the eigenstates
which are multivalued maybe represented by a transfor-
mation analogous to the Eq. 5 and hence be single val-
ued. For this case the possible introduced phase term
will be equal to pi, as expected theoretically.
III. RESULTS
The geometric phase is calculated by measuring the ex-
pectation value of the σx and σy operators of the output
superposition state because it is not possible physically
to measure the inner product between two states at sep-
arate time evolution on IBMq Experience platform.
For σx, measure the output at a superposition of the
eigenstates of the Pauli X matrix i.e. the |+〉 and |−〉
state. We apply the Hadamard gate on the probe qubit
just before the measurement to fascilate the process. In
this case, the expectation value of σx is given by the mag-
nitude of (Po |0〉−Po |1〉), where Po is the notation for the
probability of an event corresponding to the occurrence
of the specific eigenstate either 0 or 1.
When φ initially is at 0 and finally at 2pi, the quantum
circuit becomes very straight forward and involves only
3 quantum gates in IBMq. The corresponding transpiled
circuit which has been actually implemented on the ma-
chine is also shown along with the constructed circuit.
For the intermediate values of φ, the circuit remains
unchanged with the only varying parameter ‘theta’ of the
U3 gate. This evolution can be made to occur in a series
of steps as described in the general circuit and can verify
the parallel transport condition of evaluating the Berry
phase. The included graph shows the linear variation of
the acquired geometric phase in steps of pi/6 radian.
IV. DISCUSSION
Exact estimation of the geometric phase in context of
the molecular Aharonov-Bohm system undergoing cyclic
adiabatic evolution within the described protocol is re-
ported. The experimental realization was done with the
nominal circuit on the quantum simulator. This phenom-
ena is useful in describing the Jahn-Teller effect, where a
molecule undergoes distortion thereby lowering its sym-
metry in order to be more stable. We have considered a
simple example, considered by Longuet-Higgins to de-
scribe this phenomena in terms of adiabatically vary-
ing nuclear coordinates18. For a complex molecule hav-
ing larger number of inter nuclear parameters, the order
of degeneracy introduced is higher. The corrected per-
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FIG. 4. Accumulation of phase with rotation.
FIG. 5. Simulation result of 2pi rotation Implemented in
Quantum Simulator.
turbed wave function maybe represented as a linear com-
bination of the unperturbed wave functions, therefore we
have a secular determinant of the order m ∗ m, where
m represents the order of degeneracy. Solving the secu-
lar determinant gives m roots corresponding to the levels
into which the degenerate energy level has split.
The e ⊗ E Jahn-Teller effect arises from the vibronic
coupling, for which the electron-nuclear term in the
molecular Hamiltonian can be expressed in terms of nor-
mal mode coordinates Qi of the molecule. The vibronic
coupling terms exist as perturbations as:
Hˆ = H0 + Σ1Vˆ1Q1 +
1
2
Σ1,2 ˆV1,2Q1,2 + ... (22)
Here Vˆ1 =
∂H
∂Q1
and ˆV1,2 =
∂2H
∂Q1∂Q2
and are the first
FIG. 6. Simulation result of 2pi rotation. Implemented
in IBMqx4
FIG. 7. Simulation result of 2pi rotation. Implemented
in IBMqx2
and second order perturbations respectively. Hˆ0 is the
electronic Hamiltonian at the equilibrium nuclear config-
uration.
Let {Φ(0)i } form an orthonormal set of the unperturbed
electronic equilibrium Hamiltonian. The secular matrix
is :
m∑
j=1
〈
Φ
(0)
i
∣∣∣Vˆ ∣∣∣Φ(0)j 〉− E(1)n 〈Φ(0)i |Φ(0)j 〉 (23)
∴ Vij =
∑
kQk
〈
Φ
(0)
i
∣∣∣Vˆk∣∣∣Φ(0)j 〉 represents the Hamil-
tonian accounting first order perturbation terms. When
the normal modes are considered as the equilibrium nu-
clear positions ({Qk}=0 ≡ Q0), above terms vanish. If
at Q0 the degenerate wave functions Φ
(
i0) transform ac-
cording to the irreducible representation Γα along with
Vk and Qk transforming according to Γ
β , the totally sym-
metric transform (Γ0) must be a subset of Γβ ⊗ [Γα]2 for
Jahn-Teller effect to take place. Here [Γα]2 is the sym-
metrized product of Γα.
Under such specific conditions the evaluation of the ge-
ometric phase under adiabatic evolution of the Hamilto-
nian, becomes numerically very intensive. There are hy-
brid quantum machine learning algorithms which makes
it an efficient process on obtaining the eigenstates of the
most complex operators19. We employ the quantum sim-
ulator and the controlled coupling of the two qubits for
this process by the means of a state-independent protocol
to identify the exact nature of the introduced geometric
phase.
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