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We introduce a new class of Universal series, in the abstract setting. This class lies between
two already known classes of Universal series. By two examples we differentiate these
classes. These examples are the ﬁrst examples in the case where all classes are non-void.
We also prove that the class of Universal series where the approximating indexes have
upper density 1 is dense and Gδ and that the class of lower frequently universal series is
of the ﬁrst category.
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1. Introduction1
What is a Universal series? Roughly speaking, it is a series of functions whose partial sums approximate a lot of functions.
The ﬁrst example was given by M. Fekete before 1914; he showed the existence of a power series
∑∞
n=1 αnxn , such that
every continuous function f : [−1,1] → R with f (0) = 0 is the uniform limit of some sequence of partial sums of the power
series. In 1945, D.E. Men’shov proved existence of a trigonometric series
∑+∞
n=−∞ αneint , with αn → 0 as |n| → +∞, such
that every measurable function on [0,2π ] is the a.e. limit of some sequence of symmetric partial sums of the trigonometric
series. In 1951 A.I. Seleznev proved existence of a complex power series
∑+∞
n=0 αnzn with zero radius of convergence, such
that its partial sums uniformly approximate every polynomial on every compact set K ⊂ C provided that 0 /∈ K and K has
connected complement. These results have been extended in various ways, for instance to Dirichlet series and Faber series.
A standard example is given by Universal Taylor series on any simply connected domain Ω ⊂ C. If f is holomorphic
in Ω and ζ ∈ Ω is ﬁxed, then f may be identiﬁed with the sequence of its Taylor coeﬃcients
αn( f ) = f
(n)(ζ )
n! , n = 0,1,2, . . . .
Thus, the space H(Ω) of holomorphic functions f on Ω can be identiﬁed with a space of scalar sequences A ⊂ CN by the
identiﬁcation
H(Ω)  f −→ α( f ) ∈ A,
where α( f ) = (αn( f ))+∞n=0 with αn( f ) = f
(n)(ζ )
n! , n = 0,1,2, . . . .
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in the sense of W. Luh and Chui and Parnes if the partial sums
∑N
n=0 αn( f )(z − ζ )n , N = 0,1,2, . . . , uniformly approximate
every polynomial on any compact set K ⊂ C with connected complement satisfying K ∩Ω = ∅. More recently this has been
strengthened to be valid for all compact sets K ⊂ C with connected complement satisfying K ∩Ω = ∅; that is, the universal
approximation was obtained to be valid on the boundary of Ω also.
In the course of constructing Universal Taylor series on any simply connected domain Ω , W. Luh [5] produced subse-
quences of partial sums that had universal behavior outside Ω and simultaneously approximated the universal function
itself in the whole Ω . Thus, in formulating an abstract theory of Universal series [1,8] we have two deﬁnitions of classes
of Universal series; one denoted by U ∩ A, where the universal approximation is not combined with any supplementary
requirement and a second one, denoted by U A , where in addition the subsequence of partial sums realizing the universal
approximation approximates simultaneously the series itself in the topology of A. Very often the two classes coincide, as is
the case concerning Universal Taylor series on any simply connected domain Ω ⊆ C [6,7]; see also [2]. Papers [1,8] use the
Baire Category Theorem, which simpliﬁes considerably the proofs. The ﬁrst proofs of existence of Universal series were con-
structive, but more recently the Baire Category Theorem has been applied to show in each instance that the phenomenon is
generic. The use of Baire’s theorem to prove existence of universal objects goes back at least to Marcinkiewicz, who applied
it in 1935 to produce a universal antiderivative, a continuous function with the property that some sequence of its differ-
ence quotients converges a.e. to any prescribed measurable function. In [1,8] a uniﬁcation of the theory of Universal series
is obtained by developing an abstract framework in the context of topological vector spaces with metrizable topology. This
allows us to apply Baire’s theorem to establish general necessary and suﬃcient conditions for existence of Universal series.
Standard approximation theorems can then be invoked in each particular case to verify that the conditions are satisﬁed. We
notice that the condition for U ∩ A = ∅ is weaker than that for U A = ∅, as U A ⊆ U ∩ A holds in general.
In [1] there is an example where U A = ∅ but U ∩ A = ∅. In the present article we give two examples where U A = ∅
and U A = U ∩ A. For this purpose we introduce the intermediate class B ⊂ A containing exactly all elements of A which
may be approximated in the topology of A by some sequence of its partial sums. For example, if Ω = {z ∈ C: Re z < 1} and
ζ = 0 ∈ Ω , then the function f (z) = 11−z does not belong to the class B , while every polynomial does. We denote by U ∩ B
the universal elements of B . In the general setting we have
U A ⊂ U ∩ B ⊂ U ∩ A.
Thus, it suﬃces to obtain U A = ∅ and U A = U ∩ B or U ∩ B = U ∩ A. This gives the two examples mentioned above.
Finally using a variation of the class B we complement a result of [9]. We prove that the class of lower frequently
universal sequences in the sense of [9] is of the ﬁrst category. We note that this result was proven in [9] under the stronger
assumption that U A = ∅.
2. Preliminaries
It will be convenient to give the framework that this paper is based on and the basic deﬁnitions.
• K denotes the ﬁeld of real or complex numbers.
• N = {0,1,2, . . .}.
• A is a vector subspace of KN , which carries a complete metrizable vector space topology, which is induced by a
translation invariant metric d. Also we assume the following postulates:
P1: For every m ∈ {0,1,2, . . .} the projection
A  α = (α j)∞j=0 → αm ∈ K
is continuous.
P2: c00 is contained in A; that is, A contains every sequence of elements of K with ﬁnite support.
P3: c00 = A, where the closure is taken with respect to the metric d.
• X is a topological vector space over K which is metrizable by a translation invariant metric ρ and x j , j = 0,1,2, . . . ,
is a ﬁxed sequence of elements of X .
For concrete examples regarding the above terminology see [1].
Deﬁnition 1. A sequence α = (α j)∞j=0 of elements of K belongs to the class U , if the sequence
∑n
j=0 α j x j , n = 0,1,2, . . . ,
is dense in X . The elements α of U are called universal sequences and deﬁne Universal series
∑∞
j=0 α j x j . The elements of
U ∩ A are the universal sequences in A.
Deﬁnition 2. An element α = (α j)∞j=0 of A belongs to the class U A , if, for every x ∈ X , there exists a sequence λn ∈
{0,1,2, . . .}, n = 1,2, . . . , so that
λn∑
j=0
α j x j −→ x and
λn∑
j=0
α je j −→ α, as n → ∞,
where ei = (δi j)∞ and δi j = 1 for j = i and δi j = 0 for i = j.j=o
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kn ∈ {0,1,2, . . .}, n = 1,2, . . . , so that ∑knj=0 α je j → α, as n → ∞, where the convergence is with respect to the metric d.
It is easily seen that the class B does not change if we do not require kn < kn+1 for all n, but only kn ∈ {0,1,2, . . .}.
Obviously U A ⊂ U ∩ B . If for every α = (α j)+∞j=0 ∈ A we have
∑n
j=0 α je j → α, as n → +∞, then B = A and U A = U ∩ A.
However we can have U A = U ∩ A = U ∩ B and B = A (see [6,7]). Also in [1] we ﬁnd an example where U A = ∅ and
U ∩ A = ∅. Moreover in all known cases in which U A = ∅ we have U A = U ∩ A.
Concerning the already known classes U A and U ∩ A the following theorems hold.
Theorem 1. (See [1,8].) Under the above assumptions the following statements are equivalent
(i) U A = ∅.
(ii) For every x ∈ X and every 	 > 0 there exist M ∈ {0,1,2, . . .} and β j ∈ K, j = 0,1, . . . ,M, so that
ρ
(
M∑
j=0
β jx j, x
)
< 	 and d
(
M∑
j=0
β je j, 0
)
< 	.
(iii) U A is dense and Gδ in A and it contains a dense vector space except 0 in A.
Theorem 2. (See [1].) Under the above assumptions the following statements are equivalent
(i) U ∩ A = ∅.
(ii) For every x ∈ X and every 	 > 0 there exist n,M ∈ {0,1,2, . . .}, n M, and β j ∈ K, j = 0,1, . . . ,M, so that
ρ
(
n∑
j=0
β jx j, x
)
< 	 and d
(
M∑
j=0
β je j, 0
)
< 	.
(iii) For every x ∈ X, 	 > 0 and p ∈ {0,1,2, . . .}, there exist n,M ∈ {0,1,2, . . .}, p  n  M, and β j ∈ K, j = p, p + 1, . . . ,M, so
that
ρ
(
n∑
j=p
β jx j, x
)
< 	 and d
(
M∑
j=p
β je j, 0
)
< 	.
(iv) U ∩ A is dense and Gδ in A.
3. The class B
The class B is dense in A because c00 ⊂ B . One can also easily see that
B =
∞⋂
s=1
∞⋃
n=0
{
α = (α j)∞j=0 ∈ A: d
(
α,
n∑
j=0
α je j
)
<
1
s
}
.
Since the strict inequality d(α,
∑n
j=0 α je j) < 1s deﬁnes an open subset of A, we conclude that the class B is dense and Gδ
in A. On the other hand if U ∩ A = ∅, Theorem 2 assures us that U ∩ A is dense and Gδ in A. Baire’s theorem implies that
(U ∩ A) ∩ B is dense and Gδ in A. Thus, we have proved the following.
Proposition 1. Under the above assumptions assume that U ∩ A = ∅. Then U ∩ A contains an element α = (α j)∞j=0 such that∑kn
j=0 α je j → α, as n → ∞, for some subsequence kn, n = 1,2, . . . , of the sequence of natural numbers. The set of such elements α of
U ∩ A is dense and Gδ in A.
Remark 1. The above proof is based on Baire’s Category Theorem [3,4]. A more constructive proof of Proposition 1 can be
based on (iii) of Theorem 2. Then we construct α = (α j)∞j=0 by blocks taking 	 = 12λ , λ = 1,2, . . . . By the completeness
of A, if we consider kn to be the end of each block (kn = M) we have ∑knj=0 α je j → α, as n → ∞; therefore, α ∈ B ⊂ A.
Exploiting the inequality ρ(
∑n
j=0 β j x j, x) < 	 = 12λ for suitably chosen x’s, we obtain α ∈ U . Certainly this is possible,
because the condition U ∩ A = ∅ implies that X is separable. Once we have constructed one element α ∈ (U ∩ A) ∩ B , then
for every u ∈ c00 we easily check that α + u ∈ (U ∩ A)∩ B . Since c00 is dense in A, it follows that (U ∩ A)∩ B is dense in A.
Repeating the same proof as at the beginning of this section, we see that B is Gδ in A. According to Theorem 2, U ∩ A is
also Gδ in A and the intersection of two Gδ sets is also Gδ ; thus (U ∩ A) ∩ B is Gδ in A.
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U A ⊂ B . Thus, we will also have an example where U ∩ A = U A and U A = ∅.
Example 1. Let K = C and L be the closure of the Jordan domain bounded by the polygonal line [ 12 , i2 ]∪[ i2 ,−1]∪[−1,− i2 ]∪
[− i2 , 12 ]. We consider the Banach space
A(L) = { f : L → C continuous on L and holomorphic in Lo}
with supremum norm ‖ ‖∞ on L.
By Mergelyan’s Theorem the polynomials are dense in A(L). Every f ∈ A(L) is in one to one correspondence with the
sequence α( f ) = ( f ( j)(0)j! )∞j=0. We set A = {α( f ): f ∈ A(L)} endowed with the metric d(α( f ),α(g)) = supz∈L | f (z) − g(z)|
for f , g ∈ A(L). Then (A,d) is a complete metric space and the postulates P1, P2, P3 are valid by Cauchy estimates and
Mergelyan’s Theorem.
We consider the function f (z) = 11−z , f ∈ A(L). Then α( f ) = (1,1, . . .) ∈ A. We easily compute
d
(
α( f ),
n∑
j=0
e j
)
= ∥∥ f − (1+ z + · · · + zn)∥∥∞ = sup
z∈L
∣∣∣∣ zn+11− z
∣∣∣∣
∣∣∣∣ (−1)n+11− (−1)
∣∣∣∣= 12 .
Thus α( f ) /∈ B .
Let X be a separable normed space over C; for instance let X = C. Let Sn , n = 0,1,2, . . . , be a dense sequence in X . We
set x j = S j − S j−1, where S−1 = 0. Then one easily sees that α( f ) ∈ (U ∩ A) \ B , because ∑nj=0 1x j = Sn is a dense sequence
in X .
It remains to show that U A = ∅. It suﬃces to show that condition (ii) of Theorem 1 holds. We observe that
d
(
n∑
j=0
e j,0
)
= sup
z∈L
∣∣∣∣1− zn+11− z
∣∣∣∣ sup
z∈L
2
|1− z| = 4
for all n.
Let x ∈ X and 	 > 0. Then 	5 · α( f ) ∈ A ∩ U ; thus, there exists M ∈ {0,1,2, . . .} so that
ρ
(
M∑
j=0
	
5
x j, x
)
< 	.
We also have
d
(
n∑
j=0
	
5
e j,0
)
= 	
5
d
(
n∑
j=0
e j,0
)
 	
5
· 4< 	.
Theorem 1 implies now U A = ∅.
In the case K = R we replace A(L) by
AR(L) =
{
f : L → C continuous on L, holomorphic in Lo and f
([
−1, 1
2
])
⊂ R
}
and X is a separable normed space over R; the same argument works in the case K = C.
In the previous example we have U A = ∅ and U A = U ∩ A. Precisely we have U A = ∅ and U ∩ B = U ∩ A. As U A ⊂
U ∩ B ⊂ U ∩ A this implies U A = U ∩ A.
Now we’ll give an example where U A = U ∩ B . If U A = ∅ and U ∩ A = ∅, according to Proposition 1, U ∩ B is dense and
Gδ in A so U ∩ B = ∅. This implies that U A = U ∩ B . This is the case of Example 6 of [1], p. 460. It is more interesting to
construct an example such that U A = ∅ and U A = U ∩ B . In that case we also have U A = U ∩ A.
Example 2. Let X = R. Let S2n , n = 0,1, . . . , be a dense sequence in (−1,1) and S2n+1, n = 0,1, . . . , be a dense sequence in
(−∞,− 12 ) ∪ ( 12 ,+∞). We set xn = Sn − Sn−1, where S−1 = 0.
Let A be the vector subspace of RN such that
∥∥(α0,α1, . . .)∥∥∗ =
+∞∑
j=0
(
|α2 j+1 − α2 j| + |α2 j|
2 j
)
< +∞.
Then ‖ ‖∗ is a norm on A. This norm ‖ ‖∗ induces a metric d invariant under translation.
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A  (α j)∞j=0 →
((
α2 j
2 j
)∞
j=0
, (α2 j+1 − α2 j)∞j=0
)
∈ 1 ⊕ 1.
It follows that (A,d) is complete and the assumptions P1, P2, P3 are satisﬁed.
Let α = (1,1, . . .). Then α ∈ A and α ∈ U because the sequence
n∑
j=0
α j x j =
n∑
j=0
x j = Sn, n = 0,1,2, . . . ,
is dense in X = R. Then∥∥∥∥∥
2n−1∑
j=0
α je j − α
∥∥∥∥∥∗ =
∥∥∥∥∥
2n−1∑
j=0
e j − α
∥∥∥∥∥∗ =
+∞∑
j=2n
1
2 j
−→ 0 as n → +∞;
so α ∈ B . But∥∥∥∥∥
2n∑
j=0
α je j − α
∥∥∥∥∥∗ = 1+
+∞∑
j=2n+1
1
2 j
> 1. (3.1)
We shall show that α /∈ U A .
If α ∈ U A , then there exists a subsequence λn , n = 1,2, . . . , of the natural numbers, such that
λn∑
j=0
x j −→ 0 and
λn∑
j=0
e j −→ α, as n → +∞.
Because of (3.1), (λn)n∈N is ﬁnally a subsequence of odd numbers, so
λn∑
j=0
x j ∈
(
−∞,−1
2
)
∪
(
1
2
,+∞
)
and the limit 0 is impossible. Thus, we have constructed an example of an element α ∈ B such that α ∈ U but α /∈ U A and
U A = U ∩ B .
It remains to show that U A = ∅. According to Theorem 1, it suﬃces to show that for every x ∈ R and 	 > 0, there exists
a ﬁnite set γ0, γ1, . . . , γM of real numbers so that∣∣∣∣∣
M∑
j=0
γ jx j − x
∣∣∣∣∣< 	 and
∥∥∥∥∥
M∑
j=0
γ je j
∥∥∥∥∥∗ < 	.
We can observe easily, that for α = (1,1, . . .) and n ∈ N, even or odd, we have ‖∑nj=0 α je j‖∗ < 3. So, since 	3α ∈ U ∩ A we
can ﬁnd M ∈ N, so that∣∣∣∣∣	3
M∑
j=0
α jx j − x
∣∣∣∣∣< 	 and
∥∥∥∥∥	3
M∑
j=0
α je j
∥∥∥∥∥∗ < 3 ·
	
3
= 	.
It suﬃces to set γ j = 	3α j = 	3 , j = 0,1, . . . ,M , and the proof is complete.
Remark 2. It would be interesting to ﬁnd an example which differentiates the three classes simultaneously.
4. The densities
Deﬁnition 4. Let λ ⊆ N. The upper and lower densities of λ are deﬁned respectively as
D(λ) = limsup
N
|{n ∈ λ: n N}|
N
,
D(λ) = lim inf
N
|{n ∈ λ: n N}|
N
.
If D(λ) = D(λ), we deﬁne the density of λ to be the limit
D(λ) = lim
N→+∞
|{n ∈ λ: n N}|
N
,
where as usual | · | denotes the cardinality of the corresponding sets.
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∑kn
j=0 α je j → α, as n → ∞, for some subsequence kn , n = 1,2, . . . , of the sequence
of natural numbers. We consider those elements of B such that D({kn: n = 1,2, . . .}) = 1 and let us denote by Bstat this set.
Theorem 3. Under the above assumptions Bstat is dense and Gδ in A.
Proof. For each n ∈ N and s, p ∈ N− {0} we set:
En,s,p =
{
α = (α j) ∈ A
∣∣∣ ∃{λ1 < λ2 < · · · < λn} with λ1 > p
such that d
(
λk∑
j=0
α je j,α
)
<
1
s
for k = 1,2, . . . ,n and n
λn
> 1− 1
s
}
.
First the following holds
Bstat =
∞⋂
p,s=1
∞⋃
n=0
En,s,p . (I)
Indeed, if α ∈ Bstat and p, s ∈ N− {0}, then by Deﬁnition 3 we take that
∃λ′ = {λ′1 < λ′2 < · · · < λ′n < · · ·} with D(λ′)= 1 and ∃n′0 ∈ N: d
({
λk∑
j=0
α je j,α
})
<
1
s
for k n′0.
Since the upper density of a set does not change, if we omit a ﬁnite part of it, we have:
D
({
λ′k ∈ λ′: λ′k max
(
n′0, p
)})= 1.
Hence, there exists {λ1 < λ2 < · · · < λn} ⊆ λ′ with λ1 max(n′0, p) such that the deﬁning conditions of En,s,p are all satisﬁed.
Conversely, let α ∈⋂∞p,s=1⋃∞n=0 En,s,p . We have to construct a subsequence λ with D(λ) = 1 such that the conditions of
Deﬁnition 3 are satisﬁed. First, let {k1 < k2 < · · ·} ⊆ N − {0}. By hypothesis for α = (α j), setting s = kn , it follows that there
exist consecutive blocks Bn = {λ(n)1 < λ(n)2 < · · · < λ(n)kn } for n = 1,2, . . . such that
max Bn <min Bn+1, n = 1,2, . . . ,
d
( λ(n)k∑
j=0
α je j,α
)
<
1
kn
for k = 1,2, . . . ,Nkn (4.1)
and
Nkn
λ
(n)
nkn
> 1− 1
kn
, n = 1,2, . . . . (4.2)
We set
λ =
∞⋃
n=1
Bn := {λ1 < λ2 < · · ·}.
Then by (4.2) we get that
D(λ) = 1,
and by (4.1) that
λn∑
j=0
α je j −→ α, n → ∞.
Hence α ∈ Bstat .
Secondly we have that, for each n ∈ N, s, p ∈ N− {0}:
the set En,s,p is open. (II)
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Uk =
{
α ∈ A
∣∣∣ d
(
λk∑
j=0
α je j,α
)
<
1
s
}
are open for k = 1,2, . . . ,n. Also,
En,s,p =
⋃( n⋂
k=1
Uk
)
,
where the union is taken over all {λ1 < λ2 < · · · < λn} with λ1 > p and nλn > 1− 1s .
Taking into account (I) we conclude that Bstat is Gδ in A.
Obviously Bstat contains c00 and therefore it is Gδ and dense in A. 
Deﬁnition 5. A sequence α = (α j) ∈ U ∩A is said to be lower frequently universal, if and only if, ∀x ∈ X , ∀	 > 0
D
({
n ∈ N: ρ
(
n∑
j=0
α jx j, x
)
< 	
})
> 0.
We denote by E the class of these sequences.
In [9] it was proved the following
Proposition 2. Suppose that U A = ∅. Then E is of ﬁrst category in (A,d).
In this article we prove the same result, but without any assumption.
Theorem 4. E is of ﬁrst category in (A,d).
Proof. If Bstat ∩ E = ∅ then, as by Theorem 3 we have that Bstat is dense and Gδ in A, it follows that E is of ﬁrst category
in (A,d).
Now suppose that Bstat ∩ E = ∅ and let α = (α j)∞j=0 ∈ Bstat ∩ E .
As α ∈ Bstat we have that there exists a subsequence {kn: n = 1,2, . . .} such that
D{kn} = 1 and
kn∑
j=0
α je j → α.
Consider an arbitrary x ∈ X , s ∈ N, s > 0 and the open ball with center x and radius 1s .
As D({n ∈ N: ρ(∑nj=0 α j x j, x) < 1s }) > 0 and D({kn}) = 1, we conclude that the sets {kn: n = 1,2, . . .} and {n ∈ N:
ρ(
∑n
j=0 α j x j, x) < 1s } ≡ Γ have inﬁnitely many common elements. Because, if {kn} ∩Γ is a ﬁnite set then, as D{kn} = 1, we
may assume that Γ ⊆ N− {kn}. It follows D({kn}) + D(N− {kn}) = 1 and D(Γ ) = 0, which is impossible because D(Γ ) > 0.
Since this holds for all s = 1,2, . . . , we can ﬁnd a subsequence k′n of kn such that
∑k′n
j=0 α j x j → x and
∑k′n
j=0 α je j → α.
Since x is arbitrary in X , we conclude that α ∈ U A and then U A = ∅. According to Proposition 2, we obtain that E is of ﬁrst
category in (A,d) and the proof is complete. 
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