Abstract. Five years of carbon dioxide exchange measured with the eddy covariance technique at the world's northernmost urban flux station SMEAR III located in Helsinki, Finland, were analyzed. The long-term measurements and high-latitude location enabled us to examine the seasonal and annual variations of CO 2 exchange, and to identify different factors controlling the measured exchange. Online traffic counts and soil respiration measurements were utilized in the study. Furthermore, the advantage of the station is that the complex surrounding area enables us to distinguish three different surface cover areas that can be evaluated separately. We also tested different methods (artificial neural networks and median diurnal cycles) to fill gaps in CO 2 flux time series and examined their effect on annual emission estimates.
Introduction
Carbon dioxide (CO 2 ) is one of the most important greenhouse gases warming our atmosphere. Even though urban areas cover only a small fraction of Earth's land area, most of the CO 2 emissions originate from cities due to human activities (Rosenzweig et al., 2010) . In addition to direct anthropogenic emissions, urban areas affect the exchange of CO 2 via changes in land use as areas of vegetation cover, that are normally carbon sinks are replaced with urban land uses. In Helsinki (Finland), CO 2 , methane and nitrogen dioxide are the most important greenhouse gases emitted by human activities. Half of their emissions originate from heating, one quarter from electricity and the remaining quarter from road traffic (Lounasheimo and Niemi, 2010) . These annual percentages, as generally CO 2 emissions in a city and national level, are calculated from fossil fuel consumption of the various processes. This bottom-up approach is considered to be fairly accurate on an annual level, but lacks the information about the spatial and temporal variations of the emissions and sinks of CO 2 in different urban land uses. These are important for city planning strategies and also for getting realistic estimations for the net CO 2 emissions emitted by the urban ecosystem. Also more information about the accuracy of the bottom-up approach is needed. So far successful comparisons between the emission inventories and direct meteorological measurements have been made e.g. in a city scale in London, UK (Helfter et al., 2011) , and in a residential area in Vancouver, Canada . Despite the different measurement surroundings, both studies showed good agreement between the two approaches.
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The most direct way to measure the exchange of CO 2 between the surface and the atmosphere is the eddy covariance (EC) technique (Lee et al., 2004) . The EC technique has been widely used above vegetated surfaces (e.g. Baldocci, 2003) , and within the last ten years EC measurements have been made in several urban areas with varying measurement period lengths (Velasco and Roth, 2010) . So far only few studies, all published within the last year, have covered several years of CO 2 flux measurements (Bergeron and Strachan, 2011; Christen et al., 2011) , and the only published longterm (5 yr) study is from a highly vegetated measurement site in Baltimore, USA . Due to the lack of long-term studies, understanding the year-to-year variability of CO 2 exchange and representativeness of the analyzed periods remains limited.
Deriving realistic estimates for yearly CO 2 emissions in urban environments from EC measurements is not straightforward due to the complex combination of emission sources and sinks inside the source areas. Usage of simple gap filling techniques including parameterizations based on the soil temperature and photosynthetically active radiation (PAR) (Falge et al., 2001) are not likely valid. This parameterization was used in Baltimore , where the method is more acceptable due to the high fraction of vegetated surface area compared to more built-up environments. Other gap filling methods used in urban areas include look-up tables and monthly diurnal cycles (Moriwaki and Kanda, 2004; Christen et al., 2011) , whereas in some studies the monthly and annual values have been derived from daily average fluxes (Bergeron and Strachan, 2011; Helfter et al., 2011) . Gap filling of flux time series using artificial neural networks (ANN) has become increasingly popular (Falge et al., 2001; Papale and Valentini, 2003; Moffat et al., 2007) . ANN has also shown promising results in urban environments since it can fill gaps without any knowledge of the complex nature of carbon sinks and sources. In Münster and Essen, Germany, the radial basis networks (RBS) have been used (Schmidt et al., 2008; Kordowski and Kuttler, 2010) , whereas generalized regression neural networks (GRNN) was used in Melbourne, Australia (Coutts et al., 2007) . Despite the various methods to fill gaps in CO 2 flux time series, the effect of these have not been studied or errors related to the gap filling have not been given. In Baltimore, variations in annual estimations between the studied years were considered to represent errors related to their gap filling method . Realistic annual emissions and related errors are important when emissions from different cities are compared, and when values are used as input variables in regional and global models.
In this study we examine the exchange of CO 2 from the northernmost urban flux site using five years of measurements in 2006-2010. The purpose is to study the seasonal and annual variations of the CO 2 exchange and to distinguish the most important controlling factors. In addition, for the first time the impact of different gap filling methods, in- cluding neural networks and median diurnal cycles, on the annual carbon exchange in an urban area are examined and errors related to the emissions are studied. Particularly, the importance of traffic counts in the gap filling procedure is tested.
Methods

Measurement site
The measurements were carried out at the urban measurement station SMEAR III in Helsinki Finland (Järvi et al., 2009a) (Oke, 2004) . According to the prevailing wind direction, the measurement surroundings around the tower can be divided into three areas: built, road and vegetation, each representing the typical surface cover on the area (Table 1) . The built area is covered with university campus buildings and Finnish Meteorological Institute (mean height 20 m) in the vicinity of the measurement tower, and a single family house area with a high areal fraction of vegetation is located further away (Fig. 1) . A heavily trafficked road with 44 000 vehicles per workday (Lilleberg and Hellman, 2011) passes the road area with the closest distance between the road and the tower being 150 m. There are also large crossroads with several traffic lights located in the area. The area between the road and the tower is covered with deciduous forest and the area behind the road is covered with combined mix of residential and commercial buildings. In the vegetation area the fraction of vegetation is high since the University Botanical Garden and City Allotment Garden are located in the area. The closest buildings are 400 m and the nearest larger road is 900 m away from the tower in the vegetation area. We examined five full years of CO 2 flux data from 2006 to 2010 and these were divided into thermal seasons. Thermal summer starts when the 5-day running mean daily air temperature increases above 10 degrees. Similarly thermal winter starts when the 5-day running mean daily temperature drops below zero. Thermal fall and spring fall in between. The length of the thermal seasons varies greatly from year to year as can be seen from Fig. 2 . Snow days were determined from the measured surface albedo: the ground was considered to be covered with snow when the daytime (11:00-14:00 LT) albedo was above 0.3.
Instrumentation and quality assurance
CO 2 exchange
The CO 2 exchange was measured on top of the measurement tower using the EC technique. The setup consisted of an ultrasonic anemometer (USA-1, Metek GmbH, Germany) to measure all three wind speed components and sonic temperature, and open-and closed-path infrared gas analyzers (LI-7500 and LI-7000, respectively, LI-COR, Lincoln, Nebraska, USA) to measure CO 2 density and mixing ratio, respectively. The setup was located on a horizontal boom, 1.3 m southwest from the tower. The open-path analyzer was mounted 0.2 m away from the anemometer and was tilted 30°to allow rainwater to drip off. For the closed-path analyzer, air samples were taken 0.13 m below the anemometer center and air was drawn to the analyzer through a 40 m long steel tube with an inner diameter of 8 mm. The flow rate in the tube was 17 l min −1 to ensure turbulent flow, and the sampling line was heated to avoid condensation of water vapor initially with a power of 4 W m −1 and since 8 September 2010 with a power of 16 W m −1 . The frequency of the EC measurements was 10 Hz and the raw data were stored for later post-processing. Before the calculation of the final 30-min fluxes, despiking, linear detrending and a 2-dimensional coordinate rotation were applied to the raw data. Flux values were calculated using the maximum covariance method and those measured by open-path were corrected for temperature and humidity fluctuations (Lee et al., 2004) . Fluxes measured with both setups were corrected for losses at the high and low-frequency ends of co-spectra. Detailed information about the data postprocessing can be found in Nordbo et al. (2012) .
For the first 18 months, CO 2 flux measured with the openpath analyzer was used in the analysis. In July 2007, the measurement setup was supplemented with a closed-path analyzer and due to better data coverage and performance (Järvi et al., 2009b) , CO 2 flux measured with the closed-path was used for rest of the analyzed period. In order to avoid bias in the results, open-path CO 2 was corrected for the sensor surface heating (e.g. Burba et al., 2008; Järvi et al., 2009b) with a method described in Nordbo et al. (2012) . After the correction, CO 2 fluxes measured with open-and closed-path analyzers were close to each other with a slope = 0.98, offset = 0.0, RMSE = 1.3 µmol m −2 s −1 and R 2 = 0.94. Data coverage after post-processing varied largely between the different years and seasons ( Table 2 ). The lowest data coverage, between 29-61 %, was observed in 2006 and 2007 when the open-path analyzer was used and malfunction during precipitation events was common. The best data coverage was in summer when 47-73 % of data were present. In 2007, the amount of missing summer data was higher due to the longer gap in data (39 days) caused by instrument malfunction. Error analysis of the EC measurements was performed using data from 2009 and previously defined methods (Nordbo et al., 2012) . The mean CO 2 flux detection limit is 0.57 µmol m −2 s −1 and 0.70 µmol m −2 s −1 for the closedand open-path analyzer, respectively. These correspond to 11 % and 13 % of the data and imply that the measurement setup is capable of detecting the flux level observed at the site. Furthermore, the random error was on average 16 % and 18 % of the closed-and open-path fluxes. These percentages lie within the range observed at vegetative sites (Finkelstein and Sims, 2001; Billesbach, 2011) ; similar urban studies are unavailable.
Auxiliary measurements
Meteorology
Wind speed and direction were calculated using data from the ultrasonic anemometer. In addition, photosynthetically active radiation (PAR) and air temperature were measured at 31 m in the measurement tower using a photodiode sensor (PAR Lite, Kipp&Zonen, Delft, Netherlands) and a platinum resistance thermometer (Pt-100, home-made), respectively. These measurements were made with one minute time step. Relative humidity (RH) and precipitation were measured on the roof of the University of Helsinki building with a thin film polymer sensor (HMP243, Vaisala Ltd., Vantaa, Finland) and a weighting rain gauge (Ott Pluvio, Ott Hydromet GmbH, Kempten, Germany), respectively, with a time step of four minutes. Gaps in wind speed, wind direction, air temperature and PAR data were filled using parallel measurements from other instruments from the SMEAR III station (Järvi et al., 2009a) . For RH no parallel measurements existed and a three step gap filling procedure was used: (1) gaps less than an hour were filled with linear interpolation, (2) gaps less than one day were filled by calculating average value for each hour by using adjacent days and (3) for longer gaps averages from two days before and after the gap were used to calculate the averages.
Road traffic
Online traffic counts (Tr) with hourly resolution were measured by the city of Helsinki 4 km from the measurement site during the analyzed measurement period (Järvi et al., 2009a = 0.76, RMSE = 381.3 veh h −1 (N = 840). Traffic counts used in this study were converted for the road next to the measurement site using the linear relationship. Missing traffic counts were filled with a method depending on the gap length. Single missing hours were filled by using linear interpolation (all together three hours). Gaps less than one day (all together 531 h) were filled by calculating the mean for each hour from the adjacent days. If either of the days was different type (weekday, weekend or holiday), that day was ignored in the calculation of the average. The longer gap in 11 May-4 August 2009 (2049 h) was filled by calculating the median diurnal cycle for weekdays and weekends/holidays for each week from data from other years. In summer, traffic counts were similar between the years so this was considered to be a valid technique (Fig. 3a) . In data analysis, traffic data were converted to half hour averages to match the resolution of CO 2 fluxes.
Soil respiration
For soil respiration measurements we had two campaigns around the measurement tower in 2008 and 2009. The measurement setup used a Vaisala CO 2 probe (GMP343, Vaisala Ltd., Vantaa, Finland) in the portable closed chamber CO 2 measurement system described by Kolari et al. (2005) . Soil respiration measurements were made in daytime. One measurement lasted 5 min and the CO 2 concentrations were recorded every 5 s. In both years we had the same measurement locations (three on a meadow, 11 in forest, four on lawns and 10 on cultivated land), which were measured several times during the campaigns. The number of measurement points was chosen according to the approximate surface cover fractions with extra points on the cultivated land due to possible fertilization. In 2008, the points were measured eight times between 26 June and 29 October, whereas in 2009, the points were measured 11 times between 28 May and 27 November. For both campaigns, median respiration values were calculated for each day by combining all locations. 
Gap filling of the CO 2 flux data
We studied the effect of different methods to fill gaps in CO 2 flux (F c ) data. Firstly, we developed an artificial neural network (ANN, e.g. Jain et al., 1996) to fill the gaps. ANN is a powerful computational method that can be used to solve nonlinear relationships between set of input variables and an output variable or variables (F c in this case). ANN has an ability of learning so that it can perform the specific task with aid of a sample dataset. Here, two different kinds of networks are developed: one having traffic counts as an input variable and another without traffic counts. This was done in order to examine the importance of traffic counts in gap filling since this information is not necessarily available at different sites. Secondly, we test how well the median diurnal cycles (MDC) of F c would fill the gaps.
ANN
In the gap filling of F c we use the multilayer perceptron network (MLP), which has previously been used to fill gaps in EC flux time series above vegetated surfaces (Papale and Valentini, 2003; Moffat et al., 2007) . The same network has also been successfully used to fill gaps in air pollution concentration time series in urban areas (Junninen et al., 2004) . MLP is a feed-forward network, where information is transmitted through memory units or neurons that are organized in layers. Before entering neurons in one layer, signals are weighted and in neurons the weighted input signals are summed and scaled using a transfer function before entering the signal to neurons in the next layer. In the beginning, values for the weights are randomly chosen and in the training process, the weights are adjusted using a back-propagation learning algorithm (for more information, see e.g. Jain et al., 1996) . We used the Neural Network Toolbox of MATLAB ™ in the data analysis. Here, MLP is used though radial basis networks (RBS) has been shown to give better results in urban areas (Schmidt et al., 2008; Kordowski and Kuttler, 2010) . MLP is more computationally efficient and therefore was used for our dataset.
Several different configurations for the network were tested with the basic idea that the network should be as simple as possible in order to avoid overfitting (random noise modeled as true fluxes). The most efficient network was obtained using the Levenberg-Marquardt algorithm in the learning process. We found that one hidden layer besides an input and output layer (altogether three layers) gave sufficient results and additional layers did not improve the performance of the network. In the hidden layer we used a logsigmoid transfer function to adjust the signal passing each node, whereas a linear transfer function was used in the output layer. We also tested what would be the sufficient number of input variables in both networks. Following Papale and Valentini (2003) , variables present in each tested configuration were PAR, air temperature, and season and time of day. Season and time of day were treated as fuzzy variables: season was described using four fuzzy variables (winter, spring, summer and fall) each having a value between 0 and 1 depending on the time of year. Similarly, time of day was described using fuzzy variables night, morning, afternoon and day each having a value between 0 and 1 depending of the time of day. In addition, the surrounding area was divided into nine wind direction sectors (0-40°, 40-80°, ..., 320-360°) according to the strong dependence between F c and wind direction (Figs. 1 and 4) . Each of the sectors was presented as a binary input variable for MLP (WD1, WD2, ..., WD9), so that for each half hour only one of these wind direction variables would have a value one. Wind direction was not treated as a fuzzy variable since ANN will be used to generate artificial time series for the different wind direction sectors. In addition, RH and wind speed were included among the meteorological variables to see if they improve the networks. All variables were scaled between 0 and 1.
In the network development, half hour data points with all above mentioned input variables and F c available were used (accounting 54 % of the data). Data points were not evenly distributed between the different seasons (winter = 8637, spring = 10 003, summer = 17 229, fall = 11 179 data points), which causes a bias to the learning of the network. Therefore, the same amount of data from each season was taken into the analysis with a total number of 34 548 data points (covering 39 % of the 5-yr period). These data were arbitrarily divided into three parts: a third of the data was used to train the networks, a third for testing the networks and the final third was used for validating the networks.
The optimized number of neurons in the hidden layer was obtained by training the network repeatedly with varying number of neurons; multiple repetitions were needed in order to minimize the uncertainty rising from the randomly initialized network. Number of neurons varied from 3 to 15, and 100 repetitions was thought to be sufficient. This was additionally repeated for both networks with and without traffic data. The performance of the network was measured using Root Mean Square Error (RMSE) that was divided into systematic and unsystematic part. The systematic RMSE (RMSE s ) for the network including traffic counts and basic variables listed above (all together 20 variables) is shown as box plots in Fig. 5 . The performance of the network did not significantly (with 95 % significance level) improve after five neurons and therefore the best network for this combination of input variables was 20-5-1 neurons in input, hidden and output layers, respectively (hereafter ANN traffic ). Similarly the optimized network without traffic counts for the same basic variables was found to be 19-7-1 (hereafter ANN notraffic ). The more complex network with seven neurons in the hidden layer, when traffic counts are excluded, is reasonable since one of the driving variables from the network is missing and more connections are needed. Neither network was significantly improved when RH and/or wind speed were included and therefore these variables were excluded.
Median diurnal cycles (MDC)
The same 2/3 of the data used to train and test the artificial neural networks are used to calculate median diurnal cycles of F c for each type of day (weekdays and weekends/holidays), surface cover sector and season. This sums up to 24 different cycles. The surface cover areas: built, vegetation and road, are used instead of the 40°sectors used in ANN due to the small number of data in each cycle.
Error analysis
To compare different gap filling methods, the biased errors (BE) are calculated using the validation dataset. Mean BE (in µmol m −2 s −1 ) is calculated separately for the 40°wind direction sectors from (Moffat et al., 2007) .
where N is the number of points in the independent dataset, y i and y i are the modeled and observed F c , respectively. Furthermore, the annual biased errors (AnnBE, in g C m −2 ) are calculated using
where N gap,wd is the amount of missing half hour data points each year and M c is the molar mass of carbon (g mol −1 ).
Estimation of CO 2 emissions from road traffic
Road transport is major source for CO 2 at our measurement site (Vesala et al., 2008) and therefore getting estimation for its source strength is important. The line source strength for CO 2 at a distance x from the measurement tower (L (x)) can be calculated from (e.g. Järvi et al., 2009c )
where F y (x) is the cross-wind integrated footprint function value at a distance x upwind from the measurement tower. Equation (3) was used to calculate L (x) for wind directions 80-160°(WD3 and WD4) in winter when the ground is covered with snow and biological activity is assumed to be minimal. The wind direction selection was done in order to minimize emissions from other sources including heating, vegetation and human respiration. In Helsinki, most of the buildings use district heating generated in power plants outside the footprint of our measurements. The only directions where some oil/wood combustion can take place in the source area of the measurements are the single-family house areas North and North-East from the tower. With good approximation this makes the chosen wind direction free from these emissions. The cross-wind integrated footprint functions F y were calculated with the analytical footprint model by Kormann and Meixner (2001) . We did not calculate F y for each half hour flux point but instead used look-up tables with a range of meteorological conditions. Depending on the prevailing wind direction, three surface roughness values representing built, road and vegetation areas were considered in the look-up tables. Wind speed was divided into 8 classes, standard deviation of the lateral wind speed into four classes and atmospheric stability into seven classes. Currently no generic footprint model for complex measurement sites exists and therefore the obtained footprints are only indicative for the impact of meteorological conditions rather than the actual source areas. Therefore calculated footprints were only used to approximate the source strength of the road, whereas division of data into different surface cover areas and sectors was made according to the prevailing wind direction. Figure 2 shows the annual behavior of daily averages of the gap filled meteorological variables. The high-latitude location is evident with both PAR and air temperature showing a strong annual cycle. In winter, little radiation and cold temperatures (minimum daily average −20°C) are observed, whereas in summer solar radiation is intense and daily air temperatures reach 26°C. Also in winter the ground is typically covered with snow which melts during the spring. This strong seasonality and snow cover cause a relatively short growing season and fairly inactive vegetation in winter. RH reaches its maximum in winter and minimum in spring with daily averages varying between 30 and 98 %. Neither wind speed nor precipitation has strong annual dependence.
Results
Meteorology
Naturally, there is also year-to-year variation in the meteorological conditions and in the length of seasons (Fig. 2) . The winter 2007-2008 was exceptionally warm with daily air temperatures staying above zero in January-March, and the thermal season lasted only eight days. Snow cover was observed occasionally. In 2009-2010 Helsinki experienced the coldest and longest winter from the analyzed years (105 days, 138 days of snow) with a monthly mean temperature of −11°C in January 2010 (Fig. 3b) 
The CO 2 exchange
The behavior of F c during the measurement period is shown in Fig. 4a . Besides the 30-min data points, the 7-day mean daytime (between 11:00-14:00) and nighttime (PAR < 5 µmol m −2 s −1 ) fluxes are plotted. The annual variation of F c is high with the 30-min values varying between −36 and 68 µmol m −2 s −1 . The 7-day averages show clear downward fluxes reaching −10 µmol m −2 s −1 in summer, whereas in winter the surroundings act as a source for CO 2 with strength of 20 µmol m −2 s −1 . Most of the downward fluxes in summer originate from the area of high fraction of vegetation cover (Fig. 2b) . This direction is also the most commonly observed wind direction in Helsinki. The complex measurement surrounding creates a highly variable F c pattern with negative fluxes in direction 200-340°and elevated emissions in direction 80-160°, where the road and large crossroads are located.
The median diurnal behavior of F c shows significant variations between the different surface cover areas and seasons (Fig. 6) . The deviation into the surface cover areas was made according to the prevailing wind direction during each 30-min period and not based on the modeled footprints of the flux. This is because source area estimation for such a complex surrounding is only indicative and should be considered with caution. Through the year the highest fluxes are observed from the area of the road with maxima varying between 17 and 24 µmol m −2 s −1 on workdays, and between 7 and 12 µmol m −2 s −1 on weekends/holidays. Both cycles follow the typical traffic patterns observed in Helsinki with two peaks corresponding to the rush hours on workdays, and the highest traffic rates between 10:00 and 14:00 on weekends. In winter, the morning peak at the direction of the road is not visible, which could be related to the shift of the footprint maxima further away from the road during the stable conditions before the sunrise. In summer, the fluxes are slightly lower and this is a combination of decreased traffic rates during the holiday season and increased carbon uptake by vegetation.
In the direction of both built and vegetation areas, the diurnal patterns outside summer are rather constant with workday maxima between 6.5-8.1 µmol m −2 s −1 and between 3-5 µmol m −2 s −1 on weekends. In summer, the vegetation uptake has a clear effect on the measured net fluxes, particularly downwind from the vegetation area. The weekday and weekend cycles are similar with highest total uptakes of −7 and −9 µmol m −2 s −1 , respectively, indicating a small impact from anthropogenic activities. Similar daytime uptake (−7 µmol m −2 s −1 ) was observed at the suburban area in Montreal, where same fraction of vegetation cover is observed (Bergeron and Strachan, 2011). Stronger carbon sink has so far been observed in Baltimore where F c of −14 µmol m −2 s −1 was measured in summer. In Essen similar division into surface types was used and a median sink of 5 µmol m −2 s −1 was measured in a park, whereas in a built-up area an upward flux of 7 µmol m −2 s −1 was observed. Through the year, the nocturnal fluxes are between 0.8 and 2.2 µmol m −2 s −1 in all surface cover areas. These nocturnal fluxes are lower than those reported for the highly vegetated site in Baltimore, US, where a nocturnal flux of 4 µmol m −2 s −1 was observed through the year. In both Montreal and London, nocturnal fluxes particularly during colder months are much higher than in our site and this is likely related to domestic heating of buildings. In general, reported values are similar to those given by Vesala et al. (2008) for a shorter measurement period for the same site.
The effect of gap filling to the annual CO 2 exchange
The performances of the three gap filling methods described in Sect. 2.3 are tested for the validation dataset (N = 11 516), and compared to the observed values. In addition, biased errors according to Eqs. (1) and (2) are compared.
The best correlation between the gap filled and measured F c is obtained when ANN traffic is used (Fig. 7) . For this RMSE is 3.9 µmol m −2 s −1 , whereas for ANN notraffic and MDC RMSE's are 4.5 and 4.4 µmol m −2 s −1 , respectively. Also the intercept for ANN traffic is closer to zero than with the other two methods. All methods underestimate the highest emissions and overestimate downward fluxes, and ANN traffic is the only method able to simulate as high as 50 µmol m −2 s −1 fluxes. The inability of the methods to predict extreme values can be associated with unstationary situations that the recommended quality assurance routines cannot remove. The effect of different gap filling methods on annual carbon emissions is small and the average yearly emissions varies between 1740 and 1760 g C m −2 (Table 3) . The annual biased errors are smallest for ANN traffic with a slight over-estimation (AnnBE = 6.1 g C m −2 ) of the annual flux. The largest biased errors are related to the MDC with AnnBE = −20.5 g C m −2 .
From the analyzed gap filling methods ANN traffic generates the most reliable flux estimates, and therefore it will be used to fill gaps in the final F c series. The small differences between the methods on both half hourly and annual level show that reliable gap filling can be done without knowledge on the anthropogenic emission sources, but the biased error increases in this case. ANN notraffic is able to learn the traf- fic related pattern from the diurnal cycle of other variables. Thus, ANN does not simulate the physical and biological processes itself and therefore the same network cannot directly be utilized at other sites. Small differences between different methods have also been observed above vegetated surfaces (Falge et al., 2001) . Despite the small differences in AnnBE, systematization in gap filling methods between various urban areas should be made in order to get annual emissions more comparable. Figure 8 shows the cumulative carbon fluxes for the different years. Annually the source area of the measurements is a source for CO 2 with average yearly emissions of 1760 g C m −2 . The lowest annual emissions 1580 g C m −2 are observed in 2009 when 16 % less CO 2 was emitted to the atmosphere than in 2006, when annual emissions of 1880 g C m −2 are observed. The lower annual value in 2009 is mainly a result of lowered emissions in August-September (Fig. 3c) . The dominant wind direction in Aug-Sep 2009 is from the vegetation area with an occurrence of 70 %, whereas on other years the occurrence from the same direction is 50 %. Therefore, the lower emissions in 2009 are rather related to synoptic conditions and the complex measurement surrounding than to lowered emissions and increased sinks.
Annual CO 2 emissions
Annual emissions from the urban site are around eight times higher than the average annual uptake of carbon (−209 g C m −2 ) observed in a boreal forest in Southern Finland (Kolari et al., 2009) . Similarly, the yearly emissions are 40 times the annual sink (−43 g C m −2 ) of a Finnish wetland (Rinne et al., 2007) . When compared to other urban areas, the annual emissions from Helsinki are at the lowest end of the reported values (Table 4) . Similar emissions with 1420 g C m −2 have been measured from the suburban site in Montreal, where the fraction of vegetation is 50 % (Bergeron and Strachan, 2011) . So far the lowest emissions have been reported from the highly vegetated site in Baltimore, US, where a value of 361 g C m −2 was observed . The highest annual emissions of 9670 g C m −2 have been observed in a city scale in London (Helftner et al., 2011) . However, used gap filling methods are highly variable between the different studies and none of them, excluding the current one, gives error estimates for their annual emissions (Table 4 ). In addition, in most studies the annual estimates are based on 24 or less months and representativeness of the measurement periods are not clear as information about the year-to-year variations are not available. Therefore, direct comparisons between the different studies should be made with caution.
ANN can be used to examine separately the annual carbon balances at different wind directions around the measurement tower. If we use the meteorological input data and set one of the wind direction inputs to one (equals to an assuming that wind was from that particular sector during the whole measurement time), we can predict F c for this certain wind direction using measured meteorological conditions. F c was predicted for sectors WD3 (80-120°) and WD6 (200-240°) representing the road and vegetation areas, respectively. These sectors are in the middle of the surface areas so they can be assumed to be representative of them. The cumulative sums obtained for these two surface areas differ largely (by 75 %) and annually the road area emits on average 3500 (170) g C m −2 , whereas from the vegetation area the annual emissions are on average 870 (10) g C m −2 . The errors represent AnnBE. Despite the strong carbon sink in the vegetation area in summer (Fig. 6) , annually the area is as a net source for CO 2 . In Montreal (Bergeron and Strachan, 2011), a difference of 4150 g C m −2 was observed between urban and suburban measurement sites (Table 4 ). The results show that the upwind surface area affects strongly the annual CO 2 emissions and in order to get a representative values in a city scale, measurements covering different surface cover types are needed. Time series for separate surface cover areas allow us to study how annual emissions from the different surface cover types have varied during the studied years and what reasons might be behind the observed differences. This removes the problem of varying wind direction as discussed above. In the area of the road, the predicted emissions decreased 8 % between 2006 and 2010 (Table 3) . At the same time the traffic rates have increased suggesting the decrease to be caused by reduced CO 2 emissions from individual vehicles (see also Sect. 3.5). Particularly low emissions are observed during winter months in 2010 (not shown), when the weather was cold resulting in decreased vehicle numbers. On the other hand, particularly high F c is observed in August 2006 and 2007 following the higher traffic rates. Decreasing trend between the years is not observed in the area of high fraction of vegetation cover, where annual emissions varied 4 % between the years. On monthly level, the strongest sink of 90 g C m −2 is observed in June 2006 whereas the sink is only 60 g C m −2 in 2008 (not shown). The strong sink in summer 2006 was observed in all wind directions and this was caused by the exceptionally warm and sunny weather observed in whole Europe. This shows how long-term measurements of F c are needed in order to distinguish the effect of exceptional weather condition on carbon fluxes. Figure 9 shows the CO 2 exchange as a function of traffic counts for winter when the ground was covered with snow and wind was from 80-120°(WD3). F c can be related to hourly traffic rate using a linear fit F y = (12.0 ± 0.7) µmol m −2 s −1 (30 min) veh −1 Tr + (0.26 ± 0.64) µmol m −2 s −1 (RMSE = 5.2 µmol m −2 s −1 , r = 0.76). In some studies, the fit between traffic counts and F c has been approximated with an exponential fit (Helfter et al., 2011) , but in our case the linear fit seems reasonable (p < 0.001). The intercept can be considered to represent emissions from other sources than traffic and for this specific case we see that other emissions are insignificant. If the same fit is assumed to be valid through the year, we can estimate annual carbon emissions using the gap filled traffic counts. On average, this results in annual emissions of 3520 g C m −2 . Following the observed behavior in the previous section, lowest emissions from traffic are observed in 2010. On annual level, other sources and sinks in the direction of the road seem to cancel each other out since emissions caused by the road traffic are almost equal to the net CO 2 exchange 3500 g C m −2 (Table 3) . However, as the annual CO 2 emissions from traffic are based on winter time fit, the results should be considered with caution. Unfortunately, a detailed division into different components (vegetation and soil respiration, vegetation uptake) was not possible.
Road traffic CO 2 emissions
The line source strength L(x) per vehicle gives estimation for a mixed fleet emission factor (Järvi et al., 2009c) . The mean distance x to the road is 160 m when the wind is from 80-100°and 150 m when wind is from 100-120°. This yields an emission factor of 380 g km −1 with a quartile deviation of 110 g km −1 for CO 2 (N = 589). We can estimate the mixed fleet emission factor also from fuel consumption if we know the typical traffic distribution and emission factors for different type of cars at the road passing the measurement site. Typical emission factors in city driving in Finland are: for passenger cars 200 g km −1 , city buses 1240 g km −1 , vans 280 g km −1 and trucks 1500 g km −1 (VTT, 2010) . From the typical traffic distribution in Helsinki (83 % passenger cars, 10 % vans, 3 % trucks and 4 % buses; Lilleberg and Hellman, 2011) , we can estimate the mixed fleet emission factor to be 285 g km −1 . This is lower but in the same order of magnitude as the one calculated from the EC measurements. The correspondence between the two values is surprisingly good if the possible error sources of both estimations, and that the emission factor from EC is only from winter time, are taken into account. For the measured value, the largest uncertainty are likely related to the cross-wind integrated footprint value, and for the one based on the fuel consumption, error sources include the estimation of the typical value for each vehicle type and the traffic distribution. Also cars next to our measurement site can spend lot of time in traffic lights which would increase the emission factors. If we compare the emission factors between the years, the emission factors were higher in 2006 and 2007 than in 2009 and 2010 (from 502 g km −1 in 2006 to 361 g km −1 in 2010). This is an indicator for changes in fuel content and age structure of the vehicles as has been reported to take place in Finland by Ministry of Transport and Communications (Jääskeläinen, 2011) . On the other hand, in November 2008 one of the main harbors was moved from the centre of Helsinki to east decreasing the number of trucks by 0.8 % from the Helsinki centre (Lilleberg and Hellman, 2011).
Soil respiration
The soil respiration (F soil ) measured with the chamber exhibits a clear seasonal dependence as shown in Fig. 10a , where the median F soil and its quartile deviations calculated over the different measurement spots are shown. The median flux reaches its maximum 6.7 µmol m −2 s −1 at the end of July, and minimum (less than 2 µmol m −2 s −1 ) at the end of October-beginning of November. Note, however, that we did not have winter time chamber measurements. Soil respiration increases with increasing air temperature following an exponential relationship F soil = (2.1 ± 0.8) e (0.06±0.03T air ) (RMSE = 0.9 µmol m −2 s −1 , R 2 = 0.65) (Fig. 10b) . The nocturnal EC fluxes for wind directions 200-240°(WD6) for the same time period as the chamber measurements were made are shown in Fig. 10b . An exponential fit yields F EC = (2.1 ± 1.7) e (0.05±0.05T air ) (RMSE = 1.0 µmol m −2 s −1 , R 2 = 0.32). Agreement between the two measurement techniques is surprising and EC gives only slightly smaller values than chambers due to e.g. different representativeness of soil types in chamber measurements and at the EC footprint. Generally EC method has been found to measure lower F c than chambers (Goulden et al., 1996; Launiainen et al., 2005) . Both estimations give similar temperature response, although chamber measurements were done during daytime, when surface soil temperatures tend to be higher than in night-time. The fit between F soil and daily T air is used to calculate daily soil respiration over the whole year resulting in annual emissions of 1100 g C m −2 and 1290 g C m −2 in 2008 and 2009, respectively. Here the fit was only applied to above zero temperatures and below zero respiration was assumed to be negligible. If we take into account that about 50 % of the surface in WD6 (and in the vegetation surface area in general) is covered with vegetation and assume that the whole surface emits with the same strength, we get 550 g C m −2 and 645 g C m −2 in 2008 and 2009 for the net effect of soil respiration. Thus, as a rough estimate soil respiration can be estimated to account 63 % of the annual carbon emissions from the area. The rest 37 % is a combination of other CO 2 sources in the area minus carbon uptake by vegetation.
The values in this study are higher than the modeled soil respiration rates in Vancouver, Canada, where the annual soil respiration was estimated to be 280 g C m −2 . In addition to the different methods used to estimate soil respiration, the large difference between the two studies can be caused by different vegetation in the study areas, and litter quantity and quality, as in Vancouver the ground is covered by lawns while in our study area vegetation is highly variable, from broadleaf forest to kitchen gardens.
Environmental controllers
The key variables controlling CO 2 exchange in the study area are the anthropogenic emission, PAR and air temperature. To get information about their seasonal effect on carbon fluxes, correlation coefficients (r) between F c and each variable were calculated from daily averages in a 30-day moving window for the whole 5-yr of measurements. Before the calculation of r, all time series were normalized between −1 and 1. Figure 11 shows the nocturnal and daytime correlation coefficients separately for each surface cover area. In the urban and vegetation areas, the daytime summer F c are controlled by PAR with r reaching −0.8 (Fig. 11a, c) . With increasing radiation, the carbon uptake increases causing higher negative fluxes. In winter, both the nocturnal and daytime fluxes are largely determined by the road traffic. Downwind from the road, F c correlates best with traffic rates through the year with slightly decreasing correlation in summer when the vegetation is most active. However, unlike in other surface cover areas, road traffic remained as the most important factor controlling the exchange of CO 2 . In all surface cover areas, road traffic explains the nocturnal fluxes most except in summer when the soil and vegetation respiration decreases the importance of road traffic. In a Finnish boreal forest, air temperature has been found to be the dominant factor explaining gross primary product (GPP) in spring but as the growing season progresses the stand photosynthesis is increasingly determined by radiation (Vesala et al., 2010) . At our urban site, air temperature has smaller correlations coefficients than PAR in daytime, but slightly increased correlation between air temperature and F c is seen in March-April downwind from the vegetation area (Fig. 11c) . In boreal forests, soil temperature has been found to have highest correlation coefficients with soil respiration particularly in May and September-November (Vesala et al., 2010) . Unfortunately we did not have continuous soil temperature measurements, but nocturnal F c correlated with daily air temperature, and the nocturnal F c showed maxima in May-June and September-November in the area of high fraction of vegetation cover, similarly to the forest. Similar correlation coefficient analysis has not been made in urban areas before, so comparisons between other urban studies cannot be made.
Conclusions
In this study we examined five years of CO 2 exchange measurements carried out with the eddy covariance technique in Helsinki, Finland. The measurements were made at the urban measurement station SMEAR III in 2006 It is the northernmost urban flux station and, therefore, provided surroundings to examine the seasonal and interannual variation of the CO 2 exchange. Furthermore, the advantage of the station is that the surrounding area is heterogeneous and three different surface cover areas can be distinguished and evaluated separately. Additionally, three different methods to fill gaps in the CO 2 flux time series were tested. These were (i) artificial neural network including measured traffic counts as an input variable and (ii) a network using only meteorological variables as an input, and (iii) look-up tables using median diurnal cycles.
The measured fluxes were highly dependent on the prevailing wind direction with the highest observed fluxes in the direction of large road and crossroads on workdays, and lower ones (−9 µmol m −2 s −1 ) in the vegetation area both on weekdays and weekends. In the road area, the annual emissions caused by road traffic were on average 3520 g C m −2 . The other CO 2 sources and carbon uptake cancelled each other on an annual level since the emissions from traffic were almost the same as the net CO 2 emissions 3500 g C m −2 . Despite the strong sink on summer days, the area with high fraction of vegetation cover remained as a source for CO 2 with average annual emissions of 870 g C m −2 . The wind direction affected also the seasonal variation of the measured fluxes. In the road area, deviations between seasons were small and were more related to the reduced traffic rates during the holiday rather than vegetation activity. In the built and vegetation areas, the seasonal variations were stronger and the effect of vegetation uptake was clear in daytime in summer. In these areas CO 2 exchange was determined by road traffic in winter whereas in summer PAR and air temperature became more important.
All gap filling methods underestimated the highest and lowest fluxes, but differences between the methods were small. Slightly better results were obtained when an artificial neural network with traffic counts as one of the input variable was used. Thus, successful gap filling can also be made without information of the exact traffic counts. The best gap filling gave a cumulative sum of 1760 g C m −2 for the overall source area with a standard error of 6 g C m −2 caused by the gap filling. Despite the small differences in annual biased errors, systematization in gap filling methods between various urban areas should be made. Variations in the annual emissions between different years were small and the lowest emission 1580 g C m −2 was observed in 2009. This was due to the prevailing wind direction which was most of the time (70 %) downwind from the area of high vegetation cover fraction. Unfortunately, detailed division of the annual exchanges to different components was not possible. Emission factors calculated for mixed fleet traffic from the flux measurements were in the same order of magnitude as the ones obtained from emission inventories.
The large variability of the annual emissions in different surface cover areas shows that in order to get realistic emission values for cities, measurement covering various surface types are needed. Developed ANN can be utilized on modeling hypothetical case studies where for example traffic intensities are increased or vegetation areas are replaced by traffic or built areas. This would be a valuable tool for city planning. Also in future more attention should be given to the calculation of annual estimations of CO 2 if these are used in emission inventories in global and regional models.
