Abstract: The problem of network coding for multicasting a single source to multiple sinks has first been studied by Ahlswede, Cai, Li and Yeung in 2000, in which they have established the celebrated max-flow mini-cut theorem on non-physical information flow over a network of independent channels. On the other hand, in 1980, Han has studied the case with correlated multiple sources and a single sink from the viewpoint of polymatroidal functions in which a necessary and sufficient condition has been demonstrated for reliable transmission over the network. This paper presents an attempt to unify both cases, which leads to establish a necessary and sufficient condition for reliable transmission over a network for multicasting correlated multiple sources to multiple sinks. Here, the problem of separation of source coding and channel coding is also discussed.
Introduction
The problem of network coding for multicasting a single source to multiple sinks has first been studied by Ahlswede, Cai, Li and Yeung [1] in 2000, in which they have established the celebrated max-flow mini-cut theorem on nonphysical information flow over a network of independent channels. On the other hand, in 1980, Han [2] had studied the case with correlated multiple sources and a single sink from the viewpoint of polymatroidal functions in which a necessary and sufficient condition has been demonstrated for reliable transmission over a network.
This paper presents an attempt to unify both cases, which leads to establish a necessary and sufficient condition for reliable transmission over a network for multicasting correlated multiple sources altogether to every multiple sinks.
It should be noted here that in such a situation with correlated multiple sources, the central issue turns out to be how to construct the matching condition between source and channel (i.e., joint source-channel coding), instead of of the traditional concept of capacity region (i.e., channel coding), although in the special case with non-correlated independent multiple sources the problem reduces again to how to describe the capacity region.
The network model with correlated multiple sources has been studied by several people, e.g., by Barros and Servetto [8] , Ho, Médard, Effros and Koetter [13] , Ramamoorthy, Jain, Chou and Effros [9] . Among others, [13] considers the case of error-free network coding for stationary memoryless two correlated sources with a single sink to study the error exponent problem, which may be regarded as giving a network generalization of Csiszár [16] ; and [8] revisits the same model as in Han [2] . Also, [9] focuses on the network with two correlated sources and two sinks to discuss the separation problem of source coding and channel coding. It should be noted that, in the case of networks with correlated multiple sources, such a separation problem is another central issue in addition to the matching condition problem (also, cf. Song, Yeung and Cai [10] ). In this paper, we demonstrate that a rather general sufficient condition for separability can be written in terms of combinatorial polymatroids.
On the other hand, we may consider another network model with independent multiple sources but with multiple sinks each of which is required to reliably reproduce a prescribed subset of the multiple sources that depends on each sink. In general, however, the problem with this general model looks quite hard, although, e.g., Yan, Yeung and Zhang [11] and Song, Yeung and Cai [12] have demonstrated the entropy characterizations of the capacity region, which still contain limiting operations and are not computable. Incidentally, Yan, Yang and Zhang [19] have considered, as a computable special case, degree-2 three-layer networks with K-pairs transmission requirements to derive the explicit capacity region. In this paper, for the same reason, we focus on the case in which all the correlated multiple sources is to be multicast to all the multiple sinks and derive a simple necessary and sufficient matching condition in terms of conditional entropy rates and capacity functions. This case can be regarded as the network counterpart of the non-network compound SlepianWolf system [18] .
The present paper consists of four sections: In Section 2 notations and preliminaries are described, and in Section 3 we state the main result as well as its proof. In Section 4 two examples are shown.
Preliminaries and Notations

A. Communication networks
Let us consider an acyclic directed graph G = (V, E) where
Here, elements of V are called nodes, and elements (i, j) of E are called edges or channels from i to j. Each edge (i, j) is assigned the capacity c ij ≥ 0, which specifies the maximum amount of information flow passing through the channel (i, j). If we want to emphasize the graph thus capacitated, we write it as G = (V, E, C) where C = (c ij ) (i,j)∈E . A graph G = (V, E, C) is sometimes called a (communication) network, and indicated also by N = (V, E, C). We consider two fixed subsets Φ, Ψ of V such that Φ ∩ Ψ = ∅ (the empty set) with
where elements of Φ are called source nodes, while elements of Ψ are called sink nodes. Here, to avoid subtle irregularities, we assume that there are no edges (i, s) such that s ∈ Φ.
Informally, our problem is how to simultaneously transmit the information generated at the source nodes in Φ altogether to all the sink nodes in Ψ. More formally, this problem is described as in the following subsection.
Remark 2.1 In the above we have assumed that Φ ∩ Ψ = ∅. However, we can reduce the case of Φ ∩ Ψ = ∅ to the case of Φ ∩ Ψ = ∅ by equivalently modifying the given network. In fact, suppose Φ ∩ Ψ = ∅ and let k ∈ Φ ∩ Ψ for some k. Then, we add a new source node k ′ to Φ, and generate a new edge (k ′ , k) with capacity ∞, and remove the node k from Φ. Repeat this procedure until we have Φ ∩ Ψ = ∅. The assumption that there are no edges (i, s) such that s ∈ Φ also can be dispensed with by repeating a similar procedure.
B. Sorces and channels
Each source node s ∈ Φ generates a stationary and ergodic source process
where X (i)
takes values in finite source alphabet X s . In this paper we consider the case in which the joint process X Φ ≡ (X s ) s∈Φ is also stationary and ergodic. It is evident that the joint process X T ≡ (X s ) s∈T is stationary and ergodic for ∅ = ∀T ⊂ Φ. The component processes X s (s ∈ Φ) may be correlated. Write X T as
and put
On the other hand, it is assumed that all the channels (i, j) ∈ E, specified by the transition probabilities ω ij : A n ij → B n ij with finite input alphabet A ij and finite output alphabet B ij , are statistically independent and satisfy the strong converse property (see Verdú and Han [5] ). It should be noted here that stationaty and memoryless channels with finite input/output alphabets satisfy, as a very special case, this property (cf. Gallager [6] , Han [3] ). Barros and Servetto [8] have considered the case of stationary and memoryless sources/channels with finite alphabets. The following lemma plays a crucial role in establishing the relevant converse of the main result: Lemma 2.1 (Verdú and Han [5] ) The channel capacity c ij of a channel ω ij satisfying the strong converse property with finite input/output alphabets is given by
where X n , Y n are the input and the output of the channel ω ij , respectively, and I(X n ; Y n ) is the mutual information.
C. Encoding and decoding
In this section let us state the necessary operation of encoding and decoding for network coding with correlated multiple sources to be multicast to multiple sinks.
With an arbitrarily small δ > 0, ε > 0, we introduce the following (n, (R ij ) (i,j)∈E , δ, ε) code, where we use the notation [ 
1) For all (s, j) (s ∈ Φ), the encoding function is
where the output of f sj is carried over to the encoder ϕ sj of channel ω sj , while the decoder ψ ij of ω sj outputs an estimate of the output of f sj , which is specified by the stochastic composite function:
, the encoding function is 6) where the output of f ij is carried over to the encoder ϕ ij of channel ω ij , while the decoder ψ ij of ω ij outputs an estimate of the output of f ij , which is specified by the stochastic composite function:
Here, if {k : (k, i) ∈ E} is empty, we use the convention that f ij is an arbitrary constant function taking a value in [1, 2 n(R ij −δ) ];
3) For all t ∈ Ψ, the decoding function is
4) Error probability
All sink nodes t ∈ Ψ are required to reproduce "good" estimatesX n Φ,t of X n Φ , through the network N = (V, E.C), so that the error probability Pr{X n Φ,t = X n Φ } be as small as possible. Formally, for all t ∈ Ψ, the probability of decoding error committed at sink t is required to satisfy
for all sufficiently large n, whereX n Φ,t is the output of the decoder g t . Clearly, X n Φ,t are the random variables induced by X n Φ that were generated at all source nodes s ∈ Φ.
Remark 2.2 In the above coding process, f ij is applied before f i ′ j′ if i < i ′ , and f ij is applied before f i j′ if j < j ′ . Such an indexing is possible because we are dealing with acyclic directed graphs (see Ahlswede, Cai, Li and Yeung [1] ). Here, we may assume also that i < j if (i, j) ∈ E.
We now need the following definitions.
Definition 2.1 If there exists an (n, (R ij ) (i,j)∈E , δ, ε) code for any arbitrarily small ε > 0, for any sufficiently small δ > 0, and for all sufficiently large n, then we say that the rate (R ij ) (i,j)∈E is achievable for the network G = (V, E).
Definition 2.2
If, for any small τ > 0, the augmented capacity rate (R ij = c ij +τ ) (i,j)∈E is achievable, then we say that the source X Φ is transmissible over the network N = (V, E, C), where c ij + τ is called the τ -capacity of channel (i, j).
Remark 2.3 Transmissibility defined in Definition 2.2 means the following:
Given any small τ > 0, choose a sufficiently small δ > 0 in Definition 2.1 and set R ij = c ij + τ, then
The second inequality guaranttees that, for each (i, j) ∈ E, the channel with the τ -capacity R ij = c ij + τ is enough to attain reliable reproduction of the output of f ij at the decoder of ω ij with maximum error probability γ n > 0 such that γ n → 0 as n → ∞ (cf. Gallager [6] ). Thus, in the above process of coding, we have
with probability at least 1 − |E|γ n → 1 (n → ∞).
D. λ-Typical sequences
Let x Φ denote the sequence of length n such as
Similarly, we denote by x T (∅ = T ⊂ Φ) the sequence such as
We set p(x T ) = Pr{X n T = x T } and let H(X T ) be the entropy rate of the process X T . With any mall λ > 0, we say that
where x S is the projection of x Φ on the S-direction, i.e.,
Furthermore, set for any x S ∈ T λ (X S ),
We say that x S is jointly typical with x S if x S ∈ T λ (X S |x S ). Now we have (e.g., cf. Cover and Thomas [7] ):
1) For any small λ > 0 and for all sufficiently large n,
where H(X S |X S ) = H(X Φ )−H(X S ) is the conditional entropy rate (cf. Cover [4] ).
This lemma will be used in the process of proving the transmissibility of the source X Φ over the network N = (V, E, C).
E. Capacity functions
Let N = (V, E, C) be a network. For any subset M ⊂ V we say that (M, V − M ) ( or simply, M ) is a cut and we call
the value of the cut (M, V − M ). Moreover, for any subset S such that ∅ = S ⊂ Φ (the source node set) and for any t ∈ Ψ (the sink node sets), define ρ t (S) = min
We call this ρ N (S) the capacity function of S ⊂ V for the network N = (V, E, C).
It is not difficult to check that σ(S) = H(X S |X S ) is a co-polymatroid (see, Han [2] ). On the other hand, a set function ρ(S) on Φ is called a polymatroid if it holds that
It is also not difficult that for each t ∈ Ψ the function ρ t (S) in (2.18) is a polymatroid (cf. Han [2] ), but ρ N (S) in (2.19)) is not necessarily a polymatroid. These properties have been fully invoked in establishing the matching condition between source and channel for the special case of |Ψ| = 1 ( cf. Han [2] ). In this paper too, they play a relevant role in order to argue about the separation problem between source coding and channel coding. This problem is discussed later in Section 5.
With these preparations we will demonstrate the main result in the next section.
Main Result
The problem that we deal with here is not that of establishing the "capacity region" as usual. Rather, we are interested in the matching problem between the correlated source X Φ and the network N = (V, E, C) (transmissibility: cf.
Definition 2.2).
Under what condition is such a matching possible? An answer to this question is just our main result to be stated here.
holds. 
Then, setting the rates as R i = H(X i ) we have another equivalent form:
This specifies the capacity region as usual. In other words, in case the sources are uniform and independent, the concept of capacity region makes sense. In this case too, channel coding looks like for non-physical flows (as for the case of |Φ| = 1, see Ahlswede, Cai, Li and Yeung [1] ). It is worthy of noting that formula (3.2) is not derivable by a naive extension of the arguments as used in the case of single-source (|Φ| = 1), irrespective of the comment in [1] .
Proof of Theorem 3.1
Converse part:
Suppose that the source X Φ is transmissible over the network N = (V, E, C) with error probability λ n,t ≡ Pr{X n Φ,t = X n Φ } (t ∈ Ψ) under encoding functions f sj , f ij and decoding functions g t . It is also supposed that λ n,t → 0 ( n → ∞) with the τ -capacity.
Here, the input to and the output from channel (i.j) may be regarded as random variables that were induced by the random variable X n Φ = (X n s 1 , · · · , X n sp ). In the following, we fix an element x S ∈ X n S , where S is the complement of S in Φ. Set
For ∅ = S ⊂ Φ and t ∈ Ψ let M 0 be a minimum cut, i.e., a cut such that 5) and list all the channels (i, j)
Furthermore, let the input and the output of channel (i k , j k ) be denoted by
Since we are considering an acyclic directed graph, it is easy to see that X n Φ → Y n → Z n →X n Φ,t (conditioned on X n S = x S ) forms a Markov chain in this order. Therefore, by virtue of the data processing lemma (cf. Cover and Thomas [7] ), we have
On the other hand, noticing that X n Φ takes values in X n s 1 × · · · × X n sp and applying Fano's lemma (Cover and Thomas [7] ), we have
Hence,
From (3.8) and (3.10),
On the other hand, since all the the channels on the network are mutually independent and satisfy the strong converse property, it follows by virtue of Lemma 2.1 that
for all sufficently large n. It should be noted here that we are now considering the τ -capacity (cf. Definition 2.2). Thus, averaging both side of (3.11) and (3.12) with respect to Pr{X n S = x S }, we have
where
Noting that X n Φ is stationary and ergodic and taking the limit n → ∞ on both sides of (3.13), it follows that
where H(X S |X S ) is the conditional entropy rate and we have noticed that λ n,t → 0 as n → ∞. Since τ > 0 is arbitrarily small, we have
Since t ∈ Ψ is arbitrary, we conclude that
Direct part:
Suppose that inequality (3.1) holds. In order to evaluate the error probability λ n,t ≡ Pr{X n Φ,t = X n Φ }, let us define the error event:
E n = "errors are caused by channel coding via ω ij 's". Then,
where E n indicates the complement of E n , from which it follows that
where we has taken account of Remark 2.3. The reason for the appearance of 2|E|γ n instead of |E|γ n is that we consider below channel coding for two different sources x Φ = x ′ Φ . Thus, in order to demonstrate λ n,t → 0, it suffices to show that 19) which means that we may assume in the sequel that all the channels in the network are regarded as noiseless (the identity mappings). Accordingly, h ij ≡ ψ ij • ω ij • ϕ ij • f ij reduces to h ij = f ij , and consequentlyh ij =f ij , wheref ij denotes the value of f ij as a function of x Φ . Similarly forh ij . Hereafter, for this reason, we use only the notation f ij ,f ij instaed of h ij ,h ij .
Let us now proceed to show, in view of Definition 2.2, that (c ij + τ ) (i,j)∈E is achievable for any snall τ > 0. To do so we construct the necessary encoding functions as follows. First, define the associated random variables, as functions of
It is evident that z j (x Φ )'s thus defined carry on all the information received at node j during the coding process.
In the sequel we use the following notation: fix an x Φ ∈ X n Φ and decompose it as x Φ = (x S , x S ) where (∅ = S ⊂ Φ). We indecate by
, where x ′ S = x S means componentwise unequality, i.e., x ′ s = x s for all s ∈ S. It should be remarked here that two distinct sequences x ′ Φ[S] = x Φ are indistinguishable at the decoder t ∈ Ψ if and only
). The proof to be stated below is basically along in the same spirit as that of Ahlswede, Cai, Li and Yeung [1] , although we need here to invoke the joint typicality argument as well as subtle arguments on the classification of error patterns.
Let us now evaluate the probability of decoding error under the encoding scheme as was stated in Section 2.C. We first fix a typical sequence x Φ ∈ T λ (X Φ ), and for t ∈ Ψ and ∅ = S ⊂ Φ, define
S is jointly typical with x S and z t (
where we notice that F (x Φ ) = 1 if and only if x Φ cannot be uniquely recovered by at least one sink node t ∈ Ψ.
Here, for any node i ∈ V let D i denote the set of all the starting nodes of the longest directed paths ending at node i, and set
Furthermore, we consider any x ′ Φ[S] = x Φ and define
where B 0 is the set of nodes i at which two sources x Φ and x ′ Φ[S] are distinguishable, and B 1 ∪ V 1 is the set of nodes i at which x Φ and x ′ Φ[S] are indistinguishable. It is obvious that S ⊂ B 0 ⊂ V 0 and S ⊂ V 1 ,.
We consider an arbitrary partition of V 1 such that V 1 = C 0 ∪ C 1 (C 0 ∩ C 1 = ∅), and set N 0 = B 0 ∪ C 0 , N 1 = B 1 ∪ C 1 . Now let us fix any x Φ and suppose that
, which implies that t ∈ B 1 . Then, N 0 = N for some N ⊂ V such that S ⊂ N and t ∈ N , that is, N is a cut between S and t, where N is meant to be a deterministic cut. In order to see more, decompose the cut
It is easy to check that M 1 = ∅ by definition.
Let us use here the random coding argument for each f ij . Make f ij take values
where we have used the first inequality in (2.10). Therefore,
where E N = {(i, j) ∈ E : i ∈ N, j ∈ N }, and we have used the convention that, for i ∈ C 0 ,
It should be noted here that, since E N = M 0 does not necessarily hold, the following inequality also does not necessarily hold, i.e.,
where ρ t (S) was specified in Section 2. This means that we cannot use the naive mincut-maxflow argument in establishing the direct part of the theorem.
In order to avoid this difficulty, we slightly modify the original cut (N 0 .N 1 ) as follows: Set
and let P 0 denote the set of all the nodes on the directed paths connecting i and D i over ∀i ∈ C 01 . Put P 01 = C 0 ∩ P 0 . We then define another modified cut
On the other hand,
Thus, as long as we want to obtain the minimum cut between t and S, it suffices to take account only of those cuts E N ′ as above. In conclusion, it follows from (3.31), (3.34) and (3.35) that, for any deterministic cut N separating S and t,
so that
On the other hand, as is seen from the definition of
S is jointly typical with x S ." As a consequence, by virtue of Lemma 2.2 and (3.37), we obtain
where we have chosen λ = 3τ 8 , since λ > 0 can be arbitrarily small. Then, in view of (3.21), it follows that
which together with condition (3.1) yields
where c > 0 is some constant and E denotes the expectation due to random coding.
Finally, in order to show the existence of a deterministic code to attain the transmissibility over network N = (V, E, C), set
and set F (x Φ ) = 1 for x Φ ∈ T λ (X Φ ), then, again by Lemma 2.2,
On the other hand, the left-hand side of (3.41) is rewritten as
= E( the probability of decoding error via network N = (V, E, C)).
Thus, we have shown that there exists at least one deterministic code with probability of decoding error at most 2 −cn + λ.
Examples
In this section we show two examples of Theorem 3.1 with Φ = {s 1 .s 2 } and Ψ = {t 1 .t 2 }.
Example 1.
Consider the network as in Fig.1 (called the butterfly) where all the solid edges have capacity 1 and the independent sources X 1 , X 2 are binary and uniformly distributed (cited from Yan, Yang and Zhang [19] ). The capacity function of this network is computed as follows:
Therefore, condition (3.1) in Theorem 3.1 is satisfied with equality, so that the sourse is transmissible over the network. Then, how to attain this transmissibility? That is depicted in Fig.2 where ⊕ denotes the exclusive OR. Fig.  3 depicts the corresponding capacity region.
Example 2. Consider the network in Fig.4 where the solid edges have capacity 1 and the broken edges have capacity h(p) < 1. Here, h(p) (0 < p < 1 2 ) is the binary entropy defined by h(p) = −p log p − (1 − p) log(1 − p). The source (X 1 , X 2 ) generated at the nodes s 1 , s 2 is the binary symmetric source with crossover probability p, i.e., Pr{X 1 = 1} = Pr{X 1 = 0} = Pr{X 2 = 1} = Pr{X 2 = 0} = 1 2 ,
Notice that X 1 , X 2 are not independent. The capacity function of this network is computed as follows:
Therefore, condition (3.1) in Theorem 3.1 is satisfied with strict inequality, so that the source is transmissible over the network. Then, how to attain this transmissibility? That is depicted in Fig.5 where x 1 , x 2 are n independent copies of X 1 , X 2 , respectively, and A is an m × n matrix (m = nh(p) < n).
Notice that the entropy of x 1 ⊕ x 2 is nh(p) bits and hence it is possible to recover x 1 ⊕ x 2 from A(x 1 ⊕ x 2 ) (of length m = nh(p)) with asymtoticaly negligible probability of decoding error, provided that A is appropriately chosen (see Körner and Marton [18] ).
Alternative Transmissibility Condition and Separability
In this section we demonstrate an alternative transmissibility condition equivalent to the necessary and sufficient condition (3.1) given in Theorem 3.1.
To do so, for each t ∈ Ψ we define the polyhedron C t as the set of all nonnegative rates (R s ; s ∈ Φ) such that
where ρ t (S) is the capacity function as defined in (2.18) of Section 2. Moreover, define the polyhedron R SW as the set of all nonnegative rates (R s ; s ∈ Φ) such that
where H(X S |X S ) is the conditional entropy rate as defined in Section 2. Then, we have the following theorem on the transmissibility over the network N = (V, E, C).
Theorem 5.1
The following two statements are equivalent:
In order to prove Theorem 5.1 we need the following lemma:
Lemma 5.1 (Han [2] ) Let σ(S), ρ(S) be a co-polymatroid and a polymatroid, respectively, as defined in Remark 2.4. Then, the necessary and sufficient condition for the existence of some nonnegative rates (R s ; s ∈ Φ) such that
Proof of Theorem 5.1 :
Suppose that (5.3 ) holds, then, in view of (2.19), this implies
Since, as was pointed out in Remark 2.4, σ(S) = H(X S |X S ) and ρ(S) = ρ t (S) are a co-polymatroid and a polymatroid, respectively, application of Lemma 5.1 ensures the existence of some nonnegative rates (R s ; s ∈ Φ) such that
which is nothing but (5.4).
Next, suppose that (5.4) holds. This implies (5.8), which in turn implies (5.7), i.e., (5.3) holds.
Remark 5.1 The necessary and sufficient condition of the form (5.4) appears in Ramamoorthy, Jain, Chou and Effros [9] , which they call the feasibility. They attribute the sufficiency part simply to Ho, Médard, Effros and Koetter [13] (also, cf. Ho, Médard, Koetter, Karger, Effros, Shi, and Leong [14] ), while attributing the necessity part to Han [2] , Barros and Servetto [8] . However, notice that it is assumed in [13] and [14] ( [13] is included in [14] ) that the paths from source nodes to sink nodes are all of the same length L; and all the arguments in [13] , [14] are valid only within the class of stationary memoryless sources of integer bit rates and error-free channels (i.e., the identity mappings) all with one bit capacity (this restriction is needed to invoke Menger's theorem in graph theory); while this paper, without such restrictions, treats "general" acyclic networks, allowing for general correlated stationary ergodic sources as well as general independent channels satisfying the strong converse property (cf. Lemma 2.1). Moreover, as long as we are concerned also with noisy channels, the way of approaching the problem as in [13] , [14] seems to be invalid, because in this noisy case we have to cope with two kinds of error probabilities, one due to error probabilities for source coding and the other due to error probabilities for network coding (i.e., channel coding); thus in the noisy channel case or in the case with non-integer capacities and/or sources of non-integer bit rates, [9] cannot attribute the sufficiency part of (5.4) to [13] , [14] .
Remark 5.2 So far we have focused on the case where the channels of a network are quite general but are statistically independent. On the other hand, we may think of the case where the channels are not necessarily statistically independent. This problem is quite hard in general. A typical tractable example of such networks would be a class of acyclic deterministic relay networks with no interference (called the Aref network) in which the concept of "channel capacity" is irrelevant. In this connection, Ratnakar and Kramer [21] have studied Aref networks with a single source and multiple sinks, while Korada and Vasudevan [22] have studied Aref networks with multiple correlated sources and multiple sinks. The network capacity formula as well as the network matching formula obtained by them are in nice correspondence with the formula obtained by Ahlswede et al. [1] as well as Theorem 3.1 established in this paper, respectively. Then, the first inequality ensures reliable source coding by virtue of the theorem of Slepian and Wolf (cf. Cover [4] ), while the second inequality ensures reliable channel coding that looks like for non-physical flows but with independently uniformly distributed sources of rates R i (i ∈ Φ; see Remark 3.2).
Furthermore, in the particular case of |Ψ| = 1, the capacity function ρ N (S) is always a polymatroid, so separation holds, where channel coding looks like for physical flows (cf. Han [2] , Meggido [20] , and Ramamoorthy, Jain, Chou and Effros [9] ). Then, it would be natural to ask the question whether separability implies polymatroidal property. In this connection, the description is found in [9] that, in the case with |Φ| = |Ψ| = 2 and with rational capacities, separation always holds, though ρ N (S) may not be a polymatroid. 
