A model reference adaptive control of condenser and deaerator of steam power plant is presented. A fuzzy-neural identification is constructed as an integral part of the fuzzy-neural controller. Both forward and inverse identification is presented.
I -Introduction
Because of the impertinence of the fundamental parts (condenser and deaerator) in completing the heat cycle and power generation in steam power plants, model reference adaptive control have been developed and implemented for controlling the condenser and the deaerator levels.
A simple control scheme such as PID controller can be used for such control. However, such controller is poor to overcome the disturbances that may occur on the plant working conditions. Several types of controllers were presented to control the different parts of steam power plant, such as the twin turbinegenerator system, including its associated control systems, performs satisfactorily in a variety of normal and energy operation modes [1] . In [2] a systematic method of choosing the frequency bias parameter and the integrator gain of the sampled data supplementary control using the discrete version of the Lyaponov's technique. Also the study presents data and control schemes for small and medium size boiler models [3] .
Recently neurofuzzy model reference controller is adopted based boiler drum controller for power stations [4] Deaerator and condenser control have not been given the same attention..
II -Flow Diagram of the system under control
Figure (1) shows the flow diagram of the system under control. The circulating water (cooling water) is passing through the tubes of the condenser and receives energy from the steam that is coming from the Low Pressure Cylinder (LPC) of the turbine to the condenser by convection and conduction through the tube walls. The cooling water temperature is increased from its initial value (t1) to a final value (t2). The steam enters the condenser in a moist state, and its temperature remains constant through the condenser, but its latent energy is removed. Condensed steam, called (condensate) , is collected in the hotwell, whose capacity should be equal to the maximum value of condensate produced. Then condensate leaves the condenser by condensate pump and reaches the first stage of heating which is closed or surface type feed water heaters (Low Pressure Heaters LPHs). The water (condensate) passing through Low Pressure Heater tubes are surrounded by a steam coming from the Low Pressure Cylinder (LPC) of turbine. This steam is condensed in the heater tubes and then falls to the bottom of the heaters as a rain of drops. The heater drains then returned to the condenser through drain lines. The temperature of the condensate is raised and leaves the (LPHs) to the deaerator.
In the deaerator, the steam taken from (LPC) of the turbine and the condensate arrive from (LPHs) are mixed and all the noncondensable gases present in the mixture such as (oxygen, carbon dioxide and ammonia) are removed.
The feed water leaving the deaerator are forced to the Boiler Feed Pump (BFP) after passing through second stage of heating called High Pressure Heaters (HPHs).
Finally, the make-up tank are used to compensate the grow less of water (condensate) in the hotwell of the condenser.
More information about the parameters and dimensions of steam power plant that is listed in appendix.
III -Fuzzy-Neural Network Structure
The structure of a fuzzy-neural network with Multi Input and Multi Out-puts are represented in Fig. (2) . This representation is a type of a feed forward neural network. 2007 Vol.3 No.1 , 2007 The first layer performs a fuzzification for each linguistic rule using Gaussian membership function, which is given in the following relation: The outputs from this layer are fed to the next layer, which performs a T-norm operation (product operation) given by:
where m is the number of input variables.
The last layer computes the overall outputs as the weighted sum of the incoming signals, to produce the center of gravity (COG) deffuzification operation, which can be obtained by the following equation:
where n is the number of rules, S is the number of outputs of fuzzy neural network.
Note that the adopted fuzzy-neural network here is modified to be unnormalized. A unnormalized fuzzy-neural network exhibits the desired performance for the identification and control of nonlinear systems. Moreover, there are two advantages of fuzzy-neural network with out a normalization process [5]:
1. A faster training rate than the one which is normalized. 
IV -Identification
The identification of dynamic behavior of the simulated model is done based on series-parallel fuzzy-neural networks.
Forward Identification
In this type, the inputs and outputs of the identifier network are the same inputs and outputs of the plant to be identified.
Single Multi Input-Multi Output (MIMO) network is implemented to identify the condenser level and the deaerator level simultaneously as shown in Fig. (3) . This network has (10) inputs and (2) outputs. The initial values of the membership function's centers are equally separated along the universe of discourse for all inputs. The width of all membership functions is equal to (0.28), and the initial values of weights are selected in the range between (0 and 3), and using the number of rules (50 Rules).A gradient decent based back-propagation algorithm is employed to adjust the parameters of the (MIMO) fuzzy-neural network by using the training pattern. In this case, the adaptation of weights for condenser level ( i w 1 ) and deaerator level ( i w 2 ) are effected by the errors in each outputs separately while the adaptation of centers ( ij a ) and width ( ij b ) are effected by the errors in both outputs, i.e.:
The main goal of supervised learning algorithm is to minimize the error function: 
where ζ is the learning rate for each parameter in the system, i=1,2…n and j=1,2…m.
Taking the partial derivative of the error function given by eqn. (6), we can get the following equations:
Hence, the new value of ij a after adaptation is equal to: 2007 Vol.3 No.1 , 2007 Similarly,
could be obtained from the following equations:
According to the information and after the execution of (10) iterations of learning algorithm shown in Equations (15) to (18) and they are applied successively. These values have been used because it reflects all the region of interest. Therefore, the curves in Fig.(6) reveal how the fuzzy-neural identifiers learned the dynamic of the condenser and the deaerator.
Inverse Identification
The structure of a fuzzy-neural network with Multi Input and Multi Outputs are similar to that used in the forward identification the main difference is in the inputs and outputs of the network. The input to the fuzzy-neural Network inverse identifier is the output of the plant, while the output of the network is the input of the plant.
Single (MIMO) network has (10) inputs and (2) 
V -Control
The purpose of designing a controller is to control the condensate valve and makeup valve, which generate the desired control inputs 2007 the condenser level and the deaerator level must tracks a desired reference model, such that the performance of plant outputs is controlled.
The designed reference model has the same properties of the plant. The model can be described by the following equations. 
Fig. (10) Responses after inverse identification complete [MIMO network] ‫واﻻﻟﻜﺘﺮوﻧﻴﺔ‬ ‫اﻟﻜﻬﺮﺑﺎﺋﻴﺔ‬ ‫ﻟﻠﻬﻨﺪﺳﺔ‬ ‫اﻟﻌﺮاﻗﻴﺔ‬ ‫اﻟﻤﺠﻠﺔ‬
Iraq J. Electrical and Electronic Engineering ‫ﻡﺠﻠﺪ‬ 3 ‫اﻟﻌﺪد‬ ، 1 ، 2007 Vol.3 No.1 , 2007
Indirect Fuzzy-Neural Control
We used (MIMO) fuzzy-neural identifier in the (MIMO) indirect controller method as a path for the output error propagation to the fuzzy-neural controller as shown in Fig. (11) . In this type of control, two fuzzy-neural networks, fuzzy-neural network identifier and controller is employed, abbreviated by FNNI and FNNC respectively.
The controller network learning is based on the plant sensitivity (gradient of the output with respect to its input) which can be described as follows:
is the total squared error of the difference between the reference output ) (k y r and the plant output ) (k y p is defined as: The gradient decent algorithm used to adjust arbitrary parameter of the fuzzy-neural controller as follows:
where, θ ζ : is the learning rate of that parameter.
Then the gradient of error with respect to an arbitrary parameter θ is: 
cannot be obtained unless a complete knowledge about the plant is required, due to the high nonlinear elements contained. Therefore the plant sensitivity was replaced by sensitivity model of the plant forward identifier based on a novel method was derived in [6] which is used as a path to propagate error to the fuzzy-neural controller.
The sensitivity model is: Fig. (12.b) . Training was continued for (15) step inputs till convergence of the squared error ) (k E c towards zero is satisfied. Fig.  (13.a) illustrates the error convergence, while Fig. (13.b) represents the development of (3) selected parameters of the proposed fuzzyneural controller until they reach their steadystate values. After learning is complete the responses of levels of the condenser and the deaerator are shown in Fig. (14) , and this figure represent a good performance for the fuzzy-neural control proposed.
the reference). Deaerator level is observed in

Inverse Control
In this work, we use the (MIMO) inverse identifier network that discussed in sec. ( After the learning period completes, the inverse identifier has the inverse dynamics of the condenser and deaerator. Therefore, the outputs of the controller are utilized as inputs to the plant, where the levels of condenser and deaerator are to track to the reference model outputs. The outputs of the reference model are utilized as inputs to the controller (inverse identifier) as shown in Fig (14) .
This type of controller can be understood easily if we assume that if the plant is linear. In which is this case, the identifier identifies the inverse transfer function )
If the identified model is placed before the plant, and its input is generated for the reference model ) (s M then the resulting transfer function:
Therefore the output of the plant is guaranteed to track the reference model output as shown in Fig. (16) .
VI-Disturbance Effects
To check robustness of the proposed controller, several disturbances are applied to the plant, as shown in Figs 2. Figure. (17) shows responses of the condenser level and its valve opening when fault occurs in the (LPH s ) and hence, removed from the system. 3. Finally, feed water flow rate ( wo m & ) extracted from the deaerator was changed to (70%), and Fig. (18) illustrate the effect of disturbance on the deaerator level and its valve opening for the two types of controllers.
For the purpose of comparison the following disturbances results that are applied to the plant using the fuzzy-neural controller and the results when using the conventional controller, we observed that fuzzy-neural controller is less effected by there disturbances than conventional controller; so, the fuzzy-neural controllers are more robust than conventional controllers.
VII-Conclusions
A fuzzy-neural model reference adaptive control structure is presented and used for controlling the condenser level and the deaerator level of steam power plant. A fuzzy-neural network is constructed for both the identifier and the controller. A simulation results shows good performance for proposed scheme. 2007 Vol.3 No.1 , 2007 For PI controller 2007 Vol.3 No.1 , 2007 For indirect fuzzy-neural controller 2007 Vol.3 No.1 , 2007 
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