We estimated spatial summation areas for the detection of luminance-modulated (LM) and contrast-modulated (CM) blobs at the fovea, 2.5, 5 and 10 deg eccentrically. Gaussian profiles were added or multiplied to binary white noise to create LM and CM blob stimuli and these were used to psychophysically estimate detection thresholds and spatial summation areas. The results reveal significantly larger summation areas for detecting CM than LM blobs across eccentricity. These differences are comparable to receptive field size estimates made in V1 and V2. They support the notion that separate spatial processing occurs for the detection of LM and CM stimuli.
Introduction
The visual system is adept at detecting objects irrespective of the type of feature defining them. If the visual system is considered as a linear system, the basic visual process to extract luminance cues can be explained based on linear summation of responses from the excitatory and inhibitory receptive field regions associated with neurons in the visual cortex (e.g., Ferster, 1988; Hirsch, Alonso, Reid, & Martinez, 1998; Hubel & Wiesel, 1962) . To study how non-luminance defined cues are extracted from visual targets, psychophysical and physiological investigations initially used motion-defined targets (see Baker, 1999; Baker & Mareschal, 2001 for reviews of these studies). In general, the results of these studies indicate that dedicated nonlinear processing does take place in the visual system to decode specific nonlinear cues, so that separate linear and nonlinear processing streams have been proposed to exist, as opposed to a single stream. Evidence for dedicated nonlinear streams comes from psychophysical studies (Solomon & Sperling, 1994 , 1995 Wilson, Ferrera, & Yo, 1992) , as well as from neurophysiological studies in cat (Mareschal & Baker, 1998a , 1998b Zhou et al., 1993) . Studies of cortical activity for illusory contours in cat by optical imaging (Sheth, Sharma, Rao, & Sur, 1996) , and in humans by PET (Ffytche & Zeki, 1996) and fMRI (Hirsch et al., 1995) , also support the possibility of a separate non-linear processing stream in vision.
As yet however, despite a growing body of literature especially in the areas of target detection (e.g., Schofield & Georgeson, 1999) , target localization (e.g., McGraw, Levi, & Whitaker, 1999; Volz & Zanker, 1996; Whitaker, McGraw, & Levi, 1997) and spatial lateral interactions (Ellemberg, Allen, & Hess, 2004) , the notion that separate processing streams exist for spatial vision in order to process spatial information from targets defined by first-order (i.e., luminance) and second-order (i.e., non-luminance) characteristics remains less well-defined and forms one of the basic questions to be answered both in the psychophysical and physiological domains. Spatial summation is a property inherent in linear models of spatial vision, which are based on the assumption that a spatially weighted function of the linear filters represents the receptive field of cortical simple cells. The outputs of these filters are assumed to be independent and produce a field of local signals that can be integrated at a later stage of signal processing (Adelson & Bergen, 1985; Watt & Morgan, 1985; Wilson, 1991) . In classical work on spatial summation of luminance-defined stimuli using circular discs on a uniform background (Barlow, 1958; Graham & Margaria, 1935) , detection thresholds improve proportionally with an increase in stimulus area (known as Ricco's Law), which is attributed to the physiological summation within the receptive field centre, or filter (e.g., Barlow, 1958; Glezer, 1965; Howell & Hess, 1978; Robson & Graham, 1981) . Apart from this region of full summation, a second region of partial summation where the sensitivity is dependent on the output of the number of spatial filters involved and increases as a probability function, i.e., probability summation, is often described for these classical targets and also for grating-type targets (e.g., Bonneh & Sagi, 1998; Cannon, 1995; Howell & Hess, 1978; Legge & Foley, 1980; Mayer & Tyler, 1986; Meese, 2004; Meese & Williams, 2000; Robson & Graham, 1981; Tyler & Chen, 2000) after which further increases in stimulus area leads to lesser or no improvement in the detection threshold.
Later work, which has led to significant advances in characterising our visual system as far as luminance processing is concerned, has quantified spatial summation properties using luminance gratings at the fovea (Cannon, 1995; Howell & Hess, 1978; Legge & Foley, 1980; Robson & Graham, 1981) and in the periphery (Pointer & Hess, 1989; Robson & Graham, 1981) .
Spatial summation properties for second-order (or nonluminance defined) targets however, have been described only at the fovea in normal subjects (Landy & Oruc, 2002; Schofield & Georgeson, 1999) and more recently also for amblyopes . Schofield and Georgeson (1999) were the first to characterise modulation sensitivity functions for the encoding of static luminancemodulated and contrast-modulated Gabor blobs at the fovea. They qualitatively described spatial summation characteristics for static luminance-modulated and contrast-modulated noise stimuli and found that the summation functions were not sufficiently different to support the existence of differently sized underlying mechanisms. Landy and Oruc (2002) assessed spatial summation trends for texture-defined stimuli with different modulator spatial frequencies. They found that detection thresholds for these stimuli decreased with increasing size in a manner qualitatively similar to those mentioned above for luminance-defined stimuli, and that full summation appeared to occur at a similar size, regardless of the modulator spatial frequency used. Finally, examined second-order spatial summation properties in normal and amblyopic subjects using static LM and CM Gabor stimuli. By increasing the size of the Gaussian enveloped targets, they showed a similar rate of threshold improvement with increasing size for both LM and CM stimuli in normal, as well as in amblyopic subjects. However, due to the range of sizes testable in their study, a comparison of full summation size could not be quantified nor directly compared between the two types of stimuli used. Such a comparison, which is the focus of the current study, is of importance not only for characterising the spatial properties of the underlying mechanisms subserving second-order spatial vision and how they might be similar or different to those subserving luminance-defined or first-order spatial vision, but also in more clearly understanding related and subsequent spatial processing, such as spatial localization, lateral spatial interactions, contour formation and so on.
Estimations of visual thresholds using first-order, or luminance-defined targets across the visual field and comparisons of rates of change across eccentricity have also led to significant advances in our understanding of the physical and physiological limitations of visual processing (e.g., Levi, Klein, & Aitsebaomo, 1985; Virsu & Rovamo, 1979; Westhemier, 1979; Wilson, 1991; Yap, Levi, & Klein, 1987) . To date, it is not known how spatial summation areas or spatial tuning properties of the visual system for second-order spatial targets change with increasing retinal eccentricity.
This study is concerned with quantifying and comparing spatial summation areas for the detection of LM and CM targets at the fovea and eccentrically. Spatial summation areas are quantified at the fovea and at eccentricities of 2.5, 5 and 10 deg in the inferior visual field. The results add support to the notion that not only do separate mechanisms exist to detect first-order and second-order spatial targets (Schofield & Georgeson, 1999) , but that those used to detect contrast-defined targets are bigger at all eccentricities than those used to detect luminance-defined targets. The rate of threshold falloff with increasing eccentricity appears similar for LM and CM stimuli, once the carrier luminance noise energy is approximately scaled for eccentricity. Thus second-order mechanisms are bigger and their detection thresholds appear to be dependent on incoming energy from higher spatial frequency LM mechanisms.
Methods

Apparatus
The stimuli were generated using a custom written C program on a Pentium II PC. The stimuli were loaded on to the frame-store memory of a Cambridge Research System VSG 2/3 graphics card housed in the computer, which allowed up to 12 bit luminance control. The stimuli were displayed on a Hitachi 4821 RGB monitor running at 150 Hz. The display area of the screen was reduced to 21 cm · 21 cm using a grey cardboard surround of approximately similar mean luminance to the screen.
Calibration
A major concern for researchers working with stimuli defined by nonluminance characteristics is to ensure that luminance cues are in fact, not driving visual responses (Smith & Ledgeway, 1997 . Thus, careful calibration is particularly important. The following steps were taken in these experiments to ensure that consistent and/or unwanted luminance cues did not pose potential problems. First, careful monitor calibration and Gamma correction procedures were carried out regularly (every 3 to 6 months). The range of possible luminance outputs from each gun of our monitor was measured using 768 estimates and the OptiCal photometer head. The monitor's gamma non-linearity was corrected using these estimates and a curve fitting procedure was used to create software lookup tables in the VSG. The linearised output following this procedure was also carefully checked. Second, actual experimentally created stimuli across the full range of luminance and contrast modulations were generated and luminance outputs were carefully measured using the photometer for accuracy. To eliminate any potential general luminance cues arising from the generation of our contrast-modulated stimuli, the range of modulations allowed for experimental stimuli was subsequently restricted to those below 70% to ensure no significant mean luminance shift in any presentable case. Such mean luminance shifts might otherwise occur due to the adjacent pixel nonlinearity (Klein, Hu, & Carney, 1996) . In all experiments, the targets were also presented dynamically to avoid any consistent local luminance cues that can occur due to pixel clumping. Such dynamic presentation is also thought to decrease the effects of artefacts due to APNL for small pixel sizes (Manahilov, Calvert, & Simpson, 2003) .
Both LM and CM targets in this study were constructed by using a binary white noise carrier to enhance stimulus energy. A second-order system is assumed to demodulate the carrier, to extract the envelope information by a rectification process (e.g., Cavanagh & Mather, 1989; Chubb & Sperling, 1988) . Perfect demodulation might be possible if the carrier was constructed by binary noise and if the demodulation process were ideal. Thus using binary noise in the target may also be helpful in interpreting the mechanism in the visual system, which involves a rectification step.
Stimuli
In this study, Gaussian functions have been added or multiplied with a binary white noise carrier to obtain LM and CM stimuli, respectively. Examples of actual LM and CM Gaussian blobs used for the spatial summation measurements in these experiments are shown in Fig. 1 . This Figure was generated using MATLAB and shows pixel by pixel luminance profiles of the stimuli as generated by the experimental code.
Our stimuli can be mathematically expressed as:
Iðx; yÞ ¼ I 0 ½1 þ nN ðx; yÞ þ lLðx; yÞ þ mnMðx; yÞN ðx; yÞ ð1Þ where I(x,y) is the luminance at position (x,y) I 0 is the mean luminance n is the noise contrast, which was fixed at 0.2 for all experiments N(x,y) is the binary noise value at position (x,y) of À1 or 1 m is the contrast amplitude (possible range of 0 to 1) which is 0 for LM stimuli l is the luminance amplitude (possible range of 0 to 1) which is 0 for CM stimuli L(x,y) is the luminance modulation function, a Gaussian where r is its standard deviation.
M(x,y) is the contrast modulation function (a Gaussian as above).
Thus for the generation of LM and CM stimuli, either m or l only was adjusted,respectively, the other being set to 0. Both LM and CM targets were created and stored in memory before experimental runs took place. The framestore memory allowed storage of up to 60 stimulus frames. Five frames of independent samples of Gaussian modulated noise at each of the 11 levels of contrast and 5 unmodulated noise frames were loaded into the frame-store memory for each experimental run. The stimuli were each presented for 400 ms during a trial, during which, frames were randomly interleaved every three temporal frames, i.e., every 20 ms. The 400 ms duration was chosen based on results of earlier experiments in the laboratory, which showed that minimal or no improvement in detection thresholds occurred either for LM or CM stimuli beyond it.
Stimulus scaling
For a broadband target, the spatial frequency content of the stimulus is influenced by the angular pixel size of each noise element. In order to equate, at least approximately, the spatial frequency energy of the binary white noise to the first-order visual system at each eccentricity tested, the viewing distance was scaled accordingly, for different eccentricities (as altering the viewing distance effectively alters the pixel size and therefore alters the high frequency cut off of the noise). First, modulation detection thresholds were measured for a range of stimulus (Gaussian envelope) sizes at the fovea and at various eccentricities for a single 1 m viewing distance. Then, modulation detection thresholds were measured for the same range of envelope sizes and the same eccentricities using the following viewing distances (2 m: fovea, 1 m: 2.5 deg, 0.66 m: 5 deg and 0.40 m: 10 deg eccentricity). These viewing distances were calculated according to the formula: d e = d f / (1 + Ecc/E 2 ), where, d e is the viewing distance at eccentricity, d f is the foveal viewing distance, Ecc is the stimulus eccentricity in degrees and E 2 is the eccentricity in degrees at which the threshold is twice the foveal value (Levi et al., 1985) . An E 2 of 2.5 deg was used in this study, because this is approximately the rate at which Ricco's dimension changes with eccentricity for luminance-based targets (Levi & Klein, 1990) and it is approximately the rate at which contrast sensitivity (Koenderink, Bouman, Bueno de Mesquita, & Slappendel, 1978; Rovamo, Virsu, & Nasanen, 1978; Swanson & Wilson, 1985; Watson, 1987) , velocity discrimination (Mckee & Nakayama, 1984; Wright, 1986) and resolution (Levi et al., 1985) measures, vary with increasing eccentricity. Thus for the 1m viewing distance, one pixel subtended 0.0275 deg (1.65 arcmin). At the scaled viewing distances, individual pixel sizes were 0.01375, 0.0275, 0.04125 and 0.06875 deg of visual angle for viewing at the fovea, 2.5, 5 and 10 deg eccentricity, hence maintaining the carrier pixel size at an approximately constant position on the luminance contrast sensitivity function for all the retinal locations.
Eccentric viewing
Observers were instructed to monocularly fixate at the centre of the display screen for foveal threshold measurements, while the other eye was occluded. A small white dot placed on the monitor at various positions was used for fixation when measuring thresholds at 2.5, 5 and 10 deg eccentricity. As the fixation point was off the monitor for 10 deg eccentricity when measured at 1 m, a red LED was used as the fixation target in this case. The fixation targets were always positioned directly above the stimulus to measure detection thresholds in the inferior visual field.
Blob size
The size of the blob was systematically varied by changing the spread of the Gaussian from r = 0.03 to 2 deg (0.03, 0.06, 0.12, 0.25, 0.50, 1 and 2). At scaled distances, the maximum blob spread presented was r = 1 deg at 2 m viewing distance, while at 0.4 m viewing distance the maximum spread presented was r = 5 deg.
Observers
Three observers, two paid naïve subjects (CR and CH) and an author (SS), who had previous experience in psychophysical tests, performed the experiments. All of the observers had visual acuity of 6/5 or better at all viewing distances. One of the naïve observers required a correction of À0.75DS to achieve 6/5 visual acuity. The Anglia Ruskin University Research Ethics Committee approved the conduct of this research project, which complied with the tanents of the declaration of Helsenki. Informed consent was obtained from all the participating subjects.
Procedure
All observers underwent several training sessions (over approximately 10-15 h), in order to minimize learning effects for both foveal and eccentric viewing. In addition, at the beginning of each session, several practice trials were completed before data collection commenced. Data collection for each observer was done over a number of sessions of approximately one to two hours duration each, with breaks within sessions, if and when required.
Modulation detection thresholds for LM and CM stimuli for each observer were determined by a temporal 2 AFC procedure with the method of constant stimuli. Each trial consisted of two 400 ms presentations accompanied by an audible tone, separated by a 500 ms interval, during which time a mean luminance screen was visible. The detection stimulus was present in only one of the two temporal intervals, the other interval containing the unmodulated, dynamic noise carrier of uniform contrast and constant space-averaged luminance. The stimuli were presented for 400 ms based on some preliminary results (Waugh & Badcock, 1998) , to avoid an increase in contrast threshold due to short presentation of the test stimuli, thereby enabling a maximum range of available visibility levels. In the method of constant stimuli, a series of eleven contrast levels in 1.5 dB steps were presented in a random order. The amplitude of Gaussian was carefully selected prior to data collection to ensure that the subject could perform within that range and that the data approximately spanned the full psychometric function. Each run consisted of 125 trials. For a single experimental run, this meant an uneven number of trials occurred across the 11 levels. However when results were accumulated across a number of runs (in these experiments, a minimum of 6) then numbers of trials across levels were very close to evenly distributed and in addition, any difficulties presentable by observer expectation on any trial were completely avoided. Within each session, observers performed two sets of an experiment including all blob sizes presented in systematic and counterbalanced order. Any one session was conducted at a particular retinal location, beginning with the fovea and then the eccentricities of 2.5, 5 and 10 deg were tested, although data collection from each eccentricity required a minimum of three sessions to complete. In all cases data collection did not commence until any practice effects had stabilised. Measurements were made at the (unscaled) 1 m viewing distance for all eccentricities, and then the scaled viewing distances. Given that the scaled viewing distance for 2.5 deg eccentricity was 1 m, additional measurements were therefore made only for foveal, 5 and 10 deg viewing conditions, although checks were made within this sequence to ensure the 2.5 deg thresholds remained consistent with previous data.
Analysis
Thresholds were calculated by combining results measured for at leastinto an MS Excel spread sheet. The data from six runs were pooled and fitted with a Weibull function using Igor Pro software to obtain the threshold contrast (82% correct response) and standard error of the estimate.
The Weibull function is represented by the formula,
Where c is signal contrast, a is the threshold contrast at which P(a) = W(a) = 1À(1Àc)/e. b determines the log-log steepness and c is the guessing rate, W(0) = c. For 2AFC experiments c is 0.5, so the threshold criterion P(a) is 0.816, i.e., 82% correct response.
Spatial summation estimation
Although the true nature of the spatial summation depends on stimulus characteristics (see Graham, 1989 for comprehensive review), power functions assuming two or three regions of summation have proved very useful in deriving critical summation sizes, or in estimating Ricco's area, psychophysically (e.g., Davila & Geisler, 1991; Klein, Casson, & Carney, 1990) and also for estimating critical temporal summation durations, in the temporal domain (e.g., Barlow, 1958; Gorea & Tyler, 1986; Legge, 1978; Waugh & Levi, 1993) .
Initial analysis of our data showed that the mean slope, representing the first summation region for LM and CM targets for all three subjects, across all eccentricities was found to be À0.63 ± 0.1 (LM scaled and unscaled) and À0.69 ± 0.1 (CM scaled and unscaled) and thresholds did asymptote at larger sizes in almost all cases (i.e., slope of 0, representing no further summation). Thus all data were subsequently fit with a two-line model with an initial slope of À0.7 (indicating partial spatial summation) intersecting with a subsequent asymptote with slope of 0 (indicating no further spatial summation). The estimated summation area or ''critical size'' can therefore be defined as the point where these two slopes, À0.7 and 0, intersect using the following equation:
where s, the independent variable, is the target size (or sd); n1 and n2 are the exponents of slopes set to À0.7 and 0, representing the first and second rates of change in the detection threshold with increases in size; s c (the critical size) is the size at which the slopes of n1 and n2 intersect; and th c is the detection threshold associated with the critical size s c . This function gives a quantitative estimate of a ''critical size'' for spatial summation, which can then be directly compared between luminance-defined and contrast-defined blobs across eccentricity and across observers. Alternative simple models, such as a single power function and a double-power function with an initial slope of À1 (supporting full summation), were also fit to these data. A reduced v 2 analysis was carried out on the two more successful models, i.e., the single power function and the double-power model as defined to determine their relative success.
Results
Spatial summation of luminance-modulated and contrast-modulated Gaussian blobs at unscaled and scaled distances
Modulation thresholds measured for differently sized blobs for our 3 observers CH, CR and SS, for each eccentricity and for unscaled (left) and scaled (right) distances are shown in Figs. 2a, b and c, respectively. Thresholds decreased as overall stimulus size increased until a particular size, after which they reached an asymptote. As mentioned earlier, we were interested in comparing sizes of comparable spatial summation, between luminance-defined and contrast-defined stimuli. Thus the data were fit with two power functions with exponents or slopes of À0.7 and 0.0 (as described above) and the intersection of these two functions characterized the ''critical size''. Fits for the LM and CM blobs are represented by the solid lines fit to the open and closed symbols, respectively, in Figs. 2a, b and c and the shaded regions about these fits, show the 95% confidence intervals for the two-line model as described in the Section 2. Goodness of fit assessment for this two-line model compared to a single-line model as an alternative was carried out, the values of which are given in Table 1 . It can be seen from this table that in over 80% of cases, the two-line model with slope parameters held as À0.7 and 0 (i.e., Eq. (3)) provided as good or a better fit than a single-line model with the slope free to vary. Most cases where the one-line fit was superior occurred for the eccentricity of 10 degrees, where it was not always possible to generate large enough stimuli to reach asymptotic performance.
Spatial summation area or ''critical size'' estimates obtained using the two-line model as shown in Figs. 2a, b and c, are summarised in Table 2 . Ratios of size estimates obtained using these fits and those from estimates obtained by fitting all of the data with the alternative slopes of full summation (À1) and no summation (0), are also provided in Table 2 . Although this alternative procedure clearly did not fit our data as well, it is an established way of estimating Ricco's area in the literature (e.g., Davila & Geisler, 1991; Klein et al., 1990) .
As can be seen in Figs. 2a, b and c, critical summation areas for the detection of CM blobs were always found to be larger than those for LM blobs, as shown by the shift in the inflection points of the dotted line functions to the right, relative to the position of the solid lines, for both scaled and unscaled threshold measurements. The ratio of size estimates for contrast-defined blobs to those for luminance-defined blobs is on average (across scaled and unscaled data) 3.09 ± 0.36, i.e., spatial summation areas for the detection of contrast-defined blobs are 3.09 times bigger than those for detecting luminance-defined blobs. Importantly, this ratio changes little (it becomes 2.62 ± 0.33) by using the alternative Ricco's area estimate procedure (see Table 2 ).
In addition, the positions of the inflection points shift up slightly with increasing eccentricity. This indicates that the lowest detection thresholds, as determined from the asymptotic region of each function, increase with increases in eccentricity. Measurable detection thresholds were sometimes restricted in number by the viewing distance(s) used, and consequently the number of points available for each slope fit (À0.7 or 0 slope) also varied. To obtain the size estimate for observer SS at 10 deg eccentricity for CM blobs, an assumption was made that a plateau was reached at the lowest measurable threshold. In effect, this may have minimized the difference in calculated summation size estimates between LM and CM stimuli at 10 deg eccentricity, for observer SS. 
Spatial summation sizes vs eccentricity
The spatial summation areas calculated for LM and CM stimuli at the fovea and at different eccentricities are shown graphically in Fig. 3 and are given in Table 2 . These quantitative size estimates were obtained from intersection points of the two-line fits shown in Fig. 2 . In Fig. 3 , the solid lines indicate spatial summation areas 
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10 Deg Fig. 2 (continued ) the fovea, at all eccentricities and for all the subjects. Although spatial summation areas did increase overall for both LM and CM stimuli across the range measured, this overall effect was not found to be statistically significant [F (3, 6) = 4.38; p > 0.05].
SS: Unscaled and Scaled Thresholds c
Spatial summation thresholds vs eccentricity
The rate of increase in asymptotic detection thresholds for LM and CM targets with increasing eccentricity can be compared by plotting the ratios of the eccentric to the a Size estimates represent the SD (deg) ± SE of Gaussians as determined at the intersection of two power functions with slopes À0.7 and 0.0, the ''critical size'', as described in the text (s c from Eq. (3)).
b Ratios of CM:LM critical size estimates as determined using estimates determined using intersection of two power functions with slopes of À1.0 and 0.0. foveal thresholds across eccentricity, i.e., E 2 plot (see Fig. 4 ). The parameter, E 2 , represents the eccentricity at which the threshold of interest has doubled in magnitude from the foveal value (Levi et al., 1985) . E 2 values in this study were calculated from the X-intercept parameter of a linear regression line, constrained to pass through a value of unity at zero eccentricity. Best detection thresholds (t c from Eq. (3)) for LM and CM stimuli at each eccentricity and for each observer, obtained from fits in Fig. 2 , are given in Table 3 and are shown as ratios to the foveal threshold, in Fig. 4 . The left hand panel of Fig. 4 shows detection thresholds ratios obtained for unscaled stimuli, where the noise density was constant for all eccentricities. The right hand panel shows detection thresholds ratios obtained for scaled stimuli, where the carrier noise density was scaled to provide approximately equal energy to luminance-defined visual mechanisms across eccentricity. On average across observers (see Fig. 5 ), unscaled CM detection thresholds fall-off more steeply (E 2 of 4.8 ± 3.1 deg) than LM detection thresholds, which have not yet doubled at the upper limit of our eccentricity range (E 2 of 11.4 ± 3.7 deg), although there are individual differences (see Fig. 4 ). However, once the noise density of the luminance carrier is scaled to be approximately equally effective for the luminance-based system as described earlier, the rate of fall-off of LM and CM detection thresholds is similar and very slow over the range we measured, i.e., both mean estimates of E 2 were greater than 15 deg.
Effect of noise density on threshold of LM and CM blobs and E 2 values
The findings of Fig. 4 for unscaled stimuli could be suggestive of different underlying physiological limitations for LM and CM stimuli. However, our scaling procedure where the size of the noise block is increased to be approximately equally effective to the luminance system at higher eccentricities (using an E 2 of 2.5), minimises these differences. In order to more completely understand the effects of varying the carrier noise density (and spatial frequency) on LM and CM thresholds across eccentricity, for one observer (SS), LM and CM thresholds were measured at different viewing distances (0.25, 0.5, 1, 2 and 4 m), at the fovea and at 5 deg eccentricity for a fixed blob size of r = 0.5 deg. The results are shown in Figs. 6a and b.
For LM stimuli (Fig. 6a) , thresholds are minimally affected by carrier density. Compared to foveal results, at 5 deg, thresholds are only slightly higher especially for higher density or higher spatial frequency carrier noise (i.e., longer viewing distances). The tuning of detection thresholds to CM stimuli (Fig. 6b) for different luminance carrier densities is more marked, although always at least a factor of 3 higher than for LM stimuli. For close viewing distances and associated larger angular pixel sizes (for 25 cm each pixel subtended 0.11 deg) it is possible that local luminance cues could drive CM thresholds (Ledgeway & Hutchinson, 2005) . However the CM thresholds in Fig. 6 are significantly higher than LM thresholds, suggesting that local luminance cues are not being used. In addition, results of a previous study (Manahilov et al., 2003) using CM stimuli and dynamic noise, show that detection thresholds for CM stimuli with pixel sizes of 8 · 8 arcmin (0.13 deg) were not lower than those for pixel sizes of 2 · 2 arcmin (0.033 deg), as would be expected in local luminance cues were driving responses. The overall effect of increasing eccentricity is greater on CM thresholds than for LM thresholds except for the lowest density carrier. When plotted in this way, it can be better understood why scaling our previous results by the luminance carrier reduces the overall effect of eccentricity on CM thresholds. That is, for CM targets, the difference in thresholds obtained at 1 m for both eccentricities is larger (therefore resulting in a smaller E 2 ) than that found using a 2 m distance foveally and a 66 cm distance at 5 deg.
Discussion
This study analyses the spatial summation characteristics of luminance-modulated (LM) and contrast-modulated (CM) Gaussian noise blobs at the fovea and in the periphery, in order to further understand the nature of those visual mechanisms involved in the detection of stimuli that are defined by luminance and contrast. Using a two-slope fitting analysis, larger summation areas were found for the detection of CM targets when compared to LM targets at the fovea and in the periphery (up to 10 deg). This result supports the suggestion that different mechanisms are involved in the processing of LM and CM targets (Manahilov et al., 2003; Schofield & Georgeson, 1999 .
Psychophysical evidence for separate mechanisms
The possibility of separate mechanisms being required to process static spatial targets was initially suggested by Schofield and Georgeson (1999) , as they noted no threshold interactions between LM and CM targets, using subthreshold summation and masking paradigms. They also provided some foveal spatial summation data and found spatial summation areas to be qualitatively similar. Differences in summation area sizes are evident in the current study using quantitative estimates for spatial summation. Differences in the stimuli used in the two studies could potentially have led to different outcomes. Schofield and Georgeson (1999) measured the spatial summation area using 4x4 pixel noise modulated by a raised-cosine envelope and presented a static target at 40% background noise contrast, the smallest target having r = 0.25 deg. The present study used 1 · 1 pixel noise modulated by a Gaussian envelope and presented dynamically, by changing the 
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Threshold ratio (Fovea:Eccentricity) Fig. 4 . Threshold ratios versus eccentricity (E 2 plots). The threshold ratio represents the ratio of the eccentric threshold to the foveal threshold (as taken from Table 3 frame every 20 ms at 20% background contrast. Using 1 · 1 pixel targets enabled measurement of thresholds for smaller targets down to r = 0.03 deg. In a recent study, carried out a detailed analysis of summation rate over space for luminance-defined and contrast-defined Gabor stimuli, for normal and amblyopic observers. The stimuli used static, 1 c/ deg modulated, random noise. The data in their Fig. 5 for normal observers, are directly relevant to our study. Detection thresholds in this figure were measured for stimuli with Gaussian envelopes varying in size from r of 0.25 to 2.0 deg. In agreement with data of the current study, data in Fig. 5 show a similarity in rates of threshold improvement with increasing size for both types of stimuli, however, no clear asymptote was reached.
The results of the current study, where asymptotic thresholds were measurable in most cases, show that spatial summation areas for the processing of contrast-modulated stimuli are bigger at all eccentricities tested. The difference in pattern of results for a similar available size range in the two studies, is again likely due to differences in the stimuli used. The current study used dynamic, binary noise stimuli, modulated only by the Gaussian envelope, thereby allowing for higher effective energy levels. The dynamic nature of our stimuli, eliminates consistent luminance clumping in the contrast-modulated stimuli (important in reducing the risk of second-order thresholds being mediated by weaker, but more effective, first-order cues) and provides temporal characteristics that may also be more salient to second-order mechanisms (Manahilov et al., 2003) . Use of dynamic noise for very low spatial frequency stimuli results in transient responses for luminance-defined stimuli, suggesting the use of larger mechanisms, but sustained responses for contrast-defined stimuli, suggesting the use of relatively smaller (higher spatial frequency) mechanisms in that system (Manahilov et al., 2003) . Thus, it is unlikely that the larger critical summation areas found for our second-order stimuli used in this study are biased positively by the use of dynamic noise.
Evidence for on average 3.1 times larger spatial summation areas for the detection of CM targets when compared to LM spatial targets, is maintained across all of the eccentricities tested regardless of whether the carrier noise was scaled for eccentricity or not. This shows that any differences in visual sensitivity to different noise densities did not lead to different summation size estimates and may indicate that different groups of LM filters are feeding into similarly-sized but larger CM mechanisms, the sensitivities of which are somewhat dependent on the energy arriving from the luminance filtering stage.
In addition to the current study, other evidence exists to support the notion of larger spatial summation areas supporting CM than LM processing (Sukumar & Waugh, 2005) . In this study, modulation sensitivity functions were measured for LM and CM Gabor stimuli at the fovea and at 10 deg in the periphery for two target sizes (r = 0.5 and 2.0 deg). The results showed improvement in sensitivity only for CM stimuli at 10 deg eccentricity, where r = 2.0 deg fell below the ''critical size'' estimate only for the CM and not the LM stimuli.
The data from our experiments appear to be explained reasonably by a two stream model of processing, whereby there is a luminance-only or first-order stream, and a filter-rectify-filter (e.g., Chubb & Sperling, 1988) or second-order stream, which can extract the contrast envelope, following rectification of a luminance carrier (e.g., Baker & Mareschal, 2001; Wilson et al., 1992) . Our results would suggest that the spatial summation areas available to the second-order stream are about three times larger than those available to the luminance-only or first-order stream, and that these summation areas increase slightly with increasing eccentricity at an approximately similar rate. Some of our other results also fit nicely with this model. We show that the modulation detection thresholds for our CM stimuli appear to be tuned to, or dependent on, the spatial characteristics of the luminance noise carrier, but that the LM thresholds are only slightly affected (the possibility of luminance artefacts for low density noise is briefly addressed in the Section 3). This is possible if one considers that the LM thresholds are determined by the overall blob size and are carried by the luminance-only or first-order stream, whereas the CM thresholds are carried separately by the second-order stream, where the luminance carrier energy is rectified to create the CM envelope. The finding that thresholds for detecting CM blobs are dependent on the spatial characteristics and energy contained in the luminance-defined carrier is in agreement with results from several previous psychophysical and neurophysiological studies (Dakin & Mareschal, 2000; Langley, Fleet, & Hibbard, 1996; Mareschal & Baker, 1998a , 1998b Sutter, Sperling, & Chubb, 1995) although generation of specific tuning profiles of spatial input, is not the purpose of the current study. A further study (Schofield & Georgeson, 2003) has psychophysically characterised foveal modulation sensitivity profiles for the luminance-only and the second-order pathway and shown how they behave differently to changing the spatial characteristics of luminance-noise carriers. Our data for a single observer support this finding and furthermore they indicate that eccentricity may have differing effects on the shapes of these sensitivity functions.
SS
Eccentricity threshold dependence
As well as estimating spatial summation areas, we examined the effect that increasing eccentricity (up to 10 deg) had on best modulation thresholds for LM and CM noise blob stimuli. This has proved a useful strategy in the past, in order to assess whether different physiological limitations may limit thresholds for different tasks (e.g., Levi et al., 1985; Virsu & Rovamo, 1979; Westhemier, 1979; Wilson, 1991) . At first glance, our results show that the eccentricity dependence in detection thresholds for CM and LM stimuli appears similar, once the luminance carrier is made approximately equal energy to the luminance-based system. This result suggests that sensitivities of the first-order or luminance-only system and the second-order stream are affected in a similar way by increasing eccentricity, thereby being limited by similar physiological substrates. It should be remembered however that by using complete summation areas measured for broad-band stimuli, we are probably only assessing the larger mechanism sizes, or low modulation frequencies for both luminance-only and second-order systems. It is important to keep the results in this context, as it is possible that higher modulation frequencies may vary with eccentricity at different rates (as indeed do luminance-only mechanisms measured for different spatial frequency defined luminance Gabor stimuli, where rates of fall-off for large mechanisms driven by low spatial frequencies are much slower than for smaller mechanisms driven by high spatial frequencies). Such differences would be important to characterise before firm conclusions should be made about eccentricity dependencies.
Possible physiological substrates
Although, there has been some suggestion in the literature, that luminance-only processing is limited by V1 physiology and the second-order processing is limited by V2 physiology Wong, Levi, & McGraw, 2005) , mapping of the visual field onto the cortex at both levels has been found in anatomical studies to be similar (Allman & Kaas, 1974; Gattass, Gross, & Sandell, 1981) although perhaps as a consequence of its larger receptive fields, the topography in V2 is less orderly than in V1 (Gattass et al., 1981) . Smith, Singh, Williams, and Greenlee (2001) estimated the average receptive field areas of the cerebral cortex in human subjects using fMRI. The results showed larger receptive field areas in V2, V3/VP, and V3A/ V4 in increasing order, than the receptive field area at V1 of the visual cortex. They also showed comparable results of fMRI finding in humans to the receptive field areas estimated in physiological studies on primates (Burkhalter & Vanessen, 1986; Gattass et al., 1981) . In Fig. 7 , we compare our psychophysically estimated spatial summation area results obtained from the fovea and up to 10 deg eccentricity, with the physiological receptive field sizes as fit by Smith et al. (2001) from the fovea up to 12 deg eccentricity. The Smith et al. (2001) functions were fit to original receptive size estimates up to about 45 deg by Gattass et al. (1981) and up to about 27 deg by Burkhalter and Vanessen (1986) . For the relatively limited range of eccentricities shown in Fig. 7 , psychophysical data from the current study show a similar difference in critical summation areas for LM and CM stimuli to those found physiologically in V1 and V2, respectively. In addition, our finding that the rates of increase in summation areas are similar for the two types of stimuli compare well to that found physiologically, although overall Gattass et al. (1981) found a steeper increase for both (and for eccentricities up to 50 deg, the rate of change in receptive field size was found to be steeper in V2). Our psychophysical data are consistent with the luminance-only pathway being limited by V1 physiology and the second-order pathway being limited by V2 processing, where receptive fields are larger. However our data cannot rule out the possibility that larger mechanisms in V1 could possibly process contrast modulations.
Larger receptive field sizes in V2 than V1 by a factor of between two and four times has been reported by physiological studies measuring spatio-temporal characteristics of cells in these cortical regions in monkey (Baizer, Robinson, & Dow, 1977; Foster, Gaska, Nagler, & Pollen, 1985; Van Essen & Zeki, 1978) . The spatial and temporal frequency tuning properties for first-order and second-order motion stimuli in cat striate cortex showed at least half the neurons in area 18 (comparable to V2 neurons in humans) and minority of those in area 17 (comparable to V1 neurons in humans) responding significantly to contrast envelopes (Zhou et al., 1993; Mareschal & Baker, 1998a) . Similarly, here we have shown that the first and second order spatial summation properties are different and compare favourably with the physiological findings in humans and primates.
Conclusion
Our psychophysical results show (1) that there are differently-sized spatial summation areas for the detection of luminance-defined and contrast-defined stimuli, (2) that the sensitivity of the second-order mechanisms is somewhat dependent on input from luminance filtering and (3) that eccentricity effects may reveal further differences in the nature of luminance-defined and contrast-defined stimulus processing mechanisms for detection. Evidence for the involvement of larger second-order mechanisms that increase in size with increasing eccentricity is in broad agreement with anatomical and physiological findings in the literature for processing in V2. The question of how far separate processing of contrast-defined and luminance-defined information is required for spatial image analysis can be answered by further psychophysical investigations using higher level spatial vision tasks, in combination with physiological and functional imaging studies.
