Pan-sharpening based on compressed sensing (CS) theory has been widely studied in recent years. In this paper, we present a novel CS-based pan-sharpening method based on nonparametric Bayesian adaptive dictionary learning. In contrast to existing optimization methods, the proposed method adaptively infers parameters such as dictionary size, patch sparsity and noise variances. In addition, high resolution multiband images, which are unavailable in practice, are not required to learn the dictionary anymore. An IKONOS satellite image is employed to validate the method. Both visual results and quality metrics demonstrate that proposed method is able to achieve higher spatial and spectral resolution simultaneously, compared with other well-known methods.
INTRODUCTION
Remote sensing technology has developed rapidly in recent decades; a wide variety of optical remote sensors now exist (e.g., IKONOS, QuickBird) that can collect images with different spatial and spectral resolutions. However, many remote sensors do not obtain images having both high spatial and spectral resolution simultaneously due to physical constraints [1] . Rather, algorithms are used in post-processing to reconstruct the desired high resolution (HR) image. One approach is to use pan-sharpening, in which a high resolution panchromatic (PAN) image is fused with low resolution multiband spectral (LRMS) images to obtain an image with both high spatial and spectral resolution.
In recent years, various methods have been proposed for pan-sharpening. The most common are projectionsubstitution based methods, such as intensity-hue-saturation (IHS) methods [2] , [3] and PCA-based methods [4] . These approaches assume that the PAN image is equivalent to the structural component of the projected LRMS images [5] . The Brovey transform [6] is also applied in fusion as an arithmetic-based method. All these methods have good spatial details but suffer significant spectral distortion. In [7] and [8] , they adopt the ARSIS concept, which extracts details from the PAN image and injects the details into the LRMS images. However, the high frequencies extracted from the PAN image are not exactly equivalent to those of the LRMS images. To address this limitation, a context-based injection model was proposed [9] to obtain a more precise extraction, but spatial distortions such as blurring, ringing and aliasing may occur in fusion results.
A different approach is to treat the fusion problem as an ill-posed inverse problem [1] , with additional regularization schemes to allow for a unique solution with desired image characteristics. One example is to use compressed sensing (CS) for pan-sharpening. The CS-based methods in [5] , [10] and [11] are successful attempts at pan-sharpening in which LRMS image patches are assumed to have a sparse representation with respect to a dictionary. For these methods, a dictionary is learned from either high resolution MS (HRMS) images or the PAN image. This can be considered a limitation, since important parameters such as the dictionary size, patch sparsity and noise variances are preset rather than learned from the algorithm, and also because it leaves the dictionary quality to chance. In addition, algorithms such as [5] and [10] use HRMS images to learn the dictionary, which may be unavailable in practice, and their dictionaries are learned off-line which has been shown to generally have worse performance than dictionaries learned on-line [12] . In [11] , the dictionary is learned from the PAN image and its low resolution version, which reduces the information of LRMS images used in dictionary learning.
In this paper, we propose a CS-based pan-sharpening method that uses a beta-Bernoulli process as a Bayesian prior for dictionary learning. Compared with the previous CSbased pan-sharpening methods, the proposed model has the following characteristics: 1) It uses a Bayesian approach to learn the dictionary on-line based on a beta-Bernoulli process model called BPFA (beta process factor analysis) [13] [14] [15] , and learns dictionary size, patch sparsity and noise variance adaptively, which acts as the sparsity-promoting regularization scheme for this inversion problem; 2) It doesn't need access to HRMS images (usually unavailable in practice) for dictionary learning.
PAN-SHARPENING WITH BPFA
Images obtained by remote sensors always contain both high resolution PAN image and LRMS images. With the technique of pan-sharpening, the LRMS images are instead decimated and noisy versions of the true underlying HRMS images [5] . Let the decimated images be M × N and the original images be 4M × 4N , giving a size reduction ratio of four. The relationship between observed LRMS images and the underlying HRMS images can be written as
where
contains four decimated LRMS images in vector form corresponding to the four spectral bands (the red band, green band, blue band and near infrared band), and X 0 ∈ R 64M N ×1 contains the corresponding desired HRMS images. The matrix H ∈ R 4M N ×64M N denotes the decimation and blurring matrix and n1 is a noise vector.
The monochromatic PAN image is usually considered to be a linear combination of the HRMS images,
The vector Y P ∈ R 16M N ×1 represents the vectorized 4M × 4N PAN image and W ∈ R 16M N ×64M N is the weight matrix, which is constructed as (w 1 I, w 2 I, w 3 I, w 4 I), where I is a 16M N × 16M N identity matrix. n2 is a noise vector.
The proposed new model is a patch-level pan-sharpening method which is based on BPFA [13] . BPFA is a Bayesian model for dictionary learning that we summarize in Algorithm 1. As can be seen, all model variables have prior distributions; the dictionary is modeled as being Gaussian; for a particular patch, the weight vector is also Gaussian. These weights are dot-multiplied by a binary vector, which turns on and off the dictionary elements for a given patch. The binary vector has a beta-Bernoulli prior. This leads to some dictionary elements having very low probability and thus being removed from the model (since they will not be used by any of the patches). During inference, the model learns which dictionary elements have high probability and how many there are. BPFA is a Bayesian alternative to K-SVD [12] that has this built-in mechanism for learning the dictionary size. 4. Construct the image X 0 as the average of all R i X 0 that overlap on a given pixel.
We use BPFA as the sparsity-promoting regularization term for the formulation of pan-sharpening as a CS inversion problem. We approach the signal recovery by first formulating it as the desired solution to the minimization problem,
R i is a patch-extracting operation that removes a √ Q × √ Q patch from each of the four spectral bands. Let L = 4Q. We learn the dictionary D ∈ R L×K on-line using the observed PAN and LRMS images; α i is a sparse coefficient vector with size K × 1, and · 0 is the 0 norm, counting the nonzero entries of a vector; v 1 , v 2 > 0 are the regularization parameters. The first two terms in (3) are the data fidelity terms for (1) and (2) . The regularization term γ is a model variable that corresponds to an inverse variance parameter of the multivariate Gaussian likelihood. The Gaussian likelihood is equivalently viewed as the squared error penalty term in (3). A key part of this model is that dictionary learning is performed on-line on the high resolution reconstruction X 0 .
ALGORITHM
We briefly summarize our algorithm for approximately optimizing the non-convex objective function given in (3) with respect to X 0 , D, γ and α 1:N1 . The output for X 0 then gives an approximation to the high resolution color image. The optimization of this function can be split into two separate subproblems: One for D, α 1:N1 and γ , and one for X 0 .
Updates for D, α 1:N1 and γ
The 0 term in objective (3) is combinatorially hard to solve. We therefore relax this constraint using BPFA. For this dictionary learning subproblem, the updates are: a) Update D : The least squares update of the dictionary is
The L × N 1 matrixX 0 = [R 1 X 0 , . . . , R N1 X 0 ] contains the vectorized patches extracted from the image X 0 . b) Update α i : From Algorithm 1, α i := z ik s ik . We update z ik first stochastically by sampling from a Bernoulli distribution with probability
where r i,−k is the residual error in approximating the ith patch ignoring the kth dictionary element. The corresponding least squares weight s ik is
and the weight vector α i = s i • z i is constructed. c) Update γ : The least squares solution is
We observe that this is approximately the inverse of the empirical squared error. d) Update π k : We update π k stochastically via Gibbs sampling from a beta distribution as follows,
We observe that π k will be close to the empirical fraction of times that dictionary element d k is used by the patches for the previous iteration.
Update X 0
Given the current values of the other parameters, the update for X 0 has a least squares solution that satisfies
The vector X
Dα i , which is the reconstructed image using the current D and α 1:N from BPFA.
To solve for X 0 , we simplify the problem by working in the Fourier domain [16] . Let F ∈ C 64M N ×64M N denote the full Fourier encoding matrix. We represent X 0 by its Fourier coefficients θ = F X 0 . We take the Fourier transform of each side of (9) , which approximately gives a diagonal matrix [16] . The element-wise approximate solution is
The set B c contains the index values corresponding to LRMS band c and Λ contains the eigenvalues of H T H. This solution is exact when w 1 = w 2 = w 3 = w 4 . We then invert θ via the inverse Fourier transform to obtain the reconstruction X 0 . 
EXPERIMENTAL RESULTS AND COMPARISIONS
For our experiments we used an image of Reykjavik, Iceland, acquired by the IKONOS satellite on August 9, 2001 . The LRMS images have four bands: red, green, blue and near infrared (NIR). We compare the performance with other fusion methods: Model-based fusion [2] , Brovey [6] , wavelet-based image fusion [17] , a PCA-based method [4] and the adaptive IHS method [3] .
Since there is no reference available at higher spatial resolution to compare with the fusion results, we first use the fusion methods to fuse original data sets and get the visual pan-sharpening results. Second, we down-sampled the original data to a lower resolution. Then, the obtained fusion images are compared only with original LRMS images which we consider as the true references. In addition, low resolution LRMS images are resampled to the same resolution as the PAN image when pan-sharpening process is carried out. Following [5] , we set w 1 = 0.1139, w 2 = 0.2315, w 3 = 0.2308, w 4 = 0.4239. We also set v 1 = 50, v 2 = 70 and BPFA hyperparameters a 0 , b 0 , e 0 , f 0 , g 0 , h 0 are all set to one. based method demonstrate the clearest edges, but they suffer a visible spectral distortion, e.g. red blocks in PCA-based results are much brighter than the original LRMS images. The Model-based method is more blurry than BPFA, and the wavelet-based results exhibit a stair-casing effect, though they both have high spectral resolution. The spectral quality is usually as important as the spatial quality and spectral quality is more difficult to judge visually. Therefore we quantitatively evaluate the reconstructions using the following metrics: Correlation coefficient (C-C), Rootmean-square error (RMSE), erreur relative global adimensionnelle de synthése (ERGAS) and Q4. The results are shown in Table 1 . From the table, we see that proposed method outperforms than other methods in terms of these measures. These results indicate that our approach is a viable alternative for pan-sharpening.
CONCLUSION
In this paper, we proposed a new pan-sharpening method based on compressed sensing. First, we formulated pansharpening as an ill-posed inverse problem, and then used BPFA as a sparse-promoting regularization and dictionary learning approach. We showed an experiment on an IKONOS image and compared with the other well-known methods. From the visual results and quality metrics, proposed approach gives both higher spatial and spectral resolution.
