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Thermal and many-body localized phases are separated by a dynamical phase transition of a
new kind. We analyze the distribution of off-diagonal matrix elements of local operators across the
many-body localization transition (MBLT) in a disordered spin chain, and use it to characterize
the breakdown of the eigenstate thermalization hypothesis and to extract the many-body Thouless
energy. We find a wide critical region around the MBLT, where Thouless energy becomes smaller
than the level spacing, while matrix elements show critical dependence on the energy difference. In
the same region, matrix elements, viewed as amplitudes of a fictitious wave function, exhibit strong
multifractality. Our findings show that the correlation length becomes larger than the accessible
system sizes in a broad range of disorder strength values, and shed light on the critical behaviour
of MBL systems.
The understanding of thermalization and its break-
down in isolated, interacting many-body systems is a
fundamental and long-standing problem in quantum sta-
tistical mechanics. The recent strong theoretical interest
in this problem is fuelled by the remarkable experimental
advances, which led to the realization of synthetic, tun-
able systems of ultra-cold gases, where real-time quan-
tum dynamics can be probed.1
The fact that isolated ergodic systems, prepared in a
non-equilibrium state, effectively reach thermal equilib-
rium is understood as a consequence of the Eigenstate
Thermalization Hypothesis (ETH).2–4 The ETH states
that observables, evaluated in individual eigenstates of
an ergodic system, effectively take values given by the
microcanonical ensemble, up to corrections that rapidly
decay with the size of the system. In addition, to de-
scribe the approach to equilibrium, the ETH makes as-
sumptions about the off-diagonal matrix elements of op-
erators that describe physical observables, linking them
with the macroscopic characteristics of the system.5,6
Recently, many-body localization (MBL) has attracted
much interest as a mechanism to break ergodicity and
avoid thermalization.7–10 MBL phases exhibit the ex-
pected characteristics of a non-ergodic system: they vio-
late the ETH, show area-law entanglement,11–13 and have
the Poisson spectral statistics. These, as well as dynam-
ical properties (including, e.g., a logarithmic spreading
of entanglement14–16 and time dependence of local ob-
servables following a quench17), have been understood
as a consequence of the emergence of Local Integrals of
Motion (LIOMs) in the MBL phase.12,13,18,19
Generally, a quantum system is expected to exhibit a
phase transition between the ergodic and localized phase
as the disorder strength is increased. This is well known
in the context of single-particle Anderson localization
transition (ALT), which can be characterized using the
wave function of a system in real space. In the criti-
cal region, this wave function becomes multifractal. The
Thouless energy – the central concept in the scaling the-
ory of Anderson localization, which sets the correlations
between wave functions at different energies – becomes
comparable to the (single-particle) level spacing.
Similarly, the many-body localization transition
(MBLT) is driven by varying the strength of quenched
disorder. While a complete theory of such a transition
is lacking, phenomenological RG20,21 and numerical22–28
studies have uncovered several fascinating properties in
one-dimensional systems, notably the sub-diffusive trans-
port on the ergodic side of the MBLT.
Inspired by the successful description of the ALT us-
ing the Thouless energy and real-space wave functions, a
question arises if similar concepts can be defined to de-
scribe the MBLT. One seemingly natural approach would
be to view the many-body wave function as a single par-
ticle wave function in the Fock space, sites being non-
entangled product states. The main difficulty with this
approach is that the locality of the initial many-body
Hamiltonian is lost, and physical observables become
highly non-local in terms of the “single particle” wave
function in the Fock space.
In this work we present an alternative perspective. We
show that matrix elements of the local operator Oˆ in the
Hamiltonian eigenbasis can be viewed as an analogue of
a wave function produced by the local excitation. First,
by utilizing the relation between Oαβ = 〈β|Oˆ|α〉 (where
|α〉, |β〉 are the many-body eigenstates of the system) and
dynamical properties of our system, we extract the many-
body Thouless energy. We discover that the Thouless en-
ergy becomes comparable to the many-body level spacing
in the broad region preceding MBLT. We identify this re-
gion to be critical, similar to the case of ALT, and find
that its width decreases as the system size is increased.
Second, treating matrix elements Oαβ as amplitudes
of a (fictitious) wave function obtained by acting on an
eigenstate |α〉 with a local operator Oˆ, we study its statis-
tics using the fractality toolbox developed in the context
of Anderson localization.29–33 Recently similar approach
was used in analytical studies of matrix elements within
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2perturbation theory.34 In the same broad region sur-
rounding the MBLT, where the Thouless energy becomes
comparable to the level spacing, we find multifractal be-
havior of Oαβ , which suggests that MBLT corresponds
to the “freezing transition” of the fractal spectrum.
From matrix elements to dynamics.— First, in order to
study the dependence of matrix elements on the energy
difference, we introduce a function
f2(ω) = eS(E)〈|Oαβ |2δ(ω − (Eβ − Eα))〉, (1)
where which is obtained by averaging |Oαβ |2, and S(E)
is the thermodynamic entropy at a given energy. This
definition is inspired by the ETH6 ansatz for the ma-
trix element in an ergodic system, Oαβ = O(E)δαβ +
e−S(E)/2f(E,ω)Rαβ , where the first term corresponds to
the expectation value of Oˆ, which is a smooth function of
the energy E. The second term, describing off-diagonal
matrix elements, is a product of random numbers Rαβ
with zero mean and unit variance, and a smooth function
f(ω) that depends on the energy difference ω = Eα−Eβ
and average energy, E = (Eα + Eβ)/2. This ansatz has
been tested numerically in several models.35–38 Assuming
that δ-function in Eq. (1) is broadened on a scale much
larger than the many-body level spacing, and that Rαβ
averages out, we see that Eq. (1) reduces to the ETH
ansatz.
Function f2(ω) encodes two important physical char-
acteristics of our system. In particular, neglecting the
variation of S(E) near E = 0, one can show that f2(ω)
coincides with the average spectral function for states
with energy Eα close to zero, which can be measured,
e.g., in a tunnelling or absorption experiment. Further-
more, the Fourier transform of f2(ω) determines the time
dependence of the connected correlation function,38
Fα(t) = 〈α|Oˆ(t)Oˆ(0)|α〉c ≈
∫ ∞
−∞
dω e−iωtf2(ω), (2)
provided the f(ω) is a smooth function, and its fluctua-
tions average out. Function Fα(t) enters the generaliza-
tion of the Fluctuation-Dissipation Theorem,35,38 along
with the Kubo linear response. Finally, for the case when
Oˆ corresponds to the density of a conserved quantity,
F (t) gives the return probability and can be related to
conductivity via the Einstein relation.22
The correlation function (2) can be accessed directly in
numerical studies for short times in relatively large sys-
tems.23 In order to characterize the long-time dynamics,
below we study the function f2(ω) at small frequencies.
In particular, we will use it to directly extract the many-
body Thouless energy which sets the time scale at which
the dynamics saturate in a finite size system.38 We also
note that the function f2(ω) was studied in a different
context in prior work: transition in the spectral function
was suggested to exist in the MBL phase,39 it was related
to the level statistics;40 recently, its fluctuations at very
small ω were connected to the dynamical exponent.41
Model and methods.—We focus on the 1D random-field
spin-1/2 Heisenberg model,10
H =
∑
i
SiSi+1 + hiS
z
i , (3)
where Sαi = σ
α
i /2 is the spin operator on site i, expressed
in terms of Pauli matrices σα, and the magnitude of the
random field is uniformly distributed hi ∈ [−W ;W ]. The
only control parameter is the disorder strength, W : the
model (3) was demonstrated to be in the fully MBL phase
at W > Wc.
10,42,43 Eigenstates in the center of the many-
body band become delocalized, and the mobility edge
appears at values W < Wc. Previous studies determined
the location of the transition, Wc ≈ 3.75, and found that
the transport is sub-diffusive on the delocalized side of the
transition, W < Wc;
22–28 with some studies suggesting
subdiffusive behavior down to very small disorder.24,28
We will mostly work with the operator Oˆ = σzi ; in the
Appendix we provide similar data for other operators.
In order to extract properties of the matrix elements,
we use exact diagonalization (ED) for spin chains of
length L = 10, . . . , 16 and shift-invert (SI) algorithm
from PETSc/SLEPc package44 with MUMPS eigensolver
for L = 18, 20 spins. We consider states in the total
Sz = 0 sector near zero energy and use from 104 to 100
disorder realization for L = 10, . . . , 20 spins. With SI al-
gorithm we obtain 103 eigenvectors closest to the target
energy E = 0.
Spectral function.— We start by considering the func-
tion f2(ω) defined in Eq. (1), with averaging performed
both over eigenstates α, β and disorder realizations. In
the Appendix, we show that f2(ω) weakly depends on the
system size unless ω  1 (i.e., ω is much smaller than
the microscopic energy scale which is one in our units).
Moreover, due to locality of the operator Oˆ, f2(ω) decays
exponentially for ω ≥ 1.45
In order to access the properties of f2(ω) at low en-
ergies, which correspond to the long-time dynamics, we
plot it as a function of ω/∆, where ∆ ≈ W√L/D is the
many-body level spacing (D(L) = ( LL/2) is the Hilbert
space dimension). Fig. 1 shows the behavior of f2(ω)
for different system sizes for increasing disorder strength.
Deep in the ergodic phase, Fig. 1(a), f2(ω) behaves as
f2(ω) ∝ 1
ωφ
, for ETh  ω  1, (4)
saturating to a constant for energies ω . ETh. This
is fully consistent with the expectation that the corre-
lation function (2) relaxes as a power law even in the
ergodic phase because Oˆ = σzi is the local density of a
conserved quantity (the z spin projection). Then, from
the decay of F (t) ∝ 1/tγ , corresponding to diffusion for
γ = 1/2 and sub-diffusion for γ < 1/2, and relation (2),
we expect f2(ω) ∝ 1/ωφ with φ = 1 − γ. Further-
more, the (sub)diffusive dynamics are saturated at a time
t ∼ t∗ = L1/γ . Then, we expect the saturation of f2(ω)
3(a) (b) (c)
Figure 1. (Color online) f2(ω) is plotted as a function of ω/∆, which probes the behavior at very low energies. (a) For weak
disorder W = 1, the power-law decay of f2(ω) is followed by the saturation at energies below ETh  ∆. Constant shift on
the curves towards right with increasing system size is consistent with ETh scaling as a power-law in L. (b) For intermediate
disorder W = 2, the plateau fails to fully develop even for L = 20 spins, which signals that ETh ∼ ∆. (c) In the MBL phase
for W = 5, f2(ω) decays as a power-law for energies even below the many-body level spacing.
for energies ω < ETh with ETh = 1/t∗ ∝ L−1/γ , as is in-
deed the case in Fig. 1(a). The featureless form of f2(ω)
for ω < ETh is natural since for times longer than t∗, a
local excitation explores the full system size, and dimen-
sionality is effectively lost – the system is described by
the random matrix theory.
Notably, ETh rapidly decreases as we increase the dis-
order strength. In particular, already for W = 2, still
far from the MBLT at Wc, Fig. 1(b) illustrates the ab-
sence of a fully developed plateau for the largest studied
system sizes. The slight upward curvature of f2(ω) for
ω < ∆ persists through the MBLT up to disorder W . 4.
At even stronger disorders, e.g., W = 5 in Fig. 1(c), the
part of f2(ω) with upward curvature entirely disappears,
and f2(ω) retains a power-law shape down to the ener-
gies below level spacing. Below we explore the variation
of ETh and power φ across the MBLT.
Thouless energy.—In order to systematically study the
behavior of ETh, we fit the corresponding curves for
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Figure 2. (Color online) Growth of ETh/∆ with L slows
down as the value of d the isorder is increased towards the
MBLT. Already for W = 2.5 we have ETh < ∆ even for
L = 20. For larger disorders ETh is too small to be reliably
determined.
f2(ω) with the function
f2(ω) =
f2(0)
1 + (ω/ETh)φ
. (5)
Fig. 2 shows the Thouless energy extracted from such
fits. Dashed line in Fig. 2 corresponds to the diffusive
(γ = 1/2) scaling of ETh ∝ 1/L2, and is roughly consis-
tent with the data for weak disorder W = 1. For disorder
W ≥ W∗, where W∗ ≈ 2, the growth of ETh/∆ becomes
increasingly slower. From Fig. 2 it is evident ETh remains
below the level spacing ∆ for W > W∗ and all available
system sizes. While one cannot rule out the power-law
behavior ETh ∝ L−1/γ with very small γ, it is more nat-
ural to interpret the data as exponential dependence of
ETh with L, ETh ∝ e−κL with κ < ln 2.
We interpret the small value ETh ≤ ∆, and expo-
nential scaling of ETh as evidence for our system enter-
ing the critical region near the MBLT. Indeed, recent
phenomenological RG studies20,21 suggested a scaling
log τ ∼ L in the critical region near the MBLT; logarith-
mic growth of particle number fluctuations for W < Wc
was also demonstrated numerically.43 If there exists a
correlation length ξ(W ) that depends on disorder and di-
verges at the MBLT for W = Wc, then even at disorder
W < Wc small systems of length L ≤ ξ(W ) may qualita-
tively behave as if they were at the MBLT transition, so
one has to study systems of size L > ξ(W ) to see the de-
localized behavior. In this scenario, from Fig. 2 it follows
that correlation length ξ(W∗) ≥ 20 becomes larger than
our largest system size at disorder value W∗ ≈ 2.46 Below
we present additional evidence for critical behavior from
power φ governing the decay of f2(ω).
Power φ across the MBLT.— The power φ extracted
from fitting f2(ω) to Eq. (5) for disorder W ≥ 1.75 is
shown in Fig. 3 (red lines). For smaller values of W ,
Eq. (5) gave satisfactory fits at small ω but failed to
capture the abrupt onset of the power-law decay. Thus
for W ≤ 1.5 we extracted the power φav from fitting
the central part of the “shoulder” [see Fig. 1(a)] to the
power law. Blue curves in Fig. 3 refer to φtyp defined
as the power-law governing the decay of log-averaged
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Figure 3. (Color online) Powers φav and φtyp controlling the
decay of f2(ω) and [f2(ω)]typ saturate to one near W∗ ≈ 2.
For larger values of the disorder, φav decreases again, while
the power φtyp controlling the typical behavior grows above
one.
[f2(ω)]typ = exp(〈ln f2(ω)〉), where the brackets denote
averaging over disorder and eigenstates.
From Fig. 3 we observe that for disorders W < W∗
both powers coincide, and are smaller than one, φtyp ≈
φ < 1. This is consistent with the subdiffusion observed
numerically in the studies of different correlation func-
tions in the time domain,22–26 also Refs. 27 and 47 di-
rectly addressed conductivity in the frequency domain.
For W ≥ W∗, the power φ saturates to one for some
range of the disorder values. This corresponds to f2(ω)
decaying as 1/ω, and suggests a logarithmic decay of cor-
relation functions in time. Such behavior again is consis-
tent with the system entering the critical region for the
accessible system sizes.
Note, that for disorder W > W∗ power φ and φtyp ex-
tracted from average and log-averaged spectral functions
do not agree anymore. This signals that the function
f2(ω) is no longer smooth, and is consistent with the
onset of strong multifractality in the critical fan, which
we address below. The dominant contribution to f2(ω)
now comes from rare resonances that give matrix ele-
ments of order one.47 In contrast, the log-averaged spec-
tral function is dominated by most probable matrix el-
ements, and [f2(ω)]typ exponentially decreases with L,
consistent with the criterion for the MBLT.43
Multifractal analysis of the matrix elements.— Finally,
we consider an interpretation of the matrix elements as
the wave function amplitudes after applying a local per-
turbation. We locally perturb our system with an oper-
ator Oˆ starting from an eigenstate |α〉. Then, the prob-
ability to find the system in the eigenstate |β〉 is given
by |Oαβ |2 = |ψα(β)|2, which can be interpreted as the
squared wave function amplitude. When the operator Oˆ
squares to the identity, as is the case for Oˆ = σzi , the
wave function is normalized,
∑
β |ψα(β)|2 = 1.
Although the fractality was recently argued to be a
generic property of many-body ground states,48 fractal
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Figure 4. (Color online) The spectrum of exponents τq
governing the scaling of participation ratios Pq. The spectrum
evolves from being very close to that of a metal (red line,
W = 0.5) to the “frozen” fractal spectrum deep in the MBL
phase (W = 8, black line). Inset shows τq near q ≤ 1.
properties strongly depend on the choice of the basis. In
particular, previous works49,50 studied the decomposition
of excited many-body eigenstates in the standard basis of
product states. Here, in contrast, we work in the eigen-
basis of the unperturbed Hamiltonian, and relate fractal
dimensions in this basis to the onset of criticality and
localization.
It is natural to expect that the statistics of this wave
function would provide useful information about the lo-
calization/ergodicity properties of the system. In order
to understand the fractal properties of matrix elements,
we study participation ratios with general index q, Pq, of
the wave function ψα(β). We extract the scaling dimen-
sion τq, defined as
Pq =
∑
β
〈|ψ(β)|2q〉 ∝ 1Dτq , (6)
where D is the Hilbert space dimension, and the brack-
ets denote averaging over disorder and eigenstates. We
obtain τq using ED data for systems up to L = 16 spins,
since SI data do not provide a complete set of matrix ele-
ments. While fractality is often described using the frac-
tal spectrum f(α) related to τq via the Legendre trans-
form,51 we find that τq suffers from fewer numerical is-
sues, and concentrate on its studies below.
Fig. 4 displays τq for matrix elements of O = σ
z
i . All
curves pass through points τ0 = −1 and τ1 = 0, which
are fixed by the dimension of Hilbert space and the nor-
malization of the wave function. If the distribution of
matrix elements is very narrow, all |ψ(β)|2 ∝ 1/D, and
one expects τq = q − 1, as illustrated by the diagonal
dashed line in Fig. 4. At weak disorder W = 0.5, τq is
indeed close to the asymptotic expected for a metal.
Upon increasing disorder, the spectrum τq stays close
to q − 1 for q < 1 but begins to deviate for q > 1.
The apparent in Fig. 4 saturation of τq to a constant for
5q > 1 corresponds to the termination of fractal spectrum
of f(α).51 Physically, this is equivalent to a finite proba-
bility to find the amplitude of the wave function arbitrar-
ily close to one, that behaves like 1/Dc with exponent c
given by the saturation value of τq. For disorder values
in the delocalized phase, this probability vanishes in the
thermodynamic limit, corresponding to rare events. Intu-
itively, such rare events giving very large matrix elements
can occur when our local perturbation Oˆ acts within a
“localized patch”.
Finally, roughly when the system enters the MBL
phase, all τq = 0 for q > qf , with qf < 1. Such
a spectrum of τq corresponds to the so-called “frozen”
phase,51–53 which combines properties of localized and
critical states. In this case there is a finite probability
of matrix elements being close to one, so there exist a
finite number of large matrix elements which saturate
the sum
∑ |Oαβ |2 ≈ 1. The remaining matrix elements,
which contribute exponentially small weight to the nor-
malization, still have non-trivial behavior corresponding
to multifractal fluctuations and correlations.
The frozen phase is a signature of “local perturba-
tions having strictly local effect”,12 proposed as a defin-
ing characteristic of the MBL phase. Indeed, matrix ele-
ments creating only local excitations are of order one with
finite probability, thus dominating the norm
∑ |Oαβ |2.
On the other hand, τq with sufficiently small q probes the
behavior of increasingly smaller matrix elements which
do have non-trivial structure,43 despite being exponen-
tially suppressed in the system size. Note, that these
numerical findings are in apparent disagreement with
Ref. 34, which suggests the scaling dimensions at the
MBLT transition to be τq = 2q−1 for q ≤ 1/2, similar to
the case of Anderson transition in infinite dimension.51
Summary and discussion.—We summarize our main
results which can be viewed as a manifestation of a
broad critical regime preceding the MBLT. This region
starts from W∗ ≈ 2 for largest accessible system sizes
L = 20. The fact that this region shrinks with increasing
L strongly suggests a direct transition between thermal
and MBL phases. The critical regime is characterized by:
(i) Matrix elements depend on the energy difference
in a way consistent with the ETH. The function f2(ω)
behaves as a power law in a broad range of energies,
ETh < ω < 1. However, f
2(ω) ceases to be smooth for
W ≥ W∗, which is manifested by the disparity between
average φav and typical power φtyp.
(ii) The many-body Thouless energy, extracted from
the spectral function f2(ω), satisfies ETh  ∆ and obeys
the scaling consistent with subdiffusion at weak disorder.
However, for W ≥W∗ the Thouless energy remains com-
parable to the level spacing for the largest system sizes.
(iii) Interpreting the matrix elements as the wave func-
tion of a local excitation, we find multifractal behavior.
For W > W∗ the scaling dimensions of the participation
ratios τq begin to deviate from the value in a metal, both
at q > 1 and q < 1. MBL transition roughly agrees with
the onset of the “frozen fractal spectrum”.
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7Appendix A: Energy dependence of matrix elements
Below we present additional numerical data to support
the conclusions in the main text. We start by showing
f2(ω) as a function of ω in Fig. 5. This allows us to
clearly illustrate the exponential decay of f2(ω) when ω
is of order of microscopic energy scale. In addition, in
the top panel of Fig. 5 one can see that f2(ω) do not
collapse onto each other for different system size near
ω = 0, which is the manifestation of the Thouless en-
ergy decreasing with system size. In contrast, at disor-
der closer to the MBLT, the Thouless energy becomes
smaller than the level spacing, and hence the curves in
the bottom panel of Fig. 5 perfectly collapse onto each
other down to the smallest value of ω.
In order to demonstrate our fitting procedure, we show
the fits used to extract the power φ, as well as the Thou-
less energy in Fig. 6. We see that at W = 1, Eq. (5)
fails to adequately capture the decay of f2(ω); therefore
for disorders W = 1 and W = 1.5 we extracted φ by
fitting the “shoulder” to the power-law behavior, as is il-
lustrated by dashed lines in the top panel of Fig. 6. How-
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Figure 5. (Color online) Top: For weak disorder (W = 0.5),
f2(ω) for different system sizes collapse onto each other for
both average (solid lines) and typical (dashed) curves. Bot-
tom: For disorder W = 2.75, the collapse breaks down for
typical curves. The Thouless energy, that was visible in the
top plot at small ω, now cannot be resolved, and solid lines
collapse onto each other in the full range.
ever, already for disorder W ≥ 1.75 Eq. (5) adequately
describes the behavior of f2(ω). In particular, bottom
panel of Fig. 6 shows excellent agreement between f2(ω)
and its fits by Eq. (5). For all values of the disorder
W ≥ 1.75 we used fits of f2(ω) to extract the Thouless
energy and f2(0). In order to capture the power-law de-
cay more accurately, we fitted ln f2(ω) to the logarithm
of Eq. (5); corresponding fits are shown by dashed lines
in the bottom panel of Fig. 6.
Next, we show the magnitude of f2(0), extracted from
the fits of f2(ω) in Fig. 7, which is consistent with the
dependence of ETh on system size, shown in Fig. 2 in the
main text. Indeed, if one assumes that the expectation
value of Oˆ vanishes with system size, f2(ω) obeys the
sum rule, so that the behavior of f2(0) can be related
to the finite size scaling of ETh:
38 from ETh ∝ L−1/γ we
get f2(ω) ∝ L1/γ−1, e.g., it increases with system size in
a power-law fashion. In contrast, if the Thouless energy
is comparable to the level spacing, we expect that f2(ω)
scales with the inverse level spacing, as is the case in
Fig. 7 for larger values of the disorder.
We note that this suggests an alternative interpreta-
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Figure 6. (Color online) Illustration of the fits quality of
f2(ω) for W = 1 (top panel) and W = 2 (bottom panel).
Note, that Eq. (5) fails to capture the onset of decay of f2(ω)
at weak disorder in the top panel, thus we fitted the data with
the power-law (straight dashed lines). Dashed lines denote fits
used to extract the power φ, whereas solid lines were used to
determine ETh and f
2(0).
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Figure 7. (Color online) Dependence of f2(0) on L for differ-
ent values of the disorder. For weak disorder, it is consistent
with the power-law dependence of ETh on the system size (the
bottom dashed line corresponds to diffusive behavior). Upon
increasing the disorder, f2(0) gets enhanced, but still grows
slower that 1/∆ which is illustrated by the top dot-dashed
line.
tion of the results in recent Ref. 41. Our Fig. 7 suggests
that while the power-law scaling of std(Oαβe
S/2) holds
at weak disorder, for stronger disorder within the critical
region [i.e., for W ≥ W∗], the exponential dependence
std(Oαβe
S/2) ∝ eαL is more natural. This may explain
a strong upward curvature of std(Oαβe
S/2) plotted as a
function of L on the double logarithmic scale in Fig.3
of Ref. 41.
Finally, Fig. 8 provides the data for the exponent gov-
erning the power-law decay for the matrix elements of
the operator σxi σ
x
i+1 + σ
y
i σ
y
i+1. Similar to the matrix el-
ements of σz operator, shown in Fig. 3, the power φ in
Fig. 8 freezes at a value close to one when W ≥ W1.
At the same time, the power governing the decay of log-
averaged spectral function, φtyp begins to deviate from φ.
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Figure 8. (Color online) Average and typical exponents φ
governing the decay of f2(ω) behave in a qualitatively similar
way for the operator σxi σ
x
i+1 + σ
y
i σ
y
i+1.
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Figure 9. (Color online) The scaling dimension τq for Oˆ =
σzi , obtained by fitting Pq from fits for L = 10 . . . 16 (solid
lines) and L = 8 . . . 14 (dashed lines). Note that while τq is
always closer to its metallic value for larger system sizes, the
flow becomes much slower for W ≥ 2.
Appendix B: Fractal properties of matrix elements
Our data for the scaling dimension, Fig. 4 in the main
text, illustrated the presence of fractality even at very
moderate disorders. Here we address the finite size scal-
ing of these scaling dimension: Fig. 9 shows τq extracted
from smaller (dashed lines) and larger (solid lines) system
sizes.
While τq consistently deviates below q − 1 for q > 1
even at disorder W = 0.5, we see a strong flow of τq with
system size, and τq becomes closer to q − 1 for larger
system sizes. In contrast, when the disorder approaches
W∗, so that we are in the critical region near the MBLT,
the finite size flow of τq becomes hardly noticeable. This
supports the conclusion that the fractal behavior of the
matrix elements is pertinent to the wide critical region
surrounding the MBLT.
Next, we address the fractality for the case of a
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Figure 10. (Color online) Scaling dimension for the operator
Oˆ = σxi σ
x
i+1 + σ
y
i σ
y
i+1, flipping spins at adjacent sites when
they point in different directions.
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Figure 11. (Color online) Distribution of participation ratios P2 on the ergodic side of the MBLT. For weak disorder, W = 0.5
(left), the distribution becomes increasingly narrower for larger systems. However, already for disorder W = 1 (middle) the
distribution looks scale-invariant, with the power law decay of probability to have P2 > P
typ
2 . Finally, at even stronger disorder
W = 2 (right), the distribution consistently broadens with system size.
different operator – namely we consider the operator
σxi σ
x
i+1 + σ
y
i σ
y
i+1, which flips the spins at two adjacent
sites when they point in opposite directions. While such
an operator no longer squares to the identity, we see
that the condition τ1 = 0 still holds, suggesting that the
squared sum of the matrix elements
∑
β O
2
αβ , does not
change significantly with the system size. Scaling dimen-
sions for this spin-flip operator show the behavior similar
to the case of σz operator: τq weakly deviates from the
metallic behavior at weak disorder, then consistent with
the termination of the fractal spectrum, τq saturates for
some q > 1. Finally, in the MBL phase we also observe
the characteristic “frozen” spectrum.
Finally, we also present the distribution of the partic-
ipation ratio of matrix elements of the operator σz in
Fig. 11. At weak disorder, the width of the distribu-
tion shrinks, consistent with τq approaching the limit
q − 1 of the ideal metal. However, already at disor-
der W = 1 we observe the approximately scale invari-
ant form of the above distribution, with the power-law
decay of probability to have large participation ratios
p(P2/P
typ
2 ) ∝ 1/P 1+x22 . For W = 1 we have x2 ≈ 2.
Exponent x2 decreases for increasing disorder, and it is
close to 1 already for W = 1.5. Note, that when x2 < 1
the scaling dimension extracted from P2 begins to deviate
from the “typical” scaling dimension extracted from log-
averaged participation ratio, see Ref. 51 for more details.
Finally, at even stronger disorder, W = 2, the distribu-
tion of participation ratios loses its scale invariant form
and broadens for larger systems.
