The article gives alternatives to Campbell and O'Connell's (1967) definitions of additive and multiplicative method effects in multitrait-multimethod (MTMM) data. The alternative definitions can be formulated by means of constraints in the parameters of the correlated uniqueness (CU) model (Marsh, 1989) , which is first reviewed. The definitions have 2 major advantages. First, they allow the researcher to test for additive and multiplicative method effects in a straightforward manner by simply testing the appropriate constraints. An illustration of these tests is given. Second, the alternative definitions are closely linked to other currently used models. The article shows that CU models with additive constraints are equivalent to constrained versions of the confirmatory factor analysis model for MTMM data (Althauser, Heberlein, & Scott, 1971; Werts & Linn, 1970) . In addition, Coenders and Saris (1998) showed that, for designs with 3 methods, a CU model with multiplicative constraints is equivalent to the direct product model (Browne, 1984) .
any design characteristic that can be shared by measurements of all traits, such as different response scale lengths or category labels in questionnaires, different data collection procedures, different raters, and so on. Campbell and Fiske (1959) suggested using MTMM designs for convergent and discriminant validation by directly examining the elements of the correlation matrix among all t × m measurements, called MTMM matrix. This approach was cumbersome and often led to confusion (Schmitt & Stults, 1986) , so that from the early seventies MTMM matrices began instead to be analyzed by means of covariance structure analysis models (see for instance Bollen, 1989 , as a general reference and Schmitt & Stults for applications on MTMM data). These models are called MTMM models.
Many different MTMM models have been suggested in the literature. Among them are the correlated uniqueness (CU) model (Marsh, 1989; Marsh & Bailey, 1991) ; the confirmatory factor analysis (CFA) model for MTMM data (Althauser et al., 1971; Alwin, 1974; Werts & Linn, 1970) ; the direct product (DP) model (Browne, 1984 (Browne, , 1985 ; and the true score model for MTMM data (Saris & Andrews, 1991) .
The discussion about which of these models should be preferred has traditionally been linked to a discussion on the behavior of method effects, which determines to a large extent the structure of the MTMM matrix. Campbell and O'Connell (1967) described two such alternative structures linked to two types of method effects: additive and multiplicative. At that time, the direct examination of correlation coefficients was still common practice so that Campbell and O'Connell's conceptualization was not model based but referred to the correlations themselves.
It took some time before clear links could be established between the concepts of additive and multiplicative correlation structures and the models used by practitioners. In fact, the terminology used in 1967 by Campbell and O'Connell led to some misunderstanding. Some literature suggested that additive statistical models such as the CFA and CU models were suitable only for analyzing additive MTMM structures (for instance, Bagozzi, 1993; Bagozzi & Yi, 1991; Cudeck, 1988; Schmitt & Stults, 1986 ). The DP model was expressly developed for multiplicative structures and, partly as a result of this misunderstanding, quickly gained popularity. Kumar and Dillon (1992) pointed out that, in principle, the additive versus multiplicative conceptualization in Campbell and O'Connell (1967) had nothing to do with the additive versus multiplicative formulation of the models. Although these authors, and also Dudgeon (1994) , stated under which circumstances the CFA model produces additive or multiplicative structures, their conclusions were not at all straightforward. Browne (1989) also did a great deal of analytical work to relate the DP model to a competing additive components of covariance model suggested in Wothke (1984) . Coenders and Saris (1998) showed that, under certain circumstances, the DP model was equivalent to a constrained CU model. The complicated relations among the models also make it difficult to test for additive and multiplicative method effects.
Meanwhile, Cudeck (1989) warned against the problems of scale dependence of the estimates of some structural equation models. In this respect, the author defined and distinguished scale dependent and scale invariant models. In short, it was shown that scale transformations can lead to different solutions and different fit statistics for scale-dependent models. Because standardization is one possible scale transformation, the problems mentioned by Cudeck can occur when comparing an analysis based on a covariance matrix to an analysis based on a correlation matrix (see Cudeck, 1989 , for details). As a result, there is an increasing interest in specifying scale invariant MTMM models and in fitting MTMM models to covariance rather than correlation matrices. The latter makes the link between the models and the definitions in Campbell and O'Connell (1967) even more difficult.
This article gives alternative definitions of additive and multiplicative method effects that can easily be implemented by introducing constraints on the CU model parameters. The alternative definitions make it possible to test for additive and multiplicative method effects in a direct way by simply testing the constraints introduced on the CU model. An illustration of the tests is provided. Moreover, the alternative definitions can be directly related to the currently used models, and the relations among these models are reviewed. In particular, when appropriate additive constraints are introduced, the CU model is equivalent to restricted versions of the CFA model. Similarly, when appropriate multiplicative constraints are introduced, the CU model is equivalent to the DP model for designs with m = 3.
MTMM MATRICES AND MODELS The Structure of an MTMM Matrix
We next introduce some general comments on the elements of an MTMM matrix and discuss the typical structure of such a matrix. A survey of perceived life satisfaction carried out in Catalonia (Spain) in 1989 is used for illustration throughout the article. The study considered t = 3 domains of life satisfaction (traits):
1. Life as a whole (t1). 2. Financial situation (t2).
Social contacts (t3).
Each trait was measured with m = 3 response scales with ends labeled completely dissatisfied and completely satisfied. The methods were 1. 100-point numeric scale (m1). 2. 5-point scale with all-labeled categories (m2). 3. 11-point scale (m3).
Details on the questionnaire and data collection can be found in Batista-Foguet, Coenders, and Sureda (1996) . The sample size is 406. The correlation matrix and the standard deviations of the nine measurements are given in Table 1 . Campbell and Fiske (1959) suggested summarizing an MTMM data set by means of the MTMM matrix that arranges the correlation matrix among all measurements ordered by method. The authors referred to the different elements of such an MTMM correlation matrix as follows: monotrait-heteromethod correlations involve two measurements of the same trait using different methods; heterotrait-monomethod correlations involve two measurements of different traits using the same method; and heterotrait-heteromethod correlations involve two measurements of different traits using different methods. The labels of the variables in Table 1 and the presentation of the matrix in blocks following the method should help the reader locate the different types of correlations.
All measures contain random measurement errors. In addition to these errors, the methods used often produce a systematic response error, which is called method effect. So, in addition to trait or valid variance, MTMM measurements have two sources of error variance: noise or random error variance and method or invalid variance. Because the second source of error variance is common for all measurements using the same method, the resulting error terms are correlated.
Random measurement errors tend to attenuate the correlations among observed measurements with respect to the correlations among the trait factors. On the contrary, correlated measurement errors usually increase the correlations among observed measurements in absolute value (at least if trait correlations are positive). In an MTMM correlation matrix, heterotrait-monomethod correlations (which are in 222 COENDERS AND SARIS the triangular blocks in Table 1 ) are in general larger in absolute value than heterotrait-heteromethod correlations (which are outside the diagonal of the square blocks in Table 1 ). In this respect, see, for instance, Andrews (1984) . Additive and multiplicative MTMM structures differ by the pattern of the aforementioned differences between heteromethod and monomethod correlations. Campbell and O'Connell (1967) suggested plotting monomethod correlations (vertical axis) against heteromethod correlations (horizontal axis) for all pairs of traits. The structure was called additive if, for any given two methods, there was a unit-slope linear relationship between the heterotrait-monomethod correlations involving one of the two methods and the heterotrait-heteromethod correlations. The structure was called multiplicative if the slope of such relationship was larger than one-in other words, if the differences between monomethod and heteromethod correlations were higher when the heteromethod correlations were higher.
MTMM models are useful to provide the researcher with measurement quality estimates (usually in the form of a variance decomposition into trait, error, and method variance) and corrected trait correlations, taking random and correlated measurement errors into account. We next review one such MTMM model, the CU model, which will be considered throughout the article. Other models will be reviewed in later sections and then related to the CU model.
CU Model
The CU model (Kenny, 1976; Marsh, 1989; Marsh & Bailey, 1991) belongs to the family of factor analysis models. The model is specified as
where x ij is the measurement of trait i with method j, expressed in deviations from the mean; δ ij is the random measurement error plus method effect component for x ij ; ξ i are the standardized trait factors with correlations φ ii′ ; and λ ij is the loading of x ij on ξ i (when standardized and squared it can be interpreted as a measurement quality indicator). The specification includes the conventional assumption of no correlation between trait factors and error terms:
where i, i′,… identify the traits, and j, j′,… the methods. Note that, in all equations in this article, i may be equal to i′ and j may be equal to j′, unless the opposite is expressly stated.
Covariances among error terms corresponding to pairs of variables measured with the same method (monomethod error covariances) constitute unrestricted model parameters that are represented as cov(δ ij δ i′j′ ). The inclusion of such parameters is a very straightforward manner of accounting for method effects. Covariances among error terms corresponding to pairs of variables measured with two different methods (heteromethod error covariances) are constrained to be zero:
The model is then misspecified if the cov(δ ij δ i′j′ ) terms are not equal to zero. We return to this issue in the discussion.
The path diagram in Figure 1 displays the model for a design with t = 3 traits and m = 3 methods. The variables measured with the same method appear together in the diagram. Note that each variable is only affected by one trait factor and an error term. Note also the error covariances for the pairs of variables measured with the same method. The CU model is scale invariant and can be shown to lead to the following implied variances and covariances:
where var(x ij ) is a variance, cov(x ij x i′j′ ) is a heterotrait-heteromethod covariance, cov(x ij x i′j ) is a heterotrait-monomethod covariance, and cov(x ij x ij′ ) is a monotrait-heteromethod covariance. The terms cov(δ ij δ i′j ), which are added to the heterotrait-monomethod covariances, generally make them larger than the corresponding heterotrait-heteromethod covariances. The equation also decomposes the variance of the x ij variables into trait variance (λ 2 ij ) and error variance (var(δ ij )), the latter including both random error and method variance. A particularly interesting case of the CU model is the congeneric measurement (CM) model, one of the most commonly used measurement error models (Jöreskog, 1969 (Jöreskog, , 1971 . It is not an MTMM model, but its simplicity is such that it has sometimes been used for the analysis of MTMM data, especially if method effects are low (Widaman, 1985) . The specification of the CM model is identical to that of the CU model except for Equation 3, which is reexpressed as
so that both heteromethod and monomethod error covariances are constrained to zero and method effects are thus ignored. If there are no method effects, the CM model is correct and scale invariant. If the method effects are important, the model is misspecified and the CU model should be used instead. Although the CU model has traditionally been linked to the modeling of additive method effects, it does not restrict monomethod error covariances at all, so that it may be used to model both additive and multiplicative method effects, as is shown in the next section.
ALTERNATIVE DEFINITIONS OF ADDITIVE AND MULTIPLICATIVE METHOD EFFECTS
This section gives two original alternative definitions of additive and multiplicative method effects that are more closely related to the current modeling approaches than the ones given in Campbell and O'Connell (1967) and in Browne (1984) . The definitions assume that the CU model holds. This, of course, implies that heteromethod error covariances are zero; we come back to this issue in the discussion. The CU model suggests that method effects can be found in the parameters reflecting error covariances among variables measured with the same method, that is, the cov(δ ij δ i′j ) terms in Equation 4. Therefore, the different behaviors of the method effects will correspond to different patterns in these parameters. Accordingly, all the definitions that are next presented imply different restrictions on them. 
where a j ≥ 0 is a constant related to method j. In other words, method effects are additive if all error covariance parameters related to method j are equal. The MTMM covariance matrix is then said to have an additive structure.
Definition M1. Method effects are called multiplicative if the population MTMM covariance matrix can be fitted by a CU model in which the error covariance parameters fulfill the restriction
where b j ≥ 0 is a constant related to method j and φ ii′ is the correlation between trait i and trait i′. In other words, method effects are multiplicative if the error covariance parameters related to method j are proportional to the trait correlation φ ii′ . They will be larger in absolute value if the trait correlation is larger in absolute value; they will be positive if φ ii′ > 0 and negative if φ ii′ < 0. The MTMM covariance matrix is then said to have a multiplicative structure.
Definitions A1 and M1 are appealing in their simplicity, but they are not problem free. It can be shown that a CU model with the restrictions in Equations 6 or 7 is scale dependent. Moreover, Definitions A1 and M1 are not justifiable if measurements with the same method have different units of measurement, although this situation is quite rare in MTMM designs. Definitions A2 and M2 solve both problems, thus leading to scale invariant models. It will be clear that these definitions are the same as A1 and M1 except for scale corrections.
Definition A2. Method effects are called additive if the population MTMM covariance matrix can be fitted by a CU model in which the error covariance parameters fulfill the restriction
where c j ≥ 0 is a constant related to method j and the λ's are trait loadings.
Definition M2. Method effects are called multiplicative if the population MTMM covariance matrix can be fitted by a CU model in which the error covariance parameters fulfill the restriction
where d j ≥ 0 is a constant related to method j. The definitions given in this article are not always equivalent to those given by Campbell and O'Connell in 1967, but they are closely linked to them, as is next shown for Definitions A2 and M2.
Relationship Between Definitions A2 and M2 and the Campbell & O'Connell Definitions
Campbell & O'Connell (1967) used the structure of monomethod and heteromethod correlations to distinguish between additive and multiplicative method effects. Therefore, the easiest way to link Definitions A2 and M2 with Campbell and O'Connell's is by deriving the monomethod and heteromethod correlations implied by the constrained CU models. This can be done directly because the CU model with the constraints in Definitions A2 and M2 is scale invariant and can therefore be equivalently fitted to covariance and correlation matrices.
The heteromethod correlation between measurements of traits i and i′, with methods j and j′ implied by the CU model is
where φ ii′ stands for a trait correlation and λ * ij for a standardized trait loading ([λ * ij ] 2 is the percentage of trait variance in x ij , which can be interpreted as measurement quality). If method effects are additive according to Definition A2, the corresponding monomethod correlation, with only method j, is
and if method effects are multiplicative according to Definition M2,
In both Equations 11 and 12 it can be seen that the monomethod correlation can be formulated as the addition of a trait component and a method component. The difference between the multiplicative and the additive cases lies in the behavior of the method component, which can be proportional to the trait correlation or independent of it.
Equations 10 and 11 imply the additive correlation structure in Campbell and O'Connell (1967) if all λ * ′s are equal. In this case, Equations 10 and 11 result in the expression ρ(x ij x i′j ) = ρ(x ij x i′j′ ) + c j (λ * ) 2 , so that there is a unit-slope relationship between monomethod and heteromethod correlations as required by Campbell and O'Connell. In a similar way, when the λ * ′s are equal, Equations 10 and 12 imply Campbell and O'Connell's multiplicative structure. In this case, ρ(x ij x i′j ) = (1 + d j )ρ(x ij x i′j′ ) so that the slope 1 + d j is larger than 1, as required.
It has sometimes been argued that, when reliability differs across variables, the conceptualization due to Campbell and O'Connell (1967) is difficult to interpret. In fact, from the beginning, we were not satisfied about measurement quality playing a role in the type of MTMM structure. In this respect, Definitions A2 and M2 are more general as they continue to be meaningful no matter what the reliabilities are.
Our definitions of additive and multiplicative method effects are then closely related to the ones given by Campbell and O'Connell in 1967 . Where Campbell and O'Connell refer to relationships among the correlations, we refer to a relationship or lack of relationship between error covariances and trait correlations. Additive method effects can then be viewed as an equal impact of measurement error covariances regardless of the trait correlation. Multiplicative method effects can be viewed as proportionality between error covariances and trait correlations.
Note that, although the statistical formulation of the equations in the CU model is certainly additive, the MTMM correlation structure implied by this model can be called additive in the sense of Campbell and O'Connell (1967) only when certain constraints are applied to the error covariances. Conversely, the CU model, being an additive model, can account for multiplicative MTMM correlation structures in the sense of Campbell and O'Connell only when error covariances follow a certain pattern. This is in agreement with the claim made by Kumar and Dillon (1992) that in principle the additivity of the model has nothing to do with the additivity of the structure of the MTMM matrix.
The fact that the definitions are implemented as constraints in the CU model allows for statistical testing. The next section provides guidelines on how to perform tests of additive and multiplicative method effects. An illustration is also given.
The CU model and its constrained cases are not only related to Campbell and O'Connell's definitions but also to other frequently used models for the analysis of MTMM data. One section is also devoted to this issue.
TESTING FOR ADDITIVE AND MULTIPLICATIVE METHOD EFFECTS
Fitting Constrained Additive and Multiplicative CU Models
As stated in the previous section, additive or multiplicative method effects can be modeled by fitting a CU model with some appropriate constraints. In fact, method effects that conform to any of the four definitions given in this article can be modeled in the following way: m cov(δ 1j δ 2j ) error covariances concerning Traits 1 and 2 are taken as free parameters and the remaining cov(δ ij δ i'j ) error covariances with i ≥ 1 and i′ > 2 are expressed as a function of cov(δ 1j δ 2j ). The unconstrained CU model has mt(t -1)/2 free error covariances so that mt(t -1)/2 -m constraints are involved. From now on we refer to a CU model specified with method effects conforming to Definitions A1, M1, A2, and M2 as a CUA1, CUM1, CUA2, or CUM2 model, respectively. The necessary constraints are given in the following for all four models:
Note that all constraints referred to in this section make sense only if t > 2. If t = 2, the unconstrained CU model has only m error covariance parameters. Note also that if all trait correlations are equal, then the additive and multiplicative constraints become the same.
Nowadays, some standard programs for structural equation models include nonlinear constraints, thus making the estimation of these models possible. The appendix shows an input file for the LISREL8 program (Jöreskog & Sörbom, 1989 ) that can be used to estimate the CUM2 model for t = 3 and m = 3.
Testing Additive and Multiplicative CU Models
The test of additive and multiplicative method effects against a more general pattern for method effects can be formulated as a test of the constraints given in the previous section and can be made by comparing the fit of appropriate nested models.
If the models are estimated by normal-theory maximum likelihood with a structural equation modeling program such as LISREL8, a great many test statistics and fit indexes can be computed (Tanaka, 1993) . We agree with Browne and Cudeck (1993) that we should expect that most models are incorrectly specified and that therefore the usual test statistics are only of limited use. In addition, both test statistics and the now-popular fit indexes may be sensitive to different characteristics of the model. The sensitivity of test statistics to those characteristics can be taken into account, although it is rather complex to do so, as has been shown by Satorra (1988, 1993) ; Saris, Satorra, and Sörbom (1987) ; Saris and Stronkhorst (1984) ; and Satorra and Saris (1985) . Without going into details, we suggest using the following procedure:
1. Check if the CU model is acceptable. This means that all theoretically possible parameters that are fixed to zero in the CU model must either have a substantively small value if estimated (i.e., must have a small expected parameter change [EPC]) or must be nonsignificant (i.e., must have a modification index smaller than 3.84, which is the critical value at the .05 significance level assuming a chi-square distribution with 1 df for the modification index). If the model is not acceptable, there is no reason to test any restrictions on it. If, however, the model is acceptable, the meaningful restrictions can be tested in the following steps.
2. Test the existence of method effects by comparing the nested CM and CU models using the chi-square change statistic. This statistic is computed as the difference in the chi-square test statistics of both models to be compared. If the most restrictive of both nested models holds and certain conditions are fulfilled (in this section it must be assumed that the δ ij terms are normally distributed and the trait factors are either normal or independent from the δ ij terms; see Satorra, 1990) , then the chi-square change statistic should follow a chi-square distribution with the degrees of freedom equal to the difference in degrees of freedom between the two models. If the CM model is not rejected, it does not make sense to carry out any further tests as the existence of method effects is not supported.
3. Choose which additive and multiplicative definitions (A1 and M1 or A2 and M2) to test.
4. Perform the tests for additive and multiplicative method effects using the appropriate chi-square change statistics. Either test the CUA1 and CUM1 models against the CU model or test the CUA2 and CUM2 models against the CU model. 5. Interpret the results. There are four possible combinations of results of the tests of the additive and multiplicative hypotheses. Two of these combinations (reject the additive hypothesis but not the multiplicative one and reject the multiplicative hypothesis but not the additive one) allow the researcher to draw quite clear conclusions on the type of method effect structure that is present in the data. If neither the additive nor the multiplicative hypotheses are rejected, then no conclusions at all can be drawn. This can be the case if all trait correlations are nearly equal or if the sample is too small. If both hypotheses are rejected, then a structure that is more complicated than a simple additive or multiplicative one is revealed.
The tests were carried out on the data given in Table 1 as an illustration. The CM, CUA1, CUA2, CUM1, CUM2, and CU models were independently fitted on both the covariance and the correlation matrices by normal-theory Maximum Likelihood with the LISREL8 program. The degrees of freedom, chi-square test statistics, and associated p values of all models for both types of matrix are shown in Table 2 . As expected, scale invariant models yielded identical goodness-of-fit measures regardless of whether the correlation or the covariance matrix was analyzed. The five recommended steps are commented on in the following.
1. The CU model could be rejected at the .05 level because the test statistic is equal to 35.43, which has a probability of only .002 if the CU model is exactly correct. On the other hand, the values to be expected for theoretically possible parameters that were constrained to zero (heteromethod error covariances) were rather small (the largest standardized EPC in absolute value was .11) and mostly nonsignificant. The standardized estimates obtained if the parameter with the largest EPC was included in the model were hardly different from those obtained with this parameter constrained to zero; most of the differences were around or below .02. Therefore, we think that for all practical purposes the CU model can be seen as acceptable for this data set, and we display the actual estimates in Table 3 . We consequently attribute the statistical rejection of the model to the probable high power of the chi-square test, caused by the fact that the standardized trait loadings are quite high (between .76 and .90) and that the sample size is relatively large (Saris & Satorra, 1988; Saris et al., 1987) . 2. Table 2 allows us to reject the hypothesis of absence of method effects. The chi-square change statistic comparing the CU and CM models, which has 9 df for this t = 3, m = 3 design, equals 203.75, and is significant compared to the usual standards. This result allows us to proceed with the tests of additive and multiplicative method effects. We consider the standardized estimates of the monomethod error covariances in Table 3 to be large enough so as not to attribute rejection to power alone.
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3. Table 2 shows that the goodness of fit of the additive and multiplicative CU models can change depending on whether Definitions A1 and M1 or Definitions A2 and M2 are considered. Table 2 also shows that, if Definitions A1 and M1 are considered, the kind of matrix that is analyzed also has an influence because of the scale dependence of the models. This is one of the reasons why we suggest using Definitions A2 and M2, on which the remaining tests in this section are based.
4. Table 2 allows us to perform the test of the null hypothesis of additive method effects by comparing the CU and CUA2 models. The test is significant at the .0001 level (chi-square change = 25.55, with 6 df for this design). The test of the null hypothesis of multiplicative method effects can be computed in a similar fashion and is also significant at the .0001 level (chi-square change = 27.47, also with 6 df).
5. The tests show that, for this data set, both the additive and multiplicative method effects are rejected in favor of the more general pattern that is permitted by the CU model. Table 3 provides additional evidence for this more complicated pattern: If we consider the standardized estimates of the monomethod error covariances, we find large differences in the within-method error covariances, which constitutes a deviation from the additive pattern. However, these differences do not follow the size of trait correlations as demanded by the multiplicative pattern. For instance, Traits 1 and 2 have the highest correlation but a quite low error covariance for Methods 2 and 3. Traits 2 and 3 have the lowest correlation but a quite high error covariance with Method 3. The unrestricted CU model should then be preferred.
RELATIONSHIP OF THE CONSTRAINED CU MODELS TO OTHER MODELS FOR MTMM DATA
In this section we show that the constrained CU models presented in this article are not only related to the definitions given by Campbell and O'Connell in 1967, but also to other models that are often used on MTMM data. These relationships also allow us to better interpret the assumptions and behavior of the models. A section is devoted to each of the CFA and DP models, including some constrained versions of them. All models are summarized together in Table 4 . After presenting each of the models, the equivalence relationships among them are referred to. These equiva-lence relationships are summarized in Figure 2 . Throughout the article we understand equivalence as meaning local equivalence, as in Luijben (1989) . Two equivalent models have the same number of free parameters and, for any set of parameters of one model, there exists a set of parameters of the other model that yields an identical implied covariance matrix. For two models to be locally equivalent, equivalence only needs to hold in the regions of the parameter spaces where the parameter values of both models are admissible and both models are identified. See Luijben (1989) for a more formal definition and examples.
Classic CFA Model for MTMM Data
The classic CFA model also belongs to the family of factor analysis models and is probably the model most frequently used to analyze MTMM data (Althauser et al., 1971; Alwin, 1974; Werts & Linn, 1970) . In this model, error covariances are not specified, but each observed variable is allowed to load on both one trait factor and one method factor. The latter type of factors account for method effects. The model is specified as follows:
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where x ij is the measurement of trait i with method j, expressed in deviations from the mean; δ ij is the random measurement error for x ij ; ξ i are the standardized trait factors with correlations φ ii′ ; ξ Mj are the standardized method factors; λ ij is the loading of x ij on ξ i (when standardized and squared it can be interpreted as a measurement quality indicator); and λ Mij is the loading of x ij on ξ Mj (method effect indicator). The model is usually specified with the standard assumptions of factor analysis models, including uncorrelated error terms, plus the additional assumption of uncorrelated method and trait factors:
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FIGURE 2 Nesting and equivalence relationships between the models defined in Table 4. cov(ξ i ξ Mj ) = 0
The assumption of no correlation between trait and method factors in Equation 19 makes it possible to decompose the variance of x ij into trait variance (λ 2 ij ), method variance (λ 2 Mij ) and random error variance (var[δ ij ]) to assess measurement quality (e.g., Schmitt & Stults, 1986) , although this assumption may not be reasonable under certain conditions (Kumar & Dillon, 1992) . From now on, we refer to a CFA model specified with the assumptions in Equations 18 and 19 as a CFA1 model.
Two additional sets of constraints are often introduced so as to avoid the frequent overparametrization problems of the CFA1 model, such as failure to converge, inadmissible estimates, or empirical underidentification (Andrews, 1984; Bagozzi & Yi, 1991; Brannick & Spector, 1990; Kenny & Kashy, 1992; Marsh & Bailey, 1991; Rindskopf, 1984; Saris, 1990b) :
We will refer to a CFA model specified with the assumptions in Equations 18 to 20 as a CFA2 model. The path diagram in Figure 3 shows this model for a design with t = 3 and m = 3. This path diagram is identical to that of Figure 1 except for the specification of a set of uncorrelated method factors instead of the error covariances of the CU model. The CFA2 model is one of the particular cases of CFA1 described in Widaman (1985) . The restriction of uncorrelated method factors (Equation 20 ) implies that only error covariances among indicators sharing the same method can be explained by the CFA2 model. In this respect, the CFA2 model behaves similarly to the CU model. In fact, Marsh (1989) showed that the CFA2 and CU models are equivalent for designs with t = 3. If t > 3, then the CFA2 model is nested into the CU model, and the CU model is thus more general. Unlike the CFA2 and CU models, the CFA1 model allows for heteromethod error covariances but leads to many kinds of problems, as mentioned previously. Both the CFA1 and CFA2 models are scale invariant.
The variances and covariances implied by the CFA2 model are
In comparison to Equation 4, Equation 22
shows that the CFA2 model computes error covariances from the method loadings.
We refer to a CFA model specified with the assumptions in Equations 18 to 21 as a CFA3 model. The restriction of equality of method loadings within a method (Equation 21) implies constant error covariances within a method and can thus be linked to additive method effects according to Definition A1. Note that we drop one subindex from the method loading in Equation 21. Unlike the CFA1 and CFA2 models, the CFA3 model is scale dependent. The CFA3 model is used for instance in Andrews (1984) and Saris (1990b) .
It is easy to see that the CUA1 and CFA3 models are equivalent. Both models have the same number of free parameters. Equations 4 and 22 become the same if we express the parameters of the CUA1 model as a function of the parameters of the CFA3 model in such a way that 1. The λ ij trait loadings and the φ ii′ trait correlations take the same value in both models. 2. The error variances in the CUA1 model equal the error variances in the CFA3 model plus the λ 2 Mj squared method loading. 3. The a j error covariances in the CUA1 model equal the λ 2 Mj squared method loadings of the CFA3 model.
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FIGURE 3 Path diagram of the CFA2 model for three traits and three methods.
As required, for any set of CFA3 parameters there exists a set of CUA1 parameters that makes the implied variances and covariances of both models the same. The CFA3 and CUA1 models are then equivalent, which also means that they are both nested into the CU model. A test of the CFA3 model against the CU model can be interpreted as a test of additive method effects (according to Definition A1) against a more general pattern and, if desired, can be used as an alternative to the test presented in previous sections. The equivalence between the CUA1 and CFA3 models holds for any value of m and t, provided that both models are identified.
It is also possible to formulate a scale invariant model of the CFA form that is equivalent to the CUA2 model. This can be done by following the approach of Coenders, Batista-Foguet, and Satorra (1995) and implies introducing the following constraint instead of that in Equation 21:
where c j ≥ 0 is a constant related to method j. Equation 23 constrains method loadings to be proportional to the trait loadings within a method, thus making the ratio of method variance over trait variance to be constant within a method. This is equivalent to making true score validity equal within a method (Coenders et al., 1995) . We call a CFA model specified with the constraints in Equations 18, 19, 20, and 23 a CFA4 model.
It is a straightforward matter to show that the CUA2 and CFA4 models are equivalent. Both models have the same number of free parameters. Equations 4 and 22 become the same if we express the parameters of the CUA2 model as a function of the parameters of the CFA4 model in such a way that 1. The λ ij trait loadings, the φ ii′ trait correlations, and the c j constant take the same value in both models. 2. The var(δ ij ) error variances in the CUA2 model equal the error variances in the CFA4 model plus the λ 2 ij c j squared method loading.
The CFA4 and CUA2 models are then equivalent for any value of m and t, provided that both models are identified. This also means that they are both nested into the CU model. A test of the CFA4 model against the CU model can be interpreted as a test of additive method effects (according to Definition A2) against a more general pattern.
Not surprisingly, the CM model is also a particular case of the CFA models in which method loadings are equal to zero.
We finish this section on CFA models by referring to a recently developed variant of them, namely the true score model. The true score model for MTMM data is a reparametrization of the CFA model as a second-order factor analysis model sug-gested in Saris and Andrews (1991) . Under this parametrization, each observed variable loads on a first-order factor representing the true score, that is, the observed score minus the random error term. The true score loads on one second-order trait factor and one second-order method factor. The true score model then makes a different decomposition of the variance of the observed variables. A true score model that is equivalent to the CFA3 model is used in Költringer (1995) , Scherpenzeel (1995) , and Scherpenzeel and Saris (1997) . A true score model that is equivalent to the CFA4 model is used in Coenders et al. (1995) .
DP Model
The DP model (Browne, 1984 (Browne, , 1985 (Browne, , 1989 Cudeck, 1988) has been developed drawing from the work of Swain (1975) with the specific aim of modeling multiplicative method effects. Unlike the previous models, the DP model is not a factor analysis model. It does not assume the variables to be related through a set of equations but only specifies a certain implied structure for the variances and covariances, 1 which is displayed in Equation 24.
where x ij is the measurement of trait i with method j, expressed in deviations from the mean; z ij is a scaling constant for x ij ; ρ ii′ is the correlation between traits i and i′; π jj′ is a method effect indicator 2 (in this model such effects are not given for every individual method, but for every combination of two of them); and e ij can be under-TESTING ADDITIVE AND MULTIPLICATIVE MTMM MODELS
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1 The DP model can also be viewed as a model for the observed measurements that specifies them as the product of two independent trait and method factors. However, the interpretation of such a multiplicative model for the measurements is problematic and involves rethinking the current measurement theory (Kumar & Dillon, 1992; Marsh & Grayson, 1995) . In this section, the DP model will be considered only in terms of its implications for the covariances or correlations. The equivalence between the CUM2 and DP models derived in Coenders and Saris (1998) allows for a more appealing interpretation of the model.stood as a standardized random error variance. As shown in Equation 24, e ij contributes to the variances and not to the covariances, and it therefore leads to an attenuation of correlations in the same way as a random error component does. A measurement quality indicator can be obtained as 1/(1 + e ij ) and an unstandardized random error variance as e ij z 2 ij .
The DP model is scale invariant. Moreover, the parameters e ij , ρ ii′ , and π jj′ are scale free, which means that they are interpreted in the same way regardless of whether a covariance or a correlation matrix is analyzed (see Cudeck, 1989) .
The ρ ii′, π jj′ , and π jj′ ρ ii′ terms in Equation 24 constitute the most interesting part of the model and are interpreted as correlations between the corresponding x variables disattenuated for the effect of random measurement error. These disattenuated correlations take three possible forms:
1. A disattenuated heterotrait-monomethod correlation is equal to the ρ ii′ correlation between both traits.
2. A disattenuated heterotrait-heteromethod correlation is equal to the product of the ρ ii′ correlation between both traits and the π jj′ coefficient corresponding to the combination of both methods. The DP model takes method effects into account by means of these π jj′ coefficients because these coefficients are constrained to be equal to or lower than 1 in absolute value and therefore cause a reduction in the heterotrait-heteromethod correlations with respect to the heterotrait-monomethod correlations. Thus, the lower the π jj′ s are, the larger the method effects are; if all the π jj′ coefficients were equal to 1, no reduction in the correlations would take place, which could be interpreted as the absence of method effects. Actually, a DP model in which all π jj′ s are constrained to be equal to 1 was shown to be equivalent to the CM model (Coenders & Saris, 1998) . Note that, in this model, method effects reduce heteromethod correlations, whereas in the CFA and CU models they increase monomethod correlations. Note also that this reduction in the heteromethod correlations is proportional to the trait correlations: It is clear that the difference between the heteromethod and monomethod correlations will be higher when the trait correlation is higher, thus leading to a multiplicative MTMM structure. If the e ij error variances are all equal, then the DP model implies a multiplicative correlation structure in the sense given by Campbell and O'Connell (1967) .
3. A disattenuated monotrait-heteromethod correlation is equal to the corresponding π jj′ coefficient. This leads to another interpretation of the π jj′ coefficients, which is by no means in conflict with the former one: Once random measurement error has been taken into account, monotrait-heteromethod correlations should be equal to 1 except for the impact of method effects.
In the past, the model could not be estimated with standard software for structural equation modeling unless it was reparametrized as a second-order factor analysis model (Wothke & Browne, 1990) , which was very cumbersome and hard to interpret. As an alternative, Browne's program MUTMUM (Browne, 1985) could be used. Nowadays standard programs for structural equation models that include nonlinear constraints can be used. A parametrization of the DP model as a first-order factor analysis model with nonlinear constraints is shown in the appendix, where an input file for the LISREL8 program is also given.
The DP model is often presented as belonging to a completely different family of models from that of the CFA and CU. However, Coenders and Saris (1998) showed this not to be the case. These authors showed that the CM model is a particular case of the DP model in which there are no method effects. More interestingly, they also showed that the DP model is equivalent to the CUM2 model whenever m = 3. For a proof and the expression of the parameters we refer to Coenders and Saris. What is most interesting about the relationships of the parameters of the CUM2 and DP models is that trait correlations are numerically the same for both models, in spite of the different way in which they take method effects into account.
The equivalence of the CUM2 and DP models for m = 3 also implies that the DP model is nested into the CU model for these designs 3 so that, in this particular case, a test of multiplicative method effects may be performed by comparing the fit of the CU and DP models. Note that the test of the CUM2 model against the CU model is valid for any value of m and can equally be interpreted as a test for multiplicative method effects. The need for m to be equal to 3 only applies if the researcher wishes to perform a test of the DP against the CU model. The CUM2 model can be used for any number of methods and can equally be interpreted as a model for multiplicative method effects, even if it is not strictly equivalent to the alternative DP model when m ≠ 3.
As regards the generalization of the equivalence for other designs, if m ≠ 3, then the number of free error covariances in the CUM2 model (m) is not equal to the number of π parameters in the DP model [m(m -1)/2]. In particular, if m > 3, the CUM2 model is more parsimonious than the DP model and if m = 2, it is the other way around. However, the results in Coenders and Saris (1998) hinted at the fact that the CUM2 model imposes the same kind of pattern on the covariances as the DP model. The authors showed that for m > 3, the CUM2 model is equivalent to a constrained DP model. The fact that designs with three methods are quite common in practice must also be taken into account. Designs with less than three methods sometimes lead to models that are underidentified or at least to rather unstable estimates. Designs with more than three methods suffer from the high cost connected with profusely repeated measurement.
DISCUSSION
In this article alternative definitions of additive and multiplicative method effects have been provided. These definitions are closely related to those given by Campbell and O'Connell in 1967 (even equivalent under some circumstances) and fit into the current modeling approaches as they can be implemented by means of constraints on the parameters of the CU model. The new definitions have been shown to have several advantages.
One advantage is that they in fact constitute a generalization of the definitions given by Campbell and O'Connell in 1967 . As has been shown, both sets of definitions are identical when all measurement qualities are equal. When the opposite holds, our definitions are more easily interpretable than the ones suggested by Campbell and O'Connell. A second advantage of the alternative definitions is that the fact that they can be implemented by means of constraints makes them highly operative: They allow us to test additive and multiplicative method effects against more general patterns by simply testing the constraints. The hierarchy of nested MTMM models presented in Widaman (1985) was mainly suggested as a way of testing the existence of method effects. The hierarchy presented in this article is suggested as a way of testing the pattern of method effects.
The outcome of the tests can often have interesting substantive implications. Bagozzi and Yi (1991) , in line with Campbell and O'Connell (1967) , suggested that multiplicative structures are quite common when methods consist of raters. Raters may have their own theories regarding the co-occurrence of certain phenomena that are related to one another. It is therefore expected that the correlation among measurements of related traits will be inflated by more than the correlation among measurements of relatively independent traits. Coenders (1996, chap. 5) suggests that ordinal measurement also leads to multiplicative method effects because the categorization errors of closely related variables can be correlated. Andrews (1984) and Kumar and Dillon (1992) argued that, when methods consist of category labels or scale lengths in questionnaires, an additive structure is more reasonable. In such cases, method effects are likely to arise from individual differences in the use of the response scale, which can be expected to be reasonably constant across traits. Researchers seeking to make such substantive statements on the nature of method effects can benefit from the tests described in this article. Researchers comparing the performance of the existing CFA, DP, and CU models (e.g., Bagozzi, 1993; Bagozzi & Yi, 1991) can also use the tests described in this article, at least for some very common designs.
A third advantage of the alternative definitions is that they are also closely related to other models that are normally used to fit additive and multiplicative structures. Namely, CU models with constraints according to Definitions A1 or A2 are equivalent to additive versions of the CFA model, and the CU model with con-straints according to Definition M2 is equivalent to the DP model (for designs with three methods). The DP and CUM2 models, although formally very different, behave in a very similar way, performing the same corrections on trait correlations and relying on similar assumptions. The CFA3, CFA4, and DP models are nested into the more general unrestricted CU model, which shows the CU model to be a very general framework for MTMM analysis. An overview of all models is given in Table 4 , and the relationships among them are indicated in Figure 2 .
A fourth advantage of our new definitions is that the derived relationship between the DP, CM, and CUM2 models allows us to better interpret the meaning of the parameters and assumptions of the DP model and solve some of the frequent misunderstandings that appear in the literature on this subject.
The fact that the π jj' parameters have often been called method correlations is the source of one of such misunderstanding. In fact, these parameters have sometimes been interpreted in the same way as method factor correlations are interpreted in the framework of the CFA1 model, that is, as sources of heteromethod error covariances. Quite differently, high values of π jj′ (i.e., close to 1) do not show that heteromethod error covariances are high but that method effects are low-in other words, that the differences between monomethod and heteromethod correlations are low (DP interpretation) or that monomethod error covariances are low (CUM2 interpretation). In the extreme, if all π jj′ terms are equal to 1, then there are no method effects at all and, accordingly, the DP model becomes equivalent to the CM model.
As a result of the aforementioned misunderstanding, some literature (e.g., Bagozzi, 1993) claimed that, unlike the CFA2, CFA3, CFA4, and CU models, the DP model can account for heteromethod error covariances by means of the π jj′ parameters. The fact that the DP model is nested into the CU model proves that the DP model cannot be less restrictive than the CU model in this respect, at least when m = 3.
The claim made by Campbell and O'Connell (1982) that, under some circumstances, monomethod correlations should be more realistic than heteromethod correlations, together with the fact that the DP model trait correlations are related to monomethod correlations, could lead to another misunderstanding: It could be suggested that the trait correlation estimates obtained from the DP model can be more appropriate than those obtained from the CU model. The fact that the ρ ii′ parameters of the DP model equal the φ ii′ parameters of the CUM2 model implies that they both can be interpreted as trait factor correlations that are corrected for both random errors and method effects in exactly the same way.
A fifth advantage of the definitions is that they allow researchers willing to model multiplicative method effects to use the CUM2 model instead of the DP model. The CUM2 model offers the advantage of being more comparable to standard models. Note that the CUM2 model may be used also if m > 3. In this case, it is not equivalent to the DP model, but it continues to model multiplicative method effects in the sense given by Campbell and O'Connell (1967) . As far as we know, the CU family of models has never been used to deal with multiplicative MTMM structures, probably because the additive formulation of the models did not suggest this possibility. Many a researcher who finds the DP model hard to interpret can benefit from adopting the CU family of models instead.
To cope with scale dependencies in MTMM analyses, two sets of definitions have been provided in this article. Definitions A2 and M2 should in principle be preferred because they lead to scale invariant models. However, provided that the covariance matrix is analyzed, the researcher may still choose Definitions A1 and M1 if the units of measurement remain constant within a method and the trait loadings are of about the same magnitude within a method, which is a quite common situation. Definition A1 is particularly appealing because it involves only linear constraints.
Definitions A1 and A2 imply that all error covariances must be positive, and Definitions M1 and M2 imply that all error covariances must be of the same sign as their respective trait correlations. This must be taken into account by practitioners when fitting these models and merely reflects the typical behavior of additive and multiplicative method effects. The CFA3 model and Campbell and O'Connell's definition of multiplicative method effects also have this behavior.
The article has shown that, with or without additional constraints, the CU model can be used for additive, multiplicative, and even more general structures and constitutes a generalization of many other models. This suggests that this model can be used on a very general basis for carrying out MTMM analyses.
A drawback of the CU model is that it assumes that heteromethod error covariances are zero. In some circumstances, some of the methods of measurement are so similar that this assumption cannot be expected to hold (de Wit, 1994) . The literature suggests that such phenomena are quite frequent and high heteromethod error covariances are to be expected when all methods consist in self-rating (e.g., Andrews & Withey, 1976, chap. 6; Bagozzi, 1993) . In any case, this assumption has rarely been successfully relaxed in applied research: The DP, CFA2, CFA3, and CFA4 models also make this assumption, which is only relaxed by the CFA1 model, which is often subject convergence, inadmissibility, and underidentification problems (Andrews, 1984; Bagozzi & Yi, 1991; Brannick & Spector, 1990; Kenny & Kashy, 1992; Marsh & Bailey, 1991; Rindskopf, 1984; Saris, 1990b) . In addition, some literature suggests that, even when heteromethod error covariances are present, the bias of the estimates when fitting models that assume zero heteromethod error covariances is fairly minor (Saris, 1990a; Scherpenzeel, 1995) , at least if method effects are not too high. Marsh (1989) and Marsh and Bailey (1991) went further to show that, even in the cases in which the CU model is misspecified due to heteromethod error covariances, the CU estimates are closer to the population parameter values than the estimates of the correctly specified but highly unstable CFA1 model. The comparatively better performance of the CU model occurs because the lower sampling variability of the CU estimates outweighs the bias arising from the violation of the model's assumptions. Therefore, in our opinion and from a practical point of view, the restrictive assumptions of the CU model are not so serious and are more than compensated for by the model's lack of practical problems: Marsh (1989) and Marsh and Bailey (1991) reported that the CU model rarely leads to problems of empirical underidentification, failure to converge, or inadmissible estimates.
APPENDIX Parametrizations of Multiplicative MTMM Models
The CUM2 Model with Nonlinear Constraints in the Error Covariance Matrix
This parametrization involves the usual specification of a CU model with the appropriate nonlinear constraints in the nonzero error covariances shown in Equation  16 . In Figure A1 , a LISREL8 input file for t = 3 and m = 3 is provided. Note that, in LISREL8 input files, subindexes refer to the row and column of a matrix of parameters and not to the trait and method.
The DP Model as a Factor Analysis Model with Constrained Factor Covariance Matrix
In this parametrization there are mt factors and each of the mt x ij observed variables loads only on one ξ ij factor and has a zero error variance:
The factor covariance matrix contains the terms 1 + e ij in the diagonal and the disattenuated correlations outside the diagonal. The values outside the diagonal 248 COENDERS AND SARIS FIGURE A1 LISREL8 input file for the CUM2 model for three traits and three methods. Maximum likelihood estimation. must then be constrained to appropriate products among a set of free π jj' and ρ ii' parameters. The λ ij factor loadings play the role of the z ij terms.
Following are the implied variances and covariances of this parametrization and of the DP model:
var(x ij ) = var(ξ ij )λ 2 ij = (1 + e ij )z 2 ij TESTING ADDITIVE AND MULTIPLICATIVE MTMM MODELS 249 FIGURE A2 LISREL8 input file for the DP model for three traits and three methods. Maximum likelihood estimation. cov(x ij x i'j' ) = cov(ξ ij ξ i'j' )λ ij λ i'j' = π jj' ρ ii' z ij z i'j' cov(x ij x i'j ) = cov(ξ ij ξ i'j )λ ij λ i'j = ρ ii' z ij z i'j cov(x ij x ij' ) = cov(ξ ij ξ ij' )λ ij λ ij' = π jj' z ij z ij' In Figure A2 , a LISREL8 input file for t = 3 and m = 3 is provided.
