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Abstract. We study the following quasilinear elliptic system for all i = 1, · · · , m
− div(Φ′(|∇ui|
2)∇ui) = Hi(u) in R
n
where u = (ui)
m
i=1 : R
n → Rm and the nonlinearity Hi(u) ∈ C
1(Rm)→ R is a general nonlinearity. Several
celebrated operators such as the prescribed mean curvature, the Laplacian and the p-Laplacian operators
fit in the above form, for appropriate Φ. We establish a Hamiltonian identity of the following form for all
xn ∈ R ∫
Rn−1
(
m∑
i=1
[
1
2
Φ
(
|∇ui|
2
)
−Φ′
(
|∇ui|
2
)
|∂xnui|
2
]
− H˜(u)
)
dx′ ≡ C,
where x = (x′, xn) ∈ Rn and H˜ is the antiderivative of H = (Hi)
m
i=1. This can be seen as a counterpart of
celebrated pointwise inequalities provided by Caffarelli, Garofalo and Segala in [17] and by Modica in [42].
For the case of system of equations, that is when m ≥ 2, we show that as long as
α ≥ α∗ := inf
s>0
{
2sΦ′(s)
Φ(s)
}
the function Iα(r) :=
1
rn−α
∫
Br
∑m
i=1 Φ(|∇ui|
2)−2H˜(u) is monotone nondecreasing in r. This in particular
implies that for the prescribed mean curvature, the Laplacian, the p-Laplacian and operators the function
Iα(r) is monotone when α ≥ α∗ = 2, α ≥ α∗ = 2 and α ≥ α∗ = p, respectively. We call this a weak
monotonicity formula since for m = 1 it is shown in [17] that Iα(r) is monotone when α ≥ 1, under certain
conditions on Φ.
We prove De Giorgi type results for H-monotone and stable solutions in two and three dimensions when
the system is symmetric. The remarkable point is that gradients of all components of solutions are parallel
and the angle between vectors ∇ui and ∇uj is precisely arccos
(
|∂jHi|
∂jHi
)
. In addition, we provide an optimal
Liouville theorem regarding radial stable solutions of the above system with a general nonlinearity when the
system is symmetric. We announce several natural open problems in this context as well.
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1. Introduction
In [17], Caffarelli, Garofalo and Segala studied the following class of quasilinear equations arising in
geometry
(1.1) div(Φ′(|∇u|2)∇u) = f(u) in Rn,
where f is a C1(R) and Φ ∈ C2(R+) satisfies certain conditions that follow. Note that for the case of
Φ(s) = s the above equation is the standard semilinear elliptic equation. The prescribed mean curvature
equation and the p−Laplacian equation, i.e.
div
(
∇u√
1 + |∇u|2
)
= f(u) in Rn,(1.2)
div
(
(ǫ+ |∇u|2) p−22 ∇u
)
= f(u) in Rn for ǫ > 0,(1.3)
respectively, fit in the form of (1.1) where Φ is given respectively by
Φ(s) = 2(
√
1 + s− 1),(1.4)
Φ(s) =
2
p
(
(ǫ+ s)
p
2 − ǫ p2
)
.(1.5)
Throughout this paper we shall assume that Φ(s),Φ′(s) and Φ′(s) + 2Φ′′(s)s are positive when s > 0.
In addition, without loss of generality let Φ(0) = 0. Borrowing notations from [17], we shall refer to the
following conditions often in this paper. Note that Φ in (1.4) and (1.5) satisfies these conditions, respectively,
Condition (A). There exist positive constants C1, C2 and ǫ ≥ 0 such that Φ ∈ C2(R+) and for every
η, ζ ∈ Rn
C1(ǫ + |η|)−1 ≤ Φ′(|η|2) ≤ C2(ǫ+ |η|)−1,(1.6)
C1(ǫ + |η|)−1|ζ′|2 ≤
m∑
i,j=1
ai,j(η)ζiζj ≤ C2(ǫ+ |η|)−1|ζ′|2,(1.7)
where ζ′ = (ζ, ζn+1) ∈ Rn+1 is orthogonal to the vector (−η, 1) ∈ Rn+1.
Condition (B). There exist p > 1, ǫ ≥ 0 and positive constants C1, C2 such that Φ ∈ C2(R+) that
for every η, ζ ∈ Rn,
C1(ǫ+ |η|)p−2 ≤ Φ′(|η|2) ≤ C2(ǫ + |η|)p−2,(1.8)
C1(ǫ+ |η|)p−2|ζ|2 ≤
m∑
i,j=1
ai,j(η)ζiζj ≤ C2(ǫ+ |η|)p−2|ζ|2,(1.9)
where ai,j in (1.9) and (1.7) are given by
(1.10) ai,j(η) := 2Φ
′′(|η|2)ηiηj +Φ′(|η|2)δij .
One of the main results provided in [17] is the following pointwise inequality. Note that this is a counterpart
of the pointwise estimate given by Modica in [42] for the case of Φ(s) = s.
Theorem A. Suppose that f ∈ C2(R) with F ≥ 0 and suppose that one of the following conditions hold
(i) Condition (A) holds and u ∈ W 1,ploc (Rn) ∩ L∞(Rn) is a solution to (1.1)
(ii) Condition (B) holds and u ∈ C2(Rn)∩L∞(Rn) is a solution to (1.1) and in additon |∇u| ∈ L∞(Rn).
Then for every x
(1.11) 2Φ′(|∇u|2)|∇u|2 − Φ(|∇u|2) ≤ 2F (u).
In particular, the following pointwise estimates hold for specific Φ.
• Suppose that Φ(s) = s, then
(1.12) |∇u|2 ≤ 2F (u) in Rn,
where u is a bounded solution of the semilinear equation ∆u = f(u) in Rn, provided by Modica in
[42].
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• Let Φ(s) = 2(√1 + s− 1). Then
(1.13)
√
1 + |∇u|2 − 1√
1 + |∇u|2 ≤ F (u) in R
n,
for bounded solutions of the prescribed mean curvature equation that is div
(
∇u√
1+|∇u|2
)
= f(u) in
R
n.
• Suppose that Φ(s) = 2
p
s
p
2 . Then
(1.14) |∇u|p ≤ p
p− 1F (u) in R
n,
where u is a bounded solution of the p-Laplace equation div
(|∇u|p−2∇u) = f(u) in Rn.
We study classical solutions of the following quasilinear system of equations
(1.15) − div(Φ′(|∇ui|2)∇ui) = Hi(u) in Rn,
where u = (ui)
m
i=1 : R
n → Rm and Hi(u) ∈ C1(Rm) → R for all i = 1, · · · ,m. The above system has
variational structure and the associated energy functional is given by
(1.16) E(u) =
∫ m∑
i=1
1
2
Φ(|∇ui|2)− H˜(u),
where H˜ is defined such that ∂iH˜(u) = Hi(u). Throughout this paper we use the notation u = (ui)
m
i=1,
H(u) = (Hi(u))
m
i=1 and ∂jHi(u) =
∂Hi(u)
∂uj
. We assume that ∂iHj(u)∂jHi(u) > 0 for 1 ≤ i ≤ j ≤ m. The
next definition is the notion of the symmetric systems, introduced by the author in [34]. Symmetric systems
play a fundamental role throughout this paper when we deal with the energy functional given in (1.16) and
when we study system (1.15) with a general nonlinearity H(u). Note that for the scalar equation case, that
is when m = 1, (1.15) is clearly symmetric.
Definition 1.1. We call system (1.15) symmetric if the matrix of partial derivatives of all components of
H given by
(1.17) H := (∂iHj(u))
m
i,j=1,
is symmetric.
Hamiltonian identities are quite well-known in both mathematics and physics as important tools to study
qualitative behaviour of entire solutions of differential equations and systems. They often directly or indi-
rectly lead to certain properties which could be of great importance in the fields as well, such as monotonicity
formulae. Consider the following symmetric system of ordinary differential equations that is a particular
case of (1.15),
(1.18) − u′′i = ∂iH(u) in R.
It is straightforward to see that the following Hamiltonian identity holds for solutions of (1.18)
(1.19)
1
2
m∑
i=1
u′2i +H(u) ≡ C in R,
where C is a constant. Equivalently, one can rewrite (1.18) in the form of a first order Hamiltonian system{ −u′i = ∂viH¯(u, v) in R,
−v′i = −∂uiH¯(u, v) in R,
where H¯(u, v) = 12
∑m
i=1 v
2
i + H(u). Note that H¯(u, v) ≡ C on trajectories of solutions. These equations
generalize Newton’s third law that is F = ma to system of equations where the momentum is not simply
mass times velocity. The Hamiltonian H¯(u, v) normally represents the total energy of the system. We refer
interested readers to [7, 40] for some original information regarding physical meaning of the system and to
[29, 41] and references therein for variational theory of Hamiltonian systems.
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Gui in [39] considered the gradient system −∆ui = ∂iH(u), that is a higher-dimensional counterpart of
(1.18), and established the following Hamiltonian identity,
(1.20)
∫
Rn−1
[
1
2
m∑
i=1
(|∇x′ui|2 − |∂xnui|2)−H(u(x))
]
dx′ ≡ C,
for x = (x′, xn) ∈ Rn−1 × R. In this paper, we provide an extension of this inequality for solutions of
quasilinear symmetric system (1.15). One might expect, at the first glance, that just replacing derivative
terms with Φ(|∇x′ui|2) − Φ(|∂xnui|2) could simply give the Hamiltonian identity for solutions of (1.15).
Instead, the identity follows the structure of the pointwise estimate provided by Caffarelli, Garofalo and
Segala in [17] and it is of the form
(1.21)
∫
Rn−1
(
m∑
i=1
[
1
2
Φ
(|∇ui|2)− Φ′ (|∇ui|2) |∂xnui|2
]
− H˜(u(x))
)
dx′ ≡ C.
Note that when Φ(s) = s, the identity (1.21) recovers (1.20). This then explains why the difference of partial
derivatives that is |∇x′ui|2 − |∂xnui|2 appears in (1.20).
If we set Φ to be the ones given in (1.4) and (1.5) we can have the Hamiltonian identity for the prescribed
mean curvature equation and the p-Laplacian equation, respectively. Let us mention this remarkable point
again that the Hamiltonian identity (1.21) has a very similar structure as pointwise estimates (1.11) and
(1.12), provided by Caffarelli, Garofalo and Segala in [17] and by Modica in [42]. Therefore, (1.21) can be
seen as a counterpart of (1.11) for the case of system of equations, i.e. m ≥ 2.
The Hamiltonian identity (1.21) motivates us to look for a monotonicity formula for solutions of (1.15).
So, set
(1.22) Iα(r) :=
1
rn−α
∫
Br
[
m∑
i=1
Φ(|∇ui|2)− 2H˜(u)
]
.
For the case of scalar equations, that is when m = 1, it is proved by Caffarelli, Garofalo and Segala in [17]
that when Φ satisfies one of conditions (A) or (B) then the function Iα(r) is monotone nondecreasing in r
when α ≥ 1. They have used the pointwise inequality (1.11) to establish this monotonicity formula. For the
case of m ≥ 2, we show that Iα(r) is monotone nondecreasing in r when
(1.23) α ≥ α∗ := inf
s>0
{
2sΦ′(s)
Φ(s)
}
.
We call this a weak monotonicity formula since the constant α∗ must be greater than one, due to some
general assumptions on Φ. To clarify this, define an auxiliary function h(s) := −2Φ′(s)s+αΦ(s) in the light
of (1.23). Note that from assumptions on Φ, i.e. 2sΦ′′(s) + Φ′(s) > 0 when s > 0 and h(0) = αΦ(0) = 0
one can see that h′(s) = −[2sΦ′′(s) + Φ′(s)] + (α − 1)Φ′(s) is negative when α ≤ 1. For certain functions
Φ, one can get the Laplacian, the p-Laplacian and the prescribed mean curvature operators and then the
function Iα(r) is monotone in r when α ≥ α∗ = 2, α ≥ α∗ = p and α ≥ α∗ = 2, respectively, see Corollary
2.2. On the other hand, for both cases of scalar equations and system of equations, i.e. m ≥ 1, it is shown
in Theorem 2.4 that the following upper bound on the energy holds,
(1.24)
∫
BR
[
m∑
i=1
Φ(|∇ui|2)− 2H˜(u) + 2H˜(a)
]
dx ≤ CRn−1,
where limxn→∞ ui(x
′, xn) = ai for all x = (x′, xn) ∈ Rn and a = (ai)mi=1. This implies that for the case of
system of equations, m ≥ 2, the strong monotonicity formula, that is when α ≥ 1, should hold just like in
the case of scalar equations for m = 1. This remains as an open problem. Note also that conditions (A) and
(B) are not necessary for our monotonicity formula when m ≥ 2.
We apply monotonicity formulae to establish Liouville theorems for solutions of (1.15) with a finite energy.
We refer interested readers to Alikakos in [3, 4] and to Alikakos and Fusco in [5], to Caffarelli, Garofalo and
Segala in [17] and to Farina in [30, 32] regarding Liouville theorems for various equations and systems with
a finite energy. Note that the above monotonicity formulae, in both weak and strong forms, are related to
the ones given for harmonic maps by Schoen and Uhlenbeck in [50] and for minimal surfaces by Simon in
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[51], by Ecker in [28] and by Schoen in [49] and for elliptic equations by Caffarelli and Lin in [18], by Modica
in [43] and references therein.
Regarding the scalar equation case, in this context, monotonicity of a solution u is straightforward to
define and it refers to solutions that are monotone in one direction, e.g. when ∂xnui does not change sign,
see [2, 6, 9, 17, 23, 24, 30–33, 37, 38, 44, 47] and references therein. However, the notion of monotonicity of
solutions for the case of system of equations, that is when m ≥ 2, seems to be slightly more sophisticated.
Ghoussoub and the author in [35] introduced the following concept of monotonicity for the case of system of
equations. Note that the sign of partial derivatives of the nonlinearity H could potentially have an impact
on the monotonicity of solutions. This motivates us to call this notion as H-monotonicity.
Definition 1.2. A solution u = (uk)
m
k=1 of (1.15) is said to be H-monotone if the following holds,
(i) For every 1 ≤ i ≤ m, each ui is strictly monotone in the xn-variable (i.e., ∂xnui 6= 0).
(ii) For all i ≤ j, we have
(1.25) ∂jHi(u)∂xnui(x)∂xnuj(x) > 0 for all x ∈ Rn.
See [34, 35] for more details.
Note also that in the assumption (ii) of the H-monotonicity each of ∂jHi(u), ∂xnui(x) and ∂xnuj(x)
has a fixed sign and the multiplication must be positive. This implies a combinatorial assumption on the
system (1.15). We refer to systems that admit such an assumption as orientable systems. For an example,
consider m = 2 then for cross type solutions, i.e. ∂xnu1 > 0 and ∂xnu2 < 0, we are required to set
∂1H2(u), ∂2H1(u) < 0. If we set H1(u) = H2(u) = − 12u21u22 then this gives a two component system of
equations that arrises in Bose-Einstein condensates, see [11] and references therein.
The next definition is the notion of stable solutions for the case of system of equations.
Definition 1.3. A solution u = (uk)
m
k=1 of (1.15) is called stable when there exists a sequence of functions
φ = (φk)
m
k=1 such that each φi does not change sign and ∂jHi(u)φjφi > 0 for all i, j = 1, · · · ,m. In addition,
φ satisfies the following
(1.26) − div(A(∇ui)∇φi) =
m∑
j=1
∂jHi(u)φj in R
n,
where for any η ∈ Rn the matrix A(η) is defined by A(η) := (ai,j(η))ni,j=1 for ai,j(η) in (1.10).
Let us mention that the notion of stability can be given for weak solutions as
(1.27)
∫
A(∇ui)∇φi · ∇ζi =
m∑
j=1
∂jHi(u)φjζi,
where ζ = (ζi)
m
i=1 is a sequence of test functions. Accordingly one can see that all results provided in the
present paper are valid for weak solution as well. For the sake of simplicity in notation, we present our
results for classical solutions. We refer to [21] and references therein for the use of stability for nonlinear
elliptic eigenvalue problems.
Since (1.26) is a linearization of (1.15), one can see that every H-monotone solution is a stable solution
via differentiating (1.15) with respect to xn. The notion of stability as well as the monotonicity formula for
Iα(r) when α ≥ 1 and the pointwise inequality (1.12), provided by Modica, play key role in settling the De
Giorgi’s conjecture (1978), see [23]. The conjecture states that bounded monotone solutions of Allen-Cahn
equation are one-dimensional solutions at least up to eight dimensions. There is an affirmative answer to this
conjecture for almost all dimensions. More precisely, for two dimensions Ghoussoub and Gui in [37] and for
three dimensions Ambrosio and Cabre´ in [6] and with Alberti in [2] gave a proof to this conjecture not only
for Allen-Cahn equation but also for any equation of the form −∆u = f(u) where f is a general nonlinearity
that is locally Lipschitz. For dimensions 4 ≤ n ≤ 8 there are various partial results under certain extra
(natural) assumptions on solutions by Ghoussoub and Gui in [38], by Savin in [47] and references therein.
Note that there is an example by del Pino, Kowalczyk and Wei in [24] showing that eight dimensions is the
critical dimension. In two dimensions regarding the De Giorgi’s conjecture, we refer to Farina, Sciunzi and
Valdinoci in [33] for a geometrical approach and to Modica and Mortola in [44] for some partial results under
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the additional assumption that the level sets of solutions are the graphs of an equi-Lipschitzian family of
functions.
In [17, 22, 33], authors considered quasilinear scalar equations of the form of (1.15) when m = 1 and
provided one-dimensional symmetry and De Giorgi type results. Note that Ghoussoub and the author in
[35] provided De Giorgi type results for elliptic systems of the form −∆ui = ∂iH(u) in lower dimensions for
a general nonlinearity H .
In this paper, we first provide a geometric Poincare´ inequality and a linear Liouville theorem for stable
and H-monotone solutions of the quasilinear system (1.15). Then we apply these to conclude De Giorgi type
results for H-monotone and stable solutions in two and three dimensions when the system is symmetric.
For coupled systems, that is when not all ∂jHi vanish for 1 ≤ i < j ≤ m, it is natural to expect that there
should be a relation between two arbitrary components ui and uj. In this regard, we show that gradients of
all components of solutions are parallel and the angle in between ∇ui and ∇uj is precisely arccos
(
|∂jHi|
∂jHi
)
when ∂jHi 6= 0. This is a consequence of the geometric Poincare´ inequality, see Theorem 3.1.
The main focus of the present paper is the study of qualitative properties of solutions of system (1.15)
with a general nonlinearity. In this paper, we prove a Liouville theorem for bounded stable solutions of (1.15)
in dimensions n ≤ 4 for a general nonlinearity H = (Hi)mi=1 whenever each Hi is nonnegative. To do so, we
suppose that Φ satisfies either condition (A) or (B). Note that for the case of semilinear equations similar
results are given by Dupaigne and Farina in [27] and for the case of semilinear systems by Ghoussoub and
the author in [35]. In addition, we give a classification of radial stable solutions of symmetric system (1.15)
when Φ(s) = 2
p
s
p
2 for all m ≥ 1. More precisely, we show that there exists a positive constant Cn,m,p such
that for any r, the following pointwise lower bound holds,
(1.28)
m∑
i=1
|ui(r)| ≥ Cn,m,p
{
r
1
p
(
p+2−n+2
√
n−1
p−1
)
, if n 6= 4p
p−1 + p,
log r, if n = 4p
p−1 + p.
This in particular implies that bounded radial stable solutions must be constant in dimensions 1 ≤ n <
4p
p−1 + p. The notion of symmetric systems seems to be essential to study (1.15) with a general nonlinearity.
Note also that the critical dimension n = 4p
p−1 + p for radial solutions is much higher than the dimension
n = 4 derived for not necessarily radial solutions. Let us mention that for the case of semilinear equations,
that is Φ(s) = s and m = 1, it is proved by Cabre´-Capella [14, 15] and Villegas [52] that any bounded radial
stable solution of (1.15) has to be constant provided 1 ≤ n < 10 when H ∈ C1(R) is a general nonlinearity.
In addition, for the case of scalar equation and when Φ(s) = 2
p
s
p
2 , a counterpart of the above Liouvillle
theorem is provided in [16, 19].
Here is how this paper is organized. Shortly after, in Section 2 we provide a Hamiltonian identity for
solutions of system (1.15). We also prove monotonicity formulae and we apply it to establish a Liouville
theorem for solutions with finite energy. A few open problems are provided in this section as well. Section 3
is devoted to some estimates needed to prove De Giorgi type results and Liouville theorems in next sections.
We start the section with a stability inequality and then we apply this inequality to establish a geometric
Poincare´ inequality. In Section 4, we establish De Giorgi type results for H-monotone and stable solutions
of symmetric system (1.15). In addition, we apply the geometric Poincare´ inequality, provided in Section
4, to find a relation between gradients of all components of solutions of (1.15). Finally in Section 5, we
prove Liouville theorems for stable solutions of (1.15) with a general nonlinearity, with on case requiring the
solutions to be also radial. The concept of symmetric systems seems to be crucial to prove such an optimal
Liouville theorem for radial solutions.
2. Hamiltonian identities and monotonicity formulae
We start this section by the following Hamiltonian identity.
Theorem 2.1. Suppose that u = (ui)
m
i=1 is a solution of (1.15) and let x = (x
′, xn) ∈ Rn−1×R. Then there
exists a constant C such that the following Hamiltonian identity holds for every xn ∈ R
(2.1)
∫
Rn−1
(
m∑
i=1
[
1
2
Φ(|∇ui|2)− Φ′(|∇ui|2)|∂xnui|2
]
− H˜(u)
)
dx′ ≡ C,
6
when the above integral is finite for at least one value of xn and in addition the integral in (2.10) below tends
to zero as R goes to infinity along a sequence.
Proof. Suppose that x = (x′, xn) ∈ Rn and assume that BR(0) is a ball of radius R in Rn−1. Define
Γ : R→ R as
(2.2) ΓR(xn) :=
∫
BR(0)
(
m∑
i=1
[
1
2
Φ(|∇ui|2)− Φ′(|∇ui|2)|∂xnui|2
]
− H˜(u)
)
dx′.
Differentiating Γ with respect to xn we get
Γ′R(xn) =
m∑
i=1
∫
BR(0)
{1
2
∂xn
[
Φ(|∇ui|2)
] − ∂xn [Φ′(|∇ui|2)|∂xnui|2]
−Hi(u)∂xnui}dx′
=:
m∑
i=1
∫
BR(0)
{
Γ1(x) + Γ2(x) + Γ3(x)
}
dx′.(2.3)
In what follows we simplify the above three terms, appeared in the right-hand side of (2.3). Note that
(2.4) ∂xn
[
Φ(|∇ui|2)
]
= 2Φ′(|∇ui|2)∇ui · ∇∂xnui.
Therefore,
(2.5) Γ1(x) = Φ′(|∇ui|2)∇ui · ∇∂xnui.
Similarly,
Γ2(x) = −2Φ′′(|∇ui|2)∇ui · ∇∂xnui|∂xnui|2(2.6)
−2Φ′(|∇ui|2)∂xnui∂2xnxnui.
We now apply (1.15) to simplify Γ3,
Γ3(x) = div(Φ′(|∇ui|2)∇ui)∂xnui = divx′
(
Φ′(|∇ui|2)∇x′ui
)
∂xnui
+2Φ′′
(|∇ui|2)∇ui · ∇∂xnui|∂xnui|2
+Φ′
(|∇ui|2) ∂xnui∂2xnxnui.(2.7)
Adding (2.5), (2.6) and (2.7) we get
Γ1(x) + Γ2(x) + Γ3(x) = divx′
(
Φ′(|∇ui|2)∇x′ui
)
∂xnui(2.8)
+Φ′
(|∇ui|2) ∂xnui∂2xnxnui.
Substituting (2.8) in (2.3) and applying the divergence theorem we obtain
Γ′R(xn) =
m∑
i=1
∫
∂BR(0)
Φ′
(|∇ui|2)∂νx′ui∂xnui.(2.9)
Suppose that the integral in (2.1) is finite when xn = 0. Then,
(2.10) ΓR(xn)− ΓR(0) =
m∑
i=1
∫ xn
0
∫
∂BR(0)
Φ′
(|∇ui|2) ∂νx′ui∂xnui.
Taking the limit of the above when R→∞ finishes the proof.

When Φ is the identity function, the system of equations (1.15) is a semilinear system of the following
form
−∆ui = Hi(u) in Rn.
Therefore, Theorem 2.1 implies that the following Hamiltonian identity holds,
(2.11)
∫
Rn−1
(
m∑
i=1
1
2
[|∇x′ui|2)− |∂xnui|2]− H˜(u)
)
dx′ ≡ C.
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Note that (2.11) is given by Gui in [39]. Here we have Hamiltonian identities for the mean curvature system
as well as the p-Laplacian system.
Corollary 2.1. Suppose that assumptions of Theorem 2.1 hold.
(i) Let Φ(s) = 2(
√
s+ 1− 1). Then (1.15) reads
− div
(
∇ui√
1 + |∇ui|2
)
= Hi(u) in R
n.
For any xn ∈ R, this Hamiltonian identity holds,
(2.12)
∫
Rn−1
(
m∑
i=1
[
1 + |∇x′ui|2 −
√
1 + |∇ui|2√
1 + |∇ui|2
]
− H˜(u)
)
dx′ ≡ C.
(ii) Let Φ(s) = 2
p
s
p
2 . Then (1.15) reads
− div (|∇ui|p−2∇ui) = Hi(u) in Rn.
For any xn ∈ R, this Hamiltonian identity holds,
(2.13)
∫
Rn−1
(
m∑
i=1
|∇ui|p−2
[
1
p
|∇x′ui|2 − p− 1
p
|∂xnui|2
]
− H˜(u)
)
dx′ ≡ C.
where C is a constant.
Note that for a specific nonlinearity of the formHi(u) = ui
(
1−∑mi=1 u2i ), the original system of equations
(1.15) is
− div(Φ′(|∇ui|2)∇ui) = ui
(
1−
m∑
i=1
u2i
)
in Rn.
This is a quasilinear Ginzburg-Landau system where u = (ui)
m
i=1 for ui : R
n → R. For the semilinear case
and m = 2, see [12, 32]. Since H˜ = − 14 (1 −
∑m
i=1 u
2
i )
2 is an antiderivative of H , the following Hamiltonian
identity holds, as long as conditions of Theorem 2.1 are satisfied, for any xn ∈ R
(2.14)
∫
Rn−1


m∑
i=1
[
1
2
Φ(|∇ui|2)− Φ′(|∇ui|2)|∂xnui|2
]
+
1
4
(
1−
m∑
i=1
u2i
)2
 dx′ ≡ C.
For the rest of this section we study monotonicity formulae for solutions of system (1.15). Consider the
following function Iα(r) for any r > 0
(2.15) Iα(r) :=
1
rn−α
∫
Br
[
m∑
i=1
Φ(|∇ui|2)− 2H˜(u)
]
.
For the case of scalar equation, that is when m = 1, the following monotonicity formula holds. Note that
this is a direct consequence of Theorem A.
Theorem B. [17] Suppose that m = 1 and u is a solution of (1.1). In addition, suppose that assumptions
of Theorem A hold. Then the functional Iα(r) when α ≥ 1 is a monotone nondecreasing function of r.
For the case of system of equations, that is when m ≥ 2, we provide a weaker version of the monotonicity
formula provided in Theorem B, under certain lower bounds on α depending on Φ.
Theorem 2.2. Let u = (ui)
m
i=1 be a solution of (1.15) when m ≥ 2 and H˜(u) ≤ 0. Suppose that there exists
a constant α such that
(2.16) α ≥ α∗ := inf
s>0
{
2sΦ′(s)
Φ(s)
}
.
Then, the functional Iα(r) is a monotone nondecreasing function of r. In particular,
(2.17) I ′α(r) ≥
2
rn−α
∫
∂Br
m∑
i=1
Φ′(|∇ui|2)(∂rui)2 − 2α
rn−α+1
∫
Br
H˜(u).
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Unlike Theorem B, conditions (A) and (B) do not appear in assumptions of the above theorem for the
case of system of equations. This implies that Theorem 2.2 is valid for a larger class of nonlinearities Φ
compared to Theorem B. However, as mentioned in Section 1, the constant α∗ must be greater than one,
due to assumptions on Φ. For the sake of convenience of readers we clarify this here as well. Consider the
auxiliary function h(s) := −2Φ′(s)s+αΦ(s) regarding terms appeared in (2.16). Note that from assumptions
on Φ, i.e. 2sΦ′′(s) + Φ′(s) > 0 when s > 0 and h(0) = αΦ(0) = 0 one can see that h′(s) = −[2sΦ′′(s) +
Φ′(s)] + (α− 1)Φ′(s) is negative when α ≤ 1. We now compute α∗, provided in (2.16), for various choices of
Φ.
Corollary 2.2. Suppose that m ≥ 2 and H˜ ≤ 0. Consider the following particular functions Φ.
(i) Let Φ(s) = s and u = (ui)
m
i=1 be a solution of the semilinear system of equations
(2.18) −∆ui = Hi(u) in Rn.
Then for all α ≥ α∗ = 2, the function Iα(r) is monotone nondecreasing in r.
(ii) Let Φ(s) = 2(
√
1 + s− 1) and u = (ui)mi=1 be a solution of the mean curvature system of equations
(2.19) − div
(
∇ui√
1 + |∇ui|2
)
= Hi(u) in R
n.
Then for all α ≥ α∗ = 2, the function Iα(r) is monotone nondecreasing in r.
(iii) Let Φ(s) = 2
p
s
p
2 and u = (ui)
m
i=1 be a solution of p-Laplacian system of equations
(2.20) − div (|∇ui|p−2∇ui) = Hi(u) in Rn.
Then for all α ≥ α∗ = p, the function Iα(r) is monotone nondecreasing in r.
To provide a proof for Theorem 2.2 we present a few technical estimates. We follow a classical argument
regarding Pohozaev and Rellich type identities [46] to prove the following identity on a ball of radius r.
Lemma 2.1. Suppose that u = (ui) is a solution of (1.15) then
−n
∫
Br
m∑
i=1
Φ(|∇ui|2) = 2r
∫
∂Br
m∑
i=1
Φ′(|∇ui|2)(∂rui)2 − r
∫
∂Br
m∑
i=1
Φ(|∇ui|2)
−2
∫
Br
m∑
i=1
Φ′(|∇ui|2)|∇ui|2 − 2n
∫
Br
H(u) + 2r
∫
Br
H(u).
Proof. Multiply the ith equation of (1.15) with x · ∇ui and then apply the divergence theorem to get∫
∂Br
Φ(|∇ui|2) = 2
∫
∂Br
Φ′(|∇ui|2)(∂rui)2 − 2
r
∫
Br
Φ′(|∇ui|2)|∇ui|2
−2
r
∫
Br
(x · ∇ui) div
(
Φ′(|∇ui|2)∇ui
)
+
n
r
∫
Br
Φ(|∇ui|2),
for each i = 1, · · · ,m. Doing some straightforward computations as well as applying (1.15) gives the desired
result.

We are now ready to provide a proof for Theorem 2.2.
Proof of Theorem 2.2. Differentiating I(r), given by (2.15), with respect to r gives
I ′α(r)r
n−α+1 = (α− n)
∫
Br
m∑
i=1
Φ(|∇ui|2)− 2H˜(u)
+r
∫
∂Br
m∑
i=1
Φ(|∇ui|2)− 2H˜(u).
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Substituting the value of −n ∫
Br
∑m
i=1 Φ(|∇ui|2), as it is provided in Lemma 2.1, one can show that
I ′α(r)r
n−α+1 = 2r
∫
∂Br
m∑
i=1
Φ′(|∇ui|2)(∂rui)2
+
∫
Br
[
m∑
i=1
(−2Φ′(|∇ui|2)|∇ui|2 + αΦ(|∇ui|2))− 2αH˜(u)
]
.
The rest of the proof is straightforward.
✷
As an immediate consequence of Theorem 2.2 we have the following Liouville theorem for solutions of
(1.15) with a finite energy.
Theorem 2.3. Suppose that assumptions of Theorem 2.2 hold. Assume also that u = (ui)
m
i=1 has a finite
energy that is
(2.21)
∫
Rn
[
m∑
i=1
Φ(|∇ui|2)− 2H˜(u)
]
dx <∞.
Then each ui must be constant in dimensions n ≥ α for i = 1, · · · ,m.
Proof. First suppose that n > α. From Theorem 2.2 for any R > r we have
0 ≤ Iα(r) = 1
rn−α
∫
Br
[
m∑
i=1
Φ(|∇ui|2)− 2H˜(u)
]
≤ 1
Rn−α
∫
BR
[
m∑
i=1
Φ(|∇ui|2)− 2H˜(u)
]
≤ 1
Rn−α
∫
Rn
[
m∑
i=1
Φ(|∇ui|2)− 2H˜(u)
]
.
Sending R→∞, we get the desired result. Now suppose that n = α. Again from Theorem 2.2 we have
(2.22) rI ′α(r) ≥ −2α
∫
Br
H˜(u).
From this for any r > r¯, where r¯ is fixed, we have
(2.23) Iα(r) ≥ Iα(r¯)− 2α ln
(r
r¯
)∫
Br¯
H˜(u).
Note that (2.21) implies that limr→∞ Iα(r) < ∞. From this and (2.23) we conclude that H˜ = 0. The fact
that each component ui is harmonic together with (2.21) completes the proof.

Another consequence of the monotonicity formula, given in (2.17), is the following lower bound on the
energy.
Corollary 2.3. Suppose that assumptions of Theorem 2.2 hold. Then, the following lower bound holds for
the energy functional
(2.24)
∫
BR
[
m∑
i=1
Φ(|∇ui|2)− 2H˜(u)
]
dx ≥ CRα−n for all R > 1,
where C = I(1) is independent from R.
As the next theorem, we prove an upper bound on the energy function.
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Theorem 2.4. Suppose that u = (ui)
m
i=1 is a bounded H-monotone solution of (1.15) such that for each
i = 1, ..,m,
(2.25) lim
xn→∞
ui(x
′, xn) = ai, ∀x = (x′, xn) ∈ Rn
for some constants ai. Then
(2.26) JR(u) :=
∫
BR
[
m∑
i=1
Φ(|∇ui|2)− 2H˜(u) + 2H˜(a)
]
dx ≤ CRn−1,
where a = (ai)
m
i=1 and C are independent from R.
Proof. Define the sequence of shift functions ut = (uti)
m
i=1 where u
t
i(x) := ui(x
′, xn + t) for t ∈ R and
x = (x′, xn) ∈ Rn. Note that ut = (uti)mi=1 satisfies
(2.27) − div (Φ′(|∇uti|2)∇uti) = Hi(ut) in Rn.
The fact that uti is convergent to ai pointwise, it is straightforward to see that
(2.28)
∫
BR
(H˜(ut)− H˜(a))dx→ 0 when t→∞.
On the other hand, multiply both sides of (2.27) with uti − ai and integrate by parts to get
−
∫
BR
Φ′(|∇uti|2)|∇uti|2 +
∫
∂BR
Φ′(|∇uti|2)∂νuti(uti − ai) = −
∫
BR
Hi(u
t)(uti − ai),
Sending t→∞ implies that ∫
BR
Φ′(|∇uti|2)|∇uti|2 → 0.
Note that due to the assumption 2sΦ′′(s) + Φ(s) > 0 when s > 0 and Φ(0) = 0 we have 0 ≤ Φ(s) ≤ 2Φ′(s)s
for any s > 0. This implies that
(2.29) 0 ≤
∫
BR
Φ(|∇uti|2) ≤ 2
∫
BR
Φ′(|∇uti|2)|∇uti|2 → 0 as t→ 0.
From this and (2.28) we get
(2.30) lim
t→∞
JR(u
t) = 0.
We now use JR(u
t) to construct an upper bound on JR(u). Note that differentiating the energy functional
with respect to t, one gets
∂tJR(u
t) =
m∑
i=1
∫
BR
[
2Φ′(|∇uti|2)∇uti · ∇(∂tuti)− 2Hi(ut)∂tuti
]
.(2.31)
Multiplying the system of equations (2.27) with ∂tu
t and performing integration by parts we obtain∫
BR
Hi(u
t)∂tu
t
i =
∫
BR
Φ′(|∇uti|2)∇uti · ∇(∂tuti)(2.32)
−
∫
∂BR
Φ′(|∇uti|2)∂νuti∂tuti,
for each i = 1, · · · ,m. From (2.32) and (2.31) we obtain
∂tER(u
t) =
m∑
i=1
∫
∂BR
Φ′(|∇uti|2)∂νuti∂tuti.(2.33)
Note that there exist a constant M such that −M ≤ Φ′(|∇uti|2)∂νut ≤M and ∂tuti > 0 > ∂tutj for i ∈ I¯ and
j ∈ J¯ . Therefore,
∂tER(u
t) ≥M
∫
∂BR

∑
j∈J¯
∂tu
t
j −
∑
i∈I¯
∂tu
t
i

 dS.(2.34)
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Therefore,
JR(u) = JR(u
t)−
∫ t
0
∂tJR(u
s)ds
≤ JR(ut) +M
∫ t
0
∫
∂BR

∑
i∈I¯
∂su
s
i −
∑
j∈J¯
∂su
s
j

 dSds
= JR(u
t) +M
∫
∂BR

∑
i∈I¯
(uti − ui) +
∑
j∈J¯
(uj − utj)

 dS.(2.35)
From the definiton of H-monotonicity and the sets of I¯ , J¯ we have ui < u
t
i and u
t
j < uj for all i ∈ I¯, j ∈ J¯
and t ∈ R+. Therefore,
(2.36) JR(u) ≤ JR(ut) +M
∫
∂BR

∑
i∈I
(uti − ui) +
∑
j∈J
(uj − utj)

 dS for all t ∈ R+,
where M := maxmi=1
{||Φ′(|∇ui|2)|∇ui|||L∞(Rn)}. The upper bound (2.36) implies
ER(u) ≤ ER(ut) + C|∂BR| for all t ∈ R+.
Sending t→∞ and using (2.30), finally we obtain that
JR(u) ≤ C|∂BR| ≤ CRn−1.
This provides the desired result.

Before we finish this section, let us mention a couple of open problems for the system of equations (1.15).
Open Problem 1. Under what assumptions on H = (Hi)
m
i=1 and solutions, one can provide a counterpart
of the pointwise inequalities provided by Modica in [42] and Caffarelli et al. in [17] for solutions of (1.15)
when m ≥ 2?
Open Problem 2. In the light of Theorem 2.4, Corollary 2.3 and Theorem B, one might expect that Iα(r)
should be a nondecreasing function of r when α ≥ α∗ = 1 for the case of systems that is when m ≥ 2.
3. Geometric Poincare´ and stability inequalities for systems
Note that the matrix A(η) := (ai,j(η))ni,j=1 where ai,j(η) is defined by
(3.1) ai,j(η) := 2Φ
′′(|η|2)ηiηj +Φ′(|η|2)δij .
is symmetric and positive definite for every η ∈ Rn. This is because for any ζ ∈ Rn,
A(η)ζ.ζ =
m∑
i,j=1
2ζiζjΦ
′′(|η|2)ηiηj +Φ′(|η|2)ζiζjδi,j(3.2)
= 2Φ′′(|η|2)|ζ · η|2 +Φ′(|η|2)|ζ|2.
Note that when Φ′′(η) is positive clearly A(η)ζ.ζ is positive since Φ′ is positive and when Φ′′(η) is negative
applying Young’s inequality together with 2Φ′′(s)s+Φ′(s) > 0 when s > 0 implies that A(η)ζ.ζ is positive.
We are now ready to prove the stability inequality for solutions of (1.15). Note that such an inequality for
the case of semilinear systems is given in [20, 34, 35].
Lemma 3.1. Let u = (ui)
m
i=1 denote a stable solution of (1.15). Then
(3.3)
m∑
i,j=1
∫
Rn
√
∂jHi(u)∂iHj(u)ζiζj ≤
m∑
i=1
∫
Rn
A(∇ui)∇ζi · ∇ζi,
for any ζ = (ζi)
m
i=1 where ζi ∈ C1c (Rn) for 1 ≤ i ≤ m.
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Proof. Since u is a stable solutions, there exists a sequence φ = (φi)
m
i that satisfies (1.26). Consider a test
function ζ = (ζi)
m
i where ζi ∈ L∞(Rn) ∩ H1(Rn) with compact support and multiply both sides of (1.26)
with
ζ2i
φi
. Integrating by parts we get
(3.4) Ii :=
m∑
j=1
∫
Rn
∂jHi(u)φj
ζ2i
φi
=
∫
Rn
A(∇ui)∇φi ·
(
2∇ζi ζi
φi
−∇φi ζ
2
i
φ2i
)
=: Ji.
The fact that A(∇ui) is positive definite we get
0 ≤ A(∇ui)(φi∇ζi − ζi∇φi) · (φi∇ζi − ζi∇φi)
= φ2iA(∇ui)∇ζi · ∇ζi + ζ2i A(∇ui)∇φi · ∇φi − ζiφiA(∇ui)∇φi · ∇ζi.
Applying this to (3.4) for each i we obtain
(3.5) Ji ≤
∫
Rn
A(∇ui)∇ζi · ∇ζi.
For the left-hand side we have,
m∑
i=1
Ii =
m∑
i,j=1
∫
Rn
∂jHi(u)φj
ζ2i
φi
=
m∑
i<j
∫
Rn
∂jHi(u)φj
ζ2i
φi
+
n∑
i>j
∫
Rn
∂jHi(u)φj
ζ2i
φi
+
m∑
i=1
∫
Rn
∂iHi(u)ζ
2
i
=
m∑
i<j
∫
Rn
∂jHi(u)φj
ζ2i
φi
+
m∑
i<j
∫
Rn
∂iHj(u)φi
ζ2j
φj
+
m∑
i=1
∫
Rn
∂iHi(u)ζ
2
i
=
m∑
i<j
∫
Rn
(
∂jHi(u)φj
ζ2i
φi
+ ∂iHj(u)φi
ζ2j
φj
)
+
m∑
i=1
∫
Rn
∂iHi(u)ζ
2
i
≥ 2
m∑
i<j
∫
Rn
√
∂jHi(u)∂iHj(u)ζiζj +
m∑
i=1
∫
Rn
∂iHi(u)ζ
2
i
=
m∑
i,j=1
∫
Rn
√
∂jHi(u)∂iHj(u)ζiζj .
This finishes the proof.

We now apply the stability inequality to provide a geometric Poincare´ inequality of the following from.
For the case of scalar equations that is when m = 1 this inequality was driven by Sternberg-Zumbrun in
[53] and it was applied in this context by Farina-Sciunzi-Valdinoci [33] and references therein to provide
De Giorgi type results. Note also that Cabre´ applied this type inequality to prove regularity of extremal
solutions of nonlinear eigenvalue problems in [13]. For the case of system of equations that is when m ≥ 1
this inequality was first proved by Ghoussoub and the author in [35] and they applied the inequality to
conclude De Giorgi type results for system of equations. Let us mention that interested readers can find
similar geometric Poincare´ inequalities in these references as well [25, 26, 31, 52].
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Theorem 3.1. Assume that m,n ≥ 1 and u = (ui)mi=1 is a stable solution of (1.15). Then, for any
η = (ηk)
m
k=1 ∈ C1c (Rn), the following inequality holds;
∑
i6=j
∫
Rn
[√
∂jHi(u)∂iHj(u)|∇ui||∇uj |ηiηj − ∂jHi(u)∇ui · ∇ujη2i
]
(3.6)
+
m∑
i=1
∫
{|∇ui|6=0}∩Rn
Φ′(|∇ui|2)|∇ui|2K2i η2i
+
m∑
i=1
∫
{|∇ui|6=0}∩Rn
[
2Φ′′(|∇ui|2)|∇u2i |+Φ′(|∇ui|2)
] |∇Ti |∇ui||2η2i
≤
m∑
i=1
∫
Rn
2|∇ui|2Φ′′(|∇ui|2)|∇ui · ∇ηi|2 +Φ′(|∇ui|2)|∇ui|2|∇ηi|2,
where ∇Ti stands for the tangential gradient along a given level set of ui and K2i for the sum of squares of
principal curvatures of such a level set.
Proof. Suppose that η = (η1, ..., ηm) for ηi ∈ C1c (Rn) is a test function. Test the stability inequality (5.8)
with ζi = |∇ui|ηi to get
m∑
i=1
∫
Rn
∂iHi(u)|∇ui|2η2i ≤ −
∑
i6=j
∫
Rn
√
∂jHi(u)∂iHj(u)|∇ui||∇uj |ηiηj(3.7)
+
m∑
i=1
∫
Rn
|∇ui|2A(∇ui)∇ηi · ∇ηi
+
m∑
i=1
∫
Rn
η2iA(∇ui)∇|∇ui| · ∇|∇ui|
+
1
2
m∑
i=1
∫
Rn
A(∇ui)∇|∇ui|2 · ∇η2i .
Straightforward calculations show that for each k,
(3.8) ∂xk
(
Φ′(|∇ui|2)∇ui
)
= A(∇ui)∇∂xkui.
Applying this and differentiating the ith equation of (1.15) with respect to xk for each i = 1, 2, ...,m we get
(3.9) − div (A(∇ui)∇∂xkui) =
m∑
j=1
∂jHi(u)∂xkui.
Multiplying the above with η2i ∂kui, integrating by parts and taking sum on the indices i, k we get
m∑
i=1
∫
Rn
∂iHi(u)|∇ui|2η2i(3.10)
= −
∑
j 6=i
∫
Rn
∂jHi(u)∇ui · ∇ujη2i +
m∑
i=1
n∑
k=1
∫
Rn
A(∇ui)∇(∂xkui) · ∇(∂xkη2i )
= −
∑
j 6=i
∫
Rn
∂jHi(u)∇ui · ∇ujη2i +
m∑
i=1
n∑
k=1
∫
Rn
η2iA(∇ui)∇(∂xkui) · ∇(∂xkui)
+
1
2
m∑
i=1
∫
Rn
A(∇ui)∇|∇ui|2 · ∇η2i .
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Equating (3.10) and (3.7) we get the following since the term 12
∑m
k=1
∫
Rn
A(∇ui)∇|∇ui|2 · ∇η2i cancels out,
∑
i6=j
∫
Rn
[√
∂jHi(u)∂iHj(u)|∇ui||∇uj |ηiηj − ∂jHi(u)∇ui · ∇ujη2i
]
(3.11)
+
m∑
i,k=1
∫
Rn
A(∇ui)∇(∂xkui) · ∇(∂xkui)η2i(3.12)
−
m∑
i=1
∫
Rn
A(∇ui)∇|∇ui| · ∇|∇ui|η2i(3.13)
≤
m∑
i=1
∫
Rn
|∇ui|2A(∇ui)∇ηi · ∇ηi.(3.14)
For the rest of the proof, we simplify two terms (3.12) and (3.13) in the left-hand side of the above inequality.
From the definition of there matrix A, in the light of (3.2), we get
n∑
k=1
A(∇ui)∇(∂xkui) · ∇(∂xkui) = 2Φ′′(|∇ui|2)
n∑
k=1
|∇ui · ∇∂xkui|2(3.15)
+Φ′(|∇ui|2)
n∑
k=1
|∇∂xkui|2.
Straightforward calculations show that
(3.16)
n∑
k=1
|∇ui · ∇∂xkui|2 =
1
4
∣∣∇|∇ui|2∣∣2 = |∇ui|2 |∇|∇ui||2 .
From (3.15) and (3.16) we obtain the following form for the term in (3.12)
m∑
i=1
n∑
k=1
∫
Rn
A(∇ui)∇(∂xkui) · ∇(∂xkui)η2i
=
m∑
i=1
∫
Rn
2|∇ui|2Φ′′(|∇ui|2) |∇|∇ui||2 η2i(3.17)
+
m∑
i=1
∫
Rn
Φ′(|∇ui|2)
n∑
k=1
|∇∂xkui|2η2i .
Similarly, from the definition of the matrix A, i.e. using (3.2), we get
A(∇ui)∇|∇ui| · ∇|∇ui| = 2Φ′′(|∇ui|2) |∇ui · ∇|∇ui||2
+Φ′(|∇ui|2) |∇|∇ui||2 .(3.18)
This implies that the term in (3.13) is of the from
m∑
i=1
∫
Rn
A(∇ui)∇|∇ui| · ∇|∇ui|η2i
=
m∑
i=1
∫
Rn
2Φ′′(|∇ui|2) |∇ui · ∇|∇ui||2 η2i(3.19)
+
m∑
i=1
∫
Rn
Φ′(|∇ui|2) |∇|∇ui||2 η2i .
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The difference of (3.17) and (3.15), as appeared in (3.13) and (3.12), is
m∑
i=1
n∑
k=1
∫
Rn
A(∇ui)∇(∂xkui) · ∇(∂xkui)η2i(3.20)
−
m∑
i=1
∫
Rn
A(∇ui)∇|∇ui| · ∇|∇ui|η2i(3.21)
= 2
m∑
i=1
∫
Ω
η2i |∇ui|2
[
|∇|∇ui||2 − 1|∇ui|2 |∇ui · ∇|∇ui||
2
]
Φ′′(|∇ui|2)(3.22)
+
m∑
i=1
∫
Ω
Φ′(|∇ui|2)
[
n∑
k=1
|∇∂xkui|2 − |∇|∇ui||2
]
η2i .(3.23)
where Ω = {|∇ui| 6= 0} ∩ Rn. We now simplify (3.22) and (3.23) via applying the tangential gradient and
curvatures. Suppose that |∇ui| 6= 0 at a point x ∈ Rn, then
(3.24) |∇T |∇ui||2 = |∇|∇ui||2 − 1|∇ui|2 |∇ui · ∇|∇ui||
2
,
where ∇T denotes the orthogonal projection of the gradient along this level set. In addition, according to
formula (2.1) given in [53], the following geometric identity between the tangential gradients and curvatures
holds,
(3.25)
n∑
k=1
|∇∂kui|2 − |∇|∇ui||2 = |∇ui|2K2i + |∇T |∇ui||2,
for K2i :=
∑n−1
l=1 κ
2
l where κl is the principal curvatures of the level set of ui at x. Substituting (3.24) and
(3.25) in (3.22) and (3.23) we get
m∑
i=1
n∑
k=1
∫
Rn
A(∇ui)∇(∂xkui) · ∇(∂xkui)η2i(3.26)
−
m∑
i=1
∫
Rn
A(∇ui)∇|∇ui| · ∇|∇ui|η2i
=
m∑
i=1
∫
{|∇ui|6=0}∩Rn
2|∇ui|2Φ′′(|∇ui|2)|∇T |∇ui||2η2i
+
m∑
i=1
∫
{|∇ui|6=0}∩Rn
Φ′(|∇ui|2)
[|∇ui|2 + |∇T |∇ui||2] η2i .
Finally, substitution of (3.26) in (3.13) and (3.12) completes the proof.

4. De Giorgi type results for symmetric systems
In this section, we provide One dimensional symmetry results for stable and H-monotone solutions of
symmetric system (1.15) in lower dimensions with a general nonlinearity. At first let us fix a few notations.
Throughout this section we suppose that ζ = (ζi)
m
i=1 is a sequence of test functions where ζi ∈ C2c (Rn)∩ [0, 1]
where ζi ≡ 1 in B1 and ζi ≡ 0 in Rn \B2. Set Rζi(x) := ζi( xR ) and RΓ = (RΓi)mi=1 where RΓi(x) := ∇ζi( xR )
for any R > 1. Note that ||RΓi(x)||L∞(Rn) ≤ C where C is independent from R and ∇Rζi(x) = R−1RΓi(x).
To set up a Liouville theorem for the quotient of partial derivatives of solutions of (1.15), we first state
the following technical lemma.
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Lemma 4.1. Suppose that u = (ui)
m
i=1 is a H-monotone solution of (1.15). Set φi := ∂xnui and ψi := ∇ui ·η
where η = (η′, 0) ∈ Rn−1 × {0} and define σi := ψiφi . Then the sequence of functions σ = (σi)mi=1 satisfies
div
[
φ2iA(∇ui)∇σi
]
+
m∑
j=1
∂jHi(u)φiφj(σj − σi)σi = 0 in Rn.(4.1)
Proof. Since the proof is straightforward we omit it here. 
The fact that σ = (σi)
m
i=1 satisfies (4.1) motivates us to provide a Liouville theorem for system (4.1).
Applying Caccioppoli type arguments we establish the following Liouvlle theorem for a slightly more general
setting than (4.1). Let us mention that for the case of scalar semilinear equation, m = 1 and Φ(s) = s, this
type of Liouville theorem was noted by Berestycki, Caffarelli and Nirenberg in [10] and used by Ghoussoub
and Gui in [37] and later by Ambrosio and Cabre´ in [6] to prove the De Giorgi conjecture in dimensions two
and three. Also, Ghoussoub and Gui in [38] used a slightly stronger version to show that the De Giorgi’s
conjecture is true in dimensions four and five for a special class of solutions that satisfy an antisymmetry
condition. We also refer interested readers to [9] by Barlow, Bass and Gui and to [8] by Barlow for some
probability based arguments regarding this Liouvlle theorem.
For the case of scalar quasilinear equation, m = 1 and a general Φ, this Liouville theorem is provided by
Farina, Sciunzi and Valdinoci in [33] and by Danielli and Garofalo in [22]. For the case of semilinear system
of equations, m ≥ 1 and Φ(s) = s, we refer to [35] by Ghoussoub and the author.
Proposition 4.1. Assume that for each i = 1, · · · ,m functions |∇ui| and φi are locally bounded in Rn
where φ2i > 0 and σi ∈ H1loc(Rn). Let
(4.2)
m∑
i=1
∫
B2R\BR
φ2i σ
2
iA(∇ui)RΓi · RΓi ≤ CR2,
where the constant C is independent from R > 1. Let σ = (σi)
m
i=1 satisfy
σi div
[
φ2iA(∇ui)∇σi
]
+
m∑
j=1
hij(x)f(σj − σi)σi ≥ 0 in Rn,(4.3)
where 0 ≤ hij ∈ L1loc(Rn), hij = hji and f ∈ L1loc(R) is an odd function such that f(s) ≥ 0 for s ∈ R+.
Then, each function σi is constant for all i = 1, ...,m.
Proof. The proof is strongly motived by the ideas and methods used in [2, 6, 33–35]. Note that
m∑
i,j=1
hij(x)σif(σj − σi) =
∑
i<j
hijσif(σj − σi) +
∑
i>j
hijσif(σj − σi)
=
∑
i<j
hijσif(σj − σi) +
∑
i<j
hijσjf(σi − σj) since hij = hji
= −
∑
i<j
hij(σj − σi)f(σj − σi) since f is odd.
≤ 0 since hij ≥ 0 and sf(s) ≥ 0 for any s ∈ R.
Multiply (4.3) with a text function Rζi
2 and perform integration by parts to get
m∑
i=1
∫
Rn
φ2iA(∇ui)∇(σiRζ2i ) · ∇σi ≤
m∑
i,j=1
∫
Rn
hij(x)σif(σj − σi) ≤ 0.
Therefore,
(4.4)
m∑
i=1
∫
Rn
φ2i Rζ
2
i A(∇ui)∇σi · ∇σi ≤ −2
m∑
i=1
∫
B2R\BR
φ2i σiRζiA(∇ui)∇Rζi · ∇σi.
In the light of the Cauchy inequality with epsilon, one can see that for any ǫ > 0,
2|σi|Rζi|A(∇ui)∇Rζi · ∇σi| ≤ ǫRζ2i A(∇ui)∇σi · ∇σi +
1
ǫ
σ2iA(∇ui)∇Rζi · ∇Rζi.
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From this and (4.4), for every R > 1, we get
m∑
i=1
∫
Rn
φ2i Rζ
2
iA(∇ui)∇σi · ∇σi ≤ ǫ
m∑
i=1
∫
B2R\BR
φ2i Rζ
2
iA(∇ui)∇σi · ∇σi(4.5)
+
1
ǫ
m∑
i=1
∫
B2R\BR
φ2iA(∇ui)∇Rζi · ∇Rζi.
From this, (4.2) and the definition of the test function Rζi we conclude that the following integral is bounded,
(4.6)
m∑
i=1
∫
Rn
φ2iA(∇ui)∇σi · ∇σi <∞.
Now, sending R → ∞ and ǫ → ∞ and applying (4.5) and (4.2) show that the integral in (4.6) vanishes
for every i = 1, · · · ,m. Finally, the fact that A is a positive definite matrix implies |∇σi| ≡ 0 for each
i = 1, · · · ,m. This completes the proof.

We are now ready to present the following De Giorgi type results in two dimensions.
Theorem 4.1. Suppose that u = (ui)
m
i=1 is a classical bounded stable solution of symmetric system (1.15) in
two dimensions. Assume also that |∇ui| ∈ L∞(R2)∩W 1,2loc (R2). Then each ui is a one dimensional function,
i.e. there exists u∗i : R→ R and a ∈ S1 such that ui(x) = u∗i (a · x). In addition, the angle between ∇ui and
∇uj is arccos
(
|∂iHj |
∂iHj
)
.
Proof. We apply the geometric Poincare´ inequality given as Theorem 3.1 to provide a proof. Ideas and
method applied in this proof are strongly motivated by the ones given for the case of the scalar equation
by Berestycki, Caffarelli and Nirenberg in [10], Ghoussoub and Gui in [37], Farina, Sciunzi and Valdinoci in
[33] and references therein. In addition, for the case of system of equations we refer interested readers to
[35, 36] by Ghoussoub, Sire and the author. Note that from boundedness of |∇ui| and Φ′ ∈ C(R+) in two
dimensions we have
(4.7)
∫
BR
Φ′(|∇ui|2)|∇ui|2 ≤ CR2,
for any R > 1. This can be also proved by multiplying (1.15) by Rζ
2
i ui and integrating by parts. Straight-
forward calculations show that for each i we have∫
BR\B√R
1
|x|2Φ
′(|∇ui|2)|∇ui|2dx
= 2
∫
BR\B√R
∫ R
|x|
τ−3Φ′(|∇ui|2)|∇ui|2dτdx + 1
R2
∫
BR\B√R
Φ′(|∇ui|2)|∇ui|2
≤ 2
∫ R
√
R
τ−3
∫
Bτ
Φ′(|∇ui|2)|∇ui|2dxdτ + 1
R2
∫
BR
Φ′(|∇ui|2)|∇ui|2,
where we have used the Fubini’s theorem. From this and (4.7) we get
(4.8)
∫
BR\B√R
Φ′(|∇ui|2)|∇ui|2
|x|2 ≤ C logR.
Now for each i set ηi to be the following standard test function
ηi(x) :=


1
2 , if |x| ≤
√
R,
logR−log |x|
logR , if
√
R < |x| < R,
0, if |x| ≥ R.
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Note that ∇ηi(x) = − x|x|2 logR on
√
R < |x| < R. Therefore, the right-hand side of the inequality given in
theorem 3.1 is of the form
m∑
i=1
∫
Rn
2|∇ui|2Φ′′(|∇ui|2)|∇ui · ∇ηi|2 +Φ′(|∇ui|2)|∇ui|2|∇ηi|2
=
m∑
i=1
∫
BR\B√R
|∇ui|2A(∇ui)∇ηi · ∇ηi
≤ C
log2R
m∑
i=1
∫
BR\B√R
1
|x4| |∇ui|
2A(∇ui)x · x
≤ C
log2R
m∑
i=1
∫
BR\B√R
Φ′(|∇ui|2)|∇ui|2
|x|2
≤ C
logR
,
where we have used (4.8) to conclude the last inequality. From this and the geometric inequality given by
(3.6) and the fact that the system is symmetric we get
∑
i6=j
∫
B√
R
(|∂jHi(u)||∇ui||∇uj | − ∂jHi(u)∇ui · ∇uj)(4.9)
+
m∑
i=1
∫
{|∇ui|6=0}∩B√R
Φ′(|∇ui|2)|∇ui|2K2i
+
m∑
i=1
∫
{|∇ui|6=0}∩B√R
[
2Φ′′(|∇ui|2)|∇u2i |+Φ′(|∇ui|2)
] |∇Ti |∇ui||2
≤ C
logR
.
Now sending R→∞ and the fact that all of the terms in the left-hand side are nonnegative imply that each
ui is one dimensional function and |∂jHi(u)||∇ui||∇uj | = ∂jHi(u)∇ui · ∇uj . The latter implies that the
angle between ∇ui and ∇uj is precisely arccos
(
|∂jHi(u)|
∂jHi(u)
)
when i 6= j. This completes the proof. 
Note that in the statement of Theorem 4.1, Φ does not have to satisfy conditions (A) or (B). However
in the next theorem that is in regards to three dimensions one of conditions (A) or (B) is needed. For the
case of semilinear systems in two dimensions we refer interested readers to [1] for the construction of two
dimensional solutions in the absence of stability and H-monotonicity,
Theorem 4.2. Suppose that u = (ui)
m
i=1 is a classical bounded H-monotone solution of symmetric system
(1.15) in three dimensions. Let Φ satisfy one of conditions (A) or (B). Assume also that |∇ui| ∈ L∞(R3) ∩
W
1,2
loc (R
3). Then each ui is a one dimensional function. In addition, the angle between ∇ui and ∇uj is
arccos
(
|∂iHj |
∂iHj
)
.
Proof. Methods and ideas applied here are strongly motived by the ones given by Ambrosio and Cabre´ in [6]
and Alberti, Ambrosio and Cabre´ in [2] in the case of a single equation and by Ghoussoub and the author
in [35] for the case of systems. We first note that u being H-monotone means that u is a stable solution
of (1.15). Moreover, the function vi(x1, x2) := limx3→∞ ui(x1, x2, x3) is also a bounded stable solution for
(1.15) in R2. Note also that since u is an H-monotone solution, the system (1.15) is then orientable. It
follows from Theorem 4.1 that each vi is one dimensional and consequently the energy of v = (vi)
m
i=1 in a
two-dimensional ball of radius R is bounded by a multiple of R which implies
(4.10) lim sup
t→∞
E(ut) ≤ CR2,
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where ut(x′) := u(x′, xn + t) for t ∈ R and
ER(u) =
∫
BR
m∑
i=1
Φ(|∇ui|2)− H˜(u) + cu,
for cu := max H˜(u). Applying similar arguments as in the proof of Theorem 2.4, we shall show that
(4.11)
m∑
i=1
∫
BR
Φ(|∇ui|2) ≤ CR2,
where the constant C is independent from R. Note that shift function ut = (uti)
m
i=1 is also a bounded solution
of (1.15) with |∇uti| ∈ L∞(Rn), i.e.,
− div (Φ′(|∇uti|2)∇uti) = Hi(ut) in Rn,(4.12)
and also
∂tu
t
i > 0 > ∂tu
t
j for all i ∈ I¯ and j ∈ J¯ and in Rn.(4.13)
Since uti converges to vi in C
1
loc(R
n) for all i = 1, · · · ,m, we have
lim
t→∞
E(ut) = E(v).
Now, we claim that the following upper bound for the energy holds, for all t ∈ R+
(4.14) ER(u) ≤ ER(ut) +M
∫
∂BR

∑
i∈I¯
(uti − ui) +
∑
j∈J¯
(uj − utj)

 dS,
where M := maxmi=1
{||Φ′(|∇ui|2)|∇ui|||L∞(Rn)}. Indeed, by differentiating the energy functional along the
path ut, one gets
∂tER(u
t) =
m∑
i=1
∫
BR
2Φ′(|∇uti|2)∇uti · ∇(∂tuti)− 2Hi(ut)∂tuti,(4.15)
Now, multiply (4.12) with ∂tu
t and integrate by parts to get∫
BR
Φ′(|∇uti|2)∇uti · ∇(∂tuti)(4.16)
+
∫
∂BR
Φ′(|∇uti|2)∂νuti∂tuti =
∫
BR
Hi(u
t)∂tu
t
i.
for each i = 1, · · · ,m. From (4.16) and (4.15) we obtain
∂tER(u
t) = 2
∑
i
∫
∂BR
Φ′(|∇uti|2)∂νuti∂tuti.(4.17)
Note that −M ≤ Φ′(|∇uti|2)∂νuti ≤M for each i and ∂tuti > 0 > ∂tutj for i ∈ I¯ and j ∈ J¯ . Therefore,
∂tER(u
t) ≥M
∫
∂BR

∑
j∈J¯
∂tu
t
j −
∑
i∈I¯
∂tu
t
i

 dS.(4.18)
On the other hand,
ER(u) = ER(u
t)−
∫ t
0
∂tER(u
s)ds,
≤ ER(ut) +M
∫ t
0
∫
∂BR

∑
i∈I¯
∂su
s
i −
∑
j∈J¯
∂su
s
j

 dSds
= ER(u
t) +M
∫
∂BR

∑
i∈I¯
(uti − ui) +
∑
j∈J¯
(uj − utj)

 dS.(4.19)
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To finish the proof of the theorem just note that ui < u
t
i and u
t
j < uj for all i ∈ I¯, j ∈ J¯ and t ∈ R+.
Moreover, from (4.10) we have limt→∞ER(ut) ≤ CR2. Therefore, (4.19) yields ER(u) ≤ C|∂BR| ≤ CR2.
This proves (4.11).
Now, set φi := ∂xnui and ψi := ∇ui · η where η = (η′, 0) ∈ Rn−1 × {0} and define σi := ψiφi . Lemma 4.1
implies that σ satisfies (4.1). Note that φ2i σ
2
i = ψ
2
i ≤ |∇ui|2. From this and the fact that one of conditions
(A) or (B) holds there exists a constant M that is independent from R such that
m∑
i=1
∫
B2R\BR
φ2iσ
2
iA(∇ui)RΓi · RΓi ≤
m∑
i=1
∫
B2R
|∇ui|2A(∇ui)RΓi · RΓi(4.20)
≤ M
m∑
i=1
∫
B2R
Φ(|∇ui|2),(4.21)
here we have used the fact that ||RΓi(x)||L∞(Rn), ||∇ui||L∞(Rn) ≤ C for some C that is independent from R.
We now apply Proposition 4.1 for hij = ∂jHi(u)φiφj and the identity function f to conclude that each σi
is constant. This implies that each ui is a one-dimensional function. Since u = (ui)
m
i=1 is a one-dimensional
stable solution of (1.15), Theorem 4.1 implies that the angle between ∇ui and ∇uj is arccos
(
|∂iHj |
∂iHj
)
.

5. Liouville theorems for symmetric systems
For bounded stable solutions of (1.15) up to four dimensions we have the following Liouville theorem as
long as each Hi(u) is nonnegative.
Theorem 5.1. Suppose that u = (ui)
m
i=1 is a classical bounded stable solution of symmetric system (1.15)
where Hi ≥ 0 for each i. Let Φ satisfy one of conditions (A) or (B). Assume also that |∇ui| ∈ L∞(Rn) ∩
W
1,2
loc (R
n). Then each ui must be constant provided n ≤ 4.
Proof. Multiply both sides of (1.15) with Rζ
2
i [ui − ||ui||L∞(Rn)] and use assumptions to get
(5.1) − Rζ2i [ui − ||ui||L∞(Rn)] div(Φ′(|∇ui|2)∇ui) ≤ 0 in Rn.
Applying integration by parts, for each i = 1, · · · ,m we obtain
(5.2)
∫
BR
Φ′(|∇ui|2)|∇ui|2Rζ2i ≤ 2
∫
BR
Φ′(|∇ui|2)|∇ui||∇Rζi|[||ui||L∞(Rn) − ui]Rζi
From the Cauchy-Schwarz inequality, for any R > 1, we get
(5.3)
m∑
i=1
∫
BR
Φ′(|∇ui|2)|∇ui|2 ≤ CRn−2.
Since u is a stable solution of (1.15) there exists a sequence of functions φ = (φi)
m
i=1 that each φi does not
change sign. Similar to the proof of Theorem 5.1, set ψi := ∇ui ·η where η = (η′, 0) ∈ Rn−1×{0} and define
σi :=
ψi
φi
. Lemma 4.1 implies that σ = (σi)
m
i=1 satisfies (4.1). Note that φ
2
i σ
2
i = ψ
2
i ≤ |∇ui|2. From this and
the fact that one of conditions (A) or (B) holds there exists a constant M that is independent from R such
that
m∑
i=1
∫
BR
φ2i σ
2
iA(∇ui)RΓi · RΓi ≤
m∑
i=1
∫
B2R
|∇ui|2A(∇ui)RΓi · RΓi
≤ M
m∑
i=1
∫
B2R
Φ(|∇ui|2),(5.4)
here we have used the fact that ||RΓi(x)||L∞(Rn), ||∇ui||L∞(Rn) ≤ C for some C that is independent from
R. Note that due to the general assumption 2sΦ′′(s) + Φ(s) > 0 when s > 0 and Φ(0) = 0 we have
0 ≤ Φ(s) ≤ 2Φ′(s)s for any s > 0. This implies that
(5.5) 0 ≤
∫
BR
Φ(|∇ui|2) ≤ 2
∫
BR
Φ′(|∇ui|2)|∇ui|2 in Rn.
21
From (5.5), (5.4) and (5.3) we get
(5.6)
m∑
i=1
∫
BR
φ2i σ
2
iA(∇ui)RΓi · RΓi ≤ CRn−2.
We now apply Proposition 4.1 for hij = ∂jHi(u)φiφj and the identity function f to conclude that each σi is
constant when n ≤ 4. This implies that each ui is a one-dimensional solution of (1.15). Finally (5.6) implies
that each ui must be constant. 
In the absence of stability condition, there are various Liouvile theorems for solutions of (1.15), at least
for the case of m = 1, in [45, 48] and references therein. For the rest of this section, we mainly focus on the
p-Laplacian operator that is when Φ(s) = 2
p
s
p
2 and radial solutions of (1.15). For this operator, we provide
an optimal Liouville theorem for radial stable solutions. The critical dimension is n = 4p
p−1 + p that is much
higher than n = 4 given in Theorem 5.1 for not necessarily radial solutions. This implies that Theorem 5.1
does not seem to be optimal.
Applying the definition of the p-Laplacian operator for radial functions in dimension n, (1.15) reads
(5.7) − |u′i|p−2
(
(p− 1)u′′i +
n− 1
r
u′i
)
= Hi(u) for r ∈ R+.
Suppose that u = (ui)
m
i=1 is a radial stable solution of (5.7) then in the light of (1.27) and (1.26) we have∫
Rn
|∇ui|p−2(∇φi,∇ζi) + (p− 2)
∫
Rn
|∇ui|p−4(∇ui,∇φi)(∇ui,∇ζi)
=
m∑
j=1
∫
Rn
∂jHi(u)φjζi.
We now provide the stability inequality for solutions of (1.15) with the p-Laplacian operator. This is a
particular case of Lemma 3.1.
Lemma 5.1. Let u denote a stable solution of (1.15). Then
(5.8)
m∑
i,j=1
∫ √
∂jHi(u)∂iHj(u)ζiζj ≤ (p− 1)
m∑
i=1
∫
|∇ui|p−2|∇ζi|2,
for any ζ = (ζi)
m
i where ζi ∈ L∞(Rn) ∩W 1,2(Rn) with compact support and 1 ≤ i ≤ m.
For radial solutions stability inequality is of the following form.
Lemma 5.2. Suppose that u is a radial stable solution of (1.15). Then
(n− 1)
m∑
i=1
∫
Rn
u
′p
i (|x|)
|x|2 φ
2(x)dx ≤ (p− 1)
m∑
i=1
∫
Rn
u
′p
i (|x|)|∇φ(x)|2dx(5.9)
+
m∑
i,j=1
∫
Rn
(
∂jHi(u)−
√
∂jHi(u)∂iHj(u)
)
u′i(|x|)u′j(|x|)φ2(x)dx,(5.10)
for all φ ∈ L∞(Rn) ∩W 1,2(Rn) with compact support.
Proof. Suppose that u = (ui)
m
i=1 is a radial solutions of (1.15) that is
(5.11) − n− 1
r
|u′i|p−2u′i − (p− 1)|u′i|p−2u′′i = Hi(u),
for 0 < r < 1 and i = 1, · · · ,m. Multiplying the ith equation of (5.11) with (u′iφ2rn−1)′ for φ ∈ L∞(Rn) ∩
W 1,2(Rn) with compact support and performing integration by parts we obtain∫
R+
m∑
j=1
∂jHi(u)u
′
ju
′
iφ
2rn−1 = −
∫
R+
(
n− 1
r
|u′i|p−2u′i
)′
(u′iφ
2rn−1)(5.12)
+(p− 1)
∫
R+
|u′i|p−2u′′i (u′iφ2rn−1)′,
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for all 0 < r < 1 and i = 1, · · · ,m. In addition, straightforward calculations show that
(u′iφ
2rn−1)′ = (u′iφ
2)′rn−1 + (n− 1)rn−2u′iφ2,(5.13) (
n− 1
r
|u′i|p−2u′i
)′
= −n− 1
r2
|u′i|p−2u′i + (p− 1)
n− 1
r
|u′i|p−2u′′i .(5.14)
Substituting (5.13) and (5.14) in (5.12) we get∫
R+
m∑
j=1
∂jHi(u)u
′
ju
′
iφ
2rn−1 =
∫
R+
n− 1
r2
|u′i|pφ2rn−1(5.15)
+(p− 1)
∫
R+
|u′i|p−2u′′i (u′iφ2)′rn−1.
Taking sum on the index i, we get∫
Rn
m∑
i,j=1
∂jHi(u)u
′
ju
′
iφ
2 = (n− 1)
m∑
i=1
∫
Rn
|u′i|p
|x|2 φ
2(5.16)
+(p− 1)
m∑
i=1
∫
Rn
|u′i|p−2∇u′i · ∇(u′iφ2).
We now apply the stability inequality (5.8) where φi is replaced by u
′
iφ for a test function φ. Therefore,
(5.17)
m∑
i,j=1
∫
Rn
√
∂jHi(u)∂iHj(u)u
′
iu
′
jφ
2 ≤ (p− 1)
m∑
i=1
∫
Rn
|u′i|p−2|∇(u′iφ)|2.
Expanding the integrand of the right-hand side we get
(p− 1)|u′i|p−2(|∇(u′iφ)|2 = (p− 1)|u′i|p−2
(
|u′i|2|∇φ|2 + |∇u′i|2φ2 +
1
2
∇φ2 · ∇u′i2
)
= (p− 1)|u′i|p−2
(|u′i|2|∇φ|2 +∇(φ2u′i) · ∇u′i) .
From this, (5.12) and (5.17) we get the desired result.

Now, we are ready to classify radial stable solutions of (5.7).
Theorem 5.2. Suppose that p,m ≥ 1 and u is a radial stable solution of symmetric system (1.15) where
Hi ∈ C1(Rm) whenever ∂jHi(u) > 0 for all i, j = 1, · · · ,m. Then, there exist positive constants r0 and
Cn,m,p such that
(5.18)
m∑
i=1
|ui(r)| ≥ Cn,m,p
{
r
1
p
(
p+2−n+2
√
n−1
p−1
)
, if n 6= 4p
p−1 + p,
log r, if n = 4p
p−1 + p,
where r ≥ r0 and Cn,m,p is independent from r. In addition, assuming that each ui is bounded for 1 ≤ i ≤ m,
then n > 4p
p−1 + p and there is a constant Cn,m,p such that
(5.19)
m∑
i=1
|ui(r) − u∞i | ≥ Cn,m,pr
1
p
(
p+2−n+2
√
n−1
p−1
)
,
where r ≥ 1 and u∞i := limr→∞ ui(r) for each i.
Proof. Let u = (ui)
m
i=1 be a radial stable solution of symmetric system (5.7). From Lemma 5.2, the stability
inequality becomes
(n− 1)
m∑
i=1
∫
Rn
u
′p
i (|x|)
|x|2 φ
2(x)dx ≤ (p− 1)
m∑
i=1
∫
Rn
u
′p
i (|x|)|∇φ(x)|2dx,(5.20)
for all φ ∈ L∞(Rn) ∩W 1,2(Rn) with compact support. Note that the nonlinearity H = (Hi)mi=1 does not
appear in (5.20). The methods and idea that we apply in this proof are strongly motivated by the ones used
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in [14–16, 19, 54] for the case of a scalar equation, that is when m = 1, and in [20, 34] for the case of system
of equations that is when m ≥ 2. Test this inequality on the following test function φ ∈W 1,2(R+)∩L∞(R+)
φ(t) :=


1, if 0 ≤ t ≤ 1;
t
−
√
n−1
p−1 , if 1 ≤ t ≤ r;
r
−
√
n−1
p−1∫
R
r
dz
zn−1∑m
i=1
|u′
i
|p(z)
∫ R
t
dz
zn−1
∑
m
i=1 |u′i|p(z) , if r ≤ t ≤ R;
0, if R ≤ t,
for any 1 ≤ r ≤ R. Straightforward calculations show that for the given test function φ, the left-hand side
of the stability inequality (5.20) has the following lower bound,
(5.21) (n− 1)
∫ 1
0
m∑
i=1
|u′i|p(t)tn−3dt+ (n− 1)
∫ r
1
m∑
i=1
|u′i|p(t)t−2
√
n−1
p−1+n−3dt.
Similarly we can simplify the right-hand side of the stability inequality using the fact that
φ′(t) =


0, if 0 ≤ t < 1;
−
√
n−1
p−1 t
−
√
n−1
p−1−1, if 1 < t < r;
− r−
√
n−1
p−1∫
R
r
dz
zn−1∑m
i=1
|u′
i
|p(z)
1
tn−1
∑
m
i=1 |u′i|p(t) , if r ≤ t ≤ R;
0, if R ≤ t.
Substituting this in (5.20), the right-hand side of the inequality would be equivalent to
(5.22) (n− 1)
∫ r
1
t
−2
√
n−1
p−1+n−3
m∑
i=1
|u′i|p(t)dt+
r
−2
√
n−1
p−1∫ R
r
dz
zn−1
∑
m
i=1 |u′i|p(z)
.
Collecting (5.21) and (5.22), in the light of (5.20), we get
(5.23)
∫ R
r
ds
sn−1
∑m
i=1 |u′i|p(s)
≤ Cn,m,pr−2
√
n−1
p−1 ∀1 ≤ r ≤ R,
where the constant Cn,m,p is independent from r, R and it is given as
Cn,m,p :=
p− 1
(n− 1) ∫ 1
0
∑m
i=1 |u′i|p(t)tn−3dt
.
Applying the Ho¨lder’s inequality we obtain∫ R
r
ds
s
n−1
p+1
=
∫ R
r
(∑m
i=1 |u′i|p(s)
) 1
p+1
s
n−1
p+1 (
∑m
i=1 |u′i|p(s))
1
p+1
ds(5.24)
≤
(∫ R
r
ds
sn−1
∑m
i=1 |u′i|p(s)
) 1
p+1

∫ R
r
(
m∑
i=1
|u′i|p(s)
) 1
p
ds


p
p+1
.
From (5.23) we get
(5.25)
∫ R
r
ds
s
n−1
p+1
≤ C
1
p+1
n,m,p r
− p
p+1
√
n−1
p−1
(
m∑
i=1
∫ R
r
|u′i(s)|ds
) p
p+1
.
Performing straightforward computation for the integral in the left-hand side of (5.25) and taking R = 2r,
for any n ≥ 2, one can get
(5.26)
m∑
i=1
|ui(2r)− ui(r)| ≥ Cn,m,pr
1
p
(
p+2−n+2
√
n−1
p−1
)
.
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Note that each ui is bounded. Therefore, (5.26) implies
m∑
i=1
|ui(r) − u∞i | =
m∑
i=1
∞∑
k=1
|ui(2kr)− ui(2k−1r)|
≥ C
∞∑
k=1
(2k−1r)
1
p
(
p+2−n+2
√
n−1
p−1
)
.
This proves the second part of the theorem that is (5.19) and n > 4p
p−1 + p. To prove the first part of the
theorem that is (5.18), without loss of generality, we assume that 2 ≤ n ≤ 4p
p−1 + p. Define r = 2
k−1r1 where
1 ≤ r1 < 2. Therefore,
m∑
i=1
|ui(r)| =
m∑
i=1
|ui(r) − ui(r1)| −
m∑
i=1
|ui(r1)|
=
m∑
i=1
k−1∑
j=1
|ui(2jr1)− ui(2j−1r1)| −
m∑
i=1
|ui(r1)|
≥ Cn,m
m∑
i=1
k−1∑
j=1
(2j−1r1)
1
p
(
p+2−n+2
√
n−1
p−1
)
−
m∑
i=1
|ui(r1)|.
This proves the pointwise bound (5.18) when 1 < n < 4p
p−1+p. Finally, when we have dimension n =
4p
p−1+p,
from the above inequality, we can prove
m∑
i=1
|ui(r)| ≥ Cn,m(k − 1)−
m∑
i=1
|ui(r1)|.
The fact that k − 1 = log r−log r1log 2 completes the proof.

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