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We prove that two aﬃne Hecke algebras Hp and Hq of type A˜2
with nonzero parameters p,q ∈ C are not isomorphic whenever
p = q and pq = 1 (Theorem 3.1). However they are isomorphic
locally. More precisely, we prove that the quotient algebras Hs,q
and Ht,p are isomorphic provided that Ns,q = Nt,p for type A˜2
(Theorem 2.4).
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We are concerned with isomorphisms among aﬃne Hecke algebras. Due to the work of Tits, Curtis,
Lusztig, Gyoja, etc., we know that Hecke algebras of ﬁnite Coxeter groups are generally isomorphic
to the group algebras of the Coxeter groups. Let W be an extended aﬃne Weyl group and Hq the
corresponding aﬃne Hecke algebra over C with a nonzero parameter q ∈ C. We are interested in
ﬁnding relations among various Hq . In [X, 11.7] Xi proved that an aﬃne Hecke algebra Hq of type A˜2
is not isomorphic to the group algebra of the corresponding aﬃne Weyl group when the parameter q
is not 1, but the irreducible modules of Hp and Hq behave similarly when the parameters p, q are
not roots of the corresponding Poincaré polynomial. Then Xi wondered that for type A˜2 whether
Hp  Hq when p, q are not 1 and not roots of the corresponding Poincaré polynomial. Let G be a
connected reductive group over C, Xi also conjectured that when G has a simply connected derived
group, then the corresponding aﬃne Hecke algebras Hp and Hq are locally isomorphic under some
natural restrictions; see [X, Conj. 6.16].
In this paper we answer Xi’s question above, namely we prove that two aﬃne Hecke algebras Hp
and Hq of type A˜2 are not isomorphic whenever p = q and pq = 1 (Theorem 3.1). We also verify Xi’s
conjecture for type A˜2 (Theorem 2.4). In the ﬁnal part we study type A˜n for general n. We give a
description of the image of the center of the Hecke algebra in the based ring associated to the second
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R. Yan / Journal of Algebra 324 (2010) 984–999 985highest two-sided cell. Then using this description it will be shown that there does not exist certain
kind of isomorphisms between two Hecke algebras Hp and Hq of type A˜3 where p = q and pq = 1
(Corollary 4.7).
1. Preliminaries
In this section we collect some basic facts, we refer to [X, Chs. 1, 2] for more details.
Let G be a connected reductive group over C and T a maximal torus of G . Let NG(T ) be the
normalizer of T in G . Then W0 = NG(T )/T is a Weyl group, which acts on the character group
X = Hom(T ,C∗) of T . The semi-direct product W = W0  X is called an extended aﬃne Weyl group.
Denote by S the set of simple reﬂections in W . Let P be the root lattice in X , then the subgroup
W ′ = W0  P of W is an aﬃne Weyl group. Moreover there is an abelian subgroup Ω such that
W = Ω  W ′ . Let Hq be the aﬃne Hecke algebra of (W , S) over C with a nonzero parameter q ∈ C.
By deﬁnition, Hq is a free C-module with basis Tw (w ∈ W ) and multiplication deﬁned by relations
(Ts − q)(Ts + 1) = 0 if s ∈ S and Tw Tu = Twu if l(wu) = l(w) + l(u).
For any x ∈ X , we can ﬁnd y, z ∈ X+ such that x = yz−1, where X+ is the set of dominant
weights. Set Tˆ x = q− l(y)2 T y(q− l(z)2 Tz)−1. Then Tˆ x is well deﬁned and is independent of the choice
of y, z. Moreover Tˆ x Tˆ x′ = Tˆ xx′ for any x, x′ ∈ X . Let Ox be the conjugacy class of W containing
x and set zx = ∑x′∈Ox Tˆx′ . For any x ∈ X+ , x′ ∈ X , we denote by d(x′, x) the dimension of the x′-
weight space V (x)x′ of V (x), where V (x) is an irreducible G-module with highest weight x. Set
Sx =∑x′∈X+ d(x′, x)zx′ . According to Bernstein, we have the following Proposition (see [X, Prop. 2.4]
and [L1, Th. 8.1]).
Proposition 1.1. Assume that G has a simply connected derived group, then the elements Sx, x ∈ X+ form a
C-basis of the center Z(Hq) of Hq.
Let Cw , w ∈ W be the Kazhdan–Lusztig basis of Hq (in [KL1] the element Cw is denoted by C ′w ).
We write CwCu =∑v∈W hw,u,vCv , hw,u,v ∈ C. Let D be the set of distinguished involutions of W .
The elements Cw have the following properties (see [KL1, 2.3]).
(a) For any s ∈ S we have
CsCw =
⎧⎨⎩ (q
1
2 + q− 12 )Cw , if sw  w,
Csw +∑ y≺w
syy
μ(y,w)C y, if sw  w,
CwCs =
⎧⎨⎩ (q
1
2 + q− 12 )Cw , if ws w,
Cws +∑ y≺w
ysy
μ(y,w)C y, if ws w,
where μ(y,w) is the leading coeﬃcient of the Kazhdan–Lusztig polynomial.
We refer to [L3, 2.1] and [L4, 2.3] for the deﬁnitions of the function a : W → N and of the based
ring JZ of W , respectively. Following [L4] we denote by tw , w ∈ W the basis of JZ . For any two-
sided cell c of W , we denote JZ,c the subring of JZ generated by all tw with w ∈ c. Then JZ,c is a
two-sided ideal of JZ and JZ is the direct sum of all JZ,c . Set J := JZ ⊗ C and Jc := JZ,c ⊗ C. So J
is the direct sum of all Jc . For simplicity we also write tw for tw ⊗ 1. So there is a natural projection
π : J→ Jc . The following property is due to Lusztig; see [L5, Prop. 1.6, Prop. 1.7].
(b) There is a well-deﬁned homomorphism φq : Hq → J of C-algebras such that
φq(Cw) =
∑
u∈W
d∈D
a(d)=a(u)
hw,d,utu, w ∈ W .
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and J is ﬁnitely generated over φq(Z(Hq)).
Hence we have a homomorphism φq,c = π ◦ φq : Hq → Jc of C-algebras.
2. The quotient algebra Hs,q
Let s be a semisimple element of G . We may assume that s ∈ T . Let Is,q be the two-sided ideal
of Hq generated by Sx − tr(s, V (x)), x ∈ X+ , and let Hs,q be the quotient algebra Hq/Is,q .
Let g be the Lie algebra of G and let N be the variety of all nilpotent elements of g. The group G
acts on g through the adjoint action. Let R ⊂ Hom(T ,C∗) be the root system associated to G . For any
(s,q) ∈ T × C∗ , we deﬁne
gs,q = {ξ ∈ g | s.ξ = qξ},
Ns,q = {ξ ∈ N | s.ξ = qξ},
Rs,q =
{
α ∈ R | α(s) = q}.
For any two elements (s,q) and (t, p) in T × C∗ we shall write (s,q) ∼ (t, p) if Ns,q = Nt,p and
CG (s) = CG(t). The following Propositions 2.1 and 2.2 are due to Xi; see [X, 6.1, Prop. 6.3].
Proposition 2.1. For any (s,q), (t, p) ∈ T × C∗ , we have
(i) Assume that both p and q are not 1, or both p and q are equal to 1, then Ns,q = Nt,p if and only if
Rs,q = Rt,p .
(ii) Assume that p = 1 and q = 1, then Ns,q = Nt,p if and only if both Rs,q and Rt,p are empty, i.e. if and
only if Ns,q = Nt,p = {0}.
(iii) Assume that G has a simply connected derived group, then CG(s) = CG (t) if and only if Rs,1 = Rt,1 .
Proposition 2.2. Assume that G has a simply connected derived group and (s,q) ∼ (t, p), then the C-algebra
Hs,q and Ht,p are isomorphic.
According to Kazhdan and Lusztig (see [KL2, Th. 5.15] and [X, Prop. 10.4]) we get:
Proposition 2.3. Assume that G is simply connected and simple. Let E be an irreducible module of Hs,q, then
the following conditions are equivalent:
(1) dim E = |W0|, (2) Hs,q is simple, (3) Ns,q = {0}.
In the rest of this section we assume G = SL3(C). It’s well known that SL3(C) which is simply
connected and simple acts on its Lie algebra sl3(C) (the set of 3 by 3 matrices with trace 0) by
conjugation. Let T be the maximal torus of G consisting of all diagonal matrices in G . Considering the
homomorphisms αi j : T → C∗ , diag(a1,a2,a3) → aia−1j , we know that R = {αi j | 1  i = j  3}. We
write α1 := α12, α2 := α23, α3 := α13, −α1 := α21, −α2 := α32, −α3 := α31 for convenience. We have
the following theorem.
Theorem 2.4. Assume G = SL3(C), and p, q are none zero complex numbers. If Ns,q = Nt,p where s and t are
in the diagonal subgroup T of G, then Hs,q  Ht,p .
Proof. There are two cases.
Case 1: Ns,q = Nt,p = {0}. Using Proposition 2.3, we know Hs,q and Ht,p are simple algebras of
dimension 36. So they are all isomorphic to the matrix algebra M6×6(C).
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lent to prove Rs,1 = Rt,1 by Proposition 2.1.
(i) When q and p are both 1, Ns,1 = Nt,1 means Rs,1 = Rt,1.
(ii) When q = 1 and p = 1, we have Rs,q = Rt,p = ∅.
Assume that Rs,1 = Rt,1. It is harmless to assume that α1 ∈ Rs,1, but α1 /∈ Rt,1. Let s =
diag(a1,a2,a3) and t = diag(b1,b2,b3). We have a1 = a2 and b1 = b2, then ±α1 /∈ Rs,q = Rt,p .
If α2 ∈ Rs,q , then α3 ∈ Rs,q . So we get b1 = b2, a contradiction. Similarly, we know −α2 /∈ Rs,q .
If α3 ∈ Rs,q , then α2 ∈ Rs,q , which is impossible. Similarly, −α3 ∈ Rs,q implies −α2 ∈ Rs,q , a con-
tradiction.
Thus we get Rs,q = ∅. This contradicts the assumption Rs,q = Rt,p = ∅. Hence Rs,1 = Rt,1. 
We now discuss some necessary conditions on the sets Ns,q and Nt,p for the existence of an
isomorphism between Hs,q and Ht,p . First we need the following proposition.
Proposition 2.5.
(i) The number of irreducible Hs,q-modules is

{
(s,N)
∣∣ N ∈ Ns,q}/CG(s)
when gs,q = Ns,q or q = 1. Here CG(s) is the centralizer of s, it acts on Ns,q through the adjoint action.
(ii) The number of irreducible Hs,q-modules is

{
(s,N)
∣∣ N ∈ Ns,q}/CG(s) − 1
when gs,q = Ns,q and q = 1.
Proof. For each pair (s,N) where s ∈ T and N ∈ Ns,q , Kazhdan and Lusztig constructed a standard
module Ms,N,q of Hs,q (see [KL2, Th. 7.12]), and prove that
(a) Every irreducible module of Hs,q is a quotient module of some standard module Ms,N,q .
(b) Every standard module Ms,N,q has a unique irreducible quotient module Ls,N,q when q is not a
root of 1. Moreover Ls,N,q  Ls,N ′,q if and only if there exists some x ∈ CG(s) such that N = xN ′x−1.
The statement of (b) is also true for q = 1 (an observation of Kato [Ka]). So (i) holds when q = 1.
Xi proved that if gs,q = Ns,q where q = 1, then Ls,N,q  Ls,N ′,q if and only if N = xN ′x−1 for some
x ∈ CG(s), i.e. (i) is true (see [X, 6.6, 6.10]).
Lusztig proved that if
∑
w∈W0 q
l(w) = 0 (i.e. (q + 1)(q2 + q + 1) = 0), then gs,q = Ns,q (see [L6, 7]).
Thus when gs,q = Ns,q and q = 1, we have (q + 1)(q2 + q + 1) = 0. Using Xi’s result in [X, 7.8], we
know that Ms,N,q has a unique irreducible quotient module Ls,N,q when N = 0. When N,N ′ ∈ Ns,q are
not 0, then Ls,N,q  Ls,N ′,q if and only if N = xN ′x−1 for some x ∈ CG(s). Moreover, any composition
factor of Ms,0,q is isomorphic to some Ls,N,q with N ∈ Ns,q nonzero. So (ii) is true. The proposition is
proved. 
In [X] Xi has classiﬁed the irreducible Hq-modules for type A˜2, and he also computed the dimen-
sions of these irreducible modules; see [X, 11.7] for details. By Xi’s result about the dimensions, we
will discuss the relation between Ns,q and Nt,p when Hs,q  Ht,p in the rest of this section.
When Hs,q is simple, it has a unique irreducible module of dimension 6. According to Proposi-
tion 2.3 this is equivalent to Ns,q = {0}. So Hs,q  Ht,p implies Ns,q = {0} = Nt,p .
Now we assume Hs,q is not simple, we already know this is equivalent to Ns,q = {0}.
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tent element regular if its minimal polynomial is equal to the characteristic polynomial). Then s is
conjugate to an element of form diag(a−2q−1,aq,a) with a−2q−1 = aq2,aq−1 for some a ∈ C∗ . We
may assume s = diag(a−2q−1,aq,a) since for any conjugate elements s and s′ we have Hs,q = Hs′,q .
(a) If q=1, then a3 =1. So Ns,q = Ns,1 =gα2 ∪g−α2 . In this case we have CG(s)={diag(det A−1, A) |
A ∈ GL2(C)}. So CG (s) has two orbits in Ns,q which are {0} and Ns,q\{0}. Then Hs,q has two irre-
ducible modules by Proposition 2.5. According to Xi’s result in [X, 11.7] we know they have the same
dimension, which is 3.
(b) If q = −1, then a3 = ±1. So Ns,q = gα2 ∪ g−α2 = gα2 ⊕ g−α2 = gs,q . Then CG(s) is the torus T
and it has three orbits in Ns,q which are {0}, gα2\{0} and g−α2\{0}. So Hs,q has only two irreducible
modules. Moreover they have the same dimension, which is 3.
(c) Assume q = ±1, there are three cases.
(i) If a−2q−1 = aq,a, then Ns,q = gα2 = gs,q . We know CG(s) is the maximal torus T and it has two
orbits in Ns,q which are {0} and Ns,q\{0}. So Hs,q only has two irreducible modules. Moreover
they have the same dimension, which is 3.
(ii) If a−2q−1 = aq, then Ns,q = gα2 ⊕ gα3 = gs,q . We know that CG(s) = {diag(A,det A−1) | A ∈
GL2(C)} has two orbits in Ns,q which are {0} and Ns,q\{0}. So Hs,q only has two irreducible
modules. Moreover they have the same dimension, which is 3.
(iii) If a−2q−1 = a, we may assume s = diag(aq,a,a). Then Ns,q = gα1 ⊕ gα3 = gs,q , and CG(s) ={diag(det A−1, A) | A ∈ GL2(C)} has two orbits in Ns,q which are {0} and Ns,q\{0}. So Hs,q only
has two irreducible modules. Moreover they have the same dimension, which is 3.
The discussion to Case 1 is completed.
Case 2: Assume Ns,q contains some regular nilpotent element, then s is conjugate to some element
like diag(aq2,aq,a) for some a ∈ C∗ . We may assume s = diag(aq2,aq,a).
(d) If q = 1, then a3 = 1 and Ns,q consists of all the nilpotent elements of g. Then CG (s) is equal
to G . It’s well known that G has three orbits in Ns,q . So Hs,q has three irreducible modules, and their
dimensions are 1, 2 and 1, respectively.
(e) If q = −1, then a3 = −1. We may assume s = diag(a,a,−a). Then we get gs,q = gα2 ⊕ g−α2 ⊕
gα3 ⊕ g−α3 and
Ns,q = (gα2 ⊕ gα3) ∪ (gα2 ⊕ g−α3) ∪ (g−α2 ⊕ gα3) ∪ (g−α2 ⊕ g−α3) = gs,q.
Now CG(s) = {diag(A,det A−1) | A ∈ GL2(C)} has four orbits in Ns,q which are {0}, CG(s)eα2 ,
CG (s)e−α3 and CG(s)(eα2 + e−α3) (where eα is a nonzero element of gα ). Hence Hs,q has three ir-
reducible modules, and their dimensions are 2, 2 and 1, respectively.
(f) Assume q2 + q + 1 = 0, then a3 = 1. We have gs,q = gα1 ⊕ gα2 ⊕ g−α3 and Ns,q = (gα1 ⊕ gα2) ∪
(gα1 ⊕ g−α3 ) ∪ (gα2 ⊕ g−α3) = gs,q . Then CG(s) = T has seven orbits in Ns,q which are
{0}, gα1\{0}, gα2\{0}, g−α3\{0}, (gα1 ⊕ gα2)\(gα1 ∪ gα2),
(gα1 ⊕ g−α3)\(gα1 ∪ g−α3), (gα2 ⊕ g−α3)\(gα2 ∪ g−α3).
So Hs,q has six irreducible modules, and their dimensions are all 1.
(g) Assume q = ±1 and q2 +q+1 = 0, then Ns,q = gα1 ⊕gα2 = gs,q . Then CG(s) = T has four orbits
in Ns,q which are
{0}, gα1\{0}, gα2\{0}, (gα1 ⊕ gα2)\(gα1 ∪ gα2).
Hence Hs,q has four irreducible modules, and their dimensions are 1, 2, 2 and 1, respectively.
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Theorem 2.6. Keep the notation in Theorem 2.4, assume that Hs,q and Ht,p are isomorphic, then
(i) Ns,q = {0} if and only if Nt,p = {0}.
(ii) Ns,q = {0} and it does not contain any regular nilpotent element if and only if Nt,p = {0} and it does not
contain any regular nilpotent element.
(iii) Ns,q contains some regular nilpotent element if and only if Nt,p contains some regular nilpotent element.
3. Main result
In this section we give our main result.
Theorem 3.1. Assume G = SL3(C), p and q are two unequal nonzero complex numbers, then Hq and Hp are
not isomorphic if pq = 1.
Remark 3.2. It is known and easy to see that Hq and Hq−1 are isomorphic.
In order to prove this theorem, we need to do some preparation.
Lemma 3.3. Let p,q ∈ C∗ , assume p = q, p = −1, q = −1, pq = 1 and a, b are two nonzero complex variants
whose values run through C∗ . If ( f , g) : C2 → C2 is a polynomial isomorphism (i.e. ( f , g) is an isomorphism
where f and g are polynomials in two variables) such that
(i) f (a + aq + a−2q−1,a−1 + a−1q−1 + a2q) = b + bp + b−2p−1 ,
(ii) g(a + aq + a−2q−1,a−1 + a−1q−1 + a2q) = b−1 + b−1p−1 + b2p,
(iii) b3 = 1 if and only if a3 = 1,
then b = λa or b = λa , with λ3 = 1.
Proof. From (i) and (ii) we know that [ f − b(1+ p)][g − b−1(1+ p−1)] = 1. Then we get
b2 = ( f g + 1+ p + p
−1)b − (1+ p−1) f
(1+ p)g . (1)
By (i) we get
b3 = b
2 f − p−1
1+ p . (2)
Similarly, by (ii) we get
b3 = bg − (1+ p
−1)
p
. (3)
Let μ = f g + 1+ p + p−1, by (1) and (2), we know
b3 = μbf − (1+ p
−1) f 2 − (1+ p−1)g
(1+ p)2g . (4)
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b = (1+ p)(1+ p + p
−1)g − (1+ p) f 2
(1+ p)2g2 − pf 2g − (1+ p + p2) f . (5)
In addition, by (1), we can get
b3 = μb
2 − (1+ p−1) f b
(1+ p)g . (6)
Using (6) and (2) we have
b3 = (1+ p
−1) f 2b − p−1g f − p−1(1+ p + p−1)
(1+ p)(1+ p + p−1) . (7)
Finally, by (3) and (7), we get
b = (1+ p + p
−1)2 − g f
(1+ p)(1+ p + p−1)g − (1+ p) f 2 . (8)
Regard b as a function in a. Since a, b are two nonzero complex variants whose values run
through C∗ , by (5) or (8), b is a rational function in a deﬁned for every a ∈ C∗ . So b is a regular func-
tion on C∗ . However the regular function on C∗ must be the Laurent polynomial. Thus b ∈ C[a,a−1].
Since for any a ∈ C∗ we have b = 0, so b = λan (λ ∈ C∗ , n is an integer). Similarly, we have a = μbm
(μ ∈ C∗ , m is an integer) since ( f , g) is an isomorphism which has an inverse. So we get m = n = 1
or m = n = −1. Hence b = λa or b = λa , and λ3 = 1 since (iii). 
Corollary 3.4. Assume that x= a+ aq+ a−2q−1 , y = a−1 + a−1q−1 + a2q for any q ∈ C∗ and q = −1. Then
x4 = α(x, y) ∈ C[x, y], and the degree of α(x, y) with respect to x is equal to 3.
Proof. It is easy to see by a direct calculation using (5) and (8). 
Lemma 3.5. Fix two nonzero complex numbers p, q, and p = −1, q = −1. Let a, b be two nonzero complex
variants whose values run through C∗ . If ( f , g) : C2 → C2 is a polynomial isomorphism which satisﬁes:
(i) f (a + aq + a−2q−1,a−1 + a−1q−1 + a2q) = b + bp + b−2p−1 ,
(ii) g(a + aq + a−2q−1,a−1 + a−1q−1 + a2q) = b−1 + b−1p−1 + b2p,
(iii) b = λa or b = λa , with λ3 = 1,
then p = q or p = q−1 .
Proof. Let u, v be indeterminates, and f , g ∈ C[u, v]. Let
x = a+ aq + a−2q−1 and y = a−1 + a−1q−1 + a2q.
According to Lemma 3.4, we can assume
f (x, y) =
3∑
i=0
f i(y)x
i where f i(y) =
Ni∑
j=0
ci, j y
j ∈ C[y].
We assume ci,Ni = 0 if f i(y) = 0. For convenience set Ni = −∞ if f i(y) = 0.
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f i(y)x
i = ci,NiqNi (1+ q)ia2Ni+i + f̂ i + ci,Ni
(
1+ q−1)Niq−ia−Ni−2i
where f̂ i is the sum of all the terms whose powers of a are between 2Ni + i and −Ni − 2i. Denote
the highest power and the lowest power of f (x, y) with respect to a by d+ and d− , respectively. Set
A = {2N3 + 3,2N2 + 2,2N1 + 1,2N0},
B = {−N3 − 6,−N2 − 4,−N1 − 2,−N0}\{−∞}.
(I) When b = λa, using (i) we get f (x, y) = λa(1 + p) + λa−2p−1, so d+ = 1 and d− = −2 in this
case.
On the one hand, if A has only one maximal element which is d+ = 1, we must have
d+ = 2N1 + 1, N1 = 0, N0  0 and N2 = N3 = −∞.
Then there exists ξ ∈ C∗ such that f (x, y) = ξx.
On the other hand, if the maximal element of A is not unique, there must be some Ni which are
nonzero.
First, if
2N1 + 1= 2N3 + 3 > max{2N0,2N2 + 2},
then we have
N3 = N1 − 1 0, N0  N1 and N2  N1 − 1.
So B has a unique minimal element −N3 − 6= −2, which is impossible.
Secondly, if
2N0 = 2N2 + 2 >max{2N1 + 1,2N3 + 3} and − N2 − 4 = −N3 − 6,
then
N2 = N0 − 1 0, −N2 − 4 < min{−N0,−N1 − 2}.
This means either −N2 − 4= −2 or −N3 − 6= −2, which are all impossible.
Finally, the only case left is that
2N0 = 2N2 + 2 >max{2N1 + 1,2N3 + 3} and − N2 − 4 = −N3 − 6,
i.e.
N1  N0 − 1, N2 = N0 − 1, N3 = N0 − 3 0. (∗1)
We will consider this case later.
We see that if b = λa and (∗1) does not hold, then there exists ξ ∈ C∗ such that f (x, y) = ξx.
When a runs through C∗ , x runs through C since q = −1. Therefore f (u, v) = ξu for any u, v ∈ C
since f is a polynomial.
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If A has a unique maximal element, then the maximal element is equal to d+ = 2. So we have
either d+ = 2N2 + 2 or d+ = 2N0. In the ﬁrst case, i.e. d+ = 2N2 + 2. We have N2 = 0, N0  0,
N1  0 and N3 = −∞. So B has a unique minimal element which is −4, not equal to −1. This is a
contradiction. In the second case, i.e. d+ = 2N0. We have N0 = 1, N1  0 and N2 = N3 = −∞. We
also have N1 = −∞ since d− = −1. Thus there exists ξ ′ ∈ C∗ such that f (x, y) = ξ ′ y.
If A doesn’t have a unique maximal element, then arguing as in (I) we know it’s impossible except
the case (∗1).
Hence we know if b = λa and (∗1) does not hold, there must exist ξ ′ ∈ C∗ such that f (x, y) = ξ ′ y.
Therefore f (u, v) = ξ ′v for any u, v ∈ C.
Similarly, assume that g(x, y) =∑3i=0 gi(y)xi and set Mi = deg gi . Using the same method before,
we know if the numbers Mi do not satisfy
M1  M0 − 1, M2 = M0 − 1, M3 = M0 − 3 0, (∗2)
then g(x, y) = ηy when b = λa; g(x, y) = η′x when b = λa , where η, η′ ∈ C∗ .
Since ( f , g) is an isomorphism, with the assumptions (i)–(iii) and discussion above it’s easy to
check that f (u, v) = ξu if and only if g(u, v) = ηv . Similarly f (u, v) = ξ ′v if and only if g(u, v) = η′u.
Now assume that both (∗1) and (∗2) do not hold. Thus we have
{
b = λa, f (x, y) = ξx, g(x, y) = ηy, for some ξ,η ∈ C∗,
b = λa , f (x, y) = ξ ′ y, g(x, y) = η′x, for some ξ ′, η′ ∈ C∗.
Using (i) and (ii), it follows that p = q or p = q−1.
Let (F ,G) be the inverse of ( f , g). We can assume that
F (u, v) =
3∑
i=0
Fi(v)u
i with N˜i = deg Fi,
G(u, v) =
3∑
i=0
Gi(v)u
i with M˜i = degGi .
Similarly, we know p = q or p = q−1 if both
N˜1  N˜0 − 1, N˜2 = N˜0 − 1, N˜3 = N˜0 − 3 0 (∗3)
and
M˜1  M˜0 − 1, M˜2 = M˜0 − 1, M˜3 = M˜0 − 3 0 (∗4)
do not hold.
Now we only need to show that (∗1), (∗2), (∗3) and (∗4) can’t hold at the same time. Assume
that they all hold. For any polynomial h(u, v) ∈ C[u, v], we write degu h(u, v) for the degree of h(u, v)
about u. First we know degx g(x, y) = degx f (x, y) = 3. So
degx Fi
(
g(x, y)
)
f i(x, y) = 3N˜i + 3i.
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F
(
f (x, y), g(x, y)
)= 3∑
i=0
Fi
(
g(x, y)
)
f i(x, y) = x.
Hence we deduce degx F = 3N˜2 + 6= 1 which is impossible.
Thus the lemma is proved. 
Proposition 3.6. Assume p,q are two unequal nonzero complex numbers and pq = 1, then there does not
exist polynomial isomorphism ( f , g) : C2 → C2 such that for any b ∈ C∗ there exists a ∈ C∗ satisﬁes:
(i) f (a + aq + a−2q−1,a−1 + a−1q−1 + a2q) = b + bp + b−2p−1 ,
(ii) g(a + aq + a−2q−1,a−1 + a−1q−1 + a2q) = b−1 + b−1p−1 + b2p,
(iii) b3 = 1 if and only if a3 = 1.
Proof. Assume there is a polynomial isomorphism ( f , g) : C2 → C2 that satisﬁes the conditions. Since
( f , g) is an isomorphism, the values of both a and b run through C∗ .
(I) When p = −1, q ∈ C∗ and q = −1, we can set x = a+aq+a−2q−1, y = a−1+a−1q−1+a2q. Then
we get f (x, y) = −b−2 and g(x, y) = −b2. So b2 = −g(x, y) ∈ C[a,a−1]. Moreover for any a ∈ C∗ we
have b = 0, so there exist λ ∈ C∗ , m ∈ Z such that b2 = λam . Denote the inverse of ( f , g) by (F ,G).
Then (F ,G)(−b−2,−b2) = (x, y). Since q = −1 we know that a ∈ C[b2,b−2] by Lemma 3.3, and there
exist μ ∈ C∗ , n ∈ Z such that a = μ(b2)n . So we have b2 = λa or b2 = λa−1.
Then we get F (u, v) = c1v + c2u2 and G(u, v) = d1u + d2v2 for some c1, c2,d1,d2 ∈ C∗ when
b2 = λa.
Hence
∣∣∣∣ ∂ F∂u ∂ F∂v∂G
∂u
∂G
∂v
∣∣∣∣= 4c2d2uv − c1d1 /∈ C∗.
This contradicts that (F ,G) is an isomorphism.
The case where b2 = λa−1 is similar.
(II) If p = −1 and q = −1, there must be b = λa or b = λa with λ3 = 1 by Lemma 3.3. Then
according to Lemma 3.5 we know p = q or p = q−1. A contradiction!
We have proved that such isomorphism ( f , g) does not exist. 
We can now prove Theorem 3.1.
Let T be the diagonal subgroup of G , X be the weight lattice of SL3(C), χ1, χ2 be the fun-
damental dominant weights. We have deﬁned an element Sχ ∈ Hq for each dominant weight χ
in X in Section 1. We shall identify Sχ with the irreducible module of the highest weight χ .
Let μi ∈ X = Hom(T ,C∗) be the coordinate function, i.e. μi(r) = ri for any r = diag(r1, r2, r3) ∈ T
(i = 1,2,3). It’s well known that the formal character of Sχ1 is
ch(Sχ1) = e(μ1) + e(μ2) + e(μ3)
and the formal character of Sχ2 is
ch(Sχ2) = e(μ1)e(μ2) + e(μ1)e(μ3) + e(μ2)e(μ3),
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that
tr(r, Sχ1) = r1 + r2 + r3, tr(r, Sχ2) = r1r2 + r1r3 + r2r3.
For speciﬁcation we shall denote Sχ ∈ Hq by Sχ,q and the corresponding element in Hp by Sχ,p . By
Proposition 1.1, we know the center Z(Hq) of Hq is generated by Sχ1,q and Sχ2,q , so it is isomorphic
to the complex polynomial ring with two variants. This fact also holds for Hp .
Now assume there is an isomorphism ψ : Hq ∼−→ Hp , then ψ induces an isomorphism Z(Hq) ∼−→
Z(Hp), also denoted by ψ . So ψ is a polynomial isomorphism as follow,
ψ = ( f , g) : Z(Hq) ∼−→ Z(Hp),
f (Sχ1,q, Sχ2,q) = Sχ1,p,
g(Sχ1,q, Sχ2,q) = Sχ2,p . (∗)
It’s well known that Z(Hp)  C⊗Z RG , where RG is the rational representations ring of G . By Kazhdan
and Lusztig’s results (see [KL2, 5.12]) we know that for any t = diag(b,bp,b−2p−1) ∈ T , there is a
unique homomorphism ϕt,p : Z(Hp) → C which sends z ∈ Z(Hp) to tr(t, z).
We have another homomorphism ϕt,p ◦ ψ : Z(Hq) → C. So there exists s ∈ T such that ϕt,p ◦ ψ =
ϕs,q . So ψ induces an isomorphism ψ ′t : Hs,q → Ht,p .
Thus, by Theorem 2.6, we know that there exists a ∈ C∗ such that s = diag(a,aq,a−2q−1) since
Nt,p = {0}. By (∗), regarding f and g as polynomials in two variants, we get
f
(
tr(s, Sχ1,q), tr(s, Sχ2,q)
)= tr(t, Sχ1,p),
g
(
tr(s, Sχ1,q), tr(s, Sχ2,q)
)= tr(t, Sχ2,p).
This means
f
(
a+ aq + a−2q−1,a−1 + a−1q−1 + a2q)= b + bp + b−2p−1,
g
(
a+ aq + a−2q−1,a−1 + a−1q−1 + a2q)= b−1 + b−1p−1 + b2p.
We know b3 = 1 if and only if a3 = 1 by Theorem 2.6(iii). However such ( f , g) doesn’t exist when
p = q and pq = 1 according to Proposition 3.6. This is a contradiction. Thus the theorem is proved.
4. Some results about type˜An (n 3)
Set c′ = {τw ∈ W | τ ∈ Ω, w ∈ W ′, and w has a unique reduced expression}. We call c′ the sec-
ond highest two-sided cell of W . In this section we will compute φq,c′(Z(Hq)) for type A˜n (n  3),
using (a) and (b) in Section 1. For simplicity we write
Cw ≈ Cu if φq,c′(Cw) = φq,c′(Cu) for any Cw ,Cu ∈ Hq.
Let Hq,c′ be the subspace of Hq with a basis {Cw ∈ Hq | w ∈ c′}.
From now on we assume that G = SLn+1(C). Let S = {s0, s1, s2, . . . , sn} be the set of simple refec-
tions of W = Ω  W ′ , and for i, j = 0,1, . . . ,n it satisﬁes
(si s j)
3 = 1, when |i − j| ≡ ±1 mod (n+ 1),
si s j = s j si, when 1< |i − j| < n.
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s0τ = τ s1, s1τ = τ s2, . . . , sn−1τ = τ sn, snτ = τ s0.
For convenience, we set sk = si for any k ∈ Z provided k ≡ i mod (n + 1).
Any element w in c′ has one of the following forms:
w = τ−i s1(τ s1)aτ j or w = τ−i s1
(
τ−1s1
)a
τ j
(
i, j ∈ {0,1, . . . ,n}, a ∈ N).
Deﬁne a C-linear map as follow:
ρ : Jc′ → M(n+1)×(n+1)
(
C
[
u,u−1
])
,
tw → (mk,l),
when w = τ−i s1(τ s1)aτ j , set
mk,l =
{
ua, if (k, l) = (i + 1, j + 1),
0, else,
and when w = τ−i s1(τ−1s1)aτ j , set
mk,l =
{
u−a, if (k, l) = (i + 1, j + 1),
0, else.
By [L2, 3.8] we know that ρ is a C-algebra isomorphism.
Now we get a C-algebra homomorphism Φ as follow:
Φ = ρ ◦ π ◦ φq : Hq φq−→ J π−→ Jc′ ρ−→ M(n+1)×(n+1)
(
C
[
u,u−1
])
.
Deﬁne χk ∈ X = Hom(T ,C∗) by
χk : diag(a1,a2, . . . ,an+1) → a1a2 · · ·ak
for k = 1,2, . . . ,n. We know χ1,χ2, . . . ,χn are the fundamental dominant weights.
Denote χ0 = χn+1 = 1. Set θi = Tˆχi Tˆ−1χi−1 (i = 1,2, . . . ,n + 1). We know Sχk =
∑
1i1<···<ikn+1 θi1· · · θik .
For any si ∈ S , denote Csi and Tsi by Ci and Ti , respectively. Set
Tˆ i = q− 12 Ti (0 i  n),
then Ci = Tˆ i + q− 12 . We need the following results of Lusztig [L2, 4.5]:
θ1 = Tˆ0 Tˆn · · · Tˆ3 Tˆ2τ−1,
θi = Tˆ−1i−1 · · · Tˆ−11 Tˆ0 Tˆn · · · Tˆ i+1τ−1 (i = 2, . . . ,n),
θn+1 = Tˆ−1n · · · Tˆ−11 τ−1. (9)
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means we just need to compute C1θi1 · · · θik for any k = 1,2, . . . ,n, 1 i1 < · · · < ik  n + 1. We shall
compute this case by case.
For i ∈ {1,2, . . . ,n}, we set
i =
(−q− 12 )n−i+1 + (−q− 12 )n−iC0 + (−q− 12 )n−i−1C0Cn + · · · + C0Cn · · ·Ci+1.
Note that i−1 + q− 12 i = C0Cn · · ·Ci and
C1i ≈
n+1∑
k=i
(−q− 12 )k−iC1C0Cn · · ·Ck+1 (10)
≈ C1
(
C0 − q− 12
)(
Cn − q− 12
) · · · (C3 − q− 12 )(Ci+1 − q− 12 ) (11)
≈ C1
[
C0
(
Cn − q− 12
) · · · (Ci+1 − q− 12 )+ (−q− 12 )n−i+1] (12)
(where Cn+2 = C1 and Cn+1 = C0).
(a) By (9) and (11) we get
C1θ1 ≈
[
C11 +
(−q− 12 )n−1C1C2]τ−1 and C1θ2 ≈ q− 12 C12τ−1.
(b) Use (a) to compute C1θ1θ2. It’s easy to get
C1C2τ
−1θ2 ≈
[
q−
1
2 C13 + (−1)n−1q− n2 C1C2
]
τ−2.
By (10) we know
C11τ
−1θ2 ≈
[
n+1∑
k=1
(−q− 12 )k−1C1C0Cn · · ·Ck+1
]
τ−1θ2.
Compute C1C0Cn · · · Ckτ−1θ2 for k = 2,3, . . . ,n + 2, respectively, then we get
C11τ
−1θ2 ≈
[(−q− 12 )n−1C12 + (−q− 12 )2n−1C1C2]τ−2.
Hence we know
C1θ1θ2 ≈
(−q− 12 )n−1C1C0Cn · · ·C3τ−2.
We have the following lemma.
Lemma 4.1. Ckτ−(k−1)θi = (−1)n−1q −n+2i−32 CkCk+1τ−k, where k = 1, . . . ,n, 3 i  n + 1.
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Ckτ
−(k−1)θi ≈ Ckτ−(k−1)
(
Ci−1 − q 12
) · · · (C1 − q 12 )(C0 − q− 12 ) · · · (Ci+1 − q− 12 )τ−1
≈ Ck
(
Ci+k−2 − q 12
) · · · (Ck − q 12 )(Ck−1 − q− 12 ) · · · (Ci+k − q− 12 )τ−k
≈ (−q 12 )i−3Ck(Ck+1 − q 12 )(Ck − q 12 )(Ck−1 − q− 12 ) · · · (Ci+k − q− 12 )τ−k
≈ (−q 12 )i−2CkCk+1(−q− 12 )n−i+1τ−k
≈ (−1)n−1q −n+2i−32 CkCk+1τ−k. 
(c) By (b) and Lemma 4.1, we get
C1θ1θ2θi3 · · · θik ≈
(−q− 12 )n−1[ k∏
l=3
(−1)n−1q −n+2il−32
]
C1C0Cn · · ·Ck+1τ−k
for k = 3, . . . ,n, 3 i3 < · · · < ik  n + 1.
(d) Similarly as (c), we have
(C1θ1 + C1θ2)θi2 · · · θik
≈
[
k∏
l=2
(−1)n−1q −n+2il−32
][
C1C0Cn · · ·Ck+1 +
(−q− 12 )n−1C1C2C3 · · ·Ck+1]τ−k
for k = 2, . . . , n, 3 i2 < · · · < ik  n + 1.
Generally, we have the following lemma.
Lemma 4.2. C1θi1θi2 · · · θik = (−1)(n−1)kq
−nk+2(i1+···+ik)−3k
2 C1C2 · · ·Ck+1τ−k, for k = 1, . . . ,n, 3 i1 < · · · <
ik  n + 1.
Proof. We argue by induction on k. If k = 1, then it’s easy to check the result. Assume now that k > 1.
Using the induction hypothesis we see that C1θi1θi2 · · · θik ≈ (−1)(n−1)(k−1)q
−n(k−1)+2(i1+···+ik−1)−3(k−1)
2 C1C2
· · ·Ckτ−(k−1)θik . Then the result holds by Lemma 4.1. 
Until now we have already computed all C1θi1 · · · θik for any k = 1,2, . . . ,n, 1 i1 < · · · < ik  n+1.
Set a0(q) = 1 and
ak(q) = (−1)(n−1)k
( ∑
2i1<···<ikn+1
q
−nk+2(i1+···+ik)−3k
2
)
for k = 1,2, . . . ,n. Thus we get
C1Sχk ≈ ak(q)C1C2 · · ·Ck+1τ−k + ak−1(q)C1C0Cn · · ·Ck+1τ−k.
Using homomorphism Φ , we know
Φ(C1Sχk ) =
(
ak(q)u
−k + ak−1(q)un+1−k
)
Φ(C1).
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ak−1(q)un+1−k)In+1. Finally we get the following proposition.
Proposition 4.3. Set S˜k,q = ak(q)u−k + ak−1(q)un+1−k ∈ C[u,u−1] for k = 1,2, . . . ,n, then φq,c′ (Z(Hq)) 
C[˜S1,q, S˜2,q, . . . , S˜n,q].
In particular we have the following relations between the coeﬃcients of S˜k,q .
Corollary 4.4. ak(q) = an−k(q), for k = 1, . . . ,n.
Proof. It’s obvious by the deﬁnition. 
Example 4.5. Consider type A˜3. For any q ∈ C∗ , we have
φq,c′
(
Z(Hq)
) C[˜S1,q, S˜2,q, S˜3,q],
where S˜1,q = u3 + a(q)u−1, S˜2,q = a(q)u2 + a(q)u−2, S˜3,q = u−3 + a(q)u and a(q) = q + 1+ q−1.
Proposition 4.6. Let G = SL4(C), for any p, q ∈ C∗ , p = q and p = q−1 , then
C[˜S1,p, S˜2,p, S˜3,p]  C[˜S1,q, S˜2,q, S˜3,q].
Proof. We assume C[˜S1,p, S˜2,p, S˜3,p]  C[˜S1,q, S˜2,q, S˜3,q]. Denote S˜1,q = x, S˜3,q = y, S˜2,q = z and
a(q) = δ.
We know a(p) = δ since p = q and p = q−1. So u, u−1 ∈ C[x, y, z]. Set t = u + u−1, then there
is a polynomial f ∈ C[x, y, z] such that t = f (x, y, z). We notice f (x, y, z) = f (y, x, z), so there is
a polynomial g ∈ C[x + y, xy, z] such that t = g(x + y, xy, z). In fact (x + y)2 and xy are in C[z].
Hence we may assume t = g1(z)(x + y) + g2(z), where g1(z), g2(z) ∈ C[z] with degree N1 and N2,
respectively.
On the other side zn = (δu2 + δu−2)n = δn∑ni=0 (ni)u−2n+4i for any positive integer n. So we know
g1(z)(x + y) ∈ C[u,u−1], and its highest power of u is 2N1 + 3 when g1(z) = 0. Similarly g2(z) ∈
C[u,u−1], and its highest power of u is 2N2 when g2(z) = 0. Since t = u + u−1 we know g1(z) = 0
and 2N1 + 3= 1. It’s impossible. 
Corollary 4.7. Keep the set up in Proposition 4.6, then there does not exist isomorphism ϕ : Hq ∼−→ Hp such
that ϕ(Hq,c′) = Hp,c′ .
According to this corollary we know that for type A˜3 there are not certain kind of isomorphisms
between various aﬃne Hecke algebras.
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