The totally asymmetric simple exclusion process, which describes the transport of interacting particles in a lattice, has been actively studied over the past several decades. For general cases where particles have an extended size and hop at site-dependent rates, however, theoretically analyzing the dynamics has remained elusive. Here, we present such an analysis by deriving and solving the hydrodynamic limit. We obtain closed-form formulas for steady-state particle densities and currents, as well as phase transition boundaries. Surprisingly the latter depend on only four parameters: the particle size and the first, the last, and the minimum hopping rates. Our results agree well with Monte Carlo simulations and can be used in inference. arXiv:1803.05609v1 [math-ph] 
Introduction
Since its introduction [1, 2] , the totally asymmetric simple exclusion process (TASEP) has been widely used to model transport phenomena in non-equilibrium particle systems. Many mathematicians and physicists have studied this stochastic process under various conditions motivated by a broad range of applications. In biology, for example, the TASEP has been used to describe and infer various cellular processes ranging from molecular transport along the cytoskeleton [3] [4] [5] to gene expression dynamics associated with transcription and translation ( [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] , to name a few). In particular, to realistically model the process of translation, a generalized version of the TASEP called the inhomogeneous -TASEP needs to be employed. In this model, each particle occupies ∈ N sites and the hopping rate can vary along the lattice, hence generalizing various TASEP models studied in the past few decades [7, 16, 17, [17] [18] [19] [20] [21] [22] [23] [24] [25] . Quantitative studies of this generalized model have mostly been limited to numerical simulations or mean-field approximations [7, [16] [17] [18] 23] that often rely on restricting the heterogeneity of rates to a small number of sites [17, 23] .
Among the many methods developed to investigate the TASEP, a common approach is to study the continuum limit of the observed particle density, obtained in the large lattice size and small lattice spacing limit [26] [27] [28] [29] [30] . Analysis of this regime, called the hydrodynamic limit, involves a nonlinear partial differential equation (PDE) , which in the classical TASEP case turns out to be the well-known Burgers' equation [31] . Interestingly, for the inhomogeneous -TASEP, a rigorous derivation of the hydrodynamic limit and subsequent analysis to determine the associated phase diagram are still missing.
Our goal here is to derive and solve the hydrodynamic limit of the inhomogeneous -TASEP. p p Fig. 1 : Illustration of the inhomogeneous -TASEP with open boundaries. Particles (of size = 3 here) enter the first site of the lattice at rate α and a particle at position i (here defined by the position of the midpoint of the particle) moves one site to the right at rate p i , provided that the next sites are empty. A particle at the end of the lattice exits at rate β.
Upon finding a general PDE satisfied by the density of particles, we provide a complete characterization of the phase diagram associated with the stationary solution. In particular, we show that the boundaries of the phase diagram depend only on four parameters of the model: the particle size, and the first, the last, and the minimum hopping rates in the hydrodynamic limit. For each region of the phase diagram, we obtain closed-form formulas for the flux and site-specific particle density, and show that they agree well with Monte Carlo simulations. Lastly, we discuss how our results can be used in various contexts and examples arising from the past literature, and suggest a novel method for inferring rates.
The inhomogeneous -TASEP with open boundaries 2.1 Model description
First we briefly introduce the inhomogeneous -TASEP on a one-dimensional lattice with N sites. In this process, each particle is of a fixed size ∈ N and is assigned a common reference point (e.g., the midpoint in the example illustrated in Fig. 1 ). The position of a particle is defined as the location of its reference point on the lattice. A configuration of particles is denoted by the vector τ = (τ 1 , . . . , τ N ), where τ i = 1 if the ith site is occupied by a particle reference point and τ i = 0 otherwise. The hopping rate at site i of the lattice is denoted by p i > 0. During every infinitesimal time interval dt, each particle located at position i ∈ {1, . . . , N − 1} has probability p i dt of hopping exactly one site to the right, provided that the next sites are empty; particles at positions between N − + 1 and N , inclusive, never get obstructed. Additionally, a new particle enters site 1 with probability αdt if τ i = 0 for all i = 1, . . . , . If τ N = 1, the particle at site N exits the lattice with probability βdt. We call the parameters α and β the entrance and exit rates, respectively.
The hydrodynamic limit
In the special case of the homogeneous (p i = p for all i) 1-TASEP, the stationary distribution of the process decomposes into matrix product states, which can be treated analytically [32] . Unfortunately, in the general case this approach is intractable, necessitating alternative methods such as hydrodynamic limits. When > 1, deriving the hydrodynamic limit is not straightforward, however, as the process does not possess stationary product measures [33] . To tackle this problem, we first map the -TASEP to another interacting particle system called the zero range process (ZRP) and then derive its hydrodynamic limit from the associated master equation. Such an approach has been considered before, but only for homogeneous rates and unbounded lattices [33, 34] . Here, we generalize the hydrodynamic limit to the case of inhomogeneous rates, and find appropriate boundary conditions for the resulting PDE to account for the boundedness of the system. More characteristic curves:
x t inhomogeneous rates: characteristic curves: Fig. 2 : Characteristic curves. Characteristic curves starting at lattice endpoints for different regions of the phase diagram. (a) Homogeneous rates give rise to straight line characteristics with speed ∂ ρ J(ρ 0 ) and ∂ ρ J(ρ 1 ), respectively. (b) Inhomogeneous rates produce more complicated behavior, with characteristics curves slowing down (and potentially reversing direction) near the troughs (x 1 and x 2 ) of λ.
precisely, we obtain the hydrodynamic limit through the Eulerian scaling of time and space by a factor a ∈ O(N −1 ), and by following its dynamics on scale x such that k = x a , for 1 < k < N [29] . Implementing this limiting procedure for the ZRP and mapping it back to the inhomogeneous -TASEP, we find that the limiting occupation density ρ(x, t) = P(τ k (t) = 1), where k = x a , satisfies the nonlinear PDE
where G(ρ) = 1 − ρ 1 − ( − 1)ρ and λ is a differentiable extension of (p 1 , . . . , p N ), such that λ(x) = λ(ka) = p k . Details and relevant calculations are provided in the Appendix. For the homogeneous 1-TASEP, the PDE (1) reduces to the well-known Burgers' equation, which can be established directly from the forward equation [31] . More generally, this PDE takes the form of a conservation law with systematic and diffusive currents J and J D , given by
As a 1, the systematic current dominates and solutions of (1) generically converge locally uniformly on (0, 1) to the so-called entropy solution of
which thus accurately captures the dynamics in the lattice interior (for boundary layer effects not reflected in (3), see the Appendix.) This first order nonlinear PDE can be solved using the method of characteristics [35] . Such analysis (which in the field of traffic flows has been developed independently as the theory of kinematic waves [36] ) has previously been carried out for the homogeneous 1-TASEP [19, 27] , where the characteristic curves turn out to be straight lines, and hence simple to understand (see Fig. 2(a) ). The result is a phase diagram in α and β that separates different regimes for the flux and density, in agreement with the one obtained from directly analyzing the discrete process [37] . For inhomogeneous rates, however, the characteristic curves exhibit more complicated behavior, rendering the phase diagram analysis more challenging (see Fig. 2(b) ). Surprisingly, we shall see that despite this added complexity, the phase diagram is exactly characterized by only a few statistics of the model.
The phase diagram
We now study the stationary solutions of (3) and look for a phase diagram describing the different regimes of the flux and particle density. We summarize here our main results and defer the details of the derivation to the Appendix. Without loss of generality, we embed the lattice into [0, 1], and for ease of notation, define λ 0 = λ(0), λ 1 = λ(1), and λ min = min{λ(x) : x ∈ [0, 1]}. The characteristics of (3) are solutions of the system of ordinary differential equations
where H(ρ) = ρ G(ρ), and H and λ respectively denote the derivatives of H and λ with respect to their arguments. Initial information is propagated across space-time though the characteristics.
Studying the stationary solutions of (3) thus requires evaluating the boundary densities from α and β, and determining whether they are propagated into the lattice. Preservation of the current J throughout the system allows us to accomplish such evaluation by balancing currents across the lattice boundaries with interior currents. At x = 0, the result is an initial density ρ 0 := ρ(0), given by
Studying the sign of ∂ ρ J shows that the characteristic curve associated with x = 0 reaches x = 1 (i.e., ρ 0 propagates into the system and fills it) if and only if α < α * , where
and β is sufficiently large (see below). The corresponding critical current J assumed by the system is
while the site-specific density is
Determining densities at x = 1 is more delicate, as a small exit rate can lead to particles lingering at the last site, splitting the density into two distinct branches [18] . As a result, ρ 1 := ρ(1) decomposes into the weighted average of two components
such that
Similar to the left end of the lattice, we can find a critical value β * for ρ 1 to propagate through the lattice, and the associated current J R . The formulas for β * and J R are identical to α * and J L , respectively, except that λ 0 needs to be replaced by λ 1 and α by β in (5) and (6) . The associated site-specific density ρ R is given by
Note that the functional form of ρ L differs from that of ρ R mainly by the ± sign in front of the square root, which accounts for the two different branches that appear when studying stationary solutions of (3). Based on their sign, we call the respective solutions the positive (or upper) branch and the negative (or lower) branch. For a given rate function λ, we can now combine the above results to completely characterize the different phases of the system, as illustrated in Fig. 3 , in terms of only λ 0 , λ 1 and λ min :
1. If α < α * and β > β * : Only ρ 0 fills the system, so ρ L dominates. This is the low density (LD) I regime.
2. If α > α * and β < β * : Only ρ 1 fills the system, so ρ R dominates. This is the high density (HD) I regime.
3. If α < α * and β < β * : Both boundary characteristics propagate into the lattice and collide in the interior. Either characteristic carries low enough current to fill the system so the steady state is determined by the sign of the shock speed. It is positive if J L > J R , in which case ρ L dominates (LD II regime), and negative if J L < J R , resulting in ρ R to dominate (HD II regime).
4.
If α > α * and β > β * : In this case neither characteristic fully fills the system, but rather propagates until x min = arg min x λ(x), where they reverse direction and return to their respective lattice ends. As each of them carries the maximum possible current (also referred to as the transport capacity of the system)
this regime is called the maximal current (MC) regime. Assuming uniqueness of x min , this flow of characteristics describes the MC phase entirely. Its density is characterized by qualitatively different profiles left and right of x min : For x < x min , ρ(x) is described by the upper branch (obtained by replacing J R with J max in (9)), while for x > x min , ρ(x) is described by the lower branch (obtained by replacing J L with J max in (7)). That is, a branch switch occurs at x min (where ρ(x min ) = (1 + √ ) −2 ). We proved more generally that every global minimum of λ regulates the traffic of particles (like a toll reducing the traffic flow) in this fashion: incoming densities to the left of it are always described by the upper branch whereas outgoing particles on the right follow the lower branch. Interestingly, this implies that in the case of multiple global minima, the density between two consecutive minima must undergo a discontinuous jump from lower to upper branch (for more details, see the Appendix) (1) . Circles are averaged counts over 5 × 10 7 Monte-Carlo steps after 10 7 burn-in cycles.
As shown in Fig. 3(b) , the densities predicted by our analysis agree well with Monte Carlo simulations in all regimes of the phase diagram. Our phase diagram generalizes the one obtained for the homogeneous 1-TASEP, as our results reduce to the known formulas [27] when = 1 and λ is constant. Interestingly, our analytic formulas for the flux and densities in the hydrodynamic limit are in agreement with recently published power series results for the discrete process in the special case of α λ min [14] . We highlight a few novel phenomena in our generalization: First, extending particles to size > 1 and lowering the limiting jump rate λ min reduces both the transport capacity J max and the critical rates (α * and β * ) for entrance and exit, leading to an enlarged MC phase region. This is expected as fewer particles are needed to saturate the lattice, and distances between particles are larger, which in turn limits the number of particles able to cross a site per given time. This phenomenon is quantified precisely using our explicit expressions for α * , β * , and J max (see (5) and (10)).
Second, the inhomogeneity in λ may deform the LD-HD phase separation from being a straight line in the homogeneous -TASEP [23] to a generally nonlinear curve (see Fig. 3 
corresponding to the condition J L = J R . This is a consequence of α and β affecting the system at different scales whenever λ 0 = λ 1 , resulting in a phase diagram that is no longer symmetric. Lastly, our observation of density profiles performing branch switching in the MC phase was indiscernible in the homogeneous case, as the high density and low density branches merge into a single value (viz. ρ = 1 √ + ).
Examples and applications
In what follows, we consider some examples and applications of our analysis, and show how previous results and studies fit within our framework.
Example 1: Bottleneck induced by defect sites
Due to its relevance in applications and mathematical tractability, many studies of the TASEP have considered inhomogeneity created by defects, i.e., sites with lower rates. In the simplest case of a single defect, mean-field approximations successfully approximated the phase diagram and density profiles [16, 17, [19] [20] [21] 24] . Compared to the homogeneous system, the main effect is an enlarged MC phase region with a decrease of the maximal current. Moreover, at the defect site the density profiles in the MC phase exhibit a separation between a region of high density on the left, and low density on the right. For macroscopic clusters of defect sites, refined mean-field approaches have shown that these effects persist [23, 25] . Using the hydrodynamic limit, we are able to recover these results precisely: Defining λ(x) = 1 − η ε (x), where η ε is a suitably normalized bump function centered around the bottleneck x 0 , we find that with λ min = λ(x 0 ) < 1,
leading to the aforementioned reduction in transport capacity and shifts in the phase diagram. The co-existence of low and high density regions in the MC phase is reflected in the branch switching phenomenon.
Example 2: Linear rate function
Monotonically-varying jump rates are another simple example of spatial inhomogeneity. This kind of pattern has been observed in translation dynamics, where hopping rates increase on average [11, 38, 39] . Such variation can be modeled to first approximation by a linear rate function λ(x) = s(x − 1) + 1 for s ∈ [0, 1] (the case of decreasing rates with s < 0 can be treated analogously). With λ min = λ 0 = 1 − s and λ 1 = 1, we can compute α * and β * from (5) . For the particular case of = 1,
The LD and HD regions are then separated by the curve
recovering previous results obtained through mean-field approximations [22] . Since λ achieves its minimum at the lattice entry site, both LD and MC profiles are described by the lower branch, allowing for densities larger than ρ * = ( + √ ) −1 only in HD.
Application: inference of rates
Here we present an algorithm to infer rates from observed density profiles. If a system is wellapproximated by the hydrodynamic limit, we can use the following method to fully recover α, β and λ, up to a constant reflecting the time scale of the process, and thereby determine the system's location in the phase diagram:
1. Fixing a time scale: Since (α, β, λ) are only determined up to a multiplicative constant, we may without loss of generality pick a site x 0 ∈ [0, 1] and assume λ(x 0 ) = 1. This is tantamount to fixing an arbitrary time scale.
Inferring λ:
Fixing the time scale allows to compute the current according to (2) as J = ρ(x 0 )G(ρ(x 0 )). Whence for any x ∈ [0, 1]:
3. Estimating α, β: Inverting (4) and (8) An example application of this rate inference algorithm is illustrated in Fig. 4 , which shows a significant improvement over the naive estimator λ = 1/ρ considered in [11] . A more refined analysis of the algorithm's performance, error propagation, and discrete lattice effects is in progress. (b) Applying our inference algorithm to simulated data recovers the underlying rate to high accuracy for all sites. In contrast, the naive estimator (which assumes no collision between particles) suffers from minor inaccuracy in low density regions, and is completely unable to reconstruct high density regions.
Future perspectives
The theory presented here demonstrates how the behavior of complex non-equilibrium particle systems like the inhomogeneous -TASEP can be completely analyzed in the hydrodynamic limit.
The results have practical implications for applications modeled by such systems. For example, investigating the regimes in which specific genes operate during translation can help to uncover the limiting factors for the overall rate of protein synthesis, which is a key quantity of biological interest. We are currently working on extending our approach to even more general TASEP models, incorporating bidirectional jump rates (ASEP) as well as birth and annihilation, which are relevant to DNA transcription and molecular transport.
Appendix A The hydrodynamic limit of the inhomogeneous -TASEP
We derive here the hydrodynamic limit of the open-boundaries inhomogeneous -TASEP. To do so we exploit a representation of its dynamics in terms of another interacting particle system, the so-called zero range process (ZRP), whose hydrodynamics can be found explicitly.
A.1 Reduction to periodic boundaries and mapping to the ZRP
The purpose of the hydrodynamic limit is to describe the local evolution of the macroscopic particle density in the large system limit. As such, it does not explicitly rely on the precise formalism by which particles enter and exit the lattice at the boundaries (which will only later be needed to impose boundary conditions on the resulting PDE). In particular, we are free to choose periodic boundary conditions for our limiting procedure without changing the resulting PDE [33] . This has the advantage of preserving the total number of particles, which is essential for establishing the correspondence between TASEP and ZRP. In the following, we thus consider the -TASEP with As a result, the TASEP dynamics are translated into ZRP dynamics as follows: If a site i at time t is occupied by at least one particle, then the topmost particle jumps to the left with rate m i,t = p k(i,t) , where k(i, t) is the position of the ith TASEP particle (see formula (11) below) at time t. This jump occurs regardless of whether the destination site is occupied or not. That is, neither exclusion nor long range interactions are present, which will be key to establishing the hydrodynamic limit.
The correspondence between TASEP and ZRP states described above is so far only determined up to rotations of the TASEP lattice, hence we introduce one further variable ξ 0,t ∈ {1, . . . , N } to trace the position of particle 1. More explicitly, at time t, TASEP particle i is located at site
on the TASEP ring. An illustration of this correspondence is given in Fig. 5 .
A.2 The hydrodynamic limit of the ZRP
The connection between the TASEP and the ZRP has been fruitfully used to derive hydrodynamic limits for homogeneous systems [33, 34] . Here we generalize this approach to heterogeneous lattices and supply appropriate boundary conditions to the PDE, which become necessary when working with open rather than periodic boundaries. We start with the master equation associated with the ZRP:
where z i,t = P(ξ i,t > 0) is the probability that site i is non-empty at time t. Our goal is to identify a PDE that describes the limit of (12) under Euler scaling, i.e., on time scale at and spatial scale ia. Denoting these scaled variables as t again in time and x, y in space such that k = x/a and i = y/a , the relation (11) between k, i and t lifts directly to a continuum relation between x, y and t. More precisely,
Assuming the existence of a continuously differentiable rate function λ such that λ(x) = p k , the master equation (12) becomes a∂ t c(y, t) = λ(x(y + a, t))z(y + a, t) − λ(x(y, t))z(y, t)
where c(y, t) and z(y, t) are the continuum limits of ξ i,t and z i,t , respectively. Under local stationarity [26] , we may replace z in (14) using the fugacity-density relation z = c(1 + c) −1 to obtain the final hydrodynamic limit of the inhomogeneous ZRP as
To derive the corresponding PDE for the TASEP, we recognize that particle densities are related by ρ = (c + ) −1 and change coordinates according to (13) . This yields
where G(ρ) = 1− ρ 1−( −1)ρ .
B Phase diagram analysis
We now use (15) to provide a detailed derivation of the phase diagram described in Section 2.3.
B.1 Reduction to conservation law
Solutions of (15) converge locally uniformly (under mild conditions on λ, see Section B.4) to viscosity solutions of the scalar conservation law
where H(ρ) = ρG(ρ), which thus determines the phase diagram in the hydrodynamic regime. Setting ∂ t ρ = 0 identifies the stationary profiles of the TASEP as distributions satisfying
where J c = J c (α, β, λ) ∈ [0, J max ] is the critical current at most the transport capacity Fig. 6: H(ρ) and its effect on characteristic speeds. The rate-normalized flux H(ρ) = J(ρ, x)/λ(x) is depicted in blue, with characteristic velocity of x t indicated. If J(ρ 0 , x 0 ) < J max , the characteristic density ρ t stays within the regions marked LD or HD, depending on the sign of ρ 0 − ( + √ ) −1 . Otherwise, ρ t may cross ( + √ ) −1 forcing the characteristic x t to return to its origin x 0 (see Section C). of the lattice. Equation (17) has two solutions (see Fig. 6 ) of the form
any mixture of which may be a potential attractor picked by the system as t → ∞. Deciding precisely which mixture dominates requires analysis of the characteristic curves.
B.2 Solving the characteristic ODE
Denoting the characteristic curves by x t and ρ t with initial data x 0 , ρ 0 , their evolution is described by the system of ODE [35] dx
where H and λ respectively denote the derivatives of H and λ with respect to their arguments. The solutions are easily verified to be
as long as J(ρ 0 , x 0 ) ∈ [0, J max ]. The form of F follows from formally separating variables:
while H −1 (J(ρ 0 , x 0 )/λ(x t )) is understood to be the preimage compatible with ρ 0 , see Fig. 6 . In particular, if J(ρ 0 , x 0 ) < J max , then for all t ≥ 0,
Hence, the sign of dx t dt = λ(x t )H (ρ t ) remains the same for all t, and any characteristic curve x t starting at the left lattice boundary x 0 = 0 or right lattice boundary x 0 = 1 propagates towards the opposite end and fill the lattice entirely.
On the other hand, if J(ρ 0 ,
Recalling (20) and noting that it is physically not possible to have ρ t > 1 , we conclude that the characteristic curve x t cannot reach x min . Indeed, it follows from (18) and (19) that at some critical time t c before reaching x min , the characteristic curve x t reverses direction while ρ t crosses arg max ρ H(ρ) = ( + √ ) −1 , resulting in x t returning to its origin. Fig. 2 and Fig. 6 illustrate this behavior.
B.3 Computing initial densities ρ 0
As a consequence of the above, determining phase transitions in the α-β phase diagram reduces to establishing regimes in which J(ρ 0 , x 0 ) exceeds or falls short of J max , which in turn is equivalent to finding an expression for ρ 0 in terms of α and β. This is done by considering each lattice end separately and balancing currents:
The right lattice end x 0 = 1 As described in Section 2.3, ρ 1 = ρ(1) decomposes into a sum of two contributions, the periodic part ρ + 1 and the troughs ρ − 1 [23] . More explicitly,
Since the current J c is a conserved quantity of the system, the local currents across the last lattice site, the second to last lattice site and within the last sites must all be the same:
Solving for ρ 1 gives exactly 1 (1 − β λ 1 ), as stated in Section 2.3. Consequently,
Computing α * is more delicate as the effective jump rate is a combination of entrance rate and particle exclusion. To bypass this problem, we investigate the current of holes rather than particles, which is running in the opposite direction. With the loss of the particle-hole symmetry present in the simple 1-TASEP [37] , the hole density ρ h here assumes a more complicated form. It satisfies its own conservation law given by
where
and t h = t is the time scale of the holes, moving slower as their density is higher. Thus by balancing hole currents rather than particle currents at x 0 = 0, we obtain, noting that the effective exit rate (of holes) is still α (as holes need to accumulate for exiting to happen),
Solving for ρ h 0 and using ρ h 0 = 1 − ρ 0 , we obtain ρ 0 = α/[λ 0 + ( − 1)α]. We define J L := J(ρ 0 , 0), and determining α such that J L = J max gives α * .
B.4 Phase transitions and profiles
Using the densities obtained from (21) and (22) in the characteristic curves (18) and (19) yields the HD and LD regimes for parameter configurations (α > α * , β < β * ) and (α < α * , β > β * ), respectively. To describe the phase transition between HD and LD, we observe that for α < α * and β < β * both characteristic curves move into the lattice, meet, and move along a common shock with speed
where ρ l and ρ r are the densities left and right of the shock. As ρ r − ρ l > 0 as long as α < α * and β < β * (cf. Fig. 6) , v shock > 0 iff J R > J L . That is, the slower current pushes the faster one past the lattice boundaries and dominates the stationary behavior of the system. The HD and LD regimes are thus separated by both incoming currents being of precisely equal magnitudes
Lastly, we can use the behavior of characteristic curves for J(ρ 0 , x 0 ) > J max to describe stationary profiles in the MC regime (α > α * and β > β * ): Each characteristic curve reverses direction at a critical time t c and returns to its respective lattice boundary, while the density ρ t it carries transitions from ρ − to ρ + (on the left characteristic) or ρ + to ρ − (on the right characteristic). Since the reversal of directions occurs strictly before reaching x min , these characteristics provide density information on only part of the lattice. The remaining regions are determined by the simultaneously propagating rarefaction waves [35] , which interpolate between x t and the characteristic curve x t max associated with J(ρ 0 , x 0 ) = J max (see Fig. 7 ). Together, these observations combine to produce the high density and low density profiles to the left and right of x min , respectively, with critical current J c = J max , as described in Section 2.3.
If λ has exactly one global minimum x min this description captures the density profile on the entire lattice. In the case of multiple global minima at {x min,1 , . . . , x min,n } however, it describes ρ on [0, x min,1 ] ∪ [x min,n , 1] only, leaving open fluctuations on the middle segment (x min,1 , x min,n ). Although unlikely to be encountered in practice, these singular rate functions exhibit interesting stochastic phenomena: The presence of high densities on the initial interval and low densities on the terminal one suggest the formation of a coexistence phase in-between. Indeed, the subsystem restricted to [x min,1 , x min,n ] may be regarded as a TASEP with entrance and exit rates α = β = λ min /(1 + √ ), positioning it at the triple point of the phase diagram, and computing the characteristics reveals one or multiple stationary shock fronts in the interior. Such macroscopic phenomenon in the homogeneous 1-TASEP has previously been associated on the microscopic level with a shock performing a random walk on the lattice with reflecting boundaries [40] . Numerical simulations seem to locate these shock around local maxima disproportionately often (cf. Fig. 8 ), which might reflect dependencies of its diffusivity on λ. 
C Boundary conditions
The computation of initial densities in Section B.2 yielded precise boundary values for x = 0 in the LD regime and x = 1 in the HD regime, respectively. Using the same principle of balancing currents, boundary conditions for all locations in the phase diagram can be computed. The results Table 1 : Boundary conditions by phase. Expected densities at the left (x = 0) and right (x = 1) end boundaries of the lattice.
are listed in Table 1 , which extend previous results obtained in [18] (who derived entries (1,1), (2,2) and (2,3) of Table 1 ). More precise information about the boundary layers can be gleaned from direct analysis of (15) rather than its limit (16) .
