We present results of a molecular dynamics simulation study of the effect of electron-ion interactions on the dynamics of the thermal spike in Cu. Interatomic forces are described with a modified embedded atom method potential. We show that the electron-ion interaction acts to reduce the lifetime of the thermal spike and therefore the amount of atomic rearrangement that takes place in energetic displacement cascades in Cu. The results point toward the important effect that inelastic energy losses might have on the dynamics of displacement cascades in the subcascade energy regime where the lifetime of the thermal spike is expected to exceed the electron-phonon coupling time.
I. INTRODUCTION
The characterization of the primary state of radiation damage in irradiated materials has been a problem of interest to the physics and materials research community for the last forty years. Component degradation under irradiation in fission and fusion reactors, 1 as well as the use of modern ion beam techniques for materials modification, 2 have motivated large research efforts aimed at achieving a basic understanding of this problem. Of fundamental importance in the characterization of the primary state of damage is understanding the role played by energetic displacement cascades. Displacement cascades, initiated when an energetic ion or neutron collides with an atom in the solid, deposit a large amount of energy in a localized region of the solid, thereby driving the system to a highly nonequilibrium state containing elevated defect concentrations and, in the case of irradiated alloys, disorder.
Due to their inhomogeneous and highly nonequilibrium nature, theoretical modeling of energetic displacement cascades has proven difficult. As a displacement cascade evolves and the characteristic energy of the atoms in the affected region falls below a few eV, the theoretical description of the event must take into account the diffusive (as opposed to ballistic) nature of the process.
In the last few years, molecular dynamics computer simulation (MD) has been shown to be a useful tool to describe the dynamics and structure of energetic displacement cascades. For primary knock-on atom (PKA) energies up to several keV, 3 ' 4 previous studies have shown that after a brief collisional phase lasting of the order of 10~1 3 s, a cooling phase ensues in which atom trajectories are diffusive as opposed to ballistic. This phase, commonly termed a thermal spike, lasts several picoseconds and has been shown to be of critical importance in determining the amount of atomic rearrangement that takes place in energetic displacement cascades. In particular, the crucial role of cascade induced melting on total defect production, point defect clustering, and atomic mixing in Cu and Ni has been clearly demonstrated. 4 " 6 Several problems concerning the proper physical description of a cascade event within an MD simulation remain. First, the interatomic potentials employed in previous studies considered only pair interactions, thus handicapping the correct description of the equilibrium properties of the metals under consideration. Furthermore, classical MD simulations describe the thermal behavior of an insulator. It thus becomes necessary to include in the simulations more realistic interatomic potentials and to account properly for inelastic energy loss 7 in the cascade as well as the thermal conductivity of the simulated crystal.
In this paper, we describe a model to account for both inelastic scattering and the thermal conductivity of the metal 8 as well as the implementation of an isotropic many-body type potential based on the embedded atom method (EAM) of Daw and Baskes. 9 EAM potentials have been recently used to identify the importance of many-body effects on atomic collisions in the low eV range 10 and to study sputtering from metal surfaces. 11 We identify two regimes of electron-ion interaction. 8 The first, inelastic energy loss, is termed the electronic-stopping-power regime, and the second, the electron-phonon interaction regime. Together they cover a large energy range, extending from PKA to thermal energies. The model is then employed to study the thermal spike phase of cascades in Cu by consider-ing crystals in which the central region is heated to temperatures corresponding to atomic energy densities ranging from 5 to 10 eV/atom.
In Sec. II we describe the input to the MD model employed in these simulations and give details of the MOLDYCASK code. 12 Section III discusses the electronphonon interaction model and its implementation, paying particular attention to the determination of the electron-phonon coupling constants. Section IV describes modifications performed on the short-range part of the EAM potential employed for Cu in order to describe correctly the high energy scattering present in displacement cascade processes. In Sec. V we present the results of our MD simulations. The nonlinear nature of the electron-phonon coupling is clearly indicated. We show that the many-body potential for Cu results in reduced atomic motion in the cascade when compared to simulations with pair potentials. The inclusion of electronic losses correspondingly affects the lifetime as well as the amount of atomic mixing in the spike. We draw conclusions regarding the effect of the electron-phonon interaction in the dynamics of the spike and its possible influence on higher energy cascades in Sec. VI.
This work represents the first application of a realistic electron-ion interaction model to simulations of spike effects in Cu. The introduction of this model and the application of a modified embedded atom method potential represent a substantial improvement over previous calculations in the description of the physical parameters relevant to simulations of the role of high energy displacement cascades in the formation of the primary state of damage in irradiated metals.
II. MOLECULAR DYNAMICS MODEL
The heat spike events described in the present paper have been carried out with a new MD code termed MOLDYCASK. This code is a modified version of the MOLDY6 program developed by Finnis 13 and is described in detail in Ref. 12 . In essence, the code employs the EAM potentials for describing the atomic interactions and implements a vectorized version of the link cell method (VLC) 14 ' 15 to update the neighbor tables. The VLC permits vectorization of the force calculation on a CRAY supercomputer, thereby greatly reducing the amount of CPU employed in the simulations. The crystallites employed were cubic cells containing 55296 atoms with periodic boundary conditions applied to all the faces of the MD cell. The simulations were carried out at constant volume. Damping was applied to the atoms in the boundary layers in order to describe correctly the dissipation of energy out of the crystal into an infinite continuum. The damping constant employed had a value of 1.4 X 10~1 3 Kg/s. The crystals were equilibrated at 10 K prior to the initiation of the spike event.
This was achieved by means of Langevin dynamics, which effectively couples the system to a thermal reservoir. 16 The equations of motion are integrated with a fourth order predictor-corrector algorithm with a variable time step. The code completes an MD iteration in 2.4 x 10" 4 s/atom of CPU on the CRAY-XMP computer at the Swiss Federal Institute of Technology in Zurich.
The simulations were performed by endowing the atoms in the center of the crystal with a Gaussian radial distribution of velocities corresponding to the desired energy in the spike. The width of the Gaussian was chosen as 1.5 a 0 , where a 0 is the lattice parameter of Cu. Four events were simulated. These corresponded to total deposited energies of 2500 and 5000 eV, and to calculations with and without the inclusion of electronic losses. The energy densities in the spike region were 5 and 10 eV/atom, respectively.
III. ELECTRONIC LOSSES MODEL
In a recent paper 8 we have shown how, using the local density formulation of the stopping power, 17 the electronic losses of high energy particles can be incorporated into an MD simulation using the Langevin equations of motion. The same formalism describes the electron-phonon interaction, and using the local density formalism both regimes are merged. In this model, the damping term in the Langevin equation, which is responsible for the decay of energy fluctuations in the system, becomes a function of the local electronic density. The term representing the energy exchange is a stochastic force acting on the ions and depends on the electronic temperature and the damping coefficient. The action of both terms brings the system into thermal equilibrium.
A model of the ion-electron coupling should also include the evolution of the electronic temperature. However, the problem is far too complex to be fully described in the context of an MD simulation of a crystal containing several tens of thousands of atoms. Nevertheless, a simple estimate of the influence of the electronic heating may be made in two limiting cases. First, we assume the electron and phonon systems to be weakly coupled; then when energy is deposited into the ion system, the ions will reach equilibrium through the phonon-phonon interaction and only a small amount of energy will be transferred to the electrons. Since the coupling is small, the electronic mean free path will be large compared to the cascade dimensions (typically of the order of 30 A in radius). Therefore, the excited electrons will decay far from the cascade region, producing no significant increase in the electronic temperature. In other words, for a weakly coupled system such as a noble metal, a reasonable approximation is to assume that the electronic temperature remains constant throughout the simulation. The other limiting case is that of strongly coupled systems, such as transition metals. Here, the mean free path of the excited electrons might be small compared to the cascade dimensions and the electrons might decay inside the cascade core. These two limiting cases can easily be modeled in a computer simulation; nevertheless, the situation in actual materials is expected to lie somewhere in between. It is interesting to note in this context that Flynn and Averback 18 have shown that as a thermal spike develops, a given system may oscillate between the two limiting situations; weak to strong coupling and then weak coupling again. The aim of the present paper is to apply the ion-electron interaction model to a weakly coupled system such as copper, where it is assumed that the electronic temperature remains constant throughout the simulation. In the following, we describe the implementation of this model in our MD simulations.
Implementation of the electronic loss model in the MD simulations
A correction to the calculated forces has been introduced in MOLDYCASK according to the Langevin equation of motion which reads
and with the distribution
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In this expression T is the constant temperature of the electron bath, which has been chosen equal to the initial temperature of the equilibrated crystal. The damping term )3, has been described according to the following expression, which is a modification of that given in Ref. 8 : .983 x 10" 15 Js/m 2 and B = (3Tr 2 ) ll2 /i 2 /e 2 m = 1.63710 x 10~1 0 m. The model has two adjustable parameters, namely Z and C, that must be chosen to reproduce the high energy stopping power (depending essentially on Z) and the electron-phonon coupling at room temperature (depending both on Z and C). To proceed with the evaluation of these two parameters, a simple method has been used based on heating, by means of the electrons, a system initially in thermal equilibrium. In this manner, an average coupling time constant may be obtained. In order to obtain an accurate evaluation of this time scale, we chose to represent the strength of the electron-phonon coupling in terms of the dimensionless parameter A entering the McMillan theory of superconductivity. 19 Estimates of the magnitude of A may be obtained following two different approaches. The first is based on time-resolved experimental observations of the thermal relaxation of hot electrons in metals. 20 In these experiments, a very short laser pulse directed at the surface of a metal creates a nonequilibrium electron distribution while leaving the lattice temperature unchanged. Over a time scale of a few picoseconds the electrons are observed to return to local equilibrium at a somewhat elevated temperature. These experiments, when interpreted in terms of the theory of electronic relaxation proposed by Allen, 21 allow a determination of the parameter A for Cu between 0.1 and 0.2.
A second determination of A comes from band theory values for the density of states at the Fermi level and the Drude plasma frequency. This estimation of A results in a value for Cu of 0.13. 22 The scattering rate of electrons is obtained from A through:
The lifetimes of phonons and electrons are different because the numbers of them available to undergo collisions are different. Nevertheless, the lifetime of the fluctuations of energy decaying into electrons is the same, because of energy conservation, to the lifetime of the fluctuations decaying into the ions. The phonon lifetime is given by:
where T F and 0 D are the Fermi and the Debye temperatures, respectively. Using values of T F = 8.16 x 10 4 K and 0 D = 315 K, 23 coupling constants of 3.4 and 7.0 ps are obtained for A = 0.2 and 0.1, respectively.
In the simulations, we employ an average value of the coupling constant in the Langevin equations of 6 ps and obtain a value for the effective charge Z = 3.0 and C = 0.84.
IV. MODIFIED EAM POTENTIALS
We have employed an interatomic potential based on the embedded atom method of Daw and Baskes 9 to simulate Cu. Following the method of Foiles, Baskes, and Daw, 24 the potential was fitted to equilibrium data of Cu, and to data on the dilute limits of the heats of solution of alloys of six transition metals, namely Ni, Pd, Pt, Cu, Ag, and Au. Since the fit makes use of the zero temperature and pressure equation of state of Rose et al., 25 the elastic constants, bulk modulus, and equilibrium lattice parameter of copper were extrapolated to 0 K. The data employed, as well as a complete description of the fitting procedure, are given in Ref. 12. In order to describe correctly the elastic scattering at the high particle energies present in an energetic displacement cascade, the high energy part of the potential has been further modified. At short range, one expects the scattering to be dominated by the repulsive wall of the potential, thus making a pair potential description appropriate. To this end, we have modified the embedding function as well as the pair potential contribution to the total energy of Cu for interaction distances smaller than those typical of threshold displacement events. This is justified in view of the correct description of the threshold energy of Cu obtained with the unmodified EAM potential. 26 In order to describe properly the high-energy electronic energy loss, the atomic density functions of the EAM have been modified so as to reproduce the full Thomas-Fermi electron density at short range. Details of the modifications performed are presented in the appendix.
V. RESULTS
In order to evaluate the effect of the electronic losses and to separate this effect from the artificial energy damping imposed at the boundaries, two runs at each of the two energies considered have been done: one with electronic losses and one without them, the latter providing the reference frame. Figures l(a) and l(b) show the two runs at each energy, 2.5 and 5 keV. The curves represent the kinetic, potential, and total energies in the crystal, measured as the difference from the values in static equilibrium. Energy is observed to reach the boundaries at about 0.8 ps in all runs.
To investigate the influence of the electronic system on the total energy, we define E e (t) and E 0 (t) as the total crystal energy for the cases with and without electronic losses included in the simulation. To avoid including the effect of the artificial damping imposed at the boundaries in the analysis, we define the quantity case where electronic losses are included and more than 5 ps without them. A similar effect is observed for the 2500 eV events. To quantify further the dynamics of the cascade, we have evaluated the temperature as a function of distance from the center of the spike region, and from this we have extracted information regarding the radius of the region that remains at a temperature above the melting point of Cu, R m (t). This is shown in Fig. 4 . While the melted zone has already disappeared in the case where electronic losses are present by about 3 ps, there is still a melted region of about 12 A in radius in the case without losses.
Heat spike simulations also provide information on the magnitude of atomic mixing in the cascade. Following Refs. 4 and 5, we define atomic mixing by the mean square displacement per atom in the cascade 1 N " ' » -r,(0)] 2 (7) where r,-(0) denotes the perfect lattice position of atom i, whereas r,-(0 indicates its displaced position at time t. The evolution of this measure is shown in Fig. 5 . The maximum observed at 0.8 ps can be associated with the high energy density introduced by the heat spike into an otherwise equilibrium crystal. By the end of the events, a small difference between the cases with and without electronic losses of about 20% can be seen for the 5000 eV events and about 10% for the 2500 eV events. The weakness of this final effect was expected in Cu since the characteristic coupling time of 6 ps for the ion-electron interaction is comparable to the lifetime of the spikes. In order to compare quantitatively the simulation results with experimental values, the values of the total mean square displacement obtained in the present simulations, Sr,-2 , have been normalized by the damage energy. Thus, we define the mixing efficiency as Dt = 1 y 4>F B 6 ' T 7? (8) where <f> is the ion dose in an experiment, F D is the damage energy per unit volume deposited perpendicular to the surface, n 0 is the atomic density of the target, and E' D is the damage energy per atom in the simulation. In Table I we present values of the mixing efficiency obtained from these and previous 5 heat-spike simulations as well as experimental results for the mixing of thin markers in Cu. 27 Note that although the magnitude of atomic mixing is comparable in all these events, the previously reported results, corresponding to calculations with pair potentials, corresponded to much lower energy density heat spikes. While 1. 
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potential produces a value of mixing of only 24 A 5 /eV. This effect is clearly due to the difference in the description of the properties of Cu with the two potentials mentioned and not to the inclusion in the model of inelastic energy losses. While the EAM potential gives results for the point defect formation and migration energies, as well as formation volumes in quite good agreement with experiment, 12 the Born-Mayer pair potential employed in previous simulations is known to underestimate the self interstitial (SIA) and vacancy migration energies by about a factor of two and the divacancy migration energy by over a factor of 10, resulting in divacancy migration in stage I. 28
FIG. 4. Radius of the regions where the temperature in the spike is above the experimental melting temperature of Cu for the four events considered, (a, b) 5 keV events with and without the electronic coupling, respectively, (c, d) 2.5 keV events, same as before.
VI. CONCLUSIONS
The important role of cascade-induced melting on total defect production, defect clustering, and atomic mixing in cascades has been clearly demonstrated in the literature. 4 ' 5 The present study of heat spikes in Cu, although resulting in somewhat different quantitative results attributed to the use of a many-body potential, has shown similar qualitative features of the structure and dynamics of spikes in Cu as those previously reported. More importantly, the present simulation has shown the important effect that inelastic energy losses might have in the evolution of energetic displacement cascades. We have observed a moderate decrease of the disordered zone lifetime when electronic losses are included with a concurrent decrease in atomic mixing.
These two effects are present in Cu, the most unfavorable example, as the ion-electron coupling is weak in this case. In other materials such as Ni, where the ion-electron interaction is expected to be stronger, the difference is expected to become important already for events in the low-keV range of energies. In this case, however, the approximation of a fixed electron bath temperature is no longer valid and a model for the electron heat transport must be included in the calculation. We conclude by pointing out that for higher energy events the lifetime of the cascade will increase, 29 up to the subcascade breaking point, and therefore a significant effect may be expected even in the case of weakly coupled copper.
APPENDIX
Following Foiles et al., 24 the total energy of an fee metal in the EAM is given as
where F, the embedding term, is a functional of the background electron density experienced by atom i, and 4> is a pair potential term. The background electron density is expressed as a superposition of atomic 5 and d valence electron densities with no core electrons entering the expression for p. The total energy is ex- As mentioned in the text, when dealing with the energies characteristic of recoil atoms in displacement cascades, it becomes necessary to modify the shortrange part of the EAM potential. To this end, we have modified the embedding function and pair potential terms in Eq. (Al) above. So as to describe properly the high energy part of the inelastic stopping power within the EAM model, we have also modified the form of the atomic electron density for interaction distances less than 1 A. Note that in our model, the electron-ion interaction enters via the electron density dependent damping term in the Langevin equation of motion.
A. Modification of the embedding function
The form of the embedding function, F, used in this work is where Z eff for the EAM part of the potential is given as valence charge used in the EAM to the Thomas-Fermi Z = Z -(1 + Br 2 ) •e~a r (A6) ^o r m °* t ' i e a t o i m c electron density of Cu. 31 The final form of the charge density is and Z o is the number of valence electrons of Cu, and B and a have values of 0.02455 and 1.5362, respectively. 12 The values of the coefficients of the interpolation polynomial are given in Table AI . With this interpolation scheme, the value and the first derivative of the pair potential are guaranteed to be correct at the interpolation points.
C. Atomic electron density
The atomic charge density was modified at short r > 1.0 A (A7) range by means of an interpolation function joining the 
