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a b s t r a c t
Let {Y , Yi; i ≥ 1} be a sequence of nondegenerate, independent and identically distributed
random variables with zero mean, which is in the domain of attraction of the normal
law. For a suitably defined sequence zn → ∞ (dependent on an = o(n)), define
Sn = ∑ni=1 Yi, Tn = a−1n z−1n ∑nk=1 Skk , Vn = anz−2n ∑ni=1 Y 2i . Then we show that
(Tn, Vn) satisfies the partial large deviation principle (PLDP) introduced by Dembo and
Shao [A. Dembo, Q.M. Shao, Self-normalized moderate deviations and lils, Stochastic
Process. Appl. 75 (1998) 51–65; A. Dembo, Q.M. Shao, Self-normalized large deviations in
vector space, in: Eberlein, Hahn, Talagrand (Eds.), Proceedings of the Obervolfach meeting,
High-dimensional Probability, in: Progress in probability, vol. 43, 1998, pp. 28–32]. The
corresponding moderate deviation principle follows. The Central Limit theorem has been
recently obtained by Pang, Lin and Hwang [T.X. Pang, Z.Y. Lin, K.S. Hwang, Asymptotics for
self-normalized randomproducts of sums of i.i.d. randomvariables, J. Math. Anal. Appl. 334
(2007) 1246–1259].
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction and main results
Throughout this note, let {Y , Yi; i ≥ 1} be a sequence of nondegenerate, independent and identically distributed (i.i.d.)
R-valued randomvariableswith zeromean anddefine the partial sums Sn =∑ni=1 Yi. Assume Y is in the domain of attraction
of the normal law, that is h(s) := E(Y 2I{|Y |≤s}) is slowly varying at s = ∞. We have the following properties for Y , see [6],
Lemma 4.3,
P(|Y | ≥ x) = o(x−2h(x)), E(|Y |I|Y |≥x) = o(x−1h(x)), as x→∞.
Let zn →∞ be any sequence such that an = (1+ o(1))nz−2n h(zn)→∞ (such sequence zn, always exists since a(n) = o(n),
cf. [1,2]). In this case, we define(











and the main purpose of this note is to show that the random vector sequence (Tn, Vn) satisfies the moderate deviation
principle, see [3,9]. The method is from Dembo and Shao [1] and we borrow a crucial exponential inequality from [7].
In the past few years, a number of works in the literature have been devoted to the study of the limit theorem for the
self-normalized random variables. Giné, Götze and Mason [4] obtained the central limit theorem if and only if Y is in the
domain of attraction of the normal law, Shao [6] established the large deviation principle (LDP), then Dembo and Shao [1]
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obtained (a−1n z−1n Sn, Vn) satisfies the PLDP, and the moderate deviation principle (MDP) and law of the iterated logarithm
(LIL) follow. In another direction, MDP’s for self-normalized martingales were studied by Worms [8], this does not include
our case. Recently, Pang, Lin and Hwang [5] have obtained the following version of the central limit theorem for i.i.d. random












Let us state our results as follows.
Theorem 1.1. Set J(x, 1) = x2/2 and J(x, y) = ∞, for y 6= 1. The random vectors (Tn, Vn) satisfy a PLDP (cf. [1]) of speed
an = o(n) and the rate function J(x, y) with respect to the set A ⊂ R2 such that
(x, y) ∈ A, y > 1 H⇒ (x, 1) ∈ A; lim inf
y→∞
(x,y)∈A
{‖x‖2/y} > 0. (1.2)


































, i = 1, . . . , n.
Obviously,
∑n









Let us begin with several lemmas.



















z−1n bi,nλY(zn) + z−2n θY 2(zn)
)− 1)
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2P(|Y | > y)dy = o(h(zn)zn) and E|YI|Y |>zn | = znP(|Y | > zn) +
∫∞
zn
P(|Y | > y)dy = o(h(zn)z−1n ). Thus,







z−1n bi,nλY(zn) + z−2n θY 2(zn)
)+ 0.5E (z−1n bi,nλY(zn) + z−2n θY 2(zn))2



























+ na−1n o(h(zn)z−2n ).
Since an = (1+ o(1))nz−2n h(zn), (2.1) follows from the above bounds on Ii(z), i = 1, 2, by letting n→∞. 
Lemma 2.2. The random vectors (Tn, Vn) are partially exponentially tight for the collection of sets satisfying Eq. (1.2).























































where (?) comes from Corollary 1.4 in [7]. (Here we choose bk = bk,n(1−pn)ban−∑ni=1 bi,npn , a2 =
∑n
i=1 b2i,n(1−pn)2
n(ban−∑ni=1 bi,npn)2 ). Here we should
emphasize that one couldn’t get the desired bound by applying Chebyshev inequality as usual.
Since pn = P(|Y | > zn) = o(h(zn)z−2n ), an = (1+ o(1))nz−2n h(zn),
∑n



































bi,nE(Y (zn)) ≤ nE(Y (zn)) = o(nh(zn)z−1n ) = o(anzn),











































































For a compact set Kr,b = {(z, y) : |z| ≤ 2r + √by, y ≤ r2/b}, our assumption (1.2) implies that A ∩ K cr,b ⊂ {(z, y) : |z| ≥
2r +√by} for some b > 0 and all r ≥ r0. Taking r →∞, we have partial exponential tightness of (Tn, Vn) by (2.4). 
Proof of Theorem 1.1. For θ < 0, λ ∈ R, let L(λ, θ) := limn→∞ a−1n logE exp (an(λTn + θVn)). The proof is the same to [1],
Proof of Theorem 2.1, by applying the above two lemmas.






≥ r√an} = {(Tn, Vn) ∈ A}, where A = {(x, y) : |x| ≥ r√y}, and
inf
(x,y)∈A◦
J(x, y) = inf
(x,y)∈A¯







hence (1.3) follows by Theorem 1.1.
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