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Introduction
We consider parabolic equations of the type P u = ∂ t u + The α and β are n-multiindices. We assume a αβ (t, x) = a βα (t, x) for all 0 ≤ |α|, |β| ≤ m and the a βα are supposed to be real for
By saying that P has the backward uniqueness property, we mean the following: Given u ∈ H, P u = 0 on [0, T ] × R n x with u(T, x) = 0 on R n x , then it follows that u = 0 on [0, T ] × R n x . The space H is an appropriate function space for the problem at hand. Here, we shall prove the backward uniqueness properties with respect to the space
). In [11] , Lions and Malgrange proved backward uniqueness for P in H m under the condition that the a αβ are Lipschitz continuous with respect to t and sufficiently smooth with respect to x. The latter requirement is to make the operator fall into the abstract framework in which the authors were working. In that paper, the authors also raised the question whether or not the Lipschitz regularity with respect to t is really necessary or could be replaced by simple continuity. In [1] , Bardos and Tatar proved essentially the same result as Lions and Malgrange replacing Lipschitz continuity with absolute continuity. In [10] , Miller showed that a certain amount of regularity with respect to t is necessary for the backward uniqueness property to hold in the case m = 1. He constructed a counterexample with 
The high regularity with respect to x was due to a difficult commutator estimate arising from the use of the Littlewood-Paley decomposition in the proof of a Carleman estimate needed for the uniqueness proof. This was overcome in [5] , where the authors assumed that the principal part coefficients belong to the space
The precise statement is
. Let s ∈ (0, 1) and µ be a modulus of continuity satisfying (1.2). Assume further that, for all j, k = 1, . . . , n,
The weight function Φ is coupled to the modulus of continuity as follows. Let µ be the Osgood modulus of continuity. Then set
The function Φ is differentiable and, thanks to the Osgood condition, defined on [0, +∞). It also satisfies the nonlinear ordinary differential equation
2 . This connection was first described in [14] for a Carleman estimate for a uniqueness result for the solutions of the Cauchy problem for second order elliptic equations with non-Lipschitz coefficients. Remark 1.3. Replacing Proposition 3.5 in [5] by Theorem 2.5.8 in [12] , one can recover the L 2 estimates, i.e. Proposition 1.1 holds true for s = 0. This allows us to treat second order equations with all lower order terms with coefficients merely in
) not only terms of zero order as in [5] . See also Remark 2.4 in [5] .
Finally, in [6] , the authors proved a uniqueness result assuming that the principal part coefficients belong to
, where µ and ω are moduli of continuity, µ satisfies (1.2), and ω is given by ω(s) = µ(s 2 ). Unless in the case ω(s) = s, the Carleman estimate will be at the level of a Sobolev space of negative order. Proposition 1.4 (Prop. 7 in [6] ). Let µ and ω be two moduli of continuity such that ω(s) = µ(s 2 ). Suppose that µ satisfies the Osgood condition (1.2). Suppose moreover that there exists a positive constant C such that
for all s ∈ (0, 1),
. Let s ∈ (0, 1). Then there exists a strictly increasing C 2 -function Φ : [0, +∞) → [0, +∞) such that there exists a γ 0 ≥ 1 such that 
In this paper, we announce a generalization of the above mentioned results in [5, 6] to operators of type (1.1) with m ≥ 2. The full proof, along with related results, will be published elsewhere [7] . The only existing result of this type, that the author is aware of, is [4] , where the operator
is considered. 
x and all γ ≥ γ 0 . From the Carleman estimate follows that P in (1.3) has the backward uniqueness property. The weight function is again the same as in Remark 1.2.
Our description of the history of the problem that we sketched here is by no means exhaustive. To get a better overview over the literature, the reader may consult the works referenced in the above cited works as well as in [8, 9] . In [15] , Tarama proved a similar result to the one in [5] but replacing the regularity measurement of the principal coefficients with respect to t by a modulus of continuity by bounded variation. It would be interesting to see whether this results holds also for higher order operators.
Modifying a well known counterexample of Pliś [13] , Del Santo and Prizzi proved in [3, 4] that the regularity assumptions with respect to t in the above backward uniqueness results are essentially sharp. See Theorem 1.2 and Remark 1.2 in [4] . Up to now there are no counterexamples in the literature that involve x in the principal part to show the sharpness of the assumptions with respect to x.
Notation. By B 2 (R n x ), we denote the twice differentiable functions on R n x which are bounded with all derivatives of order ≤ 2. Given a modulus of continuity µ, C µ [0, T ] denotes the space of continuous functions f that satisfy
The main result
The main result of this paper is Theorem 2.1 (Uniqueness). Consider the operator P , defined by the equation
with real a αβ and possibly complex b γ . We assume that
This result is an extension of [4] generalizing [5] to higher order operators. As in the other cases it follows in a standard way from an appropriate Carleman estimate.
Proposition 2.2 (Carleman estimate)
. Let µ be a modulus of continuity satisfying (1.2). There exists a strictly increasing C 2 -function Φ : [0, +∞) → [0, +∞) and a γ 0 ≥ 1 such that
Remark 2.3. The proof of this result is an extension of the proofs in [5, 6] with weight function Φ from Remark 1.2. To treat different lower order terms in (2.1), especially terms of the form |γ|=2m−1 b γ (t, x)∂ γ x u, new ideas are required. This problem will be discussed in a forthcoming paper [7] . Contrary to Proposition 1.5, it is reasonable to expect that the regularity assumption with respect to t can be lowered for the terms of order ≤ 2m − 1.
To prove this Carleman estimate, one follows the strategy of [5, 6, 4] . The full proof as well as an extension in the spirit of [6] will appear in a forthcoming paper [7] . Here we line out the main steps of the proof of (2.2):
1. We replace v(t, x) = e 1 γ Φ(γ(T −t)) u(t, x) and rewrite (2.1) in terms of v:
2. In this step we use Bony's paraproduct as introduced in [2] . The operator is defined as T a u = ν≥N S ν−N a∆ ν u, where S ν is an operator localizing to {|ξ| ≤ 2 ν+1 } in the phase space and ∆ ν is localizing to {2 ν−1 ≤ |ξ| ≤ 2 ν+1 } in the phase space. For more information and the properties of T a , we refer to Bony's paper [2] and [5, 6, 9] . We replace a αβ by T a αβ and use the fact that a αβ − T a αβ is m-regularizing for a αβ ∈ W m,∞ . Thus, the analysis can be reduced to proving Due to the low-regularity of a αβ with respect to t, we have to regularize the coefficients. We use a standard mollifying technique and use estimates for T ∂ta αβ and T a αβ −a αβ . These are the same as in [3, 5, 6 ]. 5. We will estimate the microlocalized pieces term by term and handle low and high frequencies separately to obtain (2.3) by summing up all pieces.
