From the growth of residential energy demands has emerged new approaches for load scheduling to realize better energy consumption by shifting the required demand in response to cost changes or incentive offers. In this paper, a hybrid method is proposed to optimize the load scheduling problem for cost and energy saving. The method comprises a multi-objective optimization differential evolution (MODE) algorithm to obtain a set of optimal solutions by minimizing the cost and peak of a load simultaneously, as a multi-objective function. Next, an integration of the analytic hierarchy process (AHP) and a technique for order preferences by similarity to ideal solution (TOPSIS) methods are used as multi-criteria decision making (MCDM) methods for sorting the optimal solutions' set from the best to the worst, to enable the customer to choose the appropriate schedule time. The solutions are sorted based on the load peak and energy cost as multi-criteria. Data are for ten appliances of a household used for 24 h with a one-minute time slot. The results of the proposed method demonstrate both energy and cost savings of around 47% and 46%, respectively. Furthermore, the results are compared with other recent methods in the literature to show the superiority of the proposed method.
Introduction
The demand for energy consumption is rapidly growing due to an increase in the world wide population, urbanization, climate changes and technological developments [1] . In addition, more devices have been added to the traditional customers' devices list that place a high demand on the available generation capacity, such as electric vehicles [2, 3] . The traditional solution for meeting the required energy demand is building new generation capacities [4, 5] . However, increasing the generation capacity faces many problems such as the depletion of fossil fuel, air pollution and climate change [6] . Furthermore, the new renewable energy resources such as photovoltaic (PV) and wind turbine have some barriers such as the intermittent problem and high initial cost [7, 8] . Therefore, demand response (DR) plays an essential role in balancing the available generation capacity against the demanded energy [9, 10] . DR refers to the change in customer consumption profile related to the change in energy price or incentive offers [11] . Meanwhile, the developments in information and communication technologies (ICT) provide smart residential homes that provide optimal control for easier monitoring by connecting all household sensors and appliances through a home area network (HAN) [12, 13] . On the other hand, the available varied pricing tariffs leads to the provision of flexible DR schemes. Therefore, there is a great opportunity for customers to manage the load scheduling artificial neural network coupled with ensemble empirical mode decomposition (EEMD-ANN) is used to decompose the original price time series into several subseries and then to forecast each of them. A factor analysis and a technique for order of preference by similarity to ideal solution (FA-TOPSIS), as an integrated evaluation method, is used to comprehensively evaluate the quality parameters. In Reference [28] , a multi-objective optimization model is used to maximize the minimum power of multiple power grids. The TOPSIS method is utilized to handle this multi-objective optimization, where the complex minimum and maximum objective function is transformed into a group of linear formulations. Nonlinearities of the hydropower system are described approximately as polynomial formulations. In Reference [29] , a novel method based on a multi-objective optimization algorithm and hybrid multi-criteria decision making methods proposed the configuration of a standalone off-grid photovoltaic system. An integration between TOPSIS and AHP methods is used to sort the configurations of the system. TOPSIS is an effective MCDM method which has been widely used to solve problems that are dominated by multi-dimensional multi-criteria [30] .
The contribution of the present research can be described by presenting a hybrid multi-objective optimization differential evolution (MODE) model and integrated MCDM methods to solve the load scheduling problem for cost and energy saving. The MODE algorithm deals with the load scheduling problem as a multi-objective optimization problem. The multi-objectives are the cost and peak of the load that are simultaneously minimized, which is rarely done in the literature and leads to a Pareto-optimal set of solutions. Next, hybrid MCDM methods are presented to sort the obtained set of Pareto-front solutions for given constraints. The results show the superiority of the proposed method as compared to other recent work in the literature.
Problem Formulation
A company has an active connection to the smart meter where the HAN network provides the proposed load scheduling system with access to each device. For each time slot t the total load will be denoted as l t . For a given customer, the set of household appliances will be referred to as E and these devices include items such as a washing machine, stove, refrigerator or any connected device. For a given appliance e, the one-slot energy consumption scheduled at time slot t is referred to as l t e . The first objective of the multi-objective functions of the MODE algorithm is the cost of energy that is consumed by the household. In the meantime, the peak of the load is considered the second objective. The goal of the MODE algorithm is to schedule the load to save energy cost and peak concurrently.
The utility company provides the energy pricing function that is denoted by EP t for each time slot. An effective customer load schedule is expressed by way of decreasing peak consumption and minimizing the energy cost. The customer's energy bill (EB) can then be expressed as:
Subject to:
where Pomin and Pomax denotes the minimum and maximum load consumption, respectively. Equation (1) refers to customer preferences of allowable time operation for each appliance. The steps of the proposed MODE algorithm are discussed in detail in the next subsection.
Multi-Objective Optimization Differential Evolution (MODE)
In general, evolutionary algorithms (EAs) are being utilized to solve optimization problems with multi-objectives that are traced back to its ability to process a number of solutions and yields an optimal Pareto front with fast convergence and high diversity [31] . The MODE algorithm model is mainly based on a conventional differential evolution algorithm that can resolve multi-objective optimization (MOO) problems. For this research, the MODE algorithm has been utilized to optimize the starting time of 10 operative appliances as a bi-objective real optimization problem. To optimize the load scheduling problem, the cost and peak load have been utilized as the two objectives. In general, the main significance of MOO algorithms is to offer a set of ideal solutions, as denoted by the Pareto front [32, 33] . In addition, in the selection stage of single-objective optimization algorithms, the parent solution is exchanged for the candidate (child) solution when the last one is better than the parent solution in terms of objective function. Meanwhile, in MOO algorithms, the replacement's decision is not straightforward like a single-objective optimization algorithm because there are many objective functions that dominate the problem. The Pareto optimality (dominance) principle can be considered one of the most rigid techniques that are adapted to realize the replacement between the parent and child solutions in the selection stage. The details of the MODE model are depicted by the following algorithm.
Step 1: The first phase of MODE is creating an initial population set with P individual vectors and Q decision variables as follows:
where, S i is the target vector and G is an index which points to the counts of generation
are two indices, which refer to the number of individual vectors (solutions) and number of decision variables that comprises each solution, respectively. Here, the initial values of Q elements of each individual vector are randomly chosen and uniformly distributed in the search space. Furthermore, the search space is bounded by the upper (S j,H ) and lower ( S j,L ) bounds. The elements of the initial individual vector are selected as below,
where RND is a pseudo-random number that is generated by using a uniform distribution and belongs to the interval (0, 1). After that, the corresponding objective functions to current target vector are computed and saved in vectors to use them in the next steps.
Step 2: The mutant vector is generated in MODE by adding the third individual vector with the weighted difference between two individual vectors [34] . Therefore, a mutant vectorŜ G i for any individual vector S i , is generated as below:
where, S G Step 3: Within the next step of the MODE algorithm, the trial vector X G j,i
is generated by using the mutant vectorŜ G i and the target vector X G i . In this step, two numbers are randomly selected to dominate the selection process between the mutant and the target vectors. The first one, RND is randomly belongs to (0, 1) interval, while the second one is I i , which is chosen in a random fashion from the interval that is in the range [1, Q] . The trial vector equals to the mutant vector if the RND number is less than or equal to the crossover control factor (CCF) or the value of I i equals to the current index (j) that refers to the decision variable. Otherwise, the trial vector equals to the corresponding target vector and the mutant vector is neglected. It is worth to mention that the CCF is selected in a random fashion in the range of [0, 1] [35] .
Step 4: The elements of the trial vector must be analysed to determine whether these elements are within the permitted search space or not and to validate that these are realistic values. If any element is outside the allowed limits of the search space, then the element is exchanged with a new element, which is computed using Equation (5).
Step 5: The last step of the MODE algorithm is the selection step, which is applied after generating P child solutions. The selection process between the child solution (CS) and the current parent solution (PS) is started by creating a temporary population (T P ). The individual vectors of the temporary population are chosen from both CS and PS. PS is rejected from T P if PS is dominated by the corresponding CS and vice versa. Under other conditions, each of CS and PS are expressed as an element of T P once the child and parent solutions are not dominating each other. Temporary population's size is usually expected between P and 2P. Accordingly, the temporary population's size is minimized to reach the value of P solutions so as to prepare it for the next generation. The size of reduction depends on the next two sub steps [36] :
Step 5.1: In this sub step, the solution of temporary population is classified into many front levels (FL i ), where i = 1, 2, . . . , K [37, 38] . The first front level FL 1 is made up from solutions that are non-dominated by other solutions and these solutions are ranked as 1. The solutions are non-dominated by other solutions except by the ones that belong to front level FL 1 , which are ranked as 2 to form the second front level F 2 and so on. Meanwhile, solutions dominated only by other solutions belong to the front levels FL 1 ∪ FL 2 ∪ . . . ∪ FL K−1 will be ranked as K with FL K front level. Upon the completion of a non-dominated sorting algorithm, the newest population which has been arranged for the next generation is to combine different solutions that apply to various non-dominated front levels. To fill the new population, the non-dominated front level solution of rank 1 is chosen first. Then, it is tracked by solutions that belong to front levels 2, 3 and so on. Since the temporary population's size is within the range [P, 2P], then not all T P solutions must be included in the new population's P slots. Solutions that have been eliminated in the population of the next generation are excluded. A related point to consider is solutions that belong to the last allowable rank can be larger than other slots remained in the next generation's population. With such scenario, in order to choose solutions that lie in the least crowded region, a crowding distance ranking model is utilized. This will in turn increase solutions' diversity instead of arbitrarily discarding some solutions.
Step 5.2: In the MODE algorithm, the diversity of optimal solutions is increased by applying the crowding distance rank principle that presented in non-dominated sorting genetic algorithm-II [39] . The solutions' density surrounding a solution i can be estimated by computing along each objective the average distance which corresponds with two solutions on the right and left sides of a solution i. Thus, the circumference of a rectangle with the right and left vertices of neighbor solutions is said to be the crowding distance of any given solution i. The best solutions are the ones that have a high crowding distance rank, since these solutions offer much diversity in the population [37] . Along zth objective function, a crowding distance of ith solution is calculated as: is the minimum and O f z max is the maximum values of the zth objective function. In the meantime, by obtaining the summation value of all individual crowding distances along each objective, the total value of a crowding distance of every solution can be determined and is represented as follows:
The model that is applied to calculate the crowding distance rank for every solution belongs to an ith front level (FL i ) with bi-fitness functions is illustrated in the pseudo code of MODE model (Appendix A), which is proposed to optimize the starting time of operating electrical devices with minimum cost and load peak.
Hybrid AHP-TOPSIS Model Load Scheduling
In this work, an AHP-TOPSIS model is utilized to sort the optimal solutions' set of load scheduling system that obtained by the MODE algorithm and ranked from the best solution to the FL i appropriate weights for each criterion according to the evaluation of evaluators (expert). For the second, the TOPSIS approach has been utilized with predefined weights, in order to sort the solutions of the problem. The proposed hybrid AHP-TOPSIS model that obtains the optimal set of time operation of customer load is depicted in Figure 1 . The details of the proposed model will be discussed in the following subsection. worst. The presented algorithm achieves two tasks. In the first task, the AHP method nominates appropriate weights for each criterion according to the evaluation of evaluators (expert). For the second, the TOPSIS approach has been utilized with predefined weights, in order to sort the solutions of the problem. The proposed hybrid AHP-TOPSIS model that obtains the optimal set of time operation of customer load is depicted in Figure 1 . The details of the proposed model will be discussed in the following subsection. 
AHP Approach for Deriving Weights of Criteria
Each criterion has a degree of importance to dominate the performance of the MCDM problem. The degree of importance can be presented by weight value, where the weight's sum of total criteria of the MCDM problem must be controlled by (10) where is the entire criteria's count that dominates the MCDM problem and is the weight of jth criteria. Saaty in 1977 [40] proposed the AHP model to derive the appropriate weights for each criteria in the MCDM problem. The AHP method depends on the comparisons between a pairwise criteria. However, the total number of pairwise comparisons for -criteria problem is ( − 1)/2 . The pairwise comparison is achieved by using the Saaty scale which was presented by Saaty [41] . The Saaty scale comprises nine preference points to enable the evaluator to specify the number of times a single criterion is more or less important than another. A questioner which depends on the expertise 
Each criterion has a degree of importance to dominate the performance of the MCDM problem. The degree of importance can be presented by weight value, where the weight's sum of total criteria of the MCDM problem must be controlled by n j=1 w j (10) where n is the entire criteria's count that dominates the MCDM problem and w j is the weight of jth criteria. Saaty in 1977 [40] proposed the AHP model to derive the appropriate weights for each criteria in the MCDM problem. The AHP method depends on the comparisons between a pairwise criteria. However, the total number of pairwise comparisons for n-criteria problem is n(n − 1)/2. The pairwise comparison is achieved by using the Saaty scale which was presented by Saaty [41] . The Saaty scale comprises nine preference points to enable the evaluator to specify the number of times a single criterion is more or less important than another. A questioner which depends on the expertise of three experts (evaluators) is realized to accomplish a comparison between a pairwise criteria of MCDM problem. The evaluations of experts are tabulated in Tables 1-3 . The preference of evaluators is done as three steps whereas, the first evaluator does not give preference for each criterion. In the meanwhile, the second and third evaluators are strong and slightly favour the cost criterion over the peak criterion, respectively. According to the evaluator preferences, Table 4 depicts the construction of a comparison matrix. The comparison matrix is normalized by dividing each element belongs to a column by the sum of the column's elements. After that, the elements of each row of the normalized matrix are aggregated and finally divided by the sum of them to acquire weights of each criteria. Yoon and Hwang proposed TOPSIS in 1980 to solve multi-dimensional MCDM problems [30] . In this method, the shortest and fastest distances from the negative ideal and ideal solutions play an important role in sorting the alternatives. For simplicity, the MCDM problem may be presented in a matrix with m alternatives and n criteria which have variables weight (w j , where j = 1, 2, . . . ., n) that have been previously derived by the AHP method. The decision matrix (DM) that represents the MCDM (Equation (11)) comprises of the performance (a ij ) of ith alternative (A i ) in terms of jth criteria (C j ), where i = 1, 2, . . . , m and j = 1, 2, . . . , n. The TOPSIS technique can be expressed according to the next steps: 
Step 1: Constructing normalized decision matrix:
In general, DM's criteria differ in measuring units (multi-dimension criteria). Therefore, the elements of DM should be normalized using the following formula.
Accordingly, normalized decision matrix (R) can be defined as
Step 2: Constructing normalized weighted decision matrix:
The normalized weighted decision matrix (V) is constituted by utilizing the normalized decision matrix (R) with weights that have been acquired through AHP model. The elements of V are computed by multiplying the elements of R by the corresponding weight as given by; v ij = w j r ij , for i = 1, 2, . . . , m and j = 1, 2, . . . , n
Thus, the obtained matrix from step 2 can be described by
Step 3: Calculating the negative ideal and ideal solutions: In steps 3, ideal (A * ) and negative (A − ) solutions are computed as follow
where J is a set of benefit criteria with period [1, n] and J − is the complement set of J with period [1, n] , which refers to the cost criterion. Above all, the most preferable solution (alternative) is the ideal solution (A * ). On the other hand, the least preferable solution is the negative ideal solution (A − ).
Step 4: Separation measure's calculation process:
In this step, the n-dimension Euclidean distance has been utilized to calculate the separation distance between each alternative in matrix V and the negative ideal and ideal solutions. Where the distance (S P i ) of an alternative (A i ) from the ideal solution (v * j ) can be indicated by
Similarly, the distance (S N i ) between an alternative (A i ) and the negative ideal solution (v − j ) can be computed by
However, at the end of step 4 every alternative belongs to matrix V poses two distance values, which are S P i and S N i to express the nearest and farthest of alternative from the negative ideal and ideal solutions.
Step The set of solutions (A i for i = 1, 2, . . . , m) in matrix V are organized in descending order depending on its closeness's value to the ideal solution (C I ) that computed in previous step. Thus, the best alternative is the one which has the biggest closeness value (i.e., it has the longest distance from the A − i and the shortest distance to A * i ).
Results and Discussion

Case Study
A new load scheduling approach is proposed based on the hybridization of a multi-objective optimization algorithm and integrated MCDM methods to obtain the optimal load scheduling for various appliances. A MODE algorithm is presented to minimize the cost and peak of load simultaneously based on optimality of the Pareto front. After that, seeking to sort the preferred solutions, hybrid multi-criteria decision making techniques have been utilized to sort according to the suggested weights that were developed by the developers (experts). The weights reflect the priority of one criterion relative to another one. Thus, the decision matrix (DM) of the TOPSIS method comprises the solutions (starting of operation time for each appliance). The various solutions represented in DM are dominated by the criteria, which are the cost and peak of load. The actual customer load data adopted from Reference [17] , which studied a typical household in South Africa containing 10 appliances. The rated power of each appliance, duration to complete its operation and the allowable starting and ending time (t S , t E ) are mentioned for each appliance and shown in Table 5 . These customer data have been collected within one month and for all weekdays. In a typical working-class household, the majority of activities happen in the morning and after work. Based on Table 5 , device 1 (a teakettle) managed to operate two times a day for 10 min in the evening and in the morning. In addition, appliance 2 (pop-up toaster) is managed to operate once a day for 10 min as illustrated in Table 5 . The proposed technique has a 24 h optimization period and a 1 min sampling time, which encourages a shorter waiting period for behaviour change.
The pricing scheme that has been considered in this work is a ToU tariff, same as in Reference [17] . In a normal period, a tariff of 0.4554 R/kWh is applied and in the peak period, 1.4452 R/kWh tariff is utilized. R denotes the South African currency, ZAR or rand. The normal periods of consumption per day are supposed to be 19 h from 20:00 to 01:00, 01:00 to 07:00 and 10:00 to 18:00. In addition, the periods of peak consumption are considered to be 5 h, from 18:00 to 20:00 and 7:00 to 10:00. The search space of each appliance is the permitted period of operation, which is represented in Table 5 as the allowance time.
For the best MODE performance in terms of convergence to global optimal solution, the MSF and CCF values are recommended by Reference [35] to be 0.75 and 0.5, respectively. Based on Reference [42] and to increase the diversity of solutions, the preferred P value belongs to the range [5Q, 10Q] and is chosen to be 10Q, where Q is the count of appliances (decision variables). Based on several extensive simulation tests, the maximum generation number is found to be 50, which is adequate for obtaining optimal solutions while minimizing both objectives.
The optimal Pareto front points, which relates the cost and peak of load objectives, are tabulated in Table 6 . Table 6 comprises 130 points that relate the multi-objectives in three columns. According to these results, the minimum peak of load is 4900 W with cost R18.446. On the contrary, the maximum peak of load is 8100 W with R13.447 as cost. In the meanwhile, the minimum cost (R12.987) is obtained with 7535 W, as peak of load. On the other hand, the maximum cost is R21.948 with peak of load is 5600 W. Following an earlier discussion, the MODE algorithm candidate is an optimal solutions' set of load scheduling problems, which is defined by an optimal Pareto front. Next, the set of optimal solutions is utilized as an input for the hybrid AHP-TOPSIS model to order the of optimal solutions' preference. To summarize, the first ten scoring solutions of the load scheduling of every evaluator are listed in Tables 7-9 , respectively. The first 13 rows of each table present the start of the appliance's operation time. The fourteen (S P ) and fifteen (S N ) rows represent the measurements of separation for every alternative (solution) in DM which are relative to both ideal solutions and negative ideal solutions, respectively. The sixteen row (C I ) refers to the closeness degree to the ideal solution. The last two rows present the criteria that are used in the MCDM method. According to Tables 7-9, the set of the starting time slot for the operation of 10 appliances (380 (i.e., 06:20), 990 (i.e., 16:30) 21:17) , 1201(i.e., 20:01) and 1043 (i.e., 17:23) is better efficient to offer an acceptance balance between the cost and peak of load. The score of closeness for the previous starting time set is 0.83771 with a cost and peak of load about R13.74577 and 5600 W, respectively. In fact, the integrated AHP-TOPSIS implies the optimal and best solutions according to the evaluators' weights. Moreover, the weights of the first, second and third developers for the cost criterion were 0.5, 0.83 and 0.75, respectively. In the meantime, the weights of the first, second and third developers for the peak of load criterion were 0.5, 0.17 and 0.25, respectively. The weight differences make the sorting configuration of the first developer different to those of second and third evaluators. That is traced to the second developer which gives equal weights for each criterion.
Based on the integrated AHP-TOPSIS approach, the average scores of closeness to the ideal solution and the distance between an alternative and ideal and negative ideal solutions are obtained. These scores, for all developers, with a starting time for all appliances as well as their associated cost and peak of load are tabulated in Table 10 A comparison of the load scheduling before and after applying the proposed method is presented in Figure 2 . The peak load consumption was about 10.5 kW, while the best optimal solution based on MODE-AHP-TOPSIS is 5.6 kW (i.e., 47% energy saving). The cost of energy consumption before using the proposed scheduling method was about R25.37, while after applying the proposed method it decreased to R13.74 (i.e., a 46% cost saving). 
Validation of The Proposed Scheduling Model
To highlight the differences between the proposed method and the previously published methods, a comparison between the methods presented in References [17, 21] and the proposed method is conducted. The same customer data and pricing scheme (ToU) are common for all methods. The comparison results of these methods are presented in Table 11 . According to these results, and before applying any scheduling method, the total energy consumption and total cost are about 27.18 kWh and R25.37, respectively, while the peak load is about 10.5 kW. Before scheduling, all cited parameters are the same for all methods because scheduling is based on baseline customer data. While after scheduling, in Reference [17] the total cost reduces to R18.80 (i.e., a 25% cost reduction) and peak load decreases to 8.4 kW (a 20% peak load reduction). In Reference [21] , the total cost and peak load become 17.38 (i.e., a 31% cost reduction) and 6.8 kW (i.e., a 35% peak reduction). For the proposed method, the total cost of customer consumption reduces to R13.74 (i.e., a 46% cost reduction) and the peak load decreases into 5.6 kW (i.e., a 47% peak reduction). According to these results, the proposed method provides higher reduction for both cost and peak load than two other methods, when the same total utility revenue for all method was assumed. The proposed method benefits both customers and utility companies to save energy and cost concurrently. 
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Conclusions
Optimal and dynamic load scheduling is proposed to tackle the energy shortage crisis and supports effective cost and energy savings. A hybrid MODE algorithm and MCDM method is proposed to optimize the load scheduling problem. The MODE algorithm offers a set of optimal solutions, which are sorted by the integration of AHP-TOPSIS methods based on the cost of energy and the peak of load criteria. According to the results of the proposed method, the peak of load is reduced from 10.5 kW to 5.6 kW, which is about a 47% peak reduction. In the meantime, the cost of energy is reduced from R23.37 to R13.74 for a 46% cost reduction. The superiority of the approach is explained by verifying the acquired outcomes with the results of various techniques proposed in the literature. The presented load scheduling provides a holistic DR solution that encourages the customer to schedule their energy bill and allows the utility company to manage aggregated energy consumption. 
