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Continued Use of Process Modeling Grammars: 
The Impact of Individual Difference Factors 
 
Abstract 
Process modeling grammars are used by analysts to describe information 
systems domains in terms of the business operations an organization is 
conducting. While prior research has examined the factors that lead to 
continued usage behavior, little knowledge has been established as to what 
extent characteristics of the users of process modeling grammars inform usage 
behavior. In this study, a theoretical model is advanced that incorporates 
determinants of continued usage behavior as well as key antecedent individual 
difference factors of the grammar users, such as modeling experience, 
modeling background and perceived grammar familiarity. Findings from a 
global survey of 529 grammar users support the hypothesized relationships of 
the model. The study offers three central contributions. First, it provides a 
validated theoretical model of post-adoptive modeling grammar usage 
intentions. Second, it discusses the effects of individual difference factors of 
grammar users in the context of modeling grammar usage. Third, it provides 
implications for research and practice. 
Keywords: Process modeling, Continuance, User Characteristics, Usage 
Behavior 
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Introduction 
Information systems (IS) analysts and designers need to have an understanding about the 
domain in which the system is meant to operate, and the functions it has to perform (Maes & 
Poels, 2007). To address this task, analysts and designers typically create models of the 
relevant business domains of information systems. Over recent years, analysts have started to 
specify these domains in the form of the processes that are run by an organization, in order to 
assess or build information systems that are “process-aware.” And indeed, the exercise of 
‘process modeling’ has emerged as a primary reason to engage in conceptual modeling 
(Davies et al., 2006) and is now considered a key instrument for the analysis and design of 
process-aware information systems (Dumas et al., 2005), service-oriented architectures (Erl, 
2005), and web services (Ouyang et al., 2008) alike. 
Process models are specified using process modeling grammars (sets of graphical constructs 
and a set of rules how to combine these constructs, as per Wand & Weber, 2002). The type of 
grammar used for modeling defines the language and its grammatical rules that can be used 
to articulate and communicate details about the real-world domain, and thus determines the 
outcomes of the modeling process (Siau & Rossi, 2010). A wide selection of process 
modeling grammars is available to organizations, ranging from simple flowcharts (Ramsey et 
al., 1983) and typical business modeling grammars like Event-driven Process Chains (Scheer, 
2000) to highly formalized and technically oriented grammars such as WS-BPEL (Leymann 
& Roller, 2006) or YAWL (van der Aalst & ter Hofstede, 2005) that are capable of process 
simulation and/or execution. However, despite the proliferation of process modeling 
grammars in general (Recker et al., 2009), only few have been widely accepted and 
continuously used by the IS community. Indeed, the recent emergence of the BPMN 
grammar (BPMI.org & OMG, 2006) as an industry standard for process modeling has been 
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characterized as adoption success without a body of knowledge explaining this phenomenon 
(Recker, 2010). In fact, IS research has yet to uncover the factors leading to successful 
adoption of process modeling grammars on an organizational level, and to continued usage of 
such grammars on an individual level.  
The objective of our research is to develop an understanding of the factors that influence the 
continued usage of process modeling grammars. The present study focuses on the reasons 
why individual process modelers are willing to continue to use a process modeling grammar 
after its initial adoption, which, often, is an organizational decision. This is important because 
individual modelers do in fact sometimes decide not to use a modeling grammar even if there 
has been an organizational decision to adopt it (e.g., Orlikowski, 1993). 
To that end, this study reports on the development and empirical testing of a theoretical 
model that explains how individual users form continuance intentions associated with the use 
of a process modeling grammar, and how individual difference factors of the grammar users 
inform the key beliefs associated with continuance behavior. 
We proceed as follows. The next section provides a background to our research, before we 
outline the theory underlying our study and advance a range of hypotheses contained in our 
research model. Next, we describe the research method employed in our empirical study. We 
then discuss operationalization and validation of measurements used, before the next section 
presents our data analysis and the results. Next, we provide a discussion of the results. We 
describe some opportunities for future research and then present the implications of our study 
for practice. We conclude this paper by briefly recapitulating the contributions of our work. 
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Process Modeling Grammars and Individual Differences 
Process Modeling 
Process modeling is widely used within organizations as a method to increase awareness and 
knowledge of organizational operations, and to support the design or re-design of business 
processes. It is an approach for describing how businesses conduct their operations, be it as 
part of an effort to understand or analyze current ‘as is’ operations, or be it as part of an effort 
to design improved blueprints for future operations (‘to be’ modeling). In either case, process 
modeling typically includes graphical depictions of at least the activities, events/states, and 
control flow logic that constitute a business process (Curtis et al., 1992). Additionally, 
process models may also include information regarding the involved data, organizational/IT 
resources and potentially other artifacts such as external stakeholders and performance 
metrics to name just a few (Scheer, 2000). 
In considering how to model business processes, the type of grammar to be used for process 
modeling is an important decision to make (Rosemann et al., 2006). Different modeling 
grammars emphasize different aspects of process domains, for instance activity sequencing, 
resource allocations, information flows, or organizational responsibilities (Soffer & Wand, 
2007). From a broad perspective, process modeling grammars fall into two categories (Phalp, 
1998). Business oriented modeling grammars, such as EPCs, are mostly concerned with 
capturing and understanding processes for project scoping tasks, and for discussing business 
requirements and process improvement initiatives with subject matter experts. Conversely, 
technically oriented process modeling grammars, such as BPMN, are based on formal 
specifications and are typically used for process analysis (Verbeek et al., 2007) or process 
execution (van der Aalst & ter Hofstede, 2005), and can facilitate experimentation with 
process scenarios (Gregoriades & Sutcliffe, 2008). 
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Similar to the differences in the grammars that can be used for process modeling tasks, there 
are also differences to be considered between the types of users working with such grammars. 
Prior research on modeling (e.g., Batra & Davis, 1992; Sutcliffe & Maiden, 1992; Shanks, 
1997) uncovered noticeable differences between modelers with different levels of experience 
in the way conceptual modeling was being conducted and applied for modeling-related tasks. 
Similarly, Khatri et al. (2006) showed empirically that users with different levels of method 
and domain knowledge performed modeling-related tasks differently. Effects of individual 
difference factors, such as cognitive style (Agarwal & Karahanna, 2000), experience 
(Castañeda et al., 2007) or training (Lee & Truex, 2000), have further been shown to effect 
usage and adoption beliefs. Yet, to date very little knowledge has been established about the 
relationships that link such individual difference factors to the formation of continued usage 
beliefs. Accordingly, our interest in this study is to examine empirically whether individual 
differences between the users working with process modeling grammars also manifest in their 
post-adoptive usage behavior associated with these grammars. 
Post-adoptive Usage Behavior 
The research stream examining the adoption and continued use of IT by its users has evolved 
into one of the richest and most mature research streams in the IS field. We focus on the 
phenomenon of post-adoptive usage behavior, also known as continued acceptance or 
continuance (Bhattacherjee, 2001), a phenomenon that has in recent years emerged as an 
important stream of IS research that complements existing technology acceptance research. 
Post-adoptive behavior occurs after an IS artifact has been implemented, made accessible to 
the user, and applied by the user in accomplishing his/her work activities (Jasperson et al., 
2005). This behavior may be quite different from the behavior in initial adoption stages. For 
instance, a user of a particular process modeling grammar may start using only a subset of the 
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graphical constructs contained in the grammar. Over time, however, she may choose to 
explore – and use – other grammar constructs and use them for the process modeling tasks at 
hand. Or, users of a process modeling grammar may choose, over time, to use a set of 
grammar constructs in a way that deviates from the originally specified semantics. 
In most organizations, the use of a specific process modeling grammar is mandated (Recker 
et al., 2006). However, how exactly the process modeling grammar is continued in its use by 
an individual (independent from a potential usage mandate is up to the discretion of the 
modeler. Prior studies (e.g., Orlikowski, 1993; Khalifa & Verner, 2000; Brown et al., 2002) 
have shown that individual modelers do in fact sometimes decide not to use a modeling 
grammar even if there has been an organizational decision to adopt it. While some parts of 
such decision processes have been linked to the individual beliefs about the utility of the 
artifact at hand (e.g., usefulness, satisfaction, or ease of use), to date, it remains unclear as to 
how individual difference factors of the users (e.g., prior experience or familiarity) inform 
such a decision, which has motivated the research presented in this paper. 
Theory and Hypotheses 
Our conceptualization of the factors influencing post-adoptive usage behavior associated with 
process modeling grammars involves two levels of analysis (see Figure 1). We consider the 
determinants of the continuance decision, as well as the key antecedent factors of these 
determinants. We focus on one group of antecedent factors specifically, namely individual 
difference factors pertaining to the users working with process modeling grammars. This is 
important, because how a grammar is used for a particular process modeling task may vary 
depending on the abilities of the individual that performs the modeling task. Generally, 
individuals who are more competent, better trained, more experienced or more familiar with 
their tasks and/or use of information systems artifacts are typically better in accomplishing 
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task objectives and meeting job requirements (e.g., Goodhue, 1995). Our contention in this 
study is to examine whether the formation of an intention to continue working a process 
modeling grammar is also informed by such individual difference factors. 
Key Antecedent User Characteristics Determinants of Process Modeling Grammar Continuance
Perceived 
Usefulness
Intention to 
Continue to Use
Satisfaction
Perceived Ease of 
Use
Confirmation
Grammar 
Familiarity
Modeling 
Experience
Modeler 
Background
H1 (+)
H2 (+)
H3 (+)
H4 (+)
H8 (+)
H5 (+)
H6 (+)
H7 (+)
H12 (+)
H11 (+) H13 (+)
H14 (+)
H15 (+)
H9 (+)
H10 (+)
 
Figure 1: Research Model 
In developing our research model we first synthesize findings from prior research on 
continued usage behavior. Consistent with the established body of research based on, and 
integrating, theories of technology acceptance (Davis, 1989) and expectation-confirmation 
behavior (Bhattacherjee, 2001), we expect that perceived usefulness (PU), perceived ease of 
use (PEOU) and satisfaction (SAT) are direct determinants of grammar usage intentions 
(ItU). 
PU captures performance beliefs (for instance, whether or not using a grammar improves the 
quality of the process modeling or the overall success of the initiative), and reflects expected 
effectiveness and efficiency gains (Davis, 1989). PU is a salient cognitive determinant of ItU 
because users perceiving a grammar to be useful are more likely to believe that its usage will 
lead to process modeling performance achievements. Hence they can be expected to be 
willing to continue to use the grammar. Accordingly, we have: 
H1.  Process modelers’ perceived usefulness of a process modeling grammar is positively 
associated with their intention to continue using the grammar. 
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PEOU captures attitudes and beliefs about the effort that is needed to apply a grammar 
(Davis, 1989). The more a user perceives a process modeling grammar to be easy to work 
with, the greater the user’s sense of efficacy and personal control regarding her ability to 
carry out process modeling tasks. This situation, in turn, suggests that PEOU will directly 
determine ItU. Hence, the following hypothesis: 
H2.  Process modelers’ perceived ease of use of a process modeling grammar is positively 
associated with their intention to continue using the grammar. 
Satisfaction with a process modeling grammar can stem from positive usage beliefs (for 
instance, the perceived usefulness and ease of use) and beliefs stemming from pre-usage 
periods (for instance, whether or not pre-usage expectations can be confirmed through usage 
experiences, see Bhattacherjee, 2001). Satisfied users of a process modeling grammar 
typically have positive first-hand experiences about the use of a process modeling grammar 
and are thus likely motivated to continue working with the grammar, while dissatisfied users 
would discontinue their use. Hence, we have: 
H3. Process modelers’ level of satisfaction with process modeling grammar use is 
positively associated with their intention to continue using the grammar. 
Following Davis (1989), perceived usefulness is partly determined by perceived ease of use. 
PEOU suggests that users of a process modeling grammar achieve performance gains faster. 
Efforts saved due to improved ease of use may be redeployed, enabling a grammar user to 
accomplish more process modeling work for the same effort. This in turn, may lead to an 
increased perception of the usefulness of the grammar, as the performance gains achieved 
through the grammar use increase due to improved ease of its use. Accordingly: 
H4. Process modelers’ perceived ease of use of a process modeling grammar is positively 
associated with their perceived usefulness of a process modeling grammar. 
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PEOU is also expected to influence satisfaction with the use of a grammar. PEOU suggests 
that users can learn and apply a grammar with little effort, leading to the achievement of 
results in a faster way. Such a situation potentially increases the satisfaction about the use of 
the process modeling grammar (e.g., Mahmood et al., 2000). Accordingly: 
H5. Process modelers’ perceived ease of use of a process modeling grammar is positively 
associated with their level of satisfaction with process modeling grammar use. 
Bhattacherjee (2001) further suggests that satisfaction is also determined through positive 
beliefs about perceived usefulness, and through the confirmation of pre-usage expectations 
through actual usage experiences. PU captures the instrumentality of process modeling 
grammar use. PU is positively related to satisfaction with process modeling grammar use 
because it implies realization of expected benefits from grammar use (such as assistance in 
meeting process modeling objectives, provision of all constructs required to depict desired 
real-world phenomena and so forth). Confirmation (CON) captures beliefs about the extent to 
which pre-usage expectations are positively (dis-) confirmed through actual usage 
experiences (Bhattacherjee, 2001). If a process modeling grammar in use outperforms initial 
expectations (that may have been influenced by others’ opinions, or by information 
disseminated through mass media and other communication channels), post-adoption 
satisfaction will result. If an artifact falls short of expectations the user is likely to be 
dissatisfied (Oliver, 1980). These suggested links can be specified in the two following 
hypotheses: 
H6.  Process modelers’ perceived usefulness of a process modeling grammar is positively 
associated with their level of satisfaction with process modeling grammar use. 
H7. Process modelers’ extent of confirmation is positively associated with their level of 
satisfaction with process modeling grammar use. 
Following Bhattacherjee (2001), a link between CON and PU may also be present. Users may 
have low initial usefulness perceptions of a new process modeling grammar because they are 
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unsure what to expect from its use. Nonetheless, they may still want to use it with the intent 
of making their usage experience a basis for forming more realistic perceptions. Although 
low initial usefulness perceptions are easily confirmed, such perceptions may increase over 
time as a result of the confirmation experience, if users realize that their initial perceptions 
were unrealistically low. Rational users may try to remedy the resulting dissonance by 
modifying their usefulness perceptions in order to be more consistent with reality. 
Confirmation of expectations thus tends to elevate users’ perceived usefulness, while 
disconfirmation of expectations will reduce such perceptions. We thus suggest the following 
hypothesis: 
H8.  Process modelers’ extent of confirmation is positively associated with their perceived 
usefulness of a process modeling grammar. 
These eight hypotheses suggest a basic model of the determinants of process modeling 
grammar continuance on basis of an established body of knowledge in the context of IT 
usage studies (e.g., Kim & Malhotra, 2005; SeJoon et al., 2006; Thong et al., 2006; 
Premkumar & Bhattacherjee, 2008). This model is shown on the right-hand side of Figure 1. 
In the following we extend this model by considering individual difference factors that we 
extracted from prior literature on human factors in IT usage and process modeling. 
For the purpose of this study, individual difference factors include those situational variables 
that are attributed to personal circumstances (such as experience and training). The notion 
that such individual difference factors play a key role in forming acceptance and usage 
behaviors is widely recognized (e.g., Chau, 1996; Shanks, 1997; Agarwal & Prasad, 1999; 
Lee & Truex, 2000; Gemino & Wand, 2005). Yet, to date, research has not comprehensively 
examined the relationships that link individual difference factors to post-adoptive continued 
usage behavior. 
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The most prevalent individual difference factor that has been investigated is that of 
experience. Different studies in both modeling (e.g., Batra & Davis, 1992; Agarwal et al., 
1996b; Shanks, 1997) and IT usage domains (e.g., Agarwal & Prasad, 1999; Castañeda et al., 
2007) investigated user experience levels (e.g., novice versus expert) across different task 
settings. These studies found noticeable links between user experience and task conduct as 
well as task performance. Similar situations have also been noted in the process modeling 
context specifically (Green & Rosemann, 2001; Recker et al., 2006). Experienced modelers 
often possess a repertoire of workarounds for challenging modeling situations, and can often 
refer to their previous experiences and knowledge about modeling when applying a grammar 
for a complex modeling tasks. Less experienced modelers, on the other hand, often lack such 
knowledge, which, in turn, may affect their perceptions about the utility of the grammar at 
hand. 
Resource allocation theory (Kanfer et al., 1994) suggests that when users build up experience 
in modeling, their demands for cognitive attentional effort required to perform the modeling 
tasks with a grammar is reduced, thereby freeing cognitive resources that can be allocated to 
improving task skills and outcome production. This situation would suggest that experienced 
modelers can use a grammar with less effort. This allows the modelers to redirect freed effort 
to model faster, thereby potentially improving perceptions about the ease of use of the 
grammar. The freed efforts can further be redeployed to improve the effectiveness of 
grammar use, because more effort can be dedicated to the objective of creating high-quality 
process models with the grammar. In turn, the user’s perception of the relative utility (i.e., the 
usefulness) of the grammar is also likely to be improved. Accordingly, we speculate: 
H9.  Process modelers’ extent of process modeling experience is positively associated with 
their perceived usefulness of a process modeling grammar. 
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H10.  Process modelers’ extent of process modeling experience is positively associated with 
their perceived ease of use of a process modeling grammar. 
Aside from actual modeling experience, it is important to consider the level of grammar 
familiarity that users of a process modeling grammar bring to bear. Gemino and Wand (2004) 
suggested to consider that some participants may have high levels of self-perceived modeling 
grammar knowledge, leading to different behaviors in the modeling process. For example, 
technical analysts typically possess a high level of familiarity with the particular grammar 
they already use (Morris et al., 1999). Similarly, Parsons and Cole (2005) showed empirically 
how familiarity can affect modeling results under some treatment conditions. 
Familiarity with a modeling grammar is closely related to the notion of self-efficacy. It 
measures what individuals believe about their own levels of modeling capability with a given 
grammar. Self-efficacy theory shows how self-beliefs about skills and abilities affects 
individual performance and the development of behavioral beliefs (e.g., Gist & Mitchell, 
1992; Johnson & Marakas, 2000; Yi & Davis, 2003), which suggests that self-perceived 
familiarity may also affect individual beliefs associated with the usage of a process modeling 
grammar. 
Specifically, congruent with prior research (e.g., Thompson et al., 1994; Igbaria et al., 1995) 
we expect a positive association between familiarity with ease of use. Users that deem 
themselves knowledgeable and experienced with a grammar are more likely to find the 
grammar less complex in its use. Similarly, we expect that more familiar grammar users will 
be more likely to be satisfied with the use of the grammar. This is because users with high 
grammar familiarity are more likely to believe that they can realize expected benefits from 
the grammar use more quickly, leading to increased satisfaction beliefs. We summarize these 
observations in the following two hypotheses: 
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H11.  Process modelers’ perceived process modeling grammar familiarity is positively 
associated with their perceived ease of use of a process modeling grammar. 
H12.  Process modelers’ perceived process modeling grammar familiarity is positively 
associated with their level of satisfaction with process modeling grammar use. 
Last, we consider the background of the process modeler (e.g., business analyst versus 
technical analyst) working with the grammar at hand. Our own experiences and observations 
of process modeling practice indicate that the analyst teams are typically composed of users 
with either an IT-oriented study and work experience background (viz., technical analysts, 
system designer, IT managers and the like), or with users from a business background (viz., 
business analysts, HR managers, department directors and the like). 
Theoretically, the educational background of a modeler is indicative of the user’s extent of 
previous domain knowledge (Shaft & Vessey, 1998; Khatri et al., 2006). It was found that 
different types of background knowledge influence the way problem-solving tasks such as 
computer program comprehension (Shaft & Vessey, 1998) or, indeed, modeling (Khatri et al., 
2006) are being conducted. Similar situations have been also noted in the process modeling 
literature (Dehnert & van der Aalst, 2004; Rosemann, 2006). These findings suggest that 
differences in modelers’ background knowledge could also manifest in different post-
adoptive usage behaviors when working with process modeling grammars. For instance, 
Green and Rosemann (2001) found in their study of process modeling practice that the 
individual background of the modelers they interviewed influenced the way process modeling 
was being applied, and the way the process modeling grammar under observation was being 
used. Similarly, Recker et al. (2006) found in their interviews of process modeling grammar 
adopters that the background of a user, i.e., whether the modeler had a business- or IT-
oriented background, determined their understanding and interest towards process modeling, 
as well as their actual usage of the process modeling grammar under observation. Most 
notably, in the interviews conducted, Recker et al. (2006) uncovered that differences in the 
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individual backgrounds manifested in different perceptions about the strengths of weaknesses 
of the process modeling grammar in use. 
Similar to the differences in background knowledge between the grammar users, the 
grammars to be used for process modeling also are either IT- or business-oriented (Phalp, 
1998; Rosemann et al., 2006; Recker, 2007; Soffer & Wand, 2007). This means, available 
grammars were either developed for more business-oriented application areas such as 
training, stakeholder communication, process improvement, or business analysis, or for more 
IT-oriented application areas such as process simulation, workflow implementation or IT 
systems design (Dehnert & van der Aalst, 2004). The BPMN grammar, for example, was 
explicitly intended to support IT-oriented application areas, such as, for instance, to facilitate 
zero-code workflow implementation (Ouyang et al., 2009) or web service design (Rabhi et 
al., 2007). 
We expect that perceptions about the usage of the grammar will be influenced by the extent 
to which the application orientation (business- versus IT-oriented) of a process modeling 
grammar matches the type of background knowledge (again, business- versus IT-oriented) of 
the grammar user. More specifically, in the case of the BPMN grammar we consider in our 
study, we expect that the more technical orientation of the grammar will resonate more 
positively with grammar users from an IT-oriented background. We expect thus that IT-
oriented modelers will have higher perceptions of the usefulness and ease of use of the 
grammar. Generally, we expect that if the application orientation of a process modeling 
grammar matches the abilities and skills of a grammar user, then perceptions of the utility of 
the grammar (i.e., its usefulness and ease of use) are likely to improve: 
H13.  Process modelers with IT-oriented background knowledge show a positive 
association with their perceived ease of use of the IT-oriented BPMN process 
modeling grammar. 
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H14.  Process modelers with IT-oriented background knowledge show a positive 
association with their perceived usefulness of the IT-oriented BPMN process 
modeling grammar. 
We also contend that the different user communities (business- versus IT-oriented users) may 
have different expectations towards the use of a grammar. For instance, users with a business 
background may have low initial usage expectations of an IT-oriented grammar. This may be 
because they expect a steep learning curve in applying an IT-oriented grammar, or because 
they expect that an IT-oriented grammar may not be useful for business-oriented application 
areas such as process documentation, knowledge management or organizational re-design. 
Such initial expectations will be positively or negatively (dis-) confirmed through actual 
usage experiences. Indeed, if the grammar proves to be oriented towards technical application 
areas, then low expectations will be positively confirmed by business-oriented users. 
Conversely, high expectations by IT-oriented users may be positively confirmed if an IT-
oriented grammar proves to be useful for IT-oriented modeling tasks such as process 
simulation or workflow specification. Accordingly, the following hypothesis is suggested: 
H15.  Process modelers with IT-oriented background knowledge show a positive 
association with their perceived confirmation of expectation about the use of the IT-
oriented BPMN process modeling grammar. 
In summary, the research model shown in Figure 1 suggests a comprehensive model of 
process modeling grammar continuance, and synthesizes prior research on IS continuance 
with research on individual difference factors pertinent to process modeling.  
Research Method 
To test our research model, we collected empirical data through a field survey of users of the 
process modeling grammar BPMN (BPMI.org & OMG, 2006). We selected the survey 
research method because it facilitates rigorous hypothesis testing through a sample size 
bigger than, for example, case studies (Gable, 1994). Also, survey research has the potential 
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to produce generalizable results that can be applied to populations other than the sample 
tested (King & He, 2005). This can be of benefit to the present study to draw conclusions 
about process modeling grammar users in general. Pinsonneault and Kraemer (1993) state 
that survey research is appropriate when clearly identified independent and dependent 
variables exist, and a specific model is present that theorizes the relationships between the 
variables. This situation is given in the present study. 
Data was collected globally from BPMN grammar users via a web-based instrument during 
2007 and 2008. Web-based surveys are advantageous over paper-based surveys in several 
ways. Specifically, there is empirical evidence to suggest that web-based surveys are cheaper 
than postal surveys and yield responses that are faster, more complete and more accurate 
(Schaefer & Dillman, 1998; Klassen & Jacobs, 2001). Also, web-based surveys offer the 
potential of overcoming geographical boundaries and collecting data globally. This was 
deemed of relevance to the present study, to incorporate the viewpoints of BPMN users from 
a wide variety of cultural, national, organizational and personal settings. This was deemed 
important due to the specific focus of this research on individual difference factors of 
grammar users. Last but not least, web-based surveys offer the additional advantages of real-
time response validation and automated data entry, which were deemed beneficial to the 
execution of this research. All these advantages have resulted in web-based surveys 
becoming widely used in IS research (e.g., Bhattacherjee, 2001; Castañeda et al., 2007), as 
well as being the research method of choice in the present study. 
We selected the BPMN grammar as a target grammar to study for several reasons. BPMN has 
been ratified as an official industry standard through the standards body Object Management 
Group, in cooperation with the industry consortium BPMI.org. Since its release in 2006, 
BPMN has quickly become a widely adopted standard for process modeling (zur Muehlen & 
Recker, 2008; Recker, 2010). BPMN is widely supported by both free and commercial 
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process modeling tools (e.g., Pega, Sparxsystems, Telelogic, Intalio, itp-commerce, Tibco, 
IBM Websphere, Sungard). BPMN education is integrated into the curriculum of many 
education providers (e.g., Widener University, Queensland University of Technology and 
Howe School of Technology Management), and part of the offerings of modeling coaches 
and consultants (e.g., Object Training, BPM-Training.com and BPMInstitute.org). Even other 
standardization bodies (e.g., the Workflow Management Coalition – WfMC) have revised 
their standard development efforts to incorporate BPMN (Workflow Management Coalition, 
2008). All these characteristics make BPMN a suitable target for the present study. 
It is important to note that BPMN was developed primarily for technical application areas, 
including tasks such as web services specification, workflow design, systems implementation 
and the like (BPMI.org & OMG, 2006; Ouyang et al., 2008; Ouyang et al., 2009). Recent 
reports (Recker, 2010), however, suggest that BPMN has also enjoyed significant uptake in 
business-oriented process modeling communities, and is also used for tasks such as staff 
training, process documentation or organizational re-engineering. 
Because of the objective of the study to evaluate the differences between business- and IT-
oriented users of the BPMN grammar that was primarily designed for technical application 
areas, the target population for this study were both business and technical analysts engaged 
in process modeling initiatives that had knowledge of, and usage experience with, the BPMN 
grammar specifically. Users were invited globally to participate in the online survey through 
advertisements made in online forums and blogs (e.g., WordPress, BPM-research.com, 
Column2), through modeling tool vendor announcements (e.g., itp-Commerce, IDS Scheer, 
Casewise, Tibco, Intalio) and through practitioner magazines and communities (e.g., 
BPTrends.com, ABPMP, BPM-Netzwerk). Participants were informed about type and nature 
of the study and were offered incentives for participations, including a summary of the results 
and the chance to win a free textbook. 
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In total, 529 usable responses were obtained. Table 1 summarizes key s organizational and 
personal demographics of the respondent population. The geographic distribution of these 
respondents mirrors the general distribution of process practitioners world-wide (Wolf & 
Harmon, 2006). Europe, North America and Oceania account for almost three quarters of all 
responses (see Table 1). Almost 60% of respondents worked for private sector companies. 
More than 40% of respondents worked in large organizations with more than 1000 
employees, while 22.7% and 26.8% of respondents work for middle- and small-sized 
organizations, respectively. The organizational distribution of BPMN modelers closely 
mirrors the survey of process practitioners reported in (Wolf & Harmon, 2006), who report a 
somewhat similar organizational distribution (28%, 33% and 41% respectively for small-, 
medium- and large-sized organizations). The size of the process modeling team, in which 
respondents work as process modelers, ranges from less than 10 members (64.4% of 
respondents) to more than 50 members (3.8% of respondents). This would suggest that, even 
in large corporations, the team of employees dedicated to BPMN modeling is small. 
Aspect Values # of responses 
Organizational demographics 
Public sector 186 Type 
Private sector 343 
Less than 100 158 
Between 100 and 1000 134 
Size 
More than 1000 237 
Less than 10 379 
Between 10 and 50 128 
Size of modeling team 
More than 50 22 
Personal demographics 
Africa 14 
Asia 36 
Continent of origin 
Europe 175 
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Aspect Values # of responses 
North America 133 
Oceania 131 
South America 40 
Formal/certified course 56 
Internal/in-house course 30 
University course 24 
On the job training 78 
Learnt by myself 212 
Read the specification 116 
Type of training 
Other 13 
Table 1: Participant demographic data 
In terms of process modeling experience, Table 2 shows that respondents appear to fall into 
four equally large clusters, those with very little experience, with some experience, with 
substantial experience and with great experience. The distribution of these categories roughly 
matches the distribution of conceptual modelers in terms of modeling experience, as reported 
in (Davies et al., 2006). The reported average amount of experience in process modeling was 
6.4 years. Experience in modeling with BPMN specifically ranged from 15 days to 5 years 
(with an average of 9 months and a median of 4 months). Interestingly, roughly half of the 
responses were obtained from modelers with less than six months experience in the grammar. 
The limited amount of BPMN experience is most likely due to its only recent release as an 
OMG standard. While BPMN has been available in version 0.9 since 2002, ratification as an 
standard was only finalized in late 2006 (BPMI.org & OMG, 2006). Hence, it was to be 
expected that the distribution of respondents in terms of BPMN experience would somewhat 
deviate from their distribution in terms of overall experience. 
Type of experience Frequency Min Max Median Mean S.D. 
Years of experience in 
process modeling overall 
529 0.2 30 5 6.399 5.803 
Less than 2 years 
experience 
159      
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Type of experience Frequency Min Max Median Mean S.D. 
Between 2 and 5 years 
experience 
164      
Between 5 and 10 years 
experience 
116      
More than 10 years 
experience 
90      
Months of experience in 
process modeling with 
BPMN 
529 0.5 60 4 8.987 11.095 
Less than 6 months 
experience 
294      
Between 6 and 12 
months experience 
133      
Between 12 and 24 
months experience 
62      
More than 24 months 
experience 
40      
Number of BPMN 
models created 
529 1 1800 15 52.308 150.852
Less than 10 models 
created 
170      
Between 10 and 25 
models created 
167      
Between 25 and 50 
models created 
99      
More than 50 models 
created 
93      
Table 2: Participant experience in process modeling and with BPMN 
Before administering the field study we ran a pre-test and a pilot test. In the pre-test four 
academics with knowledge of the study were asked to complete a paper-based version of the 
survey instrument in face-to-face meetings. During survey completion, notes were taken 
based on comments received. After instrument revision, the measurement instrument was 
pilot-tested with a sample of 41 post-graduate students with knowledge of the BPMN 
grammar. After exploratory factor analysis, changes were made to the design of the survey 
instrument and to those scales that indicated problems in meeting required psychometric 
properties. Attention was specifically paid to the scales that were newly constructed for this 
study (i.e., modeling experience and background knowledge). 
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Operationalization and Validation 
Construct Measurement 
Seven of the eight constructs specified in our research model were measured using three-item 
perceptual Likert-type scales, drawn from pre-validated measures where possible. Modeling 
experience was measured by using respondents’ self-reported estimates. All scale items were 
phrased to relate specifically to the case of BPMN process modeling grammar use. The 
appendix lists all scale items used. 
The scale for familiarity was adopted from Gemino and Wand’s (2005) familiarity with an 
analysis method scale. The scale assesses familiarity with the (BPMN) process modeling 
grammar in a sense of generally felt familiarity (FAM1), self-perceived competence (FAM2) 
and self-perceived confidence (FAM3). All items are worded in the form of a statement to 
which a respondent can be asked to indicate his/her extent of agreement on a 7-point Likert 
scale with the end points ‘strongly disagree’ and ‘strongly agree’. 
Experience is a well-established variable in conceptual modeling studies. Four measures are 
typically used: self assessment by the respondents, classification of respondents by the 
researcher, number of models developed, and years of experience. Of these, only the latter 
two are of relative objectiveness, and avoid – to some extent – individual response bias. In 
addition to these two measurements, Gemino and Wand (2004) comment that in reality, there 
is a wide degree of variation in the level of modeling experience exhibited by practitioners. 
For example, a business analyst may be experienced with one modeling grammar but possess 
little or no knowledge of others. They thus recommend including a measure of the modeler’s 
expertise with a particular grammar under observation, in addition to general measures of 
overall modeling experience. Accordingly, in line with similar studies in other conceptual 
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modeling domains (Gemino & Wand, 2005; Davies et al., 2006), three measures were used in 
the present study to operationalise modeling experience: 
• Self-reported approximate number of years experience in process modeling overall 
(EXP1), 
• Self-reported approximate number of months experience with a particular process 
modeling grammar (EXP2), and 
• Self-reported approximate number of process models created with a particular process 
modeling grammar (EXP3). 
Regarding background knowledge, prior studies as well as our own experiences and 
observations suggest that process modelers can be separated in two broad categories, viz., 
process modelers coming from an IT-oriented background (aka technical analysts) and 
process modelers coming from a business-oriented background (aka business analysts). 
Accordingly, a three-item scale was developed to differentiate respondents into these two 
categories, based on the self-perception of their role in a process modeling initiative (BGD1), 
the orientation of their expertise in process modeling (BGD2), and their educational 
background in process modeling (BGD3). All items were worded in the form of a statement 
to which a respondent can be asked to indicate his/her extent of agreement on a 7-point Likert 
scale with the end points ‘Business-oriented’ (coded as a ‘1’) and ‘IT-oriented’ (coded as a 
‘7’) and, with a middle anchor point ‘both’. 
Perceived Usefulness was measured using three items adopted from Davis’ (1989) original 
scale. One item (PU1) taps into an overall judgment of usefulness while the remaining two 
items assess usefulness (in a sense of effectiveness) in explicit relation to the domain 
substrata process modeling purpose (PU2) and objective (PU3). 
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Perceived ease of use was measured using three items adopted from Davis’ (1989) original 
scale. PEOU embraces two domain substrata ‘effort of use’ and ‘effort of learning’. Effort of 
use relates to the physical and mental efforts required to build process models by means of 
the process modeling grammar in use whilst ease of learning taps into the efforts required for 
remembering how to perform tasks, how to use an artifact and how to use a manual if 
existent. Accordingly, the three selected items include one item to measure the effort of 
applying a process modeling grammar for process modeling in relation to the intended use 
(PEOU1), one item to measure the effort of learning how to apply a process modeling 
grammar (PEOU2), and one item to measure the effort of performing process modeling tasks 
with the grammar, i.e., the effort of building process models (PEOU3). 
Confirmation was measured using three items adopted from Bhattacherjee and Premkumar’s 
(2004) scale. Confirmation refers to the extent to which respondents’ pre-usage expectations 
of usage are contravened during actual usage experiences. Expected benefits from process 
modeling grammar use are captured in the three items of the perceived usefulness scale 
(usefulness overall, in relation to purpose, in relation to objectives), and confirmation is 
assessed using three perceptual items that compare respondents’ realized levels of each 
usefulness item (as a surrogate for expected benefits) against their pre-usage expected levels. 
Satisfaction was measured using three items adopted from the overall satisfaction scale 
suggested by Spreng et al. (1996). Their scale was originally designed to assess users’ 
satisfaction with camcorder use but has since been validated in the IS context (e.g., 
Bhattacherjee, 2001; Bhattacherjee & Premkumar, 2004; Premkumar & Bhattacherjee, 2008). 
The adopted scale captures respondents’ satisfaction levels (both in intensity and direction) 
along three semantic dimensions of satisfaction, these being contention (Sat1), satisfaction 
(Sat2) and delightedness (Sat3). 
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Intention to continue to use was measured using three items adopted from Bhattacherjee’s 
(2001) scale. Three domain substrata are included in the scale. One item (ItU1) captures 
respondents’ intention to continue process modeling grammar use, one item (ItU2) measures 
future usage intentions by using future tense, and one item (ItU3) measures continuance 
intention in relation to potentially available alternative process modeling grammars. 
Scale Validation 
Scale reliability and validity for the eight considered constructs was assessed via 
confirmatory factor analysis (CFA) techniques implemented in LISREL Version 8.80. CFA is 
recommended over exploratory factor analysis in cases with strong a priori theory, a focus on 
theory testing, and pre-validated scales, as were mostly the case in the present study (Bagozzi 
& Phillips, 1982). All scale items were modeled as reflective indicators of their hypothesized 
latent constructs. All constructs were allowed to co-vary in the CFA model. Table 3 gives the 
confirmatory factor analysis results, Table 4 displays scale properties, and Table 5 gives the 
corresponding factor correlation matrices. 
Scale item Item mean Item S.D. Item loading Sig. 
EXP1 6.39 5.810 .715 .000 
EXP2 9.01 11.108 .637 .000 
EXP3 52.45 151.121 .626 .000 
BGD1 3.61 1.673 .825 .000 
BGD2 3.91 1.646 .899 .000 
BGD3 3.80 1.693 .873 .000 
FAM1 5.46 1.226 .927 .000 
FAM2 5.21 1.329 .942 .000 
FAM3 5.42 1.326 .946 .000 
PU1 6.04 1.015 .822 .000 
PU2 5.94 1.031 .813 .000 
PU3 5.50 1.580 .776 .000 
SAT1 5.22 1.244 .807 .000 
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SAT2 5.12 1.268 .811 .000 
SAT3 4.79 1.453 .787 .000 
CON1 4.98 1.174 .848 .000 
CON2 5.00 1.248 .864 .000 
CON3 4.93 1.273 .851 .000 
PEOU1 5.17 1.292 .787 .000 
PEOU2 5.10 1.330 .872 .000 
PEOU3 5.10 1.314 .875 .000 
ItU1 6.04 .928 .800 .000 
ItU2 6.06 .877 .824 .000 
ItU3 5.62 1.292 .738 .000 
Table 3: Confirmatory factor analysis results 
 
Construct Mean S.D. Cronbach’s α ρc AVE 
EXP 67.69 154.230 N/A .672 .823 
BGD 11.33 4.435 .863 .807 .890 
FAM 16.08 3.673 .943 .900 .946 
PU 17.48 3.294 .865 .824 .910 
SAT 15.14 3.719 .929 .871 .939 
CON 14.91 3.535 .953 .911 .957 
PEOU 15.37 3.600 .902 .842 .918 
ItU 17.72 2.830 .882 .838 .921 
Table 4: Scale properties 
Based on the data obtained and displayed in Table 3, Table 4 and Table 5, four tests can be 
performed. Regarding uni-dimensionality, Cronbach’s α should be greater than or equal to .7 
to consider items to be uni-dimensional and to be combinable in an index (Nunnally & 
Bernstein, 1994). Table 4 shows that all constructs have α of at least .8, thereby meeting the 
test of uni-dimensionality. Note that Cronbach’s α was not computed for the Experience 
(EXP) construct due to the continuous nature of the scale. However, a separate Principal 
Component Analysis showed that all EXP scale items loaded higher own the EXP construct, 
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as theorized, than on any other construct, thereby also meeting the requirement of uni-
dimensionality (Tabachnick & Fidell, 2001). 
Reliability refers to the internal consistency of a measurement instrument. Again, the most 
widely used test for internal consistency is Cronbach’s α, which – as a measure of reliability 
– should be higher than .8 (Nunnally & Bernstein, 1994). A second test uses the composite 
reliability measure ρc, which represents the proportion of measure variance attributable to the 
underlying trait. Scales with ρc greater than .5 are considered to be reliable (Jöreskog et al., 
2001). Table 4 shows that all constructs obtained α of at least .8 and also well exceed the 
required ρc cut-off value of .5. Again note the case of the EXP. While α was not computed, it 
met the test of composite reliability (ρc = .672). These results suggest adequate reliability. 
Convergent validity tests if measures that should be related are in fact related. Convergent 
validity can be tested using three criteria suggested by Fornell and Larcker (1981): (1) all 
indicator factor loadings (λ) should be significant and exceed .6, (2) construct composite 
reliabilities ρc should exceed .8 and (3) average variance extracted (AVE) by each construct 
should exceed the variance due to measurement error for that construct (i.e., AVE should 
exceed .500). Table 3 shows that all factor loadings λ are significant at p = .000 and exceed 
the recommended threshold of .6. In terms of composite reliabilities, Table 4 shows that ρc 
exceeded .8 for all constructs but EXP. As reported in Table 4, AVE for each construct is 
higher than .8 suggesting that for all constructs AVE well exceeded the variance due to 
measurement error. Overall, it is concluded that the conditions for convergent validity were 
met – only EXP remained a problematic case. However, given that EXP well exceeded the 
recommended ρc value of .5 for composite reliability, and given that EXP well passed the 
remaining two tests for convergent validity, it was decided to retain the construct – also due 
to its expected importance to the suggested theoretical model. 
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Discriminant validity tests if measures that should not be related are in fact unrelated. Fornell 
and Larcker (1981) recommend a test of discriminant validity, where the AVE for each 
construct should exceed the squared correlation between that and any other construct 
considered in the factor correlation matrix. 
In the present study, the factor correlation matrix reported in Table 5 indicates that the largest 
squared correlation between any pair of constructs within the measurement model is .657 
(between SAT and EXP). The smallest obtained AVE value is .823 (EXP). These results 
suggest that the test of discriminant validity is met. 
 EXP BGD FAM PU SAT CON PEOU ItU 
EXP 1.000        
BGD .365 1.000       
FAM .255 .212 1.000      
PU .544 .326 .375 1.000     
SAT .657 .489 .350 .634 1.000    
CON -.093 -.085 .047 -.099 -.065 1.000   
PEOU .457 .137 -.013 .413 .507 -.032 1.000  
ItU .444 .101 .263 .351 .373 -.169 .288 1.000 
Table 5: Inter-construct correlations 
Data Analysis and Results 
Our data analysis concerned the examination of the introduced research model, in terms of 
the significances and effect sizes (β) for each hypothesized path and variance explained (R2) 
for each dependent variable. Data analysis was carried out using structural equation modeling 
(SEM) implemented in LISREL Version 8.80 (Jöreskog & Sörbom, 2001). SEM is 
particularly appropriate for testing theoretically justified models (Gefen et al., 2000), as was 
the case in this study. Each indicator was modeled in a reflective manner (as in the 
measurement model), and the theoretical constructs were linked as hypothesized (see Figure 
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1). Results of our examinations of the suggested hypotheses are presented in Figure 2. 
Goodness of fit statistics for the model are reported in Table 6, and suggest adequate fit of the 
model to the data, as well as a comparison to the determinants model alone. 
Key Antecedent User Characteristics Determinants of Process Modeling Grammar Continuance
Perceived 
Usefulness
R2 = 0.388
Intention to 
Continue to Use
R2 = 0.557
Satisfaction
R2 = 0.603
Perceived Ease of 
Use
R2 = 0.273
Confirmation
R2 = 0.122
Grammar 
Familiarity
Modeling 
Experience
Modeler 
Background
0.486***
0.256***
0.174***
0.225***
0.501***
0.181***
0.237***
0.424***
0.199***
0.519*** -0.100*
0.126**
-0.152**
0.162**
-0.059ns
Path Significance: *** p < 0.001, ** p < 0.01, * p < 0.05, ns p > 0.05  
Figure 2: Summary of Model Results 
 
Fit index Suggested value Determinants model alone Extended model 
GFI > 0.900 0.941 0.924 
AGFI > 0.900 0.913 0.907 
NFI > 0.900 0.985 0.967 
NNFI > 0.900 0.986 0.974 
CFI > 0.900 0.989 0.978 
SRMR < 0.050 0.0451 0.0482 
RMSEA < 0.080 0.0625 0.0597 
χ2 (df, p) - 253.003 (81, 0.000) 703.212 (233, 0.000) 
χ2 / df approx. 3 3.123 3.018 
R2 for ItU - 0.413 0.557 
Table 6: Goodness of fit statistics 
The research model explained 55.7% of the variance in intention to continue using the 
process modeling grammar, 60.3% of the variance in satisfaction with process modeling 
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grammar use, 38.8% of the variance in perceived usefulness, 27.3% of the variance in 
perceived ease of use and 12.2% of the variance in confirmation of expectations. 
Examining the fifteen hypothesized paths in the model, we find that all but one (the link 
between modeling experience and perceived ease of use) hypothesized paths were 
statistically significant, with one path (between modeler background and perceived ease of 
use) being significant at p < 0.05, three paths (between modeler background and confirmation 
and perceived usefulness, respectively, and between modeling experience and perceived 
usefulness) being significant at p < 0.01, and all other paths being significant at p < 0.001. 
The directionality (positive or negative) of all but two paths were also as hypothesized, with 
the links between modeler background and perceived ease of use, and confirmation, showing 
a negative directionality – contrary to our expectations. 
Intention to continue to use the BPMN process modeling grammar was predicted positively 
by PU (β = .486), PEOU (β = .256), and Satisfaction (β = .174), lending support to 
hypotheses H1 to H3. These findings confirm support earlier research (SeJoon et al., 2006; 
Thong et al., 2006; Premkumar & Bhattacherjee, 2008) that speculated the relative 
importance of satisfaction beliefs as well as utility beliefs (i.e., PU and PEOU) to the 
formation of continuance behaviors. 
Satisfaction was predicted by Confirmation (β = .424), PU (β = .237), Familiarity (β = .199), 
and PEOU (β = .181), as hypothesized in H5 to H7 and H13. Perceived Usefulness was 
predicted by Confirmation (β = .501), PEOU (β = .225), Modeling Experience (β = .162), and 
Modeler Background (β = .126), providing support for hypotheses H4, H8, H9 and H14. 
Perceived Ease of Use was positively predicted by Familiarity (β = .519), as speculated in 
hypothesis H11, but not by Modeling Experience (β = .059, p > 0.05), thereby refuting 
hypothesis H10. Modeler Background had a negative direct effect on PEOU (β = -.100), 
contrary to the directionality suggest in hypothesis H13. Similarly, Modeler Background had 
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a negative direct effect on CON (β = -.100), contrary to the directionality suggest in 
hypothesis H15. 
Finally, we were interested in comparing the suggested extended continuance model with the 
basic continuance determinants model as suggested, for instance, in (SeJoon et al., 2006; 
Thong et al., 2006), and as shown in the right-hand side of Figure 2. The data obtained 
indicates that the extended model outperforms the original determinants model based on 
TAM and ECT in terms of its explanatory power (i.e., the R2 value for intention to continue 
to use was higher at .557 compared to .413). To examine whether this increase is statistically 
significant, we conducted a nested F-test comparing the R2 value of the extended model with 
that of the determinants model alone. The F-test is the typical approach to compare nested 
models (Premkumar & Bhattacherjee, 2008). It evaluates the trade-off between a better fit 
and more complicated model (i.e., the increase in R2 against the increase in degrees of 
freedom). It is computed as F (R2outer − R2inner) / [(1 − R2inner) / dfdifference]. We found the R2 
improvement of the extended model to be statistically significant from the determinants 
model alone (F (233, 152) = 42.4668, p < 0.0001). These findings attest to an improved 
explanatory ability of the extended model over and above the original determinants model. 
Discussion 
The objective of this study was to examine the utility of an extended model of continued 
process modeling grammar usage behavior. Data collected from an online survey of 529 
current BPMN process modeling grammar users were used to test the model. The theoretical 
model demonstrated adequate fit with the data. Most causal relationships in the model were 
found to be significant as hypothesized. We identify a number of interesting results. 
First, our findings are consonant with prior literature on technology acceptance and 
expectation-confirmation in that the prevalent determinant model of continuance behavior 
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also holds in the domain of process modeling grammar continued usage behavior. The results 
of the study confirm earlier findings (e.g., Roca et al., 2006; SeJoon et al., 2006; Thong et al., 
2006; Liao et al., 2007; Premkumar & Bhattacherjee, 2008) that suggested a hybrid model 
comprising constructs from both TAM and ECT to be best for explaining and predicting post-
adoptive usage intentions. The results indicate that the model suggested in Figure 1provides a 
detailed understanding of the post-adoptive behavior that unfolds during process modeling 
grammar usage experience. The model combines the strengths of both of its reference 
theories and hence provides support for the claim that a hybrid TAM-ECT model is more 
useful for researchers interested in a deeper understanding of the process of continued usage 
experience. Specifically, the results confirm the relative importance of utility beliefs 
(usefulness and ease of use) to the formation of continued usage intentions, with satisfaction 
also being a strong predictor. The results further indicate a relative importance of the 
confirmation of initial expectations, which has strong implications to building satisfaction 
with use, as well as usefulness perceptions, in the process modeling context. 
Second, the inclusion of individual difference factors significantly improved the explanatory 
power of the basic determinants model of process modeling grammar continuance. The 
extended model suggested in this study overall received good support from the data, with six 
of seven hypotheses being supported, with two hypotheses having a different directionality 
than expected. More specifically, we showed that familiarity with a process modeling 
grammar has significant influence on perceived ease of use and satisfaction with the use, 
suggesting the importance of grammar knowledge to the experience of complexity in 
grammar application, and the formation of satisfactory usage experiences. We also showed 
that modeler experience has significant effects on the beliefs about the usefulness of a 
grammar, suggesting the relative importance of experience to the formation of positive 
instrumentality and utility beliefs about a grammar. Interestingly, modeling experience 
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showed no significant effect on ease of use, suggesting that beliefs about the complexity of 
learning or usage associated with a grammar are not informed by the individual user, but 
instead can be speculated to be a function of the nature, feature or characteristics of the 
grammar itself. 
Overall, these findings attest to the importance of adequate training in process modeling. 
Training serves to reduce uncertainty about a grammar by providing information about the 
features, nature and characteristics of the grammar. Greater learning thereby can amplify 
perceptions about the usage of a grammar in a positive direction. Also, greater learning can 
establish self-efficacy beliefs in the users, which also helps rectifying potential problems in 
the use of the grammar (as shown by the moderating effect of grammar familiarity). Our 
study suggests that it could be is possible for organizations and individuals alike to increase 
user abilities in process modeling with the view to establishing positive usage beliefs. 
We also showed significant effects of the type of modeler background (business- versus IT-
oriented) on beliefs of ease of use, usefulness, and confirmation of expectations. High values 
in modeler background (i.e., more IT-oriented users) tended to have lower perceptions about 
the ease of use of the BPMN grammar, and also showed a negative effect on the confirmation 
of their expectations. These findings suggest that, contrary to our expectations, and contrary 
to the voiced intention of the BPMN grammar to be designed for technical process modeling 
application areas (BPMI.org & OMG, 2006), it was especially business-oriented users that 
had positive ease of use beliefs and that were able to positively (dis-) confirm their pre-usage 
expectations. Conversely, our data suggests that modelers with an IT-oriented background 
had increased usefulness perceptions, i.e., they found the BPMN grammar to be particularly 
useful for their (IT-oriented) process modeling tasks. Overall, these empirical findings 
provide some evidence for earlier speculations (Green & Rosemann, 2001; Dehnert & van 
der Aalst, 2004; Alter & Browne, 2005) that suggested that different types of process 
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modelers approach process modeling tasks differently, use grammars differently, and 
consequently have different beliefs about usage, performance and instrumentality. 
Future Research 
We have in this paper provided some evidence that theoretical models typically associated 
with the IS usage and acceptance domains can also be applied to reason about process 
modeling practice. Still, the findings from this study should be interpreted in light of its 
limitations. In our study we adopted constructs from prior literature (e.g., Davis, 1989; 
SeJoon et al., 2006; Premkumar & Bhattacherjee, 2008) and our own experience in the 
process modeling context. We contend that other antecedent factors of process modeling 
grammar continuance may exist that were not included in this study. For instance, individual 
difference factors such as self-efficacy (Ryan et al., 2000), habit (Limayem et al., 2007) or 
motivation (Venkatesh, 2000) have been shown to influence post-adoptive usage and may be 
expected to inform process modeling practice also. We also see a need to extend the research 
model further to also include factors pertaining to the nature of the grammar at hand, or the 
task-based setting in which a grammar is used. For instance, grammar characteristics such as 
correctness (Batra et al., 1990), structural complexity (Rossi & Brinkkemper, 1996), or 
ontological expressiveness (Recker et al., 2009) could inform differences in usage behaviors. 
Similarly, task characteristics such as organizational interventions (Orlikowski et al., 1995) or 
non-routineness (Goodhue, 1995) may warrant further attention. 
Given the lack of pre-validated scales for modeling experience and modeler background, we 
created our own scales based on careful inspection of conceptual modeling and process 
modeling literature. Our operationalization was conducted specifically for the process 
modeling domain, which may limit the generalizability of the scales to other domains. 
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We also identify the choice of the target grammar (BPMN) as a potential source of limitation. 
Findings from the study relate to the chosen sample of BPMN grammar users and may not 
generalize to other process modeling grammar user groups as these user groups may perform 
different tasks, have different backgrounds, or different usage beliefs about the grammars 
they use. 
Our measurement strategy may further be susceptible to common method bias (Podsakoff et 
al., 2003). In particular, the data collection instrument makes large use of self-report 
measures, most notably in the context of measuring process modeling experience. However, 
it was attempted to overcome method bias by collating three different measures of modeling 
experience (years of modeling experience, months of grammar experience, and number of 
models created) and explicitly separating experience from self-perceived experience 
(familiarity). Still, to further address this potential issue, alternative measures such as archival 
measures, primary or secondary observation or process trace techniques could be employed 
in follow-up studies. 
Last, we note that future studies could examine the utility, or integration, of other prevalent 
IS adoption, acceptance or usage theories in this domain. Theories of interest could include, 
for instance, task-technology-fit theory (Goodhue & Thompson, 1995) or cognitive fit theory 
(Vessey & Galletta, 1991). Prior research in the modeling domain (e.g., Agarwal et al., 
1996a; Recker, 2007) has indicated the relevance notion of match-making, or fit (e.g., 
between user abilities and application orientation of the grammar, or between modeling 
artifact and application purpose) in the process modeling context, which could be further 
examined on basis of the work presented in this paper. 
35 
Practical Implications 
There are significant implications for the practitioner community of process modelers and 
their ecosystems including, amongst others, business analysts, workflow engineers, tool 
vendors as well as providers of training and developers of modeling grammars. The study 
findings provide an important contextualization of a fundamental decision – whether or not a 
process modeling grammar should be continued in its use. The study informs organizations 
how to set up a modeling environment in which analysts can work effectively and efficiently 
with a grammar. For example, organizations should be aware of usage expectations. The 
extent to which expectations can be confirmed – or not – has a significant impact on an 
individual’s willingness to continue working with this grammar. In general, the process 
modeling environment should be shaped in a way that it is easy for the analysts to learn and 
employ a process modeling grammar, so as to warrant satisfaction with its use. Furthermore, 
organizations should monitor how their analysts feel about the usefulness and effort of a 
modeling grammar in order to be able to make amendments or adjustments that increase the 
effectiveness or efficiency. This ongoing monitoring will ultimately lead to satisfied end 
users, who will hence work more willingly with a process modeling grammar. Furthermore, 
the impact of training and grammar familiarity will be key to the development of perceptions 
about the usability and ease of a process modeling grammar. This situation should entice 
organizations to critically assess the modeling capabilities brought to bear by their analysts, 
and also the level of training they are able to – or seek to – provide. A second factor of 
relevance may well be the background of the individual modeler. Organizations should 
carefully monitor the domain and educational background brought to work in order to 
understand how these modelers feel about their use of a process modeling grammar. 
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Conclusions 
In this study, we contribute to post-adoptive usage research by providing empirical evidence 
of the utility of an extended continued usage model in the domain of process modeling. This 
study pushes the frontier of IS post-adoptive usage research further out to the process 
modeling domain, and provides this domain with the first reported empirical study of usage 
behaviors associated with modeling grammars. We examined the role of individual difference 
factors in the process of forming continued usage intentions. This study is the first reported 
attempt to extend theoretical models of post-adoptive usage behavior based on expectation-
confirmation theory with an analysis of individual difference factors. Our findings lead to an 
enhanced understanding of post-adoptive usage behaviors. In summation, our study has 
uncovered a rich and comprehensive first explanation of process modeling grammar usage 
behavior in the post-adoption stages, which can stimulate and guide further empirical 
research in this emerging relevant domain of IS practice. 
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Appendix: Measurement items for constructs 
Theory 
Construct 
No Item Definition 
EXP1 Over your working life, roughly, how many years experience 
do you have in process modeling overall? 
EXP2 For how long have you been using BPMN for process 
modeling? 
Modeling 
experience 
EXP3 Over your working life, roughly, how many process models do 
you think you have created with BPMN? 
BGD1 In process modeling initiatives my role is mostly… 
BGD2 In process modeling initiatives I consider myself having 
expertise that is mostly… Modeler 
background 
BGD3 I consider myself having a process modeling background that 
is mostly… 
FAM1 I feel very familiar with BPMN. 
FAM2 I feel very competent in using BPMN for process modeling. 
Perceived 
grammar 
familiarity FAM3 I feel very confident in using BPMN for process modeling. 
PU1 Overall, I find BPMN useful for modeling processes.  
PU2 I find BPMN useful for achieving the purpose of my process 
modeling. Perceived 
usefulness 
PU3 I find BPMN helps me in meeting my process modeling 
objectives. 
SAT1 I feel extremely contented about my overall experience of 
using BPMN for process modeling. 
SAT2 I feel extremely satisfied about my overall experience of using 
BPMN for process modeling. 
Perceived 
satisfaction 
SAT3 I feel extremely delighted about my overall experience of 
using BPMN for process modeling. 
CON1 Compared to my initial expectations, the ability of BPMN to 
help me model processes was much better than expected. 
CON2 Compared to my initial expectations, the ability of BPMN to 
help me achieve the purpose of my process modeling was 
much better than expected. 
Confirmation 
of 
expectations 
CON3 Compared to my initial expectations, the ability of BPMN to 
help me meet my process modeling objectives was much 
better than expected. 
Perceived 
ease of use 
PEOU1 I find it easy to model processes in the way I intended using 
BPMN. 
43 
Theory 
Construct 
No Item Definition 
PEOU2 I find learning BPMN for process modeling is easy. 
PEOU3 I find creating process models using BPMN is easy. 
ItU1 If I retain access to BPMN, my intention would be to continue 
to use it for process modeling. 
ItU2 In the future, I expect I will continue to use BPMN for process 
modeling. 
Intention to 
continue to 
use 
ItU3 I prefer to continue to use BPMN for process modeling over 
other process modeling grammars. 
 
