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Abstract  Aims and Objectives: To evaluate the efficiency and reliability of the Alexander-Govern (AG) test and the 
Winsorized Modified One Step M-estimator in the Alexander-Govern (AGWMOM) test, using real life data. Methods: Test 
of homogeneity of variance was done from real life data, comprising of young, middle and old groups, using the Levene’s test 
to see if the three groups are different from each other or not as the reaction time changes. Descriptive statistics, Test of 
normality and Test Statistic were performed for the three independent groups, to evaluate the reliability and efficiency of the 
tests. Results: The p-value from the test of homogeneity of the variance is greater than 0.05, i.e 0.174 > 0.05 and it shows that 
we accept HO and conclude that there is no difference between the groups as the reaction time changes. The descriptive 
statistics show that the AGWMOM test has a smaller standard error compared to the AG test. The result of the test statistic 
reveals that the AGWMOM test produced a p-value of 0.0000002869 that is considered to be significant compared to the AG 
test that produced a p-value of 0.0698 that is regarded as not significant, since its p-value is > 0.05. Conclusions: The 
AGWMOM test is more efficient and reliable in minimizing error as much as possible from the real life data, because the test 
produced a smaller standard error from the real life data in comparison to the AG test and is regarded as significant. 
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1. Introduction 
The independent group tests such as the ANOVA have 
been employed in different fields of life, such as in 
economics, sociology, medicine and agriculture as stated by 
[23]. Some assumptions have to be fulfilled before the 
method can perform effectively, such as: (1) homogeneity 
of the variances, (2) normality of the data and (3) 
independent observations. The ANOVA is classical method 
of analysis that is used for comparing the differences 
between three or more means. It is used for testing the 
equality of the measure of the central tendency and is robust 
to small deviations from normality, mainly when the sample 
size is large enough to guarantee normality, as explained by 
[28, 29]. 
It is observed that the two major problems confronting 
the ANOVA is the appearance of non-normality and 
variance heterogeneity in a data distribution [32]. As a 
result, the Type I error rates are increased and the power of 
the test is reduced. 
The ANOVA is very sensitive to the assumption of 
homogeneity of variance, such that when there is a violation, 
the result of the analysis could be questionable, since the  
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p-value becomes too conservative. Therefore, it is very 
important to test for the homogeneity of the variance in 
order to verify the equality of the variance assumptions by 
using the correct test, so as to increase the validity of the 
results [4, 30]. The problem of heterogeneity of variance 
has been discussed by few scholars and some alternatives 
have been introduced. [26] Introduced the Welch test that is 
used for testing the hypothesis of equality of means 
between two or more populations. It was discussed in 
different literatures as an alternative to the ANOVA [3, 11, 
15, 30]. 
The Welch test gives a good control of Type I error rates 
for unequal variances. It is a common alternative to 
parametric methods which deal with unequal variances. 
However, for a small sample size, the Welch test fails to 
give a good control of Type I error rates, as the number of 
groups increases [27]. [8] Introduced a better alternative to 
the ANOVA, namely the James test. The James test is used 
for weighing sample means as discussed in different 
literature by different scholars [15, 21, 27]. For a small 
sample size and when the data distribution is non-normal, 
the James test fails to give a good control of Type I error 
rates. The Welch test and the James test are used for 
analysing data which are not normally distributed and have 
unequal variances [5, 12, 13, 29]. 
Alexander-Govern [2] introduced the Alexander-Govern 
test as a better alternative to the Welch test, the James test 
and the ANOVA, due to its simplicity in calculation. [24, 16, 
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19] agreed that the Alexander-Govern test performs well 
under variance heterogeneity for a normal data, but this test 
fails to give a good control of Type I error rates for a 
non-normal data. The reason is because the test uses mean 
as a measure of its central tendency.  
The common mean is a very good estimator for a normal 
distribution, but it is extremely sensitive to the presence of 
outliers. The common mean cannot handle any slight 
deviation from normality. In finding a solution to the 
problem of non-normality, [16] proposed the trimmed mean 
to handle the problem of non-normality in Alexander- 
Govern test. Also, [14] and [17] observed that the use of 
Winsorized variance and trimmed mean is capable of 
removing the appearance of outliers in a skewed data 
distribution. This shows that with the use of trimmed means, 
the non-normality problem can be addressed. Trimmed 
mean is an estimator which is used in replacing the common 
mean as a measure of central tendency for a non-normal 
data.  
This estimator has been used by different scholars in the 
past, because of its reliability and efficiency in controlling 
Type I error rates under non-normality [10, 18, 17]. The 
application of the trimmed mean in a data distribution has 
some weaknesses which are: (1) the percentage of 
trimming-in determining the elimination process must be 
set in advance. (2) It leads to loss of information, as the data 
is trimmed symmetrically from both tails of the data 
distribution. (3). It fails to handle large count of extreme 
values [31]. 
According to [1] an alternative to the use of trimmed 
mean in Alexander-Govern test is a highly robust estimator, 
known as the Modified one-step M-estimator (MOM). It 
was observed that when the distribution of the data is 
skewed, the MOM estimator gave a good control of Type I 
error rates. The MOM estimator empirically trims extreme 
data set depending on the nature of the distribution, be it 
skewed or normal. When it was applied in Alexander- 
Govern test, it gave a remarkable control of Type I error 
rates under normal or highly skewed data distribution, but 
this estimator fails to give a good control of Type I error 
rates, in an extreme condition of skewness and kurtosis 
[22].  
According to [20] Winsorization is the process of making 
a replacement of an outlier value with the closest 
(non-outlier) value. Winsorization helps prevent loss of 
information in a data distribution. The sample size of the 
data sets is preserved unlike the trimmed mean procedure, 
where the data is trimmed symmetrically from both tails of 
the data distribution, resulting in sample size decrease.   
In this research, the Winsorized Modified One Step 
M-estimator was applied Alexander-Govern test to 
overcome the weakness of the MOM estimator in the AG 
test, in an extreme condition of skewness and kurtosis and 
to make the test robust to non-normality. 
The AG test and the AGWMOM test were validated using 
real life data from [9]. Test of Homogeneity of variances 
was done for the three independent groups from the real life 
data, comprising of young, middle and old group and the 
result show that the three independent groups are not 
different from each other as the reaction time changes. Test 
of normality was also performed on the three independent 
groups, to see which groups are normally distributed. Test 
statistic were calculated for the two tests, namely the AG 
test and the AGWMOM test and it showed that the 
AGWMOM test is more reliable and efficient in minimizing 
error as much as possible from the real life data, because it 
produced a p–value of 0.0000002869 compared to the AG 
test that produced a p-value of 0.0698.  
2. The Alexander-Govern Test and Its 
Test Statistic 
The [2] introduced the Alexander-Govern test. This test 
uses mean as a measure of its central tendency and it gives a 
good control of Type I error rates and high power, under 
variance heterogeneity for a normal data. This test is not 
robust for non-normal data. This test is used for comparing 
two or more means and its test statistic is obtained using the 
following techniques. 
Firstly, to obtain the test statistic for the 
Alexander-Govern test, we order the data sets, comprising 
of J groups indexed by j (j = 1,…,J). Then, for each of the 
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Where ijX  represent the observed ordered random 
observations in samples of size .jn  The mean is used as a 
measure of the central tendency in the [2] method. After the 
mean is obtained, the usual unbiased estimate of the variance 
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The weight )( jw for the group of the observed ordered 
random sample is defined, such that ∑ jw equal to 1. 
Thus, the weight )( jw  for each of the independent groups 
is obtained by using the formula:  
 











               (4) 
The null hypothesis testing for the [2] technique for the 













For at least ji≠  
The variance weighted estimate of the total mean for all 
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Where, jw  is the weight for each group in the data 
distribution and jX
−
 is the mean of each group in the 
observed ordered data set. The t statistic for each of the group 
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Where, jX
−
is the mean for each of the independent 
groups, 
∧
µ is the grand mean for all the independent groups 
with population j. The t statistic, with nj – 1 degrees of 
freedom. Denoting with ν the degree of freedom for each 
of the independent groups in the observed ordered data set. 
The t statistic obtained for the each of the groups and is 
converted to standard normal deviates by using the [7] 
normalization approximation in the [2] technique. The 
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Where, 1−= jj nν , 5.0−= ja ν , 
248ab=   (9) 
The test statistic for the Alexander-Govern test technique 
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After obtaining the test statistic for the AG test, a 
significance level of α = 0.05 with (j – 1) chi-square degree 
of freedom is selected. If the p-value of the AG test is greater 
than 0.05, it is concluded that the test is not significant 
otherwise, the test is significant.  
3. The Winsorized Modified 
Alexander-Govern Test  
Consider an observed ordered data set: nXXX ...,,, 21 , 
with sample size n and group sizes j. Firstly, the median of 
the data set is obtained by selecting the middle value from 
the observations. The MAD estimator is the median of the set 
of the absolute values of the differences between each of the 
score and the median. It is the median of MX j − , …, 
.MX n −  Therefore, the median absolute deviation about 




MADMAD =            (11) 
According to [29] the constant value of 0.6745 is used to 
rescale the MAD estimator, with the aim of making the 
denominator estimates σ when sampling from a normal 
distribution. Outliers in a data distribution can be detected by 
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Where, jX represents the observed ordered random 
sample, M  is the median of the ordered random samples 
and nMAD  is the median absolute deviation about the 
median. The value of K is 2.24. This value was introduced by 
[29] for detecting the presence of outliers in a data set, 
because it has a very small standard error, when sampling 
from a normal distribution.  
Equation (12) and (13) helps to define the MOM estimator 
used for detecting the presence of outliers in a data 
distribution. In this research, we modified the mean as a 
measure of the central tendency in Alexander-Govern test by 
replacing it with the Winsorized modified one step 
M-estimator (WMOM) as a central tendency measure for the 
test. The WMOM estimator is applied on the data distribution 
where the outlier detected value is replaced with the 
preceding value closest to the position the outlier is located. 
The WMOM estimator is obtained by averaging the 
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The WMOM estimator becomes a replacement for the 
common mean as a measure of the central tendency in 
Alexander-Govern test, to remove the outliers from the data 
set and make the Alexander-Govern test robust to 
non-normality. 
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Where jX  is the observed random sample and 
WMOMjX
−
 is the Winsorized MOM estimator for the 
Winsorized data distribution. The standard error of WMOM 
is obtained by using the bootstrapping method. The 
bootstrapping algorithm for estimating the standard errors is 
expressed as below. 
Firstly, we chose B independent bootstrap samples defined 
as:  
,...,,, 21 Bxxx ∗∗∗ Where each of these random samples 
comprises of n data values chosen with replacement from x 
expressed as: 
1 2( , ,..., ) ,nx x x x
∗ =         (16) 
1 2( , ,..., ) ,nF x x x
∗ ∗ ∗→        (17) 
The indication of the symbol )(∗ shows that ∗x is not 
the real data set of x but it refers to a resampled version of x. 
In estimating the standard error of the bootstrap samples, the 
number of B falls within the range of (25 – 200). According 
to [6] bootstrap sample size of 50 is sufficient enough to give 
a reasonable estimate of the standard error of the MOM 
estimator. In this research, the same sample size was used to 
estimate the standard error of the MOM estimator. 
Secondly, we evaluate the bootstrap replication 
corresponding to each of the bootstrap sample define as: 
( ) ( ) 1, 2,..., .bb s x b Bθ
∧∗
∗= =     (18) 
Thirdly, we estimate the standard error )(
∧
θFse by the 
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The weight jw  for the Winsorized data distribution for 
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WMOMjeS
2 is the squared-standard error of the Winsorized 
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The variance weighted estimate of the total mean for the 
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Where jw is defined as the weight for the Winsorized 
data distribution, and WMOMjX
−
is defined as the mean of the 
Winsorized data distribution. 
The t statistic for the Winsorized data distribution for each 













µ and eS is the Winsorized 
MOM estimator, the total mean for the Winsorized data 
distribution and the standard error of the Winsorized data 
distribution data distribution respectively. In the [2] method, 
the jt value is converted to standard normal by using the [7] 
normalization approximation and the hypothesis testing of 
the Winsorized sample variance of the WMOM estimator for 












For j = (j = 1, …,J) 
The normalization approximation formula for the 
Alexander-Govern method, using the Winsorized Modified 






















+×=   
1−= jj nν  5.0−= ja ν , 
248ab=  
 
 International Journal of Statistics and Applications 2016, 6(2): 45-52 49 
 
The test statistic of the Winsorized Modified One Step 
M-estimator in Alexander-Govern test for all the groups in 




WMOM jjAGWMOM Z= =∑     (24) 
The test statistic for the AGWMOM test follows a 
chi-square distribution at α = 0.05 level of significance with J 
– 1 chi-square degree of freedom. The p-value is obtained 
using a standard chi-square distribution table. If the value of 
the test statistic for the AGWMOM test is less than 0.05, then 
the test is regarded as very significant, otherwise the test is 
referred to as not significant.  
4. To Evaluate the Efficiency and 
Reliability of the Tests Using Real Life 
Data 
A real life data which was obtained from [9] that 
comprises of three independent groups, namely: the group 
young, middle and old was used to evaluate the efficiency 
and reliability of the AG test and the AGWMOM test 
respectively.  
Table 1.  The real life data for the young, middle and old group 
respectively 
Young (y) Middle (m) Old (o) 
482.43 335.59 519.01 
484.36 338.43 524.50 
488.84 353.54 530.23 
495.15 404.27 536.03 
495.24 437.50 538.56 
502.69 469.01 538.83 
504.62 485.85 557.24 
518.29 487.30 558.61 
519.10 493.08 558.95 
524.10 494.31 565.43 
524.12 499.10 586.39 
531.18 886.41 594.69 
548.42 - 629.22 
572.10 - 645.69 
584.68 - 691.84 
609.09 - - 
609.53 - - 
666.63 - - 
676.40 - - 
Source: [9] 
The test of Homogeneity of variances was done for the 
three independent groups, using the Levene’s test to 
determine if the three groups have different-reaction 
time-changes variances. 
In Table 4, the mean of the three independent groups, 
namely: the young, middle and old are displayed above. The 
standard errors for the group young, middle and old are 
regarded as very high, with values 59.7266, 144.6221 and 
49.5377 respectively, for the three independent groups. This 
is as a result of the presence of outliers in the real life data for 
the AG test. 
Table 2.  The Winsorized Data Distribution from the Real Life Data 
Winsorized Young Winsorized Middle Winsorized Old 
482.43 404.27 519.01 
484.36 404.27 528.50 
488.84 404.27 530.23 
495.15 437.50 536.03 
495.24 469.01 538.56 
502.69 485.85 538.83 
504.62 487.30 557.24 
518.29 493.08 558.61 
519.10 494.31 558.95 
524.10 499.10 565.43 
524.12 499.10 586.39 
531.18 - 594.69 
548.42 - 629.22 
572.10 - 645.69 
584.68 - 645.69 
609.09 - - 
609.53 - - 
609.53 - - 
609.53 - - 
Source: [20] 
Table 3.  Test of Homogeneity of Variances 
Reaction Time 
Levene Statistic df1 df2 Sig. 
1.821 2 43 .174 
α = 0.05 
HO = There is no difference between the groups 
H1 = There is difference between the groups 
If the p-value is < 0.05, we reject HO and accept H1. When the p-value is > 0.05, 
we accept HO and reject H1. The p-value from the test of homogeneity of the 
variance is > 0.05, i.e 0.174 > 0.05, implies that we accept HO and conclude that 
there is no difference between the groups as the reaction time changes variances. 
Table 4.  Descriptive Statistics for the Young, Middle and Old Groups 
using the AG test with 50 bootstrap samples 
Descriptive Statistics Young (Y) Middle (M) Old (O) 
Usual Mean 544.0511 473.6992 571.6813 
Standard Error of 
Mean 59.7266 144.6221 49.537 
Table 5.  Descriptive Statistics for the Winsorized Young, Middle and Old 









Usual Mean 505.8433 456.8608 551.0392 
Standard Error 
of Mean 4.9059 12.1963 6.7518 
  
 




Figure 1.  Boxplots on reaction time against the young, middle and old groups 
In Table 5, the Winsorized mean for the three independent 
groups, namely: the young, middle and old are: 505.8433, 
456.8608 and 551.0392 are observed to be smaller in 
comparison to the mean of the young, middle and old groups 
respectively of the AG test. The standard errors for the 
Winsorized young, middle and old groups are: 4.9059, 
12.1963 and 6.7518 are considered to be far smaller 
compared to the standard errors for the young, middle and 
old groups of the AG test in Table 4. This is as a result of the 
elimination of the outliers from the real life data that have 
been replaced with the preceding values closest to the outlier 
values from the real life data. 
Table 6.  Test of Normality 
Kolmogorov-Smirnova    Shapiro-Wilk 
 Statistic Df Sig. Statistic Df Sig. 
Young 0.185 18 0.200 0.924 18 0.319 
Middle 0.347 11 0.000 0.721 11 0.001 
Old 0.199 14 0.200 0.935 14 0.431 
Shapiro-Wilk Test is a test that is most suitable for sample 
sizes that is not up to 50 samples. This test can also handle 
sample sizes that is as large as 2000 [25]. As a result, the 
Shapiro-Wilk Test is used to test for the normality of the 
three independent groups, namely the group young, middle 
and old. At the significance level of α = 0.05, if the 
significant value of any of the three groups is greater than 
0.05, then the data is considered to be normally distributed. 
Otherwise, if the significant value is less than 0.05, then the 
data distribution is non-normal.  
The results from Table 6 show that the p-value for the 
group young and old are greater than 0.05, hence both groups 
are normally distributed i.e young with p-value of 0.319 and 
old with p-value of 0.431. The middle group has a p-value of 
0.001which is < 0.05 and is regarded as non-normally 
distributed. 
In Figure 1 above, shows the boxplots of the reaction time 
against the young, middle and old groups. It can be seen very 
clearly from the plots that there is no extreme value present 
in the group young and old, hence the data distribution is 
regarded as normally distributed. It can be observed that 
there is an extreme value in the group middle and this shows 
that the data distribution for the group middle is 
non-normally distributed. 
Table 7.  The Test Statistic for the AG test and the AGWMOM test 
Test Test Statistic p-Value 
Original AG 5.3237 0.06982 
AGWMOM 30.1280 0.0000002869 
In Table 7, the test statistic for the AG test has a value of 
5.3237, with a p-value of 0.06982 at α = 0.05 level of 
significant. This shows that the AG test is not significant, 
since its p-value of 0.06982 > 0.05. While the test statistic 
value of the AGWMOM test produced a value of 30.1280, 
which is almost six times that of the AG test.  
The AGWMOM test has a p-value of 0.0000002869 at α
= 0.05 level of significant. The AGWMOM test is regarded as 
significant, since its p-value of 0.0000002869 is < 0.05 
compared to the AG test. The standard error of the 
Winsorized AGMOM from the real life data for the young, 
middle and old group is far smaller compared to the standard 
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5. Conclusions 
The AGWMOM test is more efficient and reliable in 
minimizing error as much as possible from the real life data, 
by making a replacement for the presence of outliers in the 
real life data with a smaller standard error in comparison to 
the AG test. 
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