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After the current shutdown, the LHC is about to resume operation for
a new data-taking period, when it will operate with increased luminosity,
event rate and center of mass energy. The new conditions will impose more
demanding constraints on the ATLAS online trigger reconstruction and
selection system. To cope with such increased constraints, the ATLAS
High-Level Trigger, placed after a first hardware-based Level 1 trigger,
has been redesigned by merging two previously separated software-based
processing levels. In the new joint processing level, the algorithms run in
the same computing nodes, thus sharing resources, minimizing the data
transfer from the detector buffers and increasing the algorithm flexibility.
The jet trigger software selects events containing high transverse mo-
mentum hadronic jets. It needs optimal jet energy resolution to help
rejecting an overwhelming background while retaining good efficiency for
interesting jets. In particular, this requires the CPU-intensive reconstruc-
tion of tridimensional energy deposits in the ATLAS calorimeter to be
used as the basic input to the jet finding algorithms. To allow this costly
reconstruction step, a partial detector readout scheme was developed, that
effectively suppresses the low activity regions of the calorimeter and sig-
nificantly reduces the needed resources. In this paper we describe the
overall jet trigger software and its physics performance. We then focus
on detailed studies of the algorithm timing and the performance impact
of the full and partial calorimeter readout schemes. We conclude with an
outlook of the jet trigger plans for the next LHC data-taking period.
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1 Introduction
The CERN Large Hadron Collider (LHC) [1] was in shutdown in 2013 and 2014. Such
a downtime period, separating the data-taking periods known as Run I and Run II,
was required to perform the maintenance and upgrade work necessary to increase the
collision energy, luminosity and bunch frequency that the LHC can achieve.
For the LHC detectors, such as ATLAS [2], the increase in energy and luminos-
ity means that there is be an increase by approximately a factor five of interesting
collisions. One of the challenges for the ATLAS detector is to be able to record this
higher production of interesting events while maintaining a good efficiency at low en-
ergy. An additional challenge comes from the expected higher number of interactions
per bunch crossing, called pileup. This higher pileup increases the detector occupancy
and thus the time required to reconstruct an event. The challenge is, in other words,
to control the increased trigger rate with a limited latency.
The ATLAS trigger [3] is the system that decides, in real-time, whether to record
or not an event. Its main purpose is to discard the least interesting events to re-
duce its input frequency of 20 MHz (40 MHz), the bunch crossing frequency of the
Run I (Run II) LHC, to an achievable recording rate of the order of 400 Hz (1 kHz).
To accomplish this, the ATLAS trigger system is divided into consecutive levels:
Level 1, implemented in hardware, and a High-Level Trigger (HLT), implemented in
software [4]. Each level allows the subsequent ones to have a longer latency, and thus
more refined selection algorithms.
As the LHC is a hadronic collider, colored particles are the most prevalent high-
energy particles produced. Due to color confinement, these particles shower and
hadronize to form collimated sprays of particles, called jets. These particle jets are
detected as energy deposits in the electromagnetic and hadronic calorimeters. How-
ever, the ATLAS jets are reconstructed from all calorimetric energy deposits, in-
cluding those associated to non colored particles. The main increase in the jet rate
comes from low-energy objects, since their high cross-section increases further with
the higher collision energy. Also, the rate of jets not coming from the hard-scattering
process, considered as background, increases as the pileup does. Therefore, the trig-
ger system specialized in selecting jets, the jet trigger, had to undergo major changes
to maintain a good selection performance in Run II.
2 Jet trigger performance in Run I
In Run I, the HLT was divided into two software levels: the Level 2 and the Event
Filter. The algorithms used by the jet trigger to reconstruct jets were different across
the three trigger levels. They were chosen such that they maximize the performance
within the available latency. At all levels, the primary selection criterion of the jet
1
triggers is on the transverse energy of the jets built by the algorithms.
At Level 1, the algorithm was a sliding window [5] with trigger towers as input,
built across the whole calorimeters. Trigger towers are the sum of cells along the
depth of the calorimeters, at a specific angular1 position. The position of the sliding
window at a local energy maximum is called a region of interest (RoI) [6].
At Level 2, two algorithms were used, depending on whether cells or trigger towers
were used as input. If the input were calorimeter cells, the algorithm was a three-
iteration cone algorithm [7] with a starting axis pointing at the RoI. Only cells around
the RoI were taken as input. Instead, if the input were trigger towers, the algorithm
was instead the same collinear- and infrared-safe algorithm that is used for offline
jet reconstruction: anti-kt [8]. The input trigger towers were not restricted to be
near the RoI. Since the trigger towers are less granular than cells, the timing of the
algorithm still satisfied the Level 2 latency requirement even without any angular
distance restriction.
At the Event Filter, anti-kt was also used but now taking as input topological
clusters over the whole calorimeters, as in the offline jet reconstruction. Topological
clusters are noise-suppressed objects formed by merging in three dimensions neigh-
boring calorimeter cells that are above some noise thresholds [9].
The performance of the Event Filter decision can be investigated from the trigger
efficiency, shown in Fig. 1(a). The trigger efficiency is the ratio of the number of
jets reconstructed online with respect to the number of offline-reconstructed jets.
The plateau region reaches 100% efficiency and the data agree with the Monte Carlo
simulation in that region, showing that the trigger had a good performance. As can
be seen, the turn-on region is not centered on the threshold value: in the case of
EF j75 (an Event Filter trigger requiring a jet with at least 75 GeV of transverse
energy), it is around 110 GeV. Figure 1(b) shows that relative difference between
the energy calculated online and offline, across the full pT range. This discrepancy
is due to the usage of different jet energy scales. Indeed, the offline reconstruction
permits the application of a more precise calibration [10], while the short latency of
the trigger system didn’t allow for such detailed corrections.
3 Jet trigger improvements for Run II
To be able to record the higher rate of interesting events in Run II, the ATLAS
trigger system received a multitude of upgrades [11] during the long shutdown. An
important change relevant to the jet trigger is the merging of the Level 2 and the
Event Filter, such that the HLT became only one trigger level, effectively pooling the
computing resources of the two levels and minimizing data transfers. The merged
1ATLAS uses as angular variables the azimuthal angle φ and the pseudorapidity η = − ln tan θ2 ,
where θ is the polar angle.
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Figure 1: For data and Monte Carlo simulations, (a) the Event Filter trigger efficiency
curves and (b) their offset relative to the offline ET [13].
HLT allows the CPU-intensive step of building topological clusters for all events
passing the Level 1. As the topological clusters are inherently noise-suppressed, they
provide higher resolution than other types of input. Another important upgrade to
the trigger system relevant to the jet trigger is the new faster readout boards that
allow accessing the cell information across the whole calorimeters more frequently.
In practice, this means being able to build topoclusters over the whole calorimeters
for all events passing first trigger level, implying that the Level 2 algorithms can
be skipped altogether. Therefore, in Run II, the jet trigger algorithms are a sliding
window over trigger towers at Level 1 and anti-kT over topological clusters at the
HLT, both types of input being taken over the whole calorimeters.
Although simulations showed that this new design would respect the latency con-
straints of the online environment, a fallback plan was still conceived: a partial scan
of the calorimeters [12]. The partial scan is an improvement over the algorithms lim-
ited to the information near the RoIs as it accesses all the RoIs simultaneously. This
avoids processing multiple times energy deposits in regions covered by more than one
RoI, while still suppressing the low activity regions of the calorimeters.
Figure 2(a) shows that, in simulation, the partial scan indeed reduces the timing of
building topological clusters on average from 6% to 10% of that of the full calorimeter
scan, depending on the size of the RoI. Where the partial scan falls short however
is in the jet energy measurement. Figure 2(b) shows the relative measured energy
difference between the partial scan and the full scan techniques. Although at higher
ET the difference is small, it is non negligible at lower ET, where the production rate
of jets is higher. This is mitigated by using larger RoIs, but a difference still remains.
For this reason, as long as the trigger decision can be achieved within the HLT latency
when using a full scan of the calorimeters, such a technique is to be preferred.
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Figure 2: Comparison in simulation of the performance of partial scan, for two sizes
of the region of interest, against full scan (a) for the topological clustering timing and
(b) for the jet transverse energy measurement [12].
4 Jet trigger performance in Run II
To implement the new design of the jet trigger within the merged HLT, the jet trigger
software had to be completely rewritten. This was taken as an opportunity to stream-
line the software, which would facilitate implementing further refinements. Indeed, a
streamlined code allowed to implement some of the offline jet energy corrections in
the trigger: the pileup subtraction and the jet energy scale calibration [10].
To assess the online behavior of the new software and the performance of the new
jet energy corrections, the early data-taking was crucial. Shown in Fig. 3 are the
efficiency curves of some HLT jet triggers, for a wide range of threshold values, using
the first week of stable beam data of Run II [13]. The plateau regions for the data all
reach 100% efficiency and agree with those of the Monte Carlo simulations, showing
that the new code kept a good performance in that respect. Also, an inspection of the
figure reveals that the turn-on regions are nearly centered on their threshold value. A
more quantitative description would require further work, but already this qualitative
observation gives credence that the new jet energy calibrations are performing well.
5 Conclusion
The Run II jet trigger code had to be completely rewritten to adapt to the new
running conditions of the LHC. This new software relies on the improvement of the
trigger, both in design and in hardware. To improve upon the Run I performance,
the new code can now apply some of the jet energy corrections as they are applied
offline. All of these updates show great performance.
In the future, to further the improvements to the jet trigger, adding supplementary
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Figure 3: Comparison of the HLT efficiency curves between the Run II first week of
data and the Monte Carlo simulation [13].
offline-inspired jet energy corrections is planned. These new corrections would mainly
improve the resolution of the jet energy measured online.
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