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OPTIMAL CONSTANTS OF CLASSICAL INEQUALITIES FOR COMPLEX SCALARS
WASTHENNY V. CAVALCANTE, DANIEL NU´N˜EZ-ALARCO´N, DANIEL PELLEGRINO, AND PILAR RUEDA
Abstract. In this paper we obtain the optimal constants of some classical inequalities, such as the multiple
Khinchine inequality for Steinhaus variables and the mixed Littlewood inequality for complex scalars.
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1. Introduction
Let K be the real or complex scalar field. It is well-known that the solution of optimization problems
needs different techniques when dealing with real or complex scalars. We illustrate this phenomenon with
the Bohnenblust–Hille inequalities for multilinear functionals. The Bohnenblust–Hille inequalities assert that
for every continuous m-linear form T : Kn × · · · ×Kn → K, the optimal constants CKm(n) ≥ 1 in
(1)
 n∑
i1,...,im=1
|T (ei1 , . . . , eim)|
2m
m+1

m+1
2m
≤ CKm(n) ‖T ‖
satisfy
CKm := limn→∞
CKm(n) <∞.
Above, Kn is considered with the sup norm and ‖T ‖ = sup{∣∣T (x(1), ..., x(m))∣∣ : ∥∥x(i)∥∥ ≤ 1; 1 ≤ i ≤ m}.
The optimal values of CKm(n) and C
K
m are important in different fields of Mathematics and its applications
(see, for instance [4, 20]).
The best known upper bounds for CKm(n), C
K
m are presented in [7], as a consequence of the Khinchine
inequality. However, the optimal values of these constants are, of course, a more subtle problem. It is
convenient to observe that the Krein–Milman Theorem helps us to re-write the optimization problem in an
apparently better presentation. From now on L (mKn) denotes the space ofm-linear forms from Kn×· · ·×Kn
to K and BL(mKn) denotes its closed unit ball. Note that
CKm(n) = max

 n∑
i1,...,im=1
|T (ei1 , . . . , eim)|
2m
m+1

m+1
2m
: T ∈ BL(mKn)

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and since the function
f : BL(mKn) → R
f(T ) =
 n∑
i1,...,im=1
|T (ei1 , . . . , eim)|
2m
m+1

m+1
2m
is convex and BL(mKn) is compact, a consequence of the Krein–Milman Theorem (see [9] for details) tells us
that
CKm(n) = max

 n∑
i1,...,im=1
|T (ei1 , . . . , eim)|
2m
m+1

m+1
2m
: T ∈ Cm,n
 ,
where Cm.n is the set of extreme points of BL(mKn). So, to find the exact value of CKm(n) it is enough to know
the set Cm.n and, if this set is finite, we just need to find the maximum over a finite number of tests. Recently,
in [9], it was shown that the set Cm.n is finite in the case of real scalars, and an algorithm was constructed,
furnishing all the points of Cm.n. So, with suitable computational assistance, the exact constants CRm(n) are
determined (see also [29] for a successful implementation of the algorithm). The complex case remains open
and seems to be even more difficult, because the geometry of the unit ball in the case of complex scalars is
apparently “smoother” and the number of extreme points is quite likely infinite. For methods for complex
optimization problems we refer, for instance, to [15, 31, 32],
For any function f we shall consider f(∞) := lims→∞ f(s) and for any s ≥ 1 we denote the conjugate
index of s by s∗, i.e., 1s +
1
s∗ = 1. Here 1
∗ means ∞. As a matter of fact, the Bohnenblust–Hille inequalities
are a particular instance of a broader family of inequalities that we call Hardy–Littlewood inequalities:
Theorem 1.1 (Hardy–Littlewood inequalities). (see [1]) Let p1, ..., pm ∈ [2,∞] be such that
0 <
1
p1
+ · · ·+ 1
pm
≤ 1
2
.
If t1, . . . , tm ∈
[
1
1−
(
1
p1
+···+ 1
pm
) , 2
]
are such that
(2)
1
t1
+ · · ·+ 1
tm
≤ m+ 1
2
−
(
1
p1
+ · · ·+ 1
pm
)
,
then, for every m-linear form A : ℓnp1 × · · · × ℓnpm → K, every bijection σ : {1, ...,m} → {1, ...,m} and every
positive integer n, the optimal constants C
σ,(p1,...,pm)K
(t1,...,tm)
(n) in
(3)

n∑
iσ(1)=1
. . .
 n∑
iσ(m)=1
|A (ei1 , . . . , eim)|tm

tm−1
tm
. . .

t1
t2

1
t1
≤ Cσ,(p1,...,pm)K(t1,...,tm) (n)‖A‖
satisfy
C
σ,(p1,...,pm)K
(t1,...,tm)
:= lim
n→∞
C
σ,(p1,...,pm)K
(t1,...,tm)
(n) <∞.
Moreover, the exponents are optimal.
Above, as usual, ℓnp is K
n with the ℓp-norm. When m = 2, p1 = p2 =∞, and (t1, t2) = (1, 2) or (2, 1) the
optimal constants for K = R are
√
2 and for K = C are (2/
√
π) (see [8, page 31]). In most of the other cases
the optimal constants C
σ,(p1,...,pm)K
(t1,...,tm)
and C
σ,(p1,...,pm)K
(t1,...,tm)
(n) are unknown, except for K = R and σ = id (and
all σ when symmetry arguments are possible), in the following particular cases (see also [2, 3, 10] for other
special cases):
(i) p1 = · · · = pm =∞ and t1 = · · · = tm−1 = 2 and tm = 1;
(ii) p2 = · · · = pm =∞ and p1 ∈ [α,∞) with α ≈ 2.18006 and t1 = · · · = tm−1 = 2 and tm = pp−1 ;
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(iii) p1 = · · · = pm =∞ and t1 = · · · = tm ∈ {1, 2};
(iv) p2 = · · · = pm =∞ and p1 ∈ [2, α) with α ≈ 2.18006 and t1 = · · · = tm−1 = 2 and tm = pp−1 .
The following table shows the optimal constants for the cases (i)-(iv), obtained by [23, 21, 24, 22], respec-
tively:
Case Year Optimal constant
(i) 2016, [23]
(
2
1
2
)m−1
(ii) 2017, [21]
(
2
1
2− 1p
)m−1
(iii) 2018, [24]
(
2
1
2
)m−1
(iv) 2019, [22]
(
1√
2
(
Γ( 2p−12p−2 )√
π
) 1
p
−1)m−1
Above, the exact value of α ≈ 2.18006 is the following:
α =
p0
p0 − 1 ,
where p0 ∈ (1, 2) is the unique real number satisfying
Γ
(
p0 + 1
2
)
=
√
π
2
.
In the finite-dimensional case (i.e., C
σ.(p1,...,pm)R
(t1,...,tm)
(n) and n < ∞), for p1 = · · · = pm = ∞, the optimal
constants are “formally” known, using the algorithm developed in [9], but the time needed to run the
algorithm is impeditive, with the current technology (see also [29]).
The main goal of the present paper is to obtain the optimal constants for the cases (i)-(iv) when K = C.
In Section 2 we develop an approximation technique, fundamental for the proof of our main result. In Section
3 we obtain the optimal constants of the multiple Khinchine inequality for Steinhaus variables and, in the
final section, we finally prove our main result: the sharp constants for the cases (i)-(iv) when K = C.
2. Approximating the sup norm of complex multilinear forms
For p ≥ 1, we introduce the following notation: Xp := ℓp (C) = ℓp and X∞ := c0 (C) = c0. From now on,
(ek)
∞
k=1 denotes the sequence of canonical vectors in Xp.
Let p1, . . . , pm ∈ [1,∞]. We recall that for a continuous m-linear form T : Xp1 × · · · × Xpm → C, the
sup-norm of T is given by
‖T ‖ = sup
{∣∣∣T (x(1), ..., x(m))∣∣∣ : ∥∥∥x(i)∥∥∥
Xpi
≤ 1; 1 ≤ i ≤ m
}
= sup

∣∣∣∣∣∣
∞∑
i1,...,im=1
ai1···imx
(1)
i1
...x
(m)
im
∣∣∣∣∣∣ :
∥∥∥x(i)∥∥∥
Xpi
≤ 1; 1 ≤ i ≤ m
 ,
where T (ei1 , ..., eim) = ai1···im , for all i1, ..., im ∈ N.
In this section we present a basic lemma whose aim is to get approximations of ‖T ‖, that will be useful in
Section 4. Our approach is inspired by [15].
For each integer M ≥ 2, we consider
TM :=
{
exp
(
2jπ
M
i
)
: j = 0, . . . ,M − 1
}
,
and
T∞ = {exp(ti) : t ∈ [0, 2π)},
where i =
√−1. Observe that TM is the set of the Mth roots of unity.
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Let
DM := conv (TM ) and D∞ := conv (T∞) ,
where conv means the convex hull.
Observe that D∞ is the closed unit disk D and, trivially, DM ⊂ D∞. Obviously, DM is closed and a
symmetric convex body in C.
Lemma 2.1. Let M ≥ 3 be an integer. If rM :=
(
1
2 +
1
2 cos
(
2π
M
)) 1
2 , then
B[0, rM ] ⊂ DM ,
where B[0, rM ] denotes the closed ball with center in 0 and radius rM .
Proof. Note that 0 ∈ DM . In fact,
0 =
1
M
+
1
M
exp
(
2π
M
i
)
+ · · ·+ 1
M
exp
(
2(M − 1)π
M
i
)
,
and
∑M−1
i=0
1
M = 1. We also know that DM is a regular polygon with apothem given by∣∣∣∣12 exp
(
2jπ
M
i
)
+
1
2
exp
(
2(j + 1)π
M
i
)∣∣∣∣ .
Computing the apothem, we have∣∣∣∣12 exp
(
2jπ
M
i
)
+
1
2
exp
(
2(j + 1)π
M
i
)∣∣∣∣2
=
1
4
((
cos
(
2jπ
M
)
+ cos
(
2(j + 1)π
M
))2
+
(
sin
(
2jπ
M
)
+ sin
(
2(j + 1)π
M
))2)
=
1
4
((
2 + 2 cos
(
2jπ
M
)
cos
(
2(j + 1)π
M
))
+ 2 sin
(
2jπ
M
)
sin
(
2(j + 1)π
M
))
=
1
4
(
2 + 2 cos
(
2π
M
))
= r2M .
Thus, it is possible to draw a circle inside DM with radius rM . 
Let N and M be positive integers, M ≥ 3. Since DNM = DM ×
N· · · ×DM is closed and a symmetric convex
body in C, we can to consider the Minkowski functional pM,N associated to the product set D
N
M :
pM,N (z) = inf{t > 0 : z ∈ tDNM}, z ∈ CN .
It is well-known that the function pM,N has the following properties:
(a) pM,N (αz) = αpM,N(z) for all α > 0 and z ∈ CN ;
(b) pM,N (z + w) ≤ pM,N (z) + pM,N (w) for any z, w ∈ CN ;
(c) DNM =
{
z ∈ CN : pM,N(z) ≤ 1
}
;
Observe that, if z ∈ CN , z 6= (0, ..., 0), by (a) and (c) we have zpM,N (z) ∈ DNM ⊆ D, and therefore
‖z‖ ≤ pM,N(z).
Moreover, since rM
z
‖z‖ ∈ B[0, rM ], by Lemma 2.1 we conclude that
pM,N
(
rM
z
‖z‖
)
≤ 1,
or, equivalently
pM,N (z) ≤ r−1M ‖z‖.
Summarizing, if N,M ∈ N, M ≥ 3, and z ∈ CN we have
(4) ‖z‖ ≤ pM,N (z) ≤ r−1M ‖z‖.
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Remark 2.2. When we allow M →∞, we have pM,N (z)→ ‖z‖ because rM → 1.
Let N and M be positive integers, M ≥ 3. For any m-linear form T : XN∞ × · · · ×XN∞ → C we consider
‖T ‖M = inf
{
C > 0 : |T (x(1), ..., x(m))| ≤ C
m∏
i=1
pM,N(x
(i)) ∀x(i) ∈ CN , i = 1, . . .m
}
.
Clearly, for all M ≥ 3 we have
‖T ‖M = sup
{
|T (x(1), ..., x(m))| : x(1), ..., x(m) ∈ DNM
}
.
Remark 2.3. A straightforward consequence of the Krein-Milman Theorem gives us
‖T ‖M = sup
{
|T (x(1), ..., x(m))| : x(1), ..., x(m) ∈ TNM
}
.
We now have all the ingredients to approximate the sup−norm ‖.‖.
Proposition 2.4. If N,M ∈ N, M ≥ 3 and T : XN∞ × · · · ×XN∞ → C is an m-linear form, then
‖T ‖M ≤ ‖T ‖ ≤ r−mM ‖T ‖M ,
where rM is as in Lemma 2.1.
Proof. Since DM ⊂ D∞, it is immediate that ‖T ‖M ≤ ‖T ‖. To prove the other inequality, note that given
x(1), ..., x(m) ∈ CN , we have
|T (x(1), ..., x(m))| ≤ ‖T ‖M
m∏
i=1
pM,N(x
(i)) ≤ ‖T ‖M
(
r−mM
m∏
i=1
‖x(i)‖
)
.
Therefore
‖T ‖ ≤ r−mM ‖T ‖M .

For the general case of m-linear forms T : XNp1 × · · · ×XNpm → C, let A be a non-void subset of {1, ...,m}
and assume that pj =∞ for every j ∈ A. If A is properly contained in {1, . . . ,m} we define the norm
‖T ‖A,M := sup
{
|T (x(1), ..., x(m))| : x(i) ∈ BℓNpi and x
(j) ∈ TNM , for all i ∈ A∁ and j ∈ A
}
,
where A∁ denotes the complement of A in {1, ...,m}. We observe that ‖T ‖{1,...,m},M = ‖T ‖M .
Proposition 2.4 can be extended as follows:
Lemma 2.5 (Basic Lemma). Let N,M,m ∈ N, M ≥ 3, and p1, ..., pm ∈ [1,∞]. If A is a non-void subset of
{1, ...,m} and pj =∞, for every j ∈ A, then
‖T ‖A,M ≤ ‖T ‖ ≤ r−|A|M ‖T ‖A,M ,
for all m-linear form T : XNp1 × · · · ×XNpm → C, where |A| denotes the cardinality of the set A and rM is as
in Lemma 2.1.
3. Multiple Khinchine inequality for Steinhaus variables: best constants
The Khinchine inequality was proved in 1923 by A. Khinchine ([16]) to deal with the notion of certain
random walks as we illustrate with the following example: suppose that we have n real numbers a1, ..., an
and a fair coin. When we flip the coin, if it comes up heads, you choose α1 = a1, and if it comes up tails,
you choose α1 = −a1. Repeating the process, after having flipped the coin k times we have
αk+1 := αk + ak+1,
if it comes up heads and
αk+1 := αk − ak+1,
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if it comes up tails. After n steps, what should be the expected value of
|αn| =
∣∣∣∣∣
n∑
k=1
±ak
∣∣∣∣∣?
Khinchine’s inequality shows that the “average”
(
1
2n
∣∣∣∣∣ ∑ε1,...,εn=1,−1 εjaj
∣∣∣∣∣
p) 1p
is in some sense equivalent to
the l2-norm of (an) . More precisely, it asserts that for any p > 0 there are constants Ap, Bp > 0 such that
(5) Ap
 n∑
j=1
|aj |2

1
2
≤
(
1
2n
∣∣∣∣∣ ∑
ε1,...,εn=1,−1
εjaj
∣∣∣∣∣
p) 1p
≤ Bp
 n∑
j=1
|aj |2

1
2
for all sequence of scalars (ai)
n
i=1 and all positive integers n. The Khinchine inequality can be rewritten using
the Rademacher variables
rn(t) := sign (sin 2
nπt)
as follows:
Ap
(
N∑
n=1
|an|2
) 1
2
≤
 1∫
0
∣∣∣∣∣
N∑
n=1
anrn (t)
∣∣∣∣∣
p
dt

1
p
≤ Bp
(
N∑
n=1
|an|2
) 1
2
for any linear combination (real or complex) for every positive integer N .
Obviously, Ap = 1 for all p ≥ 2 and Bp = 1 for all p ≤ 2. Steckin [27, 1961], Young [30, 1976], Szarek [28,
1976] contributed to the problem of finding the best constants Ap and Bp, for some non-trivial values of p.
Finally in 1982 Haagerup [13] solved the problem completely, using techniques of analytic probability.
Haagerup ([13]) proved that
Ap =
√
2
(
Γ
(
p+1
2
)
√
π
) 1
p
, for 1.85 ≈ p0 < p < 2
and
Ap = 2
1
2− 1p , for 0 < p ≤ p0 ≈ 1.85.
Above and henceforth Γ denotes the famous Gamma function. The exact definition of the critical value p0 is
the following: p0 ∈ (1, 2) is the unique real number satisfying
(6) Γ
(
p0 + 1
2
)
=
√
π
2
.
On the other hand,
Bp =
√
2
(
Γ
(
p+1
2
)
√
π
) 1
p
, p > 2.
The counterpart for the average
(
1
2n
∣∣∣∣∣ ∑ε1,...,εn=1,−1 εjaj
∣∣∣∣∣
p) 1p
in the complex framework is
(7)
(
1
2π
)N ∫ 2π
0
. . .
∫ 2π
0
∣∣∣∣∣
N∑
n=1
ane
itn
∣∣∣∣∣
p
dt1 · · · dtN .
For the sake of simplicity we shall denote (7) by
E
∣∣∣∣∣
N∑
n=1
anεn
∣∣∣∣∣
p
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where εn are Steinhaus variables; i.e. variables which are uniformly distributed on the circle S
1. The following
version of the Khinchine inequality holds and in this case the Khinchine inequality is known as the Khinchine
inequality for Steinhaus variables:
Theorem 3.1 (Khinchine’s inequality for Steinhaus variables). For every 0 < p <∞, there exist constants
A˜p and B˜p such that
(8) A˜p
(
N∑
n=1
|an|2
) 1
2
≤
(
E
∣∣∣∣∣
N∑
n=1
anεn
∣∣∣∣∣
p) 1p
≤ B˜p
(
N∑
n=1
|an|2
) 1
2
for every positive integer N and scalars a1, . . . , aN , where εn are Steinhaus variables.
Sawa [26, 1985], Ko¨nig and Kwapien´ [18, 2001], and Baernstein with Culverhouse [5, 2002], contributed
to the problem of finding the best constants A˜p and B˜p, for several values of p. Recently, in 2014 Ko¨nig [17]
finally solved the problem for all 0 < p <∞.
In this case, the optimal estimates for A˜p and B˜p, 0 < p <∞, are given by:
A˜p := min

(
Γ
(
p+ 2
2
)) 1
p
,
√
2
(
Γ
(
p+1
2
)
Γ
(
p+2
2
)√
π
) 1
p
, 1

B˜p := max
{(
Γ
(
p+ 2
2
)) 1
p
, 1
}
.
The multiple Khinchine inequality is a natural and useful extension of the Khinchine inequality:
Theorem 3.2 (Multiple Khinchine inequality). Let 0 < p < ∞, m ∈ N, and (yi1...im)Ni1,...,im=1 be an array
of scalars. There are constants Jm,p, Km,p ≥ 1, such that
Jm,p
 N∑
i1,...,im=1
|yi1...im |2

1
2
≤
∫
Im
∣∣∣∣∣∣
N∑
i1,...,im=1
ri1 (t1) ...rim (tm) yi1...im
∣∣∣∣∣∣
p
dt1...dtm

1
p
(9)
≤ Km,p
 N∑
i1,...,im=1
|yi1...im |2

1
2
for all N ∈ N, where rij (tj) are the Rademacher functions, for all j ∈ {1, ...,m} and ij ∈ {1, ..., N} .
The final solution giving the optimal constant Jm,p was obtained in [22, 2019]:
(10) Jm,p = (Ap)
m
for all m ∈ N and for all 0 < p <∞, where Ap is given in (5). We are interested in the version of the multiple
Khinchine inequality for Steinhaus variables. Again, for the sake of simplicity, we write
Em
∣∣∣∣∣
N∑
n1,...,nm=1
an1...nmε
(1)
n1 · · · ε(m)nm
∣∣∣∣∣
p
=(11)
(
1
2π
)Nm ∫ 2π
0
. . .
∫ 2π
0
∣∣∣∣∣
N∑
n1,...,nm=1
an1...nme
it(1)n1 · . . . · eit(m)nm
∣∣∣∣∣
p
dt(1)n1 . . . dt
(m)
nm ,
and the multiple Khinchine inequality reads as follows:
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Theorem 3.3 (Multiple Khinchine inequality for Steinhaus variables). Let 0 < p < ∞, m ≥ 1, and let
(ai1,...,im)
N
i1,...,im=1
be an array of scalars. There are constants Rm,p, Sm,p ≥ 1, such that
(12)
Sm,p
(
N∑
i1...im=1
|ai1,...,im |2
)1/2
≤
Em
∣∣∣∣∣∣
N∑
i1,...,im=1
ai1...imε
(1)
i1
· · · ε(m)im
∣∣∣∣∣∣
p
1
p
≤ Rm,p
 N∑
i1,...,im=1
|ai1...im |2
1/2 ,
for all N ∈ N, all j ∈ {1, ...,m} and ij ∈ {1, ..., N}. Moreover, Sm,p ≥
(
A˜p
)m
and Rm,p ≤
(
B˜p
)m
.
The above inequalities are folklore. The inequality in the left hand plays a crucial role to improve the
estimates for the constants in the Bohnenblust–Hille inequality for complex scalars (see [7]). For the sake of
completeness, we give an elementary proof:
Proof. The case m = 1 is exactly the Khinchine inequality for Steinhaus variables. Let us start the proof, by
induction, in a first time for the inequality in the left hand and the case 0 < p ≤ 2. Assume inductively the
result holds for m− 1, then
(
A˜p
)(m−1) N∑
i1,...,im=1
|ai1...im |2

1
2
=
(
A˜p
)(m−1) N∑
i1=1
 N∑
i2,...,im=1
|ai1...im |2

1
22

1
2
(13)
≤
 N∑
i1=1
Em−1
∣∣∣∣∣∣
N∑
i2,...,im=1
ai1...imε
(2)
i2
· · · ε(m)im
∣∣∣∣∣∣
p
2
p

1
2
.
Since 2p ≥ 1, using the Minkowski integral inequality we get N∑
i1=1
Em−1
∣∣∣∣∣∣
N∑
i2,...,im=1
ai1...imε
(2)
i2
· · · ε(m)im
∣∣∣∣∣∣
p
2
p

1
2
(14)
≤
Em−1
 N∑
i1=1
∣∣∣∣∣∣
N∑
i2,...,im=1
ai1...imε
(2)
i2
· · · ε(m)im
∣∣∣∣∣∣
p 2
p

p
2

1
p
.
From (13) and (14), we have
(
A˜p
)(m−1) N∑
i1=1
 N∑
i2,...,im=1
|ai1...im |2

1
22

1
2
(15)
≤
Em−1

 N∑
i1=1
∣∣∣∣∣∣
N∑
i2,...,im=1
ai1...imε
(2)
i2
· · · ε(m)im
∣∣∣∣∣∣
2

1
2

p
1
p
.
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Now, applying the Khinchine inequality we get
A˜p
 N∑
i1=1
∣∣∣∣∣∣
N∑
i2,...,im=1
ai1...imε
(2)
i2
· · · ε(m)im
∣∣∣∣∣∣
2

1
2
(16)
≤
E1
∣∣∣∣∣∣
N∑
i1,...,im=1
ai1...imε
(1)
i1
· · · ε(m)im
∣∣∣∣∣∣
p
1
p
,
thus, by (15) and (16)
A˜p
(
A˜p
)(m−1) N∑
i1=1
 N∑
i2,...,im=1
|ai1...im |2

1
22

1
2
= A˜p(A˜p)
(m−1)
 N∑
i1=1
∣∣∣∣∣∣
N∑
i2,...,im=1
ai1...imε
(2)
i2
· · · ε(m)im
∣∣∣∣∣∣
2

1
2
≤ A˜p
Em−1

 N∑
i1=1
∣∣∣∣∣∣
N∑
i2,...,im=1
ai1...imε
(2)
i2
· · · ε(m)im
∣∣∣∣∣∣
2

1
2

p
1
p
=
Em−1
A˜p
 N∑
i1=1
∣∣∣∣∣∣
N∑
i2,...,im=1
ai1...imε
(2)
i2
· · · ε(m)im
∣∣∣∣∣∣
2

1
2

p
1
p
≤
Em−1
E1
∣∣∣∣∣∣
N∑
i1,...,im=1
ai1...imε
(1)
i1
· · · ε(m)im
∣∣∣∣∣∣
p
p
p

1
p
and by Fubini’s theorem
(A˜p)
m
 N∑
i1,...,im=1
|ai1...im |2

1
2
≤
Em
∣∣∣∣∣∣
N∑
i1,...,im=1
ai1...imε
(1)
i1
· · · ε(m)im
∣∣∣∣∣∣
p
1
p
.
We now proceed with the proof of the right hand inequality. We first consider the case 2 ≤ p. One more
time, assume inductively that the result holds for m− 1, then N∑
i1=1
Em−1
∣∣∣∣∣∣
N∑
i2,...,im=1
ai1...imε
(2)
i2
· · · ε(m)im
∣∣∣∣∣∣
p
2
p

1
2
(17)
≤
(
B˜p
)(m−1) N∑
i1=1
 N∑
i2,...,im=1
|ai1...im |2

1
22

1
2
=
(
B˜p
)(m−1) N∑
i1,...,im=1
|ai1...im |2

1
2
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Since 2p ≤ 1, using the Minkowski integral inequality we getEm−1
 N∑
i1=1
∣∣∣∣∣∣
N∑
i2,...,im=1
ai1...imε
(2)
i2
· · · ε(m)im
∣∣∣∣∣∣
p 2
p

p
2

1
p
(18)
≤
 N∑
i1=1
Em−1
∣∣∣∣∣∣
N∑
i2,...,im=1
ai1...imε
(2)
i2
· · · ε(m)im
∣∣∣∣∣∣
p
2
p

1
2
.
From (17) and (18), we haveEm−1
 N∑
i1=1
∣∣∣∣∣∣
N∑
i2,...,im=1
ai1...imε
(2)
i2
· · · ε(m)im
∣∣∣∣∣∣
p 2
p

p
2

1
p
(19)
≤
(
B˜p
)(m−1) N∑
i1,...,im=1
|ai1...im |2

1
2
.
Now, applying the Khinchine inequality we getE1
∣∣∣∣∣∣
N∑
i1,...,im=1
ai1...imε
(1)
i1
· · · ε(m)im
∣∣∣∣∣∣
p
1
p
(20)
≤ B˜p
 N∑
i1=1
∣∣∣∣∣∣
N∑
i2,...,im=1
ai1...imε
(2)
i2
· · · ε(m)im
∣∣∣∣∣∣
2

1
2
thus, from (19) and (20), we haveEm−1
E1
∣∣∣∣∣∣
N∑
i1,...,im=1
ai1...imε
(1)
i1
· · · ε(m)im
∣∣∣∣∣∣
p
p
p

1
p
≤
Em−1B˜p
 N∑
i1=1
∣∣∣∣∣∣
N∑
i2,...,im=1
ai1...imε
(2)
i2
· · · ε(m)im
∣∣∣∣∣∣
2

p
2

1
p
= B˜p
Em−1
 N∑
i1=1
∣∣∣∣∣∣
N∑
i2,...,im=1
ai1...imε
(2)
i2
· · · ε(m)im
∣∣∣∣∣∣
2

p
2

1
p
≤ B˜p
(
B˜p
)(m−1) N∑
i1,...,im=1
|ai1...im |2

1
2
,
and by Fubini’s theoremEm
∣∣∣∣∣∣
N∑
i1,...,im=1
ai1...imε
(1)
i1
· · · ε(m)im
∣∣∣∣∣∣
p
1
p
≤
(
B˜p
)m N∑
i1,...,im=1
|ai1...im |2

1
2
.
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On the other hand, since B˜2 = A˜2 = 1, we have particularly proved by induction which N∑
i1,...,im=1
|ai1...im |2

1
2
≤
Em
∣∣∣∣∣∣
N∑
i1,...,im=1
ai1...imε
(1)
i1
· · · ε(m)im
∣∣∣∣∣∣
2

1
2
≤
 N∑
i1,...,im=1
|ai1...im |2

1
2
,
for all m ≥ 1, the assertions in the left hand for the case 2 ≤ p, and in the right hand for the case 0 < p < 2
follow trivially from the norm (metric) inclusion between the Lp sets, i.e., if 0 < p < q <∞ thenEm
∣∣∣∣∣∣
N∑
i1,...,im=1
ai1...imε
(1)
i1
· · · ε(m)im
∣∣∣∣∣∣
p
1
p
≤
Em
∣∣∣∣∣∣
N∑
i1,...,im=1
ai1...imε
(1)
i1
· · · ε(m)im
∣∣∣∣∣∣
q
1
q
.
Thus, the inequalities follow, for all m ≥ 1 and 0 < p < ∞, with estimates Sm,p ≥
(
A˜p
)m
and Rm,p ≤(
B˜p
)m
. 
Our goal in this section is to prove the analogue of the estimate (10) for the case of Steinhaus variables.
We will prove that the optimal constants Sm,p and Rm,p are (A˜p)
m and (B˜p)
m, respectively, for all m ∈ N
and for all 0 < p < ∞. We shall show that the optimal constants can be obtained as a consequence of the
following fundamental result of Ko¨nig:
Theorem 3.4. [17, Theorem 1] Let p ∈ (0,∞). Then
(21)
(
E
∣∣∣∣∣
2∑
i=1
εi
∣∣∣∣∣
p) 1p
= 2
(
Γ
(
p+1
2
)
Γ
(
p+2
2
)√
π
) 1
p
and
(22) lim
N→∞
(
E
∣∣∣∣∣
N∑
i=1
1√
N
εi
∣∣∣∣∣
p) 1p
=
(
Γ
(
p+ 2
2
)) 1
p
,
where εi are denoting Steinhaus variables, for all i. Moreover, the optimal constants A˜p and B˜p in the
Khinchine inequalities for Steinhaus variables are:
(23) B˜p =
(
Γ
(
p+ 2
2
)) 1
p
, for 2 ≤ p,
(24) A˜p =
(
Γ
(
p+ 2
2
)) 1
p
, for 0.4756 ≈ p1 ≤ p < 2
and
(25) A˜p =
√
2
(
Γ
(
p+1
2
)
Γ
(
p+2
2
)√
π
) 1
p
, for 0 < p < p1 ≈ 0.4756
where p1 ∈ (0, 1) is the unique real number satisfying
1 =
√
2
(
Γ
(
p1+1
2
)
√
πΓ
(
p1
2 + 1
)2
) 1
p
.
Borrowing ideas from [22],we can now prove the following:
Proposition 3.5. For all 0 < p <∞ and m ∈ N, the optimal constants Sm,p , and Rm,p in (12) are
(
A˜p
)m
,
and
(
B˜p
)m
respectively.
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Proof. From Theorem 3.2 we already know that Sm,p ≥
(
A˜p
)m
and Rm,p ≤
(
B˜p
)m
for all 0 < p < ∞ and
m ∈ N, so we only need to check the other inequalities; i.e. Sm,p ≤
(
A˜p
)m
and Rm,p ≥
(
B˜p
)m
. Let us start
with the estimate concerning the constant Sm,p.
Obviously Sm,p ≤
(
A˜p
)m
= (1)
m
= 1, for all 2 ≤ p < ∞. Let us prove the case 0 < p < 2. We begin by
considering 0 < p < p1, where p1 is the number defined in the previous lemma. Define
(26) ai1...im =
{
1, i1, . . . , im ∈ {1, 2}
0, il ∈ {3, . . . , N} for some l.
Then,  N∑
i1,...,im=1
|ai1...im |2

1
2
= 2
m
2 .
On the other hand, we have∣∣∣∣∣∣
N∑
i1,...,im=1
ai1,...,imε
(1)
i1
. . . ε
(m)
im
∣∣∣∣∣∣
p
=
∣∣∣∣∣∣
2∑
i1,...,im=1
ε
(1)
i1
. . . ε
(m)
im
∣∣∣∣∣∣
p
=
m∏
j=1
∣∣∣∣∣∣
2∑
ij=1
ε
(j)
ij
∣∣∣∣∣∣
p
.
Hence Em
∣∣∣∣∣∣
N∑
i1,...,im=1
ai1,...,imε
(1)
i1
. . . ε
(m)
im
∣∣∣∣∣∣
p
1
p
=
Em m∏
j=1
∣∣∣∣∣∣
2∑
ij=1
ε
(j)
ij
∣∣∣∣∣∣
p
1
p
=
 m∏
j=1
Em
∣∣∣∣∣∣
2∑
ij=1
ε
(j)
ij
∣∣∣∣∣∣
p
1
p
=
 m∏
j=1
E
∣∣∣∣∣∣
2∑
ij=1
ε
(j)
ij
∣∣∣∣∣∣
p
1
p
=
[
E
∣∣∣∣∣
2∑
i=1
εi
∣∣∣∣∣
p]mp
.
The previous equality combined with (21) and (25) providesEm
∣∣∣∣∣∣
N∑
i1,...,im=1
ai1,...,imε
(1)
i1
. . . ε
(m)
im
∣∣∣∣∣∣
p
1
p
=
[
E
∣∣∣∣∣
2∑
i=1
εi
∣∣∣∣∣
p]mp
=
(
2
1
2 A˜p
)m
.
Hence
Sm,r ≤
(
2
1
2 A˜p
)m
2
m
2
=
(
A˜p
)m
.
i.e., the assertion is proved for 0 < p < p1 and m ∈ N.
On the other hand, let p ∈ [p1, 2) and m ∈ N. For each positive integer N , consider
ai1...im =
1
N
m
2
, for all i1, . . . , im ∈ {1, N} .
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We have  N∑
i1,...,im=1
|ai1...im |2

1
2
=
 N∑
i1,...,im=1
1
Nm

1
2
= 1,
and, at the same time, we have∣∣∣∣∣∣
N∑
i1,...,im=1
ai1,...,imε
(1)
i1
. . . ε
(m)
im
∣∣∣∣∣∣
p
=
m∏
j=1
∣∣∣∣∣∣
N∑
ij=1
1√
N
ε
(j)
ij
∣∣∣∣∣∣
p
.
Then, Em
∣∣∣∣∣∣
N∑
i1,...,im=1
ai1,...,imε
(1)
i1
. . . ε
(m)
im
∣∣∣∣∣∣
p
1
p
=
Em m∏
j=1
∣∣∣∣∣∣
N∑
ij=1
1√
N
ε
(j)
ij
∣∣∣∣∣∣
p
1
p
=
 m∏
j=1
Em
∣∣∣∣∣∣
N∑
ij=1
1√
N
ε
(j)
ij
∣∣∣∣∣∣
p
1
p
=
 m∏
j=1
E
∣∣∣∣∣∣
N∑
ij=1
1√
N
ε
(j)
ij
∣∣∣∣∣∣
p
1
p
=
(
E
∣∣∣∣∣
N∑
i=1
1√
N
εi
∣∣∣∣∣
p)mp
.
Thus
Sm,p ≤
(
E
∣∣∣∣∣
N∑
i=1
1√
N
εi
∣∣∣∣∣
p)mp
By (22) and (24), letting N →∞ we obtain
Sm,p ≤
(
A˜p
)m
for p ∈ (p1, 2) and m ∈ N.
Now, we deal with the respective inequality for the constant Rm,p. Obviously Rm,p ≤
(
B˜p
)m
= (1)
m
= 1,
for all 0 < p ≤ 2. Let us prove the case 2 < p. Let p ∈ (2,∞) and m ∈ N. For each positive integer N , we
again consider
ai1...im =
1
N
m
2
, for all i1, . . . , im ∈ {1, N} .
We already have  N∑
i1,...,im=1
|ai1...im |2

1
2
=
 N∑
i1,...,im=1
1
Nm

1
2
= 1,
and, Em
∣∣∣∣∣∣
N∑
i1,...,im=1
ai1,...,imε
(1)
i1
. . . ε
(m)
im
∣∣∣∣∣∣
p
1
p
=
(
E
∣∣∣∣∣
N∑
i=1
1√
N
εi
∣∣∣∣∣
p)mp
.
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Thus
Rm,p ≥
(
E
∣∣∣∣∣
N∑
i=1
1√
N
εi
∣∣∣∣∣
p)mp
.
By (22) and (23), letting N →∞ we obtain
Rm,p ≥
(
B˜p
)m
for p ∈ (2,∞) and m ∈ N. 
Remark 3.6. Combining the ideas of this section and those from [22] we can easily prove that the optimal
constants of the right-hand-side inequality from (9) are also
Km,p = (Bp)
m
for all m ∈ N and 0 < p <∞, where Bp is as in (5).
4. Best constants for mixed-type Littlewood inequalities
If we look for a common thread in the ”different” proofs of the Hardy–Littlewood inequalities (3), we
necessarily find the following inequality, that we may call mixed Littlewood inequality:
Theorem 4.1. [25, Theorem A] Assume 1 ≤ p1, . . . , pm ≤ ∞ are such that 1p1 + · · · + 1pm < 12 and let
1
λ = 1−
(
1
p1
+ · · ·+ 1pm
)
. Then for every continuous m-linear form T : Xp1 × · · · ×Xpm → K we have
 ∞∑
i1=1
 ∞∑
i2,...,im=1
|T (ei1 , . . . , eim)|2
λ/2

1/λ
≤
(√
2
)m−1
‖T ‖ .
This inequality appeared for the first time for bilinear forms in 1930 [19, Theorem 1], with Xp1 = Xp2 = c0,
and then in 1934 [14, Theorem 1], 1981 [25, Theorem A], 2016 [11, Proposition 3.1], 2016 [1, Lemma 2.1].
The role of this mixed inequality, in the proofs of the Hardy–Littlewood inequalities in the above references,
is essentially the same (this is described in Bayart’s paper [6] in what he calls Abstract Hardy–Littlewood
Method). In fact, in these references, the mixed inequality always was used as the starting point of the proof
of the Hardy–Littlewood inequality.
We recall the following particular case of the Hardy–Littlewood inequalities (3). For p ∈ [2,∞] and m ∈ N,
m ≥ 2, the mixed Littlewood-type inequality asserts that there is an optimal constant Cid,(p,∞,...,∞)K(p∗,2,..,2) ≥ 1
such that
(27)
 ∞∑
i1=1
 ∞∑
i2,...,im=1
|T (ei1 , ..., eim)|2

1
2p
∗

1
p∗
≤ Cid,(p,∞,...,∞)K(p∗,2,..,2) ‖T ‖
for all continuous m-linear forms T : Xp ×X∞ × · · · ×X∞ → K. We recall that according to Theorem 4.1
CK(m),p ≤
(√
2
)m−1
. In the recent years, several authors ([23, 21, 22, 24]) were working on estimating the
optimal constants in (27) and managed to solve the problem for the case K = R. In the case of complex
scalars, despite the results achieved in the real case, the optimal constant for all values of p is unknown.
Using a famous inequality due to Minkowski (see [12]) it is simple to verify that the constant C
id,(p,∞,...,∞)K
(p∗,2,..,2)
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also dominates the optimal constants in the following inequalities:
 ∞∑
i2=1
 ∞∑
i1=1
 ∞∑
i3,...,im=1
|T (ei1 , ..., eim)|2

1
2p
∗

1
p∗
2

1/2
≤ Cσ2,(p,∞,...,∞)K(2,p∗,2,..,2) ‖T ‖(28)
... ∞∑
i2,...,im=1
( ∞∑
i1=1
|T (ei1 , ..., eim)|p
∗
) 1
p∗
2
1/2 ≤ Cσm,(p,∞,...,∞)K(2,...,2,p∗) ‖T ‖,
where σj are the identity maps, except for the case σj(j) = 1 and σj(1) = j. We thus have
(29) C
σm,(p,∞,...,∞)K
(2,...,2,p∗) ≤ · · · ≤ C
σ2,(p,∞,...,∞)K
(2,p∗,2,..,2) ≤ C
id,(p,∞,...,∞)K
(p∗,2,..,2) .
Now we shall show that, for all p ∈ [2,∞] all the optimal constants are
(30) C
σm,(p,∞,...,∞)K
(2,...,2,p∗) = · · · = C
σ2,(p,∞,...,∞)K
(2,p∗,2,..,2) = C
id,(p,∞,...,∞)K
(p∗,2,..,2) =
(
A˜p∗
)−(m−1)
,
where the notation is as in the Khinchine inequality for Steinhaus variables (Theorem 3.1). Note that when
p =∞, for reasons of symmetry, we recover (iii) for all bijections σ.
We start with the following proposition, showing that C
id,(p,∞,...,∞)C
(p∗,2,..,2) ≤
(
A˜p∗
)−(m−1)
. This estimate is
somewhat new; for real scalars, in [21, Theorem 2] it was proved that C
id,(p,∞,...,∞)R
(p∗,2,..,2) ≤ (Ap∗)−(m−1) but for
complex scalars the only known estimate was the one given by Theorem 4.1. However, the proof is simple
and follows the lines of the proof of [21, Theorem 2].
Proposition 4.2 (Multilinear mixed
(
ℓ p
p−1
, ℓ2
)
-Littlewood inequality). For all positive integers m ≥ 2 we
have
C
id,(p,∞,...,∞)R
(p∗,2,..,2) ≤ (Sm−1,p)−1 .
Proof. Let N be a positive integer and T : XNp ×XN∞ × · · · ×XN∞ → C be a continuous m-linear form. By
Theorem 3.3 we know that
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 N∑
i1=1
 N∑
i2,...,im=1
|T (ei1 , ..., eim)|2

1
2×p∗

1
p∗
≤ (Sm−1,p)−1
 N∑
i1=1
Em−1
∣∣∣∣∣∣
N∑
i2,...,im
ε
(2)
i2
· · · ε(m)im T (ei1 , ..., eim)
∣∣∣∣∣∣
p∗

1
p∗
= (Sm−1,p)
−1
Em−1 N∑
i1=1
∣∣∣∣∣T (ei1 ,
N∑
i2
ε
(2)
i2
ei2 , ...,
N∑
im
ε
(m)
im
eim)
∣∣∣∣∣
p∗

1
p∗
≤ (Sm−1,p)−1
Em−1
∥∥∥∥∥T
(
·,
N∑
i2
ε
(2)
i2
ei2 , ...,
N∑
im
ε
(m)
im
eim
)∥∥∥∥∥
p∗

1
p∗
≤ (Sm−1,p)−1 sup
ε
(2)
i2
,...,ε
(m)
im
∥∥∥∥∥T
(
·,
N∑
i2
ε
(2)
i2
ei2 , ...,
N∑
im
ε
(m)
im
eim
)∥∥∥∥∥
≤ (Sm−1,p)−1 ‖T ‖.

In order to complete the proof of (30) we need some preparatory results. We need to introduce some
notation: For each M ≥ 2, let ΩM be the set{
2jπ
M
: j = 0, . . . ,M − 1
}
Let m ∈ N, and (an1...nm)Nn1,...,nm=1 be an array of scalars, and 0 < p <∞, and M ≥ 2. We define
Em,M,p
(
(an1,...,nm)
N
n1,...,nm=1
)
=
( 1
M
)Nm ∑
(tn1 ,...,tnm)∈(ΩNM )
m
∣∣∣∣∣
N∑
n1,...,nm=1
an1...nme
it(1)n1 · . . . · eit(m)nm
∣∣∣∣∣
p

1
p
.
Using the Dominated Convergence Theorem it is possible to prove that
lim
M→∞
(
Em,M,p
(
(ai1,...,im)
N
n1,...,nm=1
))
=
(
Em
∣∣∣∣∣
N∑
n1,...,nm=1
an1...nmε
(1)
n1 · . . . · ε(m)nm
∣∣∣∣∣
p) 1p
.
We need the following auxiliary result:
Lemma 4.3. Let m ∈ N, and (an1...nm)Nn1,...,nm=1 be an array of scalars, and 0 < p <∞, and M ≥ 2. Then
Em,M,p
(
(an1,...,nm)
N
n1,...,nm=1
)
= Em,M,p
(
(an1,...,nme
is(1)n1 · . . . · eis(m)nm )Nn1,...,nm=1
)
for all s = (s
(1)
n1 , ..., s
(m)
nm ) ∈
(
ΩNM
)m
.
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Proof. If s = (s
(1)
n1 , ..., s
(m)
nm ) ∈
(
ΩNM
)m
, then
Em,M,p
(
(an1,...,nme
is(1)n1 · . . . · eis(m)nm )Nn1,...,nm=1
)
=
( 1
M
)Nm ∑
(
t
(1)
n1
,...,t
(m)
nm
)
∈(ΩNM)
m
∣∣∣∣∣
N∑
n1,...,nm=1
an1...nme
is(1)n1 · . . . · eis(m)nm eit(1)n1 · . . . · eit(m)nm
∣∣∣∣∣
p

1
p
=
( 1
M
)Nm ∑
(
t
(1)
n1
,...,t
(m)
nm
)
∈(ΩNM)
m
∣∣∣∣∣
N∑
n1,...,nm=1
an1...nme
i(s(1)n1+t
(1)
n1
) · . . . · ei(s(m)nm+t(m)nm )
∣∣∣∣∣
p

1
p
=
( 1
M
)Nm ∑
(
u
(1)
n1
,...,u
(m)
nm
)
∈(ΩNM)
m
∣∣∣∣∣
N∑
n1,...,nm=1
an1...nme
iu(1)n1 · . . . · eiu(m)nm
∣∣∣∣∣
p

1
p
= Em,M,p
(
(an1,...,nm)
N
n1,...,nm=1
)
.

Now, we enunciate and prove a kind of multiple Khinchine inequality that extends and unifies the left side
of the inequalities in Theorems 3.2 and 3.3. We emphasize that the theorem below was introduced by R.
Blei, in the linear case (m = 1), in [8, chapter II: section 6].
Theorem 4.4 (Multiple Blei–Khinchine inequality). Let 1 ≤ p ≤ 2, and m ≥ 1, and M ≥ 2, and let
(an1,...,nm)
N
n1,...,nm=1 be an array of scalars. There is a constant Sm,M,p ≥ 1, such that
(31)
(
N∑
n1,...,nm=1
|an1...nm |2
)1/2
≤ Sm,M,p · Em,M,p
(
(an1...nm)
N
n1,...,nm=1
)
,
for all N ∈ N. Moreover,
Sm,M,p ≤ Cσm+1,(p
∗,∞,...,∞)C
(2,...,2,p) · r−mM .
Remark 4.5. If M = 2, the inequality (31) recovers Theorem 3.2, and when M → ∞, the inequality (31)
recovers Theorem 3.3.
Proof. Let (an1,...,nm)
N
n1,...,nm=1 be an array of scalars, such that Em,M,p
(
(an1,...,nm)
N
n1,...,nm=1
)
= 1. Then,
by the previous lemma,
Em,M,p
(
(an1,...,nme
is(1)n1 · . . . · eis(m)nm )Nn1,...,nm=1
)
=
( 1
M
)Nm ∑
(
t
(1)
n1
,...,t
(m)
nm
)
∈(ΩNM)
m
∣∣∣∣∣
N∑
n1,...,nm=1
an1...nme
is(1)n1 · . . . · eis(m)nm eit(1)n1 · . . . · eit(m)nm
∣∣∣∣∣
p

1
p
= 1
for all (s
(1)
n1 , ..., s
(m)
nm ) ∈
(
ΩNM
)m
.
Thus, ( 1
M
)Nm ∑
(r
(1)
n1
,...,r
(m)
nm )∈(TNM)
m
∣∣∣∣∣
N∑
n1,...,nm=1
an1...nmw
(1)
n1 · . . . · w(m)nm r(1)n1 · . . . · r(m)nm
∣∣∣∣∣
p

1
p
= 1,
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for all (w
(1)
n1 , ..., w
(m)
nm ) ∈
(
TNM
)m
. Note that, there is τ a bijection of
{
1, ...,MNm
}
on
(
TNM
)m
, and then we
can write ( 1
M
)Nm ∑
(r
(1)
n1
,...,r
(m)
nm )∈(TNM )
m
∣∣∣∣∣
N∑
n1,...,nm=1
an1...nmw
(1)
n1 · . . . · w(m)nm r(1)n1 · . . . · r(m)nm
∣∣∣∣∣
p

1
p
(32)
=
( 1
M
)Nm MNm∑
i=1
∣∣∣∣∣
N∑
n1,...,nm=1
an1...nmτ
(i)
n1...nmw
(1)
n1 · . . . · w(m)nm
∣∣∣∣∣
p

1
p
= 1
for all (w
(1)
n1 , ..., w
(m)
nm ) ∈
(
TNM
)m
.
Consider the (m+ 1)-linear form T : XM
Nm
p∗ ×XN∞ × · · · ×XN∞ → C given by
T (ei, en1 , ..., enm) =
an1...nmτ
(i)
n1...nm
M
Nm
p
, nj ∈ {1, ..., N} and i ∈
{
1, ...,MNm
}
.
Note that ‖T ‖{2,...,m+1},M ≤ 1. In fact, using Ho¨lder’s inequality and the equality (32) we get∣∣∣∣∣∣
MNm∑
i=1
N∑
n1,...,nm=1
T (ei, en1 , ..., enm)w
(1)
n1 · . . . · w(m)nm · zi
∣∣∣∣∣∣
=
∣∣∣∣∣∣
MNm∑
i=1
N∑
n1,...,nm=1
an1...nmτ
(i)
n1...nm
M
Nm
p
w(1)n1 · . . . · w(m)nm · zi
∣∣∣∣∣∣
≤
MNm∑
i=1
∣∣∣∣∣
N∑
n1,...,nm=1
an1...nmτ
(i)
n1...nm
M
Nm
p
w(1)n1 · . . . · w(m)nm
∣∣∣∣∣
p

1
p
·
MNm∑
i=1
|zi|p
∗

1
p∗
≤
( 1
M
)Nm MNm∑
i=1
∣∣∣∣∣
N∑
n1,...,nm=1
an1...nmτ
(i)
n1...nmw
(1)
n1 · . . . · w(m)nm
∣∣∣∣∣
p

1
p
(32)
= 1
for all (w
(1)
n1 , ..., w
(m)
nm ) ∈
(
TNM
)m
, and (zi)i ∈ BXp∗ . Therefore, ‖T ‖{2,...,m+1},M ≤ 1.
Moreover, using the last inequality in (28), Lemma 2.5 and the above norm estimate, we have
(
N∑
n1,...,nm=1
|an1,...,nm |2
)1/2
=
 N∑
n1,...,nm=1
MNm∑
i=1
∣∣∣∣∣
(
1
M
)mN
p
an1...nmτ
(i)
n1...nm
∣∣∣∣∣
p
2/p

1
2
=
 N∑
n1,...,nm=1
MNm∑
i=1
|T (ei, en1 , ..., enm)|p
2/p

1
2
≤ Cσm+1,(p∗,∞,...,∞)C(2,...,2,p) ‖T ‖
≤ Cσm+1,(p∗,∞,...,∞)C(2,...,2,p) · r−mM ‖T ‖{2,...,m+1},M
≤ Cσm+1,(p∗,∞,...,∞)C(2,...,2,p) · r−mM .
Thus, the inequality follows and Sm,M,p ≤ Cσm+1,(p
∗,∞,...,∞)C
(2,...,2,p) · r−mM . 
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Finally, making M →∞, Theorem 4.4 recovers Theorem 3.3 and the estimate
Sm,M,p ≤ Cσm+1,(p
∗,∞,...,∞)C
(2,...,2,p) · r−mM
becomes
(Sm,p)
−1 ≤ Cσm+1,(p∗,∞,...,∞)C(2,...,2,p) .
Thus, the previous inequality combined with Proposition 4.2 and (29) give us
(Sm,p)
−1 ≤ Cσm+1,(p∗,∞,...,∞)C(2,...,2,p) ≤ C
id,(p∗,∞,...,∞)C
(p,2,..,2) ≤ (Sm,p)−1
for all m ≥ 1 and for all p ∈ [1, 2] . Finally, by Proposition 3.5 we have
C
σm+1,(p,∞,...,∞)C
(2,...,2,p∗) = C
id,(p,∞,...,∞)C
(p∗,2,..,2) =
(
A˜p∗
)−(m−1)
for all m ≥ 2 and for all p ∈ [2,∞] , as we announced. The special case m = 2 and p = ∞ was previously
obtained in [8, page 31].
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