Abstract. Triple factorizations of groups G of the form G ¼ ABA, for proper subgroups A and B, are fundamental in the study of Lie type groups, as well as in geometry. They correspond to flag-transitive point-line incidence geometries in which each pair of points is incident with at least one line. This paper introduces and develops a general framework for studying triple factorizations of this form for finite groups, especially nondegenerate ones where G 0 AB. We identify two necessary and su‰cient conditions for subgroups A, B to satisfy G ¼ ABA, in terms of the G-actions on the A-cosets and the B-cosets. This leads to an order (upper) bound for jGj in terms of jAj and jBj which is sharp precisely for the point-line incidence geometries of flag-transitive projective planes. We study in particular the case where G acts imprimitively on the A-cosets, inducing a permutation group that is naturally embedded in a wreath product G 0 o G 1 . This gives rise to triple factorizations T 0 , T 1 , T 0 o T 1 for G 0 , G 1 and G 0 o G 1 , respectively. We present a rationale for further study of triple factorizations G ¼ ABA in which A is maximal in G, and both A and B are core-free.
Introduction
Triple factorizations of groups G of the form G ¼ ABA, for proper subgroups A and B, arise in both the theory of Lie type groups and geometry:
(a) the Bruhat decomposition G ¼ BNB of a group of Lie type, in which B is a Borel subgroup and N is the normalizer of a maximal torus contained in B, is fundamental for analysing the structure of G; in particular it leads to the decomposition P J ¼ BN J B of each parabolic subgroup P J containing B (see, for example [5, Chapter 8] ).
(b) G-flag-transitive point-line incidence geometries, where A and B are the stabilizers of an incident point and line respectively, produce a triple factorization G ¼ ABA if and only if each pair of points is incident with at least one line (see [11, Lemma 3] ).
The study of many important flag-transitive incidence structures involves a study of triple factorizations of the automorphism groups. For example, in the study of Grassmannian geometries and flag manifolds (see [4] ), the condition in (b) often holds for various rank 2 sub-geometries, leading to triple factorizations G ¼ ABA of the corresponding classical group G with A, B parabolic subgroups. A more general detailed analysis of such 'parabolic triple factorizations' of general linear groups is undertaken in a forthcoming paper [1] .
In this paper we initiate a general study of triple factorizations G ¼ ABA using the language and theory of group actions. We obtain in Theorem 1.1 two criteria for triple factorizations in addition to the Higman-McLaughlin criterion mentioned in (b) above. We develop a reduction pathway to triple factorizations G ¼ ABA for which G induces a primitive group action on the coset space of A. This opens the way for applying powerful primitive permutation group theory, as well as the theory of finite simple groups, to analyse such 'point-primitive' triple factorizations. The parabolic triple factorization study in [1] and the analysis in [7] of triple factorizations of finite symmetric groups are first steps in this direction. We note in passing that triple factorizations have also been considered in the abstract group theoretic context, by Gorenstein and others [8] , [9] , [10] .
Throughout the paper G will denote a finite group, and we use standard permutation group notation and definitions which can be found in [6] , [17] .
For each proper subgroup H of a group G, the group G induces a transitive action by right multiplication on the set W H of right cosets of H, and the kernel of this action is the core of H in G, namely core G ðHÞ ¼ 7 g A G H
g . Thus for a triple T ¼ ðG; A; BÞ with A and B proper subgroups, there are two such transitive actions, on W A and W B . Theorem 1.1, proved in Section 3, gives a necessary and su‰cient condition for T to be a triple factorization for each of these actions. The second criterion is in terms of the existence of a certain subset G of W B with restricted movement, that is, G V G g 0 q for each g A G.
Theorem 1.1. Let A and B be proper subgroups of a group G. Then the following are equivalent.
(a) T ¼ ðG; A; BÞ is a triple factorization.
(b) (Geometric criterion) The set fAb j b A Bg intersects nontrivially each A-orbit in W A .
(c) (Restricted movement criterion) The set fBa j a A Ag has restricted movement in the G-action on W B .
To our knowledge the second criterion is new. The first seems to be better known and it is the major tool used in [7] to analyse triple factorizations S n ¼ ABA of finite symmetric groups with A, B conjugate maximal subgroups.
Special cases of a triple factorization T ¼ ðG; A; BÞ occur if one of A, B is equal to G, in which case T is said to be trivial, or more generally, if G factorizes as G ¼ AB, and here we say that T is degenerate. If G 0 AB we call T nondegenerate. As the theory of factorizations G ¼ AB is well developed (see for example [2] , [14] ), both for finite soluble groups and for finite almost simple groups G, for the purposes of the present theory we regard them as degenerate. Note that T is a degenerate triple factorization, that is, G ¼ AB, if and only if B acts transitively on W A , or equiva-lently, A is transitive on W B ; and in terms of the associated point-line incidence geometry, degeneracy means that every point is incident with every line.
Much can be learned from studying various triple factorizations related to T ¼ ðG; A; BÞ. In Section 4 we discuss the notion of isomorphism of triple factorizations. Here we introduce the following concepts. (c) For H c G, the triple Tj H ¼ ðH; A V H; B V HÞ is called the restriction of T to H. If Tj H is a triple factorization, we say that T restricts to H.
Clearly, each quotient and lift of T is a triple factorization, but the same is not true for restrictions, even if the subgroup H has index 2, see Lemma 6.5. Determining whether a triple factorization restricts to a proper normal subgroup is not straightforward. This is discussed in Sections 6 and 8. However, even for quotients and lifts, the properties of nondegeneracy or nontriviality need not be preserved, see Examples 5.1 and 5.3. The next result gives several conditions under which T=N inherits nondegeneracy and is proved in Section 5. Thus, if N ¼ core G ðAÞ core G ðBÞ and T is nondegenerate, then T=N is nondegenerate, and moreover the subgroups AN=N and BN=N both have trivial cores in G=N. For many purposes, it is su‰cient to study T=N, where N is core G ðAÞ, core G ðBÞ or core G ðAÞ core G ðBÞ. In these cases, G=N acts faithfully on W A=N , W B=N , or both W AN=N and W BN=N , respectively. Faithfulness of one or other of these actions is particularly useful as we may then express problems about triple factorizations in the language of permutation groups. For example, if N ¼ core G ðAÞ, then the permutation group induced by G on W A is isomorphic to the faithful action of G=N on W A=N . Faithfulness allows us to apply results in [15] , [16] on subsets with restricted movement to get a nontrivial improvement to the trivially obtained upper bound jGj=jBj c jAj 2 =jA V Bj.
Theorem 1.4. If T ¼ ðG;
A; BÞ is a nondegenerate triple factorization, then
with equality if and only if G acts as a flag-transitive collineation group of a projective plane with point set W B and such that fBa j a A Ag is a line. Theorem 1.4 follows from a more general result, Theorem 3.1, proved in Section 3. The standard example of equality in Theorem 1.4 is the projective group PGLð3; qÞ acting on the Desarguesian projective plane PGð2; qÞ with A, B nonconjugate parabolic subgroups. For more information on flag-transitive projective planes, see [12] . A, B) with A not maximal. A natural approach to analysing a nondegenerate triple factorization is first to apply Theorem 1.3 (b) and pass to a nondegenerate quotient triple factorization T ¼ ðG; A; BÞ with core G ðAÞ ¼ 1, (and if desired, also core G ðBÞ ¼ 1). Thus G may be regarded as a permutation group on W A . If A were maximal in G, then the G-action on W A would be primitive, and the theory of finite primitive permutation groups could then be applied to study T. We consider the general case in which A < H < G, for some H. If there is a maximal such subgroup H for which the lift ðG; H; BÞ remains nondegenerate, then much can be learned from the lift. On the other hand, if the lift is degenerate, then we have the following situation: 
Triple factorizations T F (G,
Thus for a nondegenerate triple factorization T ¼ ðG; A; BÞ of G and for each H such that A < H < G, either the lift ðG; H; BÞ is nondegenerate, or the restriction ðH; A; A V BÞ is nondegenerate and some lift of T is a restriction of a wreath triple factorization. In particular, for the block system for G in W A corresponding to H, either the G-action on blocks, or the H-action on a block gives rise to an associated nondegenerate triple factorization. Repeating this process leads eventually to a nondegenerate triple factorization ðG 0 ; A 0 ; B 0 Þ, where the G 0 -action on W A 0 is primitive (see the discussion in Subsection 7.2). This suggests that for understanding triple factorizations of finite groups (and their associated geometrical structures) the most impor-tant problem is to study and understand triple factorizations T ¼ ðG; A; BÞ with A maximal and core-free in G.
As mentioned earlier, the forthcoming papers [1] , [7] make a first step in this direction.
An extended Embedding Theorem
In this section, we prove an extension of the imprimitive Embedding Theorem appropriate for application to triple factorizations. We follow the treatment in [3, Theorem 8.5] .
When studying triple factorizations G ¼ ABA for which core G ðAÞ ¼ 1, we may regard G as a transitive permutation group on W A and A as G a , for some point a A W A . If G is imprimitive on W with block system S, the Embedding Theorem allows us to regard G as a subgroup of G 0 o G 1 acting on D Â S, where a A D A S and A as a subgroup of a certain groupÂ A (described below). We need information about the subgroup B as well as A. 
where
ð2:1Þ is a monomorphism with
Also ðj; cÞ, where c :
is proved to be a permutational embedding. Note also that the group G 1 is determined by G. Moreover, for each i, Proof. Let ðj; cÞ be as in (2.1) 
B 0 Þ, and hence, by (2.1),
BÞ is a nondegenerate triple factorization, and relative to the block system S ¼ fD 1 ; . . . ;
Triple factorizations: two criteria
Proof of Theorem 1.1. First we prove the equivalence of (a) and (b). Let a :¼ A A W A and set D :¼ a B . Suppose that T is a triple factorization for G, and consider a 
x , and hence G has restricted movement. Conversely, suppose that G has restricted movement, and let x A G. Then G V G x 0 q, and hence there exist a; c A A with
The G-flag-transitive point-line incidence geometry corresponding to a nontrivial triple factorization T ¼ ðG; A; BÞ has as points and lines the elements of W A and W B , respectively, and a point Ax and line By are incident if and only if Ax V By 0 q. The group G is in particular transitive on the flags (incident point-line pairs).
This family of geometries includes all flag-transitive 2-ðv; k; lÞ designs: here v ¼ jW A j is the number of points, the lines are usually called 'blocks', each is incident with k ¼ jB : A V Bj points, and each pair of points is incident with l blocks. Such a design is symmetric if it has exactly v blocks. (Note that this usage of the term 'block' is di¤erent from the blocks of imprimitivity introduced in Section 2.)
Next we prove Theorem 3.1, a strengthening of Theorem 1.4. For its proof we apply the main result of [16] which is a generalization of the result in [15] . For a set
Theorem 3.1. Suppose that T ¼ ðG; A; BÞ is a nondegenerate triple factorization with If T=N is a nondegenerate factorization, so is T, but the converse is not true in general (see Example 5.1). We prove Theorem 1.3 which gives several conditions under which the converse does hold. 
and
N ¼ G 2 , we have that T ¼ ðG; A; BÞ and T=N G T 1 are both nondegenerate triple factorizations, while N U AB. 
Lifts
. Let T ¼ ðG; A; BÞ be a triple factorization, A c C and B c D. Recall from Section 1 that the triple factorization ðG; C; DÞ is called a lift of T. We give here an example to illustrate that it is not possible in general to obtain a nondegenerate lift ðG; C; DÞ of a given nondegenerate triple factorization T ¼ ðG; A; BÞ, with C, D maximal in G. Example 5.3. Let G ¼ A 5 , A ¼ hð1; 2; 3; 4; 5Þi and B ¼ hð1; 3Þð2; 5Þ; ð1; 2Þð3; 5Þi. Then T ¼
Restrictions of a triple factorization
Let T ¼ ðG; A; BÞ be a triple factorization, and let H < G. We consider the following question in several contexts, in this section and again in Section 8. The proof in Lemma 6.2 that Tj H is a triple factorization does not use the fact that B is a subgroup. We give this slightly more general statement and apply it in Section 8. 
, and if N has index 2 in G, it is possible for T but not T 0 to restrict to N. We explore this problem further in Section 8. In the latter case both A V N and B 0 fix the point n and hence T 0 does not restrict to N. On the other hand, if g A N fixes n, then g A A V N, while if j ¼ n g 0 n, then there exists c A A V N such that 3 c ¼ j and hence setting b ¼ ð3; 4; nÞ A B V N, the element a ¼ gc À1 b À1 fixes n and so lies in A V N. Thus g ¼ abc A ðA V NÞðB V NÞðA V NÞ, and it follows that T restricts to N. r
Wreath products of triple factorizations
In this section, we introduce a wreath product construction for triple factorizations, and study its properties. In Subsection 7.1, we prove Theorem 1.5.
We give a construction in Definition 7.1 that takes as an input two triples T i ¼ ðG i ; A i ; B i Þ with A i , B i subgroups of G i , for i ¼ 0; 1, and produces a triple We define a wreath product of T 0 and T 1 as follows.
Þ, D, S and l be as above. Then the wreath product of T 0 and T 1 is defined as
Lemma 7.2. LetÂ A andB B be as in Definition 7.1, and let
Proof. 
respectively. Therefore, p defines an isomorphism from
and hence T 1 is a triple factorization. Let noŵ
Note thatÂ A <Ĥ H. Then by Lemma 6.2, ðT 0 o T 1 ÞjĤ H ¼ ðĤ H;Â A;B B VĤ HÞ is a triple factorization. SinceĤ H ¼ ðG 0 Â G lÀ1 0 Þ z A 1 , the natural projection map j :Ĥ H ! G 0 to the first factor is an epimorphism with kernelM M. We have thatM 
as in Definition 7.1. We show first how Theorem 1.5 can be derived from the results to be proved in this section.
Proof of Theorem 1.5. If T is nondegenerate, so that (1.1) holds, we prove (see Proposition 7.6, Corollary 7.7 and Lemma 7.8 (c)) that T 0 is the nondegenerate quotient of Tj H ¼ ðH; A; B V HÞ modulo core H ðAÞ, that T 1 :¼ ðG 1 ; A 1 ; B 1 Þ is the quotient modulo core G ðHÞ of the lift ðG; H; BÞ of T, and is degenerate, and also that T 0 o T 1 is nondegenerate and the restriction of T 0 o T 1 to the embedded subgroup G of W is the nondegenerate lift ðG; A;B B V GÞ of T. In particular, since Proof. By the definition of G 0 and G 1 , it follows that core G 0 ðA 0 Þ ¼ 1 and core G 1 ðA 1 Þ ¼ 1, and hence by Lemma 7.2, core W ðÂ AÞ ¼ 1.
Proposition 7.6. Suppose that T :¼ ðG; A; BÞ is a triple factorization for G with core G ðAÞ ¼ 1, and suppose that A < H < G. Let T 0 , T 1 and T 0 o T 1 be as in (7.1). Then Proof. That T 1 is degenerate follows from Proposition 7.6 (b), and T 0 o T 1 is nondegenerate follows from Proposition 7.6 (d). Finally, Proposition 7.6 (c) implies that T 0 is nondegenerate since G ¼ HB. r
We define several subgroups of W ¼ G 0 o G 1 that correspond to the subgroups H, core H ðAÞ and core G ðHÞ of G that occur in Proposition 7.6. Recall that
ð7:2Þ Lemma 7.8. Suppose that T ¼ ðG; A; BÞ is a nondegenerate triple factorization with core G ðAÞ ¼ 1, and A < H < G. Let T 0 , T 1 , T 0 o T 1 and l be as in (7.1), and as-
is transitive, assume that B cB B V G. LetN N,Ĥ H, andK K be as in ( 7.2). Then the following hold. 
and hence the natural projection map W ! W =N N defines an isomorphism from
(c) Suppose that T 1 is degenerate, so by Proposition 7. 
This element h is therefore equal to ðg; h 2 ; . . . ; h l Þs for some h 2 ; . . . ; h l A G 0 and s A A 1 , and therefore h lies in G but not in
2 Rationale for primitive triple factorizations. Theorem 1.3 (b) and Theorem 1.5 provide a reduction pathway to the study of nondegenerate triple factorizations T ¼ ðG; A; BÞ with A maximal and core-free in G. It turns out that these conditions imply that B also is core-free in G, and we call such T primitive. Corollary 7.9 below shows how each nondegenerate T is associated with at least one primitive triple factorization.
Corollary 7.9. Let T ¼ ðG; A; BÞ be a nondegenerate triple factorization.
(a) If A is maximal and core-free in G, then also B is core-free. Proof. Let T ¼ ðG; A; BÞ be a nondegenerate triple factorization with core G ðAÞ ¼ 1.
(a) Suppose first that A is maximal in G. Then G acts faithfully and primitively on W A . If X ¼ core G ðBÞ 0 1, then since G is primitive, X is transitive on W A . Thus G ¼ AX J AB, contradicting the nondegeneracy of T. Hence X ¼ 1. 
Restriction to transitive normal subgroups
Let T ¼ ðG; A; BÞ be a nondegenerate triple factorization. By Theorem 1.3 (b) and Theorem 1.5, it is important to study such triple factorizations in which A is maximal and core free in G, so that G is faithful and primitive on W A . In this case also B is core-free in G by Corollary 7.9. Often the study of primitive permutation groups G focuses on the action of the socle of G, and a natural question to ask is whether a triple factorization T ¼ ðG; A; BÞ with G faithful and primitive on W A restricts to a triple factorization of the socle (the socle of G is the product of its minimal normal subgroups). Lemma 6.5 suggests that this question may be di‰cult to answer in general. In Subsection 8.1, we give a rather technical su‰cient condition for restriction. Before that we prove a simple result which explores the role of normal subgroups for primitive T. 
