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We introduce and analyze graph-associated entanglement cost, a generalization of the entanglement
cost of quantum states to multipartite settings. We identify a necessary and sufficient condition for
any multipartite entangled state to be constructible when quantum communication between the
multiple parties is restricted to a quantum network represented by a tree. The condition for exact
state construction is expressed in terms of the Schmidt ranks of the state defined with respect
to edges of the tree. We also study approximate state construction and provide a second-order
asymptotic analysis.
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I. INTRODUCTION
Multipartite entanglement [1–5] serves as resource in
multi-party quantum tasks, when the parties are re-
stricted to local operations and classical communication
(LOCC). These nonlocal tasks include quantum crypto-
graphic protocols [6, 7] and quantum computation [8].
One way to characterize multipartite entanglement is to
analyze the amount of quantum communication required
for constructing the corresponding entangled state from a
separable state. Under LOCC, a noiseless quantum chan-
nel and bipartite maximally entangled state are equiva-
lent by means of quantum teleportation [9]. For bipartite
states, there are two types of scenarios to consider when
evaluating the amount of entanglement of a given state
in terms of the consumed resource. The first type is an
asymptotic scenario, where the construction assumes an
infinitely increasing number of copies of the given state.
The cost in this case is the minimum asymptotic rate
of quantum communication per copy to achieve the con-
struction and referred as the entanglement cost [10, 11].
While this asymptotic cost may be understood as a fun-
damental quantity in quantum information theory, the
other type based on the communication cost in one-shot
scenario is more relevant when the aim is to generate
a finite number of copies of the target entangled state.
One-shot costs may be further distinguished by whether
the state construction is required to be exact [12] or cer-
tain error in fidelity is tolerated [13, 14].
In this paper, we introduce a characterization of mul-
tipartite entangled states by generalizing the cost-based
measure of bipartite entangled states for their LOCC con-
struction. The multiple parties in our case are connected
by several noiseless quantum communication channels,
whose connectivity is represented by a graph of the graph
theory [15], described in terms of vertices and edges. Al-
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FIG. 1. (Color online) Schematic representation of our LOCC
construction of a multipartite entangled state under graph G.
Each solid circle represents a quantum system, possibly of a
different dimension, while each rounded square corresponds to
a party, which may possess several quantum systems within.
The parties are connected by noiseless quantum communica-
tion channels specified by the edges of G. Under LOCC, each
use of a channel is equivalent to consuming a maximally en-
tangled state, given by a pair of blue solid circles with a line
in between (initial). The target state ρ is represented by red
solid circles encircled in a bubble (final). The maximally en-
tangled states all together comprise a resource state |Φres(G)〉
for LOCC construction of ρ.
though the total number of edges does not fully char-
acterize a graph, any connected network of N parties
requires at least N − 1 channels. If a connected N -
vertex graph has exactly N − 1 edges, then it is called
a tree. As in the bipartite case, a single use of each
channel between two parties is equivalent to a maxi-
mally entangled state of fixed dimensional systems con-
sumed under LOCC. Thus the set of the maximally en-
tangled states distributed according to the edges of the
graph as illustrated in Fig. 1 characterizes the nonlocal
resources for constructing a multipartite state. The to-
tal amount of quantum communication is evaluated by
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2the total amount of the maximally entangled states and
generalizes the notion of entanglement cost, which we
name graph-associated entanglement cost. Our choice
of resource states differs from Ref. [16], which adopts
Greenberger-Horne-Zeilinger (GHZ) states for the re-
source. Reference [17] considers more general quantum
channels with noise, but restricts its analysis to two-
colorable graph states.
We analyze the graph-associated entanglement cost of
multipartite pure states on tree networks to achieve ex-
act and approximate state construction. We prove that
the former is given in terms of the Schmidt rank [12]
defined with respect to edges of the tree. For the lat-
ter, we refine the analysis sketched in Ref. [18] and com-
bine the results of Ref. [14] to provide the second-order
asymptotic analysis, utilizing the exact state construc-
tion algorithm. We observe that the multipartite struc-
ture appears not in the first-order but in the second-order
coefficients of the quantum communication rate. Our ex-
act state construction algorithm generalizes the one pre-
sented in Refs. [19, 20], which in our terminology assumes
a network of a straight line.
The rest of the paper is organized as follows. In Sec-
tion II, we define the exact and approximate state con-
struction tasks, and formalize the graph-associated en-
tanglement costs corresponding to the state construction
tasks. We analyze state construction under trees intro-
duced in Section III. The exact state construction is ana-
lyzed in Section IV where an implication for construction
of projected entangled pair states (PEPS) [21] is also pre-
sented. The approximate state construction is analyzed
in Section V. Our conclusion is given in Section VI.
II. GRAPH-ASSOCIATED ENTANGLEMENT
COST FOR MULTIPARTITE STATE
CONSTRUCTION
A. Definition of construction tasks
We introduce tasks of exact construction and ap-
proximate construction of a multipartite entangled state
shared among N parties from a fixed product state of
N parties when quantum communication between par-
ties is restricted to specified parties. When the direction
of quantum communication is not restricted, we use a
simple undirected graph G = (V (G), E(G)) to represent
the restriction on quantum communication. Each of N
vertices v ∈ V (G) = {v1, v2, . . . , vN} of G represents one
of the N parties, and quantum communication is only
allowed between the parties vi and vj directly connected
by an edge e = {vi, vj} ∈ E(G) of G, where we identify
{vi, vj} with {vj , vi}. To construct an arbitrary entan-
gled state shared between N parties, G is required to be
a connected graph. We omit the arguments of V (G) and
E(G) to simply write G = (V,E) if obvious.
Sending a quantum state in an me-dimensional Hilbert
space between two parties vi and vj represented by edge
e = {vi, vj} can be achieved by quantum teleportation
using, in addition to local operations by each party and
classical communication between the parties, a maxi-
mally entangled state of two me-level systems shared be-
tween vi and vj defined by
∣∣Φ+me〉e := 1√me
me−1∑
l=0
|l〉vi ⊗ |l〉vj ,
where the superscripts for each ket represent parties to
which the state belongs. To represent parties with the su-
perscripts of kets, we may write numbers representing the
vertices for brevity, such as
∣∣Φ+me〉i,j on vi and vj . If we
do not impose restrictions on the classical communication
and the local operations apart from the laws of quantum
mechanics, the maximally entangled state is a resource
state for performing quantum communication by local
operations and classical communication (LOCC), while
LOCC is considered to be nonrestricted “free” resources
in this setting.
In the LOCC framework, the tasks of constructing an
N -partite entangled state under the restriction on quan-
tum communication is equivalent to the tasks of trans-
forming an initial state consisting of a set of bipartite
resource states specified by a set of edges E into the tar-
get multipartite entangled state to be constructed under
LOCC. The initial resource state for a given graph G,
which is initially shared by the N parties, is represented
by
|Φres(G)〉 :=
⊗
e∈E
∣∣Φ+me〉e ,
where me is the dimension of the initial resource state
specified by edge e. We write the Hilbert space for the
initial resource state |Φres(G)〉 as
Hr :=
⊗
v∈V
Hvr ,
where, for each v ∈ V , Hvr denotes the total Hilbert space
of the initial resource state belonging to party v. For
each edge e = {v, v′}, the me-dimensional subsystem of
Hvr for v’s part of
∣∣Φ+me〉e is denoted by Hvre , or Hvr{v,v′}
equivalently, and we write the Hilbert space for the initial
resource state shared between v and v′ as
Her := Hvre ⊗Hv
′
re 3
∣∣Φ+me〉e ,
or H{v,v′}r equivalently.
We denote an N -partite target state, which is to be
constructed and shared by the N parties, by a density
operator ρ, and the Hilbert space for ρ by
Ht :=
⊗
v∈V
Hvt ,
where Hvt represents the dv-dimensional Hilbert space of
the target state belonging to party v.
3A construction task under a graph G for a given tar-
get state ρ is to deterministically transform the initial
resource state |Φres(G)〉 on Hr into a target state ρ on
Ht by LOCC. Note that, in the LOCC framework, each
party v can add an auxiliary system of arbitrary dimen-
sion, represented by a Hilbert space Hva, and can perform
arbitrary operations on Hvr ⊗ Hva, which can be condi-
tioned by other parties’ measurement outcomes obtained
by classical communication.
Formally, the exact and approximate state construc-
tion tasks are defined in the following.
Definition 1 (Exact state construction). The exact state
construction task under graph G = (V,E) for an N -
partite target state ρ onHt is to deterministically and ex-
actly transform the initial resource state |Φres(G)〉 ∈ Hr
into ρ on Ht by an LOCC operation ΓLOCC, namely,
ρ = ΓLOCC (|Φres(G)〉) ,
where each of the N vertices of G corresponds to a party
in ΓLOCC.
Definition 2 ((n, )-approximate state construction).
The (n, )-approximate state construction task under
graph G = (V,E) for an N -partite target state ρ on Ht
is to deterministically transform the initial resource state
|Φres(G)〉 to a state ρ˜n which approximates n copies of the
target state ρ⊗n within a preset error threshold  > 0 in
terms of the trace distance ‖ρ˜n − ρ⊗n‖1 ≤  by an LOCC
operation ΓLOCC, namely,
ρ˜n = ΓLOCC(|Φres(G)〉).
Note that, in our definition, for each party v, the di-
mension of Hvr for the initial resource state depends on
the number of the neighboring parties, and can be differ-
ent from that of Hvt for the target state. This setting is
different from other LOCC convertibility analyses where
states are from the same Hilbert space [22–25].
For the case of N = 2, the exact state construc-
tion is possible if and only if the Schmidt number of
the target state, a generalization of the Schmidt rank
of bipartite pure states to mixed states, is equal to or
smaller than that of the initial resource state [12]. Also,
for N = 2, the approximate state construction task re-
duces to entanglement dilution in the finite block length
regime [13, 14, 26, 27], which is used for defining the
entanglement cost.
B. Total graph-associated entanglement cost
We first define total graph-associated entanglement
cost based on the exact and approximate construction
of multipartite states shared among N parties under
restricted quantum communication specified by graph
G = (V,E). Similar to the case of bipartite states, exact
(or approximate) total entanglement costs of a state ρ
are defined as the “minimum required amount of entan-
glement” of the initial state |Φres(G)〉 so to be exactly
(or approximately) transformable to the target state ρ
by LOCC.
Since the initial resource state |Φres(G)〉 only consists
of a set of bipartite resource states
{∣∣Φ+me〉e}e∈E , we de-
fine the total amount of entanglement of |Φres(G)〉 to be
the sum of the amount of bipartite entanglement of each∣∣Φ+me〉e and denote the sum by Esum(|Φres(G)〉). By us-
ing the unit of ebit, which is the entanglement entropy
of the Bell state
∣∣Φ+2 〉 (a maximally entangled two-qubit
state), the amount of entanglement of
∣∣Φ+me〉e is given by
log2me. Therefore the total amount of entanglement of
|Φres(G)〉 is given by Esum(|Φres(G)〉) =
∑
e∈E log2me.
For a quantum state ρ on Ht and a graph G = (V,E),
the exact total graph-associated entanglement cost of ρ
is defined by
EGGC(ρ) := min|Φres(G)〉∈RG(ρ)
Esum(|Φres(G)〉),
where RG(ρ) represents a set of states {|Φres(G)〉} such
that the exact state construction task under G for ρ is
achievable.
Similarly, for a quantum state ρ onHt and a graphG =
(V,E), the (n, )-approximate total graph-associated en-
tanglement cost is defined by
En,,GGC (ρ) :=
1
n
min
|Φres(G)〉∈Rn,G (ρ)
Esum(|Φres(G)〉),
where R,nG (ρ) represents a set of states {|Φres(G)〉} such
that the (n, )-approximate state construction task under
G for ρ is achievable.
C. Edge graph-associated entanglement cost
We define the exact and approximate edge graph-
associated entanglement cost to characterize distributed
entanglement properties of multipartite states. We define
the set of optimal initial resource states RˆG(ρ) ⊂ RG(ρ)
minimizing the exact total graph-associated entangle-
ment cost EGGC(ρ) and assign an index i to represent dif-
ferent configurations of optimal bipartite resource states.
The elements of RˆG(ρ) are denoted by
RˆG(ρ) =
{∣∣∣Φˆires(G, ρ)〉 := ⊗
e∈E
∣∣∣Φ+me(i)〉e
}
i
. (1)
Using me(i) defined by Eq. (1), the exact edge graph-
associated entanglement cost is defined for each configu-
ration i as follows.
Definition 3 (Exact edge graph-associated entangle-
ment cost). For a graph G = (V,E) and an N -partite
quantum state ρ on Ht, the exact edge graph-associated
entanglement cost of ρ with respect to edge e ∈ E and
for a configuration i is defined by
EGGC,i,e(ρ) := log2me(i),
4where me(i) represents the dimension of the bipartite re-
source state corresponding to edge e of the optimal initial
resource states for the exact state construction task un-
der graph G for ρ with configuration i defined by Eq. (1).
Similarly, we define a set of optimal initial resource
states Rˆn,G (ρ) minimizing the (n, )-approximate total
graph-associated entanglement cost En,,GGC (ρ) and we as-
sign an index i to represent different configurations. The
elements of Rˆn,G (ρ) are denoted by
Rˆn,G (ρ) =
{∣∣∣Φˆi,n,res (G, ρ)〉 := ⊗
e∈E
∣∣∣Φ+me(i,n,)〉e
}
i
. (2)
Using me(i, n, ) defined by Eq. (2), the (n, )-
approximate edge graph-associated entanglement cost is
defined for each configuration i as follows.
Definition 4 ((n, )-approximate edge graph-associated
entanglement cost). For a graph G = (V,E) and an N -
partite quantum state ρ on Ht, the (n, )-approximate
edge graph-associated entanglement cost of ρ with respect
to edge e ∈ E and for a configuration i is defined by
En,,GGC,i,e(ρ) =
1
n
log2me(i, n, ),
whereme(i, n, ) represents the dimension of the bipartite
resource state corresponding to edge e of the optimal ini-
tial resource states for the (n, )-approximate state con-
struction task under graph G for ρ with configuration i
defined by Eq. (2).
The asymptotic edge graph-associated entanglement
cost with respect to edge e is denoted by
E∞,GGC,i,e(ρ) := lim→0
lim
n→∞
1
n
log2me(i, n, ).
By calculating the edge graph-associated entanglement
costs for all the edges of a graph G, we can derive the ini-
tial resource state from which construction of multipar-
tite states under graph G is achievable with the smallest
amount of total entanglement. By definition, EGGC,i,e(ρ)
and En,,GGC,i,e(ρ) satisfy E
G
GC(ρ) =
∑
e∈E E
G
GC,i,e(ρ) and
En,,GGC (ρ) =
∑
e∈E E
n,,G
GC,i,e(ρ).
III. ANALYSIS UNDER TREES
A. Tree resource states
Calculating the edge graph-associated entanglement
costs for an arbitrary graph is difficult since their defini-
tions include optimization of the total graph-associated
entanglement costs. Thus we focus on analyzing con-
struction tasks under a special class of graphs, trees, for
the initial resource states. A network represented by a
tree describes the situation where all parties are con-
nected by the smallest number of channels.
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FIG. 2. A graphical representation of a tree. The vertices
and edges are labeled where v1 is the root of the tree and the
other vertices v2, v3, . . . , vN and the edges e1, e2, . . . , eN−1 are
in order of a breadth-first search starting from v1. Cv, Dv and
D′v denote the set of v’s children, the set of v’s descendants,
and the set of v itself and v’s descendants, respectively. D′v
is decomposed into v itself and D′c’s for all c ∈ Cv.
Trees are connected graphs which contain no cycle.
Trees with N vertices have N − 1 edges, which is the
minimum to connect all the vertices. Any connected
graphs can be reduced to a tree spanning all the ver-
tices by removing some of the edges. We let T = (V,E)
denote a tree. For a tree T = (V,E), we can desig-
nate any vertex as the root of the tree T , which we
label as v1 ∈ V . We represent such a rooted tree as
(T, v1). Without loss of generality, we label the vertices
and edges of T so that the other vertices v2, v3, . . . , vN
and the edges e1, e2, . . . , eN−1 are in order of a breadth-
first search starting from v1 [28]. In other words, the
closer to the root a vertex (or an edge) is, the smaller the
number of the label of the vertex (or the edge) is. We
also let p(v) denote v’s parent. The tree resource state is
denoted by |Φres(T )〉.
We introduce a recursive structure according to rooted
trees, as illustrated in Fig. 2. For any v ∈ V of the rooted
tree (T, v1) where T = (V,E), we let Cv denote the set
of v’s children, Dv the set of v’s descendants, and D
′
v the
set of v’s descendants and v itself. We refer to a vertex
without any child as a leaf of the rooted tree. For any
v ∈ V , D′v can be decomposed by using these notations
5as
D′v = {v} ∪Dv
= {v} ∪
⋃
c∈Cv
D′c. (3)
The set of all vertices V is represented by V = D′v1 for
the root specified by v1. Using Eq. (3), we can recursively
decompose V according to the given rooted tree.
The Hilbert space Ht for the target state can also be
recursively decomposed. By denoting the Hilbert space
corresponding to the set of vertices D′v as HD
′
v
t , it is de-
composed as
HD′vt = Hvt ⊗HDvt
= Hvt ⊗
⊗
c∈Cv
HD′ct , (4)
for any nonleaf v. Note that, by definition, HD
′
v1
t = Ht.
We make use of the recursive decomposition given by
Eq. (4) of Ht in our analysis of state construction tasks
under trees.
B. Construction of pure states under trees
We focus on analyzing construction tasks for pure tar-
get states, while an extension to mixed states is possi-
ble by considering their purification or convex roof [3].
A pure target state is denoted by |ψ〉, where the corre-
sponding density operator is written by ψ := |ψ〉 〈ψ|.
To analyze edge graph-associated entanglement costs
under trees, we define a reduced density operator of |ψ〉
with respect to an edge e ∈ E, which we illustrate in
Fig. 3. Given a rooted tree (T, v1) where T = (V,E),
when any edge e = {p(v), v} ∈ E is removed, the tree
T is divided into two connected subgraphs. The set of
vertices of one of the subgraphs including v is D′v. We
denote the set of vertices of the other subgraph including
p(v) by D′v, the complement of D
′
v. The bipartition of T
with respect to e is referred to as the decomposition of
the vertex set V into D′v and D′v induced by removing
edge e. A reduced state ρ
(T,v1),ψ
e of |ψ〉 with respect to
the edge e = {p(v), v} is defined as the state on HD′vt
obtained by tracing out the systems belonging to D′v,
namely,
ρ(T,v1),ψe := TrD′v
ψ,
where TrD′v
denotes a partial trace of HD′vt . We omit the
superscript (T, v1), ψ and simply write ρ
(T,v1),ψ
e as ρe if
obvious. For simplicity, we also define
Re := rank ρe.
We represent ρe in terms of the Schmidt basis of |ψ〉
for the bipartition with respect to e. The Schmidt de-
composition of |ψ〉 for the bipartition with respect to
cut 
with respect to    
reduced state:                                         ,
(           : Schmidt basis,      : Schmidt rank)
party     (root)
target state     
FIG. 3. (Color online) Schematic representation of a reduced
density operator ρe of the target state |ψ〉 with respect to an
edge e of the rooted tree. For each edge e = {p(v), v}, the tree
can be divided into two connected subgraphs corresponding
to D′v and its complement. We write the reduced density
operator of |ψ〉 corresponding to Dv as ρe. The Schmidt basis
of HD′vt for |ψ〉 is written as {|wl〉}l. We can represent ρe
using a subset of {|wl〉}l corresponding to nonzero Schmidt
coefficients.
e = {p(v), v} is written as
|ψ〉 =
Re−1∑
l=0
√
λl |wl〉 ⊗ |wl〉 , (5)
where
√
λl for each l is a Schmidt coefficient satisfying∑
l λl = 1, {|wl〉}l and {|wl〉}l are the Schmidt bases of
HD′vt and HD
′
v
t respectively. In the following, we only
consider an Re-dimensional subspace spanned by the
Schmidt basis states corresponding to nonzero Schmidt
coefficients, and simply call the subset of the Schmidt
basis states as the Schmidt basis for the bipartition with
respect to e. For any edge e = {p(v), v} ∈ E, the reduced
density operator with respect to e is given by
ρe =
Re−1∑
l=0
λl |wl〉 〈wl| ,
where λl > 0 for each l and
∑
l λl = 1.
IV. EXACT STATE CONSTRUCTION UNDER
TREES
A. Graph-associated entanglement cost for exact
state construction
For exact construction of bipartite pure states, the ini-
tial resource state
∣∣Φ+R〉 shared between two parties A
and B can be transformed into any bipartite states hav-
ing the Schmidt rank no more than R by LOCC [12]. As
6for exact construction of multipartite states, we obtain a
similar result for tree resource states as follows.
Theorem 5 (Exact edge graph-associated entanglement
cost). Given any tree T = (V,E) and any N -partite pure
target state |ψ〉 ∈ Ht, the exact edge graph-associated
entanglement cost for edge e ∈ E under tree T is given
by
ETGC,i,e (ψ) = log2Re
where Re = rank ρe and the configuration i of the optimal
resource state is uniquely determined.
The lower bound of ETGC,i,e (ψ) immediately follows
from a bipartite entanglement property of |ψ〉 in terms
of the bipartite cut induced by removing e characterized
by the rank of ρe, which is monotonically nonincreasing
under LOCC. In contrast, the upper bound is nontriv-
ial, as the upper bound is not deduced from the bipar-
tite case. To show the upper bound coincides with the
lower bound, we present a distributed algorithm for exact
state construction in which, for any tree T = (V,E), any
target state |ψ〉 is exactly constructed from the tree re-
source state |Φres(T )〉 =
⊗
e∈E
∣∣Φ+Re〉e with the smallest
amount of entanglement at each edge which allows the
construction. The state construction algorithm saves the
maximum quantum memory space required for parties,
as each party directly transforms the optimal initial re-
source state into its reduced target state by performing
measurements, which can be performed with one auxil-
iary qubit at each party by employing a method intro-
duced in Ref. [29].
The state construction algorithm is based on a recur-
sive description of |ψ〉 according to a tree. We recur-
sively represent |ψ〉 ∈ Ht in terms of the Schmidt basis
{|wlv 〉}lv of the Schmidt decomposition with respect to
edge e = {p(v), v} for each nonroot vertex v 6= v1. We
write the computational basis of Hvt as {|l〉}l for v ∈ V .
Based on the recursive decomposition of Ht given by
Eq. (4), we represent |ψ〉 as shown in the following propo-
sition.
Proposition 6 (Recursive description of multipartite
states according to trees). For any rooted tree (T, v1)
where T = (V,E) and any N -partite pure state |ψ〉 ∈ Ht,
|ψ〉 is decomposed by recursively applying the following
procedure.
1. For the root v1, |ψ〉 is decomposed in terms of the
computational basis {|l〉}l of Hv1t and the Schmidt
basis {|wlc〉}lc of H
D′c
t for all c ∈ Cv1 as
|ψ〉 =
∑
l
αv1l |l〉 ⊗
∑
lCv1
βv1l,lCv1
⊗
c∈Cv1
|wlc〉 , (6)
where l ∈ {0, 1, . . . , dv1 − 1} and lCv1 := (lc)c∈Cv1
denotes a tuple of lc ∈ {0, 1, . . . , R{v1,c} − 1}.
partyparent child
child
target state LOCC
initial
final
parent party child
child
FIG. 4. (Color online) Schematic representation for the nota-
tions of the Hilbert spaces of the initial resource states and the
target states. For each nonroot v (v 6= v1), an initial resource
state shared between v and its parent p(v) is denoted by∣∣Φ+me〉e = (1/√me)∑lv |lv〉p(v) ⊗ |lv〉v, where e = {p(v), v},
|lv〉p(v) ∈ Hp(v)re , and |lv〉v ∈ Hvre . For each v, the computa-
tional basis ofHvt for the v’s part of the target state is denoted
by {|l〉}l.
2. For any nonleaf v, each Schmidt basis |wlv 〉 ∈ HD
′
v
t
in Eq. (6) is decomposed in terms of the compu-
tational basis {|l〉}l of Hvt and the Schmidt basis
states {|wlc〉}lc of H
D′c
t for all c ∈ Cv as
|wlv 〉 =
∑
l
αvl,lv |l〉 ⊗
∑
lCv
βvl,lCv ,lv
⊗
c∈Cv
|wlc〉 , (7)
where l ∈ {0, 1, . . . , dv − 1} and lCv := (lc)c∈Cv
denotes a tuple of lc ∈ {0, 1, . . . , R{v,c} − 1}.
We first describe an overview of the state construction
algorithm. The algorithm consists of the following three
elements.
1. Sequential measurements of the initial resource
state |Φres(T )〉 performed by the parties except at
leaves vleaf of the rooted tree (T, v1) in the descend-
ing order starting from the root v1.
2. Stepwise corrections depending on the measure-
ment outcome of each parent p(v) applied before
performing their own measurements by the parties
v 6= v1 to compensate randomness induced by par-
ent’s measurement.
3. Final isometry transformations performed by the
parties at leaves vleaf to adjust bases from the com-
putational basis to the Schmidt basis of the target
state |ψ〉.
In the following, we provide a general description of
the above three elements in our algorithm. Note that,
as we will see through examples in the next subsection,
7the measurements and corrections in our algorithm are
equivalent to performing sequential quantum teleporta-
tion starting from the root by using a part of the ini-
tial resource state, combined with each party’s unitary
transformation on another part of the initial resource
system, an auxiliary system and a target system. To dis-
tinguish computational basis states of different Hilbert
spaces of |Φres(T )〉, we denote the computational basis
of Hvre where e = {p(v), v} by {|lv〉}lv . The initial re-
source state on Her = Hp(v)re ⊗ Hvre shared over an edge
e = {p(v), v} is written as
∣∣Φ+Re〉e = 1√Re
Re−1∑
lv=0
|lv〉p(v) ⊗ |lv〉v ,
where |lv〉p(v) ∈ Hp(v)re and |lv〉v ∈ Hvre . Notations of the
Hilbert spaces of the initial resource states and the target
state are summarized in Fig. 4.
The measurement of each party at nonleaf v 6= vleaf
are chosen to transform |Φres(T )〉 into the reduced target
state represented by the recursive description of |ψ〉 given
by Proposition 6. The measurement of v is represented
by a set of measurement operators{
MvxCv ,zCv
}
xCv ,zCv
on Hvr where xCv := (xc)c∈Cv and zCv := (zc)c∈Cv are
tuples of the labels of the measurement outcomes where
xc, zc ∈ {0, 1, . . . , R{v,c} − 1} for each c ∈ Cv.
For the root v1, M
v1
xCv1
,zCv1
is given by
Mv1xCv1 ,zCv1
=
∑
l
αv1l |l〉
∑
lCv1
βv1l,lCv1
⊗
c∈Cv1
(
〈lc|Z(zc)X(xc)/
√
R{v1,c}
) ,
(8)
where αv1l and β
v1
l,lCv1
are the coefficients of the target
state |ψ〉 given by Eq. (6). X(xc) and Z(zc) in Eq. (8) are
the generalized Pauli operators (also called Heisenberg-
Weyl operators) [30] transforming a computational basis
state |lc〉 as
X(xc) |lc〉 = |(lc + xc) mod Re〉 (9)
and
Z(zc) |lc〉 = exp [2piizclc/Re] |lc〉 , (10)
where e = {p(c), c}, respectively. Note that the dimen-
sions of these operators depend on the rank Re.
For party v where v 6= v1 and v 6= vleaf, each MvxCv ,zCv
is given by
MvxCv ,zCv =
∑
lv
∑
l
αvl,lv |l〉
〈lv| ⊗∑
lCv
βvl,lCv ,lv
⊗
c∈Cv
(
〈lc|Z(zc)X(xc)/
√
R{v,c}
))
,
(11)
where lv ∈ {0, 1, . . . , R{p(v),v} − 1}, αvl and βvl,lCv are
given by Eq. (7), other notations are same as the ones
in Eq. (8). The completeness of each measurement is
proven in Appendix A.
After performing the measurement, each party v sends
to each child c ∈ Cv the measurement outcome (xc, zc) by
classical communication. The child c applies a stepwise
generalized Pauli correction Z(−zc)X(xc) on Hcr{v,c} de-
pending on (xc, zc) to remove the extra random transfor-
mation (Z(zc)X(xc))
T
, where T represents transposition,
induced by parent’s measurement. And if not at a leaf,
the child c recursively performs the measurement and
then send the measurement outcome by classical com-
munication to its children.
At each leaf vleaf, after performing its general-
ized Pauli correction, the party performs the isom-
etry transformation Uvleaf transforming the computa-
tional basis {|lvleaf〉}lvleaf of H
vleaf
r into the Schmidt basis
{|wlvleaf 〉}lvleaf of H
vleaf
t to adjust the bases at the leaves,
which completes distributed construction of |ψ〉 repre-
sented by Eqs. (6) and (7).
The step by step description of the distributed algo-
rithm for exact state construction is presented in the
proof of Theorem 5 as Algorithm 1 for the party at v1,
Algorithm 2 for the parties v 6= v1, vleaf, and Algorithm 3
for the parties vleaf in Appendix A.
B. Examples of exact state construction for four
parties
To demonstrate how our algorithm works, we provide
examples of exact state construction. We consider a line-
topology graph connecting four parties, and demonstrate
exact construction of the four-qubit W states
|W4〉 := 1
2
(|1000〉+ |0100〉+ |0010〉+ |0001〉)
over the graph for two different choices of the root. For
construction of the W states, Theorem 5 implies that one
Bell state |Φ+2 〉e (a maximally entangled two-qubit state)
is required at each edge e, i.e.,
ETGC,i,e(W4) = 1
for any tree T . Thus, the required initial resource state is
independent of the choice of the root of the graph, while
the algorithm depends on the choice. The examples cor-
responding to the two choices of the root represented
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FIG. 5. (Color online) Schematic description of examples for
exact state construction of the four-qubit W state |W4〉 over
four parties connected by a line-topology graph. Theorem 5
implies that one Bell state |Φ+2 〉 (a maximally entangled two-
qubit state) is required at each edge for the initial resource
state in these examples. The measurement for a party v on
an initial resource qubit (represented as
{
Mvx,z
}
x,z
in a blue
rectangle) can be implemented by a unitary transformation
Uv (represented as a red rectangle) on the incoming initial
resource qubit, an auxiliary qubit and a target qubit followed
by the Bell measurement (represented as a purple rectangle)
on the auxiliary qubit and the outgoing initial resource qubit
for quantum teleportation. Example 1 is a case in which each
party has at most one child, but the child may have descen-
dants. Example 2 describes a case in which a party v1 has
multiple children v2 and v3.
in Fig. 5 illuminate two essential ingredients in our al-
gorithm for the multipartite state construction: one is
when a child of a vertex has descendants, and the other
is when a vertex has multiple children.
In Eqs. (8) and (11), the measurement for a party v
in our algorithm is represented as a single measurement
operator MvxCv ,zCv on the whole initial resource qubits
at v given by Hvr =
⊗
eHvre . By introducing an auxiliary
system Hva and an target system Hvt in fixed states at
each party v, MvxCv ,zCv can be implemented by a uni-
tary transformation Uv on the auxiliary qubit, the target
qubit and a part of the initial resource qubit at v given
by Hvr{p(v),v} referred to as an incoming initial resource
qubit, followed by a Bell measurement for quantum tele-
portation on the auxiliary qubit and another part of the
initial resource qubits at v given by
⊗
c∈Cv Hvr{v,c} re-
ferred to as outgoing initial resource qubits, as illustrated
in Example 1 of Fig. 5.
We first describe an example in which each vertex has
at most one child but the child may have descendants.
Example 1 (Exact state construction with a child hav-
ing descendants). Consider exact construction of the
four-qubit W state |W4〉 over four parties represented
by V = {v1, v2, v3, v4}. The parties are connected by a
line-topology graph T = (V,E) illustrated at the top of
Fig. 5, where E = {{vi, vi+1} : i = 1, 2, 3}. We choose v1
as the root so that each vertex has at most one child.
First, we show the operation for v1. Using Proposi-
tion 6, we can decompose the target state |W4〉 as
|W4〉1,2,3,4t
∝ |1〉1t |000〉2,3,4t + |0〉1t
[
|100〉2,3,4t + |010〉2,3,4t + |001〉2,3,4t
]
∈ Hv1t ⊗H
D′v2
t ,
where D′v2 = {v2, v3, v4}, the superscripts for each ket
represent parties to which the ket belongs, and the sub-
scripts are to identify targets, resources and auxiliary
qubits. Schmidt basis states |000〉2,3,4t and |100〉2,3,4t +
|010〉2,3,4t +|001〉2,3,4t can be encoded in an auxiliary qubit
Hv1a on v1 as |0〉1a and |1〉1a, respectively. Therefore, v1
prepares |0〉1t |0〉1a + |1〉1t |1〉1a by a unitary transformation
Uv1 from a fixed state |0〉1t |0〉1a and sends the auxiliary
qubit state in Hv1a to v2 by quantum teleportation us-
ing the Bell state |Φ+2 〉1,2r{v1,v2} consisting of the initial
resource state. The state preparation followed by quan-
tum teleportation is equivalent to the measurement of v1
given by Eq. (8) on the outgoing initial resource qubit
Hv1r{v1,v2} followed by the correction on the incoming ini-
tial resource qubit Hv2r{v1,v2} at v2. There is no incoming
initial resource qubit at the root.
Next, we show the operation for v2. Using Proposi-
tion 6 recursively, we obtain
|W4〉1,2,3,4t
∝ |1〉1t |000〉2,3,4t + |0〉1t
[
|100〉2,3,4t + |010〉2,3,4t + |001〉2,3,4t
]
= |1〉1t |0〉2t |00〉3,4t
+ |0〉1t
[
|1〉2t |00〉3,4t + |0〉2t
(
|10〉3,4t + |01〉3,4t
)]
∈ Hv1t ⊗Hv2t ⊗H
D′v3
t ,
where D′v3 = {v3, v4}. Similarly to the operation for v1,
|00〉3,4t and |10〉3,4t +|01〉3,4t can be encoded in an auxiliary
qubit Hv2a on v2 as |0〉2a and |1〉2a, respectively. Then v2
transforms the incoming resource qubit states |0〉2r{v1,v2}
and |1〉2r{v1,v2} encoding |0〉
2
t |00〉3,4t and |1〉2t |00〉3,4t +
|0〉2t (|10〉3,4t +|01〉3,4t ) into |0〉2t |0〉2a and |1〉2t |0〉2a+|0〉2t |1〉2a,
respectively by a unitary transformation Uv2 by introduc-
ing the auxiliary qubit and the target qubit, and sends
9the state on Hv2a to v3 by quantum teleportation using
the Bell state |Φ+2 〉2,3r{v2,v3} consisting of the initial resource
state. The state preparation followed by quantum tele-
portation is equivalent to the measurement of v2 given
by Eq. (11) on the initial resource qubit Hv2r followed
by the correction on the incoming initial resource qubit
Hv3r{v2,v3} at v3.
Finally, v3 transforms the incoming resource qubit
states |0〉3r{v2,v3} and |1〉
3
r{v2,v3}
into |0〉3t |0〉3a and
|1〉3t |0〉3a + |0〉3t |1〉3a, respectively, and sends the state onHv3a to v4 by quantum teleportation using the Bell state
|Φ+2 〉3,4r{v3,v4} consisting of the initial resource state. Once
the correction on the incoming resource qubit Hv4r{v3,v4}
at v4 is completed, the incoming resource qubit turns out
to be the target qubit state of v4.
The next example is a case in which a vertex may have
multiple children.
Example 2 (Exact state construction with multiple
children). Similarly to Example 1, consider exact con-
struction of |W4〉 under a line-topology graph T ′ =
(V,E′) illustrated at the bottom of Fig. 5, where V =
{v1, v2, v3, v4} and E′ = {{v1, v2} , {v1, v3} , {v3, v4}}.
Now, the root v1 has two children v2 and v3.
We show the operation for v1. Using Proposition 6, we
obtain
|W4〉1,2,3,4t
∝ |1〉1t |0〉2t |00〉3,4t + |0〉1t |1〉2t |00〉3,4t
+ |0〉1t |0〉2t (|10〉3,4t + |01〉3,4t )
∈ Hv1t ⊗H
D′v2
t ⊗H
D′v3
t ,
where D′v2 = {v2} and D′v3 = {v3, v4}, and the nota-
tions of the superscripts and subscripts for each state are
the same as the ones in Example 1. In the same way as
Example 1, we can encode |00〉3,4t and |10〉3,4t + |01〉3,4t
as |0〉1a and |1〉1a, respectively. We also encode |0〉2t and
|1〉2t using another auxiliary qubit Hv1a′ at v1 as |0〉1a′ and
|1〉1a′ respectively. Therefore v1 prepares |1〉1t |0〉1a′ |0〉1a +
|0〉1t |1〉1a′ |0〉1a+ |0〉1t |0〉1a′ |1〉1a, and sends the states on Hv1a′
andHv1a to v2, v3 by quantum teleportation using the Bell
states |Φ+2 〉1,2r{v1,v2} and |Φ
+
2 〉1,3r{v1,v3} consisting of the ini-
tial resource states, respectively. After completing quan-
tum teleportation, the incoming initial resource qubit of
v2 turns out to be in the target state. The operations
for v3 and v4 are the same as the ones for v3 and v4 in
Example 1.
C. Connection with projected entangled pair states
The presented algorithm for distributed state construc-
tion is deterministic in contrast with a stochastic LOCC
(SLOCC) algorithm obtained from a state description
by projected entangled pair states (PEPS) [21]. PEPS,
including matrix product states (MPS) and tree tensor
networks (TTN) as special cases, provides efficient classi-
cal description of a class of quantum multipartite states,
in which parameters of the states are expressed in terms
of multiple tensors with their indices contracted accord-
ing to a given network pattern. A PEPS is a state in the
form of (⊗
v∈V
Av
)⊗
e∈E
∣∣Φ+me〉e , (12)
where graphG = (V,E) is a line-topology graph for MPS,
a tree for TTN and any graph for PEPS, and Av is a
linear operator acting on the part of the bipartite maxi-
mally entangled states belonging to v, which corresponds
to each tensor in the tensor network.
State description by PEPS does not necessarily pro-
vide an efficient method for distributed construction of
the state with high success probability, while a num-
ber of algorithms in various settings are presented for
constructing states described in PEPS using quantum
computers [19, 31–33]. For state construction under a
graph G, the description of the target state in the form
of Eq. (12) provides an SLOCC algorithm, in which each
party v ∈ V performs a binary outcome measurement
of the initial resource state |Φres(G)〉 =
⊗
e∈E
∣∣Φ+me〉e
given by
{
Av,
√
1 −Av†Av
}
, where 1 denotes the iden-
tity operator, to transform |Φres(G)〉 into the target state
Eq. (12) with nonzero probability. Note that, in the
SLOCC algorithm, classical communication is not nec-
essary and parties can independently perform their mea-
surement to achieve nonzero success probability, while
classical communication may increase the success proba-
bility.
In contrast, in our LOCC setting, we achieve deter-
ministic and exact construction of the target state by
choosing the measurement operators so that all the mea-
surements are correctable. This means that a target state
described by PEPS with tree networks (namely, TTN) is
deterministically constructible by introducing an appro-
priate measurement order. The canonical form of the
TTN is uniquely determined and can be efficiently cal-
culated [34]. The measurement operators used in our
algorithm for exact state construction can be expressed
in terms of the tensors in the canonical form of the TTN
by modifying the tensors according to Proposition 6. In
Appendix B, we show an explicit description of the mea-
surement operators for a state given by the canonical
form of a special case of TTN given by a line-topology
graph, namely MPS [35].
We remark that extension of our algorithm to arbi-
trary PEPS is not straightforward. One reason for this
difficulty is that there exists a multipartite state which
satisfies the Schmidt rank condition with respect to any
connected bipartite cut but cannot be expressed in terms
of PEPS with its bond dimension satisfying the same con-
dition, as we see through a counter example (Remark 3)
presented in the next subsection.
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D. Implications of exact state construction
We remark implications of exact state construction.
For exact construction of the N -qubit W states defined
by
|W 〉 := 1√
N
(|100 · · · 0〉+ |010 · · · 0〉+ · · ·+ |000 · · · 1〉)
and the N -qubit GHZ states
|GHZ〉 := 1√
2
(|00 · · · 0〉+ |11 · · · 1〉) ,
using initial resource states represented by trees achieves
the smallest exact total graph-associated entanglement
cost among any graphs.
Remark 1 (Exact construction of W and GHZ states).
By applying Theorem 5 to the N -qubit W states and
GHZ states over N parties, we can derive the smallest ex-
act total graph-associated entanglement cost among any
graph representing the restriction on quantum communi-
cation among the N parties. The N -qubit W and GHZ
states over N parties have the Schmidt rank of 2 with
respect to any bipartition. Therefore, Theorem 5 implies
that, under any tree T , the N -qubit W and GHZ states
can be constructed with consumption of one Bell state
|Φ+2 〉 at each edge, i.e.,
ETGC,i,e = 1.
Note that any connected graph contains a spanning
tree, which can be used for state construction. Since any
tree has N − 1 edges, the N -qubit W states and GHZ
states can be constructed with consumption of N−1 Bell
states in total. This provides the smallest exact total
graph-associated entanglement cost among any graphs
for exact construction of the N -qubit W and GHZ states,
since any party has to consume at least one Bell state ini-
tially shared with another. The similar optimality can be
shown for any genuinely entangled states whose Schmidt
rank with respect to any bipartition is 2.
In comparison with the state distribution algorithm
in which the root prepares the whole target state and
distributes the corresponding part of the state to each
party, the following remark illustrates quadratic saving
of total resource consumption in exact construction of
the same target state.
Remark 2 (Advantage of exact state construction in
comparison with simple distribution). Consider prepa-
ration of the N -qubit W state over N parties repre-
sented by {v1, v2, . . . , vN}, where the initial resource
state is in a line topology connecting {vi, vi+1} for all
i ∈ {1, 2, . . . , N − 1}. Even if we choose v1 as the root,
which is placed at an end of the line topology, exact con-
struction of the W state can be performed with consump-
tion of one Bell state at each edge, which amounts to
N − 1 Bell states in total. In contrast, if v1 prepares the
N -qubit W state on its own, then to distribute the W
state from one party to another by quantum teleportation
consuming the initial resources, N−i Bell states are con-
sumed at the edge {vi, vi+1} for all i ∈ {1, 2, . . . , N − 1},
which amounts to
∑N−1
i=1 (N − i) = (1/2)N(N − 1) Bell
states in total. The difference in this example is quadratic
with respect to the number of the parties N .
We also remark that, for a nontree graph, the Schmidt
rank of a target state with respect to a bipartite cut does
not tell whether the target state can be exactly con-
structible from the initial resource state, as we show a
counter example.
Remark 3 (Exact state construction not under trees).
Given four parties v1, v2, v3 and v4, one counter example
is the case when the initial resource state consists of four
Bell states shared between v1–v2, v2–v3, v3–v4 and v4–v1,
whose underlying graph contains a cycle, and the target
state two Bell states shared between v1–v3 and v2–v4. For
a bipartite cut {v1, v2} and {v3, v4}, the Schmidt rank of
the initial resource state is 4. The Schmidt rank of the
target state with respect to the bipartite cut {v1, v2} and
{v3, v4} is also 4. However, this exact state construction
has been proven to be impossible even probabilistically
in Ref. [36].
V. APPROXIMATE STATE CONSTRUCTION
UNDER TREES
A. Graph-associated entanglement cost for
approximate state construction
We present a second-order asymptotic analysis of
(n, )-approximate construction tasks under trees. In
bipartite cases, the entanglement cost in second-order
asymptotic analysis can be expressed in terms of the
quantum information spectrum entropy [14]. The quan-
tum information spectrum entropy is defined for any den-
sity operator ρ as
H

S (ρ) := inf
{
γ ∈ R : Tr (ρ− 2−γ1 )
+
= 1− 
}
,
where (·)+ represents the operator projected onto the
non-negative spectra. Given a pure state |ψ〉 shared be-
tween A and B, the (n, )-approximate bipartite entan-
glement cost En,C (ψ) per construction of one state can
be bounded by using H

S and any fixed δ, η > 0, as
H
2/4+η
S
(
ρ⊗nA
)− δ + log2 η
5 nEn,C (ψ) 5 H
2/4
S
(
ρ⊗nA
)
,
where ρA = TrB ψ, and the error threshold  for ap-
proximation is evaluated by the trace distance. We note
that, in Ref. [14], the fidelity is used to evaluate the er-
ror threshold for approximation in place of the trace dis-
tance.
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The quantum information spectrum entropy can be
evaluated by numerical calculation of the smooth min-
entropy by semidefinite programming, which gives a tight
bound [27]. A good approximation of the quantity for
large n is obtained by the second-order expansion of the
quantum information spectrum entropy [14]
H
2/4
S
(
ρ⊗n
)
=a(ρ)n+ b(ρ, )
√
n+O (log n) (as n→∞),
a(ρ) =S (ρ) ,
b(ρ, ) =− s (ρ) Φ−1 (2/4) ,
where S(ρ) := −Tr ρ log2 ρ is the von Neumann en-
tropy, s (ρ) =
√
Tr ρ(log2 ρ)
2 − S (ρ)2 is the quan-
tum information standard deviation, and Φ (z) =(
1/
√
2pi
) ∫ z
−∞ e
−t2/2dt the cumulative distribution func-
tion of a standard normal random variable. The first-
order coefficient a(ρ) represents the asymptotic rate,
while the second-order coefficient b(ρ, ) is the difference
from the asymptotic rate in the finite block length regime.
For approximate construction of a multipartite state
|ψ〉 under tree T = (V,E), we evaluate the (n, )-
approximate edge graph-associated entanglement cost
En,,TGC,i,e (ψ) for each edge e ∈ E by applying the second-
order asymptotic analysis. We derive upper and lower
bounds of En,,TGC,i,e (ψ) expressed in terms of the quantum
information spectrum entropy of n copies of the reduced
density operator ρ⊗ne of |ψ〉 with respect to e. We obtain
the following theorem.
Theorem 7 (Approximate edge graph-associated en-
tanglement cost). Given any tree T = (V,E) and any
N -partite pure target state |ψ〉 ∈ Ht, fix n > 0 and
 > 0. The following bounds hold for any configuration
i of the optimal resource state for the (n, )-approximate
construction of |ψ〉 under T .
1. The upper bound: For any error thresholds at re-
spective edges, denoted by ′(e) > 0 for all e ∈ E,
satisfying √∑
e∈E
′(e)2 5 ,
it holds that
∑
e∈E
En,,TGC,i,e (ψ) 5
∑
e∈E
H
′(e)2/4
S (ρ
⊗n
e )
n
.
2. The lower bound: For each e ∈ E and any δ, η > 0,
En,,TGC,i,e(ψ) =
H
2/4+η
S (ρ
⊗n
e )− δ + log2 η
n
.
The asymptotic limit of the above theorem yields the
following, which coincides with the one shown by Galva˜o
et al. [18].
Corollary 8 (Asymptotic edge graph-associated entan-
glement cost). Given any tree T = (V,E) and any N -
partite pure target state |ψ〉 ∈ Ht, for each e ∈ E,
E∞,TGC,i,e(ψ) = S (ρe) ,
where the configuration index i is uniquely determined.
While the lower bound in Theorem 7 is deduced from
the bipartite cases as presented in Appendix C, the up-
per bound is nontrivial. To prove the upper bound, we
explicitly present an efficient distributed algorithm for
approximate construction of a multipartite state under
a tree. In the asymptotic limit, the strategy sketched in
Ref. [18] coincides with our algorithm.
Approximate construction of n copies of the target
state |ψ〉⊗n under tree T can be achieved by exact
construction of an approximate state
∣∣∣ψ˜n〉, which is -
close to |ψ〉⊗n in terms of the trace distance. For each
e = {p(v), v} ∈ E of a rooted tree, we define the following
projections on the Hilbert spaces of n copies of the target
state for approximation, which only act nontrivially on
the Hilbert spaces at the vertices in D′v, the set of v’s/
descendants and v itself, given by Eq. (3).
Definition 9 (Projections for approximation of multi-
partite states). Given a rooted tree (T, v1) where T =
(V,E), an N -partite pure state |ψ〉 ∈ Ht, fixed n > 0,
and an error threshold ′(e) > 0 for e = {p(v), v} ∈ E, we
define a projection Π
n,′(e)
ρe onto the non-negative spec-
tra of ρ⊗ne − 2−γe1 of
(
HD′vt
)⊗n
, where ρe is the re-
duced density operator of |ψ〉 with respect to e and γe
is given by the quantum information spectrum entropy
γe = H
′(e)2/4
S (ρ
⊗n
e ). We write a projection on (Ht)⊗n
as Π
n,′(e)
e,ψ := Π
n,′(e)
ρe ⊗ 1 . We omit n, ′(e) in the su-
perscripts of the projections to write Πρe and Πe,ψ if
obvious.
A straightforward calculation shows that, for each e ∈
E, it holds that
Tr Πe,ψψ
⊗n = Tr Πρeρ
⊗n
e
= Tr Πρe
(
ρ⊗ne − 2−γe1
)
+
= 1−
(
′(e)2/4
)
.
(13)
We provide a method for obtaining a good approxima-
tion for a large number of identical copies of |ψ〉 in the
following proposition, which is an application of noncom-
mutative union bound [37]. The proof of the proposition
is presented in Appendix C.
Proposition 10 (Approximation of multipartite states).
Given any rooted tree (T, v1) where T = (V,E) and any
N -partite pure state |ψ〉 ∈ Ht, fix n > 0 and ′ : E →
(0,∞). Then, it holds that∥∥∥ψ⊗n − ψ˜n∥∥∥
1
5
√∑
e∈E
′(e)2, (14)
12
where ψ˜n =
∣∣∣ψ˜n〉〈ψ˜n∣∣∣ is defined by
∣∣∣ψ˜n〉 := ΠeN−1,ψΠeN−2,ψ · · ·Πe1,ψ |ψ〉⊗n∥∥∥ΠeN−1,ψΠeN−2,ψ · · ·Πe1,ψ |ψ〉⊗n∥∥∥ . (15)
As Proposition 10 implies, an efficient distributed al-
gorithm for approximate state construction is the one for
exact construction of
∣∣∣ψ˜n〉 defined by Eq. (15). In our al-
gorithm, parties do not perform the projections on their
quantum system, but classically calculate the description
of the approximate state according to Eq. (15). The er-
ror threshold ′ for the edges is determined so that it
minimizes ∑
e∈E
H
′(e)2/4
S
(
ρ⊗ne
)
,
within the constraint of√∑
e∈E
′(e)2 5 . (16)
Note that, for any fixed ρe, H
′(e)2/4
S (ρ
⊗n
e ) monotoni-
cally decreases as ′ increases. For sufficiently large n,
the second-order expansion of the quantum information
spectrum entropy implies that ′ for efficient approximate
state construction is approximately determined when it
minimizes the sum of the second-order coefficients∑
e∈E
b (ρe, 
′(e))
within the constraint of Eq. (16).
Therefore, approximate construction of the state |ψ〉
under any tree T is achieved by first designating the root,
and then by following the order of the rooted tree, the
parties performs the Algorithms 1, 2, 3 given in the proof
of Theorem 5 for exact construction of
∣∣∣ψ˜n〉 classically
calculated by Eq. (15).
In calculating
∣∣∣ψ˜n〉, improvement of a solution of com-
binatorial optimization for ′ leads to an efficient dis-
tributed algorithm. However, our result of the lower
bound in Theorem 7 for approximate state construction
is not tight enough to prove its optimality, as we will
show through examples in the next subsection.
B. Examples of approximate state construction
We illustrate examples of the approximate state con-
struction.
We first present approximate construction of the N -
qubit W states over N parties under a line-topology
graph to compare with the case of exact state construc-
tion, which requires ETGC,i,e(W ) = 1. We show how ap-
proximate construction consumes less resources per copy
FIG. 6. The second-order coefficient b of the resource con-
sumption rate at edge eN/4 of our approximate state con-
struction algorithm for the N -qubit W states over N parties
under line-topology graphs for N ∈ {4, 8, . . . , 80}. The error
thresholds is set to be ′(e) = (N − 1)−1/2 for all e ∈ E
with  = 1/25. The second-order coefficient increases as N
increases, whereas the first-order asymptotic rate is indepen-
dent of N .
by increasing the number of copies n and the resource
consumption rate varies in terms of the number of par-
ties N .
Example 3 (Approximate construction of the W
states). We consider approximate construction of the
N -qubit W states over N parties under G =
(V,E) where V = {v1, v2, . . . , vN} and E =
{{vi, vi+1} : i ∈ {1, 2, . . . , N − 1}}. We set  = 1/25,
which guarantees that the optimal success probability
to distinguish the approximately constructed state from
the N -qubit W state is smaller than 51%. We as-
sume that the error threshold for approximation with
respect to each edge is a constant and ′ is given by
′ = (N − 1)−1/2. We calculate the resource consump-
tion rate of the initial resource state at edge eN/4 achieved
by our algorithm for approximate state construction.
The resource consumption rate in our algorithm is ex-
panded up to the second order as
H
′2/4
S
(
ρ⊗neN/4
)
n
=a
(
ρeN/4
)
+ b
(
ρeN/4 , 
′) 1√
n
+
O
(
log n
n
)
(as n→∞).
The second-order coefficient b
(
ρeN/4 , 
′) for N ∈
{4, 8, . . . , 80} is shown in Fig. 6. As illustrated, given a
fixed error threshold  in finite block length regime, more
resources are needed for approximate construction of the
N -qubit W states for increasing N , while the first-order
term
a
(
ρeN/4
)
= 0.811 · · ·
representing the asymptotic rate is constant for any N .
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FIG. 7. Comparison of resource consumption rates at edge
e1 = {v1, v2} up to the second order for approximate con-
struction of the W state under the line-topology graph for
N = 4. The blue dotted-dashed curve represents the resource
consumption rate Rconst when error thresholds at edges are
set constantly, and the red solid curve the rate Ropt when
error thresholds are optimized in order to save the total re-
source consumption. The purple dotted curve represents their
lower bound R up to the second order. Optimization of error
thresholds at edges provides an efficient algorithm for approx-
imate state construction.
We can further improve the resource consumption rate
by individually choosing error threshold ′(e) for each
e ∈ E optimized for given total error threshold .
Example 4 (Improvement of approximate state con-
struction). Consider approximate construction of n
copies of the four-qubit W state over four parties under
the same line-topology graph as the one in Example 3
(i.e., N = 4). In Example 3, we took
′(e1) = ′(e2) = ′(e3) = 3−1/2. (17)
However, approximation over the edge e2 = {v2, v3} does
not contribute to saving the total resource consump-
tion, since b (ρe2 , 
′(e2)) is zero, i.e., the second term of
the second-order expansion of the approximate graph-
associated entanglement cost is zero, in this case. There-
fore, by taking
′ (e2) = 0,
′ (e1) = ′ (e3) = 2−1/2,
(18)
we can save the total resource consumption. Figure 7
illustrates the comparison of the resource consumption
rates at e1 = {v1, v2}. We compare the rate Rconst when
using Eq. (17) as error thresholds and the rate Ropt when
using Eq. (18), up to the second order, i.e.,
Rconst(n) = a (ρe1) + b
(
ρe1 , 3
−1/2
) 1√
n
,
Ropt(n) = a (ρe1) + b
(
ρe1 , 2
−1/2
) 1√
n
.
We write their lower bound up to second order as
R(n) = a (ρe1) + b (ρe1 , )
1√
n
.
While all Rconst, Ropt and R converge to the same asymp-
totic rate a (ρe1) = 0.811 · · · as n→∞, the second-order
asymptotic analysis provides an efficient strategy through
optimizing error thresholds for finite n.
VI. CONCLUSION
In this paper, we introduced and analyzed the graph-
associated entanglement costs of the exact and approx-
imate state construction tasks for operational charac-
terizations of multipartite entanglement. The graph-
associated entanglement costs represent the optimal re-
source state consumed at edges of a given graph in the
state construction tasks.
We evaluated the edge graph-associated entanglement
costs under any tree by presenting efficient distributed
algorithms for construction of multipartite pure states.
Our distributed algorithms for state construction can re-
duce required resources compared to a na¨ıve distribution
method of the state in which the root party prepares the
whole target state in the beginning and then distributes
a corresponding part of the state to each party. This
is because our algorithms construct the target state by
“extending” the state part by part at each party for the
next forward neighboring parties.
The graph-associated entanglement costs incorporate
the topology of graphs to characterize multipartite en-
tanglement, in addition to the amount of bipartite en-
tanglement resources at each edge of the graphs. We
found that there is a class of multipartite states where
the exact total graph-associated entanglement cost only
depends on the number of the parties, i.e., independent
of the graph topology. In this class are the W states and
GHZ states. Further topology-based classification should
be possible, which we leave as future works.
There are several more issues we would like to point
out for future works. The lower bound of the resource
consumption in approximate construction of finite copies
of a target state within a fixed error threshold should
be further improved. To improve the lower bound, the
analysis of multi-party LOCC may gain importance, as
well as that of the combinatorial optimization to present
the upper bound explicitly. The optimal state construc-
tion algorithms of multipartite states under an arbitrary
graph also remain.
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Appendix A: Proofs for exact state construction
We present a proof of Theorem 5 by showing that the
upper and lower bounds of ETGC,i,e coincide. The upper
bound is proved by explicitly presenting a distributed al-
gorithm for the exact state construction, while the lower
bound is derived from the analysis for the bipartition
with respect to each edge.
1. Proof of the lower bound of Theorem 5
Consider a bipartition of the tree T = (V,E) with re-
spect to an edge e = {p(v), v} ∈ E induced by removing
an edge e, namely, the decomposition of the set V into
two subsets D′v and D′v. Since the resource state for T
is given by |Φres(T )〉 =
⊗
e∈E
∣∣Φ+me〉e where me repre-
sents the Schmidt rank of the maximally entangled state
corresponding to e, the Schmidt rank of |Φres(T )〉 for
the bipartition with respect to e is me. As the Schmidt
rank does not increase under LOCC transformations, the
Schmidt rank of the target state |ψ〉 for the bipartition
with respect to e, represented by Re, has to satisfy
Re 5 me, (A1)
if |ψ〉 is transformed from |Φres(T )〉 via LOCC. The in-
equality (A1) holds for any me. Therefore we obtain
ETGC,i,e (ψ) = log2Re. (A2)
2. Recursive description of multipartite states
To derive the upper bound, we use the recursive de-
scription of multipartite states presented in Proposi-
tion 6.
Proof of Proposition 6. We prove Eq. (7), while Eq. (6)
can be proved in a similar way. Fix v ∈ V which is not
the root or a leaf. Consider the Schmidt decomposition of
the target state |ψ〉 ∈ Ht with respect to the bipartition
induced by removing edge e = {p(v), v} given by
|ψ〉 =
Re−1∑
lv=0
√
λlv |wlv 〉 ⊗ |wlv 〉 ,
corresponding to Eq. (5). Each Schmidt basis state
|wlv 〉 ∈ HD
′
v
t can be expanded as
|wlv 〉 =
∑
l
αvl,lv |l〉 ⊗ |ql,lv 〉 , (A3)
where {|l〉}l is the computational basis of Hvt and{|ql,lv 〉}k is a set of normalized but not necessary orthog-
onal states of HDvt . Thus it is sufficient to prove that
|ql,lv 〉 can be written as
|ql,lv 〉 =
∑
lCv
βvl,lCv ,lv
⊗
c∈Cv
|wlc〉 (A4)
with the Schmidt basis state |wlc〉 of HD
′
c
t for c ∈ Cv.
Consider, for each c ∈ Cv, any
∣∣w⊥c 〉 ∈ HD′ct such that
∀lc ∈
{
0, 1, . . . , R{v,c} − 1
}
, 〈w⊥c |wlc〉 = 0.
It holds that (〈
w⊥c
∣∣⊗ 1 ) |ψ〉 = 0,
since otherwise it contradicts 〈w⊥c |
(
TrD′c
ψ
)
|w⊥c 〉 = 0.
It is sufficient to prove that |ql,lv 〉 can be chosen so that,
for any
∣∣w⊥c 〉, it holds that(〈
w⊥c
∣∣⊗ 1 ) |ql,lv 〉 = 0.
A straightforward calculation shows that
0 =
(〈
w⊥c
∣∣⊗ 1 ) |ψ〉
=
∑
lv
√
λlv
(∑
l
αvl,lv |l〉 ⊗
(〈
w⊥c
∣∣⊗ 1 ) |ql,lv 〉
)
⊗ |wlv 〉 .
Since {|l〉 ⊗ |wlv 〉}l,lv is a set of mutually linearly inde-
pendent states and
√
λlv > 0, it holds that α
v
l,lv
= 0
or (〈
w⊥c
∣∣⊗ 1 ) |ql,lv 〉 = 0. (A5)
For the case αvl,lv = 0, the corresponding |ql,lv 〉 can be
chosen arbitrarily since |ψ〉 = ∑l,lv√λlvαvl,lv |l〉⊗|ql,lv 〉⊗
|wlv 〉. Therefore, in any case, |ql,lv 〉 can be chosen to
satisfy Eq. (A5).
In conclusion, for any v ∈ V which is not the root or
a leaf, we obtain
|wlv 〉 =
∑
l
αvl,lv |l〉 ⊗
∑
lCv
βvl,lCv ,lv
⊗
c∈Cv
|wlc〉 .
To show Eq. (6), replace v1 by v, remove lv in Eqs. (A3)
and (A4), and follow the above argument for the proof
to obtain
|ψ〉 =
∑
l
αv1l |l〉 ⊗
∑
lCv1
βv1l,lCv1
⊗
c∈Cv1
|wlc〉 .
Q.E.D.
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3. Completeness of measurements
In the distributed algorithm for exact state construc-
tion based on Proposition 6, the measurements repre-
sented by Eqs. (8) and (11) are used. We show the com-
pleteness of the measurements.
Proposition 11 (Completeness of the measurements for
exact state construction). For all nonleaf v ∈ V ,∑
xCv ,zCv
Mv†xCv ,zCvM
v
xCv ,zCv
= 1 .
Proof. We prove the case for nonroot (and nonleaf) v,
while the case for the root can be proved by removing
indices lv and l
′
v in the following argument.
For generalized Pauli operators X(x) and
Z(z) of a d-dimensional Hilbert space Hd de-
fined by Eqs. (9) and (10), a channel ρ →
(1/d2)
∑d−1
x,z=0X(x)
†
Z(z)
†
ρZ(z)X(x) for any state
ρ on Hd is a completely depolarizing channel, namely,
(1/d2)
∑d−1
x,z=0X(x)
†
Z(z)
†
ρZ(z)X(x) = 1 /d. Then we
have ∑
xCv ,zCv
Mv†xCv ,zCvM
v
xCv ,zCv
=
∑
lv,l′v
∑
l
αvl,l′v
αvl,lv |l′v〉 〈lv| ⊗∑
lCv ,l
′
Cv
βv
l,l′Cv ,l′v
βvl,lCv ,lv
⊗
c∈Cv
1 .
On the other hand, orthogonality of the Schmidt basis
{|wlv 〉}lv yields∑
l
∑
lCv ,l
′
Cv
αvl,l′v
αvl,lvβ
v
l,l′Cv ,l′v
βvl,lCv ,lv = 〈wl′v |wlv 〉
= δl′v,lv .
Therefore, we obtain∑
xCv ,zCv
Mv†xCv ,zCvM
v
xCv ,zCv
=
∑
lv
|lv〉 〈lv| ⊗
⊗
c∈Cv
1 = 1 .
Q.E.D.
4. Distributed algorithm for exact state
construction
We show a distributed algorithm consisting of three
sub-algorithms (Algorithm 1, Algorithm 2 and Algo-
rithm 3) presented in Table I for constructing any pure
target state |ψ〉 from the optimal initial resource state
|Φres(T )〉 =
⊗
e∈E
∣∣Φ+Re〉e for tree T = (V,E), which
yields the upper bound of ETGC,i,e of Theorem 5.
TABLE I. Three sub-algorithms consisting of the distributed
algorithm for exact construction of a target state |ψ〉 from
the optimal initial resource state |Φres(T )〉 = ⊗e∈E ∣∣Φ+Re〉e
for tree T = (V,E).
Algorithm 1 The algorithm Av1 for the root v1 ∈ V
1: for all c ∈ Cv1 do
2: Calculate the Schmidt basis {|wlc〉}lc of H
D′c
t in
Eq. (6).
3: Fix a computational basis {|lc〉}lc of Hv1r{v1,c} in
Eq. (8).
4: Send to c the classical description of the above bases.
5: end for
6: Fix a computational basis {|l〉}l of Hv1t .
7: Calculate Mv1xCv1 ,zCv1
in Eq. (8).
8: Perform on Hv1r a measurement according to Eq. (8). .
This consumes the initial resource state shared between
v1 and each child c ∈ Cv1 .
9: for all c ∈ Cv1 do
10: Send to c the measurement outcome (xc, zc).
11: end for
Algorithm 2 The algorithm Av for any v ∈ V which is
not the root or a leaf.
1: Receive from the parent p(v) the measurement outcome
(xv, zv) and the description of {|wlv 〉}lv and {|lv〉}lv .
2: for all c ∈ Cv do
3: Calculate the Schmidt basis {|wlc〉}lc of H
D′c
t in
Eq. (7).
4: Fix a computational basis {|lc〉}lc of Hvr{v,c} in
Eq. (11).
5: Send to c the classical description of the above bases.
6: end for
7: Fix a computational basis {|l〉}l of Hvt .
8: Calculate MvxCv ,zCv in Eq. (11).
9: Apply the correction Z (−zv)X (xv) on Hvr{p(v),v} .
10: Perform on Hvr a measurement according to Eq. (11). .
This consumes the initial resource state shared between v
and each child c ∈ Cv.
11: for all c ∈ Cv do
12: Send to c the measurement outcome (xc, zc).
13: end for
Algorithm 3 The algorithm Av for any leaf v ∈ V .
1: Receive from the parent p(v) the measurement outcome
(xv, zv) and the description of {|wlv 〉}lv and {|lv〉}lv .
2: Apply the correction Z (−zv)X (xv) on Hvr .
3: Perform on Hvr the isometry transformation Uv : Hvr →
Hvt which transforms the basis as
|lv〉 Uv−−→ |wlv 〉 .
Proof of the upper bound of Theorem 5. First, a vertex
on T is chosen as the root v1 ∈ V of T . In case assigning
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the root is a nontrivial task, employ classical processing
based on the leader election protocols [28]. Any vertex
can be chosen as the root of the tree. Consider that the
party at the root v1 ∈ V performs Algorithm 1, then the
parties at the vertex v ∈ V which is not the root or a
leaf perform Algorithm 2, and finally the parties at the
leaf vleaf ∈ V performs Algorithm 3. After all the algo-
rithms terminated on all the vertices, the target state |ψ〉
has been deterministically constructed and shared among
the parties. The existence of the distributed algorithm
yields ∑
e∈E
ETGC,i,e (ψ) 5
∑
e∈E
log2Re. (A6)
Q.E.D.
Therefore the lower bound of ETGC,i,e given by Eq. (A2)
and the upper bound of ETGC,i,e given by Eq. (A6) are
shown to coincide and we have proven that
ETGC,i,e (ψ) = log2Re,
where i is uniquely determined.
Appendix B: Measurement operators for
construction of matrix product states
We show an explicit description of the measure-
ment operators for constructing a target state given
by the canonical form of matrix product states (MPS).
We consider construction of an MPS which is an N -
partite state |ψ〉 under a line-topology graph G =
(V,E), where we designate a vertex at an end of
the line topology as the root v1 ∈ V and label
vertices and edges as V = {v1, v2, . . . , vN}, E =
{ek = {vk, vk+1} : k ∈ {1, 2, . . . , N − 1}}. The order of
parties performing measurement in our algorithm is de-
termined as v1, v2, . . . , vN .
The canonical form of MPS describing |ψ〉 is given by
|ψ〉 =
∑
i1,i2,...,iN
∑
α1,α2,...,αN−1
(
Γ[1]i1α1 λ
[1]
α1Γ
[2]i2
α1α2λ
[2]
α2 · · ·
λ[N−1]αN−1 Γ
[N ]iN
αN−1
)
|i1〉1 ⊗ |i2〉2 ⊗ · · · ⊗ |iN 〉N ,
(B1)
where the sum is over all the possible values of the in-
dices, {|ik〉}ik for each k ∈ {1, 2, . . . , N} is a fixed compu-
tational basis of Hvkt , Γ[1] is a rank-2 tensor, λ[1] rank-1,
Γ[2] rank-3, and so on. Given a state |ψ〉, its canonical
form can be obtained from the following procedure [35].
Firstly, consider a Schmidt decomposition of |ψ〉 for the
bipartition with respect to e1, i.e.
|ψ〉 =
∑
α1
√
λα1 |wα1〉 ⊗ |wα1〉 ,
where
√
λα1 for each α1 is the Schmidt coefficient, and
{|wα1〉}α1 and {|wα1〉}α1 are the Schmidt basis of H
D′v2
t
and Hv1t respectively. Here, choose Γ[1] and λ[1] so that,
for all α1, they satisfy
|wα1〉 =
∑
i1
Γ[1]i1α1 |i1〉 ,√
λα1 = λ
[1]
α1 .
The target state |ψ〉 is written as
|ψ〉 =
∑
i1
∑
α1
Γ[1]i1α1 λ
[1]
α1 |i1〉1 ⊗ |wα1〉 .
Secondly, consider another Schmidt decomposition of |ψ〉
for the bipartition with respect to e2, i.e.
|ψ〉 =
∑
α2
√
λα2 |wα2〉 ⊗ |wα2〉 ,
where
√
λα2 is the Schmidt coefficient, and {|wα2〉}α2
and {|wα2〉}α2 are the Schmidt basis of H
D′v3
t and H
D′v3
t
respectively. Then, calculate Γ[2] and λ[2] so that, for all
α1, α2, they satisfy the following decomposition of the
Schmidt basis |wα1〉 of H
D′v2
t = Hv2t ⊗H
D′v3
t ,
|wα1〉 =
∑
i2
∑
α2
Γ[2]i2α1α2λ
[2]
α2 |i2〉 ⊗ |wα2〉 ,√
λα2 = λ
[2]
α2 .
Therefore, |ψ〉 is written as
|ψ〉 =
∑
i1,i2
∑
α1,α2
Γ[1]i1α1 λ
[1]
α1Γ
[2]i2
α1α2λ
[2]
α2 |i1〉1 ⊗ |i2〉2 ⊗ |wα2〉 .
Iterating recursively the above yields
|ψ〉 =
∑
i1,i2,...,iN
∑
α1,α2,...,αN−1
(
Γ[1]i1α1 λ
[1]
α1Γ
[2]i2
α1α2λ
[2]
α2 · · ·
λ[N−1]αN−1
)
|i1〉1 ⊗ · · · ⊗ |iN−1〉N−1 ⊗
∣∣wαN−1〉 ,
where
{∣∣wαN−1〉}αN−1 is the Schmidt basis of HvNt . Fi-
nally, take Γ[N ] so that it satisfies∣∣wαN−1〉 = ∑
iN
Γ[N ]iNαN−1 |iN 〉 ,
to obtain Eq. (B1).
Comparing with the notation in Proposition 6, we ob-
tain
αv1l β
v1
l,lv2
= Γ
[1]l
lv2
λ
[1]
lv2
,
αvkl,lvk
βvkl,lvk+1 ,lvk
= Γ
[k]l
lvk lvk+1
λ
[k]
lvk+1
,
17
for k = 2, 3, . . . , N − 1. Therefore, the measurements
represented by Eqs. (8) and (11) are written as
Mv1xv2 ,zv2 =
∑
l,lv2
Γ
[1]l
lv2
λ
[1]
lv2
|l〉
(
〈lv2 |Z(zv2)X(xv2)/
√
R{v1,v2}
)
,
Mvkxvk+1 ,zvk+1
=
∑
l,lvk ,lvk+1
Γ
[k]l
lvk lvk+1
λ
[k]
lvk+1
|l〉 〈lvk | ⊗
(〈
lvk+1
∣∣Z(zvk+1)X(xvk+1)/√R{vk,vk+1}) ,
for k = 2, 3, . . . , N − 1. The isometry transformation
performed by the leaf vN is
UvN =
∑
l,lvN
Γ
[N ]l
lvN
|l〉 〈lvN | ,
as the right-hand side describes the change of basis
from |lvN 〉 ∈ HvNr into the Schmidt basis
∣∣∣wlvN 〉 =∑
l Γ
[N ]l
lvN
|l〉 ∈ HvNt .
Appendix C: Proofs for approximate state
construction
To prove the upper bound given in Theorem 7, we
first prove Proposition 10. Then the proofs of the upper
bound and the lower bound in Theorem 7 are presented
followed by the proof of Corollary 8.
1. Proof of Proposition 10
Proposition 10 is proven by using the noncommuta-
tive union bound for sequential projections presented in
Ref. [37] stated as the following Lemma.
Lemma 12 (Noncommutative union bound for sequen-
tial projections). Given any density operator ρ and
projections Π1,Π2, . . . ,ΠN−1 satisfying, for each i ∈
{1, 2, . . . , N − 1},
Tr Πiρ = 1− i,
it holds that∥∥∥∥ρ− ΠN−1 · · ·Π2Π1ρΠ1Π2 · · ·ΠN−1Tr ΠN−1 · · ·Π2Π1ρΠ1Π2 · · ·ΠN−1
∥∥∥∥
1
5 2
√∑
i
i.
Proof of Proposition 10. Setting ρ = ψ⊗n, Πi = Πei,ψ
for each i = 1, 2, . . . , N − 1 in Lemma 12, we obtain∥∥∥ψ⊗n − ψ˜n∥∥∥
1
5 2
√∑
e∈E
(1− Tr Πe,ψψ⊗n).
Since the relation Eq. (13) implies
1− Tr Πe,ψψ⊗n 5 
′(e)2
4
for each e ∈ E, we have∥∥∥ψ⊗n − ψ˜n∥∥∥
1
5
√∑
e∈E
′(e)2.
Q.E.D.
2. The proof of the upper bound in Theorem 7
Exact construction of the approximate state provides
the upper bound of Theorem 7.
Proof of the first statement in Theorem 7. For any ′
satisfying √∑
e∈E
′(e)2 5 , (C1)
Proposition 10 implies that
∥∥∥ψ⊗n − ψ˜n∥∥∥
1
5 . Then, for
any i, it holds that
∑
e∈E
En,,TGC,i,e (ψ) 5
∑
e∈E
ETGC,i′,e
(
ψ˜n
)
n
, (C2)
where i′ in the right hand side is uniquely determined.
ETGC,i′,e
(
ψ˜n
)
for each e = {p(v), v} ∈ E can be eval-
uated by using Theorem 5 as follows. From Theorem 5,
we have
ETGC,i,e
(
ψ˜n
)
= log2 rank TrD′v
ψ˜n
= log2 rank
TrD′v
ΠeN−1,ψ · · ·Πe1,ψψ⊗nΠe1,ψ · · ·ΠeN−1,ψ
Tr ΠeN−1,ψ · · ·Πe1,ψψ⊗nΠe1,ψ · · ·ΠeN−1,ψ
.
As for the argument of the logarithm, we have
rank TrD′v
ΠeN−1,ψ · · ·Πe1,ψψ⊗nΠe1,ψ · · ·ΠeN−1,ψ
Tr ΠeN−1,ψ · · ·Πe1,ψψ⊗nΠe1,ψ · · ·ΠeN−1,ψ
= rank TrD′v
ΠeN−1,ψ · · ·Πe1,ψψ⊗nΠe1,ψ · · ·ΠeN−1,ψ
5 rank TrD′v Πe,ψ
= rank TrD′v
(Πρe ⊗ 1 )
= rank Πρe .
As Πρe is the projector onto the subspace spanned by the
eigenvectors corresponding to the eigenvalues of ρ⊗ne no
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less than 2−γe where γe = H
′(e)2/4
S (ρ
⊗n
e ), the number of
the eigenvectors is no more than 2γe , namely,
rank Πρe 5 2γe .
Therefore, it holds that
ETGC,i′,e
(
ψ˜n
)
5 γe
= H
′(e)2/4
S
(
ρ⊗ne
)
.
(C3)
Combining Eqs. (C2) and (C3), we obtain
∑
e∈E
En,,TGC,i,e (ψ) 5
∑
e∈E
H
′(e)2/4
S (ρ
⊗n
e )
n
.
Q.E.D.
3. Proof of the lower bound in Theorem 7
Proof of the second statement in Theorem 7. Consider a
bipartition of the tree T = (V,E) with respect to e =
{p(v), v} ∈ E. We represent the (n, )-approximate bi-
partite entanglement cost of |ψ〉 ∈ Ht for the bipartition
with respect to e by En,,TC,e (ψ). In the state construc-
tion task corresponding to En,,TC,e (ψ), quantum commu-
nications between the parties within the same side of the
partition are allowed but communications across the par-
titions are limited to classical communications. Since the
allowed resources in the state construction task corre-
sponding to En,,TGC,i,e(ψ) are more restricted than those
corresponding to En,,TC,e (ψ), we have
En,,TGC,i,e(ψ) = E
n,,T
C,e (ψ).
The (n, )-approximate bipartite entanglement cost
can bounded by the second-order asymptotic analysis
presented in Ref. [14] (Theorem 8 in Ref. [14]) as
En,,TC,e (ψ) =
H
2/4+η
S (ρ
⊗n
e )− δ + log2 η
n
.
Therefore, for any i, e ∈ E, η > 0 and δ > 0, we obtain
En,,TGC,i,e(ψ) =
H
2/4+η
S (ρ
⊗n
e )− δ + log2 η
n
.
Q.E.D.
4. Proof of Corollary 8
Proof of Corollary 8. For any i, combining Theorem 7
and the second-order expansion of the quantum infor-
mation spectrum entropy yields
lim
→0
lim
n→∞
∑
e∈E
En,,TGC,i,e (ψ)
5 lim
→0
lim
n→∞
∑
e∈E
H
′(e)2/4
S (ρ
⊗n
e )
n
=
∑
e∈E
S (ρe) ,
and
lim
→0
lim
n→∞E
n,,T
GC,i,e (ψ)
= lim
→0
lim
n→∞
H
2/4+η
S (ρ
⊗n
e )− δ + log2 η
n
= S (ρe) .
Therefore, the approximate edge graph-associated en-
tanglement costs for all i coincide in the asymptotic limit,
and we obtain, for each e ∈ E,
E∞,TGC,i′,e (ψ) = lim→0
lim
n→∞E
n,,T
GC,i,e (ψ) = S (ρe) ,
where i′ on the left-hand side is uniquely determined.
Q.E.D.
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