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A statistical test to reject the structural interpretation of a latent factor model 
 
Abstract 
Factor analysis is often used to assess whether a single univariate latent variable is sufficient to 
explain most of the covariance among a set of indicators for some underlying construct. When 
evidence suggests that such a single factor is adequate, research often proceeds by using a 
univariate summary of the indicators in subsequent research to assess causal relations pertaining 
to the underlying construct of interest. Implicit in such practices is the assumption that it is the 
underlying latent, rather than the indicators, that are causally efficacious. The assumption that the 
indicators do not have causal effects on anything subsequent, and that they are themselves only 
affected by antecedents through the underlying latent variable is a strong assumption, one that 
we might refer to as imposing a structural interpretation on the latent factor model. In this paper, 
we show that this structural assumption in fact has empirically testable implications. We develop 
a statistical test to potentially reject the structural interpretation of a latent factor model. We 
apply this test to empirical data concerning associations between the Satisfaction with Life Scale 
and subsequent all-cause mortality, which provides strong evidence against a structural 
interpretation for a univariate latent underlying the scale. Discussion is given to the implications 
of this result for the development, evaluation, and use of empirical measures and of the latent 
factor model.  
 
Key Words: Factor analysis; structural equation modeling; measurement; reflective model; 
causal inference 
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1. Introduction 
 
The model underlying classical test theory and much of measure construction often 
assumes an underlying univariate latent variable which itself gives rise to, or causes, various 
observed indicators (DeVellis, 2016; Price, 2016). These indicators themselves form the 
empirical bases of the measures that are constructed. Various psychometric tests are available to 
evaluate the adequacy of this measurement model and to assess whether a single univariate latent 
adequately captures the covariance structure among the set of observed item responses or 
indicators (Thompson, 2004; Comrey and Lee, 2013; Kline, 2014; Brown, 2015). When the 
evidence seems to indicate that a unidimensional factor is sufficient, the indicators are then 
typically combined, often simply as a mean of their values, to form a measure that is then used in 
subsequent research. The measure is thought to be an adequate assessment of the underlying 
latent variable that corresponds to the relevant construct, that is of theoretical interest and worthy 
of empirical investigation. The measure will then typically be used in subsequent research to 
study the causes that might give rise to the phenomenon relevant to the construct under 
consideration, and also its causal relations with other outcomes.  
However, when used in this way, a subtle implicit supposition is made which is often 
overlooked. From the measurement model fitting reasonably well, it is subsequently assumed 
that it is in fact the supposed underlying latent variable that is causally efficacious (Bollen, 1989; 
Sánchez, 2005). The individual indicators are assumed to be effectively causally inert, and it is 
thus the measure, imperfectly but appropriately representing the latent, that is sufficient for use 
in causal research. In such reasoning, however, an unwarranted leap in logic is in fact made. 
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From the covariance of the individual indicators fitting a univariate latent covariance structure 
well, it does not follow that it is the supposed underlying univariate latent that is causally 
efficacious and that the indicators are not. The univariate latent measurement model fitting well 
is in fact entirely consistent with each indicator having separate distinct causal effects on 
subsequent outcomes, and with these effects being considerably different from each other across 
indicators. In this paper we show that these questions are in fact subject to empirical 
investigation. It is demonstrated that the structural interpretation of the latent factor model – that 
it is the supposed univariate latent rather than its indicators that are causally efficacious – 
imposes assumptions that are sufficiently strong so as give rise empirical implications that can be 
tested, and rejected. We make use of these empirical implications to develop statistical tests that 
can lead to the rejection of the structural interpretation of a latent factor model. We apply this 
test to empirical data concerning potential associations between the Satisfaction with Life Scale 
(Diener et al., 1985) and subsequent all-cause mortality. We further discuss the implications of 
this result, and of the implicit but often inappropriate assumption of a structural interpretation, 
for the development, evaluation, and use of measures and of the latent factor model.  
 
2. Latent Factors Models and Empirical Implications 
 
The classical model used in much measurement theory and scale development, 
sometimes also referred to as a “reflective model” presupposes an underlying latent continuous 
variable h that gives rise to the indicators or measurements (𝑋",… , 𝑋%) as in Figure 1.  
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Figure 1. Basic latent factor model with latent h and indicators (𝑋",… , 𝑋%). 
 
After standardization, it is often assumed that each indicator Xi is given by a linear function of 
the latent variable h plus a mean-zero random error ei independent of h:  
 𝑋' = 𝜆'𝜂 + 𝜀' 
            (1) 
The random errors ei are often, but not always, assumed independent of one another. This model 
forms the basis of much psychometric measure evaluation (DeVellis, 2016; Price, 2016). 
However, after this evaluation is complete, the measures that are used in practice are generally 
just some univariate function of the indicators (𝑋",… , 𝑋%). We might let 𝐴 = 𝑓(𝑋", … , 𝑋%) 
denote the measure that is eventually employed. When the indicators are on the same scale, often 
the mean of the indicators is used. We will assume throughout that the reliabilities li are all non-
zero, since otherwise the corresponding indicator would almost always be excluded from the 
measure. The function of the indicators is meant to be an imprecise measure, subject to error, of 
the underlying latent variable h that corresponds to the psycho-social construct of interest. It will 
then often be of interest to assess the relationship of this measure with various other important 
outcomes. 
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 However, the model in equation (1) is entirely consistent with two different sets of causal 
relationships with some outcome of interest Y. Contrast the relationships in Figure 2a and Figure 
2b. On the one hand it is possible that it is the supposed underlying variable h that has a causal 
effect on the outcome Y as in Figure 2a. On the other hand, it is possible that the latent variable 
h is effectively causally inert and that it is the individual indicators (𝑋",… , 𝑋%) that each exert 
causal effects on the outcome Y as in Figure 2b. Importantly, both of these causal structures are 
entirely consistent with the measurement model in equation (1) and Figure 1. 
 
Figure 2. (a) Structural latent factor model with latent h causally efficacious for outcome Y; (b) 
basic latent factor model with indicators (𝑋",… , 𝑋%) causally efficacious for outcome Y. 
 
 Similarly, consider a randomized trial of some treatment T in which we are interested in 
whether the treatment T might have a causal effect relevant to the construct or phenomenon 
under study. In practice, we would often compare the average value of our measure A, across 
arms of our randomized treatment T and assess causal effects as E[A|T=1]-E[A|T=0]. Suppose 
we found some effect of treatment T on our measure A. Once again two possibilities might arise. 
It might be that T exerts an effect on the underlying latent h which affects the indicators 
(𝑋",… , 𝑋%) and thus also our measure A as in Figure 3a. Alternatively, however, it may be the 
case that T in fact directly affects the indicators (𝑋",… , 𝑋%) and thus also our measure A as in 
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Figure 3b. Once again, both of these causal structures are entirely consistent with the 
measurement model in equation (1) and Figure 1. 
 
Figure 3. (a) Structural latent factor model with latent h causally affected by treatment T; (b) 
basic latent factor model with indicators (𝑋",… , 𝑋%) causally affected by treatment T. 
 
 In practice, once a measure is formed, with some evidence that the covariance structure 
amongst the items (𝑋", … , 𝑋%) is unidimensional, it is then subsequently presumed that the 
underlying latent is causally efficacious and thus that the measure 𝐴 = 𝑓(𝑋", … , 𝑋%) is 
reasonably suitable for empirical research intended to examine causal relationships and that the 
indicators themselves can effectively be ignored once they are used to form the measure A. This 
is what is implicitly assumed when the measure A is used in regression analyses. It is also what 
is effectively presumed in structural equation models which specify relationships between the 
latent h (Bollen, 1989; Sánchez, 2005) and other latent (or observed) variables, wherein only the 
latent h is directly related to the indicators (𝑋",… , 𝑋%). But this is presumption. There is nothing 
in the measurement model in equation (1) fitting well that implies that Figure 2a rather than 2b 
represent causal relationships with outcome Y, or that Figure 3a, rather than 3b, represent causal 
relationships with treatment T.  
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 The assumption that it is the latent, rather than the indicators, that are causally 
efficacious, is precisely that – an assumption. It is an assumption that might be made about the 
latent variable and the indicators that fit model (1), but it is not an assumption that necessarily 
need be made. To acknowledge that the assumption is not implied by the measurement model in 
equation (1) and Figure 1, it might be preferable to refer to the models with, and without, the 
assumption differently. We might refer to the measurement model represented in equation (1) 
and Figure 1 as the basic univariate latent factor model. In contrast, we will refer to the 
univariate latent factor model as structural, if it is further assumed that the indicators, 
(𝑋",… , 𝑋%), do not have causal effects on anything subsequent, and if moreover they are 
themselves only affected by antecedents through the latent variable h, so that on a causal 
diagram (Pearl, 2009), there are no arrows directly out of (𝑋",… , 𝑋%), nor into (𝑋",… , 𝑋%) except 
from h (and possibly from correlated error terms in models that allow these). On a causal 
diagram interpreted as a set of non-parametric structural equations with faithfulness (Pearl, 2009) 
this assumption is equivalent to it being the case that for any other variable Z on the diagram we 
have that Z is independent of (𝑋",… , 𝑋%) conditional on h. This is a strong assumption. 
However, it is one that is often effectively implicitly made. 
In practice, on the basis of equation (1) fitting the data well, it is often simply assumed 
that the basic latent factor model is also structural, but this is, once again, an assumption. 
Moreover, it is a strong assumption and one that has empirically testable implications, even 
though the latent h is itself unobserved. Specifically, we show in the Appendix that if the 
structural latent factor model holds, then the empirical conditions stated in the Theorem below 
must hold between the indicators (𝑋",… , 𝑋%) and any other variable Z. 
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Theorem 1. Suppose that Z is independent of (𝑋",… , 𝑋%) conditional on h and that the basic 
latent factor model in equation (1) holds, then for any i and j, and any value z, we must have 𝜆'𝐸[𝑋2 𝑍 = 𝑧 = 𝜆2𝐸[𝑋' 𝑍 = 𝑧 . 
 
It is easiest to see the implications of this result when the variable Z corresponds to some 
randomized treatment T. If we apply the result with Z=z corresponding to T=1 we obtain: 𝜆'𝐸[𝑋2 𝑇 = 1 = 𝜆2𝐸[𝑋' 𝑇 = 1  
and if we apply the result to T=0 we obtain 𝜆'𝐸[𝑋2 𝑇 = 0 = 𝜆2𝐸[𝑋' 𝑇 = 0 . 
Subtracting the second of these from the first we have: 𝜆' 𝐸[𝑋2 𝑇 = 1 − 𝐸[𝑋2 𝑇 = 0 = 𝜆2{𝐸[𝑋' 𝑇 = 1 − {𝐸[𝑋' 𝑇 = 0 } 
or   𝐸[𝑋2 𝑇 = 1 − 𝐸[𝑋2 𝑇 = 0 /𝜆2 = {𝐸[𝑋' 𝑇 = 1 − {𝐸[𝑋' 𝑇 = 0 }/𝜆'. 
Essentially what we have is that the effect of the randomized treatment T on Xj, scaled by its 
reliability lj in model (1) must be the same as the effect of treatment T on Xi, scaled by its 
reliability li. Intuitively, this must be the case, because under the structural interpretation, T can 
only act on Xi and Xj through its effects on the latent variable h. The structural latent factor 
model itself thus has empirical implications in a randomized trial of some treatment T. If, for 
example, in a randomized trial of treatment T, T were found to have an effect on Xi but no effect 
on Xj we would know that the structural latent factor model was false, even if the basic latent 
factor model in (1) would otherwise fit the data well. In other words, if we found in a 
randomized trial that the treatment had an effect on Xi but not on Xj then this would provide 
evidence that Figure 3b, rather than 3a was a more accurate representation of the causal effects, 
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or possibly that the treatment T had an effect both on the latent h and on the individual 
indicators. In any case, we can have evidence against the structural interpretation of the latent 
factor model from a randomized trial. 
 While the intuition may be clearest in a randomized trial, in fact similar results apply also 
if we examine the relationships between the indicators and outcomes, rather than between the 
indicators and treatments. Suppose we have some binary outcome Y (say, death during follow-
up) and that instead of considering treatment values T=1 and T=0 we consider outcome values 
Y=1 and Y=0. By the same logic we would have 𝐸[𝑋2 𝑌 = 1 − 𝐸[𝑋2 𝑌 = 0 /𝜆2 ={𝐸[𝑋' 𝑌 = 1 − {𝐸[𝑋' 𝑌 = 0 }/𝜆'. If we compare the prior retrospective values of indicator Xj 
among those who die during follow-up (Y=1) versus survive (Y=0) and scale this difference by 
dividing by the reliability 𝜆2 then we should obtain the same quantity as we obtain if we do this 
with a different indicator Xi. The intuition here is that if the structural latent factor model holds 
so that it is the latent h, rather than the indicators, that have effects on the outcome Y, then the 
latent factor model constrains the relationships between Y and each indicator Xi. If these 
constraints do not hold, then the structural latent factor model cannot be correct, and causal 
relationships represented by Figure 2b, rather than by Figure 2a, may be more plausible, or it 
may be the case that both the latent h and the indicators have causal effects on the outcome.  
 While the intuition here corresponds to the causal effect of the latent h, versus the 
indicators (𝑋",… , 𝑋%) on the outcome Y, the observed associations between (𝑋",… , 𝑋%) and Y in 
fact need not be causal with respect to either h or (𝑋",… , 𝑋%) for Theorem 1 to hold, or for the 
logic to be applicable. For example, even if, as in Figure 4, the effect of h on Y was confounded 
by covariates C, and C was not controlled for in the analysis it is still nevertheless the case that 
the empirical relations in Theorem 1 must still hold if the structural latent factor model is true. 
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One need not adjust for C to render the empirical relations of Theorem 1 to be necessary under 
the structural interpretation. It is, however, also the case that, under the structural latent factor 
model, a conditional analogue to Theorem 1 (see the Appendix) likewise applies, wherein every 
expression in Theorem 1 is conditional on C, so that one could alternatively examine equalities 
conditional on C, such as 𝐸[𝑋2 𝑌 = 1, 𝑐 − 𝐸[𝑋2|𝑌 = 0, 𝑐 /𝜆2 = {𝐸[𝑋' 𝑌 = 1, 𝑐 −{𝐸[𝑋' 𝑌 = 0, 𝑐 }/𝜆'. However, again, controlling for a sufficient set of confounding variables for 
the effect of h on Y is not necessary for the empirical equalities to be required to hold under the 
structural factor model. In practice, it may be desirable to attempt to control for a rich set of 
potentially confounding factors when carrying out tests if it is thought that the causal effects 
themselves, across indicators, are likely to differ, but again the equality must hold regardless of 
whether the covariates C for which adjustment is made are sufficiently rich to control for 
confounding or not. 
 
Figure 4. Causal effect of latent h on outcome Y confounded by covariates C, but the structural 
interpretation still requiring indicators (𝑋",… , 𝑋%) independent of Y conditional on h. 
 
 Likewise, while the intuitions given above relate to the “effects of randomized treatment 
on the latent h” or the “effect of the latent h on some other outcome”, in fact, under a structural 
latent factor model, the empirical relations in Theorem 1 must hold for any other variable Z. 
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Thus, in the causal diagram given in Figure 5, under a structural latent factor model for h, the 
empirical relations given in Theorem 1 would have to hold between (𝑋",… , 𝑋%) and Z, even 
though Z has no effect on h, and h has no effect on Z. Again, under a structural latent factor 
model, the empirical relations in Theorem 1 must hold between (𝑋",… , 𝑋%) and any other 
variable Z.  
 
Figure 5. Structural latent factor model with Z neither affecting, nor affected, by latent h, but the 
structural interpretation still requiring indicators (𝑋",… , 𝑋%) independent of Z conditional on h. 
 
We can see then that the assumption that the latent factor model is structural is a very 
strong assumption. That only the supposedly underlying latent variable h, and not the indicators, 
are causally efficacious has numerous testable empirical implications, even though the latent 
variable h itself is unobserved. Theorem 1 is stated in terms of the reliabilities li and often 
estimates of these are obtained assuming a multivariate normal error structure for the random 
error terms ei in equation (1). However, the proof of Theorem 1 given in the Appendix in fact 
does not require any particular distributional assumptions on the errors and we will make use of 
this fact below in developing a formal statistical test of the empirical implications of a structural 
interpretation of the latent factor model. 
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3. A Statistical Test to Reject the Structural interpretation of a Latent Factor Model 
 
In testing the empirical implications of the structural latent factor model, we will develop a test 
that avoids reliance on estimates of the reliabilities li of the different indicators. Reliance on 
such estimates could render a statistical test dependent on the specific distributional assumptions 
that are made in fitting model (1), which we view as undesirable. The uncertainty in these 
estimates would moreover complicate the distribution of a test statistic, at the risk of making it 
impractical. In the Appendix, we therefore derive an empirical condition that is equivalent to that 
stated in Theorem 1, but which does not involve the unknown reliabilities. This result is stated in 
Theorem 2 below.  
 
Theorem 2. For discrete Z, the following two conditions are equivalent: 
1) for any i and j, and any value z, 𝜆'𝐸[𝑋2 𝑍 = 𝑧 = 𝜆2𝐸[𝑋' 𝑍 = 𝑧 ; 
2) for any i and any value z, 𝐸[𝑋' 𝑍 = 𝑧 = 𝛼'𝛽C for unknown parameters 𝛼', 𝛽C. 
 
Consider a discrete Z with categories {1,…,p}, and let I(.) denote an indicator function, which is 
1 if the argument is true and 0 otherwise. A likelihood ratio test of the null hypothesis that the 
structural latent factor model holds can then be constructed by contrasting a saturated linear 
regression model with (n´p) parameters:  
𝐸[𝑋' 𝑍 = 𝑧 = 𝛾'E𝐼(𝑧 = 𝑤)HEI"  
with the restricted regression model under a structural interpretation as required by Theorem 2: 
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𝐸[𝑋' 𝑍 = 𝑧 = 𝛼'𝛽E𝐼(𝑧 = 𝑤)HEI"  
            (2) 
for all i and all values z, assuming mutually independent, normally distributed and 
homoscedastic residuals. Here, the restricted model has (n+p-1) unknown parameters (since the 
product 𝛼'𝛽C is invariant to rescaling of the form 𝛼'/𝜏	and 𝛽C𝜏 for any non-zero 𝜏). 
For the restricted model, 𝛼' and 𝛽C can be estimated using maximum likelihood by 
iterating the following procedure until convergence:  
 
1) Estimate 𝛽C as LMNMOP(QOIC)ROSTUMST LMVP(QOIC)ROSTUMST , where N is the number of subjects, Xik is the 
measurement of Xi for the k-th subject  
2) Estimate 𝛼' as WXONMOROST WXOVROST . 
 
For the initial estimates of 𝛼', i=1,…,n, one could use the sample average of Xi in the subgroup 
Z=z* for some reference value z* (for which E(Xi|Z=z*) is non-zero). Convergence can be 
assessed by monitoring the change in residual mean squared error, and can usually be attained in 
very few (e.g. 2) steps.  
The resulting estimates 𝛼' of 𝛼' and 𝛽C of 𝛽C can be used to calculate the likelihood ratio 
test statistic, which is given by  2𝑛𝑁 log 𝜎` − log 𝜎a . 
Here, 𝜎`b is the residual mean squared error under the restricted model, which is given by  "%c 𝑋'd − 𝛼'𝛽QO bcdI"%'I" , 
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and 𝜎ab is the residual mean squared error under the saturated model, which is given by  
"%c 𝑋'd − 𝜇'QO bcdI"%'I" , 
where 𝜇'C is the sample average of Xi in the subgroup Z=z. It follows from standard theory that 
this likelihood ratio test statistic follows a c2 distribution with np – (n+p-1) = (n-1)(p-1) degrees 
of freedom. A c2 distribution is justified despite some observations X originating from the same 
subject because these observations are mutually independent, conditional on the item number i 
(and Z) when the restricted model holds. Note also that the normality assumptions on the 
indicators that are invoked in constructing a likelihood are not critical when the sample size is 
large. 
Tests to reject a structural interpretation of a latent factor model could in principle also be 
carried out using goodness-of-fit tests for structural equation models (SEM) (Bollen, 1989) 
comparing, for example, models with arrows from h to Z, versus models with arrows from 
(𝑋",… , 𝑋%) to Z. This, has not, however, typically been employed in practice. Moreover, we 
believe the statistical test that is developed here is advantageous over the potential SEM 
approach because (i) the goodness-of-fit test for the SEM may also depend on other features of 
the SEM that are not directly relevant to whether it is h or (𝑋",… , 𝑋%) that has effects on Z; (ii) 
the statistical test here is applicable under weaker distributional assumptions; and (iii) the test 
here is applicable for testing the structural interpretation even if both h and (𝑋",… , 𝑋%) affect Z, 
or even if neither h nor (𝑋",… , 𝑋%) affect, or are affected by, Z, as in Figure 5. The test 
developed here is thus more versatile and is applicable under weaker assumptions. 
 The development above considers tests for the null hypothesis that the structural latent 
factor model holds without making use of covariates C. As noted in the previous section, 
conditioning on C can be done in employing Theorem 1, but such conditioning is optional since 
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the empirical restrictions imposed by the structural latent factor model hold irrespective of such 
conditioning.  With a set of discrete covariates C, one could, however, consider conducting tests 
within strata defined by C. In some settings, this may increase power as a result of testing more 
conditions. However, in other settings this may decrease power due to the reduced sample size in 
each stratum and the need for multiple testing corrections. Future work will consider extensions 
to high-dimensional and continuous C and Z. 
 
4. Example: The Potential Effect of Life Satisfaction on All-Cause Mortality 
 
Kim et al. (2020) consider the effect of life satisfaction, as measured by Diener et al.’s 
(1985) Satisfaction with Life Scale, on subsequent all-cause mortality 4 years later. The 
Satisfaction with Life Scale (SWLS, Diener et al., 1985) has 5 items, each rated 1-7. These items 
are: “In most ways my life is close to my ideal”; “The conditions of my life are excellent”; “I am 
satisfied with my life”; “So far I have gotten the important things I want in life”; and “If I could 
live my life over, I would change almost nothing.” The specific items were chosen and the scale 
was developed using factor analytic methods. The scale has been documented to have very good 
psychometric properties: Cronbach’s alpha is high and a single underlying factor seems to 
explain a considerable proportion of the variance across item responses (Diener et al., 1985; 
Pavot and Diener, 1993). According to Google Scholar the paper that presents the scale (Diener 
et al., 1985) has now been cited over 26,000 times. In light of the psychometric evidence, the 
responses to the individual items are thus typically summed for an overall measure between 5 
and 35. 
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 The primary analyses of Kim et al. (2020) compared tertiles of this satisfaction of life 
score in 2010 or 2012 and examined associations with all-cause mortality four years later using 
data on 12,998 participants in the Health and Retirement Study, controlling for numerous 
potentially confounding variables. These included sociodemographic characteristics (age, sex, 
race/ethnicity, marital status, annual household income, total wealth, level of education, 
employment status, health insurance, geographic region), childhood abuse, religious service 
attendance, health conditions and behaviors (diabetes, hypertension, stroke, cancer, heart disease, 
lung disease, arthritis, overweight/obesity, chronic pain, binge drinking, current smoking status, 
physical activity, sleep problems), various other aspects of psychological well-being (positive 
affect, optimism, purpose in life, mastery, depressive symptoms, hopelessness, negative affect, 
loneliness, social integration), and personality factors (openness, conscientiousness, extraversion, 
agreeableness, neuroticism). In the primary analysis, those in the top tertile of life-satisfaction 
were 0.74 (95%: 0.64, 0.87) times less likely to die during the four years of follow-up than those 
in the bottom tertile. 
 In supplementary analyses, Kim et al. also examined similar associations using each item 
of Diener et al.’s (1985) Satisfaction with Life Scale separately. Similar risk ratios pertained to 4 
of the items: “In most ways my life is close to my ideal” (RR=0.75; 95% CI: 0.61, 0.91); “The 
conditions of my life are excellent” (RR=0.79; 95% CI: 0.66, 0.95); “I am satisfied with my life” 
(RR=0.72; 95% CI: 0.62, 0.84); and “So far I have gotten the important things I want in life” 
(EE=0.85; RR=0.73, 0.99). However, for the fifth item “If I could live my life over, I would 
change almost nothing” the association with all-cause mortality in the four years following was 
effectively null (RR=0.98; 95% CI: 0.83, 1.16). There thus appears some evidence that the 
indicators of the Satisfaction with Life Scale are differentially associated with all-cause 
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mortality. Here we examine whether these data are in fact sufficient to reject the structural 
interpretation of the latent factor model for the Satisfaction with Life Scale. 
To investigate this, we fitted both the restricted and saturated models, using the 
measurements over all subjects and the 5 items. This resulted in a likelihood ratio test statistic of 
X2=67.23. Comparing with a c2 distribution with (5-1)(2-1)=4 degrees of freedom suggests very 
strong evidence against the null hypothesis (p=8.7´10-14) of a structural interpretation of the 
latent factor model. 
 That we were able to reject the structural interpretation of the latent factor model for the 
Satisfaction with Life Scale does not imply that it is a bad scale. It arguably does capture well a 
number of important aspects of a person’s satisfaction with the life that he or she has lived, and 
this is arguably an important outcome to study; the scale is indeed useful for that purpose. 
Whether absence of regret (“If I could live my life over, I would change almost nothing”) ought 
to be included in that outcome is arguably a conceptual question, concerning the intended 
coverage of the construct, not an empirical question.  
Nevertheless, the rejection here of the structural interpretation of the scale does imply 
that there is no underlying univariate latent variable “life satisfaction” measured by the 
Satisfaction with Life Scale, such that it is the underlying latent, rather than what is constituted 
by its indicators, that is causally efficacious. Indeed, different aspects of satisfaction with life 
appear to be associated with subsequent all-cause mortality in different ways. It may be 
important to better understand these distinctions and nuances.  
One could potentially attempt the formation of a measure that may more closely 
correspond to an underlying univariate latent with a structural interpretation by dropping the 
item, “If I could live my life over, I would change almost nothing.” This might then render the 
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remaining four items more similarly associated with all-cause mortality. However, this would not 
necessarily guarantee that comparable associations would still hold with other outcomes (or with 
the effects on the items of various treatments). That would of course require further empirical 
investigation. However, as noted above and discussed further below, the rejection of the 
structural interpretation of the latent factor model for the Satisfaction with Life Scale does not 
mean that the scale ought to be abandoned. It does mean, though, that prior psychometric 
evidence does not justify such a structural interpretation. Life satisfaction, as assessed by the 
scale, is not a unidimensional construct with some underlying factor with uniform effects on 
outcomes. 
 
5. Implications and Conclusions 
 
The possibility that the structural interpretation of the latent factor model may be wrong 
– even when the basic univariate latent factor model seems to fit the indicators well – has a 
number of potentially far-reaching implications.  
First, the evidence for the structural latent factor model should be established through 
empirical testing; it should not be presumed. Common practice seems to be to use factor analysis 
to examine evidence for the uni-dimensionality of a scale. If certain standards and criteria are 
met, and this is considered established, the scale or measure is then considered “validated” for 
use in empirical research (DeVellis, 2016; Price,  2016). The scale is employed in other, ideally 
longitudinal or randomized studies, to examine evidence for causes and effects. However, as this 
paper has made clear, even if the basic univariate latent factor model holds, this does not imply 
that the interpretation of that model is necessarily structural i.e. that it is the supposedly 
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underlying latent factor, rather than the indicators (or whatever phenomena are related to them), 
that is causally efficacious. It is a big leap to assume that this is so. It is a leap that is often made 
with no evidence, but such practices could change.  
As shown in this paper it is possible to empirically test for, and reject, the implications of 
a structural interpretation of the univariate latent factor model. It is conceivable that over many 
outcomes, or in examining the effects of numerous treatments or interventions, none of these 
tests reject the empirical implications of the structural latent factor model given in Theorem 1. It 
is possible that the implications of structural latent factor model described in Theorem 1 do 
closely hold with all outcomes examined, and with all treatments examined. This is not a proof 
that the structural interpretation holds, but it would constitute evidence. The implications of the 
structural interpretation of the univariate latent factor model are not fully empirically verifiable, 
but if numerous tests across numerous different outcomes and treatments did not reject, one 
might have reason to believe that the structural latent factor model held to a reasonable 
approximation. One might then be more justified in assuming that the construct under 
consideration was reasonably well represented by a univariate causally efficacious latent 
variable. One might thus also be more justified in subsequently using the corresponding 
univariate scale, with other treatments and outcomes in precisely the way that these scales are 
used at present (but arguably, currently, without adequate justification).  
It is entirely possible that in some cases the structural univariate latent factor model will 
be a reasonably good approximation, while in other cases it will not. But until we examine the 
evidence, we do not know. Simply showing conformity to the basic univariate latent factor 
model is not sufficient. Again, this tells us nothing about the potential causal efficacy, or not, of 
the supposed univariate latent variable versus the indicators. Conformity to the basic univariate 
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latent factor model does not help us distinguish between the causal structures in Figure 2a versus 
2b or in Figure 3a versus 3b. In this regard, not only exploratory factor analysis, but also in fact 
confirmatory factor analysis are effectively hypothesis-generating with respect to whether we 
have identified a univariate factor with a structural causal interpretation. Evidence from 
exploratory and confirmatory factor analysis that leads to the identification of factors fitting the 
basic latent factor model in equation (1) are a good place to begin with respect to assessing 
whether that supposed univariate factor is in fact structural. But this should be considered the 
beginning of that process, rather than its conclusion. If the search for factors is ultimately to 
uncover constructs that can be effectively represented by a univariate and causally efficacious 
latent in the structural sense, then it will subsequently be desirable to evaluate whether the 
empirical relations given in Theorem 1 hold with respect to a range of treatments and outcomes. 
Evidence for so-called measurement invariance (Meredith, 1993; Cheung and Rensvold, 2002; 
Meredith and Teresi, 2006; Putnick and Bornstein, 2016) might help partially mitigate the 
possibility of differential treatment effect across the indicators, but does nothing to ensure 
comparable associations of the indicators with subsequent outcomes. In any case, the 
implications of the structural univariate factor model should be examined to justify current 
practices of using univariate scales in ensuing subsequent empirical research. 
A second related implication also follows from this: until there is substantial evidence 
already in place, from multiple outcomes and multiple treatments, that the structural factor 
model holds, we should, until that evidence is established, continue to examine the potential 
casual relationships between individual indicators and outcomes, and between treatments and 
individual indicators, one item at a time. The current practice is that once it is shown that the 
basic latent factor model fits a set of indicators well, and the items and scale meet other criteria 
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(DeVellis, 2016), then, it is typically assumed that this is adequate justification for using the 
scale, and not the individual indicators, in all subsequent research. Indeed, investigators are not 
infrequently criticized for the practice of examining associations between outcomes and 
individual indicators. However, if the structural interpretation of the univariate latent factor 
model has not been established, then such criticisms are inappropriate. Indeed item-by-item 
examination may be important for uncovering the nuances of the constructs being considered and 
their differing relations to outcomes of interest.  
It is entirely possible for the basic factor model to hold with a multi-item scale and yet, 
for example, to have only one of the indicators have any causal efficacy. Such would be the case 
in Figure 6a with only the item X1 having causal efficacy or in Figure 6b in which each indicator 
Xi corresponds to some underlying latent hi but only h1 has causal efficacy for the outcome Y. 
 
Figure 6. Basic latent factor model for h with only (a) one single indicator X1, or (b) one single 
subsequent latent h1, causally efficacious for outcome Y. 
 
Both of these models in Figure 6a and 6b are entirely consistent with the basic factor model 
perfectly fitting the data for the set of indicators (𝑋", … , 𝑋%). If we do not examine the 
indicators’ relationships one at a time with the outcome we would miss this critical nuance. If the 
indicators are strongly correlated with one another, then we will still see substantial association 
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between the measure A (constructed by e.g. an average of the indicators) and the outcome Y, but 
we will not see that this is attributable solely to e.g. X1 in Figure 6a (or that which underlies it, 
h1, in Figure 6b). To see this, we would need to regress Y on all of the indicators (𝑋", … , 𝑋%) 
simultaneously, and under the structure in Figure 6a, for example, we would then see that only 
X1 is relevant for the outcome. 
In many cases, we may find that the structural interpretation of univariate latent factor 
model does not hold, as was the case for the Satisfaction with Life Scale. This does not mean the 
scale should be abandoned. It may be an appropriate or desired summary of a set of indicators or 
items, interpreted simply as an average of these. It may be useful as an outcome. The scale may 
also potentially be used as an exposure or independent variable of interest, even if the structural 
interpretation does not hold, as it is still possible to give the estimates using the scale a causal 
interpretation, albeit one that is more nuanced using causal inference theory for multiple versions 
of treatment (VanderWeele and Hernán, 2013; VanderWeele, 2020). However, while we can still 
use a scale, even as a single univariate exposure without having established the structural 
interpretation of the underlying factor model, we should keep in mind that we may be obscuring 
important distinctions and differential relationships across indicators. If we do not already have 
considerable evidence for the structural interpretation then we certainly should not criticize item-
by-item analyses. Indeed, these may be precisely what is helpful in gaining more nuanced 
insight. 
Third, if the latent factor model is not in fact structural, then an intervention itself can 
alter the observed factor structure across items. Suppose that for a set of indicators (𝑋", … , 𝑋%) a 
univariate latent factor model as in equation (1) fits the data well. Suppose that a new treatment 
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T is introduced that affects indicators X1 and X2 but none of the other indicators (𝑋f, … , 𝑋%) as 
in Figure 7.  
 
Figure 7. Basic latent factor model for h with treatment T directly affecting indicators X1 and X2, 
and thereby altering the factor structure. 
 
Suppose further that over time the use of treatment T becomes more widespread so that it would 
be present among many individuals in most samples. While a univariate latent factor model 
might have originally fit the data well, once T is introduced, the factor structure has been 
changed. A new treatment may alter the factor structure. This cannot happen if the latent factor 
model is structural so that any and all effects on (𝑋", … , 𝑋%) operate through h, but if the latent 
factor model is basic but not structural, then treatments can change the properties of the basic 
factor model.  
Relatedly, and perhaps yet more problematically, consider a setting in which, with the 
observed data, the indicators arise from two factor structure as in Figure 8 with (𝑋", … , 𝑋H) 
loading on h1 and (𝑋Hg", … , 𝑋%) loading on h2. Suppose now a new treatment T is introduced 
that, rather than affecting the latent variables h1 and h2, as would be the case in a structural latent 
factor model with two factors, the treatment instead affects the indicators (𝑋", … , 𝑋H) and (𝑋Hg", … , 𝑋%).  
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Figure 8. Basic (non-structural) latent factors models for h1 and h2 with a new treatment T 
affecting all of indicators (𝑋", … , 𝑋%), thereby altering the factor structure. 
 
This will introduce correlations between the first set and the second set of items. If these effects 
are strong, the first factor extracted may appear to load across all items obscuring the factor 
structure that was apparent prior to the introduction of the treatment. We have considered these 
possibilities here with the introduction of new treatment. But, in fact, any common cause of the 
indicators in the distinct sets may give rise to a similar phenomenon, if the underlying latent 
factor model is not structural. It may thus sometimes seem that a set of indicators, with a 
powerful common cause, are well explained by a univariate latent factor model, even when there 
are important conceptual distinctions across the items corresponding to these indicators.  
Fourth, taking these various possibilities into account, there is a potentially dangerous 
process of feedback that has occurred between (i) numerous statistical analyses often suggesting 
that, in many settings, a univariate latent factor explains reasonably well the covariance across 
item responses; (ii) the supposition that this then entails a structural interpretation of the latent 
factor model; and (iii) the fact that causal relationships between treatment and indicators, 
between common causes and indicators, and also between latent factors themselves 
(VanderWeele and Batty, 2020), can suggest a basic univariate latent factor model, even when 
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the true underlying structures are multivariate. The lack of consideration of causal relations 
between underlying structural latent factors, or between prior causes and indicators may obscure 
the possibility that the underlying structures may be multivariate and has led to an overreliance 
on factor analysis with one wave of data (VanderWeele and Batty, 2020). That the covariance 
structures across indicators does, in scale development, often seem to fit well a one-factor model 
reinforces the supposition that this is nothing unusual and then further reinforces the fundamental 
error of concluding that the univariate latent factor model is structural.  
These mutually reinforcing experiences and suppositions need to be revisited. 
Differential associations of the indicators in well-established scales with specific outcomes (or 
specific treatments, or other variables) will challenge the structural interpretation of latent factor 
models. The recognition that these latent factor models may not be structural, even if the basic 
univariate latent factor model fits the data well, might lead to a better appreciation that there may 
be important aspects of the constructs under consideration that are multidimensional in nature, 
and that these various dimensions may be very differently related to outcomes of interest. It is 
time that this process of re-examination begins. We may need to return to well-established scales 
and consider the items one-by-one, and utilize the tests described in this paper and develop 
further tests for more complex settings, to evaluate the evidence pertaining to whether well-
fitting univariate latent factor models are indeed structural, or whether the presumption that they 
are has obscured important distinctions. 
 
Acknowledgements 
 
This research was supported by NIH grant R01 CA222147. 
	 27	
 
Appendix 
 
Generalization of Theorem 1. Suppose that Z is independent of (𝑋",… , 𝑋%) conditional on h and 
covariates C, and that the basic latent factor model in equation (1) holds such that 𝑋' = 𝜆'𝜂 + 𝜀' 
with 𝜀' independent of h conditional on C, then for any i and j, and any value z, we must have 𝜆'𝐸[𝑋2 𝑍 = 𝑧, 𝑐 = 𝜆2𝐸[𝑋' 𝑍 = 𝑧, 𝑐 . 
 
Proof of Generalization of Theorem 1. For any variable such that Z is independent of (𝑋",… , 𝑋%) 
conditional on (h,C) we have that  𝐸[𝑋' 𝑍 = 𝑧, 𝑐 = 𝐸h[𝐸[𝑋' 𝑍 = 𝑧, 𝜂, 𝑐 |𝑍 = 𝑧, 𝑐] = 𝐸h[𝐸[𝑋' 𝜂, 𝑐 |𝑍 = 𝑧, 𝑐] = 𝐸h[𝜆'𝜂|𝑍 = 𝑧, 𝑐] = 𝜆'𝐸h[𝜂|𝑍 = 𝑧, 𝑐] 
Thus, 𝐸h 𝜂 𝑍 = 𝑧, 𝑐 = 𝐸[𝑋' 𝑍 = 𝑧, 𝑐 /𝜆'. Now applying this result again to 𝐸[𝑋2 𝑍 = 𝑧, 𝑐  we 
similarly obtain 𝐸h 𝜂 𝑍 = 𝑧, 𝑐 = 𝐸[𝑋2 𝑍 = 𝑧, 𝑐 /𝜆2 and thus we must have 𝜆'𝐸[𝑋2 𝑍 = 𝑧, 𝑐 =𝜆2𝐸[𝑋' 𝑍 = 𝑧, 𝑐 . When the set of covariates C is empty we obtain the result given in the text. 
 
 
 
Proof of Theorem 2. For indicators, i and j, the basic identity in Theorem 1 is that 
λjE(Xi|Z = z) = λjE(Xi|Z = z) 
for all i,j,z. If this identity holds, then it also follows that 
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λjE(Xi|Z = z∗) = λiE(Xj|Z = z∗) 
for all i,j and given z∗. Multiplying both expressions, it follows that 
λjλi E(Xj|Z = z∗)E(Xi|Z = z) = λiλj E(Xi|Z = z∗)E(Xj|Z = z), 
and, under the assumption that λi is non-zero for all i, that 
E(Xj|Z = z∗)E(Xi|Z = z) = E(Xi|Z = z∗)E(Xj|Z = z), 
for all i,j,z,z∗. For reference values z∗ and j, denote 
φ(I) ≡ E(XI|Z = z∗) 
and 
ψ(Z) ≡ E(Xj| Z), 
where φ(j) = ψ(z∗). If I were a randomly chosen index for one of the indicators, then it would 
follow that E(XI|Z) must be proportional to the product φ(I)ψ(Z). We conclude that if the identity 
in Theorem 1 holds, then: 
E(XI|Z) = φ(I)ψ(Z) 
for certain functions φ(.) and ψ(.).  
Conversely, given the reference value j	for which φ(j) differs from zero, the latter identity 
implies that 
λjE(Xi|Z=z) = λjφ(i)ψ(z) = λjφ(j)ψ(z) φ(i)/φ(j) = λiE(Xj|Z=z) 
with 
λi= λjφ(i)/φ(j) 
thus confirming the identity in Theorem 1. Note that such reference value j	for which φ(j) differs 
from zero can always be found except when E(Xi|Z=z)=0 for all i and z, in which case the 
identity in Theorem 1 still holds. 
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R-code.  
Let X denote a random element from the vector (𝑋",… , 𝑋%) of indicators measured on a 
randomly chosen subject and R denote the corresponding index in {1, ..., n}. With x1, …, x5 
being vectors of the measurements on the 5 indicators over all subjects, and z being a vector of 
the measurements of Z over all subjects, we first construct the variables X and R, as follows: 
 
x<-c(x1,x2,x3,x4,x5) 
r<c(rep(1,length(x1)),rep(2,length(x2)),rep(3,length(x3)),rep(4,length(x4)),r
ep(5,length(x5))) 
Z<-c(z,z,z,z,z) 
 
# Initialize 
 
alpha<-vector("numeric",length=5) 
beta<-vector("numeric",length=2) 
xalpha<-x 
valpha<-x 
xbeta<-x 
vbeta<-x 
for (i in 1:5){ 
  alpha[i]<-mean(x[(r==i)&(Z==0)],na.rm=T) 
  xalpha[r==i]<-x[r==i]*alpha[i] 
  valpha[r==i]<-ifelse(is.na(x[r==i]),NA,alpha[i]) 
} 
sigma20<-var(x,na.rm=T) 
 
# Fit restricted model 
	 30	
 
repeat{ 
  for (i in 0:1){ 
    beta[i+1]<-mean(xalpha[Z==i],na.rm=T)/mean(valpha[Z==i]^2,na.rm=T) 
    xbeta[Z==i]<-x[Z==i]*beta[i+1] 
    vbeta[Z==i]<-ifelse(is.na(x[Z==i]),NA,beta[i+1]) 
  } 
  for (i in 1:5){ 
    alpha[i]<-mean(xbeta[r==i],na.rm=T)/mean(vbeta[r==i]^2,na.rm=T) 
    xalpha[r==i]<-x[r==i]*alpha[i] 
    valpha[r==i]<-ifelse(is.na(x[r==i]),NA,alpha[i]) 
  } 
  e<-(x-valpha*vbeta)^2 
  sigma2<-mean(e,na.rm=T) 
  if (abs(sigma2-sigma20)<1e-9) break 
  sigma20<-sigma2 
} 
 
# Evaluate likelihood ratio test statistic 
 
e <- (x-valpha*vbeta)^2 
sigma2r <- sum(e,na.rm=T)/sum(!is.na(e)) 
modelfull<-lm(x~factor(y)*Z) 
f<-predict(modelfull,newdata=data.frame(y=y,Z=Z)) 
sigma2f<-summary(modelfull)$sigma^2*(sum(!is.na(x))-10)/sum(!is.na(x)) 
LRT = 2*sum(!is.na(x))*log(sqrt(sigma2r/sigma2f)) 
LRT 
1-pchisq(LRT,df=10-6) # p-value 
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