Abstract. We consider an error-in-variables model for a polynomial regression with Gaussian errors. We assume that the covariance matrix of the measurement errors of the regressor and the echo is known up to a scalar factor. We consider the moment estimator of regression coefficients proposed by Cheng and Schneeweiss. Sufficient conditions for the strong consistency of this estimator are given and the rate of convergence is estimated in this paper.
Introduction
We consider a functional model of a polynomial regression with Gaussian measurement errors. This model is studied in [1] .
Cheng and Schneeweiss [2, 3] proposed an estimator for the regression parameters for the case where the covariance matrix of measurement errors is known up to a scalar factor. The estimator is constructed by using the method of moments, in fact. However the conditions for the consistency of this estimator are not given in [2, 3] .
Let {ξ i , i = 1, 2, . . .} be a sequence of nonrandom numbers, ) is diagonal and σ ε0 >0 and σ δ0 >0 are known.
The problem is to estimate the parameterβ from the observations. Below we list some known estimators. First we mention some "naive" estimation methods for the error-in-variables models. These methods neglect measurement errors for the regressor.
Consistent estimators that do not use any additional assumption on the parameters are discussed in the book [1] . Consistent estimators are considered in the paper [3] for the case where σ There are some inconsistent estimators used for the case where the ratio σ 2 δ /σ 2 ε is known. Among those estimators are the orthogonal regression estimator and its generalization [4] and an adjusted Kanatani estimator [5] .
In addition to the Cheng-Schneeweiss estimator one can construct some other estimators if the ratio σ 2 δ /σ 2 ε is known (one of the approaches could be to consider terms with weights in the estimation function similarly to [5, § §6−7] ); note however that results of this kind are unknown to the author.
Kukush et al. [6] propose a consistent estimator for an implicit second order model. They consider both cases if the covariance matrix of errors is known and if this matrix is proportional to the unit matrix with unknown proportion coefficient. Shklyar et al. [7] improved the conditions for the consistency of the estimator in the second case.
In this paper, we prove the consistency of the Cheng-Schneeweiss estimator under conditions similar to those in [7] . The standard theorem on the consistency of the moment estimator cannot be used in the case under consideration, since the observations are nonidentically distributed. The estimator for the structural model uses sampling moments that can correspond to infinite theoretical moments.
We are mainly concerned with the functional model. The estimator is defined in Section 2. Conditions for the consistency of the functional and structural models are stated in Section 3. The proof is given in Section 5 for the functional model and in Section 7 for the structural model. Section 6 contains a discussion on possible improvements of the conditions. In Section 4 we consider some transformations of the equality for the estimator.
The estimator
Denote by ψ(x, y, κ) a solution of the deconvolution problem; namely, ψ(x, y, κ) is a symmetric matrix whose entries are polynomials in x and y such that
The coefficients of the polynomials may depend on κΩ 0 . The first entries of the matrix ψ(x, y, κ) are as follows:
. . . 
Relation (1) and formulas (7) and (10) below determine explicitly the matrix for k = 2. Now we can write the entries of the matrix ψ(x, y, κ) = (ψ ij )
where
2κσ δ0 is the scaled Hermite polynomial with unit leading coefficient. The blocks constituting the matrix ψ(x, y, κ) are defined in the paper [3] . According to the notation of [3] ,
The matrices Ψ and Ψ(κ) depend on the size n of the sample. We have E Ψ(κ) = Ψ. The estimator of the parametersβ andκ is defined as a solution of the equation
Equation (2) may have several solutions. In those cases, one can use one of the following two approaches when choosing the estimatorκ for the parameterκ:
• choose the minimal κ ≥ 0 such that the matrix Ψ(κ) is degenerate;
• choose κ ≥ 0 such that the matrix Ψ(κ) is degenerate and nonnegative definite, that is, λ min (Ψ(κ)) = 0 where λ min (Ψ) is the minimal eigenvalue of the symmetric matrix Ψ. Both approaches above are equivalent in view of the following result. Here and in what follows we say that a real symmetric matrix Ψ is not definite if
Theorem 2.1 is proved in Section 4.3.
Following one of the above approaches we chooseκ and then evaluateβ from equation (2) . If Ψ(κ) 0 β = 0 for some β ∈ R k \ {0}, then the estimator is not defined.
Main results

3.1.
Main results for the functional model. Here we state the results on the consistency and rate of convergence of the estimator. The proofs of these results are given at the end of Section 5.
for sufficiently large n;
, that is, the polynomial used to express the dependence of η i on ξ i is of degree k.
For the proof of Theorem 3.1 we use the convergence
−→" stands for the almost sure convergence. Now we state the result about the rate of convergence. 
almost surely.
3.2.
Consistency for the structural model. We prove the consistency for the structural model by using the corresponding proof for the functional model. Below we assume that ξ i , i = 1, 2, . . . , are independent identically distributed random variables that are independent of the measurement errors.
Theorem 3.3. Assume that
(Si) for all sets Ξ ⊂ R consisting of k points,
Thenκ andβ are consistent estimators of the parametersκ andβ, respectively.
The proof of this result is given in Section 7.
Change of parameters
In this section, we establish an equation for the estimator of regression parameters in a form useful for the proof of the consistency.
An equality for Ψ(κ).
Lemma 4.1. Let a vector
Proof. 1. First we consider the case of X = Y ∼ N (0, 1). Then the moment E X k equals the total number of ways to split a set of k elements into k/2 pairs (if k is odd, let this number be 0). Consider a set consisting of l elements of the first kind and m elements of the second kind. Then 2. Let equality (5) hold for a certain distribution of the random variables X and Y . Then
Thus equality (5) also holds for the pair of random variables aX and bY . 3. Assume that a random variable Z does not depend on (X, Y ) and E |Z| l < ∞. We prove that if equality (5) holds for X and Y , then it also holds for X + Z and Y . Indeed,
Similarly, equality (5) holds for X and Y + Z if we assume that E |Z| m < ∞ instead of E |Z| l < ∞. 4. Using the above two steps we prove equality (5) step by step for the following distributions of the vector (X, Y ) :
is an arbitrary nonnegative definite matrix such that σ 
If Ψ is a (k + 2) × (k + 2) matrix, then we put
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The operator R preserves the nonnegative definiteness, namely if
Thus R is a nilpotent operator. By K(κ) we denote the (k + 2) × (k + 2) matrix such that
Note that all entries of the matrix K(κ) above the principal diagonal are zero and its diagonal entries are equal to one. Moreover K(0) is the unit matrix. The first entries of the matrix K(κ) are given by
This implies that
, where e −κR is the exponent of the nilpotent operator −κR. Hence
for all κ 1 ≥ 0 and κ 2 ≥ 0.
. The matrices Ψ j are nonnegative definite for j = 0, 1, . . . , since the matrix Ψ is nonnegative definite.
Note that the latter expression does not depend on η and moreoverψ 1 (ξ) is a nonnegative definite matrix whose right-bottom entry is a polynomial of degree 2k − 2 considered at the argument ξ, while all other entries are polynomials of smaller degrees. Thus Proof. Consider a matrix Xl(δ, ε) such that
The matrix Xl(δ, ε) is nondegenerate, since det Xl(δ, ε) = 1, its diagonal entries are units, and
for i ≥ j ≥ 0, while all the other entries of the matrix are equal to 0. Note that the entry xl i0 is a monomial of a highest degree among the entries
We have
One can check that ψ(x, y, κ 1 ) = E ψ(x + δ, y + ε, κ 2 ).
Here and in what follows,
Consider the polynomial 0, θ 0 , 0, . . . , 0) . Therefore P (δ, ε) is a nonzero polynomial. Then θ Ψ(κ 1 )θ = E P (δ, ε) > 0. Here we used the explicit structure of the matrix Ψ(κ 2 ) (a certain entry of the matrix equals n, see (11)) and nondegeneracy of the matrix Ω 0 .
Proof of Theorem 2.1. The matrix Ψ(0), as a sum of nonnegative definite matrices, is nonnegative definite. The first entries of the matrix Ψ(κ) are
The above entries of the matrix Ψ(κ) are used to check that this matrix is either positive or negative definite. This implies that Ψ(κ) 0 (that is, λ max (Ψ(κ)) ≥ n > 0) for all κ ≥ 0 and that the matrix Ψ(κ) is not definite for κ > σ (2) and (12) are related to each other as follows:
Ifθ is a solution of (12) andθ −1 = 0, then (13) determines a solution of (2) . Similarly ifβ is a solution of (2), then the vectorθ = K(κ)
is a solution of equation (12). We assume that either (13) holds orθ −1 = 0. Put
Assumption (iii) of Theorem 3.1 implies thatθ k =β k = 0. Note thatθ −1 = −1 and moreover
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The consistency of the estimator
Recall that conditions (i), (ii), and (iii) were introduced in Theorem 3.1.
Lemma 5.1. If condition (ii) holds, then
Proof. The entry θ l ψ(x, y,κ)θ r of the matrix ψ(x, y, κ) is a polynomial in x and y. 
According to the strong law of large numbers,
Corollary 5.2. Assumption (ii) implies that
for j = 0, . . . , k.
Lemma 5.3. Let conditions (i) and (iii) hold. If P (ξ) is a polynomial whose degree does not exceed 2k − 2 and θ n →θ as n → ∞, then there exists a constant C 2 such that
for sufficiently large n.
Proof. It follows from condition (iii) thatθ ψ 1 (ξ)θ is a polynomial of degree 2k − 2. Thus the limit lim ξ→∞ θ→θ
is finite. Therefore there are constants C, E, and N such that
. Hence
where θ −1 is the first coordinate of the vector θ. Taking into account the equalitỹ
It is clear that
n→ ∞,
Corollary 5.4. Conditions (i) and (iii) imply that
for j = 1, 2.
Lemma 5.5. Conditions (i), (ii), and (iii) imply that
almost surely. Here x + = max{x, 0}.
Proof. Consider the polynomial
Using Corollary 4.3 we obtain the inequalitiesθ Ψ 0 (κ)θ > 0,θ Ψ 1 (κ)θ ≥ 0, and
The discriminant (the squared coefficient of λ) of the polynomial P (λ),
is positive by Corollary 5.2, Lemma 5.3, and in view of (15). Ifκ >κ and D > 0, then the polynomial P (λ) has a unique positive root provided θ Ψ 2 (κ)θ = 0 and P (λ) has two different positive roots ifθ Ψ 2 (κ)θ = 0. The unique (if θ Ψ 2 (κ)θ = 0) or minimal (ifθ Ψ 2 (κ)θ = 0) root is equal to
Implying the Taylor formula for Ψ 0 (κ) (use (9) to evaluate derivatives), we prove that, for all κ >κ, there exists a number κ 1 such thatκ < κ 1 < κ and
by Corollary 4.3 ifκ >κ. Thusκ 
Proof. Applying the upper bound for the difference of normed vectors (see [7, formula (C.2)]) we get
Thus v (1) n / v n → 1/ v 0 = 0 as n → ∞. This proves the first statement of the lemma.
whence the second statement of the lemma follows by (17).
Proof of Theorem 3.1. 1. First we show that
Consider the random eventκ >κ. By Taylor's formula, there exists a number κ 1 such thatκ < κ 1 <κ and
Ifκ >κ, then
by equality (12) and Corollary 4.3. Now we apply equality (12) together with Corollaries 5.2 and 5.4, and Lemma 5.5 to prove the relation
Thus inequalities (19) imply that
Consider the random event 0 ≤κ ≤κ. If all the coefficients of a sequence of polynomials converge, then the polynomials converge uniformly on every bounded interval. Thus equality (9) and Corollary 5.2 imply
Ifκ ≤κ, then
by Corollary 4.3.
We also haveθ Ψ 0 (κ)θ = 0 by formula (12). These results yield 
where λ 2 is the second minimal eigenvalue. Sinceθ is the eigenvector of Ψ 0 corresponding to the minimal eigenvalue 0, we obtain
Thus (18) implies that sin ∠(θ,θ)
By Lemma 5.6,
The consistency ofκ.
Similarly to the proof of (22) but using the inequality
instead of (21) we prove the convergencê
almost surely in view of convergence (24), whence (κ −κ)
The convergence (κ −κ) 
see (13) and (14). Now the convergenceβ
−→β follows from (24) andκ
−→κ. The function f (θ, κ) is differentiable at the point (θ,κ). Relation (3) follows from estimates for the rate of convergence ofκ and −θ/θ −1 .
Proof of Theorem 3.2. 1. By definition of Ψ j (κ) and Ψ j , we have
Thus equality (9) and the convergenceκ
Rate of convergence ofκ. We prove that relations (4) and
almost surely by Lemma 5.5 and inequalities (5). Thus Lemma 5.3 together with Corollary 5.4 implies that
almost surely for all j ≥ 1 as n → ∞.
Using (12), (25), and (26) we get
almost surely for all j ≥ 1 as n → ∞ in view of Lemma 5.3 and the convergencê
Note that θ ≥ 1. Relations (4) and (27) are proved. 3. Relations (26), (27), andκ
almost surely. Now we obtain from (12) that
4. Rate of convergence of −θ/θ −1 . Recall thatθ is the eigenvector of the matrix Ψ 0 corresponding to the minimal eigenvalue 0. According to the perturbation theorem for invariant subspaces of Hermitian matrices ([9, Theorem V.
almost surely. Here we used inequality (23). By Lemma 5.6,
almost surely. We provide below an analogue of Lemma 5.3 for the case where condition (iii) fails.
Lemma 6.1. Suppose condition (i) holds, and let P (ξ) be a polynomial whose degree does not exceed max{2d − 2, 0}, and θ n →θ as n → ∞. Then there exists a constant C 2 such that inequality (16) holds for sufficiently large n.
In the course of the proof of Lemma 6.1 we show thatθ ψ 1 (ξ)θ is a nonzero polynomial of degree max{2d − 2, 0}. 6.4. The distribution of ε is not Gaussian. We drop the assumption that
, and δ i and ε i are independent for all i ≥ 1. Furthermore, we assume that the law of large numbers
holds almost surely.
Lemma 5.1 holds under these assumptions; thus so do Theorems 3.1 and 3.2.
The structural model
We assumed above that the ξ i are nonrandom. Now we assume that {ξ i , i = 1, 2, . . . } are independent identically distributed random variables. The echo is η i = 
According to the strong law of large numbers, Note that the matrix Ψ(κ) − Ψ is a sum of the terms
where the index i runs in the range 1, . . . , n. Every term of this sum is a matrix whose entries are polynomials in the variables ξ, ε, and δ. The powers of ξ in these polynomials do not exceed 2k − 1. To obtain this result we note that every entry of the matrix ψ(ξ, η, κ) is a polynomial in the arguments ξ and η. Each monomial of these polynomials divides either η 2 , or ξ k η, or ξ 2k . Moreover the expressions for the corner entries of ψ(ξ, η, κ) include η 2 , ξ k η, and ξ 2k . Namely 
Concluding remarks
Sufficient conditions for the strong consistency of estimators of parameters of the polynomial regression with Gaussian measurement errors are found in the paper. There is good reason to believe that these conditions are too restrictive and can be weakened.
In the case of the linear regression (that is, if k = 1) we consider the least squares estimators for all variables (or the orthogonal regression estimator if σ For the Gallo linear regression [10] , Kukush et al. [11] weaken condition (i) by using the assumption on the existence of higher moments of measurement errors.
