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 The range and number of new and unknown proteins is increasing at a staggering 
rate due to the recent genome sequencing projects. The next step in understanding how 
biological systems, even including the human body, work is by understanding the 
function of all the various proteins. Solving the structure of a protein is an important first 
step in elucidating its function; however, the study of its dynamic movements can 
specifically implicate regions involved in its function and even demonstrate the 
mechanism by which function is performed.  
 Molecular dynamics simulations are a powerful computational approach for 
visualizing the dynamic movement of proteins. Computational tools are predominantly 
theory based predictions. Therefore, they require validation by experimental results. 
Oxidative surface mapping is an experimental labeling method which can be used to 
identify buried vs. solvent-accessible regions in a folded protein. Movement in 
specific regions of a protein can be mapped and monitored using this method.  
 β-lactoglobulin is a well studied protein that undergoes a pH induced 
conformational change. It was chosen as the target protein for this study because it has 
been the focus of numerous studies in the past and much information is known about it. 
Even so, many aspects of this proteins structure still remain a mystery.   
This thesis work is an attempt to integrate computational and experimental 
techniques as a strategy for studying the protein conformational change of a well studied 
protein system. The degree of overlap displayed by the integration of these two 
 v
techniques is limited, however it provides a foundation from which improvements can be 
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Chapter 1: The Advantage of Interfacing Experimental and 
Computational Approaches for Characterizing Protein  
Conformational Change 
 
I. The Mismatch Between Protein Discovery and Protein Structural 
Characterization 
The recent genome projects have generated an abundance of biological sequence 
data. Sequencing of the human genome is now complete; however, the full potential of 
the accomplishment continues to be elucidated. A large proportion of the genome is junk 
DNA, which is thought to provide no direct function for the cell, (the fundamental unit 
of every living system) and less than 2% of the human genome encodes for proteins. 
Deriving meaningful knowledge from this data will take the work of countless scientists 
as protein sequences provide information that can be extracted by a multitude of methods 
to answer a variety of questions about the human body.  
Determining the function of proteins is important in understanding how the 
human body works. A small fraction of proteins can be assigned a function by sequence 
similarity (Andrade et al., 1999). Structural similarity, on the other hand, can assign 
functions for significantly more proteins (Koppensteiner et al., 2000). Determining the 
structure of a protein from its sequence is therefore an important step in the path to 
elucidating its function (Domingues et al., 2000).  
A variety of methods are currently employed for protein structure determination. 
X-ray crystallography and NMR are the most widely used experimental techniques for 
solving protein structure; however, computational approaches have also demonstrated 
promise in recent years. The Brookhaven Protein Data Bank (PDB) houses 
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experimentally determined protein 3D structures. To date, the PDB contains slightly 
more than 34,000 protein 3D structures; the majority of which were solved by X-ray 
crystallography. Though the number of structures submitted to PDB increases every year, 
the rate is not fast enough to keep up with the efficiency at which sequences are 
compiled. The experimental methods employed have limitations that affect the efficiency 
at which 3D structures can be solved. Computational approaches provide increased speed 
but are theory based and still require confirmation by experimental based methods.  
Though structure prediction is an essential step in elucidating the function of a 
protein, it only provides information as a snapshot in time. Monitoring the structural 
movement of a protein as a function of time can specifically implicate regions important 
in its role (Karplus and McCammon, 2002). Furthermore, characterization of these 
regions of movement provides the higher degree of resolution necessary to clarify 
mechanisms for the conformational shifts, which can ultimately provide information 
about the proteins biological function (Christodoulou et al., 2004).  
 Computational techniques, such as molecular dynamics (MD) simulations, are 
powerful tools for studying the movement of proteins. They provide the ability to 
visualize proteins in motion at a resolution difficult to probe using experimental methods 
(Karplus and Kuriyan, 2005). Though a MD simulation can provide a considerable 
amount of information about a protein system, it is predominantly a theory based 
prediction and requires validation by experimental methods (Karplus and McCammon, 
2002; Karplus and Kuriyan, 2005). Therefore, the attempt to integrate computational and 
experimental approaches provides a theoretical and experimental based solution to the 
study of protein conformational change.  
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The purpose of this thesis work is an attempt to integrate molecular dynamics 
simulations and an experimental technique with the premise that it will give new insight 
about a well studied model system.  
 
II. Current Status of Experimental Approaches for Characterizing Protein 
Structure 
Experimental techniques used to determine the structure of proteins have also 
been successfully utilized for visualizing their conformational change. The brief 
discussion that follows summarizes a few commonly used experimental techniques for 
studying conformational change, shedding light on the benefits and limitations of each.  
 X-ray crystallography has been employed to study conformational changes of 
proteins (Hakansson et al., 1997; Qin et al., 1998). Though researchers have had success 
with this method for detailed protein studies with a high degree of resolution, it has 
limitations and is time consuming. Culturing a crystal requires highly pure protein and 
can potentially take a long time depending on the proteins size, stability and structure. 
Many proteins are difficult to purify and concentrate, thus making them poor candidates 
for crystal growth. Additionally, crystallography provides the structure of a protein in the 
solid state as a snapshot in time. Therefore, multiple crystal structures harvested under 
different conditions are required to monitor any potential change in conformation. 
Growing crystals of the same protein under different conditions could be cumbersome as 
the protein under certain conditions may crystallize more readily than others. Because of 
this reason, a high level of patience is required when using this method for the study of 
protein conformational change. Finally, because crystals provide structures in the solid 
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state, specific reactions that require dynamic movement of the protein cannot be 
visualized (Hakansson et al., 1997). X-ray crystallography is an excellent first step in 
elucidating the structure and function of a protein; however, methods that allow 
visualization of movement in real time are better for extracting more detail. 
 NMR spectroscopy based methods have been successfully utilized as an 
experimental method to study the dynamic movement of proteins (Christodoulou, 2004; 
Sakurai and Goto, 2005). Its obvious benefit over x-ray crystallography is its ability to 
monitor protein conformational change in a time-dependent manner and in the solution-
phase. However, not all proteins are good candidates for study by this method. Proteins 
must be abundantly available and highly pure for studies of their movement to be 
successful using this method. Additionally, proteins of study are restricted to those less 
than 40 kDa. Also, previous research has demonstrated the occurrence of severe signal 
broadening at neutral pH (Sakurai and Goto, 2005). This can potentially interfere with the 
accuracy of data analysis. Though NMR based methods can be easier to perform and 
provide information in the solution state their limitations generate a need for alternative 
methods for studying protein conformational change. 
 Various solution-phase structural labeling techniques have been used to study the 
structure of proteins. Chemical labeling methods such as hydrogen-deuterium exchange 
and oxidative surface mapping are powerful methods in understanding the structure and 
dynamics of proteins. Both methods are performed in the solution-phase and study the 
solvent-accessible surfaces of proteins by non-specifically labeling solvent exposed 
regions. Hydrogen-deuterium experiments can give information about a proteins 
backbone structure and hydrogen bonding properties (Sharp, 2003) but results are 
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difficult to extrapolate because the exchange rates are a sum of the hydrogen bonding, 
solvent-accessibility and back-exchange kinetics of the protein (Sharp et al., 2003). 
Surface mapping utilizing chemical modifications to probe solvent accessible surfaces is 
also a method that has been successful (Sharp et al., 2003). Many methods to modify 
solvent accessible amino acids are available, however non-specific methods have proved 
to be the most efficient. Preference is given to methods that can be performed with 
readily available materials, and are efficient and accurate in what one wants to study. 
Oxidative surface mapping of proteins via chemically generated hydroxyl radicals fits all 
three of these criteria (Sharp et al., 2003). 
Given that most all of these experimental techniques have their limitations, 
coupling them with molecular dynamics simulations can together provide a stronger 
approach for studying protein conformational change, potentially allowing for a more 
thorough investigation than that provided by either method alone.  
   
III. Selection of a Model Protein System for Examination of Conformational 
Changes 
In choosing the model system of study, several important criteria were 
considered: the abundance and ease of preparation of the protein, the ability to mimic and 
accurately represent the protein in its native state, the presence of a conformational 
change of the protein system and previous successful studies that can be used to validate 
findings.  
 β-lactoglobulin is the most abundant globular protein found in the whey fraction 
of bovine milk (Dufour et al., 1994). Bovine β-lactoglobulin has as many as nine genetic 
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variants, of which variant A and B are the most common (Qin et al., 1998). The sequence 
of these two variants differ at only two amino acid residues: Asp64 in A is changed to 
Gly in B, and Val118 in A is changed to Ala in B (Qin, 1999); however, they experience 
a distinctly different degree of thermal stability and display independent self-association 
properties (Qin et al., 1999).  The dairy industry produces large quantities of this protein 
for its use in the industrial processing of milk. In addition, it is used to form gels in food 
systems and can be engineered for other uses (Dufour et al., 1994). Its function, in vivo; 
however, still remains unknown. The two most common variants are readily available 
commercially (Sigma-Aldrich) for the purpose of experimental analysis and can be easily 
prepared for scientific studies as described in the next chapter.  
 Multiple studies of the bovine β-lactoglobulin protein have been conducted. 
These studies have employed various techniques including: x-ray crystallography (Qin et 
al., 1998), NMR (Sakurai and Goto, 2005), infrared spectroscopy (Dufour et al., 1994) 
and MD simulations (Eberini et al., 2004; Fogolari et al., 2005). The ability to study this 
protein by a variety of diverse experimental methods demonstrates the ease and accuracy 
by which its environment can be mimicked. This protein is an even more attractive 
candidate because of the fact that its function remains unknown even though analysis of 
its properties seems relatively uncomplicated.  
The β-lactoglobulin protein structure is composed of eight antiparallel β-strands 
which forms a β-barrel, a ninth strand (strand I) that is implicated in dimerization, and 
one major and three minor α-helices (Uhrinova et al., 2000). It undergoes pH induced 
global and local transitions of its structure. Between pH 2 and pH 6 the protein undergoes 
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multiple aggregation and dissociation events (Taulier and Chalikian, 2001). Globally, it 
shifts from a monomer to a dimer to an octomer and back to a dimer just before pH 6 
(Taulier and Chalikian, 2001). 
As shown pictorially in Figure 1.1, the protein undergoes a pH induced local 
transition of its structure, termed the Tanford Transition (Tanford, 1959) roughly between 
pH 6 and pH 8. This transition involves the movement of the EF loop (the loop 
connecting β-strand E and β-strand F) of the protein (Qin et al., 1998). In acidic 
conditions, the EF loop closes off the entrance of the hydrophobic calyx (Qin et al., 
1998). As the environment becomes more basic, the loop pulls away from the calyx 
opening, exposing the hydrophobic core of the protein (Qin et al., 1998). This pH induced 
movement of the EF loop suggests a possible function of the protein for transporting 
hydrophobic cargo. Another pH induced conformational change, around the α-helix 
region, has been visualized during MD simulations of the retinol binding protein (RBP, a 
protein structurally similar to β-lactoglobulin) (Gu and Brady, 1992). This suggests the 
presence of another region that undergoes a pH induced local transition. The Tanford 
Transition as well as the proposed movement near the α-helix region of the β-
lactoglobulin protein is the focus of this study. The presence of a conformational change 
of the protein further confirms β-lactoglobulin is an appropriate protein candidate for this 
thesis study. 
The β-lactoglobulin protein has been the focus of numerous studies since its first 
isolation in 1934 (Palmer, 1934). Though research on this protein system has been 
conducted for more than 70 years, its function still remains a mystery. Much has been  
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Figure 1.1: Structural Progression of the Tanford Transition. 
Three crystal structures of bovine β-lactoglobulin A deposited into PDB from the same 
study (Qin et al., 1998). The structures at pH 6.4, 7.1 and 8.2 demonstrate the pH range 
spanning the Tanford Transition. The arrow points to the EF loop in each structure 












learned; however, about the properties of the protein. Studies of its structure and 
dynamics by a variety of methods have been performed and provide results that are 
consistently duplicated. For example; information from a NMR based dynamics study of 
the protein provided information about the rigidity of various regions of the β-
lactoglobulin protein in solution state at a constant pH (Kuwata, 1999), the comparison of 
its structure with the structure of another protein in its superfamily suggested a plausible 
role for structurally similar domains (Papiz, 1986) and analysis of changes in 
conformation of its structure provided a deeper understanding of regions implicated in 
function of the protein system (Qin et al., 1998). These results provide a substantial pool 
of information about the protein to which results obtained from this study can be 
compared and validated. 
  
IV. Selection of an Experimental Technique for Characterizing Protein 
Conformational Alterations 
 As discussed previously, computational approaches for the study of protein 
systems require confirmation by experimental results before they can be considered 
reliable. Molecular dynamics simulations of a protein system begin with an initial set of 
coordinates solved by either x-ray crystallography or NMR based structure determination 
methods. Since a partial integration between these experimental techniques and MD 
simulations is already attained simply by performing a MD simulations, and studies of 
the Tanford Transition of β-lactoglobulin utilizing x-ray crystallography (Qin, 1998) and 
NMR (Sakurai, 2005) based methods have been performed previously, integration of MD 
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simulation with chemical labeling methods was chosen as the strategy for this thesis 
study.  
Analysis of the conformational change of the protein by chemical labeling has not 
been performed over a range of pH values. It has, however, been performed at a single 
pH value to support photochemical oxidation as a good method to probe the solvent 
accessible surface are of proteins (Sharp et al., 2004).  
A variety of chemical labeling methods can be employed to study protein solvent 
accessibility. Due to the nature of the thesis study proposed, non-specific labeling 
techniques are preferred. Non-specific labeling provides better sequence coverage and 
hence better resolution of conformational shifts. Oxidative surface mapping via 
chemically generated hydroxyl radicals was chosen because of its accuracy, simplicity, 
efficiency and ability to be performed without the need for specialized equipment (Sharp 
et al., 2004). Additionally, this technique allows for non-specific labeling of the protein 
structure, thereby, eliminating the need to bombard the protein with a variety of different 
reagents.  
 
V. Contributions That Can be Made to the Abundance of Knowledge Already 
Compiled for the Conformational Change of This Protein System.  
This thesis will help elucidate the importance of combining computational and 
experimental approaches for the study of biological systems, but more specifically for the 
study of protein conformational change. Furthermore, it will serve as a foundation for 
future attempts at integrating two technologies and as a motivation for collaborations 
between researches from the two distinctly different disciplines.  
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The objective of this thesis, by integrating oxidative surface mapping and 
molecular dynamics simulation techniques, is to: determine the degree of integration 
possible between two distinct scientific approaches, learn about the limitations of both, 
and propose future refinement of integration as a strategy for studying protein 
conformational change. 
Under the premise that integration of two techniques will provide more 
meaningful information than either one alone, the goal of this thesis work was to not only 
validate previous findings from studies of the β-lactoglobulin system but also contribute 
novel information to the abundant information that is already present.  
This thesis study is divided into several chapters. Chapter 2 describes, in detail, 
the process by which oxidative surface mapping and molecular dynamics simulation 
techniques were applied to study the Tanford Transition of bovine β-lactoglobulin A. 
Chapters 3 and 4 present the results from both techniques and discuss their relevance to 
the conformational change of the protein. Results from these two chapters are compared 
and contrasted with crystal structures obtained at pH values of 6.2, 7.1 and 8.4; of which 
the pH 6.2 crystal was used for model building in MD simulation analysis. Chapter 5 
demonstrates an attempt at integrating results from the two technologies. It includes a 
discussion of the benefits and drawbacks of the two methods and proposes improvements 







Chapter 2: Materials and Methods for Monitoring Conformational 
Transitions in β-lactoglobulin A 
 
 This chapter describes our approach to integrate experimental and computational 
technologies to study conformational changes in proteins. The basic strategy is to probe 
the change in solvent accessible surface area of a well studied model system (β-
lactoglobulin) as a function of pH using oxidative surface mapping, and then compare 
and contrast the findings with molecular dynamics simulations of the same system 
(Figure 2.1). Oxidative surface mapping was chosen because of its validity as a method to 
probe solvent accessible surface areas of proteins (Sharp et al., 2003). Molecular 
dynamics was paired with the oxidative surface mapping technique because of its ability 
to monitor change in a time dependent manner.  
 
I. Oxidative Surface Mapping  
 β-lactoglobulin undergoes a conformational change called the Tanford Transition 
within a specific range of pH values (Tanford et al., 1959). Generation of hydroxyl 
radicals in situ with the native protein at a particular pH oxidizes amino acid residues in 
regions of the protein that are solvent exposed (Maleknia et al., 1999, 2001A-B, 2002). 
Mass spectrometry analysis of the protein after proteolytic digestion identifies those 
residues that are oxidized (Maleknia et al., 1999, 2001A-B, 2002). This technique will 
allow for the visualization of the conformational change in β-lactoglobulin by tagging 
those sites that become solvent accessible due to a change in conformation as a result of 
the proteins pH environment. The denatured protein serves as a positive control for all the 




Figure 2.1: Scheme for the Integration of Experimental and Computational 
Approaches. 
A diagram of the scheme utilized to study the conformational change of the β-




lysozyme control experiments demonstrate that the pH dependent oxidation difference 
are due to the protein and not the hydroxyl radical.     
 
A. Sample Preparation 
A stock solution of β-lactoglobulin A (Sigma-Aldrich, St. Louis, MO) was 
prepared by reconstituting 2 mg of the lyophilized protein in 100% HPLC grade water 
(Burdick & Jackson, Muskegon, MI) to a concentration of 2 mg/mL. The stock was 
aliquoted into individual 2 mL Eppendorf tubes (VWR, West Chester, PA) such that each 
contained about 250 uL volume (0.5 mg concentration of protein). Another 750 uL of 
100% HPLC grade water was added to each Eppendorf tube to bring the volume to 1 mL 
and concentration to 0.5 mg/mL. 
The denatured sample was treated with 1 mL of a denaturing mixture of 6 M 
Guanidine HCl (Sigma-Aldrich) and 10 mM DTT (EMD Chemicals, Gibbstown, NJ) in 
10 mL of 50 mM Tris (Sigma-Aldrich) 10 mM CaCl2 (J.T. Baker, Phillipsburg, NJ) 
buffer and incubated for one hour in a 60°C water bath (Precision microprocessor 
controlled 280 series water bath, Thermo Electron Corporation, Waltham, MA).  
The various pH samples were adjusted to their desired pH value by adding small 
amounts of 5 M HCl (Sigma-Aldrich) and/or 0.5 M NaOH (Sigma-Aldrich). The pH of 
each sample was verified by pH paper (EM Science, Gibbstown, NJ) and these samples 
were allowed to sit on the bench top until the incubation of the denatured sample so that 
oxidation of all samples could be done at one time. Sample preparation for the lysozyme 
(Sigma-Aldrich) experiments were done in the same manner as the pH adjusted β-
lactoglobulin A samples. 
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B. Oxidation 
An aliquot of 250 uL of 50% H2O2 (EMD Chemicals) was added to each 
Eppendorf tube to achieve an overall 10% H2O2 concentration (by volume). The 
oxidation reaction was initiated by exposing the tubes, with their caps off, to UV light in 
a Stratalinker (UVStratalinker 2400, Stratagene, La Jolla, CA) with a wavelength of 254 
nm for 5 minutes.  
Immediately after exposure, 2 uL of 100% Formic Acid (FA, EMD Chemicals) 
was added to each tube so that the protein would bind more efficiently to the stationary 
phase of a tC2Light SepPak (Waters, Milford, MA).   
The oxidation reaction was quenched by extracting the sample with a tC2Light 
SepPak and allowing the H2O2 to be washed through while binding the oxidized protein. 
A tC2Light SepPak was used because the C2 stationary phase was sufficient for 
capturing intact proteins (tC2) and the concentration of protein in our sample was less 
than 1 mg (Light). Solutions were drawn up through a needle into a syringe, the needle 
was replaced with a tC2Light SepPak and the solution was passed through the SepPak by 
applying pressure to the syringe. To insure air was not ejected though the SepPak, 
solution was allowed to pass through until only a small layer of solution was visible in 
the syringe; except for the elution step where the solution was allowed to pass through to 
completion.  
A new tC2Light SepPak was used for each sample and was conditioned by first 
passing 10 mL of a solution of 100% ACN/0.1% FA (ACN, Burdick & Jackson) 
followed by 10 mL of a solution of 100% HPLC grade water/0.1% FA. Next, the sample 
was passed through the SepPak twice. The SepPak was then washed by passing 10 mL of 
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100% HPLC grade water. Finally, elution was done into a clean 2 mL Eppendorf tube by 
1.5 mL of 100% ACN. Care was taken to insure the first drop of the elution was captured 
as it contains the most protein.  
Eluted samples were dried down in a SpeedVac (SpeedVacPlus SC210A, Savant, 
Santa Rosa, CA) using the low setting with the concentrator set to off until about 300 uL 
in volume. Progress was monitored every few minutes due to the high volatility of ACN. 
Based on previous experience, a 50% loss of sample was expected upon extraction 
through a SepPak. 
 
C. Digestion 
A 1 mL aliquot of the same denaturing mixture used to prepare the denatured 
sample was added to each of the Eppendorf tubes. The samples were incubated for 1 hour 
in a 60°C water bath. Upon incubation, each of the samples was transferred to a clean 15 
mL Falcon tube (VWR) and diluted 6 fold by adding 6.5 mL of 50 mM Tris CaCl2 buffer 
for a total volume of about 7.8 mL. Next, the pH of the samples was adjusted to pH 7 by 
adding minute amounts of 5 M HCl and/or .5 M NaOH. The pH of each sample was 
verified by pH paper. Dilution of the sample and adjustment of the pH were done to bring 
the sample conditions to less than 1M Guanidine and neutral pH, optimal conditions for 
trypsin digestion. 
A 20 ug vial of lyophilized trypsin (Promega, Madison, WI) was reconstituted 
with 100 uL of the re-suspension buffer provided (50 mM Acetic Acid, Promega). 25 uL 
(5 ug) of this was added to each sample tube such that the ratio of trypsin to protein was 
1:50. The sample tubes were tightly wrapped with parafilm to prevent evaporation and 
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placed on a rotator (Nutrating Mixer, VWR) in a 37°C incubator (Model 120, 
Barnstead/Lab-Line, Melrose Park, IL) for 18 hours. The following morning the same 
concentration of trypsin was added to each sample tube and the tubes were again placed 
on a rotator in a 37°C incubator; this time for 5 hours. Upon the second incubation the 
samples were centrifuged (Spinchron R, Beckman Coulter, Fullerton, CA) at 3000 rpm 
for 10 minutes. Immediately after centrifugation the supernatant was transferred into a 
clean 50 mL Falcon tube (VWR). 
The supernatant was cleaned up by passing it through a tC18Light SepPak 
(Waters). A tC18Light SepPak was used because the C18 stationary phase was necessary 
for capturing peptides (tC18) and the concentration of peptides in the sample was less 
than 1 mg (Light). The same SepPak procedure was followed as in quenching of the 
oxidation reaction however the tC18Light SepPak was washed with a solution of 10 mL 
100% HPLC grade water/0.1% FA after passing the sample through twice and elution 
was done with 2 mL of a solution of 100% ACN/0.1% FA. Formic acid was present in 
the wash and elution solutions because peptides need to be acidified more than intact 
proteins since they have less net charge.  
 
D. ES-FTICR Analysis 
All mass spectra were acquired by direct infusion with a 9.4-Tesla HiRes 
electrospray Fourier transform ion cyclotron resonance (ES-FTICR) mass spectrometer 
(IonSpec, Lake Forest, CA). Direct infusion was performed using a syringe pump 
(Harvard Apparatus, Holliston, MA) with a flow rate of 2.5 uL/min into an electrospray 
source (Analytica, Branford, CT). Before samples were run, mass scale calibration was 
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performed with ubiquitin to achieve a mass resolution of 50,000-160,000 full-width at 
half maximum (FWHM) and mass accuracy of ±3-5 parts per million (ppm) (Sharp et al., 
2003). Collisional dissociation was performed as previously described (Sharp et al., 
2003). 
Each sample was prepared for mass spectrometry analysis by mixing 
water:acetonitrile (ACN):acetic acid in a 49:49:2 ratio (by volume). The spectra were 
taken in broadband mode in a mass to charge range of 400 to 2500 m/z units. The ions 
were allowed to accumulate in an external hexapole for 2.5 seconds before being pulsed 
through an ion guide to the analyzer cell of the instrument. Each spectrum was an average 
of 10 scans and the frequency and amplitude of each ion was extracted from the transient 
signal by the 256 fast Fourier transform (FFT) algorithm with the Hann window on. 
Manual analysis of the spectra was done to confirm oxidation had occurred in a time-
dependent manner and to a meaningful degree.  
 
E. LC-MS/MS Analysis 
 All (1D) liquid chromatography tandem mass spectrometry (LC-MS/MS) spectra 
were acquired by a Famos/Switchos/Ultimate High Performance Liquid Chromotography 
(HPLC) System (Dionex, Sunnyvale, CA) coupled to a LCQ-DECA quadrupole ion trap 
mass spectrometer (Thermo Finnigan, San Jose, CA) equipped with a nanospray source 
(Thermo Finnigan) (Uchiki et al., 2004).  
 Each peptide sample was prepared for tandem mass spectrometry analysis by 
drying down the C18light elution and redissolving in 100% HPLC water. The spectra 
were taken in the data dependent mode over a parent mass to charge range of 400 to 2000 
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m/z units for 2 hours. Dynamic exclusion was enabled (repeat count 2), where the four 
most abundant peaks in every MS scan were subjected to MS/MS analysis. The 
DBDigger 1.14 algorithm (Tabb, 2005) was used to search all MS/MS spectra as 
described in the next section. It was preferred over SEQUEST because of its ability to 
handle and detect multiple oxidation events in a single peptide. 
 
F. Data Analysis 
 LC-MS/MS spectra were submitted to the database identification algorithm 
DBDigger. An in-house created database (BSA_HSA_plus_contams_and_variants.fasta), 
which contained 10 protein variants and 46 common contaminants was used for all 
searches. The search was performed using the following parameters: Parent Mass 
Tolerance, 3.0 Da; Fragment Ion Tolerance, 0.5 Da; Peptide Mass Range of 400-10000 
Da; Theoretical Spectra of B and Y ions only; Protein Cleavage by trypsin; up to 2 
missed cleavage sites; fully tryptic peptides only. DBDigger identifications were sorted 
and filtered by DTASelect (Tabb, 2001) as follows: 2-peptide level, delCN of at least 
0.08, charge state of 1-4 and cross correlation scores (Xcorrs) of at least 23.76 (+1), 28.07 
(+2) and 43.64 (+3). Manual validation of the DTASelect output files, by verifying the 
Xcorr score of the peptides with oxidation events were significantly above the filter for 
that particular net charge, were done to insure confidence in the results  
 
II. Molecular Dynamics Simulations 
Molecular dynamics simulations are enlisted to study the time-dependent 
properties of molecular systems (Karplus and McCammon, 2002). They allow for the 
 20
visualization of dynamics of atomic phenomenon which otherwise cannot be seen 
(Karplus and McCammon, 2002). The Tanford Transition of β-lactoglobulin is a well 
studied conformational change, but it can be verified and possibly further analyzed by 
this method as continued improvements to its methodology has advanced simulations of 
typical protein environments and can essentially better our understanding of how this 
system works (MacKerell et al., 1998). 
 
A. Molecular Dynamics Software 
All of the molecular dynamics simulations described in this study were generated 
by the CHARMM 33a (Brooks, 1983 Chemistry at HARvard Molecular Mechanics 
developmental version 33a1, 2006) program with an all atom potential energy function 
(MacKerell et al., 1998). CHARMM has become widely popular for modeling the 
structure and behavior of molecular systems and is a program that utilizes empirical 
energy calculations based on internal coordinate and pairwise nonbond interaction terms 
(Brooks et al., 1983).    
 
B. CHARMM Potential Energy Function 
 Empirical energy calculations promote the conversion of geometric objects into 
physical objects allowing the dynamic study of protein systems. The simplicity of the 
potential energy function in empirical energy calculations is optimized to extract relevant 
information accurately and within an acceptable length of time. A potential energy 
function is described by the summation of various energy terms. The terms can be 
separated into internal energy terms and nonbonded interaction energy terms (Brooks et 
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al., 1983). Internal energy terms comprise of bond stretching, angle bending, dihedral 
torsion angle and improper torsion angle energy terms (Brooks et al., 1983). Nonbonded 
interaction energy includes terms for van der Waals and electrostatic interactions as well 
as a term for Urey-Bradley 1,3- distance. Figure 2.2 illustrates the source of these energy 
terms.  
 In equation form, the empirical energy function looks like: 
∑ kb(b-b0)2 + ∑ kθ(θ-θ0)2 + ∑ kφ(φ-φ0)2 + ∑ kχ[1+cos(ηχ-δ)]  
+ ∑ kUB(S-S0)2 + ∑ (εij [(rijmin/rij)12  (rijmin/rij)6] + qiqj/ε1rij) 
 
It is derived by summation of the individual bonded (red) and nonbonded (blue) energy 
terms. kb, kθ, kφ, kχ and kUB are the bond, angle, improper torsion angle, torsion (dihedral) 
angle and Urey-Bradley force constants, respectively; b, θ, φ, χ and S are the bond 
length, bond angle, improper torsion angle, torsion angle and Urey-Bradley 1,3-distance, 
respectively, the subscript 0 indicating values at equilibrium (MacKerell, 1998) εij is the 
geometric mean of the Lennard-Jones well depth of atom i and j, rijmin is the arithmetic 
mean of the distance of i and j at the Lennard-Jones minimum, rij is the distance between 
atoms i and j, qi and qj are charges on atoms i and j respectively and ε1 is the effective 
dielectric constant (MacKerell et al., 1998). 
  
C. Model Building 
1. Initial Coordinates and Modifications 
Two models of the closed β-lactoglobulin structure were built using initial 




Figure 2.2: Bonded and Non-bonded Energy Terms. 
Examples of bonded and nonbonded energy terms used in the all atom potential energy 
function in CHARMM. For bonded energy terms: b is the bond length between two 
atoms, θ is the angle between two bonds, χ is the torsion (dihedral) angle between atoms 
separated by three covalent bonds, φ is the improper torsion angle. The improper torsion 
angle is an angle that is not defines by four atoms that are connected sequentially. For 
nonbonded energy terms: S is the distance between atoms separated by two bonds and r 




3BLG). Both models were identical except for the protonation state of Glu89. Histidine 
residues have a pKa of around 6.5 so their ionization states were manually determined. 
Upon a closer investigation of the structure, HIS146 was determined to be protonated on 
ND1 (HSD) and HIS161, protonated on NE2 (HSE). All other titratable residues were set 
to their ionized forms.  
Initial coordinates from a PDB file are generally only of the heavy atoms in the 
system (Polygen, 1988). In order for CHARMM to compute the empirical energy 
functions, all atoms of the system need to have defined coordinates (Polygen, 1988). To 
satisfy this requirement the HBuild command was used to build and optimize the 
undefined hydrogen coordinates (Polygen, 1988). A patch was introduced for each 
disulfide bond (Cys66-Cys160, Cys106-Cys119). Finally, the atoms were centered about 
the moments of inertia of the structure and underwent a brief minimization by steepest 
descents (SD) for 5000 steps with a total energy change tolerance of 0.1 kcal/mol (system 
exits minimization if total energy falls at or below tolerance value) (Polygen, 1988).    
 
2. Solvation 
When building a model of a system, it is not only important to accurately 
represent the protein but also its environment. Though it is not yet possible to perfectly 
replicate the environment of typical proteins, models are built with proteins in an aqueous 
solvent environment since at least some portion of a typical protein is exposed to these 
conditions (Adcock and McCammon, 2006). Two types of methods are commonly used 
to solvate a system for molecular dynamics simulations. Implicit solvent gives the effect 
of solvation without the presence of actual water molecules by only introducing an 
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effective dielectric constant where explicit solvent consists of actual water molecules in 
addition to a dielectric constant. 
The models in this study were solvated with explicit solvent of the TIP3P 
(transferable intermolecular potential 3P) (Jorgensen, 1983) potential function. An 
explicit solvent was chosen because it allows for a more detailed simulation of the 
system, providing data about specific interactions that together may facilitate the 
conformational change of β-lactoglobulin. The TIP3P potential function is the simplest of 
the explicit solvent potential functions in that it contains three interaction sites (Jorgensen 
et al., 1983). It was chosen for these models arbitrarily because of its simplicity but other 
potential function could have also been used (ie. TIP4P, TIP5P, SPC).  
Within the explicit solvent models there are two different boundary conditions 
that can be applied to the solvent; periodic boundary conditions and stochastic boundary 
conditions. Periodic boundary conditions were applied to the solvent to eliminate surface 
effects from computations. The protein was placed in the middle of a cubic solvent box of 
dimensions 63Å x 58Å x 57Å for the deprotonated and 64Å x 58Å x 58Å for the 
protonated model system. The dimensions of the cubic solvent box differ slightly for both 
models most likely due to the minimization of the model system prior to solvation. To 
build the cubic solvent box, a coordinate file of a cube containing 216 3-site (TIP3P) 
water molecules was used. The coordinates of atoms in this cube were constructed from 
an equilibrated 4-site (TIP4P) model at 1 atm pressure and .0334 molecules/ampere with 
an edge length of 18.856 Å. These cubes were added until the calculated dimensions of 
the system were met. The distance between the protein and the outer boundary of the 
solvent box was set to 8 Å and any water molecule more than 8 Å away from the origin 
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or that overlapped (≤ 2.2 Å away) with the protein or previously introduced water 
molecules was deleted. 
 
3. Neutralization 
The net negative charge of the model systems was neutralized by replacing water 
molecules in energetically favorable positions with positively charged sodium ions. 
Chosen water molecules had to be at least 5.5 Å away from the protein and/or other 
waters or ions. A total of 8 water molecules were replaced in the protonated model and 9 
were replaced in the deprotonated model.  
The ions were briefly minimized by SD for 10 steps and adopted basis Newton-
Raphson method (ABNR) for 25 steps. The final deprotonated model system contained 
2595 protein atoms, 9 ions and ~19900 solvent atoms (water) and the final protonated 
model system contained 2596 protein atoms, 8 ions and ~20700 solvent atoms (water). 
 
4. Minimization 
After fixing all bonds involving hydrogens to a tolerance of 1.0e-6 Å and 
maximum iteration of 1500, the solvent was energy minimized. It was first minimized by 
SD for 500 steps holding the protein and sodium ions fixed at a harmonic force constant 
of 50 kcal/mol/Å2. A constant dielectric non-bond energy of 1.0 kcal/mol/Å2 was applied 
with parameters as follows: distance cut off for generating the list of pairs = 14 Å; 
distance cut off for smoothing function = 12 Å; maximum allowable distance to be 
included in the image atom list = 14 Å.  
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The solvent was then energy minimized by ABNR for 5000 steps holding the 
protein and sodium ions fixed at a harmonic force constant of 20 kcal/mol/Å2 with the 
same parameters as the SD minimization. 
  
5. Heating 
Each model system was heated for 10 ps using a 2 fs timestep starting from 50 K 
to a final temperature of 298 K. Heating was performed to bring the system to 
equilibrium in preparation for dynamics; hence, it was only performed for a short period 
of sampling time. A ±5 K deviation buffer was allowed for the final temperature and 
averages of the major energy values were calculated every 1 ps. Cutoff values were the 
same as in the minimization step. The non-bonded and image update lists were updated 
heuristically and no H-bond list was generated. 
  
6. Dynamics and Data Analysis 
Dynamics was performed with the same parameters as in the heating step except 
the temperature was held constant at 298 K and trajectories were generated in increments 
of 200 ps for a total of 3 ns. All data analysis was performed using various CHARMM 




The materials and methods outlined above provide a step-by-step protocol for an 
approach employing experimental oxidative surface mapping and computational 
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molecular dynamics simulation methods in visualizing the conformational change of β-
lactoglobulin. An overall scheme of the approach to this study is shown in Figure 2.1. 
The rational for incorporating multiple approaches to study a well characterized model 
system is based on the premise that coupling of two methods will provide stronger insight 
than either one of the techniques alone. Subsequent chapters provide a discussion of the 
results obtained from each technique individually before making an attempt at coupling 



























Chapter 3: Oxidative Surface Mapping Measurements of pH Induced 
Conformational Transitions of β-lactoglobulin A 
 
 β-lactoglobulin undergoes a pH induced conformational change (Tanford et al., 
1959). The EF loop of this protein covers the calyx of its hydrophobic core in acidic 
conditions but pulls away from the calyx opening under basic conditions. 
Though the function of β-lactoglobulin still remains a mystery, its structural 
similarity with retinol-binding protein (Papiz, 1986) adopted its classification into the 
lipocalin superfamily, of which most members bind hydrophobic molecules and serve as 
carrier proteins. Simulations performed on retinol-binding protein displayed bending of 
the α-helix (Aqvist, 1986); hence care was taken to monitor the movement in this region 
as well as that of the loop.  
Modification of proteins by reactive oxygen species (ROS) are the focus of 
several investigations because of their possible correlation with age and disease 
(Stadtman and Levine,2003). Inducible, stable, covalent modifications of proteins have 
been utilized with success in determining the higher order structure of proteins in solution 
(Sharp et al., 2003). Oxidative surface mapping using chemically generated hydroxyl 
radicals (Sharp et al., 2003) was employed to study the conformational change of the β-
lactoglobulin protein in this study. The protein was induced to change conformation by 
subjecting it to various pH environments and allowing those residues exposed to solvent 
and hydroxyl radical to be oxidized. Using this approach, a more detailed, pH by pH , 
visualization of the change in conformation of the β-lactoglobulin protein is possible. 
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I. Oxidation by Hydroxyl Radical 
The oxidation reaction is initiated by exposing pH-adjusted protein samples 
containing 10% H2O2 (by volume) to UV light. Hydrogen peroxide is a reactive oxygen 
species. When attacked by a photon of UV light, a H2O2 molecule undergoes 
photodissociation into two hydroxyl radicals. A radical is a highly unstable group of 
atoms that contains an unpaired electron. The hydroxyl radical is highly reactive and 
seeks to stabilize itself by pairing its unpaired electron. It achieves this by stealing a 
hydrogen atom from various regions of the β-lactoglobulin protein or from other 
molecules, such as H2O present in the sample constituents. The amino acid or molecule 
that gives up its hydrogen atom is now converted into a radical and has the potential of 
eventually being oxidized from the solvent (water) or dissolved molecular oxygen. 
Hydroxyl radicals can also pair their unpaired electron by reacting with one another. This 
not only stabilizes these highly reactive radicals but also reforms H2O2. This method of 
oxidation is appropriate as it has been successfully utilized for the surface mapping of 
proteins (Sharp et al., 2003; Sharp et al., 2005) and its yield is not influenced within the 
pH range of this study (Hubner and Roduner,1998). 
 
II. Oxidizable Amino Acids 
Hydroxyl radicals can cause modifications of proteins by attacking side chains of 
residues or by forming covalent cross linkages and can cause protein fragmentation by 
attacking backbone bonds (Garrison, 1987). The rates at which these modifications occur 
are different with side chain modifications occurring more rapidly than backbone bond 
modifications and the degree of modifications is dependent on competition from sample 
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constituents, the amino acid composition and conformation of the protein (Garrison, 
1987).   
All amino acids are susceptible to oxidative modification; however, aliphatic, 
sulfur-containing and aromatic amino acids predominate over others. Attack by a 
hydroxyl radical abstracts a hydrogen and initiates a chain of events that eventually lead 
to an oxidative modification. Hydroxyl radicals preferentially abstract hydrogens from 
those amino acids that are left the most stable after attack. This is why aliphatic, sulfur-
containing and aromatic amino acids are most susceptible to hydroxyl radical attack. 
Table 3.1 summarizes the reactivity rates of the twenty amino acids for reactions with 
hydroxyl radicals in aqueous solution (Buxton et al., 1988). In the following discussion, 
aliphatic amino acids refer to isoleucine (Ile), leucine (Leu), Valine (Val) and alanine 
(Ala); sulfur containing amino acids refer to cysteine (Cys) and methionine (Met); and 
aromatic amino acids refer to phenylalanine (Phe), tyrosine (Tyr) and tryptophan (Trp).  
Oxidation at aliphatic side chains originates with hydroxyl radical attack and 
abstraction of a non-labile hydrogen, leaving a carbon centered radical in the side chain. 
Next, the carbon radical is rapidly converted to a peroxyl radical by reacting with 
molecular oxygen in solution (Stadtman and Levine,2003). This peroxyl radical instigates 
further reactions eventually resulting in a hydroxyl substitution at the side chain 
(Stadtman and Levine,2003). The hydroxyl substitution adds an oxygen atom to the side 
chain producing a mass shift of about 16 atomic mass units (15.9949 amu) which can be 
detected and localized by mass spectrometric analysis.  
Oxidation at side chains of sulfur containing amino acids occur by addition at the 
sulfur atom. Methionine residues can potentially undergo two oxidation events at their 
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Table 3.1: Reactivity Rates of Amino Acids.  






















Reactivity rates of the twenty amino acids with hydroxyl radical in aqueous solution. 
Those amino acids indicated in red, blue and green are aliphatic, sulfur containing and 
aromatic in nature, respectively. Starred amino acids were found oxidized in a previously 





sulfur atom generating methionine sulfoxide and methionine sulfone (Vogt, 1995). Each 
addition event produces a mass shift of about 16 amu for a potential mass shift of 32 amu 
(31.9898 amu) for each methionine residue. Because previous studies have reported 
instances of methionine oxidation regardless of solvent accessibility or direct hydroxyl 
radical attack, (Sharp et al., 2003; Kiselar et al., 2002) oxidation events at methionine 
side chains are not necessarily considered indicative of solvent accessibility. Cysteine, 
another sulfur containing residue, can also undergo multiple oxidation events at its sulfur 
atom (Paget and Buttner, 2003). Oxidation is initiated by abstraction of labile hydrogens 
via hydroxyl radical attack followed by additions at the sulfur atom by interactions with 
molecular oxygen, producing sulfenic, sulfinic and sulfonic acid derivatives (Paget and 
Buttner, 2003). With a total of three potential oxidation events, each cysteine residue can 
potentially cause a mass shift of 47.987amu. 
Oxidation at aromatic amino acid side chains occurs by direct addition of the 
hydroxyl radical into their unsaturated cyclic ring. This addition creates a side chain 
carbon radical which reacts with molecular oxygen in solution to form a peroxyl radical 
and eventually results in a hydroxyl addition (Garrison, 1987). 
The above mechanisms are explained assuming abundance of molecular oxygen 
however, in the absence of molecular oxygen, carbon centered radicals which are in close 
structural proximity to one another can react to stabilize themselves producing covalent 
cross linkages (Garrison, 1987). 
A potential site of hydroxyl radical attack other than the side chains of amino acid 
residues is at the α-carbon of the protein backbone (Garrison, 1987). Attack at this atom 
leads to the eventually cleavage of the peptide bond but its frequency is low due to the 
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abundance of molecular oxygen and water molecules which can quickly quench hydroxyl 
radicals before they can make it to the protein backbone, highly reactive side chains 
which stabilize those hydroxyl radicals that werent quenched by molecular oxygen, the 
steric inaccessibility of the α-carbon hydrogen and the planar state of the amino acid side 
chain (Hawkins and Davies, 2001). 
 
III. Identification of Oxidation Events 
 Electrospray ionization transfers protonated peptides from solution into the gas 
phase. Without the presence of at least one charge, peptides cannot be detected by the 
mass spectrometer. Protons attach where binding is most stable, hence basic amino acids 
are the most desirable. After ionization, the peptide can be induced to dissociate in the 
mass spectrometer by collision with helium gas. Figure 3.1 displays the components of 
the LC-MS/MS used to perform tandem mass spectrometry on the samples prepared for 
this study. Samples are taken up by the auto-sampler and directed to flow over the 
microcolumn. The microcolumn contains C18 stationary phase, which creates a highly 
hydrophobic medium and binds peptides easily. When a gradient of high water to high 
organic solvent is applied to the microcolumn by the HPLC, peptides that are shorter or 
less hydrophobic are washed off of the column first and analyzed by the mass 
spectrometer before those that are longer or more hydrophobic. Dissociation of the 
peptide can occur at any amide bond and even though only one event occurs per peptide, 
the presence of multiple copies of the same peptide and the ability to cleave at more than 
one amide bond results in multiple fragments of the same peptide. The most common 
ions observed from collisional induced dissociation of peptides are b and y ions. B ions  
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Figure 3.1: LC-MS/MS Components. 
The different components of a Famos/Switchos/Ultimate High Performance Liquid 
Chromotography System coupled to a LCQ-DECA used to perform LC-MS/MS on the 
samples in this study. The samples are taken up by the auto-sampler and allowed to flow 
over the microcolumn. The HPLC applies a gradient of high water to high organic 
solvent allowing those peptides that are shorter or less hydrophobic to be analyzed by the 
mass spectrometer before those that are longer or more hydrophobic. The mass 
spectrometer takes a full scan of the ionized peptides that enter its analyzer after which it 
isolates and subjects the four most intense peaks to dissociation by helium gas. 
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are the result of fragmentation at the amide bond such that the charge is retained on the N 
terminus and Y ions are the result of fragmentation at the amide bond such that the 
charge is retained on the C terminus. Manually, the sequence of a peptide is determined 
by visual inspection of the peaks from a mass spectrum, most of which are generally b or 
y.  The sequence of a peptide can be determined by addition or subtraction of the 
monoisotopic masses of amino acids from peaks of a mass. Any peak which is +16, +32 
or +48 Daltons more than the monoisotopic mass of that residue identifies a single, 
double or triple oxidation event on that amino acid. Figure 3.2 displays a sample MS/MS 
spectrum of an oxidized peptide. Only the B and Y ions are displayed in the MS/MS 
spectrum as other ions were filtered out during the DBDigger search. The methionine 
residue is oxidized in this peptide and is demonstrated by the 16 Da shift in monoisotopic 
mass for the b10 and y17 ions. Table 3.2 provides the monoisotopic mass of each 
individual amino acid (http://haven.isb-sib.ch/tools/isotopident/htdocs/aa-list.html) as a 
reference. Figure 3.3 shows a sample output of the DTASelect software for the pH 7 
sample. The MS/MS spectrum shown in Figure 3.2 (B) is of the first peptide highlighted 
by the purple circle.  
 
IV. Surface Mapping Measurements 
 Oxidative surface mapping of the β-lactoglobulin protein at various pH values 
including those encompassing the Tanford Transition (pH 7 to pH 8), revealed results that  
appear to correlate with the change in conformation of the protein. Table 3.3 provides a 







Figure 3.2: Sample Peptide Fragmentation Spectrum. 
A partial diagram of the cleavage sites of peptide 15-40 of β-lactoglobulin A (A). B and 
Y ions are the most common and the methionine residue has a single oxidation event. The 
partial peptide sequence displayed is of the precursor ion of the MS/MS spectrum (B). 
MS/MS spectrum of peptide 15-40 of β-lactoglobulin A from quadrupole ion trap (B). 
Peptides are labeled according to the site of cleavage and which of the resulting 
fragments retained the charge. The methionine had an oxidation event as its monoisotopic 
mass shifted by 16 Da. 
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Table 3.2: Monoisotopic Mass of Amino Acids. 






















The monoisotopic mass of the twenty amino acids used for manual determination of the 
sequence of a precursor peptide after dissociation of a precursor ion and analysis of the 







Figure 3.3: Sample DTASelect Output. 
Sample DTASelect Output for a β-lactoglobulin sample at pH 7. The first peptide sequence on the list (peptide 15-40) has the 
highest score and also contains an oxidation event on Met24. This demonstrates the computational alternative to the manual 
approach displayed in Figure 3.2 for this same precursor peptide.
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Table 3.3: Oxidative Surface Mapping Results for β-lactoglobulin A as a Function of 
pH. 
 
The results from oxidative surface mapping of the protein at various pH values (2, 5, 6, 7 
and 8) and under denatured conditions. The table lists those amino acids that were 
oxidized in any of the samples, however the β-lactoglobulin sequence contains more 
oxidizable amino acids. +1o, +2o and +3o represent 1, 2 or 3 oxidation events, 
respectively.  
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First, some residues are oxidized independent of pH. Taking into consideration 
that methionine oxidations are ambiguous, Cys160 is oxidized in the structure at all pH 
values. This residue forms a disulfide bond with Cys66 and is located in the C-terminal  
region of the protein. Though this region experiences considerably more flexibility then 
the β-strands (Kuwata et al., 1999) and is highly solvent exposed, oxidation of Cys160 
across the pH spectrum of study suggests no significant solvent accessibility differences. 
Inversely, certain residues are found unoxidized throughout the spectrum of study, 
notably Leu54. An oxidation event on this residue was only seen in the denatured sample, 
again suggesting no significant solvent accessibility differences occur in this region.  
 Second, several residues exhibit pH sensitivity. For example, the highly reactive 
Trp61 and Phe136 are not oxidized under acidic conditions but become oxidized at pH 8 
and pH 7, respectively; and successively thereafter. This implies that a change in 
conformation near Trp61 occurs between pH 7 and pH 8 such that the residue becomes 
de-protected from solvent and is allowed access to hydroxyl radical attack. A similar 
scenario is implied for Phe136, however the change in conformation that exposes this 
residue occurs between pH 6 and pH 7.  
 Lastly, the denatured sample displays the greatest degree of oxidation. This agrees 
with expectation as all potential sites of oxidation are solvent exposed under these 
conditions. The results however, dont show complete oxidation of the protein. Most of 
the residues that arent oxidized are those that are not reactive, namely (Ile and Leu) 
however the highly reactive Phe144 was not found oxidized in this sample. Possible 
explanations for this could be: hydroxyl radicals generated via photodissociation of H2O2 
got quenched by water/molecular oxygen (in the sample constituents) before they could 
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reach this residue, proteins containing oxidation events at this residues could have been 
washed through the SepPak after oxidation or digestion causing its abundance to drop to 
inadequate levels for detection by mass spectrometry or sequence dependent oxidation of 
residues may be inherent such that oxidation occurs preferentially when Phe is next to 
amino acid X but not when it is next to amino acid Y.  
 The discussion that follows focuses specifically on the movements of the EF loop 
and α-helix region. Figure 3.4 provides the β-lactoglobulin sequence (A) and structure 
(B) for reference. Comparisons between results obtained from a study of the same system 
conducted by Qin et al. (1998), from which the initial crystal coordinates were obtained, 
are included where appropriate. 
 
V. pH Induced Global Transitions of the β-lactoglobulin Protein 
 A monomer at pH 2, the β-lactoglobulin protein undergoes dimerization via β-
strand I near pH 3 (Taulier and Chalikian, 2001). Between pH 4 and 5, the protein 
undergoes further aggregation into an octomer before dissociating back to its dimer form 
just after pH 5 (Taulier and Chalikian, 2001). The protein remains in its dimer form at 
physiological pH until it undergoes irreversible unfolding above pH 9 (Taulier and 
Chalikian, 2001). A NMR based solution structure study of the β-lactoglobulin protein at 
pH 2 revealed that the monomeric structure at this pH is similar to that of each subunit of 









Figure 3.4: β-lactoglobulin A Sequence and Structure. 
The protein sequence (A) for bovine β-lactoglobulin A. The stretch of sequence 
highlighted in yellow indicates residues of focus for change in conformation of the loop 
and that highlighted in green indicates residues of focus for change in conformation of 
the α-helix. The protein structure (B) of bovine β-lactoglobulin A with amino acid 
designations. 
     N-terminus, (residues 1-15) 
Strand A (residues 16-27) 
     A-B Loop, (residues 28-45) 
Strand B (residues 46-49) 
     B-C Loop (residues 50-52) 
Strand C (residues 53-63) 
     C-D Loop (residues 64-69) 
Strand D (residues 70-78) 
     D-E Loop (residues 79-83) 
Strand E (residues 84-85) 
     E-F Loop (residues 86-89) 
Strand F (residues 90-98) 
     F-G Loop (residues 99-100) 
Strand G (residues 101-109) 
     G-H Loop, (residues 110-118) 
Strand H (residues 119-124) 
     H-α helix Loop (residues 125-130) 
α-helix (residues 131-142) 
     α-helix-I Loop (residues 143-150) 
Strand I (residues 151-157) 
     C-terminus, (residues 158-162) 
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VI. pH Induced Local Transitions of the β-lactoglobulin Protein 
 A repeatedly visualized transition occurs at roughly pH 7. Its occurrence near 
physiological pH suggests it may be important in protein function. Movement of the 
protein is localized to the EF loop. At pH values below the Tanford Transition, the EF  
loop covers the calyx of its hydrophobic core and at pH values following the Tanford 
Transition, the EF loop has pulled away from the calyx opening exposing the rim and 
interior of its hydrophobic core. 
 Bending of the α-helix was seen from a molecular dynamics simulation of RBP 
(Aqvist et al., 1986), a protein structurally similar to β-lactoglobulin, and the orientation 
of the α-helix was found to be different than that of a x-ray structure when a solution 
structure dynamics was performed (Kuwata et al., 1999). These previous studies suggest 
local transitions near this region may also occur.  
 
A. EF Loop Region 
 To confirm the movement of the EF loop using this technique, focus was turned 
to residues 61-78. These residues comprise β-strand D and part of C as well as the CD 
loop. Strands D and C are near the rim of the hydrophobic calyx and the loop that 
connects them is in close proximity to the EF loop before the Tanford Transition. 
 The experimental data indicates movement of the loop occurs between pH 7 and 
pH 8. This sharp pH transition is most likely because Glu89 has a pKa of 7.3. Trp61 and 
Ile71, 72 and 78 which were not oxidized at pH 7 become oxidized at pH 8. The Trp61 is 
highly reactive with hydroxyl radical, any change in the solvent accessibility of its side 
chain will instigate hydroxyl radical attack; hence it serves as a good probe for loop 
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movement. Cys66 which is located in the CD loop, is initially oxidized at pH 6 possibly 
due to its disulfide bond with Cys160 which is in a highly flexible and solvent exposed 
region of the protein structure. Findings by Qin et al. (1998) describe the solvent 
accessible surface area (SASA) of the disulfide Cys66 and Cys160 as being 35 fold 
greater than the one between Cys106 and Cys119. This is probably why only oxidations 
at the more exposed cysteine residues were detected in the pH induced samples. Ile71 
which is located on the D strand near the rim of the hydrophobic calyx, is also oxidized at 
pH 6. This indicates that the Tanford Transition begins to initiate at this pH value but we 
may have missed detection of this peptide in the pH 7 sample. Other changes seen in the 
Qin study were not detected from the surface mapping measurements. The partial burial 
of Asp85 was not detected from the surface mapping measurements due to the relative 
unreactivity of this side chain with hydroxyl radical. The exposure of Leu87, though 
more reactive than Asp85, was also not observed in the surface mapping data. Surface 
mapping measurements were however able to confirm the inaccessibility of tyrosine 
residues as none of the four present in the β-lactoglobulin sequence experienced 
oxidation through the pH spectrum of study. Qins analysis implicates the reorientation of 
the side chain of Met107 during the Tanford Transition. This was seen from the oxidative 
surface mapping measurements as initiating between pH 5 and pH 6. The reorientations, 
however, of the less reactive Ile84 and Leu39 are not observed. Those amino acid 
residues implicated by Qin as experiencing greater than 30 Å2 shift in their solvent 
accessibility were not detected because of their relative unreactive side chains. Other 
differences are detected from the terminal regions. Leu1 which is highly exposed in the 
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structural studies by Qin, is never found oxidized. Conversely, Cys160 which is found 
oxidized in all samples, is determined to have only 9 Å2 or solvent accessibility at pH 8.2. 
 
B. α-Helix Region 
To monitor the movement of the α-helix, focus was turned to residues 130-140. 
These residues comprise the length of the α-helix which is in close proximity to strands 
A, H, and I. In agreement with the second binding site described by Qin et al. (1998), the 
experimental data clearly shows initial movement of the α-helix away from the protein 
body at pH 5 and complete movement away by pH 8 as indicated by the oxidation all 
potentially oxidizable amino acids in that region. Leu133, Phe136 and Leu140 are located 
in the inner cleft of the α-helix facing Cys121 and Leu117. The oxidation of both of these 
residues by pH 8 suggests a pulling away rather than a denaturing of the α-helix. 
According to Qin, the increased reactivity of Cys121 at higher pH may not be directly 
related to the Tanford Transition but can be attributed to the change in environment 
surrounding the SH group of this residue. As the proteins environment becomes more 
basic the area surrounding the SH group of Cys121 becomes more negatively charged. 
Though the solvent accessibility of this residue does not change, the increase in negative 
charge surrounding its SH group increases its susceptibility to modification.  
 
VII. Denatured Control 
This experiment served as a positive control for all the possible oxidation sites on 
the protein. It also confirmed the degree of oxidation is a result of solvent accessibility. 
Under these conditions the entire β-lactoglobulin protein is completely exposed to 
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solvent and hydroxyl radical attack. The degree of oxidation should be the greatest here 
compared to that at any pH environment. The results confirmed this as the denatured 
sample shows oxidation events throughout the length of the protein and to a greater 
degree than for any pH environment. Additionally, amino acids that were not oxidized 
within the pH spectrum of study were found to be under these conditions. Not all possible 
oxidation sites were shown to be oxidized. Possible explanations for this are: the peptides 
were washed through the SepPak after oxidation or digestion, the signal for the peptide 
was not picked up by the mass spectrometry or the spectrum was not captured in the filter 
when the LCQ output was run through DTASelect. These explanations not only apply to 
the denatured sample but also to those of the pH spectrum of study.   
  
VIII. Lysozyme Control 
 This control experiment was performed to demonstrate that the pH dependence of 
the β-lactoglobulin protein is due to the protein and not the hydroxyl radical. Hydroxyl 
radical yield is not affected by the pH spectrum of this study (Hubner and Roduner,1998). 
Its yield is affected at very high (>10) or very low (<2) pH values. Lysozyme does not 
undergo a pH dependent conformational change so oxidative surface mapping of this 
protein at pH 2 and pH 7 was performed to demonstrate no change in the degree of 
oxidation. The results confirmed pH dependence is due to the protein as the lysozyme 





 The results obtained from the study of the β-lactoglobulin protein in various pH 
environments demonstrated the conformational shift termed the Tanford Transition. In 
addition, movement of the α-helix region was visualized as solvent accessibility and 
oxidized sites in that region increased between pH 2 and pH 5.  
 The conformational shift of the β-lactoglobulin protein was localized to certain 
regions of the protein as shown from the results. Those amino acids that remained either 
always oxidized or never oxidized throughout the pH spectrum of study suggested no 





















Chapter 4: Molecular Dynamics Simulations of Protonated and 
Deprotonated Glu89 Models of β-lactoglobulin A Starting From the pre-
Tanford Transition Conformation 
  
In order to visualize the conformational change of β-lactoglobulin, two models 
were built using initial coordinates obtained from a crystal structure of the protein at pH 
6.2  (PDB ID: 3BLG). This particular coordinate file was chosen because of its success in 
demonstrating the Tanford Transition, upon slight perturbation, during molecular 
dynamics (MD) simulations (Eberini et al., 2004).  
Tanford was the first to discover interesting behavior at a carboxylic side-chain in 
the EF loop; it had an unusually high pKa of 7.3 and appeared to trigger movement of the 
EF loop upon titration such that it was buried when in an acidic environment but exposed 
in a basic environment (Tanford et al., 1959). This carboxylic side-chain was later 
identified as being that of glutamic acid 89 (Glu89) (Brownlow et al., 1997; Qin et al., 
1998). Previous molecular dynamics simulations have implicated the protonation state of 
the Glu89 residue as an important trigger for the Tanford Transition (Fogolari et al., 
2005; Eberini et al., 2004). As a result of this finding, the two models built for this study 
were identical except for the protonation state of this amino acid.  
These models were built under the premise that the structure with the 
deprotonated Glu89 amino acid side chain, starting from a structure not favorable to the 
protonation state of Glu89, would undergo the Tanford Transition and the structure with 
the protonated Glu89 amino acid side chain would remain unchanged. The fluctuations in 
and around the α-helix were also monitored as previous studies have implicated this 
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region in movement and even suggest it as a location of a second binding site (Monaco et 
al., 1987). 
 
I. Molecular Dynamics Simulation Results 
 3ns and 2.4ns molecular dynamics simulations were performed on the 
deprotonated and protonated models (built as described in detail in Chapter 2), 
respectively. As predicted, the Tanford Transition was observed during the simulation of 
the deprotonated model but not of the protonated model. Movements in the α-helix region 
were negligible upon visual examination of both simulations. Figure 4.1 provides a visual 
display of the changes that were observed from both MD simulations.  
The following discussion is segmented into an analysis of solvent accessibility 
and free energy; based on the change in average distance between residues in and around 
regions of suspected or confirmed conformational change. The discussion includes a 
comparison with results from previous molecular dynamics studies of the same protein 
system (Fogolari et al., 2005; Eberini et al., 2004) as well as solvent accessibility data 
presented in the study from with the initial coordinates were obtained (Qin et al., 1998). 
 
A. Solvent Accessibility 
Solvent accessibility changes were explored using the GetArea 1.1 (Fraczkiewicz 
and Braun, 1998) software available online through the Sealy Center for Structural 
Biology at the University of Texas Medical Branch (http://www.scsb.utmb.edu/cgi-
bin/get_a_form.tcl). This software takes in Cartesian coordinates in PDB format and  
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Figure 4.1: MD Simulation Structures. 
MD simulation structures from both the protonated and deprotonated Glu89 models. The 
left column displays the α-helix and the right column displays the EF-loop region. The 
structures in the top row are results from the protonated model and those in the bottom 
row are results from the deprotonated model. Red represents the conformation before 
simulation and the blue represents the conformation after a 3.0 (deprotonated) or 2.4ns 
(protonated) simulation. RMSD between Cα atoms of the respective red and blue 
structures using MOE are presented. Total, Helix and Loop refer to residues 1-162, 85-90 







Cα RMSD Total 1.076Å
Cα RMSD Helix .487Å
Cα RMSD Loop .299Å 
Cα RMSD Total 1.645Å
Cα RMSD Helix .288Å
Cα RMSD Loop 1.398Å
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provides the solvent accessible surface area (SASA) of a protein. Output can be varied to 
include different levels of detail ranging from per atom to whole protein SASA 
calculations. The software was set up such that it would output SASA in a per residue 
format and provide the following information: residue name, residue number, residue 
SASA, apolar SASA, backbone SASA, side chain SASA, ratio of side chain SASA to the 
random coil value of that residue and its location (inside or outside) based on the 
previous ratio (<20% is considered in, >50% is considered out). The radius of the water 
probe was left at the default value of 1.4Å. 
Before analyzing changes in SASA of residues from the MD simulations, the 
GetArea method of calculating SASA was validated using the crystal structures of the 
closed (PDB ID:3BLG), intermediate (PDB ID:1BSY) and open (PDB ID:2BLG) 
forms of the protein; all deposited into PDB from the same study (Qin et al., 1998). For 
GetArea to be a useful method of monitoring SASA changes from the dynamics 
simulations, it needed to correctly display the change in SASA of these three structures. 
The GetArea results from the crystal structures can be found included in Tables 4.1 and 
4.2. Comparisons between these results and those described in the study from which the 
structures were derived (Qin et al., 1998) are discussed below and serve as a validation.   
The GetArea results agreed substantially with what was found in the study. Glu89 
was the only amino acid to display a pH induced, buried to solvent exposed transition. A 
deprotonated Glu89 is unable to form a hydrogen bond with Ser116 to stabilize itself in 
the closed conformation. As a result, the protein is forced to move to a more stable 
conformation. Pulling away of the EF loop from the opening of the hydrophobic calyx is 
a result of the proteins attempt to attain a more stable conformation for the perturbation 
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Table 4.1: SASA Results From the MD Simulation of the Deprotonated Glu89 Model. 
Name 3blg 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 1bsy 2blg Name 3blg 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 1bsy 2blg 
Leu1                                     Lys83                                     
Ile2                                     Ile84                                     
Val3                                     Asp85                                     
Thr4                                     Ala86                                     
Gln5                                     Leu87                                     
Thr6                                     Asn88                                     
Met7                                     Glu89                                     
Lys8                                     Asn90                                     
Gly9                                     Lys91                                     
Leu10                                     Val92                                     
Asp11                                     Leu93                                     
Ile12                                     Val94                                     
Gln13                                     Leu95                                     
Lys14                                     Asp96                                     
Val15                                     Thr97                                     
Ala16                                     Asp98                                     
Gly17                                     Tyr99                                     
Thr18                                     Lys100                                     
Trp19                                     Lys101                                     
Tyr20                                     Tyr102                                     
Ser21                                     Leu103                                     
Leu22                                     Leu104                                     
Ala23                                     Phe105                                     
Met24                                     Cys106                                     
Ala25                                     Met107                                     
Ala26                                     Glu108                                     
Ser27                                     Asn109                                     
Asp28                                     Ser110                                     
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Table 4.1 Continued 
Name 3blg 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 1bsy 2blg Name 3blg 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 1bsy 2blg 
Ile29                                     Ala111                                     
Ser30                                     Glu112                                     
Leu31                                     Pro113                                     
Leu32                                     Glu114                                     
Asp33                                     Gln115                                     
Ala34                                     Ser116                                     
Gln35                                     Leu117                                     
Ser36                                     Val118                                     
Ala37                                     Cys119                                     
Pro38                                     Gln120                                     
Leu39                                     Cys121                                     
Arg40                                     Leu122                                     
Val41                                     Val123                                     
Tyr42                                     Arg124                                     
Val43                                     Thr125                                     
Glu44                                     Pro126                                     
Glu45                                     Glu127                                     
Leu46                                     Val128                                     
Lys47                                     Asp129                                     
Pro48                                     Asp130                                     
Thr49                                     Glu131                                     
Pro50                                     Ala132                                     
Glu51                                     Leu133                                     
Gly52                                     Glu134                                     
Asp53                                     Lys135                                     
Leu54                                     Phe136                                     
Glu55                                     Asp137                                     
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Table 4.1 Continued 
Name 3blg 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 1bsy 2blg Name 3blg 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 1bsy 2blg 
Ile56                                     Lys138                                     
Leu57                                     Ala139                                     
Leu58                                     Leu140                                     
Gln59                                     Lys141                                     
Lys60                                     Ala142                                     
Trp61                                     Leu143                                     
Glu62                                     Pro144                                     
Asn63                                     Met145                                     
Asp64                                     His146                                     
Glu65                                     Ile147                                     
Cys66                                     Arg148                                     
Ala67                                     Leu149                                     
Gln68                                     Ser150                                     
Lys69                                     Phe151                                     
Lys70                                     Asn152                                     
Ile71                                     Pro153                                     
Ile72                                     Thr154                                     
Ala73                                     Gln155                                     
Glu74                                     Leu156                                     
Lys75                                     Glu157                                     
Thr76                                     Glu158                                     
Lys77                                     Gln159                                     
Ile78                                     Cys160                                     
Pro79                                     His161                                     
Ala80                                     Ile162                                     
Val81                                                        
Phe82                                                        
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The 1000 structures of each trajectory were averaged to produce one structure per trajectory file. Each trajectory covered 200 ps 
of sampling time, hence 15 average structures were generated from the 3 ns MD simulation of the deprotonated model. The table 
above displays the residue name/number in the left most column followed by the per residue SASA results of a BLG crystal 
structure at pH 6.2 (3BLG). Next, the per residue SASA for the average structure of each trajectory are provided (indicated by 1-
15). Finally, the per residue SASA of the BLG crystal structures at pH 7.1 (1BSY) and pH 8.2 (2BLG) are included. Residues 









Table 4.2: SASA Results from the MD Simulation of the Protonated Model. 
Name 3blg 1 2 3 4 5 6 7 8 9 10 11 12 1bsy 2blg Name 3blg 1 2 3 4 5 6 7 8 9 10 11 12 1bsy 2blg 
Leu1                               Lys83                               
Ile2                               Ile84                               
Val3                               Asp85                               
Thr4                               Ala86                               
Gln5                               Leu87                               
Thr6                               Asn88                               
Met7                               Glu89                               
Lys8                               Asn90                               
Gly9                               Lys91                               
Leu10                               Val92                               
Asp11                               Leu93                               
Ile12                               Val94                               
Gln13                               Leu95                               
Lys14                               Asp96                               
Val15                               Thr97                               
Ala16                               Asp98                               
Gly17                               Tyr99                               
Thr18                               Lys100                               
Trp19                               Lys101                               
Tyr20                               Tyr102                               
Ser21                               Leu103                               
Leu22                               Leu104                               
Ala23                               Phe105                               
Met24                               Cys106                               
Ala25                               Met107                               
Ala26                               Glu108                               
Ser27                               Asn109                               
Asp28                               Ser110                               
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Table 4.2 Continued 
Name 3blg 1 2 3 4 5 6 7 8 9 10 11 12 1bsy 2blg Name 3blg 1 2 3 4 5 6 7 8 9 10 11 12 1bsy 2blg 
Ile29                               Ala111                               
Ser30                               Glu112                               
Leu31                               Pro113                               
Leu32                               Glu114                               
Asp33                               Gln115                               
Ala34                               Ser116                               
Gln35                               Leu117                               
Ser36                               Val118                               
Ala37                               Cys119                               
Pro38                               Gln120                               
Leu39                               Cys121                               
Arg40                               Leu122                               
Val41                               Val123                               
Tyr42                               Arg124                               
Val43                               Thr125                               
Glu44                               Pro126                               
Glu45                               Glu127                               
Leu46                               Val128                               
Lys47                               Asp129                               
Pro48                               Asp130                               
Thr49                               Glu131                               
Pro50                               Ala132                               
Glu51                               Leu133                               
Gly52                               Glu134                               
Asp53                               Lys135                               
Leu54                               Phe136                               
Glu55                               Asp137                               
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Table 4.2 Continued 
Name 3blg 1 2 3 4 5 6 7 8 9 10 11 12 1bsy 2blg Name 3blg 1 2 3 4 5 6 7 8 9 10 11 12 1bsy 2blg 
Ile56                               Lys138                               
Leu57                               Ala139                               
Leu58                               Leu140                               
Gln59                               Lys141                               
Lys60                               Ala142                               
Trp61                               Leu143                               
Glu62                               Pro144                               
Asn63                               Met145                               
Asp64                               His146                               
Glu65                               Ile147                               
Cys66                               Arg148                               
Ala67                               Leu149                               
Gln68                               Ser150                               
Lys69                               Phe151                               
Lys70                               Asn152                               
Ile71                               Pro153                               
Ile72                               Thr154                               
Ala73                               Gln155                               
Glu74                               Leu156                               
Lys75                               Glu157                               
Thr76                               Glu158                               
Lys77                               Gln159                               
Ile78                               Cys160                               
Pro79                               His161                               
Ala80                               Ile162                               
Val81                                               
Phe82                                               
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The 1000 structures of each trajectory were averaged to produce one structure per trajectory file. Each trajectory covered 200 ps 
of sampling time, hence 12 average structures were generated from the 2.4 ns MD simulation of the protonated model. The table 
above displays the residue name/number in the left most column followed by the per residue SASA results of a BLG crystal 
structure at pH 6.2 (3BLG). Next, the per residue SASA for the average structure of each trajectory are provided (indicated by 1-
15). Finally, the per residue SASA of the BLG crystal structures at pH 7.1 (1BSY) and pH 8.2 (2BLG) are included. Residues 
considered to be solvent exposed, buried or partial by GetArea are indicated by blue, red and no color, respectively. 
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in the chemistry of the Glu89 side chain. This causes Ser116 to experience partial 
exposure of its side chain. The exposure of Ser116 was also confirmed by the GetArea 
results. All but one amino acid comprising the surface of the hydrophobic interior of the 
calyx did not experience a change in solvent accessibility. Ile71, displayed an increase in 
solvent accessibility probably due to the movement of Glu89 away from the rim of the 
cavity where it is located. This was also seen from the surface mapping measurements. 
The side chain transition of Asp85 from being solvent exposed to being partially buried 
due to the movement of the loop was visualized by both Qin et al. and via the GetArea 
data. Similarly, Glu131, which becomes partially buried at pH 7.1 but solvent exposed 
again at pH 8.2 was confirmed by GetArea. Lys91, Glu65 and Glu114 which were all 
detected as experiencing changes in SASA of more than 30Å by Qin et al., were not 
confirmed as experiencing changes by GetArea most likely because the change fell 
within the range of solvent accessibility characterization (in, out or partial) of the 
GetArea algorithm. They were, however, confirmed as being exposed (Glu65 and 
Glu114) and partial (Lys91). This is a caveat of using two different methods for SASA 
calculations. Glu108 was buried in all three structures supporting Qin et al.s claim of 
there being a salt bridge between it and Leu1, which was established as being solvent 
exposed by both. Finally, Qin et al. found the side chains of Leu87, Leu39 and Lys60 
buried at pH 6.2 but partially exposed at basic pH values and this was also seen from the 
GetArea results. Comparisons between the GetArea results and the Qin study were 
promising and provided enough confidence for using GetArea as the method to study 
change in residue SASA from MD simulations. 
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The 3ns (2.4 for the protonated model) molecular dynamics simulation was done in 
trajectories of 200ps each for a total of 15 (12 for the protonated model) trajectory files. 
Each trajectory file contained 1000 structures for a total of 15000 (12000 for the 
protonated model) structures. InsightII software (Accelrys) was used to produce an 
average structure from the 1000 structures of each trajectory file. A total of 15 (12 for the 
protonated model) average structures were generated by this method. An average 
structure was used for SASA analysis because it eliminates any artifacts presented by a 
single structure and provides a better representative structure of the sample space. The 
GetArea output of the 15 (12 for the protonated model) average structures is summarized 
in Table 4.1 (Table 4.2 for the protonated model). 
 
1. Overall Analysis 
Overall analysis revealed no detection of any large changes in solvent 
accessibility for the sampling times monitored. GetArea software did not describe the 
movement of any amino acid from a solvent exposed to buried state or vice versa. 
Differences in degree of solvent accessibility were detected for several residues in both 
models. The following discussion provides an overall comparative analysis and most 
likely explanations of the results obtained followed by a detailed investigation of regions 
implicated in confirmed or suggested conformational change. 
Changes in the solvent accessibility of residues were visible upon comparison of 
SASA results from both simulations. They were detectable throughout the protein, 
however, the specific residues and their direction of change were unique to each 
simulation. Keeping in mind that proteins are in constant dynamic motion during 
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simulations, observations from data obtained from the simulations were made on a broad 
scale.  
Some residues did not experience any change in their solvent accessibility state. 
Amino acids 21-27 started and remained buried throughout the MD simulations of both 
models. Conversely, residues 63-65 remained solvent exposed throughout both MD 
simulations. These results agree with the GetArea calculations for these residues from the 
crystal structures and suggest that a change in the protonation state of Glu89 does not 
instigate any significant change in solvent accessibility in their region of the protein 
structure. More undisturbed residues were seen from the simulation of the protonated 
model than for the deprotonated model. This is expected as movement was observed from 
the simulation of the deprotonated model but not from the protonated model.  
Some residues experience change when they shouldnt. Though Thr49 and Tyr99 
are characterized as partial and buried by the GetArea output for the crystal structures at 
pre- and post-Tanford Transition pH values, they appear buried and partial, respectively, 
throughout the MD simulations of both models. This phenomenon could be the effect of 
minimization of the model before performing MD simulations or a limitation of the 
GetArea algorithm in its exposure classification. 
Some residues experience fluctuations in their solvent accessibility during the 
simulation sample time. Though both models do not display the same residues 
undergoing fluctuations, the percentage of residues that experience fluctuations are 
similar. Because of this, fluctuations cannot be attributed to the movement of the EF loop 
but are probably the result of the constant dynamic movement of the protein. 
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Some residues experience increased exposure. For example Ile71 and Ser116 
display a transition from buried to partial in MD simulations of both models. Ile71 is 
located on the rim of the hydrophobic cavity. As the EF loop pulls away from the 
opening of the hydrophobic cavity, this residue becomes unprotected from solvent. The 
simulation of the deprotonated model showed solvent accessibility change (buried to 
partial) for this residue but exposure of this residue in the protonated model remained the 
same (partial). This residue was characterized as buried in the crystal structure at pH 
6.2 but was shown as partial throughout the MD simulation.  This again could be the 
result of minimization of the protonated model before performing MD simulations. 
Though it was not characterized as buried at its starting state, it is important to note that it 
did not display any change in solvent accessibility. Ile71 was also implicated in increased 
solvent exposure from the surface mapping measurements. Increased exposure was 
demonstrated as a result of the change in conformation of the protein between pH 5 and 6 
when the EF loop initiates its movement. Ser116, which hydrogen bonds with Glu89 
when it is protonated, experiences an increase in solvent accessibility during both 
simulations. This increase occurs much faster in the simulation of the deprotonated than 
the protonated model. This residue forms a hydrogen bond with Glu89 when it is 
protonated. This hydrogen bond appears to prolong significant movement of the EF loop, 
however the dynamic movement of the protein eventually results in the cleavage of the 
hydrogen bond and exposure of the serine side chain. 
An important observation from both MD simulations was that Glu89 was 
categorized by GetArea calculations as buried throughout the sampling time monitored. 
This result is expected during the simulation of the protonated Glu89 model; however, 
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simulation of the deprotonated model should have exhibited a shift from buried to 
completely solvent exposed for this residue. Movement of the EF loop was observed 
during this MD simulation; however, it must have not been large enough for the GetArea 
solvent accessibility categorization to change. Therefore, though movement was observed 
during the MD simulation of the deprotonated model, it was not substantial enough to 
display change in solvent accessibility by GetArea calculations. 
 
2. EF Loop Movement 
The solvent accessibility change of Glu89, which should have been displayed 
during the simulation of the deprotonated model, was not present. In fact, it was 
classified as buried for the entire 3 ns sampling time. The fact that the pre- and post-
Tanford Transition crystals display this change from GetArea calculations suggests that 
factors in addition to the protonation state of Glu89 are involved in attaining the 
complete Tanford Transition. Though Glu89 appeared to undergo a significant shift in 
exposure during the MD simulation, its SASA values were still within the buried 
classification in GetArea.  
Other amino acid side chains that implicate movement of the EF loop are Ser116 
and Ile71 which both experienced an increase in exposure and were previously discussed. 
 
3. α-Helix Movement 
 The α-helix was not implicated in movement upon visual inspection of both MD 
simulations. The GetArea results from both simulations for residues in this region also 
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did not display any significant change in SASA. If the α-helix does undergo a pH 
induced change, the protonation state of Glu89 does not appear to contribute. 
 
B. Free Energy Calculations 
The free energy of a protein system is lowest when the protein is in its most stable 
conformation. Free energy calculations were performed to demonstrate the most stable, 
or preferred, distance between C-alpha atoms on the EF loop (85-90) and that of Ile71 
which is located on strand D, near the rim of the hydrophobic cavity as well as between 
C-alpha atoms on the α-helix (130-140) and that of Gln120, which is located on the H 
strand.  
Ile71 was chosen as an anchor point for the loop distance calculations because it 
is located on the rim of the hydrophobic cavity which becomes exposed as the loop pulls 
away during the Tanford Transition. Additionally, its localization to a β-strand, which is 
more rigid than a loop, prevents its contribution in distance measurements. Gln120 was 
chosen as the anchor point for the α-helix distance calculations because it is located on a 
strand that appears to be more rigid than others during dynamics (Kuwata et al., 1999). 
More sensitivity of distance measurements in this region were desired because of the 
suggested movement of the α-helix (Monaco et al., 1987).  
As in the SASA analysis, the investigation of conformational change using this 
method was focused on regions of known or suspected movement, namely the EF loop 
and α-helix region, respectively. The average distance between the C-alpha atoms of the 
six amino acids that make up the EF loop (85-90) and the C-alpha atom of Ile71 as well 
as the average distance between the C-alpha atoms of the 11 amino acids that make up 
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the α-helix (130-140) and the C-alpha atom of Glu120 were monitored as a function of 
time (individual data not shown). Figure 4.2 displays these results for the EF loop and α-
helix regions from the molecular dynamics simulation of both the de- and protonated 
models. 
Calculation of free energy was based on the probability density of the 
measurements. The following equation was used to determine the free energy from the 
dynamics simulation: 
  ω = -kBTlnρ 
where kB is the Boltzmann constant, T is the temperature in Kelvin and ρ is the 
probability density. This equation is useful in measuring free energy when N (number of 
particles in the system), V (volume of the system) and T (temperature of the system) are 
constant. Figure 4.3 displays the free energy distance calculations for the EF loop and α-
helix regions from the molecular dynamics simulation of both the deprotonated and 
protonated models. 
 The 3 ns and 2.4 ns simulation times of the deprotonated and protonated models; 
respectively, are not a measure of the change in conformation of the protein model in real 
time but during sampling time. The deprotonated model sampled a conformation of its 
model protein every 0.2 ps resulting in a total of 15,000 structures sampled during the 3 
ns of sampling time. The protonated model also sampled a conformation of its model 
protein every 0.2 ps but because its sampling time was only for a total of 2.4 ns, a total of 
12,000 structures were sampled. The total structures sampled become the population 
from which the probability density is calculated during free energy measurements. 
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Figure 4.2: Average Distance Plots. 
The average distance plotted as a function of time. The top row (A and B) are of the loop 
region and the bottom row (C and D) are of the helix region. The left column (A and C) 
are from the dynamics simulation of the deprotonated model and the right column (B and 
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Figure 4.3: Free Energy Profiles. 
The free energy plotted as a function of average distance. The top row (A and B) are of 
the loop region and the bottom row (C and D) are of the helix region. The left column (A 
and C) are from the dynamics simulation of the deprotonated model and the right column 








1. Deprotonated Glu89 Model 
The loop-average distance plot (Figure 4.2A) displays an increase during the 3ns 
dynamics simulation. The average distance begins around 10Å and increases to about 
13Å by the end of the 3ns sampling time. The increase in distance does not appear to  
occur as a smooth trend. It displays a couple rapid fluctuations before 1ns after which it 
seems to come to equilibrium after 2.5ns. Random fluctuations are a caveat of 
simulations. In MD simulations, proteins are subjected to constant dynamic motion. As a 
result, meaningful data should be extracted from overall observations rather than 
localized regions of sampling time. The most meaningful information to take away from 
this plot was the quantitative increase in distance that supports what was visualized 
during the simulation of this model.  
 The helix-average distance plot (Figure 4.2C) does not display any significant 
movement of the helix during the 3ns dynamics simulation. The average distance begins 
around 11.5Å and stays pretty much at this level for the majority of the sampling time. A 
sudden increase in distance is seen around 1.5 ns; however, this increase is only about 1 
Å and eventually returns to 11.5 Å range values so it is not considered significant. This 
change could be a reflection of the protein attempting to get over an energy barrier. 
 The loop-free energy profile (Figure 4.3A) shows that the protein is in its most 
stable conformation when the average distance between the C-alpha atoms of residues 
85-90 and the C-alpha atom of residue Ile71 is about 12.5Å. The helix-free energy profile 
(Figure 4.3C) shows that the protein is in its most stable conformation when the average 
distance between the C-alpha atoms of residues 130-140 and the C-alpha atom of residue 
Gln120 is about 11.8Å. 
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2. Protonated Glu89 Model 
The loop-average distance plot (Figure 4.2B) does not display any broad scale 
change in average distance during the 2.4ns dynamics simulation. This is confirmatory of 
what was visualized from the dynamics simulation of this model and expected when 
Glu89 is protonated. The EF loop region of this model does not show any signs of 
movement away from the opening of the hydrophobic cavity.  
The helix-average distance plot (Figure 4.2D), similar to the one of the 
deprotonated model, does not display any significant movement of the helix during the 
2.4ns dynamics simulation. The average distance begins and stays close to 11.5Å for the 
majority of the sampling time suggesting no movement of the α-helix occurs under these 
conditions. 
The loop-free energy profile (Figure 4.3B) shows that the protein is in its most 
stable conformation when the average distance between the C-alpha atoms of residues 
85-90 and the C-alpha atom of residue Ile71 is about 11.5Å. This stable distance is less 
than that for the deprotonated structure, supporting the fact that the protonation state of 
Glu89 effects the conformation of the EF loop. The difference between the stable 
distances for the deprotonated and protonated structures is not very large. This could be 
an artifact of the averaging of distances but also suggests that factors other than the 
protonation state of Glu89 are important for the complete Tanford Transition. 
The helix-free energy profile (Figure 4.3D) shows the same results as for the 
deprotonated model. The protein is in its most stable conformation when the average 
distance between the C-alpha atoms of residues 130-140 and the C-alpha atom of residue 
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Glu120 is about 11.8Å. This indicates that if movement of the α-helix region does occur, 
it is not induced by the change in the protonation state Glu89 residue. 
 The sampling of distance space is a lot less for the α-helix than for the EF loop in 
both models. This implies that the EF loop moves more than the α-helix; which is 
confirmed by both visual examination of the MD simulations and comparisons between 
the loop and helix average distance plots. Comparing the loop-free energy profiles of 
both models, the sampling distance space is far greater for the deprotonated than the 
protonated model. Equilibrium simulations exhibit less sampling of conformational space 
than a simulation that is not at equilibrium (Fogolari et al., 2005). The deprotonated 
model is not at equilibrium as the closed β-lactoglobulin structure prefers to have its 
Glu89 residue protonated. When a protein is not at equilibrium, it undergoes successive 
changes in its conformation until it adopts a structure that is most stable at its given 
condition. The deprotonated Glu89 model undergoes these successive changes in 
sampling average distance values from less than 10 to greater than 14Å until it finds its 
most stable conformation. The larger sampling distance space displayed by the 
deprotonated model than the protonated model could be a result of this phenomenon or 
because the deprotonated model in general samples a larger space than the protonated 
model. Further investigation would be required to explain these findings.  
 
II. Conclusions 
 MD simulations of the deprotonated and protonated models implicated the de-
protonation of Glu89 as a trigger for the Tanford Transition and validated the models. A 
transition of the protein was obvious from visual inspection of the deprotonated model 
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simulation. Solvent accessibility measurements of the simulations provided an additional 
level of detail; identifying specific residues associated with movement and confirming 
previously reported results (Eberini et al., 2004). However, a complete Tanford 
Transition was not confirmed due to disagreement between SASA calculations of critical 
residues from the simulation and the crystal structures at pH 7.1 and 8.2. This suggested 
other factors are necessary for the complete closed to open conversion. Additionally, 
the methodology employed to measure SASA was probably not at an adequate level of 
detail as the one obvious accessibility difference (Glu89) was not displayed by the data. 
The free energy profiles confirmed the affinity for the deprotonated model to adopt a 
more stable conformation of the EF loop at a greater distance away from the opening of 
the cavity than the protonated model, confirming de-protonation of Glu89 as the trigger 
for the Tanford Transition, but also suggested that other factors are necessary in 
achieving the target open conformation as the difference between the most stable 
average distance between the protonated and deprotonated models was not very large. No 
significant movement of the α-helix was observed from either techniques. Overall, the 












Chapter 5: An Attempt at Integrating Oxidative Surface Mapping and 




This thesis work was designed as an attempt to explore how to integrate two 
dramatically different disciplines (experimental and computational) that were used to 
examine protein conformational change. Oxidative surface mapping was employed as the 
experimental component and molecular dynamics simulations as the computational. The 
effectiveness of correlating these two techniques was evaluated by enlisting the study of a 
well known protein, β-lactoglobulin A, which undergoes a pH dependent conformational 
transition.  
 Results from the techniques described in Chapter 2 individually agree with what 
has been published about the model protein system; however, the ability to integrate these 
two disciplines in order to obtain meaningful results and/or additional details about the 
system has not been demonstrated prior to this work. The following discussion provides a 
brief review of the information provided by each technique on the study of bovine β-
lactoglobulin A, after which the ability, extent and effectiveness in integrating the two 
techniques is examined. 
 
I. Summary of Results 
 Oxidative surface mapping provided results as a function of the SASA of 
individual residues. Changes in the structure of the protein were mapped by inducing the 
β-lactoglobulin protein to conform to its structure in various pH environments and then 
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chemically labeling solvent-exposed and reactive amino acid side chains. This gave 
insight about conformational changes the protein undergoes; however, due to the limited 
number and different reactivity rates of the most commonly oxidized amino acid side 
chains, this method (as described in the materials and methods chapter) for measuring 
conformational change of proteins provided limited structural resolution. Further 
optimization of the methodology could prove otherwise. Enlisting the help of less 
selective labeling methods would provide better sequence coverage in stretches of amino 
acids that are relatively unreactive with hydroxyl radical. This would provide a higher 
degree of structural resolution and a deeper understanding of which residues are 
implicated in movement. 
 The Tanford Transition was characterized by oxidation events at a number of 
amino acid side chains, around the EF loop, that were not exposed in the acidic 
environments but had dramatically altered solvent accessibility at pH 8. Previous studies 
report the movement of the EF loop as the only significant difference in conformation as 
a function of pH however, oxidation events at amino acid side chains in the cleft between 
the α-helix and body of the protein initiated at pH 5, proposing the presence of an 
additional region implicated in change due to pH.  
 Molecular dynamics simulation results presented information about the SASA 
and free energy of the system. The per-residue SASA of an average structure of each 
trajectory was determined and compared between trajectories of sampling time. Changes 
in SASA for residues in regions of proposed mobility served as evidence for change in 
conformation of the protein. Several residues expected to undergo change in their SASA 
were displayed as doing so using this SASA measurement method. Surprisingly, the sole 
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amino acid that should display a shift from completely buried to completely solvent 
exposed (Glu89) was not shown as doing so by the SASA calculation results. 
Free energy calculations were performed on average distance measurements at 
both the loop and α-helix regions. The protonated model served as a negative control 
since the protein does not undergo the Tanford Transition when Glu89 is in its protonated 
state. Therefore, MD simulation results from the deprotonated model are the most 
relevant for discussion. The deprotonated model experienced the Tanford Transition and 
demonstrated stability of its structure at a loop to D-strand average distance greater than 
that for the stable structure of the protonated model. This difference was not very large 
suggesting that other factors are necessary in achieving the target open conformation. 
No significant movement of the α-helix region however, was observed from free energy 
analysis. 
 
II. Overall Observations  
Both techniques demonstrated movement of the EF loop away from the opening 
of the hydrophobic calyx, however, the extent of movement of the loop appears to differ 
between techniques. Each technique provides complementary but not necessarily 
overlapping information. Therefore, seamless integration of the results from both 
methods can be performed to only a limited degree. The absence of a significant degree 
of overlap in the results is not necessarily a negative outcome. It allows for a deeper 
understanding of the system, elucidates limitations of each method and suggests 
improvements that can be made to better approach a similar problem in the future.  
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III. Novel Information 
 The inability of the MD simulation of the deprotonated Glu89 model to display 
the complete Tanford Transition implied the presence of other factors involved in the 
conformational change. Though the additional factors that contribute are not immediately 
apparent, the surface mapping measurements provide hints. Movement of the α-helix was 
observed from the oxidative surface mapping data. This suggests that a change in pH of 
the environment affects residue(s) in this region instigating a pulling away of the α-helix 
from the body of the protein. Additionally, movement of the EF loop to a degree larger 
than that observed from the MD simulation is observed from the surface mapping 
measurements implying that other titratable residues in the region of the EF loop may 
also undergo changes in their chemistry as the pH becomes more basic. This scenarios is 
very likely as a shift in the pH of the environment of the β-lactoglobulin protein would 
implicate other residues to change charge. The models that were built were kept simple, 




Oxidative surface mapping is blind to residues that do not readily react with 
hydroxyl radicals. A simple solution to this situation could be to increase the 
concentration of hydroxyl radicals in solution, thereby increasing the probability of the 
less reactive amino acids to become oxidized. Increased hydroxyl radical concentration 
would not only increase the probability of relatively unreactive amino acids of being 
oxidized, but could also pose the threat of overly oxidizing proteins, thereby possibly 
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distorting the native folded structure. This would result in extensive oxidation of the 
protein such that the distinction between a solvent exposed and buried residue would 
become obsolete. Additionally, increased hydroxyl radical concentration could implicate 
the cleavage of the backbone of the protein. Cleavage of the protein into peptides by 
hydroxyl radical attack would result in the inability to accurately probe the structure of 
the protein as regions that should be buried in the intact protein would now become 
exposed due to cleavage of the backbone. Because of these possibilities, oxidation 
methods are optimized to keep a delicate balance. Though this method of oxidation is 
rapid and does not require special equipment or reagents, its potential lack of sensitivity 
in the study of proteins that undergo subtle but significant conformational shifts around 
amino acid sequences where reactivity is limited could render it limited in scope and 
ineffective in studying certain proteins. Conversely, continued optimization of this 
method of surface mapping could improve its efficiency and increase its scope of protein 
systems. Specifically, less selective labeling methods would provide deeper insight about 
movement in regions that are not labeled by oxidative surface mapping.  
Although the field of molecular dynamics simulations has progressed over the last 
ten years, this approach still has some limitations for probing the complete 
conformational alterations of proteins. Simulations are performed based on parameters 
defined by the user. Thus, limitations are not as much the fault of the algorithm as the 
user who builds the model, sets up the parameters, and runs the simulations. Nonetheless, 
MD simulations are a powerful tool to visualize the effects of specific perturbations to a 
protein system. The simulation of the deprotonated Glu89 β-lactoglobulin protein 
displayed the pH induced movement of the EF loop. Upon closer inspection of the 
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simulation by way of monitoring SASA changes of individual residues and measuring the 
free energy change, the movement of the EF loop, though significant upon visual 
inspection, stabilizes only about 1 Å away from the stable position of the EF loop for the 
protonated Glu89 model. As per GetArea SASA calculations of the crystal structures, 
Glu89 is the only residue to undergo complete reversal of its buried state as a result of the 
Tanford Transition. Movement of the EF loop away from the opening of the hydrophobic 
core of the protein is not significant enough to display change in the SASA data of this 
residue, in fact this residue is characterized as buried throughout the MD simulation. 
Molecular dynamics simulations lack the ability to behave heuristically. Simulations are 
performed based on the parameters initially given. The simulation of the deprotonated 
model of β-lactoglobulin only displays the initial trigger not the complete Tanford 
Transition as described by the crystal structures. This suggests that the presence of other 
factors is necessary and displays the limitations of the method but identifies that they are 
the direct result of initial parameters. Also, MD simulations are limited to the structural 
space they can survey during the sampling time allowed. Longer sampling times 
potentially allow proteins to conform to structures of local energy minimums and display 
a larger structural space. The complete Tanford Transition could be displayed simply 
by monitoring longer sampling times of the deprotonated model.  
 
V. Future Strategy 
 The presence of other factors involved in the Tanford Transition is apparent upon 
comparison between the results obtained from oxidative surface mapping and molecular 
dynamic simulation techniques. In addition to Glu89, the protonation state of additional 
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residues in the vicinity of the EF loop and α-helix can be perturbed to probe which 
additional residues undergo change in their chemistry and contribute to the 
conformational shift of the protein. Simulations performed on these models could 
confirm their involvement if an increased degree of agreement between surface mapping 
measurements is observed. Additionally, free energy simulations based on potential of 
mean force and umbrella sampling can be employed in future analysis to provide results 
of regions that cannot be sampled by regular molecular dynamics.  
 The surface mapping technique can be further improved to cover less reactive 
amino acid residues and to obtain better sequence coverage. Protein samples under 
denatured conditions can be used to monitor effects of optimization. 
 
VI. Concluding Remarks 
 Although our initial attempt to integrate these specific experimental and 
computational techniques revealed a limited degree of overlap, it provided a better 
understanding of the conformational change of the β-lactoglobulin protein and suggested 
alternative approaches and refinements for future attempts of this strategy. 
Implementation of a revised strategy could provide further information about the protein 
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