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Abstract 
We study the existence of positive solutions of a nonlinear eigenvalue problem for a two-point boundary-value problem 
for a family of second-order disfocal ordinary differential equations. We apply a cone-theoretic fixed-point heorem and 
obtain both sufficient conditions for the existence of positive solutions and sufficient conditions for the existence of multiple 
positive solutions. © 1998 Elsevier Science B.V. All fights reserved. 
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In this paper, we are concerned with determining eigenvalues, 2, for which there exist positive 
solutions of the boundary-value problem (BVP) for the second-order nonlinear ordinary differential 
equation 
Lx(t) + 2a(t)f(x(t))  = 0, t E [0, 1], (1) 
x(0)  = x(1)  = 0, (2) 
where Lx(t)= 0, 0~<t~< 1 denotes a disfocal second-order ordinary differential equation [18] 
f : [0, cxz) ---~ [0, cx~), (3) 
a: [0 ,  1] ~ [0, cxz), (4) 
and 2c(0 ,~) .  Recall [18] that Lx( t )= 0, 0~<t~<l is disfocal i f  whenever  x is a solution o f  
Lx(t) = 0, 0~<t~< 1 and x(tl) =x' ( t2 )  = 0 for ti E [0, 1], i = 1,2, then x = 0 on [0, 1]. We shall also 
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assume some asymptotic properties of f .  In particular, assume there exist nonnegative constants in 
the extended reals, f0, f~ ,  such that 
lim f (x ) /x  = fo, lim f (x ) /x  = f~.  (5) 
X- -~0 + " X -  + O<) 
Remark. If fo = 0, f~  = cxz then f is said to be superlinear. If fo = cx~, f~  = 0 then f is said to 
be sublinear [7]. 
In this paper, we shall apply a cone-theoretic fixed-point heorem due to Krasnosel'skii [17] and 
obtain 2 intervals on which there exist positive solutions of the BVP (1), (2). These results are 
summarized in Theorems 4 and 5. Erbe and Wang [9] first employed the fixed-point heorem to 
study BVPs related to (1) (independent of 2) in the case where f is superlinear or f is sublinear 
and in the case when Lx = x". They have since extended these results in other works [10, 19]. 
Henderson and Wang [15] extended these methods to the study of the eigenvalue problem (1), 
again with Lx = x". 
Henderson and various co-authors [1-3, 5-8], for example, have extended these methods to study 
a variety of boundary value problems, where the operator is Lx =x ~n). The primary contributions of 
these papers were to extend applications of Krasnosel'skii's [17] cone-theoretic fixed point theorem, 
an area of rapid development, to various families of boundary conditions. The primary contribution of 
this paper, then, is to extend applications of Krasnosel'skii's [17] cone-theoretic fixed-point heorem, 
to more general differential operators. 
The cone-theoretic fixed-point heorem has also been employed in the study of multiple positive 
solutions. See [11, 14, 16], for example. We shall also continue this study with the general disfocal 
differential operator. We shall provide an example of such an application in Theorem 6. 
We begin by recalling a well-known inequality [12, 13, 9]. 
Lemma 1. Let xEC2[a,b] ,  x"(t)~<0, a<.t<~b, x(a)>~0, x(b)~>0, where we assume that a<b.  
Then 
x(t)>-(b - a)llx[[/4, (3a + b)/4 <~t <<.(a + 3b)/4, 
where I1" II denotes the supremum norm. 
This inequality is fundamental in the application of the cone-theoretic fixed-point heorem to 
BVPs in the case where Lx =x".  Thus, in what follows, we shall first obtain an analogue of Lemma 
1 for the general, disfocal, ordinary differential operator, L. We shall then apply the cone-theoretic 
fixed-point heorem in what is now a standard way to the BVP (1), (2). Under suitable hypotheses, 
we shall obtain the existence of positive solutions of the BVP (1), (2), and under further hypotheses, 
we shall obtain the existence of multiple positive solutions of the BVP (1), (2). 
In order that the paper be self-contained, we shall state Krasnosel'skii's cone-theoretic fixed-point 
theorem [17]. 
Theorem 2. Let B be a Banach space, P C B a cone in B. Let  f21, ~-~2 be open subsets of  B satisfying 
0 E f2j c f2~ c f22 and assume T" P A (f22\O~) --+P is a completely continuous operator such that, 
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either 
(A) [[Tuli~lluH, uEPAO~21 and IlTull~llull, uEPMO~22 or 
(U) ][Tu[l>~]]u[[, uEPN~I  and [[Tull<<.[]ul[, uEPN~22.  
Then, T has a fixed point in P N (~22\~2~). 
To employ Theorem 2, we must define an appropriate Banach space, B, a cone, P, and a fixed- 
point operator, T. Let B = C[0, 1]. Let G(t,s) denote the Green's function associated with the BVP, 
Lx(t)=O, 0 ~<t ~< 1, (2). The disfocality of L implies the disconjugacy [4] of L which in turn implies 
that G exists. Define T : B ~ B by 
J' Tx(t) = 2 -G(t,s)a(s)f(x(s))ds,  0~t~<l.  (6) 
We shall defer the definition of P until we have extended Lemma 1. 
Let xl denote the solution of the initial-value problem, Lx(t)= 0,O<~t<~ 1, x(O)= 0,x'(0)= 1. By 
the disfocality of L on [0, 1], Xll(t) > 0 on [0, 1] and so, xl is increasing on [0, 1]. Let x2 denote 
the solution of the initial-value problem, Lx(t )= 0, 0~t~ 1, x (1 )= 0, x ' (1 )=-1 .  Again, by the 
disfocality of L on [0, 1], x~(t) < 0 on [0, 1] and so, x2 is decreasing on [0, 1]. 
Lemma 3. Assume x satisfies the BVP for the differential inequality, Lx(t) <~O, 0~<t~<l, x (0 )= 
x(1)=0.  Thenfor tE[¼,3], 
x(t) >MIIxll, 
where M = min{x,(¼)/x~(1),x2(~)/x2(O)} > O. 
Proof. Let tl E (0, 1) be such that Ix(t1)[--[[x[[. Define p(t), a piecewise solution of Lx = 0, by 
{ [[xllxl(t)/x,(tl), O<~t<~tl, 
p ( t )= [[xiix2(t)/x2(tl), tl <<.t<. l.
We claim that x(t)>~p(t) on [0, tl] U [ti, 1]. We first note that x(t)~>0, 0~<t~ 1. To see this, let 
G(t,s) denote the Green's function associated with the BVP, Lx(t)= 0, 0 ~< t ~< 1, (2). Again, the dis- 
focality of L implies the disconjugacy of L which in tum implies that G is negative on (0, 1 ) × (0, 1 ) 
[4]. Then x, the solution of the BVP for the differential inequality, has the representation, 
/0' x( t )= G(t,s)Lx(s)ds, 0~<t~<l, 
and so, x(t)>~O, 0~<t~<l. Let G([O, fi];t,s) and G([tl,1];t,s) denote the Green's functions of the 
BVPs, Lx(t) = O, 0 <~ t<~ tl, x(O) =x(tl ) = 0, and Lx(t) = O, tl <~ t <~ 1, x(tl ) =x(1 ) = 0, respectively. On 
[0, tl ], h(t) = x(t) - p(t) satisfies Lh(t) <~ O, 0 <~ t~ fi, h(O) = h(tl ) = 0. Then h(t) >~ O, 0 <~ t <~ tl, since 
fo r' h(t) = G([O, tl];t,s)Lh(s)ds, O<~t~tl. 
A similar argument with G([tl, 1]; t, s) implies that x(t) >1 p(t), t~ <~ t <~ 1. 
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Since xl is increasing and x2 is decreasing, Lemma 3 follows. [] 
Remark. In terms of applications of Theorem 2, Lemma 3 provides no useful new information 
for Lx =x" +x,  for example. Ifx"(t)+x(t)<<.O, 0~<t~<l and x(0) =x(1)  = 0, then x is concave 
and satisfies the hypotheses of Lemma 1. Lemma 3 does provide new information for Lx = x" - x, 
for example. Here, solutions of x"(t) - x(t)<<.O, 0~<t~< 1 and x(0) = x(1) = 0, are not necessarily 
' <~ t<<. 3, x(t) >t Ilxll sinh(¼ )/sinh( 1 ). concave; Lemma 3 implies that, for 
We are now in a position to define the cone, P, on which we apply Theorem 2. Define 
P = {x EB 1,x(t)> MIIxll, 1 
where M is as in Lemma 3. It now follows from (3), (4), (6) and continuity assumptions on f 
and a that if uEB and u(t)>~O, 0~<t~<l, then, for 2 > 0, LTu(t )=-2a(t ) f (u( t ) )<.O,  0~<t~<l, 
and Tu(O)= Tu(1)= 0. Thus, if uEB and u(t)>~O, 0~<t~<l, then Tu satisfies the hypotheses of 
Lemma 3; in particular, T :P--+P. Standard applications of the Arzela-Ascoli theorem give that 
T : B ~ B is completely continuous. Thus, we shall apply Theorem 3 to obtain fixed points of T in 
P; these positive fixed points are, in turn, positive solutions of the BVP (1), (2). 
1 3 Remark. Lemma 3 can be readily extended to apply to G(t,s); in particular, for x~<t~<~, it can 
be shown that G(t,s)<<.MG(s,s). Erbe and Wang [9] employ such an inequality to argue that 
T : P ~ P. As we employ an alternate argument to show T : P ~ P, we only point out this inequality 
with respect o G as a remark. 
For notational purposes, set 
3/4 
KI = -G(1/2,s)a(s)/M ds, 
d 1/4 f0 
1£2 = -G(s,  s)a(s) ds. 
We claim that 
f0 
max ]G(t,s)la(s)ds<<.K2. 0~<t~<l 
This is argued precisely as we argued that xl or x2 is monotone in the development of Lemma 3. 
On triangles, t<~s or s<<.t, as a function of t, G satisfies LG = 0. So, for example, on t<~s, G 
satisfies LG = 0, 0 ~< t ~< s, G(0, s) = 0. Thus, - G obtains a positive maximum at I G(s, s)l. Similarly, 
on the triangle, s<~t, -G  obtains a positive maximum at IG(s,s)l. 
Theorem 4. Assume that f and a are continuous on their respective domains of  definition and 
assume that (5) holds. Assume that K2fo < K l f~.  Then for all 2 satisfying 
1/(K l f  m ) < ,~ < 1/(K2fo ), (7) 
there exists at least one solution of  the BVP (1), (2), which belongs to P. 
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Remark. The proof of Theorem 4 will be a direct application of Theorem 2. In particular, we shall 
construct disks, ~ C ~r~ 2 C B on which statement (A) of Theorem 2 applies. Moreover, in the case 
where f is superlinear, then (7) becomes 0<2<e~.  
Proof. We first address the upper bound on 2. Let e > 0 be such that 0 < 2 ~< 1/Kz(fo + ~). Find 
H~ ~>0 such that if O~x~H1, then f(x)<~(fo + e)x. Let ff~l : {xCB: ]lxll <H~}. Let uEPM O~~ 1.
Then, 
/ -  1 
Tu(t) = 2 Jo -G(t,s)a(s)f(u(s))ds <<. 2K2(f0 + ~)llull ~< Ilull- 
In particular, IITull Ilull whenever uEP  N 0Q~. 
We now address the lower bound on 2. We consider the case where foe < ec. Let e > 0 be such 
that 0 < liKe(foe - e)~<2. Let H2 > 0 be such that f(x)>~(foe - e)x for all x >~/£r2 > 0. Set 
H2 = max{2H1, MH2 }. 
Set ~r~ 2 = {X C B : Ilxl[ < H2}, and let u C P M 0~2, and so, Ilull = Ha. Then, 
/ .3/4 [3/4 
ru(1)>. 2 j,/4 -G(  ½,s)a(s)f(u(s))ds>~2 d 1/4 -G(1,s)a(s)(foe -- ¢)u(s)ds. 
l ~s<.3, u(s))[[ull/M. Thus, By Lemma 3, for 
1.3/4 
Tu( ½ ) >~ 2 J,/4 -G(  ½,s)a(s) as(foe - e)llull/M >1 Ilull, 
whenever 2/> 1/K 1 (foe -- ~). Thus, I I Tul] >1 II nil for u C P A 0~22. Apply statement (A) of Theorem 2 
and if foe <oc,  there exists a solution, u EP, of the BVP (1), (2), satisfying H1 ~< ]lull <.112. 
In the case, foe=co, let 2>0 and let N be such that 2K~N>>-1. Let H2 >0 be such that f(x)>>.Nx 
for all x ~> H2 > 0 and set 
t/2 = max{2H1, M/~2 } 
as before. Then for u E P fq ~3f22, 
Tu( ½ )>- 2K, MllulI, 
and the proof proceeds as before. The proof of Theorem 4 is complete. [] 
As pointed out above, Theorem 4 applies in the case that f is superlinear. We now state and 
prove a theorem that will apply in the case where f is sublinear. 
Theorem 5. Assume that f and a are continuous on their respective domains of definition and 
assume that (5) holds. Assume that Kzfoe <Klfo. Then for all 2 satisfying 
1/(K, fo) < 2 < 1/(K2foe), (8) 
there exists at least one solution of the BVP (1), (2), which belongs to P. 
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Proof. Let 2 satisfy (8). We first consider the lower bound on 2. Again there are two cases, f0 < oo 
and f0=oe,  to consider. We consider the case, )Co < oe. Let e>0 be such that 0 < 1/Kl(fo-e) < 2. 
Let //1 >0 be such that f(x)>.(fo - ~)x, for O<x<<.H1. Let Ol -- {xcB:llxll <Hi} and let 
u E P N c3(21. Then, 
3/4 /.3/4 
Vu(½) >~ 2 -G(½,s)a(s)f(u(s))ds>.X Jl/, -G(½,s)a(s)(fo - ¢)u(s)ds 
d 1/4 
f 
3/4 
~1. d 1/4 --G(1, s)a(s) ds(f0 - e ) l lu l l /M > Ilull. 
In particular, IPTull > Ilull for u ~ e n ~ l .  
We now consider the upper bound on 2. There are two cases to consider. These are f is unbounded 
and f is bounded. 
Let us first consider the case where f is unbounded. Let e > 0 be such that 2~< 1/K2(fo~ + ~). 
Let/42 > 0 be such that f (x )~( fo~ + e)x for all/42~<x. Let H2> max{2Hl,/-)2} (where Hi has 
been defined in the argument concerning the lower bound on 2) be such that f (x)<.f(H2) for all 
O~x<~H2; since f is continuous and unbounded, /-/2 exists. Let f22 = {xEB: Ilxll </42} and let 
u E P N 63~"22 SO that Ilul[ =/42, Then for u E P N 0922, 
/o' /o' Tu(t) = 2 (-G(t,s))a(s)f(u(s))ds<.2 -G(t,s)a(s)f(H2)ds 
~(f~ + ~)g~ ~<H2 = Ilull. 
Thus, IITull ~< Ilull for u ~P n ~f22. It follows from the statement (B) of Theorem 2 that there exists 
a solution of the BVP (1), (2), which lies in P. 
We now address the case where f is bounded; thus, fo~ = 0 and the upper bound in (8) is ec. 
Let N > 0 be such that f (x)<.N for all 0 <x  < oc. Let/ l  > 0 and set H2=max{2HbN2K2}. Then 
for u E P, Ilull =//2, 
f0  1 Tu(t) = 2 (-G(t,s))a(s)f(u(s))ds 
~ N~<l lu l l .  
Apply the statement (B) of Theorem 2 and conclude that there exists a solution of the BVP (1), 
(2), which lies in P. [] 
We now continue our study and proceed to cases in which there exist multiple positive solutions 
of the BVP (1)-(3). In loose terms, note that Theorem 4 is applicable in the case where f is 
superlinear and Theorem 5 is applicable in the case where f is sublinear. Our next theorem will 
be applicable if we assume that f (x )  is sublinear near x -- 0 and f (x )  is superlinear for large x. 
More precisely we shall assume that 
)Co = f~ = cx~. (9) 
In addition, assume that there exist c > 0 and qc > 0 such that 
f(x)<<.qc, for O<~x~c. (10) 
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l~heorem 6. Assume that f and a are continuous on their respective domains of  definition and 
assume that (5) holds. In addition, assume (9) and (10) hold. Then for all 2 satisfyin9 
0 < 2 < c/(K2~), 
there exist at least two solutions, u~,u2, of  the BVP (1), (2), which belon9 to P such that 
0 < Iluxll < c< Ilu=ll. 
Proof. Let 2 > 0 and let N1 > 0 be such that 2NIK~ ~> 1. Since f0=~ find H~ satisfying 0 < H~ < c 
such that f (x )  >~N~x, for 0 ~<x ~<H1. Let f2~ = {x E B" Ilxll < H, }. Let u E P A 0f2~. Then, similar to 
details provided above, 
Zu( ½ ) >~ 2K1N111ull >/Ilull. 
In particular, IITull >~llull, if uEPfq  ~f21. 
Now let//2 = c and define f2e = {x c g IIxll < H2}. Let u E P A 0f22 so that [lull = c. Then, 
Tu(t)= 2 -G(t,s)a(s)f(u(s))ds<~,~2~c <<.llull. 
Apply statement (B) of Theorem 2 and obtain the existence of a solution, Ul of the BVP (1), (2), 
satisfying, u~ E P and H1 ~ IlUl II ~c. Moreover, since we have assumed that 2Kztlc < c, it is the case 
where H, ~< I lu~ II < c. 
Let 2 > 0 and let N3 > 0 be such that 2N3K~ ~> 1. Since f~=cx~ find H3 satisfying c < H3 such 
that f(x)>~N3x, for//3 ~<x. Let f23 = {x E Bllxll < n3}. Let u E P N 0f23. Then, again, 
Tu( ½ )>>-,~K, N311ull >1 Ilull. 
In particular, IlTull ~> ]lull, if u E P A 0f23. Apply statement (A) of Theorem 2 on the set (23\f22 and 
obtain the existence of a solution, u2 of the BVP (1), (2), satisfying u2 EP  and c~<llu211 ~<H3. [] 
Remark. An analogous result for the existence of multiple positive solutions is valid if one assumes 
f0 = f~ = 0 in place of (9). If one assumes that there exists a positive number, ~/c, such that 
f(x)>~l¢ for c/M < x < c, then one obtains the existence of two distinct positive solutions in P of 
the BVP (1), (2), if 
c/(~lcK~ ) <~ 2. 
We omit these details as they are similar to those given above or in [16]. 
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