This paper presents inexpensive methods whereby the vehicle side-slip angle can be measured accurately at low speeds on any terrain using cameras. Most commercial side-slip angle sensor systems and estimation techniques rely on smooth terrain and high vehicle speeds, typically above 20km/h, to provide accurate measurements. However, during certain in-situ tyre and vehicle testing on off-road conditions, the vehicle may be traveling at speeds slower than required for current sensors and estimation techniques to provide sufficiently accurate results. Terramechanics tests are typical case in point. Three algorithms capable of determining the side-slip angle from overlapping images are presented. The first is a simple fast planar method. The second is a more complex algorithm which can extract not only the side-slip angle but also its rotational velocities and scaled translational velocities. The last uses a calibrated stereo-rig to obtain all rotations and translational movement in world coordinates. The last two methods are aimed more at rough terrain applications, where the terrain induces motion components other than typical predominant yaw-plane motion. The study however found no discernible difference in measured side-slip angle of the methods. The system allows for accurate measurement at low and higher speeds depending on camera speed and lighting.
INTRODUCTION
The vehicle side-slip angle is an important measurement in the handling of vehicles. It can be used as a measure of the handling and stability of the vehicle. The side-slip angle can describe the over steer and under steer characteristics of a vehicle when measured on the front and rear axle of the vehicle. It can also be a measure of vehicle directional stability. Measurement of the sideslip angle is therefore important when performing high speed dynamic manoeuvres with vehicles.
The tyre side-slip angle is also of great importance when performing tyre modelling and evaluation. While the lateral tyre force generation is a complex phenomenon in which the deformation of the rubber during cornering is non-uniform across the contacts patch as illustrated by Fiala's mathematical formulation [1] of tyre force generation. It can be shown that the side-force generation of a tyre can be sufficiently described using the average side-slip angle of a tyre [1] , [2] . Accurate measurement of the side-slip angle is therefore crucial in validating and characterizing tyre models. In many terramechanics tests the tyre tests are performed in a laboratory with a controlled environment [3] , [4] . In these laboratory tests the side-slip angle can be controlled accurately, however, these test rigs are expensive and as such numerous tests are conducted in-situ with the vehicle traveling across the surface. In these situations the side-slip angle needs to be accurately measured.
Since these tests are typically conducted at low speeds the estimation method is generally not applicable.
Various stability and traction control algorithms can be improved if an online measurement of the side-slip angle is available and can be cheaply measured. The side-slip angle and its derivative offer more practical information about the vehicle stability compared to yaw rate for vehicle stability [5] . Chung and Yi [6] develop a side-slip angle based stability control scheme and shows overall improvement in vehicle performance.
In literature many studies concentrate on estimating the side-slip angle through other vehicle measurements.
The side-slip angle is estimated using sensors such as accelerometers, rate gyroscopes and GPS [7] , [8] . The main disadvantages of the estimation methods are that they rely on high dynamic situations such as high speed manoeuvres where sensor excitations are large in comparison to sensor noise. Additionally when considering off-road terrain the additional ground excitation may become too large rendering these methods unsuitable.
While in off-road driving scenarios especially on deformable or very low friction terrains, such as mud, sand, loose gravel, ice and snow, the side-slip angle may become large when fully sliding and can also occur at much slower speeds as compared to hard roads.
A commercial side-slip angle measurement sensor, Kistler Correvit S-HR [9] , is available which uses both Doppler Effect and an absolute measuring method. However, the sensor generally provides unreasonable accuracy below 15km/h and has a maximum measurable side-slip angle of ±20deg. The sensor is also developed for use on mainly on-road vehicles where there is very little vertical body motion and the vehicle mainly undergoes planar motion i.e. high speed driving on smooth roads. It will however be shown that vertical motion as well as roll can have an effect on the measured side-slip angle.
This paper proposes three techniques whereby the side-slip angle is measured using either a single camera facing the ground or a calibrated stereographical rig containing two cameras. The three techniques make use of Digital Image Correlation (DIC) as well as other imaging techniques to determine the side-slip angle. The first proposed method is a simplistic technique which is very computationally inexpensive but only measures image longitudinal and lateral velocities. The second technique is a more computationally expensive method which can measure all rotational and scaled translation velocities. The last technique makes use of a calibrated stereographical rig to determine all rotations and translations in real world coordinates. All methods can measure any degree of slip angle and can accurately measure slip angles at very low speeds.
DIGITAL IMAGE CORRELATION TECHNIQUE
Digital Image Correlation (DIC) is a method whereby optical methods are used to track changes in an image.
The methods can be used to obtain a variety of measurements from displacements and velocities of particles to the strain of an object in an image [10] . There are numerous methods which can be used to perform DIC, however the underlying methodology remains the same. The techniques try to match regions in one image to regions in another effectively tracking these regions across images. Often these images make up a time sequence of images, [t=0, 1,…, n], taken with a constant time difference apart. In strain based measurements the displacement field is computed across the whole image, however to simplify and speed up the DIC smaller key point regions can be tracked as opposed to the complete image.
In order to track a subset of regions in the image first requires the identification of regions in the image which are easily identifiable and therefore easy to track. A simplistic feature to track in imaging are so called corner or edge features. These are features which there is texture (change in pixel intensity) in at least two directions. This is generally achieved by taking the second derivative of the image intensity in various directions to obtain a form of Hessian matrix as:
A region is found to be good to track if the smallest eigenvalue of is above a certain threshold [11] . These locations can be further enhanced by obtaining the location in a sub-pixel manner. These features can then be tracked from one image to the next to using optical flow techniques. One of the most widely used techniques used for sparse optical flow (small subsets of regions are tracked instead of the whole image) is the LucasKanade optical flow algorithm [12] . The algorithm makes three assumptions on the motion in order to track corners. The first assumption is that of brightness constancy, this implies that the brightness of the feature or region being tracked is consistent from frame to frame. This assumption, even if invalid when shadows are generated, can be forced to be valid using adjustable lighting, sensor gain, adjustable aperture and image contrast adjustment in post processing. The second assumption is that the features motion is relatively small, this implies that the feature does not move much from frame to frame. This assumption would be the first to be found invalid, as the time steps between frames are often not as small as desired. The Lucas-Kanade algorithm tries to alleviate this problem by performing an iterative approach. This improves convergence as long as the initial step is close to the solution. However, often much larger motions are observed. To circumvent this problem a modification is introduced which performs the tracking over layers of scaled images. Each layer contains an increasing smaller image from the bottom to the top. Thus, each layer effectively reduces the feature motion in increasing magnitude. The algorithm is performed on the top (smallest image) and the solution is then used on the next layer down until the algorithm is applied to the bottom level which corresponds to the original image. In this way much larger motions between frames can be tracked. The third and final assumption is that a small windowed region around the corner exhibits the same motion as that of the corner. This assumption is valid concerning most surfaces which will be traversed. Even deformable surface such as sand and mud which might exhibit motion in larger regions will exhibit smaller regions whose motion can be considered consistent with the feature motion. These algorithms are implemented using the OpenCV [13] library in C++.
For these algorithm to be employed requires that the surface under consideration exhibits some texture which generates features that can be tracked. The surface thus requires features to be present which is required to be observable in an image based on a change in pixel brightness. Fortunately most surfaces which a vehicle will traverse contain texture created by different aggregates or particles in the surface. Even plain sand contains different sized and coloured aggregates which create enough texture allowing the implementation of this method.
SLIP ANGLE MEASUREMENT ALGORITHMS
This section describes the three various algorithms used to measure the side-slip angle using the tracked features obtained using DIC.
SLIP ANGLE MEASURMENT USING EFFICIENT 2D PLANAR METHOD
After features have been tracked between frames these tracked features can be used to estimate the relative motion between frames provided the features are stationary and that any lens distortion is removed. The lens distortion is removed using a calibration surface containing a grid of points of which the relative positions are threshold the feature is rejected. While this method does remove some outliers it fails to remove all outliers, as such another outlier rejection method is employed as well.
The method used is the RANdom SAmple Consesus (RANSAC) algorithm [14] , The RANSAC algorithm is an iterative procedure to estimate the parameters of a model from a set of data which is corrupted by outliers. In this simple case the model is simply the direction of travel. The synopsis of the method is to randomly sample a minimum set of data points from which to develop the model, in this only one sample is necessary to estimate the direction of travel. The model is derived from this minimal set and each remaining data point is tested against the model using a suitable metric, in this case the difference in angle. If the error of the metric is below a certain threshold, the data point is considered to agree with the model and counted as an inlier. The process of sampling a minimum set of data points and developing a model continues for a suitable amount of iterations.
Upon completion the model with the most inliers is returned as the correct model. In this case rather than use the best model as the correct model, the inliers of the best model is used to average the model over multiple This algorithm, which uses only one camera, is computationally inexpensive and can easily be implemented on an embedded system to provide a system that can output an analogue slip angle value in real time. The embedded system need not require much to be capable of providing real time outputs at 500Hz.
SLIP ANGLE MEASURMENT USING POSE ESTIMATION FROM IMAGE CORRESPONDENCES
The algorithm described above is very basic and can easily be implemented in real time. However, the largest problem with this model is that it assumes only planar motion. While this assumption is valid under traditional paved road conditions the assumption breaks down when considering off-road terrain, which may To take all of these motions into account requires the implementation of pose estimation algorithms using image correspondences. The problem of estimating relative pose from multiple view-points of scene features has been studied for a long time, initially for photogrammetric purposes and more recently for computer vision.
From a mathematical viewpoint the Fundamental matrix describes the relative projection between two uncalibrated viewpoints.
[ ]
Where is the (3x3) fundamental matrix, and are the calibration matrix from viewpoint 1 and 2 respectively, is the relative orientation between the two views and [ ] is the skew symmetric matrix containing the relative translations:
The fundamental matrix also encodes the epipolar constraints between the projections of a real world coordinate onto the two camera image coordinates. The epipolar constraints describes the relation of these images to one another viewing the same scene. The constraint is described as:
The epipolar constrained is depicted in Figure 4 and shows that a point on one camera or view can be represented as a line on the other camera or view.
Figure 4 Epipolar constraint of two view system
Where and are point correspondences described in homogeneous coordinates of an object in the first and second images respectively. The homogeneous coordinates are a 3 vector coordinate obtained from the image as [ ], where and are the image coordinates in the x and y-axis respectively. The homogeneous coordinates system is a coordinate system used to represent projective geometry. The coordinate system not only simplifies the problem of projecting world coordinates onto a plane, such as the image plane, but also introduces a method of representing a point at infinity using finite coordinates. In most cases the calibration matrices of the cameras are performed beforehand using a known planar surface. Since the calibration matrix is constant for one camera over multiple views . The epipolar constraint (3) can be simplified to:
Where is known as the essential matrix and maps to the translation and rotation motion as:
The homogeneous image coordinates and are now presented in terms of the normalized coordinates and (7)
The remainder of this section focuses on the estimation of the essential matrix from point correspondences.
The essential matrix is estimated using multiple correspondences from the two viewpoints. The first method introduced required 8 point correspondences and is therefore termed the 8-point linear algorithm introduced by Longuet-Higgins [15] . While the 8-point algorithm is simplistic in nature it is unfortunately very sensitive to noise in the correspondences. Consequently many alternative algorithms have been developed to estimate the essential matrix and while these algorithms are exceedingly more complex they generally provide superior robustness in the presence of noise [16] . These algorithms also require less correspondences, however, generally produce more than one candidate solutions to the essential matrix. Especially of interest is the 5-point algorithm developed by Stewenius et al [17] . This algorithm is not only robust in the presence of noise, it has also been observed that it is stable if the correspondences are obtained from coplanar objects. Since the terrain which the vehicle is driven across is most likely coplanar or near coplanar, especially when the road is flat, the 5-point algorithm is chosen for estimating the essential matrix. The first step in the algorithm is to use the epipolar constraint (5), the constraint is employed as follows:
The vector ̃ is shown for one point correspondence, by using five correspondences a 5x9 matrix build-up of different ̃ vectors is obtained. The Singular Value Decomposition (SVD) algorithm can then be used to obtain the 4 null vectors of the matrix [18] . The 4 vectors of size 1x9 can then be written in a 3x3 matrix form, obtaining matrices , , , . The essential matrix is then given by: (12) where are scalar values. It is generally assumed that since the scalar values are only defined up to a common scale factor. This then requires the solution of the remaining scalar values using the trace and determinate constraints. The solution is obtained from solving a multivariate polynomial equation, generally obtained using the Grobner basis method. The method is quite arduous and thus the detail of the solution is omitted here, for detailed descriptions see Stewenius et al [17] or alternative method by Nister [19] .
The 5-point algorithm can return up to 10 real solutions all of which are candidate solutions to the essential matrix. To obtain the best essential matrix the RANSAC algorithm is employed. A random subset of the minimum number of correspondences is drawn and the 5-point algorithm is used to solve for up to 10 plausible solutions. Each solution is then checked for inliers among the remaining correspondences. The metric used to determine whether a sample is an inlier is the first order geometric distance (Sampson-distance) given as:
where ( ) is the i th entry in the vector . Another test conducted to determine if the essential matrix is indeed the true essential matrix is that of the cheirality test. The cheirality test is a test which enforces the constraint that the points being imaged should lie in front of both cameras or views. This test first requires extracting the relative orientation and translation between the frames from the essential matrix. This is accomplished from the thereom given by Tsai and Huang [20] . The solution is obtained by using the singular value decomposition on the essential matrix. It should be noted that four possible solutions are obtained from this procedure:
Where matrices and are the matrices obtained from the singular value decomposition. To remove the ambiguity of the motions solutions the cheirality of all four possible solution are tested. This is accomplished by triangulating [21] the five correspondences used to obtain the essential matrix from which these motions are obtained. The triangulation performs a back projection from the two camera images to obtain the scaled world coordinates of each correspondence. The world coordinate is then tested to see whether it lies in front of both cameras or behind any of the cameras. The true configuration should require all five correspondences to be in front of both cameras. Therefore, the solution which contains all five point correspondences in front of the camera is selected as the true motion.
Rodenhorst [16] advises that for efficiency consideration that the cheirality and Sampson-distance inlier test not be conducted on each possible essential matrix. Thus, the cheirality of each real solution from (12) (14)- (18).
To improve accuracy and allow for triangulation requires that the camera has undergone some translational motion between the two views under consideration. In order to guarantee this, the magnitude of translation, in pixels, is calculated directly from the point correspondences using a RANSAC approach. This ensures that enough motion is present before estimating the essential matrix. The outlier rejection of the pose method is shown in Figure 5 , the figure shows that the system classifies more correspondences as outliers compared to the planar method. This is partly due to the enforcement of a stricter inlier threshold to improve the final model. If the translation between frames is less than a certain threshold, no computation is performed and the frame is iterated to , without advancing frame . This effectively means that the side-slip angle is computed between frames and , producing a variable frequency sampling strategy to ensure that the motion remains above a certain threshold.
This algorithm thus not only provides the slip angle which can be extracted from the longitudinal and lateral motion, but also the vertical velocity as well as all three rotation velocities from a single camera. These additional measurements can be used to evaluate the produced slip angle to ensure that it a result of the vehicle motion rather than the senor motion. The algorithm however requires that a computationally expensive algorithm be performed numerous times per measurement. This makes the methodology difficult to implement in real-time.
SLIP ANGLE MEASURMENT USING STEREOGRPAHICAL SYSTEM
The pose based system described above has the advantage that it can obtain all translation motions in scale as well as all rotational motions. However, the algorithm is both computationally expensive and the translation motion is obtained in scale and the scale is dependent on the relative motion and is thus not consistent.
Therefore another method is proposed which obtains all measurement in real world unscaled coordinates. The algorithm is also capable of real time performance with special hardware. The method uses two cameras to view the same scene at the same time. It therefore allows for 3D measurements much like one of the ways human eyes determines 3D depth. The fundamentals are very similar to that of the pose problem, however, since the cameras are rigidly constrained relative to one another the two cameras can be calibrated using a known calibration surface. The calibration is therefore constant and allows for easy 3D measurements to be obtained.
The main problem of the stereographical systems to solve is to determine the disparity of the view. This is to say the relative image distance between features in the left and right views. The image disparity can then be mapped to depth by using a calibration matrix obtained during initial calibration of the rig.The disparity can be obtained similarly to DIC described above which is used to track movement between two views. However, alternative algorithms are available which are highly parallel and obtain a full 3D view across most of the image.
There are various algorithms used to determine the disparity from two images. One of the most basic and computationally inexpensive algorithms is the so called block matching algorithm [22] . horizontally to ease the stereo correspondence. The calibrations surface is also used to correct for lens distortion.
The realignment of the images simplifies the stereo correspondence to perform simple line searches instead of an exhaustive search over the entire image. The SAD metric is defined as: 20) where N is the window size and d is the disparity. In some algorithms additional heuristic methods are applied to improve correspondence matching. As required by the motion tracking it is required that the surface has some arbitrary features which create luminosity variations across the images. The luminosity variations can be used to differentiate regions from one another, thus monotone surfaces may be very difficult to apply this technique to. However, as demonstrated most roads have arbitrary features such as grooves, stones and other discolouration which identify unique regions. More complex techniques with multiple variations, as well as pre and post filtering to improve disparity estimation, are also available. However, the block matching technique is chosen due to its simplicity and fast solving time while still providing decent a estimation of disparity. The
Open Computer Vision (OpenCV) library [23] is used for calibration and disparity estimation.
Once a 3D map has been generated from the two cameras, features can be tracked in the left image using the technique mentioned earlier. Since the disparity and therefore 3D coordinates are performed relative to the left image the 2D pixel coordinates from the tracking process can easily be transformed into 3D real world coordinates. This is to say that the coordinates of the points are provided in units such as millimetres relative to the camera origin instead of pixels. This yields several 3D points in space which have undergone rigid motion between two views of which the position is known in both views. The relative translation and rotation can then be determined provided at least three point correspondences have been obtained [24] . The problem being solved is the rotation matrix and translation vector in: (21) Where the N 3D points set undergoes rigid motion to yield the points set . The method starts of by finding the centres of and :
where is the i th 3D point correspondence. Next the covariance matrix between points set and are determined as:
The rotation matrix is obtained from the Singular Value Decomposition (SVD) of the covariance matrix:
If the determinate of is negative the solution corresponds to an inflection, the rotation matrix is then recalculated as:
The translation vector is the obtained from:
While this method requires at least 3 point correspondences, the method will calculate the rotation and translation in a least mean square sense for any point sets with N correspondences. Thus, several point correspondences ( ) are used to obtain the average motion between frames. However, to prevent any outliers from influencing the calculation of the rotation and translation the RANSAC algorithm is used to remove outliers. The model is derived from 3 randomly drawn point correspondences.
The remaining data set is tested against the derived model for inliers using the following error metric, ‖ ( )‖. Upon completion the model with the most inliers is returned along with the set of inliers. The rotation and translation is then determined in a least square sense using all of the inliers of the best model. Figure 6 shows the tracked features on a colour depth map of the surface as well the corresponding original left camera image. This yields a system whereby all translations and rotations can be obtained unscaled in real world coordinates using a two camera system. The most computationally expensive part of the algorithm is the disparity mapping. However, using Field Programmable Gate Array (FPGA) has yielded systems capable of performing the disparity mapping using more advanced algorithms at over 500fps [25] . Thus, this system is capable of yielding a system capable of real time performance at over 500fps.
All camera based systems include a form of variable frequency sampling method to improve measurement accuracy at low speeds. The methodology works by determining the distance travelled from the previous frame using a RANSAC approach. In the single camera methods the distance is determined in pixels and in the stereographic rig the distance can be set to real world units such as millimetres. If the distance travelled is below a threshold then the previous frame is not advanced to the current frame in the next sample. The current frame is still advanced on the next sample, therefore the calculation is now performed with a larger frame difference.
This processes is repeated either until the distance travelled is above a threshold or the frame difference is above a threshold. This therefore creates a form of variable sample frequency sampling method without changing the camera sample frequency.
CAMERA AND LENS SPECIFICATIONS
It should be noted that the camera and lens specification can affect the accuracy and speed at which the system works reliably. The camera specifications which will have the most effect are the resolution, frame rate and shutter opening time. An increased resolution will increase the accuracy of the measurements but will reduce the maximum frame rate the cameras can achieve therefore affecting the maximum speed at which the systems works. The maximum speed attainable by the system is related to camera speed which will allow a sufficient overlap of the images and the shutter time of the cameras to allow images which are not blurred.
The lens can also affect the accuracy and the maximum operating speed dependent on the focal length of the lens. A small focal length can be used to enlarge the area in view which would allow the system to be operated at higher speeds. A larger focal length can be used to improve accuracy by imaging a smaller area making it more sensitive to smaller motions.
The selection of the camera and lens is dependent on what is most desirable. If low speed accuracy is preferred then higher resolution camera and larger focal length lenses can be used. If the requirement is high speed measurement then higher sampling frequency and smaller focal length lenses are used. If both are desired then either a compromise is needed or a variable focal length, variable resolution system can be used to switch between the low speed and high speed.
EXPERIMENTAL TESTS
In order to validate the results of the algorithms, tests were performed on both smooth roads as well as offroad terrain. The setup consisted of a calibrated stereographic camera rig. The cameras are Point Grey Flea3 USB 3 cameras with maximum resolution of 1280 x 1024 and a global shutter. The lens is a Kowa 4mm focal length c-mount lens. The lens is a wide angle lens providing a large image area even when mounted close to the ground. The cameras are set to resolution 640x480 at which a maximum of 600fps can be obtained per camera.
The cameras are mounted next to a Corrsys-Datron Correvit S-HR slip angle sensor viewing the same region of road and sampling at 250fps. The sensors were synchronised using a synchronising pulse, generated by the data acquisition device.
Figure 7 Test setup showing two cameras and Corrsys-Datron S-HR slip angle sensor
To validate the measurements both sensors were mounted on a gimbal which allowed the sensors to be rotated in one degree increments relative to the vehicle as shown in Figure 7 . This allows for the side-slip angle to be set at a constant angle while the vehicle moves in a straight line. The gimbal system is mounted underneath the vehicle as close as possible to the CG of the vehicle to reduce the effect of the roll and pitch motions. The slip angle was set to 0, 2, 5 and 10 degrees whilst driving over both a flat surface and a rough Belgian paving surface at Gerotek Test Facilities [26] .
Figure 8
Vehicle speed and side-slip angle comparison between camera based techniques and Corrsys-Datron Correvit S-HR side-slip angle sensor on flat surface for zero degrees slip angle.
The vehicle speed and side-slip angle for all sensors and algorithms driving over a flat surface with the gimbal set at a side-slip angle of 0 degrees is shown in Figure 8 . Each algorithm is individually compared to the Correvit S-HR slip angle sensor. It can be noted that the Correvit S-HR sensor has a larger noise band than the other measurements especially at lower speeds. The Correvit S-HR only provides decent accuracy at speeds over 10-15km/h, even then the noise band is not consistent. At best the noise levels are comparable to the measurements obtained from the camera based measurements and at worst almost an order of magnitude worse.
The camera based systems have better noise bands at lower speeds with the 3D system having the smallest noise band at very low speeds. The improved accuracy at low speeds can be partially attributed to the variable frequency sampling method employed which increases the distance between points used to determine the slipangle and therefore improves accuracy. All measurements also increase in accuracy as vehicle speeds increase.
The vehicle speed obtained from the 3D method also compares exceptionally well to that of the velocity of the Correvit S-HR sensor. The vehicle speed can also be obtained from the 2D planar algorithms however the measurement is scaled, therefore if the vehicle height remains constant the scale will be the same. However, since the height of the sensor may change the measurement of the method is not reliable. The vehicle speed obtained from the 3D algorithm is obtained using real world coordinates and is therefore independent of sensor height. The noise band of the velocity from the 3D algorithm is also smaller compared to the Correvit S-HR sensor. No noticeable difference can be ascertained between the different camera based measurements. Figure 9 shows some of the other motions measured by the pose and 3D algorithms. These measurements show no discernible motions as expected as the vehicle is traveling over a smooth surface.
Figure 9
Vertical velocity, roll and pitch rate from 2D pose and 3D camera based methods, on flat surface for zero slip angle. Figure 10 depicts the speed and side-slip angle for all sensors and algorithms driving over a Belgian paving surface with the side-slip angle set at 10 degrees. Similar tendencies on the Belgian paving as the flat surface can be observed. These tendencies include a smaller noise band at lower speeds as well as a smaller noise band overall for the camera based systems as compared to the Correvit S-HR sensor. Figure 11 shows the vertical velocity, roll rate and pitch rate from the 2D pose method and 3D method. The vertical velocity from the 2D pose method is scaled such that the magnitudes appear to be the same. From these plots it is clear that there is a change in vertical velocity which appears oscillatory, however, the roll and pitch rate show no discernible trend or oscillations. The vertical velocity of the 2D pose method appears to contain considerably more noise than the 3D method. This is mostly due to inconsistent scale of 2D pose method which makes it seem noisy. The 3D method however contains a much cleaner vertical velocity measurement. A zoomed in section is displayed in Figure 12 comparing all methods against one another. The figure shows that all camera methods appear to provide the same measurements irrespective of whether they take into consideration other motions. The side-slip
angle however still appears to be oscillatory even though the vehicle maintains a straight driving line. The oscillatory nature is still likely caused by other vehicle motions. However, the motions most likely cause the slip angle sensor to move relative to the ground as the vehicle body moves. This results in a side-slip angle to be generated at the sensor which is not necessarily caused by the side-slip angle of the vehicle. To further investigate this, a Power Spectral Density of both the side-slip angle and the vertical velocity is shown in Figure   12 . The plot indicates that both measurements have high energy content at the same low frequencies. This indicates that the vertical velocity could be the effect which causes the oscillatory nature in the side-slip angle.
Figure 12
Enlarged region comparing different side-slip angle techniques, vertical velocity and power spectral density of 3D camera method side-slip angle and vertical velocity.
Another experiment conducted was to move the mounting point of the sensors further away from the CG to near one of the wheels. The reason for this mounting position is that it is often easier to mount the sensors at this location as compared to the CG where space and ground clearance may be an issue. The side-slip angle of the tyres is also often measured to conduct tyre lateral force characterisation. The vehicle was driven in a straight line over the Belgian paving as in the previous test. Figure 13 shows a comparison of the side-slip angle at the different mounting positions with the slip angle set at 5 degrees, the measurements are obtained using the 2D pose algorithm. The figure clearly shows that the measurements at the wheel have much larger oscillations compared to the measurements at the CG. The vertical velocity also shows much larger values, however, it should be noted that the scale may not exactly be identical. This indicates that the reduction of the other vehicle motions improves the accuracy of the measured side-slip angle. The effect these motions have on the sensor should also be reduced by mounting the sensor as close to the vehicle CG as possible.
Figure 13
Comparison between side-slip angle and vertical velocity at the CG and wheel mounting locations.
The remainder of the tests at the other side-slip angles are tabulated in Table 1 While the tests were performed on hard terrain the same results can be expected on any terrain provided that there are features on the terrain which can be tracked and that the terrain being viewed does not deform much.
The first requirement that the surface contain features is true for most natural surfaces even for sand. The requirement may be invalid on artificial surfaces or wet surfaces. The second requirement will be valid if the measurement is not performed at the wheels which may rework the terrain and move the soil. This is not a problem if the measurement is performed at the CG but could represent a problem when performed very close to the wheel. Another aspect could be dust obscuring the surface from view of the cameras. The dust should be so severe to remove all visibility of the surface. Even if the visibility becomes partially reduced there should be enough visibility for the system to track features. Future studies could be conducted to quantify this possible problem.
Tests were also conducted at steady state slip angles due to the ease of comparing the results of all the systems to the set-point. The system can however measure transient slip angles depending on the frame rate of the cameras. The system should be able to measure frequency events up to half the sampling frequency of the cameras as limited by the nyquist frequency. The phase lag should be at most be one sample since the slip angle is calculated using the movement between two images. 
CONCLUSION
Three techniques capable of measuring the side-slip angle based on camera images are presented in this 
