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Abstract
With inspiration from psychophysical researches of the
human visual system we propose a novel method for perfor-
mance evaluation of contour based shape recognition al-
gorithms. We use complete contour representations of ob-
jects as a training set. Incomplete contour representations
of the same objects are used as a test set and the recog-
nition performance of two shape based methods is investi-
gated. The amount of incompleteness in test cases is quan-
tiﬁed using the percentage of contour pixels retained. The
performances of the methods are reported using the recog-
nition rate as a function of the degree of incompleteness.
We consider three types of incomplete contour represen-
tations, viz. segment-wise deletion, occlusion and random
pixel depletion. The methods compared in this framework
use shape context and distance multiset as local shape de-
scriptors. Qualitatively, both methods mimic human visual
perception in the sense that they perform best in the case
of random depletion and worst in the case of occluded con-
tours. Quantitatively, the distance multiset method performs
better than the shape context method in this test framework.
1. Introduction
If we look at the objects in the Figure 1 we can instantly
recognize them as birds, even though 80% of the contour
points have been removed (randomly) in the left image, the
right half of the contour is not visible in the middle image,
and 50% of the contour is removed (segment-wise) in the
right image. This ability of human beings to recognize ob-
jects with incomplete contour representations was studied
by the psychologist E. S. Gollin [4]. His objective was to
investigate the performance of humans in recognizing ob-
jects with incomplete representations as a function of de-
velopmental characteristics, such as mental and chronolog-
ical age and intelligence quotient. The subjects of his exper-
iments were children of different age groups and a group of
adults. Gollin used sets of contour images with different de-
(a) (b) (c)
Figure 1. A bird can be recognized even
though its contour is incompletely repre-
sented.
gree of incompleteness (Figure 2) and addressed the fol-
lowing questions: (1) In order to be recognized by humans,
how complete the representations of common objects need
to be? (2) How does training affect the recognition perfor-
mance in case of incomplete representations?
With inspiration from Gollin’s work we propose a novel
attribute, viz. robustness to incomplete contour represen-
tations, that any contour based object recognition sys-
tem/algorithm should have. The objective of this study
is to investigate the performance of recognition sys-
tems/algorithms in an idealized situation where: (a)
complete contour representations of the objects to be rec-
ognized form the reference (training) set or ”memory”
of the system/algorithm, (b) incomplete contour rep-
resentations of the same objects are derived from the
afore mentioned complete representations, (c) the per-
formance of the system/algorithm in recognizing the ob-
jects from these incomplete representations is evaluated.
The main reason behind choosing such an ideal situa-
tion is the rational logic that in order to perform well in a
real world scenario (natural images) any recognition sys-
tem should ﬁrst perform well in such ideal (simple) situa-
tions.
In the context of processing visual information using
computers this aspect of recognition of objects with incom-
plete contours is also very important. Let us consider a natu-
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Figure 2. Example of image sets used in
Gollin’s original test [4].
ral image and two edge images, obtained from it (Figure 3).
The middle image was obtained by applying a bank of Ga-
bor energy ﬁlters. It contains the contour of the object of in-
terest, viz. a rhinoceros, but it also contains a large number
of texture edges that are not related in any way to the shape
of the rhinoceros. These texture edges will have a devastat-
ing effect on the performance of all currently known contour
based shape recognition methods. Advanced contour detec-
tion methods based on surround suppression succeed in sep-
arating the essential object contours from the texture edges,
as illustrated by the right-most image in Figure 3, but at the
same time these methods have a certain negative side effect
of depleting the contours of the objects of interest. Hence
the robustness of shape recognition methods to contour de-
pletion is an issue of practical importance.
We consider three types of incomplete contour represen-
tations of objects and according to the way they are con-
structed we name the studies as follows: (1) segment-wise
deletion test, (2) occlusion test, (3) depletion test. In short
we call these tests GAP tests.
The choice of the shape recognition methods we study
is limited by the condition that they use contour images as
inputs. Methods which use other type of information fall
outside the scope of this study without modiﬁcation. For
instance, Gavrila [3] proposes a method based on the dis-
tance transform, in which every point of a solid binary ob-
ject is characterized by its distance to the object’s border.
In our study objects are represented by their contour points
only, and hence the distance transform is not informative.
Latecki and Laka¨mper’s polygonal shape descriptor [7] in-
herently assumes that an object is represented by a closed
(a) (b) (c)
Figure 3. (a) Image of a rhinoceros in it’s nat-
ural habitat. (b) The result of edge detection
with a bank of Gabor energy ﬁlters. (c) The
result of contour detection by a bank of Ga-
bor energy ﬁlters augmented with a biologi-
cally motivated surround suppression of tex-
ture edges.
curve, and therefore this method cannot be applied to ob-
jects represented by incomplete contours. For further refer-
ences to shape analysis and object recognition methods see
e.g. [5, 9, 13].
In this paper we study the shape context method de-
scribed in [1] and the distance multiset method described in
[5] with respect to their robustness to contour deletions of
different types. In Section 2 we brieﬂy describe these meth-
ods. In Section 3 we present the experimental design and the
achieved results. A discussion and conclusions are given in
Section 4.
2. Contour Based Shape Recognition Meth-
ods
In both the shape context method and the distance multi-
set method the recognition of objects is done by computing
dissimilarity between the contour representations of two ob-
jects by using a point correspondence paradigm. The point
correspondences are found using shape descriptors associ-
ated with the points.
2.1. Shape Context
A shape descriptor, called the shape context [1], of a
point p, belonging to the contour of an object is a two-
dimensional histogram in a log-polar coordinate system that
gives the distribution of contour points in the surround-
ings of p. Let an object O be represented by a set of con-
tour points, O≡ {p1 . . . pN}. Formally, the authors of this
method deﬁne the shape context of a point p ∈ O as a vec-
tor in the following way,
HOK,p = {hp(k) : k = 1 . . .K} (1)
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where,
hp(k) = card{q = p|q ∈ O, (q − p) ∈ bin(k)} (2)
and K is the total number of histogram bins. The bins are
constructed by dividing the image plane into K partitions
of equal size (in a log-polar coordinate system) with p as
the origin. In this study we use 5 intervals for the log dis-
tance, and 12 intervals for the polar angle, so K = 60. To
improve performance, in this study we normalize HOK,p by
the total number of contour pixels of the concerned object.
The shape of the object is described using the set of shape




K,p|p ∈ O}. (3)
The cost of matching a point pi belonging to the contour of
an object O1, having M points, to a point qj belonging to









[hpi(k) + hqj (k)]
(4)
An M ×N cost matrix of point-wise dissimilarities is con-
structed according to (4). Next we compute the dissimilarity












min{cSCi,j |j = 1, . . . , N} (5)
The authors of the shape context approach [1] use a differ-
ent method to compute the dissimilarity of two shapes from
the point-wise dissimilarity matrix. More speciﬁcally they
use the Hungarian algorithm of bipartite graph matching to
solve the optimal assignment problem. In our experiments
we found that the above mentioned method gives sufﬁcient
results.
2.2. Distance Multiset
For a point p in the contour of an object O, having N
points, the distance multiset is formally deﬁned as follows
[5]:
DON,p = {log(dj(p))|j = 1 . . .N − 1} (6)
where dj(p) is the Euclidean distance between p and its jth
nearest neighbor in O. In this approach the shape of an ob-
ject O ≡ {p1 . . . pN} deﬁned by set of points, is described
by the set of distance multisets in the following way:
SDMO ≡ {D
O
N,p|p ∈ O}. (7)
Next, a cost of matching two distance multisets is deﬁned
as follows. Consider the sets/multisets,
X = {xi ∈ R|i = 1, . . . ,M} (8)
Y = {yi ∈ R|i = 1, . . . , N} (9)
whereM ≤ N . Let A be the followingM×N matrix of ab-
solute values of pair-wise differences of elements of X and
Y:
Ai,j = |xi − yj|, i = 1 . . .M, j = 1 . . .N. (10)
Let π be a one-to-one mapping from the set {1, . . . ,M} to
the set {1, . . . , N} and let Π be the set of all such mappings.
The mapping π deﬁnes an assignment of an unique element
yπ(i) ∈ Y to each element xi ∈ X . The cost cπ(X,Y ) of a





Let c be the minimum of the costs of all such possible map-
pings :
c(X,Y ) = min{cπ(X,Y )|π ∈ Π} (12)
We now deﬁne the cost cDMi,j of matching a point pi in
an objectO1 represented by M contour points to a point qj
in an object O2 represented by N contour points, M ≤ N ,





, DO2M,qj ) (13)
Note that DO1N,pi and D
O2
M,qj
are sorted in ascending or-




) efﬁciently, we use the algorithm described
in [12].




of the objects is deﬁned as follows:






min{cDMi,j |j = 1 . . .N} (14)
3. Experiments and Results
3.1. Dataset
As a data set we choose images obtained from the
MPEG-7 database [8]. It contains 1400 images di-
vided in 70 classes, each of 20 similar objects (eg. ap-
ple, bird, bat, etc). We choose one object from each class
(Figure 4, row 1) and extract the contours of the ob-
ject using Gabor ﬁlters [6]. The resulting 70 contour
images are rescaled in such a way that the diameter (max-
imum distance between the contour pixels) is approxi-
mately the same for all objects, cf. row 2 of Figure 4.
These 70 rescaled contour images are used as reference im-
ages in our experiments. The set of these images corre-
sponds to the complete representations, set V of Figure
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Figure 4. Row 1: Sample of the MPEG-7
database images used. Row 3: Correspond-
ing rescaled contour images; these images
are considered as complete representations
that comprise the memory of the recognition
system.
2, used in Gollin’s original study and form the ”mem-
ory” of the recognition system.
For the segment-wise deletion test incomplete represen-
tations (Figure 5 row 1) are constructed by randomly re-
moving continuous segments of the contours and retaining
a given percentage of contour pixels from the above men-
tioned complete contour representations.
For the occlusion test incomplete representations are cre-
ated by removing a given percentage of consecutive con-
tour pixels starting from the leftmost (Figure 5 row 2) or the
rightmost pixel of an object.
For the depletion test the incomplete representations
(Figure 5 row 3) are obtained by randomly removing a given
percentage of pixels from the contours of the complete con-
tour representations.
In our experiments the percentages of retained pixels are
chosen in the following way: 2% to 4% in steps of 1%, 5%
to 85% in steps of 5%, and 100% for the depletion tests, 5%
to 85% in steps of 5%, and 100% for the segment-wise dele-
tion test, and for the occlusion test. For each type (segment-
wise deletion, occlusion and depletion) and degree of con-
tour image degradation we create 70 test images. All com-
plete contour images and incomplete contour images ob-
tained with different types and percentages of incomplete-
ness are available in the web-site www.cs.rug.nl/∼petkov.
3.2. Method.
An incomplete representation (segment-wise deleted or
depleted or occluded contour image) obtained from one of
the 70 reference images is compared with all 70 reference
images and a decision is taken about which reference im-
age the degraded image is most similar to (nearest neigh-
bor search). The comparison is based on a shape dissimilar-
Figure 5. Incomplete Representations: Row
1: Segment-wise deleted contour representa-
tions of objects (they correspond to the in-
complete representations of Gollin’s original
study, set I to IV of Figure 2). Row 2: Left
occluded contour representations of objects
Row 3: Depleted contour representations of
objects.
ity computed using a given shape comparison method, de-
scribed in Section 2. If the nearest neighbor is the reference
image from which the degraded image was obtained, the
recognition is considered correct, otherwise incorrect. If the
nearest neighbor is found to be not unique then the recogni-
tion is also considered incorrect. For each of the three tests
(segment-wise deletion, occlusion, depletion) and for each
degree of contour image degradation, corresponding 70 test
images are compared with each of the 70 reference images
and the percentage of correct recognition is determined. The
percentage of correct recognition is observed as a function
of the percentage of retained contour pixels. In the case of
occlusion test the percentage of correct recognition is cal-
culated by averaging the correct recognition rates with left
and right occluded images for a given percentage of retained
contour.
3.3. Results
Figure 6, 7, 8 show the results of our experiments.
In the case of the segment-wise deletion test (Figure 6)
and the occlusion test (Figure 7), the performance of dis-
tance multiset method is appreciably better than that of the
shape context method for any percentage of retained con-
tour pixels. From the results of the depletion test (Figure 8)
we see that both the shape context method and the distance
multiset method perform very well in recognizing objects
Proceedings of the Fourth International Conference on Hybrid Intelligent Systems (HIS’04) 
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Figure 6. Results of the segment-wise dele-
tion test.
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Figure 7. Results of the occlusion test.
with depleted contour representations, if more than 40%
and 5%, respectively, of the contour points are retained.
The distance multiset method outperforms the shape con-
text method when the degree of depletion is very high, i.e.
very low percentage (less than 40%) of the pixels are re-
tained.
4. Discussion, Summary and Conclusion
Related Work Object recognition methods that employ
shape descriptors have been evaluated and compared using
various characteristics like invariance, uniqueness and sta-
bility [11]. Marr and Nishihara [10] proposed three crite-
ria for judging the effectiveness of a shape descriptor, viz.
accessibility, scope and uniqueness, stability and sensitiv-
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Figure 8. Results of the depletion test.
ity. Brady [2] puts forward a set of criteria for representa-
tion of shape, viz. rich local support, smooth extension and
propagation. In the current work, motivated by character-
istics of the human visual system [4], we propose an ad-
ditional new criterion to compare and characterize contour
based shape descriptors using their performance in recog-
nizing objects with incomplete contours. We are not aware
of any such comparison and characterization in the present
literature.
Discussion To explain the high performance of the distance
multiset method let us consider the sets A,B,⊂ R2 such
that, B = {f(a) : a ∈ A}, where f : R2 → R2 is de-
ﬁned as follows, f(x) = Lx+ t, ∀x ∈ R2, L being a 2× 2
orthogonal matrix and t ∈ R2.
So if A is the set of contour points of an object O1 then
B is the set of contour points of an objectO2 that is derived
fromO1 through the transformation described above.
Let us recall an important result regarding functions in n
dimensional Euclidean space : φ : Rn → Rn is an isome-
try (i.e an Euclidean distance preserving transformation) iff
for any X ∈ Rn f(X) = LX + t, L is an n × n orthogo-
nal matrix and t ∈ Rn. We now formulate the following.
Lemma: If A,B are deﬁned in the above mentioned way
and
C ⊂ B, card(C) ≥ 2 (15)
then,
dDM (SDMC , S
DM
A ) = 0 (16)
where SDMC and SDMA are the shapes, described by distance
multisets, corresponding to C and A, respectively.
Proof:
Claim 1 : The distance multisets of A and B are identical.
By deﬁnition f is an isometry, which implies that dis-
tance multisets of A and B are identical, that is, for every
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p ∈ A ∃ a q ∈ B, q = f(p) such that DAN,p = DBN,q, assum-
ing that card(A) = card(B) = N .
Claim 2 : dDM (SDMC , SDMB ) = 0.
The deﬁnition of distance multiset along with (13) and
(15) implies that for every pi ∈ C, ∃ a qj ∈ B, such that
cDMi,j = 0. Hence the minimum of every row of the cost-
matrix of point-wise dissimilarities is 0, which implies by
(14), dDM (SDMC , SDMB ) = 0.
Claim 2 and the invariance of distance multisets in claim
1, along with (13) and (14) imply that
dDM (SDMC , S
DM
A ) = 0 .
The implication of the lemma is two-fold : (1) In the case
of the distance multiset method, the recognition will be in-
correct in this test framework only when the nearest neigh-
bor of a test object in the reference set is not unique. (2) In
our studyA corresponds to the set of contour points of a ref-
erence object, f is identity transformation and C is the set
of contour points corresponding to an incomplete represen-
tation. Theoretically, the distance multiset method should
perform exactly the same way when f is not identity trans-
formation.
Both methods perform worst in the occlusion test and
best in depletion test, which conforms with the recognition
performance of humans, as occluded contour images carry
the least and depleted contour images carry the maximum
shape information.
Summary and Conclusion. With inspiration from
Gollin’s work [4] we proposed a method for evalua-
tion of contour based shape recognition algorithms. To
summarize the test framework, we put forward the follow-
ing procedure,
GAP test : (Step 1) Take a set of images of objects and
extract contours. Rescale the contour images in such a way
that the diameter of the objects are approximately same, say
lie between 70 and 76 pixel units. (Step 2) Train the recog-
nition system with these complete contour representations.
(Step 3) Construct different sets of incomplete representa-
tions from the complete contour representations, quantify-
ing the level of incompleteness using percentage of con-
tour pixels retained. (Step 4) Evaluate the recognition per-
formance of the system, by computing the recognition rate
as a function of the percentage of contour pixels retained in
the incomplete representations.
We created a test database and made it publicly available
at www.cs.rug.nl/∼petkov/.
We illustrated the test framework with two shape recog-
nition methods based on the shape context and the distance
multiset. In this context we want to emphasize that the re-
sults presented in this paper are intended to explain the con-
ceptual aspects of the GAP test framework and not to put
forward a complete comparison of the methods.
Our main conclusions about the research presented in
this paper are as follows : The robustness of contour based
shape recognition methods to incompleteness of contour
representations is an important aspect of any contour based
objects recognition system. The GAP test as deﬁned and
proposed in this paper is an adequate framework for assess-
ing the above mentioned performance and can be used as a
standard test procedure for any contour based object recog-
nition system/algorithm.
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