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Abstract 
The introduction of computers into plant control systems is the origin of the development 
of data acquisition and service (DAS) systems which provide various kinds of service using 
process values acquired from plants. 
"Why a DAS system?" The answer is that it works as a uniform interface of various control 
machines from views of computer applications which want to use process values inside the 
control machines . Since there are applications of various purposes, a DAS system inherently 
has to provide flexible service , which needs complicated computation. 
The most important task in DAS systems, however , should be the acquisition of process 
values without any loss . The integration of the service and the real-time acquisition should 
be an ultimate goal of DAS systems. Several factors make the integration hard. First of all. 
the integration must be achieved at an acceptable cost on widely-used commercial off-the 
shelf (COTS) platforms . Second: engineers in the manufacturing industry have expected for 
a DAS system to detect significant state changes in plant. Some of them must be notified 
within time restrictions . Others should be scrutinized with a sufficient time to find symptoms 
implying potential abnormal behaviors. Difficulty in the customization of a DAS system for 
each application is also a serious problem. Specific programming disciplines are indispensable 
to construct a real-time DAS system. whereas an engineer who knows each application is 
quite unfamiliar vYith the programming disciplines. Although n1any DAS systems have been 
put into con1mercial use. they do not succeed in the integration of the service with real-time 
acquisition. Most of their development efforts have been dedicated to customizable service 
functions . 
In the studies presented in the thesis; a real-time active DAS middleware is discussed in 
order to integrate the serYice with real-tin1e acquisition. The serYice coYers active service 
to react state changes a well a .. · passive sen·ice actiYatecl \Yith requests from applications. 
The ActiveRING model is proposed to construct the middleware . Th n1odcl incorporates 
semantics specific to tasks of DAS systerns. The incorporation greatly reduces difficulties in 
the integration. It brings simplicity in the middleware architecture so that it can be imple-
n1ented on COTS real-time operating systems at a lov,' cost . The middle,:rare is portable, 
becau the implementation needs no modification of the operating system k rnels. 
The thesis addresses a data modeling cognizant of the time course. The data modeling 
is applied to a plant operation supporting system using trend recognition, which has been 
hardly covered in conventional studies in the temporal data and logics. 
In the thesis, a formal method and tools are also proYided to allo-w practical DAS sys-
tems to be generated by users without knowledge on real-time computing. In the method; 
engineers 'vho have expertise on programming for real-time systems have developed a small 
example so as to make it predictable \vhether the timing consistency in a DAS system can 
be maintained. Since the example is small; its deYelopment and modification are easy. The 
example is expanded according to requirernents specified by engineers who know applications 
in a specific plant. Since formal rules and tools expand the example, a mechanism to provide 
the predictability for the timing consistency is correctly transferred to a target DAS system. 
It i also worthy of being emphasized that the studies value the usefulness in practical 
uses of the middleware. For developed DAS systems, the predictability of timing behaviors 
and real-time reaction abilities are demonstrated by means of experiments. The suggestions 
by the plant operation supporting system are compared with operations by an expert in 
an actual plant. The efficiency of the formal method and the tools for the DAS system 
generation is evaluated though the development of an actual DAS system. 
Because of the simplicity. the real-time active DAS middleware is strong enough to cover 
most kinds of problems to be addressed in DAS syste1ns. The middleware is a key component 
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1.1 DAS System for Time Dependent Data 
In the latter half of the century, many evolutions of computing technologies have brought a 
plenty of computers into process control in various plants. The evolutions include advances 
in the real-time computing and the data engineering. Principal data in process control are 
process values representing a plant status. Real-time handling of them enables computers 
to realize task execution for the process control. Since not only the current process values 
but also the process value histories are important in the process control, process values are 
handled as time dependent data, combined with t ime stamps representing their occurrence 
time. 
As more computers get prevalent in plants , the manufacturing industry has demanded 
more complicated and more rigorous real-time handling technologies of t ime dependent data. 
For example, in the supervisory control[3] which is t he complex of control, monitoring and 
operation, process values must be acquired without any loss to properly compute control 
commands and immediately react state changes in a plant. The computation of control 
commands and the reactions for state changes need service of time dependent data consisting 
of acquired process values along with con,·ersion of then1. To integrate the service of time 
dependent data \vith acquisition of them, data acquisition and service (DAS) systems are 
developed for commercial purposes[19][35][63]. They are also studied in academic societies 
on the real-time computing[8] [32] and the temporal databases[60]. 
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The prevalence of personal con1putcrs also inspire , plant engineer to connecting real-
time systems for proc s control '''ith non real-tin1e s~·st n1s for information processing. 
.\Iany functions in DAS s~·stem, should be equipped for the conn ction between the real-
tirne systems and the non real-tim system [3][21 ][36]. One objecti,-e of the connection is to 
develop a distributed manufacturing management system which uses process values acquired 
in a plant at a lO\Y cost and in a short term. -umerous software resources such as databases, 
spread sheet tools. and graphical user interface libraries have been evolved and r fined on 
computers for non real-time information processing. The transmission of data bet\veen 
the real-time process control systems and the non real-time information processing systems 
would greatly reduce cost and time for the development of manufacturing management 
systems. Another objective is the establishment of enterprise-wide data interoperability 
among manufacturing departments and others[43]. Demands from sales departments should 
be reflected to manufacturing plans to make enterprise activities more efficient. Process data 
acquired during the manufacturing should be analyzed to invent new products in laboratories. 
HovY to analyze relationships in huge amount of time dependent data in manufacturing in a 
vital di cussion topic in data warehouses[31]. \vhich is one of academic areas. 
The above research and development activities for DAS systems , however, leave seYeral 
problems from the view points of practical usages. DAS system should integrate sporadic 
sen·ice of time dependent data with acquisition without any loss. The service includes 
passive sen·ice responding requests from outside and active service to react state changes in 
a plant. Their data modeling has to be strong enough to represent the time course. DAS 
systems must be realized at an acceptable cost , and customized to each application with fe1.v 
efforts. Existing achie~,:ements for DAS systems do not meet all of th se requirements . 
This thesis proposes to provide real-tin1e active DAS systems as a middle·ware on com-
mercial off-the-shelf platforms. In this context , the word: middleware[2], means a set of 
software functions \Yhich work on n1ultiple platforms. It also provides tools to n1ake their 
customization easy. The real- tin1e active DAS middleware approach discussed in this thesis 
has 
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• data modeling which can represent the tirne course , 
• rnechanisn1s to guarantee periodic and reactive data handling. and 
• tools to customize DAS systems. 
The remain parts of this introductory chapter explain the issues to be addressed by thi. 
approach , and the comparison with other approaches in terms of the issues. 
1.2 Issues for Practical Uses 
Functions required in DAS systems are studied in the area of real-time computing and 
databases. A lot of research efforts have been dedicated to develop more sophisticated 
functions. Each of them. ho,vever. addresses a specific issue. They are not strong enough to 
cover all requirements for practical uses in an organized manner. The following overviews 
explain the requirements for practical uses of DAS systems and implv reasons why existing 
methods cannot cover all of them. 
1.2.1 Integration of Service with Real-Time Acquisition 
In any DAS system. th most important task is acquisition of data in plant. Data which 
occur in plants must be acquired within time constraints so that they may correctly represent 
current plant status. In other words. real-time acquisition should be guaranteed. DAS 
systems must support service of data simultaneous \Vith the acquisition. In this thesis, the 
service is regarded as the combination of data provision and its activation mode, which 
categorizes the service into two kinds. One is the passive service which is initiated by an 
external request to a DAS system. and the other is the active service which is triggered by a 
DAS s~·sten1 itself. As for the passive sen·ice. a DAS system 1.vorks as a sen·er. The passive 
sen·ice include periodic transmission of the latest process valu s and retrieval of process 
values acquired in a time interval specified b) clients. On the other hand. as the actiYe 
service . a DAS s:v. tern dete ·ts pecific state changes in a plant. and notifies predefined 
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clients of the state changes. The notification 1s usually accmnpaniecl \vith process values 
relevant to the state changes. 
Sine application issuing requests arc abundant in variety, man~' kinds of requests ar 
sent to DAS s~· terns. DAS s_vste1n must be equipped with flexible service abilities to cope 
with the requ ts. Process values acquired in various periods should be provided \Yi th their 
time stamp synchronized. Applications would require series of process values on various 
schemata in arbitrary time intervals . On a specific state change, applications may demand 
process values before and after the change. 
Because of unpredictable amount of handled data, service tasks can cause large trans1ent 
loads. Some of service tasks should be treated as real-time ones . Dynamics in the system 
load by the sporadic service makes it difficult to guarantee a priori that all tasks on a DAS 
system complete within their time constraints. Integration of the service with the real-
time acquisition means that tasks for the service are accomplished according to their time 
constraints. without damaging real-time acquisition. 
1.2.2 Facilities to Represent Time Course 
In plant monitoring systems, a lot of attentions are likely to be paid to data indicating the 
current state of an entity in the plant , so that operators may not fail to miss any change. 
It is not necessarilY adequate for operation of all plants. Operations of some plants often 
depend on the sequence of events. Occasionally, the length of an interval of one event from 
another is significant. To properly operate them, operators have to monitor state transitions 
to the present time as well as the current state. 
For example. in some chemical manufacturing plants effects of operations come forth as 
the time proceeds. The operators should devote their attention to not only the sequence 
of operations and their effect appearance but also the time course in the sequence of these 
events. They recognize the state transition of an entity in the time course. 
The state transitions in the time course is also important in tenus of preventive 1nainte-
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nance. Trends of process values n1ay often imply potential faults and abnormal behaviors . 
Suppose a heating furnace for steel billet . \Vhen it takes a longer time for the furnac to 
heat a billet to a target temperature in spite of the usual power consumption rate , operators 
had better pay attentions to the following state. or check the furnace before it runs into a 
serious state. Recognition of the state transitions in the time course contributes to finding 
symptoms of possible future faults and abnormal behaviors. 
We need a framework to represent a state transition of a monitored entity in the time 
course. Many of studies in the temporal databases[60] and the temporal logic[30] in the 
artificial intelligence emphasize the sequence of events. They cannot be applied to a plant 
where the time course is significant in the state transition. 
1.2.3 Customizability 
It is worth while to emphasize that an implementation of a real-time system must obey 
specific programming disciplines so that tasks in the system may be guaranteed to finish by 
their deadlines. The programming disciplines includes the followings: 
• the interactions among tasks should be minimized , i.e. each task should be independent 
as much as possible, 
• the worst case execution time of each task has to be known in advance , and 
• the blocking time of one task by another must be bounded. 
They must be en1bodied in the implementation of a real-time system according to constraints 
in each application. The embodiment is one of main reasons why real-time DAS systems are 
inherently hard to be implemented. It is almost impossible for people unfamiliar ~ ith the 
disciplines to implement real-time DAS systems. 
In spite of the difficulties in the implementation , we have to prepare a customized DAS 
system which reflects requirements in each plant. Ther are many kinds of plants , each 
of which has specific applications. Schen1ata for data acquisition in one plant is different 
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from those in anoth r. \ ·alues ·which change rapidl~· should be acquired in a sn1all period, 
while a long period 1nay be assigned for acquisition of Yalues changing slowly. \i\'e should 
apply aperiodic acquisition to Yalues which change in discrete manners. In addition to the 
acquisition based on ,·ariou schemata and timing. the sen·ice of proces values is required 
in n1anners \vhich Yary in each application. Schemata for data provision differ from ones for 
acquisition. \\'hen process values acquired in different period are retrieved: their time stamp 
hould be synchronized. The initiation of a periodic service task means the addition of a 
new real-time ta k to a DAS system. On a specific tate change: process value before and 
after the change may be retrieved. It causes an extra load whose occurrence time cannot be 
predicted. The service must be implemented with programming methods compliant with the 
programming disciplines, so that the service may be integrated with real-time acquisition. 
To apply a DAS system to each plant, it must be customized according to requirements 
specific to applications in the plant. Since each DAS syste1n varies with an application, tools 
must be proYided to build a DAS system instance suitable for each application. To make 
real-time DAS systems practical such tools must hide the disciplines to implement real-time 
systems so that they can be used by people v.:ho are not fan1iliar with the disciplines. Almost 
all field engineers in each plant are unfamiliar with the disciplines . It is the field engineers 
that would use the tools. 
1.2.4 Cost 
Another difficulty in implementing practical real-time systems attributes to a trade-off be-
tween the logical correctness and the economical factor. It would be expensive to construct 
a real-time system independent from applications. Let us consider that sporadic tasks have 
rigorous deadlines for the sen·ice of time dependent data. Some of the sporadic tasks share 
data with other tasks. The maintenance of the logical consistency of the data needs an 
arbitration mechanism. The maintenance of the logical consistency might be an obstacle to 
guarantee the completion of tasks by their deadlines. ~Iany research effort are dedicated to 
give a guarantee for task completion in a real-time sy tern by deadlines without assuming 
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the usage of the system. These research efforts. ho,vever. result in expensive solutions. 
For example. to assure that all sporadic tasks fini h by their deadline : Stankovic and 
Ramamritha1n haYe deYeloped a dynamic scheduling algorithm which as igns tasks. taking 
resource sharing into account[5 7]. It needs a scheduling processor apart from processors to 
execute tasks. Studies to give a static guarantee bring forth the Sporadic server[56L \\rhich 
needs modification of operating system kernels . Either special hardware architectures or 
special kernel supports are indispensable to realize the real-time handling of sporadic tasks, 
without any relaxation of constraints. Once real-time systems assume either of them, they 
are no longer portable; extra efforts are forced when the real- time systems are ported on 
other platforms. 
The manufacturing industry is eager for DAS systems which are inexpensive and portable. 
From this point of view, it is attractive to realize DAS systems with commercial off-the-
shelf( COTS) technologies[61]. It is obvious that COTS technologies lead to inexpensive 
realization of DAS systems. Such DAS systems are portable because COTS technologies 
are available on multiple platforms. Of course. there are disadvantages for using COTS 
technologies. DAS systems realized with COTS technologies are not so strong to satisfy all 
real-time requirements . 
A real-time DAS system should meet all requirements which applications put forth , while 
it must be inexpensive and portable . As it is the case in many other software systems, a 
promising way to break through the dile1nma is the incorporation of emantics specific to 
the problem domain. If we neglect to cope 'vith situations which seldom happen in DAS 
systems, the implementation is substantially simplified. The simplification make it feasible 
to meet all requirements with COTS technologies. Since the incorporation of semantics leads 
to proper relaxation of constraints, we can get a good balance between the satisfaction of 
requirements and the co t . The question is what kinds of constraints should be relaxed for 
DAS syste1ns. 
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Table 1.1: Con1parison of Approaches 
Real-time works Temporal Customization 
Approaches Periodic ReactiYe relationship in without cost 
works works data modeling expertise 
C01nmercial :.Jo 1\o Time l\Iain l\!Iain 
DAS guarantee guarantee stamp interest intere t 
R al-tin1e ~1lain l\1ain Out of Tools for Special 
computing interest interest scope experts platform 
Real-Time Nlain l\1ain Out of No practical Special 
database interest interest scope tool platform 
DB Active :\o lV1ain Out of Out of COTS DB 
database Guarantee interest scope scope technologies 
Temporal Out of Out of Order of Out of COTS DB 
database scope scope events scope technologies 
Artificial No ::.Jo Order of Special Out of 
intelligence guarantee guarantee event tools scope 
Real-time Time stamp Special :rviiddle,,·are 
active DA_S Guarantee Guarantee and tools are on COTS 
middleware time course supported platforms 
1.3 Conventional Approaches 
The requirements in actual uses of DAS systems are related to works in research areas in the 
real-time cOinputing, the databases. and the artificial intelligence, as well as the technology 
development in commercial DAS systems. \Yorks in the databases intensively discuss the 
requirement from the Yiew points of real-time databases, active databases and temporal 
databases. In this section, the objective of each conventional approach will be explained to 
clarify its difference from that of the real-time active DAS middleware approach. 
1.3.1 Approaches In Commercial DAS Systems 
The main objective in existing commercial D--\_S S\Stems[l9][35][36][63] is to provide a cus-
tomizable DAS system in a low cost, rather than a real-time system. Sophisticated tools are 
prepared to enable users to customize a DAS system to their applications. Almost all con1-
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n1ercial DAS . ysten1s are implemented on COTS platforn1s based on a comn1on hardv.'are 
architecture and a standard operating sy·stem. 
Although the commercial DAS systems are equipped with functions for both of data 
acquisition and service including the passive one and the activ one: they do not provide 
anv n1eans to giv a guarantee for real-time data handling. The commercial DAS systems 
would work \vithout any problem until the system load reaches to a certain point. Their 
behaviors, however, are quite unpredictable in a highly loaded situation. V\ hat makes the 
matter serious is that we cannot know the maximum system load in which they can work 
correctly. In a DAS system, a burst load can be added at any time. It implies that a 
DAS system which has worked without any problem suddenly begins to take unexpected 
behaviors. 
From the view point of the data modeling, almost all DAS systems treat each acquired 
datum as a temporal datum with attachment of the time stamp. Although it is useful for 
applications cognizant of the time course, DAS systems seldom support to recognize state 
transitions in the time course. Extra tools other than DAS systems are expected to support 
it. 
1.3.2 Approaches in Real-Time Computing 
Academic people in the real-time computing society have devoted themselves to provide 
general supports for real-time computing. The rate monotonic analysis, which is explained 
briefly in section 2.3.1. is a static scheduling analysis method to assure periodic behavior. 
The real-time active DAS middleware approach founds its guarantee for periodic tasks on 
the method. To process actiYe tasks arriving aperiodically by their deadlines, the sporadic 
server[56] is proposed. Although it can integrate actiYe tasks \vi th periodic tasks, precise 
CPU ti1ne consu1ned by processing of actiYe tasks is necessarv to apply the sporadic erYer. 
It needs modification of COTS operating system kernels. 
There are several achi vements for customization of real-time systems. Adaptation of pe-
riodic real-time systems is proposed in [25]. where a period of each task is adjusted to satisfy 
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syste1n-wide schedulability. To make a periodic ta k set schedulable. [13] propo es a n1ethod 
to n1odify source code . maintaining the progra1n dependency. These works emphasize to 
deal with the modification on the timing behavior such as acquisition period. In an actual 
DAS systen1. schen1ata for acquisition and pro,·ision are more likely to be changed than 
the timing behavior. Apart from the customization of real-time systems. language supports 
specific to real-tin1e cmnputing are proposed in [20] and [34] for the construction of real-time 
systems. These supports assume the knO\;\,'ledge on the programming di ciplines specific to 
the real-time computing. Field engineers who are not necessarily familiar '''ith the program-
ming disciplines would customize a DAS system to each application. The supports are not 
suitable for the DAS system users. 
Some works in the real-time computing adopt DAS systems as their targets . A DAS sys-
tem discussed in [32] is constructed by means of reflecting varieties of timing consistency 
constraints for data acquisition and service. Although it is noteworthy that the v\·ork dis-
tinguished timing consistency constraints for the serYice from those for the acquisition a 
delay in the service may lead to a loss of the acquisition, because the system is based on the 
"producer and consumer'' model[27]. The static scheduling analysis method is applied for 
real-time acquisition in [8]. It discusses neither reactions to specific change in a plant nor 
tools for the customization. 
1.3.3 Approaches with Databases 
Real-Time Databases 
!\lost of real-time databases historically trv to treat all tasks in a uniform manner [14][15], 
because they seek to improve the ratio for task completion by deadlines without depending 
any emantics of tasks. Tasks are not always guaranteed to complete bY their deadlines. In 
DAS system with these rnethods , there could be loss of acquisition during a heavy service 
task. 
By incorporating semantics. Kim and Son(23] categorize transactions into three classes. 
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Peng and Lin[38] propose a con ·urrenC:'-' control method to coordinate acquisition and deri,·a-
tion from acquired data. Although these \Yorks deal with consistenC:'-' in real-ti1ne database 
systems, the:'-' have not discussed transient loads caused b~r actiYe transactions. It is ex-
tremely difficult to guarantee all transactions including actiYe ones finish vvithin their time 
constraints in a method independent from any application. As a few examples. methods 
proposed in [41] and [54] improve performance of real-time active database systems with 
dynamic priority assignment. They assume a special support of an operating system, which 
makes the approaches infeasible on COTS platforms. 
As for the customization ROMPP[64] addresses schema evolution in real-time databases 
based on performance polymorphism. The work clarifies rules to prevent the schema modifi-
cation from damaging a guarantee for task completion within time constraints. It, however , 
has not provided DAS system users with a practical tool. DAS system users are still required 
to engage in programming activities to modify schemata according to the programming dis-
ciplines . 
Active Databases 
In industrial applications, it is important to detect state changes and react them. The 
concepts of active databases(62] are expected to be useful for industrial applications. The 
functions for active databases are realized based on the ECA model[29] , which executes 
condition-action rules associated with the occurrence of specific events. The functions can 
be implemented on COTS database systems. 
Since some of state changes in plants need urgent reactions, they must be treated as real-
time transactions. As (40] and (54] point out , however , studies of actiYe databases do not 
deal with real-time transactions . For example, in order that any state change may cause 
objects to compute a new consistent tate, [4] proposes an active database model, where 
real-time transactions are not considered. \Yithout the consideration of actiYe and real-time 
transactions, approaches in acti,·e databases cannot be applied to DAS system . 
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Temporal Databases 
Te1nporal databa es[9][28)[60) e1nphasize the sequence of events and the temporal relation-
ships of intervals with conventional database t echnologies . Although it is natural to use 
temporal data to represent a state transition of a monitored entity, approaches in ternporal 
databases do not address the time cour e. The temporal databases are not so strong to 
detect symptoms implying a potential abnormal situation. It cannot be applied to chemical 
plants , where an effect of an operation appears after a certain tin1e has passed since the 
operation. 
1v1ost of the works on temporal databases pay no attention to processing of real-time trans-
actions. From this aspect , approaches in temporal databases hardly suit for DAS systems. 
Instead. their interests lie in the maintenance of the consistency of temporal data[ 55). [37] 
surveys research achievements for the consistency in both the acquisition of data item values 
representing the current plant status and the derivation of ne\Y temporal values from other 
temporal values . The real-time active DAS middleware approach benefits from the research 
achievements as explained in section 2.4.3. 
1.3.4 Approach with Artificial Intelligence 
The temporal logic in the artificial intelligence gives a vital discussion on temporal data. 
Like temporal databases, \YOrks in the temporal logic emphasize the order of events and the 
temporal relationships of intervals[30] , rather than the time course in the state transition 
of monitored entities. Dechter proposed a temporal constraint network[?] to maintain the 
truth in the temporal relationships. To represent future plans , Shoham associates actions 
Vi ith the temporal logic[53]. l\ either of them is suitable for representation of the time course , 
virhich is indispensable for plant operations: as chapter 5 points out. 
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1.4 Approach for Real-Time Active DAS Middleware 
The principal objective of the real-time active DAS middleware approach is the development 
of practical DAS systems which integrate sporadic ervice with real-time acquisition. As 
mentioned in section 1.2, there are t\vo problems to be conquered for achieve1nent of the 
objective: cost and customization. 
To solve the former problen1, a real-time active DAS system is realized as a server on top of 
COTS real-time operating systems , which enable the implementation at an acceptable cost. 
The modification of the kernel of an operating system should be avoided, because it removes 
the portability from a DAS system. The real-time active DAS system is a middleware[2) , 
which means on-line functions working on top of multiple platforms. As a solution for 
the other problem, the approach provides a method to build a real-time active DAS system 
suitable for each plant without the knowledge on the real-time computing. One of the studie 
in the thesis addresses off-line tools to generate a real-time active DAS system customized 
to a specific plant. 
The approach has another objective; it realizes a framework to represent the time course. 
The framework is indispensable for plant operations whose effects appear as the time proceeds 
and for the preventive maintenance. The framework is hardly ever supported in con\ entional 
studies on temporal databases and logics. 
The succeeding chapters in the thesis are organized to explain how the real-time active 
DAS middleware approach addresses the problems and achieves the objectives. 
Integration with COTS Technologies: Service tasks. especially active ones : bring forth 
extra loads at unpredictable timing. Because of general-purpose functions supported 
in COTS platforms. it is impossible to integrate the service with the real-time acqui-
sition in a method independent from any application; the integration needs either a 
special hard\vare architecture or an operating system support. In the real-time active 
DAS middlevvare approach, some of constraints are relaxed with th consideration of 
semantics of tasks specific to DAS systems. The tasks specific to DAS syste1ns are 
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explained in chapter 2 in this thesis. while the semantics of the tasks and the relax-
ation of con traints will be discussed in the succeeding chapters: a n1cchanism for DAS 
systems i. proposed to integrate the passi,·e ervice with the real-time acquisition in 
chapter 3. and chapter 4 improves the mechanism into a computational n1odel to treat 
urgent active tasks together \vith guaranteed real-time tasks. 
Framework for Time Course: The incorporation of the time course is one of the rr1ain 
differences of the real-time active DAS middleware approach from research achieve-
ments in the knowledge and data engineering associated with temporal relationship . 
The importance of the time course in plant operations is illustrated in chapter 5, which 
presents a plant operation supporting system using a framework to incorporate the time 
course. 
Customization of DAS System: The preparation of customization tool is an essential 
support for any DAS system. In the real-time active DAS middleware approach , tools 
are prepared for field engineers to modify schemata and timing behaviors. Chapter 6 
covers a formal method to generate a DAS system according to applications . The 
chapter also explains tools which release users from being conscious of the disciplines 
to be ob yed for the construction of real-time active DAS svstems . The supply of the 
customization tools has established the real-time active DAS middleware approach . 
Effectiveness: The approach values the effectiveness in practical uses of DAS systems. To 
confirm the integration of the service \Vith the real-time acquisition. an experiment 
is carried out on a prototype in chapter 3. Chapter 4 shows an experimental result 
to reveal that an instance of the real-time active DAS middleware supports the ac-
tive service without degrading acquisition abilities . In chapter 5 which evaluates the 
frameKork to incorporate the time course , suggestions from the plant operation sup-
porting system during working of an actual plant are compared ·with operations shown 
by an expert. The formal method and the tools for the custOinization in chapter 6 are 
evaluated through an actual ystem development. 
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Chapter 2 
Constraints and Data in Computing 
for Process Control 
2.1 Domain Tasks in Process Control 
For development of inexpensive plant systems, COTS software components working on 
non real-time operating systems should be applied to plants. Therefore, many plants consist 
of two layers[see figure 2.1]. One is the real-time system layer. where completing tasks within 
time constraints is essential. Each node in the real-time system layer communicates process 
values within a restricted time using a data highway[44]. The other is the information system 
layer, where the graphical presentation and high-level analysis of process values in a plant are 
realized by information S) stems working on non real-time operating systems such as U_ TIX 
and Windows . Plant engineers want current and past data acquired in the real-time system 
layer to be used in the information system layer. To understand phenomena in a plant 
chronologically, data acquired in the real-time system layer should be stored as temporal 
data, combined with the time stamp indicating the acquisition time . 
Suppose a steel plant where heated billets go through mills one by one. Various tasks are 
necessary in the plant. Data item values such as the temperature are periodically acquired in 
heaters, ·while a photo sensor which detects pass of a milled billet triggers acquisition of the 
billet status such as the thickness. The exit of a billet from the last heater must be notified 
to the controller of the first mill to set reference values of the mill pressure. The movement 
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Figure 2.1: Two System Layers in Plant 
of each billet must be notified to an information system which displays current position of 
each billet. In the information system layer, the current feedback values in each process are 
shown on a graphic display so that operators can monitor them. \Yhen operators request ; 
value histories of any process must be retrieved. 
A data acquisition and sen·ice (DAS) system IS necessary to acquire temporal data in 
the real- time system layer and serve them to clients not only in the real-time system layer 
but also in the information system layer. It should be equipped with functions shown in 
Table 2.1. 
In the real-time system layer. temporal data can be acquired either periodically or ape-
riodically. Provision of temporal data simultaneous with acquisition must be supported for 
both control in the real-time system layer and monitoring in the information system layer. 
Service is regarded as the combination of data provision and its activation mode . Service 
is classified into two categories: passive serYice and active service. The passive service i 
initiated by tasks in clients. The passive service proYides temporal data in a requested du-
ration in a requested \vay. The active service detects a specific change in data item value 
acquired in the real-time systen1 la~·er: and notifies clients of the change . It triggers setting 
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Passive Periodic Service 
Service Service On-Demand Service 
Active Real-Time Notification Service 
Service Best-Effort Notification Service 
of reference values in the real-time system layer and operation guidance in the information 
system layer. There are two kinds of active service. Real-time notification service achieves 
urgent reaction such as command issue. Best-effort notification service is prepared to process 
ordinal reactions without interfering urgent reactions . Table 2.1 uses the word 'notification ', 
instead of ' reaction ;. Generally, reaction is a combination of the detection of a state change 
and the data handling. The data handling consists of the provision of data related to the 
state change and the calculation of an output \vith provided data. DAS systems are as-
sumed to perform the detection and the provision. · otification means the combination of 
the detection and the proYision. 
2.2 Consistency Constraints 
Since DAS systems should provide temporal data during real-time acquisit ion of them, thev 
have many relationship with studies on real-time systems and temporal databases . The 
timing consistency is the n1ain concern in the former. while t he latter value the temporal 
consi tency. 
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2.2.1 Timing Consistency 
The timing consistency 1neans that ev ry task in a system finish by its deadline. In studies 
of real-time systems, three kinds of deadlines are defined from the vievv point of relationships 
between the ti1neliness in task completion and a task value[40][37]. 
• Hard deadline tasks may result in catastrophes if their deadline are missed. \Vhen the 
deadline expires, the task ·s value can be regarded as a large negative value. 
• Firm deadline tasks immediately let their values 0, once the deadlines expire. 
• Soft deadline tasks lessen their values after the deadlines expire. The values are de-
graded as the time proceeds, and eventually become 0. 
Clearly, data acquisition in a plant imparts no value unless changes in the plant are recorded 
within a specific time. Some serYice tasks require timely service of temporal data. 
2.2.2 Temporal Consistency 
Two time dimensions, valid time and transaction time are generally discussed in studies of 
temporal database systems[37]. In this paper. we adopt the following definitions. Valid time 
denotes the time point at which the fact gets true in the real world, while transaction time 
denotes the time point at which the fact is stored in a system. In data acquisition, the 
difference between the valid time and the transaction time of a data item must be so small 
that they can be regarded as degenerated[37]. 
A temporal database system which stores data continuously varying must be temporally 
consistent as well as logically consistent. \i\1hile serializability is the main correctness criterion 
in logical con i tencv. temporal consistency is based on a validity interval[40]. Temporal 
consistency has two components. 
• Absolute consistency means the difference of the valid (or transaction) time of a con-
tinuous data item from the current time must be smaller than or equal to the absolute 
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validit:v interval of the data ite1n. 
• Relative consistency means data iten1 values needed for the deriYation of another data 
ite1n value must be consistent with their ages[55). 
Ramamritham defines temporal consistency[40]. A set of a derived data item and data 
items used in the derivation form a relative consistency set, which are associated with a 
relative validity interval. Since all elements of the set have similar age values in [40] . the 
difference between the valid times of any two elements must be smaller than or equal to 
the relative validity interval. However , in plants, some values are derived from values of 
different ages. Suppose a furnace whose temperature is sampled every second and which is 
regulated based on the temperature values acquired in the recent 60 second. Each value of 
the temperature must be acquired in a short duration which starts from the top of every 
acquisition period. 
We add a tiny modification to the definition. Let CT be the current time. For continuous 
data item d whose acquisition period is u, let dvt and avi(d) denote the valid time and the 
absolute Yalidity interval of d. respectively. Furthermore. assume that d is an element of 
relative consistency set R, and rvi(R) denotes the relative validity interval of R. dis correct 
iff 
1. The value of d is logically consistent. 
2. d is temporall:y consistent, that is. 
Absolute consistency: 
(CT- dvt) :::; avi(d). (2. 1) 
Relative consistency: 
\:ld' E R.ldvt- (d~t + n · u)l :::; rvi(R). (2.2) 
where n is an integer. 
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2.3 Guarantee for Real-Time Computing 
2.3.1 Rate Monotonic Analysis 
i\Iany scheduling methods haYe been studied to maintain the timing consistency. Liu and 
La,v land [26] have pre en ted a sufficient condition to judge ·whether a given periodic task set 
schedulable , i.e. , every task in the set finishes within its period. 
Suppose periodic and fully preemptable tasks have no interactions with each other. They 
are scheduled using fix priorities; a task of a higher priority can preempt a task of a lower one 
at any time. A priority is assumed to be assigned to each task according to the decreasing 
order of the period. The lowest priority is assigned to tasks which have no period. In other 
words those tasks are processed in background. For task Ti ( i = 1 2, . . . n). let Ti and Ci are 
the period and the worst case execution time of Ti: respectively. Let Pi 2:: P] if i < j. It is 
guaranteed that VTi finishes by its period if 
n C· 1 L _z :::; n(2~- 1). 
i=l Ti 
(2 .3) 
The judgment of the schedulability based on the above inequation is referred to as the rate 
monotonic analysis(Rl\~1A) [24]. It is known that the task scheduling based on the Rl'viA is 
pessimistic. Some of task sets are actually schedularable even if the above condition does 
not hold. 
\\Then some tasks arrive aperiodically: an analysis in the same way can be applied by 
regarding the periods of the aperiodic tasks as their minimum arrival interval. The analysis 
is referred to as the deadline monotonic analysis, which is a simple extension of the R IA. It 
is obYious that the task scheduling with the deadline monotonic analysis is more pessimistic 
than that '''ith the R~IA. 
Although the R~IA is pessimistic , it is one of a fe''" practical methods for the tasks ·h dul-
ing, because the preemptable scheduling based on fixed priorities are supported in mo t of 
COTS real-time operating systems. The real-time task scheduling based on the R~IA can 
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Figure 2.2: Priority Inversion Problem 
2.3.2 Priority Inversion 
Since the R ~IA assumes that all tasks have no interaction with each other , it must be 
improved to be applied to actual real-time systems. \Vhen a task shares a resource with 
others. the priority inversion problem occurs. 
Suppose that task Th of prioritv Ph shares a resource \vith task T1 of priority p1 v·:hich is 
lower than Ph. \\"hen the shared resource stores modifiable data, a mechanism to exclude 
simultaneous access by multiple tasks are necessary to maintain the logical consistency. 
\Vhile T1 updates the content of the shared datum. it hould lock the shared datum. Th 
which tries to access the shared datum later has to wait for T1 to unlock the shared datum. 
Although the lo,ver priority task takes a precedence over the higher priority one , the behavior 
of each task is predictable if Th and T1 which are related with the exclusion are designed so 
that the blocking time may be bound. 
The protocol. how ver , causes a serious problem when Tm locking the shared datum is 
preempted by task Trn of priority Pm which is higher than Pl but lower than Ph· as shown 
in figure 2.2. Since Tm preempts T1• it also block Th· In the figure : an arrow of a thick 
color means that the task is executed . while a pale arrow means the task is not executed. 
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Figure 2.3: Priority Inheritance Protocol 
is blocked by a lower priority task with which it has no interaction for an unpredictable 
time. The blocking time cannot be bound \vith the execution time of the tasks related with 
the exclusion. To avoid the priority inversion problem under the conventional exclusion 
protocol , tasks relevant to the exclusion have to be conscious of the behavior of Tm which 
has no relationships with the share datum. It makes the design of real-time systems too 
complicated. 
2.3.3 Priority Inheritance Protocol 
The priority inheritance protocol[39] is proposed to solve the priority inversion problem. 
Suppose task Th of priority Ph tries to access a shared datum which has been locked by task 
T1 of Pl· a lower priority than Ph· To prevent task Tm of a priority which is higher than p1 
but lower than Ph from preempting T1, the priority inheritance protocol makes Tt inheri t the 
priority of Th from the time of the access by Th to the time of t he unlock by T1, as shown in 
figure 2.3 . \iVhile the priority is inherited : Tm cannot preempt T1. When T1 unlocks t he shared 
datum. the priority of T1 returns to p1. Since the priority is lower t han Ph, Th can preempt 
T1. The blocking of a higher priority task by lo,ver priority tasks is caused by tasks related 
with the exclusion under the priority inheritance protocol. 
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The time in which a lower priority task blocks a higher priority one can be bound using 
the time necessary for the former to execute codes during the exclusion. \Yhen the worst 
case blocking time is bound , it has been proved that a task set is schedulable[39] if 
(2.4) 
where Bi is the \vorst case blocking time of task Ti by a task of a lower priority than Pi · 
2.4 Modeling of Time Dependent Data 
2.4.1 Data Items 
A DAS system handles data items in schemata. Data items are classified with two dimen-
sions. 
One dimension is the source of the data item value[37] . The value of a base data item is 
directly acquired from the real world t hrough a sensor , while the value of a derived data item 
is calculated from other data item values. 
The other dimension is whether a data item is continuous or discrete[23]. The dimension 
stresses how a value changes . A continuous data item represents the state of an external 
object which is always changing along with the time. The value of a continuous data item 
may become invalid over the course of the time. The value of a discrete data item does not 
change unt il it is explicitly updated . 
2.4.2 Scenes and Series 
Time dependent data used in t his paper represent value histories of data items in the real 
world . A scene and a series[47] are defined as time dependent data to represent value 
histories. 
A scene is a set of data item values combined with a t i1ne stamp. It represents that the 
data iten1 values are acquired at the time indicated by its t ime stamp. Since a scene includes 
a set of data item values , it i associated wi th a schema which is specific to each application 
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In the acquisition. a schema associated with acquir d scenes is referred to as an acq'u.isition 
schema. which is an internal schema in a DAS system. \rhen a client requests a DAS system 
to provide data item values, the client chooses data items relevant to its purpose. A schema 
used in the provision. \vhich i an external schema, i referred to as a provision schema. 
A series is a chronologically ordered set of scenes. In this paper, a series is represented by 
the succeeding elements: 
• basis b meaning a base time point, 
• ne meaning the number of scenes whose time stamp is earlier than b, 
• nl meaning the number of scenes whose time stamp is later than or equal to b, 
In the acquisition, a scene and its time stamp in a series indicate the acquired values and 
the acquisition time, respectively. In the provision, what a scene and its time stamp indicate 
varies with usages of the series. Suppose a series is used for monitoring of a continuous 
data item value. Monitoring usually requires a value history in a specific rate i.e., a series 
including one scene every rate. In the series, a scene and its time stamp show a representative 
value in one of intervals divided by the rate and the interval associated with the representative 
value, respectively. The time stamp of each scene should take a value to identify the interval 
rather than the precise acquisition time. On the contrary, for a value history of a discrete 
data item, the time stamp should represent the valid time of the data occurrence . The 
acquisition time is used for the time stamp. 
The mode of a series represents the meaning of scenes and time stamps in a provided series . 
There are three rate-based modes and one non rate-based mode. In rate-based modes, the 
i-th scene in a series indicates the representative value of the i-th one of intervals divided 
by a specific rate. \Vhen a series is requested in one of the rate based modes. an allovvance 
is specified to determine 'vhich scene indicates the representative value of a specific interval. 
For a series provided in a rate-based mode, let b: r. and a be the basis, the rate: and the 
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Figure 2.4: Series in Rate-Based Mode 
to indicate the representative values in the i-th interval , if 
b + i · r - a < t ~ b + i · r, (2 .5) 
where i is an integer such that -ne ~ i ~ nl- 1. \A/hen b is the current time and i is equal to 
0, scene s is the latest acquired scene. As it is shown in the figure 2.4, the three rate-based 
modes are the following: 
raw mode where the time stamp shows the acquisition time, 
aligned mode where the time stamp shov:.'s one of intervals divided by r. and the series 
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reformed mode where the time stamp shows one of intervals divided by r, and the series 
contains a null scene if any value is not acquired in the interval: 
In the rav,r mode, the time stamp in the acquisition is used in the proYision as it is. The 
time stamp of each scene is modified to b + i · r in the aligned mode and the reformed mode. 
A null scene is inserted between the fifth scene and the sixth one in the reformed mode. 
A client can request a series which includes all acquired scenes in the duration. In such 
a case, the series is provided in the non-rate based mode. The whole mode is the non 
rate-based mode. 
whole mode where the series contains every acquired scene with its time stamp represent-
ing the acquisition time . 
The figure depicts the provision of four scenes acquired after the basis in the whole mode. 
2.4.3 Joining Series 
A period appropriate to a continuous data item is adopted when its value is acquired pe-
riodically. Multiple series whose rates are different are joined to check relationships among 
value histories of various continuous data items. The outer join operation[6] is performed 
with the attribute of time stamps regarded as a key[see figure 2.5]. 
In the rate-based modes , the scene whose time stamp value is largest is selected for the 
interval shown in condition (2 .5), if multiple scenes are found in the interval. The allowance 
in condition (2.5) corresponds to the relative validity interval in condition (2 .2). Since the 
time stamp is set to b + i · r in the aligned mode and the reformed mode , original scenes are 
joined into a single scene for each interval. For the row mode: more than one scenes may 
be created in each interval. The our join operation sets null values attributes original scenes 
do not have. Series in the v.rhole mode is handled in the same way as ones in the raw mode. 
except that all original scenes appear in the joined result. 
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Chapter 3 
Guarantee for Firm Real-Time 
Acquisition and Service 
3 .1 Flexible Service during Real-Time Acquisition 
Recent plant systems require functions for information processing such as data visualization 
and data analysis as well as functions for control. As it is explained in section 2.1, a plant 
system usually consists of the two layers : the real-time system layer where real-time behav-
ior of each system component must be guaranteed for the controlling, and the information 
system layer which values fiexiblity such as easy (re)configuration of components and data 
interoperablity among components . Industry is egar for a DAS system as a server to pro-
vide process values for both control systems in the real-time system layer and information 
systems on open operating systems such as UNIX or \Vindows . The provision of data for 
the latter is important , because existing information systems greatly contribute to reduc-
ing implementation costs of the information processing functions. The DAS system must 
acquires data in the real-time system layer \Vithout any loss and provides the data for not 
only control systems but also information systems, according to their various requests . Since 
process value histories are important in the controlling, the DAS system should handle the 
data as temporal data\\ hich indicate process values and their valid time[9] [28][42] 
~ eedless to say, DAS systems must maintain the logical consistency for readingwritting 
of data managed in it. In addition to that, the DAS systems must maintain the timing 
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consisntecy that acquisition and provisiOn finish 'vi thin time constraints[22]. Ther are 
various activities which need the proces value histories in the real-t in1e system layer and 
the information system layer. DAS systems should also be equipped vvith fl exible retrieval 
functions to provide data suitable for each of them. Although a DAS systen1 propos d in [32] 
for avionics sy terns provides data during acquisition. it based on the producer and consumer 
model: it stops acquiring '''hen an internal buffers are full with acquired data because of delay 
of data provision. Studies on real-time databases focus on real-time handling of requests to 
update and retrive data aperiodically[l5][17][40]. 1Iothods proposed in the studies are 
hard to implement on COTS platforms at an acceptable cost. Recent plants are eager to 
DAS systems which support fl exible data service simultaneous with real-time acquisition[21]. 
This chapter starts with investigating problems to be addressed and tasks to be realized 
for t he connection of the two layers explained section 2.1. Flexible data sen·ice according to 
requests during real-time acquisition is discussed : which suggents an architecture specific to 
DAS systems. 
3.2 Connection of Two Layers 
3.2.1 Requirements 
In DAS systems which connect the real-time system layer and the informat ion system layer ; 
\\'e have to integrate passive service and active service with acquisition[see table 2.1]. To 
make the explanation simple, this chapter discusses the integration of passive service with 
acquisition 1 . For the integration. the following problems should be addressed. 
Timing consistency: In DAS systems the most important task is acquisition of base data 
item values. Data acquisition is no use unless the value of any base data item is 
acquired within its absolute validity interval. It is also important for programs in both 
in the real-time system layer and the information system layer to recognize the current 
status of the plant . The latest acquired data should be transmitted to the programs 
1The integration of acti\·e service is discussed in the succeeding chapter. 
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periodically. The timing consistency must be maintained for acquisit ion and service. 
To make plant systems dependable; we have to give a guarantee for these tasks to 
fini sh by the deadlines in the design phase. In other words, the de ign of DAS systems 
must be predictable. 
Flexible provision: A DAS system is expected to provide data with not only control sys-
tems in the real- t ime system layer , but also application in the information system 
layer . Especially, the applications such as data analyzers and graphical monitors re-
quest data in formats appropriate to their purposes . Retrieval functions of DAS sys-
tems must be flexible. Since the applications in the information system layer generally 
work on non real-time operating systems; they may sometimes fail to receive data DAS 
systems provide. Some means should be given for the failure. 
Multiple priorities: A DAS system is a component in a distributed system where many 
programs may request data at the same time. Some requests have to be processed 
urgently, while other do not. In a DAS system, an urgent request which arrives later 
must be able to take a precedence over those have been processed. 
Portable system: Any DAS system which needs a special platform is not acceptable for 
industry which are sensitive for costs. DAS systems must be portable· they should be 
able to work on multiple platforms , including hardware and operating systems. For 
example. a DAS system dependent on a specific operating system is not preferable; 
because upgrades of the operating system may compel the modification of the DAS 
system. In thi sense the middleware approach[2] is effective to construct a DAS 
system. 
3.2.2 Three Kinds of Tasks 
DAS systems must provide the flexibility in addition to maintaining the timing con istency. 
From the ,·iew points of these requirements , it is significant to investigate essential tasks in 
DAS systems. They are classified into the three categorie : 
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1. acquisition of scenes and their management for a long time, 
2. periodic ervice of the latest scene. and 
3. on-demand service of a series in an arbitrary duration. 
Requirements for maintaining the timing consistency are strongest in the first categories. 
Data acquisition should be successfully completed by a deadline. The deadline corresponds 
to absolute validity interval associated with the data item. Data item values must correctly 
represent current plant status. Deadlines for acquisition must be not only firm but also 
short. Once process values are acquired within deadlines , temporally correct data can be 
retrieved using the time stamps. Data item values acquired with the timing consistency 
enable to maintain relative temporal consistency. Requirements for maintaining the timing 
consistency in the second category are stronger than those in the third , but weaker than 
those in the first. DAS systems periodically transmit the latest acquired data to clients 
in the real-time system layer and the information system layer. Transmission in a shorter 
period than the acquisition would be useless. Delay in graphical presentation of acquired 
data to operators is not critical as described in [32]. The third category requires little in 
maintaining the timing consistency. There are few urgent tasks for the on-demand service . 
Clients usually request to retrieve past series for the on-demand service, and rarely impose 
deadlines on retrieval of the series. 
On the other hand requirements for the flexibility get stronger in the order of the cat-
egories. \i\ e can determine, in advance , all data items to be acquired and almost all data 
items to be periodically transmitted , as well as their periods. Applications which require the 
on-demand service, however. need series of various schemata in various rate. 
3.3 Predictable Design with Circular Areas 
It is hard to realize architectures '''hich studies on real-time databases propose on COTS 
platforms. This paper proposes an architecture specific to realization of tasks essential to 
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DAS systems for plants ; which enables a DAS syst em to be implemented as a middleware 
on COTS platforms. 
3.3.1 Multi Thread Object with Two Ports 
A multi thread object[20] is proposed as a paradigm to construct a modularized real-time 
server. A multi thread object consists of more than one threads and a shared memory 
between them. It receives a request from a client , and executes methods to accomplish the 
request. 
A server constituted by a single thread is not desirable for real-time applications because 
it prevents an arrival of a high priority request from preempting calculation for a low priority 
request which has arrived earlier. A multi thread object solves the problem using two kinds 
of threads: a chief thread and working threads. The chief thread determines a method 
to accomplish a request when it arrives. It does not execute the method but entrusts the 
execution of the method to one of working threads so that it may immediately check whether 
another request arrives or not. The working thread accomplishes the request by execution 
of the method. Each working thread is scheduled based on its priority. An urgent request 
is accomplished by a high priority thread : which may preempt preceding calculation by a 
lower priority thread , in order to finish the request earlier. 
To acquire data exchanged in the real-time system layer interfering control systems as 
little as possible , the multi thread object should be modified without loosing the functions 
to accomplish request according to their priorities. As shown in figure 3.1 , two kinds of ports 
are equipped: ones for acquisition from control systems , and the others for communication 
with clients. 
A port for acquisition is implemented with either a memory mapped device which looks 
like a shared memory with control systems , or a queue to v;rhich control S) stems post data. 
If a memory mapped device is used, a relationship of a control system to the multi thread 
object can be regarded to the writer-reader model[27]. On the memory mapped device , 
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Figure 3.1: Multi Thread Object 
memory inside the multi thread object. The multi thread object can acquire data without 
interfering activities of control systems. If a queue is used , a relationship of a control system 
to the multi thread object can be regarded to the producer-consumer model[27]. Data are 
dequeued on the queue by a thread in the multi thread object . The dequeuing task by 
the thread is scheduled so as to prevent the queue from getting full. ~hat control systems 
have to be conscious is only posting data to queue. The multi thread object minimizes the 
interference of activities of control systems. 
The multi thread object works as a server for clients. A port for communication with 
clients is implemented with a queue. When a client send a request to the multi thread 
object , it waits for a response. The chief thread in the multi thread object gets the request 
and forward it to a working thread, which sends a response after it accomplishes the request . 
3.3.2 Two Level Circular Storages 
To hold temporal data as scenes for a long time, circular storages are equipped with the multi 
thread object. As it is pointed in [32] and [45]: they constitute two level circular storages : 
ring buffers in the main memory to hold recent scenes and contiguous disk areas to hold 
past ones. The contiguous disk areas also configure a circular storage far bigger than a ring 
buffer. 
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Figure 3.2: Two Level Ring Structure 
When a thread in the multi thread object acquires data from a port for acquisition , it 
forms a scene , by attaching a time stamp indicating the acquisition time to the data. The 
scene is written on a ring buffer in the main memory. Since scenes are acquired continuously, 
the latest acquired scene overwrites the oldest scene on the ring buffer. For fear old scenes 
should disappear , a thread for saving duplicates a bunch of scenes on the ring buffer in one 
of contiguous files on a disk before they are overv>ritten. as it is shown in figure 3.2. The two 
level circular storages allow to cache recent scenes in the main memory and to store many 
past scenes in disks for a long time. 
3.3.3 Predictability with Partial Exclusion 
Since acquisition tasks and retrieval tasks share circular storages, their access must be 
arbitrated with a mutual exclusion mechanism. If a retrieval task which make a long access 
to a circular storage excluded an acquisition task during all access time, the acquisition task 
may fail to write the latest acquired scene to a ring buffer. To avoid the problem, '"e should 
note that only one scene on the ring buffer is overwritten at any time. Each thread to execute 
a task locks not the whole circular structure but the management tuple , using a semaphore 
based on the priority inheritance protocol[39]. The management tuple indicates the scene 
being overwritten [50]. The management tuple holds the time stamp of the latest scene and 
its position in the ring buffer. It also indicates the last scene which has been duplicated in 
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a contiguous file. as it is shown in figure 3.2. 
\Yhen the latest ten1poral seen are ready to be written into a ring buffer , the thread to 
writ e the latest scene locks the management tuple during it accesses the ring buffer. After 
th thread updates the management tuple. it releases the lock. 
For the consistencv of scenes to be read from a ring buffer , each thread locks the man-
agement tuple. A thread to retrieve scenes from a circular area locks the management tuple 
before the access. It releases the lock as soon as it finishes reading the management tuple. 
Since it locks the management tuple only at initial time, it does not interfere threads for 
tasks of higher priority. There are two kinds of retrieval services: the periodic service and the 
on-demand service. Csing the management tuple , a thread for for the periodic service finds 
the position of the scene the acquisition thread has just written. A thread for the on-demand 
service or the best-effort notification service uses the management tuple to calculate which 
scenes are expected to be stable on the ring buffer at that time. Threads for the retrieYal 
services read the two kinds of scenes from contiguous files: those have been overwritten on 
ring buffers and those are likely to be overwritten. 
The management tuple is so small in size. It is excluded based on the priority inheritance 
protocol explained section 2.3.3. The blocking time of each thread by threads of lower 
priorities can be small and bound. which allows the R~1A can be applied to give a guarantee 
that all tasks finish by their deadlines. A DAS system can be constructed so that its timing 
behavior may be predictable. 
3.3.4 Reading In Background 
There are requests of various priority. A higher priority request which arrives later should 
take a precedence over lower priority requests which have arrived earlier. A task for retrieval 
of a low priority may be preempted manv times by other tasks. The ta k gets the contents 
of the management tuple at initial time. Since it is processed in background , it can be 
preempted in any time , as far as it makes access to ring buffers. It, however , cannot be 
preempted during disk access. Retrieval of a long series from a disk is accomplished b) 
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repeated read operations for s1nall size of data on a disk , so that tasks of higher priorities 
can preempt the retrieval task making access to a disk. Every after the read operation . the 
retrieval task checks whether tasks of higher priorities vvait the disk access . If anyone waits. 
the retrieval task yields. 
A scene read by a retrieval task might be inconsistent , because a thread for acquisition 
may overwrite the scene. The inconsistency is detected using a time stamp, and compensated 
with the scene duplicated in a contiguous file. When a scene being read is overwritten , the 
time stamp of the scene is inconsistent with its expected value. After a retrieval task reads 
a scene from a ring buffer, it checks the time stamp of the scene. If the time stamp is 
inconsistent , the retrieval task reads the scene again from a contiguous file. 
3.3.5 Flexible Provision 
There are various clients in a plant system constructed in a distributed way. Some control 
systems request the periodic service of the latest scene. Applications in the information 
system layer may need a long series on specific process values to analyze quality of products. 
It is necessary for provision methods to be described so as to provide time dependent data 
suitable for client purposes . 
A provision method consists of a part to retrieve data based on an acquisition schema 
from the circular storages and a part to convert retrieved data to data based on a provision 
schema. "ith the exclusion mechanism, the logical consistency on the data to be retrieved 
are maintained in the former part. The latter part is realized with procedures independent 
from the former part. A precise estimation of the execution t in1e of the procedures enables 
the R.1A to be applied for the maintenance of the timing consistencv. 
Clients specifies a provision schema in the request to retrieve a series. To make a series 
to be provided scenes based on the specified provision schema is retrie' ed fron1 the circular 
storages one by one. Some of the specified provision schema are associated with more than 
one acquisition schemata. The construction of a scene based on the provision schema needs 
retrieval of all scenes based on the associated acquisition schemata while each circular 
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storage corre ponds to a single acquisition schema. In a provision method, all scenes based 
on the associated acquisit ion schemata are retrieved from corresponding circular storages. 
The scenes are joined accord ing to the method explained in section 2.4.3. Data items are 
elected from the joined scene to construct a scene based on the specified schema. A series 
to be sent for the client is created by the repetition of the above sequence . 
3.4 Real-Time Data Server 
The acrchitecture explaind the previous section enables to design a DAS system, Real-Time 
Data Server(RTDS)[51]. This chapter explains a prototype of RTDS which realizes 
• the acquision inclusing 
the periodic acquisition, and 
the aperiodic acquisition , 
• the passive service inclusing 
the periodic service and 
the on-demand service . 
in the fuctions shown in table 2 .1. Figure 3.3 depicts the components of the prototype. 
3.4.1 Guarantee for Timing Consistency 
The protptype is a multi thread object which contains circular storages . Accesses to a 
circular storage are arbitrated with the managment tuple. Each thread in the prototype has 
a priority determined by the R fA. 
The preseice estimation of the execution t ime and the blocking time of any task is necessarv 
to apply the Rl\1 A. \\hat causes the blocking in the prototype is nothing but the exclusion 








Figure 3.3: Components of RTDS 
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3.4.2 Acquisition and Saving 
An acquisition thread gets Yalues of base data items from a port for acquisition. For the 
periodic acquisition. a timer activates the thread, which reads the memory mapped device to 
get the base data item values . The acquisition period is determined according to the absolute 
' Talidity interval of the base data items. For the aperiodic acquisition. the execution of the 
thread is initiated with an arrival of data to the queue implementing the port. To apply the 
RiviA , an aperiodic acquisition task is regarded as a periodic task whose period is detemined 
by the minimum arrival interval fo the data. The acquisition thread calculates the values of 
derived data items from data item values which have been acquired. The acquisition thread 
put these data item values with a time stamp on the ring buffer , overwriting the oldest scene. 
When a predefined number of scenes are acquired, the acquisition thread triggers the 
saving thread: which duplicates the scenes in a contiguous file before they are overwritten. 
3.4.3 Method Execution Accoding to Requests 
A request from a client is sent to the receiver thread with a socket based on the lJDP /IP 
protocol. The receiver thread posts the request to the queue for the chief thread, which 
assigns the request to one of working threads. 
vVhen the periodic service is requested , a working thread is periodically activated to create 
a series containing a single scene which holds the latest acquired value. To enable for various 
periods to be specified , multiple working threads are prepared for the periodic service as a 
thread pool. 
Since tasks for the on-demand serYice have no deadline , a single working thread is prepared 
for the service. \Vhen the chief thread posts a request to the queue for the on-demand service: 
the working thread starts to retrie' e scene so that it may create a series based on a specified 
provision schen1a in a specified rate. 
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3.4.4 Responses 
There are requests of various priorities. To send their responses to clients according to the 
priorities , the prototype is equipped with more than one transmission queues , each of which 
has a unique priority. A series created by a v.rorking thread is sent to one of the transmission 
queues. 
When several responses waits to be sent in a queue, they should be processed successively 
as far as there is no waiting response of a higher priority. If only a single transmitter was 
prepared for each transmission queue, a lower priority transmitter which is ready to sent a 
response could precede a higher priority transmitter which has several responses to be sent 
when the latter transmitter finishes the transmission of one response. As a solution of this 
problem, a pair of transmitters are allocated to each transmission queue. When one of the 
pair finishes the transmission , the other one can immediatetely start the transmission. The 
pair for a transmission queue prevents a lower priority transmitter from preceding a higher 
priority transmitter. 
3.4.5 Client Stubs 
The interaction between RTDS and its clients based on the server-client model. To make use 
of the RTDS functions , clients call its stub routines. In the case of the periodic service , for 
example. a client first calls a stub routine to request RTDS of starting the periodic service. 
RTDS sends an acknowledement responce to the client if it can afford to serve. Next , the 
client waits for a series to be sent by RTDS, using another stub routine which will block its 
execution until a series arrives. 
Since a socket based on the UDP /IP protocol is used for the communication between 
RTDS and a client, RTDS cannot send data of larger size than the limit determined by the 
protocol. \Yhen RTDS send a long series. it breaks the series into small chunks, from which a 
client stub routine assembles a series. Clients do not have to be conscious of the asse1nbling: 
because client stub routines hide it . 
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Although RTDS can transmit series without any failure. clients in the information syst m 
layer do not necessaril~· get all the chunks. -ote that clients in the information system layer 
1nay fail to finish tasks by their deadlines becau e the clients work on non real-time operating 
s~·stems such as U IX. \\'hen a client fails to get a chunk. t he chunk may be overwritten by 
a ne\Y one. Since RTDS cannot detect the receipt failure, it attaches a sequence number to 
each chunk sent to the client. The check of the sequence number in received chunks enables 
a client stub routine to find a failure in receipt of the preceding chunks. The client which 
fail to receive a whole series may issue a request to send the series again, if necessary. 
3.5 Evaluation for Predictability 
Here, an experiment result is presented to prove RTDS provides the predictability for the 
timing consistency. For the simplicity, let us refer to the number of data items in an ac-
quisition schema as the acquisition size. The experiment investigates the schedulability of a 
task set in RTDS under various combinations of the acquisition size, the acquisition period , 
and the number of threads for the periodic service. First , the R~1A is applied to predict 
the minimum acquisition period under which the real-time data server is schedulable for the 
given combinations of the acquisition size and the number of periodic service threads. The 
prediction is verified with an experiment on the prototype of RTDS . 
3.5.1 Experimental Environment 
A prototype of RTDS is constructed on a COTS real-time operating system, Lynx386 , which 
is compliant with POSIX 1003.4. In this experiment, in order to make it easy to modify the 
acquisition size, an emulator thread is used to generate process values, instead of acquiring 
them from a plant. The emulator thread vvorks in the same period as the acquisition thread . 
Each data item in the acquisition schema is 64bit in data length. Each periodic service 
thread provides a series which has a single scene consisting of three data items every second . 
The periodic service threads are created one by one to knovv when the prototype is not 
schedulable. The load of the periodic service threads is so small that the main memory 
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overflows before the prototype reaches its lirni t in the scheclulability. Therefore. an extra 
looping load is add to each of the periodic service threads. The CPU time spent for one 
period of the periodic service is 11.2msec without the extra load and 161.2msec with the 
extra load. The working threads in this experiment are emulator t hread Te, acquisition 
thread Ta, saving thread T5 , receiver thread Tr, transmitter thread Tw. To, chief thread Tc 
and periodic service thread Tp. We set the period of each periodic thread as 
T ( Tp) = 1 OOOmsec , 
where T( T) is the period of thread T. Posting a series by Tp to a transmission queue activates 
transmitter thread Ttl, which has to send all series within T(Tp)· Therefore , T(Ttl) is equal to 
T(Tp)· The minimum interval times[12) of Tr, Tc, Tw are regarded as Tmsg which is a minimum 
arrival interval of requests for starting the periodic service. In this experiment, T msg is set 
Table 3.1 shows the CPC time, the period , and the priority of each thread when the 
acquisition size is 255 . The CPU time means the time spent in the one period execution of 
threads other than T0 . The CPU time for Tt 1 means the time spent for the transmission of 
one series. 
3.5.2 Prediction and Verification 
In this experiment, the five kinds of threads are working; the acquisition thread , the saving 
thread, the periodic service threads , the transmitter threads to transmit series, and the 
emulator thread. Threads in a real-time data server are blocked only when they access the 
circular storage . The blocking time is small enough to be neglected. 
Suppose that there are m periodic ervice threads. A set of threads in the prototype is 
schedulable if 
C(Ts) + C(Ta) + C(Ts) + C(Tn) + m. C(Tp) :::; (m + 5 )(2rn~5 _ 1). T(Ts) T(Ta) T(T .) T(Tn) T(Tp) (3.1) 
42 
Table 3.1: CPU Time. Period. and Priority of Thread 
Thread 
CPU Time Period Priority (msec) (msec) 
Emurator n inn 20 I 
Acquisition 0 R40 20 2 
Saving 42.7 200 3 
Receiver 0.0150 1000 4 
iRes pons~ 0.0812 1000 6 Transmitter 
tRetrieval 0 .0812 1000 8 
Mother 0.0120 1000 5 
Periodic Reading 161.2 1000 7 
The left side of the inequation corresponds to the utilization of the CPU[26]. \Vhen m = 3, 
the value of the right side of the inequation is 72.86%. Let r the acquisition period. The 
values of the left side are 84.11 o/c and 66.25% when r = 10msec and r = 20msecl respectively. 
Therefore , the acquisition period which guarantees the schedulability of the real-time data 
server is 20msec. 
Similarly, the acquisition period under which the task set is guaranteed to be schedulable 
is calculated ) letting the acquisition size be 31, 63, 127, 191, 255, 319, 383, 447, and 
511. The calculation is done for two cases; in one case, the number of the periodic service 
threads is 3 and 4 in the other one. The dotted line in figure 3.4 shows the result of the 
calculation. The results presents the prediction of the acquisition period under ·which the 
prototype of RTDS will be schedulable. Since condition (3.1) represents a very pessimistic 
condition[46], an actual real-time data server is expected to be schedulable even in a shorter 
acquisition period than the predicted one . 
The minimum acquisition period under which the task set in the prototype is actually 
schedulable is presented by solid lines in figure 3.4. The figure sho-vvs that th actual pro-
totype of RTDS is schedulable in the acquisition period which is shorter than the predicted 
one. This verification reveals that RTDS can be designed with predictability, if the CP 
time of each thread is known. 
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Figure 3.4: Prediction with R 1A and Experimental Results 
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3.6 Server for Supervisory Control 
This chapter explains the design of a prototype of Real-Time Data Server(RTDS). RTDS 
acquires data frorn plant without loss. \iVhen it receives request from a client: it vvorks as a 
server to provide the client with the acquired data in the form of series. 
The schedulability of RTDS can be predicted with the R 1A: because the blocking time 
of threads is bound. The prediction of schedulability is verified with an experiment on an 
actual system. 
The service of data according to requests during real-time acquisition is an essential func-
tion for DAS systems for supervisory control. Viewed from control systems, RTDS works 
as a data logger. It , however: works as a server from the view point of the clients in both 
real-time system layer and the information system layer. 
In supervisory control , we have to note that reactions for state changes in a plant are 
indispensable functions : which are not included in RTDS explained in this chapter. In the 
next chapter. the prototype explained here will be improved to a middlev.,rare which provide 
active service as well as the passive service during the real-time acquisition. 
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Chapter 4 
Real-Time Reactions According to 
Data Freshness 
4.1 Reactions in Supervisory Control 
Keeping real-time data acquisition abilities: many plant engineers want to enhance the DAS 
middleware systems so that they can detect predefined state changes in a plant for reactive 
works . There are many kinds of stage changes . Some of them require urgent reactions whose 
response time from the occurrence of the state changes to the notification must be short and 
bound. Others needs unpredictable time to detect and notify them. To detect any state 
change instantly, various conditions to detect specific changes should be evaluated every 
acquisition. The unpredictable consumption of the CPU power would degrade guaranteed 
acquisition ability: \vhich is most important in DAS systems . 
In industrial applications: it is important to detect state changes and react them. \ arieties 
of timing consistency constraints in a data acquisition system are discussed in [32]. In [8], a 
static scheduling analysis is applied for real-time acquisition . Although these works deal with 
consistency in real-time tasks, they do not discuss the detection of specific state changes in 
a plant and reactions v. hich follows the detection . The concepts of active databases[29][62] 
are useful for reactive tasks. However , as [40] and [54] point out : previous studies of active 
databases neglect real-time transactions . Although the sporadic server[56] can integrate t he 
active tasks with real-time tasks j it is difficult to implernent on COTS platforms. Since the 
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sporadic sen·er assigns the available CPU time to each task according to its consumption. 
Its implementation needs modification of kernels . 
Handling all tasks in a uniform n1anner ·would make it infeasible to give a guarantee for 
n1aintaining the timing consistency[40] [14] on COTS platforms. In this study the timing 
consistency constraints are relaxed using the following characteristic in supervisory control; 
the fresher the data, the more strict the timing constraints in handling the data. Reflecting 
the characteristic specific to the domain , the essential mechanisms of the prototype explained 
in the previous chapter is enhanced to the ActiveRI G model[52] which incorporates ECA 
mechanisms into circular storages. The ActiveRING model has the following features. 
1. The ActiveRING model caches fresh data on the circular storages at any time. 
2. The ActiveRING model provides an ECA mechanism cognizant of its time consumption. 
3. The ActiveRI G model sets deadlines according to data freshness. 
The ECA mechanism in the ActiveRI G model values ECA rules which uses only the latest 
data. The ECA mechanism executes these ECA rules after every acquisition. Some of 
them realize the urgent notification as firm real-time tasks , whose execution time can be 
bound. Others trigger reactions which need recent data. Soft deadlines can be assigned to 
the reactions , because the recent data are cached. 
Based on the ActiveRING modeL Real-Time Data Server(RTDS) is redesigned as a middle-
ware to integrate reactions for state changes with real-time data acquisition. Many instances 
of RTDS work in numerous plants for steel mill , sewage disposal , and tunnel ventilation. 
4.2 Characteristics in Real-Time Active DAS System 
To integrate reactive v.rorks ,,·ith real- t ime acquisition and service on COTS platforms. let 
us investigate characteristics of the tasks enumerated in table 2.1. The investigation for the 
acquisition and the passive service contributes to prototyping RTDS in the previous chapter. 
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Table 4.1: Characteristics of Tasks in DAS System 
Task Handled Data Value Success 
No value 
Acquisition Latest scene if it does not finish Necessary 
by its deadline 
Periodic No value 
~ Service Latest scene if it does not finish Necessary 
.... by its deadline 
"Vi 
fiJ 
~ Series in Q.. On-Demand Value independent of 
an arbitrary Service duration the finishing time Preferable 
Service 
Real-Time No value 
Notification Latest scene if it does not finish Necessary ~ by its deadline 
.:: 
ti 
< Best-Effort Some values 
Notification Recent series even if it does not Necessary 
finish by its deadline 
Special attentions are paid for the active service to enhance RTDS to a real-time active DAS 
system. 
4.2.1 Secure Acquisition 
In DAS systems for plants , the most important task is acquisition of data item values . To 
maintain the absolute temporal consistency, acquired data item values must be so fresh that 
they correctly represent current plant status . In other words, it should be guaranteed that 
any acquisition task for a data item value is successfully completed by a deadline[see table 
4.1]. Since the time stamp is attached to a scene at the time of the acquisition: it represents 
a transaction time. The difference of the transaction time from the valid time should be 
so small that they may be degenerated in practical usages of DAS systems. Deadlines for 
acquisition must be not only firm but also short. 
4.2.2 Passive Service 
According to requests from clients , the periodic service is activated every specified period. 
Suppose a controller which periodically determines its behavior from the latest input data. 
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A task in a DA.S system mu t periodically transmit the latest acquired values of some 
continuous data items to the controller. The value of the task would be degraded to 0 unless 
every transmission finishes within its period. The periodic transmission must always succeed, 
so that the controller should work correctly. Since almost all clients request the latest scene 
for the periodic service. we restrict data used in the periodic service to the latest scene as 
shown in tabl 4.1. 
The on-demand service activated by clients cannot handle reactive tasks . There are few 
urgent tasks for the on-demand service. Clients usually request to retrieve past series for 
the on-demand service, and rarely impose deadlines on retrieval of the series. For example, 
a program to improve product quality may analyze reference and feedback values for all 
billets milled during one month. Values of tasks in the on-demand service seldom vary on 
the completion timing of the tasks . Tasks to retrieve past data have no deadlines. 
4.2.3 Real-Time and Best-Effort Notification 
DAS systems are expected to detect state changes in a plant and notify clients of them with 
values of relevant data items. Since a failure of notification leads to wrong control activities. 
notification should always succeed . There are two kinds of reactions: urgent ones and ordinal 
ones. Through the development of numerous supervisory control systems: we have got the 
following empirical knowledge: 
• real-time notification tasks can be assumed to use only the latest scene, and 
• best-effort notification tasks would impart some values even if they do not finish by 
their deadlines. 
The real-time notification is used for urgent reactions. Plants are generally equipped with 
specific sensors to detect significant state changes needing urgent reactions by means of only 
the current values of data items. Suppose a controlling system of a steel mill plant needs to 
be notified of billets· movement. \Vhen a billet moves a specific sensor changes its output. 
The output is acquired as the latest Yalue of a data item bv a DAS system: which can detect 
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the state change. To react the state change immediately. current data item values relevant 
to it should be notified within a limited time. 
There are also state changes which may be detected and reacted in a best-effort manner. 
Such changes are covered by best-effort notification tasks, which would usually handle not 
only the latest scene but also scenes around the change, i.e. , a recent series. As an example 
of the reaction in a best-effort manner , suppose a controlling program which calculates the 
mill pressure with a mathematical model. Multiple recent value histories are accumulated in 
the model to prevent a deviated value history from affecting it. For following milling times, 
the program modifies the model with a history of feedback values related to the billet milled 
in this time . The completion of a milling activates a task to serve the feedback value history 
in the milling to the program. The service by the next milling imparts a great value , because 
the result of the nearest milling is reflected. The task , however , does not lose all of its value 
even if it does not finish until the next milling. An example of the detection in a best-effort 
manner is to find symptoms implying possible future abnormal states. The aim is to call 
operators' attentions . Through many experiences, operators know various symptoms, but it 
is an intolerable burden for them to keep staring a monitor not to miss any of the symptoms. 
As in an example in [48]: some symptoms are represented by conditions specifying how a 
plant transits states as the time proceeds. Suppose a case where the temperature of a 
heated billet has not reached a target value, although the heater temperature has stayed in 
a preferable range for m minute. DAS systems have to detect these symptoms using series 
in a recent duration. 
The best-effort notification which finishes earlier imparts a greater value than ones which 
finishes later. The best-effort notification , ho\~'ever, should not be processed as a firm real-
time task: because it would consume much CPG power to be used for the real-time noti-
fication. To avoid degradation of real-time notification ability, the best-effort notification 
should be processed in a different priority from that for the real-time notification. 
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4.2.4 Data Freshness 
In plant superYisory control, fresh data are significant. The freshness dep nds on the dif-
ference of the acquisition time from the the current time. For the simplicity, any acquired 
data item i assumed to be included in a single acquisition schema. Let acquisition schema 
s contain data item d. Suppose scene ai which is associated with and whose time tamp 
is time(ai)· Let the current time be C. The value of d recorded in ai is fresher than the one 
recorded in aj iff 
( 4.1 ) 
A DAS system acquires data item values from a plant and combines them with the time 
stamp to make a scene. It stores the scene as the latest one. On the other hand , applica-
tions in the information system layer requires the periodic service more frequently than the 
on-demand service. \Vhen the state of a plant changes, control systems needs temporally 
neighboring scenes around the change. Through many experiences, we have found that the 
access in a DAS system is strongly localized to fresh scenes. 
Because of the locality of the reference, recent scenes should be cached to improve the 
access speed to them. As it is pointed in [32] and [45]: a circular area which consists of two 
level storages is provided to store scenes according to their freshness. The latest scene which 
has been acquired overwrites the oldest scene on the circular area in the main memory. A 
bunch of scenes in the main memory is duplicated in one of contiguous files on a disk before 
they are overwritten. The two level circular storage allows to cache recent scenes and to 
store manv past scenes for a long time. With a middleware which hides the conjunction of 
the two level circular storage, retrieval tasks can access scenes without being conscious of 
the physical location of a specific scene . 
In a DAS system, it is also important to maintain the timing consistency. For this purpose, 
\Ye apply the R IA to task scheduling in a DAS system. The task scheduling based on the 
Rl\IA would be pessimistic vvithout precise estimation of the execution time of each task. 
Firm deadlines should be assigned to tasks for the acquisition, the periodic service, and real-
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time notification service. Since these tasks handles only the latest scene, we can precisely 
estimate the execution time. A DAS system. however. has to retrieve series which contain 
numerous scenes for the on-demand service and the best-effort notification ervice. It is not 
practical to assign a firm deadline to a task which retrieves an arbitrary number of scenes 
because the worst case execution time is tremendously large. I'\either the on-demand service 
nor the best-effort notification service should not be realized with a firm real-time task. 
These tasks should be processed in background. This scheduling scheme causes any problem 
for tasks for the on-demand service, because they seldom impose deadlines. For the best-
effort notification service, soft deadlines should be assigned to tasks. Recent scenes which 
are necessary in the best-effort notification service are cached in any time. The RMA which 
is pessimistic in the scheduling leaves much CPU power for background processing. The 
execution time of tasks for the best-effort notification service is so short that they are rarely 
preempted by tasks of higher priorities. The response time in the best-effort notification 
service can be estimated with the number of handled scenes in advance. VvTe can statistically 
guarantee that a best-effort notification task finishes by a soft deadline. 
Nlaking best use of the characteristics mentioned in this section we construct a DAS 
middleware in the following way. 
• Recent scenes are cached. 
• Deadlines are assigned to tasks according to the freshness of scenes handled by the 
tasks : 
4.3 
- firm deadlines for tasks to handle the latest scene, 
soft deadlines for tasks to retrieve recent series, and 
no deadlines for tasks to request past series . 
Model Based on Data Freshness 
Reflecting the characteristic sp cific to DAS systems, the active service is integrated with 




Figure 4.1: ActiveRING Model 
of RTDS explained in the previous chapter is enhanced to a computational model for a 
real-time active DAS middleware. 
4.3.1 ActiveRING Model 
As a computational model for a DAS middlevvare , we propose the ActiveRING model \vhich 
cashes recent scenes and assigns a deadline to a task according to the freshness of scenes 
handled by the task. The ActiveRING model incorporates an active mechanism into a circular 
storage. 
As figure 4.1 depicts , the ActiveRING model consists of areas which hold temporal data 
and objects which has methods to realize the functions shown in figure 2.1. 
There are three kinds of areas: input areas from which data are acquired. circular areas 
in which scene are stored, and output areas to which series or data calculated from them 
are written. \Ve assume that data from the real-time system layer are ·written in the input 
areas, maintaining the absolute temporal consistency. For example . the input area can be 
implemented either by a memory-1napped device to hold data sent from sensors like an 
interface board of the data highway [44] or by a queue to receive messages from a sensor. 
\ alues acquired fro1n the input area constitute a scene combined with a time stamp which 
represents the acquisition time. A circular area holds continuous scene arranged according 
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to their time stamps, with the oldest scene overwritten hv the latest one. In plants , values 
of various data items are acquired. A single circular area is prepared for continuous data 
items \vhich have the same acquisition period. Circular areas for discrete data items are 
separated from ones for continuous data items ) because values of discrete data items are 
acquired aperiodically. Output data for clients are written on the output areas. 
The ActiveRING model has three kinds of objects. It may have multiple acquisition objects 
and provision objects. There is a single chief object which assigns a retrieval request of a 
series to one of provision objects. Once the chief object assigns a request to a provision object, 
it interferes with neither acquisition objects nor provision objects. Acquisition objects and 
provision objects repeat a sequence of reading data from one area, computing new data if 
necessary, and writing data to another area. The flow of data is one way; read operations 
are never interleaved with any write operation . Note that the two kinds of objects share 
only data in circular areas. As long as they make no access to circular areas, they can work 
independently. 
In the ActiveRING model , a circular area is associated with an acquisition object. In each 
acquisition object. an event activates a method to acquire data item values based on an 
acquisition schema. Events for periodic acquisition are sent from a timer , while arrival of 
data from outside to a queue is regarded as an event to activate aperiodic acquisition. An 
acquisition object has an acquisition mechanism and an active mechanism. The former is 
realized with acquisition method tailored for a specific acquisition schema, which consists 
of base data items and derived data items. The acquisition mechanism acquires base data 
item values from the input area and calculates derived data item values from them . Like a 
differentiation of the present value from the previous value , the acquisition mechanism may 
derive current data item values with scene which have been acquired . The active mechanism 
based on the ECA model[29] [62] reacts state changes in a plant . An active mechanism 
contains ECA rules , each of which is a pair of a condition on the latest acquired data and 
an action to be executed when the condition holds . The condition of all ECA rules are 
evaluated every acquisition, to find state changes immediately. \Vhen a condition holds an 
action associated with it is executed to notify the state change of clients. The state change 
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is notified in either of the follo,ving ways. The active mechanisn1 writes data calculated with 
the latest scene in to an output area for itself, or it issues a request to the chief object. The 
former direc tly notifies the client of the state change. \vhile the latter causes one of provision 
objects to retrieve a series around the state change so that the client may be notified of the 
state change along 'vith data calculated with the series. 
On reception of a request , the chief object chooses a provision object and forward the 
request to the provision object. If it receives a request for periodic service of the latest 
scene the chief object sets a timer to activate a provision object every specified period. 
A provision object has methods specific to provision schemata. On receiving a request , a 
provision object executes one of methods to retrieve a series based on a provision schema 
specified in the request. An output datum calculated \vith them is written into an output 
area. More than one provision objects are prepared so that requests with different priorities 
can be processed simultaneously. 
4.3.2 Time Cognizant Notification 
~otification in the ActiveRING model is cognizant of time consumption in evaluation of 
conditions and execution of actions. Some notification tasks use only the latest values of 
data items , while others need value histories of data items related to specific change. ECA 
rules for the latter would need series. The evaluation time cannot be bound for a condition 
on series in an arbitrary duration. It is impossible to estimate the execution time of an action 
which needs series. If the active mechanism execute all of the ECA rules every acquisition , 
the consumption of the CPU power would degrade guaranteed acquisition ability, which is 
most important in DAS systems. 
To solve this problem, we distinguish ECA rules which uses only the latest values from 
others. For such rules , we can precisely estimate the time which is necessary to evaluate the 
conditions and execute the actions. \Ve refer to the conditions of these rules as on-acquisition-
conditions. Only \vhen on-acquisition-conditions hold , the ActiveRING model executes no-
tification tasks which need series. \i\ ith on-acquisition-conditions, the ActiveRING model 
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Figure 4.2: ECA Coupling Modes in Active Mechanism 
finds a change which should be notified to clients in a real-time manner , as well as it triggers 
best-effort notification. The active rnechanism evaluates all the on-acquisition-conditions 
every acquisition. Vve assume an on-acquisition-conditions can be represented by a linear 
(in)equality on the newest values of data items in a single circular area. The assumption is 
quite natural because a plant should be equipped with a specific sensor for real-time notifi-
cation. The evaluation time of each on-acquisition-condition can be bound with the number 
of data items used in the (in)equality. 
The active mechanism in the ActiveRING model is shown in figure 4.2. A timer sends 
an event to activate the periodic acquisition. Arrival of data to the queue is an event to 
activate the aperiodic acquisition . The evaluation of on-acquisition-conditions is delayed 
until all ~ata item values have been acquired , because it may use arbitrary data item values. 
If any of the on-acquisition-conditions holds , the action is either 
• to write data into output area for a specific client , or 
• to issue a request to a provision object through the chief object. 
The former corresponds to the real-time notification , where the active mechanism notifies a 
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client that the condition holds for itself. Data used in the notification are calculated with 
the latest Yalues of data items. The real-time notification is realized with the E-C coupling 
of the deferred mode and the C-A coupling of the immediate mode[29]. The best-effort 
notification \Vhich needs series is achieved by the cooperation of an acquisition object and a 
provision object. vVhen an on-acquisition-condition holds, the active mechanism can issue 
a request to retrieve a series. Through the chief object , the request is sent to the provision 
object. The provision object performs retrieval of series succeeded by condition evaluation 
and action execution using retrieved series. The best effort notification is realized with the 
E-C coupling of the deferred mode and the C-A coupling of the separate mode. Since the 
retrieved series are related with the change which has just happened , they are expected to be 
recent ones, which are cached on a circular area in the main memory. They can be retrieved 
quickly. 
4.3.3 Maintaining Consistency 
Since scenes are retrieved during acquisition, an appropriate exclusion method is necessary 
to arbitrate simultaneous access to a circular area. As it is explained in the previous chapter, 
the ActiveRING model locks only the management tuple indicating what position is being 
overwritten[50], with a semaphore based on the priority inheritance protocol[39]. The exclu-
sion method leads to a small and bound blocking time. V\ e can apply the deadline monotonic 
analysis[26], which is a simple extension of the Rl'v1A, to schedule tasks having firm dead-
lines. Scheduling policies based on the deadline monotonic analysis are easily implemented 
on COTS real-time operating systems. 
The ActiveRING model can process tasks shown in figure 2.1. Using circular areas and the 
deadline monotonic analysis, we can guarantee all firm real-time tasks always finish by their 
deadline. The deadline for each acquisition task is determined according to the absolute 
validity interval of the base data item so that the absolute temporal consistency may be 
maintained. The absolute validity interval also determines the deadline for each real-time 
notification task. The calculation of derived data item values uses data item values which 
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Table 4.2: Deadlines According to Data Freshness 
Task Deadline Guarantee 
Acquisition Task Firm Static 
Periodic Firm Static Service Task 
Passive 
On-Demand No 
Service Task Deadline --
Service 
Real-Time Firm Static Notification Task 
Active 
Best-Effort Soft Statistical Notification Task 
have been acquired within the relative validity interval of the relevant data items to maintain 
the relative temporal consistency. Details have been explained in section 2.4.3. 
4.3.4 Deadlines According to Data Freshness 
The deadline monotonic analysis[26] is applied for the schedulability check of a task set in 
the ActiveRING model. All tasks are treated as periodic tasks, each of which has a static 
priority. As for a task which aperiodically arrives and must finish within its deadline the 
priority is assigned based on its minimum arrival interval. An aperiodic task with no firm 
deadline is processed in background. 
The strictness of a task deadline is determined according to the freshness of data handled 
in the task[see table 4.2]. Deadlines in the acquisition are firm ones because it always 
handles the latest values . In the passive service, firm deadlines are set to periodic service 
tasks to provide the latest values, while on-demand sen·ice tasks have no deadline. 
In the active service. the separation of rules having on-acquisition-conditions from others 
contributes to setting deadlines according to the data freshness. Since the execution time 
of such rules are bound. the real-time notification which uses only the latest Yalue can 
be realized by a task having a firm deadline. On the contrary, the be t-effort notification 
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\Vhich rna~· need recent Yalue histories is realized with a provision object triggered by the 
actiYe mechanism. It would be hard to predict th response time for tasks in the provision 
mechanism. because they are processed in background. However , the deadline monotonic 
analysis is so pessimistic that much CP"C time remains to process background tasks. Unless 
background tasks make access to disks, the processing time of them is not so long that they 
are preempted many times. IVIeanwhile: most of the tasks for the best-effort notification make 
access to scenes acquired around the change which has just occurred. Since such scenes are 
expected to be cached, the response time does not differ so much from an estimation from 
the number of retrieved scenes. We can give a statistical guarantee to the tasks triggered by 
the active mechanism to be processed in the provision object. The deadlines of best-effort 
notification tasks are regarded as soft ones. 
4.4 Middleware 
Based on the ActiveRING model , the prototype of Real-Time Data Server(RTDS) explained 
chapter 3 has been impoved as a DAS middleware. It acquires temporal data from plants 
and; at the same time, provides clients with both active and passive services . Here , the 
design is explained. In the explanation, outputs of RTDS are limited to series consisting of 
more than 0 scenes , which are transmitted to clients with sockets based on UDP /IP protocol. 
4.4.1 Components 
Figure 4.3 depicts an implementation of RTDS which consists of areas and objects . Circular 
areas stores recent scenes on ring buffers in the main memory, and past ones in contiguous 
disk areas. An object may have multiple threads. Each thread repeatedly executes a method 
either periodically or aperiodically. The objects work as follo\vs. 
• Acquisition objects - Each of them has an acquisition thread to acquire scenes and a 
saving thread to duplicate the scenes in a contiguous file before they are O\ erwritten. 
After the acquisition, the acquisition thread evaluates on-acquisition-conditions. 
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Data from Plant 
Figure 4.3: Component of RTDS 
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~Periodic LY Retrieval 
• ProYision objects - A provision object 1nay have a thread pool. \Yh en a request ar-
rives. one of threads is activated for the request. Some threads periodically read the 
latest scene from ring buffers. while others retrieve scenes in specified durations. As 
figure 4.3 shows, the provision object for the periodic s n·ice or the best-effort noti-
fication has a thread pool to proces multiple requests simultaneously. The provision 
object for the on-demand service has a single thread. Tasks for the on-demand service 
which have no deadline is processed one by one, to reduce conflict of disk access for 
the on-demand service with the saving of acquired scenes. 
• Chief object - Any request from clients or the active mechanism is sent to the chief 
object , which assigns each request to an appropriate provision object. 
• Communication object - Data alignment and byte order varies with machines and 
operating systems. To hide the differences , RTDS is equipped with a communication 
object. It communicates with clients by data in a format independent of machines and 
operating systems. A receiver thread in the communication object converts requests 
from clients into data native to RTDS. while a transmitter thread sends series to clients 
in the independent format. 
4.4.2 Middleware between OS and Applications 
The implementation of RTDS requires the following operating system services: 
• a fix priority based task scheduling service which makes all tasks fully preemptable , 
• a semaphore service based on the priority inheritance protocol , and 
• a timer service. 
Since these sen·ices are supported in many COTS real-time operating systems, RTDS can 
be implemented on multiple platforms. 
If the sen·ices are supported, RTDS can provide the functions shown in tablle 2.1 ·with 
its clients. Figure 4.4 illustrates the relationships among the functions. the i1nplementation 
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Acquisition 
Figure 4.4: OS , Middleware, and Applications 
of RTDS and the OS services. The Acquisition , which is the most important function 
in RTDS , is realized by acquisition objects. The passive service is achieved by provision 
objects. The realization of the active service is founded on acquisition objects and provision 
objects. The real-time notification is realized solely by acquisition objects , while the best-
effort notification is accomplished with the cooperation of acquisition objects and provision 
objects . 
4.4.3 Interfaces of Middleware 
RTDS has simple interfaces so that it may be used as a middleware in a various kinds of 
plants . As interfaces to acquire data, RTDS provides shared memories and queues. For 
clients , RTDS prepares client stub routines. 
When RTDS uses a shared memory as an input interface, the shared memory is diYided 
into a lot of small sections. each of "'hich corresponds to a base data item. RTDS converts 
a value on a section into a data item value with a predefined funct ion . A queue is used to 
acquire data which occur occasionally. Data of various structure can be enqueued, because 
there are many kinds of occasional data. RTDS assumes that the top fie ld of enqueued data 
holds a type identifier to indicate it structure. vYith the type identifier, RTDS interprets 
the contents of enqueued data. 
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To make use of the RTDS functions, clients call its stub routines. In the case of notification , 
for example, a client first calls a stub routine to inform RTDS that it is ready to be notified. 
1\ext, the client '''aits to be notified by RTDS with another stub routine which will block its 
execution until the notification. 
4.4.4 Condition and Action In Notification 
A circular area has a table for ECA rules. Each entry of the table has a condition field and 
a message field. 
The condition fields specify on-acquisition-conditions, which are evaluated by the acqui-
sition thread after every acquisition. Each data item is not referred to by name, but by an 
offset from the top address of the scene. Let b and di denote the top address of a scene and 
the offset of i-th data item. respectively. Any on-acquisition-condition in the condition field 
is represented by a linear (in)equality on the latest values of data items as follows. 
n 
amin ::; 2:: ai · eontenLoj(b + di) ::; amax· 
i=l 
(4.2) 
where n. amin, ai, amax are the number of data items , the lower bound, the coefficient of 
the i-th data item, the upper bound , respectively. The maximum evaluation time for the 
inequality can be bound with n. 
For example, assume that the latest scene in a circular buffer has data item we whose value 
is 1 if a billet is going through a mill, and 0 otherwise. In addition to that, let us assume that 
the same scene has wp which holds a copy of the value of we in the previous acquisition time. 
The exit of the billet can be represented by 1·eontent_of(b+dwc) -1·eontenLoj(b+dwp) < 0. 
The message fields specify the actions performed by the active mechanism when the on-
acquisition-conditions hold. For the real-time notification , the active mechanisn1 posts a 
series consisting of the latest seen to a queue of the communication object. The other 
action is to send a request to the chief object so that the proYision object may work for 
best-effort notification. 
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4.5 Evaluation for Reactions 
Here, we demonstrate that RTDS reflects deadlines according to data freshness. In this 
paper, we consider two kinds of deadlines in RTDS: firm deadlines and soft deadlines. In 
sectin 3.5, it is shown that firm real-time tasks always finish by their deadlines if the task set 
in RTDS is judged to be schedulable with the deadline monotonic analysis. Soft deadlines are 
set for best-effort notification tasks triggered by the active mechanism to be processed in the 
provision mechanism. To verify that these tasks finish within their soft deadlines , a prototype 
on a computer which has a 133MHz Pentium processor and a PCI SCSI disk is constructed 
using LynxOS, a COTS real-time operating system. The prototype is a simplified steel mill 
plant system, which has two acquisition objects: an aperiodic one and a periodic one which 
acquires data every 100 msec. Each of the acquisition objects acquires a scene whose size is 
512byte, and saves 2 scenes every 2 acquisition. The ring buffer of each acquisition object 
caches 256 scenes. 
As the most typical best-effort notification task, we adopt tasks to retrieve scenes around a 
detected state change. The tasks retrieve scenes acquired periodically. The active mechanism 
issues a request of the retrieval just after it finds a state change. Suppose a state change 
occurs at time point t and n scenes are retrieved. Let te and tc be the time point on which 
the active mechanism issues a request and the time point on which the client gets a series 
consisting of retrieved scenes, respectively. In the experiment, the retrieval time, which is 
the time difference from tc to te, is measured 2500 times for requests to retrieve all scenes in 
[t- (n- 1) · r, t]. where r is lOOmsec. We measure the retrieval time, setting n to a random 
value among [1. 3000]. 
Each of 2500 trials is plotted in figure 4.5. If n is greater than 256 , a task reads scenes not 
only from the ring buffer but also from the disk. As the graph shows, the deviation of the 
retrieval ti1ne i very large if a task retrieves scenes from the disk. The phenomenon can be 
explained as follov' s. It takes a long time to process a retrieval task from the disk. During 
the processing time of the retrieval task, there can be se,·eral opportunities when acquired 




8000 Retneva l T1me fro m D1 sk 
0 0 
7000 








0 500 1000 1500 2000 2500 
number of retrieved scenes 
Figure 4.5: Retrieval Time from Disk 
600 
soo 
400 ~ ~ ~ II E 
"' I~ -~ 300 
~ j 0 ~-200 ~~ 100 Retrieval Time from Ring Buffer ~ 
. 'I.. , .. J 
o--
0 so 100 ISO 200 250 300 350 
number of retrieved scenes 






latter wai t for disk access. Since tasks to duplicate scenes in the disks have higher priorities: 
the retrieval is preempted many times . which causes the deviation . 
On the contrary, the deviation of the retrieval time is very small if a task retrieves scenes 
only from the ring buffer. An enlarged graph of the previous one is figure 4.6: where the 
number of retrieved scenes is less than 400. As the graph shows , the approximate retrieval 
time of scenes from the ring buffer can be estimated using the number of retrieved scenes. 
The deadline monotonic analysis is so pessimistic that much CPU time remains for processing 
of background tasks. Since a retrieval task from the ring buffer is completed in a small time, 
other tasks seldom preempt the task. It is scenes relevant to detected state changes that 
used in notification . Since the state changes have just occurred, all these scenes are expected 
to stay on the ring buffer. Therefore , the retrieval time of scenes can be estimated in the 
best-effort notification service. The experiment statistically proves that soft deadlines are 
set for the best-effort notification service, even though they are processed in background. 
4.6 Integrating Active Service with DAS Middleware 
The ActiveRING model is proposed to integrate the active service with a DAS system. 
The ActiveRI G model reflects the characteristic in the supervisory control. Since fresh 
data are frequently accessed , recent scenes are cached in circular areas. To react state change 
in a plant , each circular area is equipped with the active mechanism, which separates ECA 
rules whose execution time is bound from others. The ActiveRING model sets deadlines 
according to data freshness; firm real-time tasks treat the latest scene soft real-time tasks 
process recent series, and non real-time tasks retrieve past series. The ActiveRING model 
enables the integration with COTS technologies. Based on the ActiveRING modeL Real-Time 
Data Server(RTDS) is evolved to a DAS middleware. An experimental result is explained 
to show that RTDS provides service according to data freshness. 
Instances of RTDS now ·work in sewage plants and steel mill plants. Others haYe been 
applied to ventilation systems for tunnels. 
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Chapter 5 
Plant Operations Based on Trend 
Recognition 
5.1 Varieties in Operation Responses 
To show an important application of time dependent data, an expert system using series[48] 
is explained in this chapter. A lot of effort has been made to put expert systems for plants 
into practice like a work in [33] . A practical distributed AI system[l8] explained in this 
chapter aims to guide plant operations in a steel-galvanizing plant where a steel plate is 
coated electrically. In the steel-galvanizing plant , coating weight is regulated with several 
decades of plant variables. The modification of one plant variable brings its effect in several 
seconds , while the modification of another in several hours. The former is referred to as a 
fast plant variable , and the latter as a slov.r plant variable. Fast plant variables are often 
modified in an emergency, because its immediacy is effective. The modification of fast plant 
variables , however , often prevents the preceding modification of a slow plant variable from 
producing an expected effect. In the steel galvanizing plant, a model to take all plant 
variables into consideration is hard to be established , because of difficulties in predicting an 
effect of operations on slow plant variables . Although most of plants are well modeled for 
regulation , proper mathematical model has not been established for the steel galvanizing 
plant. 
In spite of lacking a proper mathematical model experienced operators can regulate the 
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coating ·weight rnanually. They distinguish the plant variables by whether they bring their 
effects immediate!~· or not. The experienced operators use a fast plant variable for the 
regulation of the coating weight. while a slov: plant variable for compensation of fast ones. 
From their experiences. they can select the appropriate rnoment at which fast plant variables 
would be compensated. 
"Csing AI technologies: a plant operation supporting system is developed to give operation 
advice competing with the experienced operators. In the system, the tasks of the operators 
are accomplished by multi agents[12]. An agent applies rough mathematical models to fast 
plant variables to regulate the coating weight. Other agents suggest to modify slow plant 
variables to compensate the fast plant variables. To select the appropriate moment to modify 
the plant Yariables properly, the compensation agents have to monitor entities in the plant , 
being conscious of the course of time. 
This chapter uses series as a framework -vvhich can represent the course of time. Each 
agent investigates series in an appropriate form for a task assigned to it ; it uses the reduced 
sene which abstract states of a monitored entity. Each agent recognizes not only a current 
state but also a state transition in the course of time to select the best moment for a 
plant operation. The recognition of the state transition needs the length of intervals during 
which the entity stays in specific states, which is not addressed in conventional studies 
on temporal relationships[1] [30] [53] . An experiment in a real plant has proved that the 
developed plant operation supporting system can guide plant operations in much the same 
way as an experienced operator. 
5.2 Expertise in Steel Galvanizing Plant 
5.2.1 Why AI System? 
In the steel galvanizing plant, coating weight is regulated with several decades of plant 
variables. Some of them are sho,vn in table 5.1. For each plant variable, the table indicat s 
both a time-lag of effect appearance in the feedback value from modification of the reference 
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Table 5.1: Response Time of Plant Variabl 
plant difference in feedback from modification coating weight 
variable modification increment decrement from feed back 
current density any value several msec several msec several sec 
line speed any value several sec several sec several sec 
pH 0.1 several min several hour several min 
temperature 1°C several min several decades of min several min 
concentration 0.1 mol/l several hour several hour several min 
value and a time-lag of effect appearance in the coating weight from the effect appearance in 
the feedback value. We refer to the time of the effect appearance in the coating weight from 
the modification of the reference value of a plant variable as a response time of the plant 
variable. As the table illustrates the response time varies from several seconds to several 
hours . A plant variable whose response time is short is a fast plant variable, while a plant 
variable whose response time is long is a slow plant variable. 
In plant operations using the plant variables of various response times, it is very difficult 
to modify a slow plant variable. Operators have to wait for a long time until modification of 
a slow plant variable brings an effect. A fast plant variable is usually modified many times 
during the waiting time. Thus , the modification of the slow plant variable does not always 
bring an effect as it was expected. The steel galvanizing plant is usually operated manually 
without a proper mathematical model which takes all plant variables into consideration. 
The plant cannot be operated without experienced operators who can properly use several 
rough mathematical models and rules acquired from their experiences according to specific 
conditions. 
The experienced operators have acquired expertise on which they properly use plant vari-
ables of various response times. In this study, the expertise is represented as heuristic rules . 
5.2.2 Coating Control and Its Compensation 
Many interviews with experienced operators have proved that they operate the plant on the 
following way. 
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1. They classify plant variables in to three groups by their response time. The first one 
is a group of short response t imes (several seconds). The second one is a group of 
intermediate response times (seYeral minutes ), and the last one is a group of long 
response time (several hours). \Ve refer to plant variables of each group as fast plant 
variables, moderate plant variables, and slow plant variables, respectively. 
2. They regulate the coating weight with the fast plant variables. 
3. They compensate the fast plant variables with the moderate plant variables, and the 
moderate plant variables with the slow plant variables . 
The third item is necessary, because every plant variable can take its value only in a specific 
range. For example, operators try to raise the present value of a fast plant variable, when it 
is effective in keeping the coating weight in a desirable range. It, however. cannot be raised 
if it is close to the upper limit. An experienced operator would have decreased the value in 
advance. The experienced operator would have modified a plant variable which has a longer 
response time, expecting that the modification would lead the plant to a situation where 
the value close to the upper limit can be decreased. He would have selected the appropriate 
moment for the compensation, examining whether an expected effect of the modification 
appears in a specified time. 
5.2.3 Agents Reflecting Expertise 
Figure 5.1 depicts the developed plant operation supporting system in which three agents 
act concurrently. CoatingControl is an agent which searches a plant operation to regulate 
the coating weight with a short plant variable such as the current density and the line speed . 
PrimaryCompensation is an agent to compensate the fast plant variables with moderate 
plant variables such as the temperature and pH . SecondaryCornpensation is an agent to 
compensate the moderate plant variables \vith slow plant variables such as the concentration 
of the solution for galvanization . 
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Figure 5.1: Agents for Regulation and Compensation 
side are controlled variables regulated with plant operations suggested by the agent. Plant 
variables which enter into an agent from its upper side are manipulated variables whose 
modification the agent suggest. Operators modify the reference value of the manipulated 
variable, expecting the modification would lead the feedback value of a controlled variable 
to a desirable range. 
5.3 Framework Conscious of Time 
Experienced operators monitor not only the present state of an entity in the plant , but also 
state transitions to the present time. A series is used to represent a state transition of a 
monitored entity in the course of time . A framework is necessary to represent characteristics 
in it. 
5.3.1 Instance and Schema 
A set of data item values acquired from a monitored entity defines a state of the entity. By 
specifying the data items , a schema defines a monitored entity in the plant operation sup-
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schema tank { 
int coat; I* feedback value of coating weight*/ 
int LS; I* feedback value of line speed */ 
int LS_uplim; I* upper limit of line speed */ 
int LS_Iowlim; I* lower limit of line speed */ 
int tmp; I* feedback value of temperature *I 
int tmp_chg; I* difference of reference value of temperature *I 
}; 
Figure 5.2: Schema for Tank 
porting system. An instance associated with schema tank shown in figure 5.2 can represent 
a state of a monitored tank at every acquisition time. A state of the tank is represented by 
the feedback value of the coating weight , the line speed, the upper limit of the line speed , 
the lower limit of the line speed, the feedback value of the temperature, and the difference 
of the reference value of the temperature from the previous one. 
In this example~ the tank has the line speed limits which varies with the time . To represent 
the limits , extra data items, LS _upLim and LS _lowLim, are declared in the schema. The 
relationships between these limits and the line speed are represented by conditions explained 
the succeeding section. 
5.3.2 Skeletons 
Let us refer to a characteristic of state transitions as a trend . Experienced operators make 
their decisions based on trends . They distinguish series which match specific conditions from 
others. 
T\\lo kinds of conditions are provided to represent trends . A restriction is the range to 
which the value of a data item should belong. A constraint is a linear inequality more 
than one characteristic variables should satisfy. An example is shown in figure 5.3, where 
restrictions are conditions following '·such that' ' and a constraint is a condition following 
"under ''. The constraint represents the relationship between the line speed and its limits. 
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concept skeleton normal tank { 
means 
tank 
such that coat: >= 130, <= 150; 
} 




such that coat : >= 145; 
under LS_uplim- LS < 20; 
concept skeleton tmplnc tank { 
means 
tank 
such that tmp_chg >= 0; 
} 
series skeleton toBeRepaired tank { 
in 45 seconds; 
means tank is 
at(O) tmplnc; 
from(O) to(30) normal; 
from(30) to(45) reducablelineSpeed; 
} 
Figure 5.3: Skeleton for Tank 
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"Csing restrictions and constraints , a concept skeleton defines a condition on instances 
of a specific schema. It corresponds to all instances which satisf.\' the conditions. Concept 
skeleton ·'reducableLineSpeed'. in figure 5.3 defines the condition required for the line speed 
to be reduced. 
A series skeleton is a condition on series of a specific concept. It is a sequence of concept 
skeletons accompanied with the length of intervals where the instances should satisfy them. 
It has a time-axis. A starting terminal point and an ending terminal point of each interval are 
specified with the distance from the basis of the time-axis. A sequence of periods in a series 
skeleton represents the course of time. Series skeleton "toBeRepaired" in figure 5.3 indicates 
state transitions of the tank after increment of the reference value of the temperature. It 
specifies that the line speed should be reduced because the preceding plant operation brings 
an expected effect; after the increment of the temperature, the tank stays in states associated 
with ·'normal" for about 30 seconds, and in states associated with "reducableLineSpeed:' 
for about 15 seconds. An appropriate moment to properly modify the line speed is selected 
using this series skeleton. A sequence of periods is convenient to recognize a time required 
in a chemical reaction. 
5.3.3 Matching 
A series skeleton represents a trend or an effect of a preceding plant operation. The unifica-
tion of a series ·with a series skeleton allows us to recognize a series . The unification consists 
of two kinds of matching. 
Scene matching is to check which concept skeletons specified in a series skeleton are satis-
fied by an instance state recorded in each scene . The scene matching clarifies a period where 
each concept skeleton are satisfied. The time-axis matching is to check whether the clarified 
period meets the periods specified in the series skeleton. 
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5.4 Agents using Series: Specialist Modules 
5.4.1 Facilities of Specialist Modules 
Specialist modules are introduced as agents to support plant operations. General features 
of agents based on distributed AI methods are explained in [18]. The features include the 
followings. 
Concurrency A target problem is solved with concurrent execution of many tasks. Several 
agents act simultaneously for the execution. Each agent is autonomous. 
Modularity Activities of agents are encapsulated in object-oriented manners. Agents have 
procedures and local memories hidden from outside. They communicate with each 
other using messages[16]. The interaction between them are limited to the message 
passtng. 
Specialization They have heuristic rules to carry out the tasks assigned to them. They 
would accomplish only tasks relevant to them: and neglect others. The target problem 
is solved with cooperation of them. 
Specialist modules are based on agents that are proposed in }/lACE[12], but they have 
functions specific to the recognition of series. Each specialist module can keep series of a 
specific schema in its local memory. \t\Then it receives a message whose content is a newly 
acquired scene, it couples the scene to the back of the internal series. If the series too long 
to be held in the specialist module: an early part of the series is stored in the external file , 
and an entry of the file is registered in the specialist module. The entry is a key to retrieve 
the early part of the series. Each specialist module contains procedures called as methods 
·which are activated by either external messages or events such as timer alarms. It can set a 
timer to activate a method for a regular recognition of its internal series. In this method: it 
compares the series with several series skeletons to examine whether the eries matched any 
trend. It selects a plant operation according to results of the matching. 
75 
The whole task for supporting plant operations is distributed to several specialist modules. 
An operation proposed by a specialist module should not conflict with operations proposed 
by others. Specialist modules pass messages to solve conflicts as described in section 5.4.3 . 
5.4.2 View of Specialist 
A plant operation supporting system should consist of efficient components so that it may 
work as a real-time system. Each specialist module should record the state transition of the 
monitored entity in an efficient way to carry out a task assigned to it. 
For example, experienced operators often make their decisions by examining only whether 
the temperature is increased or decreased by more than 1 °C. What should be recorded is one 
of "increment", "decrement", and "no operation". Experienced operators would examine 
the entity state not at the figure level but at the category level. Categories of states can be 
represented by concept skeletons. 
This study values that a series is recognized by two stages. The scene matching stage 
determines concept skeletons which an instance matches ·with. The record of indices of 
matched concept skeletons would make time-axis matching possible. Let us consider a new 
schema which declares data items representing the matched concept skeletons. This schema 
is acquired when the original concept is viewed from an angle relevant to the task assigned 
to the specialist module. The schema is referred to as an aspect of the original schema. 
An aspect strongly depends on a task. Each specialist module increases its efficiency, 
viewing the state transition of the monitored entity in a way specialized to its task. An 
aspect is the reduction of an original schema to a part relevant to the task. In the actual 
observation, the instance state seldom transit categories defined by concept skeletons . The 
aspect would greatly compress the length of series . 
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5.4.3 Coordination with Future Series 
Several specialist modules independently selects a plant operation. A plant operation of one 
specialist module may conflict \Vith that of another specialist module. A conflict means more 
than one plant operations on one plant variable in a specific future period. An arbitration 
mechanism is needed so that each specialist module may not confl ict with others in plant 
operations. Conflicts must be solved in all future periods . Dechter proposed a temporal 
constraint network [?] to maintain the truth in the temporal relationships. A series is used 
for this purpose , because the mechanism to record a past state transition can be reused. 
Each specialist module presents values of plant variables in a future period as its proposing 
plant operation. It can be regarded as a scene in the future. Let us think of an arbitrator 
which is a kind of a specialist module containing a series to represent future state transition 
of a monitored entity. It manages the future series as a time table of the plant variables. 
When a specialist module for guidance finds an plant operation, it sends a message to 
the arbitrator. The message is a requirement for registering a plant variable value in an 
associated future period . The arbitrator tries to register the plant variable value in the 
designated period. If the period is not already occupied by any other value, the register 
succeeds. Otherwise. the register fails ; which means occurrence of a conflict. 
Priorities has to be taken into consideration to solve a conflict. However , a method to 
determine a suitable priorities strongly depends on each problem. We have not find a general 
procedure to determine priorities , yet. The simplest method to solve a conflict is to make 
the specialist module trying the last register abandon its plant operation. Another method 
is explained in [ 49] 
77 
8 requirement 1- _ _!o~r':!:ister 
---
" ~ 




requirement ' , 













Slow Plant Variable 
Figure 5.4: Plant Operation Supporting System 
5.5 Evaluation in Actual Plant 
5.5.1 System 
The plant operation supporting system developed in this study consists of the components 
shown in figure 5.4 on a SO Y NEWS 1750(NewsOS 3.3). The message-passing mechanism 
is implemented on Remote Procedure Call(RPC) [5]. 
The numbers of data items in aspects which CoatingControl , PrimaryCompensation , 
and SecondaryCompensation use to search plant operations are 6, 9, and 8, respectively. 
A cycle of the regular recognition of the internal series in each specialist module depends 
on the response time of the plant Yariables the specialist module treat as manipulated vari-
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ables. CoatingControl, PrimaryCompensation , and SecondaryCompensation have to acti-
vate their methods every 10 seconds. ever? 30 seconds. and every 600 seconds . respectively. 
A DAS in the system transfers some of 26 kinds of plant variable values sampled every 3 sec-
onds with a time-stamp to Data Ianager(D 1) , CoatingControl , PrimaryCompensation, 
and SecondaryCompensation. In DTVI, all plant variable values transferred from the DAS 
are stored in a series without conversion while the three specialist modules convert the 
values into one in scenes of their own aspect. Graph tools , which are constructed on X 
window system, require DM for plant variable values in a specified period. Future Resource 
Manager(FRM) is a specialist module organizing plant operations proposed by the three 
specialist modules for guidances. 
5.5.2 Knowledge 
To suggest plant operations, each of the specialist modules has knowledge useful to accom-
plish the assigned task. The knowledge is represented by a set of rules in each specialist 
module. The condition part of a rule is represented by series skeletons. The guidance 
message in the action part is presented to an operator. 
Mathematical Model 
Coat ingControl has several simplified mathematical models which are applicable to some 
of fast plant variables. It assumes that slow and moderate plant variables would have little 
effect on the coating weight, until an effect of modifying a fast plant variable appears. One 
of the models of CoatingControl is explained briefly. 
Assume that consumed rate r (mol Is) of coating metal 1.\! depends on two kinds of fast 
plant variables: current density e(Aim2 ) and line speed L(mls). As it is shown in figure 5.6. 
the average coating weight per a unit area , d( mg I m 2 ), is supposed to be proportionate to e; 
that is 
d = E. · e, (5.1) 
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_____ __.. L 
M is included by n ( 0 < n < 1) 
, 
d = £ e 
Figure 5.5: Steel Plate 
r 
Figure 5.6: Tank for Galvanization 
where c is a constant. Af is included in the \vhole coating substance by the proportion 
n(O :s; n :s; 1). Using the width of the steel plate , w(m), r is represented by 
r=E · e · (w·L) · n. (5.2) 
Suppose the concentration of the solution entering into the tank and the concentration of 
the solution in the tank are Ci and C, respectively. In the tank, Jvf increases by s · Ci and 
decreases bY S · C + r. Therefore: 
1- . dC = s · Ci - s · C - r, 
dt 
(5.3) 
where F(m3 ) is the volume of the solution and s(m3 /s) is the fiov,r speed in the tank. Since 
e and L is far faster than C, C is regarded as constant while e and L are changing. Thus: 
r = s · Ci - s · C. (5.4) 
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Rule1 : 
if((the coating weight has been in the lower part of 
the normal range for 600 seconds) && 
(the present line speed is normal) && 
(the present current density is normal) && 
(the present temperature is higher 
than a normal upper limit)) 
then take a plant operation: 
(raise the concentration). 
Rule2: 
if((after an hour from increment of the concentration, 
a feedback value of coating weight is 
within the upper part of a normal range) && 
(the present line speed is normal) && 
(the present currency density is normal) && 
(the present temperature is higher 
than a normal upper limit)) 
then take a plant operation: 
(pull the temperature down). 
[N.B.] 
To be easily understood, the periods and 
plant variables are represented by their meaning. 
Figure 5. 7: Example of Rules 
From (5.2) and (5.4), a pair of e and Lis computable because other variables are measurable. 
In reality, CoatingControl contains a series of an aspect whose characteristic variable is 
computed from all fast plant variable values. CoatingControl regularly examines the series 
to determine whether modification is needed. Upon modification , CoatingControl selects 
a proper model with rules , and proposes a value of the plant variable calculated from the 
model. 
Compensation 
When the feedback value of a fast plant variable is close to its limit: PrimaryCompensation 
searches a plant operation compensating it with a moderate plant variable. The specialist 
module expects a situation where the fast plant variable can be modified \Yithout undesirable 
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Figure 5.8: Application of Rules 
effects. \Vhen an expected situation actually appears, it modifies the fast plant variable 
away from its limit. In same ways, SecondaryCornpensation compensates moderate plant 
variables with slow plant variables. PrirnaryCornpensation and SecondaryCornpensation 
have heuristic rules based on the operator's experiences. They propose plant operations 
only when specific conditions are satisfied. 
For example, SecondaryCompensation has the rules shown in figure 5.7. Plant variables 
are generally compensated with a sequence of planned plant operations. The early parts 
of the charts in figure 5.8 illustrates a situation in which Rule 1 is applicable. The coating 
weight is expected to increase by the plant operation proposed in Rule 1. \.Vhen the coating 
weight increases as expected, Rule2 is applied, for it would not deviate from the desirable 
range even if the temperature is reduced. As this example illustrates: the application of 
Rule2 is planned when Rule 1 is applied. 
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The numbers of rules which are used in CoatingControL PrirnaryCompensation, and 
SecondaryCompensation are 11: 27. and 19, respectively. The rules are very fe,,· because 
of two features of this system. One is the specification of rules with series skeletons. The 
series skeletons enable the rules to concisely specify conditions for selection of moments to 
modify plant variables. The other is the classification of plant variables by their response 
time, accompanied with assignment of a clear role to every group of plant variables. The 
regulation of the coating weight is the role of the fast group, and the compensation is the role 
of the other groups. The second feature encapsulates rules for each group into one specialist 
module. Thus, the rules in one specialist module can be described with a little consideration 
of the rules in other specialist modules. 
5.5.3 Comparison with Experienced Operator 
The practicability of the developed plant operation supporting system has been verified in a 
real plant. The plant was operated by an experienced operator who could not see the plant 
operation supporting system. At the same time, the system suggests plant operations. We 
logged both plant operations. Later: the log of the system was compared with that of the 
operator. 
In this experiment, three specialist modules proposed 539 plant operations in all. 39 plant 
operations of them indicate to modify specific plant variables . 7 plant operations of them 
are not identical with vvhat the operator actually does. To the contrary, the experienced 
operator modifies some plant variables 4 times, while the plant operation supporting system 
do not suggest the modification of any plant variable. 
The percent of the proper modification proposed by the plant operation supporting svstem 
IS 
(39- 7)/39. 100 = 82.05.(%) 
The percent of the proper plant operations proposed by the plant operation supporting 
system was the following. 
(539- (7 + 4))/539. 100 = 97.96.(%) 
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These figures prove that the plant operation supporting system is useful. 
The plant operation which are not identical with what t he operator actually does ar 
suggested when a welded part of steel plates was passing in the tank. Different strategi s 
are needed to regulate the coating weight in such a situation . Switching between strategies 
depending on situations is our future work. 
5.6 Agents to Recognize Series 
A plant operation supporting system is developed using a distributed AI method. The 
system reflects expertise an experienced operator has for the steel galvanizing plant . They 
regulate the coating weight with fast plant variables, while they use plant variables whose 
effects does not appear immediatelv for the compensation. 
This chapter explains two kinds of agents for guidance. One agent proposes the modifica-
tion of the fast plant variables to regulate the coating weight , based on rough mathematical 
models. The others suggest how to compensate faster plant variables with slower plant 
variables, based on heuristic rules. ~latching of series with series skeletons are tried to ex-
amine trends. The experiment in a real plant has proved that the developed plant operation 
supporting system is useful. 
Since trends are to be found. series are indispensable to represent the expertise. It is also 
noteworthy that the detection of trends needs not only the order of states of a monitored 
entity but also the length of intervals during which the entity stays in specific states. It is 
not addressed in conventional studies on temporal relationships[l] [30] [53]. 
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Chapter 6 
Example Expansion Maintaining 
Consistencies 
6.1 Expertise for Control and Real-Time Computing 
DAS systems for plants should maintain the timing consistency[40] which means any task 
completes data handling by a predefined deadline. The rate monotonic analysis(RMA) [26] 
is one of a few practical methods to predict whether the timing consistency is maintained. 
The RMA , however, cannot be applied unless tasks in a system have few interactions with 
each other. It also needs a precise estimation of the task execution time which varies V\ ith 
schemata and a hardware platform. The realization of DAS systems based on the RMA 
requires not only control techniques specific to each target problem but also programming 
techniques to construct a real-time system based on the RMA. Since there are various kinds of 
plants , no engineer is familiar with both of them . In general , DAS systems are constructed 
with the cooperation of control engineers who have control expertise for stable working 
of plants and real-time system engi~eers who have programming expertise for real-time 
computing. 
To improve the stability of a plant , control engineers want to modify the configuration 
and schemata of a DAS system in the plant. It is not easy to modifv the svstem 'ivithout 
disrupting the timing consistency, because of huge program size. Although an approach to 
synthesize software components[58) is proposed for the reconfiguration of real-time ystems. 
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numerous components are necessary to construct a practical system. Since the selection 
of components needs kno,,·ledge of them. the approach is not useful for control engin ers 
unfamiliar with programming techniques. Components also contain much redundan cy in 
term of the reusability. It is difficult to know the precise execution tin1e of tasks in a 
synthesized system, which makes it hard to apply t he R lVIA. 
The ActiveRING model[52] has been presented as a computational model for DAS systems. 
Here, the example expansion is proposed as a formal method to generate a target DAS system 
based on the ActiveRr c model from requirements specified by control engineers. In the 
example expansion, the configuration and schemata in a small example are expanded, while 
an essential mechanism to maintain the timing consistency is preserved to a target system. 
The RMA is applied to the target system to guarantee its real-time behavior. Source codes of 
the target system are generated. because they enable the measurement of the execution time 
on arbitrary platforms. In this method, after defining a sn1all schema which contains any 
data type used in the target system, real-time system engineers construct an example based 
on the schema in a small configuration. They specify rules to expand the configuration and 
sche1nata of the example according to the requirements of the control engineers. vYe haYe 
developed tools to expand the example into a target system automatically with the rules 
which preserve the predictability for maintenance of the timing consistency. The example 
expansion has the three follo\ving features. 
• Expanded procedures are separated from a mechanism for the timing consistency. 
• It maintains nested structures in expanded procedures. 
• It maintains the dependency in statements constituting expanded procedures. 
These features allo\v control engineers who have no knowledge of real-time computing to 
generate a DAS system. Real-time system engineers develop a mechanism to maintain the 
timing consistency and verify it on a small example. They can accomplish the work quickly. 
A small example also facilitates modifications. \Ye haYe applied the example expansion to the 
development of actual DAS systems. A DAS system for a steel mill plant has been developed 
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with the example expansion 2. 7 times faster than the time taken with a conventional method. 
6 .2 Customization of DAS System 
6.2 .1 Items for Customization 
When a DAS system is customized to a specific application, the following items are generally 
customized for the application. 
• schemata 
Since various clients works on their own purposes , Multifarious provision schemata 
are specified in each application. Acquisition schemata also vary with applications , 
because sensors and controllers are different in each applications . 
• period for periodic acquisition 
Continuous data items are acquired in periods appropriate for them. Data are acquired 
in more than one periods. 
• device for aperiodic acquisition 
For the periodic acquisition , input areas are implemented with memory mapped de-
vices , which are accessed asynchronously. The access methods are similar in many 
devices. On the contrary, for the aperiodic acquisition , data are likely to be grouped 
for every input device . Several kinds of devices are used in an actual application . A 
specific access method should be prepared for each of them. 
• ECA rules 
State Change to be detected are different in each application. A wide variety of rules 
are specified in a DAS system. 
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6.2.2 Customized Procedures In DAS 
Let us consider to construct a DAS system for each application. based on the ActiveRING 
model. Some procedures in DAS system are customized: to accommodate the items enumer-
ated above. 
Schemata 
First: provision schemata should be considered , because they are most abundant in their 
variety. More than one provision objects are prepared so that requests with different priorities 
can be processed simultaneously. Each provision object has methods specific to provision 
schemata in it. Needless to say: procedures implementing the methods depend on provision 
schemata. 
There is a single chief object in a system based on the ActiveRr G model. It assigns a 
request to an appropriate provision object according to provision schemata specified in the 
request. The customization of provision schemata affects on procedures of the chief object 
in the A ctiveRr G model. 
In the ActiveRING model , a pair of a circular area and an acquisition object are associated 
with a specific acquisition schema. It is obvious that procedures in an acquisition object de-
pend on an acquisition schema. Many devices used for the acquisition also affect procedures 
in an acquisition object. 
Configuration 
Periods and devices for acquisition affects on the configuration of a DAS system base on 
the ActiveRING model. In each acquisition object: an event activates a method to acquire 
data item values based on an acquisition schen1a. Events for periodic acquisition are sent 
from a timer , while arriYal of data from a device to an input queue is regarded as an event 
to activate aperiodic acquisition. The pair of a circular area and an acquisition object is 
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prepared for each activation eYent: for each acquisition period or each device. 
As acquisition periods affect the number of acquisition objects. the number of provision 
objects varies with periods in the periodic service. The configuration of a DAS system should 
have many provision objects if clients may specify various periods. 
ECA Rules 
In the ActiveRING model , ECA rules are divided into two categories: the on-acquisition 
conditions, and others. 
The former are assumed to be represented by means of linear inequations with the form 
of ( 4.2). In ( 4.2), each data item is not referred to by name, but by an offset from the top 
address of the scene. The interpreter of the linear inequations is independent from schemata. 
It can be used in any DAS system. 
ECA rules other than the on-acquisition conditions are dependent on provision schemata. 
They are executed in procedures in provision objects. 
6.2.3 Dependent and Independent Procedures 
Figure 6.1 shows the outlines of procedures in each object . The procedures dependent on 
each application are ones enclosed by rounded rectangles in figure 6.1. 
The role of the chief object is to assign a request to an appropriate provision object. 
Since each provision object has methods to treat specific provision schemata: the procedure 
in the chief object is fu lly dependent on provision schemata and the configuration of the 
provision objects. A request is received in the top of the procedure, which is succeeded by 
the assignment of the request. The assignment is realized with a list of i f statements to 
determine a proYision object to accomplish the request. Note that the chief object has no 
exclusive information shared \vith other objects, though its procedure depends on pro\·ision 
schemata and the configuration of the provision objects. 
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Chief Object 
recive a request 
( 
if (the request is for PI ) forward it to PI 
if (the request is for P,, ) forward it to P,, ) 
Acquisition Object 
Acquisition Mechanism 
calculate the latest temporal 
datam in the acqusition object; 
lock; { 




if( only the latest temporal 
datum is used) 
calculate an output datum; 
else 
activate a provision object; 
Provision Object P11 
Provision Mechanism 
lock; { 
read the management tuple; 
} unlock; 
determine access positions 
in the circular area and 
the number of temporal datum 
to be read; 
for( i = 0; i <the number; i++){ 
} 
read the i-th 
temporal data; 
if( inconsistent time stamp) 
break; 
Figure 6.1: Procedures in ActiveRING 
The outlines of procedures of in the acquisition objects and the provision objects are shown 
in figure 6.1. After the calculation of the latest temporal datum , an acquisition object writes 
the datum into a circular area, excluding for other objects to access to the management tuple. 
A provision object excludes accesses by the acquisition object while it reads the management 
tuple to know which part of the circular area is unlikely to be overwritten. The provision 
object makes access to the part without exclusion. In both case, procedures related to the 
exclusion are independent from each application. They are fixed in any DAS systems. 
6.2.4 Applicability of RMA 
As known from equation (2.4) in section 2.3.1 , the RNIA can be applied to knovv whether a 
DAS system maintains the timing consistency: if 
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1. we can measure the worst case execution time of each t ask when the task is solely 
executed ; and 
2. fo.r each task : we can bound the blocking time caused by tasks of lower priority. 
First , the worst case execution time of an object method in the ActiveRING model can 
be measured by executing it without involving any other task. Next , we will proceed the 
blocking time. It is useless to repeat provision of the latest datum before it is updated by 
acquisition , which means there can be no provision task more frequent than the acquisition. 
In the ActiveRING model based on the RMA , an acquisition object has a higher priority 
than a provision object. Its blocking time caused by the provision object is small , because 
the provision object locks only the management tuple instead of the whole circular area. In 
addition to that , it can be bounded because of the mutual exclusion mechanism based on 
the priority inheritance protocol. Therefore , we can apply the RMA to a DAS system based 
on the ActiveRING model to know whether the time constraints are satisfied. 
6.3 Example Expansion 
6.3.1 Generator Generator for Reconfiguration 
vVe want to get customized DAS systems with little effort. The RMA should be applied to 
a reconfigured system so that the timing consistency is also maintained after the reconfigu-
ration. The precise execution time is required for application of the RMA. 
For precise estimation of the execution time , the execution time must be bounded and 
the difference of the actual execution time from the bound should be small enough. Since 
specific devices are used to acquire values of data items in schemata which vary with each 
problem: it is effective to generate source codes for a target system. The precise execution 
time can be measured with the source codes compiled and executed on a target hardware 
platform. 
The example expansion is proposed to develop a large scale target system from a small 
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Control I R2 
Engineer f?;-
r-1 R, 
Figure 6.2: Generator Generator 
Target System [2:] 
[>J 
I [2:] 
example quickly. The example expansion is motivated by the fact that manv svstem engineers 
construct new real-time systems, following mechanisms and techniques of working systems. 
In the example expansion , real-time system engineers are responsible for constructing an 
example system based on the ActiveRING model, so that it should work maintaining the 
timing consistency. The example system is founded on small schemata containing any kind 
of data tYpe which can be used in a target system. It should be built in a small configuration 
to cover all functions which may be used in a target system. The example expansion generates 
a target system by expanding schemata and the object configuration. 
The target system should be reconfigured by control engineers, without bothering real-
time system engineers. We provide a generator generator which produces a generator from 
source codes of an example system and information specifying how to expand the source 
codes. as illustrated in figure 6.2. The generator produces a target system specific to each 
set of target requirements specified by control engineers. In this paper, all source codes are 
assumed to be written in C language, \vhich is used in the development of most real-time 
systems. 
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6.3.2 Example System 
To generate a target system, procedures for the configuration and schemata in an example 
system are expanded according to the requirements of the target problem . The procedures 
correspond to the codes enclosed by rounded rectangles depicted in figure 6 .1 . The enclosed 
codes in acquisition objects and provision objects, which depend on schemata, have no 
relationships with codes for the mutual exclusion. The expansion of the object configuration 
affects the methods of the chief object which assigns a request to an appropriate provision 
object. Once the chief object assigns a request , it interferes with neither the acquisition 
objects nor the provision objects. The expanded procedures in the ActiveRING model are 
separated from essential codes to maintain the timing consistency. The expanded procedures 
should be specified in the following manner so that the example expansion may preserve the 
predictability for maintenance of the timing consistency in a target system. 
The expanded procedure in the chief object determines a provision object the request 
is forwarded to. The procedure is implemented with a list of if statements as shown in 
figure 6.1. By expanding the list , it can accommodate the customization of the provision 
object configuration. 
The procedures in acquisition objects and provision objects implement the value assign-
ment to each data item in a schema. The expansion of the procedures founds on increase 
of data items in schemata. Figure 6.3 shows a simplified procedure to acquire values in an 
acquisition schema. An example system is supposed to call the procedure for every acqui-
sition. The left side of the figure shows line numbers. In this procedure, whole data on an 
input area are read to a local variable area, which is used to set values of base data items 
alpha and beta. Derived data item max takes the larger one of them as its value, while min 
takes the smaller one. The procedure consists of several components. The lines from l7 to 
l9 constitute a component to calculate the value of a base data item. In the component, 
function conversion changes a datum specified with off set and length to the value of 
base data item alpha. On the other hand , the lines from l13 to l17 constitute a component to 




















struct _scene_RBschema *sp; 
I 
char area[INPUT_AREA_SIZE]; 
int offset, length; bhd 
/*Read input area data*/ 
read_RB_ inputArea(&area, INPUT_AREA_SIZE); bin it 
bprl 
!* Calculate a base data item */ 
offset = 8; /* offset in input area *I 
length = 2; /* length of input data *I 




conversion( &( so->beta ), area+ offset length): 










Figure 6.3: Example Procedure for Acquisition 
the conversion from an input area to an acquisition schema, while that for a derived data 
item specifies conversion from acquired data item values. In the same way, each procedure in 
the active mechanism and the provision mechanism specifies conversion of a data item value 
in a provision schema from data item values in acquisition schemata. The conversion is im-
plemented with a function which calculates an output from inputs with only local variables. 
A set of functions are prepared for each target problem. 
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example system file target system file 
c?:;:> 
L.__ _ vL___ -__J---.----.--...---.----.--J . . . bl/b' .............. }i:~======~ 
::··.:.::::·:>sz, .··· ,:::::: 
::.:::.jal, a2-al, aD···.: : 
:: :  L_ g - g' /}:: 
<<: db:· d' :>< 
. . . . . . . . . . . 
::::: ... :· .. · ..... :.· 
........................... ~ 
......... ......... ........... 




Figure 6.4: Basic Idea of Example Expansion 
6.3.3 Basic Idea For Expansion 
The chief object methods are implemented with the reception of a request R and its assign-
ment to provision object P. The simplest source codes are 
receive request R; 
if(R is for P) forward R to P; 
The expansion of the methods can be realized with the iteration of the second line along 
with substitution of string P. 
The basic idea to expand an acquisition schema is illustrated with the simplified procedure 
shown in figure 6.3. To produce source codes to calculate a specific data time , we duplicate a 
component selected according to the kind of the data item and substitute appropriate strings 
in the component, as illustrated in figure 6.4. Strings to present the offset, the data length , 
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the conversion function. and the target data item are substituted for a base data item, while 
strings for the data ite1ns used in the derivation, the conversion function, and the target data 
item are substituted for a derived data item. The iteration of the duplication along with the 
substitution according to a given schema enables us to produce codes for calculation of data 
items in the schema. 
The basic idea is to iteratively or selectively duplicate components along with string sub-
stitution according to t he requirements of a target problem. In addition to that: the correct-
ness of procedures in an example system must be transferred to a target system. The items 
indispensable for the example expansion are: 
• components of procedures, 
• requirements of a target problem , 
• rules specifying iteration times, selection conditions, and substitution. 
• transfer of the program correctness. 
Each of the items is explained in the succeeding sections. 
6.3.4 Code Blocks 
Components of procedures implementing an example system are used as bases of target 
system procedures. As a component in source codes, we consider a code block which matches 
one of the following: 
• maximum sequence of lines \vhich are used \Vithout division , 
• a sequence of code blocks which is used 0 or more times, and 
• a sequence of code blocks. at most one of which is selected to be used . 
\Ve represent code block bP consisting of line li, ... lj to appear successively in an object 
method with notation bp(ll : ... , lm)- . otation bp(b1 : ... , bk) means bp is a sequence of b1 , ... , bk. 
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In some code blocks: specific strings are substituted: while others are used as they are. 
The former are referred to as adaptable. and the latter are as rigid. An atomic code block 
includes no other code blocks. We classify code blocks in the hierarchy. 
part : a code block which is a sequence of rigid cells and adaptable cells. 
rigid cell : an atomic and rigid code block. 
adaptable cell : a sequence of cytoplasm and nucleus which may be used iteratively. 
cytoplasm : an atomic and adaptable code block. 
nucleus : a code block which is a sequence of genes and parts. Either of them 
is selected in a nucleus. 
gene : an atomic and adaptable code block used selectively. 
part 
The whole procedure is regarded as one part. Since a nucleus can include parts , a whole 
procedure is represented by a nested structure of code blocks. 
In the example expansion . a code block is duplicated with its strings substituted . The 
order of components is maintained in the code block. Note that a sequence of components 
in an adaptabl cell can be iteratively duplicated , and at most one of the components is 
selected in a nucleus. Since code blocks are recursively expanded: the example expansion 
transfers a nested structure and sequences in a procedure of an example system to a target 
system. 
6.3.5 Requirements In Target System 
Schemata and an object configuration in a target system are referred to as a target system 
definit ion. Procedures in an example system are expanded according to a target system 
definition. A target system definition includes the follo'" ing information for each kind of 
object . 
chief object pairs of a request and a provision object to proces it. 
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Figure 6.5: Builder 
acquisition object data items in an acquisition schema along with information to set their 
values: and ECA rules. 
provision object data items 1n a prov1s1on schema along with information to set their 
Yalues. 
\Ye haYe developed Servish . a language specialized to specify a real-time control syst m 
based on the ActiveRI G model. As shown in figure 6.5 a builder which has a spread sheet 
like GUI has been developed so that a target system definition may be specified by control 
engineers who are not familiar with programming. The output of the builder is a Servish 
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-.... 
Figure 6.6: Subtree in Target System Definition 
program. The parser of Servish converts a Servish program into a tree , like the one shown 
in figure 6.6. In the figure, a vertex represented by a rectangle denotes a terminal which has 
a literal value, while a vertex represented by an oval denotes a non-terminal composed of 
one or more members. A label associated with an arc is the member name with which the 
source vertex refers to the destination vertex. An asterisk following a label on an arc means 
that the source of the arc refers to the destination more than 0 times. On the other hand. 
a circle following a label means that the source selects one of the destinations. 
6.3.6 Expansion Rules 
In this section, an expansion rule is defined after notations needed for the definition. 
Notation li ~ n1 means that strings of line l~ are substituted according to the information 
that vertex n1 has in a target system definition. Substitution R: having taken place in a 
code block, is represented as R = {l~ ~ nk, ... , l1 ~ nL}· When no string is substituted , the 
substitution is ¢. 
Code blocks are traversed to transfer a nest structure and sequence in a procedure in an 
example system to a target systern. A traverse control specifie an instruction to traverse 
code blocks in a manner other than the depth-first manner. Traverse control T is on of 
itr(n.m) , sel(n.m), and case(l). ,,·herem is a member of non-terminal vertex nand lis a 
lit ral in a target system definition. In the example expansion. code block in an adaptable 
cell can be used iteratively. The number of iterated times is specified with notation itr(n.m). 
The code block is used as many times as the reference number of m in n. On the other hand, a 
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code block can be used selectively. The selection is specified with a combination of a nucleus 
and its component code blocks, that is, genes and parts. Suppose vertex n corresponds to a 
nucleus code block. A combination of notation sel ( n . m) specified together with the nucleus 
and notation case(l) with its component indicates that the component is selected in the 
nucleus if the value of member m of vertex n is equal to literal l. 
Iteration times, selection conditions, and substitutions are specified with a vertex in a 
target system definition. Each code block should be traversed identifying the vertex corre-
sponding to it. Suppose code block b corresponds to vertex ne. Let nr11 ... , nrk be necessary 
for either substitution in b or traverse to a code block which is a component of b. Let nav-
igation L(nr=) be a path such that it consists of arcs from ne to V nr= E {nr 11 ... ,nrk }. A 
navigation set is 
U L(nrm), (6.1) 
l'Sm'Sk 
which represents a set of arcs used in the vertex reference in code block b. Notation nd +- n 5 
is used to represent the fact that there is an arc from n 5 to nd· Navigation set E is represented 
An expansion rule is defined so as to be associated with correspondence from a code block 
to a vertex. Suppose code block bp which consists of code block be1 , • • • be= corresponds to 
vertex ne in a target system definition. Suppose be1 , ••• , bern corresponds to vertex n1, .... , nm, 
respectively. An expansion rule is a triple of navigation set E, traverse control T, and 
substitution R, such that 
• E includes all arcs in a navigation from ne to any element of { n1 , .... , nm}, 
• E includes all arcs in a navigation from ne to any vertex used in the traverse control, 
and 
• E includes all arcs in a navigation from ne to any vertex used in any element of R. 
~otation bp(li, ... lj) ~ ne means that code block bp consisting of line li, ... lj corresponds to 
vertex ne "'ith expansion rule cxP. 
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6.3. 7 Maintaining Correctness 
To transfer the program correctness from an example system to a target system as well 
as the timing consistency, we must pay attention to control dependences and the data 
dependences[11] [13]. 
control dependence Let expression e be a condition part of a conditional statement, say 
if-then-else , or a loop statement, say while. If evaluation of e determines whether 
statement s is executed, there is a control dependence. Statement s depends on e. 
data dependence Suppose a program where variable v is defined in statement s and re-
ferred to in statement t. When the program has an execution path from s to t with 
no definition of v, there is a data dependence. Statement t depends on s with regard 
to v. 
Real-time system engineers should transfer control dependences by including components of 
a conditional statement or a loop statement in a single code block. Let statement s in code 
block b define variable v. Suppose v is referred to in statement t in code block c. Statement 
t depends on s. V\ hen v is to be substituted with u, the data dependence with regard to v 
must be transferred to a target system. Real-time system engineers should specify expansion 
rules so that v should be substituted with u in both s and t, maintaining the order of b and 
c. In addition to that, neither mistake nor conflict is allowed in substituted variable names. 
For example, a target system definition where a control engineer mistakes the name of an 
acquired base data item in derivation of another data item cannot produce a correct target 
system. The semantic check mechanism of the Servish parser finds mistakes and conflicts in 
variable names. 
Through many tests, real-time system engineers confirm correct behaviors of an example 
system. To get a target system, methods in the example system is expanded with the 
expansion rules which maintain both of the data dependence and the control dependence. 
The target system founds on the ActiveRING model as the example system does . The worst 
case execution time of every method in the target system can be measured , by executing 
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the method solely. In the ActiveRING model, expanded codes are separated from the codes 
for the mutual exclusion. \Ve can know the worst case blocking time of each task. Using 
the Rl\1A, it can be predicted whether the timing consistency is maintained in the target 
system. 
6.3.8 Illustrations of Expansion Rules 
The subtree depicted in figure 6.6 shows how to set the values of data items. Vertex n 1 
and n 2 correspond to a circular area and acquisition of each data item, respectively. Since a 
circular area has multiple data items , the arc from n 1 to n2 is labeled with acquisition*. 
In acquisition of each data item, the value calculated with function n 4 is set to data item n 3 . 
When member source of n 2 takes BASIC as its value, the data item to be acquired is a base 
one. Then, a value on an input area indicated by n 6 is an argument of function n 4 . vVhen 
it takes DERIVED, the data item is a derived one. Arguments of function n 4 are represented 
by n~ and n~ 1 , data item values which have been acquired . 
Let us expand the procedure shown in figure 6.3 according to the subtree in the target 
system definition. In code block bbdy, bavs is used as many times as the value represented by 
acquisitions* in n 2 , to produce source codes for the acquisition of all specified data items. 
It is represented by the traverse control in 
abdy(Ebdy, itr(n1.acquisitions), ¢), 
Ebdy = { n2 +-- n1} . 
(6 .2) 
Code block bbdy and bavs correspond to vertex n 1 and n 2 , respectively. Navigation from n 1 
to n2 is necessary when the traverse point moves from bbdy to bavs · Navigation set Ebdy in 
expansion rule abdy includes the navigation. In code block bavs, either bbsc or bdrv is selected 
depending on whether the data item to be acquired is a base one or a derived one. The 
expansion rule for bavs, 
Ciavs(¢, sel(n2.source), ¢), (6 .3) 
1 n; and n~ are different vertices of the same data types as n2 and n3 , respectively 
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means that member source of vertex n2 is referred for the selection. Code block bbsc to 
calculate a base data item corresponds to vertex n 2 with expansion rule 
(6.4) 
On the other hand , bdrv to calculate a derived data item corresponds to vertex n2 with 
expansion rule 
Cidrv(Edrv, case(DERIV ED), Rdrv) , 
(6 .5) 
In the rules , substitution Rbsc and Rdrv need navigation set Ebsc and Ebsc, respectively. Each 
of Cibsc and CY.drv has the traverse control in the form of case( l) to indicate the code block is 
selected when the value of source is equal to l. 
6.4 Tools for Example Expansion 
In the example expansion, real-time system engineers identify code blocks in procedures to 
be expanded, and state expansion rules for the code blocks. Tools are prepared to support 
the example expansion . The generator generator, an essential tool , produces source codes of 
a generator for target systems as depicted in figure 6.2. 
6.4.1 Tags 
For the example expansion, real-time system engineers represent a expanded procedure with 
a nested structure of code blocks. They also have to specify an expansion rule for each 
correspondence of a code block to a vertex in a target system definition. The expansion 
rule also states the control of the code block traverse, and the string substitution. Tags are 
pro\ ided for real-time system engineers to specify a code block and an expansion rule . The 
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ex1emal local m!emal conv. 
role arg . param. variable cont rol lis! 
rgd <role> () ll ll () (*I *I 
l rype var=exp: 
tidp <role> (arg) l rype param: l for(exp: () ( */ 
rype var=exp: l exp: 
exp ) 
*I 
l rype var=exp: (conv. 
cyl <role> (arg) l rype pardm: l ( *I *I 
rype var=exp: l conv) 
l rype var=exp: 
ncl <role> (arg) l rype param: l 0 ( *I *I 
rype var=exp: l .~ wirch(exp) 
l rype var=exp: (conv. 
case( val) gen <role> (arg) l rype param: l *I 
rype var=exp: l conv) 
l type var=exp: 
case( val) prt <role> (a rg) l type param: l 0 ( */ *I 
rype var=exp; l 
Figure 6.7: Syntax of Tags 
syntax of tags is shown in figure 6.7. Source codes of a procedure to be expanded are tagged 
like figure 6.8 whose original is shown in figure 6.3. 
There are s1x kinds of code blocks. For each kind of code blocks , a pair of a starting tag 
and an ending tag is provided to specify a code block , enclosing successive source code lines. 
Starting tags begin at string "/* -! - ;, and end with string " ( *I", while ending tags are 
concatenations of string "/ * ) - ! _,, the kind of the code block , and string "* / ". 
The starting tag consists of the following elements which indicate the information necessary 
for the example expansion: 
• the kind which is one of r gd , adp , cyt , nc l, gen , and prt , 
• the role which gives the code block an identifier unique 1n its parent code block , 
• the argument and the parameter which sho,vs the correspondence of the code block to 
a vertex, and 
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I * - 1 "'prt<whole> (circular){struct circular *circular;}{} () ( * I 
I * -! "'adp<prologue>(circular){struct circular *circular;}{}() (* I 
I * -! "' cyt<header> (circular) {struct circular *circular;} 
{struct schema *schema= point_schema(circular->schema);} 
(circular->name, schema->name) ( * I 
voi d wr ite_ -!A%s( RB ) (sp) 
st ruc t _ scen e_-! A%s (RBschema) *sp; 
c har area[INPUT_AREA_SIZE]; 
i nt off set, l eng t h; 
I* )- !"'cyt * I 
I* - !"'cyt<initializat ion>(circular ) {struct circular *circular;} 
{} (circular->name) ( * I 
I* Read inpu t area data * I 
read_-!A% s ( RB )_inputArea ( &area, I NPUT _ AREA_ S I ZE ); 
I* )-!"'cyt *I 
I * ) - ! "'adp *I 
I* -!"'adp<body>(circular) {struct circular *circular;} 
{struct acquisition *acquisition; 
int count= circular->num_acquisition;} 
for(acquisition circular->acquisitions; 
count--; 
acquisition point_acquisition(acquisition->next)) () (* I 
I* -!"'ncl<data item>(acquisition) {struct acquisition *acquisition;}{} 
switch(acquisition->source) () ( * I 
I * -!"'case(BASIC) gen<base data item>(acquisition) 
{struct acquisition *acquisition;} 
{struct variable *var p o int_variable(acquisition->variable); 
struct function *fnc = p o int_function(acquisition->functi on ); 
struct argument *arg = point_argument(fnc->arguments); 
struct input *input= point_input(arg->input) ; } 
(input->offset, input-> l ength, fnc- >name, var->name) ( *I 
I* Calculate a base data item * I 
offset = - ! A %d ( 8 ) ; I* offset in input 
of input 
area *I 
data *I length = -! A%d(2); I * length 
- ! A%s ( c onversion) (& ( sp-> - ! A%s (alpha)), area + offset, length); 
I * ) -! "'gen * I 
offset = 16; 
length = 1; 
conversion(&(sp - >beta), area + offset, length); 
I * -!"'case(DERrvED) gen<derived data item>(acquisition) 
{struct acquisition *acquisition;} 
{struct variable *var point_variable(acquisition->variable ) ; 
struct function *fnc = point_function( acquisition->function); 
struct argument *arg = point_argument(fnc->arguments); 
struct acquisition *acquired = point_acquisition( arg- >acquisition) ; 
struct variable *basel= point_variable(acquired->variable); 
struct variable *base2 = point_variable(basel->next ) ; } 
(fnc->name, var->name, basel ->name, base2->name) ( *I 
I* Calculate a derived data item *I 
-!A%s(maximum) (&(sp - >-!A%s(max)), 
&(sp-> - !A%s(alpha)), 
&(sp-> - !A%s(beta)) ); 
I* ) -! "'gen *I 
minimum(&(sp->min) , &(sp - >alpha), &(sp - >beta)); 
I* ) -! "'ncl * I 
I * )-!"'adp * I 
I* -! "'rgd<tailer>() {}{} () ( * I 
I * ) -! "'rgd * I 
I* )-!"'prt * I 
Figure 6.8: Tagged File 
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/* 
(circular->name, schema->name) ( */ 
void write_ -!A%s(RB) (sp) 
struct _ scene_-!A%s(RBschema) *sp; 
char area[INPUT_ AREA_ SIZE]; 
int offset, length; 
~ending tag 
parameter 
Figure 6.9: Elements in Tag 
• the elements for the expansion rule such as 
the local variable list for the navigation set, 
the control label for the traverse control, and 
the conversion list for the substitution. 
starring tag 
local variable list 
conversion list 
Figure 6.9 illustrates the elements in the tag for code block bhd in figure 6.3. Both of 
the argument and the parameter indicates an identical vertex which corresponds to the code 
block. The data type specified along with the parameter is the one of the vertex. In the local 
variable list , a local variable and its data type are declared. A value may be assigned to a local 
variable, if necessary. The assignment means to navigate a link from one vertex to another 
in a target system definition. The assignment sometimes needs supplementary subroutines 
based on semantics of the vertices. Real-time system engineer can define semantic functions 
in C language for the assignment. The internal control labels are specified in starting tags for 
adaptable cells and nucleuses. The control label in an adaptable cell means itr(member ). Its 
form is "for (expression; expression; expression) ", which has the same semantics of 
the for-statement in C language. The meaning of the control label in a nucleus corresponds 
to sel(member) . The control label has form ':switch(expression)"'. The external control 
labels are specified in starting tags for genes and parts. In both of them, the control labels 
mean case(literal). 
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The conversion list appears in starting tags for cytoplasrn and genes. In these code blocks, 
strings to be substituted are marked with either 
• a pair of "-! -%s (" and ") ", or 
• a pair of"-! -%d('' and ") ". 
The i- th marked string is substituted with the value of the i-th element in the conversion 
list. In the substitution , the element is evaluated as a string for the former pair , while it is 
evaluated as an integer for the latter pair. 
6.4.2 Work Flow 
Figure 6.10 depicts the tools for the example expansion. Control engineers create a Servish 
program which specifies a configuration and schemata in a target system using the builder. 
The Servish parser converts the program into a target system definition . On the contrary, 
real-time system engineers are responsible for building a correct example system based on 
the ActiveRING model. Some of procedures implementing it should be expanded for a 
target system. and others remain unchanged. Real-time system engineers attach tags to 
procedures to be expanded. The process of the example expansion is divided into two steps: 
the interpretation of tags and the generation of a target system. 
In the interpretation of tags , g_g, which stands for a generator generator , produces gener-
ator procedures , template procedures, and substitution rules. 
generator procedures A starting tag attached to a code block is converted into a sub-
routine which expands the code block. The argument and the parameter in a tarting 
tag are used in the subroutine call and in the subroutine definition , respectively. In 
an adaptable cell tagged with a control label for the iteration , g_g produces a for-
statement to iteratively call subroutines \vhich expand its child code blocks. In a 
nucleus tagged \vith a control label for the selection condition, g_g produces a switch-
statement . which contains case-labels corresponding to control labels attached to child 
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Figure 6.10: vVorkfiow in Example Expansion 
code blocks of the nucleus. The logic implemented in a subroutine is so simple that 
almost subroutines in a generator consist of less than a decade of lines. 
template procedures Template procedures are produced by duplicating tagged proce-
dures except the following two points. For each starting tag, g_g leaves only its kind 
and role enclosed with"/* -! ~· , and " ( *I". Strings marked to be substituted in code 
blocks are returned to original ones. Template procedures make the nested structure 
of code blocks explicit. Produced template procedures can be compiled as a part of 
the example system, because any C compiler regards left tags as comments. 
substitution rules Cytoplasm and genes extracted from tagged procedures are recorded 
as substitution rules; after the position of substituted string is clarified. 
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In the generation of a target systen1; a produced generator traYer es code blocks. navigating 
arcs in a target system definition. The traverse is realized by the subroutine calls. In each 
subroutine , the generator calls subroutines corresponding to the child code blocks based on 
the nested structure, unless there is a traverse control. As for the iterative traverse control, 
the generator repeats to call relevant subroutines, while it selects a subroutine to be called 
according to the selective traverse control. When the traverse reaches atomic code blocks, 
the generator modifies codes of adaptable ones with substitution rules , and duplicates codes 
of rigid ones from template procedures. 
6.4.3 Merits 
Development of various systems based on the ActiveRING model makes it clear that the ex-
pansion of small example systems is effective in decreasing burdens of both control engineers 
and real-time system engineers. 
After consistency in a target system definition is checked, a target system is generated so as 
to reflect configuration and schemata specified in it. Using a generator, control engineers can 
modify configuration and schemata correctly, without annoying real-time system engineers. 
\Vhen real-time system engineers describe tags , they may commit errors which lead un-
expected behaviors of a generator. Source codes of a generator produced by g_g contribute 
to identify errors. Suppose a generator fails because of -a wrong navigation of arcs in a tag. 
The source codes of the generator can be scrutinized with a source-level debugger, which in-
dicates a subroutine where the generator fails. Since most subroutines in a generator consist 
of a few simple lines , it is easy to find a wrong code. The association of one subroutine with 
one code block facilitates to identify the error in the tag. 
In addition to that, the example expansion supports to enhance functions in target systems. 
Introduction of new mechanisms and devices requires modification of an example system by 
real-time system engineers. They modif} procedures in the example system. and tag modified 
procedures to produce a new generator. Since an example system is small, modification and 
tests along with it need far less labors compared with what would be necessary in a large 
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Table 6.1: Difference between Target System and Example Svstem 
r quirements progran1 size (line) 
s:vstem sch mata data items objects ECA expanded unchanged 
acq. pn'. acq. prv. acq. prY. rules 
example 3 3 12 12 3 7 12 10,483 41,338 
target 7 367 1619 4039 7 2 358 257,828 
target system. 
6.5 Evaluation in Actual Development 
In this section. the effectiveness of the example expansion is evaluated through the develop-
ment record of a DAS system for a steel mill plant. V\ie sho"' how the example expansion 
lightens two kinds of burdens: burdens in obtaining the target system, and burdens in ob-
taining its generator. 
6.5.1 Efficiency 
An example system is expanded according to a target system definition. Table 6.1 summa-
rizes the difference between the target system and the example system. It takes 81man ·days 
and 75man · days to design the example system and to implement it respectively. The im-
plementation includes labor for coding, debugging, and testing. As it is known from the 
table, the example system is converted into the far larger system. The requirement for the 
target system is specified by a control engineer using the builder. It takes 5man · days to 
specify the requirements and correct errors that the Sen·ish parser points out. It would take 
433man ·days for the same development team to construct the target system from scratch, if 
it i estin1ated from the program size. The development time with the example expansion is 
2. 7 times less than with manual development from scratch. If the development starts at the 
requirement definition by a control engineer , the labor is 1/87 of the manual development 
labor. 
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6.5.2 Usefulness of Tool 
Let us consider the labor to construct a generator. Table 6.2 shows the time to attach tag 
to example system procedures and the time to correct errors in tags. Tagging activities are 
measured for 15 files . There are two kinds of errors. One is a syntax error that g_g can point 
out . The other is a semantic error which is found out by execution of a generator produced 
by g_g. Each line in the table shows the time for tagging, the time to correct syntax errors. 
and the time to correct semantic errors. The last four columns indicates the file sizes without 
tags and with tags . Since g_g identifies syntax errors, they can be corrected in a short time, 
as table 6.2 shows. Debugging of semantic errors in tags does not take a long time, either. 
As mentioned in the previous section, source codes of the generator make it easy to identify 
semantic errors in tags, because a source level debugger can be used. 
Sometimes, example system procedures have to be modified to handle new devices or 
to add new mechanisms. Table 6.3 shows the time which is necessary to modify tagged 
procedures. The columns for file sizes compares modified files with original ones . The 
column for difference indicates the number of different lines. The last column represents the 
modification is either one taken place only within a code block, or one spreading over several 
original code blocks. The former is represented by word "intra", while the latter by "inter" . 
As it is easy to understand, it takes more time to reflect modification over multiple code 
blocks. In one case, 48 lines are modified in the example system. To reflect the modification , 
two 2 tagged files( o and pin table 6.3) are modified. It takes 3man ·days for the modification 
of the example system, tests of the example system, and the modification of the tagged files. 
A target system generated after the modification is different from original one by 5872 lines. 
From an empirical estimation, the manual modification and tests in a generated system 
would need 10 times more labor than that taken in the modification. This reveals that the 































Table 6.2: Attaching Tags to Expanded Procedures 
time (min.) file size 
tagging tag debug without tags with tags 
syntax semantics (line) (Byte) (line) (Byte) 
18 0 0 122 2424 156 5021 
24 0 0 161 3266 198 5591 
11f 16 0 662 14807 732 22039 
13 10 0 178 8516 281 12250 
136 11 7 78 2744 215 12122 
81 7 9 90 2796 238 11628 
8 4 0 7 179 38 1695 
57 1 2 33 375 129 6889 
16 6 2 37 642 89 3551 
82 0 12 162 3797 259 11352 
77 4 25 296 8098 437 20378 
99 0 17 903 27988 1124 57943 
45 1 0 23 687 77 4869 
Table 6.3: 1odification of Tagged Procedures 
time (min.) file size 
membrane debug original modified diff. 
syntax semantics (line) (Byte) (line) (Byte) (line) 
0 0 181 5629 202 6276 10 
3 21 337 10095 379 11789 24 
0 0 109 5887 129 7039 20 
0 0 1120 57690 1306 62865 120 
0 1 268 15701 320 20598 38 
0 0 274 16243 346 21184 42 
0 0 289 8935 331 10201 19 
0 20 510 19588 559 21696 22 
0 0 194 9987 201 10525 7 
0 0 77 4869 103 6388 10 
0 4 129 7039 128 6922 14 
0 0 129 7039 140 7482 28 
0 0 129 7039 140 7482 32 


















6.6 Concentration on Specialities 
In this chapter, the example expansion is proposed for the development of a large scale 
real-time control system without the knowledge on real-time computing. 
sing the formal method and the tools to preserve the predictability for maintenance of 
the timing consistency, a small example is expanded so as to meet requirements for a target 
system . The example is constructed by real-time system engineers who can implement 
a mechanism to maintain the timing consistency, while the requirements are specified by 
control engineers who have expertise in the regulation of a specific plant. 
Control engineers benefit from the example expansion because the builder and the gen-
erator release them from being conscious of transferring the timing consistency. They can 
concentrate on achieving stable plant behaviors , which is their speciality. Real-time system 
engineers have to pay their attention to a small example system. It is when the example 
must be modified that the development needs them. They only have to work when their 
expertise is necessary. 
The example expansion has been applied to the development of a control system for a steel 
mill plant. The example expansion has achieved the development which is 2. 7 times more 
efficient than that with other methods. The example expansion also contributes to reducing 





This thesis discusses the real-time active DAS middleware. From the view points of ap-
plications which want to use process values inside various kinds of control machines , the 
middleware provides a single interface of the control machines. Any application can access 
process value with the interface. The middleware is also equipped with an active mechanism, 
with which state changes in a plant are notified to applications. The detection of some state 
changes needs to be conscious of the time course. The middleware should reflect application 
requirements including schemata for the data handling and rules for the detection . The 
middleware can be easily developed according to each application. 
The major contributions of the studies explained in the thesis are summarized as follows. 
• The middleware integrates service of time dependent data with secured acquisition. 
The service includes flexible and complicated provision responding to external requests , 
and the active service according to the data freshness . 
• The ActiveRING model is a concise computational model for the middleware, which 
enables the integration. 
• The data modeling the middleware founds can represent the time course , which 1s 
indispensable in plant operations . 
• The example expansion is proposed to enable the development of large scale control 
systems without knowledge on real-time computing. 
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In the thesis. the effecti\·eness of th e real-time active DAS middleware is proved with proto-
types and though experiments in actual applications. 
:\ eedless t o say. the incorporation of semantics specific to a domain amazingly reduces 
efforts necessary to construct systems to \vork in the domain. It is the simplicity achieved 
by the incorporation that makes the real-time active DAS middleware practical and useful. 
The semantics are reflected in the ActiveRING model which properly relaxes constrains on 
data and timing behaviors in DAS systems. The simple architecture the model specifies 
has a suitable abstraction level to represent the tasks in DAS systems. It allows to realize 
the middleware on COTS real-time operating systems. The ActiveRING model also makes it 
feasible to develop the formal method and tools for the DAS customization without expertise 
on real-time computing. The distinction of the two kinds of reactive works contributes to 
supporting both of the urgent notification and the trend recognition. 
The greatest difficulty from which existing commercial DAS systems are suffering lies in 
the integration of the flexible and complicated service with real-time acquisition. DAS users 
demand service which needs more complicated computation. They also request more flexi-
ble service according to their purposes. The tendency toward the complicated and flexible 
service shall get stronger, as long as computer technologies continue to prevail in many areas 
of activities in the manufacturing industry. The real-time active DAS middleware approach 
gives a promising perspectives to solve the problem. The difficulty for the integration at-
tributes to mixing up real-time tasks with others. Like the discussion in chapter 3 and 
chapter 4, separation of real-time computation from complicated computation along with 
flexible responses leads us to a feasible solution using the simplicity of the middleware and 
the modeL 
Indeed, there remain problems unsolved in the approach. One of them is that the real-
time acquisition ability of a DAS system is likely to reach its limitation because of the 
enlarged scale of a distributed control system. As it is explained in chapter 2, process values 
in components of the distributed control system are centralized to a few DAS systems in 
the current status of the studies. To cope with the scale enlargement of the distributed 
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control system , a DAS system should be also distributed so that it may correspond to 
each component. In each component , a small DAS system co,·ers acquisition and detection 
localized to the component. Even in this case , a supervisory mechanism is necessary to 
unite series retrieved in distributed DAS systems and to detect state changes associated 
with interactions among components. Such state changes cannot be found unless process 
values are monitored over more than one components. The preceding discussion implies the 
necessity of two kinds of DAS systems: local DAS systems and central DAS systems. The 
local DAS systems would execute simple tasks in a small hardware and software platform for 
each component in the distributed control system. Working as a supervisor , the central DAS 
systems should synthesize retrieval results and notification messages from distributed DAS 
systems. The clock synchronization is indispensable in each of the DAS systems. It is also 
worthy of attention that developers of such DAS system should be free from being conscious 
of the distribution and the centralization. Investigation activities have been already started 
to scrutinize requisites to solve the problem. 
Although it is obvious in the above discussion , the real-time active DAS middleware and 
the ActiveRING model on which the middleware founds have not attained the sound solution 
to solve all problems that DAS systems have suffered from or may be potentially faced with. 
Nevertheless , the simplicity of the middleware and the model is expected to be strong enough 
to solve the problems on COTS hardware/software platforms. 
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