Many authors have investigated edge decompositions of graphs by the edge sets of isomorphic copies of special subgraphs. For qdimensional hypercubes Q q various researchers have done this for certain trees, paths, and cycles. In this paper we shall say that "H divides
Introduction
Edge decompositions of graphs by subgraphs has a long history. For example, there is a Steiner triple system of order n if and only if the complete graph K n has an edge-decomposition by K 3 . In 1847 Kirkman [1] proved that for a Steiner triple system to exist it is necessary that n ≡ 1 (mod 6) or n ≡ 3 (mod 6). In 1850 he [2] proved the converse holds also.
Theorem 1 A Steiner system of order n ≥ 3 exists if and only if n ≡ 1 (mod 6) or n ≡ 3 (mod 6).
In more modern times (1964) G. Ringel [3] stated the following conjecture, which is still open.
Ringel's Conjecture
If T is a fixed tree with m edges then K 2m+1 is edge-decomposable into 2m+1 copies of T .
Still more recently, the n-dimensional hypercube graph Q n has been studied extensively, largely because of its usefulness as the architecture for distributed parallel processing supercomputers [4] . Communication problems such as "broadcasting" in these networks (see [5] , [6] ) have led to research on constructions of maximum size families of edge-disjoint spanning trees (maximum is ⌊n/2⌋ for Q n [7] ; see [8] for results on more general product networks.) Fink [9] and independently Ramras [10] proved that Q n could be decomposed into 2 n−1 isomorphic copies of any tree on n edges. Wagner and Wild [11] proved that Q n is edge-decomposable into n copies of a tree on 2 n−1 edges. Horak, Siran, and Wallis [12] showed that Q n has an edge decomposition by isomorphic copies of any graph G with n edges each of whose blocks is either an even cycle or an edge. Ramras [13] proved that for a certain class of trees on 2n edges, isomorphic copies of these trees edgedecompose Q n . Other researchers have demonstrated edge decompositions by Hamiltonian cycles for Cartesian products of cycles [14] , [15] , [16] . Song [17] applies a different construction of this to even-dimensional hypercubes.
We concentrate in this work on the important question of edge decompositions of hypercubes into paths of equal length. Literature on this specific question is not extensive. The cases of n odd and n even are very different, with the theory of edge decompositions of Q n for n even being dominated by Hamiltonian cycle considerations as noted above. Mollard and Ramras [18] found edge decompositions of Q n into copies of P 4 , the path on 4 edges, for all n ≥ 5. Our principal result goes far beyond that: for n < 2 32 we answer the general question of when Q n for n odd can be edge decomposed into length-m paths. The method of proof involves construction of two new graph-theoretic operations that may have wide applicability to edge decomposition studies.
Notation and Preliminaries Definition 1 For graphs H and G we say that H divides G if there is a collection of subgraphs {H i } each isomorphic to H (H i ≃ H for all i) for which E(G) is the disjoint union of {E(H i )}.
Notation We shall denote "H divides G" by H < D G since the relation < D is clearly reflexive and transitive and thus a partial order.
For the q-dimensional hypercube Q q the vertices are the 2-tuples of 0's and 1's. V (Q q ) has an additive structure of Z q 2 . The edge set E(Q q ) consists of those (unordered) pairs of vertices that differ in exactly one coordinate. The group Z q 2 acts on the set of edges in the obvious way: for γ ∈ Z q 2 and e = {α, α ′ } an unordered pair representing an edge of E(Q q ), γ + e will denote the edge {γ + α, γ + α ′ }. The parity of a q-tuple α = (a 1 , . . . , a q ) ∈ Z q 2 is ρ(α) = a 1 +. . . , a q , defined (mod 2). Let B q be the subgroup of V (Q q ) consisting of those q-tuples with parity 0. For q ≥ 1 clearly | B q | = | V (Q q ) |/2 = 2 q−1 . Given an integer j, 1 ≤ j ≤ q, and a vertex α = (a 1 , . . . , a q ) ∈ V (Q q ), some helpful notations are as follows. Let
i.e. alter a j only. Let
where c = ρ(α) + a j . The idea of j 0 is "alter the j th coordinate if necessary so that the parity is 0". It should be obvious that
i.e. alter the j th coordinate if necessary so that the parity is 1. Notice that {α, j · α} is an edge of Q q and that {j 0 · α, j 1 · α} is the same edge. Our notation for this edge isĵ · α. Thenĵ is compatible with the Z
The path P q of length q is a graph with with vertex set {0, 1, . . . , q} and edge set {1, . . . ,q},k denoting the edge joining k − 1 and k. We define graph embeddings f γ : P q −→ Q q , for γ ∈ B q , as follows. For 0 ≤ k ≤ q let
and set
Notice that in E(Q q ),
The family {f γ } provides | B q | = 2 q−1 ways of embedding P q in Q q , and P q has q edges, so altogether the {f γ } send q · 2 q−1 edges to Q q while | E(Q q ) | = q · 2 q−1 . Therefore if the {f γ } cover E(Q q ) then they cover each edge just once, i.e. the path images of {f γ } are pairwise edge-disjoint. To see that this is the case, let e = {α, α ′ } denote any edge of Q q ; then e =k · α where the unique coordinate that differs between α and α ′ is the k th . Put γ = k 0 · (α + 1 k 0 q−k ). and observe that f γ (k) =k · γ = e. We have proved
Lemma 1
The family of graph embeddings {f γ : P q −→ Q q | γ ∈ B q } defines a partition of E(Q q ) into edge-disjoint paths indexed by B q .
(As mentioned in the Introduction, a more general result, for all trees on q edges, appears in [9] and in [10] .)
The results in the next lemma are also in [10] but we include short proofs here so this article can be self-contained.
Proof. (a) Q 3 may be viewed as an inner Q 2 joined to an outer Q 2 via a perfect matching. Decompose the inner Q 2 into 2 edge-disjoint P 2 's. Each of the remaining 8 edges decompose into 4 P 2 's, with one edge of the outer Q 2 joined to an incident matching edge.
(b) Every vertex of Q q has odd degree, so at every vertex at least one embedded path must start or end there. So there must be at least 
The proofs are trivial.
The importance for hypercubes of stretched graphs comes from
For example, from this and Lemmas 2(a) and 3(e,f) it follows easily that P 6 = 3 * P 2 < D 3 * Q 3 , which divides Q 9 . By transitivity of divisibility, one obtains P 6 < D Q 9 , which is already a new result. To prove Theorem 2, the cases of m odd and m = 2 are considered separately. It should be clear from Lemma 3(d,e) that if m 1 * Q q < D Q m 1 q for any q and if m 2 * Q q < D Q m 2 q for any q, then m 1 m 2 * Q q < D Q m 1 m 2 q for any q, so the cases of m odd and m = 2 suffice.
Before jumping into the proof, let us establish notations for vertices and edges of Q mq and m * Q q . We consider a vertex of Q mq to consist of q vectors of length m,
2 . Notations for m * Q q are as follows. First, each vertex of Q q is carried over as a vertex into m * Q q , so if α = (a 1 , . . . , a q ) ∈ V (Q q ), we also view α as a vertex of m * Q q . In addition, for each edgeĵ · α ∈ E(Q q ), let j k : α denote the k th point on the path that replacedĵ · α, where 0 ≤ k ≤ m. We also identify j 0 : α with α, and j m : α with j · α (which is the other endpoint of j · α). Note that the edges of m * Q q connect j k−1 : α with j k : α, k = 1, . . . , m.
The points and edges can be counted coming from either end of the path, hence
So one must be careful that any definition involving j k : α is independent of choice of notation. One way to make the above notation unique for the vertices not inherited from V (Q q ) is to apply it only to α ∈ B q . Then
Proof of Proposition 1.
e. a vector where each length-m subvector γ (i) has parity 0. Define embeddings
If instead a vertex of m * Q q is j k : α, with α ∈ B q , put
, as needed for notational consistency and for F γ to send edges to edges.
We will show that the {F γ } comprise an edge partition of Q mq into copies
mq−1 edges will be covered by the union of their images. But this is exactly | E(Q mq ) |, so the {F γ } comprise an edge partition if and only if
i.e. it suffices to show that every edge of Q mq is in the image of some F γ .
Let an edge of Q mq be written as (α (1) , . . . ,k·β, . . . , α (q) ), where α (s) ∈ Q m and β ∈ B m . The idea here is that the unique vertex that changes over the edge is at some position (call it k) of some length-m segment (call it the j th ). Put
Then γ (s) ∈ B m because the parity of m copies of either 0 or 1 is (respectively) either 0 or 1. (Note: This is the only place in the proof where the hypothesis is used that m is odd.) Put
and likewise
This shows that the edge of m * Q q that links j k : β and j k−1 : β is sent via F γ to the edge (α (1) , . . . ,k · β, . . . , α (q) ) of Q mq . This completes the proof of Proposition 1. ✷
Proof. Again, begin with notation for vertices and edges of Q 2q and 2 * Q q . This time we set up Q 2q slightly differently, namely we identify
so (α, β) would be a typical vertex of Q 2q , where α, β ∈ V (Q q ). The notation for V (2 * Q q ) is similar to before, but there is no need for the superscript 'k' because k = 1, and we will simply write j : α for the midpoint ofĵ · α. Notice
Let j#α denote the unique edge of 2 * Q q connecting α and j : (j 0 · α). For any γ ∈ B q , define the embeddings 
also, so the family {F ǫ γ | ǫ = 0 or 1, γ ∈ B q } provides an edge partition of Q 2q into copies of 2 * Q q if and only if
To prove this we break into two cases. An edge e of Q 2q is either (ĵ · α, β), where α ∈ B q and β ∈ Z q 2 , or (α,ĵ · β), where α ∈ Z q 2 , β ∈ B q . Define γ by γ = j 0 · (α + β) ∈ B q , and letα = β + γ ∈ B q . Suppose the edge e is (ĵ · α, β), with α ∈ B q and β ∈ Z q 2 . Divide further into two subcases. If ρ(β) = 0, then γ = α + β andα = α ∈ B q . We have
So F 0 γ carries the edge j#α to (ĵ · α, β). Now consider the alternate situation where
We consider separately, subcases where ρ(α) = 0 versus where This section is devoted to answering the question above. We will show that for q < 2 32 , P m < D Q q if and only if m ≤ q and m|q · 2 q−1 . We begin by citing from [14] , [15] and [16] , the fact that Q 2n has an edge-decomposition into Hamiltonian cycles.
We will also provide later a simple "proof by formula" of the specialization of Theorem 3 and Corollary 1 to the case when n is a power of 2.
Recall that the Cartesian product of two graphs G and G ′ , denoted G✷G ′ , is the graph whose vertex set is V (G) × V (G ′ ) and whose edge set consists of pairs that are either {(x 1 , y), (x 2 , y)}, where {x 1 , x 2 } is an edge of G and y ∈ V (G ′ ), or {(x, y 1 ), (x, y 2 )} where x ∈ V (G) and {y 1 , y 2 } is an edge of G ′ . It should be clear that Q q ✷Q q ′ ≃ Q q+q ′ . To begin to relate Cartesian products and edge decompositions, we have
✷ Proposition 3 Let t < 2n and suppose it can be shown that P 2 t < D Q q for all odd integers q in the range 2 t + 1 to 2 t + 2n − 1. Then P 2 t < D Q q for all q ≥ 2 t (q odd or even).
Proof. If q is even and 2 t ≤ q, put n = q/2. It follows from Corollary 1 that
t to paths of length 2 t . The object we utilize for doing this is defined next. Proof. The case k = 0 merely reiterates Theorem 3. For k > 0 start with Theorem 3 giving an edge decomposition of Q 2n into n copies of C 2 2n . Call three of the cycles
Definition 3 Let G be a graph. A disjoint collection of vertex-originating paths of length k, henceforth DVOP[k], is a collection of paths of length
, and choose a direction or orientation on each cycle. Define set bijections h i :
. This is clearly a graph map because p v (i − 1) and p v (i) are connected by an edge in C (i) , and it obviously originates on v. It is a path (i.e. an embedded copy of P k ) if the k + 1 vertex images are all distinct. Because adjacent vertices have opposite parity on a hypercube,
. To see that p v (0) = p v (2) note that these two vertices are connected by distinct edges to p v (1) so must be distinct in Q 2n . Likewise and p v (1) = p v (3) because they are connected by distinct edges to p v (2). Finally, if two edges coincide, say p v (î) = p w (ĵ), then because 
Proof. Denote a vertex of Q m+q as (α, β), where α ∈ V (Q m ) and β ∈ V (Q q ). Utilize the edge decomposition of Q m into copies of P m :
Denote the embedded copies of Q q in m#Q q as Q ′ q and Q ′′ q . Denote the j th point on the edge of m#Q q joining β ′ to β ′′ as β j . Thus β 0 = β ′ and β m = β ′′ . Define for γ ∈ B m
. This is a collection of 2 m−1 embeddings of m#Q q into Q m+q . Since | E(m#Q q ) | = (m + q)2 q , there are in all 2 m−1 (m + q)2 q = (m+q)2 m+q−1 edge images of all the {F γ }. Since | E(Q m+q | = (m+q)2 m+q−1 , the {F γ } are a decomposition into disjoint copies if their collective images are onto E(Q m+q ). But this is easy, because an edge of Q m+q is either (ĵ · α, β), whereĵ · α is an edge of Q m , or (α,k · β), wherek · β is an edge of Q q . Clearly (ĵ · α, β) ∈ im(F γ ) ifĵ · α ∈ im(f γ ). The edge (α,k · β) equals F α (k · β ′ ) if α has even parity, and it equals F γ (k · β ′′ ) for γ = α + 1 m if α has odd parity (note that m must be odd for this to work). ✷ (c) The proof that P 8 < D 5#Q 4 likewise applies Lemma 7 with k ′ = 2 and k ′′ = 1, but now with m = 5 so that paths have length k ′ + m + k ′′ = 8. It follows that 5#Q 4 has an edge decomposition into 16 copies of P 8 and one copy of C 16 , hence a decomposition into 18 copies of P 8 . We have
Proof. (a). Viewing
, and
Proof. This follows immediately from Propositions 3 and 5. ✷ Note: The first half of Corollary 2 was proved by an ad hoc method in [11] .
Lemma 8 Q 2n has a DVOP[n](with empty complementary set).
Proof. Let f γ : P n −→ Q n be defined as before, but without the restriction that γ ∈ B n . Write a vertex of Q 2n as (α, β), where α ∈ V (Q n ), β ∈ V (Q n ). Let
has even parity (α, f β (j)) if (α, β) has odd parity.
Then p (α,β) : P n −→ Q 2n is a path and p (α,β) (0) = (α, β). To prove disjointness, suppose two edges coincide, e.g.
. Then obviously β = β ′ and j = k, and α and α ′ differ at most in their j th coordinate. But α + β and α ′ + β ′ = α ′ + β have the same parity, so α = α ′ . Likewise, if the coordinate that varies in the edge is among the last n coordinates. ✷
To get results ilike Corollary 2 for P 16 , we need to make use of Q 8 . Proof. This follows from Proposition 3 (put n = 4) and Lemma 10. ✷
Lemma 9 For

The natural generalization of Proposition 5 and Lemma 10 is
Proposition 6 Let r ≥ 2. Suppose that for each odd number k between 0 and 2 r−1 , Q 2 r has an edge decomposition into a DVOP[k] and 2 r−1 − k copies of C 2 2 r . Then for any t in the range 2 r−1 ≤ t < 2 r , (a) P 2 t < D Q 2 t +s for s odd, 1 ≤ s ≤ 2 r − 1; and (b) P 2 t < D Q q if and only if q ≥ 2 t .
Proof. (b) follows from (a) and Proposition 3 .
The proof of (a) is a straightforward generalization of the proof Lemma 10.
′′ is an odd number between 0 and 2 r−1 . Note that k ′ + m + k ′′ = 2 t . Apply Lemmas 6, 7 and 8 to obtain that
It is tempting to look for DVOP[k]'s in Q 2 r by stitching together paths consisting of one edge from each of k Hamiltonian cycles. The resulting edge sets are vertex-originating and are disjoint. What seems to be hard, is to prove they embed paths, i.e. that no vertex is repeated. Proposition 4 exploited the fact that any map from P 3 to Q n having distinct edge images embeds a path, because there are no loops of length 2 or 3 in Q n . Generalizing Proposition 4 takes some work, and we have succeeded only for r = 4 and 5.
Construction For r ≥ 1, we define a set of 2 r−1 cycles in Q 2 r indexed by Then {g 0 , g 1 } is a set of two maps from [0, 15] to Q 4 indexed by Z 2 , and their images turn out to be edge-disjoint cycles that partition E(Q 4 ). Now let r ≥ 2 and suppose the {g δ : C 2 2 r −→ Q 2 r | δ ∈ Z r−1 2 } have been defined. The vertices of Q 2 r+1 will be identified with Q 2 r ✷Q 2 r and may be written as (α, β),
Define the cycles {g δ0 : C 2 2 r+1 −→ Q 2 r+1 } and {g δ1 : C 2 2 r+1 −→ Q 2 r+1 } by these formulas:
. Taken together, {g δ0 } ∪ {g δ1 } is a set of 2 r cycles in Q 2 r+1 , indexed by Z r 2 , that comprises the construction for r + 1.
Proof. It is true for r = 1, where the collection consists of the singleton {g : C 4 −→ Q 2 }. Assuming it is true for r, we prove it for r + 1. First note that g δ0 : [0, 2
is bijective because g δ is, and likewise for g δ1 . Second, g δ0 is indeed a cycle, i.e. it carries edges of C 2 2 r+1 to a closed chain of edges of Q 2 r+1 . If v = 2 2 r − 1, g δ0 maps the edge from 2 2 r u + v to 2
2 r − 1, we mean the edge of C 2 2 r+1 from 2 2 r+1 − 1 to 0] goes to the edge from (α, g δ (u)) to (α, g δ (u + 1), where α = g δ (v − u). The proof for g δ1 is identical. Finally, the cycles are disjoint and cover E(Q 2 r+1 ). To see this, since the total number of edge images of all the {g δ0 and g δ1 } is (2 r )(2 2 r+1 ), which equals | E(Q 2 r+1 ) |, it suffices to show that every edge of E(Q 2 r+1 ) is covered. Suppose an edge of E(Q 2 r+1 ) is (ĵ · α, β); the proof for (α,ĵ · β) is equivalent. Recursively, we know thatĵ · α is the image under some g δ , of the edge of C 2 2 r from w to w + 1 for some w ∈ [0, 2
δ (β) and let v = w + u if w + u < 2 2 r , and
is the image under g δ0 of the edge from 2 2 r u + v to 2
is the image under g δ1 of the edge from 2 2 r u + v to 2 2 r (u + 1). ✷ Note: Proposition 7 gives the same type of cycle decomposition as Theorem 3. However, we want the notations and formulas for g δ for other purposes, so we have offered this alternative proof for the situation where 2n = 2 r . This article only makes use of cycle decompositions for hypercubes that are Q 2 t , so having Proposition 7 also keeps the the principal results entirely self-contained. 1, 2, 3, 0, 1, 2, 3, 0, . . .
Proof.
It is true for the unique cycle of Q 2 , i.e. for r = 1. Assuming it is true for r, let δ ∈ Z r−1 2 and let u, v ∈ [0, 2
Likewise for ρ 1 (g δ1 (2 2 r u + v)), confirming that the formula holds for r + 1. ✷ Proposition 8 Let r ≥ 4 and 0 ≤ k ≤ 7. There is an edge decomposition of Q 2 r into 2 r−1 − k Hamiltonian cycles (copies of C 2 2 r ) and a DVOP [k] .
e., h δ consists of advancing one edge along the Hamiltonian cycle indexed by δ. Because r ≥ 4 there are at least 8 distinct h δ 's, and we abuse notation slightly to let h 1 , . . . , h 7 denote any 7 distinct h δ 's from that set.
For each α ∈ V (Q 2 r ) define a path p α : P k −→ Q 2 r by:
. Then all the edges used are distinct because the h δ 's are bijections and the Hamiltonian cycles are disjoint. Obviously p α originates on α. To see that the set of (up to) 8 vertices visited on this p α are distinct, look at their list of 1-values. Letting ν = ρ 1 (α), the list is (mod 4):
The list derives from Lemma 11 and the fact that motion along the second and sixth cycles goes opposite to its usual orientation (by using h The list proves that the image of p α is a path since a repeated vertex would repeat its 1-value, but repeats of 1-values are always two vertices apart and there are no 2-cycles on a hypercube. ✷
Corollary 4 For
Proof. Propositions 8 shows that the hypothesis of Proposition 6 holds for r = 4, and thus so does the conclusion. 
2 r u+v (mod 16). The proofs for ρ 2 g 0δ1 , ρ 2 g 1δ0 , and ρ 2 g 1δ1 are similar. ✷ Proposition 9 Let r ≥ 5 and 0 ≤ k ≤ 15. There is an edge decomposition of Q 2 r into 2 r−1 − k Hamiltonian cycles (copies of C 2 2 r ) and a DVOP [k] .
Proof. As in the proof of Proposition 8, define h δ :
It is a vertex bijection with the property that α and h δ (α) are joined by an edge that belongs to the δ th Hamiltonian cycle. Let h 1 , . . . , h 8 denote any eight of these of the form h 0δ , and let h 1 , . . . , h 7 denote any seven of these that are of the form h 1δ (because r ≥ 5 there are enough h 0δ 's and h 1δ 's for these to be chosen to be distinct). Starting with a vertex α ∈ V (Q 2 r ), define a sequence of (up to) 15 more vertices by successively applying this list of functions: ν, ν+1, ν, ν+1, ν+2, ν+7, ν+2, ν+7, ν+4, ν+5, ν+4, ν+5, ν+6, ν+3, ν+6, ν+3.
Vertices sharing a 2-value (mod 8) are always just two edges apart, again making a repeated vertex impossible. Thus p α : P k −→ Q 2 r is a path and we have defined a DVOP [k] . The complementary set consists of the 2 r−1 − k unused Hamiltonian cycles. ✷ Corollary 5 For 16 ≤ t ≤ 31, P 2 t < D Q q for q ≥ 2 t .
Proof. By Proposition 9, the hypothesis of Proposition 6 holds for r = 5. ✷ Finally, let us put these results together to see what we can say about the motivating question: when does P m divides Q q for q odd?
Theorem 4 Let q be odd. A necessary condition for P m to divide Q q is that m ≤ q and m | q · 2 q−1 .
Proof. That m | q · 2 q−1 is obvious since | E(Q q ) | must be a multiple of | E(P m ) |. Because every vertex of Q q has odd degree, at least one path must start or end there. Each path provides just two "starts" or "ends", and there are q · 2 q−1 /m paths, hence 2(q · 2 q−1 /m) ≥ | V (Q q ) | = 2 q . This reduces to q ≥ m. ✷ Conjecture. The above necessary condition is also sufficient. For q odd, P m < D Q q if m ≤ q and m | q · 2 q−1 .
Theorem 5
The conjecture is true for q < 2 32 .
Proof. Let d = gcd(m, q). Because q is odd, d is odd. Consider the cases d = 1 and d > 1 separately. If d = 1, m | 2 q−1 so m is a power of 2. Let 2 t be the largest power of 2 that is smaller than q. Since m ≤ q, m | 2 t . So P m < D P 2 t and we only have to show that P 2 t < D Q q . For q < 2 32 , t < 32 so this is true by Corollaries 2 − 5 (or by the trivial case P 2 < D Q q for q ≥ 2). 
