Two families of H(div) mixed finite elements on quadrilaterals of minimal dimension by Arbogast, Todd & Correa, Maicon R.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
SIAM J. NUMER. ANAL. c© 2016 Society for Industrial and Applied Mathematics
Vol. 54, No. 6, pp. 3332–3356
TWO FAMILIES OF H(div) MIXED FINITE ELEMENTS
ON QUADRILATERALS OF MINIMAL DIMENSION∗
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Abstract. We develop two families of mixed finite elements on quadrilateral meshes for approx-
imating (u, p) solving a second order elliptic equation in mixed form. Standard Raviart–Thomas
(RT) and Brezzi–Douglas–Marini (BDM) elements are defined on rectangles and extended to quadri-
laterals using the Piola transform, which are well-known to lose optimal approximation of ∇ · u.
Arnold–Boffi–Falk spaces rectify the problem by increasing the dimension of RT, so that approxi-
mation is maintained after Piola mapping. Our two families of finite elements are uniformly inf-sup
stable, achieve optimal rates of convergence, and have minimal dimension. The elements for u are
constructed from vector polynomials defined directly on the quadrilaterals, rather than being trans-
formed from a reference rectangle by the Piola mapping, and then supplemented by two (one for
the lowest order) basis functions that are Piola mapped. One family has full H(div)-approximation
(u, p, and ∇ · u are approximated to the same order like RT) and the other has reduced H(div)-
approximation (p and ∇ · u are approximated to one less power like BDM). The two families are
identical except for inclusion of a minimal set of vector and scalar polynomials needed for higher
order approximation of ∇ ·u and p, and thereby we clarify and unify the treatment of finite element
approximation between these two classes. The key result is a Helmholtz-like decomposition of vec-
tor polynomials, which explains precisely how a divergence is approximated locally. We develop an
implementable local basis and present numerical results confirming the theory.
Key words. second order elliptic equation, mixed methods, divergence approximation, full
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1. Introduction. Let Ω ⊂ R2 be a polygonal domain and consider the second
order elliptic boundary value problem in mixed form
(1.1) u = −a∇p, ∇ · u = f in Ω, u · ν = 0 on ∂Ω,
where f ∈ L2(Ω), the tensor a is uniformly positive and bounded, and ν denotes
the outer unit normal vector. We choose to treat homogeneous Neumann boundary
conditions for simplicity; other conditions could be imposed. Let H(div; Ω) = {v ∈
(L2(Ω))2 : ∇ · u ∈ L2(Ω)}. We expect that u ∈ V = H(div; Ω) ∩ {v : v · ν =
0 on ∂Ω} and p ∈W = L2(Ω)/R. In mixed form, (1.1) is equivalent to the constrained
minimization problem
(1.2) u = arg min
v∈V,∇·v=f
1
2
‖a−1/2v‖2,
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MIXED FINITE ELEMENTS ON QUADRILATERALS 3333
where ‖·‖ω is the L2(ω)- or (L2(ω))2-norm (here and elsewhere omit ω in the notation
if it is Ω).
Let (·, ·)ω denote the L2(ω) or (L2(ω))2 inner-product. After multiplying (1.1) by
test functions, integrating, and integrating one term by parts, or, equivalently, after
introducing the Lagrange multiplier p and taking the derivative of (1.2), we obtain
the weak or variational form: Find (u, p) ∈ V ×W such that
(a−1u,v)− (p,∇ · v) = 0, v ∈ V,(1.3)
(∇ · u, w) = (f, w), w ∈W.(1.4)
Existence and uniqueness of the solution follows from the ellipticity (or coercivity)
of the form (a−1u,v) on the kernel of the divergence operator and the inf-sup condi-
tion [7, 13], which states that there is some γ > 0 such that
(1.5) inf
w∈W
sup
v∈V
(w,∇ · v)
‖w‖‖v‖H(div) ≥ γ > 0.
We use the notation ‖ · ‖H(div;ω) = {‖ · ‖2ω + ‖∇ · (·)‖2ω}1/2 for the H(div;ω)-norm.
Later we will also need the norm ‖·‖n,ω of the Sobolev space Hn(ω) of n times weakly
differentiable functions in L2(Ω).
Accurate and stable conforming finite element discretization of (1.3)–(1.4) re-
quires inf-sup stable finite element spaces Vh ×Wh ⊂ V ×W that are uniform in
γ with respect to the finite element mesh parameters, such as the maximal element
diameter h [26, 15, 27, 12, 9]. On meshes of triangles and rectangles, mixed finite
element spaces normally satisfy the property that ∇ ·Vh = Wh, and so p and ∇ · u
are approximated to the same order of accuracy. At least two classes of finite element
spaces exist. The Raviart–Thomas (RT) elements of index k ≥ 0 [26] approximate
u, p, and ∇ · u to the same order O(hk+1), whereas Brezzi–Douglas–Marini (BDM)
elements of index k ≥ 1 [14] approximate u to order O(hk+1) but p and ∇·u to order
O(hk). We say that finite element spaces that satisfy the former properties are of
the class of full H(div)-approximation spaces, and those of the other class are reduced
H(div)-approximation spaces.
In this paper we consider approximation on quadrilateral finite element meshes.
The RT and BDM elements are defined on rectangles and extended to quadrilaterals
using the Piola transform [30, 26]. This creates a consistency error and loss of ap-
proximation of the divergence of the solution u [30, 15, 3, 9]. The Arnold–Boffi–Falk
spaces (ABF) [3] rectify the problem by including more degrees of freedom in the
space, so that approximation is maintained after Piola mapping.
Many papers address mixed finite element approximation on quadrilateral finite
element meshes. We mention just three of them to illustrate some of the approaches
used to overcome the difficulties. The work of Shen in the early 1990s [29, 28] covers
only the lowest order elements, which are defined on a reference square and mapped
via Piola. The approach is to use a “bubble function” (i.e., a vector function with
zero normal trace on each edge) to modify the lowest order RT reference element so
that the mapped element has constant divergence. Boffi, Kikuchi, and Scho¨berl [10]
developed related H(curl) finite elements for quadrilaterals by using a projection
technique equivalent to reduced integration. Their approach obtained optimal or-
der convergence of the eigenvalues of the Maxwell eigenvalue problem using first and
second order elements. Bochev and Ridzal [8] reformulated the approximate mixed
system (1.3)–(1.4) using ideas from mimetic finite difference methods. The reformu-
lated method is actually algebraically identical to the original, but the interpretation
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3334 TODD ARBOGAST AND MAICON R. CORREA
of the solution differs. In some sense, their method is a postprocessing of the lowest
order RT solution that results in an optimal order approximation.
We present two new families of uniformly inf-sup stable finite element spaces that
maintain optimal rates of convergence and have minimal dimension. Locally on an ele-
ment, our spaces of index k have the dimension of exactly two (one if k = 0) more than
the space of polynomials needed to obtain optimal approximation. Our finite elements
are constructed from vector polynomials defined directly on the quadrilaterals rather
than being transformed from a reference rectangle by the Piola mapping, and then
supplemented by two (one if k = 0) basis functions that are Piola mapped. One family
has full H(div)-approximation and the other has reduced H(div)-approximation. The
two families are identical except for inclusion of a minimal set of vector polynomials in
Vh and higher order polynomials in Wh that achieve approximation of the divergence
and p to full order, and so in some sense we clarify and unify the treatment of finite
element approximation between the two classes. The key result is a Helmholtz-like
decomposition of vector polynomials (see Theorem 2.1), which explains precisely how
a divergence is approximated locally by vector polynomials.
An outline of the paper follows. In the next section, we establish the Helmholtz-
like decomposition and determine a set of sufficient conditions that a finite element
space should satisfy to obtain stable, conforming, and optimal order full and reduced
H(div)-approximation of the finite element method for (1.3)–(1.4). The conditions
are finite element locality in H(div), stability, and local and global consistency. In sec-
tion 3 we recall the definition of the RT, BDM, and ABF spaces and define our new
families of Arbogast-Correa (AC) spaces. In section 4, we give a detailed construction
of the analogue of the RT pi-projection operator [26] for AC spaces of any index. To
do so, we need to define special linear polynomials tailored to the geometry of the
given quadrilateral and also to define special vector polynomials. The difficulty is to
verify that edge degrees of freedom (DOFs) can be set independently of divergence
DOFs within our spaces and to identify the remaining DOFs. In section 5 we discuss
practical implementation of the methods. We give an easily constructed basis for the
full H(div)-approximation spaces and a constructible basis for the reduced spaces.
Numerical results are presented in section 6 to verify the properties of the new spaces
and contrast them with the existing spaces, up to index 2. Finally, we make some
concluding remarks in the last section.
2. Conditions for mixed finite element spaces to be accurate and effi-
cient. In this section, we state a set of conditions to be satisfied by a mixed finite
element space that is sufficient to obtain accurate and efficient conforming approxi-
mation of (1.3)–(1.4).
We impose a conforming finite element mesh Th of quadrilaterals over the domain
Ω of maximal spacing h. We will assume that the mesh Th is shape-regular, which
ensures that the mesh does not degenerate to highly elongated or nearly triangular
elements. The condition is that each element E ∈ Th is uniformly shape-regular [22,
pp. 104–105]. That is, E contains four (overlapping) triangles constructed from any
choice of three vertices, and each such triangle has an inscribed circle, the minimal
radius of which is ρE . If hE denotes the diameter of E, the requirement is that
the ratio ρE/hE ≥ σ∗ > 0, where σ∗ is independent of Th. We use the notation
h = maxE∈Th hE , |E| for the area of E ∈ Th, and |e| for the length of a line segment e.
Let P˜k = span{xiyk−i : i = 0, 1, . . . , k} be the homogeneous polynomials of
exact degree k ≥ 0, and let Pk =
⊕k
n=0 P˜n = span{xiyj : i, j = 0, 1, . . . , k; i+ j ≤ k}
denote the space of polynomials of degree k ≥ 0. Let Pk1,k2 = span{xiyj : i =
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MIXED FINITE ELEMENTS ON QUADRILATERALS 3335
0, 1, . . . , k1; j = 0, 1, . . . , k2} be the space of polynomials of degree k1 ≥ 0 in x = x1
and degree k2 ≥ 0 in y = x2.
For k ≥ 0, we will use the spaces of vector polynomials
xP˜k =
(
x
y
)
P˜k = span
{(
xi+1yk−i
xiyk−i+1
)
: i = 0, 1, . . . , k
}
⊂ P˜2k+1
and xPk =
⊕k
n=0 xP˜n ⊂ P2k+1. Define the operator curl mapping scalars to vectors
as curlw = (∂w∂y ,−∂w∂x ). We also use the spaces
curl P˜k+1 = span
{(
(k + 1− i)xiyk−i
−ixi−1yk+1−i
)
: i = 0, 1, . . . , k + 1
}
⊂ P˜2k
and curlPk+1 =
⊕k
n=0 curl P˜n+1 ⊂ P2k.
2.1. A Helmholtz-like decomposition. The key to understanding mixed fi-
nite element space construction is to understand how a vector field is approximated
in H(div). In fact, the divergence operator induces a Helmholtz-like decomposition.
Theorem 2.1. For any k ≥ 0, ∇ · curl P˜k+1 = 0, ∇· : xP˜k → P˜k is a one-to-one
and onto map, and
(2.1) P˜2k = xP˜k−1 ⊕ curl P˜k+1 and P2k = xPk−1 ⊕ curlPk+1.
Moreover, for every line e with normal vector νe, xPk · νe|e ⊂ Pk(e).
Proof. It is clear that ∇ · curl P˜k+1 = 0. It is well-known that ∇ · (Pk ⊕ xP˜k) =
Pk [26, 24, 19] (this property is contained in the commuting diagram for RT spaces
on triangles). The homogeneous polynomials of degree k, P˜k, map from xP˜k, and
a dimension count shows that the map is one-to-one. It is also well-known that
xPk · νe|e ⊂ Pk(e), since x · νe is a constant on the line e.
Finally, it is enough to show the first result in (2.1). Clearly P˜2k ⊃ xP˜k−1 +
curl P˜k+1, and xP˜k−1 and curl P˜k+1 intersect at 0 (since their divergences differ). The
dimensions lead us to the conclusion; that is, dim P˜2k = 2(k + 1) matches the sum of
dim xP˜k−1 = k and dim curl P˜k+1 = k + 2.
We conclude that the divergence of a vector field is approximated by vector poly-
nomials to order O(hk) only by those of the form xPk−1.
2.2. Sufficient conditions. A family of mixed finite element spaces should sat-
isfy three general conditions to be accurate and efficient. In general, every numerical
method should be consistent and stable. Finite element methods use approximation
spaces that are defined locally on each element E ∈ Th, and so a locality condition is
also required. Consistency is rather subtle for mixed methods, so we split it into two
conditions, local consistency/approximability and global consistency.
Let the finite element space index be k, where k ≥ 0 for full and k ≥ 1 for reduced
H(div)-approximation. We require the following four conditions of the finite element
space Vh ×Wh, which restricts locally to Vh(E) ×Wh(E) on the element E, where
either E ∈ Th or E is the reference element Eˆ = [−1, 1]2.
2.2.1. Locality. The space Vh(E) is pieced together with neighboring elements
to create the space Vh ⊂ H(div; Ω). In our context, we require the condition that
Vh(E) will contain only vectors with normal components on the element edges being
polynomials of degree k; that is, Vh(E) · ν|e ⊂ Pk(e) for each edge e ⊂ ∂E.
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3336 TODD ARBOGAST AND MAICON R. CORREA
2.2.2. Stability. Unless one approximates naturally stable mixed systems [23]
or uses unconditionally stabilized methods (see, e.g., [18]), one guarantees stability
provided the discrete inf-sup condition (1.5) holds with γ independent of the finite
element mesh parameters [7, 13, 26, 15, 27, 12, 9]. In this case, it is easy to establish
from the finite element approximation of (1.3)–(1.4) the bound
‖uh‖+ ‖ph‖ ≤ C‖f‖.
The inf-sup condition essentially requires that ∇ · Vh ⊃ Wh. To attain stability of
the divergence, i.e., the bound ‖∇ · uh‖ ≤ C‖f‖, one needs ∇ · Vh ⊂ Wh, so that
∇ ·Vh = Wh.
2.2.3. Local consistency/approximability. For full H(div)-approximation
elements (RT-style), to attain O(hk+1) accuracy for u, p, and ∇ ·u requires (by The-
orem 2.1) Vh(E) ⊃ P2k ⊕ xP˜k and Wh(E) ⊃ Pk. For reduced H(div)-approximation
elements (BDM-style), to attain O(hk+1) accuracy for u but only O(hk) for p and
∇ · u requires Vh(E) ⊃ P2k and Wh(E) ⊃ Pk−1.
Shape-regularity and the Bramble–Hilbert [11] or the Dupont–Scott [20] lemma
then give accurate approximation within the finite element space (by, e.g., taking the
L2-projections), i.e., there is a constant C > 0 such that for all Th and E ∈ Th,
inf
vh∈Vh(E)
‖u− vh‖E ≤ C‖u‖j,EhjE , j = 0, 1, . . . , k + 1,(2.2)
inf
vh∈Vh(E)
‖∇ · (u− vh)‖E ≤ C‖∇ · u‖j,EhjE , j = 0, 1, . . . , `+ 1,(2.3)
inf
wh∈Wh(E)
‖p− wh‖E ≤ C‖p‖j,EhjE , j = 0, 1, . . . , `+ 1,(2.4)
where ` = k ≥ 0 and ` = k − 1 ≥ 0 for full and reduced H(div)-approximation,
respectively.
2.2.4. Global consistency: The pi-projection operator. A global consis-
tency condition is required to properly handle the divergence constraint (1.4). The
primary families of mixed finite spaces achieve global consistency by requiring that
∇·Vh = Wh (or that this holds locally on reference elements Eˆ) and that there exists
a projection operator pi defined for v ∈ H(div; Ω) ∩ (L2+(Ω))2,  > 0, with piv ∈ Vh
satisfying three properties. First, the operator pi is pieced together from locally de-
fined operators piE . Second, pi satisfies the commuting diagram property [19], which is
that PWh∇·v = ∇·piv, where PWh is the L2-orthogonal projection operator onto Wh.
Finally, piE is bounded in, say, H
1, so that the approximation results (2.2)–(2.3) hold
for vh = piu, with now j ≥ 1 in (2.2) [20, 15, 17, 9]. Note also that now (2.3) holds
over the full space Vh.
If pi exists, then there is a vector piu ∈ Vh quasi-optimally close to u that sat-
isfies ∇ · piu = PWhf , which is the discrete form of the divergence constraint (1.4).
This shows global consistency between the minimization problem (1.2) and the fi-
nite element space Vh ×Wh, i.e., the finite element method can consistently set the
divergence constraint.
It is well-known that the existence of pi simplifies our four conditions. First, the
local approximation condition (2.3) follows from (2.4) and the commuting diagram
property. Second, stability, i.e., the discrete inf-sup condition (1.5), holds. To review
the argument, we require a vector v ∈ H1 such that ∇ · v = wh ∈ Wh and ‖v‖1 ≤
C1‖wh‖ for some constant C1 > 0 (see, e.g., [6] for a construction). Then ‖piv‖ ≤
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‖v‖+ ‖v − piv‖ ≤ ‖v‖+ C2h‖v‖1 ≤ C3‖wh‖ using (2.2), and so
(2.5) sup
vh∈Vh
(wh,∇ · vh)
‖vh‖H(div) ≥
(wh,∇ · piv)
‖piv‖H(div) =
‖wh‖2
{‖piv‖2 + ‖wh‖2}1/2 ≥
‖wh‖√
C23 + 1
.
2.3. Error analysis. For completeness, we briefly review the known error anal-
ysis of finite element approximation of (1.3)–(1.4) using a space Vh ×Wh satisfying
only our four conditions. The equations for the error are
(a−1(u− uh),vh)− (p− ph,∇ · vh) = 0, vh ∈ Vh,(2.6)
(∇ · (u− uh), wh) = 0, ww ∈Wh.(2.7)
Since ∇ ·Vh = Wh, we can replace p by PWhp, and since ∇ · piu = PWh∇ · u, we can
replace ∇ · u by ∇ · piu. Substitute vh = piu − uh ∈ Vh and wh = PWhp − ph +∇ ·
(piu−uh) ∈Wh, and add the equations. Two terms cancel identically (without global
consistency, these two terms would be troublesome and lead to a loss of accuracy in
the estimate). The result is
(2.8) (a−1(u− uh),u− uh) + ‖∇ · (piu− uh)‖2 = (a−1(u− uh),u− piu).
The inf-sup condition (2.5) and (2.6) show that
(2.9) ‖PWhp− ph‖ ≤ C‖u− uh‖,
and so we have the optimal error estimates
(2.10) ‖u− uh‖+ ‖∇ · (piu− uh)‖+ ‖PWhp− ph‖ ≤ C‖u‖jhj , j = 1, 2, . . . , k + 1.
The projections can be removed for full H(div)-approximation spaces, but for reduced
spaces, a single power of h is lost for approximation of ∇ · u and p.
3. Families of mixed finite element spaces on quadrilaterals. Before pre-
senting our new families of finite element spaces minimally meeting the four conditions
of section 2.2, we review the three most related existing spaces.
3.1. Classic RT and BDM spaces on rectangles. The RT finite element
space of index k ≥ 0 (RTk) is a full H(div)-approximation space [26, 15, 27, 9]. It is
defined on a rectangular element R ∈ Th as
(3.1) VkRT(R) = Pk+1,k × Pk,k+1 and W kRT(R) = Pk,k.
The BDM space of index k ≥ 1 (BDMk) is a reduced H(div)-approximation space [14],
and it is defined on rectangle R ∈ Th as
(3.2) VkBDM(R) = (Pk)2 ⊕ span
{
curl(xk+1y), curl(xyk+1)
}
and W kBDM(R) = Pk−1.
Both spaces have the properties that ∇ ·V(R) = W (R) and V(R) · ν|e ⊂ Pk(e)
for each edge e of ∂R. In fact, it is well-known that they both satisfy the conditions
of section 2.2, including the existence of the pi projection operators.
3.2. Piola mapping to quadrilaterals. Extension of the RT and BDM spaces
to quadrilaterals is accomplished via the Piola transformation [30, 26]. Fix the refer-
ence element Eˆ = [−1, 1]2 and take any quadrilateral E ∈ Th with corner vertices xic,
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Fig. 1. A counterclockwise oriented convex quadrilateral E with edges ei, midpoints x
i
0, outer
unit normals νi, unit tangents τi (oriented by the right-hand rule from νi), and vertex “corners” x
i
c
labeled in the direction of τi from x
i
0, for i = 1, 2, 3, 4. Also depicted are the lines joining opposite
midpoints, for which the line from x20 to x
4
0, eH , has unit “horizontal” normal νH pointing toward e3
and unit tangent τH . Also shown are these quantities for the line eV from x
3
0 to x
1
0, i.e., “vertical”
unit normal νV pointing toward e4 and unit tangent τV .
i = 1, 2, 3, 4, oriented counterclockwise around ∂E (see Figure 1). Define the bijective
and bilinear map FE : Eˆ → E as
FE(xˆ) = FE(xˆ, yˆ) =
1
4
{
x1c(1− xˆ)(1− yˆ) + x2c(1 + xˆ)(1− yˆ)(3.3)
+ x3c(1 + xˆ)(1 + yˆ) + x
4
c(1− xˆ)(1 + yˆ)
}
.
Let DFE(xˆ) denote the Jacobian matrix and JE(xˆ) = det(DFE(xˆ)). The Piola trans-
form PE maps a vector vˆ : Eˆ → R2 to a vector v : E → R2 by the formula
(3.4) v(x) = PE(vˆ)(x) = 1
JE
DFEvˆ(xˆ), where x = FE(xˆ).
For a scalar function w, we define the map wˆ by wˆ(xˆ) = w(x), where again x = FE(xˆ).
The Piola transform preserves the divergence and normal components of vˆ in the sense
that
(∇ˆ · vˆ, wˆ)Eˆ = (∇ · v, w)E ∀w,(3.5)
(vˆ · νˆ, µˆ)eˆ = (v · ν, µ)e ∀µ and each edge e ⊂ ∂E, e = FE(eˆ).(3.6)
Because the normal components are preserved, one can piece together a conform-
ing finite element space from the local spaces defined by Piola mapping the RT and
BDM spaces on rectangles. That is, the RT finite element space of index k ≥ 0 (RTk)
is defined on a quadrilateral element E ∈ Th as
(3.7) VkRT(E) = PE(Pk+1,k × Pk,k+1) and W kRT(E) = Pk,k ◦ F−1E ,
and the BDM element of index k ≥ 1 (BDMk) is defined as
VkBDM(E) = PE
(
(Pk)2 ⊕ span
{
curl(xk+1y), curl(xyk+1)
})
(3.8)
and W kBDM(E) = Pk−1 ◦ F−1E .
The problem with these spaces is well-known [30, 15, 3, 9]. Since FE is bilinear,
rather than affine, the Jacobian JE(x) is a linear function, and so the finite element
functions vh are rational functions rather than polynomials. This leads to a loss of
global consistency (∇ ·Vh 6= Wh), and therefore a loss of convergence for ∇ · uh for
RT elements and even worse convergence for BDM elements.
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3.3. ABF spaces on quadrilaterals. The ABF spaces [3] rectify the prob-
lems with the RT and BDM spaces. However, the ABF spaces are also defined
on quadrilaterals by Piola mapping from vectors defined on the reference square
Eˆ = [−1, 1]2.
Replacing our global consistency condition is a general theoretical result [3] that
Piola mapped vectors from a square Eˆ to a shape-regular but otherwise arbitrary
quadrilateral E ∈ Th are accurate to order o(hk) for u if and only if
Vˆ(Eˆ) ⊃ Sk = (Pk+1,k × Pk,k+1) ∩ P22k ⊕ span{(xˆk+1yˆk,−xˆkyˆk+1)},
and o(hk) for ∇ · u if and only if
∇ˆ · Vˆ(Eˆ) ⊃ Rk = Pk+1,k+1 ∩ P2k+1.
For a full H(div)-approximation element, the minimal local space of index k ≥ 0 is
(3.9) VˆkABF(Eˆ) = Pk+2,k × Pk,k+2 and Wˆ kABF(Eˆ) = Pk+1,k+1 ∩ P2k+1.
Note that Wˆ kABF(Eˆ) = ∇ˆ·VˆkABF(Eˆ) = Rk and that VˆkABF(Eˆ) · ν|eˆ ⊂ Pk(eˆ) for every
edge eˆ ⊂ ∂Eˆ. The four conditions of section 2.2 hold on Eˆ, including the existence of
the pˆi operator.
The ABF space of index k ≥ 0 on E ∈ Th is then defined as
(3.10) VkABF(E) = PE(Pk+2,k ×Pk,k+2) and W kABF(E) = (Pk+1,k+1 ∩P2k+1) ◦F−1E .
These spaces have the advantage over RT spaces in that their performance is in-
dependent of the quadrilateral distortion (subject only to shape-regularity) by the
theoretical result noted above. This advantage comes at the expense of incorporating
many extra degrees of freedom needed to maintain accuracy after mapping via Piola
(i.e., to maintain a type of global consistency after the Piola mapping).
3.4. Two new families: AC spaces on quadrilaterals. We apply the con-
ditions of section 2.2 in a minimal way to construct our new spaces. The goal is to
apply the conditions over E, not over the reference Eˆ. That is, the vectors we will
use are vector polynomials over the element E, not vector rational functions mapped
from vector polynomials on Eˆ. That this goal by itself is an impossibility is seen in
the BDM spaces on rectangles. For VkBDM(R), one includes two polynomials of higher
degree k + 1 which nonetheless retain normal components of degree k. There is no
such polynomial on general quadrilaterals E. Instead, we will achieve our goal up to
addition of two vectors that are Piola mapped from Eˆ (actually only one for index
k = 0).
To avoid difficulties, these supplemental vectors will have no divergence, and their
normal components will be polynomials of degree k. We will make a specific choice
later of vector polynomials on the reference element Eˆ, but for now they must lie in
(3.11) σˆki ⊂ curl
(
Pk+1 ⊕ span{xˆk+1yˆ, xˆkyˆ2, . . . , xˆyˆk+1}
)
, i = 1, 2,
and then the space of supplemental vectors is
(3.12) Sk = span{σk1 , σk2}, where σki = PE σˆki , i = 1, 2.D
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For E ∈ Th and index k ≥ 0, our new full H(div)-approximation space is defined
locally as
VkAC(Sk, E) = P2k ⊕ xP˜k ⊕ Sk and W kAC(E) = Pk.(3.13)
For index k ≥ 1, our new reduced H(div)-approximation space is defined locally as
Vk,redAC (Sk, E) = P
2
k ⊕ Sk and W k,redAC (E) = Pk−1.(3.14)
These spaces satisfy the locality and local consistency/approximability conditions of
section 2.2. They can be pieced together to form the global spaces VkAC(Sk) ×W kAC
and Vk,redAC (Sk) ×W k,redAC . As we will show in Theorem 4.5, they are finite element
spaces of minimal dimension consistent with the desired locality and polynomial ap-
proximation conditions. The spaces also unify the notion of full and reduced H(div)-
approximations, since from the reduced spaces, one merely includes xP˜k in Vh(E)
and P˜k in Wh(E) if one wishes full approximation.
It remains to show the global consistency condition in the form of the existence
of a pi operator, which will also give the stability condition.
We believe that a wide range of choices can be made for the supplementary
functions. We require σˆk1 to have a nontrivial component of curl(xˆ
k+1yˆ) and σˆk2 to
have a nontrivial component of curl(xˆyˆk+1), and we require that these are linearly
independent for k 6= 0. Then σˆi 6∈ P2k ⊕ xP˜k and the functions are truly supplements
even on elements affine equivalent to Eˆ. However, we only show the construction of
piE on a general quadrilateral using the choice
(3.15)
{
σˆk1 = curl(xˆ
k−1(1− xˆ2)yˆ) and σˆk2 = curl(xˆyˆk−1(1− yˆ2)), k ≥ 1,
σˆ0 = curl(xˆyˆ), k = 0.
For this choice, the construction of pi will be demonstrated in section 4. Other
choices could be used, provided that one verifies that a constant divergence edge basis
can be constructed for each quadrilateral E (see section 4 for the meaning and the
details).
3.5. A comparison of the spaces. It is well-known that in dimension two,
dimPn = 12 (n + 2)(n + 1), dim P˜n = n + 1, and dimPn1,n2 = (n1 + 1)(n2 + 1).
A comparison of the dimensions of full and reduced H(div)-approximation spaces
appears in Table 1. Our new spaces are of minimal total dimension subject to the
locality conditions and local consistency/approximability. The RT, BDM, and ABF
spaces are defined on rectangles and extended to general quadrilaterals using the Piola
transformation. The RT and BDM spaces lose accuracy on general quadrilaterals, and
so these should be considered as applying only to rectangular meshes.
Our new family of reduced H(div)-approximation spaces are the same as BDM
on rectangles but differ on quadrilaterals. Our family of full H(div)-approximation
spaces VkAC appear to be new even on rectangular meshes, except that on rectangles,
AC0 is the same as RT0.
4. Construction of the pi operators for the AC spaces. In this section we
construct the pi-operators discussed in section 2.2.4 for the reduced and full H(div)-
approximation spaces Vk,redAC ×W k,redAC and VkAC×W kAC, i.e., the projection operators
pired : H(div) ∩ (L2+(Ω))2 → Vk,redAC and pi : H(div) ∩ (L2+(Ω))2 → VkAC. As in theD
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Table 1
A comparison of the dimensions of the local RT, ABF, BDM, and AC spaces on quadrilateral
E. BDM spaces coincide with AC spaces on rectangles, and they have the same local dimension.
RT, BDM, and ABF spaces are defined on rectangles and extended to general quadrilaterals using
the Piola transformation. Only the ABF and AC spaces give optimal convergence on quadrilaterals.
RTk ABFk ACk BDM, AC
red
k
Approx. Full Full Full Reduced
dimV(E) 2(k + 2)(k + 1) 2(k + 3)(k + 1) (k + 3)(k + 1) (k + 2)(k + 1)
+ 2 (+1 if k = 0) + 2
dimW (E) (k + 1)2 (k + 2)2 − 1 1
2
(k + 2)(k + 1) 1
2
(k + 1)k
k = 0 4 + 1 6 + 3 4 + 1 ——
k = 1 12 + 4 16 + 8 10 + 3 8 + 1
k = 2 24 + 9 30 + 15 17 + 6 14 + 3
case of BDM spaces, our operators are defined locally on each E ∈ Th. For u, we
define piredE u in terms of the DOFs
(u · ν, µ)e ∀µ ∈ Pk(e) for each edge e ⊂ ∂E,(4.1)
(u,∇w)E ∀w ∈ Pk−1,(4.2)
(u,v)E ∀v ∈ Bk ⊂ P2k,(4.3)
where Bk is defined later in (4.45). For piEu, we add the DOFs
(u,∇w)E ∀w ∈ P˜k.(4.4)
If they exist, these operators satisfy all the required properties. The local versions
can be pieced together to form pired and pi on the entire space because of (4.1). The
commuting diagram property is easy to prove. For the reduced spaces, let wh ∈
W k,redAC (E) = Pk−1. Then DOFs (4.1)–(4.2) imply
(∇ · u, wh)E = −(u,∇wh)E + (u · ν, wh)∂E
= −(piredE u,∇wh)E + (piredE u · ν, wh)∂E = (∇ · piredE u, wh)E ,
which is the required property for piredE . Similarly piE satisfies the property, since then
wh ∈ W kAC(E) = Pk = Pk−1 ⊕ P˜k and we added DOFs (4.4). Finally, the operators
are clearly bounded in H1(Ω).
To prove existence of piredE and piE , we need to show that the dimensions of the
local spaces match the number of DOFs and unisolvence of the DOFs. We will see
later that dimBk = dimPk−3, so when k ≥ 1, the number of reduced DOFs is
4 dimPk(e) + dimPk−1 − 1 + dimBk = 4(k + 1) + 12 (k + 1)k − 1 + 12 (k − 1)(k − 2)
= k2 + 3k + 4 = (k + 2)(k + 1) + 2 = dimP2k + 2 = dim V
k,red
AC ,
and the number of full DOFs is
k2 + 3k + 4 + dim P˜k = k2 + 4k + 5 = dim(P2k ⊕ xP˜k) + 2 = dim VkAC.
When k = 0, the number is 4 dimPk(e) = 4 = dim(P20 ⊕ xP˜0) + 1 = dim V0AC.
It remains only to prove that the DOFs are unisolvent. We give a constructive
proof. We construct a space of constant divergence vectors Ek ⊂ Vk,redAC that has aD
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basis for the edge DOFs (4.1), which we call a constant divergence edge basis. We also
construct the space Bk of divergence-free vector functions in Vk,redAC that have vanish-
ing normal components, called divergence-free bubbles. The remaining vectors have
nonconstant divergence (see Theorem 4.5), and the Helmholtz-like decomposition,
Theorem 2.1, tells us that they lie in xPk for VkAC and xPk−1 for V
k,red
AC .
4.1. Special linear polynomials. We now define special vector polynomials
needed for construction of a constant divergence edge basis and divergence-free bub-
bles. Let E be a convex quadrilateral (assumed to be a closed set in the plane). We
will orient it in the counterclockwise direction, as shown in Figure 1. The edge ei has
midpoint xi0, outer unit normal νi, and unit tangent τi oriented by the right-hand
rule from νi, for each i = 1, 2, 3, 4. The vertex “corner” x
i
c is labeled in the direction
of τi from x
i
0, so that x
i
c lies on ei and ei+1, where here and elsewhere the index is to
be taken modulo 4.
The line joining midpoints x20 to x
4
0 is called eH , and it has unit “horizontal”
normal νH pointing toward e3 and unit tangent τH pointing toward e4. The line eV
joins x30 to x
1
0 and has “vertical” unit normal νV pointing toward e4 and unit tangent
τV pointing toward e1. Let x0 = x
H
0 = x
V
0 = eH ∩ eV be the center of E, which is
also the center of eH and eV .
We define local coordinates on E with respect to each edge ei, i = 1, 2, 3, 4, as
λi(x) = −(x− xi0) · νi,(4.5)
ξi(x) = (x− xi0) · τi.(4.6)
It will be convenient to define the half-edge length as Li =
1
2 |ei| = 12‖xic − xi−1c ‖. We
also need two linear functions that are neutral with respect to opposite sides of the
quadrilateral. Let
(4.7) λH(x) = −(x− x0) · νH and λV (x) = −(x− x0) · νV .
Many results are easily shown about E, the local coordinates, and these two linear
functions; we collect several facts that we will use.
Lemma 4.1. The following hold for any integer i and j (modulo 4):
(a) τi = (−νi,2, νi,1), τi · νj = −τj · νi, τi · νi+1 > 0, and τi · τj = νi · νj.
(b) λi|ei = 0 and λi > 0 over E \ ei.
(c) ξi(x
i−1
c ) = −Li, ξi(xi0) = 0, and ξi(xic) = Li.
(d) curlλi = τi and curl ξi = νi.
Moreover, for α = H,V and any integer i (modulo 4), the following hold:
(e) τα · νi = −τi · να, τH · ν2 < 0, τH · ν4 > 0, τV · ν1 > 0, and τV · ν3 < 0.
(f) If e1 and e3 are parallel, then τH ·ν1 = τH ·ν3 = 0, and if e2 and e4 are parallel,
then τV · ν2 = τV · ν4 = 0, but otherwise the expressions have indefinite sign.
(g) λα|eα = 0.
(h) curlλα = τα.
We need to understand these six linear functions when restricted to the edges.
Lemma 4.2. For any integers i and j (modulo 4) and also for i = H,V ,
(4.8) λi
∣∣
ej
= (τi · νj) ξj
∣∣
ej
+ (xi0 − xj0) · νi.
Moreover, (xi0 − xj0) · νi ≥ 0 when i is an integer (modulo 4).D
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Proof. For any vector v, by orthogonality,
v = (v · νi)νi + (v · τi)τi, i = 1, 2, 3, 4, H, V.
Thus
λi
∣∣
ej
= −(x− xi0) · νi
∣∣
ej
= −(x− xj0) · νi
∣∣
ej
− (xj0 − xi0) · νi
= −(x− xj0) · [(νi · νj)νj + (νi · τj)τj ]
∣∣
ej
− (xj0 − xi0) · νi
= −(νi · τj)ξj
∣∣
ej
+ (xi0 − xj0) · νi,
and Lemma 4.1(a) gives the main result. That (xi0 − xj0) · νi ≥ 0 when i = 1, 2, 3, 4
follows from the convexity of E.
Corollary 4.3. It holds for any integer i (modulo 4) that
λi
∣∣
ei−1
= (τi · νi−1) (ξi−1 − Li−1)
∣∣
ei−1
⇐⇒ λi+1
∣∣
ei
= (τi+1 · νi) (ξi − Li)
∣∣
ei
,(4.9)
λi
∣∣
ei+1
= (τi · νi+1) (ξi+1 + Li+1)
∣∣
ei+1
⇐⇒ λi−1
∣∣
ei
= (τi−1 · νi) (ξi + Li)
∣∣
ei
.(4.10)
Moreover, LH =
1
2 (−τV · νH)|eV | = 12 (−τV · νH)‖x10 − x30‖ > 0 and
λH
∣∣
e1
= (τH · ν1) ξ1
∣∣
e1
+ LH ,(4.11)
λH
∣∣
e2
= (τH · ν2) ξ2
∣∣
e2
,(4.12)
λH
∣∣
e3
= (τH · ν3) ξ3
∣∣
e3
− LH ,(4.13)
λH
∣∣
e4
= (τH · ν4) ξ4
∣∣
e4
,(4.14)
and LV =
1
2 (τH · νV )|eH | = 12 (τH · νV )‖x40 − x20‖ > 0 and
λV
∣∣
e1
= (τV · ν1) ξ1
∣∣
e1
,(4.15)
λV
∣∣
e2
= (τV · ν2) ξ2
∣∣
e2
+ LV ,(4.16)
λV
∣∣
e3
= (τV · ν3) ξ3
∣∣
e3
,(4.17)
λV
∣∣
e4
= (τV · ν4) ξ4
∣∣
e4
− LV .(4.18)
Proof. Results (4.9)–(4.18) follow directly from Lemma 4.2 once the constant
terms in the expressions are evaluated. Each of these linear functions λi vanishes on
its associated line ei, i = 1, 2, 3, 4, H, V (Lemma 4.1(b), (g)). The results (4.9)–(4.10)
hold by considering the corner points and invoking Lemma 4.1(c), and the results
in (4.11)–(4.18) having a vanishing constant term hold trivially by considering the
midpoints (where the local ξ-coordinate vanishes).
Now, the constant term in (4.11) is
λH(x
1
0) = −(x10 − x0) · νH = −‖x10 − x0‖τV · νH = − 12‖x10 − x30‖τV · νH = LH .
By symmetry, (4.13) has the opposite constant −LH . Similarly, for (4.16),
λV (x
2
0) = −(x20 − x0) · νV = ‖x20 − x0‖τH · νV = LV ,
and (4.18) follows by symmetry.
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4.2. Some special divergence-free vector polynomials. The vector poly-
nomials that we will need for constructing a constant divergence edge basis are curls of
products of the linear polynomials of the preceding section. The product rule implies
that for any differentiable functions p and q, we have that
(4.19) curl(pq) = p curl q + q curl p.
Define the normal component or flux operator F : (C0(E))2 →∏4i=1 C0(ei) by
(4.20) F(v) = (v · ν1|e1 ,v · ν2|e2 ,v · ν3|e3 ,v · ν4|e4).
It is instructive to note that for i = 1, 2 (modulo 4),
(4.21) curl(λiλi+2) = λiτi+2 + λi+2τi
by Lemma 4.1(d). Corollary 4.3 shows that
F(curl(λ1λ3)) = (0, 2(τ1 · ν2)(τ3 · ν2) ξ2, 0, 2(τ1 · ν4)(τ3 · ν4) ξ4),(4.22)
F(curl(λ2λ4)) = (2(τ2 · ν1)(τ4 · ν1) ξ1, 0, 2(τ2 · ν3)(τ4 · ν3) ξ3, 0),(4.23)
and so these vectors have normal components vanishing on opposite sides of the
quadrilateral. For any differentiable function λ,
curl(λiλi+2 λ) = curl(λiλi+2)λ+ λiλi+2 curlλ
also has no normal component flux on sides ei and ei+2.
For n = 0, 1, 2, . . . , we define vector polynomials analogous on the square Eˆ =
[−1, 1]2 to curls of (−xˆ)n(1− xˆ2) and (−xˆ)n(1− xˆ2)(−yˆ) as
vn+1H = curl(λ1λ3λ
n
H) ∈ P2n+1,(4.24)
vn+2HV = curl(λ1λ3λ
n
HλV ) ∈ P2n+2.(4.25)
Similarly, analogues to curls of (−yˆ)n(1− yˆ2) and (−xˆ)(−yˆ)n(1− yˆ2) are
vn+1V = curl(λ2λ4λ
n
V ) ∈ P2n+1,(4.26)
vn+2V H = curl(λ2λ4λ
n
V λH) ∈ P2n+2.(4.27)
These vector polynomials have relatively simple normal components on all four edges
of E, as stated carefully in the following theorem.
We describe briefly what is important for each pair in general but imprecise terms.
The pair vn+1H and v
n+2
HV have no normal flux on sides e1 and e3. On the other two
sides, they have polynomial normal flux of order n + 1, but in such a way that the
sign of F2(vn+1H )F4(vn+1H ) differs from F2(vn+2HV )F4(vn+2HV ), and therefore these two
vectors will form a basis for polynomials of degree n + 1 on edges e2 and e4. The
only problem is that to achieve the change in sign, vn+2HV incorporated λV , and so we
obtain also polynomials of degree n + 2 in the fluxes. We will resolve the problem
in the next section. The pair vn+1V and v
n+2
V H has similar properties for the opposite
edges.
Theorem 4.4. Fix integer n ≥ 0 and for each i = 1, 2, 3, 4, let
(4.28) pn+1i (ξ) =
[
(n+ 2)ξ2 − nL2i
]
ξn−1 ∈ Pn+1.
For each i = 2, 4, let
bn+1 = (τ1 · ν2)(−τ3 · ν2)(−τH · ν2)n > 0,(4.29)
dn+1 = (−τ1 · ν4)(τ3 · ν4)(τH · ν4)n > 0,(4.30)
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and then
F(vn+1H ) =
(
0, (−1)n+1bn+1 pn+12 (ξ2), 0,−dn+1 pn+14 (ξ4)
)
,(4.31)
F(vn+2HV ) =
(
0, (−1)n+1 τV · ν2
τH · ν2 bn+2 p
n+2
2 (ξ2) + (−1)n+1LV bn+1 pn+12 (ξ2),(4.32)
0,− τV · ν4
τH · ν4 dn+2 p
n+2
4 (ξ4) + LV dn+1 p
n+1
4 (ξ4)
)
,
where τV · ν2 = τV · ν4 = 0 if e2 and e4 are parallel. For each i = 1, 3, let
an+1 = (−τ2 · ν1)(τ4 · ν1)(τV · ν1)n > 0,(4.33)
cn+1 = (τ2 · ν3)(−τ4 · ν3)(−τV · ν3)n > 0,(4.34)
and then
F(vn+1V ) =
(− an+1 pn+11 (ξ1), 0, (−1)n+1cn+1 pn+13 (ξ3), 0),(4.35)
F(vn+2V H ) =
(
− τH · ν1
τV · ν1 an+2 p
n+2
1 (ξ1)− LH an+1 pn+11 (ξ1), 0,(4.36)
(−1)n+1 τH · ν3
τV · ν3 cn+2 p
n+2
3 (ξ3)− (−1)n+1LH cn+1 pn+13 (ξ3), 0
)
,
where τH · ν1 = τH · ν3 = 0 if e1 and e3 are parallel. Moreover,
F(curl(λHλV ))(4.37)
=
(
(τV · ν1)[(τH · ν1) p11(ξ1) + LH ], (−τH · ν2)[−(τV · ν2) p12(ξ2)− LV ],
(−τV · ν3)[−(τH · ν3) p13(ξ3) + LH ], (τH · ν4)[(τV · ν4) p14(ξ4)− LV ]
)
,
wherein the coefficients of LH and LV are strictly positive and negative, respectively.
Proof. The signs of the dot products follow from Lemma 4.1(a), (e), (f). We
saw already the two vanishing normal components in (4.31)–(4.32) on e1 and e3. We
prove the rest of (4.31) by induction, which starts for n = 0 by (4.22). So assume
that the result holds for n and consider side ei, i = 2, 4. By Lemma 4.1(d), (h) and
Corollary 4.3, we have on e2 that
F2(vn+2H ) = curl
(
(λ1λ3λ
n
H)λH
) · ν2
= vn+1H · ν2 λH + λ1λ3λnH τH · ν2
= (−1)n+1bn+1 pn+12 (ξ2) (τH · ν2) ξ2 + (τ1 · ν2)(τ3 · ν2) (ξ22 − L22) (τH · ν2)n+1ξn2
= (−1)n+1bn+1 (τH · ν2)
[
pn+12 (ξ2) ξ2 + (ξ
2
2 − L22) ξn2
]
= (−1)n+2bn+2 pn+22 (ξ2),
and similarly on e4, so the induction is shown.
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For (4.32), using (4.31), Lemma 4.1(d), (h), Corollary 4.3, and the above calcu-
lation, we compute on e2 (and similarly on e4) that
F2(vn+2HV ) = curl
(
(λ1λ3λ
n
H)λV
) · ν2
= vn+1H · ν2 λV + λ1λ3λnH τV · ν2
= (−1)n+1bn+1 pn+12 (ξ2)[(τV · ν2) ξ2 + LV ]
+ (τ1 · ν2)(τ3 · ν2)(ξ22 − L22)(τH · ν2)nξn2 (τV · ν2)
= (τV · ν2)
[
(−1)n+1bn+1 pn+12 (ξ2) ξ2 + (τ1 · ν2)(τ3 · ν2)(ξ22 − L22)(τH · ν2)nξn2
]
+ (−1)n+1bn+1 pn+12 (ξ2)LV
= (−1)n+2 τV · ν2
τH · ν2 bn+2 p
n+2
2 (ξ2) + (−1)n+1LV bn+1 pn+12 (ξ2).
The two results (4.35)–(4.36) can be verified similarly, as can the final result, for
which, e.g.,
F1
(
curl(λHλV )
)
= (τH · ν1)λV + (τV · ν1)λH
= (τH · ν1)(τV · ν1) ξ1 + (τV · ν1)[(τH · ν1) ξ1 + LH ]
= (τH · ν1)(τV · ν1) p11(ξ1) + (τV · ν1)LH ,
and similarly for the other edges.
4.3. Construction of a constant divergence edge basis. We are now ready
to construct the space of constant divergence edge basis vectors for Ek, using the
choice (3.15) for Sk. We begin with a remark about the Piola mapping P. We know
that the Piola transform preserves edge normal components in the sense of (3.6).
Consider a reference polynomial vˆ(xˆ, yˆ) defined on Eˆ = [−1, 1]2. On side eˆi, the
normal component is the polynomial vˆ · νˆi(zˆ), where zˆ is either xˆ (i = 1, 3) or yˆ
(i = 2, 4). Notice that these local coordinates have the wrong sign on edges e1 and
e4 compared to the orientation of our local coordinates ξi on the counterclockwise
oriented quadrilateral E. Let s1 = s4 = −1 and s2 = s3 = 1, so that the change of
variables to E is ξi = siLizˆ. Moreover, there is a Jacobian factor in the transformation
of size Li, and so vˆ · νˆ(zˆ) on ei transforms to v · ν(ξi) = vˆ · νˆ(siξi/Li)/Li; that is, a
monomial transforms according to the rule
(4.38) zˆn
PE7−−→ (siξi)
n
Ln+1i
.
We first construct the constant divergence edge basis for E0, which is the entire
lowest order full H(div)-approximation space V0AC = P20 ⊕ xP0 ⊕ S0. In this case,
S0 = span{PE curl(xˆyˆ)} has only dimension one and E0 has dimension four. Let
v0i = x− xic ∈ P20 ⊕ xP0 ⊂ V0AC,(4.39)
σ0 = PE curl(xˆyˆ).(4.40)
The normal components of σˆ0 = (xˆ,−yˆ) are
Fˆ(σˆ0) = (1,−1, 1,−1).
The normal components of, say, v01 are constant and vanish on e1 and e2 (since
x1c ∈ e1 ∩ e2), but on the other edges they are
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v01 · ν3|e3 = v01 · ν3(x2c) = (x2c − x1c) · ν3 = 2L2τ2 · ν3,
v01 · ν4|e4 = v01 · ν4(x4c) = (x4c − x1c) · ν4 = −2L1τ1 · ν4 = 2L1τ4 · ν1.
Similarly we compute the other fluxes and arrive at
(4.41)

F(v02) = (2L2τ1 · ν2, 0, 0, 2L3τ3 · ν4),
F(v04) = (0, 2L1τ1 · ν2, 2L4τ3 · ν4, 0 ),
F(v01) = (0, 0, 2L2τ2 · ν3, 2L1τ4 · ν1),
F(σ0) = (L−11 , − L−12 , L−13 , − L−14 ),
wherein each dot product is positive by Lemma 4.1(a). Thought of as a matrix, the
determinant is negative, and so linear combinations of v01, v
0
2, v
0
4, and σ
0 give a
constant divergence edge basis, i.e., {v˜01, v˜02, v˜03, v˜04 : v˜0i · νj |ej = δij}, and the span
forms E0 = V0AC.
Now assume that k ≥ 1. We construct a basis for Ek within xP0⊕ curlPk+1⊕Sk,
so the divergence of each vector is constant. In fact, we set
Ek =
(
span{vkH ,vkV } ⊕ Sk
)⊕ span{vk−1H ,vk−1V ,vkHV ,vkV H}(4.42)
⊕ · · · ⊕ span{v1H ,v1V ,v2HV ,v2V H} ⊕ span{v01,v02,v04, curl(λHλV )},
which has the required dimension 4(k + 1). We must prove that this space contains
a constant divergence edge basis, and we will do so by noting that the polynomials
from Theorem 4.4, pni (ξi), n = 0, 1, . . . , k, with p
0
i = 1, form a basis for Pk(ei).
The edge fluxes of σˆ1 = curl(xˆ
k−1(1− xˆ2)yˆ) and σˆ2 = curl(xˆyˆk−1(1− yˆ2)) are
Fˆ(σˆk1 ) =
(
0,−[(k + 1)xˆ2 − (k − 1)]xˆk−2, 0,−[(k + 1)xˆ2 − (k − 1)]xˆk−2),
Fˆ(σˆk2 ) =
(
[(k + 1)yˆ2 − (k − 1)]yˆk−2, 0, [(k + 1)yˆ2 − (k − 1)]yˆk−2, 0).
Under the Piola transformation, (4.38) tells us that
[(k + 1)zˆ2 − (k − 1)]zˆk−2
PE7−−→ ski L−k−1i [(k + 1)ξ2i − (k − 1)L2i ]ξk−2i = ski L−k−1i pki (ξi),
and so
F(σk1 ) =
(
0,−L−k−12 pk2(ξ2), 0,−(−1)kL−k−14 pk4(ξ4)
)
,(4.43)
F(σk2 ) =
(
(−1)kL−k−11 pk1(ξ1), 0, L−k−13 pk3(ξ3), 0
)
.(4.44)
Comparing the fluxes for σ1 with those of v
k
H in (4.31), we see linear independence
(the signs of the terms do not match). Similarly, σ2 and v
k
V have linearly independent
fluxes. Thus we can construct v˜ki having only the nonvanishing flux p
k
i (ξi) on edge
ei, i = 1, 2, 3, 4, which gives a basis for the highest order terms.
For the next order terms, we use v˜k2 and v˜
k
4 to remove the higher order terms
from vkHV (if necessary), and then comparing the remaining fluxes to those of v
k−1
H
shows that they are linearly independent (again the signs of the terms do not match).
Similarly we treat vkV H and v
k−1
V . We can then construct v˜
k−1
i having only the
nonvanishing flux pk−1i (ξi) on edge ei, i = 1, 2, 3, 4, which gives a basis for the terms
of order k − 1.
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We can continue this process to form v˜ji having only the nonvanishing flux p
j
i (ξi)
on edge ei, i = 1, 2, 3, 4, for j = 1, 2, . . . , k. At the lowest level, we need to argue as
in the case for k = 0, i.e., (4.41). We replace σ0 by curl(λHλV ), for which the edge
flux is given in (4.37) and, with v˜1i , i = 1, 2, 3, 4, allows a similar construction of the
remaining functions v˜0i , i = 1, 2, 3, 4. The existence of a constant divergence edge
basis is thereby established.
4.4. Construction of divergence-free bubbles. Set B0 = B1 = B2 = {0},
and for k ≥ 3, define the space of vector polynomials
(4.45) Bk = curl(λ1λ2λ3λ4Pk−3) ⊂ P2k.
Each is a divergence-free bubble, since the normal components vanish on ∂E. In
fact, we claim that these are the only such bubbles, which is implied by the following
result.
Theorem 4.5. For index k,
Vk,redAC (E) = P
2
k ⊕ Sk = xP∗k−1 ⊕ Ek ⊕ Bk, k ≥ 1,(4.46)
VkAC(E) = P2k ⊕ xP˜k ⊕ Sk = xP∗k ⊕ Ek ⊕ Bk, k ≥ 0,(4.47)
where P∗k−1 =
⊕k−1
n=1 P˜n, which is Pk−1 without the constants P˜0 = P0.
Proof. The case k = 0 was established in section 4.3, so it is sufficient to prove
(4.46). That any pair of spaces intersect at {0} is easily established as follows. First,
if v ∈ xP∗k−1 ∩ (Ek +Bk), then ∇ ·v ∈ P∗k−1 ∩P0 = {0} and so v = 0 by Theorem 2.1
(the divergence is a one-to-one map on xP˜j). Second, if v ∈ Ek ∩ Bk, then the edge
normal components vanish and, again, v = 0.
Since dim Vk,redAC (E) = (k+2)(k+1)+2 is the sum of dim xP∗k−1 =
1
2 (k+1)k−1,
dimEk = 4(k + 1), and dimBk = 12 (k − 1)(k − 2), the result is established.
This result and Theorem 2.1 show that our new spaces are of minimal dimension
subject to the locality and polynomial approximation properties. The space Ek is
needed for locality, and the space xP∗k−1 or xP∗k is needed for divergence approxima-
tion. These two spaces are linearly independent. The remaining part, Bk, contributes
nothing to locality and divergence approximation, but it is needed for local polynomial
approximation in (L2)2.
4.5. Unisolvence of the DOFs. Unisolvence of the DOFs (4.1)–(4.3) for Vk,redAC
and DOFs (4.1)–(4.4) for VkAC follow from Theorem 4.5. Let ` = k− 1 for Vk,redAC and
` = k for VkAC. Suppose that vh ∈ Vk,redAC or vh ∈ VkAC has vanishing DOFs. We
decompose
vh = vdiv + vE + vB ∈ xP∗` ⊕ Ek ⊕ Bk (respectively).
We first note that vanishing DOFs (4.1) and (4.2) (and (4.4)) imply that, for any
w ∈ P˜`,
(4.48) 0 = (vh,∇w)E = −(∇ · vh, w)E ,
and thus ∇ · vh = 0. We conclude that vdiv = 0. DOFs (4.1) now imply that
vE = 0, and finally (4.3) shows that vB = 0, and thus vh = 0 and the unisolvence,
and therefore the existence of the pi operator and global consistency, is verified.
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5. Issues of implementation. In the hybrid form of the mixed method [4], the
Lagrange multiplier space on the edge e is simply Pk(e), and implementation is clear
up to evaluation of the integrals over the elements. If the hybrid form is not used,
one needs H(div)-conforming finite element shape functions to from a local basis.
5.1. A practical basis of edge and bubble vector shape functions. To
create H(div)-conforming finite element shape functions, we need to match edge DOFs
between elements. All other shape functions are local to the element.
The basis constructed in section 4.3 for Ek has the advantage that it has constant
divergence. However, it is not necessarily the most convenient basis to construct and
implement. A simpler edge basis can be constructed using vector polynomials in the
full H(div)-approximating space, at least when k ≥ 1. The cases k = 0 for full and
k = 1 for reduced approximation are special, and a general basis for these cases can
be constructed much like in (4.41) by taking linear combinations of the simple vector
polynomials constructed in the previous section.
We proceed assuming that we are implementing the full H(div)-approximating
space VkAC, k ≥ 1, and we work locally on an element E ∈ Th. Because P1 ⊕ xP˜1 is
in the space, we have, e.g., on side e1 the two vector polynomials
(5.1) v−1 =
(x− x3c)λ2
2L1L4(τ2 · ν1)(τ4 · ν1) and v
+
1 =
−(x− x2c)λ4
2L1L2(τ2 · ν1)(τ4 · ν1) ,
for which the normal components on the other three sides vanish. On e1, Corollary 4.3
shows that
(x− x3c) · ν1 λ2|e1 = (x4c − x3c) · ν1 (τ2 · ν1)(ξ1 − L1) = 2L4(τ4 · ν1)(τ2 · ν1)(ξ1 − L1),
and so v−1 · ν1|e1 = (ξ1 − L1)/L1. Similarly, v+1 · ν1|e1 = (ξ1 + L1)/L1, and these two
form a basis for P1(e1). A basis, i.e., the shape functions, for Pk(e1) is then given by
v01 =
1
2 (v
+
1 − v−1 ) ∈ P1 ⊕ xP˜1,(5.2)
vn1 =
1
2 (v
+
1 + v
−
1 )(ξ1/L1)
n−1 ∈ Pn ⊕ xP˜n, n = 1, 2, . . . , k.(5.3)
Note that when e1 = E
−∩E+ is the edge between elements E− and E+, these vector
functions constructed on each element will match on e1. In a similar way we construct
vni for each edge ei, i = 1, 2, 3, 4 and n = 1, 2, . . . , k. These shape functions are easily
constructed, and so they form a better basis to use in practice. The span is the edge
space
(5.4) E˘k = span{vni : i = 1, 2, 3, 4 and n = 0, 1, . . . , k}.
The rest of the finite element space VkAC(E) consists of the supplemental space
Sk and the space of (not necessarily divergence-free) bubble functions B˘k, i.e., vector
polynomials with vanishing normal components on the edges of the elements. Its local
dimension is
dim B˘k = dimP2k ⊕ xP˜k − dim E˘k = (k + 3)(k + 1)− 4(k + 1) = k2 − 1,
and bubble functions exist only when k ≥ 2. Within P2 ⊕ xP˜2 we construct three
linearly independent bubbles using the points x1,3c = e1 ∩ e3 and x2,4c = e2 ∩ e4
(wherein we extend each edge to a line), which exist provided the opposite sides are
not parallel. The bubbles are
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vB,1 =
{
(x− x1,3c )λ2λ4 if e1 6 ‖ e3 (i.e., τ1 6= −τ3),
τ1λ2λ4 if e1 ‖ e3 (i.e., τ1 = −τ3),
(5.5)
vB,2 =
{
(x− x2,4c )λ1λ3 if e2 6 ‖ e4 (i.e., τ2 6= −τ4),
τ2λ1λ3 if e2 ‖ e4 (i.e., τ2 = −τ4),
(5.6)
vB,3 = (x− x1c)λ3λ4.(5.7)
The space B˘k is then
(5.8) B˘k = vB,1Pk−2 ⊕ vB,2Pk−2 ⊕ vB,3P˜k−2 ⊂ P2k ⊕ xP˜k,
which indeed has dimension 12k(k − 1) + 12k(k − 1) + (k − 1) = k2 − 1, provided the
three spaces are linearly independent.
To prove the linear independence in (5.8), suppose without loss of generality that
we translate so that x1c = 0. Then we ask if there are nonvanishing polynomials
p, q ∈ Pk−2 and r ∈ P˜k−2 such that vB,1 p+ vB,2 q = vB,3 r. The harder case is when
the edges are not parallel, so let us proceed with
(x− x1,3c )λ2λ4 p+ (x− x2,4c )λ1λ3 q = xλ3λ4 r.
By inspection, there are polynomials pˇ, qˇ ∈ Pk−3 such that p = λ3pˇ and q = λ4qˇ, so
the case k = 2 is shown and we reduce the condition to
(x− x1,3c )λ2 pˇ+ (x− x2,4c )λ1 qˇ = x r for k ≥ 3.
Note that x1c = 0 implies that λ1 = x · ν1 and λ2 = x · ν2. Moreover, in a similar way
(x−x1,3c ) · ν1 = x · ν1 and (x−x2,4c ) · ν2 = x · ν2. Taking the dot product with ν1 and
ν2, we see that
x · ν1 x · ν2 pˇ+ (x− x2,4c ) · ν1 x · ν1 qˇ = x · ν1 r,
(x− x1,3c ) · ν2 x · ν2 pˇ+ x · ν2 x · ν1 qˇ = x · ν2 r,
and so
−x2,4c · ν1 qˇ = −x1,3c · ν2 pˇ =⇒ qˇ = γ pˇ,
for some γ 6= 0. We return to the reduced condition, which is now seen to be[
(x− x1,3c ) x · ν2 + γ(x− x2,4c ) x · ν1
]
pˇ = x r
or
x[x · ν2 + γx · ν1]pˇ− [x1,3c x · ν2 + γx2,4c x · ν1]pˇ = x r.
The right-hand side is in P˜k−1, k ≥ 3, so there can be no net lower order terms on
the left. There are no terms of order 0. Terms of order 1 would appear if pˇ had
terms of order 0, so we see that pˇ has no terms of order 0. We continue to terms of
order 2, 3, . . . , k − 2 and conclude that pˇ = 0, since it is in Pk−3. This shows that
p = q = r = 0 is the only possibility, and thus the space B˘k contains all the bubbles.
Finally, the supplemental vectors Sk are combined with vectors from E˘k to re-
move the normal components, creating the local space S˘k. Then we have constructed
explicitly a shape function basis for the decomposition
(5.9) VkAC(E) = E˘k ⊕ B˘k ⊕ S˘k.
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The bubbles and supplementary shape functions are entirely local and therefore easy
to implement, and the edge shape functions are easy to pair across element edges.
The reduced H(div)-approximating space Vk,redAC is not as simple to implement,
since we do not have all of the easily constructible edge and bubble shape functions.
Using what we have, we note that the Helmholtz-like decomposition (2.1) implies that
Vk,redAC (E) = P
2
k ⊕ Sk = Pk−1 ⊕ xP˜k−1 ⊕ curl P˜k+1 ⊕ Sk
= E˘k−1 ⊕ B˘k−1 ⊕ curl P˜k+1 ⊕ Sk,
so we require a decomposition of the form
(5.10) Vk,redAC (E) = E˘k−1 ⊕ B˘k−1 ⊕ ˜˘Ek ⊕ ˜˘Bk,
where
˜˘Ek ⊕ ˜˘Bk contains the vectors curl P˜k+1 ⊕ Sk and consists of the highest order
edge basis vectors and additional bubbles. As we saw in the proof of unisolvence, the
space Sk is necessary to construct a basis for Vk,redAC (E) that respects the edge and
divergence DOFs independently, so we need to include Sk in the construction of
˜˘Ek
(since the divergences of Sk vanish). We construct the edge basis E˘k−1 up to order
k − 1 as above, and then we construct the edge basis for polynomials in P˜k(e) on
each edge e using the vectors defined in (4.24) and (4.26) (vkH and v
k
V ) as well as Sk.
Removing the low order terms as in (4.41) is possible since we have explicitly formed
E˘k−1. Finally, we need to form the rest of the bubbles
˜˘Bk, which are given, e.g., by
constructing curl(λmHλ
n
V ), where m+ n = k + 1 and m,n > 0, and then removing the
edge DOFs using E˘k−1 ⊕ ˜˘Ek.
5.2. Quadrature. It appears that general quadrature rules on a general quadri-
lateral E are not available for approximate integration over E. Nevertheless, there
are at least two simple ways to develop and apply an accurate quadrature rule. The
simplest to describe is to use a high order quadrature rule defined on a triangle (which
are known to exist), and treat the quadrilateral E as the union of two nonoverlapping
triangles. This approach may not be the simplest to implement, however. The other
approach, which we take in our numerical examples later, is to use a bilinear (not
Piola!) mapping of the quadrilateral E to the reference square Eˆ, and then to use a
high order tensor-product Gauss rule there, taking into account the Jacobian of the
transformation.
6. Some numerical results. In this section we present convergence studies for
the full and reduced AC spaces and the corresponding RT and BDM spaces. The test
problem is defined on the unit square Ω = (0, 1)2 with the coefficient a = 1 and the
source function f(x) = 2pi2 sin(pix) sin(piy). The exact solution is
p(x, y) = sin(pix) sin(piy) and u(x, y) = −pi
(
cos(pix) sin(piy)
sin(pix) cos(piy)
)
.
In the computations, we consider a mixed boundary condition. On p we impose a
homogeneous Dirichlet condition on the left boundary, and on u · ν we impose a non-
homogeneous Neumann condition on the rest of the boundary. The finite element
solutions were computed by adopting two different sequences of meshes. The first is a
uniform mesh of n2 square elements and the second is a mesh of n2 trapezoids of base
h and parallel vertical edges of size 0.75h and 1.25h, as proposed in [3] and shown in
Figure 2.
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Fig. 2. Mesh of 4× 4 squares on the left and trapezoids on the right.
Table 2
Errors and orders of convergence for RT0 and AC0.
‖p− ph‖ ‖u− uh‖ ‖∇ · (u− uh)‖
n DOF Error Order Error Order Error Order
RT0 and AC0 on square meshes
4 56 1.58e-01 5.13e-01 3.09e-00
8 208 8.00e-02 0.99 2.53e-01 1.02 1.57e-00 0.98
16 800 4.01e-02 1.00 1.26e-01 1.01 7.90e-01 0.99
32 3136 2.00e-02 1.00 6.30e-02 1.00 3.95e-01 1.00
RT0 on trapezoidal meshes
4 56 1.62e-01 5.52e-01 3.45e-00
8 208 8.23e-02 0.98 2.75e-01 1.00 2.16e-00 0.68
16 800 4.13e-02 1.00 1.38e-01 1.00 1.66e-00 0.38
32 3136 2.07e-02 1.00 6.89e-02 1.00 1.51e-00 0.14
AC0 on trapezoidal meshes
4 56 1.62e-01 5.47e-01 3.16e-00
8 208 8.19e-02 0.98 2.70e-01 1.02 1.61e-00 0.97
16 800 4.11e-02 1.00 1.35e-01 1.00 8.10e-01 0.99
32 3136 2.05e-02 1.00 6.74e-02 1.00 4.06e-01 1.00
6.1. Full H(div)-approximation spaces. In Table 2 we present the errors
and the orders of convergence for the lowest index full H(div)-approximation spaces
RT0 and AC0. The second column of the table indicates the total DOFs of the
problem, that is, the number of equations of the linear system originated by the saddle
point problem. It is important to note that in some cases this total dimension can
be reduced by special implementation techniques, such as the condensation of local
degrees of freedom. On a rectangular mesh, RT0 and AC0 are the same space and give
first order approximation of the scalar p, the vector u, and the divergence ∇ · u. As
expected, on trapezoidal meshes, RT0 retains first order approximation of the scalar
and the vector but loses convergence of the divergence, while AC0 shows first order
for all three quantities.
The results for RT1 and AC1 (which are different spaces even on rectangular
meshes) are shown in Table 3. Second order convergence is obtained for all the
approximations on rectangular meshes, and the errors for RT1 are slightly smaller
than for AC1, but at the expense of more degrees of freedom. On trapezoidal meshes,
AC1 gives second order approximation of all quantities, whereas RT1 shows second
order only for the scalar and vector variables, and the divergence reduces to first order
of convergence.
The same pattern is seen for RT2 and AC2 in Table 4. Third order approxima-
tion is achieved by AC2 on all the meshes for all the quantities. We see the same
convergence rates for RT2 except that the divergence on trapezoidal meshes is only
second order.
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Table 3
Errors and orders of convergence for RT1 and AC1.
‖p− ph‖ ‖u− uh‖ ‖∇ · (u− uh)‖
n DOF Error Order Error Order Error Order
RT1 on square meshes
4 208 1.61e-02 5.10e-02 3.18e-01
8 800 4.05e-03 1.99 1.28e-02 2.00 8.00e-02 1.99
16 3136 1.02e-03 2.00 3.19e-03 2.00 2.00e-02 2.00
32 12416 2.54e-04 2.00 7.98e-04 2.00 5.01e-03 2.00
AC1 on square meshes
4 160 2.97e-02 5.45e-02 5.86e-01
8 608 7.56e-03 1.97 1.29e-02 2.08 1.49e-01 1.97
16 2368 1.90e-03 1.99 3.20e-03 2.01 3.75e-02 1.99
32 9344 4.75e-04 2.00 7.98e-04 2.00 9.38e-03 2.00
RT1 on trapezoidal meshes
4 208 1.87e-02 5.48e-02 4.77e-01
8 800 4.73e-03 1.99 1.36e-02 2.01 1.79e-01 1.42
16 3136 1.18e-03 2.00 3.39e-03 2.00 7.99e-02 1.16
32 12416 2.96e-04 2.00 8.46e-04 2.00 3.87e-02 1.05
AC1 on trapezoidal meshes
4 160 3.08e-02 6.40e-02 6.07e-01
8 608 7.85e-03 1.97 1.57e-02 2.03 1.55e-01 1.97
16 2368 1.97e-03 1.99 3.91e-03 2.00 3.89e-02 1.99
32 9344 4.94e-04 2.00 9.76e-04 2.00 9.74e-03 2.00
Table 4
Errors and orders of convergence for RT2 and AC2.
‖p− ph‖ ‖u− uh‖ ‖∇ · (u− uh)‖
n DOF Error Order Error Order Error Order
RT2 on square meshes
4 456 1.07e-03 3.38e-03 2.11e-02
8 1776 1.35e-04 2.99 4.23e-04 3.00 2.66e-03 2.99
16 7008 1.69e-05 3.00 5.30e-05 3.00 3.33e-04 3.00
32 27840 2.11e-06 3.00 6.62e-06 3.00 4.16e-05 3.00
AC2 on square meshes
4 296 3.76e-03 4.07e-03 7.41e-02
8 1136 4.77e-04 2.98 4.42e-04 2.98 9.42e-03 2.98
16 4448 5.99e-05 2.99 5.35e-05 2.99 1.18e-03 2.99
32 17600 7.50e-06 3.00 6.64e-06 3.00 1.48e-04 3.00
RT2 on trapezoidal meshes
4 456 1.49e-03 4.10e-03 4.61e-02
8 1776 1.88e-04 2.99 5.13e-04 3.00 9.70e-03 2.25
16 7008 2.35e-05 3.00 6.41e-05 3.00 2.29e-03 2.08
32 27840 2.94e-06 3.00 8.01e-06 3.00 5.65e-04 2.02
AC2 on trapezoidal meshes
4 296 4.09e-03 8.57e-03 8.05e-02
8 1136 5.20e-04 2.97 1.07e-03 3.00 1.03e-02 2.97
16 4448 6.53e-05 2.99 1.35e-04 3.00 1.29e-03 3.00
32 17600 8.18e-06 3.00 1.68e-05 3.00 1.61e-04 3.00
6.2. Reduced H(div)-approximation spaces. The results for the reduced
H(div)-approximation spaces BDMk and AC
red
k for k = 1 and 2 are shown in Tables 5
and 6, respectively. These spaces have the same dimension, and they coincide on
rectangular meshes. As predicted, they give order k+ 1 approximation for the vector
u and order k for the scalar p and the divergence ∇ · u on rectangular meshes.
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Table 5
Errors and orders of convergence for BDM1 and AC
red
1 .
‖p− ph‖ ‖u− uh‖ ‖∇ · (u− uh)‖
n DOF Error Order Error Order Error Order
BDM1 and AC
red
1 on square meshes
4 96 1.64e-01 2.45e-01 3.09e-00
8 352 8.07e-02 1.02 6.32e-02 1.96 1.57e-00 0.98
16 1344 4.02e-02 1.01 1.59e-02 1.99 7.90e-01 0.99
32 5248 2.01e-02 1.00 3.99e-03 2.00 3.95e-01 1.00
BDM1 on trapezoidal meshes
4 96 1.68e-01 2.72e-01 3.45e-00
8 352 8.30e-02 1.01 7.82e-02 1.80 2.16e-00 0.68
16 1344 4.14e-02 1.01 2.60e-02 1.59 1.66e-00 0.38
32 5248 2.07e-02 1.00 1.07e-02 1.28 1.51e-00 0.14
ACred1 on trapezoidal meshes
4 96 1.67e-01 2.64e-01 3.16e-00
8 352 8.26e-02 1.01 6.83e-02 1.95 1.61e-00 0.97
16 1344 4.12e-02 1.01 1.72e-02 1.99 8.10e-01 0.99
32 5248 2.06e-02 1.00 4.32e-03 2.00 4.06e-01 1.00
Table 6
Errors and orders of convergence for BDM2 and AC
red
2 .
‖p− ph‖ ‖u− uh‖ ‖∇ · (u− uh)‖
n DOF Error Order Error Order Error Order
BDM2 and AC
red
2 on square meshes
4 200 2.97e-02 2.31e-02 5.86e-01
8 752 7.56e-03 1.97 2.52e-03 3.19 1.49e-01 1.97
16 2912 1.90e-03 1.99 2.91e-04 3.11 3.75e-02 1.99
32 11454 4.75e-04 2.00 3.50e-05 3.06 9.38e-03 2.00
BDM2 on trapezoidal meshes
4 200 3.53e-02 5.83e-02 9.29e-01
8 752 1.14e-02 1.63 1.50e-02 1.95 3.90e-01 1.25
16 2912 4.55e-03 1.33 4.39e-03 1.78 1.84e-01 1.08
32 11454 2.11e-03 1.11 1.54e-03 1.51 9.06e-02 1.02
ACred2 on trapezoidal meshes
4 200 3.08e-02 2.74e-02 6.07e-01
8 752 7.85e-03 1.97 3.26e-03 3.07 1.55e-01 1.97
16 2912 1.97e-03 1.99 3.95e-04 3.05 3.89e-02 1.99
32 11454 4.94e-04 2.00 4.85e-05 3.03 9.74e-03 2.00
On trapezoidal meshes, when BDMk is used, the results indicate that the order
of convergence of the divergence is only k−1. In this case, the poor approximation of
the divergence also affects the order of convergence of the vector and scalar variables,
degrading the original orders (which is also predicted and explained by the theory of
Arnold, Boffi, and Falk [3]). When ACredk is used instead, the orders of convergence
on the rectangular meshes are achieved for trapezoids, i.e., k + 1 approximation for
the vector u and order k for the scalar p and the divergence ∇ · u.
7. Concluding remarks. We developed the AC spaces, two families of mixed
finite elements for quadrilateral meshes that are uniformly inf-sup stable, achieve
optimal rates of convergence, and have minimal dimension. The key theoretical result
was a Helmholtz-like decomposition of vector polynomials (Theorem 2.1). Our idea
was to construct the element basis functions directly over the elements and then to
supplement the space locally by two (or one, when k = 0) basis functions that are
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Piola mapped, so that we could prove existence of, and actually construct, the pi-
projection operator. We used standard local coordinates with origin at the midpoints
of the edges and the element, rather than, e.g., generalized barycentric coordinates
(see [25]).
One family has full H(div)-approximation and the other has reduced H(div)-
approximation. The two families are identical except for inclusion of a minimal set
of vector and scalar polynomials needed for higher order approximation of ∇ · u
and p, and so in some sense we clarified and unified the treatment of finite element
approximation between the two classes of mixed spaces.
We also developed an implementable local basis for the AC spaces, and we pre-
sented numerical results that confirm the convergence theory.
The analogue of our spaces on triangles is the classical RT and BDM spaces, since
these have minimal dimension for full and reduced H(div)-approximation. Therefore,
the AC spaces can be seen as a proper (i.e., lowest dimension) extension of RT and
BDM on triangles to quadrilaterals. We expect that our ideas could be extended to
elements that are convex polygons with more than four edges. We also expect that
H(curl) finite elements could be developed by rotation by 90 degrees.
For three-dimensional domains, it should be clear that we can define prismatic-
like finite elements on E × I, where E is a quadrilateral and I is an interval, using
AC spaces on E and extending to the third dimension in the usual way; see [16]. It
is unclear if we can define similar AC spaces on general hexahedral meshes, since the
faces of the elements need not be contained within a plane (the four corners need not
be coplanar). If we restrict to hexahedral meshes of elements with planar faces, we
believe that similar AC elements can be defined as a generalization of the Arnold–
Awanou elements on cubes [1] (see also [21]). We are exploring these issues and expect
that the finite element exterior calculus [5, 2] might prove useful.
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