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CUNTZ’S ax+ b-SEMIGROUP C∗-ALGEBRA OVER N AND PRODUCT
SYSTEM C∗-ALGEBRAS
SHINJI YAMASHITA
Abstract. We investigate C∗-algebras associated with row-finite topological higher-
rank graphs with no source, which are based on product system C∗-algebras. We prove
the Cuntz-Krieger uniqueness theorem, and provide the condition of simplicity and purely
infiniteness of our algebras. We give examples of non-discrete topological higher-rank
graphs whose C∗-algebras contain Cuntz’s ax+ b-semigroup C∗-algebra over N.
1. Introduction
Recently, Cuntz introduced a C∗-algebra QN which is naturally associated with the
ax+ b-semigroup over N ([2]) and this algebra seems some kind of quantization of natural
numbers. He showed that it is simple and purely infinite and generated by Bost-Connes
C∗-algebra CQ ([1]) and one unitary. Moreover, Cuntz and Li extended this construction
to some commutative rings without zero divisors ([3]) which is motivated the extension of
the Bost-Connes algebra to arbitrary number fields, and recently, Li has done for arbitrary
rings ([16]). Moreover, the C∗-algebra QN has an arithmetic flavor from the construction
and we think this C∗-algebra will become a brigde between operator algebras and number
theory like the Bost-Connes C∗-algebra.
Including such algebras, some important properties of C∗-algebras are determined by
the dynamical system on the underlying space. In this fashion, Katsura introduced a new
class of C∗-algebras which is called a topological graph C∗-algebra ([10]). This class is
not only a generalization of both graph algebras and homeomorphism C∗-algebras, but
also many interesting C∗-algebras, for example, all Kirchberg C∗-algebras are included in
this class ([13]), and he systematically studied these algebras in a series of his paper.
On the other hand, Kumjian and Pask ([14]) introduced a higher-dimensional graph
C∗-algebra which is called a higher-rank graph C∗-algebra and Raeburn, Sims and Yeend
extended it which is now called a finitely aligned higher-rank C∗-algebra ([19], [20]). One
of the most interesting and attractive facts which does not observe in graph algebras is
to appear AT-algebras like Bunce-Deddens algebras and irrational rotation algebras as a
higher-rank graph C∗-algebra ([17]). We feel that higher-rank C∗-algebras have fruitful
structures and are not merely higher dimensional version of graph C∗-algebras.
Under these backgrounds, in [24], [25], Yeend introduced a notion of a topological
higher-rank graph which is unify a higher-rank graph and a topological graph C∗-algebra.
His approach is based on the theory of the groupoid C∗-algebras ([21]). On the other
hand, as one of higher-dimensional models of a Cuntz-Pimsner algebra, Fowler considered
product system C∗-algebras associated with quasi-lattice ordered group (G,P ) in [6] and
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Raeburn and Sims researched relations between product system C∗-algebras and higher-
rank graph C∗-algebras in [18].
The purpose of this paper is to study a ’row-finite with no source’ topological higher-
rank graph based on product system C∗-algebras. In particular, we establish a method
of an analysis of a (non-discrete) topological higher-rank graph and construct a new class
of C∗-algebras which can be considered as some extensions of Cuntz’s ax + b-semigroup
C∗-algebras. It should be mentioned that Yeend commented in the introduction of [24]
that there is a problem in product system C∗-algebras, in particular the definition of
Cuntz-Pimsner covariance, and in later, Sims and Yeend ([23]) suggest a new Cuntz-
Pimsner covariance of a product system C∗-algebra which includes C∗-correspondences
([11]), finitely aligned higher-rank C∗-algebras ([20]) and coincide with Fowler’s one under
the ’row-finite with no source’ case. However, there is no research to establish a theory
of the C∗-dynamical system based on the product system C∗-algebras and topological
higher-rank graphs. Furthermore we need slightly different techniques compared with
(discrete) higher-rank graphs.
In this paper, we actively consider the infinite dimension case of topological higher-rank
graph though the dimension of higher-rank graphs is supposed to be finite in usual. In
terms of product system C∗-algebras, it is equivalent to consider the ordered lattice group
(⊕∞i=1Z,⊕∞i=1N). One of this reason is that QN (and also CQ) have a structure based on
the prime numbers (more precisely, the prime factorization of natural numbers) which is
corresponding to the basis of (⊕∞i=1Z,⊕∞i=1N). We can expect that this case leads more
fruitful structures for topological higher-rank graph C∗-algebras.
This paper is organised as follows. In Section 2, we define a topological higher-rank
graph followed by Yeend and recall several definitions and fundamental facts. In Section
3, we prove the Cuntz-Krieger Uniqueness theorem under the assumption ’row-finite with
no source’ (Theorem 3.11). This is our main theorem and a generalization of Theorem 4.6
of [14]. A point of the proof of this theorem is to overcome the difficulty of calculations of
some multiplications which does not occur in higher-rank graph C∗-algebras. In Section
4, we give the condition for topological higher-rank C∗-algebras to be simple and purely
infinite. In Section 5, we construct a higher rank version of a topological graph investigated
by Deaconu ([4]) and Katsura ([13]). The associated C∗-algebras include Cuntz’s ax+ b-
semigroup C∗-algebra QN over N. The author think that this way of the extension of the
ax + b-semigroup C∗-algebra is different to the arithmetic one noted as above, but we
expect some relationships with number theory.
After completed this work, the author has found that Renault, Sims and Yeend proved
the uniqueness theorem for a C∗-algebra associated with a compactly aligned topological
higher-rank graph which is more generalized setting from the author’s one ([22]). However
they proved this theorem via a groupoid theory ([21]), on the other hand, the author’s
method is used a theory of a product system C∗-algebra.
2. Preliminaries
In this section, we recall a topological k-graph defined by Yeend and a product sys-
tem C∗-algebra defined by Fowler, in order to construct an associated C∗-algebra for a
topological k-graph.
We denote the set of natural numbers by N = {0, 1, 2, · · · } and the integers by Z. We
denote by T the group consisting of complex numbers whose absolute values are 1. Given
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a (semi)group with identity P and k = 1, 2, · · · ,∞, we denote P k = ⊗ki=1P by the direct
sum of P which has a natural (semi)group structure. We consider Nk as an additive
semigroup with identity 0. For 1 ≤ k ≤ ∞, e1, e2, · · · are standard generators of Nk. We
write the i-th coordinate of m ∈ Nk by m(i). For m,n ∈ Nk, we say m ≤ n if m(i) ≤ n(i)
for any 1 ≤ i ≤ k. For a locally compact (Hausdorff) space Ω, we denote by C(Ω) the
linear space of all continuous functions on Ω. We define Cc(Ω), C0(Ω), Cb(Ω) by those
of compactly supported functions, functions vanishing at infinity, and bounded functions,
respectively.
Next we shall define a topological k-graph which was defined by Yeend ([24], [25]).
Definition 2.1. Given k = 1, 2, · · · ,∞, a topological k-graph is a pair (Λ, d) consisting of
a small category Λ = (Obj(Λ),Mor(Λ), r, s) and a functor d : Λ −→ Nk, called the degree
map, which satisfy the following:
(1) Obj(Λ) and Mor(Λ) are locally compact spaces;
(2) r, s : Mor(Λ) −→ Obj(Λ) are continuous and s is a local homeomorphism;
(3) Composition ◦ : Λ×cΛ −→ Λ is continuous and open, where Λ×cΛ = {(λ, µ)|s(λ) =
r(µ)} has the relative topology inherited from the product topology on Λ× Λ;
(4) d is continuous, where Nk has the discrete topology;
(5) For all λ ∈ Λ and m,n ∈ Nk such that d(λ) = m+ n, there exists unique (µ, ν) ∈
Λ×c Λ such that λ = µν, d(µ) = m and d(ν) = n.
In [24] and [25], Yeend supposed the second-countablility of the locally compact spaces
Obj(Λ) and Mor(Λ). However we will not use this assumption in here. We refer to
the morphisms of Λ as paths and to the objects of Λ as vertices. The maps r and s
are called the range and source maps, respectively. Given subsets U, V ⊂ Λ, we define
U ×c V = {(λ, µ) ∈ U × V |s(λ) = r(µ)}
We give an example of topological k-graph. Set Obj(Ωk) = N
k and Mor(Ωk) =
{(m,n) ∈ Nk × Nk|m ≤ n} with discrete topologies. The range and source maps are
given by r(m,n) = m, s(m,n) = n. Define d : Ωk −→ Nk by d(m,n) = n−m. Then Ωk
is a topological k-graph.
For m ∈ Nk, define Λm to be the set d−1({m}) of paths of degree m. Then Λm ×c Λn
and Λm+n are homeomorphic by the restriction of the composition map. Let us put
rm, sm : Λ
m −→ Λ0 by the restriction maps of r, s on Λm. Then (Λ0,Λm, sm, rm) is a
topological graph defined in Katsura [10]. Set Λm(v) = r−1m (v) for v ∈ Λ0. For λ ∈ Λl
and 0 ≤ m ≤ n ≤ l, there exists uniquely λ1 ∈ Λm, λ2 ∈ Λn−m and λ3 ∈ Λl−n such
that λ = λ1λ2λ3 by the factorization property. We shall denote λ2 as λ(m,n), and
especially, we shall write λ(m) = λ(m,m). Then we can define the continuous map
Segl(m,n) : Λ
l −→ Λn−m by Segl(m,n)(λ) = λ(m,n).
Let (Λ1, d1) and (Λ2, d2) be topological k-graphs. A k-graph morphism between Λ1 and
Λ2 is a continuous functor α : Λ1 −→ Λ2 satisfying d2(α(λ)) = d1(λ) for all λ ∈ Λ1.
Next we shall define a property of Λ which is correspond to Definition of 1.4 of [14] for
a higher-rank graph.
Definition 2.2. The topological k-graph Λ is row-finite for degree m (m ∈ Nk) if for
each v ∈ Λ0, there exists a neighborhood V ⊂ Λm of v such that r−1m (V ) is a compact set
in Λm. Λ has no source for degree m for any v ∈ Λ0 and any neighborhood V ⊂ Λm of
v, r−1m (V ) 6= ∅. We say Λ is row-finite (resp. has no source) if for every m ∈ Nk, Λ is
row-finite (resp. has no source) for degree m.
3
If Λei is row-finite (resp. has no source) for every standard generators ei ∈ Nk, then Λ
is row-finite (resp. has no source) by the following proposition.
Proposition 2.3. For m,n ∈ Nk, Λ are row-finite (resp. has no source) for degree m,n,
then Λ is row-finite (resp. has no source) for degree m+ n.
Proof. First, we suppose that Λm,Λn are row-finite. For any v ∈ Λm, r−1m (v) is compact,
hence sm(r
−1
m (v)) is also compact. Since Λ
n is row-finite, we can take a set of neighbor-
hoods {W1, · · · ,Wl} such that sm(r−1m (v)) is covered by {Wi}li=1 and r−1n (Wi) is compact.
This implies r−1m (v) is covered by {s−1m (Wi)}li=1. By Lemma 1.21 of Katsura’s article, there
exists a neighborhood V of v such that
r−1m (V ) ⊂
l⋃
i=1
s−1m (Wi).
and r−1m (V ) is compact since Λ is row-finite for degree n. Then
r−1m+n(V ) = r
−1
m (U)×c
l⋃
i=1
r−1n (Wi)
and this implies Λ is row-finite for degree m+ n.
On the other hand, since Λm has no source, for any v ∈ Λ0, there is a neighborhood V
of v such that r−1m (V ) 6= ∅. Hence
r−1m+n(V ) = r
−1
m (V )×c r−1n (sm(r−1m (V ))) 6= ∅,
hence Λm+n has no source. 
Let Λ be a row-finite topological k-graph with no source. We define the infinite path
space of Λ by
Λ∞ = {α : Ωk −→ Λ | α is a k-graph morphism }.
We extend the range map by setting r(α) = α(0). Set Λ∞(v) = {α ∈ Λ∞|v = α(0)} for
v ∈ Λ0. Remark that Λ∞(v) 6= ∅ since we assume Λ has no source. For each p ∈ Nk,
define τ p : Λ∞ −→ Λ∞ by τ p(α)(m,n) = α(m+ p, n+ p) for α ∈ Λ∞ and (m,n) ∈ Ωk.
To define C∗-algebras from topological higher-rank graphs, we use the product system
C∗-algebras considered by Fowler [6]. First we shall recall a Hilbert A-bimodule. Let A
be a C∗-algebra and Y be a right Hilbert A-module with an A-valued inner product 〈·, ·〉.
We denote by L(Y ) the C∗-algebra of the adjointable operators on Y . Given x, y ∈ Y ,
the rank-one operator θx,y ∈ L(Y ) is defined by θx,y(z) = x〈y, z〉 for z ∈ Y . The closure
of the linear span of rank-one operators is denoted by K(Y ). We say that Y is a Hilbert
A-bimodule if Y is a right Hilbert A-module with a homomorphism φ : A −→ L(Y ).
Then we can define a left A-action on Y by a · x = φ(a)x.
Let P be a discrete multiplicative semigroup with identity e, and let A be a C∗-algebra.
A product system over P of Hilbert A-bimodules is a semigroup X =
⊔
p∈P Xp such that
(1) for each p ∈ P , Xp ⊂ X is a Hilbert A-bimodule with a left action φp of A ;(2)
the identity fibre Xe is equal to the bimodule AAA; (3) for p, q ∈ P \ {e}, there is an
isomorphism Mp,q : Xp ⊗A Xq −→ Xpq (in this paper, we also denote x⊗ y ∈ Xpq instead
of Mp,q(x⊗ y)) ; (4) multiplication in X by elements of Xe = A implements the action of
A on each Xp ; that is Me,p(a⊗x) = a ·x and Mp,e(x⊗a) = x ·a for all p ∈ P, x ∈ Xp and
a ∈ Xe = A. In this paper, we always suppose P is subsemigroup of a discrete group G
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such that P ∩P−1 = {e} and with respect to the partial order p ≤ q ⇐⇒ p−1q ∈ P , any
two element p, q ∈ G which have a common upper bound in P have a least upper bound
p ∨ q ∈ P . We write p ∨ q = ∞ to indicate that p, q ∈ G have no common upper bound
in P . We say the pair (G,P ) with such properties is a quasi-lattice ordered group. The
main example of interest to us is (G,P ) = (Zk,Nk), which is actually lattice-ordered: each
m,n ∈ Nk has a least upper bound m∨n with i-th coordinate (m∨n)(i) = max{m(i), n(i)}.
Let (G,P ) be a quasi-lattice ordered group and let X be a product system over P .
Throughout this paper, we suppose the left action of A on each fiber Xp is an injective
into K(Xp). Let B be a C
∗-algebra, and let T be a map from X to B. For p ∈ P , let
Tp = T |Xp. We say that T is a representation of X if (i) Te is *-homomorphism and each
Tp is linear (ii) Tp(x)Tq(y) = Tpq(xy) for p, q ∈ P and x ∈ Xp, y ∈ Xq (iii) Tp(x)∗Tp(y) =
Te(〈x, y〉) for x, y ∈ Xp. We call T is injective if Te is injective. Let us define C∗(T ) =
span{Tp(x)Tq(y)∗|p, q ∈ P, x ∈ Xp, y ∈ Xq} and FT = span{Tp(x)Tp(y)∗|p ∈ P, x, y ∈
Xp} which is called the core of C∗(T ). Define ψTp : K(Xp) −→ C∗(T ) by ψTp (θx,y) =
Tp(x)Tp(y)
∗, then ψTp is well-defined by Lemma 2.2 of [8]. We say a representation T is
Cuntz-Pimsner covariance if for each p ∈ P , ψTp ◦ φp(a) = T0(a) for any a ∈ A. We say
that X is compactly aligned if for all p, q ∈ P such that p ∨ q < ∞, and S1 ∈ K(Xp)
and S2 ∈ K(Xq), we have (S1 ⊗ 1p−1(p∨q))(S2 ⊗ 1q−1(p∨q)) ∈ K(Xp∨q). If the image of the
left action of A on each fiber Xp is in K(Xp) which is assumed in this paper, then X is
compactly aligned by Proposition 5.8 of [6]. In this case, T satisfies the following relation
which is called Nica covariance by Proposition 5.4 of [6]; for S1 ∈ K(Xp), S2 ∈ K(Xq),
ψTp (S1)ψ
T
q (S2) =
{
ψTp∨q((S1 ⊗ 1p−1(p∨q))(S2 ⊗ 1q−1(p∨q))) if p ∨ q <∞
0 if p ∨ q =∞
There is a C∗-algebra OX and a Cuntz-Pimsner covariant representation t : X −→
OX which is universal in the following sense: OX = C∗(t) and for any Cuntz-Pimsner
covariance T : X −→ B, there is a unique homomorphism T∗ : OX −→ B such that
T∗ ◦ t = T . Remark that t is injective (see [6]).
For P = Nk, the universality allows us to define a strongly continuous gauge action
γ : Ẑk =
∏k
i=1 T −→ Aut(OX) such that γz(tn(x)) = zn(tn(x)) for z ∈
∏k
i=1 T, x ∈ Xn
and the fixed point algebra OγX is Ft = span{Tn(x)Tn(y)∗|n ∈ Nk, x, y ∈ Xn}. Let
Ψ(x) =
∫
z∈
Qk
i=1 T
γz(x)dz (x ∈ OX)
be a faithful conditional expectation onto OγX .
We shall consider a product system C∗-algebra associated with a row-finite topological
k-graph Λ with no source. For the quasi-lattice ordered group (G,P ) = (Zk,Nk), define
a C∗-algebra A = C0(Λ
0) and
Xn = Cs(Λ
n) = {ξ ∈ C(Λn)|〈ξ, ξ〉 ∈ C0(Λ0)}
where the inner product 〈·, ·〉 is defined by
〈ξ, η〉(v) =
∑
sn(λ)=v
ξ(λ)η(λ)
for ξ, η ∈ Xn and v ∈ Λ0, and the left and right actions are defined by
(f · ξ · g)(λ) = f(rn(λ))ξ(λ)g(sn(λ))
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for f, g ∈ A, ξ ∈ Xn, n ∈ Nk. Define Mm,n : Xm ⊗A Xn −→ Xm+n by Mm,n(ξ ⊗ η)(λ) =
ξ(λ(0, m))η(λ(m,m+n)) for m,n ∈ Nk. Then we can construct a product system X from
these data.
Definition 2.4. Let Λ be a row-finite topological k-graph with no source and X is a
product system defined as above. We define the C∗-algebra O(Λ) to be the universal
C∗-algebra OX built from the product system X .
For a product system X associated with a row-finite topological k-graph with no source
and a Cuntz-Pimsner covariance T : X −→ C∗(T ), let us define a sub *-algebra C∗(T )cpt
of C∗(T ) by
C∗(T )cpt = span{Tn(ξ)Tm(η)∗|n,m ∈ Nk, ξ ∈ Cc(Λn), η ∈ Cc(Λm)}.
This sub *-algebra is dense in C∗(T ) by Lemma 1.6 of [10]. We will use the dense algebra
C∗(T )cpt instead of the algebraic part of C∗(T ).
3. Cuntz-Krieger Uniqueness Theorem
In this section, we shall prove so-called Cuntz-Kriger Uniqueness Theorem for certain
row-finite topological k-graph with no source (Theorem 3.11). The phenomena which does
not occur in higher-rank graph C∗-algebras or topological (1-)graph C∗-algebras is to be
difficult to compute the form Tn(ξ)
∗Tm(η) using the terms of the underlying topological
k-graph if n and m are unordered (see Lemma 3.1 of [14] and Lemma 2.4 of [10]). To
avoid this problem, we prove this theorem by the combination of the idea of [8] for Cuntz-
Pimsner algebras OY for Hilbert A-bimodule Y and the notion of the Nica covariance.
However, Kajiwara-Pinzari-Watatani ([8]) considered in the case that Y has a finite basis
which is stronger than our assumption, we need to modify a little bit.
First, we introduce some terms for working smoothly.
Definition 3.1. Given finitely many functions ξ1, · · · , ξL, η1, · · · ηL of Cc(Λm), we say
{(ξi, ηi)}Li=1 is an orthogonal pair for degree m if for any i = 1, · · · , L, ξi(λ)ηi(λ′) = 0
for s(λ) = s(λ′) and λ 6= λ′. For a set Ω ⊂ Λm and u1, · · · , uL ∈ Cc(Λm), {ui}Li=1 is a
partition of unity for Ω if ui satisfies 0 ≤ ui ≤ 1,
∑L
i=1 u
2
i (λ) = 1 for λ ∈ Ω, and sm is
injective on the support supp(ui) of ui. In partcular, {(ui, ui)}Li=1 is an orthogonal pair.
Lemma 3.2. Let Λ be a row-finite topological k-graph with no source.
(1) For ξ ∈ Cc(Λm), there exists a partition of unity {ui}Li=1 for the compact support
supp(ξ) of ξ.
(2) If ξ ∈ Xm and {ui}Li=1 is a partition of unity for the support supp(ξ) of ξ, then
ξ =
∑L
i=1 ui〈ui, ξ〉.
Proof. (1) Take ξ ∈ Cc(Λm). Since s is a local homeomorphism, for each λ ∈ Λm there
exists an relative compact open neighborhood Uλ of λ such that the restriction of sm to
Uλ is injective. Since supp(ξ) is compact, we can find λ1, · · · , λL such that supp(ξ) ⊂
∪Li=1Uλi . Take v1, · · · , vL satisfying 0 ≤ vi ≤ 1, supp(vi) ⊂ Uλi for each 1 ≤ i ≤ L, and∑L
i=1 vi(λ) = 1 for all λ ∈ supp(ξ). Then ui = v1/2i is a partition of unity for supp(ξ).
(2) Take ξ ∈ Xm and a partition of unity {ui}Li=1 for supp(ξ). For λ ∈ Λm,( L∑
i=1
ui〈ui, ξ〉
)
(λ) =
L∑
i=1
ui(λ)
( ∑
s(µ)=s(λ)
ui(µ)ξ(µ)
)
=
L∑
i=1
ui(λ)
2ξ(λ) = ξ(λ).
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Lemma 3.3. Let Λ be a row-finite topological k-graph with no source. For i = 1, · · · , L,
let Ki be a compact set of Λ
ni and put n = ∨Li=1ni, mi = n− ni. Then, for each i, there
are partitions of unity {vi,q}q for Ki and {ui,p}p for Segn(ni,n)(Ki×cΛmi). Furthermore, for
each i, {vi,q ⊗ ui,p}p,q is a partition of unity for ∪Li=1(Ki ×c Λmi).
Proof. Since we assume Λ is row-finite, Ki ×c Λmi is compact subset of Λn. By Lemma
3.2, there is a partition unity {wp}p for ∪Li=1(Ki ×c Λmi). For each wp, define ui,p ∈
Cc(Seg
n
(ni,n)
(supp(wp)) by the following: Given µ ∈ Λmi, if there exists an element λ ∈ Λni
such that sni(λ) = rmi(µ) and λµ ∈ supp(wp) (in this case, λ is uniquely determined),
then we define ui,p(µ) = wp(λµ) and otherwise ui,p(µ) = 0. From the construction of ui,p,
supp(ui,p) = Seg
n
(ni,n)
(supp(wp)) and {ui,p}p is a partition of unity for Segn(ni,n)(Ki×cΛmi).
On the other hand, there is a partition of unity {vi,q}q for the compact set Ki. Then
{vi,q ⊗ ui,p}p,q is a partition of unity for ∪Li=1Ki ×c Λmi since for each p,
supp(wp) = Seg
n
(0,ni)
(supp(wp))×c Segn(ni,n)(supp(wp)) ⊂
(⋃
q
supp(vi,q)
)×c supp(ui,p).

Given finitely many functions {ui}Li=1 in Xm, let us define a positive linear map σT,m{ui}Li=1 :
C∗(T ) −→ C∗(T ) by
σT,m
{ui}Li=1
(x) =
L∑
i=1
Tm(ui)xTm(ui)
∗, x ∈ C∗(T )
Lemma 3.4. Let {ui}Li=1 be a partition of unity for the support supp(ξ) of ξ ∈ Xn. Then
σT,n{ui}i(x)Tn(ξ) = Tn(ξ)x holds for every element x of the relative commutant algebra
T0(A)
′ ∩ C∗(T ).
Proof. For x ∈ T0(A)′ ∩ C∗(T ),
L∑
i=1
Tn(ui)xTn(ui)
∗Tn(ξ) =
L∑
i=1
Tn(ui)xT0(〈ui, ξ〉) =
L∑
i=1
Tn(ui)T0(〈ui, ξ〉)x
= Tn(
L∑
i=1
ui〈ui, ξ〉)x.
Since {ui}Li=1 is a partition of unity for supp(ξ), we obtain
∑L
i=1 ui〈ui, ξ〉 = ξ by Lemma
3.2. 
Lemma 3.5. For ξi ∈ Cc(Λmi) (i = 1, · · · , L), letKi be a compact support supp(ξi). Take
a partition of unity {vi,q}q for Ki and ui,p ∈ Cc(Λni) by Lemma 3.3 where n = ∨Li=1ni and
mi = n− ni. Then
σT,n{vi,q⊗ui,p}p,q(x)Tni(ξi) = Tni(ξi)σ
T,mi
{ui,p}
(x)
holds for x ∈ T0(A)′ ∩ C∗(T ).
Proof. First, we consider the left action φmi(〈vi,q, ξi〉) on Xmi . For ζ ∈ Xmi and λ ∈ Λmi ,
(φmi(〈vi,q, ξi〉)ζ)(λ) = 〈vi,q, ξi〉(r(λ))ζ(λ) =
∑
sni(µ)=rmi (λ)
vi,q(µ)ξi(µ)ζ(λ)
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If λ /∈ Segn(ni,n)(Ki ×c Λmi), then (φmi(〈vi,q, fi〉)ζ)(λ) = 0. Moreover {ui,r}r is a partition
of unity for Segn(ni,n)(Ki ×c Λmi), we obtain∑
sni(µ)=rmi (λ)
vi,q(µ)ξi(µ)ζ(λ) =
∑
sni(µ)=rmi (λ)
vi,q(µ)ξi(µ)
∑
r
u2i,r(λ)ζ(λ)
=
∑
r
(〈vi,q, ξi〉 · ui,r · 〈ui,r, ζ〉)(λ).
Since Tni(vi,q)
∗Tni(ξi) = T0(〈vi,q, ξi〉) = ψTmi(φmi(〈vi,q, ξi〉)), we obtain the equation
(♯) Tni(vi,q)
∗Tni(ξi) =
∑
r
Tmi(〈vi,q, ξi〉 · ui,r)Tmi(ui,r)∗.
For x ∈ T0(A) ∩ C∗(T ),
σT,n{vi,q⊗ui,p}p,q(x)Tni(ξi)
=
∑
p,q
Tni(vi,q)Tmi(ui,p)xTmi(ui,p)
∗Tni(vi,q)
∗Tni(ξi)
=
∑
p,q,r
Tni(vi,q)Tmi(ui,p)xTmi(ui,p)
∗Tmi(〈vi,q, ξi〉 · ui,r)Tmi(ui,r)∗ (by Eq.(♯))
=
∑
p,q,r
Tni(vi,q)Tmi(ui,p)Tmi(ui,p)
∗Tmi(〈vi,q, ξi〉 · ui,r)xTmi(ui,r)∗
=
∑
p,q,r
Tni(vi,q)Tmi(ui,p · 〈ui,p, 〈vi,q, ξi〉 · ui,r〉)xTmi(ui,r)∗
=
∑
q,r
Tni(vi,q)Tmi(〈vi,q, ξi〉 · ui,r)xTmi(ui,r)∗ (by Lemma 3.2)
=
∑
q,r
Tni(vi,q · 〈vi,q, ξi〉)Tmi(ui,r)xTmi(ui,r)∗
=
∑
r
Tni(ξi)Tmi(ui,r)xTmi(ui,r)
∗ (by Lemma 3.2)
= Tni(ξi)σ
T,mi
{ui,r}r
(x).
The proof is completed. 
For m ∈ Nk, let us define an injective *-homomorphism πm : Cb(Λm) −→ L(Xm) by
(πm(f)ξ)(λ) = f(λ)ξ(λ), λ ∈ Λm.
The following lemma is proved by Katsura (Lemma 1.16, 1.17 of [10])
Lemma 3.6. For each m ∈ N, the image πm(C0(Λm)) of C0(Λm) is included in the C∗-
algebra K(Xm) injectively. In particular, given f ∈ Cc(Λm), there exists a orthogonal
pair {(ξi, ηi)}Li=1 such that
f =
L∑
i=1
ξiηi, and πm(f) =
L∑
i=1
θξi,ηi
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Lemma 3.7. Let Λ be a row-finite topological k-graph with no source. Set ϕTm = ψ
T
m◦πm :
C0(Λ
m) −→ C∗(T ). Then, for any f ∈ C0(Λm), the element ϕTm(f) belongs to the relative
commutant algebra T0(A)
′ ∩ C∗(T ).
Proof. For all g ∈ A, since φm(g) = πm(g ◦ rm),
T0(g)ϕ
T
m(f) = ψ
T
m(φm(g))ψ
T
m(πm(f)) = ψ
T
m(πm(f))ψ
T
m(φm(g)) = ϕ
T
m(f)T0(g).

Lemma 3.8. Let {(ui, ui)}Li=1 be a orthogonal pair for degree m. Then for f ∈ Cc(Λn),
σT,m{ui}i(ϕ
T
n (f))) = ϕ
T
m+n(
L∑
i=1
|ui|2 ⊗ f)
Proof. By Lemma 3.6, there is a orthogonal pair {(ξj, ηj)}Mj=1 such that f =
∑M
j=1 ξjηj .
Then {(ui ⊗ ξj , ui ⊗ ηj)}1≤i≤L,1≤j≤M is a orthogonal pair for degree m+ n and
σT,m{ui}i(ϕ
T
n (f))) =
∑
i,j
Tm+n(ui ⊗ ξj)Tm+n(ui ⊗ ηj)∗ = ϕTm+n(
∑
i,j
(ui ⊗ ξj)(ui ⊗ ηj))
= ϕTm+n(
L∑
i=1
|ui|2 ⊗ f).

Definition 3.9. Let Λ be a row-finite topological k-graph with no source. We say Λ
satisfies condition (A) if for any v ∈ Λ0 and for any open neighborhood V at v, there
exist v′ ∈ V and infinite path α ∈ Λ∞(v′) such that p, q ∈ Nk, p 6= q implies τ p(α) 6= τ q(α).
For such infinite path α, we say that α is an aperiodic path.
Proposition 3.10. Let Λ be a row-finite topological k-graph with no source satisfying
condition (A) and T is injective. For any ǫ > 0 and x =
∑L
i=1 Tni,1(ξi,1)Tni,2(ξi,2)
∗ ∈
C∗(T )cpt, there exist b1, b2 ∈ C∗(T ) and S ∈ K(Xl) such that
‖b1‖, ‖b2‖ ≤ 1, b∗1xb2 = b∗1x0b2 = ψTl (S), ‖x0‖ < ‖b∗1x0b2‖+ ǫ
where x0 =
∑
{1≤i≤L|ni,1=ni,2}
Tni,1(ξi,1)Tni,2(ξi,2)
∗ ∈ FT . Moreover, if x0 ≥ 0 then we can
take b = b1 = b2, S ≥ 0.
Proof. Let us put n = ∨Li=1(ni,1 ∨ ni,2). Then using row-finiteness and no source, we can
suppose
x0 =
∑
i
Tn(ξ
′
i,1)Tn(ξ
′
i,2)
∗.
We remark that the sum of x0 may be infinite or the components may have non-compact
supports. Let us put S0 =
∑
i θξ′i,1,ξ′i,2 ∈ K(Xn), then since the injectivity of T0, ‖x0‖ =
‖S0‖ by Lemma 2.2 of [8]. Since ‖S0‖ = sup‖ξ‖,‖η‖=1 ‖〈ξ, S0η〉‖∞, for any ǫ > 0, there
exists ξ1, ξ2 ∈ Cc(Λn) such that
‖ξ1‖ = ‖ξ2‖ = 1, ‖S0‖ − ǫ < ‖〈ξ1, S0ξ2〉‖∞
Then there is an element v′ ∈ Λ0 and open neighbor V at v′ such that
‖S0‖ − ǫ < |〈ξ1, S0ξ2〉(v)| (v ∈ V )
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For V , using condition (A), there exists v′ and an aperiodic path α ∈ Λ∞(v′) such that
v′ = r(α). For each 0 ≤ p ≤ n, τ pα is a different element of Λ∞, there exists m ∈ Nk such
that α(p,m+p) is each different element of Λm. Let us take a disjoint open set {Up}0≤p≤n
such that α(p,m+ p) ∈ Up. Set l = m+ n and U by
U =
⋂
0≤p≤n
(Segl(p,m+p))
−1(Up) = {λ ∈ Λl|λ(p,m+ p) ∈ Up 0 ≤ p ≤ n}.
Then U is an open set and α(0, l) ∈ U . Since Λl is locally compact, we can suppose U is
relative compact. Take Q ∈ Cc(U) such that Q(α(0, l)) = 1 and 0 ≤ Q ≤ 1.
Fix i such that ni,1 6= ni,2 and set mi,j = n − ni,j. Let us put K1 = supp(ξi,1), K2 =
supp(ξi,2), K3 = supp(ξ1) ∪ supp(ξ2). By Lemma 3.3, there exist a partition of unity
{vj,q}q for Kj and {uj,p} for Segn(ni,j ,n)(Kj ×c Λmi,j ) (j = 1, 2) such that {vj,q ⊗ uj,p}p,q is
a partition of unity for K3. By Lemma 3.4 and 3.5,
σT,n{vj,q⊗uj,p}p,q(x)T
n(ξj) = T
n(ξj)x, σ
T,n
{vj,q⊗uj,p}p,q
(x)Tni,j (ξi,j) = Tni,j (ξi,j)σ
T,mi,j
{uj,p}p
(x).
for x ∈ T 0(A)′ ∩ C∗(T ), j = 1, 2. On the other hand,
σ
T,mi,1
{u1,p}p
(ϕTl (Q))σ
T,mi,2
{u2,p}p
(ϕTl (Q))
= ϕTl+mi,1(
∑
p1
(u1,p1)
2 ⊗Q)ϕTl+mi,2(
∑
p2
(u2,p2)
2 ⊗Q) (by Lemma 3.8)
= ψTl+mi,1
(
πl+mi,1(
∑
p1
(u1,p1)
2 ⊗Q)
)
ψTl+mi,2
(
πl+mi,2(
∑
p2
(u2,p2)
2 ⊗Q)
)
= ψT(l+mi,1)∨(l+mi,2)
(
πl+mi,1(
∑
p1
(u1,p1)
2 ⊗Q)⊗ 1)πl+mi,2(
∑
p2
(u2,p2)
2 ⊗Q)⊗ 1
)
.
In the last equation, we used Nica covariance. If we suppose µ(mi,1, l + mi,1) ∈ U and
µ(mi,2, l + mi,2) ∈ U for µ ∈ Λ(l+mi,1)∨(l+mi,2), then this contradicts U(mi,1∨mi,2)−mi,1 ∩
U(mi,1∨mi,2)−mi,2 = ∅. Hence we obtain
ϕTl (Q)Tn(ξ1)
∗Tni,1(ξi,1)Tni,2(ξi,2)
∗Tn(ξ2)ϕ
T
l (Q)
= Tn(ξ1)
∗Tni,1(ξi,1)
(
σ
T,mi,1
{u1,p}p
(ϕTl (Q))σ
T,mi,2
{u2,p}p
(ϕTl (Q))
)
Tni,2(ξi,2)
∗Tn(ξ2)
= 0
for ni,1 6= ni,2. Set bj = Tn(ξj)ϕTl (Q) (j = 1, 2). Then we get b∗1x0b2 = b∗1xb2 and
‖b1‖, ‖b2‖ ≤ 1. Finally we have
‖x0‖ − ǫ < |〈ξ1, S0ξ2〉(v′)| = |Q(α(0, l))〈ξ1, S0ξ2〉(v′)Q(α(0, l))|
≤ ‖Q(〈ξ1, S0ξ2〉 ◦ rl)Q‖ = ‖b∗1x0b2‖.
The proof is completed. 
Theorem 3.11. Let Λ be a row-finite topological k-graph with no source. If Λ satisfies
Condition (A) and T is an injective Cuntz-Pimsner covariance representation, then the
natural map O(Λ) −→ C∗(T ) is an isomorphism.
Proof. Take x ∈ C∗(T )cpt. Let x, x0 be represent as in Proposition 3.10. For the proof
of theorem, we enough to show ‖x0‖ ≤ ‖x‖ since C∗(T )cpt is dense in C∗(T ). But this
inequation follows from Proposition 3.10. 
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The following proposition will use in Lemma 4.8 (see also Proposition 5.10 of [10]).
Proposition 3.12. Let Λ be a row-finite topological k-graph and satisfies condition (A)
and T is injective. For ǫ > 0, x ∈ C∗(T )cpt, we define x0 ∈ FT as in Proposition 3.10. If
x0 ≥ 0, then there exist a ∈ C∗(T ) and a positive function f ∈ C0(Λ0) such that
‖f‖ = ‖x0‖, ‖a∗xa− T0(f)‖ < ǫ.
Proof. By Proposition 3.10, there exist b ∈ C∗(T ) and 0 ≤ S ∈ K(Xl) such that
‖b‖ ≤ 1, b∗xb = b∗x0b = ψTl (S), ‖x0‖ < ‖b∗x0b‖ +
ǫ
2
Then there is ζ ∈ Xl such that ‖ζ‖ = 1 and ‖〈ζ, Sζ〉‖ > ‖S‖ − ǫ/2. Set g = 〈ζ, Sζ〉 ∈
C0(Λ
0) and a = bTl(ζ). Then T0(g) = a
∗x0a. Since ‖g‖ ≤ ‖S‖ ≤ ‖x0‖ and
‖x0‖ < ‖b∗x0b‖ + ǫ
2
= ‖S‖+ ǫ
2
< ‖〈ζ, Sζ〉‖+ ǫ = ‖g‖+ ǫ.
Therefore we get |‖g‖− ‖x0‖| < ǫ/2. Hence f = ‖x0‖g/‖g‖ satisfies that ‖f‖ = ‖x0‖ and
‖a∗xa− T0(f)‖ ≤ ‖a∗x0a− T0(g)‖+ ‖T0(g)− T0(f)‖ < |‖g‖ − ‖x0‖| < ǫ

4. Simplicity and Purely infiniteness
In this section, we give criteria when O(Λ) is simple and purely infinite. Our terms and
analysis are based on the works of Katsura ([12], [13]), Kajiwara-Pinzari-Watatani([8]),
and Kajiwara-Watatani ([9]).
Definition 4.1. Let Λ be a row-finite topological k-graph with no source and X be a
product system associated with Λ.
(1) For an ideal I of C0(Λ
0), I is X-invariant if for any f ∈ C0(Λ0) and ξ, η ∈ Xm,
〈ξ, f · η〉 belongs to I. I is X-saturated if there is 1 ≤ i ≤ k such that 〈ξ, f · η〉 ∈ I
for any ξ, η ∈ Xei, then f ∈ I.
(2) Let Ω be a subset of Λ0. We say that Ω is positively invariant if for λ ∈ Λ, s(λ) ∈ Ω
implies r(λ) ∈ Ω, and Ω is negatively invariant if for any v ∈ Ω and 1 ≤ i ≤ k,
there exists λi ∈ Λei such that v = r(λi) and s(λi) ∈ Ω. We say that Ω is invariant
if Ω is positively and negatively invariant.
(3) Λ is said to be minimal if there exist no closed invariant set other that ∅ or Λ0.
Let I be an ideal of C0(Λ
0). Then there exists a closed subset ΩI of Λ
0 such that
I = C0(Λ
0 \ ΩI).
Proposition 4.2. Under the above assumption,
(1) I is X-invariant if and only if ΩI is positively invariant.
(2) I is X-saturated if and only if ΩI is negatively invariant.
Proof. Suppose I is X-invariant and sm(λ) ∈ ΩI . Let 0 ≤ a ∈ I, then 〈ξ, f · ξ〉 ∈ I for
any ξ ∈ Xm. Take ξ ∈ Xm such that ξ(λ) = 1. Then rm(λ) ∈ ΩI since
0 = 〈ξ, f · ξ〉(sm(λ)) =
∑
sm(µ)=sm(λ)
f(rm(µ))|ξ(µ)|2 ≥ f(rm(λ))|ξ(λ)|2 = f(rm(λ)) ≥ 0.
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Conversely, we suppose ΩI is positively invariant. For each f ∈ I and λ ∈ Λm such that
sm(λ) ∈ ΩI ,
〈ξ, f · η〉(sm(λ)) =
∑
sm(µ)=sm(λ)
ξ(µ)f(rm(µ))η(µ) = 0
since rm(µ) ∈ ΩI for all µ ∈ Λm such that sm(µ) = sm(λ). Hence we have done the proof
of (1).
Next, we shall prove (2). First we suppose ΩI is negative invariant. Let us suppose that
there is 1 ≤ i ≤ k such that 〈ξ, f ·η〉 ∈ I for all ξ, η ∈ Xei. For any v ∈ ΩI , there is λ ∈ Λei
such that v = rei(λ) and sei(λ) ∈ ΩI . Let us take ξ, η ∈ Xei such that f(λ) = 1 = g(λ)
and f(µ) = 0 = g(µ) for sei(λ) = sei(µ) and λ 6= µ. Then
0 = 〈ξ, f · η〉(v) =
∑
sei(µ)=v
ξ(µ)f(rei(µ))η(µ) = f(rei(λ)) = f(v).
This implies f ∈ I. Next we shall prove the ”only if” part. We suppose that there exist
v0 ∈ ΩI and 1 ≤ i ≤ k such that sei(λ) /∈ ΩI for any λ ∈ Λei(v0) and we shall induce a
contradiction. Then for any λ ∈ Λei(v0), there is a open neighborhood Vλ of sei(λ) in Λ0
such that Vλ ⊂ Λ0 \ ΩI . Set V = ∪λ∈Λei (v0)Vλ. Then there exists an open neighborhood
W of v0 such that sei(r
−1
ei
(W )) ⊂ V by Lemma 1.21 of [10]. Define a function f ∈ A
such that f ≥ 0, supp(f) ⊂ W and f(v0) = 1. We suppose that there exist v ∈ Λ0 and
ξ, η ∈ Xei such that 〈ξ, f · η〉(v) 6= 0. Then there is µ ∈ Λei such that v = sei(µ) and
f(rei(µ)) 6= 0. Thus rei(µ) ∈ W . From a choice of W , v /∈ ΩI holds. Hence we conclude
〈ξ, f · η〉 ∈ I. The assumption of X-saturated implies f ∈ I, however f(v0) = 1. This is
a contradiction.
Hence we completed the proof. 
Let J be an ideal of O(Λ). Since t0 is injective, for J0 := J ∩ t0(C0(Λ0)) there exists a
closed subset ΩI0 of Λ
0 such that J0 = t0(C0(Λ
0 \ ΩI0)). Let us put I0 = C0(Λ0 \ ΩI0) of
an ideal of C0(Λ
0).
Lemma 4.3. I0 is X-invariant and X-saturated. Hence ΩI0 is a closed invariant subset
of Λ0.
Proof. Since t0(f) ∈ J0 for f ∈ I0, t0(〈ξ, f · η〉) = tm(ξ)∗t0(f)tm(η) ∈ J0 for ξ, η ∈ Xm.
Hence 〈ξ, f · η〉 ∈ I0 and this implies that I0 is X-invariant.
Let us suppose that there exists 1 ≤ i ≤ k such that 〈ξ, f · η〉 ∈ I0 for ξ, η ∈ Xei.
Then for any S1, S2 ∈ K(Xei), ψei(S1)t0(f)ψei(S2) ∈ J0. Since Λ is row-finite without
source, t0(f) ∈ ψei(K(Xei)) and using an approximate unit of K(Xei), we can conclude
t0(f) ∈ J0, hence f ∈ I0. 
Lemma 4.4. Let Ω be a non-trivial closed invariant subset of Λ0. Set I0 = C0(Λ
0 \ Ω)
and J be an ideal generated by t0(I0) in O(Λ). Then J ∩ t0(A) = t0(I0) holds.
Proof. Let us put
Jalg = span{tm1(ξ1)tm2(ξ2)∗t0(f)tn1(η1)tn2(η2)∗|f ∈ I0, ξi ∈ Xmi , ηi ∈ Xni}
which is dense in J . Then we shall show Jalg ∩ t0(A) ⊂ t0(I0).
x0 =
L∑
j=1
tmj,1(ξj,1)tmj,2(ξj,2)
∗t0(fj)tnj,1(ηj,1)tnj,2(ηj,2)
∗ ∈ Jalg ∩ t0(A).
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By using the faithful conditional expectation Ψ onto O(Λ)γ, we can assume mj,1+ nj,1 =
mj,2 + nj,2 for every 1 ≤ j ≤ L. Then there is a large l ∈ Nk such that for any ξ, η ∈ Xl,
tl(ξ)
∗x0tl(η) =
L∑
j=1
tlj (ξ
′
j)
∗t0(fj)tlj (η
′
j) = t0(
L∑
j=1
〈ξ′j, fj · η′j〉).
where lj ∈ Nk are suitable elements and ξ′j, η′j ∈ Xlj . We remark
∑L
j=1〈ξ′j, fj · η′j〉 ∈ I0
since I0 is X-invariant by Proposition 4.2. On the other hand, there exists f0 ∈ A such
that x0 = t0(f0). Since I0 is X-saturated, we obtain x0 = t0(f0) ∈ t0(I0).
Next, we prove J ∩ t0(A) = t0(I0). The inclusion J ∩ t0(A) ⊃ t0(I0) is obvious. Take
x ∈ J ∩ t0(A). For any ǫ > 0, there is
x0 =
L∑
j=1
tmj,1(ξj,1)tmj,2(ξj,2)
∗t0(fj)tnj,1(ηj,1)tnj,2(ηj,2)
∗ ∈ Jalg
such that ‖x − x0‖ < ǫ. By using the faithful conditional expectation Ψ again, we
can assume mj,1 + nj,1 = mj,2 + nj,2 for every 1 ≤ j ≤ L. For a large l ∈ Nk and
any ξ, η ∈ Xl such that ‖ξ‖, ‖η‖ ≤ 1, we obtain ‖tl(ξ)∗xtl(η) − tl(ξ)∗x0tl(η)‖ < ǫ and
tl(ξ)
∗x0tl(η) ∈ Jalg ∩ t0(A) ⊂ t0(I0). Hence we obtain tl(ξ)∗xtl(η) ∈ t0(I0) = t0(I0). Since
x ∈ t0(A) and I0 is X-saturated, we obtain x ∈ t0(I0). Therefore we finished. 
Next, we introduce an orbit space followed by Katsura ([12]).
Definition 4.5. Let Λ be a row-finite topological k-graph with no source. For v ∈ Λ0,
define a subset Orb+(v) of Λ0 by
Orb+(v) =
⋃
n∈Nk
rn(s
−1
n (v)).
For v ∈ Λ0 and α ∈ Λ∞(v), define subsets Orb−(v, α) and Orb(v, α) of Λ0 by
Orb−(v, α) = {α(m)|m ∈ Nk}, Orb(v, α) =
⋃
v′∈Orb−(v,α)
Orb+(v′).
The subsets Orb+(v), Orb−(v, α), Orb(v, α) are said to be the positive orbit space of
v ∈ Λ0, negative orbit space of (v, α), orbit space of (v, α), respectively.
Lemma 4.6. Let Λ be a row-finite topological k-graph with no source.
(1) Let Ω be a closed invariant subset of Λ0 and take v ∈ Ω. Then there is α ∈ Λ∞(v)
such that Orb(v, α) ⊂ Ω.
(2) For any v ∈ Λ0 and α ∈ Λ∞(v), Orb(v, α) ⊂ Λ0 is an invariant subset.
Proof. (1) First, we shall show the case k < ∞. We remark that we need not to assume
Ω is closed in this case. Let Ω be an invariant subset of Λ0. Fix v ∈ Ω. By negativity
and positivity of Ω and factorization property of Λ, we can easily construct α ∈ Λ∞ such
that α(m) ∈ Ω for any m ∈ Nk. Using the positivity of Ω, Orb(v, α) ⊂ Ω.
Next we shall show the case k = ∞. For m ∈ Nk and an open set U ⊂ Λm, let us
define Z(U) = {α ∈ Λ∞|α(0, m) ∈ U}. We shall define a topology of Λ∞ such that
{Z(U) | m ∈ Nk, U is open subset of Λm} forms the open basis. For v ∈ Ω, Λ∞(v) is
a topological space by the relative topology of Λ∞. On the other hand, for n ≤ m, we
shall define πn,m : Λ
m(v) −→ Λn(v) by πn,m = Segm(0,n). Then {Λm(v), πn,m}m∈N∞ is an
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inverse system. Define a map F : Λ∞(v) −→ lim←−m∈N∞ Λm(v) by F (α) = {α(0, m)}m∈N∞ ,
then this map induces a homeomorphism. Hence Λ∞(v) is compact (Hausdorff) space
since Λ is row-finite. For each 1 ≤ p < ∞, set N∞p = {m ∈ N∞ | m(i) = 0 for i > p}
and Ep = {α ∈ Λ∞(v) | α(m) ∈ Ω for m ∈ N∞p }. Then Ep is non-empty closed subset
of Λ∞(v) since the first part of this proof and Ω is closed. Since Λ∞(v) is compact and
E1 ⊃ E2 ⊃ · · · , the union ∩∞p=1Ep is not empty and α ∈ ∩∞p=1Ep is just what we want.
(2) Take λ ∈ Λ such that s(λ) ∈ Orb(v, α). Then there is v′ ∈ Orb−(v, α) such
that s(λ) ∈ Orb+(v′). Thus there is µ ∈ Λ such that s(λ) = r(µ) and s(µ) = v′.
Then λµ ∈ Orb+(v′) and this implies r(λ) = r(λµ) ∈ Orb+(v′) ⊂ Orb(v, α). Hence
Orb(v, α) is positively invariant. Take w ∈ Orb(v, α). Then there exist v′ ∈ Orb−(v, α)
and λ ∈ Orb+(v′) such that w = r(λ), v′ = s(λ). Fix 1 ≤ i ≤ k. First, we suppose
d(λ)(i) > 0. Then λ(0, ei) satisfies s(λ(0, ei)) ∈ Orb(v, α). If d(λ)(i) = 0, then µ =
λα(m,m+ ei) ∈ Orb(v, α) where v′ = α(m). Then µ(0, ei) ∈ Λei satisfies w = r(µ(0, ei))
and s(µ(0, ei)) ∈ Orb(v, α). Hence we conclude that Orb(v, α) is negatively invariant. 
Theorem 4.7. Let Λ be a row-finite topological k-graph with no source satisfying con-
dition (A). Then the following conditions are equivalent:
(i) The C∗-algebra O(Λ) is simple
(ii) Λ is minimal.
(iii) The orbit space Orb(v, α) is dense in Λ0 for every v ∈ Λ0 and α ∈ Λ∞(v).
Proof. (i) ⇐⇒ (ii): Let us put π : O(Λ) −→ O(Λ)/J be a quotient map and T0 =
π ◦ t0. First, we discuss the necessary condition. Then J0 = C0(Λ0) or J0 = {0} by an
assumption. If J0 = C0(Λ
0), then T0 = 0 and this implies J = O(Λ). If J0 = {0}, then
π is identity map on T0(C0(Λ
0)) and T0 is faithful. By condition (A) and a standard
argument using Theorem 3.11, π is injective and this implies J = {0}. Conversely if Λ is
not minimal, then there exists a non-trivial closed invariant subset Ω of Λ0. Let us put
J 6= {0} as an ideal of O(Λ) generated by t0(C0(Λ0 \ Ω)). From Lemma 4.4,
O(Λ)/J ⊃ t0(A) + J/J ∼= t0(A)/t0(A) ∩ J ∼= t0(C0(Ω)) 6= {0}.
This says J 6= O(Λ), hence O(Λ) is not simple.
(ii)⇐⇒ (iii): This follows from Lemma 4.6 and if Ω is invariant then the closure Ω is an
invariant closed subset. 
Next, we discuss the purely infiniteness of O(Λ). We say that a simple C∗-algebra is
purely infinite if every non-zero hereditary C∗-subalgebra has an infinite projection.
Lemma 4.8. Let Λ be a row-finite topological k-graph with no source satisfying condition
(A) and v0 ∈ Λ0 be an element of Λ0 with Orb+(v0) = Λ0. For a non-zero positive element
x ∈ O(Λ), there exist a ∈ O(Λ) and f ∈ C0(Λ0) which is 1 on some neighborhood V0 of
v0 such that ‖a∗xa− t0(f)‖ < 1/2.
Proof. This statement is similar to Lemma 1.12 of [13] and Katsura’s proof works by some
modifications (use Proposition 3.12). 
Definition 4.9. Let Λ be a row-finite topological k-graph with no source. For n,m ∈ Nk
and two subsets U ⊂ Λn and U ′ ⊂ Λm, we define U ⋔ U ′ ⊂ Λn∧m by U ⋔ U ′ =
Segn(0,n∧m)(U)∩Segm(0,n∧m)(U ′) where n∧m ∈ Nk is defined by (n∧m)(i) = min{n(i), m(i)}.
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Lemma 4.10. Let Λ be a row-finite topological k-graph with no source. Let U ⊂ Λn
and U ′ ⊂ Λm be open sets satisfying U ⋔ U ′ = ∅. Then for any ξ ∈ Cc(U) ⊂ Xn and
η ∈ Cc(U ′) ⊂ Xm, we have tn(ξ)∗tm(η) = 0
Proof. Take an approximate unit {hi}i∈A in C0(Λ0). Then, for i, j ∈ A,
tn(ξ · hi)∗tm(η · hj) = (tn(ξ)t0(hi))∗(tm(η)t0(hj))
= (tn(ξ)ψ(n∨m)−n(φ(n∨m)−n(hi)))
∗(tm(η)ψ(n∨m)−m(φ(n∨m)−m(hj))).
For ξ′ ∈ X(n∨m)−n, η′ ∈ X(n∨m)−m, tn∨m(ξ⊗ξ′)∗tn∨m(η⊗η′) = 0 implies tn(ξ·hi)∗tm(η·hj) =
0 for any index i, j ∈ A. Hence tn(ξ)∗tm(η) = 0 
Definition 4.11. Let Λ be a row-finite topological k-graph with no source. We say that
a non-empty open subset V of Λ0 is a contracting open set if its closure V is compact
and there exist finitely many non-empty open subsets Ui ⊂ Λni for i = 0, 1, · · · , m with
ni ∈ Nk \ {0} satisfying
(1) rni(Ui) ⊂ V for i = 0, 1, · · · , m
(2) Ui ⋔ Uj = ∅ for i, j ∈ {0, 1, · · · , m} with i 6= j
(3) V ⊂ ⋃mi=1 sni(Ui)
Definition 4.12. We say that a row-finite topological k-graph Λ with no source is con-
tracting at v0 ∈ Λ0 if Orb+(v0) = Λ0 and any neighborhood V0 of v0 contains a contracting
open set V ⊂ V0. We simply say that Λ is contracting if Λ is contracting at some v0 ∈ Λ0.
Theorem 4.13. Let Λ be a row-finite topological k-graph with no source satisfying
condition (A). If Λ is minimal and contracting, then the C∗-algebra O(Λ) is simple and
purely infinite.
Proof. This proof is same as Theorem A of [13]. 
5. Examples
In this section, we construct a new topological k-graph from a higher-rank graph and
covering maps on T whose C∗-algebras include Cuntz’s ax+ b-semigroup C∗-algebra over
N.
First, we recall Katsura’s construction from the directed graph E = (E0, E1, s, r) and
two maps m : E1 −→ Z and n : E1 −→ Z+ = N \ {0}. We define two continuous
maps s˜, r˜ : E1 × T −→ E0 × T by s˜(e, z) = (s(e), zn(e)) and r˜(e, z) = (r(e), zm(e)). Then
E×n,m T = (E0×T, E1×T, s˜, r˜) is a topological graph in the sense of Katsura. We shall
consider a higher-rank version of E ×n,m T.
By Theorem 2.1 and Theorem 2.2 of [7], a topological k-graph Λ is charactrized by
Λei (1 ≤ i ≤ k) and homeomorphisms Ti,j : Λei ×c Λej −→ Λej ×c Λei (1 ≤ i < j ≤ k)
preserving range and source maps respectively and have the hexagonal condition
(Tj,l ⊗ 1i)(1j ⊗ Ti,l)(Ti,j ⊗ 1l) = (1l ⊗ Ti,j)(Ti,l ⊗ 1j)(1i ⊗ Tj,l)
on Λei ×c Λej ×c Λel for k ≥ 3 and each 1 ≤ i < j < l ≤ k.
Proposition 5.1. Let Γ be a (discrete) row-finite higher-rank graph with no source
defined by the maps Ti,j : Γ
ei×cΓej −→ Γej×cΓei, ni : Γei −→ Z+ andmi : Γei −→ Z\{0}.
For each (λ1, λ2) ∈ Γei ×c Γej , (λij1 , λij2 ) ∈ Γej ×c Γei such that Ti,j(λ1, λ2) = (λij1 , λij2 ), if
ni, mi satisfy the following relations (i),(ii), then there exists a homomorphism
T˜i,j : Γ
ei ×ni,mi T −→ Γej ×nj ,mj T
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such that this map induces a row-fintie topological k-graph Λ(Γ,m,n) with no source;
(i) gcd(|mi(λ1)mj(λ2)|, ni(λ1)nj(λ2)) = 1
(ii) mi(λ1)mj(λ2) = mj(λ
ij
1 )mi(λ
ij
2 ), ni(λ1)nj(λ2) = nj(λ
ij
1 )ni(λ
ij
2 )
where gcd(m,n) is the greatest common divisor for positive integers m,n.
Proof. Given p ≥ 1 and λj ∈ Γeij (1 ≤ j ≤ p), let us define
T(λ1,··· ,λp) = {(z1, · · · , zp) ∈ Tp|z
nij (λj)
j = z
mij+1 (λj+1)
j+1 (1 ≤ j ≤ p− 1)}
and define a range map r(λ1,···λp) and a source map s(λ1,···λp) by
r(λ1,···λp)(z1, · · · , zp) = zmi1 (λ1)1 , s(λ1,···λp)(z1, · · · , zp) = z
nip (λp)
p
For the fixed (λi, λj) ∈ Γei×cΓej with T ei,ej (λ1, λ2) = (λij1 , λij2 ), we enough to construct a
homeomorphism Si,j : T(λ1,λ2) −→ T(λij
1
,λij
2
) preserving range and source maps respectively.
Fix z ∈ T and consider the elements (z1, z2) ∈ T(λ1,λ2) and (w1, w2) ∈ T(λij
1
,λij
2
) such that
r(λ1,λ2)(z1, z2) = z
mi(λi)mj(λj) = r(λij
1
,λij
2
)(w1, w2). Set ωm be the m-th root of 1. Then
(z1, z2), (w1, w2) are restrict to the following forms:
zp1,p2 = (z1, z2) =
(
zmj (λ2)ωp1|mi(λ1)|, z
ni(λ1)ω
ni(λ1)p1+mi(λ1)p2
|mi(λ1)mj(λ2)|
)
for 0 ≤ p1 ≤ |mi(λ1)| − 1, 0 ≤ p2 ≤ |mj(λ2)| − 1 and
z′q1,q2 = (w1, w2) =
(
zmi(λ
ij
2
)ωq1
|mj(λ
ij
1
)|
, znj(λ
ij
1
)ω
nj(λ
ij
1
)q1+mj(λ
ij
1
)q2
|mj(λ
ij
1
)mi(λ
ij
2
)|
)
,
for 0 ≤ q1 ≤ |mj(λij1 )| − 1, 0 ≤ q2 ≤ |mi(λij1 )| − 1. Each (p1, p2) ∈ {0, · · · , |mi(λ1)| − 1} ×
{0, · · · , |mj(λ2)| − 1}, there exists the unique element (pij1 , pij2 ) ∈ {0, · · · , |mj(λij)| − 1}×
{0, · · · , |mi(λij2 )| − 1} with the relation nj(λ2)(ni(λ1)p1+mi(λi)p2) = ni(λij2 )(nj(λij1 )pij1 +
mj(λ
ij
1 )p
ij
2 ) modulo |mi(λ1)mj(λ2)| by the assumption (i),(ii). Hence if we define Si,j(zp1,p2) =
z′
pij
1
,pij
2
, then this map is homeomorphism and preserving range and source maps. Moreover,
we can check that Si,j satisfies the hexagonal condition by a tedious calculation. Hence
we can construct a topological k-graph Λ(Γ,m,n) from Γ
ei ×ni,mi T and T˜i,j = Ti,j × Si,j.
This topological k-graph is row-finite with no source by Proposition 2.3. 
Example 5.2 (Cuntz’s ax + b-semigroup C∗-algebra over N). Assume k = ∞. Let us
consider the discrete set Λ0 = {v0} and Λei = {λi}. Define Tei,ej : Γei×cΓej −→ Γej ×cΓei
by Tei,ej(λi, λj) = (λj, λi). Let P = {p1, p2, · · · } be the set of prime numbers with
p1 ≤ p2 ≤ · · · . Define mi(λi) = 1, ni(λi) = pi. Then Γei , mi, ni satisfy the assuption of
Proposition 5.1, hence we can construct a topological k-graph ΛΓ,m,n. For this graph, the
C∗-algebra O(ΛΓ,m,n) is isomorphic to the ax+ b-semigroup C∗-algebra QN defined in [2]
which is the universal C∗-algebra generated by isometries sn (n ∈ N∗) and a unitary u
satisfying the relations
snsm = snm, snu = u
nsn,
n−1∑
i=0
uisns
∗
nu
−i = 1
for n,m ∈ N∗. Let a0 be a generator of A = C(T) and ξi = 1/√pi be a constant function
of Xei = C(T), then u and spi are corresponding to t
0(a0) and t
ei(ξi) respectively.
Cuntz showed that the C∗-algebra QN is simple and purely infinite in [2]. This property
is also followed by Theorem 4.13 in our state.
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Example 5.3. Let us consider the arbitrary k = 1, 2, · · · ,∞. Set Γ and T as in Example
5.2. Let {(pi, qi)}ki=1 be a set of pairs such that pi ∈ Z\{0} and qi ∈ Z+ with gcd(|pi|, qj) =
1 (1 ≤ i, j ≤ k). Set mi(λi) = pi and ni(λi) = qi. By Proposition 5.1, we can define a
topological k-graph ΛΓ,m,n. If (|pi|, qi) 6= (1, 1) for all i, then Λ satisfies condition (A).
Under this condition, if there exists 1 ≤ i ≤ k such that pi /∈ qiZ, then O(ΛΓ,m,n) is simple
purely infinite by Theorem 4.13. In [2], Cuntz showed QN is generated by Bost-Connes
algebra ([1]) adding one unitary. So we have an interesting the corresponding part of
Bost-Connes algebra in this example (See Remark 5.6).
Next, we give two examples of topological 2-graphs whose associated (discrete) 2-graphs
are not only one loop.
Example 5.4. Let us consider the following (discrete) 2-graph Γ;
Γ = •λ1 %%
µ2
**e
_ Y •
µ1
jj
e_
Y
λ2
yy
.
Γ is characterized by Γe1 = {λ1, λ2}, Γe2 = {µ1, µ2}, and Te1,e2(λ1, µ1) = (µ1, λ2),
Te1,e2(λ2, µ2) = (µ2, λ1). By (ii) of Proposition 5.1, p0 = m1(λ1) = m1(λ2) and q0 =
n1(λ1) = n2(λ2) have to hold. Set pi = m2(µi), qi = n2(µi) (i = 1, 2). Then we have to
impose gcd(|p0pi|, q0qi) = 1 for i = 1, 2. If (|p0|, q0) 6= (1, 1) and (|p1p2|, q1q2) /∈ Z+(1, 1),
then ΛΓ,m,n is Condition (A). Moreover p0 /∈ q0Z or p1p2 /∈ q1q2Z, then O(ΛΓ,m,n) is simple
and purely infinite because of the existence of the loop in Γ.
Example 5.5. Let us consider the 2-graph Ω2. In a suitable condition, O(ΛΩ2,m,n) is a
simple AT-algebra (also see the dichotomy after Proposition 3.14 of [13]).
Remark 5.6. If we remove the ”no source” assumption, we can treat the Bost-Connes
algebra CQ in the framewark of topological k-graph. Let P = {p1, p2, · · · } be the set of
prime numbers with p1 ≤ p2 ≤ · · · . Set Zp (p ∈ P) be the p-adic ring and Z =
∏
p∈P Zp.
Laca (Proposition 32 of [15]) showed CQ is isomorphic to an endomorphism crossed product
C(Z)⋊α N∞ where αei : C(Z) −→ C(Z) is the endomorphism defined by
αei(f)(x) =
{
f(x/pi) if x ∈ piZ
0 otherwise.
On the other hand, Λ0 = Z, Λei = piZ (1 ≤ i < ∞), and define rei, sei : Λei −→ Λ0 by
rei(x) = x and sei(x) = x/pi, then we can ”construct” a topological∞-graph Λ such that
O(Λ) ∼= CQ (see also Example 2.5 (4) of [25]). However Λ has sources, so far, we cannot
treat the Bost-Connes algebra CQ in this paper.
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