We consider the problem of finding the equilibrium position of two or three membranes constrained not to pass through each other. For general linear second order elliptic operators with measurable coefficients we prove the Lewy-Stampacchia type inequalities and we establish sufficient conditions on the external forces to obtain the stability of the coincidence sets of the membranes, in analogy with the obstacle problem.
Introduction and notations
Among the manifold of unilateral problems that can be formulated as an elliptic variational inequality (see [4] , [5] or [6] )
we shall consider here some new remarks on the N -membranes problem, illustrated in the cases N = 2 and N = 3 by their analogies with the one and two obstacle problems, respectively. In (1) U = (u 1 , . . . , u N ) may represent the equilibrium displacements of N elastic membranes minimizing the energy functional (here ∇u = (u x 1 , . . . , u x n ) denotes the gradient)
subject to external forces F = (f 1 , . . . , f N ), in the convex set
where β 1 , . . . , β N are given functions (β 1 ≥ · · · ≥ β N ) describing their rigid supports on the boundary ∂Ω of a domain Ω ⊂ R n (actually n = 2 is the physical situation). This problem was considered in [9] and [10] (see also [4] ) for N = 2, respectively in the linear case and for two surfaces of constant mean curvature. This case is strongly related with the one obstacle problem, which can be also written in the form (1) . For instance, when N = 1 in (2) and, for a given smooth obstacle ψ = ψ(x), ψ ≤ β on ∂Ω, the associated convex set is given by . For this "lower" obstacle problem, the well-known Lewy-Stampacchia inequalities (see [6] or [8] for instance) can be written in the form
Here we use the standard notations ξ + = ξ ∨ 0,
If we consider the symmetrical "upper" obstacle problem with
for a given ϕ = ϕ(x), with ϕ ≥ β on ∂Ω, the corresponding solution w to (1) will satisfy the symmetrical Lewy-Stampacchia inequalities
The N -membrane problem was considered in [2] for N linear coercive elliptic operators of second order, in particular the W 2,p (Ω) N regularity of the solution was shown for p ≥ 2 by using an iterative penalization technique. For N = 2 the membranes problem can also be considered, once the solution is known, as two one obstacle problems. While for N = 3 only the upper and the lower membranes are of this type, the membrane in the middle may be considered solution of a two obstacles problem. This corresponds to a problem of the type (1) with the convex set given in the form
with given obstacles ψ ≤ ϕ in Ω and ψ ≤ β ≤ ϕ on ∂Ω, for which the corresponding Lewy-Stampacchia inequalities for the solution v are given by
The iteration of these inequalities yields the new set of N inequalities for the solution
which allows to reduce the regularity of the solutions to the corresponding regularity of a system of equations, extending, in particular, the result of [2] for certain p < 2. We obtain here the inequality (7) for a general linear elliptic operator (using the summation convention on repeated indices)
where the measurable coefficients a ij , e j , b i and c satisfy the minimum integrability assumptions for obtaining solutions in H 1 (Ω) and A satisfies a weak maximum principle. In [1] we extend (7) for nonlinear operators of p -Laplacian type. Another interesting consequence of (7) is the stability of the coincidence sets (and their intersections)
where two consecutive membranes touch each other when the external forces vary. For N = 2 there is only one possible coincidence set I 1 . In Section 2 we show that if the two forces associated with the two membranes are almost everywhere different in Ω (f 1 = f 2 a.e. in Ω) then the characteristic function χ I 1 of I 1 converges strongly in L q (Ω) for variations of the forces in a certain L p 0 (Ω). This result combines a remark of [10] with results of [6] and [7] for the obstacle problem, that imply the two equations
For N = 3 there are three possible coincidence sets I 1 , I 2 and I 1,2 = I 1 ∩ I 2 and, in general, we easily see that the N -membranes problem may have
possible coincidence sets. The extension of (10) to the general N -system is possible but becomes then a more complex issue that is also the subject of [1] . In spite of the Lewy-Stampacchia inequalities (7) and the regularity results being valid for N > 3, here we consider only the case of three membranes. In Section 3, we give sufficient conditions on the three forces for the stability of the characteristic functions χ I 1 , χ I 2 and χ I 1,2 . In addition to the natural requirement of f 1 = f 2 and f 2 = f 3 a.e. in Ω we identify the somehow two new unexpected conditions for the stability of χ I 1,2 = χ I 1 χ I 2 :
and
In this work we shall impose the following assumptions (ν > 0):
Here Ω is a bounded open subset of R n with a Lipschitz boundary, so that H Under the above assumptions, we may define
defines the elliptic operator (8) that, under assumptions (11)- (13), even when is not coercive, it satisfies a maximum principle, which is a consequence of the following Lemma that we shall use (see [6] , §4.7):
then we must have v ≤ 0 a.e. in Ω.
The N = membranes problem
In this section we set u 1 = u, u 2 = v, f 1 = f and f 2 = g, so that, with N = 2 in (3), the 2-membranes problem corresponds to find (u, v) ∈ K 2 such that
We can approximate its solution when ε → 0 by the solution (u ε , v ε ) defined by the system, similarly to [10] 
with boundary conditions u ε = β 1 and v ε = β 2 on ∂Ω, where for each ε > 0, θ ε : R −→ R is a smooth nondecreasing function such that
, by assumption (14).
Proposition 2.1 There exists a unique solution
with the given Dirichlet data and a constant C > 0 independent of ε > 0 such that
Moreover,
Proof: Since |θ ε | ≤ 1, the existence may be shown as a consequence of the "a priori" estimate (21), which can be obtained as in pages 120-122 of [6] . The uniqueness is a consequence of the monotonicity of θ ε and the weak maximum principle for A.
To show (22), take s > 0 and consider ξ = v ε − u ε − ε. By (15) we have ξ + and (ξ − s) + belong to H 1 0 (Ω). Using (13) and the variational formulation of (19), we obtain
and, by Lemma 1.1, we conclude that ξ + = (v ε − u ε − ε) + ≤ 0 and (22) follows.
where (u, v) ∈ K 2 is the unique solution to (18). In addition, 
where
Taking the lim inf
and using the same argument as in [6] , page 122, we conclude that (u, v) solves (18) and, by uniqueness, all the sequence (u ε , v ε ) converges to (u, v) .
which is the obstacle problem with lower obstacle ψ = v. The Lewy-Stampacchia inequalities (see [6] or [8] ) implies
since by (19) and (23), Au and Av ∈ L p 0 (Ω). On the other hand, v ∈ K u solves the upper obstacle problem with ϕ = u and so also
From (26) and (27), (24) follows immediately.
Proposition 2.3
The solution (u, v) of (18) satisfies a.e. in Ω the system
where χ {u=v} is the characteristic function of the coincidence set {x ∈ Ω : u(x) = v(x)}.
Proof: As in [10] , it is easy to see that
On the other hand, in {u = v} we have u x i = v x i a.e. and so also
by Lemma 2 of [7] , it follows that Au = Av a.e. in {u = v}.
Then, by (30), we also have
e. in {u = v}, which provides (28) and (29).
Theorem 2.4 Denoting
then the corresponding characteristic functions satisfy, as δ → 0,
Proof: The convergence (32) follows easily by general continuous dependence results, being the strong convergence (32) in the noncoercive case handled in a similar way to the proof of Theorem 7.7 of page 121 of [6] . The convergence (32) implies Au δ −→ Au in H −1 (Ω), and using, for instance (28) for u δ with χ δ = χ {u δ =v δ } −− χ * , we obtain, when δ → 0,
Comparing with (28) for u, the assumption (33) yields χ * = χ {u=v} and since χ * is then a characteristic function, the conclusion follows. 
Remark 2.7 The results of Theorem 2.2 and Proposition 2.3 also apply, with convenient assumptions, to the case when
is the minimal surface operator. When the two membranes have constant mean curvature (i.e. f = nΛ 1 and g = nΛ 2 with the mean curvature [10] it was shown the existence of a unique regu-
small, was given in [11] .
The N = membranes problem
Following the notations of the previous section, we set u 1 = u, u 2 = v, u 3 = w, f 1 = f , f 2 = g and f 3 = h and so (1), in the case N = 3 corresponds to find (u, v, w) ∈ K 3 , K 3 defined as in (3), such that
Using θ ε defined by (20) and introducing
for each ε > 0, we consider now the approximating system
with Dirichlet boundary conditions u ε = β 1 , v ε = β 2 and w ε = β 3 on ∂Ω. We observe that under the assumptions (14), the functions λ and µ are nonnegative and belong to L p 0 (Ω). Similarly to Proposition 2.1 we have Proposition 3.1 There exists a unique solution (u ε , v ε , w ε ) ∈ H 1 (Ω 3 to (37) with the given Dirichlet data, and a constant C > 0, independent of ε > 0, such that
In addition
Arguing as in the proof of Theorem 2.2, and observing that the variational inequality of the three equations of (37) yields a neglectable term
we easily obtain (35) from (37) by letting ε → 0. Clearly (39) implies (u, v, w) ∈ K 3 and so we may apply Lewy-Stampacchia inequalities (4) to u ∈ K v , (5) to w ∈ K v and also (6) to v ∈ K w u , obtaining by combination
in Ω.
In conclusion, we easily deduce the following interesting result, concluding (7) in case N = 3: Theorem 3.2 The solutions to (37), as ε → 0, converge
where (u, v, w) ∈ K 3 solves uniquely (35) and satisfy
where χ {u=v=w} = χ {u=v} χ {v=w} denotes the characteristic function of the coincidence set {x ∈ Ω :
Proof: As in the proof of Proposition 2.3 we find
and, since by (41) each Au, Av and Aw is in L p 0 (Ω), it follows Au = Av = a.e. in {u = v} and Av = Aw a.e. in {v = w}.
a.e. in {u = v = w} = {u = v} ∩ {v = w} yields (42), (43) and (44) by direct computation a.e. in Ω.
Then
where (u, v, w) denotes the solution of (35) for (f, g, h) . In addition, under the nondegenerating conditions
the corresponding characteristic functions, as δ → 0, satisfy, for any
Proof: Since (46) follows by standard variational methods as in the case of Theorem 2.4, we need to show (49), from which (50) follows immediately. Setting
as δ → 0 we may suppose that
Taking the limit in (42) δ and (44) δ we obtain, a.e. in Ω
which, compared with (42) and (44) for the limit functions u and w, implies
Due to the assumptions (47) and (48), if we show that χ * = χ {u=v=w} then χ 1 = χ {u=v} and χ 2 = χ {v=w} and (49) follows easily.
From
we conclude, respectively, χ 1 = 0 in {u > v} and χ 2 = 0 in {v > w}.
we have 0 ≤ χ * ≤ χ 1 and analogously 0 ≤ χ * ≤ χ 2 . Therefore we have χ * = 0 a.e. in {u > v} ∪ {v > w} and it remains to show that χ * = 1 in {u = v = w}. From (42) and (44) in {u = v = w} and recalling (51),
and, by the assumptions (48) we must have
On the other hand, from (52),
and, using (53), if χ * < 1 we would have f > g and g > h and so 2h − f − g < 0, which is absurd. Then χ * = 1 and we conclude χ * = χ {u=v=w} completing the proof of the theorem. In particular, the stronger assumption f < g < h a.e. in Ω implies (47) and (48) and is also a sufficient condition for the stability of the coincidence sets.
Another important and immediate consequence of the Lewy-Stampacchia inequalities (41) is the reduction of the regularity of the solutions to (35) to the linear theory of [3] . For instance, if p 0 > n 2 we have that u, v and w are Hölder continuous in Ω, or by assuming, in addition, a ij , e j ∈ C 0,1 (Ω) and
or the regularity of the Dirichlet data on the smoother boundary 
we obtain the following result: Notice that this is a system of unilateral problems, which however is not exactly of the type considered in §3. 4 , page 301, of [8] .
