Abstract:A novel approach for blind multichannel identification is proposed on the basis of Kalman filter theory. Taking advantage of the cross relations between any pair of the multichannel outputs, the process and measurement equations are established in state space. The standard Kalman filter algorithm is simplified by exploiting the special zero observation vector which will leads to the homogenous iterative ways of the state vector and the filtered state-error correlation matrix. Simulations show that the convergence speed is significantly higher than those of LMS-like approaches.
Introduction
Channel identification is needed in many applications, including channel equalization [1, 2] , suppression of reverberation effects in audio processing [3, 4] . Furthermore, the channel parameters can even be used to estimate the environmental scale [5, 6] . In many applications, the channel identification has to be carried out blindly, this means that the channel parameters have to be estimated by exploiting no other information than the received signals. In this field, one of the pioneers is Godard, who proposed a family of Constant Modulus blind equalization algorithms which are widely used in blind channel equalization for cases of which the sources have constant envelope magnitudes [7] .
Usually, the approaches for blind channel identification are classified into higher-order statistics (HOS) and second-order statistics (SOS) based algorithms [8] . HOS-based algorithms exploit HOS implicitly (for example, Godard's approach) or explicitly (for example, polyspectra-based algorithms). Some SOS-based approaches exploit the cyclostationarity of the channel input signal [9] . With the cyclostationarity of channel input signals and the oversampling of channel output signals, a single-input single-output (SISO) system is equivalent to a single-input multi-output (SIMO) system.
For non-minimum phase and finite impulse response (FIR) SISO systems, second-order statistics have been proven insufficient for blind channel identification without further assumptions on the input signal. However, the situation is different for SIMO models. For such systems, second-order statistics are sufficient for the blind identification of the channels. The channel impulse responses (CIRs) of a SIMO system can be identified by subspace decomposition [9] or by exploiting the cross relations (CR) between the SIMO output signals [1] . Based on the work in [1] , both adaptive [10, 11] and non-adaptive CR-based approaches [12] have been proposed. Adaptive algorithms are more attractive because of their inherent ability to track time-varying channels.
In this paper, a quick converging algorithmfor blind multichannel identification is proposed on the basis of Kalman filter theory.
Problem Formulations
For the derivation of the algorithm, a non-minimum phase and time-invariant FIR SIMO system is considered. Let () sn be the unknown input signal, and let () ( 
where * denotes the convolution operator;
For noise-free observations, the CR condition ( ) * ℎ ( ) = ( ) * ℎ ( )holds. But in practice, noise is always un-avoiding. It is proved in [1] that if the channel impulse responses ()(1,2,...,)
are coprime in z-domain (i.e., if their z-transforms do not share common zeros), blind multichannel identification for non-minimum phase channel is possible on the basis of the cross-relations among the outputs of different channels.
Algorithm Developments
The Kalman-filter based algorithm will be established in this section. For this purpose,the multichannel identification problem is firstly expressed in state space with process equation and measurement equation, and then the algorithm is presented. Let is the key to solve our problem. According to the cross-relation equation (4) and the definition of measurement matrix (6), it is straightforward to find that () (1,2,. ..) nn == y0 .
(7) Such an observation vector will allow us to simplify the computation of the Kalman filter.
Obviously, the so-called observation vector () n y cannot be directly 'observed' in practice, it is the direct result of CR relations. In contrary, the directly 'observed' signals are used to construct the measurement matrix.
For multichannel identification, it is natural to suppose that the process noise vector 1 () n= v0 and the state transition matrix (1,) nn += FI , where I is an LN-by-LN identity matrix, so the standard Kalman filter problem (Eqs. 3) and (6)) is simplified to the so-called unforced dynamical model [8] :
The standard Kalman filter algorithm (refer to [8] ) is not only computationally inefficient but also quite memory demanding when the channels have long CIRs. However, for the unforced dynamical model in Eqs. (8) and (9), not only the computational burden, but also the memory demand can be reduced dramatically [8] .
Furthermore, for the convenience of analyzing the computational efficiency, the basic formulae for the Kalman gain matrix () n G andthe filtered state-error correlation matrix () n = (1) ,..., n yy (2)()})are presented as follows [8] :
. (11) where
. Because of the observation vector () n= y0 , the state vector is iteratively computed as
(12) A close examination on equations (11) and (12), it is found that they are iteratively computed in the same way despite the fact that ( , it will converge in the same way of thecorresponding column of () n K . So the computation of equation (12) can be totally saved. The simplified Kalman filter algorithm is summarized in Table I .
Simulation Results
For the performance investigation, a speechsignal of 31744 samples with a sampling frequency of 8kHz s f = was used as the input signal. For the SIMO system, two room impulse responses of 1000 taps were generated with the image method from [14] . The two simulated true CIRs are shown in Fig. 1 . The longer effective length of these two CIRs is L=942 (the 58 zero taps before the first nonzero tap were discarded).
The normalized projection misalignment (NPM) [13] is used for evaluating the CIR's estimation accuracy: (13) where, n is the iteration index, i h and ˆ( )
are the trueand estimated CIRs, respectively.
The NPM was computed during the iteration process. Aiming at the performance investigation of the proposed algorithm, four different cases were studied as follows. The NPM curve is shown in Fig. 4 (Case D). As the figure shows, if the observed signals are contaminated by noise, the performance of the algorithm will be degraded. Especially, the convergence speed is slowed down. 
Conclusions
Comparing with those LMS-like algorithms,the advantage of the proposed algorithm is its high convergence speed and high accuracy for clean multichannel output signals if the order of CIRs is correctly estimated. This is inherited from Kalman filtering theory because the Kalman filtering assumptions are almost satisfied for such a case.The performance of the algorithm will degrade for noisy signals and for cases in which the CIR orders are not correctly estimated. The reason is that the measurement noise process will go far from the Kalman filtering assumption if the observation noise is too strong or the channel order is not estimated correctly.
