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Abstract
The purpose of this work is to establish the timescale version of Lyapunov’s inequality as follows: Let x(t) be
a nontrivial solution of
(r(t)x(t)) + p(t)xσ (t) = 0 on [a, b]
satisfying x(a) = x(b) = 0. Then, under suitable conditions on p, r , a and b, we have
∫ b
a
p+(t)t ≥


r(a)
r(b)
b − a
f (d) , if r is increasing,
r(b)
r(a)
b − a
f (d) , if r is decreasing,
where p+(t) = max{p(t), 0}, f (t) = (t − a)(b − t) and d ∈ T satisfies∣∣∣∣a + b2 − d
∣∣∣∣ = min
{∣∣∣∣a + b2 − s
∣∣∣∣ | s ∈ [a, b] ∩ T
}
if a+b2 ∈ T. Here T is a timescale (see below).
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1. Introduction
The classical Lyapunov inequality [1] is stated as follows:
Theorem A. Let p ∈ C([c, d], [0,∞)). If y(t) is a nontrivial real-valued solution y(t) of
y′′(t) + p(t)y(t) = 0
satisfying y(c) = y(d) = 0, then
(c − d)
∫ d
c
p(s)ds > 4
and the constant 4 cannot be replaced by a larger number.
Many authors have extended and improved this distinguished inequality; see, for example, [2–12].
Recently, Bohner et al. [13] extended Theorem A on a timescale and obtained the following:
Theorem B. Let p ∈ Crd [T, (0,∞)] and a, b ∈ T with a < b, where T is a timescale. If x(t) is a
nontrivial solution
x
2 + p(t)xσ = 0
satisfying x(a) = x(b) = 0, then∫ b
a
p(t)t ≥ b − af (d) ,
where f (t) = (t − a)(b − t) for t ∈ T and d ∈ T satisfies∣∣∣∣a − b2 − d
∣∣∣∣ = min
{∣∣∣∣a − b2 − s
∣∣∣∣ | s ∈ [a, b] ∩ T
}
.
The purpose of this work is to generalize Theorem B to a timescale version.
We briefly introduce the timescale calculus of Hilger [14] and refer the reader to the books of
Kaymakcalan et al. [15] and Bohner and Peterson [16] for further details. For other related results,
see [1].
Definition 1.1. A timescale is an arbitrary nonempty closed subset of the real numbers R. Throughout
this work we assume that T is a timescale and T has the topology that it inherits from the standard
topology on the real numbersR. For t ∈ T, if t < supT, we define the forward jump operator σ : T → T
by
σ(t) := inf{τ > t : τ ∈ T} ∈ T,
while if t > infT, we define the backward jump operator ρ : T → T by
ρ(t) := sup{τ < t : τ ∈ T} ∈ T.
F.-H. Wong et al. / Applied Mathematics Letters 19 (2006) 1293–1299 1295
If σ(t) > t , we say t is right scattered, while if ρ(t) < t , we say t is left scattered. If σ(t) = t , we say t
is right dense, while if ρ(t) = t , we say t is left dense.
The mapping µ : T → [0,∞) given by
µ(t) = σ(t) − t
is called the graininess.
Definition 1.2. If f : T → R, then f σ : T → R is defined by
f σ (t) = f (σ (t))
for all t ∈ T.
Definition 1.3. Let a, b ∈ R with a < b. Define the interval [a, b] in T by
[a, b] := {t ∈ T such that a ≤ t ≤ b}.
Other types of interval are defined similarly.
Definition 1.4. A mapping f : T → R is called rd-continuous if it satisfies:
(A) f is continuous at each right-dense or maximal element t ∈ T,
(B) the left-sided limit lims→t− f (s) = f (t−) exists at each left-dense point t ∈ T.
Let us have
Crd (T,R) = { f | f : T → R is a rd-continuous function}.
Definition 1.5. The function p : T → R is called regressive provided that
1 + µ(t)p(t) 	= 0 for each t ∈ T
holds.
Definition 1.6. Assume x : T → R and fix t ∈ T; then we define x(t) to be the number (provided it
exists) with the property that given any  > 0, there is a neighborhood U of t such that
|[x(σ (t)) − x(s)] − x(t)[σ(t) − s]| < |σ(t) − s|,
for all s ∈ U . We call x(t) the delta derivative of x(t).
It can be shown that if x : T → R is continuous at t ∈ T and t is right scattered, then
x(t) = x(σ (t)) − x(t)
σ (t) − t .
Definition 1.7. A function F : Tκ → R is an antiderivative of f : T → R if F(t) = f (t) for all
t ∈ Tκ . In this case, we define the integral of f by∫ t
s
f (τ )τ = F(t) − F(s)
for s, t ∈ Tκ , where
T
κ :=
{
T− {m}, if T has a left-scattered maximal point m,
T, otherwise.
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Throughout this work, we suppose that:
(a) R = (−∞,+∞),R+ = [0,+∞);
(b) T is a timescale;
(c) R = {p : T → R | 1 + µ(t)p(t) 	= 0 for each t ∈ T}, that is, the set R is all regressive functions
on T;
(d) all interval means the intersection of a real interval with the given timescale;
(e) ep(t; a) is the solution of the initial value problem
y(t) = p(t)y(t), y(a) = 1
with p ∈ R.
2. Main results
In order to discuss our main results, we need the following three lemmas:
Lemma 2.A. Let x be a solution of
(r x) + p(t)xσ (t) = 0 on [a, b], (E)
where r, p ∈ Crd([a, b],R) with r > 0 on [a, b]. Then
F(y) − F(x) − F(y − x) = 2(y − x)(b)r(b)x(b) − 2(y − x)(a)r(a)x(a)
for any y : [a, b] → R, where
F(y) =
∫ b
a
{(√r y)2 − p(yσ )2}(t)t.
Proof.
F(y) − F(x) − F(y − x)
=
∫ b
a
[(√r y)2 − p(yσ )2 − (√r x)2 + p(xσ )2
− (√r(y − x))2 + p(yσ − xσ )2](t)t
= 2
∫ b
a
{r xy − pxσ yσ + p(xσ )2 − (√r x)2}(t)t
= 2
∫ b
a
{(r x)y + (r x)yσ − (r x)xσ − (r x)x}(t)t
= 2
∫ b
a
{(r x)y − (r x)x}(t)t
= 2
∫ b
a
{(y − x)(r x)}(t)t
= 2(y(b) − x(b))(r(b)x(b)) − 2(y(a) − x(a))(r(a)x(a)).
This completes our proof. 
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By using the mean-value theorem [see [15,16]], we obtain the following:
Lemma 2.B. Let c ∈ R be given. Then, for each x ∈ R, there exists a k ∈ R (depending on c and x)
such that
x2 − c2 = 2k(x − c) ≥ 2c(x − c),
where k lies between c and x.
Lemma 2.C. Under the assumption of Lemma 2.A,∫ b
a
r(t)(|x(t)|)2t ≥ (
∫ b
a
r(t)|x(t)|t)2∫ b
a
r(t)t
.
Proof. Let
c =
∫ b
a r(t)|x(t)|t∫ b
a r(t)t
.
Then, by Lemma 2.B,∫ b
a
r(t)|x(t)|2t − c2
∫ b
a
r(t)t
=
∫ b
a
r(t)(|x(t)|2 − c2)t
≥ 2c
∫ b
a
r(t)(|x(t)| − c)t
= 2c
{∫ b
a
r(t)|x(t)|t − c
∫ b
a
r(t)t
}
= 2c
{∫ b
a
r(t)|x(t)|t −
∫ b
a
r(t)|x(t)|t
}
= 0,
and therefore we obtain the desired result. 
We now can state and prove our main results as follows.
Theorem 2.D. Let x(t) be a nontrivial solution of (E) satisfying x(a) = x(b) = 0 and r, p ∈
Crd ([a, b],R) with r > 0 on [a, b]. If r(t) is monotone on [a, b] and a+b2 ∈ T, then
∫ b
a
p+(t)t ≥


r(a)
r(b)
b − a
f (d) , if r is increasing,
r(b)
r(a)
b − a
f (d) , if r is decreasing,
where p+(t) = max{p(t), 0}, f (t) = (t − a)(b − t) and d ∈ T satisfies∣∣∣∣a + b2 − d
∣∣∣∣ = min
{∣∣∣∣a + b2 − s
∣∣∣∣ | s ∈ [a, b]
}
.
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Proof. Taking y = 0 in Lemma 2.A,
F(0) − F(x) − F(0 − x) = 0.
Hence F(x) = 0, that is,∫ b
a
p(t)(xσ (t))2t =
∫ b
a
r(t)(x(t))2t.
Thus, if x2(c) = maxa≤t≤b x2(t), then
x2(c)
∫ b
a
p+(t)t ≥
∫ b
a
r(t)(x(t))2t
=
∫ c
a
r(t)(x(t))2t +
∫ b
c
r(t)(x(t))2t
≥ (
∫ c
a
r(t)|x(t)|t)2∫ c
a
r(t)t
+ (
∫ b
c
r(t)|x(t)|t)2∫ b
c
r(t)t
(by Lemma 2.C)
≥


r(a)(
∫ c
a
|x(t)|t)2∫ c
a
r(t)t
+ r(a)(
∫ b
c
|x(t)|t)2∫ b
c
r(t)t
, if r is increasing
r(b)(
∫ c
a |x(t)|t)2∫ c
a r(t)t
+ r(b)(
∫ b
c |x(t)|t)2∫ b
c r(t)t
, if r is decreasing
≥


r(a)x2(c)
{
1
r(b)
∫ c
a 1t
+ 1
r(b)
∫ b
c 1t
}
, if r is increasing
r(b)x2(c)
{
1
r(a)
∫ c
a 1t
+ 1
r(a)
∫ b
c 1t
}
, if r is decreasing
≥


r(a)
r(b)
x2(c)
{
1
c − a +
1
b − c
}
= r(a)
r(b)
b − a
f (c) x
2(c) ≥ r(a)
r(b)
b − a
f (d) x
2(c), if r is increasing
r(b)
r(a)
x2(c)
{
1
c − a +
1
b − c
}
= r(b)
r(a)
b − a
f (c) x
2(c) ≥ r(b)
r(a)
b − a
f (d) x
2(c), if r is decreasing.
Therefore, we obtain the desired result. 
Corollary 2.E. Let g, h ∈ Crd ([a, b],R) and let g ∈ R not change sign on [a, b]. Suppose that
x
2
(t) + g(t)(x(t))σ + h(t)xσ (t) = 0 on [a, b] (E*)
has a nontrivial solution x(t) with two consecutive zeros a and b. Then∫ b
a
eg+(b; a)h+(t)t ≥ kg(a; b)
b − a
f (d) ,
or ∫ b
a
eg+(b; a)h+(t)t ≥ kg(a; b)
4
b − a ,
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where d is defined as in Theorem 2.D and
kg(a; b) :=
{
eg(b; a), if g ≥ 0 on [a, b],
eg(a; b), if g ≤ 0 on [a, b].
Proof. Letting r(t) = eg(t; a) (i.e., r(t) = r(t)g(t) and r(a) = eg(a; a) = 1) and p(t) = r(t)h(t),
we see that, by (E*),
(r(t)x(t)) + p(t)xσ (t) = r(t)(x(t))σ + r(t)(x2(t)) + r(t)h(t)xσ (t)
= r(t){x2(t) + g(t)(x(t))σ + h(t)xσ (t)} = 0.
Hence, if follows from Theorem 2.D and Theorem 2.36 of [12] that
∫ b
a
eg+(t, a)h+(t)t ≥


eg(b; a)
eg(a; a)
b − a
f (d) , if g ≥ 0 (i.e., r is increasing)
eg(a; a)
eg(b; a)
b − a
f (d) , if g ≤ 0 (i.e., r is decreasing)
which completes the proof. 
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