Differential constraints are used as a means of developing a systematic method for finding exact solutions to quasilinear nonautonomous hyperbolic systems of first-order partial differential equations (PDEs) involving two independent variables. The leading assumption of the hyperbolicity of the basic system together with a strict compatibility argument permits characterization of the most general class of quasilinear first-order constraint equations, which can be appended to the governing mathematical model under consideration. Furthermore, the exact solutions can be found by integrating the resulting overdetermined and consistent system of PDEs. When the number of auxiliary constraint equations is equal to that of the field equations, the solutions provided by the 'nonclassical' group method for PDEs are recovered; for a very special form of the appended constraint equations simple wave solutions to hyperbolic systems of PDEs are also obtained. Within the present theoretical framework a model describing rate-type media is considered and several classes of initial-and/or boundary-value problems are solved.
Introduction
The determination of explicit solutions to nonlinear partial differential equations (PDEs) has great theoretical, and often practical, importance. Actually, these exact solutions are used as models for physical or numerical experiments, especially in the framework of nonlinear wave propagation. Although, in general, these solutions are not expected to satisfy all the prescribed initial and/or boundary conditions in a given problem, they can, nevertheless, be used to approximate the behaviour of more complicated solutions in suitable space-time domains.
Among the methods devised over the years for constructing particular solutions to PDEs, the most pertinent consists of appending a set of auxiliary differential equations (constraints) to a given system of PDEs. The solutions themselves will then be found by solving the entire system of differential equations, consisting of the original system and the prescribed constraint equations. Leading references on this subject are [21, 22, 29] .
The prominent role of such a theoretical framework has also been emphasized in a number of papers [30, 32, 33, 34] where the authors noted that the unifying theme behind finding special solutions to PDEs is not group theory but rather the more analytic subject of overdetermined systems of PDEs. It has been pointed out that, in fact, most of the known group-theoretic methods for determining solutions to PDEs can be regarded as special techniques that allow the construction of particular classes of compatible constraint equations, side conditions, to be appended to the mathematical models of interest.
In a framework more general than that of group-theoretic methods, the key question becomes which kind of constraint equations are admissible by a given system of PDEs. In many cases of interest [17, 18, 19, 20, 22, 28 ] the assumption made a priori about the form of the constraints is essentially based on special requirements of the solution that is sought and/or on the possibility of developing an algorithmic method leading to a closed integration of the overdetermined set of differential equations at hand.
The main aim of the present investigation is to obtain an insight into a fairly general class of constraints which can be appended to mathematical models of relevant interest in nonlinear wave propagation. Actually, we characterize the most general quasilinear first-order constraint equations which are compatible with quasilinear hyperbolic systems of first-order PDEs involving two independent variables.
These constraint equations are used as a tool for constructing sets of exact solutions to the model under interest. In particular, when the number of appended constraints is the same as that of the field equations, it is possible to recover the 'nonclassical' similarity solutions [9, 31] and, as a special case, the well-known simple wave solutions [5, 23] .
Like other analytical methods of finding solutions to PDEs [25, 35, 36, 37 ] the method based on introducing constraint equations also aims to define classes of nonlinear mathematical models whose structure allows the given theoretical approach to work. Then, within the present theoretical framework, a vehicle can be envisaged for selecting special classes of material-response functions, or model constitutive laws, for a given hyperbolic system of physical interest.
A governing model describing rate-type media is analysed in detail, and it is shown that several classes of initial-value and/or boundary-value problems can be solved.
Compatibility conditions
Consider the quasilinear system of PDEs
where x and t are, respectively, the space and time coordinates, V is an TV-dimensional column vector denoting the field, while A and B are matrix coefficients of suitable dimensions. Hereafter, subscripts denote partial differentiation with respect to the subscript variable. We search for solutions U(x, t) of (2.1) which also satisfy the constraint equations q'(x,t,U), (2.2) where the C (i = 1, 2,..., M =s A') are N-dimensional row vectors and the q' are scalars.
Several results on symmetrization, weak discontinuity waves, shock waves, and the stability of quasilinear systems of PDEs endowed with constraint equations were obtained in [2, 6, 7, 8, 13] .
We assume that (2.1) is hyperbolic in the r-direction so that the matrix A admits N real eigenvalues A (Q) (a = 1, 2,..., TV), to which there correspond left / (a) and right rf (a) eigenvectors spanning the Euclidean space E N . The aim of this section is to determine the coefficients C and the q' in order that (2.2) is compatible with (2.1). By differentiating (2.2) with respect to t and x, and using (2.1), we obtain
In order that equations (2.3) and (2.4) are consistent, M multipliers m'(x, t, U) must exist such that the M conditions [6, 7, 8] C\A-m'I) = 0 (i = l,...,Af«A0 (2.5) hold, where / is the unit matrix. Hence, using (2.5) to eliminate £/" between (2.3) and (2.4) yields the M equations
Therefore the compatibility of (2.1) and (2.2) ultimately requires condition (2.6) to be satisfied. Furthermore, owing to the hyperbolicity of system (2.1), it turns out from (2.5) that the m' (i = 1,..., M) are eigenvalues of the matrix A, while the Ndimensional row vectors C belong to the subspace spanned by the left eigenvectors of the matrix A associated with the eigenvalues rri. For the sake of simplicity, in our subsequent analysis of the compatibility conditions between (2.1) and (2.2) we assume that the m' are eigenvalues of multiplicity one. Consequently, the constraint equations (2.2) lead to the following representation
where the n p are arbitrary parameters since they are not subjected to any restriction due to the constraints. Moreover, it has been supposed in writing (2.7) that, without any loss of generality, left and right eigenvectors of A corresponding to m' are normalized so that / ( 'V W = h'', where S' 7 is the Kronecker delta.
Next, by inserting (2.7) into (2.6), and by requiring that the resulting condition holds for every choice of JT 0 , we obtain the set of equations
In ( where the x u ' k) are to be determined along with the q' by means of a thorough analysis of the comptability between (2.1) and (2.2). The conditions to be satisfied by n {l ' k) and q' can be readily obtained through a slight modification of the approach shown above.
Constrained models reducible to systems of ODEs
Owing to the analysis worked out in the previous section, when the number of constraint equations, which are given in (2.2), is equal to the number of field equations, which are given in (2.1), the row vectors C (i = 1,..., N) span the Euclidean space E N . Hence, in the present case, without any loss of generality, the system of equations (2.2) can be assumed in the normal form
Furthermore, compatibility of (2.1) and (3.1) requires that Q satisfies the equation
As a striking feature of the overdetermined system of equations (2.1,3.1) we prove the following statement. STATEMENT 1 System (2.1) is compatible with the set of constraint equations (3.1) if and only if it can be reduced to a system of ODEs.
Proof. Consider the variable transformation
where |VF| ¥^ 0, F being determined later on. Under the action of (3.3), the set of equations (2.1,3.1) becomes V + H(r t V\V = $(r t V\ C, 41
By choosing F as a solution of the equation Therefore, requiring the consistency of (2.1) and (3.1) is tantamount to requiring the compatibility of (3.9) and (3.10); that is, the condition S, = 0 (3.11) must be fulfilled. Hence (3.9) represents a system of ODEs for the field variable . V{t). D It is possible to characterize 'nonclassical' similarity solutions [9, 31] to hyperbolic PDEs along the lines of the reduction procedure outlined in Statement 1.
Actually the nonclassical group method leads to an equation of the form
T(x, t,U)U, + X(x, t,U)U x = r(x, t, U)
(3.12)
being appended to (2.1) and later to requiring the invariance of the resulting overdetermined system with respect to the infinitesimal one-parameter (v) Lie-group of transformations
However, if (3.12) is regarded as a set of N constraint equations, then upon elimination of U, from (2.1) and (3.12) we can obtain
If X/T is an eigenvalue of matrix A then only M < N of the equations given in (3.14) are independent, whereas if X/T is not an eigenvalue of matrix A then the system of equations in (3.14) can be cast in the normal form of (3.1) so that Statement 1 holds. Therefore, it is fairly obvious in the latter case that the solutions one obtains by requiring the compatibility of (2.1) with the set of constraint equations (3.14) are 'nonclassical' similarity solutions. Finally, a remark is in order about homogeneous and autonomous hyperbolic systems of first-order PDEs in the form
It is well known (see for example, [5, 23] ) that system (3.15) admits the 'simple wave' solution
where A is an eigenvalue of A of multiplicity /u. 5= 1. Here we show that the class of solutions (3.15) to (3.16) can be recovered by appending to the model in question the very special differential constraint (3.17) where the dS y) are the right eigenvectors of A corresponding to A. Actually, the 77 r are determined by compatibility condition (3.2), which in the present case becomes r = o, (3.18) where y = 1,..., /x. Owing to (3.17), system (3.15) takes the form U, + XU X = Q, (3.19) which provides the solution (3.16).
Rate-type materials
In accordance with the analysis used in previous sections our attention will focus on a model describing the behaviour of materials for which rate-type constitutive laws are assumed. Consider the system of field equations
where <f>(t, e, v) and ifi{t, e, v) are material-response functions. Under the assumption <f>>0, system (4.1-4.3) is hyperbolic. If this model is taken to characterize a viscoelastic medium, u is the Lagrangian velocity, e is the strain, and v is the stress; moreover, <p and i / > measure, respectively, the instantaneous and noninstantaneous response of the material to an increment of the stress [12] . This seems to be relevant in the mathematical modelling of the behaviour of some metals and polymers [3, 10, 12] . Several papers have been devoted to the investigation of system (4.1-4.3) either within the framework of Lie-group analysis [1, 11, 14, 15] or within reduction procedures [19, 26, 27] . The eigenvalues (characteristic wave speeds) of the matrix 0 0-1 -10 0 -</ > 0 0. 
where p and q must be determined by satisfying conditions (2.8-2.10). A remark is in order on this matter. In general, it cannot be expected that the overdetermined system of equations resulting from (2.8-2.10) can be integrated for any function <f> or i/» involved in (4.3). Hence, as is usual with reduction approaches aimed at getting exact solutions to governing systems of PDEs, special classes of material-response functions <f> and \\i (model constitutive laws) must be selected, which allow for integration of the set of conditions under interest. Along these lines, we will now consider below two cases of constraint equations belonging to class (4.7) and/or (4.8). Here we concentrate on special classes of material-response functions </ > and i/f which allow (4.9-4.11) to be satisfied. Actually, for materials characterized by model constitutive laws in the form
•/,= -£, (4.13) the solution p = 0 holds for (4.9-4.11). In passing, note that the instantaneousresponse function (4.12) makes the governing system (4.1-4.3) completely exceptional [4, 16, 24] ; that is, for such a model, a weak discontinuity wave never evolves into a nonlinear shock after a finite time has elapsed. For the exact solutions of (4.1-4.3) in the present case, after taking into account (4.12) in the integration of (4.7), it is easy to ascertain that v and e must obey the relationship <j>(t,e,v) = c 2 , (4.14)
where c is a constant. Owing to (4.14), the corresponding solutions of the field equations (4. The set of equations (4.23) is satisfied by Assume that the initial data (4.34) hold in a semi-infinite bar for which <f> = <f> 0 = constant, where u 0 , v 0 , a, /3, and n are constants and A o = -/0 OFrom (4.34), the functions / and g in (4.28) and (4.29) are given by
so condition (4.31) requires that K takes the form Therefore, for the model characterized by the response functions <f> = (j> 0 = constant and 0t -H(v), (4.37) the solution obtained from (4.28), (4.29) , and (4.30) is given by
The parametrical law (4.37) provides an explicit form for the response function ip for n = 1, 2, 4. Figure 1 plots the strain e against the coordinate x for four different times. Two separate pulses can be distinguished: one is localized at x = 0, while the other travels along the bar without any distortion or dissipation. Figures 2 and 3 are graphs of, respectively, the (t, e)-plane and the (t, u)-plane for four different values of x, while Fig. 4 plots u against x at four different fixed times. while K is not subject to any restriction-in the sense that relations (4.41) hold for any response function i/» defined by (4.25) and (4.27) .
The special form (4.42) of the material-response function <f> allows relation (4.28) to fit in with condition (4.39). Furthermore, we remark that functions f[x) and g(x) obeying the condition (4.31) can be specified subsequently by prescribing the initial conditions. An example of an initial-boundary-value problem which can be explicitly solved is shown below by assuming in ( Stress profiles resulting from (4.47) with 0 < S < 1 are shown in Figs. 5 and 6. Note that the stress increases continuously near the fixed end. Far from the origin the material relaxes; that is, the stress decreases. Such behaviours are in accordance with the stress profiles reported in [12] (see also the references quoted therein). 
Conclusions
Appending constraint equations in continuum mechanics to a system of balance laws requires that the solutions of the governing model must belong to a given class. This is the main idea of the present investigation, which aimed to develop a systematic reduction approach for the determination of particular classes of solutions to quasilinear hyperbolic nonautonomous systems given in (2.1) by introducing the set of auxiliary equations given in (2.2).
However, the auxiliary equations considered here are different from the constraint equations of continuum mechanics because they are not strictly expected to have a physical meaning, but rather they represent a means of constructing an algorithmic process for determining exact solutions to systems of field equations of relevant interest in nonlinear wave propagation. Moreover, it has already been noted elsewhere [32, 33] that looking for classes of exact solutions to PDEs by means of well-established techniques-such as group methods or separation of variables-is tantamount to endowing the mathematical model with a suitable set of compatible constraint equations.
We developed our analysis along rather general lines because we did not make any particular a priori assumption about the form of the constraint equations in (2.2). Owing to the hyperbolicity of the basic system (2.1), a compatibility argument permitted us to characterize the most general class of auxiliary equations (2.2) which can be appended to (2.1). Furthermore, the exact solutions which are sought can be obtained by the subsequent integration of the resulting overdetermined and consistent system of equations which is to be satisfied by the field variables.
Within the present theoretical framework, the case when the number of constraints is equal to the number of governing equations (that is, N = M) was also taken into account in Section 3. The reduction approach used led to the 'nonclassical' group method of finding exact solutions to PDEs [9] ; moreover, for a very special choice of the constraint equations, the well-known simple wave solutions [23] to hyperbolic models were recovered. We remark that the case N = M considered in Section 3 is of no interest in the theory of hyperbolic wave propagation. Actually Therefore, as is well known [2, 8] , the role that the differential constraints (2.2) play in the theory of wave propagation is that they forbid those waves for which condition (5.3) is violated. Of course, there is no propagation at all when N = M. The system of equations (4.1-4.3) describing rate-type media was analysed in Section 2. For simplicity, our attention was concentrated on some cases of one constraint equation appended to the governing system (2.1). Since solutions involving free functions were obtained, several classes of initial-and/or boundaryvalue problems were solved.
