We tighten the sample complexity of empirical risk minimization (ERM) associated with a class of generalized linear models that include linear and logistic regression. In particular, we conclude that ERM attains the optimal sample complexity for linear regression. Our analysis relies on a new notion of stability, called preconditioned stability, which may be of independent interest.
Introduction
Consider the problem of minimizing the risk associated with linear regression with respect to the square loss, namely, approximately solving the following optimization problem:
where W " tw P R d : }w} ď Bu, D is a distribution over XˆY, X " tx P R d : }x} ď 1u and Y " ty P R : |y| ď Bu. We denote by w ‹ the optimum of (1) . A learning algorithm A receives as an input a training sequence of n i.i.d. samples, S " ppx i , y in i"1 " D n , and outputs a predictor, ApSq P W. The suboptimality (a.k.a. excess risk) of A is defined by LpApSqq´Lpw ‹ q and the sample complexity of A, denoted n A pǫq, is the minimal size, n, for which the expected sub-optimality of A is at most ǫ. The sample complexity of linear regression, denoted npǫq, is the minimal sample complexity attained by any algorithm.
Recently, [18] proved the lower bound
Furthermore, [18] mentions that by combining online-to-batch conversions ( [8, 14] ) with the Online Mirror Descent algorithm and the Vovk-Azoury-Warmuth algorithm ( [1, 8, 21] ), the School of Computer Science, The Hebrew University, Jerusalem, Isreal : School of Computer Science, The Hebrew University, Jerusalem, Isreal terms B 4 {ǫ 2 (see [19] ) and B 2 d{ǫ are respectively attained. In this paper we show that the vanilla Empirical Risk Minimization algorithm is optimal, namely,
Overview of our techniques
The upper bound n ERM " O´B 4 ǫ 2¯f ollows from standard Rademacher complexity analysis for linear predictors (e.g., by combining Lemma 26.9 and Lemma 26.10 in [16] ). We use stability analysis ( [11, 6, 17] ) in order to prove the upper bound n ERM " O´B 2 d ǫ¯. The key observation in our analysis is that the notion of average stability is invariant to preconditioning, where the preconditioning matrix may depend on the actual training sequence. Let us briefly explain this idea.
Given a training sequence S " ppx i , y in i"1 , the ERM algorithm returns the vectorŵ that minimizes the empirical risk, i.e., w " arg min
For every i P rns we denote byŵ i the minimizer of the risk w.r.t. Sztpx i , y i qu, namely,
The average stability of the ERM is defined as
It is easy to show (see Lemma 1) that the expected suboptimality of the ERM algorithm is upper bounded by the expected value of ∆pSq. Naturally, the next step of the analysis is to derive an upper bound on ∆pSq. As we shall see later (Lemma 2), a key quantity that governs ∆pSq is the condition number of the matrix 1 n ř n i"1 x i x J i . Now, let P be a symmetric positive definite matrix, S P be the training set obtained by replacing every x j withx j " P´1 {2 x j , andW " P 1{2 W. Consider the empirical risk minimization w.r.t. S P over the domainW. Note that for every w andw :" P 1{2 w we have that w P W iffw PW and for every j P rns, w J x j "w Jx j . Consequently, ∆pS P q " ∆pSq. In other words, we can analyze the stability of S P instead of the stability of S. Crucially, this is true for every P , even one that is chosen based on S. Therefore, the expected suboptimality is upper bounded by the expected value of the quantity, inf P ą0 ∆pS P q, which we refer to as the preconditioned average stability. Equipped with this observation, we choose P that leads to a minimal condition number, and consequently obtain a tighter bound on the excess risk.
The rest of the paper is organized as follows. In Section 2 we present the more general class of generalized linear models that include both linear and logistic regression and review the basic definitions. In Section 3 we extend our main result to this class and discuss related work. In Section 4 we formulate the notion of preconditioned stability and provide a one-page proof of the main result. We conclude in Section 5.
Setup
We consider the problem of minimizing the risk associated with a generalized linear model of the following form: min
where W is a convex and closed domain in R d , D is an arbitrary probability distribution defined over a set XˆY Ď R dˆR and each element y P Y induces a loss function of the form φ y : R Ñ R`. We assume that for each y P Y, φ y is ρ-Lipschitz (i.e., |φ 1 y pzq| ď ρ for all z) and α-strongly convex (i.e., φ 2 y pzq ě α for all z). Two important members of this model are linear and logistic regression. More precisely, we will consider the following standard formulations of these problems (e.g., [18, 10] ):
Logistic Regression:
The empirical risk function,L : W Ñ R, is defined aŝ
We denote the minimizer 1 of the empirical risk byŵpSq, or simplyŵ when S is understood from the context. The excess risk ofŵ is defined by Lpŵq´Lpw ‹ q, where w ‹ " arg min wPW Lpwq is the minimizer of the risk.
Main results and related work
Both the notation introduced in Section 1 and the observation that the expected excess risk of any ERM algorithm is dominated by the expected preconditioned average stability remain valid for the general class introduced in (3). This immediately yields an upper bound on the sample complexity 2 .
Theorem 1 Consider the optimization problem (3), where for all y P Y, φ y is ρ-Lipschitz and α-strongly convex. The expected excess risk of empirical risk minimization is bounded by
Therefore,
Results for Linear Regression
Corollary 1 The sample complexity of linear regression (4) w.r.t. the squared loss is at most
Combining this bound with earlier work discussed in Section 1 leads to the conclusion in (2).
Results for Logistic Regression
Corollary 2 The sample complexity of logistic regression (5) is at most
For comparison, using Rademacher complexity bounds ([4]), we obtain the upper bound 4B 2 ǫ 2 on the sample complexity (e.g., using Lemma 26.9 and 26.10 in [16] ). This rate is often considered as slower than (7) due to the worse dependence on ǫ (however, it is superior to (7) if exppBqd " ωp1{ǫq). The lower bound Ω`min B ǫ 2 , exppBq (˘o f [10] and the lower bound of [14] show that both the exponential dependence of our bound on B and the dependence on d{ǫ are unavoidable.
As mentioned previously, our upper bound was attained before by different algorithms (e.g., combining the ONS algorithm with an online-to-batch conversion). The contribution is to show that the bound holds for the vanilla ERM algorithm.
Related Work

Stability analysis and regularization
Standard techniques for obtaining bounds on the sample complexity (e.g., via uniform convergence bounds ( [20, 5, 16] )) usually yield rates that scale quadratically with 1{ǫ. We resort to stability analysis in order to obtain faster rates that depend only linearly with 1{ǫ. As we show below, standard arguments from stability analysis can be used to derive a bound that depends linearly both on 1{ǫ and the condition number of the empirical correlation matrix (see Lemma 2) . However, the appealing dependence on 1{ǫ is worthless if the condition number is extremely large. Indeed, a common empirical observation is that the spectrum of the correlation matrix of (high-dimensional) machine learning problems tends to decay very fast and consequently, the condition number becomes huge.
A standard approach for tackling this problem is to add a regularization term, λRpwq, toL, where R is 1-strongly convex (the standard choice is Rpwq " }w} 2 ). As a result, the strong convexity is increased and the condition number is decreased. However, the regularization introduces a bias, and by controlling the so-called fitting-stability-trade-off (namely, by tunning λ), we obtain bounds that scale with 1{ǫ 2 (see [16] [Section 13.4]), i.e., we obtain a slow rate.
One of the main messages of this paper is that (at least from statistical point of view), regularization is not needed. Namely, in our refined analysis, the dependence on the (original) condition number is replaced by the dependence on the optimal condition number that is obtained by preconditioning.
Fast Rates for Exp-concave functions
The work mostly related to our contribution is the recent result of [13] , who studied the sample complexity associated with the risk F pwq " Erf pw, Zqs, where for any z, f p¨, zq is β-smooth 3 andᾱ-exp-concave function ( [12] ). A twice-continuously differentiable function f : W Ñ R is said to beᾱ-exp-concave if ∇ 2 f pwq ľᾱ∇f pwq∇f pwq J for all w P W. Note that for a risk that has the form (3), the exp-concavity parameterᾱ is equal to the ratio α{ρ 2 (it should be emphasized that all the known exp-concave functions in machine learning are of the form (3)).
Informally, exp-concavity can be seen as a local and weaker form of strong convexity. Indeed, the Online Newton Step (ONS) of [9] , which has been designed for online minimization of exp-concave functions, achieves improved (logarithmic) regret bounds that resemble the regret bounds for strongly convex functions ( [9] ). The online-to-batch analysis of [14] yields a bound on the sample complexity that coincides with our bounds for the special cases of linear regression and logistic regression.
The main shortcoming of the ONS algorithm is that it employs expensive iterations (the runtime per iteration scales at least quadratically with d). Hence, it is natural to ask whether there exist simpler algorithms that achieve fast rates (i.e., bounds that scale linearly with 1{ǫ rather than quadratically). This question was answered affirmatively by [13] who established fast rates for any algorithm that minimizes the regularized riskLpwq`1 n Rpwq, where Rpwq is assumed to be a 1-strongly convex function (e.g., one can set Rpwq " 1 2 }w} 2 ). While exp-concavity is weaker than strong convexity, [13] [section 4.2] interprets exp-concavity as strong convexity in the (local) norm induced by the outer products of the gradients and the regularization term. In other words, the problem is well-conditioned with respect to this local norm.
The above interpretation of [13] inspired us to make one step forward and directly show that regularization is not required as long as a related (preconditioned) problem is well conditioned. Besides the obvious importance of showing the insignificance of regularization in this context, we believe that the notion of preconditioned stability and its relation to the sample complexity make these ideas more transparent and simplify the proofs.
The upper bound of [13] on the sample complexity scales (at least) with 24βd αǫ " 24βdρ 2 αǫ . Note that our analysis does not assume smoothness of the loss. This resolves the question raised by [13] regarding the necessity of the smoothness assumption (note that for both linear and logistic regression, the smoothness is at most 1, making our bounds identical to the bounds of [13] for those two special cases).
Data-dependent faster rates
While our faster rates hold in a worst-case setting, another plausible approach is to derive data-dependent bounds. For example, in [19] , Rademacher complexity bounds were used to obtain faster rates under low-noise assumptions. Namely, since both the square loss and the logistic loss are 1-smooth, the results of [19] imply a bound of
on the sample complexity of both problems. Low-noise assumptions were also used to derive faster rates for both linear and logistic regression in [3] . Last, for logistic loss, a convergence rate of O´B 4 µ ‹ ǫ¯w as proved 4 in [2] , where µ ‹ is the minimal eigenvalue of the Hessian at w ‹ .
Preconditioned Stability
In this section we provide a proof of Theorem 1. First, we relate the expected excess risk to the expected average stability. Second, we define and relate the condition number to the average stability. Last, our earlier important observation that the average stability is invariant to preconditioning will be used to conclude the theorem. The first two parts are extracted from existing literature. For completeness, the corresponding proofs are provided in the appendix.
Lemma 1
We proceed to derive an upper bound on the average stability. Fix a training sequence S " ppx i , y in i"1 . We denote the empirical correlation matrix byĈ :"ĈpSq "
where trpĈq is the trace ofĈ and λ min pĈq is the smallest nonzero eigenvalue ofĈ.
Lemma 2 If for all y P Y, φ y is ρ-Lipschitz and α-strongly convex then for every training sequence S, ∆pSq ď 2ρ 2 α n κpĈq .
We proceed to the last part of the proof. Recall that the preconditioned average stability, inf P ą0 ∆pS P q, is equal to the average stability, ∆pSq. Note that for every P ą 0, the empirical correlation matrix that corresponds to the preconditioned training sequence, S P , is 1 n
WhenĈ is of full rank, by choosing P "Ĉ, we obtain that κpP´1 {2Ĉ P´1 {2 q " d. IfĈ is not of full rank, we can add arbitrary "noise" in directions that do not lie in the column space ofĈ. For example, by choosing P "Ĉ`δpI´ĈĈ : q, (where δ can be any positive scalar), we obtain that κpP´1 {2Ĉ P´1 {2 q " rankpĈq ď d. It is easy to see that in both cases, we obtain the minimal value of κpP´1 {2Ĉ P´1 {2 q over all matrices P ą 0. The proof of Theorem 1 follows immediately: Proof (of Theorem 1) Combining Lemma 1 and Lemma 2 with the fact that ∆pSq " inf P ą0 ∆pS P q for all S, we obtain E S"D n´1 rLpŵqs´Lpw ‹ q ď E S"D n r∆pSqs " E S"D n r inf P ą0
∆pS P qs ď 2ρ 2 αn¨d .
Discussion
We introduced the notion of preconditioned stability and used it for tightening the sample complexity of empirical risk minimization (ERM) associated with a class of generalized linear models. As discussed in [13] , an issue left open is to obtain high-probability bounds that scale linearly with 1{ǫ and logarithmically 5 with 1{δ. Another interesting direction is to use (preconditioned) stability in order to obtain bounds that interpolate between the separable case (in which Lpw ‹ q " 0) and the general agnostic case. 5 As mentioned in [13] , it is easy to obtain bounds that scale with 1{pǫδq (by using Markov's inequality) or logp1{δqpolypBq{ǫ 2 (by using standard amplification techniques).
Note that ifĈ is not of full rank, we can replace each vector x P R d with U J x, where the columns of U form an orthonormal basis for spanptx 1 , . . . , x n uq, without affectinĝ ∆,∆ 1 , . . . ,∆ n (this modification is only for the sake of the analysis). As a result, the new correlation matrix is of full rank and its eigenvalues are λ 1 pĈq, . . . , λ min pĈq. Repeating the above arguments, we conclude the proof.
