Abstract. The exact a.s. behavior of any linear functional Z" • a of a supercritical positively regular p-type (1 < p < oo) Galton-Watson process {Z"} is found under a second moment hypothesis. The main new results are of iterated logarithm type, with normalizing constants depending on the decomposition of a according to the Jordan canonical form of the offspring mean matrix.
Introduction. Consider a ^-dimensional Galton-Watson process [Zn]
= {Zn(l) • ' • Zn(p)}. We introduce as briefly as possible the basic parameters and refer to Athreya and Ney [6, Chapter V] for additional background material. Let 5" be the set of individuals of the nth generation and, whenever k G Sn, let Uk be the offspring vector produced by k so that Z"+1= 2 Uk, n = 0,1,2,.... ke% Specific assumptions on $0 are usually not relevant, but, whenever needed, we let P', £', Var', etc., refer to the case where 50 consists of one individual of type i. Letting g"+1 = o(Uk;k G im;m < n) we see that Z"+, is g"+1-measurable and the basic branching property states that, for fixed n, the Uk, k G í", are independent conditioned upon gn with P(UkEA\^n) = P'(ZxEA) (1.1) limp""^ -Wv and that {W > 0} coincides with the set {Zn ^ 0 for all n) of nonextinction under mild moment conditions. In fact, our basic assumption (1.2) E'lZifKao, i = l,...,p, is more than sufficient for this.
The problem with which we are concerned is this. Given any /> vector a such that v • a = 0, we want to describe the asymptotic behavior of the linear functional Z" • a in a manner more precise than the estimate Zn • a = o(p") provided by (1.1). In order to indicate the results of the literature (Kesten and Stigum [12] ; Athreya [3] , [4], [5] ) and state our own, we must introduce the Jordan canonical form of M. We have here given a set of (possibly complex) vectors « •; v = I,...,?,j -I,...,j(v) and to each v an eigenvalue p", such that If X > p, one can exhibit a sequence {Hn} of r.v. such that (1.6) Hm {a-"«-(7-1)Z" • a -Hn} = 0.
If X < p, it is easily seen that a2 given by (') All relations between random variables (r.v.) are understood to hold almost surely.
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n p exists and that, except for special cases where a2 = 0, 0<a2<oo. Then it is known that (L8) ^Kt/z'.l?2*^'*0)'*™ifx2<p'
Here, as usual, <è(y) = (2v)~1/2Jy_aoe\p( -z2/2)dz. The normalizing constant Z" • u behaves, of course, like p"W.
In (1.6), the explicit expressions for the Hn show that limji/j < co always, and it can also be seen that, except for special cases, lim"|//"| i= 0. Thus the question of a.s. behavior is essentially settled by (1.6) if A2 > p, while the information provided by (1.8), (1.9) is much more limited. The complete answer is here provided by our main result: Theorem 1. Suppose X2 < p, o2 > 0 and let (2o2Zn-ulognf2 ifX2<p, (2o2Zn ■ u n2*-'log log n)X/2 ifX2 = p.
C, n
Then on {W > 0}, lE^Lf-l, lim%^ = -l.
As will be seen, not only are the normalizing constants not the same when X2 < p and X2 -p, but the proofs are also entirely different. The case X2 = p is, as in the proofs of the central limit theorems in the literature, the more complicated. In the case X2 < p Theorem 1 is derived with relative ease from This result has other applications as well. For example, Heyde's iterated logarithm law for the one-type Galton-Watson process [10] and, more generally, results on the rate of convergence in (1.6) can easily be derived. We discuss this in more detail in §4, where some further generalizations are also studied, namely to continuous time and more general processes, like branching diffusions. Also some a.s. limit statements along the lines of the author [1] are given for infinite variance.
2. Proofs of Proposition 1 and Theorem 1, X < p. In order to avoid making trivial exceptions on the set of extinction, we assume from now on that P(W"> 0) = 1. Also, the proofs of the lim and the hm parts of the results are always similar and we treat only lim . In contrast, the proofs of lim Proof. It is well known that 1 -$(y) ^(27r)_1/2exp(-y2/2)/.y as y -> oo (2) . Therefore for y > 1,
and the conditional Borel-Cantelli lemma gives lim Tn/(2 log n)1//2 < y1/2. The fact that one need not require Tn to be gn+1-measurable is not in most standard textbooks and we refer to Meyer [15, p. 9] . As y -» 1, (2.2) follows.
In the same way we get for y < 1, (2) c^ means throughout that the ratio is one in the limit.
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Therefore r~3Zn(i) = 0(p~n/2), and (2.1) follows from 2 p-n/2Lpn/2y3dFiW = Cy'2p~"/2i(y<pn/2)dF'(y)
= ¡^/0(y~x)dFi(y) = f™ 0(y2)dFi(y) < oo. Noting that \Zn(i)\ = 0(p") and that
it suffices for both assertions of (2.4) that and apply the central limit theory for martingales to the martingale (3.3) indexed by the total set of particles k rather than the one indexed by the generation number n as in (2.7). We remark in this connection that this approach leads to proofs of (1.9) which seem more striaghtforward than those of the literature, but we shall not give the details here. Whenever pv, p are complex conjugates, pv = p^, we can assume uvj -ü j,j = I, . VafZn-Mra = 0(pn+r n2y~x r2y~2),
To obtain the estimate corresponding to (2.1), we use a classical result of Levy [14, p. 243] . [14] does not apply directly to (3.1); some modifications are needed. We let rn = \Z0\ + ••• + \Zn\ and assume the wth generation repre-sented as the k E N such that rn_x < k < t" . This inequality is always assumed valid whenever k and n vary together. For (3.2), let n(i) = t(i -1), while for (3.1) we choose n(i) such that, defining A(/) = t(i) -n(i), we have n(i) °° Kin • Mma\2 (3.4) a(01 oo, lim |j = 0, 2 E ffi^, < -o. This is possible by Lemma 5. Further, suppose we have defined on our probability space r.v. Bki, which are mutually independent and independent of the branching process', with P(Bki = 1) = P(Bk¡i = -1) = 2 and let Ak4 -*«v -%)2i%) = mttf -£,1%).
Ti(M)<*<T/(/)
In the same way as in (3.7) one can check that Aki = 0(1), and it follows that where w2 = supra2(brj)/o2 < oo, u = hn^-sup^^H/rf/).
Proof. Expanding Mra as in Lemma 4, the r.h.s. of (3.9) is bounded by Proof. It is clear that the proof for X2 = p, more precisely the way to bound Zt • a when t(i -1) < t < /(/), works equally well in continuous time. A similar argument yields lim, < 1 when X < p (which is, of course, the only problem since lim, >lim" = 1): Since Ms is one-one for any s and {Aff_1a}0<J<6 is relatively compact, we get
As 8 i 0, the r.h.s. tends to one. D
Returning to discrete time, we state some results for infinite variance, more precisely in terms of the condition (4.1) E'\ZX • afß < oo, i -1.p with \ < ß < 1.
Except for special cases, (4.1) is, of course, equivalent to the condition that the (l//3)th offspring moment be finite. The proofs of Theorem 3 and (i), (ii), (iii) of Theorem 4 are in the spirit of the author's paper [1] and the proof of the Marcinkiewicz-Zygmund law of large numbers as given in Neveu [16, pp. 152-155] . Some modifications are needed, but we omit the details. Part (ii) of Theorem 4 was noted at least implicitly by Kesten and Stigum [12] . If pv -p, W* = W, (4.2) may be seen as the multitype analogue of a result of Hey de ( [10] ; also see Hey de and Leslie [11] and Leslie [13] ). (4.2) is also similar in form to iterated logarithm laws for tail sums of independent r.v. (see Barbour [7] and Chow and Teicher [8] ). We give the Proof of (4. Letting « -» oo yields liman > -p lprv + oja. As r t oo, it follows that ïima" > -0 + 1. D (4.2) leads naturally to ask for the general behavior of the remainder term £" = Zn-a-Xnn~*-xHn in (1.6). Let ax = 2(a) u*j[a]u"j, a2 = a -ax, 8n = Zn-ax-XV'^Hŵ here 2 extend over the v, j such that \pv\ = X,j = y. Then en = Sn + Zn-a2 and one can prove that 8n obeys the law of the iterated logarithm with normalizing constants Cn = (2a2Zn • u n2"a'2logn) ' .
Comparing Cn to the magnitude of Zn-a2, it follows that the behavior of en is that of Z" • a2 if either X(a2)2 > p, in which case we have a limit theorem of type (1.6), or if X(a2) = p, y(a2) > y(a), where we get an iterated logarithm law with normalizing constants (2o2Zn-u n2y(a2)~x log log n)x/2.
Otherwise e" behaves like Sn and we get an iterated logarithm law with normalizing constants Cn.
Finally, we would like to mention that all probabilistic considerations of the present paper carry over essentially unchanged to more general processes like branching diffusions; see, e.g., Asmussen and Hering [2] , Some problems come up, however, in the algebra; e.g., in some of the proofs we have expanded in a finite set of basis vectors and also the whole question of the existence and properties of a suitable Jordan canonical form is more involved. For a simple example of the spectral properties of branching diffusions, we refer to [2] , and for a more comprehensive treatment, to Hering [9] .
