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1ère partie SOFTWARE - TABLES DE DECISION 
ET EQUATIONS LOGIQUES 
Introduction 
Un grand nombre d e problè me s rencontrés dans la pratique ont des données d e 
n ature bivalant e et donc transposables immédiatement en table de d écision. 
binaire . D' autres problèmes· dont les données sont exprimée s en logig.ue poly-
v a l ente pourraient aisément se ramener au c as classique bina.ire. L 'enorme 
inconvénient de cette transposition réside dans le fait que l'on ac c roit consi -
dérablement le nombre d es variables . Il serait donc intéressant de considérer 
directement le c as des· tables de décision exprim ée s en logique polyvalente. 
D' autre part; certains problè mes, par l eur énoncé , sont plus aisément trans-
posables en équ ations logiques . O n pourra donc, tout en gardant l es avantages 
que procurent l es tables de décision, éviter l eurs désavantages , à savoir les 
difficultés de l eur é l aboration . Mais ces derni ère s deviennent d ifficilement 
utilisables lorsque le nombre des variables devient important . Les équations 
logiques évitent cet inconvénient en s upprimant automatique ment un grand nombr 
d e c as représentant l es in.compatibilités logiques soit entre variables (condition 
soit entre décisions. Le équations logiques permettront donc de construire un 
table la plus petite possible . 
1. 1. Mise en oeuvre d 'un probl ' me sous forme de table. 
Une table de déci sion comporte t oujours deux parties une partie 
CONDITION et une partie DECISION . Le s colonne s verticales de 
la table représentent les règles, c 'est - à.-dire une combinaison de 
conditions suivie des d.écisi~ns correspondante s . 
REGLES--• 1 2 3 
CONDIT IONS 
DECIS IONS 
Nous envi sagerons d ans ce qui suit, uniquement l e cas des t a bles de 
d éc i sions c ombinatoires, c'est-à-dire celles pour lesquelles l'ordre 
dans l equel le s conditions s ont examinées n 'influe pas sur les décisions 
prises. 
a ) T able bivalente ou polyvalente . 
Une table de décision peut s 'exprimer sous différentes formes 
-
la t a ble T -1 est une t abl e de nature binaire (bivalente) 
"2 If 
" l " 
"O" 
signifiant que la condition est présente 
signifiant que la condition est absente 
signifiant que la condition est i~différente, c'est- à-dire 
qu' elle n 'influe pas sur les décisions à prendre pou r la 





Pou1· un e décision, 11 l II signifie qu'elle doit êti·e cxécutie, 11 0" 
qu'elle doi.t être ignorée. 
REGLES---~ I Il lll IV 
El -· Police cat~gorie sup<2r. 2 0 0 1 
E 2 = No accident IA 
' 
2 1 2 0 
E3 -- Ancienneté >B 2 l 1 2 
--
s 1 Prime 1 0 1 0 
s2 Ristourne 
5 Of /0 0 0 0 1 
S3 Ristourne 10 % 1 0 1 0 
T-1 
- l a table T-2 est une t a ble poly valente , c ' est-à-dir0. qu'une con -
dition (une décision ) peut prendr e un cci-tain nomhrc clc vo.l c tl"CS 
compri ses entre 1 et 9 , O représent.:.mt ln condition in.cliff ércnt 
REGLES- ;i Il lll lV V VI Vll vm j~~ X XI . 1 Xll XJII i X: l V 
Ty-pc de livre (A) 
(J) Edition d e lux e 0 0 0 0 1 1 1 l 1 1 2 2 3 3 AU" ( 2) Edition n o rm .-:i l 
(3) Livre de- poch e 
Catér,orie de cli Cllt (B) 
(1) D.S ta il 
1 
( 2) Adminis tratio n 
( 3) RcprésC'n t a nt éclition lu xe l 1 2 2 3 3 3 r.· 5 5 4 4 4 4 ' :) (4) R e p1· ,~ scntimt t<lition 
normale- poch e 
(5) Et 1·nnger 
1 
Montant de ln commande en F · 
(J) Moin s d e 10, 0U (C) 
- -( 2) Moins cl c 500 , 00 4 4 4 4 2 3 4 4 I, 1 4 4 4 L1 ' (3) Moin s de JOi:J0 ,00 
(/.) Pl us de 1000 , 00 





Récl11cti0n ( R) ' 
(J) 0 ~-/o 
( 2) l.O ~; 1 (3) 20 ~.: 2 2 3 2 3 3 2 3 2 2 3 1 
2 E rre 
:-
Frais d'envoi ( E) 
(J) Non 1 ] ] 1 2 2 1 2 2 2 1 1 1 1 " ( 2) Oui - . 
Mode clc p;i kmcnt CP) Î 
(l) Co111pt,1 nt 
1 2 3 3 3 3 3 2 3 2 2 2 2 2 C:t ) 30 jour s 




Dan.~cette table figurent d e s valeurs complexes . Par exemple 
C = 4 signifie que C peut prendre les valeurs 1, 2 ou 3 . 
b) Table limité e ou étendue. 
u. 
- La table T -3 est d it e 11 étendue 11 car pou r décr ire le s_ c ond iti ons (ou IE 
d écisions), on trouve des opérateurs (signes, . . , . .. ) et des opérande 
de valeurs décimales ou symboliques (lettres, .. . .. ) . Cette dernièn 
peut être traduite de telle sorte qu 'elle ne contienne plus que des 
, expressions standards binaires . Elle devient alors une table 
,"limitée" d ans l'expression du langage. P ar rapport à l a table T -3, 
elle se caractérise non seulement par une multiplicati on du nombre 
de lignes, mai s égal ement du nombre de colonnes . 
Cependant, elle peut également être transpos ée en tabl e polyvalente 
(dont la table binaire n'est qu 'un cas particulier) sans pour autant 
accroftre les dimensions de c elle - ci . 













5 i 10 ,) 10 
<_6 >6 (8 ;p 8 
P2 p2 F\ P3 
R2 0 R3 0 
T-3 
Comme nous l ' avons vu, les tables de décision, à caractère combina -
t oire , utilis ées pour l 'an .r1 lyse d 'un software ne comportent rien de 
plus que l es combinaisons associées "entrée- sortie" enregistrées 
dans un ordre que lconque. 
Ces table s permettent, comme nous le verron s dans l a suite par un 
e xemple : 
- de générer . une programmation automatique de l'organigra mme 
représenté. par la table ; 
- d e présenter à l ' analyste ou au responsabl e, · une synthèse claire 
et précise du problème ; 
- d 'optimahser l e trai tement en machine . . 
c ) Table complè t e . 
Il reste encore une distinction importante à faire : 
Une table est compl~te lorsque le nombre de r ègles de la table correspc 
au nombre de cas envisag~s . Ainsi, dans la table T -4, il y a 10 cas 





r I .II III IV ·v . VI . VII V III IX X X1 
C 1 . (1) noir (2) galvanisé 1 1 . 1 1 1 2 2 2 2 2 F 
C 2 .. (1) simple longueur 
. 1 . 1 .. 1 2 .. 2 . 1. 1 ' :i 1 2 F (2) double longueur 
C 3 . ( 1) bout lisse (2) fileté 
(3) fileté avec raccord 1 2 3 3 3 1 2 3 
•· 
3 4 F (4) fileté avec extrémité 
C 4 . (1) faible ·épaisseur ' ' 
(3) forte épaisseur 1 2 2 2 3 2 2 2 2 2 F 
(2) épaisseur normale 
CS . (1) non huilé (2) huilé 1 2 2 2 2 1 1 .1 l 1 F 
: 
C 6 . (1) soudé (2) semi - étir é 1 2 2 3 3 1 2 2 3 3 F (3) étiré 
C 7 . (1) 1" ( 2) 1 1/ 2 " 
(3) 2" (4) 2 1/2" 3 4 4 5 5 1 1 2 2 3 F 
CS) 4" 
~ T W • 
T -4 
d) Table complètement définie . 
Une table est coJilètement définie lors que, p our chaque cas, toute s 
l es conditions et éci sions sont p arfaitement fixées . 
. ~La .table binaire T-5 ci-dessous est complètement définie . 
REGLES I II Ill IV 
C 1 1 2 1 2 
C 2 l l 2 2 
T-5 
Lorsque la table es t c omplètement d éfinie et c~mplète, le nombre de 
r ègl es est égal au produit des valence s de chaque condi t i on . 
Dans le cas idéal où l es paramètres sont binaires et l e nombre de 
c onditions est n, le nombre de cas sera 2 n . . . 
Voyons maintenant, à l' aide d 'un exemple, quels sont l es avantages 
résultant de la transposition d'un problème sous forme de t able . 






Cette table se lit de la mamere suivante : pour la règle III, 
quel que soit le type de livre, s 'il s'agit d'un client faisant 
partie de l'administration et que le montant de sa commande 
ne dépasse pas 1. 000 F, effectuer_les opérations suivantes 
1) opérer une réduction de 10 % 
2) ne pas tenir compte des frais d 'envoi , 
3) le mode de paiement doit se faire endéans les 3 mois 
Cette table comporte 14 règles . C ependant , compte_Jenu des 
valeurs indiffé rentes (0) et des valeurs complexes (4 par exemple), 
on peut c;onsidérer que le nombre total de cas posés n 'est pas 14 
mais 42 . 
La règle III regr oupe par exemple 9 cas , qui sont 
1 2 ,., 1 2 3 1 2 3 y 
2 2 2 2 2 2 2 2 2 
1 l 1 2 2 2 3 3 3 
Le nombre total de cas étant 3 x 5 x 4 = 60 cas (produits des 
valences), 18 càs sont oubliés et pourraient être soumis à 
l 'analyse si nécessaire. 
D 'autre part, la table pourrait permettre de détecter : 
• 
les cas redonQ:l.nts J c'est -à-dire les cas pour lesquels les 
conditions et les décisions sont identiques ; 
les cas impossibles pour lesquels on a des conditions identiques 
pour des décisions différentes . 
Nous voyons donc que pour certains problèmes , les t ables permett 
de simplifier et d 'assurer plus de garanties à _la solution. 
A parti.r de la table amendée, un programme optimisé au mieu 
grâce à un algorithme sera généré . D'où la grande facilit' de 
programmation pour le programmeur qui n'a plus qu'à écrire les 
conditions et les décisions, ne devant plus se soucier de l 'orga-




1. 2. Mise en oeuvre d'un programme sous forme d'équations logiques . 
Lor sque la constitution des tables devient difficile , on peut l' éviter 
en passant directement par la résolution algébrique du problème . 
Considéron s l'énoncé suivant pour lequel la procédure algébrique serà 
adoptée . 
Après l e c alcul du montant brut d 'une facture, une réduction éventuelle 
doit être c alculée . 
Les règles de ce calcul sont l es suivantes : 
si le client est de catégorie 1 (C 1), il obtient une réduction A (RA), 
s 'il transporte les marchandises par ses propre s moyens (p) ou 
si ses habitudes de paiement (h) sont bonnes ou si le montant brut 
d e la facture est supérieur à 50. 000 F (50) . Si deux de ces conditions 
sont. satisfaites, i l reçoit en plus une réduction B (RB). Si l es trois 
conditions sont satisfaites, il reçoit les réductions /\., B et C (Re)· 
- si le client n'appartient pas à la catégorie 1 (C 1), il obtient une réduc-tion A si l e montant brut de la facture est supérieur à 60. 000 F (60) et 
s 'il a transporté les _marchandises par se~ propres moyens . 
- si le client n ' es t pas de c atégorie 1 et si le montant brut n 'est pas 
supérieur à 50 . 000 F, l a carte perforée contenant les données de 
base pour la facturation est erronée. Dans ce cas, la carte doit être 
déposée dans la case D . 
L'énoncé peut ê.tre transcrit aisément en uri système d'équations, soit : 
RA == Cl (p + h + 50) + Cl . 6') . p 
RB == C ]_ [ p (h + 50) + h (p + 50) + 50 (p + h)] 
Cl lP (h + 50) + 50 h] 
R C Cl . p . .. h . 50 
- -D =C 1 .5o 
'. 
Nous pouvons également extraire du problème une équation d 'incompati-
bihté entre v ariables, soit : · 
l 1 = 50 . 60 
En effet, si l e montant brut de la facture est inférieur à 50.000 F, il ne 
peut "tre supérieur à 60 . 000 ·F. 
Si nous prenons l 'inverse d e l 1, soit Tl = 60 + 50, nous ' obtenons 
l' ensemble des cas qui ne sont pas incompatibles. De plus , en multiplian1 
chacune des 'quations RA, RB, Re et D par I 1, nous écartons automati-
quement l'ens emble des solutions incompa tibles. (D 'un point de vue en-
sembliste , c e la revie1:i.t à faire l'intersection de de'ux ensembles) . 
.. 
Nous obtenons a lors : 
RA = Cl (p . 60 + h . 60 + 50) + Cl 60 . 50 . p 
RB = Cl p h (60 . 50) + Cl . p 50 . + Cl . 50 . h 
Re c l p h 50 
- -D = c 1 60. 50 
7. 
Une fois ces cas écartés, il serait intér essant de simplifier au maximum 
chacune des équations, ce qui permettrait d 'emblé e de re jeter l es redon-
dances . · 
Ceci ne nous permet pas encore de déceler les cas oubliés . Par "oublié~ 
on pourr ait entendre, soit des c as non repris dans l ' énoncé du problème, 
soit des c as non perçus par l 'analyste lors de la transposition en équatio: 
Un proc édé s_imple pour les trouver consi ste à calcul er f = R A + RB + Re 
et à prendre f ; f représentant l' ensemble des c as existants; 
î est bien l a fonction recherchée . 
Nous verr ons également dans une ét ude ultérieure c omment rechercher 
l es incompatibilités entre équations logiques (entre d écisions). Par 
exemple, on dira que RA est incompatible avec _D si l orsque pour une 
c ombinaison de condition , D ne peut prendre en même temps que RA la 
v aleur 1 et inversément. Cette recherche est importante pour la · 
construction de la table. Elle se fera d'ailleurs à ce moment-là. 
Notons pour cet exemple qu 'au d é part de 32. cas possibles, 8 cas étaient 
invalide s (50 . 60) et ont été éliminé s, 17 cas sont examinés dans les 
équations, 7 cas resteraient donc éventuellement à analyser . 
Le table c onstruite à partir de ces équations est la tabl e T -6 . 
Cas l Il Ill IV V VI VII Vlll IX 
Cl l . 1 2 2 2 2 2 2 2 
p 0 2 1 1 1 2 , 2 2 2 
h 0 0 1 2 2 1 1 2 2 
50 1 2 2 1 2 l 2 1 2 
60 1 2 0 1 0 t 0 1 0 
RA 0 1 1 1 1 1 1 1 1 
RB 0 0 0 0 1 l 0 1 1 1 
RC ' 0 0 0 0 0 0 0 0 1 
D 1 0 0 0 0 0 0 0 0 
,f 
Nb. 4 2 2 1 2 1 2 1 2 
CélS 





C HAPITRE 1 
APERCU GENERAL DU PROBLEME. 
Çomme nous l' avons vu dans l'introduction, un problème de décision peut " 
se mettre sous de1 x formes : soit sous forme de tables de décision, soit 
sous forme d'équations lo giques de décision·. De plus, surchacune de ces 
représentation, l 'étude se fait en deux étapes . 
1. · ana l yse automatique du problème transposé suivant le cas sous forme 
cl.e table, de décision ou d' équationslogiques. 
2. génér ation automatique d 'un pr.ogrammè représentant la structure 
(l'organigramme) du problème . 
I. 1. Analyse d'un problème sous forme de table de décision . 
Les pages préc édentes laissaient entrevoir l a multiplicité de ·types 
de table . Le choix d 'une représentation s 'imposait donc . 
L es principaux critères de ce dcnli2rpeuvent s ' énumérer comme suit 
- souplesse plus ou moins grande da_l). S l' ana.lyse automatiqu e , 
facilité d'utilisation de c es tables , 
domaine d ' application de c elles-ci. 
,,. 
Ce dernier critère semb] e le plus significatif . En effet, jusqu 'à . 
présent , les traducteurs de table s de décision permettaient au prix . 
d'un apprentissage rapide, à tous d 'utiliser l'ordinateur, sans passer 
par l 'intermédiaire cl 'un programmeur. Par contre, le but poursuivi 
ici n 'est pa.s de supprimer. le travail du programmeur, mais de facilite 
sa tâche en lui décrivant le problème sous forme d 'un organigramme 
optimisé, dépourvu de t oute redondance, de t oute erreur logique. 
Nous avons donc choisi les t ables polyvalentes qui permettent une gra.n 
facilité de mise en oeuvre et dont le domaine d'application est infini . 
Supposons ·maintenant un problème qui aurait p our représentation 
tabulaire l a table T . 7 
Règles 1 2 3 4 5 6 7 '8 9 
Cl 0 0 0 0 1 .1 1 1 1 
C2 1 1 2 2 3 3 3 5 .4 
C::3 -4 4 -4 4 2 3 4· -4 4 
Dl 1 2 2 3 2 3 3 2 3 
D2 1 1 1 2 2 2 1 2 2 
.D3 1 2 3 3 3 3 3 2 3 
• 
T . 7 
.. 
I. 2 . 
Cette table comprend 3 conditions , 3 décision s et 9 règles . 
Supposons que les conditions C. et les décisions D. soient celles 
l ) 
définie s_ d ans l a table T . 2 La conditions C 1 p eut donc prendre 3 
v aleurs (1, 2 ou .3), la valeur O signifj.ant que la condüion est in-
différente ; de même c2 peut prendre 5 vale u rs et c 3 L~ valeurs . 
Rappelons encore que C. = - k s ignifie que la condition i' peut 
l 
prendre toute s les va.leurs possibles sauf l a. v a leur k . 
··La table T . 7 n 'est pas complète puisque le nombre tota l (n ) de cas 
pouvant exister est égal à 60 (produit des valence s de c haque c on-
di.tion c' est-à-dire 3 x 5 x 4) alors que le n ombre de r ègle s est 9 . 
De plus , elle n 'est pa s complètement d éfinie puisqu 'elle comporte 
l es c onditions à. val eurs nulles et à valeurs négatives . 
Les p rogrammes d 'analyse de cette table procède c omme suit : 
I. 1. 1. Vérification des v a l eurs att ribuée s aux conditions C. . 
------------------------- l 
Cela cons i ste simplement à v oir si une valeur quelconque est 
en valeur absolue i nférieure à l a valence de la condition à 
l aqu elle elle se .rappor te . 
1. 1 . 2. Eclatement de la t able en la table complè t ement dé.finie corre spon-
dante . 
Dans l e cas de l 'exemple précédent , cette opération donne la table 
T . 8 · · . . 
Règles 1 1 11111 J. 1 222 333333333 444 5 6 7 88 8 9999 
Cl 123 1 23]23 123 1 23 1231 2 3 123 1 1 1 111 1 l 1 1 
C2 1 1 1 1 1 1 1 1 1 11 1 2222 22 222 222 3 3 3 55 5 1235 








Dl 1 1 1 1 1 1 J 1 1 C 2 2 2 222222222 ·3 .33 2 3 3 222 33 33 
D2 1 l 1 1 1 1 1 1 1 111 111111111 222 2 2 1 22 2 222 2 
D3 111111111 222 333333333 333 3 3 3 2 22 333 3 
T.8 
l, 
On remarque ainsi que la règle 1 est composée de 9 cas, 
la rè_gle 2 de 3 cas , etc ..... 
I. 3. 
I. 1.3. Analyse des redondances sur la t ab.le compl ètement d éfinie. 
On appelle " c as redondant s " les c as pour l esque ls les combi-
naisons des conditions et d es déci sions correspondantes sont 
identiques . 
On dit que 2 règles sont redondantes lors_que leur interse ction 
est non · vide et que leurs décisions sont i dent iques . 
'En fa it, l 'existe.nce d' une telle situation dans une table n 'est pas 
une faute lo gique , mai s la construction du programme correspon-
dant à la t able exige que les redondances soi.ent supprimées (voir 
algorithme de génération dans le c hapitre II). 
D ans l ' e xemplc d e l a table T . 8, on remarque que la rè gle 4 et 
l a: r ègle 9 sont redondantes puisqu' elles ont en commun ] a 
combinaison des conditions (1 , 2, 4) et que celle-ci correspond 
à la combinaison des décisions (3, 2, 3) identique pour l es 2 
r ègl e s. 
I. 1. 4 . Analyse des incompatibilités sur l a table c omplète.ment <léfinie . -
Rappelons que l 'on appelle " cas incompatibles " des cas dont les_ 
combinaisons des conditions sont identiques, mais dont au moins 
une décision diff' re . · 
On entend par règles i :1compatibles, des r è~les dont l 'int e rsection 
comprend au moins 1 cas pour lequel les combinaisons des 
d écisions clans chaque règle sont différente s. 
Contrairement au cas précédent, u ne telle situation c orrespond 
à une faute grave puisque lors d 'un e occurrence d 'une combinai-
son de conditions correspondant à des cas i ncompatibles, i l n 'y 
aura aucune raison d e choisir t elle combinaison de d é · cision plutôt 
que telle autre . 
Dans l 'exemple dè. l a table T . 8 on remarque ·que l es règles 9 et 
2 sont incompatibles puisqu ' à l a combinaison. de conditions 
Cl, l, 4) correspond respectivement les combinai sons de déci-
sions (3, 2 , 3) et (2 , 1 , 2) . 
On constate qu'il en est de même pour l es règles 9 et 7 . 
I . 1. 5. Détection de tous les cas oubli és . 
Nous avons vu que l e nombre total de cas pour l a table T. 7 était 
·60. Or la. table T . 8 comprenant 34 colonnes, envi sage 3.2 cas 




- . •"" ~ 
1.4 . 
60 - 32 == 28 cas pourraient donc encore être soumis à l ' analyse 
si néces saire. Il s 'avère donc utile de fou rnir à l ' analyste ces 
c·as en lui demandant s'il s 'agit d'un oubli volontai re ou involon -
taire . 
1 . 2. _Génération du programme à partir de la t able. 
La génératîon du programme ne peut _se fai re_ qu'à partir d 'une 
table ou il n 'y a ni redondances, ni incompatiblités. 
Supposons qu 'a.près l'analyse de la t able T . 7, nous l ' ayons 
corrigée pour obtenir la table T . 9. 
Celle -ci diffère de l a pré cédente par la règle 9 ou l' un a remplacé 
c2 = - 4 par c2 = 4 . · 
Cet~e modification permet de suppr imer l a redondance d es règles 
9 et 4, et les incompatibilités d e s règles 9 et 2 et des règles 9 et 7 . 
. 
4 5 6 ~- 7 8 9 R ègles - 1 2 3 
Cl 0 0 o. 0 1 1 1 1 1 
c2 1 1 2 2 
' 
· 3 3 3 5 ·-4 
-C 3 . -4 4 - 4 4 2 3 4 -4 4 
-------
----------------------------
Dl 1 2 2 3 4 3 3 2 3 
D2 1 1 1 2 2 2 1 2 2 
D3 1 2 3 3 3 3 3 2 3 
T . 9 
l. 5. 
Le pro gramme généré à partir de cette table est le suivant : 
CLI C2, X'F3 ' \ 
BE PAR .A. 1 
CLI C2, X 'F l' 
BE . PARA 2 
CLI C2, X ' F2' 
BE PARA3 
CLI Cl, X 'Fl ' . 
BE PARA 4 
BC 15, ELSE 
PARAl EQU X 
CLI Cl, X'F l' 
BE PARAS 
BC • 15, ELSE 
PARA2 EQU X 
CLI C3 ,X ' F4 ' 
. -
BE REGLE2 
- BC 15, REGLEJ. -~ 
..,,. 
.. 
PARA3 EQU :).. 




PARA4 EQU X 
CLI C2, X 'F4 ' 
BE REGLE9 
BC .. 15,REGLES 
PARAS EQU X 
CLI C3,X'F2 ' . ~ 
BE REGLES 
CLI C3, X'F3 ' 
" BE "R EGLE6 
-BC J.5,REGLE7 
I. 6 . 
REGLEl EQU :X 









REGLE3. EQU X 
BAL 1,D12 
BAL .. 1,D21 







FIN E OJ 
.. 











Règle 7 Règle 4 
No 
Yes No 
No Yes C 1 No 11' 1= 
Règle 31 · ELSE 
No 
REGL E 9 REGLE 8 
t, 
I. 8. 
I. 2 . 1. Nous voyons que le programme généré ne tient absolument pas 
compte de ce que représente les conditions et l es déci s ions. 
I. 3 . 
C'e st au prograrn.meur d' ajouter une séri e de routines "Di.j" 
exé·cu lant les décisions et de positionner avant , les conditions 
aux bonnes valeurs. 
Ce qui est important, c 'est de constater que l e progra mmeur 
n ' a plus à se soucier de l a logique du problè me. 
Cette programmation est basée sur l 'organigramme (voir théorie 
d ans le chapitre 11). E lle consi ste à générer un jeu d 'instruction_ 
de façon itérative jusqu 'au moment ou tous les c as ont été examiné 1 
De p1us; il exi.ste d eux algori.thmes d 'optimisation de cet o rgani- 1 
gramme, le premier qui opti.mise le nombre de branchements, le 
second ou l 'on choisit les aiguillages de t elle sorte que pour 
une sélection donnée, les deux branches de l'alternative soient 
de dimensions semblable s. Nous avons choisi l e second , c' est -
à-d. re celui qui réduit le nombre moyen de tests, tout d ' abord 
parce que le traitement par éliminations successives des d écisioni 
<ë:onstitue un cas d ' espèce, ensuite, parce que l a diminution du 
nombre d 'opérations de test (d'ailleurs plus l ente que celle de 
branchement)es: pl:i-is intéressante que celle du nombre d 'opération~ 
de branchements . ~-
Analyse des équations logiques . 
Nous avons dé jà vu dans l 'introductioù comment un problème transpo 
- sous fo rme d ' équations logiques peut être résolu. 
Voyons maintenant en détail , à l ' aide d 'un autre e xemple, toutes les 
possibilités fournies par le programme d ' analyse des équations 
logiques. · 
Il s ' agit du problème classique de réservation d'une place d'avion 
dont l ' é noncé est le suivant : 
" Un voyageur se présentant au guichet peut formul er une demande 
de place de preniè re classe . Si au moins u ne place de première est 
disponible pour l e vol qu 'il désire, un billet de première clas se 
lui sera délivré . S i toute s les places de première sont rése rvées, · 
il sera invité à accepter éventuellement une place en classe touriste 
si au moins une de ce s places est libre . 
Dans cc cas, on lui délivre u n billet touri ste. S 'il n'accepte pas 
de chan ge r de classe, ou si toutes les pl.aces de classe touriste 
sont rése rvée s, sa demande sera enregistrée dans une liste d ' atteni 
de premi <2 rc. clas se . 
S 'il d ernnnde une place touriste , et si une telle place 
on lui délivre u n billet touri ste, sinon on lui demand 
rait une place en première classe . 
' 
est di sponi.ble 
s 'il accepte -
.. 
I_. 3.J . 
1.9. 
Si oui, et si une telle place est disponible, on lui délivre un 
billet de premi. 12re . Dans le cas contraire, sa. demande prendra 
plac~ en file d'attente touriste 11 • 
Pour ce problème, le client doit doiic fournir 2 renseignements 
l . le type de place (D = première; D _ = touriste) 
qu'il désire. P - t 
2. s'il est d' accord d 'accepter une place dans l' autre 
c atégorie . (A) 
ll y a en plus 2 conditions i nternes aux problèmes qui sont 
l . d disponibilité de l a classe première p 
2 . dt : disponibilité de la clas se t ouri ste . 
Quant auxconditions , elles sont aux nombrES de quatre 
J. . P délivrer un billet première, p 
2 . P t délivrer un billet touriste, 
3 . Lp : placer sur l a li ste d 'attente " première " , 
4. Lt : placer sur l a liste d'attente touriste. 
Equa tions d e décision. 
L ' analyste doit mai nt;~nant transposer ce problème sous forme 
d'équations -;_ logiqu es . Nous obtenons : 
pp D . d A + ·Dt dt d A + D -a A p p p p p 
I. 3 . 2. Equations d'incompatibihté . 
Ces équations étant posées, il s'agit maintenant de dér- eler 
dans le problème quelles serai ent les combinaisons de condi-
. ti.ons qui ne pourraient pas se produire ? 
Dans cet exemple, les équations exprimant des incompatibilités 
entre variables sont : 
.. 
1.10. 
(11 fa.ut au moins que le chent demande une place da.ns une 
c atégorie et il ne peut en demand~r une dans les deux à l a 
foi s) . 
1. 3.~. Table des incompatibilités . 
L' analyste. doit pour terminer fournir au programme· , les 
éventuelle s incompatibilités ent re certaines décisions . 
On entend par là des décisions (équations de décisions) ne 
pouvant prendre la va.leur "l " pour une même combinaison 
de s conditions . Dans l'exemple de réservation des place s 
d' avion, il est évident que P c'est-à -dire " délivrer un 
billet de première" ne peut fe p roduire (prendre la valeur 1) 
pour une même occurrence des valeurs des conditions que Pt 
c' est-à-dire "délivrer un billet touri s te" sans quoi dans 
certaines situations une personne se- verrait d é livrer les 2 
b ilJ ets en même temps . 
Dans cette première version, ces incompatibilités sont mises· 
sous forme de tables dans lesquelles une ligne correspond à 
une équation logique de dé_cision . 
Pour l ' exemple précédent : P = 0 J l 1 est une li gne de 
l a = table signifiant que si par ~ui te d'une certaine. occurrence 
des valeurs des varia :--,les "conditions" (Dp' Dt, dp ' dt' A), 
l a déci.si.on Pp valait "1" alors Pt, Lp et Lt <loi vent être à 
zéro (col. 2, 3 et L; à 1) . 
Dans cet exemple, il est é\rident que toutes les décisions à 
p rendre sont exclusives d 'où la table complète d'incompatibi-
lités sui vante 
p 0 p 1 1 1 
p1. 1 0 1 1 -. 
L p :· 1 1 0 1 




Il peut se fai re que dans un problème l 'occurrcnce de la 2c 
v ariable de décision, par exemple, n 'exclue aucune autre 
occurrence d'autres variables "décision". Dans ce cas, la 
d euxième li gne d la. table peut être omi9è (e lle cont:i.endrait 
en fait toutes des valeurs nulle s) ; 
l. 3.4. Procédé d ' analyse automatique . 
Les étapes successives de l'analyse des équations de décision 
sont les sui vante s : 
1. simplification de chacune des équations logiqu es de 
décision (voir algorithme dans le chapitre Hl) . 
2. simplification et complémentation des équations 
lo giques d'incompatibilités . 
3 . multiplication des résultats obtenus à l' étape 2 
pour toutes les équations d'incompatibilités . 
On obtient alors le produit de l'inverse de s incompa-
tibihtés . 
4 . multiplication de toutes l es· équations de déci sion par 
le résultat de l 'étape 3 . et simplification . 
On obtient alors les équations de décision ou l'on a 
supprimé tous les cas incompatible s . 
En effet : le résultat de l'étape 3 est un ensemble A 
représentant tous l es cas compatibles . 
Considérons Bi = f solutions de la i e équation de 
d écision (résultat de l'étape I).? L ' étape 4 consiste 
à fai re l 'intPrsection entre A et B. pour V . c' est-
à-dire à ne prendre dans B. que 1Js 1 
1 /3· 
~ 
c as qui sont compatibles. 
Il est évident que si nous obtenons une équation de 
décision pour l aquelle A /1 B. = (/J , cette équation est 
i ncompatible n ' ayant aucune 1solution acceptable . 
Elle sera donc signalée à l'analyste. 
Il faut signaler aussi que le fait de simplifier les équa-
tions de décision supprime toules les redondances . 
5 . Multiplication de toutes les équations de déci sion de 
l'étape l , complérncntation du résultat et simplifica-
tion . 
Cela nous donne sous la forme d ' équation logique la 





6. Si aucune incompatibilité n'a été détectée, on construit 
la table de déci s i n à partir des résultats obtenus à 
l'étape 4 et en tenant compte de la table des incompati-
bilités décrite en 3. 3 . 
Nous obtenons une table de décision dans laquelle ont 
été supprimés tous l e s cas redondants et tous les cas 
incompatibles . 
Ceci al 'avantage de ne pas devoir exprimer la table 
compl' tement d çfinie qui risque d '&rre granclelorsque 
l e nombre de variables est impor tant . 
Pour l 'exemple précédent nous obtenons ; 
1. simplificati.on des équations lo giques de décision . 
p d 
. A. Dt . cl~+ Dp d p p p 
pt D p d 'p A dt + Dt . dt 
L D d' A ' +D d' 
. d\ p p . p . p . p 
Lt A ' D d' + d' D d' t t p t t 
2. Simplification et complémenta.tion des équ ations 
lo gigues d'incompatibilités . 
E D D' + D ' D 1 , p · · t p t 
3 . Produit de l'inverse des incomnatibilit és . 
l 
4 . Multiplication des équations de d é cision p a r l'inverse 
des incompatibilités et simplifica tion . 
]. p . l D d D' + D ' d AD d ' p p p t_ p p t t 
2. Pt. l = Dp . d'p A Dt . <l1 +D 'p Dt dt 
3. LP.l = D d 'p. A ' D\ + D; . d' , D d ' p p t t 
4. Lt.• l = D 1 • d' D d' + D' A' Dt d\ p - p t t p 
5. Equation des cas oubliés. 
Cas oubliés = D' D ' p t 
' N.B. Dml" c e qui pr6c ~de, un~ v a riable sui.vie du symbol 
rcprés nte L- variable complémentéc . 
J 
11. 1. 
C HAP I TRE II 
,ETUDE DES TABLES DE DECISION. 
Il. 1 . Construction d'une table complètement définie. 
, Nous avons vu. dans les exemples précédents qu 'en général l a table 
de dé ~ision relative à un problème déterminé 11 ' était pas une table 
complètement définie . Il s'agissait donc de trouver une procédure 
permettant d 'une part , de permettre de calcule r tous les cas pré-
sents dans une règle particulière et <l'autre part, de pouvoir con-
naître les cas non présents dans la table . 
Suppo sons qu.e nou s ayons une table ayant c omme entrée les condi-
tions C. / i E [1, MC J avec M C = nombre total des conditions. 
• l 
Défini ssons en plus les valences "i. associées à. cha que condition. 
~ est la valeur maximu m que peut prendre l a condition Ci . 
Le domaine de valeurs de C. est donc ) - V. , - V. - 1, . . ... 1, 0, l, 
l ) l J. 
. . . . . v. - 1 , v--: ( 
l l / 
' , 
,.:Le ·nombre de c as total (1',lT) relatif à un ensemble de conditions 
est égal au produit des v 1.leurs de ce s conditions soit 
MÇ 
. J ,r-N T = . l v. 
- l =' l 
Supposons une règle R = (i 1 , i 2 , ..... i MC) .-=i> occurence des 
valeurs d'une combinaison de conditions. On peut énoncer la 
2e 1)ronr iété : __ J..:.._:...J.: ___ _
l e nombr e de c as (N:C) représenté par -la règle ·R est égal au 
produit des valences des conditions dont la valeur dans R est 
nulle et des valences - 1 des conditions dont la valeur dans R 




i (I 1 
II. 2. 
avec 
11 =) ens des indices l·f [1, 
12 '-" ) ens des indice s k( [1, 
Mc] / .que R (k ) - i ( 
- k soit nulle / 
MC) / .que R.(1· ) = ik soit négatiJ 
· Voyons maintenant quelles sont les formules générales permettant 
de générer. les cas relatifs à une règle R . 
S_upposons que nous ayons déjà calculé le nombre NC de cas conte-
nu dans cette règle R (Propri.été 2) 
soit encore 
~ = valence de la iè ligne 
1 
Wi = ( ;rL. v;) ( jli '. ~ -l) 
1 1 
avec L. = 1 • i indices 1 ~ j Si 
I 
/ R (j) = 0 i 
L:. = j indices 1 -~- j ~ i / · R (j) <- 0 f 
et W O = 1 par convention . 
Considérons aussi la matri.ce A de dimension (MC, NC) représen-
- tant l' ensemble des cas de la règle R . 
Par exemple : A (i, j) po1ur i = 1, MC représente le /mcas de l a 
règle R. 
N.B . : D ' après la définition des \V i, on a toujours que VI MC = NC. 
3e nronriété : __ J::.._J: _ __ _
les éléme nts d e l a matrice A sont c alculés de la manière suivante 
1. si R(i)7 0 a lors A (i,j) = R (i) pour j = 1, . . . , .NC 
2. s i R (i.) = Ü alors A(i, j) = L 
1 
(L .. l)){NC 
Pour J. 1-. \1f ,.,\r 
\ i-1 "' i 
NC 
+ k :x \V . -
1 
' ... .. 
.. . . . ... ' L :x \'rNC ,, v-. + k :x ~,c \ ' J * . . 1 
pour L =0 1 , .... . , ~ 
pour k = 0 , . . . . • , W. 1 - 1 1-
1- 1 1-
' 
11. 3 . 
3. si R (i) < 0 alors A(i, j) = L 1 
pour j = 1 + (~2 -1) * r\~_c :.1] + k X \'\~C' 1 L 1 - lx V~ ,, i-1 
t-NC ~ - NC . .. . .. ' L2 * \V. *V. t 1 + k * W . 1-l 1 1-l 
pour L 2 = 1, ..... , v;: 1 
pour · k = 0, 
. . ... ' 
ou L 1 = L 2 pour L 2 < _/ R (i) } 
L 2+ 1 pour 12 ~ j R (i) J 
( T. l - J.) 
1-
et ou [ J signifie "la partie C:'.l.tiè re ", 
Exemple : 
Consi dérons , R = (0, 2, -4, 0) une règle pour l aquelle on 
a les v alences 
on a que 
MC =· 4 (nombrç total de conditions) 
NC = (V]_ x V7+.J :x CVj - 1) 
= (3 * 2) * (3) 
= 18 
Cela signLfie que la règle R représente en r éalité 18 cas . 
Essayons maintenant de construire la matrice A représentant 
tous c es cas . 
A est de dimension (4 , 18) 
Le calcul des W . donne 
1 
W O = 1, W l = 3, W 2 = 3, · W 3 = 9, W 4 = 18 
R (l) = 0 - - :h A (1, j)= L 
pour j = l + (L - 1) :x 6 + k. . 18 , .. . , L. 6 + k . J 1 
pour t = 1 , 2 , 3 
pour k = 0 
11.4. 
f> A ( J , j) = 1 pour j = 1 , ... , 6 
= 2 pour j = 7 , ... , ] 2 
= 3 pour j = 13 , . .. , 18 
R (2) = 2 - -1> A (2, j) = 2 pour J = 1 , ... , 18 
R (3) = -4<: 0 ·====t>A (3,j) = Ll 
pour j = 1 + (L 2 -1) ~ 2 + k *. 6, . · .. . ... ~ _L 2 X: 2 + k ·K 
pour L 2 . = 1, 2, 3 
pou r k = 0, 1 , 2 
pour L 2 = 1, 2, 3 car L 2 / ) -4 f 
- ::::=P A (3, j) = 1 pour j = 1, 2 , 7, 8 , 13, 14 
_ ::::!> A (3, j) = 2 pour j = 3 , 4, 9, 10, 15, 16 
_p A (3 , j}= 3 pour j "' 5, 6, 11, 12, 17, 18 
R (4) = 0 •. ::::::::..==f'> A (4 , j) = L .. 
pour j = 1 + (L - J ) x 1 •I' k :x 2 , 
pour L = 1, 2 
... ' 
pour k = 0 , 1 , 2 , 3 , · 4 , 5 , 6 , 7 , 8 
·_(> A (4,j)= 1 po:ur j = 1, 3, 5, 7 , 9 , 11, 13,1: 
A (4,j)= 2 pour j = 2 , 4, 6, 8, 10, 12 , 14, 
16, 18 
On a donc pour la règle R = (0, 2, -4, 0) l' en s e mble des c a s repr é-
senté p a r A, c 'es t-à-d'i re : 
1 1 1 1 1 1 2 2 2 2 2 2 3 3 3 3 3 3 
2 2 2 .. 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 
J 1 2 2 3 3 1 1 2 2 3 3 1 1 2 2 3 3 
1 2 1 2 1 2 J. 2 1 · 2 1 2 1 2 l 2 1 2 
Valeurs 4 28 10 34 16 40 5 29 de F : -i,, 11 35 J 7 ~-1 6 30 12 36 
18 42 
T . 9 
.. 
ILS.· 
II. 2 . Méthode utilisée pour détecter les cas redondants, incompatibles 
et oubliés. 
La méthode employée consiste à établir une fonction bijective entre 
les entiers compris dans l'intervalle y = [ 1, NT] et ] ' ensemble X 
des cas possibles correspondant à. la table analysée . 
On entend par cas possibles des c as dont l a valèur pour chaque 
condition, prise en valeur absolue est comprise entre ] et la 
valence de cette condition. 
On obtient la fonction 
MC 
F : z,x ----> INIY 
avec v0 -~ 1 
Considérons les 18 cas de la règle R (O, 2, -4, 0) que l'on a génér 
précédemme nt dans l a matrice A . 
er Pour l e 1 c as on a : 
F (1, 2, 1, 1) = 1 + 0 + 1 . (3) + 0 . (3 . 2) + 0 (3 . 2 . 4) = 4 
On vérifiera sans peine les valeurs de F correspondant aux cl.ifféren 
cas de R et qui sont représentées en dessous de la matrice /\ (T . 9) . 
On remarquera encore que l a valeur de la fonction est maximum pour 
l e cas ou toutes les valeurs des conditions sont égales à leur valenc1 
Dans l'exemple précédent il s'agissait de F (3, 2 , 4, 2) = 48 = 1JT . 
II. 3. Programmation des tabl es de décision. 
Dans ce qui suit, nous allons discutc.r les deux principales 
techniques de programmation des tables de d é cision à savoir la 
programmation basée sur l'organigramme et celle utilisant la tech -
nique du "rule mask". 1Jous exami.nerons ensui.te des procédés 
d 'optimisation de la technique de l'organigramme . 
II. 3 . 1. Techn.igu de l'organigramme . 
Cette tcchni.que développée par Pollack dans le cas de table . 
bivalente, t rar:-sforrne la table de décision nu~ arborescence 
,. 
II. 6. 
dont chaque sommet représente un te st . A ch aque feui11e de 
cette arborescence est associœsol.t une d.es règles définies dans 
l a table, soit la règle EL SE . 
La règle ELSE est une règle qui correspond à une cornbinaison 
de condition. ne se trouvant pas dans la t able . Comme l'analyse 
de celle-ci est supposée avoir ·été faite précédemment, on sup -
po se qu.e c ette règle ne p·eut c orrespond re qu ' à une erreur . 
L a décision correspondant à cette règle renverra donc à une 
routine d 'erreur . 
L ' arbores ce nce est un o rganigramme ayant l a même lo gique 
qu e la table de décision et est construite en appliquant les 
étapes suivantes : 
·1 . choisir l a condition â tester d ans l a t abl e initiale , soit C. , 
1. 
2. choisir la valeur k à t este r pour cette conchti on C . . 
Cette valeur sera choisie p a r mi l ' e nsembl e [ 1 ,1 "i_ ] ou 
V~ est l a valence de Ci, autrement dït on t est ~ sur l ' ensemble 
des valeurs s imples de la condi tion C . . 
1 
3. Placer le te s t C. = k à la racine de l' a rborescence . 
l 
.4 . C onnecter à la branche de l 'arborescence correspondant à la 
sortie " YE S " du t _est, l a scus-table contenant <lans sa partie 
" condition " toutes les conditions de la table i nitiale exceptée 
l a. condition testée c ' est-à-dire c_.; Pour celles-ci, cette 
sous-table contiendra Loute s le s r1êgles pour l esquelles la 
c ondition. C. = l est vérHiée . 
. l 
On. aura donc dans cette table toutes l es règles pour lesquelle i 
l a ième condition vaut soit k , soit O, soit - j (avec j f. k) 
Connecter à la branche del ' arborescence correspondant à 
1 a sortie " ~O" du t est, la sous --table contenant dans sa 
partie "con<lition" toutes les condi.tinns de 1a table i n itiale . 
Pour celles - ci, c ette sous -table contiendra toutes l es règles 
pour lesquelles C. n 'est pas é gale à k , c' est- à-dire pour les-
1 . 
quelles l a i.ème condition vaut soit O, soit i (avec i -j k) soit 
- k . 
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C 3 ··4 4 -4 ff 2 3 /4. -1. L, L -L, !, ··/.; L, 4 
··---·---~--- ------ ·-·---··-------·----
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,.., 5 c:· 5 ,.., :J 
c3 - 1.'1 /i. -L: ft. 2 




S · On o.pp li.que c n~:1.1 i i e 1 a prou~ch1 re clc.':cr i.tc précédcn1mC'Dt en pcc·n ~nt 
·suc cc. t, ~: i.vc.n:.::.nl. c h(tcim c ch:: s clc li x .sc) u s - t c:1.11·: c s c 01 ~·1rt1c L .. h lc i.ni.ti.n L: . 
On conli.n1tc 1.c proc<..:.ssus potir- t o1.1_tcs les sous-1.i.chl cs cJ.,>·i.v!<'.S d(: 
' . ' , . t . ' t ] 1 ' ·1 c es c1c.1·n1.,: J~:2s 2,.1-x. cta::;e:s srn.van s JLl~q_u m1 momc-1 i. ou . m· tom,:c. 
sur u n .:..les c,1s :j_...:dcssou!:; : 
a . 
h. 
une. de::. sou s-1u11l.cs csl vi.dc' c ' cst-~1 - cli.1·c qu'i.l n 'y o. phis de 
r~~g~c.s :-' t:lii c;\'niscrnL b. u11c. des ollcrn,1.1i.vcs cl ' u,t Jcs tc~ t s . 
Dc.11~ cc c;; s oï, t,,rminc ccac: 1Jranch2 de. l'.::xLicH·c.sc.cacc p a r 
] '-'· r è. g I c E L ~; E . 
u i1.c <lc..s s(11 :~.-t·,l.1>l cs 11 c. cou t.i cn t 1·, l u.~ ,1u 'u nc co"t c, n.110. C<•c,,J. c) . 
L ~ 
, 
On tL::rr.1i.11 ,.-'. ;i lL•I' .s cc Lh' b 1·a 11c ltc clc J ',, ch,)rcsc.cnc.~ par La 1<' r,l.c . 
· c o n "csp(indn1 1l ;t c e ll e c,:ilonn.,, . .s 
.. 
11. 8. 
R EMAR QU E . 
1. Rappe lons que cet algorithme ne s ' applique qu ' à de s tables 
ou l es redondances ont été supprimée s sans quoi il se pour-
rait que l'on n 'arrive ja mais à l 'un des cas a et b . 
' . 
6 
-- ---- --· --.-. -~.- - . ·· --'· -·- - - ··-~· 
EY.: r:r,i ~ c-.'r.C':-,,1. ,[ 
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Il.10 . 
II . 3. 2. Technique du " ruk mask" . 
Signalons tout d ' a.bo1tlque cette t echnique telle qu ' elle est 
présentée ici ne s ' applique qu ' à des tables où toutes l es 
c onditions sont de nature binaire . 
Introduisons tout d ' abord deux notions nouvelles, celle de 
matrice de condHio.ns et celle de ma trice de masques . 
C es deux matrices ont pour origi.ne la table de décision . 
D ans ia ·mat rice de c ondition, le s 1 rempl acent les 2 d e la 
T able de décision , c 'est-à-dire l es occurrences " oui " des 
c onditions t a ndis que les 1 y remplacent les 1 et les O, c 'cst-
à-dire les occurrences "non" et "indifférence" des condHions. 
D ' autre part, dans la matrice d e ma sque, les l rernplaccnt 
l es 2 et les l et les O de la tabl e de déc ision sont repris dans 
d . ' J c ette ern1cre . 
Dans l ' exemple ci-dessous, la table T .10 a p our matrice de 
masque la table T . 12 et pour matrice de condit ion la table 
T . 11. 
I Il Ill l V V 
T . 10 
,., 
. 
Cl 2 2 0 0 1 
c 2 2 ; 0 1 2 1 
C3 l 2 1 0 2 
C 4 2 2 2 1 ·O 
T . 11 
Cl 1 1 0 0 0 
c2 1 0 0 1 
, 0 COND. 
c') 0 1 0 0 1 
v 
C4 l l 1 0 0 
. T . 12 
C l 1 1 0 0 1 
c2 1 0 1 • 1 1 . MAS 
C3 1 J 1 0 l 
CL~ 1 ] 1 ] 
t 0 Î 
l,, 
Il. 11. 
Il est bon de d.isti.nguer 2 phà se s. 
La phase de conversion durant laquelle sont construits ces deux 
matrices et la phase exécubon pendant laquelle on se sert de 
ces clel!x matrices comme opérateurs. 
En plus de ces deux matrices, un vecteur donnée doit être prévu. 
Un vecteur donnée est une zone de mémoire réservée pour enre -
gistrer durant la phase d 1cxéet1tion, les réponses aux conditions 
au moyen des valeurs 0(si C. = 1) et 1 (si C . = 2). 
1 1 
Durant Ja phase exécution, le programme procéde comrn.e suit : 
1. r emplissage du vecteur _donnée par le résultat des conditions. 
Exeirq;le supposons que le cas sui.va.nt . se produise 
la réponse à c 1 est NON==ü c 1 1 
la réponse à c2 est NON =t> c2 1 
- la réponse à c3 est NON - b c3 = 1 
- la réponse à c4 est OUI . t.> c4 = 2 
alors le vecteur donnée correspondant est 
( 0 0 0 1) 
2 . Chaque élément du vecteur donnée est multiplié par l ' élément 
correspondant de la 1ère colonne de la ma trice masque, et le 
résultat est ensuite comparé à la J.èrc colonne cle la matrice 
condition , Si les deux vecteur.scorresponde.nt alors on ai)plique 
l a. règle 1. Dans lE: cas contraire on multiplie le vecteur donnée 
à l a seconde colonn~ de la matrice ma.sque et on compare le 
résulta t à la seconde colonne de la matrice condition; si les de· 
vecteur s correspondent alors on prend en considération la règlE 
2. On continue de cette manière jusqu'au moment ou : 
- soit l'on trouve la règle. à appliquer, 
- soit l'on ar r i.ve au bout de la table, Dans ce d.ernie 
cas on applique la règle EL SE . 
Prenons comme exemple le vecteur donn~e précédent à savoir 
( O 0 0 1 ) 
1ère étape 
0 1 0 1 D = Donnée 
0 1 0 1 M. .e vecteur colonne cf -- l X 1 de la matrice rnasq1 0 ] 0 0 
COND. .e vecteu-;: co -1 1 1 1 -· 1 1 
lonn.e de la matrice 
D Ml R COND 1 ,f condition, 
R - résultat. 
Il. 12. 
' 
2' , cme ctapc 
0 1 0 ] 
0 0 0 0 
0 X 1 0 t 1 
1 1 1 1 
D M R COND2 2 
. 3ème étape 
0 0 0 0 
0 1 0 0 
0 X 1 0 0 
.. 1 1 1 1 
. 
D 
• M3 R CON_~J 
On applique clone la règle 3. 
~ 
• 
11 . 13 . 
On peut résumer la technique du "rule mask" par l'organigramme 
suivant : 
n = 1 
construction 
du 
v ecteur donnée 
multiplication du 
vect_eur donnée par 
la n1 e colonne de 
la matrice masque 
comparais.on résul-
tat avec n1 ecolonnc 
de la matrice con-
dition 






II . 3 . 3 . 
.. 
11 . 14 . 
Nouvelle t cchni.que du " rulc mask. 11 pour l es tab1es polyvalentes . vu 
L 'i.nconvéni.ent de la méthode précédente est comme n ous 1 ' avons 
le fait qu 'elle ne s ' applique qu ' à des tables de nalure binaire . Il 
était clone intéressant de rechercher une méthode plus gén 'ra.le 
permettant de s'appliquer aux tables polyvalentes du type de celles 
employées pour la méthode de l 'o rganigramme . 
C onsidérons 1a table T . 13 . 
Règles__. 1 11 111 IV Valence 
. CJ 2 ,.., J 
c 2 - 2 0 












Cette table possède 3 conditions dont les valences.Je 'est-à-dire 
les valeurs maximales des conditions sont respectivement 3, 2, · 3 . 
On associe alors a chaque ligne de condition C . une matrice de 




la matrice M . est de dimensi on (v. , N) ou v. est l a valence 
. , 1 . 1. 1 
de la i ie condition et N le nombre de règles de la table des 
conditions R. 
M . (1, k) = 0 si R (i' 1. k ) = X a vec X != 1 
1 
M. (1, k ) = J. 
1 
s i. R (i, k ) = 1 
= 0 
= - X avec x != l 
Pour la table T . 13, nous obtenons les 3 matrices sui.vantes 
relativc·s aux 3 lignes des conditions 
M1==( 001 1) J\1 2== ( 110) M3 :=ç0 1 1 ) l 101 0 0 101 _1 0 0J 
\_0 1 1 0 1 1 0 J 
11.' ]5. 
On peut encore définir les ma trices M. de la manière suivante : 
, l 1 
- la j ~ colonne de la rn.atrcie M. représente l'ensemble des vakurs 
bl l . c c1 · . 1 <l l . c , l accepta es pour . a 1 con 1t10n e a. J r~g e . 
Ainsi , par exemp.le, le 1er vecteur colonne de M3 c'est-à-dire 
(o 1 l) exprime que pour la règle i, la condltion c3 peut prendre la valeur 2 ou 3. . 
En plus de œs .matrices de mas que nous aurons comme pour -la 
technique préc 'dente un vecteur donn ' e dont les éléments seront 
cette fois les valeurs des conditions elles-mêmes . 
Durant la phase d 'cxécutio.n, le programme procQde comme suit : 
1. remplissage du vecteur donnée par l e .résultat des conditions . 
Par exemple : D;;; (3 2 3) 
2 . D'apr ès ce vecteur donnée on sélectionne une ligne de chaque 
fficï.1 rice de masque et l'on multiplie toutes ces lignes entre 
elles. 
La sélection se fait de la ·manière suivante : 
- si D (i) = k, on sélectionne la kiè ligne de la i è matrice. 
Le r ' s ultat R de cette étape est donc défini par 
MC 
__., 
I (j_) = l, 
l= l 7V\ ( D(l) , i) pour i = 1, •.. , N 
ou MC = nombre de conditions. 
Pour l 'exempl c précédent nous avons 
I (J.) = M 1 (D(l), ~) * M 2 (D(2), 1) * M 3 Q)(3), J) 
= M 1 (3, 1) * M2 (2, 1) * M 3 (3, J.) 
=0*0 * 1=0 
R (2) = M 1 (P(l), ~ * M 2 (p(2), 2) ;if M 3 (D(3), 2) 
:tv11 (3, 2) i~ M2 (2, 2) * Ivl3 (3, 2) 
1*1 *] = 1 
R (3) = l =x O * 0 = 0 
R (4) = 0 * 1 x 1 = 0 





3. On a1Yplique l a règle correspondant à l a valeur R(i) 
vecteur R . 
n. J6; 
1 du 
En effet, s 'il n'y a pas de redondances et d'incompatibilités, 
·1e vecteur R contiendra au plus un seul "1" . 
Ainsi , pour l ' exernpl.e de vecteur D = (3 2 3), il faut exécuter 
la règle 2 . 
Si par cnnt're le vecteur R est identiquement nul, on exécutera 
la règle EL SE. 
Il. 3. 4. Optimisation du traitement. 
La progra1mnation en langage machine se base, comme nous l' avon.<: 
-vu précédemment, uniquement sur des opérations de tests (CLI) et 
de branc11ements(BE et BC) en cascade de stinées à aboutir à la 
décision qui correspond aux conditions in~rod.uit es . L 'optimisa-
tion du traitement peut consister soit à minimiser l'e space mémoire: 
soH à diminuer le t emps d 'exécution . Cependant, si les conditions 
spécifiées dans une table de décision _sont elles que seulement une 
ou deux instructions en langage rnachine sont nécessaires pour 
tester chacune d telles, l'espace mémoire ne sera pas influencée 
simüficat·vernent par une modification de la structure de l'arbre, 
Si par contre, chaqu condition requiert pour être estée une 
sous-routine, le programme peut être structuré cle telle sorte que 
chaque sous-routine n'apparaisse qutune s e ule fois. 
Te:ter la condition à un point particulier cl c• l'orRémigramrne signi--
fie alors se brancher à la sous-routine et revenir ensuite au 
point du test. On voit" donc que même dan.s le cas ou le test prend 
beaucoup de place mémoire, l ton peut ramener celui-ci à un couple 
d ' instructions en langabe machine. Ce qui rend également le pro-
blème de minimisation de l'espace mémoire moins important . 
La seule optimisation vo.lable ici est donc iu mininùsalion du temps 
d 'cxé.cutian. Celle-ci est influencée par un certain nombre de 
facteurs qui sont : 
l. le nombre moyen de 1Jranchements, 
2. Je nombre moyen de tests, 
3 . le temps nécessaire pour tester chaque condition, 
~-. la fréquence relativ1.:: de chaqt!e règle . . 
Il faut noter que la diminution du nombre moyen de tests provoque J 
une augmentation. du no 11bre de branchements. 
Un choix d e vait donc être fait à cc ni.veau. Or, nous savons que 1 
le temps d'exécution d'un test est plus long que celui d 'un branche 
ment et que le test peut être précédé, nous venons de le voir, par 
une routine allant pla cr u 1e vc1 leur clans ln conclLtion à tester . 1 




étant celui de la routine (éventuelle) précédent le test, plus celui 
du te st propremen t dit, ce t entps peut être fort v ariable et rela-
tivement long. Nous avons donc choisi de limiter le nombre de 
tests à. exécuter . 
1. Limitation du nombre de tests; 
Cet algorithme équilibre à chaque test les deux branches de 
l'arbre de façon à diminuer la longueur moyenne de celles-ci 
et donc conséquemment des tests à effectuer. 
C ela pcLtt se faire en c hoisissant de façon adéquate , et l es 
conditions et les val e ur s à tester d ans ces derni ères . 
Soit· R la matrice de s conditi ons associée à une branche de 
l'arbre et supposons que la dimension de celle--ci soit 
(D 1 , D 2) avec D 2 > 1 ( sinon R est une feuille de i 'arbre) 
Le problème se r~soudra. en procédent dans l'ordre chrono-
lo gique suivant 




kE _I. 1 ~ avec 11 = 
et Vi( = 
J k / R (k , i) = 0 r 
v;lence de la kiè condition, 
b. pour chaque ligne rdative à chacune des conditions , 
eff ctuer l es .sommes s1 des poids correspondants aux O, 
c' est -à-dire aux valeur~ option.ne lles . 
c. on calcule alors 
min 5 r = l:!:: le<.. D 1 Sk 
) i / R (k, i) = 0 ) 
Cr sera la condition sélectionnée . 
d. pour cette condition Cr on choisi ra la val eur k à tester de 
telle sorte que 
avec 
X . 




ou L. = }j / R Cr, j) = 0, i ou - l Cl ,J i) ( 
l • . / 
.. 
Il. 18, 
Le choix de la condition C permet d ' affirmer que le test sera 
le plus significatif étant dc5nné que pour lui l 1intersection des 
deux sous-tables résultan-Pe s contiendra un nombre minimum 
de règles . 
Le choix de la va1eur k pour cette condition équilibre les 
deux branches puisque l'on prend la valeur pour laquelle la 
différence entre le nombre de règles ayant cette valeur k 
pour la condition C et celles pour lesquelles l a valeur est 
différente de k esf minimum, 
q 2 2 4 1 1 2 8 4 
I l[ Ill IV V VI VII VIII s 
C l 1 1 1 2 2 2 0 2 8 .. 
c2 1 1 2 2 2 2 3 1 0 
C3 0 0 0 1 1 2 0 0 16 
' 
C4 1 2 0 1 2 0 0 0 14 
. 
T .14 
Considérons l 1exemp1e <le la figure T .14. 
On a· : min S2 = 1,,- · ·· ;, S. 
~l ~LJ. 1 
et donc le test portera sur c2 
<le plus on a x 1 = 8 x2 = 8 et x3 == 8 
1 
~ min On calcule alors X:k - T X 1 - 1 j r k j 1 - lf i ~ 3 
min J 8, 8, 
Dans ce cas, k peut prendre les valeurs 1, 2 ou 3, le mini-
mum étant atteint p our ces 3 valeu "s. 
Il est donc indifférent de commencer à s élcc tion11er dichoto-




2 . Fréquence re laüve de chaq11P. règle. 
Il est certain que l 'ordre de sél ection peut être modifié si les 
combi.naisons des conditions déterminant les décisions sont 
examinées avec des fréquences d 'importancé différente . 
Il suffira alors de revenir au cas général en tenant compte 
dans la détermination de la valeur de S. , de la probabilit é 
de traitement des combinaisons de s conà.itions à remplir . 
Appelons P . la probabilité de la i è règle . 
1 
L' étape b devient 
. s1 = . 'fY-1 q . P. <. 1, · 1 1 
2- . 
avec 12 = f i / R ( k, i) = 0 j 
tandis que pour l ' étape d on remple_ce Xi par X\ = J. ; L. q . P. 
1 J J 
Cette modification permet non plus d'équilibrer l'arbre , mais la 
lôngucur des branches pondérée par la fréquence de pas sage dans 
celle s -ci . 
. 
100 x P. 
1 
JO 15 25 20 30 
q. 1 3 -2 L!- 3 1 , 
. 
Règles 1 2 3 4 · 5 S. 
· l 
i J 
Cl 2 2 0 0 1 1,3 
c2 2 0 1 2 3 0,45 
C3 1 2 1 0 2 0,8 
C4 2 3 2 1 0 ,0,9 
T .15 
Prenons l 1exemple de la ta blc T . 15 ci-dessus pour laquelle les 
valences des conditions sont re specti verne nt 2, 3, 2, 3 . 
On a , par exemple q4 = Vj_ -K v-3 = 2 -K 2 = 4 
e t . 2 :x 25 ·I L!- ~ 20 S 1 = q 3 !? 3 + q4 P 4 = :1 00 - 1 ' 3 
le minimum des S. à li.eu pour i = 2, ce qui signifie que le tcsl 
l portera sur c2 . 
.. 
Reste à c.110i.si r la valeur de c2 
Nous avons x 1 . ~ q. P. 
sur laquc.:llc portera le test. 
3 X 15 + 2 ;"K 25 
100 = 1,25 ) . 1 J J 
1 * 10 + 3 :x J 5 + 4 * 20 
100 
3 X 15 + 3 X 30 _ 65 X3= 100 - l, 
1,65 
mir1 ( 2 • 05 1. 25 , 1. 25 ) 
11.20. 
O n peut dons: tester indifféremment sur la val eur 2 ou la valeur 3 . 
3. Ternps nécessaire au te s t de chaque condition. 
Cc temps, nous l'avons vu, peut parfois être ]ong puisqu 'il peut 
nécessiter dans certains cas l' e xécution de toute une sous-routine. 
Il est donc important de trouver un moyen de faire intervenir un 
facteur de pondération pénalisant les con,ditions dont k temps de 
t est est long. 
Pour cela nous introduisons dans la table une colonne c:upplémen.-
taire dans laquelle l'on indiquera. le temps d'exécution du test (t.) · 
. 1 
Une nouvelle modification est apportée dans la détermination de s1 pour tenir compte de cette information supplémentaire. c 
l Hustrons maintenant cet algorithme sur un exemple simple, celui 
de la figure T. 16. 
P. 10 30 5 20 25 1 
q. 1 2 2 1 6 t . S . 
1 1 1 
Règles 1 2 3 4 5 l t 
Cl 1 1 0 2 2 60 6 
C 2 1 3 -2 0 5 7,5 2 • 
c,., 1 0 l 
0 
2 0 20 42 




II. J • 
Le, valences des conditions so::1.t respectivement 2, 3, 2, 3 . 
Après te calcul des qi et des S
1
, 011 remarque que le test doit 
porter sur C 1 • 
'-~ 
Pour cette condition nous avons 
X 1 = 0,9 
X2 == 1, 5 
x3 •= 0,7 
En appliquant la formule, on s ' aperçoit que la vu) eur à prendre pour 
la condi tion C 4 est 2. 
On ex ' cutc le test et on continue ainsi sur chacune des branches ju sq 
moment ou l'on tombe sur une table· vide ou ayant une seule colonne 
(voir figure II. 2). 
REMARQUES : 
1. La méthocle précédente sui;pose que les cas impossibles ne se. 
produisnnt jamais . Dans le cas contraire, il faut prendre un 
ccrtaj 1  n mbre de précautions supplémentaire s. 
En effet, dans l'excml?le del.a figure 11.2 , la combina ison des 
conchtions (2, 2, 1, 1) qui représe.l"l.te un cas non prévu dans la 
table renverrait b la règle 4 . 
2 . No s verrons aussi que la valeur choj s ie pour l e test d'une 
con<lition n'est pas toujours acceptable (voir chapitre IV -
page JO - remarque 2) el qu'il faudra donc adjoindre à l'algo-






10 30 5 20 
q . 1 2 2 . 1 t. S. 
l l l 
Règles 1 2 3 4 i J 
Cl 1 1 0 2 60 6 
S:2 2 1 3 -2 5 0 -
C3 1 0 1 2 20 12 
CL, 3 -2 1 ] 11 0 
YES NO 
P. 30 20 P. 10 5 20 
l l 
qi 2 l t. S . qi 2 1 t. S. l l l l 
Règles 2 4 i t Règles J. 3·. 4 -1, t 
C l J. 2 60 0 - Cl J. 
. Q 2 60 6 
C3 0 2 20 12 c2 2 3 - 2 5 0 -
• c4 -2 1 11 0 C3 ] 1 2 20 0 
C4 3 1 11 0 
NO 
YES NO 
Règle 2 R ègle 4 
P . 5 20 P. 10 20 l l 
qi 2 1 t. S. q. 1 ] t. S. l l l l l 
Règles 3 4 t t R ègles 1 4 t l 
Cl 0 2 60 6 Cl 1 2 60 0 
C3 ] 2 20 0 
-
c2 2 -2 5 0 
C4 1 1 11 0 c3 ' 1 2 20 0 
C4 3 1 ]J. 0 
YES NO 
YES NO 
Règle 3 Règle 4 t èglc J Règ1 
b 
CH !tP lTR E 111 
ETUDES DES EO1}ATlONS LOGI()U ES . 
Ill. 1. Treillis de B oole et polynamcs booléens. 
Ill. 1. 1. Défin i tion des Trei-1li.s. 
111. 1. 
· Su2_:-d ern i-tr~Dlis : on a.ppe_lle ainsi. tout ensemble ordonné dans 
lequel deux elcments quelconques admettent une borne supé r ieure . 
1 
Inf . -demi -trei 11.i s notion dua le de la précédente. 
Treillis : c'e st un ensemble ordonné qui est à l a foi.s un sup. -de mi-
trc.TïU s e t un inf . -demi-treillis . 
. 
Ill. 1 . 2. P o1Yf1:8me s booléens . 
_!25iIJ.Qj_!j.52.1_:i_: soit un ensemble An= J a 1 , a 2 , ... a 1Ü50, J .( à n + 2 géné rateurs . On appell e polynôme bool 'cr? tôltte ex1frcssion 
fo rmée à partir des élément s de An el de symboles +,. 
Définis!"-ons sur !?(An) une série d ' axiomes. 
1. 
2. 
Axiome s d' addition . 
(1) p + p = p Jrf p f:J1' (An) 
( 2) P + q = q_ + P ·V P ' a ·é-~ (An) L .J 
(3) (p + q) + r = (p + q)+ r ¾p, 
(4) p+O =' p Vp tf,> (An) 
( 5) p+ 1 = 1 lef- p E j'(An ) 
A xi.ornes du 12roduit. 
(1 ' ) 
( 2 ' ) 
(3') 
(4 ') 
( 5' ) 
p. p = p '\fp t P CAn) 
p. q = q . p -V- p, q (;- 5,l (An) 
(p. q). r ""' p(q. r) '\f p , 
p. 1 = p .lef-p EJ> (An) 
p. 0 = 0 .lf p r: f (An) 
q, r EJ(An) 
q 1r t J'(An) 
On remarqli e que les axiomes 1'-5 ' sont les axiomes 
duaux de 1--5. 
.. 
3 . Axiomes , 'absorption . 
( l ") 
(2 " ) 
p + pq = p 
p (p+q) = p 
V p , q_ t p (An) 
V·p , q i J (/1 n) 
4 . .L\xiomes e complémentarité. 
( l" ' ) 
( 2'") 
(3'' ) 
q + q' = 1 
q_q' = 0 
l ' = 0 
\fq t j) (An) 
Vq f-1' {An) 
_S. Axiomes ' e distributivité. 
( l"") q(p+r)=qp+qr V p, q, r f: Jl (An) 
Su·r l'ensembl e infiniJ,l ( /\ n) on peut ma intenant définir une 
relation d ' équiva lence C= ) 
déf. 
p ==- q 4== on peut passer de p à ci pa.r une suite finie 
de transforma tions utilisant chacune 
l'un des axiomes préc-'._dents ou une de 
leurs con s ' quences. 
Il est évi ,ent que . ,· .. 
III . 2 . 
Cette relation · d ' équivalence est c ompatible a.vec les opérations 
de sommC! , produit et cornpl 'ment . 
Ill . 1.3 . Algèbre de boole libre à n générateurs. 
Définition : si on ne suppose aucune r elation entre les généra teurs 
Ï'ensc î11Gfë q oti ent L (An) = :,P (An) /= est appelé algèbre de boole 
libre Èl n générateurs . 
Théorè me 1 . l ' ensemble L (An) muni de la loi de composition in-
terne ·+:L (A ) x L (An)---~ L (An): (p, q) ____.,. p + q 
répon.dm1t aux axiomes de l ' addition est un sup. -demi-treillis possé-
dant un élément universel (élément maxi mum) 1 pour la relation . 
d'ordre 
R l (p ' q) ~ p + q ~ q 
Démonstration . 




a. R 1 est réflexiv e : R 1 (p, p ) 
1) p+p = p 
V· p (;L (An) 
\f p é L (An ) (axiome J) 
b . 1 est antisymétrique : 
en effet 
R l (p, q) et R l (q, p) ~P = q 
p + q = q et p -1- q = p ~ p = q 
car l' axiome 2 de l' ad~ition donne p + q =0 q + p . 
c. R 1 est transitive 
en effet 
R 1 (p , q) et R 1 (q , r) "' -> R 1 (p , r) 
p + q = q et q + r = r ~ 
p + r = p + (q + r ) = (p + q) + r = q + r = r 
en vertu de l'axiome 3. 
De plus, on a R 1 (p, 1) V p -f L (An)pu~c l'axiome 5 donne 
p + 1 1 ~ p f' L (An) 
N.B . Pour c e tte rchtion d'ordre R], on voit que 
sup (q , p) = p + q · • 
en effet : on a :~ 1 (p, q + p) car p + q + p = q + p (vrai) 
=:;;:.,.. q + p majore p 
d e même on a P J (q ,-q + p)-==6"q + p majore q. 
!1 faut voir encore que si l'on a R {P, r ) et R {q , r) a.lors i 
r / R 1 Cr, p -1 q) 
End' autres mots que p + q est le plus petit polymÔme 
majora.nt p et q. 
En effet : I 1 (p, r) (1 ci). p + r = rj 
R 1 (q , r ) 4i'=--~ q + r = r 
ce qui contred i.t l'hypothèse. 
p + (q -1 r) = r 
=-t.> (p + q) + r = r 
~ R 1 (p + q, r ) 
REMARQUE :P (An) muni de la loi+ n est pas un up . demi-treilli 
pour br lat1on R 1 , car cclle .-ci n'esl qu 'un pré-
o·rdrc sur:? (An) . 
.. 
IH.4. 
Théor.:.:me 2 : l'ensemble L (An) muni de la loi de composition 
inte rne ! L ( i\n) x L (J\.n) --:> L (An) : (p, q) ~ p. q 
vérifiant les a xiome s du produ i t est un lnf. -demi-treillis pos sé-
dant un é lément minimum O pour la relation d ·ord re 
' Démonstration. La relation R2 étant la relation dua l e de R , la démonstration est identique à celle du théorème 1 en prenant cette 
fois les axiomes du produit . · 
N.B. : Pour c ette relation d'ordre R 2 on -voit aussi que 
lnf (q, p) = p. q 
:.' 
Théorème 3 . : L 'ensemble L (An) muni des 3 lois de compositi.on 
+, ·. , ' , (complémentation) et obéissant aux séries d'axiomes 1-5 
est un treillis de Boole complérnenté pour l a relat i.on d · ordre 
def . 
R (q, p) <P4 q 4p ~ q + p = p ·· 
def. 
4=-..}> qp q 
Démonstration . 
1. C ' e st un treillis . 
Pour cela, il faud rait voir que le s re latjons d'ordre R 1 et R 2 coi'ncidenl et sont égdes à R . 
a. upposon s que l ' on a R] (p,q) et montrons que dans ce cas 
1 'on a R 2 (p , q) _ -
R J (p' q) -- -~ p + q = q (1) 
si R 2 (p,q) est faux -t, pq f p 
en remplaçant p par pq dans ( 1) on obtient alors pq + q f q 
ce qui contredit l 'axiome 1" 
b. On a de même R 2 (p,q) t, R 1(p, q) 
Conc"Jusion R 2 •= R 1 = R 
2. C 'cet un treillis de Boole . 
On appe lle t reillis de Boole un treiliis distributif. Cela. est 
évident grâce à l;axiome l"" de :distribuUvi.té . 
lll. J. 4 . 
Ili. 5. 
3 . C'est un treillis de Boole complémenté. 
Les Dxiomes de compi 'mentarité sont la définition mêm d'un 
treillis complémenté. 
De plus, on a les relations suivantes 
p.q ~p -~ p + q 
p.q:'!:"q...._ p-tq 
REMARQUES : 
"tf . p , q t L (An) 
:V p , q t= L (An) 
L Da.ns ce qui précéde, on a indiqué par p, q, r .. tantôt les poly-
nômes appartenant à /'f (An), tantôt · la classe de polynômes 
appartenant à L (An). . 
Lorsque l'on écrit p E L (An) , le lecteur comprendra qu'H 
s ' agit de " la classe des polynômes représentée par le polynôme 
p · j' (An)" . 
2 . On dit souvent que L (An) est une algèbre de Boole hb rc à n 
générateu 1~ s . Le qualificatif "li b·ce" tra dui.t le fait qu'aucune 
condition booléenne üutre que cellc.s -déductibles des axiomes 
n'a été supposée entre les générateurs: 
Mon ôm s et co-monômes dans L (An). 
Définitions : 
1. On appelle .mon6me un élément de L (l\n.) de l a forme 




a . . 
1) a .. ou a' .. et 1) 1) 
N .B. : Nous supposerons que chaque générateur ne figure 
qu'une seule fois dans le monôme et que (0, 1) n'y figure pas 
Ceci. n'est évidemment pas une restriction puisque tout 
poly nôme (et en particuli.er tout monôme) de JI (/,n) simplifié 
pélr des transformations découlant des axiomes se trouve 
d ans la même cl.3.s se de L (1 n) . 
2. On appelle monôme canoTque un monôme s'écrivant avec taules 
les lettres de /rn J O, l 
3. Co-monôm élément de L (An) dont une expression est 
[ il I· âi2 . . . . +- â'tl 
' 
C'est la nolion duale d m nBme . 
.. 
lll. 6 . 
4. Co-monôme canonique 
Notion dua le de monôme canonique. 
Convention 
Exemple 
1 est un monôme 
0 est un co -monôme 
soi~ A3 = ~a, b , c/ 
] 'en semble des monômes canoniques de A 3 est : 
( b b ' b' 'b 'b ' 'b' 'b' ' l ' .t 7a c , a c , a c , a c , a c , a c , a c , . a) cl
D'une mani.ère généra le, pour n générateurs le 
nombre de s monômes c anonique s e.st 2n. 
Théorème 4 : tout polynôme booléen peut être déc omposé en une 
somme de monômes canoniques ou de co-monômes c anoniques . 
Démonstration : 
1. Cela est vra.i pour un monôme m1 . 
En effet, supposons que la lettre k s-oit absente dans le monôme, 
on remplace alors m 1 par m1k + m 1k' 
Cette somme est égale à m 1 c ar k + k ' ~ 1 (axiome l"') . 
On remplace ensuite m1k par m2 et 
~ k~ m] · par m3 . . 
et on recommence l a même opération pour ces 2 monômes . 
Puisque le nombre des générateurs est fini, on arrive ra nécessni 
ment à une somme de monômes c ontenant chacun toutes les lettres 
de .L\n \ )0, 1 ' . 
2. C' est vrai pour un polynôme quelconque . 
En effet, le polynôme est une somme de mon"me s . 
fl suffit d' apphquer le (1) pour chaque monôme . 
On opère ensuite une simplification qui c onsiste à remplacer 
tous les rnonômes canoniques identique s pa 1~ un seul monôme 
canonique (cela se base sur le fait que p + p "' p). 
Définition : 
On dit que le monôme m1 est multiple de m2 si m1 '5, m2 c . à. d. si 
l 'on a m 1 m2 = m1 
ou ml +m2 = m2 
(on dit encore que m2 divi.se m1) . 
.. 
111. 7. 
Théorème 5 : 
m 1 :!G- m2 _si. t ou s le s générateurs fi.gur a nt d ans m2 figurent dans m1 
sous la même forme. 
D 'monstraüon : 
Considérons le polynôme m1 . m2 . 
Puisque tous l es générateurs d e m2 figurent clans m 1 et que l 'on a les 
axiomes du produit, on peut ramener m1 . m? à m1 apcè s un nombre fini. de transfo rmati.on . -
Ç~1~~:J~s..:!:_C2_!1:_: rn
1 
. m2 et m] appar tiennent à la m"me classe dans L(An) 
ml . m2 = ml 
R (m 1 , m2) 
ml~ m2 




- · - on ne peut trouver dans n;,2 de générateur 
ne figurant pas sous la meîne forme dans m 
â' E m2 et f m 1 p ( .,_ 
on a alors ,,y, m §'. ' m1. m2 ap = 1 p 
â'. 1 I"!' 0 a'' 0 impossible . or a - ml = p p p 
2 . supposons 
~ -0 = m1 pour la même raison . 
s1.1pposons ml = abc' d 
m2 = ac' 
m l :$ m2 car ml m2 = abc' d ni-1 
.. 
111. 1.5. Fonctions boolé nnes. 
a . Définiti0 s. 
Hl. . 
-- Une variable bool6enne simple est une variable prenant ses 
valeurs dans B = fü, 1 / 0 <] j-
- Par extension une variable booléenne à a .dimensions est 
variable prenant s s valeurs dans Bn . 
- Une fonction booléenne à n variabl es es: une fonction 
cf = _ ~O, 1 r ~ )'.0, 1} représentée par une i nfini té d e 
polyn~mes booléens algébriquement égm.1.x de,? (An) , 
faisant donc partie de la même classe <le L (An) . 
b . Monômes maximaux d ;une fonction booléenne. 
- On appelle monôme d ' une foncti.on booléenne J tout moné)me 
m 1 de L(/\n) majoré par/ c'est-à -dire tel que m 1 ~ /ou 
encore qve m 1 + / ~ J. 
Exemple . . soit cf = a b c + a b d c + ad 
Chacun des termes de l a somme est un m nôme 
q.e la fonction booléen/ puisque par exemple :_ 
ab c + / ~ /. 
- m1 est un monôme maxi.m~ de / si en plus on a la conclition 
->.:1-- m (m1 ~ m ~ J =--=~ m = m 1) 
Exemple supposonsm1 =abc et m 1_,$J. 
lfl2 = abcd ' et m2 ~J 
m2 étunt multiple de m1 (m2 ~ m 1) , m2 ne saurait être un 
mDnome maximal de/. 
m 1 le sera s/m ..$/qui soit multiple de m1 . 
Base cl 'une fonction booléenne J. est 1 'ensem.ble des monômes 
de f dont la somme est egale à[: 
Base canonique de / : ensemble des monômes canoniques dont 
la somme est égale'"à" / • 
- Forme canonique cle ./ : est la somme CR une permutati.on 
près) <les monômes cc noniqucs de la base canonique de / . 
.. 
111.9. 
lll. 1. 6. Consensus d'un ensemble de monômes . 
On di.t qu 1 l ne variable est mono:forme dans une expression si. 
el1e n 'appa.ratt dans celle-ci que sous une forme (soit directe, 
soit com.plémentée). Dans le cas contraire elle est dite 
Bi.forme. 
Considérons une fonction/: on peut la représenter (;près sup-
pres sion.éventuelle de paranthèses) sous l a forme : · 
p 
l=i~ m. (m. = monômes formant la base de ~ l l f1/ 
'Chaque m. peut s · écrire sous la forme -.C . • Â-1 l l 
ou J..... - e nsemble es varia hles monoformes de J. 
l 
)3 i. -- ensemble d<>s vari ables biforme s de/. 
Exempl : / = ab+ cb' 
m l = o(_ J /J 1 
m2 = <{_ 2 ' fa2 








Théorème 6 : le produit des rariables mon" rmes de/= ~ 
e t multi.p1e de/ ssi la somme de ses variable s biformel= 1 
vaut 1. p p p 
ri._, = .tJ r{ i 6 i~l mi 4- =il ~ )ai l 











a!. ( ~ .,( . ./J . ) "-' ~ 
1 i~] l l 
m. 
l 
Si on donne aux v r i ables booléenne s de ~ 
p . 




i = 1 
est u n élément universel 
)J . 
i l 
p 1::.=pq'. , ( -i;;_ 
i = 1 
m. 
l 
Reprenons 1. 'cxemple précédent 
/ = ab+ cb ' 
on a ici b 1- b ' J..=:p <( ac ~J 
1héorème 7 . 
Ill . JO . 
des valeurs telles que 
p 
f} ~l lb.,=(/) 
l = l 
Pour que i 'inégalité ol qsoit irréductible c 'est-à-dire telle que 
si on supprime un des monômes de/ , alors/ ne majore plus~ 
il faut et il suffit que : . 
soit irréductible (c'est-à-dire qu 'on ne peut supprimer un. des /3. 
sans rompre l 'égolité) . 1 
Démonstration : par l'absurde. 
1 . Supposons <t, ~ Préducti.blc et montrons que çela implique que (l . 
111 . .1.1. 
1 est réductible , 
·p 
~ 
soit/ = i = J. mi et supposons que n~ pui sse "tre supprimée 









m. "" e{.,., 
1 
o r ~ "ïfi ( ~ o( produit de s vari ab1cs monoformes) 
· i = 1 i 
(c(j ,c(,2 
p 





c(. p) ( c( 2 Jâ 2 + .. . 
= &( 
On peut choisir Jes va riables de oC -èle sorte que o(. = 1; l'in -
·~ tersection entr e ~ 
p ; 
i~ 2 /z} i étant vi.de on obtie nt alors et 1 
p 
or i-:-l /23 i - 1 =i> 1· ·inégalité est réductible . 
r 
2. De même si 't-i fi i =, l est réductible, montron s alors que 
~ ~ / est réductible, 
supposons .,1.3 ✓1 le te rme que l'on peut simp lifier ,, p . 
on obtient i ~ 1 Ai = l 
l' 
~.l-. ~ 
l. ' 2 m. 1 
p 
- o{,. · ::;_ fi =-<.. 
- i. =2 i , 




.!2fll1l_gj..~r-~: s i la sommeJJ = l~ 1 ~ i d e.s vari ables 
biformcs d'un ensemble :t--1 --= f 111:, , •• ~ m C de monômes est éga. 
.,. p 7 
à J et est irréductible, on dit alors que l e ·produit des variables 
monolonn.~.s des monr mes de L1. estle conse-n.su.s de: Met. m1 écrit 
c:(, = (! (M ) 
Exemple : ! = abc+ ab' + a c ' 
3 
fa 2- /3. =be+ b~ + C ' = 1· irréductible i = 1 1 
p. o(_ = a est le consensus de J abc, ab', ac 'f 
Théorème S. 
p p 
/3. soit ! -· m. ::E,_ .(_.. i c-= 1 1 i = 1 1 1 
s i 3 m t el que m ~ f est irréductible a lo rs m ~ . o<... ~ I, 
l cl JJ .. ou a( ~st le consensus de M et monomc maxima e (/ , 
Démonstrat ion : 
Il ----------
m ~ cf p, m.J = n:-1 
p 
-==i> _2-1 mcl . h. = m l = 1 1 
supposons .J a f q'. i. :lef- i& IC [l,P l 
et que a f m 
a ors en posant a = 0 on obtient 
Tf 1 m cl i iJ i .= m et ) 'inégalité est réductible (contraire à l 'hypo-
thèse)__::..;, 1ou1es les variables monoformcs clc j? doivent se trou 'C 
dans m 
j p m .:::.:- --=--r> -~ _ 
(/ i ·-1 
mf \ =- m (car m. cl =- m) 
supposons nlor s que 
supprimer 
p 
--i =-= l 
-~ soit réductible et que 1 ' on nuisse 
'-'i 1· 
-=-=====t> m =- 1n 
,, 
.. 
ILJ. J 3. 
p 
--~m L- cl h 
. i ~2 · i i m~ m~ ! est réductible 
contraire à. l 'hypothè.,se 
. p 
- < ::E.. f.. 
,, Ill- . l /ô. 
l = l 
et L 12 
1
. est i = 1 irréductible. 
. . p 
De p]us, l 'intersection des variables de ;::.:
1 
)3 . et de. m est 
l = 1 
vide si.non m ~ J serait réductible · · 
-====J> puisqu'on peut choisir des valeurs aux variables d e m 
tel que m = 1 
. p 
·on a donc ~ fi i = 1 est irréductible. 
==I> m ~ c( ~ Jet o<_ est consensus (définiti.on du Consensus). 
Reste Ll voi r que té est monôme maxi.mal de / 
c. à.d. si 't/ m' / ( o( ~ m'~ /)alors ct. = m 1 
I 
On vient d~ voir que si m~ / était irréductible alors on avait 
m :!= C\. ~ f et <-l ~ ! étaH irréductilJle. 
De u1.ême i.ci on sait que al ~ f est irréductible, cela implique 
que mt* J est irréductible . 
Appliquons alors le théorème à m1et l'on obtient 
/ 
m _$c(_~ f 
~ m r=e>C 
p 
Coroll aLre 
a lors :.f 
si m est un monBme maximal de ~-< 
i = 1 
I CE tel que m = L(P). 
Démonslration : 
p 
C . Q . F.D . 
m., 
l 
1 si m:( .;t..1 m. est irréductible alors d 'anrès Je théorème • ~ 1 - l l' 
précédent m-:.C (E) 
p 
2. si m ~ i~l 
if l 
cas (j) . 




est i rrédu Li.hle et on se retrouve dans le 
Il 
lll. J4 . 
Ill. 2 . Les al gori.thrncs de simplification de fonction. 
Le corollaire précédent permet grâce à la. recherche des consensus 
des parties de E = Ç m1 ... mp ) (s ils j;-istent) de trouver tous les 
monômes maximc.ux de la fonction f = ~l m. . En effet, t out monôme 
l = l 
mb.X:i.mül étant égal au consensus d'une partie de l 'enscmble E, H suffit 
dè alculer le c onsensus de toutes les parties d e E Cs 'ils exi.s1ent) et de 
prendre uniquement ceux qui sont monômes maximaux. 
Cependant, lorsque p est grand, cette recherche peut être fort lnnguc, 
ce qui a nécessité la recherche d'algorithmes plus performants. 
Théor~mc 9 : 
Supposons P = ~ 11\ / i f [ 1, p-1] avec C ( P) existe et supposons 
que rnp sont multiple de n\ ~ i t [1 , p-1 J a lors : 
mp ~e(P 1) avec PJ CP 
Démonstration : 
On sait que C. (P) e: 
P-1 
~ 
i= 1 m. l 
or rn . p 
P-1 
~ 
i =-· J m . l mp p~r' hypothèse 
P - 1 
==~r;,,mp .1=: tJ m. l (1). 
p 1 
Supprimons dans .2:.. m. 1.= 1 l 
irréductible. Soit P 1 
en fonction du t h éor~me 8 
Conclusion : 
des n1onômes de façon à cc que ( 1) soit 
l ' ensemble des monômes restants on a 
lllp ,:eCCP 1) 
On peut supprimer dans l ' ensem1Jle des monômes ceux qui sont multiples ' 
des autres, sa1ts perdre aucun monôme maximal de la fonction de départ 
1' re amélioration p01tr la recherche des monôme maxi.maux . 
Lors de la recherche <les consensus on peut J:1 tout mom .nt supprimer 
dans l 'en.se111ile des nDnômes de J et l ' cns emblc des consensus ceux 
qui. sont mulbples des autres puisque cela ne fait perdre 
aucun monôme mnxi11al (Th. 9 ) e t que cela ne modifie pas la fonctj0n J~ 
par définition d es multiples. 
' 
lIT.15 . 
2ème arn,~lioration . 
Remarquons enco re que si l'on range les monômes de f par orcl rc 
d ' importance du nombre de variables, pour voir si un monôme Cm) 
est mu1t· ple d ·un autre, il suffit de voi r : 
1. 
2. 
si m est divi sible par les monômes m. ayant au plus autant de 
l lettres que lui, 
si m di.vise les monômes m. ayant strictement plus de lettres 
l que lui. 
Remarques 
1. Il est intéressant de constater que le consensus d 'un ensemble d e 
monômes est multiple des monômes canoniques de cet ensemble car 
\lans C 0\.1) ne figure que cl.es variable s monoformes (évidemment 
de même t:n1e que dans l'ensemble des monômes). Ceux-ci peuvent 
clone toujours être supprimés . 
2 . Sim= J m], .... m } ne contient pas de variables biformcs, i l 
p ~ , 
n'existe cles consensus que pour les élément s de ,l (Jvl), forme d'un 
seul monôme. 
En .effet, dans ce cas fi . 
1 l 
1 pour J.:f i 6 [1, P J 
et donc i : 1 /3 i ,= ] n · est irréductible qu e pour P > 1 . 
En vertu de la défini.lion du Concensus, il n'existe pas de consensus 
pour P > 1. 
Exemple de recherche des monômes maxi mm x . 
Soitf ~- abc+ ab'+ a'bc + ac' 
ronsidérons E =/ abc, ab ', a'bc, ac'/ 
1. la 1ère suppression de multiples laisse / inchangée . 
2. rcc herche des consensus de tous les sous-ensembles de } 
comp r-enarl.t au moi.ns 2 éléments puisque le consensus d'm monôme 
est le monôme lui -m~mc . (voir tableau) 
3. On effectue alors une suppression de multiple sur 
E J = E U f ac, be, ab, a Ç 
On bLi.ent / = a + be (monômes maximaux de J). 
Ill. 16 . 
1 -0 J Elément de j (E ) Variables )3 i 
--l== 1 .e::. biformes <- i = 1 i 
J abc, ab'f b b + b' == 1 irréductible ac 
' 
) abc, a'bcf a · a + a ' == 1 " --= be 
3 abc, ac' f C C + c ' 1 Il ... ,ab = 
j ab', a 'bcJ a, b · ab' +a'b /- J Néant 
j a b ' , ac 'j 1 + 1 = 1 réductible Néant 
J a'bc , ac'f a, C a'c + ac' t 1 Néant 
3 abc , ab', à'bc j a, b ab+ ab· + a'b i- 1 Néant 
) abc·, ab', ac·J b, C be + b' -1 c ' = 1 irréd . a 
J abc, a'bc, ac 'J a,~ C ac+ a'c+ac' J 1 Néant 
. 
j ab', a be, ac'/ a, b, C ab' + a' be + ac ' 1- 1 Néant 
j abc , ab', a 'bc ac'f 
' '· 
a, b, C abc+ ab ' + a 'bc + a c' I- 1 1 éant 
.. 
Cet cxemp1c mont re qu'en a joutant à la fonction de départ/, la somme des 
consensus despa1"ti2sde / , on peut réduire / à. a + be par suppression <le 
multiples. 
N . B . L'adj onction à ~ de l a somme (P) des consensus ne c hange 
. , f . ·p_,..,,,, _déf_~ P+/ = P. , ri.en a puisque .._ : -;, (} 
Définition : 
On appel1e base principa le complète de/, la somme de tous les monômes 
maximaux de J· 
6 
Ill. 2. 1. Recberche èe la. base principale d'une fonctior~_/ par l a 
méthode lin éaire . 
F 
soit f == ~l m. (J l = _ l 
lll.17. 
1. Ranger les monBmcs par ordre· croi ssant du nombre de lettres. 
2 . Effectuer une p remière suppression de multiples . 
C. à . d. supprimer tous les monômes m. / 3 j :f i avec m. ~ mj 
l l 
3. I = 2 
m2 = monôme pivot . 
. 4. Calcul . du consensus de _· Mki = J m 'k · , n17 
mettre le consensus dans la liste des monômes . 
5. Effectuer une suppression de multiples sur la liste ( le 
consensus hri -même peut-être SLlpprimer au cas ou il est 
multiple d'un monôme de la li ste). 
6. Faire I = I + 1 
Aller en 4 .. 
On s· arrête lorsque les 2 derniers monômes de la liste n e donnent 
plus de nouveau monôme par consensus. 
Justifi.cation d l 'a1 gorithme _-
.- voir page 257 dans r. F L 2 J 
Ill. 2 . 2. Reche r che <les monômes maxi maux pa.r double duahsaüon. 
p 




:X Calculer [ = 
p 
-r, 
i ~ J M. l 
ou M. est le co-monôme correspondant à m., c 'est - à-dire 
l l 
la somme des variables directs ou com.plérnen.té.es apparaissant 
dans m . . 
l 
Opérer une suppression de multjple. 
p 
C 1 1 f"c~ c ·rr M .) ~ acuer O = i = l 1 
p :X 
-. 
...__ M. i = 1 l . 
On obti2nt alors tous les monômes maximaux de J aprè s une 
nouvelle suppression de multiple . 
l, 
111.18. 
Les deux al gorithmes précédents permettai.ent de trou er l ensemble 
des monômes maximaux d·une fonction booléenne. 
Cet ensemble .est appelé base p incipa le c~mpl~_te de ?, 
La fonct i n f représentée par c e tte somme n · e st cependant pas 
encore la fo t me minimé le de/. -
Il reste encore à rechercher parmi c,e s monô mes maxünaux une bD se 
principale irréductible, c'est-à-dire une b use ou l 'on ne peut sup-
primer un monôme sans changer la valeur de la somme . 
Ili. 2. 3 . Fon .tiens de p r ésence. 
Considéron s l'ensemble l'v1p J m1 , . . . . . mp ~ c omme la base 
pr\nc,ipale complète de J obtenue par un des deux algorithmes 
precedents. 
Soit g une fonction booléenne . 
. 
On définit 1a fonction de présence de g comme étant une fonction 
R 
Â g = k~ -1 ~ ~ (1 2 .... p) l . 
ou - R repré s ente le nombre d'éléments 
de l'en s emble des l)arties de M p' 
de g. 
d~ Jo,1 ) c'est-à-dire p 
qui s ont parti.es majorantes 
E =}mil, n\kf C Mp est partie maj orante de g 
k 
·o..;: Z:- m 
SSlo-r ,- 1 i.r 
~ ~ ( 1 2 p). représente le monôme c aaonique d e l 'algèbre de 
J 
boole li b r e L Cl, .. . p ) correspondant à 1a je p artie majorante 
EC M de la fonction g . p 
---
- k = k s i l e monôme maximal m1 é M est présent dans la je ç p 
partie ma jorante. 
-k = k ' s 1 ilestabsent . 
EYemple 
soit lv13 = j m1 , m2 , m3 Ç -· J ah, b'c, acjet g = ab ' c +abc'. 
Parmi les 23 part ies de M3 , il y en a 3 qui sont des parties ma-
jorante s <le g à savoir : 
A 1 == . j ab , b'c 5 
A2 = 3 ab 1 ac f 
A3 =} ab,b'c,ac{ 
Ill. 19. 
Puisque, par exemple, g < ab+ b'c . 
3 ,.._ _._., __.. 
Donc R = 3 et l'on a) g =f: 1 (1 .2 3\ 
Puisque l a partie majorante J-\. 1 n'est formée, que des monômes 
m1 et m2 de M3 on a que (Î 2 3)1 = 123' 
et ainsi de suite 
l 'on obtient finalement qùeA g = 123 ' + 12'3 + 123. 
Remarques 
1. si 1 2 .. . k k + 1
1 
••• p' est un monôme de .J. g, cela signifie 
que J m], ... 11\:: C est une partie majorante de g. 
L • / 
Cela peut s'exprimer simplement par 1 2 .. . k. 
On peut donc suppr'Lmer d ans les monôn}es de ,.,1 g les variables 
qui ,-ont complémentées sans changer.,,{ g . 
.-:__... 
2. si 1 2 . .. k est u.n monôme <le.,{ g alors 1 2 ... k k + 1 . .. p 
est 1m monôme de .Â g puisque si P est une partie rno..:jorante de 
g alors :ief X / P C Y C M. p 
X est une partie majorante de g . 
3 . De la remarque 1 découle immédiatement le fait que le s monômes 
maxima11x de .Â g ne contiennent aucune variable cornplémentéC!:. 
Théorème JO . 
Les parlies majorantes irréductibles correspondent aux monômes 
maxima.LtX de Â g et inversément. 
Dé.mon sî ration . 
l. Supposons une partie majorante irréducitble J m] ... . mk. 5 
A cette partie correspond le monôme l 2 ... k de Â g. 
Supposo s que mk pu.j sse être supprüné t.ou. t en Qardant le fait 
que 
1 -1 
g~ ---::- mi i 1 
111.20. 
-==11 12 ... 1 -lé-Ag. 
or 1 2 ... k c.. 1 2 . . . k-1 
===i" 1 2 .. o k n 'est pas monôme maximal. 
2. .J m 1 , mk Ç étant une partie majorante irréductible 
le monôme a.s socié 1 . . . k es t maximal puisqu'on ne peut 
trouver un monôme de ;( g "7 1 . . k sinon cela si.gniîierait 
que la part ie ma.jorantc correspondant à cc monôme serait 
inclue dans } m 1 , . . . .. mk f . 
. 
Nous allons voir main.tenant comment détermi.ner Â f. 
Cela nous pcrrncttra grâce à la recherche des monômes maxi.maux de A/ <le trouver toutes les bases principa1es irréducti.blcs de / . 
III. 2. 4. Ca kul des fonc t ions de présence .des monômes moxi maux . 
. 
Déiini ssons d a bord la fonction de consensus CO 1S associé à la 
base principale complète M _ de J p p 
CONS = -~ - i 1:\ 
Thèorème 1 J . 
f] m], . .. P ~ J est une base principale irréductible .'de CONS . 
"Q~~~~l!._9-!_29.12_: puisque J , ••• P sont des v ar-i ables monoformes de 
toutes les partiës cl~ flm1 , ... P.mp Ç , les nouveaux monômes obtenus 
par consensus en appliquant un des 2 algorithmes précédents contien-
nent au moins deux variables de présence . :::::::P aucun mon6me de l a 
base initiale n est multiple de ceux-ci. . 
t:i,les monôm.2s de la 
base initiale sont maximaux. 
De plus, aucun d'eux ne peut être majoré par l a somme des autres 
c ar ils ont 1 ous tJre variable -/= entre eux (J., 2, ... P) 
Ill. 21. 
Théorème J 2 : 
Si nous c alculons la base principale complète de CONS et que 
nous mettons en facteLtr les mon.6mes m. partout ou ils figurent, 
1 
nou s obtiendrons 








Voir théorème 1 p. 289 ( FL2 .J 
En résumé 
. 
Pour obtenir les fonctions de présence des monômes maxi.maux 
il faut : 
déterminer la base principale comp] ète· de/. 1. 
2. déterminer ·CONS · à l'aide de la base principale complète de .,·7 
/ 
,., 
..) . déterminer la base principale complète de CONS . 




On trouve ainsi un facteur avec chaque mônôme maximal de/ sa fonction 
de présence 
Exemple : 
-/=ab ' + ac+ be+ a'bd 
ou les monômes forrrent l a base principale complète B . 
- CONS = ab· 1 + ac2 + bc3 + a 'bd4 
ou ) ab ' 1, ac2, bc3, a ·bd4 f est une base principale irréductible 
de CONS (théorème 1 J.). , 
base principale complète de CONSest : 
j ab' l, élC (2 -1 13), be3, a 'bd4, bed24/ 
et on a que Â ab' J 
...{ = 2 + 13 -p cela signifie qu'il y a 2 sous-
ac 
enscmbies de B = J ab ' ; ac, be, a 'bd { majoré 
par ac qui. sont respe.c1 i vemcnt 
a.c et ab ' + be 
,.f be J 
1 ,.,, L1-
11 • 'bel 
III. 22. 
Il peut arrivc:c comme dans cet exemple que l 'on obtienne dans la 
base principale complète de CONS des monômes qui ne soient 
pa.s mon6mes maxLmaux d e /., c'est le c as de bcd . 
On ne peut donc pas dire pour lui que Â bcd = 24 . 
lll. 2. 5. Algorithme d e recherche des bases principales irréductible.s par 
ma ·joration. des mon ômes maxi maux. 
1. Partir du résultat obtenu par un d es 2 algori.thmes de recherche 





Calcule r à l' ai.de d e la fonction CONS ~ . i= llll\ 
les fonctions 
Calculer Â / 
d; urésence A 
• m. 
p 1 
= tÎ J.. m. 
. 1 1 l = 
' 
pour chacun des monômes m. 
1 
Opérer des simplifications grâce aux axio1nes 
X (x + y ) = X 
X+ xy = X 
et en fais a nt éclater 
x + y .3. en (x. + y) (x + z; ) 
Exemple : 
Reprenons l'exemple précédent, 
on avait Â 
ab ' 1 
A = a c 2 -1 13 
). be 3 
a'bd = 4 
.. 
11.1 .23 . 
on obtient donc À f = l (2 + 13) 34 
1 ( 2 + 1) (2 + 3) 34 
= 1 3 4 
d onc la seule base principale irréductible est/ a b' ;···be , a"bd f 
Tu stificati on ;.::. ________ _
Il r este pour démontrer la vali.dité de l 'algorithme à voir que 
. p ) J 7=. -;/!; A mi 
on a 
p 
t . ..r: 
0 - i o= J m. l 
Tout d 'abord, chaque fonction de présence 




est définie puisque 
1. 
2. 
En effet tou t monôme 1·, ... j de Â f d étermine 2 m 1, . ... m. f 
. ) J ' 
partie majorante de J qui à fortiori est l a partie majorante de mi 
p uj sque mi ~ J. 
Donc on a 1 
====--t=1> J ... 
--,( J À/? i=l l\ mi 
j ~ ~m . . 
. l 
p 
. -rr / 





l rc~nons Pmon:"mes appartenant respectivement à,,:m1 . ... A mp 
chacun de ces monômes détermine une partie majorante de mi ; 
l e produit de ces monômes déterminen1 la réunions de c es p 
p arti .s majorantes .- v,· ce sera cert a inement une partie majo-
rante de/ (car si m1"' g e t m2 = g" alors m1 + m2 !G g' 1 g" ) 
et donc 1 monôme fo rmé appartient à ,.( / . 
C.Q.F.D. 
.. 
IV. 1 . 
C HAPITRE IV. - EXPLICATION DET.L\ILLEE DU GENERATEUR 
_lJ_: Progr:amme d e liaison . 
C e programme exécute soit à partir d 'une table de décisi011 polyvalente , 
soit h par i r d'un système d 'équations logiques, une analy c approfondie 
permettant de déceler des cas redon.daJ1ts, incompati bies et oubliés. Dans 
l e cas où l' analyse ne dé.cè]e ni redondanc e , ni incompatibilité, il génère 
alor·s un progrnmme "assembler" correspondant ù. l a l ogique du problème . 
L es routines permettanl d 'exécuter ces opé r ations sont au nombre de 6 . 
Il s 'agit de PROB 1 normalisation des équations lo giques . 





transformation des é quations normalisées . 
simplificatiou, complémentati.on et produit des équations 
lo 3iques . 
t ransformation des équations lo giques en t able de dé.cisù 
génération des i11s t ructions en Assembler correspondant 
à. la table de décision . 
nna lyse de la tabl e de décision . 
L e programme chargé d 'appele r ces différ ntes routines et de décider 
l' emplacement de chargement de celles-ci en mémoire, est géré par l e 
programme EQUALOG . 
La seule routine commune aux deux prob lèmes est PROD 4. 
Le générateur peut être décomposé en quatre parties indépendantes , qui s ont : 
I. Analyse des équ- ti.ons l ogiques (P ROB 1, PR.OB 2, PROD 3). 
II. Transposition d es équations logiques en tal>le (PROB L,). 
Ill. Générütion des instruct ions en 1\ ssemblc.r (PROB 5) . 
IV. Analyse de la t able de décision (PR.OB 6). 
L a figure IV -1 montre la conception générale du programme de liaison . 
Seul.le programme EQU.ALOG sera constamment en mémoire c entrale, l es 
autres programmes seront en overlay. L 'endroit de c hargement de ceux- c i 
se fera comme indiqué ci-dessous : 
EQUALOG 
PROB 1 Phase 2 'PROB L, Phase 3 P ROB 5 Phase 4 f.)ROB 6 
Phase 1 PROB 2 
PR.OB 3r 
.J. 
L 1 cnchaî11emc11t de ces phases se fera de manière différc11tc suivant le CdS : 
lorsqlle l'on pm·t des L~'luation s logiques , n01 s aurons l es pl1ascs successives 
1, 2, 3, térndis qLt'au ,l ~ wrt des tul)lcs de décision, n us aurons l'-2nch.:Sncme1 
L,, 3 . li faut ajouter 'ncorc q e le progr mm peut Qtr interrompu au niveélu 
dC' chaqu _ phase lorsque 1c résultn1 de celle--ci ne permcl pas d 'nssu rcr la 
validité de ln pirns uivonie . 
--
En tr ée 1 
î 
E q u a tions 
l o giques 
Chargement 





r.:,R l3 3 
T ab l e des 
inc ompatibi I ités 
ent r e décis ions 
Il 
C h a r 9 emen t e t 
exécution de 
P ROB 4 










F ic h ier 
m an euv 
Char gem ent e t 
exécution d e PR OS 5 
- - - --: r ep r ésen te l es P, a t' ti es indépend antE:s . 
IV. 2 . 
En trée 2 
~ 
T ab l e de 
d éc i s i on 
Cha r gement e t 
exécu ti o n de 
PROB 6 
N 
Fig. IV- 1 
IV 
IV. 3 . 
§ 2 : Cas d 'un problème transposé en table cl décision . 
Les informations contenues dans les tables de décision sont rentrées à. 
l'aide de cartes perforées (annexes 1 et 2) . Nous avons vu que dans cc 
cas le programme se divisait en deux parties : analyse de la table et 
gé11ération des instructions . La génération des instructions n'aura lieu 
qu'au cas où l'analyse ne détectera ni redondance, ni incompatiblité . 
2 . 1. PROB 6 - Analyse de la table. 
Cette phase est elle-même divis ée en un certain nombre de parties 
a) ContrôJ c de syntaxe des cartes. 
Lors de la l ecture des cartes, un certain nombre d'erreurs peuvent 
être détectées, qui occasionnent un arrêt du traitement. C e sont : 









col 3 de la carte d'en-tête est différente de blanc au zéro. 
- valeur inférieure à zéro dans les colonnes 6 et 7. 
col 1 et 2 des cartes "condition " et "décision " ont une 
val eur différente des col 1 et 2 de la carte d 'en - têt . 
erreur de séquence pour les cnrtes "condition" et "déci.sic 
(col 4 et 5). 
pas de carte "condition " ou "décision'' (col 3) . 
erreur de séquence (carte C après carte D) . 
l a. zone "condition" (col 11 èt suivante) contient une valeur 
supérieure ( en valeur absolue) à. l a valence (col 6 et 7) de 
cette condition . 
erreur de s6quence (carte D avant carte C). 
détection de fin de fichier (/ ~) avant qu 'une carte D soit lu 
nombre de possibilités (col 6 et 7) inférieur à zéro . 
b) _Eclatement de J a mat ri ce des "conditions ". 
Cette motrice (R) fut garni.e, lors de l a lecture des cartes . par l a 
zone "conditions" (col 11 et suivante), des cartes "condition". Pov_r 
exécuter l'éclatement de celles-ci, on calcule. d 'abord le nombr e de 
cas NC représentôspar chaque rQgle (chaque colonne de R) . On 
applique en.suite les formules vues au chapitre: II , § 1, pour éclater 
chacune des règles. Nous obtenons fürn1 emcnt une. matrice A repré-
sentant 1 'cnsemblc des cas (et non plus des règles) de la table initial< 
.. 
IV. 4 . 
c) D ~tection d<!s cas redondants et incompatible~. 
Au départ de l a matrice donnant l ' ensemble des cas envj sagés , on 
calcule pour chacun d ' eux (chacune des colonn es de R ) , la valeur 
de la fonction correspondante (voir chap . Il, § 2) . L orsque pour 
deux colonnes (cas) 011 trouve la même val euc par la fonction., c 'est 
qu •n y a redondance ou incompatibilité pour cc as . On r egarde 
alors les décisions, ce qui permet de déc erner dans l aquelle des 
· deux situations l'on se trouve. 
d) Détection des cas oubliés . 
Ceux-ci peuvent être trouvés aisément e n r egardant quelles sont 
l es valeurs de la fonction qui ne se sont pas produites durant 
l'examen des cas redondants et incompatibl es. Rappelons que 
l 'ensemolc cles val eurs prises par la fonction est l'ensemble d es 
entie r s compris entre 1 et NT où NT est l e nombre total de cas 
pouvant exister pour cette table . 
2. 2 . PROB 5 - Gén ération des instructions. 
L a méthode adoptée ici est la technique de l 'o rganigramrne dével oppée 
au chapitre II (§ 3) . 
Elle revient en fait à construire l 'arbre correspondant à la t abl e 
(voir figure 11-1). Or, l e traitement ne pouvan l se faire que séquen-
tic1l.cm'3nt, on est obligé lorsque l 'cn descend sur une branche, de 
mémori.se1· à chaque sommet une partie cle l 'info r rnation, à savoir 
une des deux sous-tables construii.Œ o.. partir du test . Comme toutes 
ces sous-tabl~s ne sont que des sous-matrices clc la matrice des 
c onditions R, il suffit pour les rnémorise:r de co11naïtre deux informa-
t ions : 
1. Un vecteur COND IT dont l a ieme c omposante indique si la 1ème 
condition de la table initjabl e est présente (1) ou non (0) dans la 
sous-table. 11 possède donc 1\1C c omposantes (MC : nombre de 
condi.tions de la table). 
2. Un vecteur BASE 1 dont la i ;,.me composan te indique si l a ième règle 
de la table initiale est présente (1) ou non (0) dans l a sous-table . 
Etudions la manit?.re de procéder sur un exemple simpl e : 
Rè0.le.s-
~, 1 2 3 4 
Cl 1 2 1 1 
c2 2 0 -2 3 
C3 0 1 1 2 
et supposons que les val ences des conditions soient V 1 2, V 2 = 3, 'i.' 3 
IV . S. 
a) Initialisation. 
On construit l es matrices M. associées o. chaque conditi.on C .. 
en s ' agil des matrkes M i dé11 nics au chap. 11, § 3 . 3 pour l a1 
nouvelle technique du 11 r ul e mask 11 • 
On obtient l\1 1 =1~ 0 1 ~ 1 M2::[ 1 1 0 .M3,~ 1 l 0 1 0 1 0 0 0 0 1 
1 1 1 
au dé.part, on a aussi C OND IT = (1 1 l) 
BASE l ~ (1 l 1 1) 
b) Constn ction de l 'arbre. 
Définis s ons M. (1) comme étant la l ème ligne de l a matrice M. et 
s~pposons qu 'll faille d'abord tester c 1 ;; 1. 
1 
Les opérations suivantes sont exécutées : 
1. 
rnxm cm 
BASE 1 M/1) BASE 2 
On r0garde alors .'.-:>i BASE 2 possède plus d 'une composante à 1 . 
Si tel est le cas, 1a sous-table correspondant à la branche YES 
du test C 1 = 1 contient plus d'une règle. On met alors à zéro la 
c omposan1c de CONDlT correspondant à le condition testée (1) et 
on slockc dans un st.:ick. le numéro de cette condition, les vccteur5 
CONDJT et BASE 2. 
STACK__., l r l 0 1. 1 
2. Calculer BASE 2 = ~ 17'1 M{l) oit @ signifie 
0 0) 
"somme modul1 
On obtient B LL, E 2 ~ (0 1 
On exécute en uite 
r11 X m 
BASE 1 BASE 2 BASE 1 
3.On rega rde a.lors si BASE J poss'dc plus d'une composante a 1. 
Comme cc n'est pas le cas, on regarde si ce vecteur poss12cle 
une .seule composante à l. Nous sommes dans celte situ,ition, 
cc qui si g:, i l'ic que la solis-tablc associée tt la branche NO du 
tcsl C 1 =0 l est réduite à une seule ri.'g]e, celle ·orrcsponcl a ut à la composante non nulle. L'nlgori1hmc du. chap. 11 (§ 3) 111.--.us 
dit alors que l'on est arrivL à l'une des feuilles <le. l'arbre. 
IV. 6, 






Le programrn.e généré associé s 'écrit : CLI 
BE 
B 
Cl, X 'Fl ' 
PARA l 
REGLE 2 
4. La branche NO du test précédent étant terminée, on transfert 
dans CO"Ï's-DI'l' et BASE l, la premièr·e ligne du sommet du stack. 
On a donc COl 1DIT: (0 1. 1) et BASE l:: (1 0 1 1). 
·Ce s <leux inrormati.ons dérin.issent la sous -table correspondant 
à l a branche YES, c'est-à-dire: 
REGLES 1 3 4 
C 2 2 -2 3 
c,.., 0 1 2 
J 
Supposons que le nouveau test doive porter sur c 2 = 2 . 
5. Exécuter 
6 . 
ASE 1 BASE 2 
Comme B/\.SE 2 poss -~de une seule composante à 1, on adjoint à 
l a branche YES du test c 2 = 2, la règle orrespondant à. la 
composante non nulle, c'est-à-dire règle 1. 
Cette bnn che est donc terminée. 
C alculer BASE 2 = @ M2 (l) 
l-/= 2 
BASE 2: [îl r î l 0 0 1 ':::: 1 Oj 1 1 
'-




; ,: •. ~ l • • 
IV. 7. 
On multiplie ensuite BASE 1 et BASE 2 
n1 X m m 
]3ASE l BASE 2 DASE 1 
Comme RASE l possède plus d 'une composante à J, on continue 
en prenant l a sous-table définie par CONDIT et BASE l, à savoi1 
REGLES 3 
c 2 - 2 
C3 1 
L'organigramme actuel es t 
YES 
YI
-~ ï"'~, 1 
REGLE 1 --REGLES 3 
c2 - 2 
C3 1 













PARA ::. EQU x -~--11t,généré au moment où l'on retire 
une ligne du stack 
CLI C2, X ' F2' 
BE REGLE 1 
............... -~ brm,che NO du test c 2 = 2 
, Supposons que le nouveau test soit c 2 "' 3 . 
IV. 8 . 





Comme BASE 2 pos sède plus d'une composanle différente d.e zéro, 
on met l a composante de CONDIT correspo1 <l.ant à la conditjon 
testée (C?) a zéro et on stocke dan· le tack c ttc c_e:nditjon et 
ks deux --:alcurs C ONDIT et I3ASE 2 . 
ST/\.CK-·i:_I O O 1 1 10 0 1 I 
8 . Calculer BASE 2 = ® 
1 I 3 
On obtien t BASE 2 ~ (1 1 1 0) 
On exécute en suite : 
X [ll " [ ~] 
BASE 1 BASE 2· BASE 1 
BASE ] a une- scuk composante à ] ; cela implique que la branche 
correspondant au ré sultat NO du test est une feuille à l aquelle on 
assode " règle 3". 
- 9. On retire la 1ère ligne du sommet du stac)r . 
10 . 
On a. CONDIT:: (0 0 1) BA.SE 1 =. (0 0 1 l) 
L a sous-table correspond.ante est 
REGLES~ 3 4 
C3 1 2 
Supposons que le t est suivant porte sur c 3 = 1. 
On exéc ute 
[î] [l] m X = 
BASE 1 M 3( 1) BASE 2 
BASE 2 ne contient qu'une composante à 1. La brancl e YES se 
termine d one par rè gle 3. 
• 
11. C akul er BASE 2 = ® M3(1) 
1 t 1 
BASE 2 = (1 0 0 1) 
On exécute e:nsuite 
mxm m 
BASE 1 BASE 2 
IV. 9. 
C ela signifie que la branche NO corr spond à. la rè gle 4. 
L'organigramme gén 'ral est donc : 
Y~~ NO 
NO règle 2 YES 
r 
règle 1 YE S NO 
YES 
rè gle 3 r ègle ~' 


















c2, x ·r2· 
REGLE 1 








IV . 10, 
Remarques : 
1. 11 peut arriver qu ' à une étape, les vecteur s BA.SE ] ou BASE 2 aien t 
touic.s leurs -composante s nulles . On élrrive alors Dune feuille de l 'arbre 
à laqu elle on associe la règl e ELSE. 
2. Le c hoix de la va.leur à tester pour une condi.tion doil se. fai re en tenant 
compte non seule.ment des c ritères d'optimi sation (chap . Il , _, 3 . 4), mais 
aussi ·de l ' état de la sous - table sur laquelle. doit porler l e test. 
Ainsi, par exemple, si lo rs d'une étape ou avait la sous -table 
REGLES 3 4 
c2 - 2 2 
C3 l 2 
et que le critère d 'optimisat' on adopté pour le choh~ des 
i mposait de prendre pour la condition c2 , l a va1eur 1, 
ce choix nqus donnerait pour BASE 2 k vecteur (O 0 
valeurs, nous 
BASE 1 le vecteur (O O O 1) . 




C2, X 'F l' 
. REGLE 3 
REG l,E 4 
0) et pour 
Ce qui ne correspond pas à la logique de l a table pui ~que, pour C? "' 3, 
par exemple, on exfcutc.ra.it la règle 4 nu lie-µ de l<1 règle 3. On â donc 
pri s comme règle supplémentaire pour 1 e c hoix de l tt va1eur de la condiüo 1 
11 tester que c elle-ci .Ïi.gure dans la ligne de cette c oi1dition que l'on teste, 
soit sous forme. directe, soit sous forme complexe.. Pour l'exc.mp1e ci-
dessus, cela voudrait dire qu'on ne pourrait prendre pou.r la condition 2 
que l a valeur 2 pour 1e test, cc qui ne poserait plus de proùl~mc . 
.. 
li; Cas d 'un problème transposé en éqnations logiques . 
Ce problème comprend 3 parties : 
- anaJyse des éqUEüions lo giques . 
- tr· n spos it i.on des équati.ons en table 
- géné.ration des instructions correspondant à la table 
IV. 11 • 
Cette dernière partie. est commune aux deux problèmes et a déjà été expli.cirée 
au paragraphe précédent . 
3 . 1. Ano lyse des équations lo gi.ques. 
Comme pour le cas dCê'.s tab1cs, tout problème , une fois traduit en équa-
tions logiques, est ensuite introduit dans ]a ma hine à l'aide d e carles 
perforées dont le dessin se trouve en annexes 3 et 4 . 
La phase analyse comprend trois modules, qui. sont 
a) PROB 1 - Normalisation des é qua tions logi.g_ues . 
Ce progrmnme transforme les équations logiques de décision et 
d 'incornpatibi.lité sous une for me a cceptü b.le par le prograimne de 
sirnpli.fication et de complémcntation de fonct'i.on, 11 transforme 
chaque VEiriubl e di.Hércnte rencontrée en un caractèr~ a1phanuméri.quc 
E:n commença nt par les premières lettres de 1 'a.lphabe t et supprime 
l'opérateur multiplication (x) devenu inutile (puisque la longueur des 
variablQs devient une longueur jrnplicite égale Èt 1). Au fur et à 
mesure d cette transformation, i l maintient à jour une table des 
variables, commune à l. 'ense1nblc. des équations. Prenons comme 
exemple ]'équation Dl = Cl x px h + Cl x px 500 + Cl' x h x p. 
La foncLLon normalisée est Dl 0= ABC + ABD + A 'Ch, tandis que 













IV. 12 . 
b) PROB 2 - Tran sformation dC::s_~quations norm a.hsé.es . 
Cc programme exécute 1a tran.s1or111ation inv rse. de PROB l, au 
moyen de la. table consti.tué.e par c e dernier. 
c) PROB 3 - ~ i mr.1.ification, complé.me.ntation et produit de fonctions . 
Ce programme permet : 
- de multiplier entre elles un certa.in nombre d'équations logiques 
ne contenant pas d e parenthèses ; 
- <le cornplémenter u ne équation logique ; 
d e s implifi er cette équation en deux ét a.pes 
a) recherche des monômes maximaux (base principal 
complète) ; 
b) recherche des bases principales irréductibles . 
(voir théorie dans le chapitre Ill). 
Nous avons deux paramètres d'entrée à savoir : l'adresse de l'équa -





comp1 émcntation de 1 a fonction 
recherche des monômes maximaux par la méthode linéaire 
rechcrc 1e <les monômes maxima ux par l a méthode de double 
dualisation 
BP21 recherche des bases principales i rréductibles avec utilisa-
tion de MM l 
B P23 recherche des bases pri ncipales irréductibles avec utilisa-
tion de MM3 
Le paramètre d e sortie contient l 'adresse de la zone "résultat". 
L'or ganigramme général de PROB 3 se trouve en figure IV-1. 
L.on~Ju cL w dos 
monè',mes cc B o cto l s 
~----·-·- ---
~,,_ u llS ~C l't Cil :,:one !__:ç c,:i l cu l 
-------
0 
()r0t1lli.r,·:•;: "'1l t."' r1-21),;r :i l 
- - -- :J..._ - -· -- . _____ i,:l -· ·-· . 
------------ ·-
l-.11 l r 2 c de 1:-, 
fcn t t ion 
··-· 1 7 
[ 
Sup~_:-~ss i o;,-~i :.:::-1 
mul ! 1p1c?s 
IV . 1: . 
\ 
L ___ ] 




Tr a n sfcr·l cri zonu _c;;·J_ 
c<1!c_ ul p our· ce; tt c 
l onnL,cu r 
__ ., ,--
-----·----------- ··----
/,: ise en pl ~.c.., d es 
._,r L..1b l c:-; tk pré.:-c.:-ncc: 
r 
r it;\ v 
R echcr-che 
monôrn Gs mwxi 
lll ô U X f)31' ff1é--
l hode I inéairc 
/./,C 3 
Co:Y,f) i é,r,cnt a-
t ion dc l a 
func t ion 
Rech cr hc 
m onômes rn,1>d -
müL1.'< p ,.ir· ciou!:.> C.' 
u a l i s .:.11 i on 
//.isc l'll pli:.::=e du 
r é:su l t , , l POUi' B!::,L- 1 
ou Or'?.3 
L- ------,-•----
r-•;ise;: en pl c,ce ciu - ] 
r·6su l lat pour' MM 1 
GU /-NA3 
. ·---




,~--flE.PAR/\- ,:·)F\EPAr·t\ï ICi'< 
T ION ou>-. . 
· aux traite- · t 1- a it e m ents 
ments · 
E~tes t <les opérations 
F i9 . IV- 1 
.. 
Exempl es : 
1. Supposons que no_ s voulions simplifier la fonct ion normalisée 
I = AE i- ABC+ ACE + XY . 
La fin dé la fonction est détectée p ar l e 1er bl anc rencontré . 
IV. 15. 
Dans la zone opération , l'on place MMl B P21. Le résultat obtenu sera 
f = AE + Al3C + X'/ . 
2. Si avant de simpli.fier la fonction, on avait voulu la complémenter, on 
aurait placé dans la zone 11 0 1: ération" MC3 MM l BP21. 
3 . Il ést possible é g-c: lerncnt d e impli.ficr et/ou de complérnenter un produit 
de fonctions . 
f = A ' D'E + A 'BD ' + BD'F x A 'BE ' + AB+ CD x .A D ' C. 
Le programme commencera par exécuter le produü des deux premi ères 
sommes de m.onômes , simplifiera ensuite l e résultat pour le multiplier 
avec la 3ème et é\. entuelle complémcnter le. résultat. 
Remarques :. 
1. Les algorithmes i'v1i\/t3 et BP23 ne sont pas utilisés dans le générateur , 
Cependant, une partje importante d.e MM3 est repri. se dans l'algorithme 
de compl érnentatio1. de fonction (MC3), tandis que H P23 est identique à 
BP2J à la différence près qu ' il exploite respectivement les résultats de 
M1Vl3 et de MMl . 




Re.présentation i nt "'rn.e des mon ômes de. ]a foncüon b ooleenne clans PR.013 3. 
l. Cas des a1norithrnes MC3 11/lI\1.l MM3 . 
Chaque rnonômc est représenté en 1Lémoire par deu x mots , soit 64 Bits . 
Le. 1e r mot représente les v ariables sous forme di recte . 
Le 2ème mot représente les vü.riabl.c s sous .forme compiémentée . 
Chaque bit des mots correspond à. une v ariable . 
Le 1er bit de gauche correspond à 1a variabl A . 
Le dcr1ücr Ut de d •oite correspond à la variable 7. 
1 signifie que la varj a ble est présente et O qu 'elle est absente . 
Exemple : /\.E 'F76 ' 
1er n10L f 1 0 0 0 0 1 0 
2ème m?t ~ 0 0 0 1 0 0 
. . ... . ..... .. . . a a 1 l 
-------
. , .. .. . ... . . . .. 0 1 0 1 
Les 2 mols sont p l ac,is consécutivement en mémoire . Chaque monôme occu 
donc 8 octets. 
2. Cas des a l gorHh.m"s BP2 1 et BP23. 
Pour ces 2 algorithmes, il faut ajo'.1te r des variables de présence . 
Ce problème E:.st résolu en pla çant à la suite de la représentation du 
monôme du t_n1e précédent autanl de mots supplémenta.ires que c la est 
né.cessai.re . 
Ainsi, si l'on a moins de 32 monômes, un troisième. mot suffit. 
Pour le J cr monôme I on met à 1 1e premier bit de gauche du 3ème mot 
et les n.utrcs à zéro . 
Four le 11èmc monôme , on met à l le nème bit de gauche du 3ème mot 
et les - utres à zéro . 
Dans le cas Olt il y a plus de 32 monômes et moins de 64 , on ajoute un 
4ème mot et ainsi de suite . 
Ainsi, pour le 34ème monôme, c'est le bi t du 4ème mot qui est à 1 et le 
rcstan.L à zéro. 
La longueur de chaque monôme en mémoire clépeud donc du nombre de 
monômes bten.u s lors d 'un dc.s alg r ithmes MM J. ou MM3 . 
IV. 17 . 
d) Desc r iption de la phase d ' ana.lyse des équations logiques . 
L 'orgmügrnmm _ ci --de ssous explique comment e st réalisée la. liaison 
entre les trois pr gramme s précédents, pour pe rme ttre l a suppression 
des redondances, lu détection des cas incompa.ti.b]c · et des cas oubliés. 
1 ectUt'e des 
· équations de 
décision 
PROB 1 : norn1 a lisa-
t ion des équations ue 
décis ion 
PROB 3 : s i mpl 1rica-
t ion des équations de 
décision (MMl BP21) 
Stockage des équa-
tions sur disqut-s 
Lecture des équa-
tions d 1 incompatibi- -
i é 
PBOB 1 : norma l is -
tion d es équations 
d 1 incompatibilités 
PROB 3 : produit des 
équations logiques, corn 
plémentation et simpli-
fication (MC3-MM1-BP2.) 




PROB 3: mu l tiplicat ion de 
chaque équat ion de déc i sion 
p.:ir I e produit de 11 inverse 
des incompa tibi I ités 
Est -cc qu 1un des résu ltats 
est nul ? 
YES 
erreur 
(i ncompatibilité en tre d éc i sions ) 
PROB 3 : multip li cat ion et 
comp l émentation des équations 
de déci,;ion in iti al ,s(équations 
des cas oub li és) 
PROB 2 sortie des rés u l tats 
IV. 17 uis 
lV. 18. 
3.2. PROR L~ - Tr_Gn3 osi.t ion des éqUé'ltions logiques en toble , 
Ce programm constrUit une table de déci.Sion à partir des équntions 
de cléci.s-ion multipliées par l'inverse des équati.ons d'i.ncompatibi.lités. 
Pour cxé.cutcr cette opération , il tient compte cl .s inforrnalions se 
trouvant clans une tab]e et qui re présentent les incompatibilités 
entre les déci.si.on ( voir chap. 1. § 3. 3.). 
Cette tabJ.e est entrée par cartes perforées (voir annexe 5 et 6). 
3. 3. EXEMPLES 
A. A N ALYS E DES TA B LES DE DECI S ION 
- ----------- - ------------------- -----
1 1 
~ .. , .. 
1, 
's,HtJ.11'1,1<>,11:r .i.3 r.1.N114"•'-IV si,,, 11, rv,., /.li-,:,:. 
--~---~ -__ J-!· --.i 1_ ~ ,_1_!_ -- . ! . '' 
ISV? il7 i,,,,., t" J."!_ v _!!Hfl91"~ 197 1no4 J./,ri(Jo,, ilf l:J 
' 
.• j 11': j I j ! 
rlOl.l'li'¾ :) 3l0ïld j -----











-N 1 . -==-:-;-:i1(1 
·~----·--,,,o.,i:,nl!J...lhX. 'sea--,,,,,,".'-tj,11;:,.,,,.,;;:,.:, ./" ----+·----------· 
;'fO/S . .1:,;(J :Ill ilif!V.J. ;u-lt),J' ;,s/71,tv';I 1 
1 dl' 11 , ùll.~l\,iL O, ;O 1 
ex 1 PL E -1. 
VOICI LA TABLE DE DECISION INITIALE 
. > 1 2 3 4 
NC 
C 1 2 2 1 2 
2 2 1 2 2 
D 1 0 , 0 
2 1 0 0 
F1 SIGNIFIE-CAS INCOMPATIBLES CAO CONDITIO NS IDENTI QUES ET DECISIONS DIFFERENTES 
F2 SIGNIFi c •CAS REDO NDANTS CAO CONDITIONS Eî DECISIONS IDENTIQUES 
IL N Y A PAS DE CAS REDONDAN TS ET IN COMPATIBLE S 
CAS OUBLIES 
IL N Y A PAS DE CAS OUBLIES 
GENERAT I ON QES INSTRUCTIONS EN ASS EMBLER CORRESPO NDANT A LA. TABLE DE DECISION 
CLI C 1 , X' F 1 ' 
BE PARA , 
C LI C 1 , X' r- 2' 
BE PARA 2 
BC 15,ELSE 
PA RA EQU 
* C LI C 2, XI F 1 1 
BE REG LE , 
BC 15,R t:: GLE 3 
PARA 2 E QU 
* C LI C 2, XI F 1 1 
BE REGLE 2 
BC 15,R EGLE 4 
REG LE 1 EQU 
* BAL 1 , D 11 
BA 1.. 1 , D 2 1 
BC 15,FIN 
REG LE 2 EQU 
* BAL 1 , D 21 
BC 15,FIN 
REG LE 3 EQU 
* BAL 1 , D 1 1 
BC 15,FIN 
REGLE 4 EQU 
* BC 15 , FIN 
E LS E BAL 1,ERREIJR 
FIN E OJ 
" .. ;.: 
ex e r,; r t. e i 
VOICI LA TABLE DE DECISION INITIALE 
1 2 3 4 5 
NC 
C 1 2 2 0 0 1 0 
2 2 2 2 1 2 1 
3 2 1 2 1 2 
D 1 1 0 0 0 0 
2 0 0 0 1 0 
3 0 1 1 0 0 
4 0 0 0 0 1 
F1 SIGNIFIE-CAS INCOMPATIBLES CAO CONDITIONS IDENTIQUES ET DECISIONS DIFFERENTES 
F2 SIG NIFI E •CAS RE DONDANTS CAO CONDITIONS ET DECISIONS IDENTIQUES 
IL N Y A PAS DE CAS REDONDANTS ET INCOMPATI BLES 
CAS OUBLIES 
I L N Y A PAS DE CAS OUBLIES 
GENERATION DES INSTRUCT I ONS EN ASSEMBLER CORRESPONDANT A LA TABLE DE DECIIION 
CL I ,, C 2, X' F 2 1 
BE PARA 1 
CL I C 2, X' F 1 1 
BE PARA 2 
BC 15,ELSE 
PARA EQU 
* CL 1 C 3, X' F , 1 
BE PARA 3 
BC 15, REGLE 2 
PARA 2 EQ U 
* CL I C 3, X' F 1 1 
BE REG LE 3 
BC 15,R EGLE 5 
PARA 3 EOU 
* C LI C 1 , XI F 1 t 
BE REGLE 4 
ne 15,R EGLE 
REG LE 1 EQU 
* BAL 1 , D 11 
BC 15,FIN 
REG LE 2 EQU 
* BAL 1 , D 31 
BC 15,FIN 




BAL 1 , D 31 
BC 15,FIN 
RE G LE 4 EQ U * BAL 1 , D 2 1 
BC 15,FIN 
REG LE 5 EQU * 
BAL 1 , D 41 
BC 1 5, FIN 
E LS E BAL 1,ERRE UR 
. F l N EOJ 
E. Xfi. t1 Pl. é 3 
V O 1 CI LA TAB LE DE DECI SI ON INITIALE 
1 2 3 4 
NC 
C 1 3 1 2 1 0 
2 2 0 - 1 1 0 
3 4 1 4 -2 0 
4 4 1 1 1 0 
D 1 1 2 1 0 
2 2 2 2 0 
F 1 SIGNIFIE-CAS INCOMPATIBLES CAO CONDI TIO NS IDENT IQU ES ET DECISI ON S DlFFER.ENTE 
F2 SIGN I FIE ~CAS REDONDANTS CA D CONDI TIO NS ET DECIS ION S IDE NTIQU ES 
F2 SE PROD UIT POUR LES COLONNES 1 AND 3 POUR LEC AS: , 1 
, 
F1 SE PRODUIT POUR LES COLONNE S '1 AMD 4 POUR LEC AS: 1 1 1 
F1 SE PR ODUIT PO UR LES COLONNES 3 AND 4 POUR LECAS: 1 1 3 1 
F'1 SE PRODUIT POUR LES COL ONNES 3 AND 4 POUR LE CAS: 1 1 4 1 
F 1 SE PROD UIT PO UR LES COLONNES 1 AND 4 POUR LECAS : 
, 2 1 1 
F 1 SE PRODUIT PO UR LES COLONNES 2 AND 4 POUR LE CAS! 2 2 4 1 
~?,.>_ 
CA S OUBLIES 
IL N Y A PAS DE CAS OU BLIES 





**FOR TRAN ** STOP 
.d • •: 
· ,:;.: 
F.: )( E M. P L F- Lf 
VOICI LA TABLE DE DECISION INITIALE 
1 2 3 I+ 5 6 7 8 9 1 0 11 1 2 1 3 ., 4 
NC 
"•- ~ 
C 1 3 0 0 0 0 1 , 1 1 -1 2 2 3 3 
2 5 1 1 2 2 3 3 3 5 5 5 4 4 4 4 
3 4 0 4 4 -4 4 2 3 4 •4 4 1 -4 4 -4 4 
L ~ 
D 1 2 3 3 3 3 2 3 2 2 2 2 3 
2 1 1 2 2 0 2 2 2 1 1 1 1 
3 2 2 2 3 3 2 3 2 2 3 2 1 
F1 SIGNIFIE-CAS INCOMPATIBLES CAD CONDITIONS IDENTI QUES ET DECISIONS DIFFEREN T 
F2 SIGNIFIE •CAS REDONDANTS CAD CONDITIONS ET DECISIONS IDENTIQUES 





1 4 1 
2 3 2 
3 3 2 
1 4 2 
2 5 2 
3 5 2 
2 3 3 
3 3 3 
1 4 3 
2 5 3 
3 5 3 
2 3 4 
3 3 l, 
1 4 4 
2 5 4 

































































DES INSTRUCT I ONS 
~? L( ~ C 2,X'F 4 1 
PAR A 1 
C 2 , X' F 3 1 
PAR A 2 
C 2, X ' F 5 1 
PARA 3 
C 2 , X' F 1 1 
P/1R A 4 
C 2,x I F 2 1 
PARA 5 
15, ELSE 
* C j. ,X'F 2 1 
PARA 6--
C 1 1 X' F 3 1 
PARA 7 
15 ,ELS·E 
* C 1 t XI F 1 1 
PA RA 8 
15 ,ELSE 
* C 1 , X' F 'I' 
PARA 9 
15, REGL E10 
* C 3 , X' F 4 1 
RE G LE 2 
15, REGLE 1 
* C 3, X' F 4, 
R [ GLE 4 
15 ,R EGLE 3 
* C 3 , XI F 4 1 
RE OLE12 
15,REGLE11 
C 3, X' F 4 1 
RE GL E14 
15 ,RE GLE13 
* C 3,x' F 2 t 
REG LE 5 
C 3, X' F 3' 
REGLE 6 
15,R EGLE 7 
* C 3, X' F 4' 
REGLE 9 
15 ,R EGLE 8 
* 1 , D 11 
1 , D 2 1 
1 , D 31 
15 , FIN 
* 1 , D 1 2 
1 , D 2 1 
1 , D3 2 
15,F IN 
EN ASSEMBLE R CORRESPO NDANT A LA TABLE DE DE CISION 
• 
. . ,
REG LE 3 EQU 
* BAL 1, D13 
BAL 1 , D 2 1 
BAL l , D 3 2 
BC 15 ,FIN 
REG LE 4 EQU 
* BAL 1 , D 1 3 
B/\L 1 , D 2 2 
BAL 1 , D 3 2 
BC 15,FIN 
REG LE 5 EQU 
* BAL 1 , D 1 3 
BAL 1 , D 2 2 
BAL 1 , D 33 
BC 15, FIN 
REGLE 6 EQU 
* 
·,• BAL 1 , D 1 3 
BAL 1, D33 
BC 15,F IN 
REG LE 7 E QU 
* BAL 1 , D 1 2 
BAL l, D22· 
BAL 1,032 
BC 15,FIN 
REGLE 8 EQU 
* BAL 1, D 13 
BAL 1 , D 2 2 
BAL 1,D33 
BC 15,FI N 
REG LE 9 EGU 
* BAL 1 , D 1 2 
BAL 1,D22 
BAL 1 , D3 2 
/·. BC 15,FIN 
REGLE10 EQU 
* BAL 1 , D 1 2 
BAL 1 , D 2 1 
BAL 1, D 3 2 
BC 15,F IN 
REGLE11 E QU 
* BAL 1 , D 1 2 
BAL 1 , D 21 
BAL 1 , D 3 3 
BC 15,F IN 
REGLE12 EQU 
* BAL 1 , D 1 2 
BAL 1 , D 2 1 
~ BAL 1 , D 31 
BC 15,FIN 
REGLE13 EQU 
* BAL 1 , D 'I 2 
BAL 1 , D 21 
BAL 1 , D 3 2 
BC 15 ,FIN 
REGLE14 EQU 
* BA L 1 , D 1 3 
BA L 1 , D 21 
BAL 1 , D 3 ·1 
flC 15,FI N 
ELSE BAL 1,ERREUR 
FIN EOJ 
EXet1rl.l: ~ 
VOICI LA TABLE DE DECISION INITIALE 
1 2 3 4 5 6 7 8 9 , 0 1 1 1 2 1 3 1 4 
NC 
... ..... 
C 1 3 0 0 0 0 1 1 1 1 1 - 1 2 2 3 3 
2 5 1 1 2 2 3 3 3 -5 5 5 -4 4 4 4 
3 4 -4 4 • 4 4 2 3 4 -4 4 1 -4 4 -4 l, 
D 1 2 3 3 3 3 2 3 2 2 2 2 2 3 
2 1 1 2 2 0 2 2 2 1 1 1 1 1 
3 2 2 2 3 3 2 3 2 2 3 1 2 1 
F1 SI GNIFIE-CAS IN COMPATIBLES CAO CONDITIONS IDENTIQUES ET DE CI SI ONS DIF FERENTE 
F2 SIGNIFIE •CAS R ED O ~JO A N T S CAO CONDITIONS ET DE CISIONS ID EN TIQUE S 
F1 SE PRO DUIT POUR LES COLONNE S AND 8 POUR LECAS : 1 1 
F 1 SE PRODUIT POUR 1. ES COI.ONN ES AND 8 POUR LECAS: 1 2 
F 1 SE PRODUIT POUR LES CO LO tl NE S 1 AtlO 8 POUR LECAS: 1 1 3 
F 1 SE PRODUIT POUR LES COLONNES 3 AND a PO UR LECAS: 1 2 1 F 1 SE PRODUlT PO UR LES COLO /MES 3 AND 8 POUR LE CAS: 1 2 2 
F1 SE PRO DUIT PO UR LES COLONNES 3 AND 8 PO UR LECAS: 1 2 3 
F2 SE PRODUIT PO UR LES COLONNES 5 MJD 8 POU P. LECAS : 1 3 2 
F 1 s 1: PRODUIT POUR LES COLO NM ES 6 AND 8 POUR LECAS: 1 3 3 
F 1 SE PRODUIT POUR LES COLONNES 1 AN 1) 1 1 POUR LECAS: 2 1 1 
F1 SE PRODUIT POUR LES CO I.ONNES 1 AND 1 1 PO UR LECAS: 2 1 2 F 1 SE PRODUlT POUR LES COLONHES 1 AND 1 1 POU R LECAS: 2 1 3 
F 1 SE PRODUIT POUR LES COLO NNES 3 AND 1 1 POUR LECAS: 2 2 1 F 1 SE PRODUIT PO UR LES CO LO tl NE S 3 AND 1 1 POUR LECA S: 2 2 2 
F 1 SE PRODUIT PO UR LES COLO NN ES 3 AND 1 1 POUR LECAS: 2 2 3 F 1 SE PRODUIT POUR LES COLONNES 1 0 AND 1 1 POUR LECAS: 2 5 
CAS OUB LIES 
3 3 1 
2 4 1 
1 5 1 
3 3 2 
2 4 2 
1 5 2 
3 5 2 
3 3 3 
2 ,. 3 
1 5 3 
3 5 3 
2 3 4 
3 3 t. 
1 ,. 4 
2 5 4 
3 ~ 4 
GENERATION DES INSTRUC TI ONS NON EXECUTEES CAR LA TA BLE CO NTIEN T DES INCOM, OU Dl 
__ :- EXE N pt.a ô 
V O l CI LA TA BLE DE DEC ISION INITIALE 
1 2 3 4 5 6 7 8 9 1 0 
NC 
C 1 3 0 0 0 0 1 1 1 1 1 - 1 
2 5 1 1 2 2 3 3 3 5 5 5 
3 4 - 4 4 -4 4 2 3 4 ~4 4 
D 1 2 3 3 3 3 2 3 2 2 
2 1 1 2 2 0 2 2 2 1 
3 2 2 2 3 3 2 3 2 2 
F1 SIGNIFIE -CAS INCOMPATIBLES CAO CONDITIONS IDENTIQUES ET DECISIO NS DIFFEREN 
F2 SIGNIFIE •CAS REDONDANTS CAD CO~DITION S ET DECISIONS IDENTIQUES 
IL N Y A PAS DE CAS REDONDAN TS ET INCOMPA TI BLES 






2 4 1 
3 4 1 
2 3 2 
3 3 2 
1 4 2 
2 4 2 
3 4 2 
2 5 2 
3 5 2 
2 3 3 
3 3 3 
1 4 3 
2 4 3 
3 4 3 
2 5 3 
3 5 3 
2 3 4 
7 3 3 4 
1 4 4 
2 4 4 
3 l, 4 
2 5 4 
3 5 4 
• 1 
.. ; • 
GENERATION DES INSTRUCTIONS EN ASS EMB LER CORRESPONDANT A LA TABLE DE DECISIO I 
C LI C 2, X' F 3' 
- ~~ BE PARA 1 
C LI C 2, XI F 5 1 
BE PAR A 2 
CL l C 2, X I F 1 ' 
BE PARA 3 
CL I C 2, XI F 2' 
BE PARA ,. 
BC 15,ELSE 
PARA 1 EQU 
* CL I C 1 , X' F 1 ' 
BE PARA 5 
ac 15,E LSE 
PA RA 2 EQU 
* CL I C 1 , X 'F 1 ' 
BE PARA 6 
BC 15,REG LE10 
PARA 3 EQU 
* C 1. I C 3, X' F 4' 
. . ~ BE REGLE 2 
BC 15,RE G!.E 1 
PARA 1, EQU 
* C LI C 3, XI F 4 1 
BE REGL E 4 
BC 15,R EGLE 3 
PARA 5 EQU 
* CL I C 3, XI F 2' 
BE REG LE 5 
CL l C 3, X I F 3' 
BE REG LE 6 
BC 15,R·G LE 7 
PARA 6 EQU 
* C LI C 3, X' F 4' 
BE REGLE 9 
BC 15,REG LE 8 
REG LE 1 EQU ·le 
BAL 1 , D 1 î 
BAL 1 , D 21 
BAL 1 , D 31 
BC 15,F IN 
REG LE 2 EQU * · 
BAL 1 , D 1 2 
BAL 1 , D 21 
BAL 1 , D 3 2 
BC 15,F IN 
REG LE 3 EQU 
* BA L 1 , D 1 3 
DA L 1 , D 21 
DA L 1 , D 3 2 
BC 15, FIN 
RE G LE 4 EQU 
* BAL 1 , D 1 3 
BAL 1,D22 
BAL 1 , D 3 2 
BC 15,FIN 
REG LE 5 EQ U 
* BAL 1 , D 1 3 
BAL 1,022 
BAL 1 , D 3 3 
BC 15,FIN 
REG LE 6 EQU -.~ 
~ .. :i BAL 1 , D 1 3 
BAL 1 , D 3 3 
BC 15,FIN 
REG LE 7 EQU 
* BAL 1 , D 1 2 
BAL 1, D 2 2 
BAL 1, D 3 2 
BC 15,FIN 
REGLE 8 EQU ·),; 
BAL 1, D 13 
BA L 1 , D 2 2 
BAL 1 , D 3 3 
BC 15,F I N 
REGLE 9 EQU ·k 
--
BA L 1 , D 1 2 
, , ~.{; BA L ·1, D2 2 
BAL 1 , D 3 2 
.,, BC 15 , F I N 
REGLE 10 EQU 
* BAL 1 , D 1 2 
BA 1. 1 , D 2 1 
BA L 1 , D 3 2 
BC 15,FIN 
' 
E LS E BA L 1,ERREUR 
FIN E OJ 






·i::x E,-.f PI.E J 
VOICI LA TADLE DE DECISION INITIALE 
1 2 3 L, 5 6 7 8 9 
NC 
C 1 3 0 0 0 0 1 , 1 1 
2 5 1 1 2 2 3 3 3 5 ,. 
3 4 -4 4 -1, 4 2 3 4 •4 4 
D 1 2 2 3 2 3 3 2 3 
2 1 1 2 2 2 1 2 2 
3 2 3 3 3 3 3 2 3 
F1 SIGNIFIE - CAS INCOMPATIBLES CAO CONDITIONS I DEN TIQUES ET DtCISIONS DIFFERENT! 
F2 SIGNIFIE CAS REDONDANTS CAO CO NDITI ONS ET DECISIONS IDENTIQUES 
IL N Y A PAS DE CAS REDO NDAN TS ET INCOMPA TIBLES 
CAS OUBLIES 
1 3 1 
2 3 1 
3 3 1 
1 4 1 
2 4 1 
3 4 1 
2 5 1 
3 5 1 
2 3 2 
3 3 2 
1 4 2 
2 4 2 
3 l, 2 
2 5 2 
3 5 2 -
2 3 3 
3 3 3 
1 4 3 
2 4 3 
3 4 3 
2 5 3 
3 5 3 
2 3 4 
3 3 4 
2 4 4 
3 4 4 
1 5 4 
2 5 4 
3 5 4 
. ·: 
GENERATIO N DES INSTRUCTIONS EN ASSEMBLER CORRESPONDANT A LA TA BLE DE DECIS! • 
CL I C 2, X I F 3 ' 
BE PARA 1 
CL I C 2, X' F 1 1 
BE PARA 2 
CL I C 2 , X' F 2' 
BE PARA 3 
C LI C 1 , XI F 1 ' BE PARA 4 
BC 15,ELSE 
PARA 1 EQU 
* C LI C 1 , X' F , 1 
BE PARA 5 
BC 15,ELSE 
PA RA -2 EQU 
* CL I C 3, X' F 4 1 
BE REGL E 2 
BC 15,RE GLE , 
PARA 3 mu 
* CL I C 3 , X • F 4' 
BE REG LE 4 
BC 15 , RE GLE 3 
PARA 4 EQU 
* CL I C 2, X' F I; t 
BE REG LE 9 
BC 15,REG LE 8 
PARA 5 Eau 
* CLI C 3, X 'F 2 1 
BE REG LE 5 
CL I C 3, X' F 3 t 
BE REG LE 6 
BC 15 ,R EG LE 7 
REG LE 1 EQU 
* BAL 1 , D 1 1 
BAL 1 , D 21 
BAL 1 , D 31 
BC 15, FIN 
RE G LE 2 EQU 
" BAL 1 , D 1 2 
BA l. 1 , D 21 
BAL 1 , D 3 2 
BC 15, FIN 
REG LE 3 EQU 
* BAL 1 , D 1 2 
BAL 1 , 0 21 
BAL 1, D 3 3 
BC 15,FIN 
REG LE 4 EQ U 
* BAL 1 , D 1 3 
BAL 1 , D22 
BAL 1 , n 3 3 
BC 15,rIN 
REGLE 5 EQU ·/( 
BAL 1 , D 1 2 
BAL 1 , D 2 2 
BAL 1 , D 3 3 
BC 15,FIN 
REG LE 6 EQU •/( 
BAL 1 , D13 
BAL 1, D2 2 
BAL 1 , D 3 3 
BC 15 ,FIN 
REG LE 7 EQU 
* BAL 1 , D 1 3 
Blll 1 , D 2 1 
BAL 1 , D 3 3 
BC 15, FIN 
REG LE 8 EQU 
* BAL 1 , D 1 2 
BAL 1 , 02 2 
BAL 1, D 3 2 
BC 15,FIN 
REG LE 9 EQU 
* BAL 1 , D 1 3 
BAL 1 , D2 2 
BAL 1,0 33 
BC 15,FIN 
EL SE BA L 1, ERREUR 
FIN E OJ 
**FORTRAN ** STOP 
/=.X f:.J1 f't.8 g 
VOICI LA TABLE DE DECISION ItlITIALE 
1 2 3 4 5 6 7 B 9 
NC 
C 1 3 0 0 0 0 1 1 1 1 
2 5 1 1 2 2 3 3 3 5 •4 
3 4 -1, 4 •4 4 2 3 L, •4 4 
D 1 2 2 3 2 3 3 2 3 
2 1 1 2 2 2 1 2 2 
3 2 3 3 3 3 3 2 3 
F1 SIGN~F!E-CAS INCOMPATIBLES CAO CONDITIONS IDENTIQUES ET DECISIONS DIFFERENTES 
F2 SIGNIFIE •CAS REDONDANTS CAD CONDITIONS ET DECISIONS IDENTIQUES 
F1 SE PRODUIT POUR LES COLONNES 
F2 SE PRODUIT POUR LES COLONNES 
F1 SE PRODUIT POUR LES COLONNES 
CAS OUBLIES 
1 3 , 
2 3 , 
3 3 , 
1 4 1 
2 4 1 
3 4 1 
2 5 1 
3 5 1 
2 3 2 
3 3 2 
1 L, 2 
2 4 2 
3 4 2 
2 5 2 
3 5 2 
2 3 3 
3 3 3 
1 4 3 
2 1. 3 
3 4 3 
2 5 3 
3 5 3 
2 3 4 
3 3 ~ 
1 4 4 
2 (, 4 
3 4 4 
2 5 4 
3 5 4 




9 POUR LECA S: 
9 POUR LECAS: 
9 POUR LECAS: 







CONTIENT DES INCOM. OU DES 
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Exemple 1. _:_Çakul clc r0duclion dans la foct1irat ion, 
L 'c:;xempk est celui dél'i 1i au § 1. 2 de l 'introdllction . 
3 cas sont cxami né 
A. i\ nalysc des é·quations de décision uniquement. 
I] s'agit de 
DO J C J * JJ + C 1 X 11 1 C] K 50 + C 1 ' * 60 l, p 
D02 C 1 * P :x 1-l + C 1 x rj * 50 + C 1 *· ll. x P + 
C 1 :x 1 I x 50 + C 1 x 50 "'- P + C 1 x 50 x l l. 
· D03 - C 1 ;x P '¾. H ~ 50 
D04 =- C 1 ' ~ 50 ' * 60 :- Cl ' ,K 50 '}(_ 60' 
B. l11troducti.on de deux ..;q11nüons d 'incompatibfl ité 
IO_L 50' * 60 
102 C 1 * P :x 11 x 50 
==:::::i;, erre1Jr la décision DOJ es1 n.u11e lorsqu 'on lui supprime. 
]es cas j_ncompaliblcs . 
C. Suppression de l'équaiion d'incompatibilité 102 . 
La table clonn::wl 1n. corrc ·ponclancc entre les variables <l'entrée et 
les va,'iablcs .10rrn,1lLsécs c1 la suivante : 
Vari nbJ..:~s Varjahles 
d' eJttré~ norma1iées 
Cl I' 
l") B 
l l C 
50 D 
r~o E 
VOICI LE SY~TEME D EQ UAT IOilS LOG I QUES 
DO 1 "' 
C 1,t p •,C 1 * ll •'C 1 *SO+C 1 1 * 60 :1- p 




/\ ' BE~· 
DASE PRIN CIPAL E COMPLE TE METHODE LINEAIRE 
A lJ {• 
AC+ 
.1\ D ·, 
Il E • 
:, ,\ S E S P fl I tl C l P A L E S I R R E D lJ C T ! B LE S ~1 E T H O D E L I 11 E /1 I R E 
3~SE PRIN~IPALE IRREDUCTIBLE 
J\ D ,:-
!\ C ·• 




00 2 "' 
C 1 :~ P * H ~- C 1 * P 1< 5 0 '" C 1 :~ Il ,,· P + C 1 :•: H * 5 0 ·r C 1 1.- 5 0 :•, P -:• C 1 * 5 0 * Il 
U\ FON C Ti O tl E S T DON rl El: P f\ R 
xxxxxx xxx xxxxxxxxx 
ABC·:· 
1'. JJ D , 
A Ll C + 
AC D 1• 
AD Il ·, 
1\CD + 




BASES PR INC ! PA 1. ES I R REDU C T IB LES ME TIi ODE LI NE A IRE 
BASE PRINCIPALE IRREDUCTIBLE 
ACD+ 
ABD:-
1\ 0 C :-






LA FONCTION EST DONNEE PAR 
xxx xxxx~xxxxxx xxx x 
AD CD+ 
BASE PRINC IPALE COMPLETE METHODE LINEAIRE 
ABC D+ 
DA SES P Ill , IP ALES I R R U J U C T I DU: S t! E Tif ODE LI ME:\ IRE 
8 ASE PR i tl C I PA LE I R R l: Jl U C T I B 1. E 
i\BC D+ 
DO 3 = 
/\D CD 
DO L, = 
C ·1 1 * 5 0 ' ,~ 6 0 -;. C 1 ' * 5 0 ' l< 6 0 ' 
LA F O t1 C TI ü t! ES T DO 1UI E E PAR 
xxxxxxxxxxxxxxxxx x 
,\ ' iJ ' E ' •• 
BAS E PRiil CI P,\l.E COMP LETE METH ODE LltlEAli~E 
A I D ' 1-
U ;\ S E S P R I Il C I r> A LE S I rrn t.: DUC T I GLE S 11 ETH O DE L I ;1 U ! R E 
GAS E PRINCIPALE ! RRl:UUC TI BLE 
A' D'+ 
DO 1, "' 
,\, D, 
' 
· .. ).: 
l ; 
' 1 
Ef.llJATIOIIS OES CAS OU B L. ! i:: S 







A 1J D + 
AB C+ 
Al3 C D-1• 
,\, D , ,, 
CO.!PLEMENT1-\TIOM DE L1\ FON CTION 
A'B 'D + 
t-. 'DE' + 
/18 'C 1 D 1 •  
8 ASE PR I il CI PALE CO i1 P L ETE MU HO O E Ll tl E AIR f. 
i\'i3 'D+ 
A'DE • + 
I\B' C' D '+ 
8 1\ S ES P R I 1: C I Pi\ 1. E S l R R ië DUC T I l:l LES MF. T Il O DE l. I ll SA .( R E 
BASE PRINC!PA LE IRREDUCTIBLE 
,:.\' B 'D ·• 
A 1 DE 1 + 
AG 'C'D 1 + 
CO " 
A1 D1 D+A 1 DE 1 • AB 1 C 1 D1 
DUREE "' 13,0 6 SECONDE S 
E XE. MPLë 1 8 
VOICI LE SYSTEME D EQUATIONS LOGIQUES 
DO 1 = 
C1*P+C1*H +C1*50~C1'*60*P 











COMPLETE METHODE LINEAIRE 
BASES ~RINCIPALES IRR EDUCTIBLES METHODE LINEAIRE 





DO 1 = 
AB->AC+AD+BE 
D02 = 
C1 * P*H+C1*P*50+C 1*H*P+C1 *H*50+C1 *50*P+C1*50*H 












BASES PRINCIPALES IRREDUCTIBLES METHODE LINEAIRE 




DO 2 "' 
ACD+ABD+AB C 
LA FONCTION EST DONNEE PAR 
xx xxxxx xxxxxxxxxxx 
ABCD+ 
BASE PRINCIPALE COMPLETE METHODE .LINEAIR E 
ABCD+ 
BASES PRINCIP ALES IRREDUCTIBLES METHODE LINEAIRE 




D 04 :: 
C1 ' *5 0 1 *60-+C1 '*50'*60 1 




BASE PRINCIPALE COMPLETE METHODE LINEAIRE 
A'D 1 + 
BASES PRINCIPALES IRREDUCTIBLES METHODE LINEAIRE 
BASE PRINCIPALE IRREDUCTIBLE 
A1 D1 + 
D04 = 
A'D' 
VOICI LE SYSTEME D EQUATIONS DONNANT LES INCOMPATI. 
I O 1 = 
50 ' *6 0 
LA FONCTION EST DONNEE PAR 
xxxxxxxxxxxxxxxxxx 
D'E+ 
COMPLEMENTATION DE LA FONCTION 
E' + 
D+ 
BASE PRINCIPALE COMPLETE METHODE LINEAIRE 
E' + 
O·t 
BASES PRINCIPALES IRREDUCTIBLES METHODE LINEAIRE 
BASE PRINCIPALE IRREDUCTIBLE 
E'+ 
D+ 
I O 1 :: 
E1 +D 
I O 2 "' 
C1 * P*H*50 
LA FONCTION EST DONNEE PAR 
xxxxxxxxxxxxxxxxxx 
ABCD+ 




D • + 
BASE PRINCIPALE COMPLETE METHODE LINEAIRE 
A'+ 
B • + 
C'+ 
D' + !. 
BASES PRINCIPALES IRR EDUCTIBLES METHODE LINEAIRE 





I O 2 "' 
A1 +B 1 +C1 +D 1 
PRODUIT DE L INVERSE DES INCOMPATIBILITES 







C • + 
D'+ 
RESUL TAT DU PRODUI T DE SOMMES DE MONOME S 
A' E '+ 
B' E '+ 
C' E' + 




BASE PRINC IP ALE COMPLETE METH ODE LINEAIRE 
A' E '+ 
B' E '+ 
C' E' + 
D'E'+ 
A'D+ 
B 1 D+ 
C 'D+ 
BASES PRINCIPALES IRREDUCTIBLES METHODE LINEAIRE 
BASE PRINCIPALE IRREDUCTIBLE 
D' E '+ 
A'D+ 
B 'D ·• 
C'D+ 
EQUATIONS DE DECISION MUL TIPLIEES PAR LE PRODU IT DE L INVERSE DES INCOMPATI • 
LA FONCTION EST DONNEE PAR 
xxxxxxxxxxxxxxxxxx 













B C 'DE+ :. 
AB'D+ 
AC'D+ 









BASES PRINCIPALES IRREDUCTIBLES METHODE LINEAIRE 

















AB 1 D+ 
AC'D+ 
BASE PRINCIPA LE IR REDUCT I BLE 
ADD'E '+ 




BASE PRI NC IPALE IRREDUCT I BLE 






ACD 1 E1 +A 1 DDE+B C'DE+AB 1 D+ABC 1 E• 










RESULTAT DU PRODUIT DE SOM MES DE MON OME S 
ABCD 1 E1 + 
AB'CD+ 
AB C'D + 
BASE PRINC IPAL E COMPLE TE METHODE LINEAIRE 
ABCD'E'+ 
AB I CD 1• !. 
AB C1 D+ 
BASES PRIN CIPA LES I RRE DUCT I BLES METHODE LINEAIRE 





ABCD•E 1 +AB 1 CD+ABC 1 D 
LA FONCTION EST DONNE E PAR 
xxxxxxxxxxxxxxxxxx 






LE PRODUIT DE SO MME S DE MO NOMES EST NUL 
DEC" 
LA FO NC TION EST DONNEE PAR 
xxxxx xxxxxx xxx xxxx 





A1 D1 + 
RESULTAT DU PRODUIT DE SO MME S DE MONO ME S 
A'D'E'+ 
BASE PRINCIPALE COMP LETE METHODE LI NEAIRE 
A'D'E'+ 
BASES PRINCIPALES IRREDUCTIBLES METHODE LINEAIRE 
BASE PR I NC IPALE IRREDUCTIBLE 
A'D'E'+ 
DEC"' 
A' D' E' 
G 
VOICI LE SYSTEME D EQUATIONS LOGIQUE S 
DO 1 • 
C1*P+C1•H•C1 *5 0+C1'*6 0*P 











BASES PRINCIPALES IRREDUCTIBLES METHODE LINEAIRE 





DO 1 '-' 
AB+AC+AD+BE 
D02 = 
C1*P *H+C 1*P*50+C1*H*P+C1* H*50+C 1*50*P+C1 •5 0*H 
LA FONCTION EST DONNEE PA R 











BASES PRINCIPALES IRREDUCTIBLES METHODE LINEAIRE 






EQUATIONS DES CAS OUBLIES 








t\B C + 
ABCD+ 
A'D'+ 
CO MPLEMEN TATION DE LA FONCTION 
A'B'D+ 
A'DE 1 + 
AB 1 C'D'+ 
BASE P~INCIPALE COMPLETE METHODE LIN EAIRE 
A'B'D+ 
A' DE'+ _ 
AB'C'D 1 •• 
BASES PRINCIPALES IRREDUCTIBLES METHODE LINEAIRE 
BASE PRINCIPALE IRREDUCTI BLE 
A'B'D+ 
A 1 DE 1 + 
AB 1 C•D 1 + 
CO = 
A1 B1 D+A 1 DE 1 +AB•C•D 1 
GE NERATI ON DES INSTRUCTIO NS NON EXCECUTEE CAR INCOMPATIBILITE DE CERTAI NE S EQUATI 
DUREE "' 31,96 SECONDES 
LA FONCTION EST DONNEE PAR 
xxxxxxx xxxxx xxxxxx 
ABC D-~ 
BASE PRINCIPALE COMPLETE METHODE LINE AIRE 
J\BCD+ 
BASES PRINCIPALES IRR ED UCTIBLES METHODE LI NEA IRE 
BASE PRINCIPALE IRREDUCTIBLE 
ABCD+ 
DO 3 "' 
AB CD 
D04 "' 
C 1 ' * 5 0 ' * 6 0 + C 1 1 * 5 0 1 * 6 0 ·' 
LA FONCTION ES T DONNEE PAR 
xxxxxxxxxxxxxxxxxx 
A' D' E + 
A'D'E' + 
BASE PRINCIPALE COMPLETE METHODE LINEAIRE 
A' D' + 
BASES PRINCIPALES IRREDUCTIBLES METHODE LINEAIRE 
BASE PRINCIPALE IRR EDU CTIB LE 
A' D'+ 
D04 z 
A ' D ' 
VOI CI LE SYSTEME D EQUATIONS DONNANT LES INCOMPATI. 
I O 1 a 
50 1 *6 0 
LA FONCTION EST DONNEE PA R 
xxxxxxxxxxxxxxxxxx 
D' E + 
COMPLEMENTA TION DE LA FONC TION 
E' + 
D+ 
BASE PRINCIPA LE COMPLETE METHODE LINEAIRE 
E'+ 
D+ 
BASES PRINCIPALES IRREDUC TIBLES METHODE LINEAIRE 
BASE PRINCIPALE IRREDUC TIBLE 
E' + 
D+ 
I O 1 • 
E 1 +D 
PRODUIT DE L INVERSE DES I NCOMPATIBILITES 




BASE PRINCIPALE COMPLETE METHODE LINEAIRE 
E'+ 
D ~-
BASES PRINCIPALES IRREDUC-IBLES METHODE LINEAIRE 
BASE PRINCIPALE IRREDUCTI LE 
E' + 
D+ 
EQUATIONS DE DECISION MUL TIP LIEES PAR LE PRODUIT DE L INVERSE DES I NCOMP ATI • 
LA FONCTION EST DONNEE PA i 
xxxxxxxxxxxxxxxxxx 




/\ C + 
AD •• 
BE+ 





BASE PRINCIPALE COMPLETE r ETHODE LIN EAI RE 




BASES PRINCIPALES IRREDUCTI BLES METHODE LINEAIRE 






ABE'+ACE 1 +BDE+AD 
















BASES PRINCIPALES IRR EDUCT . BLES METHODE LINEAIRE 
BASE PRJNCIPALE IRREDUCTIB E 
ABD+ 
ACD•· 
ABCE 1 + 
DEC• 
ABD+ACD+ABCE' 






RESULTAT DU PRODUIT DE SOMMES DE MONOMES 
ABCD+ 
BASE PRINCIPALE COMPLETE M THODE LINEAIRE 
ABCD+ 
BASES PRINCIPALES IRREDUCT I BLES METHODE LINEAIRE 










RESULTAT DU PRODUIT DE SOMMES DE MONOMES 
A'D'E'+ 
BASE PRINCIPALE COMPLETE M THODE LI NEAIRE 
A'D'E'+ 
BASES PRINCIPALES IRREDUCT BLES METHODE LINEAIRE 
BASE PRINCIPALE IRREDUCTIB_E 
A'D'E'+ 
DEC 
A' D' E' 
EQUATIONS DES CAS OUBLIES 










A1 D1 + 
COMPLEMENTATION DE LA FONCTION 
A'B'D+ 
A'DE 1 + 
AB 'C 'D'+ 
BASE PRJNCIPALE COMPLETE ME THODE LINEAIRE 
A'B 1 D+ 
A'DE 1 + 
AB' C'D'+ 
BASES PRINCIPALES IRREDUCTIBLES METH ODE LINEAIRE 





A'B'D+A 1 DE 1 +AB 1 C•D 1 
DUREE "' 24,50 SECONDES 
.. 
Exemple 2 , - Réservation de place d'avion. 
P artons de 1 'cxempk éno11c.é m1 § 1. 3. d u chapit re I . 
2 cas s011t envisagés : 
A. Equations de d ··cision sans incompatibilité. 
L
1
é1 oncé du prl1blème a permi. s cl ' écri.re le système d 'équations 
de décision : 
DO 1 '-" Dl * Dl P :x A -1 DT x D 1 T' * Dl P ~ A + D P 'lf. D J P :x A ' 
D02 = DT x DlT xA + DPK D lP' x D lT :x A +DT* DJT 'K A :' 
D03 = D P x DJ P ' * A ' + DP ;x. D lP ' =x D lT ' =x A -~ D P x DlP ' ;x. DJ T ' :x 
D04 ;= DT x D1T
1
x A ' + DT' :x DlP ' * DlT'x A+ DT' ~,DJP ' * D JT ' :x A 
N.B . : 
Les variables sont celles définie au chapitre I à la restr Lc.tion près 
que d e~t remplacé par D 1 . 
B . Adjonction de l ' équation <l'inconipatibilité , 
101 "'DP ' Y-- DT'+ DP lC DT • 
Pour cc?-t exc 111 le, l a tab}e de co1~respondancc entre les v aria.blcs est 










Dans l ' équation de <lécision DO~ de cet exemple, nous avons 
volontai rcment introduit une faute . 
En effet, d ' apr.:.,s l' énoncé, l' éqHation D04 orrc.sponclant à 
une mi e en attente cl 'une place touri st était : 
' D04 = DT x D .lT ' ~A ' + DT :x·DlP' * DlT ' * A 1- DT* DlP ' ;x Dl T ' 
} < A 
(clans 'les deux J.erniers monômes on a mi s DT au lieu de DT ') . 
Le's c onséquences de cette erreur sont les suivantes 
J. l' équationdc.· c as oubliés nous s i gnale que 
D P ' x DlP' :loc l\. ~DT~ Dl T' 
a été omis . 
2. lors dc. la transposition de c 'S équations en table, une erreur 
sera dé1ecî ,"e venant du fait que la combi.ne i.son des conditions 
(2 J O ] J) corre:c;ponclônl GLl m nôme DP ~ DlP' * DT ~~ D1T ' 
est coIDmunc à D03 et D04. 
En effc t, )a table clcs inc m1)ntibibté.s défini-2 au Clv1p, l. png" 
JO, interdit que ces et. ux équations se produisent .simuhaném2nt. 
!=KlEMPLE: ,2 .4 
VOI CI LE SYSïEME D EQUATiONS LOGIQ UES 
DO 1 = 
DP*D 1P *A• DT*D1T'*D1P*A•DP*D1P*A' 
LA FO NCTION EST DONNEE PA R 
xxxxxxxxxxxxxxxx xx 
ABC -i• 
BCDE 1 + 
AB C'+ 
BASE PRINC IP ALE CO MP LETE METHODE LIN EAI RE 
BCDE'+ 
AB+ 
BASES PRINCIPALES IRRED UCT IBLES METHODE LINEA I RE 
BASE PRINCIPA LE IRREDUCTIBLE 
BCD E• ·~ 
AB -i· 
DO 1 = :. 
DCDE'+AB 
D02 = 
DT*D1T *A+D P*D 1P' *D1 T*A+DT*D1T*A ' 
LA FONCTION ES T DO NNEE PAR 
xxxxxxxxxxxxxxxx xx 
CD E-i• 
AB' C E-1• 
C1 DE+ 
BAS E PRIN CIP ALE CO MP LETE METHODE LINEAIRE 
AB'CE+ 
DE + 
BASES PRINCIPALES IRRE DUCTI BLES METHODE LINEAIRE 





D0 3 = 
DP*D1P'*A'•DP *D1P1 *D 1T ' *A•DP *D 1P' *D1T'*A ' 
LA FONCTION EST DONNEE PAR 
xxx xxxxxxxxxxxxxx x 
AB'C ' + 
AB 'C E' + 
AB'C 'E'+ 
BASE PRINC IP ALE CO MPLETE METHODE LINEAIRE 
AB 'C' + 
AB'E ' + 
BAS ES PRI NCI PALES IRREDUC TIBLES ME THO DE LINEAIRE 
BASE PRINC IP ALE I RREDU CTI BLE 
AB' C 1 -~ 
AB' E' ❖ 
DO 3 = 
AB ' C'+AB'E ' 
DOL, :: 
DT• D1T 1 *A 1 +Dî'*D1P'*D1T 1 *~•DT '*D1P• • D1T' *A' 
LA FON CTION EST DO NNEE PAl 
xxxx xxxxxxxxxxxxxx 
C1 DE1 + 
B 1 CD 1 E1 + 
B' C'D'E'• 
BASE PRINCIPALE COMPLETE 1ETHODE LI NEA IRE 
C'D E'+ 
B' C 'E '+ 
B' D' E' + 
BAS ES PRINCIPALES IRR EDUCTI BLES METHO DE LI NEAIRE 
BASE PRINCIPALE IRREDUCTI BLE 
C1 DE1 + 
B' D' E ':t 
DO 4 :: '· 
C1 DE 1 ... B1 D1 E • 
EQUATIONS DES CAS OUBLIE~ 
LA FO NCTION EST DONNEE PA 
xxxxxxxxxxxxxxxxxx 




AB 1 C1 + 
AB'E'+ 
C'DE'+ 
B ' DI E'+ 
COMPLEMENTATION DE LA FON CTION 
A 1 BD 1 + 
A'D'E+ 
A'B'CDE ' + 
BASE PRINCIPALE COMPLETE METHODE LINEAIRE 
A'BD 1 + 
A1 D1 E+ 
A' B'CDE ' + 
BAS ES PRINCIPALES IRREDuC-IBLES METHODE LINEAIRE 
BASE PRINCIPALE I RR EDUCTI 3 LE 
A 1 8D 1 + 
A'D'E+ 
A'B'CDE ' + 
CO = 
A1 BD 1 +A 1 D1 E+A 1 8 1 CDE 1 
DUREE" 12,66 SECO NDES 
• 
f:;.kEHfl..E -fi (3 
VOICI I.E SYSTEME D EQUATIOtlS LOGIOUES 
DO 1 "' 
DP*D1P*A+DT*D1T'*D1P*A+DP*D1P*A' 
LA FONCTION EST DONNEE PAR 
xxxxx xxx xxxxxxxxxx 
ABC+ 
BCDE 1 + 
ABC'+ 
BASE PRINCIPALE COMPLETE METHODE LINEAIRE 
BCDE 1 + 
AB+ 
BASES PRINCIPALES IRREDUCT :B LES METHODE LI NEAIRE 
BASE PRINCIPALE IRREDUCTIB LE 
BCDE 1 + 
AB+ 
DO 1 "' 
BCDE 1 +AB 
DOZ .. 
DT*D 1T*A+DP*D1P' *D1T*A+DT xD 1T*A ' 





BASE PRIN CIPALE COMP LETE METHODE LINEAIRE 
AB ' CE+ 
DE+ 
BASES PRINCIPALES IRREDUCT IB LES METHODE LI NEAIRE 
BASE PRINCIPALE IRREDUCTIB LE 
AB'CE+ 
DE+ 
D0 2 " 
AB ' CE+D E 
D 03 = 
DP*D1P ' *A'+ DP *D1P ' *D 1T 1 *A+DP*D 1P' *D 1T' *A ' 
LA FONCTION EST DONNEE PA R 
xxxxxxxxxxxxxxxxxx 
AB 1 C1 + 
AB'CE ' + 
AB'C'E '+ 
BASE PRINCIPALE COMPLE TE METHODE LI NEA IRE 
AB'C ' + 
AB 1 E 1 + 
BAS ES PRINCIPALES IRR EDU CT I BLES METHO DE LINEAIRE 
BASE PRINCIPALE IRREDUCTIBLE 
AB 1 C1 + 
AB'E'+ 
D03 " 
AB'C '+AB 'E' 
,. 
DO 4 " 
DT*D1T 1 *A'+DT' *D1P 1 *D1T 1 *A+Dî ' *D1P' *D 1î'*A' 
LA FONCTION EST DONNEE PAR 
xxxxxxxxxxxxxxxxxx 
C' DE'+ 
B1 CD 1 E1 + 
B'C'D 'E' •• 
BASE PRINCIPALE COMPLETE METHODE LINEAIRE 
C' DE'+ 
B' C 'E '+ 
B' D' E ' + 
BASE S PRINCIPALES IRREDUCTIBLES METHODE LINEAIRE 
BAS E PRINCIPALE IRREDUCTIBLE 
C1 DE 1 + 
B' DI E'+ 
D04 o: 
C1 DE 1 +B 1 D1 E 1 
VOICI LE SYSTEME D EQUATIONS DONNANT LES INCOMPATI. 
I O 1 " 
DP' *DT•·~DP*DT 
LA FONCTION ES T DONNEE PAR 
xxxxxxxxxxxxxxxxxx 
A' D' + 
Aü+ 
COMPLEMENTATION DE LA FONCTION 
AD'+ 
A'Dv 
BASE PRINCIPALE COMPL ETE METH ODE LINEAIRE 
AD'+ 
A' D+ 
BASES PRINCIPALES IRREDUCTIDLES METHODE LINEAIRE 
BASE PRINCIPALE IRREDUCTIBLE 
AD'-~ 
A'D+ 
I O 1 "' 
AD'+A 'D 
PRODUIT DE L INVERSE DES INCOMPATIBILITES 




BASE PRINCIPALE COMPLETE METHODE LINEAIRE 
AD'-~ 
A' D1-
BASES PRINCIPALES IRREDUCTIBLES METHODE LINEAIRE 




EQUATIONS DE DECISION MULTIPLIEES PAR LE PRODUIT DE L INV ERSE DES INCOMPATI. 







RESULTAT DU PRODUIT DE SOMMES DE MONOMES 
ABD'+ 
A'BCDE '+ 
BASE PRINCIPALE COMPLETE HETHODE LINEAIRE 
ABD'+ 
A'BCDE ' + 
BASES PRINCIPALES IRREDUC-IDLES METHODE LINEAIRE 
BASE PRINCIPALE IRREDUCTIBLE 
ABD'+ 
A1 BCDE 1 + 
DEC• 
ABD 1 +A 1 BCDE 1 







RESULTAT DU PRODUIT DE SO~MES DE MONOMES 
AB'CD 1 E+ 
A'DE+ 
BASE PRINC I PALE COMPLETE METHODE LINEAIRE 
AB'CD'E+ 
A'DE+ 
BASES PRINCIPALES IRREDUCTIBLES METHODE LINEAIRE 




AB 1 CD 1 E+A 1 DE 







R ES U LTAT DU PRODUIT DE SOMMES DE MONOMES 
AB'C'D'+ 
AB'D'E ' ·• 
BASE PRINCIPALE COMPLETE METHODE LINEAIRE 
AB'C'D'+ 
AB'D'E ' + 
BASES PRINCIPALES IRREDUCTIBLES METHODE LINEAIRE 




AB 1 C1 D1 +AB 1 D1 E• 
LA FONCTION EST DONNEE PAR 
xxxxxxxxxxxxxxxxxx 




B' D' E' + 
RESULTAT DU PRODUIT DE SOMMES DE MONOME S 
AB 'D' E'+ 
A' C 'D E'<-
BASE PRIN CIPALE COMPLETE METHODE LINEAIRE 
AB'D'E'+ 
A'C'D E'+ 
BASES PRINCIPALES IRREDUC TIBLES METHODE LINEAIRE 




AB 1 D1 E 1 +A 1 C 1 DE 1 
EQ UATIO NS DES CAS OUBLIES 
LA FO NCTION ES T DONNEE PAR 
xxxxxxxxxxxxxxxxx x 






C' DE' -~ 
B' D' E' + 
COMPLEM EN TATION DE LA FONC TION 
A'BD '+ 
A'D 'E + 
A1 B'C DE 1 + 
BAS E PRI NCIPALE CO MPLETE METHODE LINEAIRE 
A 1 8D 1 + 
A'D'E+ 
A'B'CDE'+ 
BASES PRI NCIPALES IRR ED UCTIBLES ME THOD E LINEAI RE 
BAS E PRI NC IPALE IR REDU CTI BLE 
A'BD'+ 
A' D' E-t 
A'B' CDE'+ 
CO "' 
A1 BD1 +A 1 D1 E+ A1 B1 CDE' 
DURE E "' 24,60 SECONDES 
.. 
Exemple 3. - Calcul cle p•~imcs, 
"Dans une entreprise Li. t)7;cs de primes peuvent être oct roy ~s a1 x 
emp1o_y 's s'ils rcmpl 1~scnt les conditions suivantes : 
1. Prime d'an den ,1e:t é, 
Si l'employé. possède au moins 3 nnnécs de service (A3) e t si 
son absence au bureau est inféri.eure ou égale ou. moyenne 
b_ 1 mois ou f~ semai ne_,(D4), ] a prime (DO J) s ' élève È1 ] 5 % du 
~alaire mensuel (S ) • 
Ill 
Si. l ' employé- à une ancienneté d'au moù1s un an (AJ) et si son 
absence est limitée à 2 semaines par an (B2) , la prime (D02) 
s'élève à 20 % <le S diminuée c}, 8 % par serna.ine d 'absence. 
m 
Si l'employé a une L1t1ci.enneté inférieure èi. un an (AJ ) , il re-
cevra une prime de pré_·ence (JA)3) de 6 % <lu S pour autant 
que son Absence moyenne soit i11réricurc à 2 j oIT1rs ( BO). 
Si l'employé a une ancienneté d 'au moi.ns 3 ans CA3) et s 'il a 
été absent moins de 2 semaines (n2) ou si dans le cas contraire . 
ayant ét /, <' bsent m1.. i.i1 s cl 'un mois (B4), son ]'i gnalc.rn·..., ,1t (N) 
est sup(~rieur à ] 5, b prime ( )04) vaudra ')l) -n- 20 ~;, (JLl S . 
,_ 1n 
S i l'employé a une a1,cienneté inférieu~à .l a1 (A J) , son ab-
- cncc est li mi.t,'c èi. 1 jours (130) et si. son sign_alemcm est supé-
~ieur à J S (i-.J), sa pri.rn.::: D06 s'élèvera. [l (ï -15) x 2 ~o du Sm • 
f~. Primc _ _p5?ur service exc~yti onn" 1. 
Si. J ' crnph~yé a le minimum d'ab!'ience (BO) cl p ssèdc une cote 
signalcnH:-nt s1,1péri u1rc à 15 ( N), la prime (D07) s ' élève à 
( L15) :x 4 % du Sm' 
X 
X X 
L'énoncé du problème permet d'écrire immédiatement le système. 
d'équations logi.ques 
DOl AJ ·.: B4 
D02 l\ ] X B2 
DUJ i\ .1 x BO 
D04 = A3 ., H2 -1 AJ }: B4 N 
DOS =0 /\ 1 :.r Ï. .\ :iE H2 
D06 A I v J),0 x N · 
D07 1 O x N 
Donc l"'S relaU c,ns Ai et Ej ve1lent respectivement 1 lorsque 
le 11on1!.ire d ' ann-S~:s d ' ancLenneté est s_u péricur à. i et lorsque 
le nombre de Sl'tnaincs d'c bs~11ee est inl'~rieur à J. 
Du même coup , certaines ·j ncompatibili1 ,t,s relntivcs aux variables 
A et B peuvent être relevéc.s, 1:lles s'cxprimQnt par : 
101 : A 3 * Al 
102 = B/i. * B2 ·t Bi.* BO + B2 * BO . 
Table de corrt::spondance entre les ,rariables 









VOICI LE SYSTEME D EQUATIO NS LOGIQUES 
DO 1 " 
A3 *8 4+A3 *84 * N+A3*BO*B4*82 1 





BASE PRINCIPALE COMPLETE METHODE LINEAIRE 
AB+ 
BASE S PRINCIPALES I RREDUCTIB LES METHODE LI NEAIR E 
BA SE PRINCIPALE IRREDUCTIBLE 
AB+ 
DO 1 = 
AB 
D0 2 = 
A1*B 2 
LA FONCTION EST DONNEE PAR 
xxxxxx xx xxxxxxxxx x 
EF+ 
BASE PRINCIPAL E COMPL ETE METHODE LINEAIRE 
EF+ 
BASES PRINCIP ALE S IRREDUC TIBLES METHODE LINEAIRE 




DO 3 = 
A1 '* BO+A3 *A1'*B2*B O 
LA FONCTION EST DONNEE PAR 
xxxxxxxxxxxxxxxxxx 
OF ' + 
ADEF ' + 
BASE PR I NCIPALE COMPLETE ME THODE LIN EAIR E 
DF'+ 
BASE S PRI NCIPALES IRR ED UCTI BLES METHODE LI NEAIRE 
BASE PRINCIPAL E IRREDUC TIB LE 




A3*B2 7 A3*B4*N+A3*U2*N 





BASE PRINCIPALE COMPLETE METHODE LINEAIRE 
AE+ 
ABC+ 
BASES PRINCIPALES IRRED UCT I BLES METHODE LINEAIRE 
BASE PRINCIPALE IRREDUC TIBLE 
AE+ 
ABC+ 




LA FONCTION EST DONNEE PAR 
xxxxxxxxxxxxxxxxxx 
A' E F+ 
BASE PRINCIPALE COMPLETE METHODE LINEAIRE 
A'EF+ 
BASES PRINCIPALES IRRE DU CTIBLES METHODE LINEAIRE 
BASE PRINCIPALE IRREDUCT I BLE 
A'EF+ 
D05 = 
A 1 EF 
D06 ,. 
A1' *B O*N 
LA FONCT I ON EST DONNEE PAR 
xxxxxxxxxxxx xxxxx x 
CDF' + 
BA SE PRINCIP ALE COMP LET E METHODE 
CDF'+ 
BASES PRINC IP ALES IRRED UC TI BLES 










LA FONCTION EST DONNEE PAR 
xxxxxxxxxxxxxxxxxx 
C D-t 
BASE PRINCIPALE COMPLETE MET HODE LINEAIRE 
C D-t 
DASE S PRINCIPALES IRREDUCfIBLES METHODE LINEAIRE 




VOIC I LE SYSTEME D EQUATIONS DONNANT LES INCCMPAT I • 
I O 1 "' 
A3*A1 ' *B4+A3*A 1 1 
LA FONCTION EST DONNEE PAR 
xxxxxxxxxxxxxxxxxx 
AB F ' -t 
AF' -t 
COMPLEMENTATION DE LA FONCTION 
A' + 
F+ 
BASE PRINCIPALE COMPLETE METHODE LINEAIRE 
A'+ 
F+ 
BASES PRINCIPALES IRREDUCTIBLES METHODE LINE IRE 
BASE PRINCIPALE IRREDUCTIB LE 
A'+ 
F+ 
I O 1 "' 
A' -t F 
I O 2 :c 
B4 ' *B 2+B 4' *BO+B2*B O 
LA FONCTION EST DONNEE PA R 
xxxxxxxxxxxxxxxxx x 
B' E -~ 
D' D+ 
DE+ 




BASE PRINCIPALE CO MP LETE METH ODE LINEAIRE 
D' E ' + 
BD '+ 
BE'+ 
BASES PRINCIPALES IRREDUCTIB LES METHODE LINEAIRE 
BASE PRINCIPALE IRREDUCTIBLE 
D' E ' + 
BD '+ 
BE' + 
I O 2 " 
D1 E1 +BD• +BE' 
PRODUIT DE L INVERSE DES ! ~COMPATIBILITES 








RESULTAT DU PRODUIT DE SOH 1ES DE MONOMES 
A'D'E'+ 
A'BD 1 + 
A' DE'+ 
D' E' F 1• 
BD'F+ 
BE'F+ 
BASE PRINCIPALE CO MPL ETE METHODE LINEAIRE 
A'D'E'+ 
A1 BD1 + 
A'BE 1 + 
D'E 'F+ 
BD' F + 
BE' F+ J 
BASES PRINCI PALES IRREDUCTIBLES METHODE LI NEAIRE 
BAS E PR INCIPAL E IRREDUCTI BLE 
A' D' E' + 
A'B D1 + 




EQUATIONS DE DEC ISION MULTIPLIEES PAR LE PRODUIT DE L INVERSE DES INCOMPAT I. LA FONCTION EST DO NNEE PAR 
xxxxxxxxxxxxxxxxxx 
A ' DI E ' • • 




BE' F + 
xxxxx xxxxxxxxxxxx x 
AB+ 
RESULTAT DU PRODUIT DE SO M~ES DE MONOME S 
ABE'F+ 
AB D'F+ 
BASE PRINCIPALE COMPLETE METHODE LIN EA IRE 
ABE'F+ 
ABD' F+ 
BASES PRI NCIPA LES IR REDUCTIB LES METHODE LINEAIRE 
BASE PRINC IPAL E IRREDUCTIBLE 
ABE'F+ 
AB D' F•• 
DEC • 
ABE'F+ABD'F 
LA FONCTION ES T DONNEE PAR 
xxxxxxxxx xxxxxxxxx 
A 1 D 1 E 1 + 
A'BD'+ 
A' BE'~-
D I E' F + 
BD'F+ 
BE' F + 
xxxxxxxxxxxxxxxxx x 
EF+ 
RESU LTAT DU PRODUIT DE SOM MES DE MONOMES 
BD 'EF + 
BAS E PRINCI PAL E COMPLE TE METHODE LIN EAIRE 
BD'EF • • 
BASES PRINCIPALES IRREDUCTIB LES METHODE LINEAIRE 




LA FONCTION EST DONNEE PAR 
xxxxxxxxxxxx xxxxxx 
A' D' E '+ 
A' DD '+ 






RESULTA T DU PRODUIT DE SO MMES DE MONO MES 
A'BDE'F'+ 
BASE PRINCIPALE COMPLETE METHODE LINE AIRE 
A 1 BDE 1 F 1 + 
BASES PRINCIPALES IRREDUCTIBLES ME THO DE LINEAIRE 
BASE PR I NCI PALE IRR ED UCTIBLE 
A'BDE'F'+ 
DEC= 
A 1 BD E1 F1 
LA FONCTION EST DONNEE PAR 
xxxxxxxxxxxxxxxxxx 
A'D' E'+ 
A1 BD 1 + 
A • BE 1 -1-
D I E IF + 
BD 1 F+ 




RESULTAT DU IRODUIT DE SO MMES DE MONOMES 
ABCE'F+ 
AB D'E F+ 
ABCD'F+ 
BA SE PRIN CIPALE COMPLETE METHODE LIN EAIRE 
ABCE'F+ 
ABD'EF-t 
AB CD 1 F+ 
BASES PRINCIPALES I RRE DUCTI BLES METHODE LINEAIRE 
BASE PRINC IP ALE IRRED UCTI BLE 
AB CE1 F+ 
ABD 'E F+ 
DECs 
ABCE 1 F+ABD'EF 
LA FONCTION EST DONNEE PAR 
xxxxxxxxxxxxxxxxxx 
A'D'E'+ 
A'BD 1 + 
A' BE'+ 
D' E' F+ 
BDiF+ 
BE'F+ 
xxxxx xxxxx xxxxxxxx 
A'EF+ 
RESULTAT DU PRODUIT DE SO MME S DE MONOMES 
A'BD 1 EF+ 
BASE PRINCIPALE CO MPL ETE ME THO DE LI NE AIRE 
A' BD'E F+ 
BASES PRINCIPALES I RRE DUC TIBLES ME THOD E LINEAIRE 
BASE PRINCIPALE IR REDU CTI BLE 
A 1 BD 1 EF·• 
DEC"' 
A 1 BD 1 EF 
LA FONCTION EST DONNEE PAR 
xxxxxxxxxxxxxxxxxx 
A'D'E '+ 
A1 BD 1 + 
A 1 BE 1 + 





RESULTAT DU PROD UIT DE SOMMES DE MONOMES 
A'BCDE'F'+ 
BASE PRINCIPALE COMPLETE METHODE LINEAIRE 
A'BCDE'F'+ 
BASES PRINCIPALES IRREDUCTIBLES METHODE LINEAIRE 




LA FONCTION EST DONNEE PAR 
xxxxxxxxxxxxxxxx xx 
A' D I E'+ 
A 1 BD 1 + 
A'BE '+ 
D'E'F+ 




RESULTAT DU PRODUIT DE SOMMES DE MONOME S 
A'BCDE'+ 
BCDE 'F+ 
BASE PRINCIPALE COMPLETE METH OD E LI NEAIRE 
A'BCDE'+ 
BCDE 1 F+ 
BASES PRINCIPALES IRREDUCTIBLES METHODE LINEAIRE 








EQUATIONS DES CAS OUBLIES 








CD F ' i· 
CD+ 
COMPLEMEN TAîlO N DE LA FONCTION 
B'D'E'+ 
A' D' E' + 
A'C'E'F+ 
B'C'E'F+ 
A' D' F' •• 
BASE PRINC IPAL E COMPLETE METHODE LINEAIRE 




A' D' F' + 
BASES PRINCIPALES IRREDUCTIBLES ML1rHODE LINEAIRE 
BASE PRINCIP AL E IRREDUCTIBLE 
B' D' E' + 
A' D' E ' + 
A'C'E'F+ 
B'C'E'F+ 
A' D' F' + 
CO = 
BI D' E' +A ' D' E' +A• C' E I F+B • C • E I F+A I D• F • 
DUREE = 39,8 0 SECONDES 
Conclusion, 
Le but poursui.vi par cc~tC' étude était 1 'ana1yse autorn 1ique d'un. proh1è::me 
transposé> soi.t sous fonne de tub le., soit sous forme d 'éq11.:üions logiques 
et la cor s1 r 1clion ck 1 'organigramme. correspondant à .!:>ü logique . 
Jamais dwscc__g__ui récè·Jè, nous ne nous somlî.CS atta~hés tl ce que repré-
cn.tait lt.: tQ. ·t d'une cor clition ou T cxccuti.on une 12cfs1on, _,c développe-
~s deux -parti es aurait con-sidérâ1)lement TI.nùt é I ~ champ d' appli-
c,üion des tabks et des é quations et aurait en 12changc Y'<211.du très peu de 
service au progr.1.mmeu·~ . 
De plus, les équations logiques, 1'3ciles à. manic:r, permettent outre l' analys·2. 
du problème: , la corrc~c ion autou.Uiquc de crt<l.ines errcllr s, ci po rti.c:ulicr 
les redon<lanccs grâce: au progrnrnmc de sirnplifi.cation des fonction:·. 
Llles ont d'outrc part 1',_ivantagc d'occuper bea,1coup moins de place en 
rné:rnoire et donc de pecrnettre un plus graT,cl nombre de varia blc.:.s (32 varüi.ble~· 
binaires contre 14 au maximum pour les tables). U ne fois l ' analyse terminée. 
les équa LLons t;Oni L ransposécs en ta blc de fo.ço,1 à pcrm"lî re lG. g6n.':ration cht 
progi·amrnc c rrcspo11cl :rnt à la lo~ique> c.lu problème . Dans cc ca ::; r~1.1ssi, k~· 
éq1. ations logi.qucs onl uù uvante _.,c, de plus 1 cc-1 LIJ. de p•-~ri~1cttrc un ccr t;1acta:,;2 
maximum de ln l,·ùk. Ceci a pour conséquence une rncillcu1~oplirni~ '""tion du 
prograrn.me géné 0~é. et U''.!2J)lus grande clarté. de ]a tahle:. 
Notons one cc n ' est Cll.1'~ durant 1'an0lvse et non la gén.'cation du p:co~:;-;.arrunc 
que le n~nnbre de varinblc.s est l'mitc{à Jt+. 
Pour la génération, 1.e nombre rn;:i ximum de variable c: ponvant être utili.sé 
n 1est pas pr<~ ·isible ll dé:pcnd. C:.'-' la logique du problème et c.le la g~·fü1dem' 
cht stack . 
Ces consid érations sn- les 'quntions logiques nous po1'sse à aller plus loin. 
U pourrait en. effe l êu·c im: ressant de transpo..:-er les ables en é<.p .. té1Lions 
logiques Llc fa.çon à le~; foire profiler de l ' avDffLa.ge e. ces <lernicrs (correc-
Lion automDti.q_uc:, co::tp,1cU.1ge des règles, plus gca.nd nombre <le v;:i ,~u1.bles). 
Cela néo. ssitc toutefois certaine~~ précautions _clans L .. L sirnplifiCEition dc.s 
fonctions ·.ton,que 1'01 a des tab!--s polyvalcn.tc's , 
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1 nnexe 2. 
Description des cartes "donnl~Cs~~ur le cas des tubks de déci.sion, 
CODE : nu:rnéro compris cnlre 00 et 99. 11 peut représenter, par cxem ple, 
un numéro de table. 
Nombre cle règles : rcpr~sente Je nombre de colonnes de la table initiale. 
Code cf:l.rtc : C pour les cartes 11 conclition 11 
D pour les cartes "décisj_on" 
Numéro de séquence : - commence à 01 pour l n 1ère ligne des décisions et 
la J ère ligne des conditions 
- est inc rémenté de l pour chaque hgne "condition" 
ou "décision" 
- doit "tre en séquence et continu 
. Nombre de possibilités représente la valence V, de chaque condition C., 
c 1est-b-dire le nomb :e de valeurs que p •21 t preh<lre 




donnent les valeurs des conditions pour chaque règ1e. 
- on peut nvoir comme valeur's : 
soit O (condition i ncliffércnte) 
soit - k ) 1 ./k î b d ·b ·1· , 
· t 1 avec ~ (' nom re c pos_,1 1 1tes SOL ( -....;;: 
donnent les vakurs des décisions'pour clrnque rèr-le, 
- on peut avoir des nombres compris ent-ce O et 99. 
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Annexe 4. 
Description des cartes " c,onné - s" pour le cas des équo.tion.s logi~_cs. 
- CODE CARTE : D s' il s'agit d'ui~c équation logique de dé- i s ion ; 
l s'il .s ' a.git d'une équation lo _giquc r"'présentant des 
ü1co11,pa.tibi lilés entre vari cible s. 
- NUMEPO DE SEQUE NCE : - conn-icnce Èl 01 pour la Jère équation de 
décision et la 1 c rc équcrlion d 'incompatibilité 
CONTINUJ\ TIO '.J 
- est incrémenté de l po ur chaque équation de 
déci s i.on et ù 'incompatilJihLé. 
/ signifie qu e la carte suivante est une carte de conti.-
nualion ; 
Wsi gnifie "pas de carte de continu a üon" . 
EQUATION les '.quations peuvent s ' écrire de la c olonne 7 à 80 . 
Il ne pcm y avoir de blanc . 
Les opérateurs so11t 1 (addition), x (multi plication), ' (complé-
mentatioll). 
Les v arié-1bks p euv·ent avoir au maximum G caractères que l-
conques :ci l'exception de , +, x, 
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A nnexc G. 
De s cription des cartes "données " pou1~ ]'ROB 4. 
COD;j CARTE: doit conlcnir1a le1·tre O. 
N.UMERO D1..'.- LJG11E donne le numér de l'équaU.011 de décision à loquc.Jlc 
se rapporte ette ligne de 1 a table. 
C l 7 et sui vantes un "1" dans la ièrnc colonne (i 7) de la carte sj gnific 
que ln décisi.on (i-G) è rne est incompaUhlc ave c ce1lc 
corrcsponùant au numéro de ligne. 
un "O" ou un" "signifie qu'elle n 'est pas incompatible . 
Remarque 
Les cartes représentant les incompatibilités entre différentes décisions peu-
v ent ne pas exister. Ai nsi., pa1~ exemple, si ]a décision 3 n'est incompaüble 
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Ile PAETIE - ESSAI SUR LA C1NEMATIQl!E DJ~ S F l. CillER S 
I NT ODUCTION. 
D ans les pages q11i suivent, nous avons essayé de voi r quelles seraient les 
para.mètres nécc.ssaires n la génération automütiquc des mou -1.ements entre 
u n fichier maître cl des fi ·hiers esclaves. Pourquoi c ette gé·nération auto -
matique.? 
Dans la pratique, un grand nombre cle probl~mes t1~aitent des mouvements 
entre· plusieurs fichiers donL 1es enregislrements comprc'nncnt un ou plusieurs 
i nrli -a ifs de comparai.son. l\'1-alheurcuscment , un même inchcëtif sur clcs cn-
regi sl rements d ~ fichiers d.i.fférents se trouve soit sous form:~ di.fférente 
(pacl'é, dépacké, sans si:1,1e, avec signe), soit à des e ndroits différents . 
C eln implique à chaque cou]J une St.~ri e d 'instructions dans le p1'ogramme pour 
c o nvcrtir les indicati..fs d~ façon ;J c-.:.., qu'ils sœnt compa1'aules . De plus, les 
t raitements occasionnés rar ln con1pélraison d'indiec:itifs sur 1cs fichiers se 
fait à des 11Lom.cnts di.ffércnLs suivant le progrD.mrncur ; tantôt à la rupture des 
inclicatiJ's, c 'ct>t à cl ire 101' _;qu 1011 a d(jà. lu l ' artic] _ suivant , tantôt directement 
1ors clc la clétec1 ion des a J"Licks sur lesque l s il fout opérer un traitcrnL:nl . 
L a génération aut oma.tiqu12 ;,crmettra de 'ystémati se1~ t out cela moycnnt1.11t u n 
certain nombre cl'informr;_tions que l'analyste pourra fournir dans une table , 
De f.>lvs, il s 1ar,il comme pour les tables (le clé:ci8ion de pré rol.r -une antüy.se 
pern12ttant de cl' celer un 1i1axi mum J.. 'erreurs. Une différence .fo;idaraentale 
r ésicl-2 cependant dë1ns le frit qu 'ici cette ai1.al.y .se ne pourra se. foir q11 'au 
mom nt de l ' exécution pui.<,c1uc le contenu des f i d1i.ers ne ne.lit êtr-:: co rn.u a 'émt . 
A l'oüL .. •. des paL' amèLres < .16 nous aurons défini, nous pou .. rrons <lire f' rotit 
insinnt de l ' exécution q1.1-""èlle sera 1a si.tuation (l'urticle e.:il Lans le fic11i.cr 
mo1't.r~ et pas ck:ns le ficl1ic' esclave, clc~classemcnt dans J.c fichier esclave 
e tc .... ). Ces param~tre~, devront en plus servir à d.étermi.ncr q_ucllcs sont 
les .fichiers qui devront progresser lors de la phase suivante . 
1. 1. 
C ll~PITPE 
I. ] . D éfini..t ion (le la cor fj ,urati.on de b.:i se. 
La cinénrnti.ql1t' des iïchiers sera discutée sur 1 a base ùe la c onfigLtration 
<.le la figure 1-] qui comprend : 
- 3 fichiers : A, L et C guc nous appeller,_ n respectivement 
- pri rnai.ce - un ci.en (ou principal , ou maf'tre), 
- .secon.<lai rc (ou mouvernem) 
primoire - nouveau , 
- 1 fichj cr : D utilisé. lorsqu 'i.1 s'agira d'enregistrer des m ssages 
, d 'errc1.LL ré Eu ltunt des comparai sons successives des i ndicatifs 
de A et de B. 
Le but quC' nous pou· suivons est la systématisation d'une 1:roc édurc de 
comparai•·on des in..lic:-ati.fs, de détcct"ion et de trmtcment des oµ~rations 
à exécuter ni.ns i qu:; des anaomolics ou dc.s cas moins fondamentaux te l s 
que les cl{·classemc.nts dans D et acci<lentcl1cment dai1s A . 
Pour cela noL1s adopi.ons un sc.hé.mo standard à savoir clui de la ligure 
I. J oü ponr chaque fi.chi.cr cl'e:;,t rée nous ré·scrvons cle:ux zones : 
- 1 '-une pour 1 ,~ 1 ectu:te: ZL 
- 1.' autre conmc zone d8 travail VOR 1' -.D.0J',,1E ~ 
et oü de même pour chaque fic.hi.cr de sorti.c nous réservons deux zones 
- l 'uli.c p our _ l' -~criture I..E _ 
- 1 ' élutrc conme zolle cle travail WOR K -NAI\ i.E 
I. 2. Dérinition dc.s parê1m~' tres de cinématique : 
Afin. der, :f·mettre la détection t l'analyse des parti.cularités de tnüte-
mcnt de ces fi-hiers, I'. param~'tres <le cinémat i que sont définis , 
Il s ' a git d c : 
INDJ ([A , 11) p : r,~sul L.ît ck la com1 araison cl 1 'indi.cnti.ï d.u 
fi.cbic~1· /\ (TA) et de c _lui <h fichier B (f 13 ) Z, l'in ü:.nl pré -
sent . 
i1JD2 (fi\, J. 1~) résultat cle la col1lfHtraison clc's indicatiÏs üc A [\. . ) 1~ 
et cl2 I' à l ' insta, t précé<h~n1. 
1.. 2 . 
ZL(A) 
\V(bRK .A WQRKB 
\)JÇ!)RKC 
,___ _ --' 
W0RKD 
Fig . I. 1 
1. 3 . 
I ND3 '" (1~ , l~) : résultat de 10. comparaison des indicatil'.s du 
fichi2r B nouveau (à l' inst ant prl;se11t ) e t ancien ( à 
l ' insLant prckédcnt). 
l NDLt (l~, l~{) : même chose que 1ND3 pour le fichier A. 
Ces résultats de c cmparaison ont pour valeur 1 , 3, 2 S"'.lon que le 
premier indicatif e~t respectivement iniéric.ur, égal ou supérieut· au 
second. 1 r us supr·ose·~ons tout d I abord que le fichier A a été t r i ; 
préa.lablcl'l~.n.t et q1 'il est ù.onc sans déclassement. Ceci permet de 
ne s'inté·cc.:-,_,er qu'oux 3 premiers paramètccs . 
De p1us, nons avons choisi de faire progres . ,cr le fichier · B lor sque 
la v- leur ck 11 IDl O 3 c 'e st-à-dire lorsqu'à l'instanl présent les in-
dicat i.fs des <1eux fi chi ers sont égaux , 
Considérons 1 'exemple suivant 
- Utl J1chier ma.ûre A est composé d'une série d'enregistrements 
dont les indica.tifs rang~s en o rdre c1oissant sont (1 1 2, 4, 7, 
JO, 11). 
- 1111 fi.chier mouv ment Best form<S d 'une série d 'enregistre-
ments dont les indien tifs sont dan.s L'ordre (3, 4, 4, Lt, 3, 
5, 7, s, s, 9, JJ). 
Le tablent T. 1.1 résume les valeurs pci. "S par les i nûi.cül i.fs en cours 
d'exécuti.011. 
Dans ce dcj~rüer , 1.:ne flèche indique lequel des deux fichiers pr gress e 
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··--· 
--· 
11un1é- ro fi.c hie r J\ :fich i "r B IND J 1 111D2 1 UïDJ 
de lA 
1 1 1f A -
1 l D (IA 'l13)p \ (11\ :11)p 1(1.[3,J. 1)) Opérations phase 1 1 1 J L 
_J i 
1 1 1 1 1 1 
l , 1 1 ~ 1 1 - i -1 '--' ~ 2 1 1 -2 1 3 1 1 1 1 3 BA (1) ( 1 1 1 
3 \ 4 1 3 2 1 J. 1 3 l)A (2) 1 1 1 
4 4 1 I+ , 3 1 2 1 2 BA (3) 1 1 1 5 4 1 4 " 3 3 1 3 BB (4) 
6 4 
1 4 1 1 3 BB (4) 1 3 3 
1 1 
7 4 1 3 · 2 3 1 1 dé.class . d élD s B 1 
8 
'~ 
1 5i 1 (2) 3 1 2 BA(4)S \!IT C11--· 1 
1 1 9 1 5 , 2 1 1 3 SWITCH-( 1 1 
10 7 1 7 -, ,., 2 1 2 Li\ (5) 1 0 
' 1 
11 ( 7 1 8-- 1 3 1 2 Bl\. (7)S\'IITCI l-'• . 1 
1 
1 1 
12 ' ] 0 1 8 , 2 1 1 1 3 SWTT C11-- c 1 . 1 
13 10 - 1 8 : 2 1 2 1 3 Bf3 (8) 1 l 1 1 1/4. 10 1 9' 2 1 2 1 2 Li\. (8) 1 
' 1 1 
15 ( 10 1 11 .: 1 1 2 1 2 ?>A (9) 
\ 1 1 1 ]6 ' 11 1 11 3 1 1 1 3 ~)il (10) 1 1 1 1 1 . 
' 1 
T . I. 1 
Bi\. (1) .1'c: .. rticle dont l 1i11dicatif est 1 se 1.rouve d ans A rrw..i s pas de.ns D . 
1. 3. pétccti.on <les op<~r€:_ti.ons.à exécutec . 
Les valc>u~'? des r:nra.mètres in<l1quœ-5 d_ans l es colonnes_ corrcspon-
ùa.11.les cle I o l . 1 JlC>lt~ l) rn1~t ent cle rcle\rcr les as SllLV.:t11ts : 
l. Bi\ : 1 '~ rt i clc '.::C' u·ouvc clans le fichi(~r B et pas dons le fichier A · 1 
Cc cé s se procluir rour l.'è. vr1l('nr s ( - 1 2> 2) <les parmndres pns 
dans 1 'orc rc I 1'J1) I, U 1D2 et HJD3 et ou " .- " s ignifie vaieur < uclconqn 
2 . BA : l ' a1ticlc !--,~~ t ouvc déin Je fichier f-1 et pa.•; chn.s Je fic:ücr 13.· 
Cc en s J 'opéra ti r ,1 carrc.spon<l aux v ;i leurs (- , 1 . 3) rnoycn1w!,t une. 
info rmnr1011 supplémcntai.rc (.S, 'iTCH) . 
3. BA : .l I u.rticlc s t rou vc dans A et dans B (J , 3, 2 ). 
L~ , BB Il y a deux articles ayant même indjcati.f dans B , 
l. 5. 
Cela a lieu vou.r le s coillbinaisons de valeurs (3 , 3, 3) e t (2, 2, 3). 
5. DéclasscmcntclansB ( J, 2, 3)ct(3, 2, 3) . 
. R r 1a.rquons que .c cas 131\. O. 1 articlc ne se trouve ni d ans A, ni d ans R) 
ne peut éyidemmcnt être cJ étecté. d,ms l a séquenc-:. 
Notons aussi que la détection des c as se fai.t. h la rupture cles i Ldi -
c o.t,.iJ. s. 
Lef.; valeurs attrjbuées aux d iffércn1's cns s'expliquent par les considé -
r ations su i.vantc, : 
1. pour voir ré.a.-iser BA .. il faut c1 il sLtffi.t que : 
- 1 e pa.rarn(:tr~ IND 1 soit J. ou 2 ou3 . En effet, cc c as ne sera 
détecté qu 1après avoi r lu un nouvel article: de B et donc p e ut 
donner Ecu a une va 1eu:c q,ielconque de cc: paramètre . 
le second param'>tre .soi.t 2 qui. c st le signe que l' article;: de B ne 
pourrait pas être pré.!:~Cnt dans A à la lecture précédente . 
- le troisi ème: paramèt·.,c soit 2 caractérisant la rupture norrnak 
pour aboutir Ll ce ·as. 
L a détection cle BA dans T .1. 1 G lieu lors des phase s 4, JO, 14 
et 15 
2. pour voi. r réa li.ser TI.A . il faut et i. l suffit que : 
1 ., 
- l e lYcemicr param~tre soit 1 011 2 ou 3 donc S:'!.ns i mportance . 
Cc cas appc::crafl:ru é1près avoi r lu un nou el artick de A et lui 
aussi peut donner lieu à. une valeur quc.lconque de cc pa,.~amètr0.. 
le second po.ramètre soit 1 si 0 nifi ant que l I article précédent de A 
ne se trouve pas dn.ns B . 
- le troisi '>me param~tre soit normalement 3 j)ui.squ 'il n 1y aura pas 
eu l eclurc de 8 . 
11 y a tou î 0.f is une restriction irnportanlc ~L cettr_~ ·---roc éd ure. 
End.kt, lu conri2,u1·D:.ion de valeur (2, 1, 3) ainsi q 1w ( 1 J 3) 
non sctü .... 1n.,nt pe1l1 provoquer l 1enregi.strc rnc,l1. cl 11.'n ï\A ma i.s 
égG.lcn1c..:11t 3trc~ l 'i.n.d~c de la Ù!l d'un. BA . Dans ce cas, il ne faut 
pas cn,'l.~i.strcr nn , ,\ et pouc qu ' j_l en soi L ainsi, il Jaucl ra rné-
rnoris ~!~ l 10,,~rilti.<)il ,./1 par un ai gLli.llasc. 
Lor~ qu 1c•n Lombe sur b cc.~11Jig11rat ion (-. J, 3) 01l_ecganlcra si 
1e S\'!ITC,l - 1 auqLll~l eus l'cnn '2rtl'egi.strcrn pas Dl\. et on rernct.tr, 
Le S\JlTC:ll b. zéro. 
.1 . G. 
La dé1ection de TIL\. clans T . I. 1 a heu lors d .s phases 2, 3, 16 . 
3. _pour voir réal i_::5.:I' Bi\., il .font et i 1 suffit que : 
- 1c premier r:nra.mètre soit l puisque l ' ég:ih l,i sera détecLée h la 
rupture c1 d.Jn.c pour l'indicalif de. A plu.s pcli.t que l'indicatif de B 
- le second pa ramètre soit 3 puisqu'avant 1a ruptur on avait 
1/\. = lB . 
- le troisième paramètre .soit 2 . 11 ne peut nonna.1.ement en être 
qu ' ainsi puisque les indicatifs sont normalement en ordre c roi s-
sant, 
La détection de BA dm1s T. 1. J • a lieu lors des phases 8, 1 1. 
4. P-our voir réali ser B13 . il faut et il suffit que : 
le premier r•aramètre soi.L identique au second puisque ]a compa-
raison a l'i r slémt présent et à.. l 'instant précéd nt doit être l a 
n1ême du frü t qae l'on a. 2 fois le même indicatif dans B, 
- le second p.::ramètre soH 2 ou 3 pi ique l a détection du cas ne peut 
se fqire qu.'.:.près avoir fait progresser 13 . Ce qui n 'alicuquc si 
IA ~ lB à l 'i.nstant p-cécédent. 
- le troisiè.mc paramètre soit 3 caractérisant un douole dans B . 
La déLectior <le BB cLms T . I. 1 à lieu lo rs des phases 5, 6, 13 . 
5 . ponr voir rl.:ili scr "d~cl:1ss.,.,ment dans D" , i lJo.ut et il ~-,1ffi.t que 
- le prernie1 J ,aramètrc soit 2 indiquant que 1 /' >- IB. Cela vient 
<ln fait que 1 'on vient de faire progresser l <:\. fi.cl11cr D (ponr 
détecter le <lé,lassen°e:nt) , 
- le second n,i ~- m.:·t rc soit 3 ou 2 puisqne pour que B pr grcsse 
il fn.11.:üt q·L~'~t l'i.nstant précédent l'jnJ.ica.tif clu fichier A soil ,-?-· à 
l 'inJicatiî ù t l fj_chicr D. 
- ]c t roisième pararnèlrc soit 1 ca.ractéri ·ant le lé.classement dans 13 
La <lé!ection "déclassement dans B" a lieu lors de la phase /. 
Remarquons C)_).COrc que parmi ks 27 combilnü;ons possibles des 
pararnè~trcs (3-..1) , J 1 d'entre eux ont des valeur s <.l'infornw.tions, 
1cs aLttrcs c.:.is ne peuvent normalem~nl jam;ùs se prod.u i.r ' . 
.. 
Prcno11 s, pat' cxe:mpk, le cas (3, 1, 1). 
11 11)2 = 1 · sir;ni.fie que pcécéclerrunr·ut 11\. étail üüé:ri.eur à I B . 
Or, maintenant I A = 18 (L~D 1 = 3), Cel signHie donc que : 
1. 7. 
ou bien l'on a fait progresser n, mais alors dans ce as il faudrait 
IND3 = 2. 
ou bien l'on a fait progresser A, mais a lors dans ce cas on devrai.t 
avoir IND3 = 3. 
Il s'agit donc d'une situation impossible. 
La fi.qure l .2 résume l'cns0m ble des cas correspondants aux valeurs 
des indicatifs • 
r--------<11< ___ 1 -~n~-D 1 __ ~)- ----- -. J 
3 1 2 3 1 2 3 
1 2 3 
.3 1 j 3 1 2 3 
r 
! 1 '------1---1 
-1 1 





:n,:"'o s si blc = 






II. J • 
CHAPITRE 11 
ETUDE DES MOU/ EJvlENT s DE FICHlt.RS EN r-o~\JCTJ ON DES CAS 
----· 
lYOPEP /\TTOrlS, 
Pou, allonf; voir maintenant comment de nrnnière .ncore rudimentaire vont se 
faire les muuveme11î .s cl'ar-L'ck: ' des fichier~ clans les différentes zones 
\IOR K - 1J.LH,1E, Z 1 cl Z ·r de façon à chaque foj s revenir après l.c t raitement à urie coniï.gurati.011 qui pêrmctte de continuer de la même mani.c.rc que p·.cécé-
clemment, 
IL 1. B/\ : l I article se trouve <lems A mai.s pas dans B. 
C elte opération rappelons -le sera <létectéc lorsque ] es p:;ramètres de 
dPcrn"'tique , uron.t les vG.~cucs ( - 1 1, 3) a.vcc le S''IIT C H O. De plus, 
c onm1e la déLection se fait 1t 1a rup1u ~e sir le nunéro d ' indicatif, l' on 
vient de hrc un nouv~l article du fic 1üer A po13-_F le mettre dans Z L (A) . 
L'article po1..n lequel H y a eu la <lét ection de J l.l\ est clone clans 
\UORK/\. . 
L 1or-ganigrarnme correspondant à c e traitement ~ Ltra la stru.cture sui.vante 






:! 0 1~. J(A (1} 
1 - - - - - - - - - - ( ·-- - ------- - -----.a, 
1110Ll'v"CP1C1lt cl 1'ar-
1i.ck 1c '.-1 OR l{A 
dans \',OR}: C 
r - ----··-- ----
rou inc d12 Li-Git~ -
mc.1L sur dC' zones 




mettre un m2.ssage 
d ' erreur clnns une 





\.. - - - - • - - - - - ~ -• . - - -- .. - - - • - --- - -l 6 
]Y,·o r,rcssion cl, .s fi.clüers 
0 
ll. 2. 
Dans l.:i.. plupart clt!S cas, 1 a détection clc B A cléclc11chcra la recopie 
de l I fl rüde s~ t1·ouvant dans ~/OR Kl\. moyènna nt 'ventueHement un 
trai.tcmcnt . 
Les arcs de l 1orr;anigrn.rnme en rait discontinu permette.nt clc courL-
circuitcr certa •_iis traitements '-'uivnnt l "s applications. 
Le chemin (1) r2µréscntc le tr(itcrnc1,t BA cl 1 L1 ll'3 ;-q-plication ou le 
fait cl(~ ne. pas é::voir d 1 article correspo,1dant da_,1~:; Je fichier l3 csl 
une erreur. 
Repren'ons l ' excinplc du t a bleau T. I. 1 et supi,oson s que nous oyonf; È 
la pliase :3. L._ confi·gu::·ot:i.on au moment ou l 'oa clé-t 1=C1 c BA (2) 
c ' 0 si--ù.·--Jire l' ,-bsence d'arti.cl d 1in<li.co.t if 2 d.::ins D est la suivante: 
ZL (A) 4 ZL (B) 3 
· WORKA_ 2 --1 WORl\_B 
A la sortie de 1a routine soit à ]a phase suivante, nous aurons 
ZL (A) 4 ZL (B) (__ __ 4 
\:OR Y l\. WORYB 3 
car DA a été détc.ct' par (2J 1, 3) 
II. 2. BA l'orhclc ~c trouve dans B mais nos dans A. 
---.. ---· ---
Ce cas exige cL::ms la pn ti_quc un traitement plus long que le précé -
dcnl. 
BA: ern détcctl~ à l[l re1.contrc <le 1- combinflii,on des val"'urs 
(-, L., 2) et <lc,nc l_orsqu\)n a fait proc:rcsser B . 
On peut const,'LCl • -:: L ,.,1!_, t..::.1.,s ie:s C-.,.S ._ u rnuli1ënt d 'entrer clans 
cette routine, 10 zone ,'.'0/1 A est toujours 1ilH'e, Elle a en c,fet 
déjù cl-G. ~tre ln{Lt.' c pui squc pour détecter DÏ~ i 1 fal,t nécesrairc -
ment que l'indicatif de]' 1rti.ck B soit plus petit clue celui <lc. /'. 




on,vi2nt de 1i1'1.; un. no~ve1 éirL~cl~ chi fichier B cb 1s ./,L (b). 
Cc: Cd., d OfJC'l'Gt1,7n provo(1ur~ soit la cr1..:atlon i1Ul0n1:1t1quc cl 'un 
nouvel ;trticlc ,__< it la crL~C1ion sL1iva11t une val~---ur <l.::Lcn1i1h:'Q <l 1un 
cod , ,1,1clitio1t , 
.. 
r r. 3. 
Description de l 'organigramrne. 
Le tc ..:;,L 
(1) c st court-ci rcuit0. dans le cas d 11c11.c c réati.on anloma ti.q_u c. 
ë.,r c1ntr . si la création n~cessilc la présc11ee d 'une 1é1lcu1~ 
pal ticuhèr,2 d 'une code con<liL011 pour la distinguer de le rnodi -
Ïi.uHion et l'annulation, 11 n messaf. <l ' erre r se.ra <létcc1 é <lans 
c:::-, deux clcrnicrs cas p11isqu 'on ne pc1 t annuler et moclifjcr un 
article inexistant . 
. (2 ) 
(3 ) 
(5). 
représente une routine r uvant ôtre court-circuitée et qui 
t rL,i.tc les 70n"'s de \'JOR YB exigeant un calcul, Le résul tü.t 
spra tran.~féré par c elle-ci dans V/ORKA . 
b rnnchemcnt li une rouli.n e de contrôle qui détectera la pr, se.nec 
d ~ toutes les zones de \TOR1(A , Cela est néces .. Qire <lan:c: le 
cas ou plLsicurs articles clu ficli i er T3 sont nécessaires à b 
c r ~n.tion è 'un -irti cle du flchier /\. Au cas où toutes le s ;;,ones 
ne seraient pn.s présentes on renvoit à un cas d I anomalie s , 
Ce contrôl n'est pas 01?li ga.t oire et peul ôtre snuté (chemi.n 4) . 
pour .~erl aincs appli.ca1io,1s, il peut se foire que 1a détectLon 
de DA <loi t êt rc con.sidérœ omme une anomë.tlie. 
Prenons l ' exempl.c de 1a pha 'C 4 du tab1c ·rn T . I. 1 pour laquelle 
on détecte BA (J) c 1est-à-dil'c l'absence d'acticle d'indicatif 3 
dans l\., 
Le contenu des zones èl'entr~c est alors le .suivant 
W OP Y A ,__ ____ __ 
7 (B' ,~L ,; 
WORKB 
4 ....._ ___ J 
3 
Après l 1<.:xécutio n <le la routine nous aurons 
L (A) f__ l\ L _;... __ ..... 4 
W OP l( A '------~ VJOR KB 4 
car ] <i dé:tcclicn de BA s'est foi te par la combinaü,011 de valeurs q_, 2. ~~), IiJDJ 3 ln<liqucmt que c'c ttt 1e fichier 13 quj <loit pro-
gresser, 
.. 
tn1nsfert des zones de WORKB 
(n e devant pas subir ~1e modification et 
nécessaire à la cr \J.tion) dans \\ OR KA 




~- - - ---- - ----
] 
1 -,__ _______ ..__ _____ __, 
1 routine de Lraitcm,~nt (2) 












t ransfert de \'/OP ,·· /\. 
dans \JO.~ KC 
bloc clc contrôle permet-
tant de voir si tout .2s les 





mettre. un m ssagc d 'er-
reur <lans une zone de 
wonKD 




U. 3. )31\. : l ' article rc·_trouvc clans l\._,::t <lüns 13_. 
Au moment de: l n détection de ce cas, l'article con .crné se trou,e , 
pou~~. le l'i.chier /\_ clans Z \, (A), Par c?ntr_:.,, pol l' Je: fi -l-üc1~ :n, 
l'n n1 le en corrr.::3ponda,1.c,2 avec celui de ZL (A) se 1roavc dans 
VJOR r(B ti la co1<1i.tLon t . ut,..: f'oi.s qll 'il n'y ait qu'un ~cul enregistre-
meat par indicaL, ;· 1lans T?,. Do..ns le Cél.S ou le fi.chier B possè-<lc 
plusicl1 rs cnrc2,i..strements pour l 'indic.1, i r en quc:sl.i.on, tous ccux -
d, sauf l dernier, auront li' jh. étf. trait.!. (avec t ro.nsfert évcntu" ll -
ment dans ccrtü.incs zones de VORK.1\) 
ExempJc supro sons que l ' on soit à ]a phase 5 du tableau T .1. 1. 
A cc mom-::nt la nous avons Ja confii;:,t ration 
,J 
ZL (A) 4 
\V OR KA 1-----....... 
Z L (B) 
WORKU . 1 ,. 
( 1) (2) 
On a entouré d · Ll,l rond l 11111 des deux indicatifs 4 des enregistre-
mc1üs <lu fichier J1 pour po~woi r 1cs disüng11er. 
A cc mom12.nt a lict1 la déteclion du cas B.G (4) c'est-à-dire l a pr~-
scncc <l'un moins deux arü..::1es ayant le même iudico1i[ (4) <lans le 
fichic-..~ l3. 
La r-outi.nc BB se chorgc alors de celui des arliclcs L: qui se ~rouve 
dans TJOR KB . c(~ t ~oitcrncJ1t p~ut, par excmpk.. transfén2~ certaines 
zones de YI01<.K!3- clans \JC' n~A . La soTLic de DB lib-,re auto 1YLtiquc -
mcnt Ja zon WORtB et déclen~he 1a lecture d'un nouvel artLclc sur B. 
Sll ppo.s 1,s alors que l ' arti.~lc .suivant rt lire clans B soit l 'indicatif 
numéro ~. Nous aurons alors. 
7,L (A) i ___ 4__ , ZL (B) 
.r• 
I \l/OR 1(A t t i r ·1 
(J) (2) 
WORYD L__ !.,,½_;_ _. _ __. 
C'est h ~ rnor,Y~.,t ou 'm r.J lieu la détection <le .A.B (L,,.) c'est-à-chrc 
l ' 
la p-c0s--nc<.: d'nn drti.cle L~ dans A et clans B . 
Dnns le cas, pox l'X mplc, d 'une rni. -ch jour, l_ tré.litcrncnt précé-
ù.0111 c~c) nurn c1.Sj~t tran.sr.: ·.S <1,"'ltlS -\.10~ ]~/ ' l _t; i10 lVCLks z ncs 
corr'2spon<lant ;:,ux -2nr0gi.~,1cc.m0nts préc ,-lents a:,,• nl un i11dic,t1f 4 . 
1:!>"p!ication d~ l'or', ,migr r:1f1mc .• 
Le ch min : 
(J) corr spo11d i.1, n ITai. c•m~'nl part1cl1 licr tel qtlC , pnr cx~~P•: k, une 
n.ldi.tion CllL1t1Ltli.vc. cl 'un' m~mc ?.0,1l: ]e tou.•; \ec..; cnn. p,i.-,L, l··mcnts 
cl_ B ;i_ydlli. Je 11.Gme iJL(ildllif. 
.. 
Jf.6 . 
Lors d'une créc'.ltion. nous avO!lS dans '! I?]ï\_ l'arti.de que 
1 'on ·vient clc créer c dans z1 (A) l 'u.ncicn ürti.clc . On peut à c..:- mome:nt là prendre la déci si ..,n soit de conserver 
l'ancien article el melt e le J)OU re.::rn sur un fi.chi.cr d 'erreur (3), 
soit de supprime · l'ancien c1 garder le nouv 'au (2). De toute 
façon, il fout que l 'nrlicle que l'on garde s,~ trouve à la. sorli.c 
de la rouli ne dans 7.1 (A) de f çon à pouvoir conti.nuer le trai-t ement normalement. · . 
----
\\/ C 1{ .!\ ,\. --v.-. /., 
!.• 
.. ' t 
./ 
_ _J_ 
ll. '/ . 
t ,·a· lcmc·nt ]'i.1.r li -
culicr 
(r-{•sultnt c.lcn.s 






11. 8 . 
"Cn.s de cl2class..2rne.nt dans B", 
Cf' cas f ait. exception et est dé~cc.té. directement et non lors de la 
lecture de l'article suivant. Cela vient du früt que celui-ci est 
tout simplement envoyé sur le fichier des anomulics (D) avec un 
message cl' c r-rc Llr. 
Au moment de l-1 détection du Cél.5 de dé'.classcmcnt (Phas 7 du 
tableau T. l. 1) la configuration des zones d'cnLréc est la suivan1c 
ZL (A) 4 ZL (B) 
r, 
,) 
WORl\A 1 1"·1 1 · •, ; WORKB ~ ! ,· 
L •·artj ck déclassé (3) l~St donc dans z1 (B) au moment de J'cntré -dans la rontine. ~ 
Après l'envoi de ce cas sur le fichier des anomalies, il faut ré-
tablir la situation qu 'i.l y avait avant et réta1>1i 1.· les paramètres de 
cinémati<1ue aux bonnes val urs . 
T 
-
transferi ,l , 
./'.T (B) 
dans ':!Ob'.. h.D ~ 
1 
transfert de 




<licc-ti.f s de 2'. L (A) et 
ZL (U) 
Résultat dans h.JDl, 




ment de la situation 




11. 5. BB : dcFx article~. cle n u;11 1, 111.2mc indicatif, 
/\.t morne 1t ùc la cl2tcction d 1un doub)e <lan.s B, l e. zone WORKi\ 
est libre. Les deux cnrcgi.::trcmc.nts de mêrae i ndicatif sont dCJ n. 
Z L ( B) et '-:JOR I(B. 
Les traL ~mcnts seront ·lïfféreul ~ gion qnc les doublc.::s sont 
CD ou ne .:c,ont pas (J) p0.rmis dan.s 13 . Dans ce dernier ce~, les 
tn1iteme,·!,S seront usscz variés. Di sons simplement que les 
modificati.ons qui ::,on.t 6. faire (l élns le fichier maître d,,ivcnt 
· voir lieu dans la zone. 'J ORY A ~-1. partir ,le l 'informa ti.on de 
\JORI<.B. 11 uc pc1.1L êt1, questio1 dans CL't.te routine de toucher 
aux i nfornmtions se tr uvant dan- z1 (/\) pnisquc c'est s---ule -
mcnt à la rupture sur le numéro ù 'inclicatif de B que l'on saura 
à quel cc _ se rappor e nt ces <lou ') les (voir] 'exemple du CdS i\J3 
au § 3) . 
~ 





transfert de ron. KB 
dan:-, \'JORKD 
-- ___ __,_ __ ------
rn~ttre un 1èlcss2ge. d'e r-
reur chns une zon ù.e 
WORT:D 
lll1G_ j 
i l.raitcn:.'nl partie~ 
, lJc:c ( ré<:;ultant 
Ldans \ 'Ol~~/\2, _ 
1 
-·-- - -- - . --.. --· - -
~ 




11. 6. Cas - l:1 ,wcc S !ITC!l == .1. 
î 
_____ L ·----, 
transfert de WOR KA 
dans VJORKC 
0 
progression des fichiers 
II. 10. 
11. 7. PROGP ESSlON DES FICJllERS_!_ 
J 
----------0-U~-I-A!G , / "T 
T ransfert de VJORKC ~---
( ) AIG =- 1 dans Z E C ·----' 
PUT C 
OUI 
Transfo Tt de ZL (1) 
ri.ans './LJR KA 
GETA 
mettre 3 dans TI û3 
'Fr,m.,fcrt de \JORKD 
dans ZE (D) 
PUT D 
NON 
Transfert de ZL (B) 
clans \'J OR ï( B 
~TB 
Calcul de TND3 à pa.r tL r de l ' in-
dicél.tif dQ \VORKÙ et celui de 
z.L (B) 
mettre 111 J clans UJD2 
Cale11l <lei Th n 1 :1 p- rtir de l 'indi. -
cutif cJc ZL (A) et celui de ZL (B) 
11.] J. 
II. 12. 
Il, 8 . Applic,1tion : 
Le problcmc pos-S est illustré par L figLtre Jl. J dans laquc•lJe 
on dj .;Lingue J,~s fichiers maf res nouveau (/\_) cl. an.ci.en (C) et 
le fic hi0r (B) s,'condai r~. Cc dernier permet lél "mi.se à jc"'lur 11 
p·ar C<'~rlc::; . 
Pour un mêm,"! nregist:.'.'emcnt de A, oo peut a 'oir dans B, 3 
types d 'cnregJstremcnts corr12spond;.wts (<le même indicatif) . 
Ces ly1_.,c-s sont distingués par un code carte (C ) 
C 
1 pour le rJOM 
2 pour l 1/ DHE SSE 
3 pour la PPOFE 5S10:P. 
De rnC~me un code opération (C ) précise le genre d 'opérat10n 
' J'... 0 ac .recteur : 
A - p OU!" ANNULATION 
C - pour CPEATlON 
l": - pour MODlFlC.A TION. 
Le ficliier B ést classé en ordre croissant sur 
- le numc~ ro de compte (en majeur) 
1c code -opération (en inter) 
le code-c:ar1e (c,1 mineur) . 
Le jeL1 d 1ess"'i. 1, ur le fichier/\. est (2 1 4, 5, 8, JO) 
üin,li.s qne pou~' k fiche.::- D on a les c·nr ~gistn:-mcnts (J C 1. 1 C2, 
1(_~., 'J ' 1 2''·"' "'Cl '~2 °C3 4 11 ] 4/\2 -~ir3 r·,,2 i:~1° 
,-1, ~- l ' ,._,. V '..:, <-... '._) ' JI.' ' lî. 'J~ï- '\.)LVl 'U[\ ,), 
7 1\ '3 , ~) C J i 9 C :2 , 9 C 3 , 9 M 1 1 10 M 1) . 
Pou'' . s dcnüc,'s, le J c ca.r~cterc rcprésenL _ 1e numéro d 'indic a -
tif([(\), 
(Co), 
le 2d caractère n~présentc k ode op, ra Hon 
et le Je caractère Pcpr ~sente 1c code carte (C ) . 
C 
Le Lnblcan 1, II-1 reprc 1d les diffé·r(~1,.tes p1rnses d'cx/2culion. 
Dans le fichi,_::~ ck soni.c C, nous nurons le~; c>nrc:i.strcrnt~nts 
Cl 1 2, 3, 4,· ~): G, 9) et dans le fi.chic•~ des a,tonnlics D nous 
aurons (6, 7). 
P n1r 6 nous ,·v ... 1 1Ei un2 modiJic<tti0n ~;u1' incxi.st,1i"tt. 
Peur 7 no11s nvons Ul1L' ,1Pnulc1liun .sur i.n~.xi.slérnL, 
Bl\..1-~DE A/ C 
- . , - 1 
f/ -----~ 1 
I,_ _ '~--i\_.:'"-=:,_,~~-~~\_;_~--"2 __ [._;:-',-_J_O_LJ_~R ______ J 
') 1 / 
-... -
r, -r-~ -, 
,..J c ·· , : :-. T -1r- , _ .. _ LL - U .1. ' 
CODE .._,, J_R TE 
) 
(~ ,.1, , ·, ' 1 ; 1 j 
1 ,_. -'~ L\. V f i 1 -~ l f 
I
' c.>::.: l -, • 1 1 J 
. C' . . • ,. ,., i " iè'::M ' '·' , , ' 
!~_~_ .. , __ '·_",_-'li·;'~_~l,~;;-- - -----j !jl'~~ ! i 
l J.(: 11 12 l ':: 1 79 t,~) 
! - .. - -- -== '-_.._\ :.·•..., L,:__, /·ï"'T 1.--.._ .... -:-l- .:...\_./ 1·\ 
.' 




1. Pour l'indic.::iLLf 9 nous avons une création suivi.c immédiatc-
me11l d'une n,od-Uïu1tion . F:1ur pouvoir réa li.ser cela il 
frllldra détcccr c ,-iis ia routine BD la fin de Ja créct1i.on · 
et d ' ct1:!J:CC part, pr~voir dans ][l partie é.lll1llllc1tion de la rou-
ti.nc BA un. t.,_'[Ütcn 2,1t ~pécial de rnodifi.c.r:; ion sur un articl 
se trouva.n i , ans\! O~ KA . 
2. Le der,ücr e nregistn:!ment (10) sera traite~ lors de la cléLec-
1 ion de Hn <le fi c hic r. 
·1 
• 
!jL-Z;um:5ro I ! I Ir I C ln.-D I IND I Il\JD Z (A) 1 'HQn 1rA ' 7 ( ) , . 1 , 
,1., '.\ 1 B 1 '--: 1 1 1 u•J · , 1 1' , 1 i-- ,.., ~ 1 ! \J 1'1.. -~ 1 ~L B 1 \VOR KB Opcratio n 
I
.J.;-' l - j ! v I C J 1 2 1 ..) ~ 1 1 
~.lûse 1 1 1 1 1 1 
1 ! 1 1 1 1 1 
1 1 
1 
! 1 1 1 ! 1 1 1 
1 2 1 J, ! C i 1 2 1 - 1 - 2 1 ? l 1Cl I lCl 
· 1·)1 1~ , l 1 1 - 1 - 1 
2 j 1 \ 1 C i 2 2 j 2 1 3 2 / - / 1C2 1 lCl BB (l) 
3 2 ! 1 ~ 1 C 1 3 2 1 2 1 .3 i 2 '11c1 j 1C3 1 1C2 B3 Ci.) 
4 2 \ 2j. ; M'. \ 1 3 l 2 l 2 2 11c1/1c2 : 2M1 \ 1c3 BA C1) 
,... 2 : 2J 1 .•, r l ,., 3 1 ,., 1 ,., ,., 1 1 ?1-./'1 1 ?['If" TP"' (?) :) i 1 ! ,✓l ! ..) ! ..) 1 "") j L.. 1 - 1 -l'-. .J 1 ~- 'n .l / ~., _, ,_ 
l '-; ') 1 .... / i r- i , ! 1 '. ,, 1 ? i 2 1 ?'~1 1 ,ro 1 ?1-,.f·~ •> \ (';)•',~,, r1rr 11·-1' 
1 ~ / '- ! '-1 1 '-- 1 J.~ . 1 ., 1.) 1 ~ l 1 ~ 1.t I v'-- 1 -L\•v l,1 ~ \.-.J\ , '-..,! - , 
1 ï \·.4 ! 3,
1 
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Mouvemerts d s arlicles dans les zones d'E/S. 
mctt rc h bla ne la.. zen-- \V OR X A • 
mettr~ dons WORKA le contenu de \V ~JU{B. 
mettre' clans \VOT?. l'.A le contenu de \JOR YB~ 
11. 16. 
mettre cL:ms \VOi_U( A k contenu de \VOP KB et trélns.férer\VOR KA dans 
\VOR KC après contrôle, 
mettre 'JOR KD <lû.ns \V OR 1< A. 
mett ,,.e \'JOR KB dans WOP KA . 
r~sultal dans ZL (A). 
Modific,.tion de ZL (A) ave~ WORKA -
transfert de :VOR 1~A dans W OP KC. 
mettre V OR KB dans YJOR 1(A . 
mettr~ \/ORKB dons \JORKA . 
mettre clans \VORKA le contenu de VORKB et transférer \VORl{A 
dans \'Jûf> KC après contrôïc .. 
mettre Y!ORKI3 clans WOR Ki\ .. 
mettre Z L (D) dons VIOR KC et \'/ 0,-è.Y 13 clans ZL (B). 
111eUrc ,Y:~?1:-- KB cl ans \VOR K 1)-. A nnulcr ~ans ZL (A)les 7.onesrcnseigné, 
dans \·v 01'. 1\.A et mettre le resul Lat dans Z L (A)_ 
tra1 sfr~1"t de \'!ORKL'1.. clans \.JORKC. 
transf'crt de \J UT? KA <lans \ 1 ORKC. 
mettre './OR KB d;ms YIOR KA , 
mettre \!OR l'D dans \'!OR 1(/\_ ci transférer VJOR KA cL.ms W OR I'D 
avec un message d'·"rreur (AIG ~J). 
idem 
mc.ltrc '\f OR Ki\. da.ns WOR l\ C. 
mettre \VO. KB dans VJOR KJ\., 
metlrC' \'.'OPKD 11.:dlS V!Ol"tKA, 
rnctt ·c \'JOPKB du.1s \'/OR.1(J\. Tomes 1c.s zones sont présentes; 
un nouvel a,:'tick: <' st créé dons \! OR J( /\ . • 
moû.ii\c c r v c \'/ 71nG3 une ?..one de VJ01z 1~A et t rélnsférer WOR 1' .A 




C l l A P I T R 1i 111 
GENT~RATION Dl! BLOC COMPL\Rl\ISON. 
III . 1. Table <l'indi.catif. 
Ju.squ' È1 présent nou~:; ne nous sommes p~.s in1 ércssés ;1. 1a mani.èrc dont 
on co1,1parai.t. 1cs incli eu tifs, On a jus le di!' que les paramètres de: 
ci ném::..tiqu con tenü i 'nt le résultat de la comparaison. ùe s indicatifs. 
Or, il se fait qu 'en çiénéral cette comparaison ne porte pus n,:kessairc.-
mc.nt sur un sc.ul indicatif et ql1.e de plu.s un indicatif peut être éclaté 
en plusieurs zones dans l'cnregi.stremcnt, -
Il nous est apparu intéressant de demander à 11::ndystc lors de l'é.labora-
tion <lu problème de CC'f?,rou:1 ::.'r toL1Les les in~orm.n.tions concernant les 
indicatifs pour clrnq UC'. fichi(; 1. • La table T. lll. 1 est un projet de taule 
d' indi.cati f . 
1 2 
1 2 3 4 5 6 7 u 9 0 1 2 3 4 5 6 , 8 9 0 J 2 3 4 5 6 7 S 9 
!Jorn ficl1ier l'~c al~csse 1nt1g , T T long . ..L 
i f '\T 
' 
11 rC'.l,' tivc zone p p zone 
d T~ T7 ,~ 
- i i ncLicatif ori- 0 D d61ïni -
C R ~ ginc 
,_:, 
ô I. F ti.ve t 
i G 1 
f 
., 
A l 1 4 
2·.o 1 
2 1 0 4 
B 1 1 4 
1 0 2 D p " J. 
2 2 0 2 
2 4 2 
T. ITI. 1 
111. 2 . 
Cette table c ni rend ; 
- le nom du fichier (col, 4 à J1). 
- la dc.s cr"·j1,tion <l'-'s indicatifs du fichier par ordre de 
priori1·t: (col, lS o. 2ï). 
- col. J.5 -- nirn1 .... ~ro de pJ•iorit~ de l'indicatif , 
- col. 16 n 19 : adresse relative par rapport au cl~but 
REiv'i.A PQUE 
de l 1cnregist1ement <l 111ne zone OLl se trouve ne 
1 
purli.e Ol, la totcllité de l 'inclicatiJ. 
- col. 20 a 22 : longueur <le la zone de l'enregistrement 
col. 23 type de cette 7-0ne (dépacl é, packé) 1 
~ol. 24 ype dans leqtiel on doit con rertir la zone . 
col. 25 à 2; : longueur de la zone d<ms laquelle on 
doit mettre le résultat (, e la convcr.si0n. 
Il peut .se faicc que l'on n'ait pas besoin de conv rtir la zone 
d'jnJicil.1if. Drns ce Ccts n irisscra a ù1anc les colonnes 23 à 27 • 
. Pour chaque Hchil!r d'entrée, nous nvoJLs pris l'option de réscrv(;c 1 
par inr:;i.c01.if, 2 zones corre~to:1d.ant .:1 la 1 11gucur de celui.-ci <le L.,~
1 
à p uvoi.r fn.icc ai.sément les corn1)arGL.,,on.s. 
Lu longu·:~ur c:c C:C'~, 7.l,>7.C'.S c..st cal ulé .... en fr1L·ant la somme <les 
lon rticürs des zoi-·c's oric:;i.:.csC(~Jns le cas ou il n'y é. pas de. conver--1 
sio.i d~ type) Olt c <..::S zo 12s, ,n·ès con '~rsion (col. 25 à. 27). 
Pou c J 1cxemp1e 1·cpci.s cl.8.ns la table, 11ous a·urons : 1 
ZL (A) 1 ZL (U) 
WORKA \.ORK'' 
/"1 l \_ 1 A2J Bll f __ l B21 , __ 1 -J 
/, 12 ,_ • .1 l\22 • -- J Bl2 [_J B22 L._l 
1\ ?.J dc,nne k nnm de la 2c zone <lu :l-2c in-1ic.tif, 
Pour 1' xe1ù1,:c clt~ la TuL](' T.]H-1 : 
A 11 cl A21 
f, 12 et t\22 
.. : r0nt co·nm:2 10ngt.F•ur 5 (/~+ 1.) 
,1- ·ont comme 1onrn.tc.ur !,. 
,:) 
HI. 2 . 
.. 
111. 3. 
Génôr::Lion de s z<;:ncs d'E/S. 
Pous ,:' ,,ons vu p,é _édemmen1 <~11e noüs a rions be soin d-2 deux 
zone~ d'une l onc,.1cur éga le.; celle des cnreqistrcments du Hchier 
(Zr Ci: V OR10. ~ Cela prov i ent Ùe cc (~Ue llOl~S Jl.C détectons le: cas 
cl'o"j1-2ratio11s q·t ' à la rupture c'est-à--dire après avoi r ]u l' article 
sujvnnt dans le fi.chier. 
Les macros l0~iq1.1cs cle lecture et d 1écriture existant dans le 
soft,·✓ 1.t!.~e de 1 ;onlinateur son1 de: deu x types . 
- lecture clans (<:-criture à p.:1.rtir de) Llll t ampon <1 'un enregi.strernent 
du fj c}ücr . 
nom du tampon \ 
. J 
- l ectrre dans (écriture à partir de) •rn t ampon avec transfert 
ma.tique de l'article dans (à partir ùe) un e zon _ de travail. 
(' GETt \l PUT J non,. du tampon, nom zone de travail) 
auto-
Définissons mainlencJni pour chaque t:,1,e de fichier laquelle ck 
ces n10c:ros de l.cc.t . /écriture est utilisée et quelles sont les zones 
ZL c1 '.~! or, K. 
Convcn.ons cl' appc le r IOJ\ R El\. le nom LLU. t ampon <l 1E /S . 
a, Les fi.chi c~ r s "carte". 
fous cmpl0icrons pour ces fichiers le 1er· ypc de m.acros <l 'E/: 
av~c corrnn,2 TOAE.2.EA la zone. Z L • 
Une lect ure compre1 <lra donc : 
l. l ~ i.ro.nsfert de ZL <lans \, ORK 
2. GET Z L • 
b. Les fichiers "lJv'iPRil\1;\i'JTE ". 
Four ces lïc1,icrs scro:1t utihsé !e 2d 1ype de macros d 'E/ .S 
c vec comm..: IOl\.RE la zone ZL et c omme zone <le trava· l 
l.-i zone \/Oin: . 
Une écri ure s 'cxprim2ra par Pl;T ZL, \VOR K 
c. Lc's . ich LC'1·::: "DJ\.r:DL" c.n lcctur,?, 
D,ms cc ,;:i_ , lcux. options sont r•o~;siblcs 
- simi;lc: !n ffcd11ç, : ·-- _________ ..,_ 
On utUi.sc le 2c1 t.yp~ de rnc.cro.s d 1E/S civcc ccwrn1-.2 /on.-:; 
d c n , . ,, li i l u ,- on ~' i~. l _ • 
·1 L1' ,.-r -1-t 1 /. ' a _,.\',)'),.' 
. , ,.1 ,_,,_ Cl. ·'f_, tl • 5 ,, , '-..1\. 
2. l.~LT IOJ\Lni;\, IL . 
1.11.4 . 
- double buffering : 
mfüne chose que 1 si.mple buffering ma.i.s avec l'emploi 
de <l e ux IOA r EA en b ascule . 
lll. 3. Bloc comparaison . 
C e bloc - re garde leque l des fi.chi. ers et à li re, 
- e xécute le transfert d e l a z one d entrœ z1 avant l'opération de lecture, ·4 
- l ance l'opération de lecture , 
- re groupe, converti. et transfert d ans l es zones réservées 
les indicatifs. 
- compare c es derniers et garni les paramètres de ciné-
matique. 
L es.comparaisons ( 1) de l'organigramme se font entre 1e s zones des 
i ndicatifs : la 1er zone du ic indicütif conti.ent le i \..'. indicatif de Z. 
t andis que la 2d zone du i c i.ndicatH contient le i c indicatif de \VOiti<. 
etc •.•. 
Une procédure spéciale d'initialisation doit être prévue lors de la 
1ère lecture . 
Bloc co.1p:1r ;, i~·n11 
,---, 
'--. ... ,,/ 
. ou,/4~ 
rr1tn.sf~r!.dc la 1ère zo1::: de T l'élllsfcr l clo. b 1ère zone d e. 
il.<'' u·~ 1ncli.cGt1f du .f1c-l11cr 1\ c-h·:quc 1nc.1icalif du f i chi.cr 13 
ai s ln 2ck zone (voir § 1) dn.ns la 2dc z1.. 11~ ( v oir § 1) 
Trnnsfcn ck Z L (A) ùa1:·--J 
\VOiz.KA . . · 
l ecture dnns ;;:: L (1\ ) (voir §2) 
_-----1---··-
Tn1n~fcrt des 1nÙJc.:t!ifs ~~~;--] 
i.:'. 1, C/1.) ~li-ms l ;1 J è ,·c zon'" cks 1nv1cnt1fs 
T 1'a_nskrt clc 7, L (B ) duns 
'",
10R KB 
Tr:lnsfcrl d s i.ndi.cnîif~; de Z .( B) 
cl.7.ns la 1 · f'l" zc>;1c clcs i n<li al frs 
__ J 
lf1 . 5. 
;., 
IV.. J • 
CHAPITRE IV 
PLUSlf:URS FICHIERS SECONDAIRES. 
Jusqu ' à présent nous n'avons considéré que des problèmes pour l esquels 
nous av· ons un seul fichier primaire et un seul fichier secondaire. Il arri-
vera souvent dans la pratique d'avoir plus de deux fi.chiers en entrée. 
C on.sidérons l' exemple suivant dans lequel nous avons 4 fichiers en entrée 
(un maûrc A et 3 esclaves B 1, B2, B3) et 2 fichiers en sortie. 
Les comparaisons des indicatifs se feront cette fois entre le fichier 1naftre 
et cha.cun des fichiers secondaires . 11 y aura donc 3 param.:;tres de ciné-
matique (IND 1 J, IND2 J, IND3 J) par fichier secondaire J. 
Ainsi par exemple, I ND2 3 conti.endra le résultat de la comparaison des in-
dicatHs du fichier maître A et d 1 fic hier esclave B3 à. l'instant précédent , 
.4, 
0 
La progression des fichiers se fera de la manière suivante 
lecture de./\. si. lNDll = 1ND12 = lNDJJ = ••• • • = 1 
le;cture de r. si 
l 
min 
.i E B 
IPD lj == HH) h avec 
et 
B = (, j / l ND 1 i ! 11( J . . 
.è B.= le 1 fichier seconùaii~c 
l 
Considérons mainte-na.nt le jeu d 'essu i. du tableau T. lV. J. 
Les cas d 'opérati.ons '.->Ont cl étcctés à. chaque phase müqucm12nt sur le fLchicr 
qui. progresse saur llans 1e cas de le~tur~ du fi.chier maftrc. ou l 'on analys,2 
1'.ensernbi.e des pcu·nm12Lrc.s de ci.nénmtique. 
IV. Z. , 
L'analyse des casd 'opérations nous permet de conclure que 
pour l 'indicatif : 
J 11 nous avons A Bl B2 B3 
112 nous avons A Bl B2 B3 
- -
121 nous avons A BJ B2 B3 
122 nous avons A B 1 B2 B3 
-
123 nous avons A B 1 B2 B3 





En fait, le cas AB 0 de l'indicatif 1 2 3 n 'a évidemment pas ét~ 
détecté mais er.t tl ... ès facile à dédui r e , 
Nous voyons que pour retenir le cas AB. un S\VlTCII par fichi e r! 
secondaire est néce ssaire. J 
Une procédure de fin de fichier est à prévoir pour l es derniers 
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! [>hase i j 1 ! fichier A fichier Bl fichier B21 fichier l!3 ABl AB2 11 AB3 1 
n:m32 1 IND13l l1 iD23 J IND33 Cas d'opérations 
1 I d \,xé -
ll l2 13 11 12 l3 ll 12 l3 j Il 12 13 l Dll lND21 lND31 IND12 IND22 
1 1 
eu lion 
1 1 1 
2 il 1 
1 ' 1 
1 ] 1 1 l 1 h l 1 1 2 3 1 1 1 1 - ·- - - - - 1 1 i 1 /j, 
2 i J ' :! 1 1 1 , l 1 2 1 1 1 2 1 3 2 1 1 3 1 1 3 ABl ( 111) 1 ) 
zJ S\V LTCll l - 1 1 3 1 1 i ] 1 1 1 2 i! 1 1 2 3 1 3 3 1 3 3 1 3 S'. 1lTC1 il -,, 0 AB 2Clll) As3 (ll 1) 
L. 1 l 2 1 1 2 :•1 1 1 'I 1 1 2 1 3 2 3 3 3 3 3 3 A Bl ( 112) 3 1 2\1, S lllTC 
- 1 
1 I 2 ;li 5 1 1 2 3 1 2 
2 1 
1 1 2 , 1 1 3 1 3 2 3 3 3 AB2(1J2) 
1 ,) SW1TCH2 ---'>- l 
6 1 1 2 \ 1 2 3 ' 1 2 2 Il l 2 1 1 1 3 1 1 3 1 3 2 l ,\B3 (li2) 
11 J: 1 
1 S','.' ITCE3 - l 
1 J 
: 1 :
7 1 2 ] . ' 1 2 ,.) 11 1 2 2 · 
: ) 11 
1 1 3 1 1 3 3 1 3 SWITCHl- 0 S llT CH2 -'>- 0 S',/ITCE3 -+ 0 I' 
8 1 2 1 ) 1 2 3 il 1 2 1 1 1 3 1 1 3 1 3 2 AB3 (i21) S\VlTCJ13-+ l 
1 . 
!I 1, ~ 









SWlTCH2 -> l ) 
:1 
3 1 2 11 2 1 i 1 2 
~l 1 2 1 1 2 1 3 2 1 3 3 1 3 ABl (122) S\VlTCH2 - o AB3 (122) 1 12 2 1 1 2 1 I i ] 2 3 .;1 2 1 1 1 3 2 2 2 2 3 3 3 3 A.Bl 023) 
2 ! 1 /!: 2 1 13 1 1 2 1 1- ·' 2 1 1 1 1 3 3 3 3 2 2 3 3 3 AB2 (123) 
1 1 ,1 1 
1 1 1 [! 2 11 
1 
1 








1 1 tj 2 1 3 3 3 3 3 3 3 3 3 B1 B1 (211) 
l 1 1 








Nous a ons vu dans ce qui précede un "1oyen de générer aut omatiquement 






l fichier maître A e t 1 ou plusieur s fi c hiers mouvements B . . 
. J 
le fichier maftre A e st trié et suppo sé s ans décla ssement. 
les fichiers B. sont normalement tri és e t l es ano malies à ce su jet 
s ont d étect ées1. 
les fichiers A e t B . peuvent posséder p lus i eurs indi catif s p a r e11rc -
J gistremcnt . 
les fichiers B. peuvent c o nt enir plusi eurs e nregistrement s ayant les 
même s valeurJ d 'indicatif (1 ) . 
T r oi s par a m' t res seulement 11 1 D lj, 1ND2j e t IND Jj par fichier s e cond~ire Bj 
permettent l e t raitement automatique de cette c i nén19ti.que . 
Nous n ' avons pas considéré le paramètre 1ND4·= (1~ , 1A) • 
C e l u i -ci d ev r a être i ntroduit dans l e cas ou le fi ch.iè1~ rrlcti1:rc A pos s ède 
plusieurs i ndi catifs par enregistrement, De plus , ce par amètre permettra 
de dépister les déclassements dans A, 11 n e se r a t out e foi s lesté q ue pour l c~ 
c as ou 11 ID l j sera égale à 1 pour tout j car c ' est seulement dans ce c as que 
l'on fera p r o gresser A . 
C ertains problèmes restent encore à examLner d~ plus près . 
. Il s ' agit de : 
a , la p remlèreet la derni ère phase d 'exécution. 
b , la gén.'. rati on a utomatique des procédure s de trai.t emcnt des opéra-
tions . 
L e cas· a . pourrait ~tre résolu dans la majeur e partie de s c a s en mettant 
au fur et à mesu re de l ' exécution à une va.leur maximum le s indicatifs des 
fichiers pour lesquelles on d ~tc ctc. la "fi.n de fichi.er" et e n s 'arrêtant à ln 
phase suivant celle pour laquelle on a détecté la " fin de fi chier " pour t ous 
l e s f ichiers d ' entrée. 
L e c as b. pourrait se résoudre grâce à un cert a i n nombre d ' informat ions 
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