Abstract. For given measurable functions g, h : R d → R and a (weighted) L 2 -function v on R we study existence and uniqueness of a solution w to the integral equation
Introduction
Consider a stationary infinitely divisible independently scattered random measure Λ whose Lévy characteristics are given by (a 0 , b 0 , v 0 ), where b 0 ≥ 0, a 0 ∈ R and v 0 is a Lévy density. For some (known) Λ-integrable function f : R d → R, let further X = {X(t); t ∈ R d } with X(t) = R d f (t−x)Λ(dx) be the corresponding infinitely divisible moving average random field with Lévy characteristics (a 1 , b 1 , v 1 ). The interplay between the Lévy densities v 0 and v 1 is described by the relation
where supp(f ) denotes the support of f , R × = R\{0}. Given v 0 and f , v 1 is determined by this relation. Now, suppose the reverse situation: assume f and v 1 to be known; is it possible to recover v 0 from this equation? We may therefore assume that R × x → (uv 0 )(x) is contained in the weighted Hilbert space L 2 (R × , |x| c dx) for some fixed multiplicative function u : R × → R × . Multiplying both sides of relation (1.1) by u then leads to an equivalent integral equation of the form (1.2) v(x) = supp(h) g(s)w(h(s)x) ds, x ∈ R × , where g, h : R d → R are some measurable functions. Hence, in order to answer the entire question, we study the properties of the linear operator L 2 (R × , |x| c dx) w → Gw = supp(h) g(s)w(h(s) · ) ds associated with equation (1.2) . In fact, it turns out that, under certain restrictions on g and h, G is unitarily similar to a multiplication operator (cf. Theorem 2.3); thus, necessary and sufficient conditions for the (unique) solvability of v = Gw w.r.t. the unknown function w can be characterized by injectivity and surjectivity properties of a multiplicator, which are indeed very well-studied. In case of existence, we also provide a formula for the solution to (1.2) in terms of the involved operators (cf. Corollary 2.6).
The second part of our paper is devoted to the problem of nonparametric estimation of v 0 from low frequency observations (X(t 1 ), . . . , X(t n )) of the moving average random field X. It extends the results in [1] to the case when f is not assumed to be a simple function. The case d = 1 estimating the Lévy density v 0 of the integrator Lévy process {L s } of a moving average process X(t) = R f (t − s) dL s , t ∈ R is covered by [2] . It is assumed that E L 2 0 < ∞. The estimate is based on the inversion of the Mellin transform of the second derivative of the cumulant of X(0). A uniform error bound as well as the consistency of the estimate are given. However, main results are subject to a number of quite restricting integrability assumptions onto x 2 v 0 (x) and f . Additionally, the logarithmic convergence rate shown there (cf. [2, Corollary 1] ) is too slow. For this reason, we prefer to construct a plug-in estimator that is based on estimates for uv 1 . Therefore, we use the solution theory for integral equation (1.2) developed in Section 2. Advantages of this approach are:
(a) conditions on f and uv 1 become less restricitive and rather simple to check for a larger class of models; (b) universality: for any d ≥ 1 and any estimator uv 1 of uv 1 the L 2 -approximation error in the estimation of uv 0 can be quantified in terms of the input error E uv 1 − uv 1 2 L 2 (R × ,|x| c dx) (under certain regularity assumptions on uv 1 ); (c) at least in case that X is a pure jump infinitely divisible moving average random field, one can obtain L 2 -convergence rates of order O(n −γ ) for uv 0 , where γ > 0 is a model depending constant.
Note that L 2 -consistent estimates for uv 1 in situation (c) are available e.g. if X is either φ-mixing or m-dependent (cf. [1] ). The construction of the estimator there mainly relies on the first derivative of the characteristic function of X(0). Such methods are indeed well-established for Lévy processes (cf. [3] , [4] and [5] ). The main difference between Lévy processes and stationary infinitely divisible random fields is the absence of independent increments that makes proofs very hard since techniques for i.i.d. random variables' case cannot be applied in most situations. This paper is organized as follows: Section 2 starts with a brief overview of Fourier transforms on the multiplicative group R × = R\{0}, subsequently followed by the solution theory for the integral equation (1.2) . Here, we provide necessary and sufficent conditions for the existence and uniqueness of a solution. In Section 3 we apply those results to construct plug-in estimators for the Lévy density v 0 from low frequency observations of the moving average random field X. We further provide bounds for the L 2 -error in case that v 0 fulfills some integrability conditions. Finally, we show how this approach can be applied to pure jump infinitely divisible moving average random fields X, i.e. when the characteristic function of X has no Gaussian component. In Section 4 we show that our estimation approach works well for simulated data in d = 1, 2.
An integral equation
In this section we discuss existence and uniqueness of solution for integral equation (1.2).
2.1. The setting. Throughout the entire Section 2 fix a number c ∈ R and measurable functions g, h :
we denote the support of h. We study the integral equation
we give necessary and sufficient conditions for (2.1) to have a unique solution w in the same space.
We start by showing that, under appropriate assumptions on g, h and c, the right hand side of (2.1) can be interpreted as an integral operator on L 2 (R × , |x| c dx).
Proposition 2.1. Assume that the functions g, h and the number c satisfy the integrability condition
Then, for each w ∈ L 2 (R × , |x| c dx), the function s → g(s) w h(s)x is integrable over supp(h) for almost every x ∈ R. Moreover, the mapping
is a bounded linear operator on the space L 2 (R × , |x| c dx) and has operator norm G ≤ C.
where the equality between the last two lines follows by a simple integral substitution. This proves the assertions.
Assume that the integrability condition (2.2) holds. Then we can rephrase our integral equation (2.1) in terms of the operator G on L 2 (R, |x| c dx): for given v ∈ L 2 (R, |x| c dx) our equation has a solution w in the same space if and only if v is contained in the range of G. On the other hand, an existing solution is unique if and only if the operator G is injective.
In order to analyse the range and the kernel of G we use techniques from classical harmonic analysis. The structure of G allows us to transform this operator into a multiplication operator by using the Fourier transform on the multiplicative group R × = R \ {0}. To this end, we recall a few facts about harmonic analysis on R × in the next subsection.
The Fourier transform on R
× . When endowed with the usual multiplication and the Euclidean topology, the set R × = R \ {0} is a locally compact abelian group and the measure dx |x| is the (unique up to scalar multiples) Haar measure on this group. The dual group R × consists by definition of all continuous group homomorphisms from R × into the complex unit circle T; as usual, we endow the dual group with the topology of pointwise convergence. Then the dual group R × is also a locally compact abelian group and it is isomorphic to R × itself in the following way: For each x ∈ R × we define
Then for every y ∈ R × the mapping
is an element of the dual group R × . Moreover, all elements of R × arise in this way, and R × y → ξ y ∈ R × is an isomorphism of the locally compact abelian groups
In fact, all assertions above can easily be concluded from well-known properties of the additive groups R and Z/2Z = {0, 1}: It is a standard fact in harmonic analysis that the dual groups of R and Z/2Z are isomorphic to those groups themselves, respectively. More precisely, the dual group of R consists of all mappings of the form
for fixed y ∈ R, while the dual group of Z/2Z consists of all mappings of the form
for fixed y ∈ Z/2Z. Since the multiplicative group R × is isomorphic to the product group R × Z/2Z via the group isomorphism
one easily concludes that the dual group of R × has the properties claimed above (use that G × H is isomorphic toĜ ×Ĥ for all locally compact abelian groups!).
From now on, we identify the multiplicative group R × and its dual group R × via the isomorphism y → ξ y . The Fourier transform on the group R × thus becomes a bijective linear mapping
Using the well-known formulas for the Fourier transform on the groups R and Z/2Z and, again, the fact that R × is isomorphic to R × Z/2Z, we also obtain a formula for the Fourier transform F × on the multiplicative group
|x| ) we can compute F × u explicitly by means of the formula
We point out that the multiple
dx |x| ) and that the Fourier inversion formula
The smoothness of a function is closely related to the growth behaviour of its Fourier transform: indeed, for each α ∈ [0, ∞), a function f ∈ L 2 (R, dx) is contained in the Sobolev space H α (R, dx) if and only if the Fourier transform of f (with respect to the additive group R), multiplied with 1+|x| α , is contained in L 2 (R, dx). From this, one immediately obtains an analogue result on the multiplicative group R × which we now state explicitly for the sake of later reference.
x ) the following assertions are equivalent: (i) Both the functions u exp( · ) and u − exp( · ) belong to the Sobolev space
In the next subsection we will use the Fourier transform F × to show that the operator G defined in Proposition 2.1 is unitarily similar to a multiplication operator.
Solution theory for our integral equation.
In what follows, we give necessary and sufficient criteria for the intregral equation (2.1) to have a unique solution for all v. Recall from Proposition 2.1 that G is a bounded linear operator on
. Thus, in order to combine the Fourier transform F × with the operator G we have to intertwine these two maps by a similarity transform between those two Hilbert spaces. To this end, note that the mapping
is a unitary linear operator; this can be checked by a brief computation. Now, we define a linear operator
The definition ofG is well illustrated by the following commutative diagram:
F × are unitaries, the operators G andG are similar in the sense that they are intertwined by a Hilbert space isomorphism. In particular, G is injective if and only ifG is injective. Moreover, our integral equation (2.1), which can be rewritten as Gw = v, is equivalent toGF × Mw = F × Mv. Hence, the integral equation has a solution if and only if F × Mv is contained in the range ofG. Now, the point is that the operatorG has a very simple structure: in factG is a multiplication operator, as explained in the subsequent theorem. To state the theorem, the following three functions are important: whenever the integrability condition (2.2) is fulfilled, we define m + , m − : R → C and µ : R × → C by
The functions m + and m − are bounded and continuous functions from R to C (the continuity follows from the dominated convergence theorem) and hence, µ is bounded and continuous from R × to C. 
here, µ : R × → C is the bounded and continuous function defined in (2.5).
Proof. We have to show thatGu = µu for all u ∈ L 2 (R × , dx |x| ). Note that this is true if and only
, and this is in turn equivalent to
. In order to prove this equality we may, by a simple density argument, assume that w is a continuous mapping and has compact support in R × . Then Mw is also a continuous function with compact support, so it is contained in L 1 (R × , dx |x| ) and hence we may use formula (2.3) to compute its Fourier transform F × Mw. We obtain
Let us now show that MGw is also contained in
, so that F × MGw can be computed by formula (2.3), too. Indeed, one easily checks that
The latter expression is finite since the integrability condition (2.2) is fulfilled and since w is continuous and has compact support in
dx |x| ) and formula (2.3) is thus applicable in order to compute F × MGw; the formula yields
A similar estimate as above shows that, for each y ∈ R × , the entire integrand of the preceding integral is contained in
|x| × ds); we may thus use Fubini's theorem and obtain by a simple substitution that (F × MGw)(y) is given by
, and the latter number equals δ(x) + δ(h(s)) modulo 2. This proves that
Hence, (F × MGw)(y) is the product of (F × Mw)(y) with
and this function is easily checked to equal µ.
Since the operators G andG are unitarily similar, Theorem 2.3 immediately yields the following conditions for existence and uniqueness of solutions to our integral equation ( 
and the functions g and h fulfil the integrability criterion (2.2) for both c 1 and c 2 , then there exists at most
. This is an immediate consequence of the fact that w = 0 a.e. is the unique solution of 0 = supp(h) g(s)w(h(s)·)ds for any choice of c. Indeed, c gets involved by applying the multiplicator M to the integral equation. On the one hand, we multiply the equation by |x| (c+1)/2 and on the other hand we divide by the same expression when applying the inverse operator M −1 . Altogether, this does not change the solution but allows us to operate on the correct spaces.
The condition inf y∈R × |µ(y)| > 0 in part (b) of the above corollary is rather restrictive, and in our application in the subsequent section it will happen quite frequently that G is not surjective. However, in order to solve our integral equation (2.1) we do not really need G to be surjective -it suffices, of course, if v is contained in the range of G. Thus, the following corollary is quite useful. Corollary 2.6. Fix α ∈ [0, ∞). Assume that the integrability condition (2.2) is fulfilled and suppose that the two functions m + , m − : R → C defined in (2.5) satisfy the estimate
and if both the functions
It follows from Corollary 2.4(a) and the estimate on m ± in the assumptions that the solution of our integral equation is unique whenever it exists. To prove the existence of a solution, let v ∈ L 2 (R × , |x| c dx) fulfill the conditions stated in the assertion of the corollary. We only have to show that F × Mv is contained in the range of the multiplication operatorG on L 2 (R × , dx |x| ); in this case, the solution w clearly exists and is of the claimed form. Since (Mv)(exp( · )), (Mv)(− exp( · )) ∈ H α (R, dx), Proposition 2.2 yields that the function
On the other hand, the assumed estimate for m + and m − implies that
is contained in the range ofG. This proves the assertion.
Note that, if we set α = 0 in Corollary 2.6, then we see that the condition inf y∈R × |µ(y)| > 0 implies that the operator G is surjective. Hence, Corollary 2.6 can be seen as a refinement of the solvability criterion in Corollary 2.4(b). Let us also point out the following observation concerning the injectivity of the operator G:
Remark 2.7. Assume that there exist constants γ 2 ≥ γ 1 > 0 such that
for almost all s ∈ supp(h).
Then the integrability condition (2.2) is equivalent to g| supp(h) ∈ L 1 (supp(h)), so suppose for the rest of this remark that g| supp(h) ∈ L 1 (supp(h)). The assumptions that we just imposed on h imply that sup s∈supp(h) |log|h(s)|| < ∞. From this, it easily follows that the integrals in (2.5) that define m + (x) and m − (x) also make sense for x ∈ C. We thus obtain functions C x → m ± (x) ∈ C and it is easy to see that those functions are analytic. Hence, if neither m + nor m − is identically 0 on C, then both of those functions vanish at at most countably many points. It thus follows from Corollary 2.4(a) that the operator G from Proposition 2.1 is injective.
To give a more concrete example of such a situation, assume that there exists a number t 1 ∈ R for which 0 = supp(h) g(s)|h(s)| t1 ds; the latter integral equals
2 ) , so it follows that m + is not identically 0 on C. Also assume that there exists a number t 2 ∈ R for which we have 0
The latter integral equals m − − i(t 2 +
2 ) and thus m − is not identically 0 on C. Hence, we can conclude that G is injective. This argument shows in particular that G is injective if we have both supp(h) g(s) ds = 0 and supp(h) g(s) sgn h(s) ds = 0.
Note, however, that such a simple argument does not work if we do not assume h to satisfy the estimate specified at the beginning of this remark.
We close this section by pointing out that, while all the function spaces used above consist of complex-valued functions (in order for our Fourier transform arguments to work), the above results also tell us how to solve our integral equation (2.1) for real functions. This follows from the following remark: Remark 2.8. Let E be a complex Banach space and suppose that E is a complexification of a real Banach space E R (for details about complexifications of Banach spaces, see for instance [6] ). Let G : E → E be a bounded linear operator which leaves E R invariant and let G R : E R → E R be the restriction of T to E R . Then the following assertions hold:
(a) The operator G is injective if and only if G R is injective.
(b) Assume that G is injective and let v, w ∈ E such that Gw = v. If v ∈ E R , then w ∈ E R . The proofs are straightforward, so we omit them here.
Note that the above remark applies in particular to the case where E and E R are the complex-valued and the real-valued L 2 -spaces over (R × , |x| c dx) and where G is the operator defined in Proposition 2.1. Hence, Corollaries 2.4 and 2.6 and Remark 2.7 also give criteria for the solvability of our integral equation in the real case.
3. An application to infinitely divisible moving average random fields
Now we apply our results from Section 2 to obtain an estimator for the Lévy characteristic of certain infinitely divisible moving average random fields. First we recall a few definitions and give a brief overview of infinitely divisible random measures and fields.
3.1. Infinitely divisible random measures -a brief reminder. Throughout, we denote the Borel σ-field on the
} be an infinitely divisible random measure on some probability space (Ω, A, P ), i.e. a random measure with the following properties:
denote the characteristic function of the random variable Λ(A). Due to the infinite divisibility of the random variable Λ(A), the characteristic function ϕ Λ(A) has a Lévy-Khintchin representation which can, in its most general form, be found in [7, p. 456] . Throughout the rest of the paper we make the additional assumption that the Lévy-Khintchin representation of Λ(A) is of a special form, namely 
Now one can define the stochastic integral with respect to the infinitely divisible random measure Λ in the following way:
) is said to be Λ-integrable if there exists a sequence (f (m) ) m∈N of simple functions as in (1) such that f (m) → f holds λ-almost everywhere and such that, for each A ∈ B(R d ), the sequence A f (m) (x)Λ(dx) m∈N converges in probability as m → ∞. In this case we set
A useful characterization for Λ-integrability of a function f is given in [7, Theorem 2.7]. Now let f : R d → R be Λ-integrable; then the function f (t − ·) is Λ-integrable for every t ∈ R d as well. We define the moving average random field X = {X(t), t ∈ R d } by
Recall that a random field is called infinitely divisible if its finite dimensional distributions are infinitely divisible. The random field X above is (strictly) stationary and infinitely divisible. The characteristic function ϕ X(0) of X(0) is given by
where K is the function from (3.1). The argument R d K(uf (s)) ds in the above exponential function can be shown to have a similar structure as K(t); more precisely, we have 
where supp(f ) := {s ∈ R d : f (s) = 0} denotes the support of f and where the function U is defined via
Hence, all integrals above are finite.
For details on the theory of infinitely divisible measures and fields we refer the interested reader to [7] .
3.2. An inverse problem. Throughout the rest of the paper, let the random measure Λ = {Λ(A), A ∈ E 0 (R d )}, the function f : R d → R and the random field X be given as in Section 3.1. Moreover, as in Section 2 we fix an exponent c ≥ 0 for the weight of the measure in the Hilbert space L 2 (R × , |x| c dx). In typical applications, one can observe the random field X and, from those observations, compute an estimator (â 1 ,b 1 ,v 1 ) for the Lévy characteristic (a 1 , b 1 , v 1 ) of X(0). If one is interested in the random measure Λ one needs to compute an estimator for the Lévy characteristic (a 0 , b 0 , v 0 ), given only the estimator for (a 1 , b 1 , v 1 ). Those two triplets are related by the formulas (3.2). Assuming that f is known, those formulas immediately yield a way to compute an estimatorb 0 from the estimatorb 1 . In order to compute an estimatorv 0 from the estimatorv 1 one needs to solve an integral equation of the type discussed in Section 2. Once this is accomplished, it is also not difficult to derive an estimatorâ 0 from relations (3.2) provided that R f (s)ds = 0. Hence, the main difficulty is to solve the equation
for v 0 if v 1 is given. Our results from Section 2 can be used to discuss whether this equation has a unique solution in L 2 (R × , |x| c dx) for given v 1 ∈ L 2 (R × , |x| c dx); they also show us how the solution, provided that it exists, can be computed by using only multiplication operators and Fourier transforms. Now, it turns out that things are actually a bit more involved than discussed above, for the following reason: given a list of observations of the random field X it is common to estimate the function x β v 1 (x) rather than v 1 (x) itself, since many of the estimators for Lévy densities are based on derivatives of the Fourier transform (over the additive group R); cf. e.g. [3, 4, 5] where this can be seen in the context of Lévy processes.
To put this in a more general setting, fix β ∈ R and let u : R × → R be a function which is either given by u(x) = |x| β for all x ∈ R × or by u(x) = sgn(x)|x| β for all x ∈ R × . Then u is Borel measurable and multiplicative, i.e. we have u(xy) = u(x)u(y) for all x, y ∈ R × . Assuming that the function uv 1 ∈ L 2 (R × , |x| c dx) we would like to compute the function uv 0 in case that this function is still contained in L 2 (R × , |x| c dx). Using the relation of v 0 and v 1 and the fact that u is multiplicative, we immediately obtain the equation
This is again an integral equation of the type (2.1), where h = Then we can define similar functions as in (2.5); this time, the functions depend on f instead of h and g: let m f,± : R → C and µ f : R × → C be given by 
Let α ≥ 0 and assume that, for all x ∈ R and a constant γ > 0,
If uv 1 ∈ L 2 (R × , |x| c dx) and if both the functions
(where M is given as in Section 2) then the equation
We note that the function uv 0 (respectively, uv 1 ) belongs to L 2 (R × , |x| c dx) if and only if the function v 0 (respectively, v 1 ) ∈ L 2 (R × , |x| c+2β dx). We also point out that Remarks 2.7 and 2.8 still apply to the situation in the present section.
Let us briefly discuss the case where f is a simple function:
where f 1 , . . . , f n ∈ R \ {0} are pairwise distinct numbers and where ∆ 1 , . . . , ∆ n ∈ B(R) are pairwise disjoint sets of finite Lebesgue measure. Then the integrability condition (3.4) is automatically fulfilled and the functions m f,+ and m f,− take the form
We obtain the following corollary from Theorem 3.1 which mimics [1, Theorem 4.1]:
Corollary 3.2. Let f be a simple function as above. Suppose that
Then the integral equation
Proof. The inequality (3.7) is equivalent to
a glance at the formulas for m f,+ and m f,− in (3.6) shows that this implies, by means of the triangle inequality, that inf x∈R |m f,± (x)| > 0.
The formulas for m f,± given in (3.6) in case that f is a simple function give us the opportunity to construct counterexamples to several naturally arising questions: Example 3.3. The fact that m f,± = 0 almost everywhere on R does not imply that inf x |m f,± (x)| > 0 (i.e. uniqueness of solutions for the integral equation (3.4) does not imply existence).
Indeed, set c = 1, β = 0 and u ≡ 1 for the sake of simplicity. For
being disjoint sets of Lebesgue measure 1, define f = 1 ∆1 +e1 ∆2 . The formulas (3.6)
for all x ∈ R. This function has countable many zeros on the real line, so m f,± = 0 almost everywhere but inf x∈R |m f,± (x)| = 0.
Example 3.4. Relation (3.7) is only a sufficient, but not a necessary condition for the conclusion of the corollary. Indeed, let c ∈ R be arbitrary, let β = −(c−1)/2 and u(x) = |x| β . Let ∆ 1 , ∆ 2 and ∆ 3 be three disjoint Borel sets of Lebesgue measure 1. We define f = 
Then the inequality (3.7) is not fulfilled, no matter how we permute the indices 1, 2 and 3. Indeed, with the notation z = e α(β+(c−1)/2) > 0 we obtain
The second of the previous terms exceeds 1 for any z > 0 whereas the first and the last terms are greater or equal to 1 at the same time if and only if (
Resubsituting z shows that this is equivalent to (3.8) . Moreover, we obtain from formula (3.6) that
for all x ∈ R. A simple calculation yields that the complex polynomial p(w) = 2 ) w k has no zeros on the complex unit circle {w ∈ C : |w| = 1}. Thus, m f,+ (x) = p(e −iαx ) = 0 for all x ∈ R. Since p has at most three different zeros in C, we conclude from the continuity of x → p(e −iαx ) that inf x∈R |m f,+ (x)| > 0. Hence, Theorem 3.1(b) shows that our integral equation (3.4) has a unique
3.
3. An estimator for the Lévy density v 0 . We use the same notation and assumptions as in Section 3.2. We assume that the integrability condition (3.4) is fulfilled and, given the function uv 1 ∈ L 2 (R × , |x| c dx), we compute the function uv 0 ∈ L 2 (R × , |x| c dx). The relation between the functions uv 1 and uv 0 is given by the integral equation (3.3) which can, for short, be written as uv 1 
is the linear operator from Proposition 2.1 where
|f (s)| for s ∈ supp(f ), as pointed out in Section 3.2. In applications we are only given an estimator uv 1 for uv 1 which depends on the sample size n ∈ N. Our solution theory from Section 2.3 provides us with a way to compute the inverse operator
, so it might seem quite natural to define an estimator uv 0 for uv 0 by means of the formula uv 0 = G −1 uv 1 . Unfortunately, this approach does not work in general, for the following two reasons: (i) We did not assume that G is surjective, so, while uv 1 belongs to the range of G, there is no reason to assume that the estimator uv 1 is also contained in the range of G; hence, the expression G −1 uv 1 may not even make sense. (ii) Even if we assume that uv 1 lies within the range of G the inverse G −1 will not be a continuous operator in general, so we cannot expect G −1 uv 0 to converge to uv 0 as the sample n size tends to infinity. The point here is that the function 1 µ f is in general not bounded, and hence multiplication by this function does not define a bounded linear operator on L 2 (R × , dx |x| ). We can solve those problems as follows: assume that the function µ f : R × → C defined in formula (3.5) fulfils µ f = 0 almost everywhere. Choose an arbitrary sequence (a n ) n∈N ⊆ (0, ∞) which converges to 0 as n → ∞. For each n ∈ N we use the notation 1 µ f,n :
Note that the function 1 µ f,n converges almost everywhere to 1 µ f as n → ∞. Now we can finally define an estimator uv 0 by means of the formula (3.9)
note that the multiplication operator on L 2 (R × , dx |x| ) in this formula is continuous (and everywhere defined) since the function 1 µ f,n is bounded. Now we are going to show that the estimator uv 0 converges to uv 0 as n → ∞, provided that the null sequence (a n ) is appropriately chosen.
denote the mean square errors of the estimators uv 0 , uv 1 , respectively. Then
for each n ∈ N. In particular, the estimator uv 0 for uv 0 is consistent in quadratic mean, provided that uv 1 for uv 1 is consistent in quadratic mean and that the convergence of a n to 0 is sufficiently slow.
We point out that err 2 1 (n) in the above error bound can be controlled for certain choices of the estimator uv 1 (cf. [1] ), which will briefly be discussed in Section 3.4.
Proof of Theorem 3.5. We have
dx |x| ) and since 1 {|µ f |≤an} converges to 0 almost everywhere as n → ∞, we conclude from the dominated convergence theorem that the second summand in the estimate tends to 0. If the estimator uv 1 is consistent in quadratic mean and if the convergence of the sequence a n to 0 is sufficiently slow (such that 1 an err 1 (n) → 0), this implies that err 0 (n) → 0 as n → ∞. Remark 3.6. Note that uv0 u in general is not a Lévy density, since it cannot be guaranteed to be nonnegative. For this purpose, we provide the alternative estimator uv 0 for uv 0 defined by
It is immediately clear that uv 0 ∈ L 2 (R × , |x| c dx) and
≤ err 2 0 (n). Hence, the upper bound for err 0 (n) given in Theorem 3.5 is an upper bound for err 0 (n) as well.
Finally, we derive a bound for err 0 (n) (and thus for err 0 (n) as well) provided that uv 1 and the function µ f fulfil similar conditions as the functions in Corollary 2.6: Corollary 3.7. Assume that functions m f,+ , m f,− : R → C defined in (3.5) satisfy the estimate
for all x ∈ R, an exponent α 1 > 0 and a constant γ > 0. If
for a real number α 2 > α 1 , then we have
for all n ∈ N and a constant C ≥ 0.
Proof. Using the assumption (3.11), we can find a number
for all x ∈ R × . On the other hand, it follows from the assumptions on Muv 1 and Proposition 2.2 that the function
Let us denote the L 2 (R × , dx |x| )-norm of the latter function by L. Then it follows from Theorem 3.5 that
This proves the corollary.
Remark 3.8. (a) Note that, in applications, one can try to compute the number α 1 in the above corollary explicitly (in case that such a number exists) since the function f -and hence the functions m f,± -are part of the model and thus known (cf. Example 3.9 below).
(b) In most cases, one will not know the exact mean quadratic error err 1 (n) for the estimator uv 1 but only an upper bound e n for err 1 (n). Of course, one has to choose a n such that en an → 0 to ensure convergence; cf. Theorem 3.5. If the number α 2 were known, too (in case that such a number exists), one could optimize the choice of a n in order to obtain an optimal decay rate for the error bound for err 0 (n) in Corollary 3.7.
Indeed, it is not difficult to see that the optimal choice of a n is a n := O(e α1/α2 n ), which yields the decay rate O e 1− α 1 α 2 n for the error bound of err 0 (n). Unfortunately though, α 2 will almost never be known. In fact, since uv 1 is unknown, we cannot even be sure whether a number α 2 with the wanted properties exists. However, assuming its existence, one can simply choose a n := e 1/2 n ; this ensures that err 0 (n) decays to 0 (cf. Theorem 3.5) and it yields the decay estimate
Example 3.9. As mentioned in Remark 3.8, the function f is assumed to be a part of the model and thus, in some cases it is possible to compute α 1 and γ from Corollary 3.7. Let us give some examples of functions f with α 1 = 1: (a) R s → f (s) = e −θ|s| for some θ > 0; then
denotes the Euclidean norm. Then
if it is assumed that 1 + β + c−1
−θ for some θ > 0; then
θ . The proofs are straightforward and we therefore omit them here.
3.4. Application to pure jump random fields. We finally apply the above results to pure jump random fields. Let u(x) = x and suppose that the stationary infinitely divisible random field X(t)
Note that the numbers a 0 , b 0 in the Lévy characteristics of Λ are here given by
xv 0 (x)dx and b 0 = 0. Under the additional assumption
that is equivalent to (3.12)
where F + denotes the usual Fourier transform on the additive group R. Now let X be observed on a regular grid ∆Z d with mesh size ∆ > 0 (low frequency observations), i.e. consider the random field Y = {Y j , j ∈ Z d }, where
For a finite nonempty set W ⊂ Z d with cardinality n = |W | let (Y j ) j∈W be a sample drawn from Y . Based on relation (3.12), an estimator for the Fourier transform of uv 1 can be deduced by taking the empirical counterpartŝ
of ψ and −iψ . In order to stabilize the estimator for small values ofψ we set
,
A natural idea now is to define an estimator uv 
for some l > 0. This estimator was originally designed by Comte and Genon-Catalot [8] in case that X is a Lévy process. Now, suppose whenever X is either m-dependent or fulfills a certain φ-mixing condition. Thus, for an optimal choice of l, err 1 (n) = O(n −a/(2a+2b+1) ) as n → ∞. If additionally the conditions of Corollary 3.7 are fulfilled, then the corresponding estimator uv 0 defined in (3.9) is consistent in mean quadratic sense and (cf. Remark 3.8)
In order to find the numbers b and c ψ above, the following theorem is quite helpful. 
−b for all x ∈ R if and only if
for all x ∈ R, where Im(z) denotes the imaginary part of a complex number z.
Proof. Since the function uv 1 ∈ L 2 (R × , dx) is real valued, we observe that
Applying the isometry property of the Fourier transform on L 2 (R × , dx), we obtain
From this relation one immediately concludes the assertion of the theorem.
Remark 3.11.
(1) The bound in (3.14) means that ψ is polynomially decaying, if and only if the function R x → x 0
Im F + uv 1 (y) dy is either bounded or increases logarithmically. (2) Notice that the lower bound in (3.14) is equivalent to the upper bound for ψ and vice versa. and C ψ such that inequality (3.14) holds true. Therefore, we refer to [9] (and the references therein) for further conditions on ψ to be polynomially decaying. (4) Using relation (3.3), all the above mentioned regularity assumptions on uv 1 can immediately be transferred to uv 0 and hence, implicitly are conditions on the random measure Λ. 1 (0,∞) (x), x ∈ R. Then, the infinitely divisible moving average X(t) = t t−θ e x−t Λ(dx), t ∈ R is of pure jump structure with Lévy density
where Γ(x, y, z) = z y t x−1 e −t dt, x > 0 denotes the incomplete gamma function truncated at y, z > 0. Since the support of f is bounded, X is m-dependent with m = θ. By Fubini's theorem, it follows that
(e s − ix) 3/2 ds and thus applying Minkowski's inequality for integrals shows that uv 1 ∈ H a (R) for any a < 1. In order to show existence of numbers b ≥ 0 and c ψ > 0 such that |ψ(x)| ≥ c ψ (1 + x 2 ) −b/2 for all x ∈ R, it suffices to verify the upper bound in (3.14) (cf. Remark 3.11, (2)). Indeed, by Fubini's theorem, we observe that
(e s − ix) 1/2 ds = i θ − 2 log(e θ/2 + e θ − ix) + 2 log(1
Hence,
i.e. the integral is bounded; consequently b = 0 is an appropriate choice. Note finally that (Muv 1 )(−e x ) = 0 and (Muv 1 )(e
x+θ for all x ∈ R; thus both of (Muv 1 )(exp( · )) and (Muv 1 )(− exp( · )) are contained in the Sobolev space of any order. Hence, Corollary 3.7 applies in this setting and the estimators uv 0 , uv 0 for uv 0 defined in (3.9), (3.10) respectively, are consistent in mean quadratic sense with the rate of convergence given by
as n → ∞, for fixed 0 < a < 1, α 2 > 1.
Example 3.13. Suppose d = 2, c = 0 and let f (s) be as in Example 3.9, (b). Moreover, consider the infinitely divisible random measure Λ with the same Lévy characteristics a 0 , b 0 and v 0 as in Example 3.12. Then, the infinitely divisible moving average random field
2 )Λ(dx), t ∈ R 2 is of pure jump structure with Lévy density
As in the previous example X is m-dependent since the support of f is bounded, where m = 2κ. By Fubini's theorem, it follows that
Thus, F + uv 1 is bounded at x = 0 and of order O(x −1 ) at infinity, i.e. uv 1 ∈ H a (R, dx) for any a < 1/2. In order to show existence of numbers b ≥ 0 and c ψ > 0 such that |ψ(x)| ≥ c ψ (1 + x 2 ) −b/2 for all x ∈ R, it suffices to verify the upper bound in (3.14) (cf. Remark 3.11, (2)). Indeed, by Fubini's theorem, we observe that
Im F + uv 1 (y) dy ≤ c for some constant c > 0 and all x ∈ R; consequently b = 0 is an appropriate choice. Finally, we observe that (Muv 1 )(−e x ) = 0 and (Muv 1 )(e
for all x ∈ R; thus, both of (Muv 1 )(exp( · )) and (Muv 1 )(− exp( · )) belong to the Sobolev space of any order. Hence, Corollary 3.7 applies in this setting, and the estimators uv 0 , uv 0 for uv 0 defined in (3.9), (3.10) respectively, are consistent in mean quadratic sense with the rate of convergence given by
as n → ∞, for fixed 0 < a < 1/2, α 2 > 1.
Simulation study
In this section, we provide numerical results for the pure jump infinitely divisible random fields given in Examples 3.12 and 3.13. In both examples, we used the method proposed in Remark 3.8, (b), in order to find a suitable value for a n . Unfortunately, the upper bound e n for the mean square error of uv 1 depends on the unknown function uv 1 . Nevertheless, in both examples, for some constant C = C(uv 1 , ∆, d) > 0, we have err 1 (n) ≤ Cn − a 2a+1 =: e n , n ∈ N. On the other hand, the number α 2 can be chosen arbitrarily large in both cases; set α 2 = 2α 1 . Now, in order to assess the constant C, consider k ∈ N independent copies uv 0 A simple calculation shows that L(a n ) := uv 0 − uv 0 L 2 (R × , dx) is a continuous function w.r.t. parameter a n . Moreover, lim s↓0 L(s) > 0 (possibly infinite), if min x |µ f (x)| = 0 whereas lim s↓0 L(s) = L(0) is finite in case that min x |µ f (x)| > 0. Since L(s) = 0 for any s ≥ max x |µ f (x)|, C k thus is well-defined. Note that max x |µ f (x)| is always finite due to integrability property (3.4). Now, since a n = e 1/2 n , C = n a 2a+1 e n and e n ≥ 1 +
err 0 (n) (cf. the proof of Corollary 3.7),
we set L = 0 and thus a n = C 1/2 k · n − a 4a+2 for all n ∈ N. Notice that uv 0 has to be known in advance in order to determine C k . Due to high computation time, we used k = 10 for our examples. For the parameter l in (3.13) we follow the recommendation in [1] and use the values l = 1, 2, 3.
4.1.
Numerical results for Example 3.12. Suppose θ = 4 and let (Y j = X(j)) j∈{−50,−49,...,49} be a sample drawn from X (with ∆ = 1 and n = 100). Since uv 1 ∈ H a (R) for any 0 < a < 1 one can fix e.g. a = 1/2. Then, using k = 10 in (4.1) we obtain C k = 0.8; hence, a n = 0.5. Table 1 shows mean and standard deviation of the mean square errors of our estimates based on 100 simulations for different values of l. The results for l = 2, 3 are quite similar and significantly better than for l = 1. Comparing computation times (cf. Table 1) we therefore prefer to choose l = 2. Figure 1 shows a trajectory of the process X and the corresponding estimators uv 0 and uv 0 with l = 2. Table 1 . Empirical mean and standard deviation of the mean square errors and the computation times (in seconds) of estimates uv 0 and uv 0 based on 100 simulations.
4.2.
Numerical results for Example 3.13. Suppose κ = 1 and τ = 1/2. Moreover, for ∆ = 0.1, let (Y j = X(∆j)) j∈{−50,−49,...,49} 2 be a sample drawn from X (i.e. n = 10000). Since uv 1 ∈ H a (R) for any 0 < a < 1/2 one can fix e.g. a = 1/4. As in the previous example taking k = 10 in (4.1) leads to C k = 4.74; consequently, a n = 1.01. Mean and standard deviation of the mean square errors of our estimates Figure 1 . Trajectory of the process X(t) = t t−θ e x−t Λ(dx), t ∈ R from Example 3.12 and the corresponding estimators uv 0 and uv 0 with a n = 0.5 and l = 2, compared to the original (uv 0 )(x) = ( based on 100 simulations for l ∈ {1, 2, 3} are shown in Table 2 . Again, the mean square error for l = 1 differs significantly from the mean square errors for l = 2, 3 whereas the values for l = 2, 3 are quite similar. For this reason, we prefer to use l = 2 due to shorter computation time (cf. Table 2 ). Figure 2 finally shows a trajectory of the field X and the corresponding estimators uv 0 and uv 0 with l = 2. 2 )Λ(dx), t ∈ R 2 from Example 3.13 and the corresponding estimators uv 0 and uv 0 with a n = 1.01 and l = 2, compared to the original (uv 0 )(x) = ( Table 2 . Empirical mean and standard deviation of the mean square errors and the computation times (in seconds) of estimates uv 0 and uv 0 based on 100 simulations.
