Automated software has different dynamic behaviour during use when compared to general software application. Mostly these dynamic characteristics degrade the application performance during operation due to lack of understanding of performance requirement during testing. Mis-understanding on requirement for testing by the test engineer lead to loss of reputation, financial and operational loss to the community using the automated application. Software-performance issues are not only to be patched up by coding routines and pumping testing effort but, can be easily eliminated by inculcating the best practices during testing phase of the software development life cycle. Software-performance is the effective attribute to improve the maintainability and reliability of the software application. This paper outlines the various activities to be carried out during the testing phase of the lifecycle while developing the automated software to eliminate performance related issues during the software operations and maintenance. Moreover this paper also presents a set of performance testing taxonomy to inculcate efficient performance into the automated applications developed.
INTRODUCTION
Automatic Software (AS) has a significant role in today's industry for conducting process monitoring, testing, measurement and diagnostics of various components, subassemblies, termed as "unit under monitoring" (UUM) to ensure that they meet their required performance characteristics [1] . As the evolution of testing technology improves the measurement performance capabilities of legacy test systems need to be analyzed to ensure that both the system and the testing software still perform according to the UUM. The performance of the automated software plays a critical role in determining the financial implication and reputation of the process [2] . Performance degradation is due to improper coding, improper design, inadequate testing due to stringent delivery schedules, and inadequate maintenance [3] . As far as the automated software is concerned it has an additional constraint on the dynamic characteristics of the software and the associated interfaces/UUM. The performance degradation triggers the deviations in the response time, abrupt delay between functions [2, 3] causing disruptions to real time objectives etc.
In software engineering, performance testing is performed, to determine how fast the key functional aspects of a system perform under a particular workload. It can also serve to validate and verify other quality attributes of the system, such as scalability, reliability and resource usage. Performance testing is a subset of Performance engineering, an emerging computer science practice which strives to build performance into the design and architecture of a system, prior to the onset of actual coding effort [4] [5] .
Evaluation process namely has four stages; Evaluation plan, Establish acceptance criteria, design evaluation and execution of evaluation process [6] and its associated activities as shown 
Evaluation plan
Identify the physical test environment and the production environment as well as the tools and resources available to the test team. The physical environment includes hardware, software, and network configurations. Having a thorough understanding of the entire test environment at the outset enables more efficient test design and planning and helps you identify testing challenges early in the project [7] . In some situations, this process must be revisited periodically throughout the project's life cycle. Figure 2 depicts the model of the schedule for the evaluation of automated software. This schedule is approximately planned for five week covering evaluation plan, establishing the evaluation criteria, design of evaluation scenario and execution of evaluation plan. 
Establish Acceptance Criteria.
Identify the response time, throughput, and resource utilization goals and constraints. In general, response time is a user concern, throughput is a business concern, and resource utilization is a system concern. Additionally, identify project success criteria that may not be captured by those goals and constraints [8] ; for example, using performance tests to evaluate what combination of configuration settings will result in the most desirable performance characteristics.
Designing evaluation plan:
Identify key scenarios, determine variability among representative users and how to simulate that variability, define test data, and establish metrics to be collected. Consolidate this information into one or more models of system usage to be implemented, executed, and analyzed. Configure the Test Environment to prepare the test environment-tools and resources necessary to execute each strategy as essential features and components that is available for test [9] . Ensure that the test environment is instrumented for resource monitoring as necessary. In this paper authors have segregated the performance testing as an evaluation process to find out the possible shortcomings of the automated software. What are the features that the automated software must have to ensure better performance? What are the critical codes of best practices to be identified during the evaluation of the product?
Execution of Evaluation process:

THE CHALLENGES TO THE AUTOMATED SOFTWARE
Unlike software application the automated software has the additional responsibilities to understand and react to the dynamic processes to ensure better performance; To satisfy the above queries automated software must have built-in non functional features such as Auto recovery, Diagnostics, auto logging, auto response to exceptions, mechanism to monitor network health and recovery, early warning system etc.,
The performance influencing indicators can be subdivided into system, application related and load related and the self inducing issues. 
The system related parameters
THE CHALLENGES TO THE EVALUATOR
Since the automated software has to be built with the additional non-functional features as discussed the evaluator must have the capability to check the functionality of the automated software to ensure whether the software has the capability to demonstrate the required performance [10, 11, 12] . The evaluation plan must specifically address the scenarios to demonstrate the capability of the automated software to manage the desirable performance during critical performance issues.
Evaluation plan:
The real engineering challenge during evaluation is not only being able to meet your business requirements, but also achieving them on time and the evaluator must first determine those business requirements. For example, the need to determine the budget for new hardware, and what existing hardware is available and also need to know how rigid the target delivery date is, whether an initial release to a limited number of users is acceptable, and what project aspects take priority. Some areas worthy of significant consideration in a performance plan include:
 Throughput and latency (e.g., do you need to ensure that deploying this application will not adversely affect other applications that use the same network?)  Reaction (e.g., are there components of your application that need to interact in a timely manner, such as a load balancer that skips a particular Web server if it does not respond in <200 milliseconds?)  Capacity planning (e.g., can you afford the infrastructure to support up to 500 users under standard conditions?)  Entry cost (e.g., is it viable to achieve the end-user requirements with existing hardware?)
Establishing acceptance criteria:
Determining performance-testing objectives are not easy, unless the system characteristics are understood and especially it difficult task for the automated software. The challenge is that the performance tester does not always have easy access to either explicit or implied objectives, and therefore frequently must conduct a systematic search for these objectives. Determining performance-testing objectives generally involves the following tasks: Determining the overall objectives for the performance testing effort, such as detect bottlenecks that need tuning, assist the development team in determining the performance characteristics for various configuration options, providing input data for scalability and capacity-planning efforts, reviewing the project plan with individual team members or small groups.
The performance of a system is described by the following aspects; Transactions per time period All these issues are common to all type of software but the automated software has a factor of influences in the above nine aspects. E.g. Usage of CPU in automated software.
Best practices to address the performance related issues are as listed below and the evaluator must consider every point as discussed below before deriving the acceptance criteria:
 What functionality, architecture, and/or hardware will be changing between the last iteration and this iteration? 
Designing Evaluation
Design Tests.
Identify all key scenarios in addition to the general performance issues especially scenarios which are influenced by the inclusion of automated software, determine variability among representative users. Ensure that automated software do not have any randomly varying influence in the routine function of the application and how to simulate that variability. Define test data and establish procedure on metrics to be collected. Consolidate this information into one or more models of system usage to be implemented, executed, and analyzed.
Configure the Test Environment.
Prepare the test environment, tools, and resources necessary to execute each strategy as features and components become available for test. Ensure that the test environment is instrumented for resource monitoring as necessary.
Test Data
Test data analysis & design is critical for performance testing, mainly due to the volumes of data required and the need to apply load to all parts of the system. This section describes the plan for data provision and loading.
Three categories of data are required to be produced:
1. Reference data -data that must exist on the database prior to test execution as it will be referenced by the transactions executed against the database during testing; for example, brokers details, valid banks. 2. Transaction data -the parameterized details of transactions that are to be executed during testing. For example, a purchase transaction would need data of the type buyer's name and address, purchase details, etc. 3. Bulk data -this is data that must exist on the database but is unchanged throughout testing. This data is either not at all involved or only indirectly involved in the testing, often for reasons of providing bulk, realistic searching or sorting, etc. It is important that all these data types are specified for the required testing.
The key questions are: What types of data do we need? How much data do we need? How will it be provided? a) Data Analysis 
Execute Evaluation
Run and monitor your tests. Validate the tests, test data, and results collection. Execute validated tests for analysis while monitoring the test and the test environment.
Monitoring of the environment shall cover which components should be monitored? What parameters are relevant? Which software is needed for the monitoring? How often to measure means of the frequency of monitoring, and optimum analyzes, not too much as to overload the system. Statistical analysis of all test series need to be analyzed statistically and in each interval of change (variation of the "load parameter", usually the number of users), the Error rate, the Mean value, the Confidence interval (Reliability/scattering of the mean value),the test series are used to calculate parameters that have not been measured. Based on the analysis a re-run might be required to verify the evaluation results, test time was not long enough to gather enough statistical data. Once the system environment changed the test cases need to be changed or enhanced because of changed environmental requirements then optimize the system functions. Finally ensure the expected performance was reached and troubleshooter (problem was not found until now). The Figure 4 represents the possible bottleneck in the overall automated system deployed in monitoring. The key issues are; 1) load balancer not distributed evenly, 2) improper optimization of firewall, 3) Server stuck with a cluster of heavy load, 4) Application server unable to handle requests, 5) Low performance of database to feed data to the application.
Faulty transactions usually have different response times as compared to correct ones. So they should be analyzed separately considering, 1) error rate per interval, 2) Occurrence of the first errors, 3) Interval between the errors (any regularity or script errors?),4) Un-usable or wrong test data?
The Average Transaction Response Time shows the response time for all measurements, Response time is shown against the elapsed time and whether it is possible to see when the response time exceeds the target value. The Statistical values are graphed as minimum, maximum, average with Standard deviation to understand its behaviors. Mostly the tools calculate these statistics for the entire test and not for particular "load steps" but this is not very useful when the load changed during the run. Figure 5 represents the average response time of the task of a key function with other monitoring function running. This delay is generally termed as "The Cost" or in other terms it is called the consumption of bandwidth or resources. The evaluation report has to be submitted after the completion of the evaluation (Sample of performance testing result) automated software consumes the "The cost" of the actual process in terms of transaction response, read/write delay or the delay due to mapping with other UUMs the automated software must be evaluated beyond its functional requirement addressing the non-functional requirements such as Auto recovery, self-diagnostics, auto logging, auto response to exceptions, mechanism to monitor network health and recovery, early warning system etc as shown in Figure 3 of the section 2.1 of this paper. Authors have taken effort to compile the performance evaluation taxonomy to ease out the evaluator problems in derive and define the performance requirement of the automated software deployed for the monitoring. Further these best practices and taxonomy can be tailored to meet application of different natures like semiautomated, standalone, web-based projects. 
