The Riva River is a water basin located within the borders of Istanbul in the Marmara Region (Turkey) in the south-north direction. Water samples were taken for the 35 km drainage area of the Riva River Basin before the river flows into the Black Sea at 4 stations on the Riva River every month and analyses were carried out. Changes were observed in the quality of water from upstream to downstream. For this purpose, the spatial and temporal variations of water quality were investigated using 13 water quality variables with the ANOVA test. It was observed that COD, DO, S and BOD were important in determining the spatial variation. On the other hand, it was found out that all the variables were effective in determining the temporal variation. Moreover, the correlation analysis which was carried out in order to assess the relations between water quality variables showed that the variables of BOD-COD, BOD-EC, COD-EC, BOD-T and COD-T were correlated and the regression analysis showed that COD, TKN and NH4-N explained BOD and BOD, NH4-N, T and TSS explained COD by approximately 80 %. Consequently, the Artificial Neural Network (ANN), Decision Tree and Logistic Regression models were developed using the data of training set in order to predict the water quality classes of the variables of COD, BOD and NH4-N. Quality classes were predicted for the variables by inputting the data of testing set into the developed models. According to these results, it was seen that the ANN was the best prediction model for COD, the Decision Tree for BOD and the ANN and Decision Tree for NH4-N.
Introduction
Water quality in river ecosystems undergo rapid transformations based on natural factors affecting the basin (precipitation, weather, basin physiography, soil erosion, etc.) and anthropogenic factors (urbanization, industrial and agricultural activities, etc.) [1] [2] [3] [4] . This situation negatively affects water quality criteria, biodiversity and the ecological health of rivers. Particularly nitrate and phosphate damage aquatic life by reducing water quality when they are present in excessive amounts although they naturally exist in freshwaters [5, 6] .
The spatial and temporal variability of river ecosystems affects the physico-chemical characterization of water. Basin management plans are based on the assessment of water quality by using the field data in the study area. Therefore, it is inevitable to study temporal variations as well as spatial variations in water quality in order to better investigate and assess the water quality of basins [7] [8] [9] . Most water quality models reviewed in the literature analyze the spatial variability of different water constituents in relation to natural or anthropogenic factors in a specific catchment basin [10] [11] [12] . However, the analysis of temporal variability has also gained prominence in recent studies [13] [14] [15] [16] . Seasonal variations in water quality can be used in order to increase our understanding as to how degradations in water quality occur and thus to design more effective restoration programs. Continuous and regular monitoring programs are required to gain reliable knowledge about natural characteristics of water quality and to understand the physico-chemical, spatial and temporal variations of water. However, the databases established are broad and complicated. Therefore, statistical techniques are widely used to assess spatial and temporal variations and to interpret large and complicated data sets of water quality [17] [18] [19] [20] [21] . The ANN has become a new tool and an effective model to predict various water quality variables in river systems [16, 22, 23] .
In Turkey, water pollution and its effects are frequently observed particularly in the Marmara Region, where intensive industrial activities take place. Food and metal industry are among the most important industrial facilities within the Marmara Basin. The heavy industrial activities in the Basin lead to pollution and the water resources available to meet the demand are scarce, which requires the employment of a special water management approach within the basin.
The Riva River is a water basin located within the borders of Istanbul in the Marmara Region (Turkey) in the south-north direction. This study investigated how the anthropogenic factors of the Riva Basin influence water quality. Regression models were used to predict the contribution of potential pollution sources to the concentration of the selected water quality parameters and to determine the relationships between variables. Moreover, prediction models were established in order to determine the water quality classes of the parameters of COD (Chemical Oxygen Demand), BOD (Biochemical Oxygen Demand), NO 3 -N (Nitrate Nitrogen), and NH 4 -N (Ammonium Nitrogen) and their success was assessed.
Given the above considerations, the main purpose of this study is to better understand the spatial and temporal variability of the water quality of the Riva River. It is considered that the results will be beneficial for local authorities for pollution control and management and for better protection of the quality of river water.
Material and methods
The Marmara Region is one of seven geographical regions of Turkey and has a surface area of 67.000 km 2 . It is the most developed region of Turkey in terms of industry because of its coastline, port facilities and the existence of sea, which meets its need of water.
Istanbul is the most populous and also the most important city of the Marmara region in economic, historical and socio-cultural terms. The Riva River Watershed is a drainage basin approximately 70 km long, located on the Anatolian side of Istanbul in the south-north direction. The lower 35 km of the river between Omerli Dam and the Black Sea is used for industrial wastewater discharge. There are no large rivers in Istanbul and the largest one is the Riva River. In this study, the water samples were collected monthly at four different stations chosen in the Riva River, which is around 35 km long. At the first sampling station of the study area, the existing water flow receives the discharge of the Pasakoy Advanced Biological Wastewater Treatment Plant, which treats the wastewater of Umraniye, Sancaktepe, Sultanbeyli and the neighborhood, tributary streams and surface water flows. There are croplands and private hobby gardens around the second sampling station. Furthermore, a dog farm, a paper mill and a plastics plant are located in the area. There are luxury residential areas around the third sampling station. Most of the wastewater from the buildings around the station directly enters into the river. Woodlands, dense reed beds, and recreational areas also exist around the station. There is a plant which produces detergents and chemical products before, as well as a restaurant and picnic areas around, the fourth sampling station. It is thought that the selected stations are representative of this section of the Riva Basin.
The Riva River System Drainage Basin and sampling stations are shown in Figure 1 . The gravimetric method was used for the analysis of TSS and TVSS [24] . The open reflux method was used for the analysis of COD, the OxiTop method was used for the analysis of BOD, the colorimetric method for the analysis of TP, the cadmium reduction method for the analysis of NO 3 -N, the ion selective electrode method for the analysis of NH 4 -N, and the total Kjeldahl nitrogen method for the analysis of TKN [25] .
Data evaluation
The spatial and temporal variations of water quality variables of the Riva River were analyzed through the analysis of variance. The relationships between the variables, on the other hand, were determined using correlation and regression analysis. Furthermore, prediction models for water quality class were established using the artificial neural networks, logistic regression and decision tree. Samples were collected from four different sampling stations during four seasons for 18 months (once a week) in order to determine the variation of the Riva River water quality in different areas of the basin and in different seasons. The data of 13 quality variables analyzed were assessed using the analysis of variance. One of the important assumptions of the analysis of variance is that the distribution of the data is normal. Two important assumptions for applying variance analysis to a data are the normality of the data and the homogeneity of the variances. The normality of the data was investigated with the Kolmogorov-Smirnov and Shapiro-Wilk tests [21] . It was established that the original values of all the variables apart from COD did not distribute normally. The variables which did not display a normal distribution were normalized by applying logarithmic and square root transformation methods. Levene test was applied for homogeneity of variances. Most of the quality variables showed homogeneity assumption. Thus the analysis of variance was applied for all the variables that displayed a normal distribution and homogeneity of variances.
Predictions were made for the Artificial Neural Network model using the Clementine 10.5 software and the methods of Quick, Dynamic, Multiple, Prune, Radial Basis Function Network (RBFN), and Exhaustive Prune. The relevant methods were listed using the Clementine 10.5 software.
A randomly selected 60 % portion of the data set was set as the training set and the remaining 40 % as the test set. Prediction models for water quality classes using the water quality parameters of COD, BOD, NO 3 -N and NH 4 -N were formed with the training set. The remaining data were used as the test set. The quality class of each quality variable was predicted separately with the test set and the success of the models established was determined.
Results and discussion

Analysis of the variation in water quality with regard to sampling stations and seasons
It was investigated whether the water quality variables varied in terms of regions and seasons through the analysis of variance. It is first necessary that the data display a normal distribution for the implementation of the analysis of variance. It was observed that the variables except for COD did not distribute normally. The logarithmic and square root transformation methods were applied to normalize the other variables and thus it was seen that the variables of DO, S, TSS, TVSS, BOD, TP, NO 3 -N and TKN were normalized. The results are given in Table 1 . The data must be homogeneous for the analysis of variance. Table 2 gives the results of the Levene test for the equality of variance by measuring stations and seasons. .010 (1) logarithmic values, (2) square root values, (*) homogeneous variance, the analysis of variance was applied on the normalized variables.
Analysis of the differences of water quality parameters with regard to spatial and temporal
It was investigated whether the quality variables displayed temporal and spatial variations using the analysis of variance (ANOVA). Therefore, it was revealed what type of variation the water quality of the river displayed in both regional and seasonal terms. As it is known, the t test is an analysis technique used to test the difference between the averages of two groups or two categories. If the number of groups or categories is higher than two, the difference between the averages is tested with the analysis of variance (ANOVA).
Two hypotheses were used in order to test whether the values of the quality variables differed according to the sampling stations and seasons. The results of the analysis of variance (ANOVA) showing the values of quality variables according to the sampling stations (spatial) and seasons (temporal) are given in Table 3 .
As can be seen in Table 3 , Hypothesis 1 was accepted for four water quality variables. COD and S displayed significant differences at a significance level of 1 % and DO and BOD at a significance level of 5 % according to the sampling stations. Then these four quality variables take on different values in different areas of the Riva River. The other water quality variables did not show significant differences according to the sampling stations. In that case, all the variables apart from COD, S, DO and BOD show similar quality characteristics throughout the river. BOD is the dominant chemical parameter that increases DO consumption in the river. As the BOD increases, the saturation level of DO in the river reaches the minimum. Therefore, BOD is important among water quality parameters [26] . According to other studies, COD and DO have excellent performance in reflecting the water quality of the basin [27] . .017 * * Coefficient is significant at the 0.05 level, ** Coefficient is significant at the 0.01 level The same Table also shows that Hypothesis 2 was also accepted for all the variables. According to this table, TKN showed significant differences according to the seasons at a significance level of 5 % and the other variables at a significance level of 1 %. Then it means all water quality variables were affected by seasonal variations. This is reported to be the highest in autumn, lowest in spring and summer and winter [27] .
The unit difference was eliminated by converting the values of the quality variables measured with different units into a standard unit (Z). Thus, it became possible to display the spatial and temporal variation of quality variables on the same graph. The Z i conversion (Eq. (1)); was performed as follows:
here X i is the values of the quality variable, µ is the mean of the variable, and σ is the standard deviation of the variable.
The standardized values of the water quality variables which showed a significant difference according to the sampling stations are presented in Figure 2 .
According to Figure 2 , although the indicators of COD and S were low in sampling stations 1 and 2, they displayed a rapid increase in station 4. COD rises towards the downstream of the Riva River, which shows that the downstream of the river is polluted with regard to COD. There is a plant that produces detergent and chemical products before the sampling station 4. It is thought that the increase of the COD value in the downstream is related to this.
However, the indicators of BOD and DO were high in the station 1 while they showed a decreasing trend in the stations 3 and 4. BOD decreased at the downstream section of the river. The reason why BOD is high at the 1st sampling station is that the exit waters of Pasakoy Advanced Biological Wastewater Treatment Plant are discharged into the river through this station. The same situation is also observed in similar studies [16] . This discharge caused a decrease in the value of DO and the value of DO dropped to the lowest level at the 3rd sampling station. The change of standardized values of quality variables showing variations according to the seasons is given in Figure 3 .
It can be seen in Figure 3 that all the water quality variables except for DO and TKN were low because of precipitation during winter and all the variables apart from DO and TKN took on high values in fall. During the summer months, the values of DO and TSS decreased and those of S and BOD increased [27] .
The relationships among chemical variables
In this part, the relationships between chemical parameters were specified using correlation and regression analysis.
Correlations between chemical variables
The correlation coefficients obtained for the relationships among chemical variables are given in Table 4 . The variables with significant relationships with each other according to the correlation matrix above can be summarized as follows. According to the correlation matrix, it is seen that the strongest relationship among the variables is naturally between TSS and TVSS. Apart from this, it can be seen in Table 4 that highly and positively related variables are COD-BOD, COD-EC, BOD-T, BOD-EC, EC-T, and COD-T, respectively [19, 28] . Though there is a positive relationship between the variables in general, DO is in a negative relationship with all the variables except TKN. A similar negative relationship is also observed between TKN and the other variables.
The prediction of relationship among the variables through Multiple Regression Model
Regression models are methods used to explain the relationship between independent variable and dependent variable(s). The direction and magnitude of the influence of each independent variable in the model can be determined with regression models. This part of the study tries to identify the relationships of significant quality variables which stand out in determination of water quality (dependent) with other variables (independent) through multiple regression models. For this, the variables of BOD, COD, NH 4 -N and NO 3 -N were selected as dependent variables. The other variables affecting each dependent variable were determined with the multiple regression model. Stepwise regression method was used to construct regression models. With this method, partial correlation coefficients are gradually added to the model starting with the highest and most significant variable. This process continues until there are no meaningful relationships. The results are given in Table 5 . Table 5 Multiple regression models for the variables of BOD, COD, NH4-N and NO3-N
Dependent variables
Independent variables Adjusted coefficient of determination
St. error 0.583 0.573 * Coefficient is significant at the 0.05 level, ** Coefficient is significant at the 0.01 level BOD is affected by the water quality variables of COD, TKN and NH 4 -N and can be explained by these variables by 79.1 %. BOD is affected by COD in a positive direction [19] and by TKN and NH 4 -N in a negative direction. COD is explained by BOD, NH 4 -N, T and TSS by 80 % and the effect of all four variables is positive [29] . 
Con
Prediction of water quality classes
The logistic regression and decision tree, known as classification methods, and neural network, an artificial intelligence method, were used in order to predict the water quality class of the Riva River.
Prediction of water quality classes with ANN
In this part of the study, predictions were made about the water quality variables of the Riva River with the ANN technique using the Clementine software. While monthly averages are used in regression analysis, all the measurement data were used in the ANNs. Emphasis was given to having a high amount of data so that the ANN is trained in a better way. The data were randomly divided into two, with approximately 65 % for training set and 35 % for test set. The water quality classes COD, BOD and NH 4 -N were taken as the basis for the purpose of prediction. Since water quality classes did not exhibit much variation for the other parameters, they were not deemed worth making prediction.
As the input variable of the ANNs, the measurement values of chemical pollution variables were selected, and as the output variable, the water quality class of the relevant variables was selected.
Prediction of water quality class for COD with ANNs
The values that belong to chemical variables measured apart from COD (pH, T, DO, EC, S, TSS, TVSS, BOD, TP, NO 3 -N, TKN, and NH 4 -N) were used as the input variables for the prediction of the COD, and the water quality classes of the COD were used as the output variables. In the Artificial Neural Network model that was constructed, numerous hidden layers and neurons were used in order to make the best prediction for each different training method [16, 30, 31] , as seen in Table 6 .
Models are built in line with the network architecture above and predictions for the training and test sets for COD are given in Table 7 . According to Table 7 it is seen that the most suitable model for identifying the water quality class for COD is the Multiple Model, when the training set is taken into consideration, and the Prune Model, when the test set is taken into consideration. Here, taking into consideration the accuracy rate obtained for the test set, it is possible to say that predictions to be made with the Prune model will achieve an accuracy rate of 75 %.
Prediction of water quality class for BOD with ANNs
Models similar to the ones built for the prediction of water quality class for COD were also constructed for BOD and predictions were made for water quality class of the training and test sets ( Table 7) .
According to the results of the test set, it is understood that the most suitable artificial neural network model for identifying the water quality class for COD is the Quick Model.
It can be said that a prediction that will be made with this model will have an accuracy rate of 69.23 %.
Prediction of Water Quality Class for NH 4 -N with the ANNs
A similar model was built for the prediction of water quality class of the NH 4 -N. The most suitable model for the prediction of the NH 4 -N is the Exhausted Prune model with a 65.4 % accuracy rate in the predictions made for the test set (Table 7 ) [31] .
Prediction of water quality classes with decision trees and logistic regression models
Decision tree models allow develop classification systems that predict or classify future observations based on a set of decision rules. In this study, predictions were made with four different decision tree models (Classification and Regression Tree (CRT) node, Chi-square Automatic Interaction Detector (CHAID) node, Quick Unbiased Efficient Statistical Tree (QUEST) node, C5.0 node) [32] .
Logistic regression analysis is a regression method which assists classification and assignment operations. It is more advantageous than the other classification models because of its assumption of normal distribution and since there is no prerequisite for assumption of persistence.
Logistic regression models are categorized in three different ways according to the status of the dependent variable, which are binary, ordinal and nominal. In this study, the ordinal logistic regression model was used as there is more than two water quality class.
Prediction of water quality class for COD with decision tree and logistic regression model
In this part, the quality class was predicted with the decision tree models and logistic regression models that were established. The models were developed with the training set and predictions were made with the training set. The results related to the accuracy of the predictions are presented in Table 8 [33] . It is understood that the most suitable decision tree model for the data of the training set is the CRT model. Table 8 shows that the accuracy rate of the predictions made with this model is 95 %. Again, the CRT model provides the best predictions for the test set with an accuracy rate of 53.85 %. The CRT Decision Tree model was given in Figure 4 as an example for the prediction of the quality class of COD. Fig. 4 . CRT decision tree model for COD A success rate of 75 % was achieved for the training set is in the predictions made with the logistic regression model, while the success rate was approximately 48 % for the test set.
Prediction of water quality class for BOD with Decision Tree and Logistic Regression Model
Among the decision tree models, the CRT model provided the best predictions for the training set with an accuracy rate of 97.5 %. However, it did not achieve this rate in the test sets. For the test sets, the C5 and QUEST models produced the best predictions with an accuracy rate of 73.08 %. Moreover, while the predictions of the logistic regression model display an accuracy rate of 82.5 % for the training set, this rate dropped to 69.23 % in the test set ( Table 8 ).
Prediction of Water Quality Class for NH 4 -N with the decision tree and logistic regression model
The C5 and CRT models provided the best predictions in the test set data for the prediction of water quality class of the NH 4 -N with an accuracy rate of 93.75 %. The best predictions for the test set was produced by the C5 model with an accuracy rate of 65.4 %. While an accuracy rate of 67.5 % was achieved in the training set of the logistic regression model, this rate decreases to 51.9 % in the test set (Table 8 ) [16] .
Conclusions
This study investigated the spatial and temporal variability of the existing water pollution conditions of the Riva River. The values of BOD and S were high in the upstream areas and COD was higher in the downstream areas of the river. Other studies in the literature point out that river pollution varies spatially and pollution level increases in the downstream basin [18] . The values of DO and TKN was high in winter and those of BOD and S was high in summer. DO values were reported to be lowest in August and highest in January [2, 28] . Therefore, it is necessary to monitor the pollution level of the river water in order to protect the water quality of the Riva Basin.
It was observed that COD, S, DO and BOD taken from the sampling stations on the Riva River showed variations according to the sampling stations. All of the water quality variables showed variations according to seasons. Thus, in this study it can also be recommended to study temporal variations as well as spatial variations in water quality in order to assess the water quality of the Riva River Basin. This situation is similar to other water quality studies [21] [22] [23] [24] [25] [26] [27] [28] . In the studies evaluating the spatial-temporal changes of the water quality parameters in the river basin, it was found that the predictions in the spatial analyzes as well as the predictions in the temporal analyzes were correct [19] .
According to the multiple regression model, there is a high relationship between BOD and COD. In general, studies in the literature confirm this [16] . An increase in the value of one rises the other one's value as well. In the same manner, rises in NH 4 -N, TSS and T increase the value of COD. On the other hand, increases in TKN and NH 4 -N reduce BOD.
As the values of NH 4 -N and EC increase, the value of NO 3 -N rises; however, this value drops as pH increases.
As a result, it was understood that the ANN was suitable for the prediction of COD, the Decision Tree was suitable for the prediction of BOD and both models were suitable for the prediction of NH 4 -N. Therefore, the developed models can be used to monitor and predict the water quality of the Riva River with reasonable accuracy. According to the literature, NH 4 -N, COD, NO 3 -N, DO and Turbidity are the most effective water quality parameters in assessing water quality [1, 10, 27, 34] .
