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Cap´ıtulo 1
Introduccio´n
La magnetohidrodina´mica (MHD) es la parte de la f´ısica que estudia el com-
portamiento de un sistema f´ısico formado por un fluido conductor (l´ıquido o
gas) en el seno de un campo magne´tico. Tras esta sencilla definicio´n se oculta
una disciplina de estudio con acusadas caracter´ısticas propias y que no pode-
mos entender como una simple extensio´n o conjuncio´n de las ramas de estudio
involucradas.
La condicio´n impuesta al fluido, que e´ste sea un conductor ele´ctrico, implica
la existencia de cargas libres o casi libres (normalmente electrones), que puedan
desplazarse por efecto de los campos electromagne´ticos presentes. Si realizamos
un estudio sobre la conduccio´n en so´lidos, uno puede observar diversos efectos
dina´micos como el efecto Hall, Joule, etc, pero, en general, en el caso de so´lidos
convendremos que los efectos de los desplazamientos de masas son inapreciables.
Ahora bien, si consideramos l´ıquidos o gases, adema´s de los efectos dina´micos
observados en los so´lidos, deberemos tener en cuenta los provocados por los
desplazamientos de masas. Estos efectos sera´n, en general, trascendentes para la
comprensio´n de la dina´mica de los fluidos estudiados. Te´ngase en cuenta adema´s
que, debido al acoplamiento que campo y fluido presentan, no sera´ posible en
general resolver el sistema de forma perturbativa. Es este acoplamiento el que
da a la MHD su cara´cter diferencial frente a otras disciplinas de estudio que
podr´ıamos considerar cercanas, como son la conduccio´n ele´ctrica en so´lidos, la
hidrodina´mica, etc., y es este acoplamiento tambie´n el responsable del mayor
grado de dificultad que entran˜a la resolucio´n de sus ecuaciones.
Antes de seguir, debemos examinar bajo que´ hipo´tesis se formula la MHD.
La principal de ellas es que la frecuencia de variacio´n de los campos implicados
debe ser mucho menor que la frecuencia efectiva de colisio´n de los electrones. Di-
cho de otro modo, los tiempos caracter´ısticos de variacio´n de los campos deben
ser mayores que los tiempos de recorrido libre medio de los electrones de con-
duccio´n. En este supuesto, la relacio´n existente entre los campos y las corrientes
ele´ctricas obedece la ley de Ohm, con la misma conductividad que en el caso de
corrientes estacionarias. Para frecuencias de variacio´n de los campos ma´s altas,
la conductividad ya no es la misma que en el caso estacionario, adquiriendo in-
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cluso una parte imaginaria. Tambie´n pueden producirse separaciones netas de
cargas, que dara´n lugar a fuerzas electrosta´ticas recuperadoras, producie´ndose
las llamadas oscilaciones del plasma. Nos internar´ıamos entonces en el dominio
de la f´ısica de plasmas.
As´ı pues, la magnetohidrodina´mica es aplicable al estudio de fluidos inmersos
en campos electromagne´ticos de baja frecuencia, donde no existe separacio´n
de cargas. Las propiedades de algunos escenarios astrof´ısicos son tales que se
cumplen, en general, las condiciones necesarias para poder usar la aproximacio´n
magnetohidrodina´mica.
1.1 Campos magne´ticos y astrof´ısica
La presencia de campos magne´ticos en escenarios astrof´ısicos es un hecho comu´n.
Posiblemente la primera vez que se asociaron las palabras astronomı´a y mag-
netismo fue en la idea lanzada por Kepler de que el magnetismo podr´ıa ser el
causante del movimiento planetario que, aunque erro´nea, no deja de ser meri-
toria ahondando en la idea que los cielos y la Tierra siguen las mismas reglas
y buscando una fuerza de accio´n a distancia para explicar el movimiento ob-
servado. Podr´ıa ser que en la idea de Kepler influyera el hecho ya conocido en
aquella e´poca de que la Tierra pose´ıa un campo magne´tico. De hecho, el campo
magne´tico de la Tierra, es el primero conocido asociado a un astro. Y a pesar
del conocimiento que hoy en d´ıa tenemos sobre e´l, au´n estamos lejos de entender
la dina´mica de dicho campo en su totalidad.
El siguiente astro en donde se detecto´ un campo magne´tico fue el Sol. Este
campo magne´tico fue detectado por G. E. Hale en 1908. Hoy en d´ıa sabemos que
la dina´mica de este campo magne´tico esta´ asociada a la formacio´n y evolucio´n
de las manchas solares, al viento solar, a la dina´mica de la corona, etc. De hecho,
en la actualidad, el estudio de la dina´mica de la atmo´sfera solar, incluyendo el
campo magne´tico, es uno de los campos ma´s destacados de la astrof´ısica.
La siguiente estrella en la que se detecto´ un campo magne´tico fue la estrella
Virgo 78, en el an˜o 1947 por H. W. Babcock. Esta estrella, perteneciente a la
secuencia principal, con una masa en torno a dos veces y media la masa solar y
con una composicio´n qu´ımica inusual en su atmo´sfera, es el prototipo de toda
una familia de estrellas de tipo A y B (ma´s de 200 conocidas en la actualidad)
en donde se han encontrado campos magne´ticos. Estos campos tienen una
intensidad promedio del orden de 0.1 T, es decir, unas 3000 veces mayor que el
campo magne´tico terrestre.
El me´todo que se usa para determinar la existencia de campo magne´tico
en estas estrellas es la deteccio´n del efecto Zeeman en el espectro de emisio´n.
Este me´todo, as´ı como la deteccio´n de la polarizacio´n inducida en las l´ıneas
espectrales, son dos de los principales me´todos para determinar la presencia de
campos magne´ticos. Sin embargo, para que estos efectos sean observables desde
la Tierra, las estrellas deben poseer campos magne´ticos con escalas caracter´ıs-
ticas del orden del taman˜o de la propia estrella. Hasta el momento, los campos
detectados son, en general, compatibles con configuraciones dipolares, similares
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en esencia a la que presenta un ima´n de barra o la propia Tierra.
Otro me´todo para detectar campos magne´ticos se basa en las observaciones
de ondas de radio. El primer hallazgo tuvo lugar entre 1955 y 1958, cuando se
descubrieron emisiones de radio con frecuencias en el rango de 10 a 5000 MHz
provenientes de Ju´piter. Las intensidades de estas emisiones eran extremada-
mente altas para que tuvieran un origen te´rmico. Por tanto, se propuso que
eran debidas a emisio´n sincrotro´n. Esto fue confirmado cuando se hicieron me-
didas ma´s precisas de esta radiacio´n y tambie´n por medicio´n directa con las
sondas que han visitado el planeta (Pioneer 10 y 11, Voyager 1 y 2 y Galileo),
estima´ndose valores entre 4.3×10−4 y 14×10−4 T para la superficie del planeta.
Posteriormente se detectaron campos magne´ticos en Saturno, Urano, etc.
Uno de los casos ma´s destacados de deteccio´n de emisio´n no te´rmica tuvo
lugar en 1967, cuando J. Bell y A. Hewish descubrieron el primer pu´lsar, situado
en la nebulosa del Cangrejo. Los pu´lsares se caracterizan por una emisio´n
perio´dica de ondas de radio. Los conocidos hasta ahora tienen periodos que
recorren un intervalo entre unos pocos milisegundos hasta unos 10 segundos.
Concretamente, el encontrado en 1967 en la nebulosa del Cangrejo ten´ıa un
periodo de 1.337 s. Estos pu´lsares se asocian a estrellas de neutrones con una
alta velocidad de rotacio´n que presentan campos magne´ticos muy intensos, de
entre 108 y 109 T. La conjuncio´n de la ra´pida rotacio´n, el campo magne´tico y la
emisio´n sincrotro´n de electrones inducida por e´ste es lo que produce el feno´meno
de pulsacio´n observado desde la Tierra. Un dato que reafirma este modelo es
la alta polarizacio´n medida en estas fuentes, que en algunos casos es cercana al
100 %.
En 1970, poco despue´s del descubrimiento del primer pu´lsar, J. Kemp,
J. Swedlund, J. Landstreet y R. Angel detectaron la presencia de campos
magne´ticos en una enana blanca. Hoy en d´ıa se ha podido corroborar la exis-
tencia de estos campos, de intensidades entre 10 y 105 T, en unas 50 de estas
estrellas, un pequen˜o porcentaje de todas las conocidas.
Una de´cada despue´s, en 1980 se detectaron por primera vez campos magne´-
ticos en estrellas de baja masa y ma´s recientemente en estrellas de pre-secuencia
principal y en estrellas de tipo T-Tauri.
El nu´mero de clases de objetos astrono´micos sobre los que se tiene constancia
de la existencia de campos magne´ticos es alto. Adema´s de los escenarios de tipo
planetario o estelar citados hasta el momento, existen otros donde tambie´n se
han detectado campos magne´ticos. Posiblemente el ma´s destacado de todos ellos
sea el de los chorros extragala´cticos. Estos chorros, de taman˜os caracter´ısticos
comparables a la galaxia que los origina, esta´n compuestos por plasma colimado,
que se desplaza a velocidades cercanas a la luz. El primero de estos objetos fue
detectado por H. Curtis en la galaxia M87 en 1918. Al ir acumulando datos
de emisio´n y polarizacio´n de estos objetos, en todas las longitudes de onda,
desde ondas de radio hasta rayos gamma, se pudo determinar que el espectro
de emisio´n presentaba dos contribuciones principales: en la zona del espectro
entre radio y rayos X blandos, la contribucio´n principal provendr´ıa de la emisio´n
sincrotro´n. A altas frecuencias, la contribucio´n principal provendr´ıa del proceso
Compton inverso.
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Adema´s de los chorros extragala´cticos, existen otros chorros de menor taman˜o,
los llamados microcua´sares, asociados a sistemas binarios compactos, como
SS433. E´stos, por su estructura y emisio´n, son cualitativamente muy cercanos
a los extragala´cticos, aunque existen importantes diferencias de escala entre
ambos objetos.
En general se piensa que mecanismos de tipo hidromagne´tico involucrando
objetos compactos centrales (una estrella de neutrones o un agujero negro de
origen estelar, en el caso de los microcua´sares; un agujero negro de entre 107 y
109 masas solares, en el caso de los chorros extragala´cticos) e intensos campos
magne´ticos explicar´ıan la formacio´n, aceleracio´n y colimacio´n de los chorros ex-
tragala´cticos y los microcua´sares. En el modelo de Blandford y Payne (1982),
la existencia de una componente poloidal de campo magne´tico anclada al disco
de acrecio´n que rodea al objeto compacto central es la responsable de arrancar
y acelerar plasma del disco formando el chorro. En el mecanismo de Blandford
y Znajek (1977), la torsio´n de las l´ıneas de campo magne´tico atravesando la er-
gosfera de un agujero negro en rotacio´n extraer´ıa energ´ıa de rotacio´n del agujero
negro formando un chorro de alto flujo de Poynting.
Otro escenario en el que los campos magne´ticos tiene un papel relevante es
el de los estallidos de rayos gamma (GRB, del ingle´s Gamma Ray Burst) y,
concretamente, en la emisio´n remanente de estos objetos, comu´nmente deno-
minada afterglow. La primera de estas emisiones remanentes fue detectada en
1997, en el GRB 970228, correspondiendo claramente a un espectro de emisio´n
sincrotro´n.
Hoy en d´ıa, y de acuerdo a su duracio´n, se acepta la existencia de dos
tipos de GRB, los cortos y los largos, presumiblemente asociados a escenarios
astrof´ısicos distintos (colisiones de objetos compactos, en el caso de los cortos;
supernovas, en el caso de los largos). Es u´nicamente a los largos a los que se
les ha detectado emisio´n remanente y, por sus caracter´ısticas, parece asociada
a explosiones colimadas. Los modelos teo´ricos que pudieran dar cuenta de esta
asimetr´ıa en la explosio´n no esta´n au´n muy desarrollados. Sin embargo, de entre
ellos se podr´ıa destacar el modelo de hipernova propuesto por Paczyn´ski (1997),
similar al propuesto por Ostriker y Gunn (1971) para supernovas y que se basa
en el colapso magnetorotacional de una estrella en rotacio´n ra´pida. El campo
magne´tico tiene un papel fundamental en la extraccio´n de la energ´ıa cine´tica
de rotacio´n del nu´cleo colapsante y su transmisio´n a la envoltura, de forma
semejante a los modelos de formacio´n de chorros extragala´cticos.
1.2 Chorros extragala´cticos y magnetohidrodi-
na´mica nume´rica
Los modelos que describen los escenarios citados en la seccio´n anterior debera´n
tener en cuenta en muchos casos el papel de los campos magne´ticos. Existe
un consenso general en que las caracter´ısticas de muchos de estos escenarios
permiten su modelizacio´n en la aproximacio´n magnetohidrodina´mica. De ah´ı
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el intere´s por la obtencio´n de co´digos nume´ricos magnetohidrodina´micos y su
posterior utilizacio´n en la descripcio´n de feno´menos astrof´ısicos. De hecho,
el objetivo central de este trabajo es el desarrollo de un co´digo nume´rico de
magnetohidrodina´mica relativista que nos permita estudiar diversos escenarios
astrof´ısicos como, por ejemplo, la formacio´n, fenomenolog´ıa y evolucio´n de los
chorros extragala´cticos.
Para poder utilizar la aproximacio´n magnetohidrodina´mica a la hora de des-
cribir el chorro, necesitamos primero que el material del chorro se comporte
como un fluido. Es generalmente aceptado que el recorrido libre medio asocia-
do a la interaccio´n coulombiana de las part´ıculas es demasiado grande, incluso
mayor que el radio del propio chorro. Sin embargo, es precisamente la presencia
de campos magne´ticos la que hace que el recorrido libre medio efectivo dis-
minuya considerablemente, al forzar a las part´ıculas a describir un movimiento
helicoidal alrededor de las l´ıneas de campo con un radio (radio de Larmor) al
menos 8 o´rdenes de magnitud inferior al radio del chorro (Blandford y Rees
1974), dando validez por tanto a la aproximacio´n hidrodina´mica. Si, adema´s, la
estructura a gran escala del campo magne´tico adquiere importancia dina´mica,
deberemos realizar una descripcio´n magnetohidrodina´mica del chorro en la que
se incluyan los efectos del campo magne´tico. Finalmente, si las velocidades
del plasma son pro´ximas a la de la luz, como es el caso de los chorros extra-
gala´cticos, la descripcio´n cla´sica deja de ser va´lida y hay que sustituirla por la
descripcio´n relativista. Hablamos entonces de la magnetohidrodina´mica rela-
tivista (RMHD).
Las simulaciones nume´ricas en el marco de la hidrodina´mica cla´sica se han
convertido en una herramienta muy potente para el estudio de los chorros extra-
gala´cticos desde que las primeras simulaciones de Norman et al. (1982) verifi-
caron el modelo de Blandford y Rees (1974) y Scheuer (1974) para las llamadas
radiofuentes potentes dobles. Desde entonces, la complejidad de las simula-
ciones ha aumentado continuamente en paralelo con el aumento de la capacidad
computacional, el desarrollo de nuevos algoritmos nume´ricos y una mejor com-
prensio´n de la fenomenolog´ıa de los chorros, centra´ndose en el estudio de la
morfolog´ıa, la dina´mica y la estabilidad no lineal de los chorros en escalas del
kiloparsec. Los trabajos de Clarke et al. (1986), Lind et al. (1989) y Ko¨ssl et
al. (1990a,b) se centran en las primeras simulaciones en el contexto de la MHD
cla´sica.
Ya en los noventa, las primeras simulaciones de chorros relativistas (Mart´ı
et al. 1994, 1995, 1997; Duncan y Hughes 1994) pudieron llevarse a cabo gra-
cias, fundamentalmente, al desarrollo de nuevas te´cnicas nume´ricas capaces de
resolver las ecuaciones de la hidrodina´mica relativista (relativistic hydrodynam-
ics, RHD) en las condiciones extremas (flujos con grandes factores de Lorentz
y con ondas de choque fuertes) comunes en este escenario. Muchas de estas te´c
nicas, las llamadas te´cnicas nume´ricas de alta resolucio´n de captura de choques
(usualmente, te´cnicas HRSC, acro´nimo ingle´s de High Resolution Shock Cap-
turing techniques; ver Mart´ı y Mu¨ller 2003) explotan el cara´cter hiperbo´lico y
conservativo de la RHD y han permitido por primera vez la simulacio´n de chor-
ros a escalas del parsec en simetr´ıa axial (Go´mez et al. 1995, 1997; Komissarov
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y Falle 1996, 1997; Mioduszewski et al. 1997) y en tres dimensiones (3D; Aloy
et al. 2003).
El avance en las simulaciones nume´ricas de chorros en el contexto de la
RMHD ha sido tambie´n espectacular en los u´ltimos an˜os. Dubal (1991) efectuo´
la primera simulacio´n de un chorro relativista magnetizado axisime´trico, uti-
lizando un esquema en diferencias finitas esta´ndar. Poco despue´s, van Putten
(1993, 1996), utilizando te´cnicas pseudo-espectrales, realizo´ simulaciones simi-
lares. Las simulaciones realizadas por Koide y colaboradores en dos dimensiones
espaciales (2D) (Koide et al. 1996, Koide 1997) y 3D (Nishikawa et al. 1997,
1998), aunque todav´ıa con una resolucio´n muy pobre y con factores de Lorentz
ma´ximos pequen˜os, abrieron el paso a simulaciones basadas en algoritmos ma´s
modernos del tipo HRSC. Los trabajos de Komissarov (1999a) y Leismann et
al. (2005) han presentado diversos estudios parame´tricos de la morfolog´ıa y
dina´mica de chorros relativistas axisime´tricos con campos magne´ticos toroidales
y poloidales.
En los u´ltimos an˜os, la RMHD tanto teo´rica como nume´rica, ha experimen-
tado un gran impulso. As´ı junto con los estudios cla´sicos de Lichnerowicz (1967)
y Anile (1989), referencias ineludibles en el campo de la RMHD, resultan desta-
cables los trabajos de Komissarov (1999a), Balsara (2001), Romero et al. (2005)
y Giacomazzo y Rezolla (2006), que han ahondado en la estructura matema´tica
de la RMHD para su resolucio´n nume´rica en el contexto de las te´cnicas HRSC.
Finalmente, el desarrollo de co´digos nume´ricos para RMHD en Relatividad
General (GRMHD, General Relativistic Magnetohydrodynamics), ha impulsado
el estudio de la acrecio´n sobre agujeros negros y la formacio´n de chorros. En
el a´mbito de la GRMHD nume´rica son destacables las contribuciones de Koide
et al. (1999) o las ma´s recientes de Gammie et al. (2003), Komissarov (2005),
Duez et al. (2005) (que implementan te´cnicas HRSC), y la de De Villiers y
Hawley (2003a,b), basada en te´cnicas no conservativas.
1.3 Objetivos de la Tesis y organizacio´n de la
presente Memoria
El objetivo principal de esta Tesis ha sido el desarrollo de un co´digo para resolver
las ecuaciones de la magnetohidrodina´mica en relatividad especial y general
basado en te´cnicas de alta resolucio´n de captura de choques (HRSC). Como se
ha comentado en la seccio´n anterior, este tipo de te´cnicas explota el cara´cter con-
servativo e hiperbo´lico del sistema de ecuaciones en cuestio´n y su introduccio´n
en el campo de la hidrodina´mica de relativista nume´rica supuso un avance muy
importante.
El nu´cleo de las te´cnicas HRSC lo constituye una discretizacio´n de las ecua-
ciones en forma conservativa y la evaluacio´n de los flujos entre celdas nume´ricas
contiguas para el avance temporal de las ecuaciones. De entre las diversas
estrategias para el ca´lculo de dichos flujos, optamos por el desarrollo de un al-
goritmo basado en la descomposicio´n espectral de las matrices jacobianas del
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sistema de ecuaciones (lo que, en el lenguaje del ana´lisis nume´rico, se conoce
como resolvedor del problema de Riemann de tipo Roe). Nuestra eleccio´n estuvo
avalada por su e´xito en el marco de la hidrodina´mica relativista nume´rica (ver,
por ejemplo, el trabajo de revisio´n de Mart´ı y Mu¨ller 2003).
Con todo lo anterior, la presente Memoria se organiza como sigue. Los
Cap´ıtulos 2 y 3 son introductorios. El Cap´ıtulo 2 contiene una introduccio´n a
la magnetohidrodina´mica cla´sica en la que se repasan las condiciones que fun-
damentan la aproximacio´n magnetohidrodina´mica ideal y las ecuaciones que
la rigen. El Cap´ıtulo 3 presenta la descripcio´n covariante del campo electro-
magne´tico en te´rminos de los tetravectores campo ele´ctrico y magne´tico y el
tensor electromagne´tico. Se escriben adema´s las ecuaciones que gobiernan la
evolucio´n del campo magne´tico en la aproximacio´n magnetohidrodina´mica ideal.
El Cap´ıtulo 4 es uno de los cap´ıtulos esenciales de la presente memoria. En e´l
se presentan las ecuaciones de la magnetohidrodina´mica relativista y su estruc-
tura caracter´ıstica. Las ecuaciones de la RMHD se escriben en forma conserva-
tiva introducie´ndose diferentes sistemas de variables (conservadas, primitivas,
covariantes) de gran utilidad en el desarrollo del trabajo. El ana´lisis espectral
de las ecuaciones (el ca´lculo de los autovalores y autovectores de las matrices ja-
cobianas) se discute, precisamente, en te´rminos de las variables covariantes. En
este cap´ıtulo se presta tambie´n especial atencio´n a las llamadas degeneraciones
(estados del sistema para los que dos o ma´s autovalores toman el mismo valor).
Adema´s se presenta una interesante caracterizacio´n covariante de los estados
degenerados en te´rminos del tetravector campo magne´tico. Las u´ltimas dos sec-
ciones del cap´ıtulo se han dedicado al repaso de las discontinuidades en RMHD
(discontinuidades tangenciales, ondas de Alfve´n, choques magnetoso´nicos) y
ciertas soluciones continuas autosemejantes (las llamadas rarefacciones), que
aparecen en la solucio´n nume´rica de diversos problemas unidimensionales.
Los algoritmos HRSC avanzan en el tiempo las llamadas variables conser-
vadas, por lo que el ca´lculo de los flujos entre celdas nume´ricas contiguas necesita
conocer la descomposicio´n espectral del sistema en estas variables. El Cap´ıtulo
5 describe las transformaciones algebraicas de los autovectores a derechas y a
izquierdas del sistema de variables covariantes al sistema de variables conser-
vadas.
Los estados degenerados suponen un serio problema para los algoritmos
nume´ricos basados en la descomposicio´n espectral del sistema, ya que en di-
chos estados, el conjunto de autovectores deja de ser completo. Autores como
Komissarov (1999b) o Balsara (2001) proponen el cambio a otros conjuntos de
autovectores completos en los casos de degeneracio´n. La contribucio´n ma´s ori-
ginal del presente trabajo es la obtencio´n de un u´nico conjunto de autovectores
renormalizado que resulta ser completo tambie´n en los estados degenerados. El
proceso de renormalizacio´n de la base de autovectores a derechas y a izquierdas
se describe en los Cap´ıtulos 6 y 7, respectivamente.
El Cap´ıtulo 8 presenta, finalmente, el co´digo nume´rico desarrollado para re-
solver las ecuaciones de la RMHD. La primera seccio´n es una introduccio´n a las
te´cnicas HRSC y su implementacio´n en RMHD nume´rica. El resto de secciones,
hasta la 8.9, describe los ingredientes ma´s importantes del co´digo. Finalmente,
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las Secciones 8.10, 8.11 y 8.12 muestran, respectivamente, el funcionamiento del
co´digo en la resolucio´n de una seleccio´n de problemas unidimensionales y bidi-
mensionales, y en la simulacio´n de diversos chorros axisime´tricos magnetizados.
El Cap´ıtulo 9 presenta una extensio´n del co´digo nume´rico y sus ingredientes
esenciales al caso de la GRMHD y muestra resultados preliminares en el estudio
de la evolucio´n de discos gruesos (toros) magnetizados alrededor de agujeros
negros.
Finalmente, el Cap´ıtulo 10 resume los logros ma´s importantes del presente
trabajo.
La Memoria se complementa con diez ape´ndices. El Ape´ndice A recopila la
notacio´n usada.
Cap´ıtulo 2
Introduccio´n a la
Magnetohidrodina´mica
Aunque el principal objetivo del presente trabajo, como ya hemos comentado
en el cap´ıtulo anterior, es el desarrollo de un co´digo nume´rico de RMHD,
comenzaremos describiendo las ecuaciones y caracter´ısticas generales de la MHD
cla´sica ya que, MHD y RMHD comparten muchas propiedades por obedecer a
sistemas de ecuaciones diferenciales similares. Adema´s, los problemas nume´ricos
con que nos encontraremos sera´n tambie´n del mismo tipo.
Como ya comentamos al comienzo de la Introduccio´n, la MHD se formula
bajo la hipo´tesis de que las frecuencias de variacio´n de los campos son menores
que la frecuencia efectiva de colisio´n de los electrones. Bajo esta hipo´tesis, la ley
de Ohm es va´lida en su forma estacionaria y los electrones e iones se mueven de
tal modo que no hay separacio´n de cargas, pudie´ndose describir el movimiento
meca´nico del sistema mediante un fluido conductor u´nico. En este l´ımite de
bajas frecuencias, se puede despreciar la corriente de desplazamiento en la ley
de Ampe`re-Maxwell.
Supondremos el fluido como un medio conductor continuo e iso´tropo. En
cuanto a las propiedades meca´nicas y te´rmicas, lo supondremos ideal, es decir,
con viscosidad y conductividad te´rmica nulas.
2.1 Campo electromagne´tico en un fluido
Como sabemos, las ecuaciones de Maxwell describen la estructura y evolucio´n
del campo electromagne´tico. Para escribir estas ecuaciones usaremos el sistema
de unidades de Heaviside-Lorentz (ver, por ejemplo, Jackson 1977), es decir,
el sistema Gaussiano racionalizado. En este sistema, y suponiendo que la per-
mitividad ele´ctrica y la permeabilidad magne´tica son iguales a la unidad, las
ecuaciones se escriben como sigue:
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∇ ·E = ρq , ∇×B = 1
c
(
j+
∂E
∂t
)
,
∇ ·B = 0 , 1
c
∂B
∂t
+∇×E = 0, (2.1)
donde E es el campo ele´ctrico, B el campo magne´tico, ρq la densidad de carga
ele´ctrica y j el vector densidad de corriente ele´ctrica.
Si ahora introducimos en las ecuaciones de Maxwell las hipo´tesis comentadas
en la introduccio´n de este cap´ıtulo, es decir, neutralidad ele´ctrica del fluido
(ρq = 0) y la omisio´n de las corrientes de desplazamiento (∂E/∂t = 0) obtenemos
el sistema de ecuaciones
∇ ·E = 0 , ∇×B = j
c
,
∇ ·B = 0 , 1
c
∂B
∂t
+∇×E = 0. (2.2)
La densidad de corriente esta´ relacionada con los campos a trave´s de la ley de
Ohm, que, en el caso de un fluido en movimiento y con la hipo´tesis mencionada
anteriormente de neutralidad de carga, adquiere la forma siguiente (Jackson
1977)
j = σ(E+
v
c
×B), (2.3)
donde v es la velocidad del fluido y σ es la conductividad, que supondremos
que es un escalar constante en todo el fluido. En esta expresio´n se ha tenido en
cuenta que el campo ele´ctrico medido por un observador como´vil con el fluido
es, en primera aproximacio´n, E′ = E+
v
c
×B (ver la seccio´n 3.1 del cap´ıtulo
siguiente).
Usando la ley de Ohm (2.3), podemos eliminar el campo ele´ctrico y escribir
las ecuaciones que gobiernan la evolucio´n del campo electromagne´tico, como las
dos ecuaciones siguientes:
∇ ·B = 0, (2.4)
∂B
∂t
= ∇× (v ×B) + c
2
σ
∇2B. (2.5)
En muchos casos de intere´s astrof´ısico, la conductividad es tal que el tiempo
caracter´ıstico de difusio´n del campo por disipacio´n de la energ´ıa magne´tica
es mucho mayor que los tiempos caracter´ısticos dina´micos. En ese caso, la
conductividad se puede suponer infinita (σ → ∞), con lo que se obtiene la
ecuacio´n de evolucio´n
∂B
∂t
= ∇× (v ×B). (2.6)
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2.2 Fluido en un campo magne´tico. Ecuaciones
de la MHD ideal
Para describir el estado de un fluido en el seno de un campo magne´tico, adema´s
de conocer el campo magne´tico, debemos conocer la densidad de masa, ρ, la
velocidad del fluido, v, y la presio´n, p, en cada punto del dominio ocupado por
el fluido. Alternativamente, podemos dar otra variable termodina´mica como la
energ´ıa interna espec´ıfica, ε, en lugar de la presio´n.
No vamos a deducir las ecuaciones de evolucio´n de un fluido en un campo
magne´tico, ya que es un tema ampliamente tratado en la bibliograf´ıa ( ver,
por ejemplo, Landau and Lifshitz 1960) por lo que nos limitaremos u´nicamente
a escribirlas, resaltando el cara´cter de ley de conservacio´n que tiene cada una
de las ecuaciones: conservacio´n de masa, conservacio´n de momento lineal y
conservacio´n de energ´ıa.
• Ecuacio´n de continuidad. Esta ecuacio´n describe la conservacio´n de la
masa, pudie´ndose escribir en forma diferencial como
∂ρ
∂t
+∇ · (ρv) = 0. (2.7)
• Ecuacio´n de Euler. Esta ecuacio´n generaliza la segunda Ley de Newton
para medios continuos y se escribe como sigue:
ρ
(
∂v
∂t
+ (v · ∇)v
)
+∇p = F, (2.8)
donde F representa la fuerza que actu´a sobre el fluido de origen distinto
a la presio´n. Suponemos que el fluido no tiene viscosidad y que la fuerza
F es debida al campo magne´tico (fuerza de Lorentz), que es de la forma
F =
1
c
j×B. (2.9)
Bajo las hipo´tesis que definen la MHD y usando las ecs. (2.2), podemos
escribir
F =
1
c
j×B = ∇×B×B = (B · ∇)B− 1
2
∇B2 (2.10)
y as´ı obtenemos
ρ
(
∂v
∂t
+ (v · ∇)v
)
+∇p = (B · ∇)B− 1
2
∇B2. (2.11)
Esta ecuacio´n podemos escribirla en forma manifiestamente conservativa
y as´ı, la ley de conservacio´n del momento lineal es
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∂ρv
∂t
+∇ ·
(
ρ(v ⊗ v) + p+ 1
2
B2 −B⊗B
)
= 0 (2.12)
donde ⊗ denota el producto tensorial.
• Ecuacio´n de conservacio´n de la energ´ıa. Para un fluido ideal en
ausencia de campo magne´tico, esta ecuacio´n se escribe de la forma
∂
(
ρε+ 12ρv
2
)
∂t
+∇ ·
(
ρv
(
1
2
v2 + ε+
P
ρ
))
= 0. (2.13)
En presencia de campo magne´tico, a esta ecuacio´n deberemos an˜adir la
contribucio´n del mismo a la densidad de energ´ıa, B2/2, y al flujo de en-
erg´ıa, cE×B (vector de Poynting), que podemos obtener en te´rminos de
la densidad de corriente, campo magne´tico y la velocidad del fluido usando
las ecs. (2.2) y (2.3). Con esto se tiene la ecuacio´n
∂
(
ρε+ 12ρv
2 + 12B
2
)
∂t
+
∇ ·
(
ρv
(
1
2
v2 + ε+
p
ρ
)
+
c j
σ
− v ×B
)
×B = 0, (2.14)
que en el l´ımite de conductividad infinita conduce a
∂
(
ρε+ 12ρv
2 + 12B
2
)
∂t
+
∇ ·
(
ρv
(
1
2
v2 + ε+
p
ρ
)
− (v ×B)×B) = 0. (2.15)
Despue´s de este sucinto repaso a las ecuaciones de evolucio´n de un fluido en
el seno de un campo magne´tico, so´lo nos resta escribir el sistema completo, que
estar´ıa formado por las ecuaciones (2.4),(2.6), (2.7), (2.12) y (2.15), es decir
∂ρ
∂t
+∇ · (ρv) = 0 (2.16)
∂ρv
∂t
+∇ ·
(
ρ(v ⊗ v) + p+ 1
2
B2 −B⊗B
)
= 0 (2.17)
∂( 12ρv
2 + ρε+ 12B
2)
∂t
+∇ ·
(
ρv
(
1
2
v2 + ε+
p
ρ
)
+B× (v ×B)
)
= 0, (2.18)
∂B
∂t
−∇× (v ×B) = 0. (2.19)
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Adema´s de las ecuaciones de evolucio´n, existe una ligadura ya que la diver-
gencia del campo magne´tico ha de ser cero,
∇ ·B = 0. (2.20)
El sistema de ecuaciones se cierra con una ecuacio´n de estado, que supon-
dremos de la forma p = p(ρ, ε), que relaciona las variables termodina´micas.
2.3 Las ecuaciones de la MHD como sistema
hiperbo´lico de leyes de conservacio´n
El sistema de ecuaciones diferenciales de evolucio´n se puede escribir como un
sistema de leyes de conservacio´n. En el caso de coordenadas cartesianas, se tiene
∂U
∂t
+
∂Fi(U)
∂xi
= S(U), (2.21)
donde el vector de variables conservadas es
U ≡
(
ρ, ρvx, ρvy, ρvz,
1
2
ρv2 + ρε+
1
2
B2, Bx, By, Bz
)T
(2.22)
y el vector de flujos (en la direccio´n x) se escribe como
Fx(U) ≡

ρvx
ρ(vx)2 +
(
p+ B
2
2
)
− (Bx)2
ρvxvy −BxBy
ρvxvz −BxBz(
1
2ρv
2 + ρ+ 12B
2
)
vx +
(
p+ 12B
2
)
vx − (B · v)Bx
0
Byvx −Bxvy
Bzvx −Bxvz

. (2.23)
En ausencia de fuerzas externas al sistema, el vector de te´rminos fuente es
S(U) = 0.
Si comparamos estas ecuaciones con las de la hidrodina´mica podremos apre-
ciar el doble papel que juega el campo magne´tico. Por un lado tenemos el
te´rmino B2/2, que recibe el nombre de presio´n magne´tica, ya que aparece en
las ecuaciones a pie de igualdad con la presio´n te´rmica, p. Por otro lado apare-
cen los te´rminos del tipo BiBj , que reciben el nombre de tensio´n magne´tica ya
que pueden ser interpretados como fuerzas de tensio´n a lo largo de la l´ınea de
campo1.
Desde un punto de vista matema´tico, el sistema de ecuaciones de la MHD
constituye un sistema hiperbo´lico ya que los autovalores de la matriz jacobiana
1Para un ana´lisis de la dina´mica derivada de estas ecuaciones remitimos al lector al libro
de Jackson (1977).
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del sistema (∂F/∂U) son reales y existe un conjunto completo de autovecto-
res. El Ape´ndice B repasa las propiedades matema´ticas ba´sicas de este tipo de
sistemas. El Ape´ndice C presenta la descomposicio´n espectral de la MHD que
permite clasificar a este sistema como no estrictamente hiperbo´lico y no convexo.
Esta caracterizacio´n es compartida por la RMHD, y sus implicaciones desde los
puntos de vista teo´rico y nume´rico sera´n discutidas en el Cap´ıtulo 4.
Cap´ıtulo 3
Electromagnetismo en
relatividad
Aunque el electromagnetismo es histo´ricamente la primera gran teor´ıa cient´ıfica
invariante bajo el grupo de transformaciones de Lorentz, y por tanto intr´ınse-
camente relativista y que marcaba el camino hacia e´sta, esto no fue evidente
inicialmente (Weinberg 1972). So´lo tras las experiencias de A.A. Michelson
y E.W. Morley y la formulacio´n de la teor´ıa de la relatividad especial quedo´
patente esta propiedad del electromagnetismo. A pesar de ello, cuando se tra-
baja en este campo, se suele usar en general una notacio´n no covariante que
dificulta la apreciacio´n de esta caracter´ıstica.
En este cap´ıtulo introduciremos, a partir de la notacio´n comu´nmente usada
en electromagnetismo de trivectores ele´ctrico y magne´tico, una notacio´n covari-
ante, deduciendo las ecuaciones de evolucio´n en la aproximacio´n magnetohi-
drodina´mica ideal. Consideraremos, como hemos hecho en al cap´ıtulo anterior,
que el fluido es iso´tropo y la permitividad y permeabilidad son iguales a la
unidad. El espacio-tiempo se supondra´ plano y que esta´ descrito por la me´trica
de Minkowski en coordenadas cartesianas.
La primera seccio´n de este cap´ıtulo es un recordatorio de co´mo debemos
transformar campos ele´ctricos y magne´ticos entre sistemas de referencia in-
erciales. En la segunda seccio´n introduciremos el formalismo covariante que
usaremos a lo largo del trabajo para escribir las ecuaciones de Maxwell y el
tensor energ´ıa-impulso del campo electromagne´tico. En la u´ltima seccio´n de
este cap´ıtulo, particularizaremos las ecuaciones obtenidas para el caso magne-
tohidrodina´mico ideal.
3.1 Transformaciones de campos
En esta seccio´n trataremos la transformacio´n de los campos ele´ctrico y magne´tico
en el contexto de la relatividad especial entre sistemas de referencia inerciales.
Los textos de referencia que hemos tomado son Jackson (1977) y Barut (1980).
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El campo electromagne´tico, en el marco de la relatividad, viene descrito
por un campo tensorial antisime´trico, F. En un espacio tiempo plano, descrito
en coordenadas cartesianas (t, x, y, z), las componentes del tensor electromag-
ne´ctico y las componentes de los campos ele´ctrico, ~E1, y magne´tico, ~B, esta´n
relacionados de la siguiente forma
Fµν =

0 −Ex −Ey −Ez
Ex 0 −Bz By
Ey Bz 0 −Bx
Ez −By Bx 0
 , (3.1)
donde los ı´ndices griegos toman los valores 0, 1, 2, 3 correspondientes a las
coordenadas t, x, y, z.
Para relacionar los campos ele´ctrico y magne´tico medidos por diferentes
observadores asociados a sistemas de referencia inerciales debemos proceder a
transformar el tensor campo electromagne´tico utilizando la transformacio´n de
Lorentz correspondiente, cuya matriz de transformacio´n denotaremos por Λ.
Para dos sistemas que se mueven entre s´ı con una velocidad relativa ~v (en lo
que sigue se tomara´ la velocidad de la luz c = 1), esta transformacio´n puede
escribirse en forma matricial como
Λµν (~v) =
(
W −W~v
−W~v I+ W−1v2 ~v ⊗ ~v
)
, (3.2)
donde W = 1/
√
1− v2 es el factor de Lorentz e I es la matriz identidad 3× 3.
As´ı, al pasar de un sistema de referencia a otro que se mueve con una veloci-
dad relativa ~v, el tensor electromagne´tico se transforma de la siguiente forma
F ′αβ = Λαµ(~v) Λ
β
ν (~v)F
µν . (3.3)
A partir de este producto matricial y comparando con la ecuacio´n (3.1),
obtenemos la ley de transformacio´n de los campos ele´ctrico y magne´tico
~E′ =W ( ~E − ~v × ~B)− W
2
W + 1
(~v · ~E)~v (3.4)
~B′ =W ( ~B + ~v × ~E)− W
2
W + 1
(~v · ~B)~v. (3.5)
De estas ecuaciones se deduce de forma inmediata que las componentes de
los campos pararelas a la direccio´n definida por ~v son invariantes, es decir
~v · ~B = ~v · ~B′, (3.6)
1En este cap´ıtulo utilizaremos la notacio´n de caracterizar los vectores por~en lugar de por
letra en negrita como en el resto del trabajo, para resaltar el cara´cter trivectorial reservando
la notacio´n en negrita para los tensores.
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~v · ~E = ~v · ~E′. (3.7)
Un caso particular en el que estaremos interesados es aque´l en el que en un
sistema de referencia no observamos campo ele´ctrico y s´ı magne´tico. El tensor
electromagne´tico en este sistema de referencia es
Fαβ =

0 0 0 0
0 0 −Bz By
0 Bz 0 −Bx
0 −By Bx 0
 . (3.8)
En este caso, usando las ecs. (3.4) y (3.5), podemos calcular cua´l sera´ el campo
ele´ctrico y magne´tico medido en otro sistema de referencia que se mueve respecto
al primero con una velocidad ~v, obtenie´ndose
~E′ = −W~v × ~B (3.9)
~B′ =W ~B − W
2
W + 1
(~v · ~B)~v, (3.10)
que conduce a que el campo ele´ctrico y magne´tico esta´n relacionados por la
expresio´n
~E′ = −~v × ~B′.
3.2 Formalismo covariante
En esta seccio´n introduciremos el formalismo covariante que utilizaremos a lo
largo de este trabajo para describir el campo electromagne´tico. Para una re-
visio´n ma´s detallada y general del formalismo remitimos al lector a los textos
de Lichnerowicz (1967) y Anile (1989).
Las ecuaciones de Maxwell (2.2) pueden escribirse en forma ma´s compacta si
hacemos uso del tensor electromagne´tico (3.1), F, y de su dual, F∗. Si definimos
el tetravector densidad de corriente como J ≡ (ρq,~j), donde ρq es la densidad
de carga y ~j el trivector densidad de corriente, podemos escribir las ecuaciones
de Maxwell, en coordenadas cartesianas, como
∂µF
µν = Jν , ∂µF ∗µν = 0. (3.11)
donde ∂µ representa la derivada parcial respecto de la coordenada correspon-
diente al ı´ndice µ, que toma los valores t, x, y, z, y el dual del tensor electro-
magne´tico se define como
F ∗µν =
1
2
µνγδFγδ. (3.12)
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En esta expresio´n, µνγδ la densidad tensorial de Levi-Civita, que ,en el caso de
la me´trica de Minkowski, es el s´ımbolo de Levi-Civita totalmente antisime´trico.
Para relacionar el tensor electromagne´tico con los campos ele´ctico y magne´tico
medidos en un sistema de referencia, podemos introducir los tetravectores e y
b, cuyas componentes temporales sera´n nulas y las componentes espaciales cor-
responden a los trivectores ~E y ~B, es decir,
eα ≡ (0, ~E) = (0, Ex, Ey, Ez) y bα ≡ (0, ~B) = (0, Bx, By, Bz). (3.13)
No´tese que ~E y ~B son los trivectores que aparecen en la meca´nica cla´sica a los
que se ha an˜adido la componente temporal para formar un tetravector. Teniendo
en cuenta la tetravelocidad de este sistema de referencia respecto de e´l mismo es
u = (1, 0, 0, 0), podemos construir el tensor campo electromagne´tico dado por
la ec. (3.8) de la forma
Fαβ =
(
uαeβ − uβeα
)
− αβγδuγbδ, (3.14)
y su dual
F ∗µν =
(
uµbν − uνbµ
)
+ µνγδuγeδ. (3.15)
Estas expresiones, obtenidas para un sistema de referencia, han de ser va´lidas
en cualquier sistema de referencia y nos dan el tensor electromagne´tico y su
dual en te´rminos de los tetravectores e, b y u. No´tese que las componentes
temporales de e y b sera´n, en general, diferentes de cero si se expresan en un
sistema de referencia distinto al que mide el campo. As´ı por ejemplo, si usamos el
sistema S para referir las componentes del tetravector campo magne´tico medido
por el sistema de referencia S ′, la componente temporal de e´ste sera´ diferente
de cero. En el caso en que refiramos las componentes de los campos al mismo
sistema en el que medimos, las componentes temporales de los tetravectores
campos sera´n nulas. Esto se traduce en las igualdades siguientes:
eνuν = 0 , bνuν = 0. (3.16)
De aqu´ı, y de la expresio´n de los tensores electromagne´tico y su dual, ecs. (3.14)
y (3.15), se obtiene de forma inmediata que
eν = F νµuµ , bν = F ∗ νµuµ. (3.17)
A lo largo del trabajo descrito en la presente Memoria, el medio en el que
estara´ definido el campo electromagne´tico sera´ un fluido conductor. As´ı, si el
fluido conductor tiene una tetravelocidad u, el tetravector densidad de corriente
se escribira´ de la forma
Jµ = ρquµ + σeµ, (3.18)
donde el primer te´rmino representa la corriente debida al movimiento del fluido
conductor cargado y el segundo no es ma´s que la ley de Ohm.
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A partir del tensor electromagne´tico podemos obtener el tensor impulso-
energ´ıa electromagne´tico. Este tensor contiene informacio´n sobre la densidad de
energ´ıa, densidad de momento y sus respectivos flujos. Este tensor lo podemos
escribir siguiendo este formalismo como
TµνEM = F
µ
αF
αν − 1
4
gµν FαβFαβ =
(
1
2
gµν − uµuν
)
(eαeα + bαbα)
− eµeν − bµbν − uµναβγeαbβuγ − uνµαβγeαbβuγ , (3.19)
donde gµν es el tensor me´trico.
Para finalizar esta seccio´n remarquemos que las ecuaciones (3.14)-(3.19), al
estar escritas en forma covariante, son va´lidas para cualquier sistema de coorde-
nadas y por tanto aplicables en al caso de la Relatividad General. Escribamos,
por u´ltimo, las ecuaciones de Maxwell en el formalismo covariante. Para ello
deberemos sustituir las derivadas parciales que aparecen en (3.11) por derivadas
covariantes, obtenie´ndose las siguientes ecuaciones, que sera´n va´lidas en el caso
de la relatividad general,
∇µFµν = Jν , ∇µF ∗µν = 0 (3.20)
donde ∇µ denota la derivada covariante.
3.3 Aproximacio´n magnetohidrodina´mica
En el cap´ıtulo anterior, obtuvimos las ecuaciones de evolucio´n del campo magne´-
tico en el seno de un fluido conductor bajo la hipo´tesis de conductividad infinita.
En esta seccio´n obtendremos estas ecuaciones en el marco de la relatividad
especial. En el Cap´ıtulo 9 se dara´n las ecuaciones en el caso de la relatividad
general.
En el contexto de la RMHD, trabajaremos con dos sistemas de referencia. El
primero de ellos es un sistema de referencia que denominaremos como laborato-
rio, y en el cual describiremos el comportamiento del campo electromagne´tico y
del fluido. El campo ele´ctrico y magne´tico medidos en este sistema de referencia
so´lo tiene componentes espaciales y sera´n representados por los trivectores ~E
y ~B. El segundo sistema de referencia sera´ el como´vil con el fluido. El campo
ele´ctrico y magne´tico medido por el observador como´vil tendra´ componentes
temporales diferentes de cero en el sistema laboratorio. Sera´n representados
por los tetravectores e y b.
Como en este trabajo nos centraremos en la RMHD ideal, supondremos que
la conductividad que presenta el fluido es infinita. La proporcionalidad entre
la densidad de corriente y el campo ele´ctrico medido en el sistema como´vil (ley
de Ohm) conduce a que, a fin de mantener una densidad de corriente finita, se
deba anular el campo ele´ctrico, es decir
e = 0. (3.21)
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En la aproximacio´n de la RMHD ideal describimos, por tanto, el campo
electromagne´tico u´nicamente por medio del tetravector campo magne´tico (3.17)
medido por el observador como´vil. Podemos calcular las componentes de este
vector en el sistema de referencia laboratorio usando (3.17), obteniendo, tras
usar las ecs. (3.9) y (3.10), las siguientes igualdades
b0 =W (~v · ~B) (3.22)
bi =WBi −W (~v × ~E)i = B
i +W 2(~v · ~B)vi
W
. (3.23)
A partir de las relaciones anteriores, se tiene que
b2 ≡ bαbα = 1
W 2
(
( ~B)2 + (b0)2
)
. (3.24)
La tetravelocidad u tomada para hacer la contraccio´n, es la asociada al obser-
vador como´vil, que viene dada por
uα =W (1,v), (3.25)
donde v es la velocidad del fluido y W = 1/
√
1− v2, es el factor de Lorentz.
El tensor electromagne´tico y su dual pueden expresarse en este caso como
funcio´n u´nicamente de b y u,
Fµν = −µ ν γ δuγbδ (3.26)
F ∗µν = uµbν − uνbµ. (3.27)
Las ecuaciones de Maxwell (3.20) adoptan en este caso la forma
∇µFµν = ∇µ
(
− µ ν γ δuγbδ
)
= Jν , (3.28)
∇µF ∗µν = ∇µ
(
uµbν − uνbµ
)
= 0. (3.29)
La ecuacio´n (3.28) permite obtener la densidad de corriente a partir del campo
magne´tico y la velocidad del fluido, mientras que la componente temporal de la
ecuacio´n (3.29) representa la ecuacio´n de ligadura para el campo magne´tico y
la parte espacial, la ecuacio´n de evolucio´n. De hecho, la ecuacio´n (3.29) puede
escribirse en te´rminos del campo magne´tico medido en el sistema laboratorio
usando las ecs. (3.22) obtenie´ndose
∇ · ~B = 0, (3.30)
∂ ~B
∂t
−∇× (~v × ~B) = 0, (3.31)
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que conciden con las ecuaciones dadas en el cap´ıtulo anterior. Esta coincidencia
de las ecuaciones de evolucio´n y ligadura para el campo magne´tico medido por
el observador laboratorio, no debe tomarse como una simple casualidad, sino
como el lo´gico resultado del cara´cter intr´ınsecamente relativista del electromag-
netismo.
Por u´ltimo, nos resta ver que´ forma adopta el tensor energ´ıa-impulso electro-
magne´tico en la aproximacio´n magnetohidrodina´mica. A partir de la ecuacio´n (3.19),
sustituyendo la condicio´n que eµ = 0, obtenemos
TµνEM = F
µ
αF
αν − 1
4
gµν FαβFαβ =
(
uµuν +
1
2
gµν
)
bαbα − bµbν . (3.32)
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Cap´ıtulo 4
Ecuaciones de la RMHD y
su estructura caracter´ıstica
En el Cap´ıtulo 2 se obtuvieron las ecuaciones de la MHD ideal cla´sica, aplicable
a situaciones en las que la velocidad del fluido es pequen˜a comparada con la
velocidad de la luz. En el Cap´ıtulo 3 se describio´ el campo electromagne´tico
en el marco de la relatividad especial, es decir, en situaciones en las que las
velocidades no sean necesariamente pequen˜as. Nos queda ahora hacer la misma
descripcio´n para la hidrodina´mica, con el fin de obtener las ecuaciones de la
MHD en el caso relativista (RMHD). Aunque a lo largo del cap´ıtulo usaremos en
muchas ocasiones una descripcio´n covariante, y por tanto va´lida en relatividad
general, algunas de las expresiones se particularizara´n al caso de la me´trica de
Minkowski en coordenadas cartesianas. En el Cap´ıtulo 9) se generalizara´n las
ecuaciones para me´tricas arbitrarias.
Con esta perspectiva, comenzaremos el cap´ıtulo con una seccio´n dedicada
a la descripcio´n de las ecuaciones de la hidrodina´mica relativista (RHD, del
ingle´s relativistic hydrodynamics) ideal sin campo magne´tico. En la segunda
seccio´n presentaremos las ecuaciones que definen la RMHD y comentaremos
brevemente sus propiedades derivadas del hecho de ser un sistema de leyes de
conservacio´n no estrictamente hiperbo´lico. Las Secciones 4.3 a 4.8 se centrara´n
en la obtencio´n de la descomposicio´n espectral de las ecuaciones, incluyendo los
casos de degeneracio´n, que sera´n caracterizados de forma covariante en te´rminos
del tetravector campo magne´tico. La Seccio´n 4.9 discute brevemente el cara´cter
no convexo de la RMHD. Finalmente, las Secciones 4.10 y 4.11 se dedican a
la descripcio´n de ciertas soluciones especiales de las ecuaciones de la RMHD
(soluciones discont´ınuas y rarefacciones, respectivamente).
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4.1 Ecuaciones de la hidrodina´mica relativista
ideal
Las ecuaciones de la hidrodina´mica relativista ideal (RHD) son la expresio´n
matema´tica para medios continuos fluidos de tres leyes de conservacio´n (ve´ase,
por ejemplo, Weinberg 1972). La primera de estas leyes deriva de la conser-
vacio´n del nu´mero bario´nico y recibe el nombre de ecuacio´n de continuidad. La
podemos escribir como
∇µ(ρuµ) = 0, (4.1)
donde ρ es la densidad de masa en reposo medida por el observador como´vil y
uµ es la tetravelocidad del fluido. El operador ∇µ representa, como ya se ha
dicho, la derivada covariante.
Las otras dos leyes de conservacio´n corresponden a la conservacio´n de la
energ´ıa y a la del momento que, en forma covariante, se expresan como la
conservacio´n del tensor impulso-energ´ıa del fluido. Escribiremos, por tanto,
∇µTµνHD = 0. (4.2)
En el caso de un fluido perfecto, el tensor impulso-energ´ıa TµνHD es
TµνHD = ρhu
µuν + gµνp, (4.3)
donde h es la entalp´ıa espec´ıfica,
h = 1 + ε+
p
ρ
, (4.4)
p es la presio´n y ε, la energ´ıa interna espec´ıfica.
4.2 Las ecuaciones de la RMHD como sistema
hiperbo´lico de leyes de conservacio´n
Para obtener las ecuaciones magnetohidrodina´micas relativistas, debemos pro-
ceder a escribir las leyes de conservacio´n correspondientes incluyendo los efec-
tos del campo magne´tico. Esto supone modificar el tensor impulso-energ´ıa del
fluido perfecto considerado en la seccio´n anterior, suma´ndole el tensor impulso-
energ´ıa del campo. Adema´s, el campo magne´tico debera´ verificar las ecuaciones
de Maxwell. Hay que sen˜alar que la ley de conservacio´n del nu´mero bario´nico
no se ve modificada por la presencia del campo. En base a esto, el sistema de
ecuaciones de la RMHD ideal se puede escribir como sigue (ver, por ejemplo,
Lichnerowicz 1967 o Anile 1989)
∇µ(ρuµ) = 0, (4.5)
∇µTµν = 0, (4.6)
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∇µF ∗µν = 0, (4.7)
donde F ∗µν es el dual del tensor electromagne´tico y Tµν , el tensor impulso-
energ´ıa total, suma de los tensores impulso-energ´ıa del fluido, TµνHD, y del campo
electromagne´tico, TµνEM ,
Tµν = TµνHD + T
µν
EM = (ρh+ b
2)uµuν + gµν
(
p+
1
2
b2
)
− bµbν . (4.8)
El sistema de ecuaciones diferenciales (4.5)-(4.7) se puede escribir como un
conjunto de ecuaciones manifiestamente conservativas ma´s una condicio´n de di-
vergencia nula para el campo magne´tico. En el caso de la me´trica de Minkowski
en coordenadas cartesianas, las ecuaciones son1
∂U
∂t
+
∂Fx(U)
∂x
+
∂Fy(U)
∂y
+
∂Fz(U)
∂z
= 0, (4.9)
∇ ·B = 0, (4.10)
donde
U =

ρu0
(ρh+ b2)u0ux − b0bx
(ρh+ b2)u0uy − b0by
(ρh+ b2)u0uz − b0bz
(ρh+ b2)(u0)2 −
(
p+ b
2
2
)
− (b0)2
Bx
By
Bz

, (4.11)
Fx(U) =

ρux
(ρh+ b2)uxux +
(
p+ b
2
2
)
− bxbx
(ρh+ b2)uxuy − bxby
(ρh+ b2)uxuz − bxbz
(ρh+ b2)u0ux − b0bx
0
Byvx −Bxvy
Bzvx −Bxvz

, (4.12)
1Las ecuaciones en coordenadas cil´ındricas y esfe´ricas esta´n deducidas en el ape´ndice D.
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Fy(U) =

ρuy
(ρh+ b2)uxuy − bxby
(ρh+ b2)uyuy +
(
p+ b
2
2
)
− byby
(ρh+ b2)uyuz − bybz
(ρh+ b2)u0uy − b0by
Bxvy −Byvx
0
Bzvy −Byvz

(4.13)
y
Fz(U) =

ρuz
(ρh+ b2)uxuz − bxbz
(ρh+ b2)uyuz − bybz
(ρh+ b2)uzuz +
(
p+ b
2
2
)
− bzbz
(ρh+ b2)u0uz − b0bz
Bxvz −Bzvx
Byvz −Byvz
0

. (4.14)
Al sistema de variablesU se le conoce como sistema de variables conservadas
ya que, en te´rminos de estas variables, el sistema se escribe en forma manifies-
tamente conservativa. El esquema nume´rico que presentaremos en la segunda
parte del trabajo se basa precisamente en la discretizacio´n de las ecs. (4.9), (4.10)
y las variables U sera´n las que avanzaremos temporalmente. Estas variables se
corresponden con la densidad relativista
D ≡ ρu0, (4.15)
las tres componentes de la densidad de momento
Si ≡ (ρh+ b2)u0ui − bib0, (4.16)
(i = x, y, z), la densidad de energ´ıa total
τ ≡ (ρh+ b2)u0u0 −
(
p+
b2
2
)
− (b0)2 (4.17)
y las componentes del campo magne´tico, Bi, con lo que
U ≡ (D,Sx, Sy, Sz, τ, Bx, By, Bz)T . (4.18)
Hay que decir que las 8 variables conservadas no son todas ellas independientes,
ya que las tres componentes del campo magne´tico esta´n ligadas por la condicio´n
de divergencia nula, ec. (4.10).
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Los distintos flujos Fi (i = x, y, z) son funcio´n de las variables conservadas
U aunque, en general, no existe una forma expl´ıcita de expresarlos en funcio´n
de ellas. Es por tanto necesario trabajar con otro sistema de variables, que
denominaremos sistema de variables primitivas, que nos permita escribir en
funcio´n de ellas tanto las variables conservadas, como los flujos. En el resto de
este trabajo adoptaremos como sistema de variables primitivas el definido por
V ≡ (ρ, p, vx, vy, vz, Bx, By, Bz)T , (4.19)
y el paso de las variables conservadas a las primitivas se hara´ a partir de las
siguientes expresiones, obtenidas tras algunas operaciones algebraicas a partir
de las correspondientes definiciones,
S2 = (Z +B2)2
W 2 − 1
W 2
− (2Z +B2) (B · S)
2
Z2
, (4.20)
τ = Z +B2 − p− B
2
2W 2
− (B · S)
2
2Z2
, (4.21)
donde
Z = ρhW 2. (4.22)
Estas expresiones, junto con la definicio´n de D, ec. (4.15), y la de Z, forman
un sistema de ecuaciones impl´ıcitas para las inco´gnitas ρ, p y W (el factor de
Lorentz, u0), suponiendo que la funcio´n h = h(ρ, p) es conocida a trave´s de la
ecuacio´n de estado. A lo largo del presente trabajo, nos hemos restringido al
uso de ecuaciones de estado de gas ideal y politro´picas2. Una vez obtenidos los
valores de ρ, p yW , las componentes de la velocidad pueden obtenerse de forma
expl´ıcita.
El ana´lisis espectral de las matrices jacobianas del sistema, definidas como
Ji =
∂Fi(U)
∂U
, (4.23)
permite comprobar el cara´cter hiperbo´lico del sistema de ecuaciones de la RMHD,
al tener todos sus autovalores reales y existir un conjunto completo de autovecto-
res. Sin embargo, tal y como ocurre en el caso de la MHD cla´sica, la existencia de
autovalores con multiplicidad superior a 1 para ciertos estados (degeneraciones)
define a la RMHD como un sistema no estrictamente hiperbo´lico. El Ape´ndice B
repasa las propiedades matema´ticas ba´sicas de los sistemas hiperbo´licos, aunque
una referencia mucho ma´s completa la constituyen las monograf´ıas de LeVeque
(1992) o Toro (1997).
En un sistema hiperbo´lico, los diferentes autovalores definen las velocidades
de propagacio´n de las perturbaciones (u ondas) a lo largo de cada direccio´n, con-
stituyendo los llamados campos caracter´ısticos. Las te´cnicas HRSC (del ingle´s
2Detalles de la obtencio´n de estas expresiones y su resolucio´n para las ecuaciones de estado
citadas en el marco de la relatividad especial y general se vera´n en los Cap´ıtulos 8 (Seccio´n
8.9) y 9 (Seccio´n 9.4), respectivamente.
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High Resolution Shock Capturing Techniques, o te´cnicas de alta resolucio´n de
captura de choques) explotan esta propiedad para la integracio´n del sistema
de ecuaciones a lo largo del tiempo. En los u´ltimos an˜os, la aplicacio´n de
estas te´cnicas en hidrodina´mica y magnetohidrodina´mica cla´sicas y, ma´s re-
cientemente, relativistas, se ha generalizado hasta convertirse en la estrategia
de integracio´n ma´s comu´n. En la primera seccio´n del Cap´ıtulo 8 se resumen
los fundamentos de las te´cnicas HRSC y su aplicacio´n reciente a la resolucio´n
de las ecuaciones dela RMHD. Finalmente, un subconjunto numeroso de las
te´cnicas HRSC se basa de forma espec´ıfica en el conocimiento de la descom-
posicio´n espectral del sistema de ecuaciones (autovalores y autovectores de las
correspondientes matrices jacobianas).
El objetivo principal de esta Tesis ha sido, precisamente, el desarrollo de un
co´digo para resolver las ecuaciones de la magnetohidrodina´mica en relatividad
especial y general basado en este tipo de te´cnicas. Una gran parte de lo que resta
de cap´ıtulo se ha dedicado, por tanto, al ana´lisis espectral de las ecuaciones de
la RMHD. El cara´cter no estrictamente hiperbo´lico de la RMHD (compartido
con la MHD cla´sica) plantea, sin embargo, algunos problemas te´cnicos. En los
casos de degeneracio´n el conjunto original de autovectores deja de ser completo,
debiendo sustituirse por otro. Por tanto, en el presente cap´ıtulo, nos hemos
centrado tambie´n en el estudio y la caracterizacio´n de los estados degenerados,
presentando adema´s nuevos conjuntos completos de autovectores en los casos
de degeneracio´n.
La aportacio´n ma´s original de la presente Tesis desde el punto de vista
teo´rico ha sido, sin embargo, la de obtener un conjunto completo de autovectores
va´lido tanto para los estados degenerados como para los no degenerados, tras
un proceso que llamamos de renormalizacio´n, ana´logo al llevado a cabo por Brio
y Wu (1988) en el caso de la MHD cla´sica. El proceso de renormalizacio´n de
los autovectores de la RMHD se presenta en los Cap´ıtulos 6 y 7.
Las patolog´ıas de la RMHD (y de la MHD) no acaban en el cara´cter no es-
trictamente hiperbo´lico del sistema que la describe. De acuerdo con una cierta
caracterizacio´n de los campos caracter´ısticos, la magnetohidrodina´mica, cla´sica
y relativista, se clasifican como sistemas no convexos. La definicio´n, implica-
ciones y controversias en torno al cara´cter no convexo de la MHD y la RMHD
se discuten en la Seccio´n 4.9 de este cap´ıtulo.
4.3 El sistema de variables de Anile
La descomposicio´n espectral de las matrices jacobianas del sistema de la RMHD
en variables conservadas, definidas en la seccio´n anterior, no es nada sencilla. El
estudio de autovalores y autovectores resulta ma´s fa´cil en el sistema de variables
covariantes, U˜, definido por Anile (1989),
U˜ = (uα, bα, p, s)T , (4.24)
donde s es la entrop´ıa espec´ıfica.
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En te´rminos de estas variables, las ecuaciones de la RMHD se pueden escribir
en notacio´n matricial como3
Aαac ∇αU˜ c = 0 con a, c = 0, ..., 9 α = 0, ..., 3, (4.25)
donde las matrices Aαac son
Aα =

Euαδµν −bαδµν + Pµαbν lµα 0µ
bαδµν −uαδµν fµα 0µ
ρhδαν 0ν u
α/c2s 0
0ν 0ν 0 uα
 , (4.26)
donde δµν es la delta de Kronecker, 0ν = (0, 0, 0, 0), 0
µ = (0, 0, 0, 0)T , cs, la
velocidad del sonido, que verifica
c2s =
1
h
(
∂p
∂ρ
)
s
, (4.27)
y
E = ρh+ b2, (4.28)
Pµα = gµα + 2uµuα, (4.29)
lµα = gµα +
1
ρh
[(
ρh− b
2
c2s
)
uµuα + bµbα
]
, (4.30)
fµα =
1
ρh
(
bµuα
c2s
− uµbα
)
. (4.31)
Llegados a este punto, conviene sen˜alar que las variables de Anile no son
todas independientes, existiendo tres ligaduras entre ellas
uαuα = −1 , bαuα = 0 y ∇µ(uµb0 − u0bµ) = 0. (4.32)
Este hecho debera´ tenerse en cuenta en el estudio de la estructura caracter´ıstica
de la RMHD que iniciamos a continuacio´n.
4.4 Autovalores
Para proceder al ca´lculo de los autovalores introducimos la funcio´n φ(xβ), de
forma que la ecuacio´n φ(xβ) = 0 describe la hipersuperficie caracter´ıstica asoci-
ada a uno de los autovalores. Esta hipersuperficie representa la propagacio´n de la
onda correspondiente al autovalor en el espacio-tiempo. El vector φα ≡ ∂αφ(xβ)
es el vector nu´mero de ondas asociado a dicho autovalor. Partiendo de aqu´ı,
3Para ma´s detalles, ve´ase el Ape´ndice E y el Cap´ıtulo 1 del libro de Anile (1989).
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la matriz caracter´ıstica de la RMHD, expresada en el sistema de variables de
Anile es la que obtenemos al realizar la contraccio´n
Aαφα =

Eaδµν m
µ
ν l
µ 0µ
Bδµν −aδµν fµ 0µ
ρhφν 0ν a/c2s 0
0ν 0ν 0 a
 , (4.33)
donde
a = uαφα, (4.34)
B = bαφα, (4.35)
lµ = lµνφν = φµ +
(
1− b
2
ρhc2s
)
auµ +
B bµ
ρh
, (4.36)
fµ = fµνφν =
abµ/c2s − B uµ
ρh
, (4.37)
y
mµν = (−bαδµν + Pµαbν)φα = (φµ + 2auµ)bν − Bδµν . (4.38)
La ecuacio´n caracter´ıstica de la RMHD obtenida al tomar el determinante
de la matriz caracter´ıstica (4.33) del sistema extendido e igualarlo a cero, cuyas
ra´ıces son los autovalores, es
E a2A2N4 = 0, (4.39)
con
A = Ea2 − B2 (4.40)
y
N4 = ρh
(
1
c2s
− 1
)
a4 −
(
ρh+
b2
c2s
)
a2G+ B2G, (4.41)
donde
G = φαφα. (4.42)
Realicemos ahora el ana´lisis de la ecuacio´n caracter´ıstica. Al haberla podido
escribir como un producto de funciones, so´lo podra´ anularse en el supuesto
de que alguna de esas funciones sea nula. Veamos bajo que´ condiciones se
puede anular cada una de las funciones. Para ello, y sin pe´rdida de generalidad,
tomaremos el vector de ondas de la forma
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φα = (−λ, 1, 0, 0), (4.43)
que estar´ıa asociado a una hipersuperficie caracter´ıstica correspondiente a una
onda propaga´ndose en la direccio´n x con una velocidad igual a λ4.
El primer factor que aparece en la ecuacio´n caracter´ıstica, E = ρh + b2, es
la densidad de energ´ıa total medida en el sistema como´vil con el fluido y es, por
tanto, una cantidad distinta de cero.
El segundo factor es a2. Para anularlo debe cumplirse que
λ = vx (≡ λe). (4.44)
Este autovalor recibe el nombre de autovalor entro´pico y representa una ra´ız
doble en el sistema de variables de Anile. En el sistema original la ra´ız es
simple, estando el cara´cter doble asociado a uno de los grados de libertad extra
an˜adidos por la omisio´n de las ligaduras del sistema (Komissarov 1999a).
Anulando el factor A2, obtenemos las condiciones
λ =
bx ± ux√E
b0 ± u0√E (≡ λa), (4.45)
que definen los llamados autovalores de Alfve´n. Como en el caso anterior, cada
uno de los dos autovalores representan ra´ıces dobles de la ecuacio´n caracter´ıstica,
cuando en el sistema original ser´ıan ra´ıces simples. La duplicidad de estas ra´ıces
aparece de nuevo asociada a los grados de libertad an˜adidos por la omisio´n de
las ligaduras (Komissarov 1999a).
Por u´ltimo, al buscar las ra´ıces de la funcio´n N4, obtenemos la ecuacio´n
cua´rtica
C4λ
4 + C3λ3 + C2λ2 + C1λ+ C0 = 0, (4.46)
cuyos coeficientes se definen como
C0 = (vx)4(1− Ω2)− (v
x)2Ω2
W 2
+
(bx)2c2s
EW 4
, (4.47)
C1 = −4(vx)3(1− Ω2) + 2v
xΩ2
W 2
− 2b
0bxc2s
EW 4
, (4.48)
C2 = 6(vx)2(1− Ω2)− (1− (v
x)2)Ω2
W 2
+
((b0)2 − (bx)2)c2s
EW 4
, (4.49)
C3 = −4vx(1− Ω2)− 2v
xΩ2
W 2
+
2b0bxc2s
EW 4
, (4.50)
4El ana´lisis de la estructura caracter´ıstica de la RMHD presentado en esta Memoria se
repite de forma totalmente ana´loga para ondas propaga´ndose en la direccio´n y o z permutando
el papel de las componentes espaciales en todas las expresiones.
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Figura 4.1: Ejemplo de las funciones a2AN4 y N4 para el estado ρ = 1.0,
ε = 1.0, vx = 0.0, vy = 0.0, vz = 0.0, Bx = 1.0, By = −1.0, Bz = 0.13. Los
autovalores son: λf = ±0.7818, λa = ±0.4621, λs = ±0.3815 y λe = 0.0. Los
rombos marcan los autovalores magnetoso´nicos y los tria´ngulos los autovalores
de Alfve´n y entro´pico.
C4 = 1− Ω2v2 − (b
0)2c2s
EW 4
, (4.51)
donde Ω2 = c2s + c
2
a − c2sc2a, y c2a = b2/E es la velocidad de Alfve´n.
Las soluciones de esta ecuacio´n cua´rtica nos dan los llamados autovalores
magnetoso´nicos, λm, que son en general ra´ıces simples. De estos cuatro auto-
valores, los dos intermedios reciben el nombre de autovalores magnetoso´nicos
lentos, λs, y los otros dos se llaman autovalores magnetoso´nicos ra´pidos, λf .
Un ejemplo del comportamiento de la funcio´n a2AN4, cuyos ceros correspon-
den a los autovalores, y de la funcio´n N4 se muestra en la Fig. 4.1.
Para completar el ana´lisis de la estructura de autovalores ve´ase el Ape´ndice F.
4.5 Autovectores en el sistema de variables de
Anile
Al igual que en el caso de los autovalores, el ca´lculo de los autovectores se
simplifica enormemente en el sistema de variables de Anile. Los autovectores a
derechas, r, se encuentran resolviendo el sistema de ecuaciones(
Aαac φα
)
rc = 0 con a, c = 0, ..., 9 α = 0, ..., 3, (4.52)
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para cada uno de los autovalores y son los siguientes:
• Autovector asociado al autovalor entro´pico:
re = (0α, 0α, 0, 1)
T
, (4.53)
• Autovectores asociados a los autovalores de Alfve´n:
ra =
(
a gαββδνµφ
δuνbµ,B gαββδνµφδuνbµ, 0, 0
)T
, (4.54)
donde βδνµ es, como ya dijimos, la densidad tensorial de Levi-Civita.
• Autovectores asociados a los autovalores magnetoso´nicos
rm =
(
a dα,B dα + aA fα, a2A, 0)T , (4.55)
con
dα = a(B fα − a lα) +
(
B2 − b
2
c2s
a
)
φα + 2a uα
ρh
, (4.56)
donde las funciones lα y fα se han definido en la seccio´n anterior (ecs.
(4.36) y (4.37)).
Adema´s de los siete autovectores anteriores, existen otros tres espu´reos aso-
ciados a los grados de libertad an˜adidos por la omisio´n de las ligaduras (Komis-
sarov 1999a).
Los autovectores a izquierdas, lˆ, se encuentran resolviendo el sistema de
ecuaciones
lˆa
(
Aαac φα
)
= 0 con a, c = 0, ..., 9 α = 0, ..., 3, (4.57)
para cada uno de los autovalores y son los siguientes:
• Autovector entro´pico:
lˆe = (0α, 0α, 0, 1). (4.58)
• Autovectores de Alfve´n:
lˆa =
(
αβγδφ
βuγbδ,
−Ea
B αβγδφ
βuγbδ, 0, 0
)
. (4.59)
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• Autovectores magnetoso´nicos:
lˆm =
(
φα − B(G+ 2a
2)
Ea2
bα,
G+ 2a2
a
bα − B
a
φα,
−A
ρha
, 0
)
. (4.60)
Tambie´n en este caso, adema´s de los siete autovectores anteriores, existen
otros tres espu´reos asociados a los grados de libertad an˜adidos por la omisio´n
de las ligaduras.
4.6 Descomposicio´n de bµ en componentes nor-
mal y tangencial al frente de onda
Antes de continuar con el ana´lisis de la estructura espectral de la RMHD es
conveniente abordar la descomposicio´n del tetravector campo magne´tico, bµ,
en sus proyecciones normal y tangencial a la direccio´n de propagacio´n de la
onda considerada en el sistema de referencia como´vil. Esta descomposicio´n la
usaremos tanto para acabar el estudio de la estructura caracter´ıstica como en
la posterior renormalizacio´n de los autovectores.
Para poder calcular estas proyecciones introduciremos primero el tetravector
velocidad de la onda, wµ, medido por un observador con tetravector velocidad
uµ. Este vector debe cumplir las siguientes condiciones: i) por representar una
tetravelocidad, debera´ verificar que wµwµ = −1, ii) El tetravector debe estar en
la hipersuperficie φ(xα) = 0, con lo que wµφµ = 0. De todos los tetravectores
que verifican las condiciones i) y ii), el correspondiente a la tetravelocidad de
la onda es aquel que minimiza la velocidad relativa al observador uµ (ve´ase,
por ejemplo, Anile 1989). Esta u´ltima condicio´n es equivalente a exigir que el
tetravector wµ sea combinacio´n lineal de uµ y φµ.
A partir de lo anterior es fa´cil probar que
wµ =
uµ − aGφµ√
1 + a2/G
. (4.61)
Ahora podemos hallar la direccio´n de propagacio´n de la onda en el sistema
de referencia como´vil. Si uµ es la velocidad del observador como´vil, el proyector
en el espacio ortogonal es hβγ = gβγ + uβuγ , y el tetravector unitario que nos
da la direccio´n espacial de propagacio´n es el dado al dividir por su mo´dulo la
proyeccio´n del vector de ondas
νµ ≡ h
µγφγ
| hµγφγ | =
φµ + auµ√
G+ a2
, (4.62)
Que es la misma direccio´n que obtenemos al dividir la proyeccio´n de la velocidad
por su mo´dulo (siempre y cuando e´ste no sea nulo)
hµγwγ
| hµγwγ | =
φµ + auµ√
G+ a2
. (4.63)
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Figura 4.2: Esquema de la descomposicio´n del campo magne´tico en sus compo-
nentes normal y tangencial al frente de ondas. El vector ν es una combinacio´n
lineal de los vectores u y φ contenida en el espacio ortogonal a u. Los vectores
ν, α1, α2 forman una base del espacio ortogonal a u, que contiene al vector
campo magne´tico, b.
El vector νµ, al igual que bµ, pertenece al subespacio ortogonal a uµ y como
representa la direccio´n de propagacio´n de la onda, es perpendicular al frente de
ondas.
Ahora, para realizar la descomposicio´n de bµ deseada, deberemos completar
una base del subespacio ortogonal a uµ que contenga a νµ. Para realizar esta de-
scomposicio´n tomaremos el vector de ondas definido en (4.43), φµ = (−λ, 1, 0, 0).
Hecha esta eleccio´n podemos completar la base de tetravectores de este subes-
pacio con los tetravectores
α1µ ≡ µβγδuβφγτ δz = (−uy, uyλ, u0 − uxλ, 0), (4.64)
α2µ ≡ µβγδuβτγy φδ = (−uz, uzλ, 0, u0 − uxλ), (4.65)
donde τ δy = (0, 0, 1, 0) y τ
δ
z = (0, 0, 0, 1). La Fig. 4.2 muestra gra´ficamente la
relacio´n entre los vectores u, φ, ν y b, y los vectores α1 y α2, que completan la
base del espacio ortogonal a u.
La eleccio´n de esta base se ha realizado por razones de simetr´ıa entre las
componentes en los desarrollos posteriores donde sera´n utilizadas. No´tese que
la base tomada no es ortonormal, siendo los productos escalares entre lo vectores
de la base los siguientes
νγνγ = 1, νγα1 γ = 0, νγα2 γ = 0,
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αγ1α1 γ(≡ α11) = (u0−λux)2− (1−λ2)(uy)2, αγ1α2 γ(≡ α12) = −uyuz(1−λ2),
αγ2α2 γ(≡ α22) = (u0 − λux)2 − (1− λ2)(uz)2.
Ahora, en te´rminos de la base {αµ1 , αµ2 , νµ}, el tetravector campo magne´tico,
se escribe como
bµ = C1α
µ
1 + C2α
µ
2 + C3ν
µ, (4.66)
con
C1 =
(u0 − λux)(g2α22 − g1α12)
α11α22 − α212
, (4.67)
C2 =
(u0 − λux)(g1α11 − g2α12)
α11α22 − α212
(4.68)
y
C3 =
B√
G+ a2
, (4.69)
donde se han definido5
g1 =
1
(u0 − λux)
(
bz(u0 − λux) + bxuzλ− b0uz
)
, (4.70)
g2 =
1
(u0 − λux)
(
by(u0 − λux) + bxuyλ− b0uy
)
. (4.71)
Ahora ya podemos descomponer el tetravector campo magne´tico segu´n (ve´ase
la Fig. 4.2)
bµ = bµn + b
µ
t , (4.72)
donde bµn es la componente normal al frente de onda
bµn =
B
G+ a2
(φµ + auµ) (4.73)
y bµt , la componente tangencial
bµt =
u0 − λux
α11α22 − α212
(
(g2α22 − g1α12)αµ1 + (g1α11 − g2α12)αµ2
)
. (4.74)
5El porque´ de la definicio´n de g1 y g2 divididos por el factor (u0 − λux) sera´ evidente al
abordar la descomposicio´n del vector αβγδu
βφγbδ en la Seccio´n 6.2.
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Para acabar el desarrollo u´nicamente nos queda calcular el vector unitario
en la direccio´n del campo magne´tico tangencial
bµt
| bt | =
(g2α22 − g1α12)αµ1 + (g1α11 − g2α12)αµ2[
(α11α22 − α212)(g22α22 − 2g1g2α12 + g21α11)
]1/2 . (4.75)
Remarcaremos, para concluir, que la descomposicio´n del tetravector campo
magne´tico que acabamos de ver depende de la onda elegida (a saber, entro´pica,
de Alfven, magnetoso´nica lenta y ra´pida) de forma que cada autovalor tendra´
asociada una descomposicio´n diferente.
4.7 Ordenacio´n de los autovalores
En la Seccio´n 4.4 obtuvimos las expresiones de los siete autovalores de la RMHD,
en general distintos, correspondientes a las ondas entro´pica, de Alfve´n (2), mag-
netoso´nicas lentas (2) y magnetoso´nicas ra´pidas (2). Si la velocidad del fluido es
cero, es muy fa´cil demostrar que la ordenacio´n de los autovalores es la siguiente
λ−f ≤ λ−a ≤ λ−s ≤ λe ≤ λ+s ≤ λ+a ≤ λ+f , (4.76)
donde los super´ındices + y − hacen referencia exclusivamente al mayor y menor
de los dos autovalores de Alfve´n, magnetoso´nicos lentos y magnetoso´nicos ra´pidos.
En esta seccio´n demostraremos que, en el caso general de velocidad del fluido
diferente de cero, tambie´n se cumple esta ordenacio´n. La primera parte de
la demostracio´n consistira´ en probar que el autovalor entro´pico es un valor
intermedio entre los dos autovalores de Alfve´n.
Efectivamente, desarrollando la expresio´n obtenida para los autovalores de
Alfve´n (4.45)6,
λa± =
bx ± ux√E
b0 ± u0√E = v
x ∓ B
x
u0(u0
√
E ± b0) . (4.77)
Ahora, teniendo en cuenta que u0 > 1 y la definicio´n de E, se puede probar
fa´cilmente que (u0)2E > (b0)2, lo que asegura el cara´cter positivo del denomi-
nador que aparece en la expresio´n anterior. Con esto, y recordando que λe = vx,
se tiene finalmente que uno de los autovalores de Alfve´n (λ−a ) es siempre menor
o igual que λe y el otro (λ+a ), mayor o igual. Es decir,
λ−a ≤ λe ≤ λ+a . (4.78)
Como primer paso para probar la ordenacio´n relativa de los autovalores de
Alfve´n y entro´pico respecto a los magnetoso´nicos, probaremos que el coeficiente
6No´tese que no es posible identificar de forma gene´rica los λa±, donde el ± hace referecia a
la eleccio´n del signo en la solucio´n considerada, con λ±a , donde el ± hace referecia al autovalor
mayor y menor respectivamente.
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de λ4 en el polinomioN4, definido en (4.46), es positivo. Para ello, desarrollamos
la expresio´n (4.51) que define al coeficiente sustituyendo Ω y b0, obteniendo la
expresio´n
C4 = (1− Ω2) + 1
W 2
(
c2s(1− c2a) + c2a(1− c2s)
)
+
B2c2s
EW 4
. (4.79)
Los tres te´rminos de la expresio´n anterior son cantidades definidas positivas.
Por tanto, C4 > 0, lo que implica que el polinomio N4 cumple
N4(λ)

> 0 si λ < λ−f
< 0 si λ−f < λ < λ
−
s
> 0 si λ−s < λ < λ
+
s
< 0 si λ+s < λ < λ
+
f
> 0 si λ+f < λ.
(4.80)
El siguiente paso es evaluar N4 en λ = λe y λ = λa. Para λ = λe obtenemos
N4(λe) = B2G. (4.81)
Teniendo en cuenta que G = 1 − λ2(≥ 0), se tiene que B2G y, en consecuencia
N4(λe), es una cantidad positiva.
Pasemos a evaluar N4(λa). A partir de la ecuacio´n caracter´ıstica que define
los autovalores de Alfve´n, A = 0, obtenemos que para un autovalor de Alfve´n
se cumple que
ρh =
B2
a2
− b2, (4.82)
y sustituyendo en N4 se obtiene
N4(λa) =
(
1
c2s
− 1
)
a2
(
− b2(a2 +G) + B2
)
. (4.83)
Si ahora sustituimos b2 en te´rminos de b2t usando las ecuaciones (4.72) y (4.73)
y reordenamos,
N4(λa) = −
(
1
c2s
− 1
)
a2b2t (a
2 +G), (4.84)
que es, claramente una cantidad definida negativa (o nula).
As´ı, combinando el hecho de que el autovalor entro´pico es un valor intermedio
entre los dos autovalores de Alfve´n y que N4(λe) ≥ 0 y N4(λa) ≤ 0, concluimos
que la u´nica ordenacio´n posible de los autovalores es
λ−f ≤ λ−a ≤ λ−s ≤ λe ≤ λ+s ≤ λ+a ≤ λ+f (4.85)
RMHD: Ecuaciones y estructura caracter´ıstica 51
4.8 Degeneraciones en RMHD
Como ya ha quedado dicho, un sistema hiperbo´lico se caracteriza por el hecho de
que los autovalores de su matriz jacobiana son todos reales. Si estos autovalores
son distintos entre s´ı, se dice que el sistema es estr´ıctamente hiperbo´lico. Si,
por el contrario, algu´n autovalor tiene multiplicidad superior a 1, se dice que el
sistema presenta degeneracio´n y que los autovalores repetidos son degenerados.
En la Sec. 4.4 sen˜alamos la existencia de autovalores degenerados en el sis-
tema de la RMHD en variables de Anile. Sin embargo, esas degeneraciones son
espu´reas estando asociadas a la omisio´n de las ligaduras entre las variables de
Anile. Estudiaremos ahora bajo que´ condiciones la RMHD presenta degenera-
ciones ma´s alla´ de las discutidas en la citada seccio´n. Para falicitar el ana´lisis
de la estructura de autovalores se recomienda ver el Ape´ndiceF.
Las degeneraciones asociadas a la RMHD se pueden clasificar en dos tipos
que podemos relacionar directamente con las degeneraciones que presenta la
MHD cla´sica. En la MHD, las degeneraciones se presentan en:
a) los autovalores asociados a las ondas que se propagan en la direccio´n
perpendicular al campo magne´tico, en cuyo caso los autovalores de Alfve´n y los
magnetoso´nicos lentos coinciden con el autovalor entro´pico;
b) los autovalores asociados a las ondas que se propagan en la direccio´n
del campo magne´tico, en cuyo caso los autovalores de Alfve´n coinciden con los
magnetoso´nicos lentos, los magnetoso´nicos ra´pidos o con ambos.
En la RMHD encontramos los mismos tipos de degeneraciones que en la
MHD, aunque las condiciones bajo las cuales se dan, las debemos formular en
forma covariante teniendo en cuenta que el campo magne´tico depende del ob-
servador. Veremos a continuacio´n que la condicio´n de degeneracio´n de un cierto
autovalor se puede caracterizar en base a las componentes normal y tangencial
al frente de onda asociado a dicho autovalor del campo magne´tico medido por el
observador como´vil. Como los autovalores de Alfve´n esta´n siempre implicados
en las degeneraciones, bastara´ considerar las condiciones de degeneracio´n sobre
la onda de Alfve´n.
4.8.1 Degeneracio´n de tipo I
En este tipo de degeneracio´n se igualan los dos autovalores de Alfve´n, los dos
magnetoso´nicos lentos y el entro´pico, producie´ndose una degeneracio´n qu´ıntuple
(ver Fig. 4.3), es decir
λ−a = λ
−
s = λe = λ
+
s = λ
+
a . (4.86)
A partir de la ecuacio´n (4.77), vemos que para que se cumpla que λa = λe(= vx),
debe verificarse que Bx = 0. Dada la ordenacio´n de autovalores que discutimos
en la seccio´n anterior, la degeneracio´n de los autovalores de Alfve´n y entro´pico
deber´ıa implicar la degeneracio´n de los autovalores magnetoso´nicos lentos. Efec-
tivamente, si tenemos en cuenta la expresio´n obtenida al sustituir en N4 el auto-
valor entro´pico, Ec. (4.81), vemos que la u´nica condicio´n para que el polinomio
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Figura 4.3: Ejemplo de las funciones a2AN4 y N4 bajo la degeneracio´n de tipo
I. Se ha tomado el estado definido por ρ = 1.0,  = 1.0, vx = 0.5, vy = 0.0, vz =
0.0, Bx = 0.0, By = 0.2, Bz = 0.0. Los autovalores son: λf = −0.2231, λa =
λs = λe = 0.5, λf = 0.8681. Los rombos marcan los autovalores magnetoso´nicos
y los tria´ngulos los autovalores de Alfve´n y entro´pico.
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Figura 4.4: Ejemplo de degeneracio´n de tipo I. Autovalores en funcio´n del campo
longitudinal, Bx para el estado definido por ρ = 1.0,  = 1.0, vx = 0.0, vy = 0.0,
vz = 0.0, By = 1.0, Bz = 0.0. Los autovalores de Alfve´n se han representado
con l´ınea continua, los magnetoso´nicos con l´ınea de punto-raya y el autovalor
entro´pico, con l´ınea discontinua. Se observa la formacio´n de la degeneracio´n de
tipo I al anularse el campo magne´tico longitudinal.
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N4 evaluado en el autovalor entro´pico se anule es que B(λe) = 0. Al desarrollar
esta funcio´n obtenemos:
B(λe)(≡ bµφµ(λe)) = bx − b0vx = B
x
W
, (4.87)
con lo que Bx debe ser igual a cero.
Vemos, por tanto, que si Bx = 0, los autovalores asociados a la direccio´n x,
presentara´n una degeneracio´n qu´ıntuple (la Fig. 4.4 ilustra este hecho). Esta
condicio´n se puede plantear, sin embargo, en forma manifiestamente covariante.
En efecto, caracterizaremos esta degeneracio´n imponiendo que la componente
del campo magne´tico normal al frente de onda de Alfve´n, bn, sea nula, ya que
b2n =
B2
G+ a2
, (4.88)
que es igual a cero si B se evalu´a para cualquiera de los autovalores degenerados.
As´ı, esta condicio´n significa que el tetravector campo magne´tico es ortogonal a
la direccio´n de propagacio´n de la onda de Alfve´n en el sistema de referencia
como´vil.
4.8.2 Degeneracio´n de tipo II
En este tipo de degeneracio´n, (al menos) un autovalor de Alfve´n coincide con
uno o dos autovalores magnetoso´nicos (ve´ase la Fig. 4.5). Debemos resaltar
que en MHD cla´sica, cuando uno de los autovalores de Alfve´n presenta esta
degeneracio´n, le ocurre lo mismo al otro autovalor. Sin embargo, esto deja de
cumplirse en RMHD y podr´ıamos tener este tipo de degeneracio´n en uno solo
de los autovalores de Alfve´n.
Si recordamos la funcio´n obtenida al sustituir un autovalor de Alfve´n en N4,
ec. (4.84), vemos que esta funcio´n se puede anular por dos motivos, dependiendo
de cua´l de los dos factores, a o bt, se anule. El primer caso, a = 0, implica que
λa = vx y corresponder´ıa a la degeneracio´n de tipo I ya estudiada. La otra
alternativa, el que el tetravector campo magne´tico transversal al frente de onda
de Alfve´n, bt, sea nulo, es la que caracteriza la degeneracio´n de tipo II. Esta
condicio´n se puede expresar en te´rminos de bn, imponiendo que bn = b, que es
equivalente a
b2 =
B2
G+ a2
, (4.89)
donde todas las cantidades se han calculado para el autovalor de Alfve´n consid-
erado, λa.
Geome´tricamente, la condicio´n anterior significa que el tetravector campo
magne´tico es paralelo a la direccio´n de propagacio´n de la onda de Alfve´n en el
sistema como´vil, lo que es equivalente a decir que los tetravectores velocidad,
campo magne´tico y vector de ondas para la onda de Alfve´n son coplanarios.
Para concluir nuestro ana´lisis sobre la degeneracio´n de tipo II, debemos
discernir entre aquellos casos en los que el autovalor de Alfve´n se iguala al
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Figura 4.5: Ejemplo de las funciones a2AN4 y N4 bajo la degeneracio´n de tipo
II. Se ha tomado el estado definido por ρ = 1.0,  = 1.0, vx = 0.0, vy = 0.0, vz =
0.0, Bx = 100.0, By = 0.0, Bz = 0.0. Los autovalores son: λf = λa = ±0.99987,
λs = ±0.6545, λe = 0.0. Los rombos marcan los autovalores magnetoso´nicos y
los tria´ngulos los autovalores de Alfve´n y entro´pico.
56 Cap´ıtulo 4
Figura 4.6: Ejemplo de degeneracio´n de tipo II. Autovalores en funcio´n de la
energ´ıa interna espec´ıfica,  para el estado definido por ρ = 1.0, vx = 0.0,
vy = 0.0, vz = 0.0, Bx = 1.0, By = 0.0, Bz = 0.0. Los autovalores de Alfve´n se
han representado con l´ınea continua, los magnetoso´nicos lentos con rombos y los
ra´pidos con tria´ngulos. Finalmente, el autovalor entro´pico se ha representado
con cruces. Al aumentar la energ´ıa interna espec´ıfica se observa la degeneracio´n
de los autovalores de Alfve´n primero con los magnetoso´nicos ra´pidos, luego con
los ra´pidos y los lentos y, finalmente, so´lo con los lentos.
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magnetoso´nico lento, al ra´pido o a los dos simulta´neamente. A fin de realizar
este ana´lisis, estudiaremos primero el caso en el que la velocidad del fluido es
cero, lo que nos permitira´ caracterizar en forma covariante los distintos subcasos
y a continuacio´n estudiaremos el caso en el que el fluido se mueva con una cierta
velocidad.
Consideremos una onda propaga´ndose en la direccio´n del eje x. Si la veloci-
dad del fluido es cero, la condicio´n de degeneracio´n de tipo II (4.89), conduce
a
bµ = (0, bx, 0, 0). (4.90)
Como en el caso cla´sico, el campo transversal a la direccio´n de propagacio´n
de la onda es nulo y los dos autvalores de Alfve´n sufren degeneracio´n. Adema´s,
las expresiones de todos los autovalores son expl´ıcitas, obtenie´ndose el autovalor
entro´pico
λe = 0, (4.91)
los autovalores de Alfve´n
λa = ±
√
(bx)2
E
, (4.92)
donde E = ρh + b2. Finalmente, los cuatro autovalores magnetoso´nicos los
obtendremos resolviendo la ecuacio´n bicuadrada
λ4 − λ2
(
Ω2 +
(bx)2c2s
E
)
+
(bx)2c2s
E
= 0, (4.93)
con Ω2 = c2s + c
2
a− c2sc2a, siendo c2a = b2/E y cs la velocidad del sonido. As´ı, los
dos autovalores magnetoso´nicos lentos son
λs = ±
√
1
2
[
d2 − (d4 − 4v2ac2s)1/2
]
(4.94)
y los dos autovalores magnetoso´nicos ra´pidos
λf = ±
√
1
2
[
d2 + (d4 − 4v2ac2s)1/2
]
, (4.95)
donde d2 = c2s + c
2
a + c
2
s(v
2
a − c2a) y v2a = (bx)2/E.
Analizando las expresiones anteriores llegamos a las siguientes condiciones
que permiten discernir entre los diferentes subcasos de degeneracio´n de tipo II
(ver Fig. 4.6):
 Subcaso 1: ca > cs, entonces λf = λaSubcaso 2: ca < cs, entonces λs = λaSubcaso 3: ca = cs, entonces λf = λa = λs. (4.96)
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Las condiciones que hemos escrito involucran magnitudes escalares y, por tanto,
son condiciones manifiestamente covariantes que nos permiten saber en que´ caso
de degeneracio´n nos encontramos independientemente de cua´l sea la velocidad
del fluido.
Hay que sen˜alar, sin embargo, que si la velocidad del fluido es cero, lo que
ocurra con un autovalor de Alfve´n ocurrira´ con el otro ya que todos los auto-
valores se distribuyen sime´tricamente con respecto al entro´pico, que vale cero.
Esto no ocurrira´ en el caso en que dicha velocidad no sea cero como veremos a
continuacio´n.
El que el campo magne´tico transversal a la direccio´n de propagacio´n de la
onda medido por el observador como´vil sea nulo es condicio´n necesaria para que
un autovalor magnetoso´nico este´ degenerado con un autovalor de Alfve´n. Para
ver en que´ condiciones dicho campo magne´tico puede anularse recordaremos su
definicio´n (ecuacio´n (4.74))
bµt =
u0 − λux
α11α22 − α212
(
(g2α22 − g1α12)αµ1 + (g1α11 − g2α12)αµ2
)
. (4.97)
En la expresio´n anterior, los coeficientes g1 y g2 son
g1 =
bz(u0 − λux) + bxuzλ− b0uz
u0 − λux = B
z +
vzλ
1− λvxB
x, (4.98)
g2 =
by(u0 − λux) + bxuyλ− b0uy
u0 − λux = B
y +
vyλ
1− λvxB
x. (4.99)
La ecuacio´n que plantea la anulacio´n de bt es lineal en λ, por lo que so´lo para
un autovalor magnetoso´nico el observador como´vil medira´ campo magne´tico
transversal a la direccio´n de propagacio´n de la onda nulo. Por otro lado, del
ana´lisis de la ecuacio´n anterior se sigue tambie´n que la u´nica posibilidad para
que bt se anule para las cuatro ondas magnetoso´nicas es que By = Bz = vy =
vz = 0.
Hasta aqu´ı, simplemente analizando el cumplimiento de la condicio´n nece-
saria referida a la anulacio´n del campo magne´tico transversal, hemos podido
concluir que para el caso general de un fluido en movimiento habra´ degen-
eracio´n para un u´nico autovalor de Alfven. Consideremos ahora la ecuacio´n que
define N4, ec. (4.41), para el autovalor magnetoso´nico con bt = 0. Tras algunas
manipulaciones algebraicas, dicha ecuacio´n puede escribirse en te´rminos de bt
como
N4 =
1
c2s
[A(a2 − (a2 +G)c2s)− b2ta2(a2 +G)(1− c2s)] . (4.100)
La ecuacio´n se simplifica al hacer bt = 0,
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N4 =
1
c2s
A [a2 − (a2 +G)c2s] , (4.101)
de la que podemos concluir que el autovalor magnetoso´nico en cuestio´n puede
estar degenerado con el autovalor de Alfven (si verifica A = 0) o puede, incluso,
no estar degenerado (si verifica a2 − (a2 +G)c2s = 0). Es decir, la condicio´n de
que bt sea nulo para un autovalor magnetoso´nico es condicio´n necesaria pero no
suficiente para que dicho autovalor este´ degenerado con un autovalor de Alfven.
Finalmente, dado que acabamos de probar que, en general, so´lo podra´ haber
un autovalor magnetoso´nico degenerado, cabe preguntarse si en el caso de un
fluido en movimiento, podra´ darse la doble degeneracio´n descrita por el subcaso
3 para un fluido en reposo. Para que esto pueda darse, el mismo autovalor
debera´ anular a la vez A y a2 − (a2 +G)c2s. So´lo as´ı el autovalor sera´ una ra´ız
doble de N4. Consideremos un autovalor magnetoso´nico para el que bt = 0 y
que cumple A = 0. Entonces, puede deducirse que
a2 =
b2G
ρh
. (4.102)
Sustituyendo el valor de a2 en a2 − (G + a2)c2s = 0 y recordando la definicio´n
de E, llegamos a:
c2s =
b2
E
(≡ c2a), (4.103)
condicio´n que coincide con la encontrada en el caso del fluido en reposo.
Llegados a este punto merece la pena recapitular y recordar los elementos
esenciales del ana´lisis de la degeneracio´n de tipo II que acabamos de hacer:
• Para que se de´ una degeneracio´n de tipo II, el campo magne´tico tangencial
al frente de onda de Alfve´n medido por el observador como´vil debe ser cero.
Por contra, la degeneracio´n de tipo I se da cuando se anula la componente
normal.
• Desde un punto de vista geome´trico, la degeneracio´n de tipo II se caracter-
iza por el hecho de que los tetravectores u, b y φ son coplanarios (mientras
que en la degeneracio´n de tipo I, b es ortogonal al plano definido por u y
φ).
• Para que un autovalor magnetoso´nico presente degeneracio´n de tipo II
es condicio´n necesaria que el campo magne´tico tangencial al frente de
onda medido por el observador como´vil sea cero, aunque no es condicio´n
suficiente.
• La degeneracio´n de un autovalor de Alfve´n no implica la degeneracio´n del
otro autovalor de Alfve´n, salvo que estemos en el caso en que el campo y
las velocidades so´lo tengan componentes en la direccio´n x.
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• En el caso de que el campo magne´tico y las velocidades so´lo tengan com-
ponentes en la direccio´n x (es decir, By = Bz = vy = vz = 0), habra´, en
general, dos autovalores magnetoso´nicos degenerados. Adema´s, los otros
dos no degenerados verificara´n
a2 − (G+ a2)c2s = 0. (4.104)
• La degeneracio´n de los vectores magnetoso´nicos puede caracterizarse me-
diante la comparacio´n de las velocidades del sonido, cs, y de Alfve´n, ca, en
el estado correspondiente de forma que: si ca > cs, entonces el autovalor
magnetoso´nico degenerado con el de Alfve´n es un autovalor magnetoso´nico
ra´pido; si ca < cs, entonces el autovalor magnetoso´nico degenerado con el
de Alfve´n es uno lento; y si, finalmente, ca = cs, entonces hay una triple
degeneracio´n.
Para acabar, so´lo nos resta comprobar que no existe ningu´n caso de de-
generacio´n ma´s alla´ de los tipos I y II ya discutidos. Segu´n la ordenacio´n de
autovalores vista en la seccio´n anterior, el u´nico caso que restar´ıa por analizar
es aquel en el que λs = λe. Sin embargo, como hemos visto, ello so´lo puede
ocurrir si Bx = 0, con lo que estar´ıamos en la degeneracio´n de tipo I.
4.8.3 Autovectores para los casos degenerados
En los casos de degeneracio´n, los autovectores propuestos en la Seccio´n 4.5
correspondientes a los autovalores degenerados se anulan. Por este motivo se
han buscado nuevas expresiones para los autovectores asociados a los autova-
lores degenerados. Los autovectores que transcribimos son los propuestos por
Komissarov (1999a).
Para la degeneracio´n de tipo I los cinco autovectores en el sistema de varia-
bles de Anile asociados al valor propio degenerado son
r1 = (gαµµβγδbβuγφδ, 0µ, 0, 0), (4.105)
r2 = (bµ,b2uµ, 0, 0), (4.106)
r3 = (0µ, bµ,−b2, 0), (4.107)
r4 = (0µ, gαµµβγδbβuγφδ, 0, 0), (4.108)
r5 = (0µ, 0µ, 0, 1). (4.109)
El conjunto de autovectores se completa con los asociados a los autovalores
magneto´sonicos ra´pidos, que no se anulan ni pierden tampoco la condicio´n de
autovector en el estado degenerado.
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Para la degeneracio´n de tipo II, los autovectores en el sistema de Anile
asociados a los autovalores degenerados son
r1,2 = (α
µ
1,2,
B
a
αµ1,2, 0, 0), (4.110)
donde los αµ1,2 esta´n definidos en (4.64) y (4.65).
Para el subcaso 3 se propone adicionalmente el autovector
r3 =
(
− a
ρhc2sB
bµ,− B
aρh
uµ, 1, 0
)
. (4.111)
Como en el caso de la degeneracio´n de tipo I, los autovectores asociados a
los autovalores no degenerados siguen siendo va´lidos.
En este instante, podr´ıa parecer que tenemos ya toda la informacio´n sobre la
estructura caracter´ıstica del sistema necesaria para la construccio´n del algoritmo
nume´rico, sin embargo aun estamos lejos de ello. Deberemos resolver al menos
tres cuestiones previas:
1. Los autovectores esta´n expresados en un sistema de variables (el de va-
riables covariantes) que no es el que nos interesara nume´ricamente. A la
hora de elaborar el co´digo nume´rico necesitamos usar los autovectores ex-
presados en el sistema de variables conservadas. Como veremos, el cambio
entre estos dos sistemas de variables, al ser de diferente dimensio´n, no es
en absoluto trivial. Este punto sera´ abordado en el Cap´ıtulo 5.
2. El algoritmo nume´rico debe funcionar de forma robusta tanto en estados
del sistema no degenerados como degenerados. Una posibilidad hubiera
sido la de buscar un criterio operativo para cambiar de forma automa´tica el
juego de autovectores. Sin embargo, nuestra eleccio´n ha sido la de buscar
un u´nico juego de autovectores (renormalizados) que sea completo tanto
en los estados no degenerados como en los degenerados. Esta cuestio´n la
abordaremos en el Cap´ıtulo 6.
3. Finalmente, el algoritmo nume´rico necesita tambie´n un conjunto completo
de autovectores a izquierdas. En el Cap´ıtulo 7 presentamos la obtencio´n
del correspondiente conjunto de autovectores renormalizados a partir de
los correspondientes autovectores en variables covariantes presentados por
Anile (1989).
4.9 No convexidad de las ecuaciones de la mag-
netohidrodina´nica
En un sistema convexo, los diferentes campos caracter´ısticos tienen un cara´cter
definido bien como campos genuinamente no lineales o como campos lineal-
mente degenerados (ver, por ejemplo, el Ape´ndice B o, para un estudio ma´s
profundo, LeVeque 1992). En el caso de la magnetohidrodina´mica, tanto cla´sica
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como relativista, los campos caracter´ısticos entro´pico y de Alfven son lineal-
mente degenerados mientras que los campos caracter´ısticos correspondientes a
los autovalores magnetoso´nicos pasan de genuinamente no lineales a linealmente
degenerados precisamente en los estados degenerados. Por este hecho, el sistema
de ecuaciones se dice que es no convexo. La no convexidad de las ecuaciones de
la MHD cla´sica se discute en el Ape´ndice C. La prueba de la no convexidad en
el caso relativista se encuentra en el Ape´ndice G.
El cara´cter no convexo del sistema de ecuaciones es causa de diferentes com-
portamientos patolo´gicos, como la no unicidad de la solucio´n para ciertos pro-
blemas de valores iniciales, asociada, en el caso de la MHD cla´sica y relativista,
al desarrollo de las llamadas ondas compuestas (ver Torrilhon 2003). Un ejemplo
de onda compuesta se vera´, precisamente, en uno de los tests unidimensionales
presentados en el Cap´ıtulo 8 (Seccio´n 8.10). Existe todav´ıa controversia sobre
el cara´cter no convexo de la MHD dado que las mencionadas ondas compuestas
no ser´ıan soluciones estables (podr´ıamos decir admisibles). Este es el punto de
vista defendido por Falle y Komissarov (1999).
4.10 Discontinuidades en RMHD
En esta seccio´n vamos a revisar los diferentes tipos de discontinuidades que
admite la magnetohidrodina´mica relativista. Nos basaremos en el Cap´ıtulo 5
del libro de Lichnerowicz (1967) y en la Seccio´n 8.4 del libro de Anile (1989),
adaptando su contenido a nuestra notacio´n.
Los campos caracter´ısticos esta´n asociados a diferentes tipos de soluciones
discontinuas segu´n se trate de campos genuinamente no lineales o linealmente
degenerados. En el caso de la magnetohidrodina´mica, tanto cla´sica como rela-
tivista, los campos caracter´ısticos entro´pico y de Alfven, linealmente degenera-
dos, esta´n asociados, respectivamente, a la propagacio´n de las discontinuidades
tangenciales y de las ondas de Alfven. Fuera de los casos de degeneracio´n, los
campos caracter´ısticos correspondientes a los autovalores magnetoso´nicos esta´n
asociados a los choques magnetoso´nicos. Todos estos tipos de discontinuidad
van a ser analizados en la presente seccio´n.
Una discontinuidad viene caracterizada por una hipersuperficie φ(xβ) = 0 a
trave´s de la cual una o ma´s variables son discontinuas. El vector normal a la
hipersuperficie sera´ φα ≡ ∂αφ, y supondremos, sin pe´rdida de generalidad, que
φα = (−vs, 1, 0, 0), donde vs sera´ la velocidad a la que se propaga la disconti-
nuidad7.
Para que las soluciones discontinuas sean compatibles con las leyes de con-
servacio´n correspondientes a las ecuaciones de la RMHD (4.2), se deben cumplir
las siguientes condiciones de salto a trave´s de la discontinuidad
7A lo largo de esta seccio´n, la hipersuperficie φ(xβ) = 0 va a estar asociada a la propagacio´n
de una discontinuidad, y no se trata, como en el resto del cap´ıtulo, de una hipersuperficie
caracter´ıstica. La similitud de la notacio´n alcanza tambie´n a las definiciones de a, B, E,
... que ahora pasan a depender de la hipersuperficie de discontinuidad y su velocidad de
propagacio´n, vs.
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[
ρ uα
]
φα = 0, (4.112)
[
bαuβ − bβuα]φα = 0, (4.113)
[
Tαβ
]
φα = 0, (4.114)
donde [F ] ≡ FR−FL denota el salto de la variable F entre los estados a ambos
lados de la superficie de discontinuidad (L de left y R de right). De estas
ecuaciones se deducen inmediatamente una serie de magnitudes invariantes a
trave´s de la discontinuidad.
De la primera condicio´n de salto (4.112) obtenemos que
m ≡ ρuµφµ = ρa, (4.115)
asociada al flujo de masa, es un invariante a trave´s de la discontinuidad. Para el
caso de una discontinuidad propaga´ndose a lo largo del eje x, m = ρu0(vx−vs),
donde vx = ux/u0.
De la segunda condicio´n de salto (4.113) deducimos que el vector
V µ ≡ Buµ − abµ (4.116)
es tambie´n un vector invariante a trave´s de la discontinuidad y tangente a ella,
como se deriva del hecho de que la contraccio´n V µφµ sea igual a cero. Como
puede comprobarse, las componentes 0 y x de este tetravector esta´n asociadas
a la conservacio´n de la componente normal del trivector campo magne´tico (Bx,
para una discontinuidad propaga´ndose a lo largo del eje x). Las componentes y
y z expresan la conservacio´n del campo ele´ctrico transversal a la discontinuidad
en el sistema como´vil con la discontinuidad.
Por u´ltimo, a partir de la tercera condicio´n de salto (4.114), asociada a la
conservacio´n del flujo de momento y energ´ıa, obtenemos que el vector
Wµ ≡ Eauµ +
(
p+
b2
2
)
φµ − Bbµ (4.117)
es tambie´n un vector invariante a trave´s de la discontinuidad.
La RMHD admite diferentes tipos de discontinuidades que procedemos a
caracterizar.
4.10.1 Discontinuidades tangenciales
Diremos que estamos ante una discontinuidad tangencial si la cantidadm definida
en (4.115) es nula. Entonces, a = 0 y se tiene que vx = vs, es decir, que la ve-
locidad normal a ambos lados de la discontinuidad coincide con la velocidad de
propagacio´n de la propia discontinuidad (vxL = v
x
R = vs).
Si sustituimos la condicio´n a = 0 en los dos vectores invariantes a trave´s de
la discontinuidad (4.116), (4.117) tenemos entonces que
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V µ = Buµ, (4.118)
Wµ =
(
p+
b2
2
)
φµ − Bbµ. (4.119)
Llegados a este punto tenemos dos posibilidades dependiendo del valor de B.
Si B 6= 0, teniendo en cuenta (4.118) y que uαuα = −1, calculando el mo´dulo
del V µ, llegamos a [B] = 0, [uβ] = 0, (4.120)
que conducen, al tener en cuenta (4.119), a[
bβ
]
= 0,
[
p
]
= 0 (4.121)
quedando indeterminado u´nicamente el salto en densidad. Este tipo de discon-
tinuidad se conoce como discontinuidad de contacto.
Por otra parte, si B = 0, se tiene, por un lado que[
p+
1
2
b2
]
= 0 (4.122)
y que BxL = B
x
R = 0, adema´s de v
x
L = v
x
R = vs. El resto de los saltos (densi-
dad y componentes tangenciales del campo magne´tico) quedan indeterminados.
Tenemos, en definitiva, dos estados en equilibrio de presiones y con campos
magne´ticos tangentes a la discontinuidad.
4.10.2 Discontinuidades no tangenciales
Las discontinuidades no tangenciales se caracterizan por tener m 6= 0. Estas
discontinuidades son las llamadas ondas de Alfve´n y los choques magnetoso´nicos
ra´pidos y lentos.
Para discontinuidades no tangenciales podemos definir una serie adicional
de magnitudes invariantes a trave´s de la discontinuidad8
H ≡ −V
µVµ
m2
=
1
ρ2
(B2
a2
− b2
)
, (4.123)
β ≡ Bh, (4.124)
F ≡ αˆ+
(
p+
1
2
b2
)
G
a2
, (4.125)
8Remitimos al lector a las ya citadas monograf´ıas de Lichnerowicz (1967) y Anile (1989)
para una demostracio´n completa. Las diferencias entre las notaciones utilizadas por estos
autores son, en general, triviales, excepto el hecho de que Lichnerowicz usa un vector normal
a la hipersuperficie normalizado.
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K ≡ h2 + m
2h2
ρ2G
+
2hχ
ρ
−Hχ, (4.126)
L ≡ χαˆ2, (4.127)
donde se han definido
αˆ ≡ h
ρ
−H, (4.128)
χ ≡ b2 − m
2H
G
=
b2(G+ a2)− B2
G
=
b2t (G+ a
2)
G
. (4.129)
Llamaremos ondas de Alfve´n a las discontinuidades no tangenciales que ver-
ifican (Lichnerowicz 1967)
A(≡ Ea2 − B2) = 0. (4.130)
Por otro lado, puesto que para las discontinuidades no tangenciales es fa´cilmente
demostrable que
A = m2αˆ (4.131)
y dado que m 6= 0, vemos que las ondas de Alfve´n se caracterizan por αˆL =
αˆR = 0. Ahora, teniendo en cuenta esta condicio´n, operando con las magni-
tudes invariantes a trave´s de discontinuidades que acabamos de definir, puede
obtenerse que [
ρ
]
= 0, (4.132)
[
p
]
= 0, (4.133)
[
b2
]
= 0, (4.134)
[
uαφα
]
=
[
a
]
= 0, (4.135)
[
bαφα] =
[B] = 0. (4.136)
Como se deduce de las expresiones anteriores, las presio´n te´rmica y la densi-
dad permanecen constantes a trave´s de la discontinuidad. Las componentes de
la velocidad y del campo magne´tico a ambos lados de la discontinuidad esta´n
ligadas para satisfacer las ecuaciones (4.134)-(4.136). En el caso cla´sico estas
condiciones conducen a la constancia de la componente normal de la veloci-
dad del fluido a trave´s de la discontinuidad y a una mera rotacio´n del campo
magne´tico y la velocidad tangenciales a la discontinuidad (de ah´ı que las ondas
de Alfven reciban tambie´n el nombre de discontinuidades rotacionales). En el
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caso relativista, sin embargo, la velocidad del fluido normal a la onda puede ser
discontinua y el campo magne´tico tangencial, adema´s de rotar, puede cambiar
de mo´dulo.
Analizado el caso en el que αˆL = αˆR = 0, cabe plantearse que´ ocurre en el
resto de casos. Lichnerowicz (1967) demuestra que si αˆR = αˆL 6= 0 no existe
discontinuidad. Tambie´n demuestra que los choques magnetoso´nicos cumplen
que αˆLαˆR > 0.
Bajo esta condicio´n se puede encontrar la extensio´n de la adiaba´tica de
Hugoniot a la RMHD, la llamada adiaba´tica de Lichnerowicz
[
h2
]− (hL
ρL
+
hR
ρR
)[
p
]
+
1
2
[
h
ρ
] [
χ
]
= 0 (4.137)
que liga las variables termodina´micas y el campo magne´tico a ambos lados del
choque magnetoso´nico.
Los choques magnetoso´nico ra´pidos verifican que
0 < αˆ′ < αˆ (4.138)
donde la ′ hace referencia al estado post-choque, refirie´ndose la otra cantidad al
estado pre-choque. Alternativamente, los choques magnetoso´nicos lentos verifi-
can
αˆ′ < αˆ < 0. (4.139)
Una consecuencia inmediata de estas definiciones y del cara´cter invariante
de L definida en (4.127) es que la presio´n magne´tica crece tras un choque ra´pido
y decrece tras uno lento. Adicionalmente, a partir de la definicio´n de αˆ (4.128),
se tiene que
h′
ρ′
<
h
ρ
. (4.140)
Finalmente, teniendo en cuenta que a trave´s de un choque magnetoso´nico,
s′ > s y asumiendo ciertas condiciones de compresibilidad9 se puede demostrar
que
p′ > p, h′ > h, y ρ′ > ρ. (4.142)
Comentaremos tambie´n que en los choques magnetoso´nicos ra´pidos, bajo
determinadas circunstancias, puede aparecer una componente tangencial del
campo magne´tico en el material al atravesar el choque no estando esta com-
ponente presente en el material antes de atravesar el choque. A este tipo de
9 (
∂h/ρ
∂s
)
p
> 0,
(
∂h/ρ
∂p
)
s
< 0 y
(
∂2h/ρ
∂p2
)
s
> 0, (4.141)
ver Lichnerowicz (1967).
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ondas de choque se les llama switch-on. En el caso de choques magnetoso´nicos
lentos lo que puede ocurrir es justo lo contrario, es decir, la anulacio´n de la
componente tangencial del campo al atravesar la onda de choque (switch-off).
4.11 Rarefacciones
Una onda simple es una solucio´n suave autosemejante de la RMHD. Esta onda
puede ser compresiva o expansiva dependiendo de si el fluido se comprime o
expande al atravesar la onda o bien ondas en las que la densidad es constante.
Las rarefacciones corresponden a ondas simples expansivas y esta´n asociadas
a campos caracter´ısticos genuinamente no lineales. En esta seccio´n veremos
los tipos de ondas de rarefaccio´n que admite la RMHD. Para un estudio ma´s
profundo remitimos al lector al art´ıculo Anile y Muscato (1988) y al libro Anile
(1989).
Como en la RMHD so´lo hay dos campos caracter´ısticos genuinamente no
lineales, podemos tener dos tipos de ondas de rarefaccio´n: las magnetoso´nicas
lentas y las magnetoso´nicas ra´pidas.
Estas ondas de rarefaccio´n, a diferencia de las ondas de choque, conectan
estados constantes de la misma entrop´ıa espec´ıfica: la entrop´ıa espec´ıfica a trave´s
de la rarefaccio´n se mantiene constante. Adema´s, el cara´cter autosemejante de
la onda, hace que los eatdos dentro de la rarefaccio´n dependan de una sola
variable. Si tomamos como variable independiente a trave´s de la rarefaccio´n la
presio´n p, las ecuaciones que las describen son (Anile, 1989):
duα
dp
=
rαm
Ea2A ,
dbα
dp
=
rα+4m
Ea2A (4.143)
(donde el super´ındice del autovector rm hace referencia a la componente del
citado autovector, de 0 a 9). En estas ecuaciones se ha supuesto que no hay de-
generacio´n de los autovalores magnetoso´nicos. En este caso, el campo magne´tico
b2 es una funcio´n creciente de p en la ondas magnetoso´nicas ra´pidas y decre-
ciente en las ondas magnetoso´nicas lentas. Adema´s, el campo magne´tico no
sufre rotacio´n a trave´s de las rarefacciones magnetoso´nicas. Remitimos al lec-
tor a la bibliograf´ıa mencionada para un estudio ma´s detallado de los casos
degenerados.
Comentaremos por u´ltimo que, al contrario de lo que ocurre en el caso de on-
das de choque, puede haber rarefacciones ra´pidas en las que el campo magne´tico
transversal se anule al atravesar la rarefaccio´n (switch-off), y rarefacciones lentas
en las que la componente transversal del campo se haga diferente de cero al
atravesar la rarefaccio´n, siendo esta componente cero en el material a la en-
trada de la rarefaccio´n (switch-on).
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Cap´ıtulo 5
Cambios de sistema de
variables
Hasta este momento hemos realizado el ana´lisis espectral de la RMHD en el
sistema de variables propuesto por Anile (U˜, definido en 4.24). Aunque en
este sistema de variables resulta ma´s sencillo el ana´lisis espectral, el nu´mero
de variables de este sistema, 10, es mayor que el necesario para especificar el
estado del fluido. Esto se debe a que existen tres ligaduras f´ısicas que no se han
utilizado para reducir el sistema de ecuaciones. Estas tres ligaduras se pueden
expresar matema´ticamente como uαuα = −1, bαuα = 0 y ∇ ·B = 0.
Adema´s, los esquemas nume´ricos que utilizaremos hacen uso de la forma
conservativa de las ecuaciones de la RMHD y son a estas variables conservadas
y no a las variables de Anile a las que debemos referir los autovectores obtenidos
en la descomposicio´n espectral.
En las siguientes pa´ginas expondremos la teor´ıa general que hemos deducido
para estos cambios de sistemas de variables, que no son en principio triviales
ya que los espacios que generan cada uno de los sistemas de variables tienen
diferente dimensio´n. Procederemos, por tanto, a obtener las expresiones para
realizar los cambios entre los dos sistemas de variables. En estas expresiones
aparecera´n derivadas termodina´micas que dejaremos indicadas ya que el ca´lculo
de e´stas depende de la ecuacio´n de estado elegida. Como ya se ha hecho en
el cap´ıtulo anterior, a fin de simplificar las expresiones, particularizaremos los
autovectores de la matriz jacobiana en la direccio´n del eje x, que corresponde a
elegir φµ = (−λ, 1, 0, 0). Los casos correspondientes a las otras dos direcciones
se obtienen trivialmente mediante permutacio´n c´ıclica de las coordenadas.
Adema´s del sistema de variables conservadas, expondremos tambie´n la trans-
formacio´n a un sistema de variables que denominaremos como sistema reducido
de variables, V˜, el cual nos facilitara´ realizar algunos desarrollos anal´ıticos que
sera´n usados ma´s adelante. Adema´s, algunos esquemas nume´ricos utilizan, en
los procesos de reconstruccio´n de variables, la descomposicio´n espectral en este
sistema o en sistemas de variables similares (Balsara 2001).
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5.1 Autovectores a derechas
Para obtener los autovectores a derechas en un sistema de 7 variables1 W (en
la pra´ctica, el sistema de variables conservadas, U (2.22), o el sistema reducido
de variables, V˜ que definiremos a continuacio´n) a partir del sistema de variables
definido por Anile, U˜, deberemos transformar los autovectores a derechas del
sistema de Anile realizando el producto de la matriz de transformacio´n, M,
por el autovector correspondiente. Para obtener esta matriz de transformacio´n
debemos expresar las variablesW en funcio´n de las variables de Anile,W(U˜) y
as´ı, la matriz M se obtiene realizando las correspondientes derivadas parciales,
M =
∂W
∂U˜
. (5.1)
No´tese, sin embargo, que la forma funcionalW(U˜) no es u´nica, ya que podemos
utilizar las ligaduras entre las variables de Anile para obtener diferentes expre-
siones funcionales y, por tanto, no existe una u´nica matriz de transformacio´n.
A pesar de ello, al proceder a la transformacio´n de los autovectores, el resultado
es independiente de la matriz utilizada.
Una vez explicado el procedimiento general, pasaremos a aplicarlo en los
sistemas reducido de variables y en el sistema de variables conservadas.
5.1.1 Sistema de Anile-Sistema reducido de variables
Por la simplicidad de ca´lculo, a partir del sistema de Anile, definimos el sis-
tema reducido de variables, V˜, como el conjunto de variables independientes
siguientes:
V˜ ≡ (ux, uy, uz, by, bz, p, ρ)T . (5.2)
Haciendo las derivadas oportunas para obtener la matriz y realizando el pro-
ducto r¯ =Mr, obtenemos las siguientes ecuaciones de transformacio´n para las
componentes de los autovectores en el sistema de variables reducido:
r¯ux = rux , (5.3)
r¯uy = ruy , (5.4)
r¯uz = ruz , (5.5)
r¯by = rby , (5.6)
r¯bz = rbz , (5.7)
1Recordemos que, si bien en principio, tenemos que fijar 8 variables para definir un estado
las componentes del campo magne´tico esta´n ligadas por la condicio´n de divergencia nula,
restando pues una variable al total de variables independientes.
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r¯p = rp, (5.8)
r¯ρ =
(
∂ρ
∂p
)
s
rp +
(
∂ρ
∂s
)
p
rs, (5.9)
donde ra hace referencia a la componente del autovector a derechas en el sistema
de variables de Anile asociado a la variable a, y r¯b hace referencia a la compo-
nente del autovector a derechas en el sistema de variables reducido, asociado a
la variable b.
Como ejemplo de esta transformacio´n, daremos ahora las expresiones de los
autovectores obtenidos transformando los autovectores dados en la Seccio´n 4.5.
El autovector entro´pico es
r¯e =
(
0, 0, 0, 0, 0, 0,
(
∂ρ
∂s
)
p
)T
, (5.10)
los autovectores de Alfve´n son de la forma
r¯a =

−aλa(vyBz − vzBy)
a
(
λa(vxBz − vzBx)−Bz
)
a
(− λa(vxBy − vyBx) +By)
B (λa(vxBz − vzBx)−Bz)
B (− λa(vxBy − vyBx) +By)
0
0

(5.11)
y los autovectores magnetoso´nicos son
r¯m =

adx
ady
adz
Bdy + aAfy
Bdz + aAfz
a2A
a2A
(
∂ρ
∂p
)
s

. (5.12)
Las funciones a, di, B, A y f i han sido definidas en la Seccio´n 4.5.
5.1.2 Sistema de Anile-Sistema de variables conservadas
Para el sistema de variables conservadas, U, definido en (4.11), podemos tomar
la matriz de transformacio´n, M, como:
72 Cap´ıtulo 5

ρ 0 0 0 0 0
Eux Eu0 0 0 −2b0u0ux − bx 2bxu0ux − b0
Euy 0 Eu0 0 −2b0u0uy − by 2bxu0uy
Euz 0 0 Eu0 −2b0u0uz − bz 2bxu0uz
2Eu0 0 0 0 −2b0u0u0 − b0 2bxu0u0 − bx
by 0 −b0 0 −uy 0
bz 0 0 −b0 −uz 0
0 0 ∂pρu0 ∂sρu0
2byu0ux 2bzu0ux ∂p(ρh)u0ux ∂s(ρh)u0ux
2byu0uz − b0 2bzu0uz ∂p(ρh)u0uy ∂s(ρh)u0uy
2byu0uz 2bzu0uz − b0 ∂p(ρh)u0uz ∂s(ρh)u0uz
2byu0u0 − by 2bzu0u0 − bz ∂p(ρh)u0u0 − 1 ∂s(ρh)u0u0
u0 0 0 0
0 u0 0 0

, (5.13)
donde:
∂p =
(
∂
∂p
)
s
∂s =
(
∂
∂s
)
p
.
Como en la seccio´n anterior, daremos la expresio´n de los autovectores en
variables conservadas obtenidos al multiplicar la matriz M por los autovectores
descritos en la Seccio´n 4.5 en variables de Anile.
El autovector entro´pico en variables conservadas es
Re =
(
∂ρ
∂s
)
p
u0

1
ux
uy
uz
u0
0
0

, (5.14)
el autovector de Alfve´n en variables conservadas es:
Ra =

−ρ an1
−(E((ux)2 − λ2a(u0)2)− ((bx)2 − λ2a(b0)2))n1
Ea(−uyn1 + u0λan2 − u0Bz) + (byn1 − (λan2 −Bz)b0)B
Ea(−uzn1 − λan3u0 + u0By) + (bzn1 + (λan3 −By)b0)B
n1(−n3 + λaBy) + (λan2 −Bz)Bx
n1(−n2 + λaBz)− (λan3 −By)Bx
2n1(Bb0 − Eu0a)

, (5.15)
donde hemos definido:
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n1 = vyBz − vzBy , n2 = vxBz − vzBx y n3 = vxBy − vyBx. (5.16)
Finalmente, los autovectores magnetoso´nicos, Rm, son
ρad0 + ∂pρu
0a2A
aE(uxd0 + u0dx)− B(bxd0 + b0dx)− aA(bxf0 + b0fx) + 2u0uxH+ ∂p(ρh)u0uxa2A
aE(uyd0 + u0dy)− B(byd0 + b0dy)− aA(byf0 + b0fy) + 2u0uyH+ ∂p(ρh)u0uya2A
aE(uzd0 + u0dz)− B(bzd0 + b0dz)− aA(bzf0 + b0fz) + 2u0uzH+ ∂p(ρ)u0uza2A
a(byd0 − b0dy) + B(−d0uy + dyu0) + aA(−vyf0 + fy)
a(bzd0 − b0dz) + B(−d0uz + dzu0) + aA(−vyf0 + fz)
2Eu0ad0 + (2(u0)2 − 1)H− 2b0(Bd0 + aAf0) +
(
∂p(ρ)(u
0)2 − 1
)
a2A

,
donde
H = Bbαdα + aAbαfα = −AB
2
ρh
+
a2Ab2
ρhc2s
. (5.17)
5.1.3 Sistema reducido de variables-Sistema de variables
conservadas
Los autovectores a derechas antes deducidos para los sistemas reducido de va-
riables (r¯V˜) y para el sistema de variables conservadas (RU) esta´n relacionados
entre s´ı a trave´s de la matriz del cambio del sistema variables, ∂U/∂V˜, mediante
el producto
RU =
∂U
∂V˜
r¯V˜. (5.18)
Esta matriz, al contrario que las matrices de los cambios dadas anterior-
mente, esta´ un´ıvocamente definida. Deduciremos a continuacio´n su expresio´n.
Si partimos de que las ligaduras del sistema se pueden escribir como: (u
0)2 = 1 + (ux)2 + (uy)2 + (uz)2
b0u0 = bxux + byuy + bzuz
Bx = cte⇒ bxu0 = Bx + b0ux
.
No´tese que en el caso de ondas propaga´ndose en la direccio´n del eje x (φµ =
(−λ, 1, 0, 0)) , la condicio´n de divergencia nula del campo magne´tico, ∇ · B =
0, es equivalente a Bx = cte ya que todas las variables dependen so´lo de la
coordenada x.
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Podemos obtener las siguientes derivadas parciales2:
∂u0
∂ui
=
ui
u0
i = x, y, z, (5.19)
∂b0
∂bi
≡ (b0)bi =
uiu0
(u0)2 − (ux)2 i = y, z, (5.20)
∂b0
∂ux
≡ (b0)ux = b
x
u0
, (5.21)
∂b0
∂ui
≡ (b0)ui =
1
(u0)2 − (ux)2
(
Bi − bxu
xui
u0
)
i = y, z, (5.22)
∂bx
∂bi
≡ (bx)bi =
uxui
(u0)2 − (ux)2 i = y, z, (5.23)
∂bx
∂ux
≡ (bx)ux = b
0
u0
, (5.24)
∂bx
∂ui
≡ (bx)ui =
1
(u0)2 − (ux)2
(
Biux
u0
− bxui
)
i = y, z. (5.25)
As´ı, escribimos que la matriz jacobiana del cambio es
ρux/u0
2(−b0(b0)ux + bx(bx)ux)uxu0) + E(uxux/u0 + u0)− b0(bx)ux − (b0)uxbx
2(−b0(b0)ux + bx(bx)ux)u0uy + Euxuy/u0 − (b0)uxby
2(−b0(b0)ux + bx(bx)ux)u0uz + Euxuz/u0 − (b0)uxbz
(−b0(b0)ux + bx(bx)ux)(2u0u0 − 1) + 2Eux − 2b0(b0)ux
byux/u0 − uy(b0)ux
bzux/u0 − uz(b0)ux
ρuy/u0
2(−b0(b0)uy + bx(bx)uy)u0ux + Euxuy/u0 − (b0)uybx − b0(bx)uy
2(−b0(b0)uy + bx(bx)uy)u0uy + E(uyuy/u0 + u0)− (b0)uyby
2(−b0(b0)uy + bx(bx)uy)u0uz + Euzuy/u0 − (b0)uybz
(−b0(b0)uy + bx(bx)uy)(2u0u0 − 1) + 2Euy − 2b0(b0)uy
byuy/u0 − uy(b0)uy − b0
bzuy/u0 − uz(b0)uy
2En las siguientes expresiones se han escrito sub´ındices en negrita para denotar la derivada
parcial respecto de la variable correspondiente.
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ρuz/u0
2(−b0(b0)uz + bx(bx)uz)u0ux + Euxuz/u0 − (b0)uzbx − b0(bx)uz
2(−b0(b0)uz + bx(bx)uz)u0uy + Euyuz/u0 − (b0)uzby
2(−b0(b0)uz + bx(bx)uz)u0uz + E(uzuz/u0 + u0)− (b0)uzbz
(−b0(b0)uz + bx(bx)uz)(2u0u0 − 1) + 2Euz − 2b0(b0)uz
byuz/u0 − uy(b0)uz
bzuz/u0 − uz(b0)uz − b0
0
2(−b0(b0)by + bx(bx)by)u0ux − bx(b0)by − b0(bx)by
2(−b0(b0)by + bx(bx)by)u0uy − by(b0)by − b0
2(−b0(b0)by + bx(bx)by)u0uz − bz(b0)by
(−b0(b0)by + bx(bx)by)(2u0u0 − 1)− 2b0(b0)by
u0 − uy(b0)by
−uz(b0)by
0
2(−b0(b0)bz + bx(bx)bz)u0ux − bx(b0)bz − b0(bx)bz
2(−b0(b0)bz + bx(bx)bz)u0uy − by(b0)bz
2(−b0(b0)bz + bx(bx)bz)u0uz − bz(b0)bz − b0
(−b0(b0)bz + bx(bx)bz)(2u0u0 − 1)− 2b0(b0)bz
−uy(b0)bz
u0 − uz(b0)bz
0
ρ∂phu
0ux
ρ∂phu
0uy
ρ∂phu
0uz
ρ∂phu
0u0 − 1
0
0
u0
(h+ ρ∂ρh)u0ux
(h+ ρ∂ρh)u0uy
(h+ ρ∂ρh)u0uz
(h+ ρ∂ρh)u0u0
0
0

, (5.26)
donde las parciales termodina´micas indicadas son
∂ρh =
(
∂h
∂ρ
)
p
y ∂ph =
(
∂h
∂p
)
ρ
. (5.27)
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5.2 Autovectores a izquierdas
En esta seccio´n obtendremos la matriz del cambio, N, necesaria para realizar
la transformacio´n de los autovectores a izquierdas en el sistema de variables de
Anile, U˜, al sistema de 7 variablesW (en nuestro caso reducidas o conservadas).
Si el cambio fuera entre sistemas de variables de igual dimensio´n, la matriz N
no ser´ıa ma´s que la inversa de la matriz correspondiente al cambio entre los
autovectores a derechas, N = M−1. Sin embargo, en nuestro caso no es as´ı.
Debemos recordar que en el sistema de variables de mayor dimensio´n no todas
las variables son independientes y existen tres ligaduras f´ısicas que no se han
tenido en cuenta. La forma ma´s sencilla de proceder es suponer que tres de las
variables del sistema de Anile no son variables independientes. La opcio´n que
proponemos es suponer como dependientes las variables (u0, b0, bx).
Llegados a este punto, por claridad explicativa, procedemos a reordenar
el sistema de variables definido por Anile (U˜ = (uµ, bµ, p, s)), agrupando las
variables que consideraremos independientes. As´ı redefinimos
U¯ = (ux, uy, uz, by, bz, p, s, u0, b0, bx). (5.28)
Ana´logamente a lo que se vio al comienzo de la seccio´n anterior, para obtener
los autovectores a derechas, RW, en el sistema de variables W, a partir de los
autovectores a derechas, RU¯, en el sistema de variables de Anile reordenado, U¯,
debemos realizar
RW =M ·RU¯ con M =
∂W
∂U¯
,
siendo M una matriz 7 × 10, que podremos descomponer como M ≡ (A,B)
donde A es una matriz 7 × 7, en donde aparecer´ıan las derivadas parciales de
las variables del sistemaW respecto de las consideradas variables independientes
del sistemas de variables de Anile y B es una matriz 7×3, en donde las derivadas
se realizan respecto de las consideradas variables dependientes en el sistema de
Anile.
Por otro lado, los autovectores a izquierda debera´n transformarse de acuerdo
con la ecuacio´n
LW = LU¯ ·N,
donde LW es un vector de dimensio´n 7×1, LU¯ es un vector de dimensio´n 10×13
y N es una matriz 10× 7 que podemos descomponer como
N ≡
(
H
K
)
siendo H una matriz 7× 7 y K una matriz 3× 7.
3No´tese que los autovectores por la izquierda pertenencen al espacio dual de aquel al que
pertenencen los autovectores a derechas. Para denotar esta propiedad, los representatemos
como vectores fila.
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Las matrices N y M deben cumplir la condicio´n
M ·N = I7×7.
Si A es invertible, llegamos a la siguiente condicio´n
H = A−1 −A−1 ·B ·K.
La matriz K es la matriz de las derivadas parciales de u0, b0 y bx como
funciones, un´ıvocamente definidas, de las variables del sistema W
K =
∂(u0, b0, bx)
∂W
. (5.29)
Aplicaremos a continuacio´n este procedimiento a los diferentes sistemas de
variables a fin de obtener la matriz del cambio para los autovectores a izquierdas
correspondientes.
5.2.1 Sistema de Anile-Sistema reducido de variables
En concreto si abordamos el cambio al sistema reducido de variables ya definido:
V˜ ≡ (ux, uy, uz, by, bz, p, ρ), tenemos que
A =

1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 (∂pρ)s (∂sρ)p

, (5.30)
B = 07×3. (5.31)
Las componente de la matriz K vendra´n definidas por las derivadas parciales
ya dadas en (5.19)-(5.25).
As´ı, para el sistema reducido de variables V˜ obtenemos la siguiente ley de
transformacio´n para las componentes:
l¯ux =
∂u0
∂ux
lu0 + lux +
∂b0
∂ux
lb0 +
∂bx
∂ux
lbx , (5.32)
l¯uy =
∂u0
∂uy
lu0 + luy +
∂b0
∂uy
lb0 +
∂bx
∂uy
lbx , (5.33)
l¯uz =
∂u0
∂uz
lu0 + luz +
∂b0
∂uz
lb0 +
∂bx
∂uz
lbx , (5.34)
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l¯by =
∂b0
∂by
lb0 +
∂bx
∂by
lbx + lby , (5.35)
l¯bz =
∂b0
∂bz
lb0 +
∂bx
∂bz
lbx + lbz , (5.36)
l¯p = lp +
(
∂s
∂p
)
ρ
ls, (5.37)
l¯ρ =
(
∂s
∂ρ
)
p
ls. (5.38)
Como en el caso de los autovectores a derechas, la hace referencia a la com-
ponente del autovector a izquierdas en el sistema de variables de Anile asociado
a la variable a, y l¯b hace referencia a la componente del autovector a izquierdas
en el sistema de variables reducido, asociado a la variable b.
Aplicaremos esta transformacio´nes en el Cap´ıtulo 7, donde abordaremos la
renormalizacio´n de los autovectores a izquierda.
5.2.2 Sistema de Anile-Sistema de variables conservadas
La obtencio´n de una matriz para transformar los autovectores a izquierdas desde
el sistema de Anile al de variables conservadas, resulta bastante tediosa. En las
siguientes pa´ginas expondremos el desarrollo realizado para su obtencio´n que,
como se vera´, esta´ acabado, a falta de la realizacio´n de un producto matricial.
Esta matriz de transformacio´n no se ha llegado a utilizar porque para el ca´lculo
de las expresiones de los autovectores a izquierdas en variables conservadas se
prefirio´ partir de las expresiones renormalizadas de los autovectores a izquierdas
en el sistema reducido de variables, proceso que se expondra´ en el Cap´ıtulo 7.
Si tenemos en cuenta la reordenacio´n del sistema de Anile que hemos pro-
puesto, U¯ ≡ (ux, uy, uz, by, bz, p, s, u0, b0, bx), debemos reordenar las columnas
de la matriz definida en (5.1.2). As´ı obtenemos que la correspondiente matriz
de transformacio´n M es
0 0 0 0 0 ∂pρu0
Eu0 0 0 2byu0ux 2bzu0ux ∂p(ρh)u0ux
0 Eu0 0 2byu0uy − b0 2bzu0uy ∂p(ρh)u0uy
0 0 Eu0 2byu0uz 2bzu0uz − b0 ∂p(ρh)u0uz
0 0 0 2byu0u0 − by 2bzu0u0 − bz ∂p(ρh)u0u0 − 1
0 −b0 0 u0 0 0
0 0 −b0 0 u0 0
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∂sρu
0 ρ 0 0
∂s(ρh)u0ux Eux −2b0u0ux − bx 2bxu0ux − b0
∂s(ρh)u0uy Euy −2b0u0uy − by 2bxu0uy
∂s(ρh)u0uz Euz −2b0u0uz − bz 2bxu0uz
∂s(ρh)u0u0 2Eu0 −2b0u0u0 − b0 2bxu0u0 − bx
0 by −uy 0
0 bz −uz 0

, (5.39)
donde las parciales termodina´micas indicadas son
∂p =
(
∂
∂p
)
s
y ∂s =
(
∂
∂s
)
p
,
y donde la raya vertical separa las submatrices A y B.
Podemos calcular la matriz A−1 y obtenemos
AuxEb
MEu0
1
Eu0
−b0byux(D−2)
MEu0
−b0bzux(D−2)
MEu0
Auy
M
0 G1
−b0bzuy(D−2)
MEb
Auz
M
0 −b
0byuz(D−2)
MEb
F1
Ab0uy
Mu0
0 b
0G1
u0
−(b0)2bzuy(D−2)
Mu0Eb
Ab0uz
Mu0
0 −(b
0)2byuz(D−2)
Mu0Eb
b0F1
u0
T 0 −(2(u
0)2−1)b0by
Mu0
−(2(u0)2−1)b0bz
Mu0
1
u0∂sρ
− T∂pρ
∂sρ
0 (2(u
0)2−1)b0by∂pρ
Mu0∂sρ
(2(u0)2−1)b0bz∂pρ
Mu0∂sρ
−DuxEb
EM
−byux(D−2)
M
−bzux(D−2)
M
−Du0uy
M
−byuy(D−2)
M
+ b
0G1
u0
−bzEu0uy(D−2)
MEb
−Du0uz
M
−byEu0uz(D−2)
MEb
−bzuz(D−2)
M
+ b
0F1
u0
−Duyb0
M
EG1
−Eb0bzuy(D−2)
MEb
−Duzb0
M
−Eb0byuz(D−2)
MEb
EF1
H
MEb
−(2(u0)2−1)byE
M
−(2(u0)2−1)bzE
M
−H∂pρ
MEb∂sρ
(2(u0)2−1)byE∂pρ
M∂sρ
(2(u0)2−1)bzE∂pρ
M∂sρ

, (5.40)
donde
A =
∂s(ρh)
∂sρ
, C = ∂p(ρh)−A∂pρ , Eb = Eu0 − (b
0)2
u0
, (5.41)
F = Eu0 + 2b0byuy − (b
0)2
u0
, G = Eu0 + 2b0bzuz − (b
0)2
u0
, (5.42)
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H = GF − 4(b0)2bybzuyuz = E2b + 2Ebb0(byuy + bzuz), (5.43)
M = (C(u0)2 − 1)Eb + (C − 2)b0(byuy + bzuz), (5.44)
T =
−A ((u0)2Eb + b0(byuy + bzuz))
u0M
, (5.45)
G1 =
1
H
(
G+
(2(u0)2 − 1)Ebb0byuyC
M
)
, (5.46)
F1 =
1
H
(
F +
(2(u0)2 − 1)Ebb0bzuzC
M
)
. (5.47)
Podemos calcular el producto A−1B, obtenie´ndose

ux
M
((
Aρ
Eu0 − C(u
0)2+1
u0
)
Eb − (C + 2)((by)2 + (bz)2)
)
uy
M
(
Aρ− (C(u0)2 + 1)E − (by)2(C − 2)− (bz)2Eu0Eb
)
+G1 b
0by
u0
uz
M
(
Aρ− (C(u0)2 + 1)E − (bz)2(C − 2)− (by)2Eu0Eb
)
+ F1 b
0bz
u0
uyb0
Mu0
(
Aρ− (C(u0)2 + 1)E − (C − 2)(bz)2Eu0Eb
)
+ EG1by
uzb0
Mu0
(
Aρ− (C(u0)2 + 1)E − (C − 2)(by)2Eu0Eb
)
+ EF1bz
Tρ+ EM
(
2Ebu0 +
2(u0)2+1
u0 b
0(byuy + bzuz)
)
− (2(u0)2 − 1)((by)2 + (bz)2)
ρ(1−Tu0∂pρ)
u0∂sρ
− E∂pρM∂sρ
(
2Ebu0 +
2(u0)2+1
u0 b
0(byuy + bzuz)− (2(u0)2 − 1)((by)2 + (bz)2)
)
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ux
M
(
(C+2)b0Eb
E
+ (C − 2)
((
(by)2 + (bz)2
)
b0
Eu0
+ (byuy + bzuz)
))
− bx
Eu0
uy
M
((C + 2)u0uyb0 + (C − 2)
(
byuy + b
0(bz)2
Eb
+ b
zuzEu0
Eb
)
uz
M
((C + 2)u0uzb0 + (C − 2)
(
bzuz + b
0(by)2
Eb
+ b
yuyEu0
Eb
)
uyb0
M
(
−(C + 2)b0 + (C − 2) bz
Eb
(
b0bz
u0
+ Euz
))
−G1
(
b0by
u0
+ Euy
)
uzb0
M
(
−(C + 2)b0 + (C − 2) by
Eb
(
b0by
u0
+ Euy
))
− F1
(
b0bz
u0
+ Euz
)
J
J
∂pρ
∂sρ
1
EM ((C − 2)bxuxEb)− b0/(Eu0)
1
M (C − 2)bxu0uy
1
M (C − 2)bxu0uz
1
M (C − 2)b0bxu0uy
1
M (C − 2)b0bxu0uz
2(u0)2−1
M b
xEb
(2(u0)2−1)∂pρ
M∂sρ
bxEb

,
donde
J =
1
M
(
(2(u0)2 − 1)
u0
b0((by)2 + (bz)2)
+
(
(2(u0)2 − 1)E − 4(b0)2) (byuy + bzuz)− (2(u0)2 − 1)b0Eb). (5.48)
Siguiendo la explicacio´n dada al comienzo de esta seccio´n, para obtener la
matriz N, so´lo nos queda calcular la submatriz K (5.29).
Como no conocemos las expresiones expl´ıcitas de u0, b0 y bx en el sistema
de variables conservadas, tendremos que escribir estas parciales recurriendo a la
variable Z ya introducida en (4.22), que escribimos como
82 Cap´ıtulo 5
Z = ρh(u0)2. (5.49)
Usando esta variable, y las ecuaciones que relacionan las variables conser-
vadas y primitivas, se obtienen las siguientes ecuaciones:
b0 = (B · S)u
0
Z
, (5.50)
bx =
Bx
u0
+
Sxu0 + b0Bx
Z +B2
b0
u0
, (5.51)
(u0)2 =
(Z +B2)2
(Z +B2)2 − S2 − (S·B)2Z2 (2Z +B2)
. (5.52)
A partir de estas expresiones deducimos las parciales de u0, b0 y bx respecto
a las variables conservadas en funcio´n de Z y sus derivadas parciales.
∂u0
∂D
=
u0
Z +B2
{
1− (u0)2 − (b
0)2
Z
}
∂Z
∂D
, (5.53)
∂u0
∂Sj
=
u0
Z +B2
{(
1− (u0)2 − (b
0)2
Z
)
∂Z
∂Sj
+ u0
(
uj +
b0Bj
Z
)}
, (5.54)
∂u0
∂τ
=
u0
Z +B2
{
1− (u0)2 − (b
0)2
Z
}
∂Z
∂τ
, (5.55)
∂u0
∂Bj
=
u0
Z +B2
{(
1− (u0)2 − (b
0)2
Z
)
∂Z
∂Bj
+ 2Bj(1− (u0)2) +
b0
(
u0Sj
Z
+ uj
)}
, (5.56)
∂b0
∂D
=
−b0(Z + b2)(u0)2
Z(Z +B2)
∂Z
∂D
, (5.57)
∂b0
∂Sj
=
−b0(Z + b2)(u0)2
Z(Z +B2)
∂Z
∂Sj
+
u0Bj
Z
(
1 +
(b0)2
Z +B2
)
+
u0b0uj
Z +B2
, (5.58)
∂b0
∂τ
=
−b0(Z + b2)(u0)2
Z(Z +B2)
∂Z
∂τ
, (5.59)
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∂b0
∂Bj
=
−b0(Z + b2)(u0)2
Z(Z +B2)
∂Z
∂Bj
+
u0Sj
Z
(
1 +
(b0)2
Z +B2
)
+ 2(1− (u0)2) b
0Bj
(Z +B2)
+
(b0)2
Z +B2
uj , (5.60)
∂bx
∂D
=
1
Z +B2
{
bx((u0)2 − 1)− u0uxb0 2Z + b
2
Z
}
∂Z
∂D
, (5.61)
∂bx
∂Sj
=
1
Z +B2
{(
bx((u0)2 − 1)− u0uxb0 2Z + b
2
Z
)
∂Z
∂Sj
+
ux
(
Bj(ρh+ b2)
ρh
+ b0uj
)
−Bxuj + b
0
u0
δxj
}
, (5.62)
∂bx
∂τ
=
1
Z +B2
{
bx
(
(u0)2 − 1)− u0uxb0 2Z + b2
Z
}
∂Z
∂τ
, (5.63)
∂bx
∂Bj
=
1
Z +B2
{(
bx((u0)2 − 1)− u0uxb0 2Z + b
2
Z
)
∂Z
∂Bj
+Sj
ρh+ b2
ρh
ux +
ujb
0
u0
(
b0ux −Bx
)
− 2Bj
(
u0bx − B
x
u0
)}
. (5.64)
Para realizar el ca´lculo de las derivadas parciales de la funcio´n Z, debemos
conocer la ecuacio´n de estado. Si tomamos una ecuacio´n de estado de gas
ideal (p = (γ¯ − 1)ρε, donde γ¯ es el exponente adiaba´tico), y manipulamos las
expresiones que definen las variables conservadas en te´rminos de las primitivas,
como hacemos en la Seccio´n 8.9, obtenemos la ecuacio´n
(
τ − Z −B2 + (B · S)
2
2Z2
)
(u0)2 +
(
γ¯ − 1
γ¯
)
(Z −Du0) + B
2
2
= 0, (5.65)
que nos aporta una relacio´n adicional entre las parciales de Z y de u0 respecto
de las variables conservadas.
A partir de esta ecuacio´n deducimos las parciales de Z respecto al sistema
de variables conservadas que nos permiten la obtencio´n de la matriz K.
∂Z
∂D
=
(γ¯ − 1)u0(Z +B2)
µ
, (5.66)
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∂Z
∂Sj
=
γ¯
µ
{
−b0u0Bj
Z
(Z +B2)− 1
Z +B2
(
γ¯ − 1
γ¯
(Du0 − 2Z)−B2
)
·
(
Sj(u0)2 +
u0b0
Z
(2Z +B2)Bj
)}
, (5.67)
∂Z
∂τ
=
−γ¯(u0)2(Z +B2)
µ
, (5.68)
∂Z
∂Bj
=
γ¯
µ
{(
(2(u0)2 − 1)Bj − b
0u0
Z
Sj
)
(Z +B2)−
( γ¯ − 1
γ¯
(Du0 − 2Z)
−B2
)[
2Bj(1− (u0)2) + b
0
Z +B2
(
(2Z +B2)u0
Z
Sj + b0Bj
)]}
,(5.69)
donde se ha definido
µ = (γ¯ − 1)(Z −Du0)
(
(u0)2 − 1 + (b
0)2
Z
)
− (Z + b2)(u0)2. (5.70)
Con todas estas expresiones podemos calcular la matrizN de transformacio´n
entre los autovectores a izquierdas en el sistema de variables de Anile y el sistema
de variables conservadas, aunque aqu´ı no daremos, como ya hemos dicho, las
expresiones expl´ıcitas.
5.3 Sistema reducido de variables-Sistema de va-
riables conservadas
Como se vera´ en el Cap´ıtulo 7, a la hora de obtener los autovectores a izquier-
das en el sistema de variables conservadas renormalizados, resulta conveniente
partir de los autovectores en el sistema reducido de variables. Es por ello por
lo que abordamos a continuacio´n la obtencio´n de la matriz jacobiana de la
transformacio´n entre los sistemas reducido de variables y el sistema de variables
conservadas, ∂V˜/∂U, inversa de la matriz (5.26).
El principal problema al que nos enfrentamos es que no tenemos expresiones
expl´ıcitas de las variables reducidas en funcio´n de las variables conservadas. Para
superar este obsta´culo, recurrimos de nuevo a la variable auxiliar Z = ρh(u0)2.
La matriz jacobiana la escribiremos en te´rminos de las derivadas parciales de
esta variable respecto de las variables conservadas. Escribiremos a continuacio´n
las componentes de la matriz jacobiana.
Para calcular las derivadas parciales de la densidad partimos de la ecuacio´n:
Cambios de sistema de variables 85
ρ =
D
u0
(5.71)
y obtenemos:
∂ρ
∂D
=
1
u0
− D
u0(Z +B2)
{
1− (u0)2 − (b
0)2
Z
}
∂Z
∂D
, (5.72)
∂ρ
∂Sj
=
−D
u0(Z +B2)
{(
1− (u0)2 − (b
0)2
Z
)
∂Z
∂Sj
+ u0
(
uj +
b0Bj
Z
)}
, (5.73)
∂ρ
∂τ
=
−D
u0(Z +B2)
{
1− (u0)2 − (b
0)2
Z
}
∂Z
∂τ
, (5.74)
∂ρ
∂Bj
=
−D
u0(Z +B2)
{(
1− (u0)2 − (b
0)2
Z
)
∂Z
∂Bj
+ 2Bj(1− (u0)2)
+ b0
(
u0Sj
Z
+ uj
)}
. (5.75)
Para calcular las derivadas parciales de ui partimos de la ecuacio´n:
ui =
u0Si + b0Bi
Z +B2
, (5.76)
y obtenemos
∂ui
∂D
=
−u0
Z +B2
{
u0ui +
b0bi
Z
}
∂Z
∂D
, (5.77)
∂ui
∂Sj
=
u0
Z +B2
{
δij −
(
u0ui +
b0bi
Z
)
∂Z
∂Sj
+
(
uju
i +
Bjb
iu0
Z
)}
, (5.78)
∂ui
∂τ
=
−u0
Z +B2
{
u0ui +
b0bi
Z
}
∂Z
∂τ
, (5.79)
∂ui
∂Bj
=
1
Z +B2
{
b0δij − u0
(
u0ui +
b0bi
Z
)
∂Z
∂Bj
− 2(u0)2Bjui
+ b0uiuj +
(u0)2Sjbi
Z
}
. (5.80)
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Para calcular las derivadas parciales de bi partimos de la ecuacio´n:
bi =
Bi + b0ui
u0
, (5.81)
y obtenemos
∂bi
∂D
=
1
Z +B2
{
bi((u0)2 − 1)− u0uib0 2Z + b
2
Z
}
∂Z
∂D
, (5.82)
∂bi
∂Sj
=
1
Z +B2
{(
bi((u0)2 − 1)− u0uib0 2Z + b
2
Z
)
∂Z
∂Sj
+
ui
(
Bj
(
1 +
b2(u0)2
Z
)
+ b0uj
)
−Biuj + b
0
u0
δij
}
, (5.83)
∂bi
∂τ
=
1
Z +B2
{
bi((u0)2 − 1)− u0uib0 2Z + b
2
Z
}
∂Z
∂τ
, (5.84)
∂bi
∂Bj
=
δij
u0
+
1
Z +B2
{(
bi((u0)2 − 1)− u0uib0 2Z + b
2
Z
)
∂Z
∂Bj
+
(b0)2
u0
δij + Sj
(
1 +
b2(u0)2
Z
)
ui +
ujb
0
u0
(
b0ui −Bi
)
− 2Bj
(
u0bi − B
i
u0
)}
.(5.85)
Para calcular las derivadas parciales de la presio´n p despejamos esta variable
de la ecuacio´n (4.21), obteniendo la ecuacio´n:
p = Z − τ +B2
(
1− 1
2(u0)2
)
− (S ·B)
2Z2
, (5.86)
y obtenemos
∂p
∂D
=
Z + b2
Z +B2
∂Z
∂D
, (5.87)
∂p
∂Sj
=
Z + b2
Z +B2
∂Z
∂Sj
+
1
(Z +B2)u0
(
B2uj − b0Bj
)
, (5.88)
∂p
∂τ
=
Z + b2
Z +B2
∂Z
∂τ
− 1, (5.89)
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∂p
∂Bj
=
1
Z +B2
{
(Z + b2)
∂Z
∂Bj
− b
0Sj
u0
+
B2bj
u0
+
(
2− 1
(u0)2
)
ZBj
}
. (5.90)
Como ya hemos indicado las diversas parciales de Z deben ser calculadas
teniendo en cuenta la ecuacio´n de estado. Para el caso de gas ideal las parciales
de Z son las indicadas en las ecuaciones (5.66)-(5.69).
5.3.1 Forma de los autovectores a izquierdas en el sistema
de variables conservadas
Podemos escribir ahora las expresiones generales de las componentes de los
vectores a izquierdas en el sistema de variables conservadas a partir de las ex-
presiones de los vectores a izquierdas en el sistema reducido de variables.
LD =
l¯ρ
u0
+
1
Z +B2
{
− ρ
(
1− (u0)2 − (b
0)2
Z
)
l¯ρ + (Z + b2) l¯p −
u0
(
u0ui +
b0bi
Z
)
l¯ui +
(
bi((u0)2 − 1)− u0uib0 2Z + b
2
Z
)
l¯bi
}
∂Z
∂D
(5.91)
LSk =
1
Z +B2
{{
− ρ
(
1− (u0)2 − (b
0)2
Z
)
l¯ρ + (Z + b2) l¯p
− u0
(
u0ui +
b0bi
Z
)
l¯ui +
(
bi((u0)2 − 1)− u0uib0 2Z + b
2
Z
)
l¯bi
}
∂Z
∂Sk
+D
(
ui +
b0Bi
Z
)
l¯ρ + u0 l¯uiδik + b
0 l¯biδ
i
k +
B2uk − b0Bk
u0
l¯p +
u0
(
uiuk +
Bkb
iu0
Z
)
l¯ui +
(
ui
(
Bk
(
1 +
b2(u0)2
Z
)
+ b0uk
)
−Biuk
)
l¯bi
}
(5.92)
Lτ =
1
Z +B2
{
− ρ
(
1− (u0)2 − (b
0)2
Z
)
l¯ρ − u0
(
u0ui +
b0bi
Z
)
l¯ui +
(Z + b2)l¯p +
(
bi((u0)2 − 1)− u0uib0 2Z + b
2
Z
)
l¯bi
}
∂Z
∂τ
− l¯p (5.93)
LBk =
1
Z +B2
{{
− ρ
(
1− (u0)2 − (b
0)2
Z
)
l¯ρ − u0
(
u0ui +
b0bi
Z
)
l¯ui +
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(Z + b2)l¯p +
(
bi((u0)2 − 1)− u0uib0 2Z + b
2
Z
)
l¯bi
}
∂Z
∂Bk
+
b0 l¯uiδ
i
k + Eu
0 l¯Biδ
i
k +
(
−2(u0)2Bkui + b0uiuk + (u0)2Skb
i
Z
)
l¯ui
+
(−b0Sk +B2bk
u0
+
(
2− 1
(u0)2
)
ZBk
)
l¯p +
(
Sku
i
(
1 +
b2(u0)2
Z
)
+
(
b0ui −Bi)ukb0
u0
−Bk
(
u0b0ui +
1− (u0)2
u0
Bi
))
l¯Bi
}
(5.94)
5.4 Sistema de variables conservadas modificado
Si en lugar del sistema de variables conservadas U ≡ (D,Sx, Sy, Sz, τ, By, Bz)T
trabajamos con el sistema de variables conservadas:
Uˆ ≡ (D,Sx, Sy, Sz, τ −D,By, Bz)T , (5.95)
los nuevos autovectores son ide´nticos a los anteriores salvo las siguientes com-
ponentes:
rˆτ−D = rτ − rD (5.96)
y
lˆτ−D = lD + lτ . (5.97)
Cap´ıtulo 6
Renormalizacio´n de los
autovectores a derechas
Los autovectores a derechas descritos en los cap´ıtulos anteriores no son va´lidos en
todo el espacio de variables. En concreto, los autovectores a derechas asociados
a los autovalores de Alfve´n y magnetoso´nicos se anulan cuando los autovalores
correspondientes son degenerados. El objetivo de este cap´ıtulo es proponer una
renormalizacio´n de estos autovectores con el fin de evitar este problema.
Antes de abordar la renormalizacio´n, recordaremos cua´les son los tres sis-
temas de variables en los que trabajaremos: i) Sistema de variables cova-
riantes definido por Anile, U˜ ≡ (uµ, bµ, p, s)T ; ii) Sistema reducido de varia-
bles V˜ ≡ (ux, uy, uz, by, bz, p, ρ)T ; iii) Sistema de variables conservadas, U ≡
(D,Sx, Sy, Sz, τ, By, Bz)T . Para transformar los autovectores de un sistema de
variables a otro seguiremos lo expuesto en el cap´ıtulo anterior. Por simplicidad,
tanto en el sistema reducido de variables como en el sistema de variables con-
servadas, las expresiones estara´n dadas para un espacio-tiempo plano, descrito
en coordenadas cartesianas.
Procedemos ahora a renormalizar cada uno de los atovectores de la RMHD.
6.1 Autovector entro´pico
Este vector no presenta ninguna patolog´ıa en ninguno de los puntos del espacio
de valores f´ısicos posibles, por lo que no hay que proceder a su renormalizacio´n.
Por completitud escribiremos las formas que adopta en los diferentes sistemas
de variables antes definidos.
6.1.1 Sistema de variables de Anile
Como ya vimos, en el sistema de variables de Anile este autovector es de la
forma (4.53)
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re = (0µ, 0µ, 0, 1)T . (6.1)
6.1.2 Sistema reducido de variables
En el sistema reducido de variables, este autovector es de la forma (5.10)
r¯e =
(
0, 0, 0, 0, 0, 0,
(
∂ρ
∂s
)
p
)T
. (6.2)
6.1.3 Sistema de variables conservadas
Por u´ltimo, en el sistema de variables conservadas, este autovector es de la forma
(5.14)
Re =
(
∂ρ
∂s
)
p
u0
(
1, ux, uy, uz, u0, 0, 0
)T
. (6.3)
6.2 Autovectores de Alfve´n
Los autovectores asociados a los autovalores de Alfve´n, en cada uno de los
sistemas de variables definidos, se anulan en los dos tipos de degeneraciones que
se presentan en la RMHD.
Empezaremos abordando el problema en el sistema de variables de Anile, y
una vez resuelto en este sistema, hallaremos los autovectores ya renormalizados
en los otros sistemas mediante las transformaciones indicadas en el cap´ıtulo
anterior.
6.2.1 Sistema de variables de Anile
Empecemos recordando que los autovalores de Alfve´n (4.45) son
λa =
bx ± ux√E
b0 ± u0√E , (6.4)
y los correspondientes autovectores en el sistema de variables de Anile (4.54),
ra =
(
a αδνµφ
δuνbµ,B gαββδνµφδuνbµ, 0, 0
)T
. (6.5)
Como ya hemos comentado, estos autovectores se anulan cuando el autovalor
correspondiente es degenerado. Analicemos ahora que´ es lo que sucede en cada
tipo de degeneracio´n.
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La degeneracio´n de tipo I (4.8.1), en la cual coinciden los autovalores de
Alfve´n, los magnetoso´nicos lentos y el entro´pico, viene caracterizada por la
condicio´n bn = 0. En el estado degenerado se tiene que
a = 0, B = 0 (6.6)
y que
αβγδu
βφγbδ 6= 0, (6.7)
puesto que el vector bδ no es paralelo al plano definido por uβ y φγ .
Vemos, por tanto, que los autovectores se anulan ya que lo hacen las fun-
ciones a y B. Sin embargo, si realizamos el ca´lculo de B/a, obtenemos (ver
Ape´ndice H)
(B
a
)
±
= ∓
√
E. (6.8)
Observamos, por tanto, que la funcio´n B/a es una funcio´n bien definida para
un autovalor de Alfve´n y que es distinta de cero en todo el dominio f´ısico. Por lo
cual, a fin de evitar que los autovectores de Alfve´n se anulen cuando se presenta
la degeneracio´n de tipo I, proponemos escribir estos autovectores en la forma
ra± = (αβγδu
βφγbδ,∓
√
E αβγδu
βφγbδ, 0, 0)T , (6.9)
Podemos interpretar estos autovectores como combinaciones lineales de dos
de los autovectores propuestos por Anile para la degeneracio´n de tipo I, ecs. (4.105)
y (4.108), que reescribimos aqu´ı por claridad,
r1 = (
µ
βγδb
βuγφδ, 0µ, 0, 0) y r4 = (0µ, 
µ
βγδb
βuγφδ, 0, 0).
La degeneracio´n de tipo II viene caracterizada por la condicio´n:
b2 = b2n(λa) ≡
B2
a2 +G
. (6.10)
En este caso, los vectores uµ, φµ y bµ son coplanarios y, por tanto, el vector
αβγδu
βφγbδ se anula. Como por otra parte, este vector pertenece por con-
struccio´n al espacio ortogonal a uα, se puede escribir como combinacio´n lineal
de los vectores de la base que definimos en la Seccio´n 4.6, concretamente
µβγδu
βφγbδ = −g1αµ1 + g2αµ2 , (6.11)
donde las funciones g1 y g2, definidas en (4.70) y (4.71), son
g1 =
1
(u0 − λux)
(
bz(u0 − λux) + bxuzλ− b0uz
)
, (6.12)
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g2 =
1
(u0 − λux)
(
by(u0 − λux) + bxuyλ− b0uy
)
. (6.13)
Recordemos que en el caso que bt = 0, las funciones g1 = g2 = 0. Por
tanto, para renormalizar los autovectores de Alfve´n, siguiendo el ejemplo de
la renormalizacio´n de Brio y Wu (1988) para la MHD, proponemos que en el
sistema de variables definido por Anile, se tome
ra± = (−f1αβ1 + f2αβ2 ,∓
√
E(−f1αβ1 + f2αβ2 ), 0, 0)T , (6.14)
donde definimos:
f1 =
g1
(g21 + g
2
2)1/2
, f2 =
g2
(g21 + g
2
2)1/2
. (6.15)
Al no existir los l´ımites matema´ticos de estas expresiones en el caso que g21+g
2
2 →
0, se propone la siguiente prescripcion general para preservar la independencia
lineal de los autovectores:
lim
g21+g
2
2→0
f1 =
1√
2
, lim
g21+g
2
2→0
f2 =
1√
2
. (6.16)
Las expresiones (6.14), (6.15) y (6.16) nos permiten obtener los autovectores
de Alfve´n renormalizados, va´lidos para cualquier estado ya que hemos eliminado
los problemas relativos a las degeneraciones de tipo I y II.
6.2.2 Sistema reducido de variables
Efectuando la transformacio´n descrita en la Seccio´n 5.1.1 a los autovectores de
Alfve´n renormalizados que se han obtenido en la subseccio´n anterior, llegamos a
las expresiones siguientes para los autovectores de Alfve´n en el sistema reducido
de variables
r¯a± = −f1V¯1± + f2V¯2±, (6.17)
donde
V¯1± =

λa±uy
u0 − uxλa±
0
∓√E(u0 − uxλa±)
0
0
0

, (6.18)
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V¯2± =

λa±uz
0
u0 − uxλa±
0
∓√E(u0 − uxλa±)
0
0

. (6.19)
6.2.3 Sistema de variables conservadas
Tras realizar el cambio al sistema de variables conservadas descrito en 5.1.3, se
obtiene que los autovectores de Alfve´n renormalizados son
Ra± = −f1V1± + f2V2±, (6.20)
con V1± =

ρuy
Euy(ux + u0λa±)±
√
E
(
(bx + b0λa±)uy
)
E(u0(u0 − uxλa±) + uyuy)±
√
E
(
byuy + b0(u0 − λa±ux)
)
Euyuz ±√E bzuy
2Eu0uy ± 2√E b0uy
byuy − b0(u0 − λa±ux)±
√
E
(
uyuy − u0(u0 − λa±ux)
)
byuy ±√Euyuz

, (6.21)
y V2± =

ρuz
Euz(ux + u0λa±)±
√
E
(
(bx + b0λa±)uz
)
Euyuz ±√E byuz
E(u0(u0 − uxλa±) + uzuz)±
√
E
(
bzuz + b0(u0 − λa±ux)
)
2Eu0uz ± 2√E b0uz
byuz ±√Euyuz
bzuz − b0(u0 − λa±ux)±
√
E
(
uzuz − u0(u0 − λa±ux)
)

. (6.22)
6.3 Autovectores magnetoso´nicos
Procederemos ahora a la obtencio´n de los autovectores magnetoso´nicos renor-
malizados.
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6.3.1 Sistema de variables de Anile
Partimos de las expresiones de los autovectores magnetoso´nicos en el sistema de
variables de Anile (4.55),
rm = (adν ,Kν , a2A, 0)T , (6.23)
donde
dν =
(
c2s − 1
c2s
)(
a4
G
(φν + auν)− a
2B
ρh
bν
)
, (6.24)
Kν = Bdν + aAfν = Bdν + aA
ρh
(
a
c2s
bν − Buν
)
, (6.25)
A = Ea2 − B2, (6.26)
y veremos que´ sucede cuando aparecen degeneraciones.
En la degeneracio´n de tipo I, los autovalores magnetoso´nicos lentos convergen
a vx, lo que produce, al igual que en el caso de los autovalores de Alfve´n, que
a = 0 y B = 0, anula´ndose, por tanto, los autovectores magnetoso´nicos lentos.
En el caso de los autovalores magnetoso´nicos ra´pidos, sin embargo, si bien
puede suceder que B = 0, se cumple que a 6= 0. Es decir, los autovectores
magnetoso´nicos ra´pidos no se anulan. Au´n as´ı, aplicaremos la prescripcio´n de
renormalizacio´n que desarrollaremos a continuacio´n a todos los autovectores
magnetoso´nicos, tanto lentos como ra´pidos.
Como primer paso, dividiremos rm por a4. As´ı obtenemos que las compo-
nentes del vector rm/a4 son
dν
a3
=
(
c2s − 1
c2s
)(
a
G
(φν + auν)− B
a
bν
ρh
)
, (6.27)
Kν
a4
=
B
a
dν
a3
+
A
a2
1
ρh
(
bν
c2s
− B
a
uν
)
, (6.28)
A
a2
= E − B
2
a2
, (6.29)
y 0.
Para conocer el valor de estas expresiones en el caso de degeneracio´n de tipo
I, debemos calcular el l´ımite de B/a cuando se tiende al caso degenerado. Para
ello volvamos a la ecuacio´n cua´rtica, N4 = 0:
ρh
(
1
c2s
− 1
)
a4 −
(
ρh+
b2
c2s
)
a2G+ B2G = 0. (6.30)
Procedemos a despejar la fraccio´n deseada, y obtenemos que para un autovalor
magnetoso´nico se debe cumplir que (ver Ape´ndice H)
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(B
a
)2
=
(
ρh+
b2
c2s
)
− ρh
(
1
c2s
− 1
)
a2
G
. (6.31)
De aqu´ı obtenemos
χ ≡
(B
a
)
±
= ∓
√(
ρh+
b2
c2s
)
− ρh
(
1
c2s
− 1
)
a2
G
, (6.32)
donde se ha introducido la variable χ y hemos omitido por comodidad el sub´ın-
dice ±. El criterio de seleccio´n del signo ± es tomar el mismo signo que se
deba tomar para la obtencio´n del autovalor de Alfve´n, λa±, comprendido entre
los autovalores magnetoso´nicos lento y ra´pido considerados. De esta manera, se
garantiza la continuidad de la funcio´n B/a.
Sustituyendo en la expresio´n del autovector (6.23) y dividiendo por (c2s −
1)/c2s, obtenemos
rm =
(
a
G
(φν + auν)− b
ν
ρh
χ , χ
(
φν
a
G
+
(
2a2
G
− b
2
ρh
)
uν
)
− bν
(
1 +
a2
G
)
,b2 − ρha
2
G
, 0
)T
≡ (eν , Lν , C, 0)T . (6.33)
As´ı, en un estado degenerado de tipo I, los autovectores magnetoso´nicos
lentos toman la forma:
rm,s± =
(
± b
ν
ρh
√
ρh+
b2
c2s
,±
√
ρh+
b2
c2s
(
b2
ρh
)
uν − bν ,b2, 0
)T
(6.34)
(obtenida de (6.33) haciendo a = 0), pudiendo ser expresados como combinacio´n
lineal de los vectores deducidos por Anile para el caso de degeneracio´n de tipo
I, ecs. (4.106) y (4.107),
r2 = (bν ,b2uν , 0, 0)T y r3 = (0ν , bν ,−b2, 0)T .
Consideremos ahora la degeneracio´n de tipo II. Esta degeneracio´n viene
caracterizada por que el campo tangencial asociado al autovalor que converge
al autovalor de Alfve´n es nulo (bt = 0). Analicemos ahora cada una de las com-
ponentes del autovector magnetoso´nico que se ha definido en (6.33). Usando
los resultados obtenidos en la subseccio´n 4.6 para la descomposicio´n del campo
magne´tico en componente normal y tangencial, podemos escribir
eν ≡ a
G
(φν + auν)− b
ν
ρh
χ =
ab2t
ρh(a2 − c2s(G+ a2))
(φν + auν)− χ
ρh
bνt , (6.35)
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Lν ≡ χ
(
φν
a
G
+
(
2a2
G
− b
2
ρh
)
uν
)
− bν
(
1 +
a2
G
)
=
= χ
b2t (G+ a
2)c2su
ν
ρh(a2 − (G+ a2)c2s)
−
(
1 +
a2
G
)
bνt , (6.36)
C ≡ b2 − ρha
2
G
= −b2t
(G+ a2)c2s
a2 − (G+ a2)c2s
. (6.37)
Para probar las ecuaciones (6.35)–(6.37) hemos usado la igualdad
a2
G
− B
2
ρh(G+ a2)
=
a2b2t
ρh
(
a2 − (G+ a2)c2s
) , (6.38)
deducida usando la descomposicio´n del campo magne´tico en parte normal y
tangencial en la ecuacio´n cua´rtica N4 = 0.
Consideremos ahora un par de autovalores magnetoso´nicos, lento y ra´pido,
entre los cuales se situ´a un autovalor de Alfve´n. Entonces, para el autovalor
ma´s pro´ximo al autovalor de Alfve´n, proponemos la siguiente renormalizacio´n,
consistente en dividir el autovector asociado entre | bt |, as´ı el autovector sera´
rm ≡ (eν , Lν , C, 0)T , (6.39)
donde se definen
eν =
a | bt |
ρh(a2 − c2s(G+ a2))
(φν + auν)− χ
ρh
bνt
| bt | , (6.40)
Lν = χ
| bt | (G+ a2)c2suν
ρh(a2 − (G+ a2)c2s)
−
(
1 +
a2
G
)
bνt
| bt | , (6.41)
C = − | bt | (G+ a
2)c2s
a2 − (G+ a2)c2s
, (6.42)
donde el vector unitario en la direccio´n del campo tangencial se renormaliza, al
igual que se hizo en el caso de los autovectores de Alfve´n (6.14), sustituyendo
en la expresio´n (4.75) las funciones g1 y g2, (4.70) y (4.71), por las funciones f1
y f2, (6.15),
bµt
| bt | =
(f2α22 − f1α12)αµ1 + (f1α11 − f2α12)αµ2
(f22α22 − 2f1f2α12 + f21α11)1/2
. (6.43)
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Adema´s, debemos prescribir, para el subcaso tercero de la degeneracio´n de
tipo II, el siguiente l´ımite:
lim
a2−(a2+G)c2s→0
| bt |
a2 − (a2 +G)c2s
= 0. (6.44)
Para el otro autovalor magnetoso´nico (el ma´s alejado al autovalor de Alfve´n),
dividimos el autovector correspondiente por el factor ρha2/G − b2. Con esto,
el citado autovector puede escribirse de la forma:
rm ≡ (eν , Lν , C, 0)T , (6.45)
donde se ha definido
eν =
a
ρh(G+ a2)c2s
(φν + auν)− χ
ρh
bνtG
ρha2 − b2G, (6.46)
Lν = χ
uν
ρh
−
(
1 +
a2
G
)
bνtG
ρha2 − b2G, (6.47)
C = −1, (6.48)
con la prescripcio´n, para el subcaso tercero de la degeneracio´n de tipo II, del
siguiente l´ımite
lim
ρha2−b2G→0
bνt
ρha2 − b2G = 0, (6.49)
dado que la cantidad ρha2 − b2G, proporcional a A para los autovalores mag-
netoso´nicos, se anula en dicho subcaso.
No´tese que se han utilizado los mismos s´ımbolos para las componentes de
los diferentes autovectores magnetoso´nicos. El hacerlo as´ı viene motivado por el
hecho de obtener expresiones gene´ricas de los autovectores en los otros sistemas
de variables, como veremos a continuacio´n.
6.3.2 Sistema reducido de variables
A partir de los autovectores magnetoso´nicos en el sistema de variables de Anile,
(6.39) y (6.45), se obtiene aplicando la transformacio´n de sistema de variables
dada en la Subseccio´n 5.1.1, que el autovector en el sistema reducido de variables,
r¯m, es de la forma
r¯m =
(
ex, ey, ez, Ly, Lz, C,
(
∂ρ
∂p
)
s
C
)T
, (6.50)
donde las componentes ei,Li y C deben tomarse acorde a las prescripciones
dadas en la subseccio´n anterior.
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6.3.3 Sistema de variables conservadas
El autovector magnetoso´nico, en variables conservadas, Rm, se obtiene aplicando
la transformacio´n dada en la Seccio´n 5.1.3, a los autovectores magnetoso´nicos
correspondientes en variables de Anile, (6.39) y (6.45), obtenie´ndose

ρe0 + Cu0∂pρ
E(uxe0 + u0ex) + 2u0uxbαLα − bxL0 − b0Lx + u0uxC∂p(ρh)
E(uye0 + u0ey) + 2u0uybαLα − byL0 − b0Ly + u0uyC∂p(ρh)
E(uze0 + u0ez) + 2u0uzbαLα − bzL0 − b0Lz + u0uzC∂p(ρh)
2Eu0e0 + (2u0u0 − 1)bαLα − 2b0L0 + (∂p(ρh)u0u0 − 1)C
bye0 − b0ey − uyL0 + u0Ly
bze0 − b0ez − uzL0 + u0Lz

, (6.51)
donde
∂p ≡
(
∂
∂p
)
s
. (6.52)
Para el caso del autovalor ma´s pro´ximo al de Alfve´n, tras algunas opera-
ciones, encontramos que
Rm 1 =
a | bt |
h(a2 − c2s(G+ a2))
(φ0 + au0)− χ
h
b0t
| bt |
− | bt | (G+ a
2)c2s
a2 − (G+ a2)c2s
u0∂pρ, (6.53)
Rm 2 =
(
1 +
a2
G
){ | bt |
a2 − c2s(G+ a2)
(
a(uxφ0 + u0φx)(1− c2s) + 2u0uxc2sG
)
− χ
(
bxt u
0
| bt | +
b0tu
x
| bt |
)
+
(
bxt b
0
| bt | +
b0t b
x
| bt |
)}
+ u0uxC∂p(ρh), (6.54)
Rm 3 =
(
1 +
a2
G
){
uy | bt |
a2 − c2s(G+ a2)
(
aφ0(1− c2s) + 2u0c2sG
)
− χ
(
byt u
0
| bt | +
b0tu
y
| bt |
)
+
(
byt b
0
| bt | +
b0t b
y
| bt |
)}
+ u0uyC∂p(ρh), (6.55)
Rm 4 =
(
1 +
a2
G
){
uz | bt |
a2 − c2s(G+ a2)
(
aφ0(1− c2s) + 2u0c2sG
)
− χ
(
bztu
0
| bt | +
b0tu
z
| bt |
)
+
(
bzt b
0
| bt | +
b0t b
z
| bt |
)}
+ u0uzC∂p(ρh), (6.56)
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Rm 5 =
(
1 +
a2
G
){
2u0 | bt |
a2 − c2s(G+ a2)
(
aφ0(1− c2s) + u0c2sG
)
+ | bt | +(b0 − χu0) 2b
0
t
| bt |
}
+ C
(
∂p(ρh)u0u0 − 1
)
, (6.57)
Rm 6 =
uxλ− u0
G
byt
| bt | + u
y b
0
t
| bt | , (6.58)
Rm 7 =
uxλ− u0
G
bzt
| bt | + u
z b
0
t
| bt | . (6.59)
Finalmente, para el autovalor ma´s alejado del de Alfve´n, y tambie´n tras
algunas operaciones, obtenemos
Rm 1 =
a
h(G+ a2)c2s
(φ0 + au0)− χ
h
b0tG
ρha2 − b2G − u
0∂pρ, (6.60)
Rm 2 =
1
Gc2s
(
a(1− c2s)(uxφ0 + u0φx) + 2u0uxc2sG
)
+
(G+ a2)
{
− χ
(
bxt u
0 + b0tu
x
ρha2 − b2G
)
+
(
bxt b
0 + b0t b
x
ρha2 − b2G
)}
− u0ux∂p(ρh), (6.61)
Rm 3 =
1
Gc2s
(
uy
(
aφ0(1− c2s) + 2u0c2sG
))
+
(G+ a2)
{
− χ
(
byt u
0 + b0tu
y
ρha2 − b2G
)
+
(
byt b
0 + b0t b
y
ρha2 − b2G
)}
− u0uy∂p(ρh), (6.62)
Rm 4 =
1
Gc2s
(
uz
(
aφ0(1− c2s) + 2u0c2sG
))
+
(G+ a2)
{
− χ
(
bztu
0 + b0tu
z
ρha2 − b2G
)
+
(
bzt b
0 + b0t b
z
ρha2 − b2G
)}
− u0uz∂p(ρh), (6.63)
Rm 5 =
1
Gc2s
(
2u0
(
aφ0(1− c2s) + u0c2sG
)
+ a2 − c2s(G+ a2)
)
+ (G+ a2)(b0 − χu0) 2b
0
t
ρha2 − b2G − (∂p(ρh)u
0u0 − 1), (6.64)
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Rm 6 =
1
ρha2 − b2G
(
(uxλ− u0)byt +Guyb0t
)
, (6.65)
Rm 7 =
1
ρha2 − b2G
(
(uxλ− u0)bzt +Guzb0t
)
. (6.66)
Cap´ıtulo 7
Autovectores a izquierdas.
Definicio´n y
renormalizacio´n
Muchos esquemas HRSC utilizan los autovectores a izquierdas en el sistema de
variables conservadas o en el sistema reducido como parte esencial del algoritmo.
En este cap´ıtulo vamos a mostrar el trabajo hecho para su obtencio´n y su
renormalizacio´n en los sistemas de variables citados. Como en el caso de la de
los autovectores a derechas, presentados en el Cap´ıtulo 4 y cuya renormalizacio´n
se ha descrito en el cap´ıtulo anterior, trabajaremos en un espacio-tiempo plano
descrito en coordenadas cartesianas.
7.1 Autovectores en el sistema de variables de
Anile
Como ya hemos visto en la seccio´n (4.5), en el sistema de variables de Anile, los
autovectores a izquierdas de la matriz caracter´ıstica del sistema Aµφµ, definida
en(4.33) se pueden obtener de forma sencilla. Como ocurre con los autovecto-
res a derechas, en este caso se obtienen tambie´n 10 autovectores a izquierdas,
aunque so´lo 7 de ellos tienen significado f´ısico. Los otros tres autovectores esta´n
asociados a los grados de libertad an˜adidos por la omisio´n de las ligaduras
cuando se escribe el sistema en variables de Anile.
Los 7 autovectores a izquierdas con significado f´ısico son (Anile 1989)1
• Autovector entro´pico:
1Recordamos que los autovectores por la izquierda pertenencen al espacio dual de aquel
al que pertenencen los autovectores a derechas y que, por tanto, los representatemos como
vectores fila.
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lˆe = (0α, 0α, 0, 1). (7.1)
• Autovectores de Alfve´n:
lˆa =
(
αβγδφ
βuγbδ,
−Ea
B αβγδφ
βuγbδ, 0, 0
)
. (7.2)
• Autovectores magnetoso´nicos:
lˆm =
(
φα − B(G+ 2a
2)
Ea2
bα,
G+ 2a2
a
bα − B
a
φα,
−A
ρha
, 0
)
. (7.3)
Los autovectores a izquierdas que acabamos de escribir y los autovectores a
derechas vistos en la Secc. 4.5 no cumplen la condicio´n lˆi · rj ∝ δji . Esto es as´ı
porque para su obtencio´n hemos resuelto el sistema caracter´ıstico lˆ ·(Aµφµ) = 0,
que sin pe´rdida de generalidad hemos tomado como lˆ ·(Ax−λA0) = 0, al escoger
φµ = (−λ, 1, 0, 0), y no un sistema como l · ((A0)−1 ·Ax−λI) = 0, para el que s´ı
se dan la condicio´n indicada entre los correspondientes autovectores a derechas
e izquierdas. Si bien ambos sistemas tienen iguales autovectores a derechas, no
sucede as´ı con los autovectores a izquierdas. E´stos esta´n relacionados a trave´s
de la expresio´n l = lˆ ·A0.
Para aplicaciones nume´ricas necesitamos que los autovectores a izquierdas y
a derechas cumplan li · rj = δji . Si se procede al ca´lculo l = lˆ · A0, se obtienen
los siguientes autovectores
le = (0α, 0α, 0, u0), (7.4)
la =

(
Eu0 − EaB b0
)
αβγδφ
βuγbδ(−b0 + EaB u0) αβγδφβuγbδ + (0βγδφβuγbδ)bα
0βγδφ
βuγbδ
0

T
, (7.5)
lm =

φν(Eu0 − Ba b0) + bν
(
G
a + 2a
) (
b0 − Ba u0
)− Aa δ0ν
φν(−b0 + Ba u0) + (φ0 − Ga u0)bν
φ0 − au0
(
1
c2s
− 1
)
+ Gρha
(
b2
c2s
u0 − Ba b0
)
0

T
, (7.6)
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que verifican la condicio´n anterior. Estos autovectores presentan patolog´ıas
similares a los autovectores a derechas en los casos de degeneracio´n y necesitan,
por tanto, ser renormalizados. Presentamos a continuacio´n la propuesta de
renormalizacio´n para cada uno de ellos as´ı como las expresiones en los distintos
sistemas de variables.
7.2 Autovector entro´pico a izquierdas
Como en el caso del autovector entro´pico a derechas el autovector entro´pico a
izquierdas (7.4) esta´ bien definido en los estados degenerados de tipo I y II.
Escribiremos a continuacio´n las expresiones de este autovector en el sistema
reducido de variables y en el sistema de variables conservadas.
7.2.1 Sistema reducido de variables
A partir del autovector entro´pico en variables de Anile (7.4), podemos obtener el
autovector entro´pico en el sistema reducido de variables, V˜ = (ux, uy, uz, by, bz, p, ρ),
mediante la transformacio´n descrita en la seccio´n (5.2.1), obtenie´ndose la sigu-
iente expresio´n
l¯e =
(
0, 0, 0, 0, 0, u0
(
∂s
∂p
)
ρ
, u0
(
∂s
∂ρ
)
p
)
. (7.7)
7.2.2 Sistema de variables conservadas
Siguiendo el procedimiento descrito en la seccio´n (5.3), obtenemos las siguientes
expresiones para las distintas componentes del autovector L en el sistema de
variables conservadas (LD, LSi , Lτ , LBi):
LD =
1
W
∂s
∂ρ
+
1
Z +B2
{
(Z + b2)
∂s
∂p
− ρ
(
1−W 2 − (b
0)2
Z
)
∂s
∂ρ
}
∂Z
∂D
, (7.8)
LSi =
1
Z +B2
{(
(Z + b2)
∂s
∂p
− ρ
(
1−W 2 − (b
0)2
Z
)
∂s
∂ρ
)
∂Z
∂Si
+
(
B2ui − b0Bi
W
)
∂s
∂p
−D
(
ui +
b0Bi
Z
)
∂s
∂ρ
}
, (7.9)
con i = x, y, z,
Lτ = −∂s
∂p
+
1
Z +B2
{
(Z + b2)
∂s
∂p
− ρ
(
1−W 2 − (b
0)2
Z
)
∂s
∂ρ
}
∂Z
∂τ
, (7.10)
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LBi =
1
Z +B2
{(
(Z + b2)
∂s
∂p
− ρ
(
1−W 2 − (b
0)2
Z
)
∂s
∂ρ
)
∂Z
∂Bi
+
− ρ
(
2Bi(1−W 2) + b0
(
WSi
Z
+ ui
))
∂s
∂ρ
+(
B2bi − b0Si
W
+
(
2− 1
W 2
)
ZBi
)
∂s
∂p
}
, (7.11)
con i = y, z.
7.2.3 Producto escalar
El producto escalar es un invariante frente al cambio de sistema de variables. El
producto escalar del autovector a izquierdas entro´pico y su respectivo autovector
a derechas es u0.
7.3 Autovectores de Alfve´n a izquierdas
Los autovectores de Alfve´n a izquierdas, definidos en (7.5) para el sistema de
variables de Anile, no son adecuados en los estados degenerados de tipo I y II.
A continuacio´n veremos co´mo podemos renormalizarlos para que sean va´lidos
en todos los estados. Una vez hecho esto, trasformaremos los autovectores al
sistema de variables reducidas y conservadas.
7.3.1 Renormalizacio´n en el sistema de variables de Anile
Los autovectores de Alfve´n a izquierdas (7.5) esta´n mal definidos en el l´ımite de
la degeneracio´n de tipo I (para el que a = 0 y B = 0). Haciendo uso del resultado
expresado en (6.8) podemos eliminar la indeterminacio´n 0/0, obtenie´ndose el
autovector a izquierdas
la± =

(
Eu0 ± b0√E
)
αβγδφ
βuγbδ
(
−b0 ∓√Eu0
)
αβγδφ
βuγbδ + (0βγδφ
βuγbδ)bα
0βγδφ
βuγbδ
0

T
. (7.12)
Este autovector todav´ıa se anula en el l´ımite de la degeneracio´n de tipo II
(αβγδφ
βuγbδ = 0). Para corregir este comportamiento, recordemos que se ha
demostrado (6.11) que
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µβγδφ
βuγbδ = −g1αµ1 + g2αµ2 .
Usando este resultado podremos escribir los autovectores de Alfve´n a izquierdas
como
la± =

(Eu0 ± b0√E)(−g1α1µ + g2α2µ)
(−b0 ∓√Eu0)(−g1α1µ + g2α2µ) + (−g1α01 + g2α02)bµ
−g1α01 + g2α02
0

T
. (7.13)
As´ı escrito, este autovector se puede expresar como la combinacio´n lineal de los
vectores V1 y V2,
la± = −g1V1± + g2V2±, (7.14)
siendo
V1± = ((Eu0 ± b0
√
E)α1µ, (−b0 ∓
√
Eu0)α1µ + bµα01, α
0
1, 0), (7.15)
V2± = ((Eu0 ± b0
√
E)α2µ, (−b0 ∓
√
Eu0)α2µ + bµα02, α
0
2, 0). (7.16)
Si dividimos por (g21 + g
2
2)
1/2 y aplicamos la definicio´n dada en (6.15), se
obtiene el autovector de Alfve´n a izquierdas en el sistema de variables de Anile
ya renormalizado
la± = −f1V1± + f2V2±. (7.17)
7.3.2 Autovectores renormalizados en el sistema reducido
de variables
Los autovectores de Alfve´n a izquierdas en el sistema reducido de variables,
obtenidos a partir de los autovectores renormalizados (7.17), usando el proced-
imiento descrito en la seccio´n (5.2.1), son
l¯a± = −f1V¯1± + f2V¯2±, (7.18)
con
106 Cap´ıtulo 7
V¯1± =

2(−Ea+ b0B/u0)uy
(Eu0 ± b0√E)((u0)2 − uxu0λa± − uyuy)/u0 ±
√
EByuy/u0
−(Eu0 ± b0√E)(uzuy)/u0 ±√EBzuy/u0
−bzuz ∓√E(1 + (uz)2)
uy(∓√Euz + bz)
uy
0

(7.19)
y
V¯2± =

2(−Ea+ b0B/u0)uz
−(Eu0 ± b0√E)(uzuy)/u0 ±√EByuz/u0
(Eu0 ± b0√E)((u0)2 − uxu0λa± − uzuz)/u0 ±
√
EBzuz/u0
uz(∓√Euy + by)
−byuy ∓√E(1 + (uy)2)
uz
0

.(7.20)
7.3.3 Autovectores renormalizados en el sistema de varia-
bles conservadas
Siguiendo el procedimiento descrito en la seccio´n (5.3), obtenemos los autovec-
tores de Alfve´n en el sistema de variables conservadas
La± = −f1V1± + f2V2±, (7.21)
donde, las componentes de los vectores V1± y V2± son
V1±,D = C1±
∂Z
∂D
, (7.22)
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V1±,Sx = C1±
∂Z
∂Sx
+ (B2ux − b0Bx)u
y
u0
− uxbz(Bzuy −Byuz) +
(Eu0 ±
√
Eb0)uy(ux − 2a)±
√
E
{
uxBy − uyBx − uzux(uyBz − uzBy)
}
,(7.23)
V1±,Sy = C1±
∂Z
∂Sy
+ E(u0)2(u0 − λa±ux)±
√
E
{
b0uxa+ byuyu0 −
uzuy(uyBz − uzBy)
}
− b0bzuz + (B2uy − b0By)u
y
u0
− uybz(Bzuy −Byuz),(7.24)
V1±,Sz = C1±
∂Z
∂Sz
+ (B2uz − b0Bz)u
y
u0
+ b0bzuy − uzbz(Bzuy −Byuz)
±
√
E
(
bzuyu0 + (1 + (uz)2)(uzBy − uyBz)
)
, (7.25)
V1±,τ = C1±
∂Z
∂τ
− uy(Z +B2), (7.26)
V1±,By = C1±
∂Z
∂By
+
(−b0Sy +B2by
u0
+
(
2− 1
(u0)2
)
ZBy
)
uy
+ bz(Byuz −Bzuy)
(
uyb0
u0
+ 2By
1− (u0)2
u0
)
+ (Eu0 ± b0
√
E)
{
Byuy
u0
+ (1− aux)(−2(u0)2By + b0uy)u
y
u0
− S
yu0
Z
bxuya
}
∓
√
E
{
Syuy
(
1 +
bxBxu0
Z
)
+
(
Eu0 − (b
0)2
u0
)(
(u0)2 − λa±u0ux − (uy)2
)
+ (b0uy − 2(u0)2By)u
yuxBx
u0
− (By + (Byuz −Bzuy)uz)
(uyb0
u0
+ 2By
1− (u0)2
u0
)}
, (7.27)
V1±,Bz = C1±
∂Z
∂Bz
+
(−b0Sz +B2bz
u0
+
(
2− 1
(u0)2
)
ZBz
)
uy
+ bz(Byuz −Bzuy)
(
uzb0
u0
+ 2Bz
1− (u0)2
u0
)
+ (Eu0 ± b0
√
E)
{
Bzuy
u0
+ (1− aux)(−2(u0)2Bz + b0uz)u
y
u0
− S
zu0
Z
bxuya
}
∓
√
E
{
Szuy
(
1 +
bxBxu0
Z
)
−
(
Eu0 − (b
0)2
u0
)
uyuz
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+ (b0uz − 2(u0)2Bz)u
yuxBx
u0
− (By + (Byuz −Bzuy)uz)
(uzb0
u0
+ 2Bz
1− (u0)2
u0
)}
, (7.28)
V2±,D = C2±
∂Z
∂D
, (7.29)
V2±,Sx = C2±
∂Z
∂Sx
+ (B2ux − b0Bx)u
z
u0
− uxby(Byuz −Bzuy) +
(Eu0 ±
√
Eb0)uz(ux − 2a)±
√
E
{
uxBz − uzBx − uyux(uzBy − uyBz)
}
,(7.30)
V2±,Sy = C2±
∂Z
∂Sy
+ (B2uy − b0By)u
z
u0
+ b0byuz − uyby(Byuz −Bzuy)
±
√
E
(
byuzu0 + (1 + (uy)2)(uyBz − uzBy)
)
, (7.31)
V2±,Sz = C2±
∂Z
∂Sz
+ E(u0)2(u0 − λa±ux)±
√
E
{
b0uxa+ bzuzu0 −
uzuy(uzBy − uyBz)
}
− b0byuy + (B2uz − b0Bz)u
z
u0
− uzby(Byuz −Bzuy),(7.32)
V2±,τ = C2±
∂Z
∂τ
− uz(Z +B2), (7.33)
V2±,By = C2±
∂Z
∂By
+
(−b0Sy +B2by
u0
+
(
2− 1
(u0)2
)
ZBy
)
uz
+ by(Bzuy −Byuz)
(
uyb0
u0
+ 2By
1− (u0)2
u0
)
+ (Eu0 ± b0
√
E)
{
Byuz
u0
+ (1− aux)(−2(u0)2By + b0uy)u
z
u0
− S
yu0
Z
bxuza
}
∓
√
E
{
Syuz
(
1 +
bxBxu0
Z
)
−
(
Eu0 − (b
0)2
u0
)
uyuz
+ (b0uy − 2(u0)2By)u
zuxBx
u0
− (Bz + (Bzuy −Byuz)uy)
(uyb0
u0
+ 2By
1− (u0)2
u0
)}
, (7.34)
Autovectores a izquierdas. Definicio´n y renormalizacio´n 109
V2±,Bz = C2±
∂Z
∂Bz
+
(−b0Sz +B2bz
u0
+
(
2− 1
(u0)2
)
ZBz
)
uz
+ by(Bzuy −Byuz)
(
uzb0
u0
+ 2Bz
1− (u0)2
u0
)
+ (Eu0 ± b0
√
E)
{
Bzuz
u0
+ (1− aux)(−2(u0)2Bz + b0uz)u
z
u0
− S
zu0
Z
bxuza
}
∓
√
E
{
Szuz
(
1 +
bxBxu0
Z
)
+
(
Eu0 − (b
0)2
u0
)(
(u0)2 − λa±u0ux − (uz)2
)
+ (b0uz − 2(u0)2Bz)u
zuxBx
u0
− (Bz + (Bzuy −Byuz)uy)
(uzb0
u0
+ 2Bz
1− (u0)2
u0
)}
, (7.35)
donde hemos definido
C1± = −Eu0uy(1− aux)− (Eu0 ±
√
Eb0)
b0
Z
{
− 2bxauy + by(1 + aux) +
uz(byuz − bzuy)
}
+ (Z + b2)uy − bz(byuz − bzuy)((u0)2 − 1)
±
√
E
{
uy
(
(u0)2uxB + b
0bxBx
Z
)
− ((u0)2 − 1)(by + uz(byuz − bzuy))
}
,(7.36)
C2± = −Eu0uz(1− aux)− (Eu0 ±
√
Eb0)
b0
Z
{
− 2bxauz + bz(1 + aux) +
uy(bzuy − byuz)
}
+ (Z + b2)uz − by(bzuy − byuz)((u0)2 − 1)
±
√
E
{
uz
(
(u0)2uxB + b
0bxBx
Z
)
− ((u0)2 − 1)(bz + uy(bzuy − byuz))
}
.(7.37)
7.3.4 Producto escalar
El producto escalar de cada uno de los autovectores de Alfve´n a izquierdas
renormalizados, definidos en esta seccio´n, con los correspondientes autovectores
a derechas dados en la seccion (6.2) es, en cualquiera de los dos sistemas de
variables,
2(Eu0 ± b0
√
E)
(
(1− λa±vx)2 − (1− λ2a±)(f1vy − f2vz)2
)
. (7.38)
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7.4 Autovectores magnetoso´nicos a izquierdas
Los autovectores magnetoso´nicos a izquierdas presentan un comportamiento
inesperado, ya que en el sistema de variables de Anile so´lo esta´n mal definidos
en el l´ımite de la degeneracio´n de tipo I. Por otro lado, los problemas frente a
la degeneracio´n de tipo II aparecen al transformar los autovectores al sistema
reducido de variables o al sistema de variables conservadas. Por este motivo,
en esta seccio´n empezaremos modificando los autovectores magnetoso´nicos a
izquierdas en el sistema de variables de Anile para que no presenten problemas
frente a la degeneracio´n de tipo I. Despue´s, los transformaremos al sistema
reducido de variables donde los modificaremos para que no presenten problemas
en la degeneracio´n de tipo II. Por u´ltimo, los transformaremos al sistema de
variables conservadas.
7.4.1 Sistema de variables de Anile
Los autovectores magnetoso´nicos a izquierdas dados en (7.6), no esta´n bien
definidos en el l´ımite de la degeneracio´n de tipo I (a = 0 y B = 0). Para resolver
este problema los multiplicamos por a y hacemos uso de la definicio´n de χ (6.32),
obteniendo
lm =

φν(Eu0a− Bb0) + bν(G+ 2a2)
(
b0 − χu0)−A δ0ν
φν(−ab0 + Bu0) + (aφ0 −Gu0)bν
aφ0 − a2u0
(
1
c2s
− 1
)
+ Gρh
(
b2u0
c2s
− χb0
)
0

T
. (7.39)
Los autovectores as´ı definidos tampoco se anulan en la degeneracio´n de tipo
II. No´tese, sin embargo, que en el subcaso 3 de esta degeneracio´n, caracterizado
por ser c2s = b
2/E, tendr´ıamos dos autovectores magnetoso´nicos iguales. Como
en los resolvedores de Riemann no se usan los autovectores en en el sistema de
variables de Anile, no nos preocuparemos ahora de esta patolog´ıa ya que nuestro
objetivo es obtener los autovalores a izquierdas bien comportados en el sistema
de variables conservadas.
7.4.2 Sistema reducido de variables
Si realizamos el cambio del autovector definido en (7.39) al sistema reducido de
variables, V˜, usando el procedimiento descrito en la seccio´n (5.2.1), obtenemos
que las distintas componentes del autovector son
l¯m,ux = Ea
(u0)2 − (ux)2
u0
− (b0u0 − bxux) B
u0
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+
Bx
u0
(
(b0 − λbx) + (G+ 2a2)
(
b0 − B
a
u0
))
, (7.40)
l¯m,uy = (−Eaux + Bbx) u
y
u0
+
By
u0
(
(G+ 2a2)
(
b0 − B
a
u0
)
− (bxλ− b0)
)
,(7.41)
l¯m,uz = (−Eaux + Bbx) u
z
u0
+
Bz
u0
(
(G+ 2a2)
(
b0 − B
a
u0
)
− (bxλ− b0)
)
,(7.42)
l¯m,by = λ(uxby − uybx)−By, (7.43)
l¯m,bz = λ(uxbz − uzbx)−Bz, (7.44)
l¯m,p = aφ0 + a2u0
(
1− 1
c2s
)
+
G
ρh
(
b2u0
c2s
− B
a
b0
)
, (7.45)
l¯m,ρ = 0. (7.46)
El producto escalar de estos autovectores con los correspondientes autovec-
tores a derechas (6.33) es
l¯m · r¯m = 2
(
Gb2 − ρha2
)[
u0
(
1 +
b2
ρhc2s
)
− χ
ρh
b0
+
(
1− 1
c2s
)
a2
G
(
u0 +
u0 − uxλ
G
)]
. (7.47)
Contrariamente a lo que suced´ıa con los autovectores magnetoso´nicos en el
sistema de variables de Anile (7.39), estos autovectores s´ı se anulan en la degen-
eracio´n de tipo II. A fin de evitar esta patolog´ıa y previo al proceso de renor-
malizacio´n, haremos un ana´lisis de sus componentes, escribie´ndolas en te´rminos
de las funciones que se anulan en el caso de la degeneracio´n de tipo II (A, g1,
g2 y bt).
Partiendo de la expresio´n (7.40), operando y reagrupando te´rminos obten-
emos
l¯m,ux =
1
u0
[
A
a
((u0)2 − (ux)2) + 2Bxb0t (G+ a2)
]
. (7.48)
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Para la segunda componente, partiendo de la expresio´n dada en (7.41), y tras
algunas operaciones, llegamos a
l¯m,uy =
uy
u0(u0 − λux)
(A
a
ux(uxλ− u0) + 2Bxλb0t (G+ a2)
)
+ g2
(
(G+ 2a2)
(
b0 − χu0)− (bxλ− b0)). (7.49)
Tras un ca´lculo similar al de la componente l¯muy , obtenemos que la tercera
componente del autovector (7.42), se puede expresar como
l¯m,uz =
uz
u0(u0 − λux)
(A
a
ux(uxλ− u0)− 2Bxλb0t (G+ a2)
)
+ g1
(
(G+ 2a2)
(
b0 − χu0)− (bxλ− b0)). (7.50)
En el caso de la cuarta componente (7.43) es fa´cil demostrar que
l¯m,by = −g2(u0 − λux). (7.51)
De forma ana´loga, para la quinta componente (7.44), se tiene
l¯m,bz = −g1(u0 − λux). (7.52)
En el caso de la sexta componente (7.45), operando y reagrupando te´rminos, se
obtiene
l¯m,p =
b2tG
ρh(a2 − (G+ a2)c2s)
(λux − u0)− G
ρh
χb0t . (7.53)
La u´ltima componente sera´:
l¯m,ρ = 0. (7.54)
7.4.3 Propuesta de renormalizacio´n
Con el fin de renormalizar las componentes de los autovectores utilizaremos la
relacio´n
A =
(
1
c2s
− 1
)
b2t
a2 − (G+ a2)c2s
a2(G+ a2)c2s, (7.55)
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va´lida para los autovalores magnetoso´nicos, y para cuya deduccio´n se ha uti-
lizado la descomposicio´n del campo magne´tico en sus componentes normal y
tangencial, y la igualdad (6.38).
Al igual que hicimos en el caso de los autovectores a derechas, consideremos
un par de autovalores magnetoso´nicos, lento y ra´pido. Para el autovector corres-
pondiente al autovalor ma´s cercano al autovalor de Alfve´n, se propone dividir
sus componentes por | bt |, quedando entonces de la siguiente manera
l¯m,ux =
G+ a2
u0
[
(1− c2s) | bt | a
a2 − (G+ a2)c2s
((u0)2 − (ux)2) + 2Bx b
0
t
| bt |
]
, (7.56)
l¯m,uy =
uy(G+ a2)
u0(u0 − λux)
(
(1− c2s) | bt | a
a2 − (G+ a2)c2s
ux(uxλ− u0)− 2Bxλ b
0
t
| bt |
)
+
g2
| bt |
(
(G+ 2a2)
(
b0 − χu0)− (bxλ− b0)), (7.57)
l¯m,uz =
uz(G+ a2)
u0(u0 − λux)
(
(1− c2s) | bt | a
a2 − (G+ a2)c2s
ux(uxλ− u0)− 2Bxλ b
0
t
| bt |
)
+
g1
| bt |
(
(G+ 2a2)
(
b0 − χu0)− (bxλ− b0)), (7.58)
l¯m,by = − g2| bt | (u
0 − λux), (7.59)
l¯m,bz = − g1| bt | (u
0 − λux), (7.60)
l¯m,p =
| bt | G
ρh(a2 − (G+ a2)c2s)
(λux − u0)− G
ρh
χ
b0t
| bt | , (7.61)
l¯m,ρ = 0. (7.62)
En las expresiones anteriores,
bµt
| bt | =
(f2α22 − f1α11)αµ1 + (f1α11 − f2α22)αµ2
(f22α22 − 2f1f2α12 + f21α11)1/2 (α11α22 − α212)1/2
, (7.63)
g1,2
| bt | =
f1,2
(
(u0 − λux)2 − (1− λ2)((uy)2 + (uz)2)1/2
(f22α22 − 2f1f2α12 + f21α11)1/2
, (7.64)
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donde las funciones f1 y f2 han sido definidas en (6.15), (6.16). Adema´s, para
que los vectores este´n bien definidos en el subcaso 3 de la degeneracio´n, adoptare-
mos la prescripcio´n dada en (6.44).
Para el otro autovector, cuyo autovalor esta´ ma´s alejado del autovalor de
Alfve´n, se propone dividir sus componentes originales (7.48)-(7.54) por la igual-
dad (6.38):
b2t
a2 − (G+ a2)c2s
=
ρha2 − b2G
G(G+ a2)c2s
, (7.65)
obtenie´ndose
l¯m,ux =
1
u0
[(
1
c2s
− 1
)
a((u0)2 − (ux)2) + 2Bx b
0
t
ρha2 − b2GG
]
, (7.66)
l¯m,uy =
uy
u0(u0 − λux)
[(
1
c2s
− 1
)
aux(uxλ− u0)− 2Bxλ b
0
t
ρha2 − b2GG
]
+
g2
ρha2 − b2GG
(
(G+ 2a2)
(
b0 − χu0)− (bxλ− b0)),(7.67)
l¯m,uz =
uz
u0(u0 − λux)
[(
1
c2s
− 1
)
aux(uxλ− u0)− 2Bxλ b
0
t
ρha2 − b2GG
]
+
g1
ρha2 − b2GG
(
(G+ 2a2)
(
b0 − χu0)− (bxλ− b0)),(7.68)
l¯m,by = − g2
ρha2 − b2GG(u
0 − λux), (7.69)
l¯m,bz = − g1
ρha2 − b2GG(u
0 − λux), (7.70)
l¯m,p =
(λux − u0)G
ρh(G+ a2)c2s
− G
2
ρh
χ
b0t
ρha2 − b2G, (7.71)
l¯m,ρ = 0, (7.72)
debiendo prescribir los siguientes l´ımites, para el caso de triple degeneracio´n
lim
ρha2−b2G→0
bνt
ρha2 − b2G = 0, (7.73)
lim
ρha2−b2G→0
g1,2
ρha2 − b2G = 0. (7.74)
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7.4.4 Sistema de variables conservadas
Tomando los autovectores en el sistema reducido de variables, cuyas compo-
nentes esta´n definidas en (7.48)-(7.54), y transforma´ndolos al sistema de varia-
bles conservadas siguiendo el proceso descrito en la seccio´n (5.3), obtendremos
los autovectores en variables conservadas. Una vez obtenidos, procederemos a
su renormalizacio´n.
Previamente definimos
H = (G+ 2a2)
(
b0 − χu0)− (bxλ− b0), (7.75)
Cm =
b2t
a2 − (G+ a2)c2s
{
(c2s − 1)(G+ a2)au0
(
ux +
b0Bx
Z
)
+(
(u0)2 +
b2
ρh
)
(λux − u0)G
}
− b0t
{
2(G+ a2)Bxu0
u0 − λux
(
u0a+ λ+
b0B
Z
)
+
(
(u0)2 +
b2
ρh
)
Gχ
}
− g2
{
u0H
(
u0uy +
b0by
Z
)
+
(
by
(
(u0)2 − 1)
− u0uyb0 2Z + b
2
Z
)
(u0 − λux)
}
− g1
{
u0H
(
u0uz +
b0bz
Z
)
+
(
bz
(
(u0)2 − 1)− u0uzb0 2Z + b2
Z
)
(u0 − λux)
}
. (7.76)
Una vez definidas estas cantidades pasamos a escribir las componentes de los
autovectores magnetoso´nicos en el sistema de variables conservadas,
Lm,D = Cm
∂Z
∂D
, (7.77)
Lm,Sx = Cm
∂Z
∂Sx
+
b2t
a2 − (G+ a2)c2s
{
(1− c2s)a(G+ a2)
(
(u0)2 +
(Bx)2
ρh
)
+
B2ux − b0Bx
ρhu0
(λux − u0)G
}
+ b0t
{
2(G+ a2)Bx
u0 − λux
(
(1 + aux)u0 +
BxB
ρh
)
− B
2ux − b0Bx
ρhu0
χG
}
+ g2
{
u0H
(
uxuy +
Bxby
ρhu0
)
− (u0 − λux) ·(
uy
(
bxu0 +Bx
b2
ρh
)
−Byux
)}
+ g1
{
u0H
(
uxuz +
Bxbz
ρhu0
)
− (u0 − λux)
(
uz
(
bxu0 +Bx
b2
ρh
)
−Bzux
)}
, (7.78)
Lm,Sy = Cm
∂Z
∂Sy
+
b2t
a2 − (G+ a2)c2s
{
(1− c2s)a(G+ a2)
BxBy
ρh
116 Cap´ıtulo 7
+
B2uy − b0By
ρhu0
(λux − u0)G
}
+ b0t
{
2(G+ a2)Bx
u0 − λux
(
auyu0 +
ByB
ρh
)
− B
2uy − b0By
ρhu0
χG
}
+ g2
{
u0H
(
1 + uyuy +
Byby
ρhu0
)
− (u0 − λux) ·(
uyBy
b2
ρh
+ b0(1 + (uy)2)
)}
+ g1
{
u0H
(
uyuz +
Bybz
ρhu0
)
− (u0 − λux)
(
uz
(
byu0 +By
b2
ρh
)
−Bzuy
)}
, (7.79)
Lm,Sz = Cm
∂Z
∂Sz
+
b2t
a2 − (G+ a2)c2s
{
(1− c2s)a(G+ a2)
BxBz
ρh
+
B2uz − b0Bz
ρhu0
(λux − u0)G
}
+ b0t
{
2(G+ a2)Bx
u0 − λux
(
auzu0 +
BzB
ρh
)
− B
2uz − b0Bz
ρhu0
χG
}
+ g2
{
u0H
(
uzuy +
Bzby
ρhu0
)
− (u0 − λux) ·(
uy
(
bzu0 +Bz
b2
ρh
)
−Byuz)
)}
+ g1
{
u0H
(
1 + uzuz +
Bzbz
ρhu0
)
− (u0 − λux)
(
uzBz
b2
ρh
+ b0(1 + uzuz)
)}
, (7.80)
Lm,τ = Cm
∂Z
∂τ
−
(
(u0)2 +
B2
ρh
)
G
{
b2t
a2 − (G+ a2)c2s
(λux−u0)− b0tχ
}
, (7.81)
Lm,By = Cm
∂Z
∂By
+
b2t
a2 − (G+ a2)c2s
{
(1− c2s)a(G+ a2)
(
SyBx
ρh
− 2Byuxu0
)
+
(−b0Sy +B2by
ρhu0
+
(
2(u0)2 − 1)By)G(λux − u0) + b0t
{
2Bx(G+ a2)
u0 − λux
(
− 2u0By(λ+ u0a) + b0auy + S
yB
ρh
)
+
(
b0Sy −B2by
ρhu0
− (2(u0)2 − 1)By)
· χG
}
+ g2
{
H
(
− 2(u0)2Byuy + b0(1 + uyuy) + S
yby
ρh
)
− (u0 − λux)
(
Eu0
+ Syuy
(
1 +
b2
ρh
)
+
uyb0
u0
(b0uy −By)− 2By
(
u0uyb0 +
1− (u0)2
u0
By
)}
+ g1
{
H
(
(−2(u0)2By + b0uy)uz + S
ybz
ρh
)
− (u0 − λux)
(
Syuz
(
1 +
b2
ρh
)
+
uyb0
u0
(b0uz −Bz)− 2By
(
u0uzb0 +
1− (u0)2
u0
Bz
)}
, (7.82)
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Lm,Bz = Cm
∂Z
∂Bz
+
b2t
a2 − (G+ a2)c2s
{
(1− c2s)a(G+ a2)
(
SzBx
ρh
− 2Bzuxu0
)
+
(−b0Sz +B2bz
ρhu0
+
(
2(u0)2 − 1)Bz)G(λux − u0) + b0t
{
2Bx(G+ a2)
u0 − λux
(
− 2u0Bz(λ+ u0a) + b0auz + S
zB
ρh
)
+
(
b0Sz −B2bz
ρhu0
− (2(u0)2 − 1)Bz)
· χG
}
+ g2
{
H
(
(−2(u0)2Bz + b0uz)uy + S
zby
ρh
)
− (u0 − λux)
(
Szuy
(
1 +
b2
ρh
)
+
uzb0
u0
(b0uy −By)− 2Bz
(
u0uyb0 +
1− (u0)2
u0
By
)}
+
g1
{
H
(
− 2(u0)2Bzuz + b0(1 + uzuz) + S
zbz
ρh
)
− (u0 − λux)
(
Eu0
+ Szuz
(
1 +
b2
ρh
)
+
uzb0
u0
(b0uz −Bz)− 2Bz
(
u0uzb0 +
1− (u0)2
u0
Bz
)}
. (7.83)
La propuesta de renormalizacio´n que hacemos para estos autovectores en
el caso de la degeneracio´n de tipo II es la que sigue. Para el autovector mag-
netoso´nico cuyo autovalor correspondiente sea el ma´s cercano al autovalor de
Alfve´n, proponemos dividir por | bt |. As´ı, deberemos realizar las siguientes
sustituciones en las componentes del autovector:
b2t
a2 − (G+ a2)c2s
−→ | bt |
a2 − (G+ a2)c2s
, b0t −→
b0t
| bt | , (7.84)
g1 −→ g1| bt | , g2 −→
g2
| bt | , (7.85)
donde las expresiones que debemos usar en la renormalizacio´n, se encuentran
definidas (7.63) y (7.64).
Para el otro autovector, proponemos dividir por
b2t
a2 − (G+ a2)c2s
=
ρha2 − b2G
G(G+ a2)c2s
. (7.86)
As´ı, deberemos hacer las siguientes sustituciones en las expresiones de las com-
ponentes
b2t
a2 − (G+ a2)c2s
−→ 1, b0t −→
b0tG(G+ a
2)c2s
ρha2 − b2G , (7.87)
g1 −→ g1G(G+ a
2)c2s
ρha2 − b2G , g2 −→
g2G(G+ a2)c2s
ρha2 − b2G , (7.88)
118 Cap´ıtulo 7
donde las expresiones que debemos usar en la renormalicio´n se encuentran en
(7.73) y (7.74).
Cap´ıtulo 8
Un co´digo nume´rico para
RMHD basado en te´cnicas
HRSC
En este cap´ıtulo vamos a describir los ingredientes fundamentales del co´digo
nume´rico para RMHD, basado en las llamadas te´cnicas de alta resolucio´n de
captura de choques, que hemos desarrollado. En la primera seccio´n resumire-
mos los conceptos ba´sicos de este tipo de te´cnicas y su aplicacio´n a la magne-
tohidrodina´mica relativista. A continuacio´n, nos centraremos en la descripcio´n
de los elementos del co´digo nume´rico, comenzando por el ca´lculo de los flujos
nume´ricos, tanto para las variables hidrodina´micas como para las componentes
del campo magne´tico. En una segunda parte del cap´ıtulo, analizaremos diversos
tests en una y dos dimensiones espaciales. Finalmente describiremos los resul-
tados obtenidos en una aplicacio´n sencilla para el estudio de chorros relativistas
magnetizados.
El co´digo nume´rico descansa en una discretizacio´n conservativa de las ecua-
ciones. El ingrediente ma´s original es el uso de un resolvedor de Riemann aproxi-
mado tipo Roe basado en la descomposicio´n espectral renormalizada presentada
en los cap´ıtulos precedentes de este trabajo. Junto con dicho resolvedor, y a
efectos de comparacio´n, se ha programado tambie´n un resolvedor ma´s sencillo
(HLL).
El co´digo resuelve las ecuaciones de la RMHD para un fluido magnetizado
relativista caracterizado por las densidades de masa y energ´ıa interna y campos
tridimensionales de velocidades y magne´tico, sobre un dominio espacial bidi-
mensional (aproximacio´n 2.5D). La implementacio´n actual del co´digo, permite
el uso de coordenadas cartesianas (x, y, z) y cil´ındricas (r, φ, z) asumiendo, en
este u´ltimo caso dependencia en r y z.
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8.1 MHD relativista y te´cnicas HRSC
Procedimientos anal´ıticos para la obtencio´n de soluciones de sistemas de ecua-
ciones diferenciales en derivadas parciales so´lo existen en ciertas situaciones
particulares, por lo que se recurre a me´todos de resolucio´n nume´ricos (aproxi-
mados). Los me´todos de alta resolucio´n de captura de choques (me´todos HRSC,
del ingle´s high-resolution shock-capturing methods; ver, por ejemplo, LeVeque
1992) esta´n especialmente disen˜ados para describir correctamente las soluciones
de sistemas hiperbo´licos de leyes de conservacio´n (como las ecuaciones de la
hidrodina´mica o magnetohidrodina´mica cla´sicas y relativistas), que pueden de-
sarrollar discontinuidades a partir de datos iniciales suaves. Estos me´todos se
basan en la discretizacio´n de las ecuaciones en su forma conservativa y la uti-
lizacio´n de la informacio´n caracter´ıstica del sistema.
En la Seccio´n 8.1.1 se introducira´n los conceptos e ingredientes ba´sicos de
las te´cnicas HRSC. En la siguiente seccio´n, haremos un breve repaso histo´rico
de los esfuerzos, problemas y principales logros en la utilizacio´n de las te´cnicas
HRSC en el contexto de la MHD y RMHD.
8.1.1 Introduccio´n a las te´cnicas HRSC
Para simplificar la notacio´n nos restringiremos formalmente al caso de una
ecuacio´n escalar en una dimensio´n espacial
∂u
∂t
+
∂f(u)
∂x
= 0 (8.1)
con la condicio´n inicial u(x, t = 0) = u0(x).
En el contexto de los me´todos en diferencias finitas, la ecuacio´n (8.1) se
resuelve en una malla nume´rica espacio-temporal (xi, tn) con
xj = (j − 1/2)∆x, j = 1, 2, ... y tn = n∆t, n = 0, 1, 2, ... (8.2)
donde ∆t y ∆x son el paso temporal y el taman˜o de celda, respectivamente.
En cada una de las celdas nume´ricas se definen las cantidades unj , que pueden
interpretarse como una aproximacio´n del valor promedio en la celda
unj ' u¯nj =
1
∆x
∫ xj+1/2
xj−1/2
u(x, tn) dx. (8.3)
Las soluciones cla´sicas del sistema de ecuaciones diferenciales (que no siem-
pre existen) son aquellas que son C1. Se define una solucio´n de´bil como aquella
que es solucio´n cla´sica en las regiones donde es C1 y que en los puntos donde
no es C1 cumple las condiciones de salto de Rankine-Hugoniot
f(uR)− f(uL) = s(uR − uL) (8.4)
donde s es la velocidad de propagacio´n de la discontinuidad y uR y uL son los
estados a derecha e izquierda, respectivamente, de la discontinuidad.
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Las soluciones de´biles tienen el problema de que pueden ser no f´ısicas. Las
soluciones f´ısicas son aquellas que corresponden al l´ımite ε → 0 (ε > 0) de uε,
solucio´n de la ecuacio´n
∂uε
∂t
+
∂uε
∂x
= ε
∂2uε
∂2x
. (8.5)
Podemos caracterizar estas soluciones por la llamada condicio´n entro´pica,
que para fluidos sen˜ala que la entrop´ıa de un fluido debe crecer al atravesar una
discontinuidad. Para el caso escalar, Oleinik (1959) demostro´ que las soluciones
f´ısicamente relevantes cumplen
f(u)− f(uL)
u− uL ≥ s ≥
f(u)− f(uR)
u− uR (8.6)
para todo u entre uR y uL. La extensio´n de este resultado a sistemas de leyes
de conservacio´n fue desarrollada por Lax (1972).
Un teorema debido a Lax y Wendroff (Lax y Wendroff 1960), demuestra
que los esquemas nume´ricos basados en una discretizacio´n conservativa de las
ecuaciones, en caso de converger nume´ricamente, lo hacen a una solucio´n de´bil
del sistema original de ecuaciones. La convergencia bajo refinamiento de malla
implica que el error global || E∆x ||, definido como
|| E∆x ||= ∆x
∑
j
| u¯nj − unj |, (8.7)
tiende a cero cuando ∆x→ 0.
Consistentemente con la ley de conservacio´n, un esquema nume´rico se dice
conservativo cuando se escribe en la forma
un+1 = un − ∆t
∆x
(
fˆ(unj−r, u
n
j−r+1, ..., u
n
j+q)− fˆ(unj−r−1, unj−r, ..., unj+q+1)
)
,(8.8)
donde q y r son enteros positivos y fˆ es una funcio´n, el flujo nume´rico, que
verifica fˆ(u, u, ..u) = f(u).
El anteriormente citado teorema de Lax-Wendroff no establece, sin embargo,
bajo que´ condiciones el me´todo es convergente. En el contexto de asegurar la
convergencia, la estabilidad de la variacio´n total de la solucio´n ha probado ser
un criterio so´lido aunque teo´ricamente restringido a leyes escalares. La variacio´n
total de la solucio´n en un cierto instante tn se define como
TV(un) =
+∞∑
0
| unj+1 − unj | . (8.9)
Se dice que un esquema nume´rico es TV-estable si la cantidad TV(un) esta´
acotada por el dato inicial para todo tn. Para leyes de conservacio´n escalares, es-
critas en forma conservativa, se demuestra que la TV-estabilidad es una condicio´n
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suficiente de convergencia (LeVeque 1992). Debido a este resultado, la inves-
tigacio´n se ha dirigido hacia el desarrollo de me´todos nume´ricos de alto or-
den, en forma conservativa, los cuales satisfagan la condicio´n de TV-estabilidad.
La forma conservativa se obtiene a partir de la forma integral del sistema de
ecuaciones. Integrando la ecuacio´n diferencial en un dominio [xj−1/2, xj+1/2]×
[tn, tn+1] y comparando con la ecuacio´n (8.8), se llega a la conclusio´n que el flujo
nume´rico f¯ que aparece en (8.8) es una aproximacio´n al promedio temporal del
flujo que atraviesa la interfase entre dos celdas nume´ricas
f¯j+1/2 ' 1∆t
∫ tn+1
tn
f(u(xj+1/2, t)) dt. (8.10)
Los flujos nume´ricos se pueden obtener calculando de forma exacta o apro-
ximada el flujo que se establecer´ıa entre las dos celdas nume´ricas considerando
que en el instante inicial los estados en cada punto de la celda nume´rica son
constantes y que la interfase entre las celdas marcar´ıa la discontinuidad entre
los estados, es decir resolviendo el llamado problema de Riemann en cada in-
terfase de la malla. Los me´todos nume´ricos basados en esta estrategia reciben
el nombre de me´todos tipo Godunov en honor de K.S. Godunov quien la in-
trodujo en el marco de las ecuaciones de la dina´mica de fluidos perfectos en
1959 (Godunov 1959). En la actualidad, el desarrollo de resolvedores del prob-
lema de Riemann constituye por s´ı mismo una disciplina dentro del ana´lisis
nume´rico (ver, por ejemplo, Toro 1997). La disipacio´n nume´rica necesaria para
estabilizar el algoritmo a trave´s de discontinuidades puede introducirse tambie´n
an˜adiendo te´rminos disipativos conservativos locales a me´todos en diferencias
finitas esta´ndar. Esta es el enfoque seguido en los llamados me´todos sime´tricos
(ve´ase, por ejemplo, Davis 1984, Roe 1984, Yee 1987 y Liu y Osher 1998).
La precisio´n de alto orden se obtiene normalmente usando funciones po-
lino´micas conservativas para interpolar la solucio´n aproximada dentro de las
celdas nume´ricas. La idea es producir estados a la izquierda y a la derecha
de cada interfase ma´s precisos sustituyendo los valores medios, unj (que solo
proporcionan precisio´n de primer orden), por valores ma´s pro´ximos al flujo real
en las interfases, uLj+1/2, u
R
j+1/2). Esta el proceso de interpolacio´n debe preservar
la TV-estabilidad, cosa que se logra usando algoritmos mono´tonos.
Se dice que un me´todo es TVD (del ingle´s total variation dimishing scheme)
si la variacio´n total de una cualquier solucio´n decrece con el tiempo. Obvia-
mente, los esquemas TVD son TV-estables. El primer esquema de alto orden
TVD fue desarrollado por van Leer (1977), quien obtuvo un esquema de se-
gundo orden usando una interpolacio´n en las celdas nume´ricas. La utilizacio´n
de para´bolas mono´tonas para obtener mayor precisicio´n dio´ lugar al desarrollo
de un esquema de tercer orden, el me´todo PPM (de piecewise parabolic method)
desarrollado por Colella y Woodward (1984). La propiedad TVD, aunque ase-
gura la TV-estabilidad, puede ser demasiado restricitiva. De hecho los me´todos
TVD reducen su precisio´n hasta primer orden en los extremos. Por ello, se
han desarrollado me´todos de reconstruccio´n alternativos, donde se permiten in-
crementos de la variacio´n total. Este es el caso de los esquemas TVB (total
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variation bounded, esquemas de variacio´n acotada), entre los que se encuentran
los me´todos ENO (essential non oscillatory ; Shu y Osher 1989) o el me´todo
PHM (piecewise hyperbolic method ; Marquina 1994).
La precisio´n de alto orden en el avance temporal se puede conseguir uti-
lizando, por ejemplo, algoritmos de Runge-Kutta que preservan la propiedad
TVD en cada subpaso (Shu y Osher 1988).
8.1.2 Te´cnicas HRSC en MHD cla´sica y relativista
El e´xito de los esquemas HRSC en hidrodina´mica (cla´sica y relativista) ha pro-
piciado su aplicacio´n a la MHD y, ma´s recientemente, a la RMHD. La principal
diferencia cualitativa entre la hidrodina´mica y la magnetohidrodina´mica radica
en la adicio´n en e´sta u´ltima de la ecuacio´n de induccio´n
∂B
∂t
−∇× (v ×B) = 0 (8.11)
y de la condicio´n de divergencia nula para el campo magne´tico
∇ ·B = 0. (8.12)
Esta u´ltima ecuacio´n rompe formalmente el cara´cter conservativo del sistema de
ecuaciones, aunque en el caso unidimensional dicho cara´cter se recupera. Brio
y Wu (1988) se aprovecharon precisamente de esta circunstancia para extender
las te´cnicas HRSC basadas en resolvedores de Riemann aproximados a la MHD.
Para ello tuvieron que renormalizar los autovectores de la MHD para poderlos
utilizar en los casos de degeneracio´n. Muchos trabajos posteriores han ahondado
en esta l´ınea de trabajo. Dai y Woodward (1994) adaptaron el esquema de
reconstruccio´n PPM para la MHD. Zachary et al. (1994), Ryu y Jones (1995),
Roe y Balsara (1996), etc., han implementado me´todos TVD usando diversos
resolvedores de Riemann.
La condicio´n de divergencia nula adquiere mayor importancia al considerar
la extensio´n multidimensional. No es u´nicamente la necesidad de satisfacer de
forma ma´s o menos precisa una condicio´n matema´tica impuesta al sistema, sino
el hecho de que, de no cumplirse e´sta, los resultados incluira´n efectos no f´ısicos,
concretamente aceleraciones a lo largo de las l´ıneas de campo magne´tico. Con
objeto de forzar el cumplimiento de la condicio´n de divergencia nula para el
campo magne´tico se han desarrollado diferentes tipos de me´todos: me´todo de
las ocho ondas, transporte restringido (CT, del ingle´s constrained transport), es-
quemas de proyeccio´n, me´todos basados en el uso del vector potencial, etc. Un
resumen actualizado de las tres primeras estrategias puede encontrarse en To´th
(2000). En Evans y Hawley (1988) se discuten las limitaciones de la cuarta. En
nuestras aplicaciones nume´ricas hemos utilizado la te´cnica CT, originalmente de-
sarrollada por Evans y Hawley (1988). El me´todo consiste en una discretizacio´n
del campo magne´tico en las interfases que garantiza la conservacio´n del valor
inicial de ∇·B en cada celda nume´rica, al nivel de precisio´n nume´rica correspon-
diente al error de redondeo. En la actualidad, existen diversas prescripciones
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para el ca´lculo correcto de los flujos asociados al campo magne´tico para algo-
ritmos basados en resolvedores de Riemann (Dai y Woodward 1998, Ryu el al.
1998, Balsara y Spicer 1999).
En el contexto de la RMHD, los problemas derivados de la inclusio´n de la
ecuacio´n de induccio´n y de la condicio´n de divergencia nula son los mismos
que en MHD, no en vano tenemos las mismas ecuaciones, y las estrategias para
solucionarlos son las que acabamos de citar. De hecho los mayores problemas
que se encuentran al abordar la extensio´n de las te´cnicas HRSC basadas en
resolvedores de Riemann a la RMHD provienen del hecho de la falta de un
procedimiento de renormalizacio´n de autovectores similar al realizado por Brio y
Wu (1988) en el caso cla´sico. Uno de los objetivos principales de la investigacio´n
que ha dado lugar a esta Tesis Doctoral ha sido, precisamente, el desarrollar
dicho procedimiento de renormalizacio´n (ve´anse los Cap´ıtulos 5, 6 y 7).
Adema´s de los problemas ya referidos sobre la carencia de un conjunto de
autovectores renormalizados, el mayor acoplamiento de las ecuaciones de la
RMHD redunda en una menor eficacia de los esquemas usados. Au´n as´ı, en los
u´ltimos an˜os se ha realizado un importante esfuerzo en el desarrollo de co´digo
para la RMHD basados en te´cnicas HRSC. Resumiendo brevemente estos es-
fuerzos, destacaremos el art´ıculo de Komissarov (1999a), en el cual adema´s de
un profundo estudio de la estructura caracter´ıstica de la RMHD, se describen
las l´ıneas maestras de un co´digo nume´rico multimensional HRSC, que aunque
muy difusivo, ha demostrado ser robusto y fiable, como podemos observar en
las simulaciones de chorros relativistas magnetizados (Komissarov 1999b) o de
magnetosferas de pu´lsares (Komissarov y Lyubarsky 2003).
El siguiente trabajo a destacar es el realizado por Balsara (2001). Este tra-
bajo, aunque reducido al caso unidimensional, presenta importantes novedades
como es el intento de renormalizacio´n de los autovectores a derechas. Posible-
mente la aportacio´n ma´s interesante del trabajo sean las propuestas de tests
nume´ricos y su presentacio´n que permiten una ra´pida comparacio´n con otros
co´digos, aunque por desgracia ninguno de los tests propuestos corresponden a
casos degenerados.
Otro trabajo destacable en el esfuerzo de obtener una descomposicio´n espec-
tral de las matrices jacobianas de la RMHD apta para su empleo en resolvedores
de Riemann, es el de Koldoba et al. (2002). Esta descomposicio´n proporciona
una expresio´n similar a la que hemos deducido por otros medios para el auto-
vector de Alfve´n en el sistema de Anile. La expresio´n que dan para los vectores
magnetoso´nicos es similar a la nuestra aunque difiere en la normalizacio´n usada,
estando inspirada la de Koldoba et al. (2002) en el trabajo de Brio y Wu (1988)
y la nuestra, en el ana´lisis geome´trico de los autovectores y de las ecuaciones
caracter´ısticas. Lamentablemente, no proporcionan el paso al sistema de va-
riables conservadas, con lo cual no es posible a priori su uso en los esquemas
generales basados en resolvedores de Riemann.
El trabajo de Del Zanna et al. (2002), elude el problema de no contar con
una descomposicio´n espectral adecuada para su utilizacio´n en resolvedores de
Riemann utilizando dos esquemas para el ca´lculo de flujos (local Lax-Friedrichs
y HLL; ver detalles en Del Zanna et al. 2002) que u´nicamente necesitan conocer
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los autovalores. Estos dos esquemas aunque son ma´s difusivos que los basados
en resolvedores de Riemann ma´s complejos, son combinados con procedimientos
de reconstrucccio´n ENO de tercer orden, obtiendo muy buenos resultados.
En el campo de la GRMHD debemos destacar los trabajos de Koide et al.
(1998, 1999, 2000, 2002) y Koide (2003) en el contexto de la formacio´n de chorros
relativistas y que se basan en la utilizacio´n de un me´todo sime´trico. Aunque los
resultados distan mucho de ser definitivos y muestran numerosas limitaciones
(ver, por ejemplo, Komissarov 2004) se trata de trabajos pioneros que se han
convertido en un referente fundamental en el marco de la GRMHD nume´rica.
Siguiendo en el marco de la GRMHD, el panorama actual se completa con
las contribuciones de De Villiers y Hawley (2003a), que desarrollan un co´digo
nume´rico basado en te´cnicas de viscosidad artificial, Gammie et al. (2003) con
su co´digo HARM, que utiliza el resolvedor HLL, y recientemente, Komissarov
(2004), que ha extendido su co´digo RMHD a GRMHD.
8.2 Discretizacio´n de las ecuaciones
De forma gene´rica, y sin explicitar el algoritmo de avance temporal, la dis-
cretizacio´n conservativa de las ecuaciones de la RMHD conduce al sistema
dUi,j
dt
=
1
∆Vi,j
{
∆S1i+1/2,jFˆ
1
i+1/2,j −∆S1i−1/2,jFˆ1i−1/2,j
}
+
1
∆Vi,j
{
∆S2i,j+1/2Fˆ
2
i,j+1/2 −∆S2i,j−1/2Fˆ2i,j−1/2
}
+ Si,j , (8.13)
donde los elementos de volumen y a´rea se corresponden con
∆Vi,j = ∆xi∆yj , ∆S1i,j = ∆yj , ∆S
2
i,j = ∆xi, (8.14)
en coordenadas cartesianas, y con
∆Vi,j = pi∆r2i∆zj , ∆S
1
i,j = 2piri∆zj , ∆S
2
i,j = pi∆r
2
i , (8.15)
en coordenadas cil´ındricas.
En la expresio´n (8.13) las cantidades Ui,j y Si,j representan aproximaciones
a los valores medios de las densidades de las variables conservadas y de los
te´rminos fuente en las celdas nume´ricas. Ana´logamente, las cantidades Fˆ1i+1/2,j
y Fˆ2i,j+1/2 son los flujos nume´ricos, aproximaciones a los flujos a trave´s de las
correspondientes interfases nume´ricas. En coordenadas cartesianas,
Ui,j ≈ 1∆Vi,j
∫ xi+1/2
xi−1/2
∫ yj+1/2
yj−1/2
U(x, y, t) dx dy, (8.16)
Fˆ1i+1/2,j ≈
1
∆S1i,j
∫ yj+1/2
yj−1/2
Fx(xi+1/2, y, t) dy, (8.17)
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Fˆ2i+1/2,j ≈
1
∆S2i,j
∫ xi+1/2
xi−1/2
Fy(x, yj+1/2, t) dx, (8.18)
Si,j = 0, (8.19)
donde las funciones U, Fx y Fy esta´n definidas en el Cap´ıtulo 4 (Seccio´n 4.2).
En coordenadas cil´ındricas,
Ui,j ≈ 2pi∆Vi,j
∫ ri+1/2
ri−1/2
∫ zi+1/2
zi−1/2
U(r, z, t) rdr dz, (8.20)
Fˆ1i+1/2,j ≈
2pi
∆S1i,j
∫ zi+1/2
zi−1/2
Fr(ri+1/2, z, t) dz, (8.21)
Fˆ2i,j+1/2 ≈
2pi
∆S2i,j
∫ ri+1/2
ri−1/2
Fz(r, zj+1/2, t) rdr, (8.22)
Si,j ≈ 2pi∆Vi,j
∫ ri+1/2
ri−1/2
∫ zi+1/2
zi−1/2
S(r, z, t) rdr dz, (8.23)
donde las funciones U, Fr, Fz y S esta´n definidas en el Ape´ndice D.
8.3 Ca´lculo de flujos nume´ricos
En esta seccio´n expondremos las dos estrategias utilizadas para el ca´lculo de los
flujos nume´ricos.
8.3.1 Resolvedor tipo Roe
Los sistemas hiperbo´licos lineales tienen solucio´n exacta. El ape´ndice B se des-
cribe la obtencio´n de dicha solucio´n en el contexto de los esquemas conservativos,
dando las expresiones de los flujos nume´ricos en te´rminos de la descomposicio´n
espectral de la matriz jacobiana del sistema. Reciben el nombre de resolve-
dores tipo Roe aquellos que utilizan la solucio´n exacta del problema de Riemann
correspondiente a un sistema de ecuaciones lineal obtenido mediante una lin-
ealizacio´n local del sistema hiperbo´lico original para el ca´lculo de flujos entre
celdas nume´ricas contiguas.
El resolvedor de Roe original (Roe 1981) se basa en la definicio´n en cada
interfase de una matriz constante, A˜, a partir de la matriz jacobiana del sistema
original, que verifica las siguientes propiedades:
1. A˜ depende u´nicamente de los valores a izquierda y derecha de la interfase
en cuestio´n, A˜ = A˜(UL,UR).
2. A˜ debe ser consistente, es decir A˜(UL,UR) −→ A˜(U), si UL,UR −→ U.
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3. Para cualquier UL,UR se debe cumplir que:
A˜(UL −UR) = F(UL)− F(UR) (8.24)
4. Los autovectores de A˜ deben ser linealmente independientes.
Las condiciones 1) y 2) son necesarias para recuperar el algoritmo lineal a
partir de la versio´n no lineal. La condicio´n 3), suponiendo que 4) se verifica
asegura que el flujo nume´rico es exacto para el caso de discontinuidades (ondas
de choque).
El trabajo de Roe (1981) presenta la forma de obtener la matriz A˜ para las
ecuaciones de la dina´mica de fluidos cla´sica en te´rminos de un cierto estado U˜
promedio de los estados UL y UR. A partir de la matriz A˜ y teniendo en cuenta
la expresio´n del flujo nume´rico en sistemas hiperbo´licos lineales, el flujo de Roe
se calcula segu´n
F̂ROE =
1
2
[
F(UL) + F(UR)−
∑
p
|λ˜(p)|α˜(p)R˜(p)
]
, (8.25)
con
α˜(p) = L˜(p) · (UR −UL), (8.26)
donde λ˜(p), R˜(p), y L˜(p) son los autovalores y los autovectores por la derecha y
por la izquierda, respectivamente, de A˜ (p toma todos los valores enteros desde
1 hasta el nu´mero de ecuaciones del sistema).
La linealizacio´n de Roe para el sistema de la hidrodina´mica relativista en
una me´trica general fue desarrollada por Eulderink (Eulderink 1993, Eulderink
y Mellema 1995). Desafortunadamente, no se conocen los estados promedio de
Roe para la MHD (Brio y Wu 1988 obtienen la matriz de Roe en MHD cla´sica
para el caso particular de un gas ideal con exponente adiaba´tico igual a 2).
Si se relaja la condicio´n 3) anterior, el resolvedor de Roe ya no es exacto
para ondas de choque, pero sigue produciendo soluciones adecuadas. Por otro
lado, las condiciones restantes son satisfechas por un gran nu´mero de de estados
promedio. El trabajo de revisio´n de Mart´ı y Mu¨ller (2003) recoge toda una serie
de resolvedores basados en el de Roe que no satisfacen la condicio´n 3) (resolve-
dores tipo Roe) en hidrodina´mica relativista. En el caso del co´digo para RMHD
que estamos describiendo, hemos utilizado, tras explorar varias posibilidades sin
encontrar diferencias significativas, un resolvedor tipo Roe basado en un estado
promedio construido a partir de las variables f´ısicas, segu´n la media aritme´tica
V˜ =
VL +VR
2
, (8.27)
donde V = (ρ, p, vx, vy, vz, By, Bz). Para este estado promedio, V˜, es para el
que calculamos los autovalores λ˜(p) y los respectivos autovectores en variables
conservadas, R˜(p) y L˜(p)), que usamos en el ca´lculo del flujo de Roe (8.25). En
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nuestra implementacio´n del co´digo para RMHD, los autovalores se obtienen a
partir de las expresiones dadas en la seccio´n (4.4), mientras que los autovecto-
res por la derecha y por la izquierda son los obtenidos en los cap´ıtulos 6 y 7,
respectivamente.
Un problema del resolvedor de Roe es que viola la condicio´n de entrop´ıa
para el caso de rarefacciones transo´nicas (Roe 1981, Van Leer 1984), estando
asociado espec´ıficamente a los puntos de la onda de rarefaccio´n donde el auto-
valor asociado cambia de signo. En estos casos el resolvedor de Roe converge
a soluciones no f´ısicas. Para prevenir este hecho, se debe incluir un te´rmino de
viscosidad que actu´a en estos puntos (ver Harten y Hyman 1983, Yee 1989).
Para ello se modifica el flujo de Roe (8.25) de la siguiente forma
F̂ROE =
1
2
[
F(UL) + F(UR)−
∑
p
|ξ(p)|α˜(p)R˜(p)
]
, (8.28)
donde se define
ξp = max
(
|λ˜p|, δp
)
, (8.29)
δp = max
(
0, (λ˜p − λpL), (λpR − λ˜p)
)
(8.30)
siendo λpL y λ
p
R los autovalores asociados a los estados izquierda y derecha,
respectivamente.
8.3.2 Resolvedor HLL
En el resolvedor de Roe (y ma´s en general, en los resolvedores tipo Roe), la
solucio´n exacta del problema de Riemann para las ecuaciones de la hidrodina´mica
consistente en cuatro estados constantes separados por ondas simples (ondas de
choque o rarefacciones y una discontinuidad de contacto) se sustituye por cua-
tro estados constantes separados por discontinuidades lineales. El resolvedor de
Riemann HLL (Harten et al. 1983) contiene so´lo tres estados constantes,
UHLL(x/t;UL,UR) =
 UL para x < λLtU∗ para λLt ≤ x ≤ λRtUR para x > λRt , (8.31)
donde λL y λR representan, respectivamente, cotas a las velocidades mı´nima y
ma´xima de las ondas que emanan de la discontinuidad inicial. El estado interme-
dio, U∗, se determina requiriendo la consistencia de la solucio´n aproximada del
problema de Riemann con la forma integral de las ecuaciones de conservacio´n.
El flujo nume´rico asociado con dicha solucio´n tiene la forma
F̂HLL =
λ+F(UL)− λ−F(UR) + λ+λ−(UR −UL)
λ+ − λ− (8.32)
con
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λ+ = max(0, λpR, λ
p
L) λ
− = min(0, λpR, λ
p
L), (8.33)
donde λpL,R denota el conjunto de autovalores de los estados izquierda y derecha,
respectivamente.
El resolvedor HLL evita el uso de gran parte de la informacio´n caracter´ıstica
del sistema de ecuaciones, lo que lo hace muy fa´cil de implementar. Por otro
lado, el uso de cotas inferior y superior a las velocidades de propagacio´n de
las ondas hace que el resolvedor HLL sea ma´s difusivo que los tipo Roe, por
ejemplo. Sin embargo, la mayor difusividad del resolvedor lo hace tambie´n ma´s
robusto.
8.4 Preservacio´n de la condicio´n ∇ ·B = 0
En la Seccio´n 8.1.2 ya se discutio´ la necesidad de imponer la condicio´n de di-
vergencia nula para el campo magne´tico en el contexto de los algoritmos para
la magnetohidrodina´mica nume´rica y se enumeraron las estrategias ma´s uti-
lizadas. En la presente Seccio´n describiremos el algoritmo implementado en
nuestro co´digo y que se basa en las te´cnicas de transporte restringido (del ingle´s,
constrained transport, CT). Como ya se dijo en 8.1.2, la te´cnica CT fue desarro-
llada originalmente por Evans y Hawley (1988) y adaptada a las te´cnicas HRSC
por diversos autores (Dai y Woodward 1998, Ryu et al. 1998, Balsara y Spicer
1999). Entre las ventajas de la te´cnica CT, adema´s de su compatibilidad con
los me´todos HRSC, esta´ la de su fa´cil implementacio´n para mallas nume´ricas
no cartesianas, una cuestio´n fundamental para un co´digo relativista (especial y
general).
Por claridad en la exposicio´n (y para referirnos exactamente al algoritmo
programado), nos restringiremos al caso en el que todas las variables del prob-
lema dependen exclusivamente de dos coordenadas espaciales y el tiempo (lo
que se conoce como aproximacio´n 2,5D). El algoritmo se basa en la integracio´n
de la ecuacio´n de induccio´n
∂B
∂t
−∇× (v ×B) = 0 (8.34)
sobre las caras (superficies coordenadas) de las celdas nume´ricas y la aplicacio´n
del teorema de Stokes.
Por comodidad definiremos Ω ≡ v ×B y denotaremos por (x, y, z) las tres
variables coordenadas, indistintamente cartesianas o cil´ındricas. Finalmente,
supondremos que todas las variables son independientes respecto de z (φ, en el
caso de coordenadas cil´ındricas).
Sea S una de las caras laterales de una cierta celda nume´rica. Integrando la
ecuacio´n de induccio´n sobre S∫
S
∂B
∂t
· dS =
∫
S
∇×Ω · dS, (8.35)
y aplicando el teorema de Stokes obtenemos,
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∫
S
∂B
∂t
· dS =
∮
∂S
Ω · dl, (8.36)
donde ∂S denota la frontera de la superficie de integracio´n. Sin pe´rdida de
generalidad (y usando una notacio´n adaptada a la del algoritmo en diferen-
cias finitas) supondremos que dicha superficie viene caracterizada por un valor
de x constante (xi+1/2) y valores de y y z variando, respectivamente, entre
[yj−1/2, yj+1/2] y [zk−1/2, zk+1/2]. As´ı,
∫
S
∂B
∂t
· dS =
∫ yj+1/2
yj−1/2
Ω(xi+1/2, y, zk−1/2) · dl+
∫ zk+1/2
zk−1/2
Ω(xi+1/2, yj+1/2, z) · dl
−
∫ yj+1/2
yj−1/2
Ω(xi+1/2, y, zk+1/2) · dl−
∫ zk+1/2
zk−1/2
Ω(xi+1/2, yj−1/2, z) · dl,
(8.37)
donde las integrales curvil´ıneas se efectuan a lo largo de las aristas (l´ıneas co-
ordenadas) de la celda nume´rica correspondiente.
Al no existir dependencia respecto a la variable z se tiene que
∫ yj+1/2
yj−1/2
Ω(xi+1/2, y, zk−1/2) · dl−
∫ yj+1/2
yj−1/2
Ω(xi+1/2, y, zk+1/2) · dl = 0 (8.38)
y, por tanto,
∫
S
∂B
∂t
· dS =
∫ zk+1/2
zk−1/2
Ω(xi+1/2, yj+1/2, z) · dl−
∫ zk+1/2
zk−1/2
Ω(xi+1/2, yj−1/2, z) · dl.
(8.39)
Adema´s, podemos extraer de las integrales las componentes de Ω
∫
S
∂B
∂t
· dS = Ω(xi+1/2, yj+1/2) ·
∫ zk+1/2
zk−1/2
dl −Ω(xi+1/2, yj−1/2) ·
∫ zk+1/2
zk−1/2
dl
= Ωz i+1/2,j+1/2∆zi+1/2,j+1/2 − Ωz i+1/2,j−1/2∆zi+1/2,j−1/2,(8.40)
donde Ωz es la componente z de Ω y ∆z, la longitud de arco de la arista
correspondiente, y donde se han definido Ωz i+1/2,j±1/2 = Ωz(xi+1/2, yj±1/2),
∆zi+1/2,j±1/2 = ∆z(xi+1/2, yj±1/2).
Finalmente, para una malla nume´rica fija (es decir, independiente del tiempo)
el orden de las operaciones de derivacio´n temporal e integracio´n sobre la super-
ficie puede invertirse, de forma que la expresio´n anterior puede utilizarse para
avanzar el valor medio del campo magne´tico sobre la superficie S a lo largo del
tiempo. Efectivamente, si definimos
Bx i+1/2,j =
1
∆Si+1/2,j
∫
S
B · dS (8.41)
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Figura 8.1: Esquema de la celda nume´rica (i, j) que muestra la definicio´n de las
componentes del campo magne´tico y los flujos nume´ricos en las interfases.
tenemos que
dBx i+1/2,j
dt
=
1
∆Si+1/2,j
(
Ωz i+1/2,j+1/2∆zi+1/2,j+1/2−Ωz i+1/2,j−1/2∆zi+1/2,j−1/2
)
.
(8.42)
En las dos expresiones anteriores, ∆Si+1/2,j es el a´rea de la superficie corres-
pondien te, S.
Repitiendo el mismo proceso para el campo magne´tico promediado sobre
una superficie centrada en y = yj+1/2 y con x y z variando, respectivamente,
entre [xi−1/2, xi+1/2] y [zk−1/2, zk+1/2],
dBy i,j+1/2
dt
=
1
∆Si,j+1/2
(
Ωz i+1/2,j+1/2∆zi+1/2,j+1/2−Ωz i−1/2,j+1/2∆zi−1/2,j+1/2
)
.
(8.43)
Para el caso de coordenadas cartesianas y una malla equiespaciada tenemos,
una vez simplificados los factores geome´tricos,
dBx i+1/2,j
dt
=
1
∆yj
(
Ωz i+1/2,j+1/2 − Ωz i+1/2,j−1/2
)
. (8.44)
dBy i,j+1/2
dt
=
1
∆xi
(
Ωz i+1/2,j+1/2 − Ωz i−1/2,j+1/2
)
. (8.45)
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Como puede verse con facilidad, el algoritmo de avance del campo magne´tico
promedio sobre las interfases nume´ricas as´ı definido verifica el que
d
dt
∫
V
∇ ·B dV = 0, (8.46)
donde la integral se extiende al volumen de la celda nume´rica correspondiente,
con lo que un campo magne´tico con divergencia nula mantiene su cara´cter a lo
largo de la evolucio´n.
Falta, por u´ltimo, determinar las cantidades Ωz, definidas sobre los ve´rtices
comunes de cuatro celdas nume´ricas. Puesto que los valores de Ωz en cada una
de las celdas contiguas sera´n, en general, diferentes, tiene sentido estimar dichos
valores a partir de los flujos nume´ricos de la ecuacio´n de induccio´n definidos para
los cuatro problemas de Riemann diferentes que se pueden plantear. Existen
diversas prescripciones para calcular Ωz (ver, por ejemplo, To´th 2000). Nosotros
hemos adoptado la dada por Ryu et al. (1998)
Ωz i+1/2,j+1/2 =
1
2
(F̂y i+1,j+1/2+F̂y i,j+1/2)−12(F̂x i+1/2,j+1+F̂x i+1/2,j), (8.47)
donde F̂x i+1/2,j y F̂y i,j+1/2 se definen segu´n
• Para el resolvedor HLL:
F̂x,i+1/2,j =
λ+
(
Byvx
)
L
− λ−(Byvx)R + λ+λ−((By)R − (By)L)
λ+ − λ−
F̂y,i,j+1/2 =
λ+
(
Bxvy
)
L
− λ−(Bxvy)R + λ+λ−((Bx)R − (Bx)L)
λ+ − λ− ,
donde λ± han sido definidos en (8.33) y los sub´ındices L y R hacen refe-
rencia a cantidades calculadas a izquierda y derecha, respectivamente, de
la correspondiente interfase.
• Para el resolvedor tipo Roe:
F̂x,i+1/2,j =
1
2
(
(Byvx)L + (Byvx)R − F ∗i+1/2,j
)
, (8.48)
F̂y,i,j+1/2 =
1
2
(
(Bxvy)L + (Bxvy)R − F ∗i,j+1/2
)
, (8.49)
donde, de nuevo, los sub´ındices L y R hacen referencia a cantidades cal-
culadas a izquierda y derecha, respectivamente, de la correspondiente in-
terfase y F ∗ es el te´rmino de viscosidad nume´rica en la expresio´n del flujo
de Roe, (8.28).
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Figura 8.2: Ejemplo de las funciones determinante del jacobiano de Fx(U)
y N4 para el estado ρ = 1.0,  = 10−3, vx = 9.995, vy = 0.01, vz = 0.0,
Bx = 10−2, By = 10−2 y Bz = 0.0. Los coeficientes de N4 de este estado son
C4 = 0.97895, C3 = −3.9355, C2 = 5.9329, C1 = −3.9752 y C0 = 0.99880. Los
rombos marcan los autovalores magnetoso´nicos y los tria´ngulos, los autovalores
de Alfve´n y entro´pico. Obse´rvese que a pesar de los valores acotados de los
coeficientes de la cua´rtica, cualquier valor entre 0.99465 y 0.99533 es solucio´n
con una precisio´n de 4 10−15.
En el contexto de simulaciones 2.5D, la tercera componente del campo, Bz
no tiene ninguna contribucio´n a la divergencia del campo magne´tico al no tener
dependencia en la coordenada z. Esto implica que esta componente del campo
no precisa de un tratamiento diferente al del resto de variables conservadas, por
lo que se avanza siguiendo el mismo esquema que ellas.
8.5 Ca´lculo de autovalores
Los dos resolvedores del problema de Riemann implementados en nuestro co´digo
utilizan los autovalores del sistema de ecuaciones (o, al menos, estimaciones de
ellos). En la Seccio´n 4.4 dedujimos la ecuacio´n caracter´ıstica de la RMHD
en el sistema de Anile que define dichos autovalores. Para los autovalores
entro´pico y de Alfve´n, la resolucio´n de la ecuacio´n caracter´ıstica conduce a
expresiones anal´ıticas (ecuaciones (4.44) y (4.45), respectivamente) que pueden
utilizarse directamente para calcularlos. Los autovalores magnetoso´nicos, por
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el contrario, son las ra´ıces de una ecuacio´n cua´rtica (4.41) que debe resolverse
nume´ricamente.
Para resolver la cua´rtica empleamos un algoritmo de Newton-Raphson, con
objeto de obtener los autovalores correspondientes a las ondas magnetoso´nicas
ra´pidas usando como semilla la velocidad de la luz (+1 y −1, en las unidades del
co´digo nume´rico). Una vez hallados estos dos autovalores, la ecuacio´n cua´rtica
se reduce a una cuadra´tica que resolvemos anal´ıticamente. Este me´todo presenta
problemas de precisio´n cuando la energ´ıa cine´tica del estado es elevada frente a
las energ´ıas te´rmica y magne´tica. En estos casos, la ecuacio´n a resolver (4.46),
presenta regiones extensas en las que se hallara´n las ra´ıces con precisiones t´ıpicas
del orden de 10−16 (ve´ase el ejemplo de la Fig. 8.2). Esto implica que al trabajar
en doble precisio´n, independientemente del me´todo que empleemos para calcular
las ra´ıces, tendremos problemas derivados de la falta de precisio´n nume´rica. La
solucio´n anal´ıtica de la cua´rtica no representa una mejora debido al elevado
nu´mero de operaciones y al ca´lculo de ra´ıces cuadradas y cu´bicas, que tienden
a aumentar el error nume´rico.
El resolvedor HLL utiliza cotas inferior y superior a los autovalores de cada
estado. Las expresiones
λ±0 =
u0ux(1− Ω)±
√
Ω
(
Ω+ (1− Ω)((u0)2 − (ux)2)
)
Ω+ (1− Ω)(u0)2 , (8.50)
donde Ω = c2s + c
2
a − c2ac2s y c2a = b2/E, representan cotas a dichos autovalores,
tal y como se prueba en el Ape´ndice H. Esta aproximacio´n fue utilizada con
e´xito por Leismann et al. (2005). Dado que al sustituir los autovalores por una
cota en el resolvedor HLL, aumenta la viscosidad nume´rica del algoritmo, para
poder comparar mejor las capacidades de los dos resolvedores implementados,
HLL y tipo Roe, en todos los tests presentados en esta tesis se ha utilizado una
versio´n del resolvedor HLL con autovalores anal´ıticos.
8.6 Ca´lculo de autovectores
El trabajo anal´ıtico realizado en los Cap´ıtulos 5, 6 y 7 esta´ motivado por su
aplicacio´n nume´rica. Como hemos visto, los flujos nume´ricos basados en el
resolvedor de Roe implican el conocimiento de los autovectores a derechas e
izquierdas en las variables conservadas.
En una primera versio´n del co´digo nume´rico se programaron los autovectores
a derechas en variables conservadas provenientes de realizar el producto de la
matrizM (introducida en la Seccio´n 5.1.2) por los autovectores correspondientes
en el sistema de variables de Anile definidos en la Seccio´n 4.5. Los autovectores
a izquierdas eran obtenidos por inversio´n nume´rica de la matriz formada por
los autovectores a derechas. Con esta implementacio´n se comprobo´ que los
autovectores obtenidos ten´ıan errores nume´ricos muy importantes en los estados
pro´ximos a las degeneraciones. La Fig. 8.3 muestra el error en la condicio´n de
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autovector para un par de autovectores a derechas e izquierdas calculados segu´n
el procedimiento que acabamos de describir. El error del vector magnetoso´nico a
derechas es pra´cticamente nulo (error ma´quina) en todo el espacio de para´metros
considerado, excepto a lo largo de la l´ınea Bx = 0 (degeneracio´n de tipo I), sobre
la que el error relativo alcanza valores en torno al 25%. El error correspondiente
al autovector de Alfve´n a izquierdas se concentra a lo largo de la misma l´ınea
pero con valores mucho ma´s pequen˜os (∼ 10−11). Con respecto a los autovalres a
izquierdas hay que destacar que el proceso de inversio´n nume´rica propaga el error
(de unos tantos por cien) a regiones muy extensas del espacio de para´metros.
El resultado mostrado en la figura anterior puede compararse con el de la
Fig. 8.4, en la que se muestra el error relativo para los mismos estados (in-
cluyendo adema´s el estado con Bx = 0, By = 0) de los mismos autovectores
pero renormalizados, es decir calculados segu´n el procedimiento descrito en los
Cap´ıtulos 5, 6 y 7. En este caso, el error relativo ma´ximo de los vectores mag-
netoso´nicos a derechas e izquierdas es mucho menor (del orden de 10−7) y el de
los vectores de Alfve´n es el error ma´quina. El mayor error de los vectores mag-
netoso´nicos puede ser debido en parte al error producido en el ca´lculo nume´rico
del autovalor magnetoso´nico.
Dada la dependencia del flujo de Roe con los autovectores a derechas e
izquierdas, el error en la condicio´n de autovector con y sin renormalizacio´n
permite ya estimar la bondad de las dos aproximaciones en el ca´lculo de los
flujos nume´ricos y, por tanto, la fiabilidad y robustez del co´digo nume´rico. Sin
embargo, la validez de ambas aproximaciones queda todav´ıa ma´s clara si anal-
izamos el comportamiento de la funcio´n vectorial
∑
p(L
(p)·U)R(p), directamente
relacionada con el te´rmino de viscosidad nume´rica que aparece en el flujo de Roe.
Las Figs. 8.5 y 8.6 muestran las componentes asociadas con las densidades de
masa relativista y de momento en la direccio´n z de dicha funcio´n calculadas
con los autovectores sin renormalizar y renormalizados, respectivamente. El
comportamiento de las componentes para el caso de los autovectores sin renor-
malizar, Fig. 8.5, es catastro´fico como cab´ıa esperar del hecho de mezclar en una
u´nica expresio´n las componentes de los autovectores a derechas e izquierdas. Por
el contrario, la Fig. 8.6 muestra un comportamiento suave.
El algoritmo con el que calculamos los flujos de Roe en el co´digo RMHD
se basa en los autovectores a derechas e izquierdas calculados segu´n el proced-
imiento descrito en los Cap´ıtulos 5, 6 y 7.
8.7 Reconstruccio´n de variables
Con objeto de aumentar la precisio´n de los resultados sin incrementar de forma
significativa el tiempo de ca´lculo, los me´todos en diferencias finitas de alta
resolucio´n incorporan te´cnicas de reconstruccio´n de la solucio´n en las celdas
nume´ricas.
Como se dijo en la Seccio´n 8.1.1, las te´cnicas de reconstruccio´n se basan
en interpolaciones polino´micas en cada celda nume´rica de las variables o flu-
jos. Para que el algoritmo resultante sea TV-estable, las interpolaciones entre
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Figura 8.3: Errores relativos en la condicio´n de autovector para el par de auto-
vectores a derechas (R) y a izquierdas (L), asociados a un autovalor magne-
toso´nico ra´pido (1) y uno de Alfve´n (2), para una serie de estados con ρ = 2.0,
 = 0.1, vx = −0.50, vy = 0.50,vz = 0.50, Bz = 0.0, y con Bx y By barriendo
un intervalo de valores entre −1 y −10−7 y entre 10−7 y 1 de forma exponencial,
con 50 puntos en cada intervalo sen˜alado. Los autovectores a derechas esta´n sin
renormalizar y los correspondientes autovectores a izquierdas se han calculado
por inversio´n nume´rica de la matriz de vectores propios a derechas.
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Figura 8.4: Errores relativos en la condicio´n de autovector para el par de auto-
vectores a derechas (R) y a izquierdas (L), asociados a un autovalor magne-
toso´nico ra´pido (1) y uno de Alfve´n (2), para los mismos estados de la Fig. 8.3,
pero incluyendo el estado con Bx = 0, By = 0. Los autovectores esta´n renor-
malizados segu´n el procedimiento descrito en los cap´ıtulos 5, 6 y 7.
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Figura 8.5: Logaritmo del valor absoluto de las componentes D y Sz de la
funcio´n vectorial
∑
p(L
(p) · U)R(p) con los autovectores a derechas sin renor-
malizar y los correspondientes autovectores a izquierdas calculados por inversio´n
nume´rica de la matriz de vectores propios a derechas, para los mismos estados
de la Fig. 8.3.
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Figura 8.6: Componentes D y Sz de la funcio´n vectorial
∑
p(L
(p) ·U)R(p) con
los autovectores renormalizados segu´n el procedimiento descrito en los cap´ıtulos
5, 6 y 7, para los mismos estados de la Fig. 8.3.
140 Cap´ıtulo 8
celdas contiguas se limitan con objeto de que las funciones reconstruidas no in-
crementen el nu´mero de extremos de la solucio´n original y, con ello, su variacio´n
total.
El me´todo que hemos utilizado es una versio´n modificada del algoritmo min-
mod de interpolacio´n lineal unidimensional desarrollado originalmente por van
Leer (1977) y que proporciona un algoritmo de segundo orden espacial. Si V es
una de las variables a reconstruir y Vi su valor medio en la celda i (con coor-
denada x = xi), los valores de V a izquierda y derecha de la interfase nume´rica
i+ 1/2, VL i+1/2, VR i+1/2, respectivamente, se calculan segu´n
VL i+1/2 = Vi +∆i
(
xi+1/2 − xi
)
(8.51)
VR i+1/2 = Vi+1 +∆i+1
(
xi+1/2 − xi+1
)
, (8.52)
con
∆i = minmod
(
Vi+1 − Vi
xi+1 − xi ,
Vi − Vi−1
xi − xi−1
)
(8.53)
y donde la funcio´n minmod se define como:
minmod(a, b)
 a si | a |<| b |, con ab > 0b si | a |>| b |, con ab > 00 si ab < 0 (8.54)
El algoritmo de interpolacio´n que acabamos de describir se aplica a lo largo
de cada una de las direcciones de integracio´n. En la integracio´n a lo largo del
eje x, las variables a reconstruir son (ρ, p, ux, uy, uz, By, Bz). La reconstruccio´n
de Bx a lo largo de la integracio´n en x es innecesaria ya que el campo magne´tico
esta´ definido originalmente sobre las interfases.
En los tests con condiciones iniciales ma´s extremas (entre los que se encuen-
tran los tests multidimensionales descritos en la Seccio´n 8.11, en lugar de ρ y p
hemos reconstruido sus logaritmos. En los casos con grandes saltos en la den-
sidad o la presio´n y, especialmente en aquellas situaciones donde dichos saltos
se combinan con magnetizaciones muy grandes, la interpolacio´n logar´ıtmica,
al reducir la magnitud de los saltos y proporcionar valores reconstruidos ma´s
pro´ximos al mı´nimo, proporciona flujos nume´ricos ma´s acordes con los valores
extremos (por pequen˜os) de dichas celdas, lo que ha dotado al co´digo de una
mayor robustez. Adema´s, en estos casos, hemos limitado el valor absoluto de la
pendiente a 2 en aquellas zonas en las que el cociente entre la presio´n magne´tica
y la te´rmica es mayor que 4.
8.8 Avance temporal
El avance temporal se ha efectuado utilizando algoritmos Runge-Kutta que
preservan la propiedad TVD del me´todo (Shu y Osher 1988). Se han pro-
gramado algoritmos Runge-Kutta de segundo y tercer orden. Se detallan a
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continuacio´n los algoritmos para el caso de una dimensio´n espacial sin te´rminos
fuente. Si
dU
dt
=
1
∆x
(Fˆnj+1/2 − Fˆnj−1/2) (≡ L(Un)) (8.55)
representa el algoritmo semidiscreto para avanzar la solucio´n desde el instante
tn al instante tn+1, donde los Fˆnj+1/2 son los flujos nume´ricos obtenidos a partir
de la solucio´n reconstruida en el instante tn, los algoritmos de Runge-Kutta
utilizados son los siguientes.
1. Runge-Kutta de segundo orden:
Un+1/2j = U
n
j +∆tL(U
n) (8.56)
Un+1j =
1
2
Unj +
1
2
Un+1/2j +
1
2
∆tL(Un+1/2) (8.57)
2. Runge-Kutta de tercer orden:
U∗j = U
n
j +∆tL(U
n) (8.58)
Un+1/2j =
3
4
Unj +
1
4
U∗j +
1
4
∆tL(U∗) (8.59)
Un+1j =
1
3
Unj +
2
3
Un+1/2j +
2
3
∆tL(Un+1/2). (8.60)
En las expresiones anteriores, ∆t es el paso de tiempo que debe satisfacer
la condicio´n de Courant, como corresponde a cualquier esquema expl´ıcito. En
general, los resultados obtenidos usando el algoritmo de tercer orden son equiv-
alentes a los obtenidos con el de segundo para pasos de tiempo ma´s pequen˜os.
Esto ha hecho que en la pra´ctica, se haya usado el esquema de segundo orden.
8.9 Recuperacio´n de variables primitivas
El esquema nume´rico utilizado para resolver las ecuaciones de la RMHD permite
obtener los valores de las variables conservadas U tras cada paso de tiempo. Sin
embargo, una caracter´ıstica importante de la RMHD es que no existe una forma
expl´ıcita de recuperar las variables primitivas V = (ρ, p, vx, vy, vz, Bx, By, Bz)
a partir del sistema de variables conservadas. Para poder obtener las variables
primitivas de un determinado estado, conocidos los valores de las variables con-
servadas debemos proceder a la resolucio´n nume´rica de un sistema de ecuaciones
algebraicas no lineales. En esta seccio´n vamos a describir el procedimiento de-
sarrollado para recuperar las variables primitivas tras cada paso de tiempo.
Nuestro procedimiento es muy similar al de Komissarov (1999a) y Leismann et
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al. (2005). El art´ıculo de Noble et al. (2006) analiza la eficiencia y robustez de
hasta seis me´todos de recuperacio´n en el contexto de la magnetohidrodina´mica
en relatividad general.
La idea ba´sica del procedimiento consiste en la resolucio´n de un sistema de
dos ecuaciones para el mo´dulo de la densidad de momento, S2 = SiSi, y la
densidad de energ´ıa total. A partir de la definicio´n de Si, (4.16), escribimos:
S2 = (ρh+ b2)2W 4v2 + (b0)2
(
b2 + (b0)2 − 2(ρh+ b2)W 2) , (8.61)
donde v2 ≡ v · v. Para la densidad de energ´ıa total tenemos
τ = (ρh+ b2)W 2 − p− b
2
2
− (b0)2. (8.62)
En las ecuaciones anteriores, podemos eliminar la dependencia en el cuadrivec-
tor campo magne´tico, b, a partir de la relacio´n entre su mo´dulo y el del trivector
campo magne´tico, B, (4.134), y la relacio´n
(B · S) = ρhWb0. (8.63)
Con esto, las ecuaciones (8.61) y (8.62) se escriben
S2 = (Z +B2)2
W 2 − 1
W 2
− (2Z +B2) (B · S)
2
Z2
, (8.64)
donde hemos introducido, adema´s, la definicio´n Z = ρhW 2, y
τ = Z +B2 − p− B
2
2W 2
− (B · S)
2
2Z2
. (8.65)
Las dos ecuaciones anteriores, junto con la definicio´n de la densidad de masa
relativista, ec. (4.15), y la definicio´n de Z, forman un sistema de ecuaciones
impl´ıcitas para las inco´gnitas ρ, p y W , suponiendo que la funcio´n h = h(ρ, p)
es conocida a trave´s de la ecuacio´n de estado. En nuestro co´digo nume´rico para
RMHD en relatividad restringida nos hemos limitado a una ecuacio´n de estado
de gas ideal, para la que
p = (γ − 1)ρε, (8.66)
donde γ es el exponente adiaba´tico. Para esta ecuacio´n de estado, el te´rmino
para la presio´n que aparece en la ecuacio´n (8.65) se puede sustituir por
p =
γ − 1
γ
Z −DW
W 2
. (8.67)
Tras esta sustitucio´n, las ecuaciones (8.64) y (8.65) se pueden resolver como
sistema para las inco´gnitas W y Z. Para ello, despejamos el factor de Lorentz
W de ambas ecuaciones. A partir de (8.65) obtenemos
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Figura 8.7: Panel izquierdo: funciones F (l´ınea discont´ınua) y G (l´ınea de
puntos) para el estado ρ = 1.0,  = 1.0, vx = 0.99, vy = 0.0, vz = 0.0, Bx = 1.0,
By = 1.0, Bz = 0.0. Panel derecho: funcio´n resta F −G.
W =
[
γ − 1
γ
D −
{(
γ − 1
γ
D
)2
− 4
(
τ − Z −B2 + (B · S)
2
2Z2
)
(
γ − 1
γ
Z +
B2
2
)}1/2][
2
(
τ − Z −B2 + (B · S)
2
2Z2
)]−1
≡ F (Z;U) (8.68)
(correspondiente a la u´nica ra´ız positiva de la ecuacio´n cuadra´tica original) y a
partir de (8.64),
W =
√
(Z +B2)2
(Z +B2)2 − S2 − (B·S)2Z2 (2Z +B2)
≡ G(Z;U). (8.69)
A continuacio´n, igualamos las dos expresiones anteriores y procedemos a la
resolucio´n nume´rica de la ecuacio´n resultante por el me´todo de la biseccio´n. La
Fig. 8.7 muestra la representacio´n de las funciones F y G y su diferencia, F −G,
para un estado particular.
Una vez obtenidos los valores para Z y W el resto de variables primitivas
puede obtenerse de forma expl´ıcita.
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8.10 Tests unidimensionales en coordenadas carte-
sianas
En esta seccio´n vamos a mostrar los resultados obtenidos con nuestro co´digo
en la resolucio´n de algunos problemas de Riemann unidimensionales. Los datos
iniciales de los diferentes problemas se han escogido de entre los tests publicados
por Balsara (2001) y Komissarov (1999a). Los datos iniciales correspondientes
a los tests aparecen listados en la Tabla 1. En dicha tabla, no aparecen listados
los valores iniciales de las velocidades tangenciales a la discontinuidad inicial
por ser en todos los casos iguales a cero.
Test ρL ρR pL pR vxL v
x
R B
x ByL B
y
R B
z
L B
z
R γ
Ba1 1.0 0.125 1.0 0.1 0.0 0.0 0.5 1.0 −1.0 0.0 0.0 2.0
Ba3 1.0 1.0 103 0.1 0.0 0.0 10.0 7.0 0.7 7.0 0.7 4/3
Ba4 1.0 1.0 0.1 0.1 0.999 −0.999 10.0 7.0 −7.0 7.0 −7.0 5/3
Ko7 1.0 0.1 103 1.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 4/3
Ko8 1.0 0.1 30.0 1.0 0.0 0.0 0.0 20.0 0.0 0.0 0.0 4/3
Los tests denominados como Ba1, Ba3 y Ba4 se corresponden con los tests
numerados como 1, 3 y 4 en el art´ıculo de Balsara (2001). Los tests Ko7 y
Ko8 se corresponden con los discutidos en las secciones 6.7 (shock-tube 1) y 6.8
(shock-tube 2) del art´ıculo de Komissarov (1999a).
Recientemente Giacomazzo y Rezzolla (2006) y Romero et al. (2005), estos
u´ltimos para una configuracio´n particular del campo magne´tico, han obtenido
soluciones anal´ıticas para el problema de Riemann en RMHD. Sin embargo, en
la discusio´n de los tests unidimensionales la discusio´n de nuestros resultados no
se hara´ teniendo en cuenta la citada solucio´n anal´ıtica.
8.10.1 El test Ba1
Los datos iniciales correspondientes a este test aparecen listados en la Tabla 1.
Se trata de la extensio´n relativista de un test cla´sico propuesto originalmente
por Brio y Wu (1988). La discontinuidad inicial se descompone en la siguiente
estructura de ondas (de izquierda a derecha): una rarefaccio´n ra´pida, una onda
compuesta, una discontinuidad de contacto, un choque lento y una rarefaccio´n
ra´pida. La onda compuesta (que podemos describir en este caso como una onda
de choque seguida de una rarefaccio´n) contiene la transicio´n de la componente
transversal del campo magne´tico entre los valores iniciales (1 y −1). No se
observa ninguna onda de Alfven propaga´ndose hacia la derecha al no haber
rotacio´n del campo magne´tico a la derecha de la discontinuidad de contacto.
El test es so´lo moderadamente relativista, desde el punto de vista cinema´tico
(el factor de Lorentz del flujo alcanza un valor ma´ximo en torno a 1.5), sin
embargo, constituye un test interesante por la riqueza de estructuras y discon-
tinuidades que desarrolla. Las Figs. 8.9 y 8.10 muestran los perfiles de diver-
sas variables en un instante posterior a la ruptura de la discontinuidad inicial,
obtenidos con dos versiones del co´digo nume´rico usando los resolvedores HLL
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Figura 8.8: Error L para el test Ba1 para las variables densidad de masa,
presio´n te´rmica, componente de la velocidad en el eje x y componente del campo
magne´tico en direccio´n y, para el resolvedor HLL (l´ınea continua y cruces) y
para el resolvedor tipo Roe (l´ınea discontinua y asteriscos).
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Figura 8.9: Test Ba1 realizado con el resolvedor HLL, reconstruccio´n minmod
y el algoritmo de Runge Kutta de segundo orden para el avance temporal. Se
han utilizado 1600 celdas nume´ricas y una CFL de 0.5.
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Figura 8.10: Test Ba1 realizado con el resolvedor tipo Roe, reconstruccio´n min-
mod y el algoritmo de Runge Kutta de segundo orden para el avance temporal.
Se han utilizado 1600 celdas nume´ricas y una CFL de 0.5.
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y tipo Roe. Los perfiles son muy similares en ambos casos aunque se nota
una menor difusio´n (menor nu´mero de puntos) en los perfiles obtenidos con el
resolvedor tipo Roe.
8.10.2 El test Ba3
Este test (ver de nuevo la Tabla 1) se caracteriza por presentar un gran salto
en la presio´n te´rmica (cuatro o´rdenes de magnitud) entre los estados izquierdo
y derecho de la discontinuidad inicial. La ruptura de dicha discontinuidad pro-
duce una regio´n estrecha de gran densidad propaga´ndose a trave´s del estado
inicial derecho a velocidad supermagnetoso´nica, el equivalente a una onda de
detonacio´n. La estructura de ondas es, de izquierda a derecha: una rarefaccio´n
magnetoso´nica ra´pida, una rarefaccio´n magnetoso´nica lenta, una discontinuidad
de contacto, un choque magnetoso´nico lento y, finalmente, un choque magne-
toso´nico ra´pido. La existencia de la velocidad de la luz como l´ımite para las
velocidades de propagacio´n de las ondas es la responsable de la delgadez de la
onda de detonacio´n, cuya resolucio´n supone un test severo para cualquier algo-
ritmo nume´rico. La coplanariedad del campo magne´tico en los estados iniciales
izquierdo y derecho explica la ausencia de ondas de Alfven.
Como se observa en las Figs 8.11 y 8.12, las soluciones nume´ricas obtenidas
con los dos resolvedores son similares. La resolucio´n de las discontinuidades
involucra un nu´mero parecido de celdas en ambos casos. Adema´s, los valores
extremos de la densidad, el campo magne´tico transversal y la velocidad transver-
sal en el frente de la onda de detonacio´n (en las figuras, alrededor de la posicio´n
x = 0.9) son tambie´n parecidos. Comparando con las soluciones originales de
Balsara (2001), vemos que en e´stas u´ltimas los valores extremos mencionados
son mayores en valor absoluto. Sin embargo, tanto en nuestros resultados como
en los ca´lculos originales de Balsara (2001), los estados constantes entre la dis-
continuidad de contacto, la onda magnetoso´nica lenta y la ra´pida, no llegan a
resolverse.
8.10.3 El test Ba4
El dato inicial correspondiente a este test (ver Tabla 1) representa la colisio´n
a velocides relativistas (el factor de Lorentz en el sistema de referencia fijo es
22.366) de dos medios homoge´neos ide´nticos, con campos magne´ticos transver-
sales rotados 180 grados. La solucio´n, sime´trica respecto de la posicio´n de la
discontinuidad inicial, esta´ formada por dos choques magnetoso´nicos ra´pidos y
dos choques magnetoso´nicos lentos ma´s internos, que se alejan de la posicio´n
de la colisio´n inicial. Los choques internos dejan tras de s´ı material con campo
magne´tico nulo (choques switch-off).
Los paneles de las Figs. 8.9 y 8.14 representan diversas variables en un tiempo
posterior a la colisio´n inicial de los dos fluidos magnetizados relativistas. La
mayor difusio´n del resolvedor HLL queda reflejada en la mayor cantidad de pun-
tos involucrados en la descripcio´n de los choques (en especial los lentos) respecto
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Figura 8.11: Test Ba3 realizado con el resolvedor HLL, reconstruccio´n minmod
y el algoritmo de Runge Kutta de segundo orden para el avance temporal. Se
han utilizado 1600 celdas nume´ricas y una CFL de 0.5. El perfil de Bz (no
mostrado) es ide´ntico al de By.
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Figura 8.12: Test Ba3 realizado con el resolvedor tipo Roe, reconstruccio´n min-
mod y el algoritmo de Runge Kutta de segundo orden para el avance temporal.
Se han utilizado 1600 celdas nume´ricas y una CFL de 0.5. El perfil de Bz (no
mostrado) es ide´ntico al de By.
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Figura 8.13: Test Ba4 realizado con el resolvedor HLL, reconstruccio´n minmod
y el algoritmo de Runge Kutta de segundo orden para el avance temporal. Se
han utilizado 1600 celdas nume´ricas y una CFL de 0.5. El perfil de Bz (no
mostrado) es ide´ntico al de By.
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Figura 8.14: Test Ba4 realizado con el resolvedor tipo Roe, reconstruccio´n min-
mod y el algoritmo de Runge Kutta de segundo orden para el avance temporal.
Se han utilizado 1600 celdas nume´ricas y una CFL de 0.5. El perfil de Bz (no
mostrado) es ide´ntico al de By.
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del resolvedor de tipo Roe. El otro resultado llamativo es la depresio´n de la den-
sidad en el entorno de la colisio´n inicial. Este feno´meno (conocido como sobreca-
lentamiento –overheating) representa un problema tradicional para los me´todos
conservativos incluso en el caso de simulaciones puramente hidrodina´micas. De
nuevo, la mayor disipacio´n del resolvedor HLL frente al tipo Roe hace el prob-
lema menos drama´tico en el caso del primero. Finalmente, nuestros resultados
son comparables a los obtenidos originalmente por Balsara (2001) y a los ma´s
recientes de Del Zanna et al. (2002), usando reconstruccio´n de segundo orden
y resolvedor HLL.
8.10.4 El test Ko7
La propiedad ma´s destacable del dato inicial correspondiente a este test (ver
Tabla 1) es la ausencia de campo magnetico tangencial. Se trata, pues, de un
dato inicial incluido en uno de los casos degenerados de la magnetohidrodina´mica
(degeneracio´n II). El test pone a prueba, por tanto, la capacidad de nuestra
propuesta de vectores propios renormalizados. Por lo dema´s, la evolucio´n del
dato inicial desarrolla una onda de detonacio´n menos extrema que la producida
en el test Ba3 (debido a la menor magnitud del salto en presio´n en este caso).
Este problema ha sido propuesto por Komissarov (1999; ver tambiee´n erratum
Komissarov 2002).
La degeneracio´n del dato inicial conduce a una estrutura de ondas similar
a la obtenida en el caso puramente hidrodina´mico. La onda de detonacio´n
(una delgada capa de material denso) aparece limitada por una onda de choque
y una discontinuidad de contacto. Al tiempo que la onda de detonacio´n se
desplaza hacia la derecha, una rarefaccio´n recorre el estado a la izquierda de la
discontinuidad inicial.
Las Figs. 8.15 y 8.16 representan diversas variables del problema en un mo-
mento de su evolucio´n. En este caso, los dos resolvedores producen resultados
con difusiones similares, como se deduce de los valores de la densidad en la onda
de detonacio´n (en torno a 0.65, aproximadamente un 76% del valor anal´ıtico).
Este valor es tambie´n similar al obtenido por Komissarov (1999), aunque en
este caso, el nu´mero de celdas involucrado en la transicio´n de la onda de choque
delantera es superior. Los resultados de Komissarov (1999) muestran tambie´n
unas oscilaciones nume´ricas de gran amplitud en el factor de Lorentz del fluido
en la onda de detonacio´n. Nuestros resultados presentan unos perfiles limpios
de dichas oscilaciones.
8.10.5 El test Ko8
Este test, cuyas condiciones iniciales aparecen recogidas en la Tabla 1, con-
siste en un estado con campo magne´tico puramente tangencial (degeneracio´n
I) situado a la derecha de un estado puramente hidrodina´mico. El intere´s de
este test radica, como en el caso del anterior Ko7, en probar la capacidad de
nuestro resolvedor para abordar problemas que involucran estados degenerados
(incluyendo estados puramente hidrodina´micos). La solucio´n, que aparece en
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Figura 8.15: Test Ko7 realizado con el resolvedor HLL, reconstruccio´n minmod
y el algoritmo de Runge Kutta de segundo orden para el avance temporal. Se
han utilizado 400 celdas nume´ricas y una CFL de 0.5. La discontinuidad inicial
se situ´a en x = 1.25. El perfil de Bz (no mostrado) es ide´ntico al de By.
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Figura 8.16: Test Ko7 realizado con el resolvedor tipo Roe, reconstruccio´n min-
mod y el algoritmo de Runge Kutta de segundo orden para el avance temporal.
Se han utilizado 400 celdas nume´ricas y una CFL de 0.5. La discontinuidad
inicial se situ´a en x = 1.25. El perfil de Bz (no mostrado) es ide´ntico al de By.
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las Figs. 8.17 y 8.18, contiene so´lo tres ondas: una onda de rarefaccio´n mag-
netoso´nica ra´pida, que se propaga a trave´s del estado inicial izquierdo, una
discontinuidad de contacto y un choque hidrodina´mico que avanza sobre el es-
tado inicial a la derecha. A juzgar por el valor para la densidad alcanzado en la
onda de detonacio´n (en torno a 0.6, un 93% del valor anal´ıtico), los dos resolve-
dores utilizados, HLL y tipo Roe, presentan una difusio´n similar y ligeramente
inferior al algoritmo propuesto por Komissarov (1999).
8.10.6 Conclusiones
El ana´lisis de los tests unidimensionales prueba el buen funcionamiento del al-
goritmo nume´rico propuesto tanto con el resolvedor HLL como con el de tipo
Roe. Dicho buen funcionamiento se manifiesta en la ruptura correcta de las dis-
continuidades iniciales y la no generacio´n de estados no f´ısicos (si exceptuamos
el overheating. Los resultados apuntan hacia una menor difusio´n del esquema
nume´rico basado en el resolvedor de Roe, como era de esperar.
8.11 Tests bidimensionales en coordenadas carte-
sianas
En esta seccio´n presentamos los resultados obtenidos en la simulacio´n de tres
problemas bidimensionales. Los dos primeros representan explosiones con simetr´ıa
cil´ındrica en un medio magnetizado con campo magne´tico homoge´neo. Los datos
iniciales esta´n extraidos del art´ıculo de Komissarov (1999). El tercer problema
simula el movimiento oscilatorio de rotacio´n de un cilindro r´ıgido bajo la fuerza
de tensio´n magne´tica. Los datos esta´n extraidos del art´ıculo de Del Zanna et
al. (2002) y son una adaptacio´n al caso relativista del test propuesto por To´th
(2000) en el marco de la MHD cla´sica. A pesar de que los resultados no pueden
compararse con una solucio´n anal´ıtica, los tests son muy interesantes, ya que
involucran estados localmente degenerados, cuya descripcio´n constituye un reto
para nuestro reolvedor linealizado tipo Roe.
8.11.1 Explosiones cil´ındricas en medios con campo magne´-
tico homoge´neo
En ambos tests, una malla cartesiana equiespaciada describe la regio´n cuadrada
[0, 12] × [0, 12], en el plano xy, en cuyo centro se situ´a un cilindro de radio
rc = 0.8 de gas en reposo con una densidad de ρc = 0.01 y una presio´n te´rmica
pc = 1.0. En la zona de transicio´n entre 0.8 < r < 1.0 los valores de la presio´n
y la densidad decaen exponencialmente hasta alcanzar los valores del medio
externo, ρe = 10−4, pe = 3 · 10−5. El campo magne´tico inicial es uniforme y
alineado segu´n el eje x. En el primero de los tests (Ko2D1), Bx = 0.01, mientras
que en el segundo, Ko2D2, Bx = 0.1. En ambos casos, la ecuacio´n de estado
que describe el fluido es la de un gas ideal con γ = 4/3.
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Figura 8.17: Test Ko8 realizado con el resolvedor HLL, reconstruccio´n minmod
y el algoritmo de Runge Kutta de segundo orden para el avance temporal. Se
han utilizado 400 celdas nume´ricas y una CFL de 0.5. La discontinuidad inicial
se situ´a en x = 1.25. El perfil de Bz (no mostrado) es ide´ntico al de By.
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Figura 8.18: Test Ko8 realizado con el resolvedor tipo Roe, reconstruccio´n min-
mod y el algoritmo de Runge Kutta de segundo orden para el avance temporal.
Se han utilizado 400 celdas nume´ricas y una CFL de 0.5. La discontinuidad
inicial se situ´a en x = 1.25. El perfil de Bz (no mostrado) es ide´ntico al de By.
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Las Figs. 8.19 y 8.20 muestran la distribucio´n de las magnitudes relevantes en
el instante t = 4.0 para el test Ko2D1, usando los resolvedores HLL y tipo Roe,
respectivamente. Las Figs. (8.21) y (8.22) hacen lo propio con el segundo test,
Ko2D2. Los correspondientes pies de figura contienen la informacio´n relativa
al algoritmo nume´rico utilizado. La comparacio´n con los resultados originales
de Komissarov (1999) y los estudios de convergencia de la solucio´n bajo refi-
namiento de malla, permite confiar en la verosimilitud de nuestros resultados.
En el primero de los tests, la explosio´n inducida por la diferencia de presiones
inicial mantiene pra´cticamente la simetr´ıa cil´ındrica debido a que la fuerza de
Lorentz que actu´a sobre el fluido es muy pequen˜a. Se observa, pues, una onda
de choque casi completamente circular que separa el medio externo no pertur-
bado de una zona interna, en la que el fluido alcanza una velocidad ma´xima de
expansio´n correspondiente a un factor de Lorentz 5.61. La expansio´n del gas
tras la onda de choque provoca la rarificacio´n de la regio´n central. Se observa
tambie´n el reforzamiento (en un factor casi 10) del campo magne´tico tras la
onda de choque en las zonas donde no es ortogonal a la explosio´n. Los resulta-
dos obtenidos con los dos resolvedores son indistinguibles, al nivel de resolucio´n
de las figuras.
Los resultados correspondientes al test Ko2D2 son similares a los anteriores,
so´lo que ahora, la mayor intensidad del campo magne´tico produce una oposicio´n
efectiva a la expansio´n del gas. En este caso, se observan dos regiones, una
exterior y otra interior en la que la expansio´n sigue siendo pra´cticamente radial.
La regio´n externa esta´ formada por un choque delantero casi circular dado que
la velocidad de expansio´n es muy pro´xima a la de la luz. La regio´n interna es
circular debido a la evacuacio´n del campo magne´tico que reduce su evolucio´n a
la puramente hidrodina´mica. Esta regio´n esta´ acotada por otro choque, en este
caso reverso. Entre los dos choques citados, se observa otra discontinuidad, en
cuya parte externa se va comprimiendo el campo magne´tico. El reforzamiento
de la componente de campo magne´tico transversal a la expansio´n reduce la
velocidad de e´sta en la direccio´n y respecto del test anterior (Ko2D1) y la hace
aumentar a lo largo de la direccio´n x, rompiendo la simetr´ıa cil´ındrica. El
reforzamiento del campo magne´tico alcanza en este caso el factor 3.5.
8.11.2 El test del rotor
Del Zanna et al. (2002) adaptaron al caso relativista el siguiente test de mag-
netohidrodina´mica cla´sica de Balsara y Spicer (1999) y To´th (2000). Una malla
cartesiana equiespaciada describe la regio´n [0, 1.0] × [0, 1.0] en el plano xy con
una resolucio´n de 400×400 celdas nume´ricas. En el centro de la malla, y rodeado
por un medio homoge´neo de densidad ρe = 1.0 y presio´n te´rmica pe = 10.0, se
situ´a un cilindro de radio rc = 0.1 en rotacio´n r´ıgida con velocidad angular
ωc = 9.95, con lo que el material de la regio´n ma´s externa gira con un velocidad
correspondiente a un factor de Lorentz ' 10. El material del cilindro tiene una
densidad ρc = 10.0 y una presio´n te´rmica pc = 10.0. El campo magne´tico es
uniforme en toda la malla y orientado en la direccio´n del eje x, con un valor
Bx = 1.0. La ecuacio´n de estado es la de un gas ideal con γ = 5/3.
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Figura 8.19: Explosio´n cil´ındrica con Bx = 0.01 (test Ko2D1) en t = 4.0. Test
realizado con el resolvedor HLL, reconstrucio´n minmod y el algoritmo de Runge
Kutta de segundo orden para el avance temporal. Se han uilizado [200 × 200]
celdas y una CFL de 0.3.
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Figura 8.20: Explosio´n cil´ındrica con Bx = 0.01 (test Ko2D1) en t = 4.0. Test
realizado con el resolvedor de tipo Roe, reconstrucio´n minmod con pendiente
limitada a 2.0, y el algoritmo de Runge Kutta de segundo orden para el avance
temporal. Se han uilizado [200× 200] celdas y una CFL de 0.3.
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Figura 8.21: Explosio´n cil´ındrica con Bx = 0.1 (test Ko2D2) en t = 4.0. Test
realizado con el resolvedor HLL, reconstrucio´n minmod con pendiente limitada
a 2.0, y el algoritmo de Runge Kutta de tercer orden para el avance temporal.
Se han uilizado [200× 200] celdas y una CFL de 0.1.
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Figura 8.22: Explosio´n cil´ındrica con Bx = 0.1 (test Ko2D2) en t = 4.0. Test
realizado con el resolvedor de tipo Roe, reconstrucio´n minmod con pendiente
limitada a 2.0, y el algoritmo de Runge Kutta de tercer orden para el avance
temporal. Se han uilizado [200× 200] celdas y una CFL de 0.1.
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La rotacio´n del cilindro arrastra las l´ıneas del campo magne´tico enrolla´ndolas.
El enrollamiento de las l´ıneas de campo genera una fuerza que tiende a frenar el
cilindro. La deceleracio´n del cilindro junto con su expansio´n marca la evolucio´n
del sistema. Las Figuras (8.24) y (8.23) recogen las distribuciones de diferentes
variables en el instante t = 0.4 para los resolvedores tipo Roe y HLL, respectiva-
mente. Similarmente a los resultados de Del Zanna et al. (2002), se observa una
reduccio´n importante en la velocidad de rotacio´n del cilindro y una expansio´n
de e´ste que hace disminuir la densidad y la presio´n centrales. Comparando los
resultados de ambos resolvedores podemos apreciar una mejor resolucio´n de las
estructuras y unos valores ma´s extremos para el caos del resolvedor tipo Roe
sugiriendo una menor viscosidad nume´rica de este resolvedor respecto del HLL.
8.12 Chorros relativistas magnetizados
Como indicamos en la Introduccio´n, una de las aplicaciones astrof´ısicas ma´s
interesantes del co´digo nume´rico que acabamos de presentar se da en el campo
de los chorros extragala´cticos, cuya simulacio´n en el marco de la hidrodina´mica
cla´sica comenzo´ hace ahora veinticinco an˜os (Norman et al. 1982). En el marco
de la dina´mica relativista, las primeras simulaciones son todav´ıa ma´s recientes
(van Putten 1993, Duncan y Hughes 1994, Mart´ı et al. 1994) aunque han
alcanzado actualmente su madurez incorporando de forma gradual nuevos y ma´s
elaborados ingredientes, como son efectos tridimensionales, campos magne´ticos,
ecuaciones de estado realistas y procesos de emisio´n.
El art´ıculo de Leismann et al. (2005), utilizando un co´digo muy similar al
desarrollado en esta Tesis Doctoral, presenta un estudio parame´trico de la mor-
folog´ıa y dina´mica de chorros relativistas axisime´tricos con campos magne´ticos
toroidales y poloidales. Los trabajos de Komissarov (1999b), cuyos modelos
iniciales han servido de base para las simulaciones presentadas aqu´ı, y Mignone,
Massaglia y Bodo (2005) muestran tambie´n simulaciones de chorros relativistas
con campos magne´ticos toroidales. En esta seccio´n vamos a presentar los resulta-
dos de las simulaciones de diversos chorros relativistas con campos magne´ticos
toroidales y helicoidales obtenidos con el co´digo nume´rico que acabamos de
describir. Adema´s de estas simulaciones (correspondientes a chorros extra-
gala´cticos de gran escala), el co´digo aqu´ı desarrollado se ha utilizado en sim-
ulaciones preliminares de chorros de pequen˜a escala, presentadas en forma de
po´ster, en las conferencias internacionales de Ann Arbor, Michigan (Roca et al.
2006) y Girdwood, Alaska (Roca et al. 2007), con objeto de dilucidar el papel de
los campos magne´ticos en la dina´mica y la emisio´n de los chorros extragala´cticos
a escalas del parsec.
Las simulaciones de chorros superso´nicos propaga´ndose a trave´s de un medio
externo esta´tico homoge´neo explican los rasgos morfolo´gicos ba´sicos de los chor-
ros extragala´cticos. Un haz superso´nico se extiende desde el punto de inyeccio´n
del chorro hasta el punto de impacto en el medio ambiente. El haz, en el intento
de abrirse camino a trave´s del medio, sufre una serie de expansiones y compre-
siones, formando choques internos o de recolimacio´n. En el lugar de impacto
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Figura 8.23: Test del rotor en t = 0.4. Test realizado con el resolvedor HLL,
reconstruccio´n minmod y el algoritmo de Runge-Kutta de segundo orden. Se ha
utilizado una malla nume´rica de 200× 200 celdas y una CFL de 0.1.
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Figura 8.24: Test del rotor en t = 0.4. Test realizado con el resolvedor de tipo
Roe, reconstruccio´n minmod con pendiente limitada a 2.0, y el algoritmo de
Runge-Kutta de tercer orden. Se ha utilizado una malla nume´rica de [250×250]
celdas y una CFL de 0.1.
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con el medio ambiente, el chorro acaba formando una estructura compleja com-
puesta por un choque terminal plano (disco de Mach), una discontinuidad de
contacto que separa el material original del chorro del medio ambiente y una
onda de choque delantera como consecuencia de la propagacio´n superso´nica del
chorro a trave´s del medio ambiente. Finalmente, el material del chorro que im-
pacta en el medio ambiente es deflectado formando una envoltura alrededor del
chorro. Esta envoltura esta´ separada del medio ambiente por una discontinui-
dad de contacto sobre la que se desarrollan inestabilidades de Kelvin-Helmholtz,
causando la mezcla turbulenta de los materiales del chorro y el medio ambiente.
En el caso de chorros con campos magne´ticos toroidales, el material decelerado
en el disco de Mach tiene dificultades para deflectarse formando la envoltura
y, al menos en simulaciones axisime´tricas, tiene la tendencia a acumularse en
la parte delantera del chorro (Clarke et al. 1986 sen˜alaron este feno´meno en
simulaciones de chorros MHD cla´sicas). La velocidad de avance de la cabeza
del chorro en el medio ambiente esta´ gobernada por el balance de momento en
la zona del impacto del chorro con el ambiente.
En las siguientes secciones presentaremos resultados correspondientes a va-
rios chorros relativistas axisime´tricos con distintas configuraciones del campo
magne´tico. Se han utilizado coordenadas cil´ındricas (r, z, φ), permitiendo la ex-
istencia de componentes toroidales para el campo magne´tico y la velocidad del
fluido, pero suponiendo que todas las variables del modelo nume´rico son inde-
pendientes de la coordenada φ. Las simulaciones se han efectuado con el co´digo
descrito en las secciones precedentes, utilizando la interpolacio´n lineal limitada
para la reconstruccio´n de las variables en las celdas nume´ricas, los resolvedores
de Riemann tipo Roe y HLL, y el algoritmo de Runge-Kutta de segundo orden
para el avance temporal. Las simulaciones han seguido la evolucio´n de los chor-
ros inyectados a trave´s de la regio´n definida por 0 < r ≤ Rb (donde Rb es, por
tanto, el radio del chorro en la inyeccio´n) y z = 0, propaga´ndose a trave´s de
un medio ambiente homoge´neo en una regio´n (r, z) ∈ [0, 15Rb] × [0, 50Rb], con
resoluciones t´ıpicas de 20 y 30 celdas/Rb. Tanto el material del chorro como el
del medio ambiente esta´n descritos por una ecuacio´n de estado de gas ideal con
γ = 4/3.
8.12.1 Chorros con campo magne´tico toroidal
Las dos simulaciones que vamos a presentar en esta secio´n se corresponden con
los modelos A y B del art´ıculo de Komissarov (1999b). La configuracio´n del
campo magne´tico (toroidal) de estos modelos es similar a la de los modelos
de Lind et al. (1989), en el contexto de la MHD cla´sica. Los chorros de am-
bos modelos esta´n en equiparticio´n (presio´n te´rmica promedio igual a presio´n
magne´tica promedio), pero difieren en la magnitud del flujo de Poynting. El
modelo JKoA (modelo A en el art´ıculo original de Komissarov 1999b) tiene un
flujo de Poynting alto, mientras que el modelo JKoB (modelo B en Komissarov
et al. 1999b) lo tiene bajo.
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Modelo JKoA: Campo magne´tico toroidal y flujo de Poynting alto.
El medio ambiente en el que se propaga este chorro es un medio no magnetizado
con una densidad (en unidades arbitrarias) ρe = 103 y presio´n te´rmica pe =
0.170338 (en unidades de densidad por la velocidad de la luz al cuadrado). El
chorro tiene, en las mismas unidades, una densidad de ρb = 1.0 y una velocidad
en la direccio´n del eje z, vzb = 0.994874 (equivalente a un factor de Lorentz
Wb = 10).
El campo toroidal tiene una dependencia radial dada por
Bφ =
 B
φ
o (r/rm), si r < rm
Bφo (rm/r), si r < rm < Rb
0, si r > Rb
, (8.70)
siendo Bφo = 10.0 y rm = 0.37. Esta configuracio´n del campo magne´tico corre-
sponde a una corriente axial homoge´nea en el interior del chorro para r ≤ rm
y una corriente de retorno tambie´n axial sobre la superficie del chorro. La
condicio´n de equilibrio hidromagne´tico transversal para el chorro, que para una
configuracio´n como la considerada viene dada por
dp
dr
= −b
φ
r
d(rbφ)
dr
, (8.71)
permite obtener la dependencia radial de la presio´n te´rmica:
p =
 pe
(
α+ 2(1− (r/rm)2)
)
/β, si r < rm
αpe, si r < rm < Rb
pe, si r > Rb
, (8.72)
donde β = 0.34 y
α = 1− 1
β
(
Rb
rm
)2
= 0.59735. (8.73)
Las Figs. 8.25 y 8.26 muestran las distribuciones de diferentes magnitudes
correspondientes al modelo JKoA en el instante t = 110, con el resolvedor
de tipo Roe y una resolucio´n de 20 celdas/Rb, cuando material del chorro al-
canza el final de la malla computacional situada a z = 50. Los paneles de
estas figuras pueden compararse directamente con los resultados de la Fig. 3
de Komissarov (1999b), que ha utilizado el algoritmo descrito en Komissarov
(1999a) y la misma resolucio´n espacial (20 celdas/Rb). El haz superso´nico acaba
a z ≈ 24 (z ≈ 23, en la simulacio´n original de Komissarov 1999b) en un choque
casi plano que se observa claramente en las distribuciones de presio´n te´rmica y
densidad de masa en reposo inercial. La regio´n entre este choque y el extremo
del chorro contiene material decelerado en el choque terminal y que no ha po-
dido deflectarse debido al fuerte pinzamiento producido por el campo toroidal.
El haz superso´nico presenta adema´s diversos choques co´nicos (a z ≈ 4, 17, 20).
La fuerza de pinzamiento es tambie´n la responsable de dificultar la expansio´n
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Figura 8.25: Distribuciones de densidad y presio´n te´rmica para el modelo JKoA
en el instante t = 110. Simulacio´n efectuada con el resolvedor de tipo Roe,
reconstruccio´n lineal con pendiente limitada a 2 en las celdas en las que el
cociente entre las presiones magne´tica y te´rmica es mayor que 0.4, y Runge-
Kutta de segundo orden (CFL = 0.35) para el avance temporal. Resolucio´n
espacial: 20 celdas/Rb.
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Figura 8.26: Distribuciones de densidad de masa en reposo inercial (ρW 2) y
magnetizacio´n (1/β) para la simulacio´n del modelo JKoA de la figura anterior,
en el instante t = 110. Resolvedor de Riemann tipo Roe; resolucio´n espacial:
20 celdas/Rb.
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lateral de la envoltura del chorro y darle a e´ste una estructura estilizada. Como
en el resto de simulaciones bidimensionales, la superficie de contacto entre la
envoltura del chorro y el medio ambiente se ve sujeta al desarrollo de inesta-
bilidades de Kelvin-Helmholtz (que la presencia del campo magne´tico toroidal
no puede inhibir) y que se manifiestan en la simulacio´n como grandes vo´rtices
visibles en la distribucio´n de densidad de masa en reposo.
Las Figs. 8.27 y 8.28 muestran distribuciones de las mismas magnitudes
para el modelo JKoA con la misma resolucio´n espacial (20 celdas/Rb) que las
Figs. 8.25 y 8.26 pero usando el resolvedor de Riemann HLL. La comparacio´n de
ambos juegos de figuras permite encontrar diversas diferencias. Por un lado la
posicio´n de los choques internos no es la misma. El choque terminal se encuentra
ma´s adelantado (en z ≈ 30) en el caso de la simulacio´n con el resolvedor de HLL,
sin embargo el chorro ha avanzado menos (el extremo se situ´a en este caso en
z ≈ 46). En cualquier caso, las diferencias ma´s significativas se centran en la
estructura de la envoltura cuya superficie de contacto con el medio ambiente
es mucho ma´s difusa, con vo´rtices mucho menos definidos. La mayor difusio´n
de la superficie de contacto junto con la menor velocidad de avance del chorro
podr´ıan ser una consecuencia de la mayor viscosidad del resolvedor HLL respecto
del de tipo Roe. Con objeto de contrastar esta posibilidad, hemos repetido la
simulacio´n del modelo JKoA con el resolvedor HLL pero con una resolucio´n 1.5
veces mayor (30 celdas/Rb). Los resultados se muestran en las Figs. 8.29 y 8.30.
La comparacio´n de estas figuras con las correspondientes a la simulacio´n con el
resolvedor de Roe y 20 celdas/Rb (Figs. 8.25 y 8.26) permiten confirmar nuestra
hipo´tesis. La posicio´n del extremo del chorro y del choque terminal son ahora
ma´s parecidas, y lo mismo ocurre con la estructura de vo´rtices de la superficie
de contacto entre el material del chorro y el medio ambiente (como se ve, por
ejemplo, en la distribucio´n de la masa en reposo). De hecho la simulacio´n con
el resolvedor HLL y 30 celdas/Rb parece todav´ıa ma´s difusiva que la efectuada
con el resolvedor de tipo Roe y 20 celdas/Rb.
Modelo JKoB: Campo magne´tico toroidal y flujo de Poynting bajo.
Los para´metros que definen este modelo son ide´nticos a los del anterior (JKoA)
excepto en los valores de la densidad de masa en reposo en el chorro y en el
medio ambiente, que pasan a valer, respectivamente, ρb = 10 y ρe = 104. Esta
modificacio´n, que mantiene la magnetizacio´n del modelo anterior, produce un
modelo con bajo flujo de Poynting. Como se puede apreciar en las Figs. 8.31 y
8.32 (correspondientes a la simulacio´n que utiliza el resolvedor tipo Roe y una
reolucio´n de 20 celdas/Rb), las diferencias morfolo´gicas con respecto al modelo
JKoA son apreciables. La prominencia de la regio´n con material del chorro
delante del choque terminal es menor que en el modelo JKoA. Por contra, la
envoltura que rodea al chorro es casi el doble de ancha. Los choques internos
en el haz superso´nico son ahora ma´s intensos.
La comparacio´n de las Figs. 8.31 y 8.32 con la Fig. 5 de Komissarov (1999b),
correspondiente al mismo modelo, muestra concordancias evidentes en la posicio´n
de los choques internos y el choque terminal, la anchura de la envoltura y la onda
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Figura 8.27: Distribuciones de densidad y presio´n te´rmica para el modelo JKoA
en el instante t = 110. Simulacio´n efectuada con el resolvedor HLL, recon-
struccio´n lineal con pendiente limitada a 2 en las celdas en las que el cociente
entre las presiones magne´tica y te´rmica es mayor que 0.4, y Runge-Kutta de
segundo orden (CFL = 0.35) para el avance temporal. Resolucio´n espacial: 20
celdas/Rb.
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Figura 8.28: Distribuciones de densidad de masa en reposo inercial (ρW 2) y
magnetizacio´n (1/β) para la simulacio´n del modelo JKoA de la figura anterior,
en el instante t = 110. Resolvedor de Riemann HLL; resolucio´n espacial: 20
celdas/Rb.
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Figura 8.29: Distribuciones de densidad y presio´n te´rmica para el modelo JKoA
en el instante t = 110. Simulacio´n efectuada con el resolvedor HLL, recon-
struccio´n lineal con pendiente limitada a 2 en las celdas en las que el cociente
entre las presiones magne´tica y te´rmica es mayor que 0.4, y Runge-Kutta de
segundo orden (CFL = 0.35) para el avance temporal. Resolucio´n espacial: 30
celdas/Rb.
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Figura 8.30: Distribuciones de densidad de masa en reposo inercial (ρW 2) y
magnetizacio´n (1/β) para la simulacio´n del modelo JKoA de la figura anterior,
en el instante t = 110. Resolvedor de Riemann HLL; resolucio´n espacial: 30
celdas/Rb.
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Figura 8.31: Distribuciones de densidad y presio´n te´rmica para el modelo JKoB
en el instante t = 220. Simulacio´n efectuada con el resolvedor de tipo Roe,
reconstruccio´n lineal con pendiente limitada a 2 en las celdas en las que el
cociente entre las presiones magne´tica y te´rmica es mayor que 0.2, y Runge-
Kutta de segundo orden (CFL = 0.25) para el avance temporal. Resolucio´n
espacial: 20 celdas/Rb.
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Figura 8.32: Distribuciones de densidad de masa en reposo inercial (ρW 2) y
magnetizacio´n (1/β) para la simulacio´n del modelo JKoB de la figura anterior,
en el instante t = 220. Resolvedor de Riemann tipo Roe; resolucio´n espacial:
20 celdas/Rb.
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de choque delantera y la estructura extremadamente turbulenta de la superficie
de contacto entre la envoltura y el medio ambiente. La simualcio´n mostrada en
las Figs. 8.33 y 8.34, obtenidas con la misma resolucio´n de 20 celdas/Rb pero con
una versio´n del co´digo que utiliza el resolvedor HLL, presenta una velocidad de
avance ligeramente distinta, y una envoltura ma´s estrecha y difusa, confirmando
la tendencia de la mayor difusio´n del resolvedor HLL respecto del de tipo Roe
ya comentada en la simulacio´n anterior.
8.12.2 Chorros con campo magne´tico helicoidal
Los chorros presentados en la seccio´n anterior contienen una u´nica componente
del campo magne´tico (toroidal). Adema´s, las condiciones iniciales esta´n escogi-
das de tal modo (vφ = 0) que el campo magne´tico permanece siempre ortogonal
al movimiento del fluido. Este hecho hace que, por ejemplo, la configuracio´n del
campo magne´tico en cada punto del chorro, y a lo largo de toda la simulacio´n,
se corresponda con uno de los casos de degeneracio´n discutidos en el Cap´ıtulo 4
(degeneracio´n de tipo I). Desde un punto de vista nume´rico y en el contexto
de los resolvedores de Riemann basados en la descomposicio´n espectral de las
ecuaciones (como el de Komissarov 1999a, o el desarrollado en la presente Tesis),
este hecho hace que no sea necesario cambiar de base de vectores propios entre
estados degenerados y no degenerados, lo que supone una simplificacio´n muy
grande. Hasta el momento, el escaso nu´mero de trabajos que han considerado
simulaciones de chorros RMHD han considerado siempre configuraciones sim-
plificadas (Komissarov 1999b y Mignone, Massaglia y Bodo 2005: chorros con
campo toroidal; Leismann et al. 2005: chorros con campo toroidal, chorros con
campo poloidal).
En esta seccio´n presentamos resultados preliminares de una simulacio´n con
un campo magne´tico helicoidal axisime´trico. En este caso, la presencia de una
componente Bz en la configuracio´n inicial del campo magne´tico acaba generando
una componente Br, y velocidad azimutal vφ en el fluido, como puede verse de
las ecuaciones de la RMHD en coordenadas cil´ıdricas (ver Ape´ndice D.1). El
resultado es un modelo de chorro axisime´trico pero con velocidades del fluido y
campos magne´ticos con orientaciones arbitrarias.
El modelo presentado aqu´ı, JHe, utiliza como base los para´metros del mod-
elo JKoB, discutido en la seccio´n anterior, introduciendo una componente axial
constante (Bz = 1) de campo magne´tico. El cara´cter constante de dicha com-
ponente axial no altera la ecuacio´n para el equilibrio hidromagne´tico transversal
del chorro original.
Las Figs. 8.35 y 8.36 muestran distribuciones de diferentes magnitudes de la
simulacio´n del modelo JHe, utilizando el resolvedor tipo Roe y una resolucio´n
de 20 celdas/Rb, al final de su evolucio´n. Dichas figuras pueden compararse
con las equivalentes para el modelo JKoB (Figs. 8.31 y 8.32), observa´ndose
algunas diferencias. La magnetizacio´n ya no es nula en el medio ambiente por
lo que ya no puede utilizarse para trazar el material del chorro. Aparte de esta
diferencia obvia, el modelo con campo helicoidal presenta una estructura interna
menos intensa en el haz superso´nico y una envoltura ma´s estrecha y difusa.
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Figura 8.33: Distribuciones de densidad y presio´n te´rmica para el modelo JKoB
en el instante t = 220. Simulacio´n efectuada con el resolvedor HLL, recon-
struccio´n lineal con pendiente limitada a 2 en las celdas en las que el cociente
entre las presiones magne´tica y te´rmica es mayor que 0.2, y Runge-Kutta de
segundo orden (CFL = 0.25) para el avance temporal. Resolucio´n espacial: 20
celdas/Rb.
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Figura 8.34: Distribuciones de densidad de masa en reposo inercial (ρW 2) y
magnetizacio´n (1/β) para la simulacio´n del modelo JKoB de la figura anterior,
en el instante t = 220. Resolvedor de Riemann HLL; resolucio´n espacial: 20
celdas/Rb.
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Estas diferencias pueden estar motivadas por la presencia de una componente
poloidal del camop magne´tico que reduce el pinzamiento provocado por el campo
toroidal en el haz y tiende a inhibir el desarrollo de inestabilidades de Kelvin-
Helmholtz en la superficie de separacio´n entre el material del chorro y el medio
ambiente. Sin embargo, un aumento de la viscosidad nume´rica en el resolvedor
de Riemann podr´ıa causar unos efectos similares. Con objeto de confirmar
esta posibilidad, hemos repetido la simulacio´n con la misma resolucio´n pero
utilizando el resolvedor HLL. Los resultados se muestran en las Figs. 8.37 y
8.38. Los resultados de ambas simulaciones son muy similares lo que refuerza
la conclusio´n de que los efectos observados en la simulacio´n con campo axial se
deben en parte al incremento de la difusio´n en el resolvedor de Riemann tipo
Roe en el caso general.
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Figura 8.35: Distribuciones de densidad y presio´n te´rmica para el modelo JHe
en el instante t = 220. Simulacio´n efectuada con el resolvedor de tipo Roe,
reconstruccio´n lineal con pendiente limitada a 2 en las celdas en las que el
cociente entre las presiones magne´tica y te´rmica es mayor que 0.4, y Runge-
Kutta de segundo orden (CFL = 0.2) para el avance temporal. Resolucio´n
espacial: 20 celdas/Rb.
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Figura 8.36: Distribuciones de densidad de masa en reposo inercial (ρW 2) y
magnetizacio´n (1/β) para la simulacio´n del modelo JHe de la figura anterior, en
el instante t = 220. Resolvedor de Riemann tipo Roe; resolucio´n espacial: 20
celdas/Rb.
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Figura 8.37: Distribuciones de densidad y presio´n te´rmica para el modelo JHe en
el instante t = 220. Simulacio´n efectuada con el resolvedor HLL, reconstruccio´n
lineal con pendiente limitada a 2 en las celdas en las que el cociente entre las
presiones magne´tica y te´rmica es mayor que 0.4, y Runge-Kutta de segundo
orden (CFL = 0.2) para el avance temporal. Resolucio´n espacial: 20 celdas/Rb.
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Figura 8.38: Distribuciones de densidad de masa en reposo inercial (ρW 2) y
magnetizacio´n (1/β) para la simulacio´n del modelo JHe de la figura anterior,
en el instante t = 220. Resolvedor de Riemann HLL; resolucio´n espacial: 20
celdas/Rb.
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Cap´ıtulo 9
Magnetohidrodina´mica en
Relatividad General
Aunque gran parte de las expresiones que hemos utilizados en los cap´ıtulos an-
teriores esta´n escritas en forma covariante sin hacer referencia a una me´trica
particular, hemos particularizado en ocasiones al caso de espacio tiempo plano
con me´trica de Minkowski. En este cap´ıtulo estudiaremos el caso de la magneto-
hidrodina´mica en presencia de campo gravitatorio, que vendra´ descrito por una
me´trica con curvatura no nula, es decir, estudiaremos el caso de la magneto-
hidrodina´mica en relatividad general (o GRMHD, del ingle´s General Relativistic
Magnetohydrodynamics. Para ello utilizaremos el formalismo {3+1} en el que
el espacio-tiempo se folia con 3-superficies espaciales (York 1983).
Denotaremos a las coordenadas generales que usaremos en las siguientes
l´ıneas como {(t, x, y, z)}, sin que ello implique ninguna hipo´tesis previa sobre el
espacio-tiempo ni que sean coordenadas cartesianas.
Detalles sobre todo lo descrito en este cap´ıtulo pueden encontrarse en el
trabajo de Anto´n et al. (2006).
9.1 Introduccio´n
En el formalismo {3+1}, separamos el espacio-tiempo en espacio tridimensional
y tiempo unidimensional t. Para ello debemos elegir una familia de hipersuper-
ficies tridimensionales, caracterizadas por el valor delpara´metro t y que corre-
spondera´n a t = constante. E´stas deben ser hipersuperficies espaciales, es decir,
el vector normal a la superficie debe ser un vector temporal o nulo.
En este formalismo, la me´trica del espacio-tiempo viene dada por la funcio´n
α, que recibe el nombre de lapse, por el trivector βi, que recibe en nombre de
shift y por la metrica espacial γij . En te´rminos de estas funciones, la me´trica
del espacio-tiempo se escribe como sigue:
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gµν =
( −(α2 − β2) βi
βi γij
)
, (9.1)
gµν =
( −1/α2 βi/α2
βi/α2 γij − (βiβj)/α2
)
, (9.2)
donde γij es la inversa de la matriz γij , γikγkj = δij , las componentes covariantes
y contravariantes del shift esta´n relacionadas por βi = γijβj y se ha definido β
como el mo´dulo del shift β = βiβi. Hay que tener en cuenta que las componentes
de la me´trica dependen, en general de las coordenadas.
Denotaremos por g el determinante de la me´trica del espacio-tiempo y por
γ el determinante de la me´trica espacial.
El observador natural asociado a este formalismo es aque´l cuya tetraveloci-
dad n es perpendicular a las hipersupeficies t = constante en cada punto. A
este observador le llamaremos “observador Euleriano”, y su tetravelocidad, n,
viene dada por
nµ =
1
α
(1,−βi), (9.3)
y de aqu´ı obtenemos que
nµ = (−α, 0, 0, 0). (9.4)
Asociado a este observador podemos definir una base adaptada de vectores
{n, ∂i}, (9.5)
donde ∂i son los tres vectores coordenados tangentes a la hipersuperficie t =
constante, que se pueden escribir como
(∂j)µ = (βj , γji). (9.6)
No´tese que n · ∂i = 0, es decir, el vector n es ortogonal a tres vectores ∂i.
Adema´s del observador Euleriano, es conveniente definir el observador como´vil.
Este observador se define como aquel que tiene tetravelocidad igual a la del
fluido en cada punto. Si denotamos por u la tetravelocidad del fluido, las com-
ponentes covariantes de la velocidad de e´ste que mide el observador Euleriano
vienen dadas por
vi = −u · ∂iu · n , (9.7)
y las componentes contravariantes son
vi = γijvj =
ui
αu0
+
βi
α
(9.8)
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Utilizando estas expresiones, podemos expresar las componentes de la tetra-
velocidad del fluido, uµ, en funcio´n de vi como sigue,
u0 =
W
α
, ui =W
(
vi − β
i
α
)
(9.9)
u0 = (−α+ βivi)W , ui =Wvi, (9.10)
donde se ha definido el factor de Lorentz, W ,como
W =
1√
1− γijvivj
. (9.11)
En este formalismo, suponiendo que el fluido constituye un medio iso´tropo,
diele´ctrico, permeable y conductor, podremos describir el tensor electromagne´tico
y su dual, igual que hac´ıamos en el caso de la RMHD, a partir de los campos
ele´ctrico, e, y magne´tico, b, medidos por un observador, u, como
Fµν = uµeν − uνeµ − µνλδuλbδ (9.12)
F ∗µν ≡ 1
2
µνλδFλδ = uµbν − uνbµ − µνλδuλeδ, (9.13)
donde µνλδ es la densidad tensorial de Levi-Civita, que se define como
µνλδ =
1√−g [µνλδ] (9.14)
siendo [µνλδ] el s´ımbolo de de Levi-Civita.
Al igual que en el caso de relatividad restringida se cumple que
eµ = Fµνuν y bµ = F ∗µνuν (9.15)
y esto conlleva que los vectores campo ele´ctrico y magne´tico son ortogonales a
la tetravelocidad del observador que mide estos campos.
eµuµ = 0 y bµuµ = 0 (9.16)
Aunque en las expresiones anteriores el vector u podr´ıa representar la te-
travelocidad de cualquier observador, en lo que sigue supondremos que este
observador es el como´vil. Si consideramos que la conductividad ele´ctrica del
fluido es infinita, σ →∞, el campo ele´ctrico medido por el observador como´vil
debe ser nulo (Anile, 1989),
eµ = 0. (9.17)
Bajo estas condiciones, que corresponden al caso de la magnetohidrodina´mica
ideal, la ecuacio´n que describe la evolucio´n del campo magne´tico, se escribe de
la siguiente forma
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∇µF ∗µν = ∇µ
(
uµbν − uνbµ) = 0 (9.18)
La relacio´n entre las componentes del cuadrivector campo magne´tico medido
por el observador como´vil, b, y las componentes del trivector campo magne´tico
medido en el sistema de referencia Euleriano, B, son
b0 =
W (γijBivj)
α
, bi =
(
Bi +W 2(γijBivj)(vi − βi/α)
W
)
. (9.19)
Las componentes espaciales tambie´n las podemos escribir como
bi =
(
Bi + αb0ui
W
)
. (9.20)
Las expresiones para las componentes covariantes son las siguientes
b0 = −(α2 − β2)b0 + βibi , bi =
(
Bi +W 2(γijBivj)vi
W
)
(9.21)
y
bi =
(
Bi + αb0ui
W
)
. (9.22)
A partir de estas expresiones podemos calcular el mo´dulo al cuadrado del vector
b,
b2 =
(γijBiBj) +W 2(γijBivj)2
W 2
=
B2 + α2(b0)2
W 2
(9.23)
Como hemos dicho, la ecuacio´n (9.18) gobierna la evolucio´n del campo
magne´tico. Si la reescribimos en funcio´n del campo magne´tico medido por el
observador Euleriano obtenemos
1√
γ
∂
√
γ Bi
∂xi
= 0, (9.24)
1√
γ
∂
√
γ Bi
∂t
=
1√
γ
∂
√
γ
(
(αvi − βi)Bj − (αvj − βj)Bi
)
∂xj
, (9.25)
que podemos escribir, en notacio´n de trivectores, como el par de ecuaciones
siguientes
∇ ·B = 0 (9.26)
y
1√
γ
∂
√
γB
∂t
−∇× ((αv − β)×B) = 0. (9.27)
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Adema´s de las ecuaciones de evolucio´n del campo electromagne´tico debere-
mos obtener las de evolucio´n del fluido. Estas corresponden, por un lado, a la
conservacio´n del nu´mero bario´nico, que escribimos como
∇µ(ρuµ) = 0. (9.28)
Por otra parte, el tensor energ´ıa impulso tiene formalmente la misma forma
que en RMHD
Tµν =
(
ρh+ b2
)
+
(
p+
1
2
b2
)
gµν − bµbν (9.29)
y la ecuacio´n de conservacio´n se escribe, al igual que hicimos en el caso de la
RMHD, como
∇µTµν = 0. (9.30)
Aunque formalmente estas ecuaciones son las mismas que escrib´ıamos en el
caso de relatividad restringida, no´tese que el efecto del campo gravitatorio en
relatividad general es el de modificar las derivadas covariantes que aparecen en
las ecuaciones ya que e´stas se definen a partir de la me´trica del espacio-tiempo.
Para obtener las ecuaciones de evolucio´n en forma conservativa es conve-
niente introducir una serie de variables del fluido asociadas al observador Eu-
leriano. Para ello, teniendo en cuenta que la divergencia del tensor impulso-
energ´ıa debe ser cero, ∇µTµν = 0, obtenemos, al multiplicar escalarmente por
los vectores de la base adaptados al observador Euleriano, y que gene´ricamente
denotaremos por e¯ν , la siguiente ecuacio´n(∇µTµν)e¯ν = 0, (9.31)
que conduce a
∇µ
(
Tµν e¯ν
)
= Tµν∇µe¯ν . (9.32)
Sustituyendo el vector ge´nerico e¯ν por cada uno de los vectores {n, ∂i} y
desarrollando obtenemos las siguientes ecuaciones
1√−g
∂
√
γ τ
∂t
+
1√−g
∂
√−g Hi
∂xi
= α
(
Tµν
∂ lnα
∂xµ
− Γ0νµTµν
)
, (9.33)
1√−g
∂
√
γ Si
∂t
+
1√−g
∂
√−g Hji
∂xj
= Tµν
(
∂gµi
∂xµ
− Γδνµgδi
)
, (9.34)
siendo Γlambdaµν los s´ımbolos de Christoffel y donde se han definido las variables
τ ≡ T 0µnµ =
(
ρh+ b2
)
W 2 −
(
p+
1
2
b2
)
− (αb0)2, (9.35)
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Si ≡ T 0µ ∂(i)µ =
(
ρh+ b2
)
W 2vi − αb0bi, (9.36)
Hi ≡ T iµnµ =
(
ρh+ b2
)
W 2(vi − βi/α)−
(
p+
1
2
b2
)
βi
α
− αb0bi, (9.37)
Hji ≡ T jµ ∂(i)µ =
(
ρh+ b2
)
W 2(vj − βj/α)vi −
(
p+
1
2
b2
)
δij − αbjbi. (9.38)
9.2 Sistema de ecuaciones
Si ahora agrupamos las ecuaciones (9.25), (9.26), (9.28), (9.33) y (9.34), obten-
emos un sistema de 8 ecuaciones de evolucio´n mas una ecuacio´n de ligadura que
podemos escribir como
1√−g
(
∂
√
γU
∂x0
+
∂
√−gFi
∂xi
)
= S, (9.39)
∇ ·B = 0, (9.40)
en donde
U = (D,Si, τ, Bi)T , (9.41)
o bien,
U =

ρW
(ρh+ b2)W 2vx − αb0bx
(ρh+ b2)W 2vy − αb0by
(ρh+ b2)W 2vz − αb0bz
(ρh+ b2)W 2 − (p+ 12b2)− (αb0)2
Bx
By
Bz

. (9.42)
Y donde los flujos, Fi, son
Fx =

ρW (vx − βx/α)
(ρh+ b2)W 2vx(vx − βx/α) +
(
p+ 12b
2
)− bxbx
(ρh+ b2)W 2vy(vx − βx/α)− bxby
(ρh+ b2)W 2vz(vx − βx/α)− bxbz
(ρh+ b2)W 2(vx − βx/α)− αb0bx − (p+ 12b2)βx/α
0
By(vx − βx/α)−Bx(vy − βy/α)
Bz(vx − βx/α)−Bx(vz − βz/α)

, (9.43)
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y los te´rminos fuente, S, son
S =

0
Tµν
(
∂gνx
∂xµ − Γδµνgδx
)
Tµν
(
∂gνy
∂xµ − Γδµνgδy
)
Tµν
(
∂gνz
∂xµ − Γδµνgδz
)
α
(
Tµ0 ∂ lnα∂xµ − Γ0µνTµν
)
0
0
0

(9.44)
9.3 Autovalores del sistema
Como el espacio de variables definido por Anile (uµ, bµ, p, s) es covariante, for-
malmente, el problema de valores propios es el mismo que tratamos en el caso
de relatividad especial. Debemos, por tanto, resolver la ecuacio´n:
Ea2A2B2 = 0 (9.45)
donde usamos las mismas definiciones que en el Cap´ıtulo 4, Secc. 4.4. Estas
definiciones son capaces de incluir los efectos de la gravedad, como podemos
observar en la Fig. (9.1). Cuando sea necesario concretar en los ca´lculos, al
igual que hac´ıamos en el Cap´ıtulo 4) y sin pe´rdida de generalidad, tomaremos
φα = (−λ, 1, 0, 0), que corresponde a una onda propaga´ndose en la direccio´n x.
El estudio de autovectores se realizara´ en el Ape´ndice I.
9.3.1 Autovalor entro´pico
Este autovalor lo obtenemos al resolver
a = uνφν = 0, (9.46)
obtenie´ndose
λe = αvx − βx (9.47)
9.3.2 Autovalores de Alfve´n
Los dos autovalores de Alfve´n se obtienen resolviendo la ecuacio´n
A ≡ Ea2 − B2 = 0 (9.48)
obtenie´ndose
λa =
bx ±√Eux
b0 ±√Eu0 . (9.49)
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Figura 9.1: En esta figura podemos observar los efectos de la graviatacio´n en
el ca´lculo de autovalores. Se ha escogido una me´trica de Schwarzschild exterior
en coordenadas de Schwarzschild para un objeto central de masa M . El estado
esta´ definido por ρ = 1.0, cs = 0.1,
√
grrB
r =
√
gθθB
θ = 0.5, y donde estamos
variando la componente radial de la velocidad (vr) desde 0 hasta obtener valores
del mo´dulo de la velocidad (V ) cercanos a la unidad. Siendo los casos rojo y
azul tomados a r = 3M y los casos negro y amarillo en r = 2 · 105M . Los
casos negro y rojo se carecterizan por tener vθ = 0 y los azul y amarillo por√
gθθv
θ = 0.8
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9.3.3 Autovalores magnetoso´nicos
Los cuatro autovalores magnetoso´nicos los obtendremos al resolver la ecuacio´n
N4 ≡ ρh
(
1
c2s
− 1
)
a4 −
(
ρh+
b2
c2s
)
a2G+ B2G = 0. (9.50)
Desarrollemos primero los te´rminos que aparecen en esta ecuacio´n,
a = uµφµ = −Wη +Wvx, (9.51)
donde hemos definido
η =
λ+ βx
α
, (9.52)
B = bµφµ = −b¯0η + b¯x, (9.53)
donde se define
b¯0 =W (γijBivj), (9.54)
b¯x =
Bx
W
+W (γijBivj)vi. (9.55)
Y, por u´ltimo,
G = φµφµ = γxx − (λ+ β
x)2
α2
≡ γxx − η2. (9.56)
A partir de estas expresiones, sustituyendo en N4 y operando, obtenemos la
siguiente ecuacio´n cua´rtica
A4η
4 +A3η3 +A2η2 +A1η +A0 = 0, (9.57)
con las siguientes expresiones para los coeficientes,
A4 = 1− Ω2v2 − (b¯
0)2c2s
EW 4
, (9.58)
A3 = −4vx(1− Ω2)− 2vx Ω
2
W 2
+
2b¯0b¯xc2s
EW 4
, (9.59)
A2 = 6(vx)2(1− Ω2)− (γxx − (vx)2) Ω
2
W 2
+
((b¯0)2γxx − (b¯x)2)c2s
EW 4
, (9.60)
A1 = −4(vx)3(1− Ω2) + 2vxγxx Ω
2
W 2
− 2b¯
0b¯xγxxc2s
EW 4
, (9.61)
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A0 = (vx)4(1− Ω2)− γxx(vx)2 Ω
2
W 2
+
(b¯x)2γxxc2s
EW 4
, (9.62)
donde
Ω2 = c2s + c
2
a − c2ac2s , c2a =
b2
E
. (9.63)
Es decir, hemos obtenido una ecuacio´n en η que es formalmente muy sim-
ilar a la que ten´ıamos en RMHD para λ, (4.46). Para resolver esta ecuacio´n
procedemos de igual forma que la descrita en la Seccio´n 8.5.
9.4 Co´digo GRMHD
En el desarrollo del co´digo nume´rico de GRMHD hemos seguido ba´sicamente
los mismos esquemas desarrollados en el Cap´ıtulo 8. Concretamente, para la
discretizacio´n de las ecuaciones se han seguido la Seccio´n 8.2 y el Ape´ndice J.
Para preservar la condicio´n de divergencia nula para el campo magne´tico usamos
la te´cnica del transporte restringido descrita en la Seccio´n 8.4. En el Ape´ndice J
describimos algunos de los detalles de su implementacio´n.
Pasamos ahora a describir ma´s detalladamente los apartados donde las difer-
encias introducidas son significativas respecto a lo descrito en el Cap´ıtulo 8.
9.5 Recuperacio´n de variables primitivas
En el co´digo nume´rico de GRMHD hemos implementado dos ecuaciones de
estado: la de un gas ideal y la de un pol´ıtropo. En las siguientes l´ıneas expon-
dremos cuales son los sistemas de ecuaciones que deberemos resolver en ambos
casos para obtener las variables primitivas a partir de las conservadas para am-
bas ecuaciones de estado.
9.5.1 Ecuacio´n de estado de un gas ideal
Al igual que en el caso de RMHD descrito en al Seccio´n 8.9, comenzamos cal-
culando dos productos escalares.
• El primero de ellos es
B · S ≡ BiSi = (ρh+ b2)W 2(Bivi)− αb0(Bibi). (9.64)
Recordando que
W (Bivi) = αb0, Bibi =
B2 +W 2(Bivi)
W
= b2W, (9.65)
obtenemos
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BiSi = ρhWαb0 =
αb0Z
W
, (9.66)
donde Z vuelve a definirse como
Z = ρhW 2 (9.67)
• El segundo producto escalar es
S2 ≡ SiSi = (ρh+b2)2W 4v2+α2(b0)2
(−2(ρh+b2)W 2+γijbibj). (9.68)
Necesitamos evaluar γijbibj , y a partir de b2 obtenemos que
γijbibj = b2 + α2(b0)2. (9.69)
Sustituyendo en (9.68) las expresiones (9.66), (9.67) y (9.69), y operando
llegamos a
[
(Z +B2)2 − S2
]
W 2 = (Z +B2)2 + (2Z +B2)
(B · S)2W 2
Z2
. (9.70)
Por otro lado, partimos de la definicio´n de τ ,
τ = (ρh+ b2)W 2 −
(
p+
1
2
b2
)
− (αb0)2, (9.71)
que, operando, reescribimos como
τ = ρhW 2 +B2 − p− B
2 + (αb0)2
2W 2
, (9.72)
en la que sustituimos las expresiones (9.66) y (9.67) y una ecuacio´n de estado
de gas ideal, p = (γ¯ − 1)ρ, para obtener finalmente
(
τ − Z −B2 − (B · S)
2
2Z2
)
W 2 +
γ¯ − 1
γ¯
(Z −DW ) + B
2
2
= 0 (9.73)
Las ecuaciones (9.70) y (9.73) forman un sistema de ecuaciones formalmente
ide´ntico al de la RMHD que permite recuperar las variables primitivas a partir
de las conservadas para una ecuacio´n de estado de gas ideal. Para resolver
este sistema de ecuaciones procedemos de forma ana´loga a la descrita en la
Seccio´n (8.9).
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9.5.2 Ecuacio´n de estado de pol´ıtropo
La ecuacio´n de estado de un pol´ıtropo viene dada por
p = Kργ¯ , (9.74)
donde K es una constante y γ¯ es el exponente politro´pico.
Podemos interpretar esta ecucio´n como un caso particular de la ecuacio´n de
estado de gas ideal, en la que la energ´ıa interna espec´ıfica cumple
 =
Kργ¯−1
γ¯ − 1 . (9.75)
En el caso de una ecuacio´n de estado politro´pica, el sistema de ecuaciones
de evolucio´n esta´ sobredimensionado. Normalmente, se prescinde de la ecuacio´n
correspondiente a la conservacio´n de la energ´ıa (τ), avanzando el resto de va-
riables (D,Si, Bi).
Ahora, procediendo de igual forma que en la seccio´n anterior, obtenemos la
ecuacio´n (9.70)
[
(Z +B2)2 − S2
]
W 2 = (Z +B2)2 + (2Z +B2)
(B · S)2W 2
Z2
. (9.76)
Teniendo en cuenta que
Z = ρhW 2 = DW
(
1 +
γ¯
γ¯ − 1Kρ
γ¯−1
)
, (9.77)
obtenemos que la ecuacio´n en W a resolver es
[
DW
(
1 +
γ¯
γ¯ − 1Kρ
γ¯−1
]
+B2
)2
(W 2 − 1)− S2W 2
−
[
2
(
DW
(
1 + γ¯γ¯−1Kρ
γ¯−1
))
+B2
]
(B · S)2(
DW
(
1 + γ¯γ¯−1Kρ
γ¯−1
))2 = 0. (9.78)
A diferencia del caso de un gas ideal, si la ecuacio´n de estado es la de un
pol´ıtropo, obtenemos una sola ecuacio´n de recuperacio´n en lugar de un sistema
de dos ecuaciones.
9.6 Reconstruccio´n de variables
Ya abordamos en la Seccio´n 8.7 las principales cuestiones referidas a la recon-
struccio´n de las variables en las celdas nume´rcias con objeto de aumentar la pre-
cisio´n espacial del algoritmo. Aunque inicialmente implementamos una recon-
struccio´n lineal (minmod) para el conjunto de variables (ρ, p, vx, vy, vz, Bx, By, Bz),
los mejores resultados se obtuvieron con la reconstruccio´n de las variables (ρ, p, vx,
vy, vz, B
x, By, Bz), que es el que hemos utilizado en este trabajo.
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9.7 Resolvedores de Riemann en GRMHD
En esta seccio´n vamos a describir las dos estrategias alternativas que hemos
seguido para construir un resolvedor de Riemann aproximado que permita la
obtencio´n de un co´digo GRMHD robusto. En los casos analizados, las dos
estrategias han demostrado ser cualitativamente equivalentes, con ligeras difer-
encias nume´ricas, aunque el procedimiento que expondremos en segundo lugar
es ma´s interesante debido a que se basa en el uso de resolvedores de RMHD,
con lo cual permitir´ıa una ra´pida extensio´n de cualquier resolvedor de RMHD
al contexto de la GRMHD.
9.7.1 Enfoque basado en la descomposicio´n espectral local
Esta estrategia es la que podr´ıamos definir como cla´sica y es la que ya se ha
empleado en RMHD. Tambie´n es la misma estrategia que se describe en el
art´ıculo de Banyuls et al. (1997) para abordar la GRHD, y al que remitimos
para un mayor detalle.
En esta aproximacio´n, una vez discretizado el problema en celdas nume´ricas,
los flujos nume´ricos a trave´s de las interfases de estas celdas se obtienen me-
diante un resolvedor de Riemann basado en la descomposicio´n espectral del
sistema hiperbo´lico considerado. En este caso, el sistema de ecuaciones esta´
dado en la Seccio´n 9.2, los autovalores en la Seccio´n 9.3 y los autovectores en el
Ape´ndice I. Una vez que se tiene la descomposicio´n espectral, se emplea alguno
de los algoritmos descritos en la literatura para la obtencio´n de un resolvedor
aproximado de problemas de Riemann. En este trabajo y en esta aproximacio´n
se ha utilizado el resolvedor HLLE (ve´ase la Seccio´n 8.3.2 y el trabajo de Schnei-
der et al. 1993).
9.7.2 Enfoque basado en el principio de equivalencia
Este segundo enfoque para el caso puramente hidrodina´mico sin campo magne´tico
se describe en Pons et al. (1998) y se basa en el principio de equivalencia de
relatividad general que afirma que localmente cualquier espacio-tiempo puede
ser descrito como un espacio-tiempo plano con una me´trica Minkowskiana.
A partir de este principio, la estrategia radica en realizar un cambio de coor-
denadas a un sistema localmente Minkowskiano, donde calcularemos los flujos
usando un resolvedor aproximado del problema de Riemann en RMHD. Una
vez calculados estos flujos, deben ser transformados al sistema de coordenadas
inicial.
Ma´s detalladamente, para generalizar el procedimiento al caso GRMHD,
debemos recordar que en el caso puramente hidrodina´mico, las componentes
del shift transversales a la interfase de la celda (βi), se comportaban como las
componentes de la velocidad de la malla nume´rica. Como se discute en detalle en
Pons et al. (1998), esto puede entenderse como que el vector de flujos nume´ricos
calculados para el caso que βi = 0, deben modificarse en la cantidad −βiU/α,
donde U hace referencia al vector estado.
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En el caso de la magnetgohidrodina´mica, el procedimiento descrito sigue
siendo va´lido para los flujos correspondientes a las variables D, Si y τ , pero
no para las componentes del campo magne´tico Bi. Si siguieramos el mismo
razonamiento que en el caso anterior llegar´ıamos a que el flujo correspondiente
a la ecuacio´n del campo magne´tico es
viBk − vkBi − βiBk/α. (9.79)
Es decir, estar´ıamos omitiendo la contribucio´n βkBi/α. Este te´rmino, que debe
interpretarse como una correccio´n de la fuerza electromotriz causada por el
movimiento de la superficie respecto el observador Euleriano, debe an˜adirse en
la expresio´n de los flujos.
9.8 Tests
En esta seccio´n describiremos los resultados obten´ıdos con el co´digo nume´rico
de GRMHD en diferentes casos en los que la solucio´n anal´ıtica es conocida con
el fin de validar nuestro co´digo nume´rico.
9.8.1 El test B1
Este test consiste en el problema de Riemann que se expuso en la Seccio´n 9.2.
La diferencia no radica en la modificacio´n de las variables f´ısicas que definen el
estado inicial, sino en la modificacio´n de las coordenadas usadas.
En la Fig. 9.2 hemos representado tres casos: el correspondiente a un espacio-
tiempo plano descrito por la me´trica de Minkowski, que corresponde a la l´ınea
continua y que sera´ nuestro modelo de referencia; el correspondiente a un
espacio-tiempo plano descrito por una me´trica que se diferencia de la me´trica de
Minkowski por el hecho de contener un vector shift diferente de cero, βx = 0.4;
un u´ltimo caso que corresponde a una me´trica que se diferencia de la me´trica
de Minkowski por ser α = 2.0 en lugar de ser igual a la unidad.
Como vemos al comparar las Figs. 9.2 y 8.10, en el caso de la me´trica de
Minkowski los resultados son completamente equivalentes a los obtenidos en el
caso de relatividad especial ya que nuestro co´digo de GRMHD recupera el l´ımite
de RMHD cuando la me´trica se hace Minkowskiana.
Si observamos ahora los resultados correspondientes al caso de α = 2.0 a
t = 0.2 vemos que, como era de prever, coincide perfectamente con el caso
Minkowskiano a t = 0.4.
Por u´ltimo, el efecto del shitf no es ma´s que producir una traslacio´n de la
solucio´n correspondiente a shift nulo: la estructura de la solucio´n nume´rica en
el caso de β = 0.4 a t = 0.4 es la misma que la correspondiente al caso β = 0,
pero desplazada hacia la izquierda una distancia igual a βx · t = 0.16.
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Figura 9.2: Test B1. Realizado con el resolvedor HLL en el enfoque basado
en la descomposicio´n espectral local, 1600 celdas, rk=2, MIDMOD y cfl=0.5.
Correspondiendo la l´ınea continua al caso de espacio tiempo plano y t = 0.4, los
triangulos al caso con βx = 0.5 y t = 0.4 y los tria´ngulos al caso con α = 2.0 y
t = 0.2.
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Figura 9.3: Acrecio´n esfe´rica magnetizada. Comparacio´n entre la solucio´n
nume´rica (l´ınea so´lida) y la nume´rica (c´ırculos) para un modelo con β = 1.0
y calculado en una malla con Nr = 100, una vez se ha establecido la convergen-
cia. Se muestran las cantidades densidad de materia (ρ), densidad de energ´ıa
interna espec´ıfica (), velocidad radial (vr) y campo radial (Br).
Figura 9.4: Error L de la densidad de masa en reposo (ρ) para una acreccio´n
esfe´rica magnetizada en funcio´n de la resolucio´n radial. Las l´ıneas a trazos
cortos y largos indican respectivamente la convergencia de primer y segundo
orden. Los diferentes s´ımbolos usados en la figura denotan diferentes valores
para el para´metro de magnetizacio´n (β).
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9.8.2 Acrecio´n de Michel
La solucio´n estacionaria correspondiente a un gas ideal acretado por un agujero
negro de Schwarzschild fue deducida por F.C. Michel en 1972 en el caso de
simetr´ıa esfe´rica.
La solucio´n de Michel no se ve modificada por la presencia de un campo
magne´tico radial arbitrario con simetr´ıa esfe´rica. Sin embargo, no todas las con-
figuraciones de con campo radial con simetr´ıa esfe´rica satisfacen la condicio´n de
divergencia nula. Las configuraciones que verifican esta condicio´n son aquellas
en que el campo medido por el observador Euleriano viene dado por
Br = k
√
1− 2M/r
r2
(9.80)
donde k es una constante arbitraria y M es la masa del agujero negro de
Schwarzschild. Esta solucio´n corresponde al campo producido por un monopolo
magne´tico de carga k situado en r = 0, con lo cual, la condicio´n de divergencia
nula se cumple en todo el espacio excepto en el origen.
Las soluciones de acrecio´n de Michel vienen caracterizadas por la masa del
agujero negro, M , el valor de las constantes de acrecio´n, C1 ≡ ρWvrr2 y C2 ≡
hW
(
1− 2Mr
)
, relacionadas con la conservacio´n de la masa en reposo y la energ´ıa
respectivamente, y por el exponente adiaba´tico de la ecuacio´n de estado tipo
pol´ıtropo γ¯.
La solucio´n particular de acrecio´n que hemos tomado corresponde un ex-
ponente adiaba´tico γ¯ = 4/3 y a los siguientes valores de las constantes de la
acrecio´n:
C1 = ρWvrr2 = −1.4 y C2 = hW
(
1− 2M
r
)
= 1. (9.81)
A esta solucio´n estacionaria de las ecuaciones de la hidrodina´mica relativista
se le an˜ade un campo magne´tico radial y con simetr´ıa esfe´rica que cumpla la
condicio´n de divergencia nula como el que hemos descrito ma´s arriba. A fin
de parametrizar la intensidad del campo magne´tico, se define el para´metro
β = b2/2p, cociente entre la presio´n magne´tica y la del gas en un punto de-
terminado, que se ha elegido como el correspondiente al punto cr´ıtico de la
solucio´n de Michel, es decir, aquel en el que la velocidad del sonido coincide con
la velocidad de ca´ıda del fluido. En el test que hemos realizado, el valor de la
coordenada radial del punto cr´ıtico es rc = 8.0rs, donde rs = 2M es el radio de
Schwarzschild.
En la Figura 9.3 se muestran los resultados de la acrecio´n en el caso en que el
para´metro β tiene el valor β = 1.0. La solucio´n anal´ıtica corresponde a la l´ınea
so´lida y la solucio´n nume´rica a los c´ırculos. Esta solucio´n nume´rica ha sido
obtenida al integrar nume´ricamente las ecuaciones de la GRMHD, partiendo
de una condicio´n inicial. En este caso se ha partido de la solucio´n anal´ıtica y
hemos integrado las ecuaciones usando el cd´igo nume´rico descrito por un tiempo
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de t = 250M . Como vemos, nuestro co´digo es capaz de mantener la solucio´n
estacionaria durante un periodo de tiempo largo con gran precisio´n.
A fin de cuantificar la precisio´n de nuestro co´digo en este test, hemos cal-
culado el error L, definido como L ≡∑Ni=1 |Qi −Qa,i|/∑Ni=1Qa,i, siendo N el
nu´mero de puntos de la malla nume´rica, Q la magnitud f´ısica elegida, que en
este caso ha sido la densidad ρ, y el sub´ındice a hace referencia a la solucio´n
anal´ıtica. Los resultados obtenidos para diferentes valores del para´metro β que
caracteriza la intensidad del campo magne´tico se muestran en la Fig. 9.4 en
funcio´n del nu´mero de puntos de la malla. Esta gra´fica nos permite, adema´s,
determinar el orden del co´digo nume´rico, que en este caso resulta ser 2, inde-
pendientemente del valor del para´metro β.
En la Tabla 9.8.3 se muestra el error L correspondiente a las magnitudes ρ,
vr y Br para cada uno de los me´todos que hemos usado en el ca´lculo de los
flujos nume´ricos. Para construir esta tabla hemos usado 70 celdas nume´ricas y
el valor del para´metro β se ha elegido igual a 10.0.
9.8.3 Acrecio´n de Takahashi-Gammie
Otro test unidimensional que podemos realizar esta´ basado en el estudio re-
alizado por Takahashi et al. (1990) sobre los flujos de acrecio´n estacionarios
sobre agujeros negros. Este estudio fue posteriormente particularizado al caso
de acrecio´n ecuatorial en la regio´n entre el horizonte de sucesos y la o´rbita
circular estable ma´s interna por Gammie (1999).
La solucio´n obtenida por Gammie (1999) describe la acrecio´n ecuatorial esta-
cionaria de un gas fr´ıo magnetizado sobre un agujero negro de Kerr. El modelo
asume que hay simetr´ıa axial, que el material es fr´ıo, h ' 1, y que esta´ confinado
en el plano ecuatorial. Este modelo representa un paso ma´s en el nivel de com-
plejidad de las ecuaciones a resolver con respecto a las que hemos utilizado en
los tests anteriores ya que involucra la me´trica de Kerr, aunque particularizada
al plano ecuatorial. Como resultado, se an˜aden a las ecuaciones nuevos te´rminos
debido al mayor nu´mero de s´ımbolos de Christoffel no nulos.
Como se describe en Gammie (1999), la solucio´n de acrecio´n viene determi-
nada cuando se especifican cuatro constantes conservadas, a saber, el ritmo de
acrecio´n FM = 2pir2urρ, el flujo de momento angular FL = 2piT rφ , el flujo de
energ´ıa FE = 2piT r0 y la componente Fθφ del tensor electromagne´tico, que se
relaciona con el flujo magne´tico a trave´s de la frontera interna.
A fin de comparar con otros autores, hemos tomado como modelo inicial el
usado por Gammie et al. (2003) y por De Villiers y Hawley (2003), correspon-
diente a la acrecio´n por un agujero negro de Kerr que se caracteriza por una
masaM = 1, un para´metro de momento angular a = 0.5, y los siguientes valores
de las constantes FM = −1.0, FL = −2.815344, FE = −0.908382, Fθφ = 0.5.
La malla nume´rica que hemos utilizado en este test consiste en Nr × Nθ
celdas nume´ricas en las direcciones radial y angular respectivamente. La malla
radial cubre la regio´n entre rmin = rhorizon + 0.2 rs y rmax = 4.0rs, mientras la
malla angular contiene so´lo Nθ = 3 puntos que subtienden un pequen˜o a´ngulo
de 10−5pi radianes alrededor del plano ecuatorial.
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Figura 9.5: Test de acrecio´n de Takahashi-Gammie realizado con el resolve-
dor HLLE, segu´n el enfoque basado en la descomposicio´n espectral local, uti-
liza´ndose 200 celdas radiales, rk=2, reconstruccio´n MIDMOD y CFL=0.5.
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Figura 9.6: Test de acrecio´n de Takahashi-Gammie realizado con el resolvedor
HLLE, segu´n el enfoque basado en el principio de equivalencia, utiliza´ndose 200
celdas, rk=2, reconstruccio´n MIDMOD y CFLl=0.5.
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Figura 9.7: Test de Takahashi-Gammie realizado con el resolvedor tipo Roe
segu´n el enfoque basado en el principio de equivalencia, utiliza´ndose 200 celdas,
rk=2, reconstruccio´n MIDMOD y CFL=0.5.
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Figura 9.8: Error L de la densidad de masa en reposo (ρ), la velocidad radial
(vr) y el campo toroidal (Bφ) para la acrecio´n de Takahashi-Gammie en funcio´n
de la resolucio´n radial (resolvedor de Roe, segu´n el principio de equivalencia).
Las l´ıneas a trazos cortos y largos indican respectivamente la convergencia de
primer y segundo orden.
En la Figs. 9.5-9.7 se muestran los perfiles radiales de algunas variables
significativas obtenidas utilizando las diferentes estrategias para la obtencio´n de
los flujos nume´ricos descritas en la Seccio´n 9.7, con una malla radial deNr = 200.
Los c´ırculos indican los resultados nume´ricos (para una de cada cuatro celdas
nume´ricas) mientras que las l´ıneas so´lidas corresponden a la solucio´n anal´ıtica.
Se observa que la estacionariedad de la solucio´n nume´rica es preservada con
muy buena aproximacio´n por el co´digo nume´rico que hemos utilizado. Tambie´n
se puede observar que, despue´s de evolucionar durante un largo periodo de
tiempo usando nuestro co´digo, no hay diferencias significativas entre la solucio´n
nume´rica y la anal´ıtica.
Con el presente test hemos obtenido tambie´n el orden de convergencia del
co´digo bajo refinamiento de malla. El orden global de convergencia se deduce
de la Fig. 9.8, obtenie´ndose que el co´digo es de segundo orden. Como ya ha
sido comentado por Gammie et al. (2003), el empeoramiento en el orden de
convergencia que se obtiene para la variable Bφ al refinar la malla se debe a que
la condicio´n inicial del test requiere la solucio´n de una ecuacio´n algebraica no
lineal. Los errores en esta variable en el instante inicial son ma´s pronunciados
en el caso de un nu´mero de celdas radiales elevado.
Las prestaciones del co´digo usando tambie´n el resolvedor HLL basado en
la formulacio´n de Pons et al. (1998) han sido tambie´n calibradas en este test.
Mientras que el orden de convergencia se preserva independientemente del re-
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δρ δvr δBr δBφ
Michel test
HLL 3.76× 10−3 3.92× 10−3 7.64× 10−17 −
Roe-type 2.97× 10−3 3.45× 10−3 1.09× 10−12 −
Gammie test
HLL 1.92× 10−2 2.54× 10−3 2.28× 10−9 1.48× 10−3
Roe-type 6.90× 10−3 3.01× 10−3 3.96× 10−3 2.14× 10−3
Tabla 9.1: Tets de acrecio´n: Comparacio´n de los errores de las magnitudes
representativas para los resolvedores HLL y Roe. La columna muestra el error
global cuando se ha alcanzado la solucio´n estacionaria.
solvedor usado para calcular los flujos nume´ricos, la exactitud real var´ıa signi-
ficativamente. El resultado de esta comparacio´n se muestra en Tabla 9.8.3, en
donde hemos utilizado una malla con Nr = 60.
9.8.4 Discos gruesos de acrecio´n alrededor de agujeros ne-
gros
Un test intr´ınsicamente 2-dimensional viene dado por la solucio´n estacionaria de
un disco grueso (toro) orbitando alrededor de un agujero negro. Este tipo de es-
cenarios astrof´ısicos ha sido descrito por Fishbone & Moncrief (1976), Kozlowski
et al. (1978) y ma´s recientemente por Font & Daigne (2002). La configuracio´n
consiste en un fluido barø´tropo (p = p(ρ)) en o´rbita circular no-Kepleriana
alrededor de un agujero negro de Schwarzschild o Kerr. Estos discos pueden
presentar un ve´rtice en al plano ecuatorial a trave´s de la cual se produce la
acrecio´n del material sobre el agujero negro.
Hemos estudiado este tipo de configuraciones de toros tanto en el caso pu-
ramente hidrodina´mico (no magnetizado) como en el caso en que el campo
magne´tico sea importante para la dina´mica (toro magnetizado). Se ha supuesto
que el momento angular espec´ıfico (por unidad de masa), l = −uφ/ut, es con-
stante.
9.8.5 Toros no magnetizados
A fin de analizar las prestaciones del co´digo nume´rico en el caso puramente
hidrodina´mico hemos considerado un modelo de toro similar al usado por De
Villiers y Hawley (2003) espec´ıfico l = 4.5. El toro orbita alrededor de un
agujero negro de Schwarzschild de masa M , presentanto el ma´ximo de densidad
en r = 15.3M . El borde interior del toro esta´ situado en r = 9.34M y el
exterior en r = 39.52M . Hemos tomado una ecuacio´n de estado politro´pica
p = Kργ¯ , con γ¯ = 4/3 y se ha tomado K de manera que la relacio´n de masas
entre el toro y el agujero negro sea de 0.07.
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Figura 9.9: Error L de la densidad de masa en reposo (ρ) para un toro puramente
hidrodina´mico en funcio´n de la resolucio´n radial. Las l´ıneas a trazos cortos y
largos indican respectivamente la convergencia de primer y segundo orden.
Hemos comprobado que el co´digo es capaz de mantener la solucio´n esta-
cionaria al evolucionar durante un tiempo significativo del orden de 10 periodos
orbitales. A partir de la Fig. 9.9 se puede deducir que el co´digo alcanza el
segundo orden de convergencia en la variable ρ para valores razonables de N ,
N > 200.
9.8.6 Toros magnetizados
Por u´ltimo, hemos considerado la evolucio´n de un toro magnetizado orbitando
alrededor de un agujero negro de Schwarzschild. En este caso, la solucio´n esta-
cionia proporciona so´lo el modelo inicial ya que no hay soluciones estacionarias
con campo magne´tico. Siguiendo la prescripcio´n de De Villiers y Hawley (2003)
hemos an˜adido al modelo inicial un campo magne´tico poloidal obtenido a par-
tir de un potencial vector de la forma Aφ ∝ max(ρ/ρc − C, 0), donde ρc es la
densidad ma´xima del toro y C es un para´metro libre que determina el grado
de confinamiento del campo magne´tico dentro del toro. El modelo de toro es el
mismo que el usado en la subseccio´n anterior al que hemos an˜adido un campo
caracterizaqdo por C = 0.5 de manera que el promedio de la razo´n entre la
presio´n magne´tica y la del gas en el interior del toro es de 1.5×10−3.
Los cuatro paneles de la Fig. 9.10 muestran la evolucio´n de los isocontornos
logar´ıtmicamente espaciados de densidad de masa durante los primeros 8 perio-
dos orbitales. En esta simulacio´n se ha empleado el resolvedor HLL en una malla
computacional de 200 celdas radiales por 100 celdas angulares. La dina´mica de
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estos toros viene gobernada por la llamada inestabilidad magnetorotacional (Bal-
bus y Hawley 1991), la cual genera turbulencias en el toro que permiten explicar
el transporte del momento angular hacia afuera. En el caso axisime´trico, que es
el que aqu´ı se estudia, la inestabilidad magnetorotacional es menos significativa
que en el caso de tres dimensiones y se manifiesta por la aparicio´n del llamado
channel solution (De Villiers y Hawley 2003). Este hecho se observa en nuestra
simulacio´n despue´s del tercer periodo orbital. Como se muestra en la figura,
tras el tercer periodo aparece una estructura elongada ded alta densidad cerca
del ecuador (channel). En la Fig. 9.10 se muestran dos hechos adicionales que
deben ser atribuidos sin ninguna duda a la aparicio´n de la inestabilidad magne-
torotacional. El primero de ellos, representado en el panel superior, muestra el
transporte de momento angular, que inicialmente era constante, hacia afuera.
Se observa que este momento angular se aproxima al perfil Kepleriano (l´ınea
so´lida) a medida que evoluciona. En el panel inferior se muestra el ra´pido incre-
mento de la presio´n magne´tica media respecto a la presio´n del gas durante los
dos primeros periodos orbitales, debido a que la inestabilidad magnetorotacional
provoca turbulencias.
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Figura 9.10: Toro magnetohidrodina´mico, realizado con el resolvedor HLLE
bajo el enfoque basado en el pricipio de equivalencia, usa´ndose 200 celdas radi-
ales ([2, 5, 52, 0]M) y 100 celdas angulares ([0, pi]).
Cap´ıtulo 10
Conclusiones
El objetivo principal de este trabajo ha sido el desarrollo de un co´digo nume´rico
para resolver las ecuaciones de la magnetohidrodina´mica en relatividad especial
y general basado en te´cnicas de alta resolucio´n de captura de choques (HRSC).
Este tipo de te´cnicas explota el cara´cter conservativo e hiperbo´lico del sistema
de ecuaciones en cuestio´n y su introduccio´n en el campo de hidrodina´mica de
relativista nume´rica ha supuesto un avance muy importante.
Para poder lograr este objetivo ha habido que llevar a cabo una importante
tarea en aspectos tanto teo´ricos como nume´ricos de la magnetohidrodina´mica
relativista.
10.1 Aspectos teo´ricos
El nu´cleo de las te´cnicas HRSC lo constituye una discretizacio´n de las ecua-
ciones en forma conservativa y la evaluacio´n de los flujos entre celdas nume´ricas
contiguas para el avance temporal de las ecuaciones. De entre las diversas
estrategias para el ca´lculo de dichos flujos, optamos por el desarrollo de un al-
goritmo basado en la descomposicio´n espectral de las matrices jacobianas del
sistema de ecuaciones.
Es precisamente en el contexto de la descomposicio´n espectral de la RMHD
en el que se han hecho contribuciones novedosas.
• Partiendo de los trabajos de referencia de Anile (1989) y Komissarov
(1999a), se ha obtenido un conjunto de vectores propios renormalizados
para la RMHD y la GRMHD que resulta ser completo tanto en los estados
no degenerados como en los degenerados, generalizando el trabajo cla´sico
de Brio y Wu (1988) para la MHD.
• En el camino hacia la obtencio´n de esta nueva base de autovectores, se han
caracterizado los dos tipos de degeneraciones de la RMHD de forma co-
variante, en te´rminos de las componentes del tetravector campo magne´tico
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normal y tangencial al frente de onda de Alfven, medidas por el observador
como´vil.
• Finalmente, se ha probado el cara´cter no convexo de la RMHD (tal y como
ocurre en la MHD) atendiendo a la clasificacio´n de sus campos caracter´ıs-
ticos en linealmente degenerados o genuinamente no lineales.
10.2 Aspectos nume´ricos
• Implementacio´n de un co´digo HRSC de segundo orden para RMHD en
relatividad especial. La extensio´n de las te´cnicas HRSC en magneto-
hidrodina´mica relativista es muy reciente (el primer trabajo en RMHD
data de 1999), por lo que la implementacio´n de nuestro co´digo nume´rico
puede considerarse como novedosa. Algunos ingredientes clave en los que
ha habido que trabajar son: el ca´lculo de los autovalores y autovecto-
res de las matrices jacobianas del sistema; el algoritmo para mantener la
divergencia del campo magne´tico nula; la recuperacio´n de las variables
primitivas a partir de las conservadas. En este punto, la colaboracio´n con
T. Leismann (Leismann 2005) ha resultado muy fruct´ıfera.
• Implementacio´n de un co´digo HRSC de segundo orden para GRMHD.
Aqu´ı, el aspecto ma´s novedoso ha sido la utilizacio´n del principio de equi-
valencia para la obtencio´n de los flujos nume´ricos a partir de los corres-
pondientes flujos en relatividad especial. Esta estrategia fue propuesta
por Pons et al. (1998) en el marco de la hidrodina´mica relativista y ha
sido extendida aqu´ı al caso de la magnetohidrodina´mica relativista.
Ambos co´digos han sido sometidos a una amplia bater´ıa de tests.
10.3 Aplicaciones
Los co´digos desarrollados en el presente trabajo han comenzado a aplicarse en
diferentes escenarios astrof´ısicos como, por ejemplo,
• Chorros extragala´cticos relativistas magnetizados de gran escala. Algunas
simulaciones de chorros extragala´cticos de gran escala se han mostrado en
el Cap´ıtulo 8 de la presente Memoria. El objetivo ba´sico es el estudio de
la influencia del campo magne´tico en la morfolog´ıa y dina´mica de estos
objetos.
• Chorros extragala´cticos de pequen˜a escala. Aqu´ı, el intere´s radica en el
estudio de la influencia del campo magne´tico en la estructura de los chorros
y en la interpretacio´n de los mapas de polarizacio´n. Resultados prelimi-
nares de este tipo de estudios se han presentado en diversos congresos
internacionales.
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• Acrecio´n sobre objetos compactos. En Anto´n et al. (2006) y en el Cap´ıtulo
9 de la presente Memoria se han mostrado simulaciones preliminares de
discos de acrecio´n magnetizados alrededor de agujeros negros abriendo el
camino a futuras aplicaciones en el contexto de la formacio´n de chorros, la
estabilidad de los discos de acrecio´n magnetizados o la emisio´n de ondas
gravitatorias.
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Ape´ndice A
Notacio´n
En las siguientes l´ıneas expondremos la notacio´n que hemos utilizado para rep-
resentar las principales variables usadas en este trabajo.
A.1 Convenios matema´ticos
• Los ı´ndices griegos pueden tomar los valores 0, 1, 2, 3 o t, x, y, z o t, r, φ, z
o t, r, θ, φ dependiendo del sistema de coordenadas.
• Los indices latinos pueden tomar los valores 1, 2, 3 o x, y, z o r, φ, z o r, θ, φ
dependiendo del sistema de coordenadas.
• ln hace referencia al logaritmo en base e.
• log hace referencia al logaritmo decimal.
A.2 Variables asociadas a la me´trica del espacio-
tiempo
• gαβ son las componentes del tensor me´trico del espacio-tiempo correspon-
diente.
• Γαβδ ≡ 12gαµ
(
∂βgµδ+∂δgµβ−∂µgβδ
)
son s´ımbolos de Christoffel asociados
al tensor me´trico.
• δµν es la delta de Kronecker, que se define como
δµν =
{
1 si µ = ν
0 si µ 6= ν
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• µναβ es la densidad tensorial de Levi-Civita, que se define como
µναβ =
1√−g [µναβ]
donde [µναβ] es el s´ımbolo de Levi-Civita completamente antisime´trico.
En el contexto del formalismo 3+1 nos aparecen los siguientes elementos
• α es la funcio´n lapse.
• βi es el shift.
• γij es la me´trica espacial.
A.3 Magnitudes f´ısicas
• ρ es la densidad de masa en reposo del fluido.
•  es la energ´ıa interna espec´ıfica del fluido, es decir, energ´ıa interna por
unidad de masa.
• p es la presio´n del fluido.
• h = 1 + + p/ρ es entalp´ıa espec´ıfica del fluido.
• s es la entrop´ıa espec´ıfica.
• γ¯ es el exponente adiaba´tico, definido como
γ¯ =
(
∂ ln p
∂ ln ρ
)
s
.
• uα son las componentes de la tetravelocidad del fluido. E´sta satisface
uαuα = −1.
• vi denota las componentes de la trivelocidad. La relacio´n existente en-
tre vi y uα en relatividad especial y coordenadas cartesianas es uα =
W (1, vx, vy, vz) donde W = 1/
√
1− v2 es el factor de Lorentz.
• bα es el cuadrivector campo magne´tico, denotaremos por b2 ≡ bαbα.
• El trivector campo magne´tico sera´ Bi. La relacio´n existente entre Bi y bα
es
b0 =W (B · v), bi = 1
W
(Bi +W 2vi(B · v))
Adema´s se debe cumplir que: bαuα = 0.
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• D = ρW es la densidad de masa relativista.
• Si = (ρh + b2)u0ui − b0bi son las componentes del vector densidad de
momento.
• τ = (ρh+ b2)W 2 − (p+ 12b2)− (b0)2 es la densidad de energ´ıa total.
• Tµν = (ρh+ b2)uµuν + (p+ 12b2) gµν − bµbν es el tensor impulso energ´ıa
magnetohidrodina´mico.
• Z = ρhW 2.
A.4 Variables de la descomposicio´n espectral
• λ es un autovalor de la matriz caracter´ıstica del sistema.
• φµ = (−λ, 1, 0, 0) es el vector de ondas asociado al autovalor λ. Sin pe´rdida
de generalidad, en todos los desarrollos teo´ricos lo suponemos orientado
en la direccio´n asociada a la primera coordenada.
• a = uµφµ.
• B = bµφµ.
• G = φµφµ.
• E = ρh+ b2.
• A = Ea2 − B2
• N4 = ρh
(
1
c2s
− 1
)
a4 −
(
ρh+ b
2
c2s
)
a2G+ B2G
• χ = Ba
• U˜ = (uα, bα, p, s) es el sistema de variables covariantes o de Anile.
• r y l denotan, respectivamente, los autovectores a derechas y a izquierdas
ortogonales en el sistema de variables de Anile.
• V = (ux, uy, uz, by, bz, p, ρ) es el sistema reducido de variables.
• r¯ y l¯ denotan, respectivamente, los autovectores a derechas y a izquierdas
ortogonales en el sistema reducido de variables.
• U = (D,Sx, Sy, Sz, τ, By, Bz) es el sistema de variables conservadas.
• R y L denotan, respectivamente, los autovectores a derechas e izquierdas
ortogonales en el sistema de variables de conservadas.
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Ape´ndice B
Sistemas hiperbo´licos de
leyes de conservacio´n
En este ape´ndice expondremos los conceptos ba´sicos ma´s importantes asociados
a los sistemas de ecuaciones diferenciales hiperbo´licos.
B.1 Ecuacio´n lineal en derivadas parciales
Partamos de una ecuacio´n lineal en derivadas parciales como
∂u
∂t
+ a
∂u
∂x
= 0, (B.1)
donde a es constante.
Tomemos una curva x(t) definida por la ecuacio´n diferencial
dx
dt
= a. (B.2)
La familia de curvas que son solucio´n de esta ecuacio´n diferencial viene dada
por las rectas paralelas
x(t) = x0 + at, (B.3)
donde x0 es un para´metro libre.
Consideremos ahora una solucio´n de la ecuacio´n escalar (B.1), u = u(t, x).
Si calculamos el ritmo de variacio´n de u sobre una de las curva x = x(t) antes
definidas, tenemos que
du
dt
=
∂u
∂t
+
dx
dt
∂u
∂x
=
∂u
∂t
+ a
∂u
∂x
= 0. (B.4)
Es decir, la variacio´n de u sobre la curva considerada es nula y, por tanto, u
es constante sobre dicha curva. La curva que cumple esta propiedad recibe el
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nombre de curva caracter´ıstica y el conjunto de curvas caracter´ısticas (B.3)
define el campo caracter´ıstico de la ecuacio´n diferencial (B.1).
Por tanto, si conocemos el campo caracter´ıstico y la condicio´n inicial u(t =
0, x) = u0(x), la solucio´n de la ecuacio´n diferencial (B.1) viene dada por
u(t, x) = u0(x− at) = u0(x0). (B.5)
Es decir, la solucio´n de la ecuacio´n nos dice que el perfil inicial, sea suave o
discontinuo, se propaga con una velocidad a a lo largo del eje x. Por ello, a es
la velocidad de propagacio´n.
En general, si a es una funcio´n de u, a = a(u(t, x)), la ecuacio´n en derivadas
parciales (B.1) tiene como curvas caracter´ısticas a aquellas curvas x(t) que cum-
plan la ecuacio´n diferencial
dx
dt
= a(u(t, x)). (B.6)
Sobre estas curvas tambie´n se cumple que u, y por tanto a, son constantes.
Es decir, la familia de curvas caracter´ısticas es la siguiente
x = x0 + a(u0(x0))t, (B.7)
que no son ma´s que rectas aunque, en este caso, no paralelas.
La solucio´n de la ecuacio´n en derivadas parciales, conocida la condicio´n
inicial y las curvas caracter´ısticas, es formalmente
u(t, x) = u0(x− a(u0(x0))t). (B.8)
Si en el caso de a = cte, el perfil inicial se propagaba con una velocidad
constante a lo largo del eje x, en el caso a 6= cte, el perfil inicial en cada punto
se propaga a una velocidad distinta. Aunque, en principio, podr´ıamos usar la
solucio´n dada en (B.8), e´sta solucio´n resulta inviable ya que quedar´ıan indeter-
minada la solucio´n en aquellos puntos en donde se cortaran las curvas carac-
ter´ısticas con la consiguiente aparicio´n de discontinuidades o bien en aquellas
regiones en donde las curvas caracter´ıticas divergieran provocando la aparicio´n
de rarefacciones.
Pasamos ahora a generalizar lo que hemos visto al caso de sistemas.
B.2 Sistemas de ecuaciones
Consideremos el sistema de ecuaciones en derivadas parciales de n ecuaciones
con n funciones inco´gnita independientes, ui,

∂tu
1 +
∑n
i=1 a
1
i (t, x, u
1, . . . , un)∂xui + b1(t, x, u1, ...un) = 0
∂tu
2 +
∑n
i=1 a
2
i (t, x, u
1, . . . , un)∂xui + b2(t, x, u1, ...un) = 0
...
...
...
...
∂tu
n +
∑n
i=1 a
n
i (t, x, u
1, . . . , un)∂xui + bn(t, x, u1, ...un) = 0,
(B.9)
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donde hemos usado ∂t (∂x) para indicar la derivada parcial con respecto a t (x).
En forma matricial, dicho sistema se expresa como
∂U
∂t
+A
∂U
∂x
+B = 0, (B.10)
donde U ≡ (u1, u2, . . . , un), B ≡ (b1, b2, . . . , bn) y la matriz A esta´ formada por
los coeficientes aij .
Se dice que el sistema es lineal con coeficientes constantes si los elementos
de la matriz A y del vector B son constantes. Si aij = a
i
j(t, x) y b
i = bi(t, x)
entonces el sistema es lineal con coeficientes variables. El sistema se considera
tambie´n lineal si B depende linealmente de U. Se dice que el sistema es quasi-
lineal si los elementos de la matrizA son funciones deU. Finalmente, el sistema
es llamado homoge´neo si B = 0.
Los sistemas de leyes de conservacio´n son sistemas de ecuaciones en derivadas
parciales que pueden ser escritos como
∂U
∂t
+
∂F(U)
∂x
= 0, (B.11)
dondeU es llamado vector de variables conservadas y F = F(U) = (f1, f2, ..., fn)
es el vector de flujos, siendo cada componente, f i, funcio´n de U.
Llamamos matriz jacobiana del sistema a la matriz
A(U) =
∂F
∂U
=

∂f1/∂u1 .... ∂f1/∂un
∂f2/∂u1 .... ∂f2/∂un
...
...
...
∂fn/∂u1 .... ∂fn/∂un
 (B.12)
No´tese que un sistema de leyes de conservacio´n se puede escribir como un
sistema quasi-lineal aplicando la regla de la cadena:
∂F(U)
∂x
=
∂F
∂U
∂U
∂x
= A(U)
∂U
∂x
. (B.13)
En un sistema de leyes de conservacio´n, los autovalores de la matriz A,
obtenidos por la resolucio´n de la ecuacio´n
det(A− λI) = 0, (B.14)
constituyen los autovalores del sistema y representan las velocidades de propa-
gacio´n de pequen˜as perturbaciones.
Llamamos autovector por la derecha, Ri, correspondiente al autovalor λi, a
aquel vector que cumple la condicio´n A ·Ri = λiRi. Similarmente, llamamos
autovector por la izquierda, Li, correspondiente al autovalor λi, a aquel vector
que cumple la condicio´n Li ·A = λiLi.
Un sistema de ecuaciones diferenciales tal como el dado en (B.10) se dice que
es hiperbo´lico en un punto (t, x) siA en ese punto tiene n autovalores reales y los
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correspondientes n autovectores son linealmente independientes. El sistema se
llama estrictamente hiperbo´lico si los autovalores son todos ellos distintos entre
s´ı.
Si un sistema es hiperbo´lico, la matriz jacobiana es diagonalizable. La matriz
R cuyas columnas son los autovectores a derechas y la matriz L cuyas filas son
los autovectores a izquierdas, cumplen las siguientes condiciones:
L ·A ·R = Λ y L ·R = I, (B.15)
siendo Λ la matriz diagonal cuyos elementos son los autovalores.
B.2.1 Resolucio´n de un sistema hiperbo´lico lineal
Un sistema hiperbo´lico lineal de primer orden en derivadas parciales con coefi-
cientes constantes viene dado por la ecuacio´n diferencial
∂U
∂t
+A
∂U
∂x
= 0, (B.16)
donde U ≡ (u1, u2, . . . , un) y la matriz A esta´ formada por los coeficientes aij .
Diagonalizando la matriz A, el sistema se puede escribir como
∂W
∂t
+Λ
∂W
∂x
= 0, (B.17)
donde las variablesW ≡ (w1, w2, . . . , wn) reciben el nombre de variables carac-
ter´ısticas del sistema, cumplie´ndose las siguientes relaciones:
L ·U =W, R ·W = U, R ·Λ ·W = A ·U = F. (B.18)
Tenemos, por tanto, n ecuaciones diferenciales lineales con coeficientes con-
stantes, similares a la ecuacio´n (B.1). Como ya hemos visto, la solucio´n del
sistema conociendo las curvas caracter´ısticas y la condicio´n inicial en t = 0,
wi0(x), sera´
wi(t, x) = wi0(x− λit), (B.19)
expresio´n que hace evidente el hecho de que a los autovalores del sistema tambie´n
se les denomina velocidades caracter´ısticas.
La solucio´n del sistema expresada en las variables iniciales U, sera´ por tanto
U(t, x) = R ·W(t, x) = R ·W0(x− λit). (B.20)
Se esta´ ahora en condiciones de considerar el problema de Riemann en el
que se basan los me´todos HRSC. El problema plantea que en el instante inicial,
t = 0, las variables U vienen dadas por
U =
{
UL x < 0
UR x > 0
,
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es decir, presentan una discontinuidad inicial en x = 0. Nos interesa ahora saber
el valor del vector de flujos F en x = 0 en un instante t > 0.
En el instante t = 0, las variables caracter´ısticas presentan tambie´n una
discontinuidad en x = 0. El valor a la izquierda de x = 0 viene dado por WL,
mientras que a la derecha de x = 0 toman el valor WR. Dadas las condiciones
iniciales, podemos concluir que la solucio´n para t > 0 es
wi(t, x) =
{
wiL x < λit
wiR x > λit
,
cuya interpretacio´n es clara: las discontinuidades en cada variable caracter´ıstica
se desplazan con una velocidad igual al autovalor asociado.
Como el flujo asociado a la variable caracter´ıstica wi, f i, no es ma´s que
f i = λiwi, tendremos que el flujo en x = 0 para t > 0 es
f i(x = 0) =
{
λiw
i
L si λi > 0
λiw
i
R si λi < 0
. (B.21)
Este flujo se puede escribir de forma ma´s compacta como:
f i(x = 0) =
1
2
(
λiw
i
L + λiw
i
R− | λi | ∆wi
)
, (B.22)
con ∆wi = wiR − wiL.
Si ahora se realiza el producto del vector de flujos con la matrizR, se obtiene
el vector de flujos en x = 0 para t > 0, correspondiente a las variables U del
sistema inicial, F = R · f
F i(U) =
1
2
(
F iL + F
i
R −
n∑
j=1
| λj | ∆wjRij
)
. (B.23)
B.3 Caracterizacio´n de los campos caracter´ısticos
En general, dado un sistema hiperbo´lico de leyes de conservacio´n, las velocidades
caracter´ısticas λi(U) definen un campo caracter´ıstico (campo-λi). Clasificamos
los campos caracter´ısticos en dos categor´ıas:
• Decimos que un campo-λi es linealmente degenerado si se cumple que
∇Uλi ·Ri = 0, ∀U. (B.24)
Asociadas a este tipo de campo caracter´ısticos esta´n las discontinuidades
de contacto. La trayectoria seguida por una de estas discontinuidades en
un diagrama t− x nos muestra que es paralela a las curvas caracter´ısticas
asociadas a este campo a ambos lados de la discontinuidad.
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Las discontinuidades que podamos encontrar en sistemas lineales con co-
eficientes constantes, son todas de este tipo y son discontinuidades que ya
aparecen en el dato inicial y u´nicamente se propagan.
• Decimos que un campo-λi es genuinamente no lineal si se cumple que
∇Uλi ·Ri 6= 0, ∀U. (B.25)
Asociadas a este tipo de campo caracter´ısticos esta´n las ondas de choque
y las rarefacciones. La trayectoria de una onda de choque en un diagrama
t − x nos muestra que las curvas caracter´ısticas asociadas a este campo
convergen a la onda de choque. Por contra, en una rarefaccio´n vemos que
las curvas caracter´ısticas divergen.
Este tipo de discontinuidades, las podremos encontrar en sistemas quasi-
lineales. Podra´n aparecer en la solucio´n inicial, en cuyo caso se porpagara´n
o surgir de la evolucio´n de soluciones iniciales continuas.
Ape´ndice C
Descomposicio´n espectral
de la MHD
El estudio de las ecuaciones linearizadas de la MHD para pequen˜as perturba-
ciones permite la definicio´n de tres tipos diferentes de ondas que propagara´n
las pertubaciones. Estas ondas, que vienen caracterizadas por sus velocidades
de propagacio´n, se clasifican en ondas magnetoso´nicas ra´pidas, magnetoso´nicas
lentas y ondas de Alfve´n. En el caso en que las ondas se desplacen en la direccio´n
positiva del eje x, sus velocidades, respecto del fluido, sera´n
• Ondas magnetoso´nicas ra´pidas
vf =
1
2
{
c2s +
B2
ρ
+
√(
c2s +
B2
ρ
)2
− 4c2s
B2x
ρ
}1/2
. (C.1)
• Ondas magnetoso´nicas lentas
vs =
1
2
{
c2s +
B2
ρ
−
√(
c2s +
B2
ρ
)2
− 4c2s
B2x
ρ
}1/2
. (C.2)
• Ondas de Alfve´n
va =
√
B2x
ρ
. (C.3)
En las expresiones anteriores, cs es la velocidad del sonido en el fluido, que para
un gas ideal es
cs =
√
γ
p
ρ
. (C.4)
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No´tese que si las ondas se propagan en la direccio´n negativa del eje x, las
velocidades resultan ser iguales en mo´dulo pero de signo contrario. Cada una de
estas ondas tendra´ propiedades distintas y sus velocidades de propagacio´n esta´n
asociadas a los autovalores de la matriz jacobiana del sistema, como veremos a
continuacio´n
C.1 Autovalores y autovectores de la MHD
Las ecuaciones de la MHD forman un sistema de ecuaciones diferenciales hiperbo´lico.
Ello implica que la propagacio´n de las perturbaciones siguen las llamadas curvas
caracter´ısticas. Estas curvas vienen definidas por los autovalores de la matriz
jacobiana del sistema. Si realizamos la descomposicio´n espectral de esta matriz
jacobiana correspondiente a la propagacio´n en la direccio´n del eje x (Brio y Wu
1988), se obtiene que los autovalores son
λf = vx ± vf , (C.5)
λa = vx ± va, (C.6)
λs = vx ± vs, (C.7)
λe = vx, (C.8)
donde λe es el autovalor que llamaremos entro´pico, λa sera´n los autovalores
de Alfve´n, λs y λf son, respectivamente, los autovalores magnetoso´nicos lentos
y ra´pidos y vx es la componente x de la velocidad del fluido.
Un ligero ana´lisis de estas expresiones, nos permite ver que si Bx = 0,
tenemos una qu´ıntuple degeneracio´n (λs = λa = λe). Por otro lado, si By =
Bz = 0 tenemos que una de las ondas magnetoso´nicas coincidara´ con una de las
ondas de Alfve´n. Concretamente se cumple que
 λs = λa si B
2
x/ρ < c
2
s
λs = λa si B2x/ρ > c
2
s
λs = λa = λf si B2x/ρ = c
2
s
(C.9)
Los autovectores por la derecha de la matriz jacobiana, segu´n la renormal-
izacio´n propuesta por Brio & Wu (1988) son
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Rvx±vf =

αf
αf (vx ± vf )
αfvy ∓ αsβyvasign(Bx)
αfvz ∓ αsβyvasign(Bx)
αsβyvf√
ρ
αsβyvf√
ρ
αf
v2x+v
2
y+v
2
z
2 + g
±
f

, (C.10)
Rvx±va =

0
0
∓βzsign(Bx)
±βysign(Bx)
βz√
ρ
− βy√ρ
∓(βzvy − βyvz)sign(Bx)

, (C.11)
Rvx±vs =

αs
αs(vx ± vs)
αsvy ± αfβycssign(Bx)
αsvz ± αfβycssign(Bx)
−αfβyc2s√ρ
−αfβzc2s√ρ
αs
v2x+v
2
y+v
2
z
2 + g
±
s

, (C.12)
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Rvx =

1
vx
vy
vz
0
0
v2x+v
2
y+v
2
z
2

, (C.13)
donde se ha definido
αf =
√
v2f − v2a√
v2f − v2s
, αs =
√
v2f − c2s√
v2f − v2s
(C.14)
(tomando αf = αs = 1 si By, Bz = 0 y va = cs),
βy =
By√
B2y +B2z
, βz =
Bz√
B2y +B2z
(C.15)
(tomando βy = βz = 1√2 , si By, Bz = 0).
Por u´ltimo, se ha definido
g±f =
αfv
2
f
γ − 1 ±αfvfvx∓αsvasign(Bx)(βyvy+βzvz)+
γ − 2
γ − 1αf (v
2
f − c2s), (C.16)
g±s =
αsv
2
s
γ − 1 ±αsvsvx±αfcssign(Bx)(βyvy + βzvz)+
γ − 2
γ − 1αs(v
2
s − c2s). (C.17)
Los vectores propios por la izquierda de la matriz jacobiana son
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LTvx±vf =

αf
4θ1
c2sv
2 ∓ 12θ2
(
αfcsvxsign(Bx)− αsvs(βyvy + βzvz)
)
− αf2θ1 c2svx ±
αf cs
2θ2
sign(Bx)
− αf2θ1 c2svy ∓
αsβyvs
2θ2
− αf2θ1 c2svz ∓
αsβzvs
2θ2
αs
2θ1
βyvf
(
v2s +
2−γ
γ−1c
2
s
)√
ρ
αs
2θ1
βzvf
(
v2s +
2−γ
γ−1c
2
s
)√
ρ
αf
2θ1
c2s

, (C.18)
LTvx±va =

±βzvy−βyvz2 sign(Bx)
0
∓βz2 sign(Bx)
±βy2 sign(Bx)
βz
√
ρ
2
−βy
√
ρ
2
0

, (C.19)
LTvx±vs =

αs
4θ1
c2fv
2 ∓ 12θ2
(
αsvavxsign(Bx)− αfvf (βyvy + βzvz)
)
− αs2θ1 c2fvx ± αsva2θ2 sign(Bx)
− αs2θ1 c2fvy ±
αfβyvf
2θ2
− αs2θ1 c2fvz ±
αfβzvf
2θ2
− αf2θ1βyvf
(
v2f +
2−γ
γ−1c
2
s
)√
ρ
− αf2θ1βzvf
(
v2f +
2−γ
γ−1c
2
s
)√
ρ
αs
2θ1
c2f

,(C.20)
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LTvx =

1− α
2
f c
2
s+α
2
sv
2
f
2θ1 v
2
α2f c
2
s+α
2
sv
2
f
θ1 vx
α2f c
2
s+α
2
sv
2
f
θ1 vy
α2f c
2
s+α
2
sv
2
f
θ1 vz
1
θ1
αfαsβyvf (v2f − c2s)
√
ρ
1
θ1
αfαsβzvf (v2f − c2s)
√
ρ
− 1θ1 (α2fc2s + α2sv2f )

, (C.21)
donde se ha definido
θ1 = α2fc
2
s
(
c2f +
2− γ
γ − 1c
2
s
)
+ α2sv
2
f
(
c2s +
2− γ
γ − 1c
2
s
)
, (C.22)
θ2 = α2fvfcssign(Bx) + αsvsvasign(Bx), (C.23)
v2 = v2x + v
2
y + v
2
z . (C.24)
C.2 Caracterizacio´n de los campos de la MHD
De acuerdo con la clasificacio´n de los campos caracter´ısticos dada en el ape´ndice
anterior, los campos asociados a los autovalores de Alfven y entro´pico son lin-
ealmente degenerados. Sin embargo, los campos asociaos a los autovalores mag-
netoso´nicos no tienen un cara´cter definido, dado que cambian de genuinamente
no lineales a linealmente degenerados en las degeneraciones (Brio y Wu 1988).
Ape´ndice D
RMHD en coordenadas
cil´ındricas y esfe´ricas
El el cap´ıtulo 4 se escribieron las ecuaciones de la RMHD utilizando coordenadas
cartesianas. Sin embargo, en muchas aplicaciones de intere´s en astrof´ısica es
ma´s conveniente utilizar otras coordenadas ma´s adaptadas a la simetr´ıa del
problema, como las coordenadas cil´ındricas o las esfe´ricas. Por esta razo´n,
escribiremos a continuacio´n las ecuaciones de la RMHD en estas coordenadas.
D.1 Coordenadas cil´ındricas
Al describir mediante coordenadas cil´ındricas un espacio-tiempo plano, a cada
punto del espacio-tiempo se le asocia una base de vectores (∂t, ∂r, ∂φ, ∂z). El
tensor me´trico del espacio (gµ,ν = ∂µ · ∂ν), en coordenadas cil´ındricas es
gαβ =

−1 0 0 0
0 1 0 0
0 0 r2 0
0 0 0 1
 gαβ =

−1 0 0 0
0 1 0 0
0 0 1/r2 0
0 0 0 1
 . (D.1)
El determinante de la me´trica es
g = −r2. (D.2)
Los s´ımbolos de Christoffel no nulos son
Γrφφ = −r y Γφrφ =
1
r
. (D.3)
Sabiendo todo esto, se pueden ya escribir expl´ıcitamente las ecuaciones de
la RMHD en coordenadas cil´ıdricas. Sin embargo, recordemos que cla´sicamente
cuando trabajamos en coordenadas cil´ıdricas se suele usar una base ortonormal
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de vectores. En relatividad especial tambie´n es posible realizar el cambio a
la generalizacio´n a 4 dimensiones de esa base ortonormal: (e0ˆ, erˆ, eφˆ, ezˆ). La
relacio´n entre ambas bases viene dada por
∂0 = e0ˆ , ∂r = erˆ, ∂φ = reφˆ, ∂z = ezˆ. (D.4)
As´ı, tomando como ejemplo la tetravelocidad, se cumple que,
u = u0∂0 + ur∂r + uφ∂φ + uz∂z = u0ˆe0ˆ + u
rˆerˆ + uφˆeφˆ + u
zˆezˆ. (D.5)
Es decir, la relacio´n entre las componentes de los distintos vectores expre-
sadas en las dos bases es
u0 = u0ˆ, ur = urˆ, ruφ = uφˆ, uz = uzˆ. (D.6)
Entonces, si desarrollamos las ecuaciones de la RMHD utilizando la base
ortonormal, obtenemos
∂U
∂t
+
1
r
∂ rFr(U)
∂r
+
1
r
∂Fφ(U)
∂φ
+
∂Fz(U)
∂z
= S(U), (D.7)
donde
U =

ρW
(ρh+ b2)W 2vrˆ − b0ˆbrˆ
(ρh+ b2)W 2vφˆ − b0ˆbφˆ
(ρh+ b2)W 2vzˆ − b0ˆbzˆ
(ρh+ b2)W 2 −
(
p+ b
2
2
)
− (b0ˆ)2
Brˆ
Bφˆ
Bzˆ

, (D.8)
Fr(U) =

ρWvrˆ
(ρh+ b2)(Wvrˆ)2 +
(
p+ b
2
2
)
− (brˆ)2
(ρh+ b2)W 2vrˆvφˆ − brˆbφˆ
(ρh+ b2)W 2vrˆvzˆ − brˆbzˆ
(ρh+ b2)W 2vrˆ − b0ˆbrˆ
0
Bφˆvrˆ −Brˆvφˆ
Bzˆvrˆ −Brˆvzˆ

, (D.9)
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Fφ(U) =

ρWvφˆ
(ρh+ b2)W 2vrˆvφˆ − brˆbφˆ
(ρh+ b2)(Wvφˆ)2 +
(
p+ b
2
2
)
− (bφˆ)2
(ρh+ b2)W 2vφˆvzˆ − bφˆbzˆ
(ρh+ b2)W 2vφˆ − b0ˆbφˆ
Brˆvφˆ −Brˆvφˆ
0
Bzˆvφˆ −Bφˆvzˆ

(D.10)
Fz(U) =

ρWvzˆ
(ρh+ b2)W 2vrˆvzˆ − brˆbzˆ
(ρh+ b2)W 2vφˆvzˆ − bφˆbzˆ
(ρh+ b2)W 2vzˆ − b0ˆbzˆ
Brˆvzˆ −Bzˆvrˆ
Bφˆvzˆ −Bφˆvzˆ
0

. (D.11)
y
S(U) =

0(
(ρh+ b2)(Wvφˆ)2 +
(
p+ b
2
2
)
− (bφˆ)2
)
/r(
(ρh+ b2)W 2vrˆvφˆ − brˆbφˆ
)
/r
0
0
0
(vrˆBφˆ − vφˆBrˆ)/r
0

. (D.12)
D.2 Coordenadas esfe´ricas
Al igual que en el caso de coordenadas cil´ındricas, cuando se describe mediante
coordenadas esfe´ricas un espacio-tiempo plano, a cada punto del espacio-tiempo
se le asocia una base de vectores (∂t, ∂r, ∂θ, ∂φ). El tensor me´trico del espacio
(gµ,ν = ∂µ · ∂ν), en coordenadas esfe´ricas es
El tensor me´trico asociado a las coordenadas esfe´ricas es
gαβ =

−1 0 0 0
0 1 0 0
0 0 r2 0
0 0 0 (r sin θ)2
 gαβ =

−1 0 0 0
0 1 0 0
0 0 1/r2 0
0 0 0 1/(r sin θ)2
 ,(D.13)
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siendo el determinante de la me´trica
g = −r4 sin2 θ. (D.14)
Los s´ımbolos de Christoffel no nulos son
Γrθθ = −r , Γrφφ = −r sin2 θ, (D.15)
Γθrθ =
1
r
, Γθφφ = − sin θ cos θ,
Γφrφ =
1
r
y Γφθφ = cot θ.
Al igual que en el caso anterior, se esta´ ya en condiciones de escribir expl´ıci-
tamente las ecuaciones de la RMHD en coordenadas esfe´ricas. Sin embargo,
tambie´n cla´sicamente cuando trabajamos en coordenadas esfe´ricas se suele usar
otra base de ortonormal de vectores. En relatividad general tambie´n es posible
realizar el cambio a la generalizacio´n a 4 dimensiones de esa base ortonormal:
(e0ˆ, erˆ, eθˆ, eφˆ). La relacio´n entre ambas bases viene dada por
∂0 = e0ˆ , ∂r = erˆ, ∂θ = reθˆ , ∂z = r sin θeφˆ. (D.16)
As´ı, tomando otra vez el ejemplo de la tetravelocidad, se cumple que,
u = u0∂0 + ur∂r + uθ∂θ + uφ∂φ = u0ˆe0ˆ + u
rˆerˆ + uθˆeθˆ + u
φˆeφˆ. (D.17)
Es decir, la relacio´n entre las componentes de los distintos vectores expre-
sadas en las dos bases es
u0 = u0ˆ , ur = urˆ, ruθ = uθˆ, r sin θ uφ = uφˆ. (D.18)
Entonces, si desarrollamos las ecuaciones de la RMHD utilizando la base
ortonormal, obtenemos
∂U
∂t
+
1
r2
∂ r2Fr(U)
∂r
+
1
r sin θ
∂ sin θFθ(U)
∂θ
+
1
r sin θ
∂Fφ(U)
∂φ
= S(U), (D.19)
donde
U =

ρW
(ρh+ b2)W 2vrˆ − b0brˆ
(ρh+ b2)W 2vθˆ − b0bθˆ
(ρh+ b2)W 2vφˆ − b0bφˆ
(ρh+ b2)W 2 −
(
p+ b
2
2
)
− (b0)2
Brˆ
Bθˆ
Bφˆ

, (D.20)
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Fr(U) =

ρWvrˆ
(ρh+ b2)(Wvrˆ)2 +
(
p+ b
2
2
)
− brˆbrˆ
(ρh+ b2)W 2vrˆvθˆ − brˆbθˆ
(ρh+ b2)W 2vrˆvφˆ − brˆbφˆ
(ρh+ b2)W 2vrˆ − b0brˆ
0
Bθˆvrˆ −Brˆvθˆ
Bφˆvrˆ −Brˆvφˆ

, (D.21)
Fθ(U) =

ρWvθˆ
(ρh+ b2)W 2vrˆvθˆ − brˆbθˆ
(ρh+ b2)(Wvθˆ)2 +
(
p+ b
2
2
)
− bθˆbθˆ
(ρh+ b2)W 2vθˆvφˆ − bθˆbφˆ
(ρh+ b2)W 2vθˆ − b0bθˆ
Brˆvθˆ −Brˆvθˆ
0
Bφˆvθˆ −Bθˆvφˆ

(D.22)
Fφ(U) =

ρWvφˆ
(ρh+ b2)W 2vrˆvφˆ − brˆbφˆ
(ρh+ b2)W 2vθˆvφˆ − bθˆbφˆ
(ρh+ b2)(Wvφˆ)2 +
(
p+ b
2
2
)
− bφˆbφˆ
(ρh+ b2)W 2vφˆ − b0bφˆ
Brˆvφˆ −Bφˆvrˆ
Bθˆvφˆ −Bθˆvφˆ
0

. (D.23)
y
S(U) =

0(
(ρh+ b2)W ((vθˆ)2 + (vφˆ)2) + 2
(
p+ b
2
2
)
− (bθˆ)2 − (bφˆ)2
)
/r
−
(
(ρh+ b2)W 2
(
vrˆvθˆ − (vφˆ)2 cot θ)− (p+ b22 ) cot θ − brˆbθˆ + (bφˆ)2 cot θ)/r
−
(
(ρh+ b2)W 2
(
vrˆvφˆ + vθˆvφˆ cot θ
)− brˆbφˆ − bθˆbφˆ cot θ)/r
0
(vrˆBθˆ − vθˆBrˆ)/r(
− 2(vφˆBrˆ − vrˆBφˆ) + cot θ(vθˆBφˆ − vφˆBθˆ)
)
/r
0

,(D.24)
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Ape´ndice E
RMHD en el sistema de
variables de Anile
En las siguientes l´ıneas, expondremos brevemente el proceso de obtencio´n de las
ecuaciones de la RMHD en el sistema de variables covariantes o de Anile (Anile
1989). Para ello partiremos de las expresiones tensoriales de las ecuaciones
∇µρuµ = 0 (E.1)
∇µTµν = 0 (E.2)
∇µ
(
uµbν − uνbµ) = 0 (E.3)
Si ahora realizamos las siguientes contracciones, obtenemos
uν∇µ
(
uµbν − uνbµ) = 0 =⇒ uµuν∇µbν +∇νbν = 0 (E.4)
bν∇µ
(
uµbν − uνbµ) = 0 =⇒ 1
2
uµ∇µb2 + b2∇νuν − bµbν∇µuν = 0 (E.5)
uµ∇νT νµ = 0 =⇒ uν∇νρ(1 + ) + ρh∇νuν = 0, (E.6)
donde, para la obtencio´n de esta u´ltima ecuacio´n (E.6), se ha usado la ecuacio´n
(E.5). Ahora, a partir de esta ecuacio´n (E.6), la de conservacio´n de la masa
(E.1) y la primera ley de la termodina´mica,
Tds = dε− p
ρ2
dρ, (E.7)
obtenemos la llamada condicio´n adiaba´tica, que podemos escribir como
uµ∇µs = 0. (E.8)
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Introduciendo en (E.6) la definicio´n de velocidad del sonido y aplicando (E.8)
se tiene que
1
c2s
uµ∇µp+ ρh∇µuµ = 0. (E.9)
Si realizamos la siguiente contraccio´n obtenemos
bµ∇νT νµ = 0 =⇒ uµuν∇µbν − b
ν
ρh
∇νp = 0, (E.10)
donde se ha utilizado (E.4) para obtener la expresio´n final.
Si ahora realizamos la contraccio´n hµν∇αTαν , siendo el proyector hµν =
gµν + uµuν , y usando las ecuaciones (E.4), (E.5), (E.6) y (E.10), obtenemos la
ecuacio´n
Euα∇αuµ − bα∇αbµ +
(
hµα + uµuα
)
bν∇αbν
+
1
ρh
(
ρhhµα − b
2
c2s
uµuα + bµbα
)
∇αp = 0. (E.11)
Por u´ltimo, podemos reescribir la ecuacio´n (E.3), como
uα∇αbβ − bα∇αuβ + 1
ρh
(
−b
βuα
c2s
+ uβbα
)
∇αp = 0. (E.12)
El sistema de ecuaciones resultante al tomar las ecuaciones (E.8), (E.9),
(E.11) y (E.12) es el que define la RMHD en el sistema extendido de variables
definido por Anile (4.24)
U˜ = (uα, bβ , p, s)T .
Si escribimos este sistema de ecuaciones de forma matricial como ya hicimos
en el Cap´ıtulo 4.3 obtenemos que las ecuaciones de la RMHD son
Aαac ∇αU˜ c = 0 con a, c = 0, ...9 α = 0, ...4,
donde
Aα =

Euαδµν −bαδµν + Pµαbν lµα 0µα
bαδµν −uαδµν fµα 0µα
ρhδαν 0
α
ν u
α/c2s 0
α
0αν 0
α
ν 0
α uα
 (E.13)
y se han definido
Pµα = gµα + 2uµuα, (E.14)
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lµα = gµα +
1
ρh
((
ρh− b
2
c2s
)
uµuα + bαbµ
)
, (E.15)
fµα =
1
ρh
(
bµuα
c2s
− uµbα
)
. (E.16)
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Ape´ndice F
Diagramas de Jeffrey y
Taniuti
Al contrario de lo que ocurre en la hidrodina´mica cla´sica (HD) donde la ve-
locidad de propagacio´n de las ondas en un fluido homoge´neo y en reposo no
depende de la direccio´n de propagacio´n, en el caso de la MHD, la existencia de
un campo magne´tico conduce a una dependencia de la velocidad de las ondas
con la direccio´n de propagacio´n.
Para visualizar dicha dependencia, A. Jeffrey y T. Taniuti (1966) propusieron
unos diagramas en coordenadas polares donde se representaba la velocidad de
propagacio´n de las ondas. Dada una direccio´n de propagacio´n, se representa
en el diagrama el extremo del vector velocidad, cuyo mo´dulo viene dado por
el valor absoluto del autovalor correspondiente. Repitiendo el proceso para
distintas direcciones se obtienen las curvas que constituyen el diagrama.
Si uno realiza los diagramas de Jeffrey y Taniuti correspondientes a un fluido
en reposo en el caso de la MHD, observa dos simetr´ıas. La primera de ellas es una
simetr´ıa de revolucio´n alrededor de la direccio´n que marca el campo magne´tico,
lo que justifica realizar la representacio´n restringie´ndonos a un plano que con-
tenga al campo magne´tico. Convencionalmente, y sin pe´rdida de generalidad,
se toma el eje x como direcio´n del campo magne´tico. La segunda simetr´ıa es
especular respecto al plano ortogonal a la direccio´n del campo magne´tico. Tanto
la direccio´n del campo magne´tico como su plano ortogonal marcan tambie´n las
direcciones donde se presentan las degeneraciones. El plano ortogonal marca la
degeneracio´n caracterizada porque el campo longitudinal a la direccio´n dada es
nulo y la direccio´n x nos marca la degeneracio´n caracterizada porque el campo
transversal a esta direccio´n es nulo.
En el caso de la RMHD, si el fluido esta´ en reposo, tenemos diagramas simi-
lares a los de la MHD, ve´ase los diagramas de las Figs. F.1, F.2 y F.3. En estos
diagramas podemos ver que en la direccio´n Y se da la degeneracio´n de tipo I y en
la direccio´n X la degeneracio´n de tipo II. Concretamente, estos diagramas nos
muestran cada uno de los tres subtipos de degeneracio´n de tipo II que existen,
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Figura F.1: Diagrama de Jeffrey y Taniuti para el estado ρ = 1.0 = 1.0, vx =
0.0, vy = 0.0, vz = 0.0, Bx = 5.0, By = 0.0, Bz = 0.0. Con l´ınea negra discon-
tinua se ha marcado la curva asociada al autovalor magnetso´nico ra´pido, con
l´ınea amarilla continua el correspondiente al autovalor de Alfve´n y con linea
roja discontinua el autovalor magnetoso´nico lento. Al autovalor entro´pico cor-
respondeu´nicamente el origen, punto (0,0).
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Figura F.2: Diagrama de Jeffrey y Taniuti para el estado ρ = 1.0,  = 50.0, vx =
0.0, vy = 0.0, vz = 0.0, Bx = 5.0, By = 0.0, Bz = 0.0. Con l´ınea negra discon-
tinua se ha marcado la curva asociada al autovalor magnetso´nico ra´pido, con
l´ınea amarilla continua el correspondiente al autovalor de Alfve´n y con linea
rojo discontinua el autovalor magnetoso´nico lento. Al autovalor entro´pico cor-
responde u´nicamente el origen, punto (0,0).
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Figura F.3: Diagrama de Jeffrey y Taniuti para el estado ρ = 1.0,  =
37.864, vx = 0.0, vy = 0.5, vz = 0.0, Bx = 5.0, By = 0.0, Bz = 0.0. Con l´ınea
negra discontinua se ha marcado la curva asociada al autovalor magnetoso´nico
ra´pido, con l´ınea amarilla continua el correspondiente al autovalor de Alfve´n
y con linea roja discontinua el autovalor magnetoso´nico lento. Al autovalor
entro´pico corresponde u´nicamente el origen, punto (0,0).
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Figura F.4: Diagrama de Jeffrey y Taniuti para el estado ρ = 1.0,  = 50.0, vx =
0.9, vy = 0.0, vz = 0.0, Bx = 5.0, By = 0.0, Bz = 0.0. Con l´ınea negra dis-
continua se ha marcado la curva asociada al autovalor magnetoso´nico ra´pido,
con l´ınea amarilla continua el correspondiente al autovalor de Alfve´n, con linea
roja discontinua el autovalor magnetoso´nico lento y con l´ınea negra continua el
autovalor entro´pico.
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Figura F.5: Diagrama de Jeffrey y Taniuti para el estado ρ = 1.0,  = 1, vx =
0.0, vy = −0.50, vz = 0.0, Bx = 5.0, By = 0.0, Bz = 0.0. Con l´ınea negra
discontinua se ha marcado la curva asociada al autovalor magnetoso´nico ra´pido,
con l´ınea amarilla continua el correspondiente al autovalor de Alfve´n, con linea
roja discontinua el autovalor magnetoso´nico lento y con l´ınea negra continua el
autovalor entro´pico.
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Figura F.6: Diagrama de Jeffrey y Taniuti para el mismo estado que el de la
figura (F.5). Con l´ınea negra discontinua se ha marcado la curva asociada al
autovalor magnetoso´nico ra´pido, con l´ınea amarilla continua el correspondiente
al autovalor de Alfve´n y con linea roja discontinua el autovalor magnetoso´nico
lento. Al autovalor entro´pico en este plano corresponde unicamente el origen,
punto (0,0).
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Figura F.7: Diagrama de Jeffrey y Taniuti para el estado ρ = 1.0,  = 1.0, vx =
0.634, vy = 0.634, vz = 0.0, Bx = 5.0, By = 0.0, Bz = 0.0. Con l´ınea negra
discontinua se ha marcado la curva asociada al autovalor magnetoso´nico ra´pido,
con l´ınea amarilla continua el correspondiente al autovalor de Alfve´n, con linea
roja discontinua el autovalor magnetoso´nico lento y con l´ınea negra continua el
autovalor entro´pico.
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Figura F.8: Diagrama de Jeffrey y Taniuti para el mismo estado que en la
figura (F.7). Con l´ınea negra discontinua se ha marcado la curva asociada al
autovalor magnetoso´nico ra´pido, con l´ınea amarilla continua el correspondiente
al autovalor de Alfve´n y con linea roja discontinua el autovalor magnetoso´nico
lento. y con l´ınea negra continua el autovalor entro´pico.
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ya sea que el autovalor de Alfve´n coincida con el magnetoso´nico ra´pido, Fig. F.1,
o con el magnetoso´nico lento, Fig. F.2 o con ambos, Fig. F.3. Como en el caso
de la MHD, estos diagramas tambie´n presentan simetr´ıa de revolucio´n sobre el
eje X y simetr´ıa especular respecto al eje Y (o ma´s precisamente respecto al
plano Y Z).
Si el fluido no esta´ en reposo, se perdera´ la simetr´ıa de estos diagramas.
Por ejemplo, si tomamos vx 6= 0, al ser la velocidad y el campo paralelos entre
s´ı, conservaremos la simetr´ıa de revolucio´n, aunque ya no la especular, como
podemos observar en la Fig. F.4. Adems´, la degeneracio´n de tipo II se da en
la direccio´n del eje X y la degeneracio´n de tipo I en el plano Y Z. Recue´rdese
que en este tipo de figura, para conocer los autovalores en una direccio´n dada
deberemos trazar esa direccio´n de manera que pase por el punto (0, 0).
Cuando la velocidad no es colineal al campo magne´tico, se pierde la simetr´ıa
de revolucio´n respecto al eje X. Podemos observar este hecho en los diagramas
de las Figs. F.5 y F.6, ambos correspondientes al mismo estado, pero el primero
muestra las velocidades en el plano XY y el segundo en el plano XZ. En este
caso particular, donde la velocidad es ortogonal al campo magne´tico preservamos
sin embargo la simetr´ıa especular respecto al plano XZ, plano que, adema´s,
marca la degeneracio´n de tipo I. Respecto a la degeneracio´n de tipo II, es de
remarcar que en el diagrama del plano Y Z no se observa. En el diagrama del
plano XY , esta degeneracio´n se da en dos direcciones diferentes y en cada una
de estas direcciones u´nicamente nos coinciden un autovalor de Alfve´n con uno
magnetoso´nico ra´pido, siendo el otro autovalor de Alfve´n no degenerado para la
direccio´n considerada.
Si abordamos un caso ma´s general, como el que se muestra en las Figs. F.7
y F.8 vemos que en el plano XY no se aprecia ninguna simetr´ıa. Sobre el eje
Y encontramos la degeneracio´n de tipo I, en el punto (0.0, 0.634) e igual que en
el caso anterior la degeneracio´n de tipo II no esta´ sobre una u´nica direccio´n. Si
bien puede parecer que hemos perdido toda simetr´ıa, queda au´n una simetr´ıa
especular definida sobre el plano que definen los vectores B y v, el XY en este
ejemplo, que es el plano que hemos estado analizando. Como podemos apreciar
si miramos la Fig. F.8, donde representamos el plano XZ, la simetr´ıa especular
es clara. No´tese que en las dos figuras analizadas, se muestra la direccio´n X y
que los autovalores sobre dicha direccio´n son los mismos.
Ape´ndice G
Caracterizacio´n de los
campos de la RMHD
Al igual que hemos hecho en el caso de la MHD, procederemos en este ape´ndice
al estudio de los campos caracter´ıisticos de la RMHD. Para ello trabajaremos
en el sistema de variables definido por Anile: U˜ = (uα, bα, p, s). Empezaremos
con el autovalor entro´pico, continuaremos con los de Alfve´n y acabaremos con
los magnetoso´nicos. Como veremos, el resultado de este ana´lisis es similar al
obtenido en el caso de la MHD.
G.1 Autovalor entro´pico
El autovalor entro´pico es
λe = vx =
ux
u0
. (G.1)
Si calculamos el gradiente de este autovalor respecto del sistema de variables
de Anile obtenemos
∇U˜λe =
( −ux
(u0)2
,
1
u0
, 0, 0, 0α, 0, 0
)
. (G.2)
Recordando que
re = (0α, 0α, 0, 1), (G.3)
vemos que el producto escalar del autovector y el gradiente es nulo
∇U˜λe · re = 0. (G.4)
Por tanto, el campo caracter´ıstico asociado a este autovalor es linealmente
degenerado, al igual que suced´ıa en el caso de la MHD.
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G.2 Autovalores de Alfve´n
Los autovalores de Alfve´n vienen dados por la expresio´n
λa =
bx ± ux√E
b0 ± u0√E . (G.5)
Si calculamos su gradiente, obtenemos
∇U˜λa =
1
(b0 ± u0√E)2

∓√E(bx ± ux√E
±√E(b0 ± u0√E
0
0
−(bx ± ux√E)∓ b0√
E
(Bx)
(b0 ± u0√E)∓ bx√
E
(Bx)
∓ by√
E
Bx
∓ bz√
E
Bx
∓ ∂pE√
2E
Bx
∓ ∂SE√
2E
Bx

. (G.6)
Recordando que
ra = (a gαβεβγδµuγbδφµ,B gαβεβγδµuγbδφµ, 0, 0) ≡ (a ξα,B ξα, 0, 0), (G.7)
el producto escalar entre al autovector y el gradiente es
∇U˜λa · ra =
1
(b0 ± u0√E)2
(
±
√
Ea(−(bx ± ux
√
E)ξ0+
(b0 ± u0
√
E)ξ1) + (±Bx)B(ξαbα) + B(−(bx ± ux
√
E)ξ0
+ (b0 ± u0
√
E)ξ1)
)
. (G.8)
Esta expresio´n es nula ya que ξαbα = 0 por las propiedades de antisimetr´ıa del
tensor de Levi-Civita y por ser ξ1 = λaξ0.
As´ı pues, al igual que en el caso de la MHD, los campos caracter´ısticos
asociados a los autovalores de Alfve´n son linealmente degeneradas.
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G.3 Autovalores magnetoso´nicos
La ecuacio´n N4 = 0, (4.41), nos da los valores propios magnetoso´nicos y se
puede escribir de la forma
λ4C4 + λ3C3 + λ2C2 + λC1 + C0 = 0, (G.9)
donde los coeficientes se definen como
C4 = (u0)4ρh(1− c2s) + (u0)2(ρhc2s + b2)− c2s(b0)2, (G.10)
C3 = −4ux(u0)3ρh(1− c2s)− 2u0ux(ρhc2s + b2) + 2c2sb0bx, (G.11)
C2 = 6(ux)2(u0)2ρh(1− c2s)− ((u0)2 − (ux)2)
(
ρhc2s + b
2
)
+ c2s
(
(b0)2 − (bx)2
)
, (G.12)
C1 = −4(ux)3u0ρh(1− c2s) + 2u0ux(ρhc2s + b2)− 2c2sb0bx, (G.13)
C0 = (ux)4ρh(1− c2s)− (ux)2(ρhc2s + b2) + c2s(bx)2. (G.14)
Para determinar la derivada de λ respecto a una cierta variable V , derivamos
la ecuacio´n anterior respecto de dicha variable, obtenie´ndo
∂V λ = −λ
4∂V C4 + λ3∂V C3 + λ2∂V C2 + λ∂V C1 + ∂V C0
4C4λ3 + 3C3λ2 + 2C2λ+ C1
≡ −QV
Pλ
. (G.15)
En el ca´lculo del gradiente del autovalor, la variable V sera´n las distintas
variables que componen el sistema de Anile.
G.3.1 Las funciones QV
En esta subseccio´n procederemos a determinar las funciones QV necesarias para
calcular el gradiente del autovector:
• Funcio´n derivada respecto de u0
Las derivadas parciales de los coeficientes son
∂C4
∂u0
= 4(u0)3ρh(1− c2s) + 2u0(ρhc2s + b2), (G.16)
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∂C3
∂u0
= −12(u0)2uxρh(1− c2s)− 2ux(ρhc2s + b2), (G.17)
∂C2
∂u0
= 12u0(ux)2ρh(1− c2s)− 2u0(ρhc2s + b2), (G.18)
∂C1
∂u0
= −4(ux)3ρh(1− c2s) + 2ux(ρhc2s + b2), (G.19)
∂C0
∂u0
= 0. (G.20)
Agrupando y simplificando obtenemos
Qu0 = 2λa
( − 2ρh(1− c2s)a2 + (ρhc2s + b2)G ). (G.21)
• Funcio´n derivada respecto ux
Las derivadas parciales de los coeficientes son
∂C4
∂ux
= 0, (G.22)
∂C3
∂ux
= −4(u0)3ρh(1− c2s)− 2u0(ρhc2s + b2), (G.23)
∂C2
∂ux
= 12ux(u0)2ρh(1− c2s) + 2ux(ρhc2s + b2), (G.24)
∂C1
∂ux
= −12(ux)2u0ρh(1− c2s) + 2u0(ρhc2s + b2), (G.25)
∂C0
∂ux
= 4(ux)3ρh(1− c2s)− 2ux(ρhc2s + b2). (G.26)
Agrupando y simplificando, obtenemos
Qux = 2a
(
2ρh(1− c2s)a2 − (ρhc2s + b2)G
)
. (G.27)
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• Funcio´n derivada respecto uy
En este caso, tenemos que las derivadas parciales son
∂C4
∂uy
=
∂C3
∂uy
=
∂C2
∂uy
=
∂C1
∂uy
=
∂C0
∂uy
= 0. (G.28)
Es decir, la funcio´n resultante es
Quy = 0. (G.29)
• Funcio´n derivada respecto uz
En este caso, como en el anterior, tenemos que
∂C4
∂uz
=
∂C3
∂uz
=
∂C2
∂uz
=
∂C1
∂uz
=
∂C0
∂uz
= 0. (G.30)
Por lo tanto, tambie´n la funcio´n resultante es
Quz = 0. (G.31)
• Funcio´n derivada respecto b0
Las derivadas parciales de los coeficientes son
∂C4
∂b0
= −2b0((u0)2 + c2s), (G.32)
∂C3
∂b0
= 4u0uxb0 + 2bxc2s, (G.33)
∂C2
∂b0
= 2b0((u0)2 − (ux)2 + c2s), (G.34)
∂C1
∂b0
= −4u0uxb0 − 2bxc2s, (G.35)
∂C0
∂b0
= 2(ux)2b0. (G.36)
Agrupando y simplificando obtenemos la expresio´n
Qb0 = 2G
(
b0a2 − c2sBλ
)
(G.37)
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• Funcio´n derivada respecto bx
Las derivadas parciales de los coeficientes son
∂C4
∂bx
= 2(u0)2bx, (G.38)
∂C3
∂bx
= −4u0uxbx + 2b0c2s, (G.39)
∂C2
∂bx
= −2bx((u0)2 − (ux)2 + c2s), (G.40)
∂C1
∂bx
= 4u0uxbx − 2b0c2s, (G.41)
∂C0
∂bx
= −2bx(c2s + (ux)2). (G.42)
Agrupando y simplificando obtenemos la expresio´n
Qbx = 2G
( − bxa2 + c2sB ). (G.43)
• Funcio´n derivada respecto by
Las derivadas parciales de los coeficientes son
∂C4
∂by
= 2(u0)2by, (G.44)
∂C3
∂by
= −4u0uxby, (G.45)
∂C2
∂by
= −2((u0)2 − (ux)2)by, (G.46)
∂C1
∂by
= 4u0uxby, (G.47)
∂C0
∂by
= −2(ux)2by. (G.48)
Agrupando y simplificando obtenemos
Qby = −2bya2G. (G.49)
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• Funcio´n derivada respecto bz
Las derivadas parciales de los coeficientes son
∂C4
∂bz
= 2(u0)2bz, (G.50)
∂C3
∂bz
= −4u0uxbz, (G.51)
∂C2
∂bz
= −2((u0)2 − (ux)2)bz, (G.52)
∂C1
∂bz
= 4u0uxbz, (G.53)
∂C0
∂bz
= −2(ux)2bz. (G.54)
Agrupando y simplificando obtenemos
Qbz = −2bza2G. (G.55)
• Funcio´n derivada respecto p
Las deivadas parciales de los coeficientes son
∂C4
∂p
= ((u0)4(1− c2s) + (u0)2c2s)
∂ρh
∂p
+ (−ρh(u0)4 + (u0)2ρh− (b0)2)∂c
2
s
∂p
, (G.56)
∂C3
∂p
= (−4(u0)3ux(1− c2s)− 2u0uxc2s)
∂ρh
∂p
+
+ (4ρh(u0)3ux − 2u0uxρh+ 2b0bx)∂c
2
s
∂p
, (G.57)
∂C2
∂p
= (6(u0)2(ux)2(1− c2s)− ((u0)2 − (ux)2)c2s)
∂ρh
∂p
+
+ (−6ρh(u0)2(ux)2 − ((u0)2 − (ux)2)ρh− ((b0)2 − (bx)2))∂c
2
s
∂p
, (G.58)
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∂C1
∂p
= (−4u0(ux)3(1− c2s) + 2u0uxc2s)
∂ρh
∂p
+
(4ρhu0(ux)3 + 2u0uxρh− 2b0bx)∂c
2
s
∂p
, (G.59)
∂C0
∂p
= ((ux)4(1− c2s)− (ux)2c2s)
∂ρh
∂p
+
(−ρh(ux)4 − (ux)2ρh+ (bx)2)∂c
2
s
∂p
. (G.60)
Agrupando y simplificando obtenemos
Qp =
(
(1− c2s)a4 − c2sGa2
)∂ρh
∂p
− (ρha2(a2 +G)− B2G )∂c2s
∂p
. (G.61)
• Funcio´n derivada respecto s
Las derivadas parciales de los coeficientes son
∂C4
∂s
= ((u0)4(1− c2s) + (u0)2c2s)
∂ρh
∂s
+ (−ρh(u0)4 + (u0)2ρh− (b0)2)∂c
2
s
∂s
, (G.62)
∂C3
∂s
= (−4(u0)3ux(1− c2s)− 2u0uxc2s)
∂ρh
∂s
+
+ (4ρh(u0)3ux − 2u0uxρh+ 2b0bx)∂c
2
s
∂s
, (G.63)
∂C2
∂s
= (6(u0)2(ux)2(1− c2s)− ((u0)2 − (ux)2)c2s)
∂ρh
∂s
+
+ (−6ρh(u0)2(ux)2 − ((u0)2 − (ux)2)ρh− (b0 − bx))∂c
2
s
∂s
, (G.64)
∂C1
∂s
= (−4u0(ux)3(1− c2s) + 2u0uxc2s)
∂ρh
∂s
+
(4ρhu0(ux)3 + 2u0uxρh− 2b0bx)∂c
2
s
∂s
, (G.65)
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∂C0
∂s
= ((ux)4(1− c2s)− (ux)2c2s)
∂ρh
∂s
+
(−ρh(ux)4 − (ux)2ρh+ (bx)2)∂c
2
s
∂s
. (G.66)
Agrupando y simplificando obtenemos
Qs =
(
(1− c2s)a4 − c2sGa2
)∂ρh
∂s
− (ρha2(a2 +G)− B2G )∂c2s
∂s
. (G.67)
G.3.2 ∇λ ·Rλ
Si escribimos el autovector magnetoso´nico como (Komissarov 1999a)
Rλ = (Kµ, Rµ, aA, 0), (G.68)
donde
a = uµφµ, (G.69)
A = Ea2 − B, (G.70)
Kµ =
c2s − 1
c2s
(
a4
G
(φµ + auµ)− a
2B
ρh
bµ
)
, (G.71)
Rµ =
B
a
Kµ +
A
ρh
(
a
c2s
bµ − Buµ
)
, (G.72)
con
B = bµφµ , E = ρh+ b2 y G = φµφµ. (G.73)
Finalmente, tras un largo ca´lculo podemos escribir el producto escalar entre
al vector gradiente y el autovector
∇U˜λ ·Rλ =
{
a2
(
4a2
c2s
+
∂ρh
∂p
)(
a2 − c2s(a2 +G)
)
+ 2(1− c2s)a6
− 2b
2a4
ρhc2s
+
2B2Ga4
ρh
− (ρha2(a2 +G) + B2G )∂c2s
∂p
}
· −aA
4C4λ3 + 3C3λ2 + 2C2λ+ C1
. (G.74)
Podemos observar que el factor comu´n del numerador es aA. Esto implica
que en los casos que el autovalor sea degenerado esta cantidad es cero (en las
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degeneraciones de tipo I, a = 0 y en las degeneraciones de tipo II, A = 0). Por
otro lado, sabemos que en el l´ımite hidrodina´mico, los autovalores exteriores
convergen a los so´nicos, que son campos genu´ınamente no lineales, con lo que el
producto ∇U˜λ ·Rλ no se anula en este l´ımite.
Con estos datos, al igual que en el caso de la MHD (Brio y Wu 1988),
podemos afirmar que los campos asociados a los autovalores magnetoso´nicos no
tienen un cara´cter genuinamente no lineal o linealmente degenerado definido,
por lo que el sistema de la RMHD no es convexo.
Ape´ndice H
Estudio de la funcio´n B/a
En este ape´ndice estudiaremos el comportamiento de la funcio´n B/a cuando
nos acercamos a estados que presentan degeneracio´n de sus valores propios.
Recordemos que esta funcio´n se define como
B
a
≡ b
x − λb0
ux − λu0 . (H.1)
El intere´s se debe a que esta funcio´n se utiliza en el Cap´ıtulo 6 para la renor-
malizacio´n de los autovectores de Alfve´n y magnetoso´nicos en el caso de la de-
generacio´n de tipo I. Recordemos que este tipo de degeneracio´n sucede cuando
Bx = 0, y entonces, los autovalores de Alfve´n y los magnetoso´nicos lentos son
iguales a vx. La funcio´n B/a presenta, por tanto una indeterminacio´n del tipo
0
0 .
Estudiemos que´ sucede con el l´ımite de esta funcio´n para cada autovalor.
H.1 Autovalor de Alfve´n λa
Si recordamos que los autovalores de Alfve´n vienen dados por la expresio´n
λa± =
bx ± ux√E
b0 ± u0√E , (H.2)
sustituyendo en la ecuacio´n (H.1) y tras un sencillo ca´lculo se obtiene
B(λa±)
a(λa±)
=
bx − λa±b0
ux − λa±u0 = ∓
√
E. (H.3)
El resultado obtenido, ∓√E, es una funcio´n que esta´ bien definido para
cualquier estado f´ısico y es siempre distinta de cero. Por ello, a la hora de
evaluar la funcio´n B/a para los autovalores de Alfve´n, es conveniente utilizar
esta expresio´n (H.3) ya que evita el problema de la indeterminacio´n en el caso
de la degeneracio´n de tipo I.
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H.2 Autovalor magnetoso´nicos λm
Partiendo de la ecuaco´n caracter´ıstica de los autovalores magnetoso´nicos,
N4 ≡ ρh
(
1
c2s
− 1
)
a4 −
(
ρh+
b2
c2s
)
a2G+ B2G = 0,
despejando, obtenemos que(B
a
)2
=
(
ρh+
b2
c2s
)
− ρh
(
1
c2s
− 1
)
a2
G
. (H.4)
En el l´ımite de la degeneracio´n de tipo I, vemos que
lim
λ→vx
(B
a
)2
= ρh+
b2
c2s
> 0. (H.5)
No´tese que si bien en este caso λs = λa = vx, no se obtiene el mismo l´ımite para
la funcio´n B/a que en el caso de los autovalores de Alfven, salvo que c2s = 1.
Esta igualdad no es propiamente dicha la que quer´ıamos evaluar, B/a, sino
su cuadrado. As´ı, tendremos que realizar la raiz cuadrada:
B
a
= ±
√(
ρh+
b2
c2s
)
− ρh
(
1
c2s
− 1
)
a2
G
, (H.6)
donde queda por resolver co´mo determinamos el signo. Si consideramos que
en las degeneraciones de tipo II, la funcio´n esta´ bien definida, entonces e´sta ha
de ser igual para las ondas de Alfve´n y magnetoso´nicas que este´n degeneradas.
De aqu´ı se deduce que el signo de la ra´ız de una pareja de autovalores magne-
toso´nicos (λf y λs) debe ser igual al de autovalor de Alfve´n comprendido entre
ambos autovalores.
En refuerzo a esta argumentacio´n esta´ el estudio anal´ıtico que podemos hacer
de la funcio´n (H.4) como funcio´n de λ:
1. Se puede determinar que la funcio´n (H.4), como funcio´n de λ, es continua
en ]− 1, 1[.
2. La funcio´n presenta dos as´ıntotas verticales en λ = −1 y en λ = 1, cuyos
l´ımites laterales en −1+ y 1− son iguales a −∞.
3. Si calculamos la derivada de la funcio´n (H.4) respecto de λ, se obtiene que
∂λ
(B
a
)
∝ (v
x − λ)(λvx − 1)
(1− λ2)2 . (H.7)
Vemos que la derivada se anula u´nicamente en el punto λ = vx, que es un
ma´ximo local de la funcio´n. Por tanto, en el intervalo ]− 1, vx[ la funcio´n
es mono´tona creciente y en el intervalo ]vx, 1[ es mono´tona decreciente.
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4. A partir de las propiedades de monoton´ıa de la funcio´n se deduce que
λ−f ≤ λ−s =⇒
(B
a
)2
f−
≤
(B
a
)2
s−
(H.8)
λ+s ≤ λ+f =⇒
(B
a
)2
s+
≥
(B
a
)2
f+
. (H.9)
5. A partir de las propiedades de monotonicidad de la funcio´n se deduce que
existen dos ra´ıces de la funcio´n en el intervalo ] − 1, 1[. Estas dos ra´ıces,
que denotaremos por (λ0), verifican la ecuacio´n
λ20(Ω + (1− Ω)(u0)2)− 2λ0u0ux(1− Ω)−
− (Ω− (1− Ω)(ux)2 = 0, (H.10)
donde definimos Ω = c2s + c
2
a − c2ac2s y siendo c2a = b2/E.
Despejando obtenemos
λ±0 =
u0ux(1− Ω)±
√
Ω
(
Ω+ (1− Ω)((u0)2 − (ux)2)
)
Ω+ (1− Ω)(u0)2 . (H.11)
Teniendo en cuenta la monoticidad de la funcio´n (H.4) y del hecho que
(B/a)2 ≥ 0 para los autovalores magnetoso´nicos ra´pidos, λf , se deduce
que λ±0 son cotas inferior y superior al conjunto de autovalores.
La igualdad entre λ±0 y los autovalores magnetoso´nicos ra´pidos se pro-
ducira´ cuando se cumpla que Bx = 0 y b0 = 0, ya que en este caso,
B(λf ) = 0 y a(λf ) 6= 0.
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Ape´ndice I
Autovectores en
Relatividad General
Como ya se ha descrito en la Seccio´n 9.7.2, se puede aplicar el principio de
equivalencia para construir co´digos robustos y de altas prestaciones de mag-
netohidrodina´mica en Relatividad General haciendo uso de los de resolvedores
desarrollados para la magnetohidrodina´mica en Relatividad Especial. Cabe pen-
sar, por tanto, que el intere´s pra´ctico por obtener los autovectores (en variables
conservadas) de la magnetohidrodina´mica en Relatividad General sera´ reducido.
Aun as´ı, creemos que puede tener intere´s por completitud. Procederemos pues
a exponer la obtencio´n de estos autovectores.
Partiremos de las expresiones de los autovectores correspondientes al sis-
tema de variables de Anile que, al estar en forma covariante, son va´lidos para
cualquier me´trica. A partir de aqu´ı seguiremos el mismo procedimiento que
en los Cap´ıtulos 5, 6 y 7, a fin de obtener los autovectores en los sistemas de
variables correspondientes.
I.1 Matriz del cambio de variables de Anile a
conservadas
A fin de obtener los vectores propios a derechas en el sistema de variables conser-
vadas partiendo del sistema de variables de Anile, debemos proceder, en primer
lugar, a la obtencio´n de la matriz del cambio.
El sistema de variables de Anile es el siguiente:
U˜ = (uα, bα, p, s). (I.1)
Las variables conservadas vienen dadas por la ecuacio´n (9.41), aunque debido a
la condicio´n de divergencia nula del campo magne´tico, debemos considerar so´lo
siete de estas variables ya que las tres componentes del campo esta´n ligadas
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pos la relacio´n ∇ · B = 0. Para obtener los autovectores correspondientes a
los autovalores estudiados en la Seccio´n 9.3 en la que considera´bamos ondas
propaga´ndose en la direccio´n del eje x, el sistema de variables conservadas que
debemos utilizar es el siguiente:
U =

αρu0
α(ρh+ b2)u0ux − αb0bx
α(ρh+ b2)u0uy − αb0by
α(ρh+ b2)u0uz − αb0bz
α2(ρh+ b2)(u0)2 −
(
p+ b
2
2
)
− α2(b0)2
By
Bz

. (I.2)
La matriz del cambio la obtendremos derivando las variables conservadas res-
pecto de las variables de Anile, ∂U/∂U˜. Realizando estas derivadas obtenemos
la siguiente matriz de dimensio´n 10× 7:
αρ 0 0 0 0
αE(ux + gx0u0) αEu0gxx αEu0gxy αEu0gxz α(2goµbµu0ux − bx − b0g0x)
αE(uy + gyou0) αEu0gxy αEu0gyy αEu0gyz α(2g0µbµu0uy − by − b0g0y)
αE(uz + gzou0) αEu0gxz αEu0gyz αEu0gzz α(2g0µbµu0uz − bz − b0g0z)
2α2Eu0 0 0 0 (2α2u0u0 − 1)g0µbµ − 2α2b0
αby 0 −αb0 0 −αuy
αbz 0 0 −αb0 −αuz
...
...
0 0 0
α(2gxµbµu0ux − b0gxx) α(2gyµbµu0ux − b0gxy) α(2gzµbµu0ux − b0gxz)
α(2gxµbµu0uy − b0gyx) α(2gyµbµu0uy − b0gyy) α(2gzµbµu0uy − b0gyz)
α(2gxµbµu0uz − b0gzx) α(2gyµbµu0uz − b0gzy) α(2gzµbµu0uz − b0gzz)
(2α2u0u0 − 1)gxµbµ (2α2u0u0 − 1)gyµbµ (2α2u0u0 − 1)gzµbµ
0 αu0 0
0 0 αu0
...
...
α∂pρu
0 α∂sρu
0
α∂p(ρh)u0ux α∂s(ρh)u0ux
α∂p(ρh)u0uy α∂s(ρh)u0uy
α∂p(ρh)u0uz α∂s(ρh)u0uz
α2∂p(ρh)u0u0 − 1 α2∂s(ρh)u0u0
0 0
0 0

, (I.3)
donde ∂p denota derivada parcial respecto de p de la variable termodina´mica
correspondiente manteniendo la entrop´ıa constante y ∂s denota derivada parcial
respecto a s a p constante.
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Como ya vimos en el Cap´ıtulo 5, la obtencio´n de esta matriz del cambio
depende de la eleccio´n que hagamos al expresar las variables conservadas en
funcio´n de las variables de Anile. Esta eleccio´n no es u´nica ya que podemos
hacer uso de las ligaduras para cambiar la forma funcional de las variables
conservadas. Recordemos, sin embargo, que los autovectores en variables con-
servadas no dependera´n de esta eleccio´n.
I.2 Descomposicio´n en el espacio ortogonal
Al igual que en el caso de relatividad restringida, antes de abordar la renormal-
izacio´n de los autovectores debemos caracterizar y dotar de una base al espacio
ortogonal a u. El proceso es similar al de RMHD (ve´ase la Seccio´n 4.6). El
primer paso consiste en deducir cu´al es la direccio´n de propagacio´n de la onda,
ν, respecto al observador como´vil.
Si el vector de onda considerado es
φµ = (−λ, 1, 0, 0), (I.4)
correspondiente al caso de propagacio´n en la direccio´n del eje x, lo cual es consis-
tente con la eleccio´n de variables conservadas dada ma´s arriba, las componentes
contravariantes sera´n
φµ =
1
α2

λ+ βx
−(λ+ βx)βx + α2γxx
−(λ+ βx)βy + α2γxy
−(λ+ βx)βz + α2γxz
 . (I.5)
Siguiendo el mismo proceso que en relatividad restringida, se deduce que el
vector que da la direccio´n de propagacio´n de la onda, ν, respecto al observador
como´vil, uµ, es
νµ =
φµ + auµ√
G+ a2
. (I.6)
Tomaremos este vector como uno de los integrantes de la base. Para com-
pletarla se proponen los vectores
ψ1µ = µβγδuβφγτ δz , con τ
δ
z = (0, 0, 0, 1) (I.7)
y
ψ2µ = µβγδuβφγτ δy , con τ
δ
y = (0, 0, 1, 0). (I.8)
Desarrollando las expresiones, obtenemos
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ψ1µ =
1
α2

(λ+ βx)(−uxβy + uyβx) + α2(γyxux − γxxuy)
(λ+ βx)(u0βy + uy)− α2u0γxy
(λ+ βx)(−ux − u0βx) + α2u0γxx
0
 , (I.9)
ψ2µ =
1
α2

(λ+ βx)(uxβz − uzβx) + α2(−γzxux + γxxuz)
(λ+ βx)(−u0βz − uz) + α2u0γxz
0
(λ+ βx)(ux + u0βx)− α2u0γxx
 . (I.10)
Las componentes contravariante de dichos vectores sera´n
ψµ1 =
1
g

−uyγzz + uzγyz
λ(−uyγzz + uzγyz)
λ(uxγzz − uzγxz) + u0γzz − uzβz
λ(−uxγyz + uyγxz)− u0γyz + uyβz
 , (I.11)
ψµ2 =
1
g

−uyγyz + uzγyy
λ(−uyγyz + uzγyy)
λ(uxγyz − uzγxy) + u0γyz − uzβy
λ(−uxγyy + uyγxy)− u0γyy − uyβy
 . (I.12)
As´ı, los vectores ν, ψ1 y ψ2 forman una base del espacio ortogonal a uµ. Las
relaciones de ortogonalidad entre estos vectores son
νµν
µ = 1 , νµψ
µ
1 = 0 , νµψ
µ
2 = 0, (I.13)
ψµ1ψ1µ ≡
ψ11
g
=
−1
g
(
G(γzz + uzuz) + a2γzz
)
, (I.14)
ψµ1ψ2µ ≡
ψ12
g
=
−1
g
(
G(γyz + uyuz) + a2γyz
)
, (I.15)
ψµ2ψ2µ ≡
ψ22
g
=
−1
g
(
G(γyy + uyuy) + a2γyy
)
. (I.16)
Pertenecientes a este espacio vectorial son los vectores νβγδφβuγbδ y bµ. De-
beremos calcular las expresiones de estos vectores en esta base. Comenzaremos
con el vector νβγδφβuγbδ. Por las propiedades de antisimetr´ıa de la densidad
tensorial de Levi-Civita, sabemos que se debe cumplir que
µβγδφβuγbδ = h1ψ
µ
1 + h2ψ
µ
2 , (I.17)
y a partir de esta ecuacio´n determinamos los valores de h1 y h2,
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Figura I.1: Esquema del espacio ortogonal a u. Se muestra la base ν, ψ1 y ψ2,
se esquematiza la descomposicio´n del campo magne´tico en componente normal
y tangencial al frente de ondas, y la descoposicio´n del vector  ≡ νβγδφβuγbδ.
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h1 =
[
λ
(
γyy(uxbz − uzby)− γyz(uxby − uybx)− γxy(uybz − uzby)
)
+ γyy(uobz − uzb0)− γyz(byu0 − b0uy) + (uybz − uzby)βy
]
·[(
ux(γzzγyy − γyzγyz) + uy(−γzzγxy + γxzγyz) + uz(−γxzγyy + γyzγxy)
)
λ+ u0(γyyγzz − γyzγyz) + βy(uzγyz − uyγzz) + βz(uyγyz − uzγyy)
]−1
, (I.18)
h2 =
[
λ
(
γzz(uxby − uyby)− γyz(uxbz − uzbx)− γxz(uybz − uzby)
)
+ γzz(uoby − uyb0)− γyz(bzu0 − b0uz) + (uybz − uzby)βz
]
·[(
ux(γzzγyy − γyzγyz) + uy(−γzzγxy + γxzγyz) + uz(−γxzγyy + γyzγxy)
)
λ+ u0(γyyγzz − γyzγyz) + βy(uzγyz − uyγzz) + βz(uyγyz − uzγyy)
]−1
. (I.19)
Veamos ahora la descomposicio´n del vector bµ. Este vector pertenece al
espacio ortogonal a u, ya que bµuµ = 0. As´ı pues, podemos expresarlo como
bµ = C1ψ
µ
1 + C2ψ
µ
2 + C3ν
µ, (I.20)
y, resolviendo la ecuacio´n, se obtiene
C1 = ξ
(
h2ψ22 − h1ψ12
ψ11ψ22 − ψ212
)
, (I.21)
C2 = ξ
(
h1ψ11 − h2ψ12
ψ11ψ22 − ψ212
)
, (I.22)
C3 =
B√
G+ a2
, (I.23)
donde se ha definido
ξ =
(
ux(γzzγyy − γyzγyz)− uy(γzzγxy − γxzγyz)− uz(γxzγyy − γyzγxy))
λ+ u0(γyyγzz − γyzγyz) + βy(uzγyz − uyγzz) + βz(uyγyz − uzγyy) (I.24)
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Al igual que en el caso de la RMHD, la componente del campo magne´tico
en la direccio´n de propagacio´n de la onda (normal al frente de onda) es
bµn =
B
G+ a2
(
φµ + auµ
)
, (I.25)
y la componente tangencial es
bµt = ξ
{(
h2ψ22 − h1ψ12
ψ11ψ22 − ψ212
)
ψµ1 +
(
h1ψ11 − h2ψ12
ψ11ψ22 − ψ212
)
ψµ2
}
. (I.26)
Es fa´cil demostrar que
b2t =
ξ2
ψ11ψ22 − ψ212
[
h21ψ11 − 2h1h2ψ12 + h22ψ22
]
(I.27)
y que por tanto el vector unitario en la direccio´n del campo tangencial es
bµt
| bt | =
(h2ψ22 − h1ψ12)ψµ1 + (h1ψ11 − h2ψ12)ψµ2[
(ψ11ψ22 − ψ212) (h21ψ11 − 2h1h2ψ12 + h22ψ22)
]1/2 (I.28)
I.3 Autovectores a derechas
Procederemos ahora a la obtencio´n de los autovectores a derechas en el sistema
de variables conservadas realizando el producto de cada uno de los autovectores
en el sistema de variables de Anile por la matriz del cambio que acabamos de
escribir.
I.3.1 Autovector entro´pico
Partiendo de que el autovector entro´pico en el sistema de variables de Anile es
re = (0µ, 0µ, 0, 1)T , el autovector entro´pico en el sistema de variables conser-
vadas viene dado por
Re = α
(
∂ρ
∂s
)
p
u0

1
ux
uy
uz
αu0
0
0

(I.29)
Este autovector, como en el caso de relatividad restringida, presenta un buen
comportamiento en el espacio de estados.
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I.3.2 Autovectores de Alfve´n
El autovector de Alfve´n en el sistema de Anile (comparar con (6.9)), viene dado
por
ra± = (
µ
βγδφ
βuγbδ,∓
√
Eµβγδφ
βuγbδ, 0, 0)T , (I.30)
donde
µβγδφβuγbδ =

−uybz + uzby
(−uybz + uzby)λ
u0bz − uzb0 + λ(uxbz − uzbx)
−u0by + uyb0 + λ(−uxbz + uzbx)
 . (I.31)
En la seccio´n anterior (I.2) hemos visto que
µβγδφβuγbδ = h1ψ
µ
1 + h2ψ
µ
2 , (I.32)
es decir, podemos escribir el autovector de Alfve´n como
ra± =
(
h1ψ
µ
1 + h2ψ
µ
2 ,∓
√
E(h1ψ
µ
1 + h2ψ
µ
2 ), 0, 0
)T
. (I.33)
Para renormalizar este autovector, a fin de evitar problemas en los casos de
degeneracio´n, definimos las funciones
f1 =
h1√
h21 + h
2
2
, f2 =
h2√
h21 + h
2
2
, (I.34)
y, como ya hicimos en el caso de la RMHD, debemos tomar en los casos degen-
erados la siguiente prescripcio´n
lim
h21+h
2
2→0
f1 =
1√
2
, lim
h21+h
2
2→0
f2 =
1√
2
. (I.35)
As´ı, el autovector de Alfve´n renormalizado en el sistema de variables de
Anile es
ra± =
(
f1ψ
µ
1 + f2ψ
µ
2 ,∓
√
E(f1ψ
µ
1 + f2ψ
µ
2 ), 0, 0
)T
. (I.36)
Una vez realizada la renormalizacio´n en el sistema de variables de Anile,
podemos abordar el cambio al sistema de variables conservadas. El autovector
de Alfve´n en variables conservadas que se obtiene es
Ra± = f1V1± + f2V2±, (I.37)
siendo
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V1± = α

ρψ01
E(uxψ01 + u
0ψ1x)±
√
E(bxψ01 + b
0ψ1x)
E(uyψ01 + u
0ψ1y)±
√
E(byψ01 + b
0ψ1y)
E(uzψ01 + u
0ψ1z)±
√
E(bzψ01 + b
0ψ1z)
2α(Eu0 ±√Eb0)ψ01
byψ01 − b0ψy1 ±
√
E(uyψ01 − u0ψy1 )
bzψ01 − b0ψz1 ±
√
E(uzψ01 − u0ψz1)

(I.38)
y
V2± = α

ρψ02
E(uxψ02 + u
0ψ2x)±
√
E(bxψ02 + b
0ψ2x)
E(uyψ02 + u
0ψ2y)±
√
E(byψ02 + b
0ψ2y)
E(uzψ02 + u
0ψ2z)±
√
E(bzψ02 + b
0ψ2z)
2α(Eu0 ±√Eb0)ψ02
byψ02 − b0ψy2 ±
√
E(uyψ02 − u0ψy2 )
bzψ02 − b0ψz2 ±
√
E(uzψ02 − u0ψz2)

. (I.39)
I.3.3 Autovectores magnetoso´nicos
Para renormalizar los autovectores magnetoso´nicos debemos seguir el mismo
procedimiento que el descrito en la Seccio´n 6.3. As´ı, con el fin de que los
autovectores magnetoso´nicos no degeneren, el autovector asociado al autovalor
magnetoso´nico ma´s pro´ximo al autovalor de Alfve´n, sera´ de la forma (comparar
con (6.39) y las definiciones subsiguientes)
rm ≡ (eν , Lµ, C, 0)T , (I.40)
en donde se han definido
eν =
a | bt |
ρh(a2 − c2s(G+ a2))
(φν + auν)− χ
ρh
bνt
| bt | , (I.41)
Lν = χ
| bt | (G+ a2)c2suν
ρh(a2 − (G+ a2)c2s)
−
(
1 +
a2
G
)
bνt
| bt | , (I.42)
C = − | bt | (G+ a
2)c2s
a2 − (G+ a2)c2s
. (I.43)
A fin de evitar que el denominador que aparece en el autovector se haga cero
y ocasione problemas nume´ricos, se debe prescribir el siguiente l´ımite
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lim
a2−(a2+G)c2s→0
| bt |
a2 − (a2 +G)c2s
= 0 (I.44)
y utilizar la siguiente expresio´n del vector unitario en la direccio´n del campo
tangencial
bµt
| bt | =
(f2ψ22 − f1ψ12)ψµ1 + (f1ψ11 − f2ψ12)ψµ2[
(ψ11ψ22 − ψ212) (f21ψ11 − 2f1f2ψ12 + f22ψ22)
]1/2 . (I.45)
El autovector asociado al otro autovalor magnetoso´nico (ma´s alejado del
autovalor de Alfve´n), sera´ (comparar con (6.45) y las definiciones subsiguientes)
rm ≡ (eν , Lν , C, 0)T , (I.46)
donde
eν =
a
ρh(G+ a2)c2s
(φν + auν)− χ
ρh
bνtG
(ρha2 − b2G) (I.47)
Lν = χ
uν
ρh
−
(
1 +
a2
G
)
bνtG
ρha2 − b2G, (I.48)
C = −1, (I.49)
proponie´ndose la siguiente prescripcio´n del l´ımite de degeneracio´n:
lim
ρha2−b2G→0
bνt
ρha2 − b2G = 0. (I.50)
Con este procedimiento se eliminan los problemas de degeneracio´n que pueden
presentar los autovectores magnetoso´nicos ra´pido y lento y cuando los autovalo-
res correspondientes tienden al autovalor de Alfve´n que esta´ entre ellos. Te´ngase
en cuenta que el procedimiento se repite para cada par (ra´pido y lento) de auto-
vectores magnetoso´nicos.
Una vez calculados los autovectores renormalizados en el sistema de variables
de Anile, podemos obtener los correspondientes autovectores en el sistema de
variables conservadas, Rm,
Rm =
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α

ρe0 + Cu0∂pρ
E(uxe0 + u0ex) + 2u0uxbµLµ − bxL0 − b0Lx + u0uxC∂p(ρh)
E(uye0 + u0ey) + 2u0uybµLµ − byL0 − b0Ly + u0uyC∂p(ρh)
Ea(uze0 + u0ez) + 2u0uzbµLµ − bzL0 − b0Lz + u0uzC∂p(ρh)
α(2Eu0e0 + (2u0u0 − 1/α2)bµLµ − 2b0L0 + (∂p(ρh)u0u0 − 1)C)
a(bye0 − b0ey)− uyL0 + u0Ly
a(bze0 − b0ez)− uzL0 + u0Lz

(I.51)
I.4 Autovectores a izquierdas
Vamos a deducir la expresio´n de los autovectores a izquierdas, l¯, en el sistema
reducido de variables (ux, uy, uz, by, bz, p, ρ). Partiremos, al igual que en el caso
de los autovectores a derechas, de las expresiones obtenidas en el sistema de
variables de Anile.
Para obtener los autovectores en el sistema reducido de variables, debemos
calcular las derivadas de las variables dependientes u0, b0, bx respecto del sistema
reducido de variables a trave´s de las ligaduras. As´ı, partiendo de la ligadura
uαuα = −1 obtenemos que
∂u0
∂uk
= −gk0u
0 + gkiui
g00u0 + g0iui
= −uk
u0
=
vk
α− βivi (I.52)
Partiendo de la ligadura bµuµ = 0 se deduce
b0 =
−1
u0u0 + uxux
(
(bxu0 − b0ux)ux + u0(byuy + bzuz)
)
, (I.53)
y, de aqu´ı, derivando y operando se deduce que
∂b0
∂bk
=
−u0uk
u0u0 + uxux
, (I.54)
∂b0
∂uy
= −u
0by − b0uy − uy(byuy + bzuz + u0b0)
u0u0 + uxux
, (I.55)
∂b0
∂uz
= −u
0bz − b0uz − uz(byuy + bzuz + u0b0)
u0u0 + uxux
, (I.56)
∂b0
∂ux
= −u
0u0bx − ux(byuy + bzuz + u0b0)
(u0u0 + uxux)u0
. (I.57)
La tercera ligadura, ∇ ·B = 0,se reduce, en el caso de problemas unidimen-
sionales en la direccio´n x, a la condicio´n Bx = constante. As´ı, como se cumple
que
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Bx = α(bxu0 − b0ux), (I.58)
se obtiene
∂bx
∂bi
=
ux
u0
∂b0
∂bi
=
−uxui
u0u0 + uxux
, (I.59)
∂bx
∂ui
=
1
u0
(
∂b0
∂ui
ux − bx ∂u
0
∂ui
)
=
(u0b0 + uxbx)u0 − ux(u0bx − uxb0)
(u0u0 + uxux)u0
, (I.60)
∂bx
∂ux
=
1
u0
(
b0 +
∂b0
∂ux
ux − bx ∂u
0
∂ux
)
=
bxuyu0 − (u0by − uyb0)ux
(u0u0 + uxux)u0
. (I.61)
As´ı pues, la transformacio´n que nos permite pasar de los autovectores a
izquierdas del sistema de variables de Anile, (l1, l2, . . . , l10), a los autovectores
a izquierdas del sistema reducido de variables, (l¯1, l¯2, . . . , l¯7), es
l¯1 =
∂u0
∂ux
l1 + l2 +
∂b0
∂ux
l5 +
∂bx
∂ux
l6, (I.62)
l¯2 =
∂u0
∂uy
l1 + l3 +
∂b0
∂uy
l5 +
∂bx
∂uy
l6, (I.63)
l¯3 =
∂u0
∂uz
l1 + l4 +
∂b0
∂uz
l5 +
∂bx
∂uz
l6, (I.64)
l¯4 =
∂b0
∂by
l5 +
∂bx
∂by
l6 + l7, (I.65)
l¯5 =
∂b0
∂bz
l5 +
∂bx
∂bz
l6 + l8, (I.66)
l¯6 = l9 +
(
∂s
∂p
)
ρ
l10, (I.67)
l¯7 =
(
∂s
∂ρ
)
p
l10. (I.68)
I.4.1 Autovector entro´pico a izquierdas
Aplicando la transformacio´n anterior a las componentes del autovector entro´pico
a izquierdas en el sistema de Anile (7.4), obtenemos el correspondiente auto-
vector en el sistema reducido de variables,
l¯e =
(
0, 0, 0, 0, 0, u0
(
∂s
∂p
)
ρ
, u0
(
∂s
∂ρ
)
p
)
. (I.69)
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I.4.2 Autovectores de Alfve´n a izquierdas
Los autovectores a izquierdas de Alfve´n en el sistema de variables de Anile son
(comparar con (7.12))
la± =

(Eu0 ± b0√E)µβγδφβuγbδ
(−b0 ∓√Eu0)µβγδφβuγbδ + (0βγδφβuγbδ)bµ
0βγδφ
βuγbδ
0

T
. (I.70)
Como ya se desmostro´ (ver (I.17)),
µβγδφ
βuγbδ = h1ψ1µ + h2ψ2µ, (I.71)
con lo que podremos reescribir el vector (I.70) como
la± = h1V1± + h2V2±, (I.72)
siendo
V1± =
(
(Eu0 ± b0
√
E)ψ1µ, (−b0 ∓
√
Eu0)ψ1µ + ψ01bµ, ψ
0
1 , 0
)
, (I.73)
V2± =
(
(Eu0 ± b0
√
E)ψ2µ, (−b0 ∓
√
Eu0)ψ2µ + ψ02bµ, ψ
0
2 , 0
)
. (I.74)
Introduciendo ahora las funciones f1,2, definidas en (I.34), obtenemos los
autovectores de Alfven a izquierdas renormalizados
la± = f1V1± + f2V2±. (I.75)
Finalmente, transformamos el autovector al sistema reducido de variables
l¯a± = f1V¯1± + f2V¯2±, (I.76)
con
V¯1±, 1 = (Eu0 ± b0
√
E)
(
ψ1 x − ψ1 0ux
u0
)
− (b0 ±
√
Eu0)
(
∂b0
∂ux
ψ1 0
+
∂bx
∂ux
ψ1 x
)
+
ψ01
u0(u0u0 + uxux)
(
(u0bx − uxb0)(u0b0 + uxbx)
− (bxu0 − uxb0)(u0b0 + uxbx)
)
, (I.77)
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V¯1±, 2 = (Eu0 ± b0
√
E)
(
ψ1 y − ψ1 0uy
u0
)
− (b0 ±
√
Eu0)
(
∂b0
∂uy
ψ1 0
+
∂bx
∂uy
ψ1 x
)
− ψ
0
1
u0(u0u0 + uxux)
(
(u0by − uyb0)(u0b0 + uxbx)
+ bxuy(uxb0 − u0bx)
)
, (I.78)
V¯1±, 3 = (Eu0 ± b0
√
E)
(
ψ1 z − ψ1 0uz
u0
)
− (b0 ±
√
Eu0)
(
∂b0
∂uz
ψ1 0
+
∂bx
∂uz
ψ1 x
)
− ψ
0
1
u0(u0u0 + uxux)
(
(u0bz − uzb0)(u0b0 + uxbx)
+ bxuz(uxb0 − u0bx)
)
, (I.79)
V¯1±, 4 = (−b0 ∓ u0
√
E)
( −uy
u0u0 + uxux
(u0ψ1 0 + uxψ1 x) + ψ1 y
)
+
ψ01
( −uy
u0u0 + uxux
(u0b0 + uxbx) + by
)
, (I.80)
V¯1±, 5 = (−b0 ∓ u0
√
E)
( −uz
u0u0 + uxux
(u0ψ1 0 + uxψ1 x) + ψ1 z
)
+
ψ01
( −uz
u0u0 + uxux
(u0b0 + uxbx) + bz
)
, (I.81)
V¯1±, 6 = ψ01 , (I.82)
V¯1±, 7 = 0 (I.83)
y
V¯2±, 1 = (Eu0 ± b0
√
E)
(
ψ2 x − ψ2 0ux
u0
)
− (b0 ±
√
Eu0)
(
∂b0
∂ux
ψ2 0
+
∂bx
∂ux
ψ2 x
)
+
ψ02
u0(u0u0 + uxux)
(
(u0bx − uxb0)(u0b0 + uxbx)
− (bxu0 − uxb0)(u0b0 + uxbx)
)
, (I.84)
Autovectores en Relatividad General 281
V¯2±, 2 = (Eu0 ± b0
√
E)
(
ψ2 y − ψ2 0uy
u0
)
− (b0 ±
√
Eu0)
(
∂b0
∂uy
ψ2 0
+
∂bx
∂uy
ψ2 x
)
− ψ
0
2
u0(u0u0 + uxux)
(
(u0by − uyb0)(u0b0 + uxbx)
+ bxuy(uxb0 − u0bx)
)
, (I.85)
V¯2±, 3 = (Eu0 ± b0
√
E)
(
ψ2 z − ψ2 0uz
u0
)
− (b0 ±
√
Eu0)
(
∂b0
∂uz
ψ2 0
+
∂bx
∂uz
ψ2 x
)
− ψ
0
2
u0(u0u0 + uxux)
(
(u0bz − uzb0)(u0b0 + uxbx)
+ bxuz(uxb0 − u0bx)
)
, (I.86)
V¯2±, 4 = (−b0 ∓ u0
√
E)
( −uy
u0u0 + uxux
(u0ψ2 0 + uxψ2 x) + ψ2 y
)
+
ψ02
( −uy
u0u0 + uxux
(u0b0 + uxbx) + by
)
, (I.87)
V¯2±, 5 = (−b0 ∓ u0
√
E)
( −uz
u0u0 + uxux
(u0ψ2 0 + uxψ2 x) + ψ2 z
)
+
ψ02
( −uz
u0u0 + uxux
(u0b0 + uxbx) + bz
)
, (I.88)
V¯2±, 6 = ψ02 , (I.89)
V¯2±, 7 = 0. (I.90)
I.4.3 Autovectores magnetoso´nicos a izquierdas
Los autovectores magnetoso´nicos a izquierdas en el sistema de variables de Anile
son (comparar con (7.39))
lm =

φν(Eu0a− Bb0) + bν(G+ 2a2)
(
b0 − χu0)−A δ0ν
φν(−ab0 + Bu0) + (aφ0 −Gu0)bν
aφ0 − a2u0
(
1
c2s
− 1
)
+ Gρh
(
b2u0
c2s
− Ba b0
)
0

T
(I.91)
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Procederemos ahora a la transformacio´n de las componentes de estos vec-
tores al sistema reducido de variables, desarrolla´ndolos de forma adecuada para
proceder, posteriormente, a su renormalizacio´n.
• La componente primera del autovector magnetoso´nico en el sistema re-
ducido de variables es
l¯m 1 =
Ea(u0u0 + uxux)
u0
− B(b
0u0 + bxux)
u0
+ (G+ 2a2)
(
b0 − B
a
u0
)
(
bx − ux
u0
b0
)
+ (−ab0 + Bu0)
(
∂b0
∂ux
φ0 +
∂bx
∂ux
φx
)
+
(aφ0 −Gu0)
(
∂b0
∂ux
b0 +
∂bx
∂ux
bx
)
,(I.92)
que podemos reescribir como
l¯m 1 =
A
a
u0u0 + uxux
u0
+
bt xu0 − uxbt 0
u0
[
(G+ 2a2)
(
b0 − χu0)−
(bxu0 − b0ux)a+ (b0u0 + bxux)(uxφ0 − φxu0)
u0u0 + uxux
]
− B(φxu0 − φ0ux)
(G+ a2)u0[
a(bxt u
0 − b0tux)(u0u0 + uxux + 1) + (uxφ0 − φxu0)(bt 0u0 + bt xux)
u0u0 + uxux
]
+
u0b
0 + uxbx
u0(u0u0 + uxux)
(
(bxt u
0 − b0tux)(φxu0 − uxφ0) +
+ (uxφ0 − φxu0)(bt xu0 − bt xu0)
)
(I.93)
• La componente segunda del autovector magnetoso´nico en el sistema re-
ducido de variables es
l¯m 2 = (Eaux − Bbx)uy
u0
+ (G+ 2a2)
(
b0 − B
a
u0
)(
by − uy
u0
b0
)
+ (Bu0 − ab0)
(
∂b0
∂uy
φ0 +
∂bx
∂uy
φx
)
+ (aφ0 −Gu0)
(
∂b0
∂uy
b0 +
∂bx
∂uy
bx
)
,(I.94)
que podemos escribir como:
l¯m 2 =
Auxuy
au0
+ (bt yu0 − bt 0uy)
[
(G+ a2)
(
b0 − χu0)− 1
u0u0 + uxux
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(
a(bxu0 − b0ux) + (uxφ0 − φxu0)(b0u0 + bxux)
)]
+ φ0
aBuy
(G+ a2)u0[
(bxt u
0 − b0tux)(u0u0 + uxux + 1) + (uxφ0 − φxu0)(bt 0u0 + bt xux)
u0u0 + uxux
]
−
bxuy
(u0u0 + uxux)u0
(
(bxt u
0 − uxb0t )(uxφ0 − φxu0) +
(bt 0ux − bt x)(uxφ0 − φxu0)
)
(I.95)
• La componente tercera del autovector magnetoso´nico en sistema reducido
de variables es
l¯m 3 = (Eaux − Bbx)uz
u0
+ (G+ 2a2)
(
b0 − B
a
u0
)(
bz − uz
u0
b0
)
+ (Bu0 − ab0)
(
∂b0
∂uz
φ0 +
∂bx
∂uz
φx
)
+ (aφ0 −Gu0)
(
∂b0
∂uz
b0 +
∂bx
∂uz
bx
)
,(I.96)
que es posible escribirla como:
l¯m 3 =
Auxuz
au0
+ (bt zu0 − bt 0uz)
[
(G+ a2)
(
b0 − χu0)− 1
u0u0 + uxux(
a(bxu0 − b0ux) + (uxφ0 − φxu0)(b0u0 + bxux)
)]
+ φ0
aBuz
(G+ a2)u0[
(bxt u
0 − b0tux)(u0u0 + uxux + 1) + (uxφ0 − φxu0)(bt 0u0 + bt xux)
u0u0 + uxux
]
−
bxuz
(u0u0 + uxux)u0
(
(bxt u
0 − uxb0t )(uxφ0 − φxu0) +
(bt 0ux − bt x)(uxφ0 − φxu0)
)
(I.97)
• La componente cuarta del autovector magnetoso´nico en el sistema re-
ducido de variables es
l¯m 4 =
−uy
u0u0 + uxux
(
(−ab0 + Bu0)(u0φ0 + uxφx)
+ (aφ0 −Gu0)(b0u0 + bxux)
)
+ (aφ0 −Gu0)by, (I.98)
equivalente a
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l¯m 4 = (aφ0 −Gu0)
( −uy
u0u0 + uxux
(bt 0u0 + bt xux) + bt y
)
− uya
2
u0u0 + uxux
b0t (I.99)
• La componente quinta del autovector magnetoso´nico en el sistema re-
ducido de variables variables es
l¯m 5 = (Bu0 − ab0)
(
∂b0
∂bz
φ0 +
∂bx
∂bz
φx
)
+ (aφ0 −Gu0)
(
∂b0
∂bz
b0 +
∂bx
∂bz
bx + bz
)
, (I.100)
que es equivalente a:
l¯m 5 = (aφ0 −Gu0)
( −uz
u0u0 + uxux
(bt 0u0 + bt xux) + bt z
)
− uza
2
u0u0 + uxux
b0t (I.101)
• La componente sexta del autovector magnetoso´nico en el sistema reducido
de variables es
l¯m 6 = aφ0 + a2u0
(
1− 1
c2s
)
+
G
ρh
(
b2u0
c2s
− B
a
b0
)
, (I.102)
que podemos escribir como
l¯m 6 =
b2t G
ρh(a2 − (G+ a2)c2s
(
aφ0 − u0G)− G
ρh
χb0t (I.103)
• Por u´ltimo, la componente se´ptima del autovector magnetoso´nico en el
sistema reducido de variables es
l¯m 7 = 0. (I.104)
Ahora, la propuesta de renormalizacio´n es la siguiente:
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• Para el autovector correspondiente al autovalor ma´s pro´ximo al autovalor
de Alfve´n, proponemos dividir sus componentes por bt. As´ı, deberemos
realizar las siguientes sustituciones:
b2t
a2 − (G+ a2)c2s
−→ | bt |
a2 − (G+ a2)c2s
, b0t −→
b0t
| bt | (I.105)
h1 −→ h1| bt | y h2 −→
h2
| bt | . (I.106)
Las prescripciones sugeridas para los l´ımites 0/0 son
lim
a2−(a2+G)c2s→0
| bt |
a2 − (a2 +G)c2s
= 0. (I.107)
h1/2
| bt | =
f1/2
(
(u0 − λux)2 − (1− λ2)((uy)2 + (uz)2)1/2
(f22α22 − 2f1f2α12 + f21α11)1/2
. (I.108)
• Para el autovector asociado al otro autovalor magnetoso´nico proponemos
dividir por:
b2t
a2 − (G+ a2)c2s
=
ρha2 − b2G
G(G+ a2)c2s
. (I.109)
As´ı, deberemos hacer las siguientes sustituciones:
b2t
a2 − (G+ a2)c2s
−→ 1 , b0t −→
b0tG(G+ a
2)c2s
ρha2 − b2G , (I.110)
h1 −→ h1G(G+ a
2)c2s
ρha2 − b2G y h2 −→
h2G(G+ a2)c2s
ρha2 − b2G . (I.111)
Las prescripciones sugeridas en los l´ımites 0/0 son
lim
ρha2−b2G→0
bνt
ρha2 − b2G = 0, (I.112)
lim
ρha2−b2G→0
h1/2
ρha2 − b2G = 0. (I.113)
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Ape´ndice J
Elementos geome´tricos en
las me´tricas de
Schwarzschild y Kerr
En este Ape´ndice vamos a escribir los elementos geome´tricos de los espacio-
tiempos de Schwarzschild y Kerr, necesarios para la integracio´n nume´rica de
las ecuaciones en diferencias finitas tal y como se ha hecho en el Cap´ıtulo 9.
Utilizaremos coordenadas de la forma (t, r, θ, φ) (coordenadas de Schwarzschild
en el caso de la me´trica de Schwarzschild; coordenadas de Boyer-Lindquist, en
el caso de la de Kerr).
J.1 Me´trica de Schwarzschild
La me´trica de Schwarzschild describe el espacio exterior de un agujero negro
con simetr´ıa esfe´rica. En coordenadas de Schwarzschild (t, r, θ, φ), tomando
unidades geometrizadas (G = 1, c = 1), se escribe como:
ds2 = −
(
1− r0
r
)
dt2 +
1
1− r0r
dr2 + r2dθ + r2 sin2 θdφ2, (J.1)
siendo r0 = 2M el radio de Schwarzschild, donde M es la masa del agujero
negro.
Identificando los elementos me´tricos de esta me´trica con los del formalismo
3 + 1, obtenemos
α =
√
1− r0
r
, γrr = grr, γθθ = gθθ ,
γφφ = gφφ y
√
γ =
r2 sin θ√
1− r0/r
. (J.2)
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Para resolver nume´ricamente las ecuaciones de la GRMHD en este espacio-
tiempo debemos calcular los elementos geome´tricos que se utilizara´n en el avance
temporal de las variables conservadas. Procederemos ahora a su obtencio´n,
distinguiendo el caso de las variables hidrodina´micas (densidad, momento y
energ´ıa) del caso de las componentes de campo magne´tico.
J.1.1 Flujos hidrodina´micos
Las variables hidrodina´micas se avanzan nume´ricamente integrando en el tiempo
la siguiente expresio´n:
dUi,j
dt
=
1
∆V
(
∆Sr
(
Fri+1/2,j − Fri−1/2,j
)
+∆Sθ
(
Fθi,j+1/2
− Fθi,j−1/2
))
+ S(U), (J.3)
donde los elementos geome´tricos definidos son
∆V =
∫ 2pi
0
∫ θ2
θ1
∫ r2
r1
√
γ dr dθ dφ = 2pi
(
cos θ1 − cos θ2
){1
3
√
1− r0
r(
r3 +
5
4
r0r
2 +
15
8
r20r
)
+
5
8
r30 ln
(√
r
(
1 +
√
1− r0
r
))}∣∣∣∣r2
r1
, (J.4)
∆Sr =
∫ 2pi
0
∫ θ2
θ1
√
γ dθ dφ = 2pi
r5/2√
r − r0
(
cos θ1 − cos θ2
)
, (J.5)
∆Sθ =
∫ 2pi
0
∫ r2
r1
√
γ dr dφ = 2pi sin θ
{
1
3
√
1− r0
r(
r3 +
5
4
r0r
2 +
15
8
r20r
)
+
5
8
r30 ln
(√
r
(
1 +
√
1− r0
r
))}∣∣∣∣r2
r1
. (J.6)
J.1.2 Flujos del campo magne´tico
Las componentes de campo magne´tico se avanzan nume´ricamente integrando en
el tiempo la siguiente expresio´n:
dBr i+1/2,j
dt
=
∆lφ
∆Sr i+1/2,j
(
Ωφ i+1/2,j+1/2 − Ωφ i+1/2,j−1/2
)
, (J.7)
dBθ i,j+1/2
dt
=
∆lφ
∆Sθ i,j+1/2
(
Ωφ i+1/2,j+1/2 − Ωφ i−1/2,j+1/2
)
, (J.8)
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dBφ i,j
dt
=
∆t
∆Sφ i,j
{
∆lr
(
Ωr i,j+1/2 − Ωr i,j−1/2
)
+∆lθ
(
Ωθ i+1/2,j − Ωθ i−1/2,j
)}
, (J.9)
donde los elementos geome´tricos introducidos son
∆lφ =
∫ 2pi
0
√
γdφ =
2pir2 sin θ√
1− r0/r
, (J.10)
∆lθ =
∫ θ2
θ1
√
γdθ =
r2√
1− r0/r
(
cos θ1 − cos θ2
)
, (J.11)
∆lr =
∫ r2
r1
√
γdr = sin θ
{
1
3
√
1− r0
r(
r3 +
5
4
r0r
2 +
15
8
r20r
)
+
5
8
r30 ln
(√
r
(
1 +
√
1− r0
r
))}∣∣∣∣r2
r1
, (J.12)
∆Sφ =
∫ θ2
θ1
∫ r2
r1
√
γ dr dθ =
(
cos θ1 − cos θ2
){1
3
√
1− r0
r(
r3 +
5
4
r0r
2 +
15
8
r20r
)
+
5
8
r30 ln
(√
r
(
1 +
√
1− r0
r
))}∣∣∣∣r2
r1
. (J.13)
J.2 Me´trica de Kerr
La me´trica de Kerr describe el espacio-tiempo exterior de un agujero negro
en rotacio´n. En coordenadas de Boyer-Lindquist (t, r, θ, φ), tomando unidades
geometrizadas (G = 1, c = 1), se tiene que
ds2 = −∆− a
2 sin2 θ
%2
dt2 − 4aMr sin
2 θ
%2
dtdφ+
%2
∆
dr2 +
+ %2dθ2 +
Σ
%2
sin2 θdφ2, (J.14)
donde
∆ = r2 − 2Mr + a2, (J.15)
%2 = r2 + a2 cos2 θ, (J.16)
290 Ape´ndice J
Σ = (r2 + a2)2 − a2∆sin2 θ, (J.17)
siendo M la masa del agujero negro, a = J/M el momento angular por unidad
de masa y J es el momento angular total del agujero negro.
Los elementos me´tricos correspondientes al formalismo {3 + 1} son
α =
√
%2∆
Σ
, βφ = −2aMr sin
2 θ
%2
, γrr = %2/∆,
γθθ = %2, γφφ = Σsin2 θ/%2 y
√
γ =
√
ρ2Σsin2 θ
∆
. (J.18)
No´tese que la me´trica de Schwarschild se recupera al tomar J = 0 en la
me´trica de Kerr.
Para avanzar nume´ricamente las ecuaciones de la GRMHD, deberemos in-
tegrar las ecuaciones discretizadas (J.3), (J.7), (J.8) y (J.9), en las que los
elementos geome´tricos vienen dados ahora por
∆V =
∫ 2pi
0
∫ θ2
θ1
∫ r2
r1
√
γ dr dθ dφ = 2pi
∫ θ2
θ1
∫ r2
r1
√
γ dr dθ, (J.19)
∆Sr =
∫ 2pi
0
∫ θ2
θ1
√
γ dθ dφ = 2pi
∫ θ2
θ1
√
γ dθ, (J.20)
∆Sθ =
∫ 2pi
0
∫ r2
r1
√
γ dr dφ = 2pi
∫ r2
r1
√
γ dr. (J.21)
∆lφ =
∫ 2pi
0
√
γdφ = 2pi
√
γ, (J.22)
∆lθ =
∫ θ2
θ1
√
γdθ, (J.23)
∆lr =
∫ r2
r1
√
γdr, (J.24)
∆Sφ =
∫ θ2
θ1
∫ r2
r1
√
γ dr dθ. (J.25)
Remarcaremos que las integrales que aparecen en los elementos geome´tricos
en el caso de la me´trica de Kerr no son anal´ıticas y se han obtenido por inte-
gracio´n nume´rica.
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