We present a theoretical and numerical study of Fourier space triad phase dynamics in one-dimensional stochastically forced Burgers equation at Reynolds number Re ≈ 2.7 × 10 4 . We demonstrate that Fourier triad phases over the inertial range display a collective behaviour characterised by intermittent periods of synchronisation and alignment, reminiscent of Kuramoto model (Kuramoto 1984) and directly related to collisions of shocks in physical space. These periods of synchronisation favour efficient energy fluxes across the inertial range towards small scales, resulting in strong bursts of dissipation and enhanced coherence of Fourier energy spectrum. The fast time scale of the onset of synchronisation relegates energy dynamics to a passive role: this is further examined using a reduced system with the Fourier amplitudes fixed in timea phase-only model. Evidence here shows that the intermittent triad phase dynamics persists without amplitude evolution and we broadly recover many of the characteristics of the full Burgers system. In addition, for both full Burgers and phase-only systems the physical space velocity statistics reveals that triad phase alignment is directly related to the non-Gaussian statistics typically associated with structure-function intermittency in turbulent systems. Finally, we show evidence of excursions to stable fixed points in the dynamical systems viewpoint.
Turbulence phenomenology provides equations for the energy budget over spatial scales, based on a hypothetical balance between the injected energy at large scales, its flux across spatial scales and its subsequent dissipation at small scales. Theoretical and numerical approaches to turbulence share a popular setup in terms of Fourierspace variables that assumes periodic boundary conditions in the spatial coordinates For example, the Clay Millennium Prize on Navier-Stokes equations (Fefferman 2006) is formulated in such a setup. Seminal results started by Kolmogorov in 1941 (see Frisch (1995) ) provide predictions, now confirmed numerically and experimentally, for the energy spectrum: the modulus squared of the complex Fourier amplitudes E k = |û k | 2 , while nothing is stated about its conjugate variable, the Fourier phase φ k = arg(û k ). A similar situation occurs in wave turbulence theory, which provides coupled evolution equations for the energy spectrum variables only, admitting solutions representing flux of energy-like quantities across spatial scales (see Nazarenko (2011) ).
Fourier phases are useful variables in Galerkin-truncated discrete models in fluids and nonlinear optics based on triad and/or quartet interactions. There, due to the nonlinear coupling between Fourier energies and the so-called triad or quartet phases (defined as appropriate linear combinations of the Fourier phases), energy transfers can be enhanced by changing the initial phases, in both chaotic and integrable regimes (Craik 1988; Kim & West 1997; Lynch 2009; Bustamante & Kartashova 2009; Harris et al. 2012; Thompson & Roy 1991; Trillo et al. 1994) . Despite their apparent background role in turbulence, phases play a direct role in the computation of energy fluxes (Buzzicotti et al. 2016b ) and high-order correlation functions, so their study (both phenomenological and analytical) could shed light on the problem of intermittency. In continuous fluid models described by partial differential equations, the collection of Fourier phases over a range of spatial scales has been shown to be relevant to the dynamics, via amplitude-phase synchronisation mechanism leading to spatiotemporal chaos in channel flows and magnetised Keplerian shear flows (Chian et al. 2010; Miranda et al. 2015) , and via evolution of phase entropy in cosmological density perturbation solutions (Chiang & Coles 2000) . Motivated by our recent results on triad phase synchronisation in the 2D barotropic vorticity equation and the 1D Burgers equation (Bustamante et al. 2014; Buzzicotti et al. 2016b) , our main aim is to develop a proper theory for triad phase dynamics in the context of classical fluid turbulence. This paper provides the first steps in that direction by looking at the behaviour of triad phases in a simpler model: the stochastically-forced one-dimensional Burgers equation
where u(x, t)(= u(x + 2π, t)) is the scalar velocity field, ν is a positive parameter (viscosity) and f (x, t)(= f (x + 2π, t)) is the external forcing. Burgers equation, see Bec & Khanin (2007) for a review, is used as a model for various nonlinear dissipative systems. It describes a variety of nonlinear wave phenomena such as acoustic waves and plasma physics (Whitham 2011) . When driven by a stochastic forcing it has been shown to have applications in condensed matter physics such as interface deposition and growth (see for instance Barabási & Stanley (1995) ). In absence of a driving force, the explicit solution provided by the Hopf-Cole method (Hopf 1950; Cole 1951) leads to non-trivial problems in the limit of vanishing viscosity, when random initial conditions are assumed. Such freely decaying cases are particularly important for the study of the evolution of large-scale structures in the Universe (Zel'Dovich 1970; Gurbatov et al. 1989; She et al. 1992; Vergassola et al. 1994; Aurell et al. 1997) . Burgers equation was originally conceived as a basic model for turbulence and is frequently used as a testing bed for numerical schemes and as a training ground for developing mathematical tools to study Navier-Stokes turbulence and other hydrodynamical or Lagrangian problems (Benzi et al. 2010; Biferale et al. 2005; Lanotte et al. 2013; Biferale et al. 2004; Woyczyński 1998; Bustamante 2011) .
Burgers equation represents one of the simplest nonlinear partial differential equations known to display a non-trivial scaling of the velocity field correlation functions. Multiscaling is connected to the tendency to create shocks and consequently to increase negative velocity differences δ r v < 0 and decrease positive ones δ r v > 0, where δ r v = u(x + r, t) − u(x, t). Thus a strongly non-Gaussian probability density function (PDF) of δ r v is observed with large tails to the negative side. The presence of strongly localised velocity jumps (shocks) in the real space is the fingerprint of Burgers dynamics. We remark that shocks are the only structures in the flow able to dissipate energy in the limit of small viscosity. In other words, the energy flux across scales is absorbed only by a few strongly localised events in real space. This paper is organised as follows. In Section 1 we provide the background and tools necessary for the subsequent studies. In Section 2 we establish that triad phases over the inertial range synchronise intermittently and we show the contribution of these synchronised events to the energy flux and dissipation. This exploration will be conducted by introducing a Kuramoto-like triad phase order parameter (Kuramoto 1984 ) that measures instantaneous synchronisation of triad phases over the inertial range. We will examine its time evolution and split the time averaged statistics of classical quantities into conditional time windows, defined in terms of the level of triad phase synchronisation. This will allow an evaluation of the role of the triad phase dynamics on the intermittent behaviour of the system and on the excursions to the vicinity of fixed points in the context of dynamical systems. Next, in order to better understand the importance of the role of phase dynamics, in Section 3 we define a phase-only Burgers model which removes the time evolution of the Fourier amplitudes while allowing the phases to continue to evolve. Here, we establish that the intermittent phase synchronisation and alignment events seen in the full Burgers PDE persist: notably, the structure-function anomalous exponents and real space non-Gaussian velocity differences are broadly recovered. We show that this phase-only model is quite sensitive to changes in the prescribed energy spectrum scaling, which could explain previous results in fractal Fourier decimated Burgers simulations (Buzzicotti et al. 2016b,a) . The dynamical systems approach provides further insight via a semi-analytical demonstration of stability of the synchronised solution in the absence of forcing. Finally, in Section 4 we provide concluding remarks and perspectives.
Formulation
Evolution equations. We introduce the Fourier mode variablesû k (t), the Fourier space form of the real space solution field u(x, t), where u(x, t) = k∈Z e ikxû k (t) with x the position in real space and k the wavenumbers. The restriction k ∈ Z derives from the periodic boundary condition u(x, t) = u(x+ 2π, t). The reality condition u(x, t) ∈ R leads toû −k (t) =û * k (t), where * denotes complex conjugation. Each mode is indexed by an integer wavenumber k. The dynamical content of mode k is given by its complex valued Fourier mode,û k (t). Using this representation, the governing PDE can be decomposed into a set of ordinary differential equations (ODEs) which describe the individual time evolution of each of the complex Fourier modes. To delve further into the dynamics we use an amplitude/phase representation:û k (t) = a k (t)e iφ k (t) , where a k (t) = |û k (t)| (mode amplitude) and φ k (t) = arg[û k (t)] (mode phase). We examine equation (0.1) in Fourier space:
where energy is dissipated via the viscous term and injected by external forcingf k . The core of the dynamics is the quadratic non-linear convolution, a term that globally conserves energy by redistributing it amongst Fourier modes via triad interactions (groups of 3 modes, as demonstrated in Kraichnan (1967) for 2D Navier Stokes). To study the role of triad phase dynamics in energy flux mechanism we derive evolution equations for the mode amplitude a k and mode phase φ k :
Key degrees of freedom and energy budget. Upon examination of Eqs. (1.2)-(1.3), the key dynamical degrees of freedom away from the forcing scale consist of the modes' real amplitudes a k (t) along with the triad phases:
where the wavenumbers k 1 ,k 2 ,k 3 satisfy a 'closed-triad' condition:
The explicit form of the equations of motion for the triad phases is obtained simply as appropriate linear combinations of equation (1.3) for the relevant wavenumbers. By simple counting, one finds that many triad phases are not linearly independent, however a maximal set of linearly independent triad phases is easily found. We call "state space" the collection of Fourier modes' real amplitudes along with a maximal set of linearly independent triad phases. The motivation for studying the evolution of these key dynamical degrees of freedom is that they provide quantitative information about the energy exchanges taking place in the system. Let us define the energy spectrum and the budget of energy rate of change up to wavenumber k as:
. is the energy input rate (forcing for small wavenumbers only),
2 E k ′ is the dissipation rate and Π(k, t) is the flux across wavenumber k towards large wavenumbers. We derived in (Buzzicotti et al. 2016b ) an explicit expression for Π(k) in terms of the degrees of freedom a k and ϕ k3 k1, k2 :
(1.6)
We remark here that each term in this equation is due to a single triad interaction between k 1 , k 2 and k 3 , such that k 1 + k 2 = k 3 . This form of Π(k, t) implements explicitly the wavenumber ordering 0 < k 1 < k 3 , 0 < k 2 < k 3 . While this choice of ordering is a simple convention, it is a useful one because the triad phases ϕ k3 k1,k2 , with that ordering, are found to take values preferentially near π/2 (mod 2π).
As discussed in detail in Buzzicotti et al. (2016b) , equation (1.6) shows a clear link between the strong probability of triad phases to take a value close to π/2 (mod 2π) and the efficiency of the energy flux towards small scales. Such a PDF of ϕ k3 k1, k2 (see figure 2, bottom left) is explained by examining the contribution from a given triad (each term in equation (1.6)) to the energy flux towards small scales. As 2 k 1 a k1 a k2 a k3 > 0, at any given time a positive contribution to the energy flux is maximised if the triad phase takes the value π/2 (mod 2π). In Section 2 we show that this triad phase alignment to π/2 (mod 2π) occurs for all triads in the so-called "inertial-range" of scales, which is characterised by a power-law spectrum a k ∝ k −1 (see Bec & Khanin (2007) ).
Finally, we define the total dissipation ǫ and total energy as
Synchronisation and alignment. To gain a quantitative measure of the triad phase synchronisation and alignment in time we define (Kuramoto 1984; Strogatz 2000 ) the (complex-valued) Kuramoto order parameter for the triad phases: 8) where the average is over triads. Here R(t) ∈ [0, 1] measures the coherence of the triad phase population, and Φ(t) ∈ [0, 2π) is a proxy for the average triad phase. A synchronised state of the triad phases is signalled when R(t) = 1: the corresponding Φ(t) denotes the value taken by the triad phases. Alignment occurs when this value is equal to π/2, which leads to maximised flux contributions in equation (1.6). Correspondingly, R(t) 1 indicates that not all triad phase values are the same but there is still a preference for clustering of the values. In contrast, complete disorder -a uniform probability for the triad phases to take a value in [0, 2π) -would give R(t) ≈ 0. By studying the time evolution of R(t) and Φ(t) for a set of triads in the inertial range we can study how triad synchronisation and alignment directly affect the global characteristics of the system.
Statistics. To establish a link between Fourier-space dynamics and classical intermittency we need to analyse the physical space velocity field statistics, particularly the high-order structure functions (see, e.g., van de Water & Herweijer (1999) ):
where δ r v = u(x+r)−u(x) denotes the velocity increments and • x,t denotes the average over both space and time. In the inertial range the structure functions follow a power-law in r and we define the scaling exponents ζ p and ζ respectively. Anomalous exponents (ζ p = p/3) are a signature of intermittency. The role of triad phase synchronisation can be studied by computing the structure functions restricted to strong synchronisation events and comparing the obtained exponents with the usual ones; more generally, obtaining the probability density function of velocity increments restricted to synchronisation events of various degrees (measured by the level of their Kuramoto parameter R(t)).
Numerical Results
We present a numerical study of Burgers triad phase dynamics. We chose the forcing to be Gaussian and white-in-time acting only at large scales, with forced wavenumbers k f ∈ {1, 2, 3}. For the numerical simulation we utilise a pseudospectral scheme with time-stepping conducted using an Adams-Bashforth scheme of fourth order, with the number of collocation points either N = 2 18 or 2 19 , k max = N/3 and a time step δt ∼ 10 −6 . We take a viscosity value ν = 2 × 10 −4 , leading to average energy dissipation rate ǫ ≡ ǫ(t) t ≈ 8.08 and average total energy E ≡ E(t) t ≈ 5. Total energy of the system E(t)(red) and total energy dissipation rate ǫ(t)(black). Bottom: Triad phase order parameter R(t) (blue) and Φ(t)(green) for triad phases in the inertial range.
state variables (figure 3) were averaged over simulation runtime of 6 × 10 5 τ η .
We present in figure 1 the evolution over a time interval of 5 × 10 3 τ η . We observe intermittent in time events of synchronisation of triad phases, signalled by jumps of the Kuramoto order parameter R(t) to values close to 1 (we consider R > 0.95 as synchronised); the synchronisation persists for some time after each event, but this duration is irregular (another signature of intermittency). For each of these events, a clear pattern is found in the nonlinear fluxes at inertial-range scales Π(750, t), Π(100, t) (see also figure 2, top left panel): an early oscillation and then a jump to large values. A similar alignment is observed in the Kuramoto phase Φ(t), with value close to π/2 at these events. While remarkable jumps are seen in the total dissipation ǫ(t) (eq. 1.7) at these events, no early oscillation is detected in this variable. Notice also that the classical stationary energy-budget identity Π(100, t) t = ǫ(t) t [Frisch (1995) ] is in fact nearly satisfied at all times, except during the pre-synchronisation oscillations. The total system's energy E(t) (eq. 1.7) fluctuates due to the stochastic forcing and does not show any special behaviour preceding the synchronisation events; rather, it seems to follow loosely behind the fluctuations of the total dissipation. Figure 2 shows statistics during a close-up of one such synchronisation event in the time region highlighted in figure 1. Here we show 6 snapshots in time as the triad phase order parameter R → 1 with the legend showing the times and phase order parameters R and Φ at each snapshot. The top left panel shows again the time evolution of global system quantities and shows the distinct time at which the system changes from a nonsynchronised to synchronised state. The top right panel shows the k 2 rescaled spectrum at each of these snapshots (each snapshot has been shifted for visualisation purposes). Upon approach to R ≈ 1 (top to bottom in plot) we see a clear reduction in the energy fluctuations across wavenumbers, with the final snapshot in the synchronised region (t, R, Φ) = (13. 4, 0. 53, 1. 576) (t, R, Φ) = (13. 5, 0. 69, 1. 577) (t, R, Φ) = (13. 6, 0. 80, 1. 578) (t, R, Φ) = (13. 7, 0. 90, 1. 573) (t, R, Φ) = (13. 8, 0. 92, 1. 580) (t, R, Φ) = (13. 9, 1. 00, 1. 569) Figure 2 . Analysis of system dynamics on approach to a synchronisation event (R → 1). Top Left: Zoomed time-series of highlighted region in figure 1 showing the sharp jump in dissipation and energy flux when triad phases become synchronised. Top Right: k 2 -scaled energy spectra E k at six snapshots (each snapshot has been shifted for visualisation purposes). Bottom Left: Snapshots of PDF over all triad phases ϕ k 3 k 1 , k 2 in the inertial range. Bottom Right: Real-space solution snapshots u(x, t).
showing a uniform k −2 scaling in the inertial range. This reduction in amplitudes a k is further quantified in the top right panel of figure 3 and will be discussed in more detail later. The bottom left panel shows snapshots of the PDF of the triad phase variable ϕ k3 k1, k2 , over all triads in the inertial range 100 < k < 750. At all snapshots the triad phase preferentially takes values near π/2 (mod 2π) but as the synchronisation event is approached there is a narrowing of the distribution until, at the time of the synchronisation, all triad phase values are extremely close to π/2 (mod 2π), maximising the direct energy flux towards small scales: more positive terms add together to contribute to the flux in eq. (1.6). The bottom right panel shows the real space solution u(x, t) at each snapshot. From front to back we see the real space signature of the event: two shocks merging. This explains the sharp jump in dissipation seen at each synchronisation event as a large single shock is created. To quantify the jump in dissipation we provide the conditional-time dissipation PDF during synchronisation events over the full simulations of the statistically stationary state in figure 3 , top left panel. It is evident that these synchronised events correspond to significantly higher dissipation than non-synchronised ones (by a factor 3), with the highest dissipation events exclusively restricted to these R ≈ 1 time intervals.
We provide evidence that synchronisation events are correlated with excursions near fixed points in the dynamical systems point of view. A fixed point is signalled by the simultaneous zeroes ofȧ k andφ k3 k1k2 , notably across the energetically active inertial range. While equation (1.3) implies that triad-phase time derivatives are drastically reduced as the order parameters (R, Φ) tend to (1, π/2), equation (1.2) does not trivially imply a reduction of the amplitude time derivatives during synchronisation events. Figure 3 , top right panel, shows the conditional-time PDF of mode-amplitude time derivativesȧ k over the inertial range, restricted to events with several levels of synchronisation. The higher the synchronisation(R), the closer theȧ k distribution clusters about zero values. We note here that such near absolute synchronisation is not that unlikely, the amount of time the system spends in the R > 0.9999 region is approximately 15% of the full simulation time.
Finally, we establish the role of synchronisation events R > 0.95 on the real-space intermittency statistics by examining PDF of velocity increments δ r v = u(x+r, t)−u(x, t) in the full statistically stationary simulations. The structure functions S p (r) ∝ r ζp and associated local slopes are shown in figure 3 , bottom left panel. Using the highlighted region of flat local slopes to fit (0.008 r 0.063 which corresponds to our inertial range of 100 k 750), we recover the usual (Buzzicotti et al. 2016a) scaling exponents, Table 1 . Fitted values of power-law indices ζ p and ζ p abs in both the Full PDE and Phase-Only Models. Fit was conducted over the range 0.008 r 0.063 which corresponds to our chosen inertial range of 100 k 750. Region of fit corresponds to the highlighted range in figures 3 and 4 with local slopes plots shown in the insets.
shown in the "Full PDE" section of table 1. The bottom right panel shows that the restriction of the PDF to the time periods where R > 0.95 results in events of larger velocity increments with a significantly higher probability, which correspond to large dissipative shocks and in turn provide important contributions to the structure functions. Fit values for scaling exponents ζ p and ζ p abs in table 1 show that the exponents are significantly closer to the desired value of 1 for the R > 0.95 conditional time regions.
Phase-Only Model
The previous results demonstrate that the events of triad phase synchronisation and alignment are common (albeit intermittent) in stochastically-forced simulations. Moreover, these events produce dramatic energy flux and dissipation enhancements. The question that remains to be answered is: How are these events produced? In this Section we quantify how much of the alignment behaviour observed is driven by the forced phase dynamics only.
We approach the question by "freezing" the amplitudes a k to take prescribed values. This means we drop half of the Burgers ode system, namely equations (1.2), and are left with the systeṁ
We prescribe the amplitudes as the time-averaged spectrum obtained from the full PDE simulation, thereby removing the dependence on spectrum fluctuations evidenced in figure 1. Initial phases are taken from the end snapshot of full PDE simulations, thereby obtaining a realistic initial triad phase distribution for the phase-only dynamical system (3.1). To implement numerically this system it is wise to simulate a slightly modified version of the original Burgers PDE: initialising the amplitudes and phases as explained above and allowing the stochastic forcing to act at each time step, but restoring the amplitudes to their prescribed values before moving to the next time step. In this way the individual phases will evolve effectively as in equation (3.1). Figure 4 (top left panel) is a subset of time series of Kuramoto order parameters R, Φ for inertial-range triad phases evolving under phase-only system (3.1). We see intermittent synchronisation events of finite duration, comparable to the results in the full PDE case (figures 1 and 2). However the phase-only system shows some differences compared to the full PDE: the parameter R can now take values close to 0 and so Φ can vary wildly away from π/2. But it is remarkable that the system locks into the synchronised states on its own, without the influence of the energy dynamics. Figure 4 (top right panel, black pentagons, E k ∼ k −2.0 ) is the PDF of triad phases computed over time and over all triads in the inertial range. This is similar to the triad-phase PDF obtained from the full PDE case, but in this phase-only case the peak at π/2 is more pronounced. Figure 4 (bottom panels) show structure-function local slopes and velocity increments PDF obtained from the phase-only model, to be compared directly with the full PDE results in figure 3 . The well-resolved fat tails look qualitatively similar in both cases, leading to similar exponents ζ p as confirmed in Table 1 . In particular, the scaling ζ p ≈ 1 is recovered in the case of the synchronised time periods (R > 0.95) as seen in the table and figure 4, bottom left panel. As for differences, the velocity-increment PDF shows more preference for positive values in the phase-only than in the full PDE case, which is seen in physical space as small-amplitude oscillations with symmetric distribution about δ r v = 0. This difference is reduced when restricting to the synchronised periods (R > 0.95) but the local symmetry with respect to δ r v = 0 is evident. This has a consequence of reducing the value of the exponent ζ 1 abs in the phase-only case (see Table 1 ).
Based on previous work where inertial-range energy-spectrum exponent was found to vary with fractal decimation (Frisch et al. 2012; Buzzicotti et al. 2016b ,a), we study in figure 4 (top right panel) the effect of the prescribed energy-spectrum inertial-range exponent on the phase-only model dynamics. We simply replace the energy spectrum E k by k 2−α E k , where α ranges from 2 to 1.5, to mimic the variations observed. The triad phase PDF changes dramatically, to nearly total disorder for α = 1.5, in agreement with the results found in the full PDE simulation of fractal decimated Burgers (Buzzicotti et al. 2016b ).
Finally, we provide analytical evidence for the relevance of fixed points in the unforced case. Finding explicitly fixed points is an easy task once we construct a basis for the triad phases. Choosing as basis the ordered triad phases ϕ k+1 k,1 = φ 1 +φ k −φ k+1 , k 1, we find distinct fixed points by the formulae ϕ k+1 k,1 = ±π/2 where the signs are chosen arbitrarily. At finite resolution (k k max ) there are 2 kmax distinct fixed points, most of which are unstable as we have checked numerically (with k max = 1024) by randomly choosing φ k ±π/2 and computing the eigenvalues of the Jacobian matrices via Mathematica's builtin function Eigenvalues[], using arbitrary-precision arithmetics to control the accuracy. The only stable fixed point we find corresponds precisely to ϕ k+1 k,1 = π/2, k 1, i.e., the case where all ordered triad phases are aligned and synchronised: Kuramoto's R = 1 and Φ = π/2 exactly. The eigenvalues are all negative, as we demonstrate numerically using high-precision arithmetics. Our direct numerical simulations (unforced, freely decaying case) confirm this result and suggest, in addition, that this fixed point's basin of attraction is large. This provides semi-analytical foundation for the following conjecture: under stochastic forcing, the system falls into this stable fixed point's basin of attraction and gets trapped for a while; the forcing eventually kicks it out of alignment and the process repeats. Research in this direction will be presented elsewhere. 
Conclusion and Discussion
We unveil a picture of turbulence in stochastically forced Burgers equation, whereby the Fourier triad phases display a collective behaviour reminiscent of Kuramoto model (Kuramoto 1984) . Intermittent triad phase synchronisation events give rise to strong and steady energy fluxes across scales and are seen in physical space as shock collisions. The very fast time scale found for the onset of synchronisation suggests that the Fourier energy spectrum plays a passive role (via interaction coefficients): in fact, as a response to the triad-phase synchronisation the energy spectrum gains a dramatic coherence across the inertial range, while the triad phases maintain their synchronisation for a finite time interval before desynchronising again due to the stochastic forcing. We further support this picture by demonstrating the same synchronisation intermittency in phaseonly simulations, i.e. with a prescribed energy spectrum. Velocity increments statistics are well reproduced by the phase-only system, with structure-function exponents ζ p ≈ 1 (p > 1) during synchronisation events.
While we do not try to explain why the energy spectrum takes its characteristic profile E k ∝ k −2 in the inertial range (this interesting question has been discussed thoroughly in the past), we do produce a study of the effects on the triad-phase dynamics of changing the exponent of a prescribed energy spectrum E k ∝ k −α in the inertial range for the phase-only model. The results are striking: synchronisation events and triad phase alignment are drastically diminished as soon as α < 2, with triad phases becoming totally disordered at α = 1.5. This loss of synchronisation wipes out the fat tails in the velocity increments PDFs, so classical intermittency statistics are lost (figure not shown). These results provide a possible explanation of recent findings in fractal decimated Burgers equation (Buzzicotti et al. 2016b,a) . We explored a connection with the dynamical systems point of view by demonstrating that the synchronisation events may be related to excursions to the vicinity of stable fixed points. While we demonstrated the nonlinear stability of the synchronised state in the unforced phase-only model with prescribed inertial-range spectrum E k ∝ k −2 , more research is needed in order to understand if and how this stability is destroyed by deforming this exponent, and whether such a bifurcation is enough to explain the change in behaviour observed by lowering the exponent.
Finally, we stress that very similar analysis can be carried out for the much more complicated case of turbulence in the three dimensional Navier-Stokes equations. Work in this direction will be reported elsewhere.
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