The objective for pre-hospital Emergency Medical Service (EMS) is to reach to, pick up, and deliver patients efficiently. By increasing the operational efficiency, the survival rate of major trauma patients could potentially be improved. In this research, the authors applied Moving Average, Artificial Neural Network, Linear Regression, and Support Vector Machine for the forecast of pre-hospital emergency medical demand. The results from these approaches, as a reference, could be used for pre-allocation of ambulances. The training of the models as well as the validation is conducted with data collected from the New Taipei City EMS. In order to represent the performance of forecast, the authors introduced Geographic Information System (GIS) to manage and visualize the spatial distribution of forecast demand and error. Moreover, the authors built a flexible model, which organizes demand data with the user given size of area and size of time step. With the easy use of model and acceptable prediction performance, the research outcome has its potential to be applied to the current practice.
INTRODUCTION
With the advance of computer hardware and development of information technology in the past few decades, the concept of big data and data analytics have risen. As machine learning has shown good potential for the analytics of big data, the efficiency of Emergency Medical Service (EMS) operations has the potential to be increased using data driven approaches. The authors hope by taking this approach, information to make better decisions could be revealed and the survival rate of emergency patients could be increased.
The response time is in general considered as a performance index for EMS operations. The definition of response time is the time from an operator receives the EMS call until the ambulance arrives at the scene. The following statistics shows the importance of the response time, according to the Out of Hospital Cardiac Arrest (OHCA) cases from New Taipei City in 2010. The response time has an impact on survival, and by shortening the response time there is chance to improve patients' survival rate. This study aims to study how to shorten the response time in order to improve the efficiency and provide the pre-hospital EMS timely. The goal is to have accurate predictions such that EMS resources can be allocate more reasonably and more efficiently (Fitch, J. 2005) . The authors applied Moving Average (MV), Artificial Neural Network (ANN), Linear Regression (LR), and Support Vector Machine (SVM) to forecast the location and number of EMS requests in the near time step. The demand prediction and its errors in each region are visualized in GIS.
CURRENT LITERATURE
In recent years, GIS has assisted the EMS research and practice to understand the distribution of the data, which enabled examination of the existing spatial allocation of medical resources (Lerner et al. 1999; Warden. 2007; Ong et al. 2008) . Patuwo et al. (1998) summarized the advantages and disadvantages of the ANN and suggested the suitable situations, such as large data sets, problems with nonlinear structure, and the multivariate time series forecasting problems.
ANNs have been applied to various research areas. Its ability to self learn, to generalize, and to model nonlinear relationships, and multilayer feed forward neural network (MFNN) are known as a general way at building relationships between inputs and known outputs (Smith & Gupta, 2000) . Setzler et al. (2009) applied ANN to predict EMS call volume. They suggested that ANN do not require assumption of the properties of data, and it can model complex data pattern which are difficult to observe or describe. In their paper, Setzler et al. (2009) showed that the EMS demand forecast should consider its spatial and temporal attributes. Further, where and when the EMS call will occur in practice is a major concern for EMS practitioners (Cheng et al. 1997) .
There have been studies in the field of emergency medical service using Support Vector Machines (SVMs) (Nasiri et al. 2009 , Chiu et al. 2010 , Mehta et al. 2007 ). All of which adapted SVMs on classification problems, but few study discuss the potential of the SVM's regression capabilities. This study focuses on how to use SVMs regression to predict the EMS call volume in comparison to other models. Additionally, integrated with GIS, the forecast results can be visualized more intuitively.
OBJECTIVE
The objective of this research is to reduce the response time for ambulances. Machine Learning models are compared for demand forecast of pre-hospital EMS. The models facilitate emergency planning and decision-making by taking into consideration the temporal and spatial characteristics with the support of GIS for spatial analysis and visualization. The goal is to pre-allocate ambulances at locations with high probability of demand. This is expected to shorten the response time for patients' stabilization and treatment.
APPROACH
The proposed approach shown in Figure 1 is divided into two components. The first is GIS and the other Machine Learning (ML). The process of the approach starts in the GIS component with the data management block that produces a grid layer for the study area and calculates demand in each grid given the historical data. Considering the size of the studying area may change, the model is designed so that the grid size is given as input by the user. After setting the size of grid, the demand in each grid is calculated and the grids serve as input for the algorithm block. By breaking the study area into grids creates many smaller forecasting problems, and each grid has its own forecast model to capture the trend of EMS volume variation in each grid.
Figure 1. Overview of Data and Analyses in the EMS Assessment Process
Next, in the algorithms block are four algorithms including ANN, MA, LR and SVM for regression (SVR). Each grid is trained by using each algorithm and produces a forecasting result. Setzler et al. (2009) discuss how to apply the MFNN in EMS forecast, and the authors continue to follow the model of MFNN and attempt to improve model. In their research, they used four temporal factors without the attribute of year. The authors believe this variable is necessary for the modeling so that the ANN Model can better capture the demand change over the years, and it may improve forecast accuracy. For SVR in this study, model selection was performed to optimize the parameters and all of four algorithms use the method of batch training.
To better visualize the EMS call volume, the forecast results from the algorithm block is send back to the GIS component. The authors believe the visualization provides better information to EMS managers with spatial distribution of demand in their jurisdiction.
CASE STUDY
Data from New Taipei City was collected from the years 2010 to 2012. The average EMS incidents are about 140,000 in each year. The authors make a daily forecasts using 34 months as training data and the last two months for validation. The Preliminary results are presented as the following. Each model produces the daily forecast for the last two months. Once a forecast for a day is complete, the actual information is updated into the training set and the models are retrained using batch training. In other words, the training method continues to add data from the previous time step for the prediction of the next period.
The Mean Absolute Percentage Error (MAPE) is defined by the absolute value of difference between actual value and forecast value divided by the actual value, and then summed every time periods and divided again by number of time periods. The drawback of this index is if the actual value is zero, which causes a division by zero. In this study, there are many grids with no demand in the day. Once the model predicts a non-zero value, the MAPE will have an infinite value due to the division of zero. In such case, the MAPE is adjusted to 100% in this work. Based on Lewis' MAPE definition (Lewis, 1982) , if the MAPE is less than 10%, the forecast is considered high accuracy, MAPE is more than 10% and less than 20%, it is considered good forecasting, the MAPE is greater than 20% and less than 50%, the forecast is reasonable and when MAPE is more than 50%, it is considered inaccurate forecasting. The MAPE is imported in GIS for visualization, as shown in Figure 4 
DISSCUSSION
The MAPE maps reveal the forecasting accuracy for each grid. From the four figures (Figures 4(a) , 4(b), 5(a) and 5(b)), it seems that the ANN has better accuracy than other models. Figure 3 reveal the grid layer of New Taipei City, and the grid id are shown. The authors analyzed the EMS data collected from the years 2010 to 2012, and found some grids have great EMS demand every year than other grid, those the grids with high EMS call volume as just described. In Table 2 , the authors choose the grids with high EMS call volume for further discussion. SVR has better performance in most of these grids with relatively higher demand. Although in Figure 7 there appears to have many grids with MAPE more than 50% for SVR, it is caused by the division by zero of MAPE when there is zero actual demand as mentioned previously.
The proposed approach for pre-hospital emergency healthcare is an ongoing research. The model selection used in SVR cause better performance than other Table 2 ). In the future, each model will undergo a model selection step and a most suitable model will be selected for each grid.
Figure 5(a). MAPE of LR Figure 5(b). MAPE of SVR
Although the SVR with model selection in general have better performance than other models as seen in Table 2 , some models outperform others in particular grids. For example in grid No.125 and No.143 , the best model is MA. Each grid should have its own model that best represents it. If each grid has its own best model, it is believed that the overall system performance will be improved. After the model selection for all models for all grids, the best suitable model for the grid is determined. Moreover, the training method in this study is batch training. There is the potential problem of using all data from training set for each iteration. In the case when the training set is large, training of models will consume a great amount of time. Online training has its potential to be adapted for this approach. It produces close to optimal solution relatively fast. The slight error is acceptable in practice, with the gain in execution time reduction. As the study emphasizes on real-time or efficient forecast of EMS demand, online training is a more appropriate approach.
CONCLUSION
The paper presents the demand forecast of four models for the pre-hospital EMS. Encouraging results are shown based on the case study presented. Models that give good forecasting results have been presented. The methodology proposed in this work has its potential to be applied given the historical data of EMS services. The proposed approach for pre-hospital emergency healthcare is an ongoing research, and future work is presented in the Discussion section. Although different cities have different characteristics of geographical layout, traffic conditions, and urban usage, as long as there is the historical data, this approach has its potential to be deployed. According to the demand forecasting, EMS managers can allocate the ambulance to the area with the higher probability of accidents in advanced. When the incident occurs, it is expected that ambulances will have a shorter response time for treatment.
