This paper considers the problems of admission control and virtual circvit muting in high performance computing and communication systems. Admission control and virtual circuit muting problems arise in numerous applications, including video-servers, real-time database servers, and the provision of permanent virtual channels in large-scale communicaiions networks. The paper describes both upper and lower bounds on the competitive ratio of algorithms for admission control and virtual circuit muting in trees, arrays, and hypercubes (the networks most commonly used in conjunction with high performance computing and communication). Our results include optimal algorithms for admission control and virtual circuit routing in trees, as well as the first competitive algorithms for these problems on non-tree networks. A key result of our research is the development of on-line algorithms that substantially outperform the greedy-based approaches that are used in practice.
nications port. (This application demonstrates why circuit routing is better than packet routing for many tasks. Using packet routing, packets can arrive out of order, some packet can be seriously delayed, and performance guarantees are not possible. All of these issues can have a serious negative effect on the quality of the movie transmission.)
Real-time database servers represent another important application area. Many database applications, such as the join of large tables in a relational database, require the exchange of substantial amounts of data. Virtual circuit routing is useful in such applications since the operation, once it commences, can rely on a particular level of service from the network.
Admission control and virtual circuit routing also arise in the sale of bandwidth in telecommunications networks. In this situation, there is a company that owns a large telecommunications network and subscribers that purchase permanent virtual circuits, which they can then use at their discretion [GKR94] . (This is an example of where the bandwidth for the virtual circuit is explicitly reserved.)
Finally, we note that the supercomputer community has recently shown interest in constructing s y s tems by interconnecting workstation-like nodes via high speed LANs [Lei93]. IBM's SP-2 is an example of such a supercomputer system. In view of the emergence of the ATM standard, which is based on virtual circuit routing, as the preferred architecture for high speed data networks, virtual circuit routing algorithms may become increasingly important for future supercomputers.
In all of these applications, the admission control and routing decisions need to be made in an on-line fashion. In particular, each decision must be made without knowledge of future requests. The on-line nature of the problem is a significant complication since a long virtual circuit path could block many potential short virtual circuit paths. Generally, systems attempt to maximize the number of requests that can be served. Thus complications due to the on-line nature of the problem arise when a request for a long path comes in just before several conflicting requests for short paths.
In practice, the greedy algorithm is typically used for admission control (i.e., if the bandwidth needed for a requested virtual circuit is available, then it is allocated). This greedy strategy seems natural especially when nothing is known about future requests. This paper shows, however, that the greedy strategy is often suboptimal over the long term. (Linear lower bounds for virtual circuit routing in the absence of admission control in general networks appear in [GKR94] .)
In this paper we focus on the development of optimal (or near optimal) on-line admission control algorithms for trees, arrays, and hypercubes. We have chosen to focus on these networks for several reasons. First, these networks (or close variations thereof) form the architectural basis of most high performance communications networks. Second, the structure of these networks is rich enough 80 that the task of designing optimal algorithms for admission control and circuit routing is nontrivial. As a consequence, the networks provide a framework within which novel approaches to these problems can be exhibited. Lastly, the task of solving the admission control and circuit routing problems for general networks is currently beyond our reach. Indeed, any solution to these problems for general networks would provide an approximation algorithm for the maximum disjoint path problem, which appears to be very difficult even if the on-line constraint is lifted. (Given a graph G with a collection of source nodes SI, 5 2 , . . . , s , and terminating nodes t l , t 2 , . . . , t , the Maximum Disjoint Path Problem is to connect as many of the sources to their respective sinks as possible using edge disjoint paths in C.)
As a performance measure for our algorithms, we will use competitive analysis [ST85, KMRS881. The competitive ratio of an on-line virtual circuit routing algorithm is the maximum over all request sequences of the ratio of the number of requests that the optimal algorithm accepts for that sequence to the number of requests that the on-line algorithm accepts on the same request sequence. Specifically, for request sequence U , let A(u) be the number of requests accepted by algorithm A on U and let O(u) be the optimal number of requests that can be accepted from U. Then the competitive ratio for A is the maximum over all U of A ( u ) / O ( u ) . An algorithm with a low competitive ratio is one that performs close to the optimal algorithm on all request sequences. Since it does not make assumptions about the sequence of virtual circuit requests offered to the network, the competitive ratio provides a very robust performance measure.
Competitive analysis can be extended to randomized algorithms [BLS87] . Let E[A(u)] be the expected performance of randomized algorithm A on request sequence U . Then the competitive ratio for A is the maximum over all request sequences U of E [ A ( u ) ] / O ( a ) . This competitive ratio is called oblivious since the request sequence is chosen independently of the random choices made by A . In contrast, an adaptive competitive ratio permits the chosen sequence to depend on the random choices of the algorithm [RS, BBK+9O] . In this paper we will be concerned with oblivious competitive ratios. We note that all the lower bounds on the competitive ratio for deterministic algorithms mentioned in this paper are also lower bounds on the adaptive competitive ratio for randomized algorithms.
Previous Work
Admission control and virtual circuit routing problems have been previously considered in a variety of contexts. Garay and Gopal [GG92] and Garay, Gopal, Kutten, Mansour, and Yung [GGK+93] developed competitive algorithms for these problems in the scenario where preemption is allowed and the network is constrained to be a straight line. When preemption is allowed, the network may decide to terminate any virtual circuit at any time. Preemption is undesirable in most of the applications (such as videwwrvers and the sale of permanent virtual circuits) that we mentioned previously.
Awerbuch, Azar and Plotkin [AAP93] develop competitive algorithms for general networks, but with the restriction that every virtual circuit request at most 1/logn of the capacity of the lowest capacity link. They provide an O(1og nT) competitive algorithm, where n is the number of nodes in the network and T is the ratio of the longest to the shortest duration of any virtual circuit. If all virtual circuits have infinite duration, the competitive ratio of the algorithm in [AAP93] is O(1ogn). In many applications, the a% sumption that each virtual circuit uaea only 1/ log 2n of the bandwidth of each link is unrealistic. For example, permanent virtual circuits may have connections that use 45Mbps of bandwidth which is fairly large compared to a typical backbone bandwidth of 155Mbps. Oracle's Media Server has 7.5Mbps channels while an MPEG video stream uaea 1.5Mbps. In this case, the algorithm in (AAP931 can support algorithm for the n x n mesh, a deterministic Q(h) lower bound on the n x n mesh, and an O(1og n) deterministic algorithm with preemption for n node trees [BFKR93] .
Our Results
In this paper, we improve upon and extend the work of [ABFR94, BFKR931. For simplicity, we initially focus on the situation where each virtual circuit requests the entire link bandwidth. This is the situation where the O(1ogn) algorithm of [AAP93] fails. We also focus on the case that the duration is infinite. For several of our results, we show how these restrictions can be relaxed. In particular our results for trees hold for virtual circuits that use a fixed fraction of the link bandwidth. In general, the restriction to infinite durations can be relaxed using the techniques in [ABFR94] at the cost of an O(1ogT) multiplicitive term in the competitive ratio, where T is the ratio of the maximum duration to the minimum duration of a virtual circuit. In the case of trees, we give tight (up to a constant factor) upper and lower bounds for all trees. For trees with radius d, we show bounds of 8(logd) on the competitive ratio of randomized algorithms for virtual circuit routing. If virtual circuits are requested between leaves only, we show tight bounds of 8(1ogd'), where d' is the radius of the tree derived from the original network by shrinking degree2 vertices. We show that these results hold even for trees with arbitrary link capacity, as long as all links have the same capacity. Thus, we extend the unpublished O(1ogd) result of [ABFR93] to new domains. (Note, our algorithm uses different techniques than the O(1og d) algorithm of [ABFR93] .) Our randomized algorithms overcome the trivial R(d) lower bound on the competitive ratio for deterministic algorithms on trees.
For an n x n tree of meshes we develop a randomized algorithm that achieves an O(log1og n) competitive ratio. This matches the R(log1ogn) lower bound we give.
The algorithm for the n x n tree of meshes can be used to provide a randomized algorithm that achieves a competitive ratio of O(lognlog1ogn) on an n x n mesh. Our algorithm overcomes the R ( f i ) lower bound on the competitive ratio for deterministic algorithms on an n x n mesh [BFKR93] . We also show how to achieve a deterministic competitive ratio of O(log2n) for the hex, which is surprising given the lower bound of R(*) on the competitive ratio of an R x n mesh. Our competitive algorithms for the grid and hex are the first competitive algorithms for admission control and circuit routing on non-tree networks.
(We also improve the upper bound on the deterministic competitive ratio for the mesh to O(fi), but we have omitted the details since the algorithm is not particularly useful.) In addition, we are able to show an R(1ogn) lower bound on the competitive ratio for randomized algorithms for the n x n mesh.
Our technique for proving lower bounds on the competitive ratio for randomized algorithms extends naturally to several other networks. In particular, we observe an R( 3 log n) lower bound for a k dimensional mesh with n nodes, an R(log1ogn) lower bound for an n2-leaf tree of meshes, and an R(log1ogn) lower bound for the log n dimensional hypercube. Finally, we observe that there is an O( 1) competitive randomized algorithm for routing permutations on the O(1)-dilated hypercube, using a result of Aiello, Leighton, Maggs, and Newman [ALMNSl] .
The remainder of the paper is organized as follows. Our algorithms for trees are presented in Section 2. Section 3 presents our algorithm for an n x n tree of meshes. The algorithm for n x n meshes is presented in Section 4. All lower bounds are presented in Section 5.
An Optimal Algorithm for Trees
This section presents our algorithm for virtual circuit routing and admission control on trees. Let n be the number of nodes in the tree, let d be its diameter, and let d' be the diameter after shrinking degree-2 vertices. We describe in detail the algorithm for routing between leaves, then show how to extend it to the case of routing between any pairs of vertices. In what follows we assume that degree-2 vertices are already shrunk. If the remaining tree has a single edge, accept the first request that comes in. The optimal offline algorithm accepts at most one call. So, we may assume that the tree contains a non-leaf node. For convenience, root the tree at one of its non-leaf nodes, denoted r . This induces, for every vertex U # r , a unique parent, which we denote by P ( u ) . Also, for every pair of nodes u , u , denote their least common ancestor in the rooted tree by LCA(u,u). Denote by PATH(u, U) the unique path connecting U and U.
First, we introduce the concept of a roadblock. In response to a virtual circuit request, our algorithm may place roadblocks at edges of the tree. The existence of a roadblock on an edge blocks future requests whose paths use that edge, and causes them to be rejected.
Somewhat surprisingly, we will find that by denying some requests at random and by also denying all future requests that significantly overlap some denied requests (where the measure of significance is also random), we can significantly improve overall performance. In other words, by denying requests in a special randomized way, we will be able to accommodate more requests overall.
The Algorithm
Consider a particular virtual circuit request p = {U, U}. If PATH(u, U ) either crosses a roadblock or intersects with another virtual circuit request that was accepted, reject it. Otherwise, p is a candidate. If the request becomes a candidate, accept it with probability 1/2. Otherwise, reject it and place roadblocks as follows. Pick a random integer !? uniformly in [l,logd'+ 11. Consider PATH(u,u). Number the edges 1, 2, . . . along the path from U to U (where we assume wlog that U < v ) . Place a roadblock on edges numbered i2' for all 0 < i 5 d'/2'-'. The roadblocks partition PATH(u, U ) into segments of equal length (except, perhaps, for the last segment). Also, place an extra roadblock on the edge between LCA(u,u) and P(LCA(u,u)). We call this roadblock an edra roadblock.
The Analysis
Consider any request sequence U = ulup .ulol. Denote ui = {uj, u i } . Define C* to be the set of requests accepted by the optimal off-line strategy for this s e quence. We call the requests in C ' the optimal requests. For the purpoee of analyzing the algorithm we maintain a feasible subset C C C' that is updated each time a candidate request is handled. Let CO = C' be the initial value of C. Let Ci, i = 1,2,. . ., l a1 be the value of the subset after the ith request is handled.
For C C C ' and a request p, let C n p denote the set of calls in C whose path intersects the path of p at an edge. We also use tokens as a bookkeeping tool for the analysis. The algorithm is not aware of their existence. Tokens are distributed by candidate requests that are not accepted. A candidate request gives at most one token in each of the segments its path gets partitioned into by the roadblocks.
Next we explain how C is updated and how tokens are distributed. Consider a request ui. There are three cases:
Case 1. ui is not a candidate.
Case 2. ui is a candidate that is accepted.
In this case Ci = Ci-1 and no tokens are distributed.
Let C := Ci-1 and then remove from C the calls in Ci-1 n 0 , . that has tokens, intersects uj in the same segment, and received its last token from U,, we remove it from C. Now Ci := C. No tokens are distributed.
Case 9. ui is a candidate that is rejected.
In this case uj '9 path is divided by the roadblocks into disjoint segments of equal length (except, perhaps the last segment). For each segment, we give a token to at most one optimal request in Ci-1 nu,.. The optimal requests that receive a token are determined as follows.
For every p E Ci-1 n ui, p is of level j if it will not be blocked by roadblocks spaced 2' apart, but will be blocked by roadblocks spaced 2J-1 apart on ui. If l is the random spacing picked for ni, we give a token to every level L optimal request in Ci-1 nui. Now define C := Cj using the construction of Ci given for an accepted candidate request. Return to C the optimal requests that receive a token. If one of these requests is blocked by the extra roadblock, remove it from C.
We introduce some notation. Let a' = lC*l. Let a be the number of requests accepted by the a l p rithm. Let c be the number of candidates. Let t be NOW, set Ci := C.
the number of optimal requests that received tokens (notice that a call may receive more than one token, but we ignore multiple tokens). Let b be the number of optimal requests that were removed by extra road- , not yet removed from C) call whose last token was assigned from one of these segments, namely, the one (if any) from the latest rejected candidate encountered. We consider several cases.
Case 1. PATH(ui, z) does not intersect any call with tokens. The above argument shows that we r e move at most one call with tokens.
Case 2. P A T H ( u i , z ) intersects calls with tokens. Follow the path starting at U; until it first intersects a call p = { U , U } in Ci-1 with tokens. There are two possibilities:
Case &a. The remainder of P A T H ( u i , z ) is contained in P A T H ( u , v ) . In this case, since calls with tokens belong to the optimal set C', we cannot intersect any other call with tokens. Furthermore, either we have not encountered any rejected candidates, or p must be the call with tokens from the latest rejected candidate encountered, since the topmost edge of PATH(u;, z) is contained in p .
Case 2%. P A T H ( u ; , z ) extends beyond w = In order to handle requests between interior nodes, we reduce the problem to the special case of requests between leaves. Given a tree of diameter d, consider every non-leaf node U . Let {el, e2, . . . , e k } be the set of edges adjacent to U . For every edge e, in that set, add a new leaf U , connected to U . This does not increase the diameter of the tree. Consider a request sequence. In any request that has an interior node v as one of its endpoints, find the edge ej adjacent to U through which the path of this request must go, and replace U in that request by U , .
LCA(U, U
The algorithm can also be extended to handle virtual circuits that request leas than the entire bandwidth of a link. Let the capacity of each link in the tree be k . In other words, k virtual circuits can simultaneously use any link. The algorithm views such a tree as k virtud trees, TI,. ..,Tk, where each link in each of the virtual trees has capacity one. When a request p arrives, find a tree T i such that p is a candidate in T,. If no such ?;. exists, reject p . Otherwise, proceed with p on Ti as in the algorithm for capacity one trees. A constant fraction of the optimal requests can be accepted on these virtual trees. (To see that, notice that the optimal requests can be colored with 2k colors so that no two overlapping requests have the same color. There is a subset of k colors that contains at least half of the optimal requests.) With this assignment of optimal requests to virtual trees, the analysis proceeds essentially the same as the analysis for the capacity one tree.
Algorithm for Tree of Meshes
For n a power of 2, the n x n tree of meshes has the following structure. The network has a total of 2n210gn nodes. These are arranged in 2logn levels, each containing n2 nodes. The levels are numbered 0 through 2logn -1. Links connect nodes in the same level or in adjacent levels. Level i is a collection of disjoint m; x ni meshes, where m; = 5 and ni = Notice that for even i m; = ni = mi-1, and for odd i 2mi = ni = ni-1. Each level i mesh is connected to a unique pair of level i + 1 meshes.
For even i, nodes (1, l ) , (1,2), . . ., (1, ni) of the level i mesh are connected to nodes (1, l ) , (1,2), . . .,
(1, n,+l), respectively, of one of the level i+ 1 meshes, and nodes (mi, l ) , (m;,2), . . ., (mi,n;) of the level i mesh are connected to nodes (m;+l, l), (m;+l, 2), . . ., (m;+l, ni+l), respectively, of the other level i + 1 mesh. For odd i, nodes (1, 1), (2, l ) , . . ., (mi, 1) of the level i mesh are connected to nodes (1, l ) , (2, l), . . ., (m;+l, l), respectively, of one of the level i + 1 meshes, and nodes (l,ni), (2,n;), . . ., (m;,ni) of the level i mesh are connected to nodes (1, tli+l), (2, n;+l), . . ., (mi+l, ni+l) , respectively, of the other level i + 1 mesh.
Essentially, on-line routing and admission control of requests between leaves (level 2 log n -1 nodes) of the n x n tree of meshes is equivalent, up to constant factors in the competitive ratio, to routing on the following binary tree. Take a complete binary tree of height 2logn -1 (the tree has n2 leaves). The root (level 0 node) is connected to each of its children by an edge with capacity n. In general, level i nodes are connected to each of their children by an edge of capacity n/2'I2, if i is even, or by an edge of capacity n/2(i-1)/2, if i is odd. The idea is that routes taken on this tree can be duplicated on the tree of meshes using the intermediate meshes as croesbars. Viewing the routing problem on the tree of meshes this way, it is easy to see that a deterministic greedy algorithm is O(1og n) competitive. This is because the path of any accepted request is O(1ogn) long, and therefore may block at most O(1og n) optimal requests.
Our algorithm improves over the greedy algorithm by achieving an O(log1og n) competitive ratio. We show a matching lower bound in Section 5.
The description of our algorithm also views the tree of meshes as the above detailed binary tree. We divide requests into local and long distance requests. For a local request, the height of the lowest common ancestor must not be greater than 4 logloglogn (the factor of 4 is an overshoot). All requests that are not local are long distance requests. Notice that the bandwidth for all links above a node of height 4 log log log n is at least (loglogn)2. View the subtrees rooted at nodes of height 4logloglogn as virtual nodes and call the tree whose leaves are these virtual nodes the long distance tree. We will use the algorithm in [AAP93] to route long distance requests in the long distance tree. To see that [AAP93] is applicable to our situation, we note that the analysis in [AAP93] can be modified easily to show that their algorithm achieves a competitive ratio of O(1og d) for connections which use at most a 1/ log2d fraction of the bandwidth, where d is the length of the longest simple path in the network.
For our long distance network d 5 2logn. Our algorithm proceeds as follows. Flip an unbiased coin. With probability 1/2 route only local requests using greedy admission control. With the remaining prob& bility route only long distance requests. Upon arrival of a long distance request, check if it is blocked in either of the two virtual nodes that contain its end points (in which case it has to be rejected). If not, use the algorithm in [AAP93] to do the admission control in the long distance tree.
Analysis.
Consider any request sequence. Let a* be the number of optimal requests; i.e., the number of requests the optimal off-line algorithm accepts. Let af be the number of local optimal requests, and let a; be the number of long distance optimal requests. Define the following random variables. Let U be the number of requests accepted by our algorithm, let a, be the number of accepted local requests, and let at be the number of accepted long distance requests. Finally, let ai be the number of long distance optimal requests that the algorithm feeds to the [AAP93] algorithm. (Notice that with probability 1/2, U; = 0.) Since local requests have paths of length at most 8logloglogn, each such request that is routed may block at most that many optimal local requests. We route local requests with probability 1/2. Therefore we get:
0:
E[aJ O(l0g log log n) * With a simple modification of the proof in [AAP93], we show that:
Consider the sum O(loglog1ogn)ac + ai. With probability 1/2 this sum is 0. Otherwise, it is at least at, because for each accepted long distance call, the portions of its path contained in virtual nodes are of total length O(loglog1ogn) and therefore may block at most that many optimal long distance calls (before they are fed to the [AAP93] algorithm). Therefore, we get: 
Algorithms for Meshes
The two dimensional m x n mesh has the set of nodes Where c is some constant, it is easy to embed an m x n hex on a cm x cn mesh without reducing the optimal throughput by replacing each node of the hex with a c x c mesh that is used as a crossbar to route all requests that pass through that node.
We use the tree of meshes to derive an O(1og n log log n) competitive randomized algorithm for the mesh. Our algorithm for the mesh is based on a 1-1 embedding of the nodes of the n x n tree of meshes onto nodes of the nlogn x nlogn hex, such that the maximum congestion at an edge is 1 [BL84] .
To simplify the presentation, we consider a K n log n x K n log n mesh, where K is some sufficiently large constant. Divide the mesh into nz disjoint K log n x K log n squares. Divide each square into log2n disjoint K x K squares. In each of these n2 log2 n constant size squares, pick independently and uniformly at random one vertex. Each such vertex is an active vertex. Every active vertex controls the K x K square it was picked from. Now, in each K log n x K log n square, we place an H-embedding of a complete binary tree with log2 n leaves. We can now connect every active vertex to such a binary tree by a path that is contained in the square controlled by that active vertex. (That is because every K x K square contains a leaf of the tree.) We now embed an n x n tree of meshes in our mesh. Each K log n x K log n square contains one leaf of the tree of meshes. We connect the root of the complete binary tree embedded in such a square to the leaf of the tree of meshes in the same square, using a path that does not leave the square. Notice that we may have used some of the edges of the mesh more than once. However, if K is large enough, we can move wires around so that every edge gets used at most once. Now for the algorithm. Flip an unbiased coin. With probability 1/2 consider only requests that have both endpoints within the same K log n x K log n square.
We name these requests local calls. We use a deterministic algorithm routing those requests. Specifically, let the row-column path be the path that travels in the row of the source until it reaches the column of the destination and then travels in the column of the destination. A local call is accepted if its row-column path is available. With the remaining probability, i.e. 1/2, consider only requests that have each endpoint in a different square. We name these requests long distance calls. Use the following method for these calls. When a request comes in, reject it if either of its two endpoints u , u is not an active vertex. Otherwise, it is considered a candidate. A candidate call uses the tree of meshes algorithm of Section 3 to determine a path from U'S K log n x K log n square to U ' S K logn x K logn square in the embedded tree of meshes. If the tree of meshes algorithm rejects the call, the call is rejected for the mesh. If the tree of meshes algorithm accepts the call, take the following path: from U to the binary tree in its square, then along the binary tree to its root, from there to a leaf of the tree of meshes, from there to the leaf of the tree of meshes in the square containing U , from there to the root of the binary tree in that square, from there along the binary tree to where U connects to the tree, from there to U. Note that the path from the endpoints to leaves of the tree of meshes can never be blocked since each leaf in the tree of meshes can accept at most one call.
Analysis.
Consider any request sequence. Let a* be the number of optimal requests, i.e. the number of requests the optimal off-line algorithm accepts. Let a : be the number of local optimal requests, and let a; be the number of long distance optimal requests. We now define some random variables. Let a be the number of calls our algorithm accepts. Let a, be the number of local calls our algorithm accepts, and let ai be the number of long distance calls our algorithm accepts. Let c* be the number of optimal long distance requests that are candidates.
Proof.
With probability 1/2 we choose to route only local calls and there are no candidates in that case. Otherwise, for every optimal request, each of its two endpoints has a probability of 1/K2 to be an active vertex. These events for the two end points are independent.
Lemma 7 E[ai] 2 O(lognloglogn)l C*
where the ezpectation is ouer the coin tosses of the tree of meshes algorithm.
Proof Sketch.
Let c' be the set of candidate calls that would be accepted by an optimal off-line algorithm for the embedded tree of meshes. c* 5
(To see that, notice that by increasing the capacity of the tree of meshes by a factor of O(logn), all the c* optimal long distance calls that are candidates can be routed on the tree [LS93]. Now, in general, reducing the capacity of a network by a certain factor may reduce the throughput by much more than that factor, but this nasty behavior does not happen in trees, as follows, e.g., from [GVY93] .) Furthermore, from Theorem 5 we know that c' 5 O(loglogn)E[a~].
The lemma follows.
Proof. Any row-column path taken by a local call blocks at most the calls whose endpoints are in the same row and column as the row-column path. Thus, it blocks at most 2K logn optimal calls. The result follows from the fact that we accept local calls with probability 1/2. Theorem 9 The above algoriihm achieves a compeiiiiue ratio in O(1og n log log n).
Proof. Using Lemmas 6 and 7, we have a; O(1og n log log n)
--
Together with Lemma 8 we get
a; 1 2 + o(log n log log n) a* o(log n log log n) * In section 5 we prove an Q(1ogn) lower bound on the competitive ratio for any randomized algorithm on the n x n mesh.
Lower Bounds
In this section we give the lower bound for the mesh, the tree, the tree of meshes, and the hypercube. These lower bounds share a common proof technique. We give the details of the proof for meshes, and sketch the remaining proofs.
We prove an n(1ogn) lower bound on the competitive ratio for any randomized algorithm on the n x n mesh. Using the principle of von Neumann (see [yao77, BLS87]), it suffices to demonstrate a probability distribution over inputs that forces an R(1og n) lower bound on the competitive ratio of any deterministic algorithm A.
Consider an n x n mesh. For simplicity we assume that n is a power of 2. For every 0 5 i < logn, we divide the mesh into 4' submeshes of size n/2' x n/2'. For example, the top left hand submesh of the ith division consists of the nodes:
Denote by t i the following requests. For each of the 4' squares of size n/2' x n/2' request circuits from all top nodes to all bottom nodes, e.g. ((19 11, (1, n/2')l,{(2,1),(2, n/2')l . . . {(n/2', l ) , (n/2', 4 2 ' ) ) for the top left hand square, and circuita from all left hand nodes to all right . . . {(I, n/2'), (n/2', 4 2 ' ) ) for the top left hand square. Note that routing all requests in Ci would use all links in the mesh.
We generate a random request sequence as follows. With probability n-l, we give no requests. Otherwise, the sequence consists of all requests in CO,.. . , C x , where 0 <, X < logn is an integer random variable which satisfies Pr[X = 4 = 4 Pr[X = i -11, for every 1 5 i < logn. In other words, for 0 5 i < logn -1, the probability of the sequence Co.. .Ci is 2-'-'.
Consider an off-line strategy that accepts all the requests in Ci given that the request sequence is CO.. . C j . The number of connections in Ci is 4'2n/2' = 2'+ln. Furthermore, the probability that the request sequence generated terminates with the requests in Li is 2-'". Thus, the expected number of requests routed by this strategy is bounded by h a d nod-, e.g. ((11 I), (n/2', 1)), ( ( 1 1 2)l (n/2', 2)) logn-1 2-'-'2'+'n = n log n. Consider the following claim.
Proof. The proof is by induction on j = logn -i. The base case ( i = log n -1) follows immediately from the initial condition on A . Now, assume that for all
As a corollary we get the following theorem.
Theorem 11 Any randomized on-line algorithm for routing and admission control on n x n meshes has a competitive ratio in R(1og n ) .
Proof. By claim 10, A(O,2n(n -1)) 5 2n. Together with Equation 4, the theorem follows. The lower bounds for trees, for the hypercube, and for the tree of meshes are derived by an argument analogous to the one used for the mesh. We use the following structure to describe the proofs for each of these networks. To show a lower bound of R(1og D), we define 1ogD sets of requests L o , c1,. . . , ClogD-1.
These sets have the following properties.
1. For each set, accepting as many calls as possible from that set blocks the entire network (or a portion of it that cannot be bypassed).
2 . Any call that is accepted from set Ci reduces the number of calls that can be accepted from C;+l by 2, from C,+z by 4, etc.
We then generate a probability distribution over request sequences, by requesting all requests in CoUClU . . . U C X , where 0 I X < log D is an integer random variable which satisfies Pr[X = i] = $ Pr[X = i -11, for every 1 5 i < logD. The specific bound is then proven as it is for the mesh. For each network, we sketch the proof by giving the definition of CO, C1, . . . , C l o g~-l for that network.
Trees.
For simplicity assume that the diameter d of the tree is a power of 2 . Take a path between two leaves u , v whose length equals the diameter of the tree. CO consists of the single request {U, v}. To construct L1, divide P A T H ( u , v) into two equal length paths and request each of the two. To construct C;, divide the path of each request in C,-1 into two equal length paths, and request all those paths. Using the above arguments gives a lower bound of R(1ogd) in this case. A slight modification of this idea gives the Q(log d') bound for requests between leaves. (Note that this argument also provides an alternative proof of the R(1ogn) lower bound of [ABFR94] for admission control on an n node line.)
The hypercube. For simplicity, let n be an integer such that log n is a power of 2. Consider the log n dimensional hypercube with node set (0, l}logn and edges connecting every pair of nodes with Hamming distance 1. .CO consists of requests whose endpoints are bitwise complements of each other. The resulting paths have length logn. Assume that each request uses a path that complements bits from left to right. We wish to specify a set of requests so that the resulting paths use exactly all of the edges in the hypercube. This is the first of the two above mentioned properties for CO, L1,. . . , L i o g D -l . We call the property P1.
Consider the set of requests between every node and its bitwise complement. That is, the pairs OOO...OO and 111...11, 000...01 and 111...10, and so forth. (Notice that every pair is requested twice.) We show inductively that this request set can be partitioned into two equal sized sets, each satisfying P1. For the two dimensional hypercube, the two requests between 00 and 11 represent one such set and the two requests between 01 and 10 the other set.
Now consider a log n-dimensional hypercube. Consider the set of requests whose paths originate with a node that has a left bit of 0. The paths do not intersect on the first edge and the remaining edges of each path are all in the (log n -1)-dimensional hypercube defined by the nodes with a left bit of 1. By the induction hypothesis, these paths can be partitioned into two equal subsets such that each satisfies P1 in (log n -1)-dimensional hypercube and uses half of the edges that connect the (log n -1)-dimensional hypercube to the (log n -1)-dimensional hypercube defined by the nodes with a left bit of 0. Pick one of the subsets. Call it S I . Now, consider the set of requests whose paths originate with a node that has a left bit of 1 and where the first edge is not already used by the path for a request in S I . Call it S2. It is easy to see that the set of requests in S 2 cover the remaining edges in the hypercube. Thus, S1 U S 2 satisfies P1. Furthermore, S1 U S 2 consists of exactly half of the requests between every node and its bitwise complement. The set of requests not in S1 U S 2 together also satisfy P1. Now, let LO consist of the requests in SI U S2. In order to construct C1, divide each of the paths suggested for the LO requests into two equal length paths, then request the two endpoints of each of these shorter paths. We can use the shorter paths to route all requests in C1. In general, to construct Ci take the paths suggested for routing the requests in Li-1, divide each of them into two equal length paths and request the two endpoints of each of these paths. Use the partitioned paths to route all requests in Ci. The lowq bound we get is n(log1ogn).
The tree of meshes.
Consider the simplified, weighted binary tree of height 2logn -1 repreeentation of the n x n tree of meshes. Each request we give is routed from a leaf to the root of a subtree, from there to a leaf in the other branch of that subtree. In order to specify our sets of requests, we specify leafto-root paths. The other half of each request's path is implied by symmetry. In each level of the tree, number the edges connecting that level's nodes to their children from left to right starting at 0. We refer to the level of an edge as the minimum level of its two endpoints. Our CO requests all reach the root of the tree. There are n of them. They congest edge 0 in level 0, edges 0 and 2 in level 2, edges 0, 2, 8, and 10 in level 4, and in general, if edge j of level 2i is congested, so are edges 4 j and 4 j + 2 in level 2(i+ 1).
Notice that every path participates in the congestion of one edge in every even level.
In order to construct Ll, divide each path into two equal length parts, removing the middle edge. We want to place, for every path in CO, two paths in Ct, one overlapping the bottom part of the CO path and the other overlapping the top part. The bottom part paths are easy to construct, since they contain a leaf.
To construct the top part paths, we take a look at the logn high subtrees that contain CO congested edges.
The edge connecting the root to its left child is congested by LO paths in each subtree. We use the subtree rooted at the right child to connect all our top part paths to leafs so that there will be no overlap with bottom part paths. In general, we use similar ideas to construct the set Ci by dividing LO paths into 2' parts (removing some of the edges). We leave the formal details to the full version of the paper. This gives a lower bound of R(log1ogn) for the n x n tree of meshes.
