Introduction
Let 0 < α < n and k α (x) = |x| α−n the Riesz kernel on R n . Define the Riesz capacity by
In view of [7] we see that R α,1 (E) is equal to the usual (outer) α-capacity C α (E). It is obvious that R α,p is countably subadditive, i.e.
The main purpose of this paper is to investigate for what decompositions the inequality
holds with some positive constant N . We refer to this inequality as "quasiadditivity". Quasiadditivity for decompositions into spherical shells has been considered by Landkof [9, Lemma 5.5 in p.304] and Adams [1, Theorem 7.5] . In the case of Green energy (for the definition see Section 5), quasiadditivity for the Whitney decomposition (cf. [14, p. 16]) of a half space is discussed in Essén [5] . We shall show that the Whitney decomposition associated with a certain closed set has quasiadditivity.
Definition. Let F be a closed set having no interior points. Put δ(x) = dist(x, F ) and let m β be the measure defined by
We associate the least number d = d(F ) for which
holds for all x ∈ F and r > 0 with a positive constant N β , whenever 0 < β < n − d.
0 and yet the Hausdorff dimension of F is equal to 0.
Our main result is
holds with E k = E ∩ Q k for some positive constant N .
Let us note that R α,p (F ) = 0 since the Hausdorff dimension of F is not greater than d(F ) < n − αp (see [10, Theorem 21] ). Since d({0}) = 0, we see that Theorem 1 is a generalization of the aforementioned results of Landkof and Adams. Our proof is completely different; it relies on the following comparison between the Riesz capacity R α,p and the measure m αp .
The plan of this paper is as follows. In Section 2 we shall prove Theorem 1 assuming Theorem 2. Theorem 2 will, in turn, be proved in Section 3 as a corollary to a certain weighted norm inequality. Section 4 will be devoted to applications of Theorems 1 and 2. We shall deal with sets E for which m αp (E) and R α,p (E) are comparable. We shall observe that α-thin sets are characterized by Wiener type conditions associated with the Whitney decomposition. In Section 5, we shall study quasiadditivity of Green energy in connection with the notion of minimal thinness. We shall characterize minimally thin sets in terms of ordinary capacity (cf. [5] and [6, Section 1]). Also we shall observe that [4, Theorems 1 and 2] follows from our method.
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Proof of Theorem 1
By the symbol N we denote an absolute positive constant whose value is unimportant and may change from line to line. We shall say that two positive functions f and g are comparable, written f ≈ g, if and only if there exists a constant N such that
we denote the closed ball with center at x and radius r. For the Whitney decomposition {Q k } of R n \ F , we write r k for the side-length of
In particular, (1.1) holds for all x ∈ R n and r > 0; the measure m β is a doubling
We need to prove R α,p (E) ≈ R α,p (E). Let us begin with comparing R α,p with a Hausdorff type outer measure. For β > 0 define the Hausdorff type outer measure H β by
One should note that a point x has positive H β measure unless it lies on F . In fact,
Proof. Let us prove first
by (2.3) and Lemma 1. Thus (2.4) follows. Take an arbitrary positive number ε. By definition we can find z i ∈ F and r i > 0 such that
Since ε is arbitrary, we have the desired inequality. The lemma is proved.
Proof of Theorem 1. Let us prove the inequality only for 1 < p < ∞. The p = 1 case is similar. It suffices to prove that
Since the multiplicity of Q k is bounded by a constant depending only on the dimension, it follows that
By an elementary calculation we see that if
, it follows from (2.3) and Theorem 2
by Lemma 2. This, together with (2.5), completes the proof, since ε is arbitrary.
Proof of Theorem 2
We shall show Theorem 2 as a corollary to a certain weighted norm inequality. For future reference we shall state the result in a slightly general form. Let 
Let us prove 
First we prove that Theorem 2 follows from Theorem 3.
Proof of Theorem 2. Suppose p = 1. Then the conclusion readily follows from Theorem 3 (ii). Suppose 1 < p < ∞. In view of Lemma 1, we see that the weight w(x) = δ(x) (1−p)α satisfies (A p ). Hence, Theorem 3 (i) implies that
where we put g(x) = f (x)δ(x) −α . This immediately yields Theorem 2. Now let us prove Theorem 3. Although the proof is carried out in a standard way (cf. [3] ), we give it for the completeness. In the rest of this section we let
First we note
In view of Lemma 1, we have .1) holds. Hölder's inequality and (3.1) yield
This, together with (3.2), completes the proof.
Let M α f (x) be the maximal function defined by
where the supremum is taken over all cubes containing x. Observe
As a result we have the following Lemma 4. Let Q be a cube and Q the double of Q. Then
We observe that if γ = (p + 1) −1 , then p = 1 γ − 1 and
-6 - 
Proof. By the Calderón-Zygmund lemma (e.g. [14, p.17]) we have a family of mutually disjoint cubes Q j such that
We have from Lemma 3
Let y j be the center of Q j and Q j the double of Q j . We put Ω = ∪ j Q j . It follows from Lemma 4 and the symmetry of
This, together with (3.4), implies
The proof is complete.
Lemma 6. Let max{
Then there is a positive constant
Proof. We may assume that there is a point x 0 in Q such that M α f (x 0 ) ≤ ελ. Let Q be the double of Q. In view of (3.3), we have for
The lemma follows.
Proof of Theorem 3. Suppose that w satisfies (A p ). In the same way as in [3, Theorem I], we see that
Hence it is sufficient to show that (3.6)
In the proof of (3.6) we may assume that f is bounded and has compact support. Since |T α f (x)| ≤ N |x| α−n ≤ N M α f (x) as |x| → ∞, it follows from (3.5) that ∫
Let λ > 0 and let {Q j } be the Whitney decomposition of the set {T α f > λ}. Observe that there is a constant N 2 > 1 such that the cube Q * j with the same center as Q j but expanded N 2 times meets the set {T α f ≤ λ}. Hence it follows from Lemma 6 that if γ is as in Lemma 6, then 
Letting ε > 0 be so small that N 3 ε δ(1−γ) < 1/2, we obtain (3.6). Thus (i) follows.
