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Introduction
Data Mining, an intersection area of human intervention, machine learning, mathematical modeling and databases, is a powerful information technology (IT) tool in today's competitive business world. The commercial interest of data mining applied in credit cardholder behavior analysis can be traced back to 1960s, for example, when IBM began to develop databases for credit cardholder behaviors.
11 At present, it is a growing awareness that more and more corporations take part in data mining software development, such as SAS 15 and HNC 10 due to the increasing use of credit card. How to predict bankruptcy in advance and avoid huge charge-off losses becomes a critical issue of credit card issuers (or banks). Generally, the purpose of using the classification models for credit cardholder behavior analysis is to find the common characters and patterns of personal bankruptcy. The process of controlling the bankruptcy risk includes: (1) choosing a training data set for predetermined classes; (2) developing a separation model with rules on the training set; (3) applying the model to classify unknown objects; and (4) discovering knowledge. Although the commercial software (e.g. IBM Intelligence Miner and SAS Enterprise Miner) can be adopted to predict patterns of credit card bankruptcy, the analysts are not satisfied with the prediction accuracy in specific aspects. In fact, both practitioners and researchers have tried a number of quantitative methods to conduct the credit card portfolio management so that the specific needs can be met. These methods include statistics, 19, 27 neural networks, 20 and multiple criteria linear programming.
16,30,31
A common characteristic of these models is that they first consider the behaviors of the cardholders as two predefined classes -bankrupt accounts and non-bankrupt accounts according to their historical records. Then they use the methods to calculate the Kolmogorov-Smirnov (KS) value that measures the largest separation of the two cumulative distributions of bankrupt accounts and non-bankrupt accounts in a training set. 3 Thus, these methods can be generally regarded as two-class classification models in credit cardholder behavior analysis.
Classification of credit cardholder behavior by using multiple criteria linear programming (MCLP) is derived from well-known linear discriminant models 4-6 and the compromise solution in multiple criteria linear programming. 28, 32, 34 In linear discriminant models, the misclassification of data separation can be described by two kinds of objectives in a linear system. In the first, the minimal distances of observations from the critical value are maximized (MMD). The second separates the observations by minimizing the sum of the deviations (MSD) of the observations. This deviation is also called "overlapping". The compromise solution in multiple criteria linear programming locates the best trade-offs between MMD and MSD for all possible choices.
Essentially, the data classification based on the MCLP method can be viewed as a data separation through the concept of the "optimal" tradeoff. However, it is hard to justify whether the MCLP method always results in the best data separation. For example, the MCLP method may fail to predict the status of a determined fraud as potential bankruptcy, which can cause a huge loss to the credit card issuer. Other methods, associated with the MCLP method, using non-optimal tradeoff of MMD and MSD may catch such a fraud. Therefore, the main research problem in credit cardholder behavior analysis is to seek the methods for producing higher prediction accuracy. Note that again such methods may provide the near best trade-off of MMD and MSD, but lead a better data separation result.
To explore this possibility, this paper proposes a heuristic classification method by using the fuzzy linear programming (FLP) for discovering the bankruptcy patterns of credit cardholders. 22, 23, 26, 28, 29, 36, 37 Instead of identifying compromise solutions for the separation of credit cardholder behaviors, this approach uses MSD as a tool for the first kind of separation of bankrupt accounts and non-bankrupt accounts. If the result is not satisfied, then it applies MMD for the second kind of separation of bankrupt accounts and non-bankrupt accounts. If this also brings an unsatisfied result, it finally produces a fuzzy (satisfying) solution of a fuzzy linear program, which is constructed from the solutions of MMD and MSD, for the third kind of separation of bankrupt accounts and non-bankrupt accounts. The better classifier results heuristically from the process of computing three kinds of separations. This paper will proceed as follows. Section 2 will review the basic concept of linear discriminant models and the MCLP compromise solution to data analyses. Section 3 will elaborate the model and algorithm of the proposed FLP heuristic classification method for credit cardholder behavior analysis. Section 4 uses a real-life credit database from a major US bank for empirical study which is compared with the results of MCLP compromise solution, induction decision tree and neural networks. The further research problems will be outlined in Sec. 5.
Linear System-Based Classification Models
Research of linear programming (LP) approaches to classification problems was initiated by Freed and Glover.
4
A basic framework of two-class problems can be presented as: given a set of r variables (attributes) about a cardholder a = (a 1 , . . . , a r ), let A i = (A i1 , . . . , A ir ) be the development sample of data for the variables, where i = 1, . . . , n and n is the sample size. We want to determine the best coefficients of the variables, denoted by X = (x 1 , . . . , x r ) T , and a boundary value b (a scalar) to separate two classes: G (Good for non-bankrupt accounts) and B (Bad for bankrupt accounts); that is,
To measure the separation of Good and Bad, we define: α i = the overlapping of two-class boundary for case A i (external measurement); α = the maximum overlapping of two-class boundary for all cases A i (α i < α); β i = the distance of case A i from its adjusted boundary (internal measurement); β = the minimum distance for all cases A i from its adjusted boundary (β i > β).
A simple version of Freed and Glover's 4 model which seeks MSD can be written as:
Subject to:
where A i are given, X and b are unrestricted, and α i ≥ 0. The alternative of the above model is to find MMD:
where A i are given, X and b are unrestricted, and β i ≥ 0. A hybrid model 6 that combines models (M 1) and (M 2) can be:
where A i are given, X and b are unrestricted, and α i and β i ≥ 0. A graphical representation of these models in terms of α is shown in Fig. 1 . We note that the key of the two-class linear classification models is to use a linear combination of the minimization of the sum of α i or/and maximization of the sum of β i to reduce the two criteria problem into a single criterion. The advantage of this conversion is to easily utilize all techniques of LP for separation, while the disadvantage is that it may miss the scenario of trade-offs between these two separation criteria.
Shi et al. 31 applied the compromise solution of multiple criteria linear programming (MCLP) to minimize the sum of α i and maximize the sum of β i simultaneously. A two-criteria linear programming model is stated as:
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where A i are given, X and b are unrestricted, and α i and β i ≥ 0. In a compromise solution approach, 28,32,34 the best trade-off between −Σ i α i and Σ i β i is identified for an optimal solution. To explain this, assume the "ideal value" of −Σ i α i be α * > 0 and the "ideal value" of Σ i β i be β
the regret measure is defined as −d
it is 0. Thus, the relationship of these measures are (i) α
0. An MCLP model for two-class separation is presented as:
where A i , α * , and β * are given, X and b are unrestricted, and Note that for the purpose of classification, a better classifier must have the higher accuracy rate. Given a threshold of correct classification as a simple criterion, the better classifier can be found through the training process whenever the accuracy rate of the model exceeds the threshold. 8, 16 Suppose that a threshold is given, the next section proposes a heuristic classification method by using the fuzzy linear programming (FLP) for discovering the bankruptcy patterns of credit cardholders.
Classification by Fuzzy Linear Programming
It has been recognized that in many decision making problems, instead of finding the exist "optimal solution" (a goal value), decision makers often approach a "satisfying solution" between upper and lower aspiration levels that can be represented by the upper and lower bounds of acceptability for objective payoffs, respectively. 2, 18, 32, 34 This idea, which has an important and pervasive impact on human decision making, 21 is called the decision makers' goal-seeking concept. Zimmermann 37 employed it as the basis of his pioneering work on FLP. When FLP is adopted to classify the Good and Bad data, a fuzzy (satisfying) solution is used to meet a threshold for the accuracy rate of classifications although the fuzzy solution is a near optimal solution.
Given a two-class problem and a database as described in Sec. 2, suppose a threshold τ is set up as priori, the FLP approach on classifications is to first train (e.g. solve repeatedly) model (M 1) for MSD and model (M 2) for MMD, respectively. If the accuracy rate of either (M 1) or/and (M 2) exceeds threshold τ , the approach terminates. This is the result of known LP classification methods. 4, 5 Generally, if both (M 1) and (M 2) cannot offer the results to meet threshold τ , then the following fuzzy approach is applied.
According to Zimmermann, 37 in formulating a FLP problem, the objectives (Minimize Σ i α i and Maximize Σ i β i ) and constraints (
. Thus, it can be considered appropriately to select x * such that
is the maximized solution.
Let y 1L be MSD and y 2U be MMD, then one can assume that the value of Maximize Σ i α i to be y 1U and that of Minimize Σ i β i to be y 2L . Note that normally, the "upper bound" y 1U related to (M 1) and the "lower bound" y 2L related to (M 2) do not exist for the formulations. Let
} and their membership functions can be expressed respectively by:
Then the fuzzy set of the objective functions is F = F 1 ∩ F 2 and its membership function is µ F (x) = min{µ F1 (x), µ F2 (x)}. Using the crisp constraint set X = {x: 
Subject to: where A i , y 1L , y 1U , y 2L and y 2U are known, X and b are unrestricted, and α i , β i , ξ ≥ 0. Note that model (M 6) will produce a value of ξ with 1 > ξ ≥ 0. To avoid the trivial solution, one can set up ξ > ε ≥ 0, for a given . Therefore, seeking Maximum ξ in the FLP approach becomes the standard of determining the classifications between Good and Bad records in the database. A graphical illustration of this approach can be seen from Fig. 2 , any point of hyper plane 0 < ξ < 1 over the shadow area represents the possible determination of classifications by the FLP method. Whenever model (M 6) has been trained to meet the given threshold τ , it is said that the better classifier has been identified. 
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A procedure of using the FLP method for data classifications can be captured by the flowchart of Fig. 3 . Note that although the boundary of two classes b is the unrestricted variable in model (M 6), it can be presumed by the analyst according to the structure of a particular database. First, choosing a proper value of b can speed up solving (M 6). Second, given a threshold τ , the best data separation can be selected from a number of results determined by different b values. Therefore, the parameter b plays a key role in this paper to achieve and guarantee the desired accuracy rate τ (see Tables 1-4 for different b values). For this reason, the FLP classification method uses b as an important control parameter as shown in Fig. 3 .
A heuristic FLP algorithm can be outlined as:
Step 1. Build a data mart for a task data mining project.
Step 2. Generate a set of relevant attributes or dimensions from a data mart. Transform the scales of the data mart into the same numerical measurement and determine predefined classes, classification threshold τ , training set and verifying set.
Step 3. Give a class boundary value b * . Use model (M 1), (M 2), and (M 6) to learn and compute the overall score A i X * of the relevant attributes or dimensions over all observations repeatedly (Fig. 3) . Step 4. If the accuracy rate of classification exceeds the threshold τ , go to step 5. Otherwise, go back to Step 3 and choose another boundary value b * * .
Step 5. Apply the final learned score X * to predict the unknown data in the verifying set.
Experimental Results From a Real-Life Database
Give a set of attributes, such as monthly payment, balance, purchase, and cash advance and the criteria about "bankruptcy", the purpose of data mining in credit card portfolio management is to find the better classifier through a training set and use the classifier to predict all other customer's spending behaviors. The frequently used data-mining model in the business is still a two-class separation technique. The key of two-class separation is to separate the "bankruptcy" accounts (called Bad) from the "non-bankruptcy" accounts (called Good) and identify as many bankruptcy accounts as possible. This is also known as the method of "making black list". In this section, a real-life data mart with 65 derived attributes and 1,000 records of a major US bank credit database is first used to train the FLP classifier. Then, the training solution is employed to predict the spending behaviors of another 5,000 customers from different states. Finally, the classification results are compared with that of the MCLP method, 16,17 neural network method, 7,33 and decision tree method.
14,25
There are two kinds of accuracy rates involved in this section. The first one is the absolute accuracy rate for Bad (or Good) which is the number of actual Bad (or Good) identified divided by the total number of Bad (or Good). The second is called catch rate, which is defined as the actual number of caught Bad and Good divided by the total number of Bad and Good. Let r g be the absolute accuracy rate for Good and r b be the absolute accuracy rate for Bad. Then the catch rate c r can be written as:
(r g the total of Good + r b × the total number of Bad) the total number of Good & Bad.
The difference of two rates is that the absolute accuracy rate measures the separation power of the model for an individual class while the catch rate represents the overall degree of correctness when the model is used. A threshold τ in this paper is set up against absolute accuracy rate or/and catch rate depending on the requirement of business decision making (see Tables 1-4 ).
Experimental results on unbalanced data set
The past experience on classification test showed that the training results of a data set with balanced records (number of Good equals number of Bad) may be different from that of an unbalanced data set. Given the unbalanced 1,000 accounts with 860 as Good and 140 as Bad accounts for the training process, models (M 1), (M 2) and (M 6) can be built as follows:
Maximize
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Let Maximize + β 2 + · · · + α 1000 = y 2L and
.
A well-known commercial software package, LINDO has been used to perform the training and predicting processes.
12 Table 1 Table 1 ). The catch rates of these two classifiers is not as high as the classifier of model (M 6) when b = −1.10 or −0.50. If we use classifier of model (M 6) when b = −3.00, then the prediction for the bankruptcy accounts (Bad) among 5,000 records by using the absolute accuracy rate is 88% (Table 2 ).
Experimental results on balanced data set
A balanced data set was formed by taking 140 Good accounts from 860 of the 1,000 accounts used before and combining with the 140 accounts. The records of 280 were trained and some of results are summarized in Table 3 , where we see that the best catch rate 0.907 is at b = −1.1 of model (M 6). Although the best absolute accuracy rate for Bad accounts is 0.907143 at b = −1.1 of model (M 6), the predicting result on Bad accounts for 5,000 records is 87% at b = −0.50 and 1.10 of model (M 6) in Table 4 . If the threshold τ for all of the absolute accuracy rate of Bad accounts, the absolute accuracy rate of Good accounts and catch rate is set up as 0.9 above, then model (M 6) with b = −1.10 is the only one to produce the satisfying classifier by Algorithm 1. However, the predicting result of this case is not the best one (see Table 4 ).
Generally, in both balanced and unbalanced data sets, model (M 1) is better than models (M 2) and (M 6) in identifying Good accounts, while model (M 2) identifies more Bad accounts than both model (M 1) ands (M 6). Model (M 6) has a higher catch rate in balanced data set than unbalanced data set compared with models (M 1) and (M 2). Therefore, if the data set is balanced, it is meaningful to implement FLP Algorithm 1 proposed in this paper for credit card bankruptcy analysis. This conclusion, however, may not be true for all kinds of data sets because of the different data structure and data feature.
Comparisons with other data mining approaches
Three known classification techniques, decision tree, neural network and multiple criteria linear programming (MCLP) have been used to run the 280 balanced data set and test (or predict) the 5,000 credit cardholder records in a major US bank. These results are compared with the FLP approach discussed above (see Tables 5  and 6 ). The software of decision tree is the commercial version called C5.0 (the newly updated version of C4. 5) 14 while software for both neural network and MCLP were developed at the Data Mining Lab, University of Nebraska at Omaha.
17,33
Note that in both Tables 5 and 6 , the column T g and T b respectively represent the number of Good and Bad accounts identified by a method, while the rows of Good and Bad represent the actual numbers of the accounts. In Table 5 , the final training result on decision tree was produced by C.50. The configuration used for training the neural network result includes a back prorogation algorithm, one hidden layer with 16 hidden nodes, random initial weight, sigmoid function, and 8,000 training periods. The boundary value of b in both MCLP and FLP methods were −1.10. As we see, the best training comparison on Good (non-bankruptcy) accounts is the decision tree with 138 out of 140 (98.57%) while the best for Bad (bankruptcy) accounts is the MCLP method with 133 out of 140 (95%). However, the FLP method has equally identified 127 out of 140 (90.71%) for Good and Bad. The neural network method underperformed others in the case. Table 6 shows the predicting (or testing) results on 5,000 records by using the classifiers based on the results of 280 balanced data sets. The MCLP method outperforms others in terms of predicting Good accounts with 3,160 out of 4,185 (75.51%), but the FLP method proposed in this paper is the best for predicting Bad accounts with 702 out of 815 (86.14%). If the business strategy of making black list on Bad accounts is chosen, then the FLP method should be used to conduct the data mining project. Therefore, the proposed FLP method demonstrated its advantages over the MCLP method and has a certain significance to be an alternative tool to the other well-known data mining techniques in classification (recall the main research problem in Sec. 1).
Concluding Remarks
In this paper, we have proposed a heuristic classification method by using the fuzzy linear programming (FLP) to discover the bankruptcy patterns of credit cardholders. This approach is based on the developed linear discriminant analysis using linear programming and multiple criteria linear programming classification. [4] [5] [6] 16, 30, 31 Without using compromise solution for the separation of credit cardholder behaviors, this approach classifies the credit cardholder behaviors by a process of seeking a fuzzy (satisfying) solution obtained from a fuzzy linear program. Although the mathematical modeling is not new, the framework of FLP classification configuration is innovative. In addition, both empirical training and prediction on a real-life credit database from a major US bank and comparison study have shown that this technique has performed better than is decision tree and neural network with aspect to predicting the future spending behavior of credit cardholders. It also has a great deal of potential to be used in various data mining tasks. Since the FLP approach is readily implemented by linear programming, any available linear programming packages, such as LINDO and Matlab can be used to conduct the data analysis.
12,13
To verify its application capability, we are currently testing this approach over other databases, such as the popular bio-medical database: Genbank, 1,24 HIV database, 35 and information intrusion and detection KDD, 99 database 9 for more insights. In the meantime, we are exploring the possible theoretical connections between the boundary b and threshold τ . The results of these ongoing projects will be reported in the near future.
