Overlap and grouping functions are special kinds of non necessarily associative aggregation operators proposed for many applications, mainly when the associativity property is not strongly required. The classes of overlap and grouping functions are richer than the classes of t-norms and t-conorms, respectively, concerning some properties like idempotency, homogeneity, and, mainly, the self-closedness feature with respect to the convex sum and the aggregation by generalized composition of overlap/grouping functions. In previous works, we introduced some classes of fuzzy implications derived by overlap and/or grouping functions, namely, the residual implications R O -implications, the strong implications (G, N )-implications and the Quantum Logic implications QL-implications, for overlap functions O, grouping functions G and fuzzy negations N . Such implications do not necessarily satisfy certain properties, but only weaker versions of these properties, e.g., the exchange principle. However, in general, such properties are not demanded for many applications. In this paper, we analyze the so-called law of O-Conditionality, O(x, I(x, y)) ≤ y, for any fuzzy implication I and overlap function O, and, in particular, for R O -implications, (G, N )-implications, QL-implications and D-implications derived from tuples (O, G, N ), the latter also introduced in this paper. We also study the conditional antecedent boundary condition for such fuzzy implications, since we prove that this property, associated to the left ordering property, is important for the analysis of the O-Conditionality. We show that the use of overlap functions to implement de generalized Modus Ponens, as the scheme enabled by the law of O-Conditionality, provides more generality than the laws of T -conditionality and U -conditionality, for t-norms T and uninorms U , respectively. © 2018. This manuscript version is made available under the CC-BY-NC-ND 4.0 license http://creativecommons.org/licenses/by-nc-nd/4.0/ inference processes via the generalized Modus Ponens (GMP) and Modus Tollens (GMT), carried out via the Zadeh's Compositional Rule of Inference [5] . 1 The GMP, which is the focus of this paper, can be implemented by a scheme enabled by the functional inequality called the Law of T -Conditionality, which, for a t-norm T and a fuzzy implication I, is stated by:
Introduction
Fuzzy implications [1] generalize the classical implication to fuzzy logic, by considering truth values varying in the unit interval [0, 1] instead of in the set {0, 1}. Among several applications (see, e.g: [2, 3, 4] ), fuzzy implications are largely applied in approximate reasoning, being used for modelling fuzzy conditionals and also in the to the left ordering property 3 , is important for the analysis of the O-Conditionality (see Section 4) ; (iv) to analyze the law of O-Conditionality for R O -, (G, N )-, QLand D-implications derived from tuples (O, G, N ).
The paper is organized as follows. Section 2 presents basic concepts that are necessary to develop the paper, including the concepts related to R O -, (G, N )-, QL-operations and implications derived from tuples (O, G, N ), in order to make this paper self-contained. In Section 3, we introduce the concept of D-operations and implications derived from tuples (O, G, N ), studying some properties. The O-conditionality for fuzzy implications in general is analysed in Section 4. The study of the conditional antecedent boundary condition for R O -, (G, N )-, QL-implications and D-implications derived from tuples (O, G, N ) is presented in Section 5. The O-conditionality for R O -, (G, N )-, QLand D-implications derived from tuples (O, G, N ) is analysed in Section 6. Section 7 is the Conclusion, with our final remarks and outlining future work.
Preliminary Concepts
In this section, we present the basic concepts that are necessary to develop the paper, including the R O -, (G, N )-, QL-operations and implications derived from tuples (O, G, N ). 
Aggregation functions: t-norms, t-conorms, overlap and grouping functions
and the greatest fuzzy negation N : [0, 1] → [0, 1]
Definition 2.2. A function A : [0, 1] n → [0, 1] is said to be an n-ary aggregation function if:
(A1) A is increasing 4 in each argument: for each i ∈ {1, . . . , n}, if x i ≤ y, then
A(x 1 , . . . , x n ) ≤ A(x 1 , . . . , x i−1 , y, x i+1 , . . . , x n );
(A2) A satisfies the boundary conditions: A(0, . . . , 0) = 0 and A(1, . . . , 1) = 1. An element x ∈]0, 1] is said to be a non-trivial zero divisor of T if there exists y ∈]0, 1] such that T (x, y) = 0. In this paper, the aggregation operators about which we are mainly concerned are overlap and grouping functions. [19, 20, 21, 39] :
(3) 
PROOF. It follows that: (G1) G is commutative;
(G2) G(x, y) = 0 if and only if x = y = 0;
(G3) G(x, y) = 1 if and only if x = 1 or y = 1;
(G4) G is increasing;
(G5) G is continuous. [4, 19, 40] :
A function ϕ : [0, 1] → [0, 1] is said to be an automorphism if ϕ is bijective and increasing. Given a function f : [0, 1] n → [0, 1] and an automorphism ϕ, the action of ϕ on f is the function
f ϕ is said the conjugate of f . There exist several properties that may be required for fuzzy implications [1, 54] . In the following, we present some properties that are used in this paper. (1)). In the following, we summarize the concepts related to fuzzy implications derived from overlap and grouping functions introduced in our previous works [4, 10, 21, 42 ].
Fuzzy implications: R

R O -Implications
In [21] , Dimuro and Bedregal studied the class of fuzzy implication functions called R O -implication functions, where O denotes overlap functions. R O -implication functions is a sub-class of residual implications derived from fuzzy conjunctions [44, Theorem 2] . In a more general context, R O -implication functions is a sub-class of the Rimplication like operator I A constructed by means of an arbitrary binary operator A, introduced by Ouyang [36] , who, however, has not analysed the specific case when A is an overlap function.
Let O : [0, 1] 2 → [0, 1] be an overlap function and define the function [1, 21] :
which are generated, respectively, by the overlap functions O V mM (Equation (4)), T M (the positive and continuous Minimum t-norm given in Equation (6)) and O m 1 2 (Equation (7)). In [21, 42] , several properties of I O -implications were studied. Some of them are used in this paper, namely:
be an overlap function. Then it holds that:
As a consequence, an R O -implication satisfies the property (OP) if and only if O has 1 as a neutral element [21] . In [21] , we presented two characterizations of 
O ≤x -Characterization of R O -implications: I satisfies the properties (SBC-0), (IP), (PEP) and ∀y ∈ [0, 1) :
PROOF. It follows that:
2
It is immediate that:
(G, N )-Implications
The class of fuzzy implications called (G, N )-implications, where G and N denote, respectively, grouping functions and fuzzy negations, were introduced by Dimuro et al. in [4] . This class of fuzzy implications is a particular subclass of (A, N )-functions derived from aggregation functions A and fuzzy negations N introduced subsequently by Pradera et al. [37, Definition 31] .
Let G : [0, 1] 2 → [0, 1] be a grouping function and N : [0, 1] → [0, 1] be a fuzzy negation, and define the function (i) The grouping function G V mM (Equation (9)) and the fuzzy negation [4] :
(ii) The grouping function G Mp (Equation (10)), for p = 2, and the fuzzy negation N 3 (x) = √ 1 − x generate the following (G, N )-implication [4] :
(iii) The grouping function G Mp (Equation (10)) and the least fuzzy negation N ⊥ (Equation (1)) generate the following (G, N )-implication:
(iv) The grouping function G 2 (Equation (11)) and the least fuzzy negation N ⊥ (Equation (1)) generate the following (G, N )-implication:
In [4] , several properties of (G, N )-implications were studied. In the following, we present some of them, which are used in this paper: 5 (vii) If I G,N satisfies (CP) for N and 0 is the neutral element of G then N is a strong fuzzy negation;
(viii) If I G,N satisfies (CP) for N and G has a strict section for an element in the range of N then N is a strong fuzzy negation;
(ix) I G,N satisfies (LCP) for N and 0 is the neutral element of G then N is a strong fuzzy negation;
In [4] , we provided a characterization of (G, N )-implications when N is a strong fuzzy negation. Next corollary, which follows directly from Theorem 2.2, provides a characterization of (G, N )-implications when N is a strong fuzzy negation. 
QL-implications derived from tuples (O, G, N )
The class of fuzzy implications called QL-implications derived from tuples (O, G, N ), where O, G and N denote, respectively, overlap and grouping functions, and fuzzy negations, were introduced by Dimuro et al. in [10] . QLimplications are special kind of QL-operators, when N is the greatest fuzzy negation (Equation (2)).
for all x, y ∈ [0, 1]. We denote such QL-operation by I O,G,N .
Observe that, whenever N is a continuous fuzzy negation, then I O,G,N is also continuous. 
Example 2.5. Consider the overlap function O 2 (Equation (5), for p = 2) and its dual grouping function G 2 (Equation (11) ). The QL-implication function derived from O 2 and G 2 is given by [10] :
In [10] , several properties of QL-implications were studied. In the following, we present some of them, which are used in this paper:
Introducing D-operations and D-implications derived from tuples (O, G, N )
In this section, we introduce the concepts of D-operations and D-implications derived from tuples (O, G, N ), denoted by I D O,G,N . We show that I D O,G,N are fuzzy implications just in the case when one considers the greatest fuzzy negation N . We also study some properties of D-operations and D-implications that are necessary for the development of this paper. Observe that, whenever N is a continuous fuzzy negation, then I D O,G,N is also continuous.
Proposition 3.1. Any D-operation derived from the tuple (O, G, N ) is of the form:
PROOF. One has to consider the following cases:
x = 1 and y = 1: In this case, since N (x) = N (1) = 0 and N (y) = 1, one has that: (N (1) , N (y)), y) = G (O(0, 1) , y) = G(0, y). y = 1: In this case, it is immediate that: N (1) ), 1) = 1.
x = 1 and y = 1: In this case, since N (x) = N (y) = 1, one has that: N (y) ), y) = G (O(1, 1) , y) = G(1, y) = 1.
It follows that: (1, N(y) ) < 1, one has that:
which is a contradiction, since any fuzzy implication satisfies (LBC). Therefore, one concludes that N = N . (5), for p = 2) and its dual grouping function G 2 (Equation (11) ). The D-implication function derived from O 2 and G 2 is given by:
Now consider the grouping function
The D-implication function derived from O 2 and G DB is defined by PROOF. It follows that:
(i) One has that that:
Suppose that there exist x, y = 0 such that N (x) = N (y) = 1 and consider y = 
Fuzzy Implications and the O-Conditionality
In this section, we study the law of conditionality for any fuzzy implication I : [0, 1] 2 → [0, 1] and overlap function O : [0, 1] 2 → [0, 1], which is a functional inequality that we call by the law of O-conditionality. First we define such law, and then we discuss the advantages one may get using it. Finally, several properties are analysed. In fact, (OC) means x * O (x → y) ≤ y, and is equivalent to (TC) whenever T is a positive (without zero divisors) and continuous t-norm.
Example 4.1. Observe that the use of (OC) can provide more flexibility and generality in the implementation of the GMP. In fact, let us consider two referential sets X = {x 1 , x 2 } and Y = {y 1 , y 2 }, and the fuzzy rule of the type:
where A = {(x 1 , A(x 1 )), (x 2 , A(x 2 ))} and B = {(y 1 , B(y 1 )), (y 2 , B(y 2 ))} are fuzzy sets over X and Y , respectively. Then, whenever I : [0, 1] 2 → [0, 1] is an implication function, Rule (26) can be represented by means of the following matrix:
Now, given a fact described in terms of a fuzzy set A over X, namely, A = {(x 1 , A (x 1 )), (x 2 , A (x 2 ))}, and given a t-norm T : [0, 1] 2 → [0, 1], the law of T -conditionality amounts to require that: [55] , where U is a uninorm. 7 In particular, the authors investigated this law for RU -implications derived from uninorms [56] and also (U, N )-implications based on uninorms and fuzzy negations [57] . However, since uninorms are associative and it is required a neutral element, the U -conditionality, although more general than T -conditionality, presents less generality than O-conditionality.
In the following, we state under which conditions of I and O we have that I satisfies (OC) for O. ϕ(y) )))))
The conditional antecedent boundary condition
In the previous section, we have showed that the conditional antecedent boundary condition (CAB), associated to the left ordering property (LOP), is important for the analysis of the O-conditionality of fuzzy implications (see Proposition 4.1). The left ordering property of fuzzy implications derived from overlap and grouping functions was already studied in previous works (see Section 3). In this section, we introduce several results related to the conditional antecedent boundary condition (CAB). 
(CAB) for R O -implications
which is a contradiction with (CAB). By the commutativity of O, if x < y , then I O (y , x ) > x , which is also a contradiction with (CAB). 
y if x > y, (given in Equation (15))
(given in Equation (16)) which are derived by the Minimum t-norm T M and the overlap function O m 1 2 (Equation (7)), respectively. Since PROOF. It follows that: (⇒) Suppose that I G,N satisfies (CAB) and N = N ⊥ . Then there exists x > 0 such that N (x ) = 0. Then, by (G2), it follows that
that is, I G,N (x , 0) > 0, which is a contradiction with (CAB). Now, suppose that G does not satisfy (G7). Then, for some y ∈ [0, 1[, one has that G(0, y ) > y . It follows that
which is a contradiction with (CAB). Therefore, if I G,N satisfies (CAB) then N = N ⊥ and G satisfies (G7).
(⇐) Suppose that N = N ⊥ and that G satisfies (G7). Whenever x > y then, since x = 0, one has that N ⊥ (x) = 0. It follows that
Thus, I G,N satisfies (CAB). 
Fuzzy implications derived from overlap and grouping functions and the O-Conditionality
In this section, we introduce an analysis of the O-Conditionality considering the particular cases of fuzzy implications derived from overlap and grouping functions.
O-Conditionality for R O -Implications
In 
2 Example 6.1. We analyse the O-conditionality for the following cases:
(i) Consider the overlap function O p (x, y) = (xy) p , with p ≥ 1 (Equation (5)), which obviously satisfies (O6), and the following R O -implication functions:
given, respectively, in Equations (15) and (16) , which are derived by the Minimum t-norm T M and the overlap function O m 1 2 (Equation (7) 
On the other hand, whenever x > y, it holds that: PROOF. Consider that I G,N satisfies (OC) for O and N = N ⊥ . Then there exists x ∈]0, 1[ such that N (x ) = 0. Then, by (G2), it holds that G(N (x ), 0) = 0, and, thus, by (O2), it follows that:
which is a contradiction with (OC). Thus, one has that N = N ⊥ . PROOF. If N = N ⊥ , then one has the following cases:
(i) If x = 0 then O(0, I G,N ⊥ (0, y)) = 0 ≤ y.
(ii) If x > 0 then, since O satisfies (O6), it follows that: 1 (Equation (5) ), which satisfies trivially (O6). Take the grouping function G Mp2 (x, y) = max{x p2 , y p2 }, with p 2 ≥ 1 (Equation (10) ), which obviously satisfies (G7), and the least fuzzy negation N ⊥ given in Equation (1) , which generate the (G, N )-implication function
given in Equation (19) . By Theorem 6.3, it holds that I G Mp 2 ,N ⊥ satisfies the law of O-conditionality for O p1 . In fact, for x = 0, it follows that
On the other hand, if x > 0, then
which illustrate the result given by Theorem 6.3.
(ii) Consider the overlap function O 2 (x, y) = (xy) 2 , (Equation (5) for p = 2), which satisfies trivially (O6). Take the grouping function G M 2 (x, y) = max{x 2 , y 2 } (Equation (10) for p = 2), which obviously satisfies (G7), and the fuzzy negation N 3 (x) = √ 1 − x, which generate the (G, N )-implication (18)). 
Let us now analyse the (G, N )-implication function
defined for any fuzzy negation N . Again, whenever one considers the overlap function O 2 and the critic case of y = 0 and 0 < x < 1, one has that whenever I G M 2 ,N satisfies the law of O-conditionality for O 2 , then it holds that
which implies that N (x) = 0 for all x ∈ ]0, 1[, that is, it implies that N = N ⊥ , in accordance with Theorem 6.2.
(iii) Consider the overlap function O p (x, y) = (xy) p , with p ≥ 1 (Equation (5)), which satisfies trivially (O6), and the grouping function G 2 (x, y) = 1 − (1 − x) 2 (1 − y) 2 (Equation (11)). By Example 5.2(iii) G2 does not satisfy (G7). The grouping function G 2 and the least fuzzy negation N bot (Equation (1)) generate the (G, N )implication function
given in Equation (20) . By Theorem 6.3, it holds that I G2,N ⊥ does not satisfy the law of O-conditionality for O p . In fact, whenever x = 1 and y = 0.1, one has that: O p (1, 1 − (1 − 0.1) 2 ) = 0.19 p > 0.1 = y.
O-Conditionality for QLand D-implication functions derived from tuples (O, G, N )
In this section, we analyse the law of O-conditionality for QL-implication and D-implication functions, showing that, as expected, they do not satisfy that law. PROOF. Take x ∈ ]0, 1[ and y = 0. Then, by Equation (21), one has that I O2,G,N (x, y) = 1, and, thus, Therefore, I D O2,G,N does not satisfy (OC). 2
Conclusion
In general, aggregation functions can be used not only to build implication functions from aggregation functions, but also the opposite direction [37] . On the other hand, several definitions of fuzzy implications, based on aggregation functions other than t-norms and t-conorms, have been introduced in the literature. Depending on the chosen operator, the derived fuzzy implication may or not satisfy certain properties. Nevertheless, there are some properties that may be not demanded for certain applications.
Overlap and grouping functions are a special kind of not necessarily associative bivariate aggregation operators used, in general, in applications involving the overlapping problem and/or when the associativity property is not strongly required, as in image processing and decision making based on fuzzy preference relations, respectively. In those applications, there is no need the use of t-norms/t-conorms as combination operators.
When considering fuzzy implications derived from overlap and grouping functions, certain properties may not be verified, as the exchange or the left neutrality principles, but only weaker versions of these properties.
The present paper presents an analysis of the O-Conditionality for fuzzy implications in general, and, in particular, for R O -, (G, N )-, QLand D-implications derived from tuples (O, G, N ), the latter also introduced in this paper. We also study the conditional boundary condition for such fuzzy implications, since this property, associated to the left ordering property, plays an important role in the analysis of the O-Conditionality.
Future theoretical work is concerned with the investigation of the law of O-conditionality in the interval-valued setting, as in [24, 46, 58] .
We are also aiming at applications in the context of hybrid BDI-fuzzy [59] 8 agent models, commonly used in social simulation [61, 62] , where the evaluation of social values and exchanges are of a qualitative, subjective, vague nature [63, 64] . Overlap functions and grouping functions can be used for dealing with indifference and incomparability when reasoning on the agent's fuzzy belief base, where a kind of weak preference relation may be defined. Fuzzy implications derived from overlap and grouping functions can be used for performing inferences, decision making and in the fuzzy control of the agents's intentions.
