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Abstract
We extend the notion of patch counting entropy to Delone sets without finite local
complexity (FLC). We show that for all Delone sets patch counting entropy equals the
topological entropy of the corresponding Delone dynamical systems. Furthermore we
present, that the classical definition can be obtained as a limit and is independent from
the choice of a ”uniformly growing” Van Hove net. The main tool of our investigation
is the Ornstein-Weiss lemma. We will thus present our results for Delone sets in locally
compact abelian groups for which a suitable version of this lemma holds, as for example
R
d or any compactly generated locally compact abelian group.
Mathematics Subject Classification (2000): 37B40, 37A35, 52C23, 37B10.
Keywords: Patch counting entropy, Delone set, Entropy, Locally compact abelian
group, Dynamical system, Ornstein-Weiss lemma.
1 Introduction
The study of structural properties of Delone sets is a key topic in the context of quasicrystals
and aperiodic order. Such sets are defined as relatively dense and uniformly discrete subsets
of Rd or more general groups, which are usually assumed to be locally compact abelian
groups (LCAG). The concept of a Delone set can be seen as a mathematical abstraction for
the positions of atoms in a solid state material, which in addition yields a physical motivation
for this investigation. An important tool in the study of Delone sets is the patch counting
entropy of a Delone set ω. Patch counting entropy is classically defined as
lim sup
n→∞
log(|Patω(Bn)|)
µ(Bn)
,
where (Bn)n∈N is the sequence of centred closed balls of radius n ∈ N and
Patω(A) := {(ω − g) ∩ A; g ∈ ω}
is the set of all A-patches for a compact set A. See [Lag99], [LP03] or [BLR07] for reference.
In [HR15, Definition 4.1] patch counting entropy is introduced for LCAG and the average is
computed along Van Hove sequences, like (Bn)n∈N. It is remarked there that it is not clear
under which assumptions this notion is independent from the choice of the Van Hove net.
In Theorem 1.2 and Theorem 1.4 we will present a sufficient condition for the independence.
To every Delone set in a LCAG a dynamical system, called the Delone dynamical system,
can be associated and geometrical properties of Delone sets translate as dynamical properties
of the corresponding Delone dynamical system. The classical definition of patch counting
entropy always gives the value infinity, whenever there is a compact set A such that there are
infinitely many A-patches. Delone sets with only finitely many A-patches for every compact
A are called Delone sets of finite local complexity. In [BLR07] it is shown that the patch
counting entropy
lim sup
n→∞
log(|Patω(Bn)|)
µ(Bn)
,
1
corresponds to the topological entropy of the Delone dynamical system whenever ω ⊆ Rd
is of finite local complexity. We will present in Example 3.3 a Delone set without finite
local complexity, hence infinite classical patch counting entropy for which the corresponding
Delone dynamical system has zero topological entropy.
This indicates that the classical definition of patch counting entropy is not well-suited
for Delone sets without finite local complexity. We thus give a definition that extends
the one from the literature beyond sets with finite local complexity in such a way that
it corresponds to topological entropy of the associated Delone dynamical system. During
this paper we assume G to be a LCAG for which a suitable version of the Ornstein-Weiss
lemma is satisfied. We call such groups Ornstein-Weiss groups. See Subsection 2.7 for a
precise definition. Examples of Ornstein-Weiss groups are all LCAG that contain a uniform
lattice and in particular all compactly generated LCAG. For reference see Section 2 below.
For subsets ξ, ζ ⊆ G of G, A ⊆ G compact and an open neighbourhood V of the identity
element we write
ξ
A,V
≈ ζ,
whenever ξ and ζ agree in A up to an error of V , i.e. if ξ ∩ A ⊆ ζ + V and ζ ∩A ⊆ ξ + V .
Definition 1.1. Let G be an abelian Ornstein-Weiss group. For a Delone set ω ⊆ G we say
that F ⊆ ω is an A-patch representation of scale V for ω, if for any g ∈ ω there is f ∈ F s.t.
ω − f
A,V
≈ ω − g.
In Remark 5.7 we will present that there is always a finite A-patch representation of scale
V for ω. We define patω(A, V ) as the minimal cardinality of an A-patch representation of
scale V for ω. We define the patch counting entropy of the Delone set ω as
Epc(ω) := sup
V ∈N (G)
sup
K∈K(G)
lim sup
i∈I
log(patω(Ai +K,V ))
µ(Ai +K)
for a point absorbing Van-Hove net (Ai)i∈I in G. In Remark 5.10 we will show that this
notion is independent from the choice of a point absorbing Van-Hove net.
This definition can be simplified if we consider point absorbing and uniformly growing
Van Hove sequences (An)n∈N. A Van Hove sequence is called uniformly growing, if for every
compact K ⊆ G there are m ∈ N and C ⊆ G compact with An +K ⊆ An+m ⊆ An + C for
n ∈ N. Important examples of a uniformly growing Van Hove sequences are the sequence of
closed centred balls (Bn)n∈N in R
d, the sequence of closed hypercubes ([−n, n]d)n∈N in Rd
and the sequence ({−n, · · · , n}d)n∈N in Zd. Note that every uniformly growing Van Hove
sequence in a compactly generated LCAG is point absorbing (see Remark 2.3).
Theorem 1.2. Let G be an abelian Ornstein-Weiss group and ω ⊆ G be a Delone set. For
every point absorbing and uniformly growing Van Hove sequence (An)n∈N there holds
Epc(ω) = sup
V ∈N (G)
lim sup
n∈N
log(patω(An, V ))
µ(An)
.
A proof is given in Section 3. As Delone dynamical systems are naturally defined as
actions of locally compact abelian groups acting on compact uniform spaces, we will extend
the investigation of topological entropy of such actions from [Hau19] in Section 4. This will
allow us to show in Subsection 5.2 that the patch counting entropy of a Delone set ω equals
the topological entropy E(piω) of the corresponding Delone dynamical system piω.
Theorem 1.3. Let G be an abelian Ornstein-Weiss group. For every Delone set ω ⊆ G
there holds Epc(ω) = E(piω).
In Section 6 we will present that our definition extends the classical one. In [LP03] it
is claimed that for Delone sets of finite local complexity in Rd the averaging along (Bn)n∈N
can be obtained as a limit. We present that this holds true in the following more general
context.
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Theorem 1.4. Let G be a non-compact abelian Ornstein-Weiss group and ω be a Delone
set of finite local complexity in G. For every point absorbing and uniformly growing Van
Hove sequence (An)n∈N there holds
Epc(ω) = lim
n→∞
log(|Patω(An)|)
µ(An)
.
Finally we obtain that the patch counting entropy can always be computed with a fixed
neighbourhood V , whenever V is sufficiently small.
Theorem 1.5. Let ω be a Delone set of finite local complexity in a non-compact but com-
pactly generated LCAG. For every uniformly growing Van Hove sequence (An)n∈N there
exists V ∈ N (G) such that for all W ∈ N (G) with W ⊆ V there holds
Epc(ω) = lim
n→∞
log(patω(An,W ))
µ(An)
.
2 Preliminaries
In this section we provide notion and background on topological groups, uniform spaces,
topological dynamical systems, Delone sets, amenable groups, Van Hove nets, uniform lat-
tices and Ornstein-Weiss groups.
2.1 Topological groups
Consider a group G. We write eG for the neutral element in G. For subsets A,B ⊆ G the
Minkowski product is defined as AB := {ab; (a, b) ∈ A×B}. For A ⊆ G and g ∈ G one also
writes Ag := A{g} and gA := {g}A. Furthermore we define the complement Ac := G \ A
and the inverse A−1 := {a−1; a ∈ A} of a subset A ⊆ G. We call a set A ⊆ G symmetric,
if A = A−1. In order to omit brackets, we will use the convention, that the operation of
taking the Minkowski product of two sets is stronger binding than set theoretic operations,
except from taking the complement; and that the inverse and the complement are stronger
binding than the Minkowski product. Note that the complement and the inverse commute,
i.e. (Ac)−1 = (A−1)c for any A ⊆ G.
A topological group is a group G equipped with a T0-topology
1 τ , such that the multi-
plication · : G × G → G and the inverse function (·)−1 : G → G are continuous. With our
definition every topological group is regular, hence Hausdorff, as shown in [HR12, Theorem
4.8]. An isomorphism of topological groups is a homeomorphism that is a group homomor-
phism as well. We write A for the closure of a subset A ⊆ G. We denote K(G) for the set
of all non-empty compact subsets of G; A(G) for the set of all closed subsets and N (G)
for the set of all open neighbourhoods of eG. Furthermore we abbreviate the term abelian
locally compact group by LCAG. We will denote the action of a LCAG G by +, the inverse
of g ∈ G by −g and the neutral element by 0. Therefore we write A+B for the Minkowski
product of subsets A,B ⊆ G and similar notation. We furthermore define inductively for
n ∈ N that 0⊙A := {0} and n⊙A := ((n− 1)⊙A) +A. We use the convention similar to
natural numbers, that ⊙ binds stronger than the Minkowski sum.
If G is a locally compact group, a left (resp. right) Haar measure on G is a non zero
regular Borel measure µ on G, which satisfies µ(gA) = µ(A) (resp. µ(Ag) = µ(A)) for all
g ∈ G and all Borel measurable subsets A ⊆ G. We call a measure on G a Haar measure, if
it is a right and a left Haar measure. A locally compact group that possesses a Haar measure
is called a unimodular group. In particular all LCAG are unimodular. There is µ(U) > 0
for all non empty open U ⊆ G and µ(K) < ∞ for all compact K ⊆ G. A Haar measure is
unique up to scaling, i.e. if µ and ν are Haar measures on G, then there is c > 0 such that
µ(A) = cν(A) for all Borel measurable sets A ⊆ G. If nothing else is mentioned, we denote
a Haar measure of a topological group G by µ. If G is a discrete group, then the counting
1 A topology is called T0, if for any two distinct points g, g′ ∈ G there is an open neighbourhood of g
that does not contain g′.
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measure, denoted by | · |, is a Haar measure on G. We will always equip discrete groups
with this Haar measure, i.e. scale such that |{g}| = 1 for some (and hence all) g ∈ G. For
further reference see [Fol13].
2.2 Uniform spaces
2.2.1 Binary relations
Let X be a set. A binary relation on X is a subset of X×X . For binary relations η and κ on
X we denote the inverse η−1 := {(y, x); (x, y) ∈ η} and the composition ηκ := {(x, y); ∃z ∈
X : (x, z) ∈ η and (z, y) ∈ κ}. A binary relation is called symmetric, if η = η−1. For
η ⊆ X ×X and x ∈ X we write [x]η := {y ∈ X ; (x, y) ∈ η} and η[x] := [x]η−1. For M ⊆ X
we denote [M ]η :=
⋃
x∈M [x]η and η[M ] := [M ]η
−1.
2.2.2 Uniform spaces
A uniformity for a set X is a non-empty family UX of subsets of X ×X such that
(a) each member of UX contains the diagonal ∆X ;
(b) if η ∈ UX , then η−1 ∈ UX ;
(c) if η ∈ UX , then there is κ ∈ UX such that κκ ⊆ η;
(d) if η and κ are members of UX , then so is η ∩ κ; and
(e) if η ∈ UX and η ⊆ κ ⊆ X ×X , then κ ∈ UX .
The pair (X,UX) is called a uniform space and the members of UX are called entourages.
An entourage η ∈ UX is called open (or closed), whenever it is open (or closed) with respect
to the product topology on X ×X . A subfamily BX ⊆ UX is called a base for UX , if every
entourage contains a member of BX . The family of all open and symmetric entourages form
a base of the corresponding uniform space. If (X,UX) is a uniform space the corresponding
uniform topology TX consists of all subsets U ⊆ X such that for each x ∈ U there exists
η ∈ UX with η[x] ⊆ U . Topological terminology in the context of uniform spaces refers to
this topology.
For a map f : X → Y we write f × f : X × X → Y × Y for the map with
f × f(x, y) := (f(x), f(y)). A map f : X → Y between uniform spaces (X,UX) and (Y,UY )
is called uniformly continuous, if the preimage of every entourage of Y under f × f is an
entourage of X . Every uniformly continuous map between uniform spaces is continuous
with respect to the corresponding uniform topologies. The reverse holds true, whenever
the domain of the map is assumed to be compact, as shown in [Kel17, Theorem 6.31]. For
further notions on uniform spaces, like the product of uniform spaces, see [Kel17].
Example 2.1. (i) If (X, d) is a metric space we define for ε > 0
[d < ε] := {(x, y) ∈ X ×X ; d(x, y) < ε}.
Then Bd := {[d < ε]; ε > 0} is a base for the uniformity
UX := {η ⊆ X ×X ; ∃ε > 0 : [d < ε] ⊆ η}.
The corresponding topology is the topology of open sets with respect to d.
(ii) Every compact Hausdorff space X has a unique uniformity UX consisting of all neigh-
bourhoods of the diagonal ∆X in X ×X . This can be obtained from the combination
of [Kel17, Theorem 6.22] with [Mun00, Theorem 32.3].
For η ∈ UX and (x, y) ∈ η, we say that x is η-close to y. This notion is symmetric, if
and only if η is symmetric. If x is η-close to y and y is κ-close to z, then x is ηκ-close to z.
If (X, d) is a metric space, then x is [d < ε]-close to y, if and only if d(x, y) < ε.
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2.3 Actions of a group on a topological space
Let G be a topological group and X be a topological space. A continuous map pi : G×X →
X is called an action of G on X (also dynamical system or flow), whenever pi(eG, ·) is
the identity on X and for all g, g′ ∈ G there holds pi(g, pi(g′, ·)) = pi(gg′, ·). We write
pig := pi(g, ·) : X → X for all g ∈ G. If pi and ϕ are actions of a topological group G on
topological spaces X and Y respectively, we call a surjective continuous map p : X → Y a
factor map, if p ◦ pig = ϕg ◦ p for all g ∈ G. We then refer to ϕ as a factor of pi and write
pi
p
→ ϕ. If p is in addition a homeomorphism, then p is called a topological conjugacy and
we call pi and ϕ topological conjugate.
2.4 Delone sets and Delone dynamical systems
Let G be a LCAG. For K ∈ K(G) a subset ω ⊆ G is called K-dense in G, if K + ω = G.
Furthermore ω ⊆ G is called relatively dense, if there is K ∈ K(G) such that ω is K-dense in
G. For V ∈ N (G) a subset ω ⊆ G is called V -discrete, if {V + g; g ∈ ω} is a disjoint family.
Furthermore ω ⊆ G is called uniformly discrete, if it is V -discrete for some V ∈ N (G). A
relatively dense and uniformly discrete subset ω ⊆ G is called a Delone set. For K ∈ K(G)
and V ∈ N (G) we denote by DK,V (G) the set of all K-dense and V -discrete subsets of G.
Note that G is assumed to be Hausdorff. Thus every V -discrete subset of G is discrete and
we get DK,V (G) ⊆ A(G). For A ⊆ G compact and g ∈ ω, we call (ω − g)∩A an A-patch of
ω ⊆ G and denote the set of all A-patches by Patω(A). A Delone set is said to have finite
local complexity (FLC), if Patω(A) is finite for every compact set A ⊆ G. For K ∈ K(G),
V ∈ N (G) and ξ, ζ ∈ A(G) we denote
ξ
K,V
≈ ζ,
whenever there is ξ ∩K ⊆ ζ + V and ζ ∩K ⊆ ξ + V . Furthermore we define
ε(K,V ) :=
{
(ξ, ζ) ∈ A(G)2; ξ
K,V
≈ ζ
}
.
The set
Blr := {ε(K,V ); (K,V ) ∈ K(G) ×N (G)}
defines a base for a uniformity UA(G) on A(G). We call this base the local rubber base. The
uniformity is called the local rubber uniformity. In [BL04, Theorem 3] it is shown, that the
corresponding topology, called local rubber topology, is a compact Hausdorff topology. For a
Delone set ω ⊆ G we denote
Dω := {ω + g; g ∈ G}
and Xω for the closure of Dω with respect to the local rubber topology. Then Xω is a
compact uniform space with base
Blr(ω) := {εω(K,V ); (K,V ) ∈ K(G) ×N (G)},
where we denote εω(K,V ) := ε(K,V ) ∩ (Xω × Xω) for the restricted entourages. We call
Blr(ω) the (restricted) locally rubber base and define the Delone dynamical system
piω : G×Xω → Xω
by piω(g, ξ) := ξ + g. The continuity of this action is shown in [BL04]. If ω ⊆ G is a Delone
set of finite local complexity there is another base of UXω that allows more control over the
considered sets. For K ∈ K(G) and V ∈ N (G) let
η(K,V ) := {(ξ, ζ) ∈ K(G)2; ∃x, z ∈ V : (ξ + x) ∩K = (ζ + z) ∩K}.
Furthermore denote ηω(K,V ) := η(K,V ) ∩ (Xω ×Xω) for every Delone set ω ⊆ G.
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Proposition 2.2. If ω ⊆ G is a Delone set with finite local complexity, then
Blm(ω) := {ηω(K,V ); (K,V ) ∈ K(G)×N (G)}
is a base of UXω . We will refer to this base as the local matching base of UXω .
Proof. It is shown in [BL04, Prop. 4.5] that the topology on Xω induced by the uniformity
generated by Blm(ω) is a compact Hausdorff topology and equals the topology induced by
UXω . As compact Hausdorff spaces have a unique uniformity, the uniformities agree and
Blm(ω) is a base for UXω .
2.5 Nets and convergence of nets
A partially ordered set (I,≥) is said to be directed, if I is not empty and if every finite
subset of I has an upper bound. A map f from a directed set I to a set X is called a
net in X . We also write xi for f(i) and (xi)i∈I for f . A net (xi)i∈I in a topological
space X is said to converge to x ∈ X , if for every open neighbourhood U of x, there
exists j ∈ I such that xi ∈ U for all i ≥ j. In this case we also write limi∈I xi = x.
For a net (xi)i∈I in R ∪ {−∞,∞}, we define lim supi∈I xi := infi∈I supj≥i xj and similarly
lim infi∈I xi. Note that (xi)i∈I converges to x ∈ R ∪ {−∞,∞}, if and only if there holds
lim supi∈I xi = x = lim inf i∈I xi. For more details, see [DS58] and [Kel17].
2.6 Amenable groups and Van Hove nets
Let G be a unimodular group. For K,A ⊆ G we define the K-boundary of A as
∂KA := KA ∩KAc.
We use the convention, that the Minkowski product is stronger binding as the operation of
taking the K-boundary and that the set theoretic operations, except from complementation,
are weaker binding. From the definition we obtain that K 7→ ∂KA is monotone. Note that
∂KA is the set of all elements g ∈ G such that K
−1g intersects both A and Ac.
A net (Ai)i∈I of measurable subsets of G is called finally somewhere dense, if there is
j ∈ I such that for all i ≥ j the set Ai is somewhere dense2. A finally somewhere dense net
(Ai)i∈I of compact subsets of G is called a Van Hove net, if for all K ⊆ G compact, there
holds
lim
i∈I
µ(∂KAi)
µ(Ai)
= 0.
A unimodular group is called amenable, whenever there is a Van Hove net in G. A net
(Ai)i∈I of subsets of G we call point absorbing, whenever for every g ∈ G there is some
j ∈ I such that for all i ≥ j there is g ∈ Ai. A Van Hove sequence (An)n∈N we call
uniformly growing, if for every compact K ⊆ G there are m ∈ N and C ⊆ G compact with
AnK ⊆ An+m ⊆ AnC for every n ∈ N.
Remark 2.3. (i) The definition of Van Hove nets given above is equivalent to the con-
cepts of Van Hove nets (and sequences respectively) given in [Tem], in [Sch99] and in
[FGJO18]. This is shown in [Hau19, Proposition 2.5].
(ii) A finally somewhere dense net (Ai)i∈I is called a Følner net, if for every g ∈ G there
holds
lim
i∈I
µ(Ai∆Aig)
µ(Ai)
= 0.
Here A∆B := (A\B)∪(B\A) is the symmetric difference of two sets. Every Van Hove
net is a Følner net and the reverse holds true in discrete groups. In [Tem, Appendix;
Ex. 3.4] an example of a Følner net in Rd is presented, that is not a Van Hove net.
Nevertheless it can be shown that a unimodular group contains a Van Hove net if and
only if it contains a Følner net. Thus our definition of amenability coincides with the
definition given in the literature. See [Hau19] for reference.
2A subset of a topological space is called somewhere dense, if it has nonempty interior. This ensures
µ(Ai) > 0.
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(iii) Every LCAG is amenable, as shown in [Pie84, Proposition 12.2].
(iv) It is shown in [Hau19, Proposition 2.3] that for compact subsets C,K ⊆ G and a Van
Hove net (Ai)i∈I there holds
lim
i∈I
µ(CAi)
µ(KAi)
= 1.
(v) If (Ai)i∈I is a point absorbing Van Hove net in G and G is not compact, then there
holds limi∈I µ(Ai) =∞. To see this, let C ⊆ G be a compact neighbourhood of 0. As
(Ai)i∈I is a Van Hove net we obtain limi∈I
µ(CAi)
µ(Ai)
. For K ⊆ G compact there is a
finite set F ⊆ G such that K ⊆ CF . Furthermore as (Ai)i∈I is point absorbing, there
is j ∈ I such that F ⊆ Ai for i ≥ j and we obtain K ⊆ CF ⊆ CAi for i ≥ j. Thus
µ(K) ≤ lim infi∈I µ(CAi) = lim infi∈I µ(Ai) for every compact set K ⊆ G. As G is
not compact there holds supK∈K(G) µ(K) = ∞ and we obtain lim infi∈I µ(Ai) = ∞,
hence the claimed statement.
(vi) Every uniformly growing Van Hove sequence (An)n∈N in a compactly generated LCAG
is point absorbing. To see this choose a compact neighbourhood K of 0 and C ∈ K(G)
and m ∈ N such that An +K ⊆ An+m ⊆ An + C. As G is compactly generated for
g ∈ G there is l ∈ N such that for n ≤ m and k ≥ l there holds g ∈ An + l ⊙ K ⊆
An + k ⊙K ⊆ An+km. This shows g ∈ An for all n ≥ lm+ 1.
(vii) The sequence (Bn)n∈N of centred closed balls Bn ⊆ Rd is uniformly growing. More
generally the Van Hove sequence (An)n∈N with An := [−n, n]
d × {−n, · · · , n}m × C
is uniformly growing in G = Rd × Zm × C, where C is a compact group. As every
compactly generated LCAG is algebraically and topologically isomorphic to such a
group, we find every compactly generated LCAG to contain a uniformly growing Van
Hove sequence.
(viii) The Van Hove sequence ([−n2, n2])n∈N in R is point absorbing but not uniformly
growing.
2.7 Ornstein-Weiss groups
The Ornstein-Weiss lemma is the key tool in order to define entropy for amenable groups.
We will thus introduce the following notion. A function f : K(G)→ R is called subadditive,
if for all A,B ∈ K(G) there holds
f(A ∪B) ≤ f(A) + f(B).
Furthermore a mapping f : K(G)→ R is said to be right invariant, if for all A ∈ K(G) and
for all g ∈ G there holds
f(Ag) = f(A).
A function f : K(G)→ R is called monotone, if for all A,B ∈ K(G) with A ⊆ B there holds
f(A) ≤ f(B).
An amenable group G is called an Ornstein-Weiss group, if for any subadditive, right in-
variant and monotone function f : K(G) → R and for every Van Hove net (Ai)i∈I in G the
limit
lim
i∈I
f(Ai)
µ(Ai)
exists, is finite and does not depend on the choice of the Van Hove net.
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2.8 Examples
The following examples and further non-abelian examples are considered in [Hau19, Example
2.10].
Example 2.4. In [Hau19, Theorem 3.1] it is shown that every LCAG that contains a uniform
lattice is an Ornstein-Weiss group. A uniform lattice is a discrete subgroup Λ ⊆ G such that
there is a pre-compact3 and Borel measurable C ⊆ G that contains eG, satisfies 0 < µ(C)
and the following property. Each g ∈ G can be written uniquely as g = cz with c ∈ C and
z ∈ Λ. The set C is called a fundamental domain for Λ and satisfies 0 < µ(C) ≤ µ(C) <∞.
Example 2.5. An amenable discrete groupG contains the uniform latticeG with fundamental
domain {eG}. In particular all abelian discrete groups are Ornstein-Weiss groups. See also
[Kri10, Theorem 1.1.] or [CSCK14, Theorem 1.1] for a direct proof that discrete amenable
groups are Ornstein-Weiss groups.
Example 2.6. The Euklidean space Rd is an Ornstein-Weiss group, as it contains the count-
able uniform lattice Zd with fundamental domain [0, 1)d.
Example 2.7. A compactly generated locally compact abelian group G is and Ornstein-Weiss
group, as it contains a countable uniform lattice. See [Hau19] for reference.
2.9 Topological entropy for actions of Ornstein-Weiss groups on
uniform spaces
As a Delone dynamical system acts naturally on compact uniform spaces we will now intro-
duce topological entropy of actions of Ornstein-Weiss groups on compact uniform spaces.
See [Hau19] for further reference.
2.9.1 Bowen action
For an action pi : G × X → X on a compact uniform space we define the corresponding
Bowen action pˆi : K(G) × UX → UX by pˆi(A, η) := ηA, where
ηA := {(x, y); ∀g ∈ A : (pi
g(x), pig(y)) ∈ η} =
⋂
g∈A
(pig × pig)−1 (η).
It is shown in [Hau19, Lemma 4.2], that the continuity of pi and the compactness of X yield
that the image of the Bowen action is indeed contained in UX . In order to omit brackets
we will use the convention, that the Bowen action is a stronger operation than the product
of entourages. The following rules are straight forward to prove. Note that (i) justifies that
we can omit brackets and write ηAB for η(AB) = (ηA)B.
Remark 2.8. For η, κ ∈ UX and A,B ⊆ G compact there holds
(i) η(AB) = (ηA)B ,
(ii) ηA∪B = ηA ∩ ηB and
(iii) ηAκA ⊆ (ηκ)A.
2.9.2 Topological entropy via small open covers
For η ∈ UX we say that a subset M ⊆ X is η-small, if M2 ⊆ η. We say, that a set
U of subsets of X is of scale η, if U is η-small for every U ∈ U . We denote by covX(η)
the minimum cardinality of an open cover of X of scale η. This quantity is well defined
by the compactness of X . It is presented in [Hau19, Subsection 4.2] that the function
K(G) ∋ A 7→ log(covX(ηA)) is monotone, sub-additive and right invariant for every η ∈ UX .
If G is assumed to be an Ornstein-Weiss group, then the limit in the following definition of
relative topological entropy exists and is independent from the choice of the Van Hove net.
3A subset A of a topological space X is called pre-compact, whenever the closure A is compact in X.
8
Definition 2.9. Let pi : G × X → X be an action of an Ornstein-Weiss group G on a
compact uniform space X . For any Van Hove net (Ai)i∈I and η ∈ UX , we define the
topological entropy of pi on scale η as
E(η|pi) := lim
i∈I
log(covX(ηAi))
µ(Ai)
.
We furthermore define the topological entropy of pi as
E(pi) := sup
η∈UX
Etop(η, pi).
3 Patch counting entropy via uniformly growing Van
Hove sequences
In this section we show that the notion of patch counting entropy, defined in Definition 1.1
simplifies as claimed in Theorem 1.2.
Lemma 3.1. Let (An)n∈N be a uniformly growing Van Hove sequence. Then for every
K ⊆ G compact there is m ∈ N such that An +K ⊆ An+m and limn→∞
µ(An+m)
µ(An+K)
= 1.
Proof. Let K ⊆ G be a compact subset. Then there is m ∈ N and C ⊆ G with An +K ⊆
An+m ⊆ An + C and we obtain by Remark 2.3(iv) that
1 =
µ(An +K)
µ(An +K)
≤
µ(An+m)
µ(An +K)
≤
µ(An + C)
µ(An +K)
n→∞
→ 1.
Proposition 3.2. Let f : K(G)→ [0,∞] be a monotone function. Then for every uniformly
growing Van Hove sequence (An)n∈N there holds
lim sup
n→∞
f(An)
µ(An)
= sup
K∈K(G)
lim sup
n→∞
f(An +K)
µ(An +K)
.
The statement remains valid, if the limit inferior instead of the limit superior is considered.
Proof. As {0} is compact, we obtain
lim sup
n→∞
f(An)
µ(An)
≤ sup
K∈K(G)
lim sup
n→∞
f(An +K)
µ(An +K)
.
To show the other inequality, let K ∈ K(G). By Lemma 3.1 there is m ∈ N such that
An +K ⊆ An+m and limn→∞
µ(An+m)
µ(An+K)
= 1. Thus
lim sup
n∈N
f(An +K)
µ(An +K)
= lim sup
n∈N
f(An +K)
µ(An+m)
≤ lim sup
n∈N
f(An+m)
µ(An+m)
= lim sup
n∈N
f(An)
µ(An)
.
We obtain
lim sup
n→∞
f(An)
µ(An)
≥ sup
K∈K(G)
lim sup
n→∞
f(An +K)
µ(An +K)
by taking the supremum over all K ∈ K(G). A similar argument shows the statement for
the limit inferior.
As K(G) ∋ A 7→ patω(A, V ) ∈ [0,∞] is monotone for every V ∈ N (G) we obtain
Theorem 1.2 from Proposition 3.2.
Theorem 1.2. Let G be an abelian Ornstein-Weiss group and ω ⊆ G be a Delone set. For
every point absorbing and uniformly growing Van Hove sequence (An)n∈N there holds
Epc(ω) = sup
V ∈N (G)
lim sup
n∈N
log(patω(An, V ))
µ(An)
.
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Using Theorem 1.2 we present an example of a Delone set in R without finite local
complexity but zero patch counting entropy.
Example 3.3. Let G := R and define
ω := {0} ∪
{
n+
1
n
; n ∈ Z \ {0}
}
.
Then ω is a Deloney set. As Patω
([
0, 32
])
=
{{
0, n
2+n−1
n2+n
}
; n ∈ N
}
this set is not of finite
local complexity and there holds
lim sup
n∈N
log(|Patω([−n, n])|)
µ([−n, n])
=∞.
We will now show that Epc(ω) = 0.
Proof. For every ε > 0 let Aε := [−ε, ε] and Vε := (−ε, ε). Then (An)n∈N is a uniformly
growing Van Hove net and by Theorem 1.2 we can obtain the patch counting entropy of ω
as
Epc(ω) = sup
m∈N
lim sup
n→∞
log(patω(An, Vm−1))
2n
.
We claim that for n,m ∈ N with n ≥ 4m that the set Fn := A4n ∩ ω is an An-patch
representation of scale Vm−1 . As ω is uniformly discrete there is a constant c ∈ N such
|Fn| ≤ cn and we obtain from the claim that
patω(An, Vm−1) ≤ |Fn| ≤ cn.
We calculate
0 ≤ Epc(ω) = sup
m∈N
lim sup
n→∞
log(patω(An, Vm−1))
2n
≤ sup
m∈N
lim sup
n→∞
log(c) + log(n)
2n
= 0.
It remains to show the claimed statement about Fn. To show this let g ∈ ω and consider
first the case g ∈ A4n. Then g ∈ Fn and we can set f := g to obtain
ω − f
An,Vm−1
≈ ω − g.
If g /∈ A4n, we set f := maxFn. As f, g > 3n and f, g ∈ ω, we obtain from the construction
of ω that
(ω − f) ∩ An ⊆ (Z+ V2n−1) ∩ [−n, n]
⊆ ((ω − g) + V2n−1 + V2n−1 ) ∩ [−n, n]
⊆ (ω − g) + Vm−1 .
and similarly one shows (ω − g) ∩ An ⊆ (ω − f) + Vm−1 . This shows Fn to be an An-patch
representation of scale Vm−1 .
4 Topological entropy via dense subsets, open covers,
separating sets and spanning sets
In Delone dynamical systems one knows the orbitDω to be dense inXω. It is thus interesting,
whether topological entropy can be calculated by considering open covers, separating subsets
or spanning subsets of a dense subset instead of the whole space. During this section let
pi be an action of an Ornstein-Weiss group G on a compact uniform space X and D ⊆ X
be a dense subset of X . Every open cover of X restricts to an open cover of D. Thus for
η ∈ UX the minimal cardinality of an open cover of D of scale η is dominated by covX(η)
and in particular there is a finite open cover of scale η. For the minimal cardinality of an
open cover of D of scale η we denote covD(η).
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Definition 4.1. A subset S ⊆ X is called η-separated, if for every s ∈ S there is no further
element in S that is η-close to s. We say that S ⊆ X is η-spanning for D, if for all d ∈ D
there is s ∈ S such that s is η-close to d or d is η-close to s.
The following Lemma is shown in [Hau19, Lemma 4.16] and [Hau19, Lemma 4.17].
Lemma 4.2. For η ∈ UX the cardinality of an η-separated subset of D is bounded from
above by covD(η) < ∞ and every η-separated subset of D of maximal cardinality is η-
spanning for D.
In particular there are finite η-separated subsets of D of maximal cardinality and finite
subsets of D that are η-spanning for D of minimal cardinality.
Definition 4.3. We denote by sepD(η) the maximal cardinality of an η-separated subset
of D. Furthermore spaD(η) is defined as the minimal cardinality of a subset of D that is
η-spanning for D.
The notions spaD, sepD and covD relate in the following way.
Lemma 4.4. For η, ϑ ∈ UX such that ϑ is open and symmetric there holds
(i) spaD(η) ≤ sepD(η) ≤ covD(η) ≤ covX(η) <∞,
(ii) covD(ϑηηϑ) ≤ spaD(η), whenever η is symmetric and
(iii) covX(ϑηϑ) ≤ covD(η).
Proof. From Lemma 4.2 we obtain (i). To show (ii) let S ⊆ M be η-spanning for M . As ϑ
is open and η is symmetric we obtain {ϑη[s]; s ∈ S} to be an open cover of M . It suffices
to show that ϑη[s] is (ϑηηϑ)-small for any s ∈ S. For x, y ∈ ϑη[s] = ϑ−1η−1[s] = (ηϑ)−1[s]
we know x to be ϑη-close to s and s to be ηϑ-close to y, hence x to be ϑηηϑ-close to y.
To obtain (ii), let U be an open cover of D by η-small sets. As D is dense in X we
know that V := {ϑ[U ]; U ∈ U} is an open cover of X and it suffices to show, that ϑ[U ] is
ϑηϑ-small for every U ∈ U . For x, y ∈ ϑ[U ] there are ux, uy ∈ U which are ϑ-close to x and
y respectively. As U is η-small, x is ϑηϑ-close to y and we obtain (ϑ[U ])2 ⊆ ϑηϑ.
The following yields the link between these notions and the Bowen action.
Lemma 4.5. For every entourage η ∈ UX there is an entourage ϑ ∈ UX with ϑ ⊆ η such
that for every compact A ⊆ G there holds
(i) covD(ηA) ≤ spaD(ϑA) and
(ii) covX(ηA) ≤ covD(ϑA).
Proof. To show (i) let ϑ ∈ UX be symmetric and such that ϑϑϑ ⊆ η. For A ⊆ G compact
we calculate ϑAϑAϑA ⊆ (ϑϑϑ)A ⊆ ηA. Let now κ ∈ UX be open and symmetric such that
κ ⊆ ϑA. Thus Lemma 4.4(ii) yields
covD(ηA) ≤ covD(ϑAϑAϑA) ≤ covD(κϑAκ) ≤ spaD(ϑA).
Similarly, one obtains (ii) from Lemma 4.4(iii).
Theorem 4.6. Let pi be an action of an Ornstein-Weiss group G on a compact uniform
space X and let D ⊆ X be a dense subset. For any Van-Hove net (Ai)i∈I and any base BX
of UX there holds
E(pi) = sup
η∈BX
lim sup
i∈I
log(covD(ηAi))
µ(Ai)
= sup
η∈BX
lim sup
i∈I
log(sepD(ηAi))
µ(Ai)
= sup
η∈BX
lim sup
i∈I
log(spaD(ηAi))
µ(Ai)
.
The statement remains valid, if the limit inferior instead of the limit superior is considered.
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Proof. As
η 7→ lim sup
i∈I
log(covD(ηAi))
µ(Ai)
and the other similar terms are decreasing4, it suffices to show the statement for the base
BX = UX . By Lemma 4.4(i) we obtain
sup
η∈UX
lim sup
i∈I
log(spaD(ηAi))
µ(Ai)
≤ sup
η∈UX
lim sup
i∈I
log(sepD(ηAi))
µ(Ai)
≤ sup
η∈UX
lim sup
i∈I
log(covX(ηAi))
µ(Ai)
= E(pi)
By Lemma 4.5(i), we obtain
sup
η∈UX
lim sup
i∈I
log(covD(ηAi))
µ(Ai)
≤ sup
ϑ∈UX
lim sup
i∈I
log(spaD(ϑAi))
µ(Ai)
.
From Lemma 4.5(ii) it follows that
E(pi) = sup
η∈UX
lim sup
i∈I
log(covX(ηAi))
µ(Ai)
≤ sup
ϑ∈UX
lim sup
i∈I
log(covD(ϑAi))
µ(Ai)
.
An analogue argument shows the result for the limit inferior.
The question arises, whether we can replace the limit superior in the first line of Theorem
4.6 by a limit. As G is an Ornstein-Weiss group, we have to see, whether
A 7→
log(covD(ηAi))
µ(Ai)
(1)
is monotone, sub-additive and right invariant. Again monotonicity is a direct consequence
of the definition and it is possible to show that this map is sub additive without further
assumptions (see [Hau19, Lemma 4.11]). Nevertheless this mapping is not necessarily right
invariant. We need the following condition on D.
Definition 4.7. Let pi be an action of a group G on X . A subset M ⊆ X is called pi-
invariant, if pig(M) =M for all g ∈ G.
Assume now D to be pi-invariant and dense. For A ∈ K(G), η ∈ UX , an open cover U of
X of scale ηA and g ∈ G we obtain the set Ug = {(pig)−1(U); U ∈ U} to be an open cover
of D of scale ηAg and hence covD(ηAg) ≤ covD(ηA). This shows the mapping considered in
(1) to be right invariant.
Corollary 4.8. Let pi be an action of an Ornstein-Weiss group G on a compact uniform
space X and let D ⊆ X be a pi-invariant dense subset. For any Van-Hove net (Ai)i∈I and
any base BX of UX there holds
E(pi) = sup
η∈BX
lim
i∈I
log(covD(ηAi))
µ(Ai)
.
5 Patch counting entropy for Delone sets without finite
local complexity
In order to show that the patch counting entropy of a Delone set equals the topological
entropy of the corresponding dynamical system, i.e. Theorem 1.3, we introduce intermediate
concepts between A-patch representations and spanning sets in the corresponding Delone
4We call a map f : A→ B decreasing, whenever f is monotone after we reverse the ordering on A. Here
UX is ordered by set inclusion.
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dynamical system. During this section we assume G to be a non-compact abelian Ornstein-
Weiss group and ω ⊆ G to be a Delone set. Let A ⊆ G be a compact subset and V be an
open neighbourhood of 0. We say that F ⊆ G is a non-centred A-patch representation of
scale V for ω, if for any g ∈ G there is f ∈ F s.t.
ω − g
A,V
≈ ω − f.
Furthermore a subset F ⊆ G we call an A-patch separation of scale V for ω, if for any
g, g′ ∈ F with g 6= g′ we have that there does not hold
ω − g
A,V
≈ ω − g′,
i.e. (ω−g)∩A is not contained in (ω−g′)+V or (ω−g′)∩A is not contained in (ω−g)+V .
5.1 Non-centred patch counting and topological entropy
In order to establish the relationship between non-centred patch counting and topological
entropy we first consider the entourages of the corresponding Delone dynamical system. A
straight forward argument shows the following.
Proposition 5.1. Let A ∈ K(G), V ∈ N (G) and F ⊆ G.
(i) F is a non-centred A-patch representation of scale V , if and only if {ω− f ; f ∈ F} is
εω(A, V )-spanning for Dω.
(ii) F is an A-patch separation of scale V , if and only if {ω − f ; f ∈ F} is εω(A, V )-
separated.
Combining Proposition 5.1 with Lemma 4.2 we obtain that there is a finite non-centred
A-patch representation on scale V for ω and that the cardinality of an A-patch separation
on scale V for ω is bounded.
Definition 5.2. We define npatω(A, V ) as the minimal cardinality of a non-centred A-
patch representation of scale V for ω. Furthermore we denote by sepω(A, V ) the maximal
cardinality of an A-patch separation of scale V for ω.
Remark 5.3. With this notion we obtain from Proposition 5.1 that for A ∈ K(G) and
V ∈ N (G) there holds npatω(A, V ) = spaDω (εω(A, V )) and sepω(A, V ) = sepDω (εω(A, V )).
Next we present the link between the local rubber base and the Bowen action, which is
the key to establish the equality of patch counting entropy and topological entropy of the
corresponding dynamical system.
Lemma 5.4. For A,K ∈ K(G) and V ∈ N (G) there holds εω(K,V )A = εω(K −A, V ).
Proof. To show εω(K −A, V ) ⊆ εω(K,V )A, let (ξ, ζ) ∈ εω(K −A, V ). For g ∈ A we obtain
ξ ∩ (K − g) ⊆ ξ ∩ (K −A) ⊆ ζ + V , hence
pig(ξ) ∩K = (ξ + g) ∩K ⊆ ζ + g + V = pig(ζ) + V.
Similarly one shows pig(ζ) ∩ K ⊆ pig(ξ) + V . This proves (pig(ξ), pig(ζ)) ∈ εω(K,V ), i.e.
(ξ, ζ) ∈ εω(K,V )g for every g ∈ A. We thus obtain
εω(K −A, V ) ⊆
⋂
g∈A
εω(K,V )g = εω(K,V )A.
It remains to show εω(K,V )A ⊆ εω(K − A, V ). For (ξ, ζ) ∈ εω(K,V )A there holds
(pig(ξ), pig(ζ)) ∈ εω(K,V ) for every g ∈ A, hence
(ξ + g) ∩K = pig(ξ) ∩K ⊆ pig(ζ) + V = ζ + g + V.
We obtain ξ ∩ (K − g) ⊆ ζ + V for all g ∈ A and compute
ξ ∩ (K −A) = ξ ∩

⋃
g∈A
(K − g)

 = ⋃
g∈A
(ξ ∩ (K − g)) ⊆ ζ + V.
As one shows similarly that ζ ∩ (K −A) ⊆ ξ + V , we conclude (ξ, ζ) ∈ εω(K −A, V ).
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Proposition 5.5. For every Van Hove net (Ai)i∈I there holds
E(piω) = sup
V ∈N (G)
sup
K∈K(G)
lim sup
i∈I
log(npatω(K +Ai, V ))
µ(K +Ai)
.
The statement remains valid, if the limit inferior instead of the limit superior and if sepω
instead of npatω is considered.
Proof. Note first that (−Ai)i∈I is a Van Hove net. Furthermore by Remark 2.3(iv) there
holds limi∈I
µ(Ai)
µ(K+Ai)
= 1 for every compact subset K ⊆ G. Using Theorem 4.6, Lemma 5.4
and Remark 5.3 we compute
E(piω) = sup
ε∈Blr(ω)
lim sup
i∈I
log(spaDω (ε(−Ai)))
µ(−Ai)
= sup
V ∈N (G)
sup
K∈K(G)
lim sup
i∈I
log(spaDω (εω(K,V )(−Ai)))
µ(Ai)
= sup
V ∈N (G)
sup
K∈K(G)
lim sup
i∈I
log(spaDω (εω(K +Ai, V )))
µ(Ai)
= sup
V ∈N (G)
sup
K∈K(G)
lim sup
i∈I
log(npatω(K +Ai, V ))
µ(Ai)
= sup
V ∈N (G)
sup
K∈K(G)
lim sup
i∈I
log(npatω(K +Ai, V ))
µ(K +Ai)
.
A similar argument yields the statement about sepω and the limit inferior respectively.
5.2 Centred and non-centred patch counting
We now establish the connection between non-centred and A-patch representations.
Proposition 5.6. Let K ∈ K(G) and V ∈ N (G).
(i) If A ∈ K(G) satisfies 0 ∈ A and F is a non-centred A-patch representation of scale V ,
then F ∩ (ω + V ) is an A-patch representation of scale V , hence
patω(A, V ) ≤ npatω(A, V ).
(ii) Assume V to be symmetric and ω to be K-dense. There is a finite set FK,V ⊆ K
such that for every A ∈ K(G) there holds the following. If F is an (A + K)-patch
representation of scale V , then F + FK,V is a non-centred A-patch representation of
scale V + V , hence there is a constant NK,V ∈ N that does not dependent on A with
npatω(A, V + V ) ≤ NK,V patω(A+K,V ).
Proof. To show (i) assume 0 ∈ A ∈ K(G). For every g ∈ ω there is f ∈ F such that
ω − g
A,V
≈ ω − f.
Hence 0 ∈ (ω − g) ∩A ⊆ (ω − f) + V and we deduce f ∈ F ∩ (ω + V ). To show (ii) assume
V to be symmetric and ω to be K-dense. As K is compact, there is a finite set FK,V ⊆ K
such that K ⊆ FK,V + V . Let g ∈ G. As K + ω = G, there are e ∈ FK,V , v ∈ V and u ∈ ω
with e+ v ∈ K and e+ v + u = g. In order to show F + FK,V to be a non-centred A-patch
representation of scale V + V it is sufficient to show that there is f ∈ F with
ω − g
A,V+V
≈ ω − (f + e).
As F is an A+K-patch representation for ω of scale V there is f ∈ F with
ω − f
A+K,V
≈ ω − u.
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As e ∈ FK,V ⊆ K, we get (ω − f) ∩ (A+ e) ⊆ (ω − u) + V. We thus compute
(ω − (f + e)) ∩ A = ((ω − f) ∩ (A+ e))− e
⊆ (ω − u) + V − e
= ω − g + v + V
⊆ (ω − g) + (V + V ).
As e+ v ∈ K, we obtain that (ω − u) ∩ (A+ e+ v) ⊆ (ω − f) + V. Thus V = −V implies
(ω − g) ∩ A = (ω − e− v − u) ∩ A
= ((ω − u) ∩ (A+ e+ v))− e − v
⊆ (ω − f) + V − e− v
⊆ (ω − (f + e)) + (V + V ).
This shows ω − g
A,V+V
≈ ω − (f + e).
Remark 5.7. As every A ∈ K(G) satisfies A ⊆ A ∪ {0} Proposition 5.6(i) and Proposition
5.1(i) imply the existence of a finite A-patch representation of scale V for V ∈ N (G). In
particular we obtain for A ∈ K(G) with 0 ∈ A and V ∈ N (G) that
patω(A, V ) ≤ npatω(A, V ) ≤ sepω(A, V ) <∞.
Theorem 5.8. For every point absorbing Van Hove net (Ai)i∈I there holds
Epc(ω) = sup
V ∈N (G)
sup
K∈K(G)
lim sup
i∈I
log(npatω(Ai +K,V ))
µ(Ai +K)
.
The statement remains valid, if the limit inferior instead of the limit superior is considered.
Proof. The inequality ”≤” follows immediately from Proposition 5.6(i), as for every K ⊆ G
compact there is j ∈ I such that 0 ∈ Ai + K for i ≥ j. To show ”≥” let K ∈ K(G) and
V ∈ K(G). As A 7→ npatω(A, V ) is monotone we assume without lost of generality that ω
is K-dense. Let W ∈ N (G) be symmetric with W +W ⊆ V . We obtain from Proposition
5.6(ii) the existence of a constant N ∈ N such that for all A ∈ K(G) there holds
npatω(A, V ) ≤ npatω(A,W +W ) ≤ N patω(A+K,W ).
From Remark 2.3 we obtain limi∈I µ(Ai +K) =∞ and limi∈I
µ(Ai+K+K)
µ(Ai+K)
= 1 to compute
lim sup
i∈I
log(npatω(Ai +K,V ))
µ(Ai +K)
≤ lim sup
i∈I
(
log(N)
µ(Ai +K)
+
log(patω(Ai +K +K,W ))
µ(Ai +K)
)
= lim sup
i∈I
log(patω(Ai +K +K,W ))
µ(Ai +K)
= lim sup
i∈I
log(patω(Ai +K +K,W ))
µ(Ai +K +K)
≤ sup
U∈N (G)
sup
C∈K(G)
lim sup
i∈I
log(patω(Ai + C,U))
µ(Ai + C)
= Epc(ω).
As similar argument yields the statement for the limit inferior.
Using that K(G) ∋ A 7→ npatω(A, V ) is monotone for every V ∈ N (G) we apply Propo-
sition 3.2 to obtain the following.
Corollary 5.9. For every uniformly growing and point absorbing Van Hove sequence (An)n∈N
there holds
Epc(ω) = sup
V ∈N (G)
lim sup
n→∞
log(npatω(An, V ))
µ(An)
.
The statements remains valid, if the limit inferior instead of the limit superior is considered
and for sepω instead of npatω.
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Theorem 1.3. Let G be an abelian Ornstein-Weiss group. For every Delone set ω ⊆ G
there holds Epc(ω) = E(piω).
Proof. The combination of Theorem 5.8 and Proposition 5.5 implies the statement.
Remark 5.10. The combination of Theorem 5.8 and Proposition 5.5 also shows that the
patch counting entropy is independent from the choice of a point absorbing Van Hove net.
6 Entropy of Delone sets with finite local complexity
We will show next that the classical definition yields the same value of patch counting
entropy for all sets of finite local complexity. In this section we assume G to be a non-
compact abelian Ornstein-Weiss group and ω to be a Delone set of finite local complexity.
For A ⊆ G compact we call a subset F ⊆ ω an exact A-patch representation, if for all
g ∈ ω there is f ∈ F such that (ω − g) ∩ A = (ω − f) ∩ A. The minimal cardinality of an
exact A-patch representation is |Patω(A)|. Furthermore for every V ∈ N (G) we obtain that
every exact A-patch representation is an A-patch representation of scale V . Thus for every
A ∈ K(G) and every V ∈ N (G) there holds
patω(A, V ) ≤ |Patω(A)|.
We obtain that for every point absorbing Van Hove net (Ai)i∈I there holds
Epc(ω) ≤ sup
K∈K(G)
lim sup
i∈I
log(|Patω(Ai +K)|)
µ(Ai +K)
(2)
and a similar statement for the limit inferior. As K(G) ∋ A 7→ Patω(A) is monotone we
furthermore get from Proposition 3.2 that for every point absorbing and uniformly growing
Van Hove sequence there holds
Epc(ω) ≤ lim sup
i∈I
log(|Patω(Ai)|)
µ(Ai)
(3)
and a similar statement about the limit inferior. Note that in Example 3.3 it is shown that
this inequality can be strict if ω is not of finite local complexity. We will now present that
there holds equality in (2) and (3) whenever ω if of finite local complexity and if we assume
in addition the Van Hove net to be finally compactly connected.
6.1 On compactly connected sets
We will need the concepts of compactly connected sets and finally compactly connected Van
Hove nets in the following.
Definition 6.1. For a compact neighbourhood K ⊆ G of 0 a subset A ⊆ G is said to be K-
connected, if for all a, b ∈ A there are a0, · · · , an ∈ A with a0 = a, an = b and ai− ai−1 ∈ K
for every i ∈ {1, · · · , n}. A Van Hove net (Ai)i∈I we call finally K-connected, if there is
j ∈ I such that Ai is K-connected for every i ≥ J . We say that a Van Hove net is finally
compactly connected, if it is finally K-connected for some compact neighbourhood K ⊆ G
of 0.
Example 6.2. Every Van Hove net of path-connected sets is finally K-connected for every
compact neighbourhood K ⊆ G of 0. Thus the sequence (Bn)n∈N of closed centred balls
in Rd is finally compactly connected. In Zd the sequence ({−n, · · · , n}d)n∈N consists of
{−1, 0, 1}d-connected sets and is therefore finally compactly connected as well.
Lemma 6.3. Let C be a compact neighbourhood of 0. If A,B ∈ K(G) are C-connected,
then so is A+B.
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Proof. Let a + b, a′ + b′ ∈ A + B such that a, a′ ∈ A and b, b′ ∈ B. As A and B are C-
connected there are finite sequences a0, · · · , an and b0, · · · , bm in A and B respectively with
a0 = a, b0 = b, an = a
′, bm = b
′, ai − ai−1 ∈ C for i ∈ {1, · · · , n} and bj − bj−1 ∈ C for
j ∈ {1, · · · ,m}. We define
ck :=
{
ak + b0 , k ∈ {0, · · · , n}
an + bk−n , k ∈ {n, · · · , n+m}
for k ∈ {0, · · · , n +m}. Then ck − ck−1 for k ∈ {1, · · · , n +m}, a + b = a0 + b0 = c0 and
a′ + b′ = an + bm = cm+n. We thus obtain A+B to be C-connected.
Lemma 6.4. If (Ai)i∈I is a point absorbing and finally compactly connected Van Hove net
and K ∈ K(G), then also (Ai +K)i∈I is a point absorbing and finally compactly connected
Van Hove net.
Proof. It is presented in Remark 2.3(iv) that (Ai + K)i∈I is a Van Hove net. To show
that this net is point absorbing let g ∈ G. As (Ai)i∈I is point absorbing for any k ∈ K
there is j ∈ I such that g − k ∈ Ai, hence g ∈ Ai + k ⊆ Ai + K for all i ≥ j. To show
that (Ai +K)i∈I is finally compactly connected we obtain the existence of j ∈ I and of a
compact neighbourhood C of 0 such that Ai is C-connected for all i ≥ j from (Ai)i∈I being
finally compactly connected. By Lemma 6.3 we know that Ai+K is C ∪ (K−K)-connected
for all i ≥ j. As C ∪ (K − K) is compact we obtain (Ai + K)i∈I to be finally compactly
connected.
Lemma 6.5. Let K be a compact and symmetric neighbourhood of 0. If A,B ⊆ G satisfy
A ⊆ B ⊆ A+K and if A is K-connected, then B is K-connected.
Proof. Let b, b′ ∈ B. As B ⊆ A+K there are a, a′ ∈ A such that b − a, b′ − a′ ∈ K. As A
is K-connected there is a finite sequence a0, · · · , an in A ⊆ B such that a = a0, a′ = an and
ai−ai−1 ∈ K for i ∈ {1, · · · , n}. Set b0 := b, bn+2 := b′ and bi := ai+1 for i ∈ {1, · · · , n+1}.
Then there holds bi−bi−1 ∈ K for i ∈ {1, · · · , n+2} and we obtain B to beK-connected.
Lemma 6.6. Every uniformly growing Van Hove sequence is finally compactly connected.
Proof. Let (An)n∈N be a uniformly growing Van Hove sequence. Let C ∈ K(G) and m ∈ N
such that An = An + {0} ⊆ An+m ⊆ An + C for all n ∈ N. Without lost of generality we
assume C to be symmetric and An to be C connected for n ≤ m. By Lemma 6.5 we obtain
inductively An to be C-connected for all n ∈ N.
Remark 6.7. The Van Hove sequence ([−n2, n2])n∈N in R is point absorbing and finally
compactly connected but not uniformly growing. Furthermore ([0, n])n∈N is finally com-
pactly connected but neither point absorbing nor uniformly growing. The Van hove sequence
([−n, n]∪{n2})n∈N is point absorbing but neither finally compactly connected nor uniformly
growing.
6.2 Exact patches and patch separation
In order to establish the equality in Equation (2) for point absorbing and finally compactly
connected Van Hove nets, we will use the local matching base Blm(ω) of UXω . Unfortunately
there seems to hold no relationship between the Bowen action and Blm(ω) like established
for the local rubber base Blr(ω) in Lemma 5.4. Nevertheless, we have the following.
Lemma 6.8. For K ∈ K(G), V ∈ N (G) and g ∈ A there holds ηω(K,V )g = ηω(K − g, V ).
Proof. Note that (ξ, ζ) ∈ ηω(K,V )g, if and only if there holds (ξ+g, ζ+g) = (pig(ξ), pig(ζ)) ∈
ηω(K,V ). This is equivalent to the existence of x, z ∈ V with (ξ+g+x)∩K = (ζ+g+z)∩K,
which reformulates as (ξ+ x)∩ (K − g) = (ζ + z)∩ (K − g). Such x, z ∈ V exist, if and only
if (ξ, ζ) ∈ ηω(K − g, V ).
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Lemma 6.9. Let C ∈ K(G) be symmetric and V ∈ N (G) be such that V ⊆ C. Let
furthermore x, a ∈ G such that x − a ∈ C. Then for all V -discrete ξ, ζ ⊆ G with x ∈ ξ ∩ ζ
and (ξ, ζ) ∈ ηω(3 ⊙ C + a, V ) there holds ξ ∩ (C + x) = ζ ∩ (C + x).
Proof. As (ξ, ζ) ∈ ηω(3⊙ C + a, V ), there are y, z ∈ V with
(ξ + y) ∩ (3 ⊙ C + a) = (ζ + z) ∩ (3⊙ C + a). (4)
We obtain x+ y = (x− a) + a+ y ∈ C + a+ V ⊆ 3⊙ C + a, hence
x+ y ∈ (ξ + y) ∩ (3⊙ C + a) ⊆ ζ + z.
It follows that x, x+ (y − z) ∈ ζ. From z ∈ V we see
x+ y = z + x+ y − z ∈ V + (x+ (y − z))
and from y ∈ V we obtain x+ y ∈ V +x. Thus V +x and V +(x+(y− z)) are not disjoint.
As we assumed ζ to be V -discrete there holds x = x+ (y − z), hence y = z. It follows from
(4) that
ξ ∩ (3⊙ C + (a− y)) = ζ ∩ (3⊙ C + (a− y)).
From
C + x = C + (x− a) + y + (a− y) ⊆ C + C + V + (a− y) ⊆ 3⊙ C + (a− y)
we obtain the statement.
Lemma 6.10. Let C ∈ K(G) and V ∈ N (G) such that C is symmetric and such that
V ⊆ C. Let A ∈ K(G) be C-connected and such that 0 ∈ A. Then for all ξ, ζ ∈ DC,V (G)
that satisfy 0 ∈ ξ ∩ ζ and (ξ, ζ) ∈ ηω(9 ⊙ C, V )−A there holds ξ ∩A = ζ ∩ A.
Proof. Let a ∈ ξ ∩ A. As A is C-connected there are a0, · · · , an ∈ A with a0 = 0, an = a
and ai − ai−1 ∈ C for all i ∈ {1, · · · , n}. Set x0 := 0 and xn := a. As C + ξ = G there are
xi ∈ ξ with ai − xi ∈ C. We will show a = xn ∈ ζ by induction and thus obtain a ∈ ζ ∩ A.
This shows ξ ∩ A ⊆ ζ ∩ A. The other inclusion is shown analogously. It remains to show
the induction. There holds x0 = 0 ∈ ζ. Now assume xi ∈ ζ for some i ∈ {0, · · · , n− 1}. As
ai ∈ A we obtain
(ξ, ζ) ∈ ηω(9⊙ C, V )−A ⊆ ηω(9⊙ C, V )(−ai) = ηω(3⊙ (3 ⊙ C) + ai, V ).
Furthermore there holds V ⊆ C ⊆ 3⊙C, xi − ai ∈ C ⊆ 3⊙C and xi ∈ ξ ∩ ζ. Thus Lemma
6.9 yields
ξ ∩ (3 ⊙ C + xi) = ζ ∩ (3⊙ C + xi).
From xi+1−xi = (xi+1−ai+1)+(ai+1−ai)+(ai−xi) ∈ 3⊙C we obtain xi+1 ∈ ξ∩(3⊙C+xi) =
ζ ∩ (3⊙ C + xi) ⊆ ζ.
Lemma 6.11. Let C ∈ K(G) and V ∈ N (G) be such that ω ∈ DC,V (G) and assume C to
be symmetric and to satisfy V ⊆ C. For all C-connected A ∈ K(G) with 0 ∈ A there holds
|Patω(A)| ≤ sepDω(ηω(9⊙ C, V )−A).
Proof. Assume F ⊆ G to be an exact A-patch representation of scale V for ω of minimal
cardinality. Then for distinct x, y ∈ F with we have that (ω − x) ∩ A 6= (ω − y) ∩ A. As
F ⊆ ω there holds 0 ∈ (ω − x) ∩ (ω − y). From ω − x, ω − y ∈ DC,V (G) we obtain by
Lemma 6.10 that (ω − x, ω − y) /∈ ηω(9 ⊙ C, V )−Ai . This shows {ω − f ; f ∈ F} to be an
ηω(9⊙ C, V )-separated subset of Dω.
Lemma 6.12. For every point absorbing and finally compactly connected Van Hove net
(Ai)i∈I there holds
lim sup
i∈I
log(|Patω(Ai)|)
µ(Ai)
≤ Epc(ω).
The statement remains valid, if the limit inferior instead of the limit superior is considered.
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Proof. There are are V ∈ N (G), j ∈ I and a compact neighbourhood C of 0 such that
ω ∈ DC,V (G), 0 ∈ Ai and Ai is C-connected for i ≥ j. As ηω(9 ⊙ C, V ) ∈ UX we obtain
from Lemma 6.11, Theorem 4.6 and Theorem 1.3 that
lim sup
i∈I
log(|Patω(Ai)|)
µ(Ai)
≤ lim sup
i∈I
log(sepDω (ηω(9⊙ C, V )−Ai))
µ(Ai)
≤ sup
η∈UX
lim sup
i∈I
log(sepDω(η−Ai))
µ(Ai)
= E(piω) = Epc(ω).
A similar argument yields the statement about the limit inferior.
Theorem 6.13. Let G be a non-compact abelian Ornstein-Weiss group and ω be a Delone
set of finite local complexity in G. For every point absorbing and finally compactly connected
Van Hove net (Ai)i∈I there holds
Epc(ω) = sup
K∈K(G)
lim sup
i∈I
log(|Patω(Ai +K)|)
µ(Ai +K)
.
The statement remains valid, if the limit inferior instead of the limit superior is considered.
Proof. By (2) it remains to show that for every K ∈ K(G) there holds
lim sup
i∈I
log(|Patω(Ai +K)|)
µ(Ai +K)
≤ Epc(ω).
From Lemma 6.4 we obtain (Ai + K)i∈I to be a point absorbing and finally compactly
connected Van Hove net. Thus Lemma 6.12 implies the statement. A similar argument
shows the statement for the limit inferior.
Theorem 1.4. Let G be a non-compact abelian Ornstein-Weiss group and ω be a Delone
set of finite local complexity in G. For every point absorbing and uniformly growing Van
Hove sequence (An)n∈N there holds
Epc(ω) = lim
n→∞
log(|Patω(An)|)
µ(An)
.
Proof. As (3) holds for the limit inferior instead of the limit superior we obtain the statement
from Lemma 6.12 and Lemma 6.6, by computing
Epc(ω) ≤ lim inf
i∈I
log(|Patω(An)|)
µ(An)
≤ lim sup
i∈I
log(|Patω(An)|)
µ(An)
≤ Epc(ω).
Remark 6.14. In [BLR07] it is shown for Delone sets ω ⊆ Rd of finite local complexity that
E(piω) = lim sup
n→∞
log(|Patω(Bn)|)
µ(Bn)
,
where (Bn)n∈N is the point absorbing and uniformly growing Van Hove sequence of the
centred balls of radius n ∈ N. In that paper the question was raised, whether there is an
overall factor of µ(B1)
µ(C1)
, if we replace the centred balls by centred cubes Cn of side length 2n.
We obtain from Theorem 1.4 that this factor is 1.
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6.3 Patch counting in compactly generated LCAG
In the remainder we assume in addition G to be compactly generated, i.e. to be a non-
compact compactly generated LCAG. In this subsection we present that Lemma 6.11 also
yields that for every Delone set of finite local complexity in such a group there is a compact
neighbourhood V of 0 such that the supremum in the definition of patch counting entropy
is attained for this V . We first need the following.
Lemma 6.15. For every compact neighbourhood C ⊆ G of 0 there are KC ∈ K(G), VC ∈
N (G) and NC ∈ N, such that for all C-connected A ∈ K(G) with 0 ∈ A there holds
|Patω(A)| ≤ NC patω(A+KC , VC) ≤ NC npatω(A+KC , VC) ≤ NC sepω(A+KC , VC).
Proof. If we had shown the statement for some compact neighbourhood C of 0, then it
would be also valid for all compact neighbourhoods C′ ⊆ C of 0. We thus assume without
lost of generality that C is symmetric and that there is an open neighbourhood V ⊆ C of
0 such that ω ∈ DC,V (G). The combination of Lemma 4.4(i) and Lemma 4.5(i) yields the
existence of ϑ ∈ UXω such that for all A ∈ K(G) with 0 ∈ A there holds
sepDω (ηω(9 ⊙ C, V )−A) ≤ spaDω (ϑ−A).
As Blr(ω) is a base of UXω there are K˜C ∈ K(G) with 0 ∈ K˜C and V˜C ∈ N (G) with V˜C ⊆ V
such that εω(K˜C , V˜C) ⊆ ϑ. From Lemma 6.11 and Remark 5.3 we obtain for all A ∈ K(G)
with 0 ∈ A that
|Patω(A)| ≤ sepDω (ηω(9⊙ C, V )−A) ≤ spaDω (ϑ−A)
≤ spaDω (εω(K˜C , V˜C)−A) = npatω(A+ K˜C , V˜C).
We set KC := K˜C + C and choose VC ∈ N (G) symmetric such that VC + VC ⊆ V˜C . As ω
is C-dense we can apply Proposition 5.6(ii) to obtain a constant NC ∈ N such that for all
A ∈ K(G) with 0 ∈ A there holds
|Patω(A)| ≤ npatω(A+ K˜C , V˜C)
≤ npatω(A+ K˜C , VC + VC)
≤ NC patω(A+ K˜C + C, VC)
= NC patω(A+KC , VC).
The second and third inequality follow from Remark 5.7, as 0 ∈ A+KC .
Lemma 6.16. Let C ⊆ G be a compact neighbourhood of 0. Denote by KC0 (G) the set of all
C-connected and compact subsets of G that contain 0. If f : K(G) 7→ [0,∞] is a monotone
map, then for every Van Hove net (Ai)i∈I there holds
sup
K∈K(G)
lim sup
i∈I
f(Ai +K)
µ(Ai +K)
= sup
K∈KC
0
(G)
lim sup
i∈I
f(Ai +K)
µ(Ai +K)
.
The statement remains valid, if the limit inferior instead of the limit superior is considered.
Proof. To show the non trivial inequality let K ∈ K(G). As G is compactly generated
we know that there is n ∈ N such that K ⊆ n ⊙ C. From Remark 2.3(iv) we obtain
limi∈I
µ(Ai+n⊙C)
µ(Ai+K)
= 1. As C contains 0, C is itself C-connected and Lemma 6.3 shows n⊙C
to be C-connected. Using the monotonicity of f we compute
lim sup
i∈I
f(Ai +K)
µ(Ai +K)
≤ lim sup
i∈I
f(Ai + n⊙ C)
µ(Ai +K)
= lim sup
i∈I
f(Ai + n⊙ C)
µ(Ai + n⊙ C)
≤ sup
K∈KC
0
(G)
lim sup
i∈I
f(Ai +K)
µ(Ai +K)
.
The supremum over all K ∈ K(G) yields the claim.
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Theorem 6.17. Let ω ⊆ G be a Delone set of finite local complexity in a non-compact
compactly generated locally compact abelian group G. For every compact neighbourhood
C ⊆ G of 0 there is VC ∈ N (G) such that for every V ∈ N (G) with V ⊆ VC the following
statements hold true.
(i) For every point absorbing and finally C-connected Van Hove net (Ai)i∈I , there holds
Epc(ω) = sup
K∈K(G)
lim sup
i∈I
log(patω(Ai +K,V ))
µ(Ai +K)
.
The statement remains valid, if the limit inferior instead of the limit superior is con-
sidered.
(ii) For every finally C-connected and uniformly growing Van Hove sequence (An)n∈N,
there holds
Epc(ω) = lim
n→∞
log(patω(An, V ))
µ(An)
.
Furthermore the statements holds true, if patω is replaced by npatω or sepω.
Proof. Let j ∈ I be such that 0 ∈ Ai and such that Ai is C-connected for some compact
neighbourhood C of 0. Recall that we denote by KC0 (G) the set of all C-connected and
compact subsets that contain 0. By Lemma 6.15 there are KC ∈ K(G), VC ∈ N (G) and
NC ∈ N such that for every A ∈ K
C
0 (G) there holds
|Patω(A)| ≤ NC patω(A+KC , VC).
As (Ai)i∈I is point absorbing and finally compactly connected there is j ∈ I such that
Ai ∈ KC0 (G) for all i ≥ j and we obtain from Lemma 6.3 that there is Ai +K ∈ K
C
0 (G) for
K ∈ KC0 (G) and i ≥ j. Thus there holds
sup
K∈KC
0
(G)
lim sup
i∈I
log(|Patω(Ai +K)|)
µ(Ai +K)
≤ sup
K∈KC
0
(G)
lim sup
i∈I
log(NC patω(Ai +K +KC , VC))
µ(Ai +K)
.
As G is assumed to be non-compact, we obtain from Remark 2.3 that limi∈I µ(Ai+K) =∞
and furthermore limi∈I
µ(Ai+K)
µ(Ai+K+KC)
for every K ∈ KC0 (G). We apply for V ∈ N (G) with
V ⊆ VC Lemma 6.16 to A 7→ |Patω(A)| and A 7→ Patω(A, V ) respectively and obtain from
Theorem 1.4 the following
Epc(ω) = sup
K∈K(G)
lim sup
i∈I
log(|Patω(Ai +K)|)
µ(Ai +K)
= sup
K∈KC
0
(G)
lim sup
i∈I
log(|Patω(Ai +K)|)
µ(Ai +K)
≤ sup
K∈KC
0
(G)
lim sup
i∈I
log(NC patω(Ai +K +KC , VC))
µ(Ai +K)
= sup
K∈KC
0
(G)
lim sup
i∈I
(
log(NC)
µ(Ai +K)
+
log(patω(Ai +K +KC , VC))
µ(Ai +K)
)
= sup
K∈KC
0
(G)
lim sup
i∈I
log(patω(Ai +K +KC , VC))
µ(Ai +K +KC)
≤ sup
K′∈KC
0
(G)
lim sup
i∈I
log(patω(Ai +K
′, V ))
µ(Ai +K ′)
= sup
K′∈K(G)
lim sup
i∈I
log(patω(Ai +K
′, V ))
µ(Ai +K ′)
≤ Epc(ω).
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This shows (i) for patω. Similarly one shows the statements for npatω, sepω and the limit
inferior respectively. We obtain (ii) from Proposition 3.2 and (i) by
Epc(ω) = lim inf
n→∞
log(patω(An, V ))
µ(An)
≤ lim sup
n→∞
log(patω(An, V ))
µ(An)
= Epc(ω).
Note that (An)n∈N is point absorbing by Remark 2.3(vi).
Theorem 1.5. Let ω be a Delone set of finite local complexity in a non-compact but com-
pactly generated LCAG. For every uniformly growing Van Hove sequence (An)n∈N there
exists V ∈ N (G) such that for all W ∈ N (G) with W ⊆ V there holds
Epc(ω) = lim
n→∞
log(patω(An,W ))
µ(An)
.
Proof. (An)n∈N is finally compactly connected by Lemma 6.6. Thus there is a compact
neighbourhood C of 0 such that (An)n∈N is finally C-connected and uniformly growing. We
thus obtain the statement from Theorem 6.17(ii).
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