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Abstract
We consider the general problem of determining the maximum possible multiplicity of an eigenvalue
in a Hermitian matrix whose graph contains exactly one cycle. For some cases we express that maximum
multiplicity in terms of certain parameters associated with the graph.
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1. Introduction
Given an n-by-n Hermitian matrix A = [aij ], we denote by G(A) the (undirected) graph of
A; it has vertex set {1, . . . , n} and an edge {i, j}, i /= j , if and only if aij /= 0.
Let G be an undirected graph. By a path of G we always mean an induced subgraph of G
that is itself a path. Since a path is a sequence of distinct vertices such that consecutive vertices
are adjacent, some times we denote the path D on vertices 1, . . . , r such that the vertices i, i + 1
are adjacent, with 1  i  r − 1, by the sequence 1, . . . , r . A cycle is a connected graph where
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every vertex has exactly two neighbors; the smallest cycle is the complete graph K3. Some times
we denote the cycle C on vertices 1, . . . , r such that the vertices i, i + 1 are adjacent, with
1  i  r − 1, and {1, r} is an edge of C, by the sequence 1, . . . , r, 1. The phrase “G contains a
cycle” refers to a subgraph of G that is a cycle, [3].
For an undirected graph G on vertices 1, . . . , n, we denote by:
S(G) the set of all Hermitian matrices whose graph is G;
M(G) the maximum multiplicity of any single eigenvalue among all matrices inS(G);
P(G) the path-covering number of G, i.e., the minimum vertex disjoint paths of G that cover
all the vertices of G;
m(G) = n − minA∈S(G) rank(A).
It is easy to prove that:
Proposition 1.1. For each graph G,
M(G) = m(G).
In 1999, Johnson and Leal Duarte [5] studied the maximum multiplicity of an eigenvalue in
a matrix whose graph is a tree. Several authors have previously been interested in multiplicities
of eigenvalues of matrices whose graph is a tree, e.g. [6,7]. In the paper written by Johnson and
Leal Duarte, [5], they proved:
Theorem 1.2. For each tree T ,
M(T ) = P(T ),
i.e., the maximum multiplicity is the path-covering number of T .
In this paper we consider the case in which G is a connected (undirected) graph that contains
exactly one cycle. For some of these graphs we are going to prove analogous results of Theorem
1.2.
In Section 2 we present some graphs that contains exactly one cycle and verify this equality.
2. Main results
Let G = (V (G),E(G)) be a graph with vertex set V (G) and edge set E(G). If S is a subset
of V (G), then G \ S is the subgraph of G induced by the vertices not in S. If G1 is an induced
subgraph of G and X is a subset of V (G), then G1 ∪ X is the subgraph of G induced by the
vertices V (G1) ∪ X. If U is a subset of E(G), then G \ U is the subgraph of G obtained by
deleting the edges U from E(G).
Let D1, . . . , Du be a collection of vertex disjoint paths of G that cover all the vertices of G.
In this conditions, we say that D1, . . . , Du is an u-path-covering of G.
Remark that there is no u-path-covering of G when u < P(G). By definition, there exists a
P(G)-path-covering of G.
Let T be a tree. We define the following sets:
P(T )+ = {i ∈ V (T ) : P(T \ {i}) = P(T ) + 1};
P(T )= = {i ∈ V (T ) : P(T \ {i}) = P(T )};
P(T )− = {i ∈ V (T ) : P(T \ {i}) = P(T ) − 1}.
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Example 2.1. Let T = (V (T ), E(T )) be the tree
Since 1, 2, 3 and 4, 5, 6 are two vertex disjoint paths of T that cover all the vertices of T and
T is not a path then
P(T ) = 2.
The graph T \ {1} is a path, then
P(T \ {1}) = 1 = P(T ) − 1
and 1 ∈ P(T )−.
On the same way, we can conclude that
P(T )+ = {3, 5}, P (T )= = {4, 6}, P (T )− = {1, 2}.
Proposition 2.2. Let T be a tree. Then P(T )+, P (T )=, P (T )− are pairwise disjoint sets whose
union is V (T ).
Proof. Since P(T ) is well defined then P(T )+, P (T )=, P (T )− are pairwise disjoint sets.
By definition of P(T )+, P(T )=, P(T )− we have P(T )+ ∪ P(T )= ∪ P(T )− ⊆ V (T ).
Let i ∈ V (T ). Using Theorem 1.2, M(T ) = P(T ) and M(T \ {i}) = P(T \ {i}). By the inter-
lacing inequalities for Hermitian eigenvalues,M(T \ {i}) = M(T ) + 1 orM(T \ {i}) = M(T )or
M(T \ {i}) = M(T ) − 1. Then P(T \ {i}) = P(T ) + 1 or P(T \ {i}) = P(T ) or P(T \ {i}) =
P(T ) − 1.
Consequently, i ∈ P(T )+ ∪ P(T )= ∪ P(T )− and P(T )+ ∪ P(T )= ∪ P(T )− = V (T ). 
Let G = (V (G),E(G)) be a connected graph on vertices, 1, . . . , n, that contains exactly one
cycle, 1, . . . , k, 1. The graph G1 = G \ {{1, 2}, . . . , {k − 1, k}, {k, 1}}, obtained by deleting the
edges of the cycle of G from E(G), is a forest with k trees. We denote the tree (connected
component of G1) that contains the vertex i by Ti and we define the following sets:
A+ =A(G)+ = {1, . . . , k} ∩ ( ∪ki=1 P(Ti)+);
A= =A(G)= = {1, . . . , k} ∩ ( ∪ki=1 P(Ti)=);
A− =A(G)− = {1, . . . , k} ∩ ( ∪ki=1 P(Ti)−).
Example 2.3. Let G be the graph
In this case, we have
A+ = {1}, A= = {3}, A− = {2, 4}.
The following Proposition is immediate by Proposition 2.2.
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Proposition 2.4. Let G be a connected graph on vertices, 1, . . . , n, that contains exactly one
cycle, 1, . . . , k, 1. Then
{1, . . . , k} =A+ ∪A= ∪A−.
The main results of this paper are:
Theorem 2.5. Let G be a connected graph on n vertices that contains exactly one cycle. If
A+ /= ∅ then
M(G) = P(G).
Theorem 2.6. Let G be a connected graph on vertices, 1, . . . , n, that contains exactly one cycle,
1, . . . , k, 1. If |A−|  k − 1 then
M(G) = P(G).
Theorem 2.7. Let G be a connected graph on vertices, 1, . . . , n, that contains exactly one cycle,
1, . . . , k, 1. If |A−| = k − 2 andA= = {1, 2} then
M(G) = P(G).
3. Path-coverings
Let 1  i  k. The graph G \ {{i, i + 1}, {i, i − 1}}, where i + 1 = 1 if i = k and i − 1 = k
if i = 1, (graph obtained by G deleting the edges {i, i + 1} and {i, i − 1} from E(G)) is union of
two trees, the G \ V (Ti) and the Ti .
Observation 3.1. If D1, . . . , Du is an u-path-covering of G, since G contains exactly one cycle,
then;
(1) for each 1  i  k, there is at most one path Dj that contain vertices of Ti and vertices of
G \ V (Ti),
(2) for each 1  j  u, the pathDj contains vertices from at most two Ti \ {i},with 1  i  k.
In this section we are going to calculate P(G) (the path-covering number of G) in terms of
P(G \ V (Ti)) and P(Ti). In some cases we express P(G) in terms of P(Ti), i = 1, . . . , k.
Proposition 3.2. Let G be a connected graph on vertices, 1, . . . , n, that contains exactly one
cycle, 1, . . . , k, 1. Let 1  i  k. Then
P(G)  P(G \ V (Ti)) + P(Ti).
Proof. Let D1, . . . , DP(G\V (Ti )) be a P(G \ V (Ti))-path-covering of G \ V (Ti) and let R1, . . . ,
RP(Ti) be a P(Ti)-path-covering of Ti . Then, the union of these two path-coverings is a (P (G \
V (Ti)) + P(Ti))-path-covering of G. Consequently, P(G)  P(G \ V (Ti)) + P(Ti). 
Proposition 3.3. Let T be a tree and i ∈ V (T ). Then i ∈ P(T )+ if and only if i is a vertex of
degree two in every P(T )-path-covering of T .
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Proof. Let i ∈ P(T )+. Suppose that H1, . . . , HP(T ) is a P(T )-path-covering of T and i is a
vertex of degree less than or equal to one in H1. Then, H1 \ {i}, . . . , HP(T ) is a P(T )-path-
covering or a (P (T ) − 1)-path-covering of T \ {i}. This contradicts the fact that i ∈ P(T )+ (i.e.,
P(T \ {i}) = P(T ) + 1). Consequently, i is a vertex of degree two in every P(T )-path-covering
of G.
Conversely, let E1, . . . , EP(T ) be a P(T )-path-covering of T . Suppose that i is a vertex of
E1. By hypothesis, i is a vertex of degree two in E1. Then E1 \ {i} is an union of two paths.
So, E1 \ {i}, E2, . . . , EP(T ) is a (P (T ) + 1)-path-covering of T \ {i}. Therefore, P(T \ {i}) 
P(T ) + 1.
Suppose that P(T \ {i})  P(T ) − 1. Let R1, . . . , RP(T \{i}) be a P(T \ {i})-path-covering of
T \ {i}. Then R1, . . . , RP(T \{i}), i is a (P (T \ {i}) + 1)-path-covering of T where i is a vertex of
degree zero. This contradicts the hypothesis or the definition of P(T ) because P(T \ {i}) + 1 
P(T ). So, P(T )  P(T \ {i})  P(T ) + 1.
Now we are going to prove that P(T ) /= P(T \ {i}).
Suppose that P(T ) = P(T \ {i}). Let i1, . . . , ir be the neighbors of i in T . If r = 1 then i will
be a vertex of degree one in T . So i will be a vertex of degree less than or equal to one in every
P(T )-path-covering of T . Impossible. Therefore, r  2.
Since T \ {i} is a forest with r trees, S1, . . . , Sr such that for each 1  j  r , ij is a vertex of
Sj , then P(T \ {i}) = P(S1) + · · · + P(Sr). Consequently, P(T ) = P(S1) + · · · + P(Sr).
Let Q1, . . . ,QP(T ) be a P(T )-path-covering of T \ {i}. If there is a 1  j  r such that ij is a
vertex of degree less than or equal to one inQj thenQ1, . . . ,Qj−1, (Qj ∪ {i}),Qj+1, . . . ,QP(T )
will be a P(T )-path-covering of T where i will be a vertex of degree one. This contradicts the
hypothesis. Therefore, for 1  j  r , ij is a vertex of degree two in every P(T )-path-covering
of P(T \ {i}).
Let D1, . . . , DP(T ) be a P(T )-path-covering of T and suppose that i is a vertex of D1. As
by hypothesis, i is a vertex of degree two in every P(T )-path-covering of G, then there are
two vertices il, ih neighbors of i, in D1. Consequently, D1 \ {i} is an union of two paths G1,
having il has a vertex, and G2, having ih as a vertex. But T is a tree, then G1 is a path of Sl
where il is a vertex of degree one and G2 is a path of Sh where ih is a vertex of degree one.
Since for each Df , with 2  f  P(T ), there exists a unique 1  v  r such that Df is a path
of Sv then in G1,G2,D2, . . . , DP(T ) we have at least P(Sl) + 1 paths of Sl , P(Sh) + 1 paths
of Sh and P(Su) paths of Su, for u /= l, h. Therefore, P(S1) + · · · + P(Sr) + 1 = P(T ) + 1 
P(S1) + · · · + P(Sr) + 2. Contradiction. Then P(T \ {i}) = P(T ) + 1 and i ∈ P(T )+. 
Proposition 3.4. Let G be a connected graph on vertices, 1, . . . , n, that contains exactly one
cycle, 1, . . . , k, 1 and i ∈A+. Then
P(G) = P(G \ V (Ti)) + P(Ti).
Proof. By Proposition 3.2 we have
P(G)  P(G \ V (Ti)) + P(Ti).
Suppose thatD1, . . . , DP(G\V (Ti ))+P(Ti)−1 is a (P (G \ V (Ti)) + P(Ti) − 1)-path-covering of
P(G). Using Observation 3.1, we can assume that D1, . . . , DP(G\V (Ti ))−1 are paths of G \ V (Ti),
DP(G\V (Ti )) is a path that contains vertices ofG \ V (Ti) and vertices ofTi andDP(G\V (Ti ))+1, . . . ,
DP(G\V (Ti ))+P(Ti)−1 are paths of Ti . Since there is no (P (Ti) − 1)-path-covering of Ti \ {i} then
DP(G\V (Ti )) \ V (G \ V (Ti)) is a path of Ti where i is a vertex of degree one. Consequently,
DP(G\V (Ti )) \ V (G \ V (Ti)),DP(G\V (Ti ))+1, . . . , DP(G\V (Ti ))+P(Ti)−1 is a P(Ti)-path-covering
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of Ti where i is a vertex of degree one. Using Proposition 3.3 we have a contradiction. Therefore
P(G) = P(G \ V (Ti)) + P(Ti). 
Lemma 3.5. Let G be a connected graph on vertices, 1, . . . , n, that contains exactly one cycle,
1, . . . , k, 1. Then
P(G) 
k∑
i=1
(P (Ti) − 1) + 2.
Proof. Let i ∈ {1, . . . , k}. By definition, if there exists an u-path-covering of Ti \ {i} then u 
P(Ti) − 1 and there is no (P (Ti) − 1)-path-covering ofTi . Since a path is no cycle, by Observation
3.1 we have P(G) 
∑k
i=1(P (Ti) − 1) + 2. 
Proposition 3.6. Let G be a connected graph on vertices, 1, . . . , n, that contains exactly one
cycle, 1, . . . , k, 1. If |A−|  k − 1 or if |A−| = k − 2 andA= = {1, 2} then
P(G) =
k∑
i=1
(P (Ti) − 1) + 2
and
P(G \ V (Ti)) 
k∑
j=1,j /=i
(P (Tj ) − 1) + 1 for i ∈ {1, . . . , k}.
Proof. Using Lemma 3.5 we have P(G) 
∑k
i=1(P (Ti) − 1) + 2.
By definition, for each j ∈A−, there exists a (P (Tj ) − 1)-path-covering of Tj \ {j}.
If |A−| = k there exists a 2-path-covering of the cycle ofG (for example the paths 1, . . . , k − 1
and k). Consequently, there exists a (∑ki=1(P (Ti) − 1) + 2)-path-covering of G.
If |A−| = k − 1, suppose that 1 ∈A+ ∪A=. Since there exists a P(T1)-path-covering of T1
and 2, . . . , k is a path then there exists a
(∑k
i=1(P (Ti) − 1) + 2
)
-path-covering of G.
If |A−| = k − 2 andA= = {1, 2}, by Proposition 3.3 there exist a P(T1)-path-covering of T1
and a P(T2)-path-covering of T2 where 2 is a vertex of degree less than two. Then there exists a
P(T2)-path-covering of T2 ∪ {3, . . . , k} (for example, if D is the path (in a P(T2)-path-covering
of T2 where 2 is a vertex of degree less than two) to which 2 belongs, then D ∪ {3, . . . , k} is a
path of G). Then there exists a (∑ki=1(P (Ti) − 1) + 2)-path-covering of G.
Therefore, P(G) =∑ki=1(P (Ti) − 1) + 2.
By Proposition 3.2, P(G)  P(G \ V (Ti)) + P(Ti). Since P(G) =∑ki=1(P (Ti) − 1) + 2
we have
∑k
j=1(P (Tj ) − 1) + 2  P(G \ V (Ti)) + (P (Ti) − 1) + 1. Then, P(G \ V (Ti)) ∑k
j=1,j /=i (P (Tj ) − 1) + 1. 
Proposition 3.7. Let G be a connected graph on vertices, 1, . . . , n, that contains exactly one
cycle, 1, . . . , k, 1. If |A−| = k then for each 1  i  k,
P (G \ V (Ti)) =
k∑
j=1,j /=i
(P (Tj ) − 1) + 1
and
P(G) = P(G \ V (Ti)) + P(Ti).
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Proof. By Proposition 3.6, P(G \ V (Ti)) ∑kj=1,j /=i (P (Tj ) − 1) + 1.
Since |A−| = k, for each 1  j  k, j /= i there exists a (P (Tj ) − 1)-path-covering of Tj \
{j}. But, i + 1, . . . , k, 1, . . . , i − 1 is a path, so there exists a (∑kj=1,j /=i (P (Tj ) − 1) + 1)-path-
covering of G \ V (Ti). Then P(G \ V (Ti)) =∑kj=1,j /=i (P (Tj ) − 1) + 1 and P(G) = P(G \
V (Ti)) + P(Ti). 
Proposition 3.8. Let G be a connected graph on vertices, 1, . . . , n, that contains exactly one
cycle, 1, . . . , k, 1. If |A−| = k − 1 andA= = {1} then
P(G \ V (Ti)) =
{∑k
j=1,j /=i (P (Tj ) − 1) + 1 if i ∈ {1, 2, k}∑k
j=1,j /=i (P (Tj ) − 1) + 2 if i ∈ {3, . . . , k − 1}.
and
P(G) =
{
P(G \ V (Ti)) + P(Ti) if i ∈ {1, 2, k}
P(G \ V (Ti)) + P(Ti) − 1 if i ∈ {3, . . . , k − 1}.
Proof. By Proposition 3.6, P(G \ V (Ti)) ∑kj=1,j /=i (P (Tj ) − 1) + 1.
We divide the proof into three cases:
Case (1). Suppose that i = 1. Then i ∈A=. 2, . . . , k is a path ofG \ V (T1). Since {2, . . . , k} =
A−, then for each l ∈ {2, . . . , k} there exists a (P (Tl) − 1)-path-covering of Tl \ {l}. Therefore,
there exists a
(∑k
j=2(P (Tj ) − 1) + 1
)
-path-covering of G \ V (T1) and
P(G) = P(G \ V (T1)) + P(T1).
Case (2). Suppose that i = 2 or i = k. Then i ∈A−. By Proposition 3.3, there exists a P(T1)-
path-covering of T1 where 1 is a vertex of degree less than two. Consequently, there exists aP(T1)-
path-covering of T1 ∪ ({2, . . . , k} \ {i}). Since {2, . . . , k} =A−, then for each l ∈ {2, . . . , k}
there exists a (P (Tl) − 1)-path-covering of Tl \ {l}. Therefore, there exists a
(∑k
j=1,j /=i (P (Tj ) −
1) + 1)-path-covering of G \ V (Ti) and
P(G) = P(G \ V (Ti)) + P(Ti).
Case (3). Suppose that i ∈ {3, . . . , k − 1}. Then i ∈A−. Suppose that we have a(∑k
j=1,j /=i (P (Tj ) − 1) + 1
)
-path-covering of G \ V (Ti).
Let D1, . . . , D∑k
j=1,j /=i (P (Tj )−1)+1 be a
(∑k
j=1,j /=i (P (Tj ) − 1) + 1
)
-path-covering of G \
V (Ti). Since i ∈ {3, . . . , k − 1} then i − 1 ∈A− and i + 1 ∈A−. Suppose w.l.g. that i + 1
is a vertex of D1.
If i + 1 is a vertex of degree two in D1, then D1 \ {i + 1} is an union of two paths S1 and S2
whereS1 is a path ofTi+1 \ {i + 1} andS2 is a path ofG \ (V (Ti) ∪ V (Ti+1)). Using the definition
of path-covering number and the fact that there exists a (P (Ti+1) − 1)-path-covering of Ti+1 \
{i + 1} and there is not a (P (Ti+1) − 1)-path-covering of Ti+1 we can assume that S1 ∪ {i +
1},D2, . . . , DP(Ti+1) is a path-covering of Ti+1. Let R1, . . . , RP(Ti+1)−1 be a (P (Ti+1) − 1)-path-
covering of Ti+1 \ {i + 1}. Consequently, S2 ∪ {i + 1}, R1, . . . , RP(Ti+1)−1,DP(Ti+1)+1, . . .,
D∑k
j=1,j /=i (P (Tj )−1)+1 is a
(∑k
j=1,j /=i (P (Tj ) − 1) + 1
)
-path-covering of G \ V (Ti) where i + 1
is a vertex of degree less than or equal to one.
With the same argument we can suppose that i − 1 is a vertex of degree less than two in this
path-covering.
8 R. Fernandes / Linear Algebra and its Applications 422 (2007) 1–16
If i − 1 is a vertex of S2 then i + 1, . . . , k, 1, . . . , i − 1 is the path S2 ∪ {i + 1} and R1, . . . ,
RP(Ti+1)−1,DP(Ti+1)+1, . . . , D∑k
j=1,j /=i (P (Tj )−1)+1 will be a
(∑k
j=1,j /=i (P (Tj ) − 1)
)
-path-cov-
ering of G \ (V (Ti) ∪ {i + 1, . . . , k, 1, . . . , i − 1}). But this is impossible because the graph
G \ (V (Ti) ∪ {i + 1, . . . , k, 1, . . . , i − 1}) is the graph ∪kj=1,j /=i (Tj \ {j}) and P(∪kj=1,j /=i (Tj \
{j})) =∑kj=1,j /=i P (Tj \ {j}) =∑kj=1,j /=i (P (Tj ) − 1) + 1. Consequently, i − 1 is not a vertex
of S2.
Let Q1, . . . ,QP(Ti)−1 be a (P (Ti) − 1)-path-covering of Ti \ {i}. Then, S2 ∪ {i + 1, i},
R1, . . . , RP(Ti+1)−1,DP(Ti+1)+1, . . . , D∑k
j=1,j /=i (P (Tj )−1)+1,Q1, . . . ,QP(Ti)−1 is a
(∑k
j=1,j /=i ×
(P (Tj ) − 1) + 1 + P(Ti) − 1
)
-path-covering ofG. Impossible. So,P(G \ V (Ti))∑kj=1,j /=i ×
(P (Tj ) − 1) + 2.
Now, let A1, . . . , AP(T1) be a P(T1)-path-covering of T1 such that 1 is a vertex of degree
less than or equal to one in A1 and for each j ∈ {2, . . . , i − 1, i + 1, . . . , k}, Fj1 , . . . , F jP (Tj )−1
be a (P (Tj ) − 1)-path-covering of P(Tj \ {j}). Therefore, A1 ∪ {i + 1, . . . , k}, A2, . . . , AP(T1),
F 21 , . . . , F
2
P(T2)−1, . . . , F
i−1
1 , . . . , F
i−1
P(Ti−1)−1, F
i+1
1 , . . . , F
i+1
P(Ti+1)−1, . . . , F
k
1 , . . . , F
k
P (Tk)−1, {2,
. . . , i − 1} is a (∑kj=1,j /=i (P (Tj ) − 1) + 2)-path-covering of G \ V (Ti). So,
P(G) = P(G \ V (Ti)) + P(Ti) − 1. 
Proposition 3.9. Let G be a connected graph on vertices, 1, . . . , n, that contains exactly one
cycle, 1, . . . , k, 1. If |A−| = k − 2 andA= = {1, 2} then
P(G \ V (Ti)) =
{∑k
j=1,j /=i (P (Tj ) − 1) + 1 if i ∈ {1, 2}∑k
j=1,j /=i (P (Tj ) − 1) + 2 if i ∈ {3, . . . , k}.
and
P(G) =
{
P(G \ V (Ti)) + P(Ti) if i ∈ {1, 2}
P(G \ V (Ti)) + P(Ti) − 1 if i ∈ {3, . . . , k}.
Proof. By Proposition 3.6, P(G \ V (Ti)) ∑kj=1,j /=i (P (Tj ) − 1) + 1.
We divide the proof into three cases:
Case (1). Suppose that i = 1. Then i ∈A=. By Proposition 3.3, there exists a P(T2)-path-
covering of T2 where 2 is a vertex of degree less than two. Consequently, there exists aP(T2)-path-
covering of T2 ∪ {3, . . . , k}. Since {3, . . . , k} =A−, then for each l ∈ {3, . . . , k} there exists a
(P (Tl) − 1)-path-covering of Tl \ {l}. Therefore, there exists a
(∑k
j=2(P (Tj ) − 1) + 1
)
-path-
covering of G \ V (T1) and
P(G) = P(G \ V (T1)) + P(T1).
Case (2). Suppose that i = 2. With the same argument we have
P(G) = P(G \ V (T2)) + P(T2).
Case (3). Suppose that i ∈ {3, . . . , k}. Then i ∈A−. Suppose that we have a (∑kj=1,j /=i ×
(P (Tj ) − 1) + 1
)
-path-covering of G \ V (Ti).
Let D1, . . . , D∑k
j=1,j /=i (P (Tj )−1)+1 be a
(∑k
j=1,j /=i (P (Tj ) − 1) + 1
)
-path-covering of G \
V (Ti). Since i ∈ {3, . . . , k} then i − 1 ∈A− or i + 1 ∈A−. Suppose w.l.g. that i + 1 ∈A−
and i + 1 is a vertex of D1.
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If i + 1 is a vertex of degree two in D1, then D1 \ {i + 1} is an union of two paths S1 and S2
where S1 is a path of Ti+1 \ {i + 1} and S2 is a path of G \ (V (Ti) ∪ V (Ti+1)). With the same
argument used in case 3, Proposition 3.8 we can suppose that i + 1 is a vertex of degree less than
or equal to one in the
(∑k
j=1,j /=i (P (Tj ) − 1) + 1
)
-path-covering of G \ V (Ti),
S2 ∪ {i + 1}, R1, . . . , RP(Ti+1)−1,DP(Ti+1)+1, . . . , D∑k
j=1,j /=i (P (Tj )−1)+1,
whereS1 ∪ {i + 1},D2, . . . , DP(Ti+1) is aP(Ti+1)-path-covering ofTi+1 andR1, . . . , RP(Ti+1)−1
is a (P (Ti+1) − 1)-path-covering of Ti+1 \ {i + 1}.
If i − 1 is a vertex of S2 then i + 1, . . . , k, 1, . . . , i − 1 are vertices of S2 ∪ {i + 1} and S2 \
{i + 1, . . . , k, 1, . . . , i − 1}, R1, . . . , RP(Ti+1)−1,DP(Ti+1)+1, . . . , D∑k
j=1,j /=i (P (Tj )−1)+1 will be
a
(∑k
j=1,j /=i (P (Tj ) − 1) + 1
)
-path-covering or a
(∑k
j=1,j /=i (P (Tj ) − 1)
)
-path-covering ofG \
(V (Ti) ∪ {i + 1, . . . , k, 1, . . . , i − 1}). But this is impossible because the graph G \ (V (Ti) ∪
{i + 1, . . . , k, 1, . . . , i − 1}) is the graph ∪kj=1,j /=i (Tj \ {j}) and P(∪kj=1,j /=i (Tj \ {j}) =∑k
j=1,j /=i P (Tj \ {j}) =
∑k
j=1,j /=i (P (Tj ) − 1) + 2. Consequently, i − 1 is not a vertex of S2.
Let Q1, . . . ,QP(Ti)−1 be a (P (Ti) − 1)-path-covering of Ti \ {i}. Then, S2 ∪ {i + 1, i},
R1, . . . , RP(Ti+1)−1,DP(Ti+1)+1, . . . , D∑k
j=1,j /=i (P (Tj )−1)+1,Q1, . . . ,QP(Ti)−1 is a
(∑k
j=1,j /=i ×
(P (Tj ) − 1) + 1 + P(Ti) − 1
)
-path-covering ofG. Impossible. So,P(G \ V (Ti))∑kj=1,j /=i ×
(P (Tj ) − 1) + 2.
Now, let A1, . . . , AP(T1) be a P(T1)-path-covering of T1 such that 1 is a vertex of degree
less than or equal to one in A1, B1, . . . , BP(T2) be a P(T2)-path-covering of T2 such that 2 is a
vertex of degree less than or equal to one in A2 and for each j ∈ {3, . . . , i − 1, i + 1, . . . , k},
F
j
1 , . . . , F
j
P (Tj )−1 be a (P (Tj )− 1)-path-covering ofP(Tj \ {j}). Therefore,A1 ∪ {i + 1, . . . , k},
A2, . . . , AP(T1), B1 ∪ {3, . . . , i − 1}, B2, . . . , BP(T2), F 31 , . . . , F 3P(T3)−1, . . . , F i−11 , . . . ,
F i−1P(Ti−1)−1, F
i+1
1 , . . . , F
i+1
P(Ti+1)−1, . . . , F
k
1 , . . . , F
k
P (Tk)−1 is a
(∑k
j=1,j /=i (P (Tj ) − 1) + 2
)
-path-
covering of G \ V (Ti). So,
P(G) = P(G \ V (Ti)) + P(Ti) − 1. 
4. Maximum multiplicity of an eigenvalue
Let G = (V (G),E(G)) be a connected graph on vertices, 1, . . . , n, that contains exactly
one cycle C = (V (C),E(C)) on vertices, 1, . . . , k. For each i ∈ {1, . . . , k}, denote by Ti =
(V (Ti), E(Ti)) the connected component (tree) of G \ E(C) where i belongs.
Let 1  i  k. The graph G \ {i} is union of two graphs, G \ V (Ti) and Ti \ {i}. G \ V (Ti) is
a tree and Ti \ {i} is a forest.
If A = [aij ] is an n-by-n Hermitian matrix and α ⊆ {1, . . . , n} is an index set, we denote the
principal submatrix of A resulting from deletion (retention) of the rows and columns α by A(α)
(A[α]). If G′ is the subgraph of G(A), induced by vertices in α, we write A(G′) (A[G′]) instead
of A(α) (A[α]).
If G is a connected graph on n vertices that contains exactly one cycle C on k vertices, i is
a vertex of C and A is a matrix in S(G), A(i) is a direct sum whose summands correspond to
G \ V (Ti) and Ti \ {i}.
In this section we are going to calculateM(G) in terms ofM(G \ {i} (remark thatM(G \ {i}) =
M(G \ V (Ti)) + M(Ti \ {i})), where i is a vertex of the cycle of G).
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Observation 4.1. If G is a connected graph on n vertices that contains exactly one cycle C on k
vertices, i is a vertex of C and A is a matrix inS(G), using Proposition 1.1 we have
rank(A(i))  (n − 1) − (M(G \ {i})).
Then [4] rank(A)  (n − 1) − (M(G \ {i})) and consequently,
M(G)  M(G \ {i}) + 1.
The following result is well known:
Proposition 4.2. Let T be a path. If A is a matrix inS(T ) then the eigenvalues of A are all of
multiplicity one.
In [2] it was proved that:
Proposition 4.3. Let C be a cycle on n vertices. Let λ1, . . . , λn be n real numbers. If
λ1 > λ2  λ3 > λ4  λ5 > · · ·
then there exists A inS(C) with eigenvalues λ1, . . . , λn.
So, we can conclude:
Proposition 4.4. Let C be a cycle. Then
M(C) = 2.
Proof. Suppose that C is a cycle on n vertices. Let i be a vertex of C and A in S(C). Since,
C \ {i} is a path, using the interlacing theorem for Hermitian eigenvalues and the Proposition 4.2,
we have
rank(A)  n − 2.
By Proposition 4.3, there exists B inS(C) such that
rank(B) = n − 2.
Then M(C) = 2. 
Proposition 4.5. LetB = [bij ]be ann-by-nHermitian matrix such that rank(B(1)) = rank(B) −
1. For each real number a, let Fa = [f (a)ij ] be the Hermitian matrix such that
f
(a)
ij =
{
bij if i /= 1 or j /= 1,
a if i = 1, j = 1.
Then, there exists a real number d such that rank(Fd) = rank(B(1)).
Proof. Denote by R2, . . . , Rn the rows of B(1) and by C2, . . . , Cn the columns of B(1). Suppose
that (Rl1 , . . . , Rlrank(B(1)) ) is a subfamily of (R2, . . . , Rn) such that (Rl1 , . . . , Rlrank(B(1)) ) is a family
of linearly independent vectors. Since B is a Hermitian matrix, (Cl1 , . . . , Clrank(B(1)) ) is a family
of linearly independent vectors.
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Since ((b12, . . . , b1n), Rl1 , . . . , Rlrank(B(1)) ) is a family of linearly independent vectors if and
only if ((b¯12, . . . , b¯1n), Cl1 , . . . , Clrank(B(1)) ) is a family of linearly independent vectors and by
hypothesis, rank(B) − 1 = rank(B(1)), then there exist coefficients α1, . . . , αrank(B(1)) such that
(b12, . . . , b1n) =∑rank(B(1))h=1 αhRlh and (b¯12, . . . , b¯1n) =∑rank(B(1))h=1 α¯hClh .
Let d =∑rank(B(1))h=1 α¯hb1lh . It easy to prove that Fd is a Hermitian matrix and rank(Fd) =
rank(B(1)). 
Proposition 4.6. Let G be a connected graph on n vertices that contains exactly one cycle C on
k vertices, i be a vertex ofA+. Then
M(G) = M(G \ {i}) − 1.
Proof. By Observation 4.1, M(G)  M(G \ {i}) + 1.
Suppose that M(G) = M(G \ {i}) + 1. Then there exists A ∈S(G) such that rank(A) =
n − (M(G \ {i}) + 1).
Since A[G \ V (Ti)] belongs to S(G \ V (Ti)), using Proposition 1.1 we can conclude that
rank(A[G \ V (Ti)])  n − |V (Ti)| − M(G \ V (Ti)). Using the fact that A(i) is a direct sum
whose summands correspond to G \ V (Ti) and Ti \ {i} we can conclude that rank(A[Ti]) 
|V (Ti)| − M(Ti \ {i}). Since i ∈A+, by Theorem 1.2, M(Ti \ {i}) = P(Ti \ {i}) = P(Ti) +
1 = M(Ti) + 1. Consequently, rank(A[Ti])  |V (Ti)| − M(Ti) − 1 which is impossible because
A[Ti] ∈S(Ti) (rank(A[Ti])  |V (Ti)| − M(Ti)).
Then M(G)  M(G \ {i}).
Suppose that M(G) = M(G \ {i}). Then there exists B ∈S(G) such that rank(B) = n −
(M(G \ {i})).
If rank(B(i)) = n − (M(G \ {i})) − 1, using Proposition 4.5 there exists a Hermitian matrix
F such that F ∈S(G) and rank(F ) = n − (M(G \ {i})) − 1 which is impossible.
Then rank(B)=n − (M(G \ {i}))= rank(B(i)). Since rank(B[G \ V (Ti)])  n − |V (Ti)| −
M(G \ V (Ti)) and B(i) is a direct sum whose summands correspond to G \ V (Ti) and Ti \ {i}
we have two cases:
Case (1). rank(B[Ti])  |V (Ti)| − M(Ti \ {i}). Since i ∈A+, this contradicts the fact that
B[Ti] ∈S(Ti).
Case (2). rank(B[Ti])=|V (Ti)| − M(Ti \ {i}) + 1 and rank(B[Ti \ {i}])=|V (Ti)| − M(Ti \
{i}). Using Proposition 4.5 there exists D ∈S(Ti) such that rank(D) = |V (Ti)| − M(Ti \ {i})
which is impossible.
Consequently, M(G)  M(G \ {i}) − 1.
Now, let D ∈S(G) such that rank (D[Ti \ {i}]) = |V (Ti)| − 1 − (M(Ti) + 1) (possible be-
cause i ∈A+) and rank (D[G \ V (Ti)]) = n − |V (Ti)| − M(G \ V (Ti)). Then
n − (M(G \ V (Ti)) + M(Ti)) − 2  rank(D)  n − (M(G \ V (Ti)) + M(Ti)).
But we proved that if D ∈S(G) then rank(D)  n − (M(G \ V (Ti)) + M(Ti)) =
n − (M(G \ V (Ti)) + M(Ti \ {i}) − 1). Consequently, rank(D) = n − (M(G \ {i}) − 1) and
M(G) = M(G \ {i}) − 1. 
Proposition 4.7. Let T be a tree, i ∈ P(T )− and A ∈S(T ) such that rank(A) = |V (T )| −
M(T ). Then rank(A(i)) = |V (T )| − M(T ).
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Proof. Since i ∈ P(T )− then by Theorem 1.2,M(T \ {i}) = P(T \ {i}) = P(T ) − 1 = M(T ) −
1. So, rank(A(i))  |V (T )| − 1 − (M(T ) − 1) = |V (T )| − M(T ). But A(i) is a submatrix of A
then rank(A(i))  |V (T )| − M(T ). Consequently, rank(A(i)) = |V (T )| − M(T ). 
Proposition 4.8. Let T be a tree, i ∈ P(T )= and A ∈S(T ) such that rank(A) = |V (T )| −
M(T ). Then rank(A(i)) = |V (T )| − M(T ).
Proof. Since i ∈ P(T )= then by Theorem 1.2, M(T \ {i}) = P(T \ {i}) = P(T ) = M(T ). So,
rank(A(i))  |V (T )| − 1 − M(T ). If rank(A(i)) = |V (T )| − 1 − M(T ), using Proposition 4.5
there exists F ∈S(T ) such that rank(F ) = |V (T )| − 1 − M(T ). Impossible. Therefore,
rank(A(i))  |V (T )| − M(T ). But A(i) is a submatrix of A then rank(A(i))  |V (T )| − M(T ).
Consequently, rank(A(i)) = |V (T )| − M(T ). 
Proposition 4.9. Let G be a connected graph on vertices 1, . . . , n, that contains exactly one cycle
C on vertices, 1, . . . , k. IfA+ = ∅ then there exists A ∈S(G) such that
rank(A) = n −
⎛
⎝ k∑
j=1
(M(Tj ) − 1) + 2
⎞
⎠ .
Proof. For each 1  j  k let Bj be an n-by-n Hermitian matrix such that Bj [Tj ] ∈S(Tj ),
rank(Bj [Tj ]) = |V (Tj )| − M(Tj ) and Bj (Tj ) = 0. Let Bk+1 be an n-by-n Hermitian matrix
such that Bk+1[C] ∈S(C) , rank(Bk+1[C]) = k − 2 and Bk+1(C) = 0, [1]. Let B = B1 + · · · +
Bk+1. Using the Propositions 4.7 and 4.8 and elementary operations, we can say that rank(B) =
rank(B1[T1 \ {1}]) + · · · + rank(Bk[Tk \ {k}]) + rank(Bk+1[C]) = |V (T1)| − M(T1) + · · · +
|V (Tk)| − M(Tk) + k − 2.
Since |V (T1)| + · · · + |V (Tk)| = n we have rank(B) = n −
(∑k
j=1(M(Tj ) − 1) + 2
)
. 
Proposition 4.10. Let G be a connected graph on vertices, 1, . . . , n, that contains exactly one
cycle, C on vertices, 1, . . . , k. If |A−| = k then for each 1  i  k,
M(G) = M(G \ {i}) + 1.
Proof. Let 1  i  k. By Observation 4.1, M(G)  M(G \ {i}) + 1. Using Theorem 1.2 and
Proposition 3.7 we have, M(G \ V (Ti)) = P(G \ V (Ti)) =∑kj=1,j /=i (P (Tj ) − 1) + 1 =∑k
j=1,j /=i (M(Tj ) − 1) + 1.
Using Proposition 4.9, there exists B ∈S(G) such that rank(B) = n − (∑kj=1(M(Tj ) −
1) + 2).Therefore, rank(B) = n − (∑kj=1(M(Tj ) − 1) + 2) = n − (M(G \ V (Ti)) + M(Ti)).
But i ∈A− then M(Ti) = M(Ti \ {i}) + 1.
Consequently, M(G) = M(G \ {i}) + 1. 
Proposition 4.11. Let G be a connected graph on vertices, 1, . . . , n, that contains exactly one
cycle C on vertices, 1, . . . , k. If |A−| = k − 1 andA= = {1} then
M(G) =
{
M(G \ {i}) + 1 if i ∈ {2, k},
M(G \ {i}) if i = 1.
Proof. By Observation 4.1, M(G)  M(G \ {i}) + 1. We divide the proof into two cases:
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Case (1). i = 1. Suppose that M(G) = M(G \ {i}) + 1. Then there exists A ∈S(G) such that
rank(A) = n − (M(G \ {i}) + 1). Since A[G \ V (Ti)] belongs to S(G \ V (Ti)), using Propo-
sition 1.1 we can conclude that rank(A[G \ V (Ti)])  n − |V (Ti)| − M(G \ V (Ti)). Using the
fact that A(i) is a direct sum whose summands correspond to G \ V (Ti) and Ti \ {i} we can
conclude that rank(A[Ti])  |V (Ti)| − M(Ti \ {i}) and rank(A[Ti \ {i}]) = |V (Ti)| − M(Ti \
{i}) − 1. Since i ∈A=, by Theorem 1.2, M(Ti \ {i}) = P(Ti \ {i}) = P(Ti) = M(Ti). Conse-
quently, rank(A[Ti])  |V (Ti)| − M(Ti) and rank(A[Ti \ {i}]) = |V (Ti)| − M(Ti) − 1. Using
Proposition 4.5 we obtain a contradiction.
Then M(G)  M(G \ {i}).
Using Theorem 1.2 and Proposition 3.8 we have, M(G \ V (Ti)) = P(G \ V (Ti)) =∑k
j=1,j /=i (P (Tj ) − 1) + 1 =
∑k
j=1,j /=i (M(Tj ) − 1) + 1.
Using Proposition 4.9, there exists B ∈S(G) such that rank(B) = n − (∑kj=1(M(Tj ) −
1) + 2).Therefore, rank(B) = n − (∑kj=1(M(Tj ) − 1) + 2) = n − (M(G \ V (Ti)) + M(Ti)).
But i ∈A= then M(Ti) = M(Ti \ {i}).
Consequently, M(G) = M(G \ {i}).
Case (2). i ∈ {2, k}. Using Theorem 1.2 and Proposition 3.8 we have, M(G \ V (Ti)) = P(G \
V (Ti)) =∑kj=1,j /=i (P (Tj ) − 1) + 1 =∑kj=1,j /=i (M(Tj ) − 1) + 1.
Using Proposition 4.9, there exists B ∈S(G) such that rank(B) = n − (∑kj=1(M(Tj ) −
1) + 2).Therefore, rank(B) = n − (∑kj=1(M(Tj ) − 1) + 2) = n − (M(G \ V (Ti)) + M(Ti)).
But i ∈A− then M(Ti) = M(Ti \ {i}) + 1.
Consequently, M(G) = M(G \ {i}) + 1. 
Proposition 4.12. Let G be a connected graph on vertices, 1, . . . , n, that contains exactly one
cycle, C on vertices, 1, . . . , k. If |A−| = k − 2 andA= = {1, 2} then for each i ∈ {1, 2}
M(G) = M(G \ {i}).
Proof. Using Proposition 3.9 instead of Proposition 3.8 and the same argument used in the proof
of Proposition 4.10, case (1), we obtain the thesis. 
5. Proof of the main results
Now it is easy to prove the main results of this paper.
Proof of Theorem 2.5. Let i ∈A+. By Proposition 3.4 we haveP(G)=P(G \ V (Ti))+P(Ti).
Using the Proposition 4.6 we have M(G) = M(G \ {i}) − 1 = M(G \ V (Ti)) + M(Ti \ {i}) −
1. So, by Theorem 1.2,
M(G) = P(G). 
Proof of Theorem 2.6. We divide the proof into two cases:
Case (1). |A−| = k.
Let i ∈A−. By Proposition 3.7 we have P(G) = P(G \ V (Ti)) + P(Ti). Using Proposition
4.10 we have M(G) = M(G \ {i}) + 1 = M(G \ V (Ti)) + M(Ti \ {i}) + 1. So, by Theorem 1.2
M(G) = P(G).
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Case (2). |A−| = k − 1.
IfA+ /= ∅ then by Theorem 2.5 we have M(G) = P(G).
Suppose that A= = {1} then by Proposition 3.8 we have P(G) = P(G \ V (T1)) + P(T1).
Using Proposition 4.11 we have M(G) = M(G \ {1}) = M(G \ V (T1)) + M(T1 \ {1}). So, by
Theorem 1.2
M(G) = P(G). 
Proof of Theorem 2.7. By Proposition 3.9 we haveP(G) = P(G \ V (T1)) + P(T1).Using Prop-
osition 4.12 we have M(G) = M(G \ {1}) = M(G \ V (T1)) + M(T1 \ {1}). Since 1 ∈A=, by
Theorem 1.2 we have
M(G) = P(G). 
6. Consequences
Corollary 6.1. Let G be a connected graph on vertices, 1, . . . , n, that contains exactly one cycle
C on vertices, 1, . . . , k. If |A−| = k − 1 andA= = {1} then
M(G) =
{
M(G \ {i}) + 1 if i ∈ {2, k}
M(G \ {i}) if i ∈ {1, 3, . . . , k − 1}.
Proof. If i ∈ {2, k}, using Proposition 4.11 we have M(G) = M(G \ {i}) + 1.
If i = 1, using Proposition 4.11 we have M(G) = M(G \ {i}).
If i ∈ {3, . . . , k − 1}, by Theorem 2.6, M(G) = P(G). Using Proposition 3.8 and Theorem
1.2 we can conclude that
M(G) = P(G) = P(G \ V (Ti)) + P(Ti) − 1 = M(G \ V (Ti)) + M(Ti) − 1.
Since i ∈A− then M(G) = M(G \ {i}). 
Corollary 6.2. Let G be a connected graph on vertices, 1, . . . , n, that contains exactly one cycle,
C on vertices, 1, . . . , k. If |A−| = k − 2 andA= = {1, 2} then for each 1  i  k
M(G) = M(G \ {i}).
Proof. If i ∈ {1, 2}, using Proposition 4.12 we have M(G) = M(G \ {i}).
If i ∈ {3, . . . , k}, by Theorem 2.7, M(G) = P(G). Using Proposition 3.9 and Theorem 1.2
we can conclude that
M(G) = P(G) = P(G \ V (Ti)) + P(Ti) − 1 = M(G \ V (Ti)) + M(Ti) − 1.
Since i ∈A− then M(G) = M(G \ {i}). 
In this paper we considered a connected graph G on n vertices that contains exactly one cycle,
C, on k vertices. In some cases, with a vertex i of C, we used the graphs G \ V (Ti) and Ti to
calculate P(G). In other cases we used the graphs Ti , where i was a vertex of C, to calculate
P(G). To calculate M(G) we used the graph G \ {i} where i was a vertex of the cycle C. In
R. Fernandes / Linear Algebra and its Applications 422 (2007) 1–16 15
all cases we used trees or forests to calculate P(G) and M(G). In the paper [5], Johnson and
Leal Duarte described a procedure to find P(T ) and M(T ), when T was a tree. They defined the
parameter
(T ) = max{p − q : there exists q vertices of T whose deletion leaves p paths}.
Theorem 6.3. For each tree T ,
(T ) = M(T ) = P(T )
Using Theorem 6.3, the main results of this paper may be written as:
Theorem 6.4. Let G be a connected graph on vertices, 1, . . . , n, that contains exactly one cycle,
1, . . . , k, 1. IfA+ /= ∅ and i ∈A+ then
M(G) = P(G) = (G \ {i}) − 1 = (G \ V (Ti)) + (Ti) − 1.
Theorem 6.5. Let G be a connected graph on vertices, 1, . . . , n, that contains exactly one cycle,
1, . . . , k, 1. If |A−| = k and i ∈A− then
M(G) = P(G) = (G \ {i}) + 1 = (G \ V (Ti)) + (Ti) + 1.
Theorem 6.6. Let G be a connected graph on vertices, 1, . . . , n, that contains exactly one cycle,
1, . . . , k, 1. If |A−| = k − 1 andA= = {1} then
M(G) = P(G) = (G \ {1}) = (G \ V (T1)) + (T1).
Theorem 6.7. Let G be a connected graph on vertices, 1, . . . , n, that contains exactly one cycle,
1, . . . , k, 1. If |A−| = k − 2 andA= = {1, 2} then
M(G) = P(G) = (G \ {1}) = (G \ V (T1)) + (T1).
7. Conclusion
The main results of this paper might suggest that for all connected graph G on n vertices that
contain exactly one cycle, M(G) = P(G). But, in general, this is not true.
Example 7.1. Let G be the graph
In this case, it is easy to see that P(G) = 3. With some calculations, we can conclude that if
A ∈S(G) then rank(A)  8. So, M(G)  2. Consequently, M(G) /= P(G).
16 R. Fernandes / Linear Algebra and its Applications 422 (2007) 1–16
On the other hand, the graphs G, that contain exactly one cycle, studied here are not the only
for which M(G) = P(G).
Example 7.2. Let G be the graph
In this graph we have
A= = {1, 2, 3}, A+ = ∅ =A−.
So, this graph does not satisfy the conditions of Theorems 2.5 or 2.6 or 2.7, but using Proposition
3.2 of [1] we have
M(G) = P(G).
References
[1] F. Barioli, S. Fallat, L. Hagben, Computation of minimal rank and path cover number for certain graphs, Linear
Algebra Appl. 392 (2004) 289–303.
[2] W. Ferguson, The construction of Jacobi and periodic Jacobi matrices with prescribed spectra, Math. Comp. 35 (1980)
1203–1220.
[3] C.D. Godsil, Algebraic Combinatorics, Chapman and Hall, New York and London, 1993.
[4] R.A. Horn, C.R. Johnson, Matrix Analysis, Cambridge University Press, New York, 1985.
[5] C.R. Johnson, A. Leal Duarte, The maximum multiplicity of an eigenvalue in a matrix whose graph is a tree, Linear
and Multilinear Algebra 46 (1999) 139–144.
[6] S. Parter, On the eigenvalues and eigenvectors of a class of matrices, J. Soc. Indust. Appl. Math. 8 (1960) 376–388.
[7] G. Wiener, Spectral multiplicity and splitting results for a class of qualitative matrices, Linear Algebra Appl. 61
(1984) 15–29.
