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Quelques proprie´te´s d’approximation
des e´le´ments finis de Ne´de´lec,
application a` l’analyse a posteriori
par Christine Bernardi et Fre´de´ric Hecht
Re´sume´: Nous de´montrons quelques proprie´te´s d’approximation de fonctions peu re´gu-
lie`res dans l’espace engendre´ par les e´le´ments finis de Ne´de´lec d’ordre 1, en utilisant soit
l’ope´rateur de Ne´de´lec usuel, soit un ope´rateur de type Cle´ment adapte´ a` ces e´le´ments.
L’application principale de ces re´sultats est l’analyse a posteriori de l’erreur lorsque la
discre´tisation fait appel a` cet espace, nous en pre´sentons un exemple.
Abstract: We prove some approximation properties of nonsmooth functions in the
space constructed from Ne´de´lec finite elements of order 1. They rely either on the Ne´de´lec
operator or on a Cle´ment type regularization operator linked to these elements. The main
application of these results is the a posteriori analysis of the error when the discretization
involves this space, we present a basic example.
Laboratoire Jacques-Louis Lions, C.N.R.S. & Universite´ Pierre et Marie Curie - Paris 6,




Soit Ω un polye`dre de R3 que l’on suppose borne´, connexe et a` frontie`re lipschitzienne,




ϕ ∈ L2(Ω)3; rotϕ ∈ L2(Ω)3
}
. (1)
L’espace d’e´le´ments finis le plus simple contenu dans H(rot,Ω) est construit a` partir des
e´le´ments d’ordre 1 introduits par J.-C. Ne´de´lec dans [10]:
Xh =
{
ϕh ∈ H(rot,Ω); ∀K ∈ Th, ϕh|K ∈ P(K)
}
, (2)
ou` P(K) de´signe l’espace des restrictions a` K des polynoˆmes de la forme a + b × x,
a ∈ R3, b ∈ R3. Il est donc utilise´ pour la discre´tisation d’un grand nombre d’e´quations
aux de´rive´es partielles, intervenant par exemple en e´lectromagne´tisme ou en me´canique
des fluides.
Les premie`res proprie´te´s d’approximation de cet espace font appel a` un ope´rateur
d’interpolation dit de Ne´de´lec et sont prouve´es dans [10, Thm 2], mais elles demandent
beaucoup trop de re´gularite´ de la fonction a` approcher. Meˆme si ces re´sultats ont e´te´
re´cemment ame´liore´s, voir [4] et [6], nous pre´fe´rons en indiquer une version optimale.
Toutefois, ces re´sultats s’ave`rent insuffisants pour un certain nombre d’applications. Nous
sommes donc amene´s a` introduire un ope´rateur de re´gularisation de type Cle´ment (voir
[7]) adapte´ a` l’espace Xh et a` e´tablir ses principales proprie´te´s.
Il semble que l’analyse a posteriori de la plupart des discre´tisations ou` apparaˆıt l’espace
Xh requiert ces nouveaux re´sultats. Nous pre´sentons ici un exemple de base, concernant
le calcul du potentiel vecteur, dont l’analyse a priori est effectue´e dans [1, §4.a].
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2. Les proprie´te´s d’approximation des e´le´ments finis de Ne´de´lec.
On note Σh l’ensemble des coˆte´s des e´le´ments de Th. L’ope´rateur de Ne´de´lec a` valeurs




(Nhϕ)(τ ) · t dτ =
∫
σ
ϕ(τ ) · t dτ , (3)
ou` t est un vecteur tangent a` σ, voir [10, Thm 1]. Nous ne donnons pas la de´monstration
du re´sultat suivant, car
(i) la premie`re estimation se de´montre par les meˆmes arguments que dans [6, Lemma
3.3], plus pre´cise´ment graˆce a` la construction d’un ope´rateur Rh tel que rot (Nhϕ) =
Rh(rot ϕ),
(ii) la second estimation utilise le fait que l’ope´rateur Nh pre´serve les constantes sur chaque
e´le´ment K de Th et la proprie´te´ de continuite´ de cet ope´rateur e´tablie dans [1, Lemma 4.7].
Proposition 1. On a les estimations suivantes
(i) pour toute fonction ϕ de H(rot,Ω) telle que rotϕ appartienne a` Hs(Ω)3, 0 < s ≤ 1,
‖rot (ϕ−Nhϕ)‖L2(Ω)3 ≤ c h
s ‖rotϕ‖Hs(Ω)3 , (4)
(ii) pour toute fonction ϕ de H(rot,Ω) ∩Hs(Ω)3, 12 < s ≤ 1, telle que rotϕ appartienne
a` Ht(Ω)3, t > 0,






Toujours d’apre`s [10, Thm 1], il existe une base de Xh forme´e par les fonctions ξσ,
σ ∈ Σh, telles que∫
σ
ξσ(τ ) · t dτ = 1 et ∀σ




ξσ(τ ) · t dτ = 0. (6)






ϕ(τ ) · t dτ
)
ξσ
A` tout e´le´ment σ de Σh, on associe maintenant un te´trae`dre Kσ de Th qui contient σ et on










(piσϕ)(τ ) · t dτ
)
ξσ. (7)
Pour tout e´le´ment K de Th et pour toute face e de K, hK et he de´signent les diame`tres de
K et de e. D’autre part, on note ∆K , resp. ∆e, l’union des e´le´ments de Th qui partagent
au moins un coˆte´ avec K, resp. avec e.
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Proposition 2. On a les estimations suivantes
(i) pour toute fonction ϕ de H(rot,Ω) ∩Hs(Ω)3, 0 ≤ s ≤ 1, et pour tout e´le´ment K de
Th,
‖ϕ−N ∗hϕ‖L2(K)3 ≤ c h
s
K ‖ϕ‖Hs(∆K)3 , (8)
(ii) pour toute fonction ϕ de H(rot,Ω) ∩Hs(Ω)3, 12 < s ≤ 1, pour tout e´le´ment K de Th
et pour toute face e de K,
‖ϕ−N ∗hϕ‖L2(e)3 ≤ c h
s− 1
2
e ‖ϕ‖Hs(∆e)3 . (9)
De´monstration: Nous prouvons la majoration (8) tout d’abord pour s = 0, puis pour
s = 1, le re´sultat ge´ne´ral s’en de´duisant par un argument d’interpolation standard. Puis
nous de´montrons l’estimation (9).
1) Si FK de´signe une application affine qui envoie le te´trae`dre de re´fe´rence Kˆ sur K et BK
est sa matrice jacobienne, on pose: ξˆσ = B
T
K ξσ ◦ FK . On note Σ̂ l’ensemble des coˆte´s de
Kˆ et σˆ = F−1K (σ). On ve´rifie alors facilement que∫
σˆ
ξˆσ(τˆ ) · tˆ dτˆ = 1 and ∀σˆ
′ ∈ Σ̂, σˆ′ 6= σˆ,
∫
σˆ′
ξˆσ(τˆ ) · tˆ dτˆ = 0.
Par conse´quent, les ξˆσ co¨ıncident avec les fonctions de base ξσˆ de l’e´le´ment fini sur Kˆ
et leurs normes sont donc borne´es inde´pendamment de K. En passant au domaine de
re´fe´rence, on obtient ainsi
‖ξσ‖L2(K) ≤ c h
1
2
K , ‖ξσ‖L2(e) ≤ c. (10)








On pose ϕˆ = ϕ ◦ FKσ et on note pˆi l’ope´rateur de projection orthogonale de L
2(Kˆ)3 sur
P0(Kˆ)




(piσϕ)(τ ) · t dτ | ≤ c hK ‖pˆiϕˆ‖L2(σˆ)3 .











En combinant ceci avec (10) et en utilisant la re´gularite´ de la famille de triangulations, on
en de´duit
‖N ∗hϕ‖L2(K)3 ≤ c ‖ϕ‖L2(∆K)3 . (11)
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Graˆce a` une ine´galite´ triangulaire, ceci donne (8) pour s = 0.
2) Soit ϕ une fonction constante sur ∆K . Comme (N
∗
hϕ)|K est e´gal a` ϕ|K , on a
‖ϕ−N ∗hϕ‖L2(K)3 ≤ ‖ϕ−ϕ‖L2(K)3 + ‖N
∗
h (ϕ−ϕ)‖L2(K)3 .
On de´duit alors de (11) que
‖ϕ−N ∗hϕ‖L2(K)3 ≤ c ‖ϕ−ϕ‖L2(∆K)3 .
La majoration (8) pour s = 1 est alors une conse´quence de [9, Thm 7.1] (voir aussi [2,
Lemma IX.3.6]).
3) Finalement les meˆmes arguments que dans la partie 1) de la de´monstration et la seconde
estimation dans (10) entraˆınent
‖N ∗hϕ‖L2(e)3 ≤ c h
− 1
2
e ‖ϕ‖L2(∆e)3 . (12)
La` encore, en utilisant l’e´galite´ (N ∗hϕ)|e = ϕ|e pour toute fonction constante sur ∆e, on
de´duit de (12) que




Si e est inclus dans deux e´le´ments K et K ′ de Th, on ve´rifie facilement en prenant ϕ e´gal








De plus, en utilisant une fois de plus [9, Thm 7.1], on peut e´tendre ce re´sultat de K ∪K ′
a` ∆e. Ceci donne la majoration (9).
Remarque. Conside´rons les espaces
H0(rot,Ω) =
{
ϕ ∈ H(rot,Ω); ϕ× n = 0 sur ∂Ω
}
, X0h = Xh ∩H0(rot,Ω). (13)
L’ope´rateur Nh envoie H0(rot,Ω) dans X
0
h, mais ce n’est plus le cas pour N
∗
h . On peut
toutefois construire par les moyens habituels (voir [2, §IX.3]) un ope´rateur N 0h a` valeurs
dans X0h ve´rifiant les meˆmes proprie´te´s (8) et (9) que N
∗
h , mais seulement pour les fonctions
de H0(rot,Ω).
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3. Un exemple d’application a` l’analyse a posteriori.
On suppose pour simplifier que Ω est simplement connexe et a une frontie`re connexe.
Dans ce cas, un champ de vecteurs u dans L2(Ω)3 ve´rifie
divu = 0 dans Ω, u · n = 0 sur ∂Ω, (14)
si et seulement s’il existe un vecteur potentiel ψ tel que
u = rotψ dans Ω, divψ = 0 dans Ω, ψ × n = 0 sur ∂Ω, (15)
voir [1, Thm 3.17]. La fonction ψ est alors partie de la solution du proble`me variationnel
suivant
Trouver (ψ, θ) in H0(rot,Ω)×H
1




rotψ · rotϕ dx+
∫
Ω
ϕ · grad θ dx =
∫
Ω
u · rotϕ dx,
∀µ ∈ H10 (Ω),
∫
Ω
ψ · gradµdx = 0.
(16)
Il est prouve´ dans [1, §4.a] que la premie`re forme biline´aire est elliptique sur le noyau
{





ϕ · gradµdx = 0
}
,
et que la seconde ve´rifie une condition inf-sup, de sorte que ce proble`me admet une solution
unique. De plus, on constate que l’inconnue θ est nulle.
Soit Mh l’espace des fonctions de H
1
0 (Ω) dont la restriction a` chaque e´le´ment K de
Th est affine. On conside`re le proble`me discret suivant
Trouver (ψh, θh) in X
0






rotψh · rotϕh dx+
∫
Ω
ϕh · grad θh dx =
∫
Ω




ψh · gradµh dx = 0.
(17)
La` encore, il est prouve´ dans [1, Prop. 4.11] que ce proble`me admet une solution unique
(ψh, θh), avec θh = 0. Une estimation d’erreur a priori entre les solutions des proble`mes
(16) et (17) est e´tablie dans [1, Thm 4.13].





rot (ψ −ψh) · rotϕ dx+
∫
Ω




(u− rotψh) · rot (ϕ−ϕh) dx.
(18)
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En outre, on remarque que:
(i) si µ de´signe la solution dans H10 (Ω) du proble`me
∀χ ∈ H10 (Ω),
∫
Ω




la fonction ϕ˜ = ϕ− gradµ appartient a` H0(rot,Ω) et est a` divergence nulle;
(ii) on de´duit de [8, §2.B] (voir aussi [3]) qu’il existe un fonction ϕ∗ de H1(Ω)3 telle que
ϕ˜−ϕ∗ soit un gradient et qui ve´rifie
‖ϕ∗‖H1(Ω)3 ≤ c ‖ϕ˜‖H(rot,Ω) ≤ c
′ ‖ϕ‖H(rot,Ω).
On peut donc rempacer ϕ par ϕ∗ dans (18). La seconde e´quation du re´sidu s’e´crit, pour
tous µ dans H10 (Ω) et µh dans Mh,∫
Ω
(ψ −ψh) · gradµdx = −
∫
Ω
ψh · grad (µ− µh) dx. (19)
Par inte´gration par parties, en prenant ϕh e´gal a` N
0
hϕ
∗ pour l’ope´rateur N 0h introduit
en remarque et µh e´gal a` l’image de µ par un ope´rateur de re´gularisation standard (voir
[2, Thm IX.3.11] par exemple), on de´duit de (18) et (19) le re´sultat suivant. E´tant donne´e
une approximation uh de u dans Xh, on de´finit pour chaque e´le´ment K de Th l’indicateur
d’erreur






e ‖ [rotψh × n]e‖L2(e)3






e ‖ [ψh · n]e‖L2(e),
(20)
ou` EK de´signe l’ensemble des faces de K qui ne sont pas contenues dans ∂Ω et [·]e le saut
a` travers un e´le´ment e de EK . En vue de simplifier la mise en œuvre, on peut bien suˆr
remplacer [rotψh × n]e par [rotψh]e et [ψh · n]e par [ψh]e dans la de´finition de ηK .
Proposition 3. Pour toute fonction u deH(rot,Ω), on a l’estimation a posteriori suivante
entre les solutions (ψ, θ) du proble`me (16) et (ψh, θh) du proble`me (17)











On peut e´galement, par des choix approprie´s de ϕ dans (18) et µ dans (19) majorer
chaque indicateur ηK par une constante fois l’erreur dans un voisinage de K. L’estimation
que nous avons prouve´e est donc parfaitement optimale et les ηK , K ∈ Th, constituent un
outil efficace pour la construction d’un maillage adapte´ a` la solution ψ.
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Abridged English Version
Some further approximation properties of Ne´de´lec finite elements,
application to a posteriori analysis
1. Introduction
Let Ω be a bounded connected polyhedron in R3, and let (Th)h be a regular family
of triangulations of Ω, in the sense of [5, §17]. The curl operator being here denoted by
rot, its domain H(rot,Ω) is defined in (1). The simplest finite element space contained
in H(rot,Ω), which relies on the finite elements introduced by J.-C. Ne´de´lec in [10], is the
space Xh defined in (2), where P(K) stands for the space of restrictions toK of polynomials
of the form a+ b× x, a ∈ R3, b ∈ R3. This space is used for the discretization of a large
number of partial differential equations, issued from electromagnetism or fluid mechanics
for instance.
The first approximation properties involve the Ne´de´lec interpolation operator and are
established in [10, Thm 2], but they require too much regularity on the function to be ap-
proximated. Even if these results have been improved, see [4] and [6], we have rather state
an optimal version. However, this does not seem sufficient for a number of applications, so
we introduce a Cle´ment [7] type regularization operator which is appropriate for the space
Xh and prove its main properties. The a posteriori analysis of most discretizations which
involve the space Xh require these new results. We present a basic example concerning the
vector potential problem, see [1, §4.a].
2. The approximation properties of Ne´de´lec finite elements
Let Σh denote the set of edges of all tetrahedra in Th. It follows from [10, Thm 1]
that the conditions in (3) define an operator Nh with values in Xh in a unique way. We
refer to [6, Lemma 3.3] for the main arguments of the proof of the next results.
Proposition 1. Estimate (4) holds for any function ϕ in H(rot,Ω) such that rotϕ
belongs toHs(Ω)d, 0 < s ≤ 1. Estimate (5) holds for any function ϕ inH(rot,Ω)∩Hs(Ω)3,
1
2 < s ≤ 1, such that rotϕ belongs to H
t(Ω)3, t > 0.
For the functions ξσ introduced in (6), we consider the modified operator N
∗
h defined
in (7), where, for each σ in Σh, Kσ denotes a tetrahedron in Th containing σ and piσ
stands for the orthogonal projection operator from L2(Kσ)
3 onto the space of constant
vector fields on Kσ. The next statement requires some notation: for each K in Th and
each face e of K, hK and he are the diameters of K and e; ∆K and ∆e are the union
of elements of Th that share at least an edge with K and e, respectively. We refer to [2,
§IX.3] for the main ideas of its proof.
Proposition 2. Estimate (8) holds for any function H(rot,Ω) ∩Hs(Ω)3, 0 ≤ s ≤ 1, and
for any element K of Th. Estimate (9) holds for any function ϕ in H(rot,Ω) ∩ H
s(Ω)3,
1
2 < s ≤ 1, for any element K of Th and any face e of K.
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The spaces H0(rot,Ω) and X
0
h being defined in (13), it can be noted that, in contrast
with Nh, the operator N
∗
h does not map H0(rot,Ω) into X
0
h. However, an operator N
0
h
which satisfies this property can easily be constructed and still satisfies estimates (8) and
(9), now for functions ϕ in H0(rot,Ω).
3. An example of application to a posteriori analysis
From now on, we assume for simplicity that Ω is simply-connected and has a connected
boundary. Thus, we recall from [1, Thm 3.17] that a vector field u in L2(Ω)3 satisfies (14)
if and only if there exists a vector potential ψ such that (15) holds. Equation (15) admits
the equivalent variational formulation (16), and this problem has a unique solution (ψ, θ),
with θ = 0.
Let Mh denote the space of functions in H
1
0 (Ω) such that their restrictions to each
element of Th are affine. We consider the discrete problem (17) and recall from [1, Prop.
4.11] that it is well-posed and that the part θh of its solution is zero. We also refer to [1,
Thm 4.13] for an a priori estimate of the error issued from this discretization.
The first residual equation (18) is valid for all ϕ in H0(rot,Ω) and ϕh in X
0
h, the
second equation (19) is valid for all µ in H10 (Ω) and µh in Mh. Combining them and using
the previously introduced operator N 0h and also a standard regularization operator with
values in Mh [2, Thm IX.3.11] leads to the final result. We introduce an approximation
uh of u in Xh and define the error indicators ηK , K ∈ Th, by (20), where EK denotes the
set of faces of K which are not contained in ∂Ω and [·]e the jump through e.
Proposition 3. For any vector field u in H(rot,Ω), the a posteriori error estimate (21)
holds between the solutions (ψ, θ) of problem (16) and (ψh, θh) of problem (17).
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