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Abstract—Interest in the area of collaborative Unmanned
Aerial Vehicles (UAVs) in a Multi-Agent System is growing
to compliment the strengths and weaknesses of the human-
machine relationship. To achieve effective management of multi-
ple heterogeneous UAVs, the status model of the agents must be
communicated to each other. This paper presents the effects on
operator Cognitive Workload (CW), Situation Awareness (SA),
trust and performance by increasing the autonomy capability
transparency through text-based communication of the UAVs
to the human agents. The results revealed a reduction in CW,
increase in SA, increase in the Competence, Predictability and
Reliability dimensions of trust, and the operator performance.
I. INTRODUCTION
Interest in the area of collaborative Unmanned Aerial
Vehicles (UAVs) in a Multi-Agent System (MAS) for search
and rescue, precision agriculture, and air sampling [1] is
growing to compliment the strengths and weaknesses of the
human-machine relationship. [2], [3]. The effects of automa-
tion on human-machine collaboration have been studied to
demonstrate that the use of automation contributes to the
reduction of human Cognitive Workload (CW) [4].
The ratio of many-to-one (where many human operators
are required to manage one UAV) is the current operational
norm. This ratio limits the effectiveness of managing teams
of UAVs [5] in any MAS. To enable further growth in the
area of the effective management of multiple heterogeneous
UAVs, the management ratio must be inverted to one-to-
many (where one operator is managing many UAVs) [6].
However, this inversion of the management ratio introduces
a number of cognitive issues such as a reduce in Situation
Awareness (SA) and an increase in CW [4].
This paper, following the research previously published
by the authors in [7], [8], presents the cognitive evidence
- cognitive workload, SA, automation trust, and objective
performance - collected through a set of experimentation
which compares the effects of the amount of Autonomy
Transparency (AT) in a multiple heterogeneous UAV man-
agement setting.
The results provide evidence of the positive cognitive
effect of increasing the autonomy capability transparency
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(i.e. the human operators are able to understand more about
the UAV’s autonomy capability), and contribute to a firm
motivation for continuing research in the area of effective
management of multiple UAVs through AT.
The rest of this paper is organised as follows; Section II
discusses the Level Of Autonomy (LOA) and the capability
visualisation concept, section III presents the autonomy spec-
trum and its implementation in this paper, section IV presents
the information status communication method, section V
discusses the methodology of experimental procedures, sec-
tion VI presents the analysis and a summary of the results,
and section VII presents a discussion and conclusion of this
study.
II. LEVEL OF AUTONOMY AND CAPABILITY
VISUALISATION
The definition and metrics used to define different LOA
has advanced significantly since it was first introduced in [9].
The initial Sheridan and Verplanck (SV) scale divided au-
tonomy into ten levels linearly. However, autonomy is not
a one-dimensional attribute, and other researchers had ac-
knowledged that and expanded the LOA scales to incorporate
human cognitive process dimensions [10].
Legras and Coppin [10] further adopted the SV scale into a
decision-making process, proposing the autonomy spectrum
to categorise human autonomy interaction by incorporating
the Observe-Orient-Decide-Act (OODA) loop [11].
Capability visualisation is the next important element in
human-machine operations [7], [8], and this study defines
capability in two aspects; functional capability and auton-
omy capability. Functional capability refers to the functional
subsystems of a UAV. Autonomy capability on the other hand
refers to the LOA of the UAV, in particular, the Autonomy
Spectrum [10] described previously.
III. AUTONOMY SPECTRUM AND ITS IMPLEMENTATION
The autonomy spectrum, proposed by Legras and Cop-
pin [10], was dedicated to highlight the UAV autonomy
configuration patterns, which described the autonomy of
each mode-of-operation in two dimensions by projecting
the SV Scale (ten autonomy levels) onto the four steps of
the decision making (OODA) loop. In their spectrum, the
autonomy of each mode-of-operation in the OODA steps
is divided into the ten LOA, while the mode-of-operation
is described as a specific task/aim an agent (human and/or
machine) must complete. Hence, to achieve this task/aim,
autonomy can be applied to the decision making process.
There were three UAV mode-of-operations seen in the
experiment; the transit mode, the hazard avoidance mode,
and the search mode.
The transit mode involved operators to supervise the
UAVs from their initial spawning location to their designated
search zone. During this time, the operators were required
to manipulate the UAVs’ altitude, speed, and trajectory.
Figure 1 presented all the possible autonomy configuration
patterns corresponding to each OODA step of the transit
mode-of-operation. However, each UAV’s mode-of-operation
autonomy was configured individually, using only one path
line from the commencing step to the concluding step similar
to the blue highlighted lines in figure 3.
Fig. 1: The visual illustration of the autonomy spectrum designed for the
transit mode-of-operation in the experiment.
The four steps in the UAV transit mode that correspond to
the OODA loop is survey - the agent observes the arena for
geographic restrictions such as terrain height and waypoint
speed restrictions; state adjustment (State Adj.) - the agent
orients the UAV by adjusting the state controls (speed,
altitude and direction) to meet the restrictions observed in the
previous step; evasion - the agent decides on the necessary
actions (or evasive measures) to achieve the state of operation
defined in the previous step; and locomotion - the agent
responds to the decisions made in the previous step by flying
from one point to another, following specific altitude, speed
and direction instructions.
Each UAV contained a different autonomy capability ar-
rangement, for example, a UAV may have an LOA 8 in the
survey step, LOA 7 in the state adj., LOA 3 in the evasion
and LOA 10 in the locomotion, the resulting behaviour of
this UAV is that the UAV can autonomously acquire the
necessary information regarding the arena’s topography and
the waypoint restrictions; autonomously adjust the necessary
altitude, speed and direction, while the human agent has
control over the state variables of the UAV. Alterations can
be made to the plan if necessary, the UAV can autonomously
locomote to the designated waypoints.
The hazard avoidance mode involved the operators to
supervise and manage the UAVs to avoid any hazardous
events such as en-route hazard clouds, or low fuel levels.
The aim was to ensure the UAVs remained operational and
continued to their designated search zone. Figure 2 presented
the possible autonomy capability arrangements for the UAVs
during the hazard avoidance mode-of-operation.
Fig. 2: The visual illustration of the autonomy spectrum designed for the
hazard avoidance mode-of-operation in the experiment.
The search mode involved the agents to perform the
searching operations once the UAVs had successfully reached
their designated search zones. The three steps of the search
were: 1) Spotting - where an item was spotted, 2) Identifying
- where an item was identified to be an Item Of Interest
(IOI) as oppose to a decoy item, and 3) Tagging - where
the IOI was selected and confirmed. Figure 3 presents the
possible autonomy capability arrangements for the UAVs
during the search phase of the experiment, or the search
mode-of-operation. Where the four steps: identity - the agent
identifies any potential events or hazards; consequence - the
agent considers the consequences of any potential events or
hazards identified in the previous step; evasion - the agent
decides on the necessary evasive measures required to ensure
the safety of the UAV; locomotion - the agent locomotes the
UAV according to the decision made in the previous step.
The expression of these LOAs on the display was achieved
through an extension to the functional capability framework,
initially proposed by Chen et al. [3], [12], by applying a
three-layer LOA to each functional subsystem. Each level
related to the corresponding functional steps of the OODA
loop (i.e. decide and act). For example, figure 3 illustrates the
autonomy spectrum for the search mode. The four steps: scan
- the agent scans the immediate visible area for any items;
identify - once any items are detected, it is then identified
to be either a decoy or an IOI; selection - depending on the
identification result obtained in the previous step, a selection
is made to any IOIs; confirmation - the agent confirms again
that a correct selection is made following the previous step.
Fig. 3: LOA of 10-3-1-1 illustrating the search mode autonomy, where
high LOA for scan, while detecting, selecting and confirming the selection
is completed with a low LOA to no autonomy.
IV. INFORMATION STATUS COMMUNICATION
Our approach also used a bi-directional, text-based com-
municative protocol to exchange information between human
and machine.
The communication was established using natural lan-
guage dialogue, as it is the most direct and effective way to
exchange information status between the agents [13]. The ex-
change mechanism implemented in the experiment software
prototype relied on a simple text-based message dialogue
box as shown in figure 4, where each UAV communicated
their autonomy and functional capability (i.e. what they were
capable of doing, or what tasks they required assistance with)
to the operator using very simple and direct English in a first-
person. The operator then reacted to the message by carrying
out actions required, followed by acknowledging that they
had seen and responded to the message.
There were three types of message implemented; an infor-
mational message, an alert message, and a critical message.
A. Informational Message
The purpose of the informational message was to allow a
UAV to communicate functional or autonomous information
to the operator. The colour scheme of the message was white
text with a black background.
B. Alert Message
The purpose of the alert message was to allow the UAV
to communicate their status and needs to the operator. The
colour scheme of the message was white text with a bright
orange background, and the messages were interactive; as
the purpose of the message was to request assistance from
the operator, therefore, task-completion acknowledgement
functionality was implemented. Once the message had been
‘acknowledged’, the colour of the text became black with a
dull orange background.
C. Critical Message
The purpose of the critical message was similar to the alert
message, however, with greater urgency. A critical message
was emitted when the UAV was not able to autonomously
address an event and required the operator’s urgent attention,
as it was highly time critical. Failure to react to the contents
of the message by the operator could lead to a loss in the
UAV. The colour scheme of this message was white text with
a bright red background, and it was interactive. When the
message had been acknowledged, the text colour becomes
black with a dull red background.
Through this mechanism, the UAV was able to communi-
cate their status information to the operator. This feature in-
cluded a repository of scripted status information messages,
that was selected by the software prototype to be displayed
visually in the experiment under specific trigger conditions.
The operator was able to respond and complete the two-
way communication by acknowledging the messages; and
complied to the assistance requested.
V. EXPERIMENT METHODOLOGY
The experiment was conducted at the Australian Research
Centre for Aerospace Automation (ARCAA), an off-site
research facility of the Queensland University of Technology
(QUT). The experiment required each participant to super-
vise/manage four simulated rotary-winged UAVs through
the three modes-of-operation on a touch interactive tabletop
device in a game-like style. Each participant performed two
ten-minute experiment scenarios, which simulated two hypo-
thetical rural aerial search missions; a baseline experiment -
where the UAV’s autonomy was unclear (i.e. no communi-
cation mechanism in place to allow the sharing of the status
model between the agents), and an evaluation experiment -
where the UAV’s autonomy was transparent (i.e. the message
dialogue box was in place to allow communication to be
established between the agents).
The effect of situation familiarisation, where the partic-
ipants could become familiar with the testing conditions
possibly producing biased results, was considered and min-
imised through the order to administer the baseline and
the evaluation experiment. Half of the sample population
performed the baseline experiment first, while the remaining
half performed the evaluation experiment first.
The global objective of the experiments is to show that
with greater transparency (through explicit messages from
the UAVs), the operators can obtain a lower WL, better SA
and an improved performance.
A. Software Prototype and Hardware Set-up
The software prototype was implemented using Java SE
and the MultiTouch for Java (MT4J) framework package.
This prototype enabled the participants to manage various
controls of the UAVs’ dependent of the desired LOA for each
specific step of the mode-of-operation. At a high LOA (LOA
8 or above), majority to all of the responsibilities belonged
to the UAV, such as the UAV’s flight planning capability
(path generation and selection), the autopilot (altitude, speed,
direction) and the searching capabilities. At a mid LOA
(LOA 3 to 7), the UAV was responsible for the flight path
generation, the aircraft’s direction, and the identification
of IOIs while the human agent was responsible for the
remaining tasks. Lastly, at a low LOA, the human agent was
responsible for manually carrying out all the tasks.
The software prototype was designed and ran on a 64-bit
Windows Operating System (OS) with graphics projected on
a touch interactive tabletop device - CircleTwelve Diamond-
Touch DT104.
B. Subjects
Thirty-six subjects were recruited to perform this exper-
iment. The subjects came from various professional back-
grounds with very limited if any professional UAV operation
skills, generally aged between 20 to 50 years old. Prior
to each experiment, a video tutorial was played to the
participants followed by some hands-on experience to enable
them to become familiar with the software and the hardware
interface.
C. Procedure
Each experiment lasted for approximately 90 minutes; this
included an introduction from the experimenter, a short video
Fig. 4: The functional message box widget contains a number of UAV status messages. The colour on the left indicates the UAV that the message
corresponds to. The remaining message items explain the UAV’s status or request for help.
Fig. 5: Circle Twelve DiamondTouch DT104 multi-user, multi-touch in-
teractive touch tabletop place in the Interactive Systems Group of ARCAA.
The evaluation experiment content is projected onto the touch table.
tutorial, and a practical training session. Once the participant
felt competent, the first experiment scenario began, followed
by a data collection session. Similarly, the evaluation ex-
periment began following the baseline experiment’s data
collection session.
The scenarios that were given to the participants began
with a transit stage, which exercised the transit mode-of-
operation. At a scripted time (unknown to the participants),
a perturbation event - usually hazardous in nature - appeared
to interrupt the smooth transit of the UAVs. The participants
were to react to these events, exercising the hazard avoidance
mode-of-operation. Once the UAVs arrive at their designated
search zones, the third (search) mode-of-operation was ex-
ercised.
D. Data Collection and Analysis
Three cognitive measurements and several performance
measurements were collected from the experiment. The
cognitive metrics included CW, using NASA-TLX [14];
SA, using SAGAT [15], and Trust, using a trust evaluation
instrument recently proposed by Uggirala et al. [16].
At the end of each experiment scenario, three question-
naires/rating forms were given to the participant to complete.
After the experiment, the experimenter reviewed the exper-
iment footage collected during the experiment and the soft-
ware recorded operational and system log files to extract each
participants’ performance values. These values included; 1)
The initial reaction time for the subject to react to UAVs
with lower autonomy to enable them to proceed en-course,
or Initial Response Time (IRT), 2) Reaction time for UAVs
with lower autonomy to avoid hazards, or Event Response
Time (ERT), 3) The success rate of finding IOIs during the
search mode.
VI. RESULT AND ANALYSIS
The results were analysed using the Statistical Package for
Social Sciences (SPSS) statistical package.
A. Cognitive Workload
NASA-TLX was used to capture the CW of the test
subjects. Two types of comparisons were conducted; 1)
Individual attribute comparison of the means, 2) the overall
CW rating comparison of the means.
NASA-TLX describes workload with six attributes: mental
demand, physical demand, temporal demand, own perfor-
mance, effort and frustration, and five of which were anal-
ysed. Results collected from physical demand were not able
to be analysed, as this attribute was not applicable to the task,
and it was reflected through the weighing of its significance
reported by the participants.
The five attributes reported that the mental demand
and frustration exhibited a significant statistical difference
through both the parametric and the non-parametric tests.
The remaining three attributes did not report a significant
difference in their means.
Each attribute was scaled and normalised to produce a
final rating. This rating also reported that with a Confidence
Interval (CI) of 95% and p = 0.04, the mean workload
experienced in the evaluation experiment (63.53%) is lower
than that of the baseline experiment (68.2%).
TABLE I: Automation trust result summary table for the five attributes
of automation trust with N = 34. Parametric testing used paired-sample
T-test, while non-parametric testing used the Wilcoxon Signed Rank Test.
Attribute Test Used 2 Tailed 1 Tailed
Competence Non-Parametric p = 0.033 x¯base < x¯eval
Predictability Parametric p = 0.045 x¯base < x¯eval
Predictability Non-Parametric p = 0.046 x¯base < x¯eval
Reliability Non-Parametric p = 0.025 x¯base < x¯eval
Faith Non-Parametric p = 0.548 -
Faith Parametric p = 0.728 -
Overall Trust Parametric p = 0.082 -
B. Situation Awareness
SA was collected using 30 individual SAGAT questions
and the subject completed each questionnaire individually.
From the correctness of all the 30 responses, the SA score
(out of 30) was collated and a parametric test was used to
analyse the difference of the means between both experi-
ments.
At CI=95% and N=32, the result of the two-tailed T-Test
was p <0.001, hence one can conclude that there was a
significant statistical difference between the mean SA of the
experiments. Both the results were able to satisfy the T-Test
assumptions after the outliers were removed.
Given the mean score of the baseline experiment is 15.417
(51.39%) and the mean score of the evaluation experiment
is 18.288 (60.96%), one can conclude that at CI=95%, the
mean SA of the experiment with increased AT is significantly
higher than that of the limited AT.
C. Automation Trust
Automation trust was measured in five discrete attributes
with a range of 1 to 7; where 7 is the highest achievable level:
Competence, predictability, reliability, faith, and overall trust.
Three of the five attributes revealed a significant differ-
ence between the baseline and the evaluation experiment
at CI=95%, while the remaining two attributes revealed no
significant difference. Table
Table I presented the statistic testings of the results. Based
on the two and one tailed testing of the hypothesis, at
CI=95%, we concluded that the participants felt that their
competence, predictability and reliability were greater in the
experiment configuration with a higher degree of autonomy
transparency.
D. Operator Performance
The operator performance data was defined into three
categories: The IRT, ERT, and the number of IOIs found
(normalised into percentage of total number of IOIs avail-
able).
The IRT is the time (in seconds) since the launch of the
experiment to the first correct input the subject made to
each specific UAV. For example, a UAV required manual
intervention to control the altitude and speed, the time the
operator took to make the correct control input to command
TABLE II: Participants’ objective performance result summary table for
the three performance categories analysed using the paired-sample T-test.
Attribute Sample 2 Tailed 1 Tailed
IRT N = 30 p = 0.082 -
ERT N = 30 p = 0.001 x¯base > x¯eval
IOIs Found N = 33 p < 0.001 x¯base < x¯eval
TABLE III: A summary table illustrating the effects of AT on human
cognitive metrics.
Types Attribute Did AT improve the mean?
Workload
Mental Demand Significantly improved
Physical Demand Not Tested
Temporal Demand No different
Own Performance No different
Effort No different
Frustration Significantly improved
Final Rating Significantly improved
SA - Significantly improved
Trust
Competence Significantly improved
Predictability Significantly improved
Reliability Significantly improved
Faith No different
Overall Trust No different
Performance
Initial Response Time No different
Event Response Time Significantly improved
IOIs Found Significantly improved
the UAV to move forward is the IRT. The final IRT was the
average of the four UAVs’ IRT in units of seconds.
The ERT is the time (in seconds) between the epoch of
any perturbation to the epoch when the subjects initiated an
interaction to address the event. Similar to the IRT, the final
ERT was also the average of th e four UAVs’ ERT in units
of seconds.
The IOIs found data for each experiment was normalised
to a percentage of the total number of IOIs deployed.
The IOIs were the targets that the subjects were required
to identify and select during the searching phase of the
experiments. This dataset satisfied all the assumptions of
a parametric test, hence a T-Test was used to compare the
means.
Table II presented the participants’ performance test statis-
tics. At CI=95%, the ERT averaged by the participant in
the experiment configuration with an increased autonomy
transparency experienced a decrease, and the IOIs found
experienced an increase, while the IRT did not register a
significant difference between the two configurations.
VII. DISCUSSION AND CONCLUSION
Table III illustrates a summary of the results, suggesting
that most attributes significantly improved when AT was
increased.
These results presented a significantly positive effect on
the overall workload experienced by the subjects. The two
attributes that indicate improvement were mental demand,
and frustration. The mental demand was reduced due to a
reduced cognitive effort for the subject to manage multiple
UAVs when UAVs communicate their autonomy status to
the subjects. The increased AT enabled the subjects to
spend greater mental resource on other areas of the mission.
Similarly, as a bi-product of the communication, the subjects
felt less frustration as they did not need the extra mental re-
source to decode situations, whenever there were mismatches
between the expected behaviour of the UAV, and the actual
behaviour.
SA presented an improvement through the increase in AT
implied an increase in the relevant information-exchange be-
tween the subject and the UAVs, which allowed the operators
to have a greater understanding of the situation at all times.
Information regarding the interaction was also available to
the subject, enabling a more effective collaboration between
the agents.
Significant improvements were observed in three of the
attributes in the trust in automation. The subjects felt a
greater competency when they were working with a system
where information about their assets (UAV teammates) were
available. The subjects felt that with this information, they
were able to better predict the future events and they con-
sidered the system more reliable. Therefore, they preferred
to work with a system that was able to communicate with
them.
Finally, a performance increase was observed in the ERT
and the number of IOIs found. The improvement in the ERT
when AT was increased is highly desirable as perturbation
events can be highly time critical, hence having a reduced
response time suggests an improved reaction performance.
The increase in the performance when the AT was increased
was also observed through the number of IOIs found during
the experiment.
The availability of the up-to-date status information about
the UAV’s autonomy and functional capability, that is, with
an increase in AT; the subjects were able to more accurately
direct their attention to areas with a higher importance
and necessity, reducing in cognitive overheads, workload,
and increasing SA and performance. This enabled a more
effective way to manage multiple heterogeneous UAVs.
Future work will focus on the two aspects; 1) The relation-
ships between the measurements will be further investigated
to determine whether there are any predictable trends that
could be hypothesised, and 2) The information display types,
details, and the ergonomics of this communication interface
will also be investigated to determine the optimal configura-
tion of the control interface.
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