Abstract. We prove a multidimensional extension of Selberg's central limit theorem for log ζ, in which non-trivial correlations appear. In particular, this answers a question by Coram and Diaconis about the mesoscopic fluctuations of the zeros of the Riemann zeta function.
as t → ∞, Y being a standard complex normal variable (see paragraph 1.4 below for precise definitions of log ζ and complex normal variables). This result has been extended in two distinct directions, both relying on Selberg's original method. First similar central limit theorems appear in Tsang's thesis [15] far away from the critical axis, and Joyner [9] generalized these results to a larger class of L-functions. In particular, (1.1) holds also for log ζ evaluated close to the critical axis (1/2 + ε t + iωt) provided that ε t ≪ 1/ log t; for ε t → 0 and ε t ≫ 1/ log t, Tsang proved that a change of normalization is necessary:
with ω uniform on (0, 1) and Y ′ a standard complex normal variable. Second, a multidimensional extension of (1.1) was given by Hughes, Nikeghbali and Yor [8] , in order to get a dynamic analogue of Selberg's central limit theorem : they showed that for any 0 < λ 1 < · · · < λ ℓ 1 √ log log t log ζ 1 2 + iωe (log t) λ 1 , . . . , log ζ 1 2 + iωe
all the Y k 's being independent standard complex normal variables. The evaluation points 1 2 + iωe (log t) λ k in the above formula are very distant from each other and a natural question is whether, for closer points, a non-trivial correlation structure appears for the values of zeta. Actually, the average values of log ζ become correlated for small shifts, and the Gaussian kernel appearing in the limit coincides with the one of Brownian motion off the diagonal. More precisely, our main result is the following. Theorem 1.1. Let ω be uniform on (0, 1), ε t → 0, ε t ≫ 1/ log t, and functions 0 ≤ f Then the vector 1 √ − log ε t log ζ 1 2 + ε t + if (1) t + iωt , . . . , log ζ 1 2 + ε t + if Moreover, the above result remains true if ε t ≪ 1/ log t, replacing the normalization − log ε t with log log t in (1.4) and (1.5).
The covariance structure (1.6) of the limit Gaussian vector actually depends only on the ℓ − 1 parameters c 1,2 , . . . , c ℓ−1,ℓ because formula (1.4) implies, for all i < k < j, c i,j = c i,k ∧ c k,j . We will explicitly construct Gaussian vectors with the correlation structure (1.6) in section 4.
We now illustrate Theorem 1.1. Take ℓ = 2, ε t → 0, ε t ≫ 1/ log t. Then for any 0 ≤ δ ≤ 1 and ω uniform on (0, 1), choosing f (1) t = 0 and f
where N 1 and N 2 are independent standard real normal variables. A similar result holds if ε t ≪ 1/ log t, in particular we have a central limit theorem on the critical axis ε t = 0 :
also converges in law to (1.7) . Note the change of normalization according to ε t , i.e. the distance to the critical axis. Finally, if all shifts f (i) t are constant and distinct, c i,j = 0 for all i and j, so the distinct means of ζ converge in law to independent complex normal variables, after normalization.
Remark. In this paper we are concerned with distinct shifts along the ordinates, in particular because it implies the following Corollary 1.3 about counting the zeros of the zeta function. The same method equally applies to distinct shifts along the abscissa, not enounced here for simplicity. For example, the Gaussian variables Y and Y ′ in (1.1) and (1.2) have correlation 1 ∧ √ δ if ε t = 1/(log t) δ with δ > 0. Theorem 1.1 can be understood in terms of Gaussian processes : it has the following immediate consequence, enounced for ε t = 0 for simplicity. Corollary 1.2. Let ω be uniform on (0, 1). Consider the random function
Then its finite dimensional distribution converge, as t → ∞, to those of a centered Gaussian process with kernel
There is an effective construction of a centered Gaussian process (X δ , 0 ≤ δ ≤ 1) with covariance function Γ γ,δ : let (B δ , 0 ≤ δ ≤ 1) be a standard Brownian motion and independently let (D δ , 0 ≤ δ ≤ 1) be a totally disordered process, meaning that all its coordinates are independent centered Gaussians with variance E(D 2 δ ) = δ. Then 1.2. Counting the zeros. Theorem 1.1 also has a strange consequence for the counting of zeros of ζ on intervals in the critical strip. Write N (t) for the number of non-trivial zeros z of ζ with 0 < Imz ≤ t, counted with their multiplicity. Then (see e.g. Theorem 9.3 in Titchmarsh [14] )
with Im log ζ (1/2 + it) = O(log t). For t 1 < t 2 we will write
which represents the fluctuations of the number of zeros z (t 1 < Imz ≤ t 2 ) minus its expectation. A direct consequence of Theorem 1.1, choosing ℓ = 2,
, is the following central limit theorem obtained by Fujii [4] : Corollary 1.3. Let (K t ) be such that, for some ε > 0 and all t, K t > ε. Suppose log K t / log log t → δ ∈ [0, 1) as t → ∞. Then the finite dimensional distributions of the process
converge to those of a centered Gaussian process (∆(α, β), 0 ≤ α < β < ∞) with the covariance structure
This correlation structure is surprising : for example∆(α, β) and∆(α ′ , β ′ ) are independent if the segment [α, β] is strictly included in [α ′ , β ′ ], and positively correlated if this inclusion is not strict. Note that there is again an effective construction of∆ : if (D δ , δ ≥ 0) is a real valued process with all coordinates independent centered Gaussians with variance E(D 2 δ ) = 1/2, then∆ (α, β) =D β −D α has the required correlation structure. Concerning the discovery of this exotic Gaussian correlation function in the context of unitary matrices, see the remark after Theorem 1.4.
1.3. Analogous result on random matrices. We note Z(u n , X) the characteristic polynomial of a matrix u n ∈ U (n), and often abbreviate it as Z. Theorem 1.1 was inspired by the following analogue (Theorem 1.4) in random matrix theory. This confirms the validity of the correspondence n ↔ log t between the dimension of random matrices and the length of integration on the critical axis, but it also supports this analogy at a local scale, for the evaluation points of log Z and log ζ : the necessary shifts are strictly analogue both for the abscissa\radius (ε n \ ε t ) and the ordinate\angle (
converges in law to a complex Gaussian vector with mean 0 and covariance function (1.6). Moreover, the above result remains true if ε n ≪ 1/n, replacing the normalization − log ε n with log n in (1.10) and (1.11).
Remark. Let N n (α, β) be the number of eigenvalues e iθ of u n with α < θ < β, and
Then, a little calculation (see [7] ) yields
This and the above theorem imply that, as n → ∞, the vector 1
converges in law to a Gaussian limit. Central limit theorems for the countingnumber of eigenvalues in intervals were discovered by Wieand [16] in the special case when all the intervals have a fixed length independent of n (included in the case c i,j = 0 for all i, j). Her result was extended by Diaconis and Evans to the case ϕ
e. c i,j is a constant independent of i and j) : Corollary 1.3 is a number-theoretic analogue of their Theorem 6.1 in [2] .
Note that, in the general case of distinct c i,i+1 's, a similar result holds but the correlation function of the limit vector is not as simple as the one in Corollary 1.3 : it strongly depends on the relative orders of these coefficients c i,i+1 's.
1.4. Definitions, organization of the paper. In this paper, for more concision we will make use of the following standard definition of complex Gaussian random variables.
(N 1 +iN 2 ), N 1 and N 2 being independent real standard normal variables. For any λ, µ ∈ C, we will say that λ + µY is a complex normal variable with mean λ and variance |µ| 2 . The covariance of two complex Gaussian variables Y and
is a complex Gaussian vector if any linear combination of its coordinates is a complex normal variable. For such a complex Gaussian vector and any
where C is said to be the covariance matrix of (Y 1 , . . . , Y ℓ ) :
As in the real case, the mean and the covariance matrix characterize a complex Gaussian vector.
Moreover, precise definitions of log ζ and log Z(X) are necessary : for σ ≥ 1/2, we use the standard definition
if ζ has no zero with ordinate t. Otherwise, log ζ(σ + it) = lim ε→0 log ζ(σ + i(t + ε)). Similarly, let u ∼ µ U (n) have eigenvalues e iθ 1 , . . . , e iθn . For |X| > 1, the principal branch of the logarithm of
Following Diaconis and Evans [2] , if X n → X with |X n | > 1 and
X j ; therefore this is our definition of log Z(X) when |X| = 1.
We will successively prove Theorems 1.4 and 1.1 in the next two sections. They are independent, but we feel that the joint central limit theorem for ζ and its analogue for the random matrices are better understood by comparing both proofs, which are similar. In particular Proposition 3.1, which is a major step towards Theorem 1.1 is a strict number-theoretic analogue of the Diaconis-Evans theorem used in the next section to prove Theorem 1.4.
Finally, in Section 4, we show that the same correlation structure as (1.6) appears in the theory of spatial branching processes.
2. The central limit theorem for random matrices.
2.1. The Diaconis-Evans method. Diaconis and Shahshahani [3] looked at the joint moments of Tr u, Tr u 2 , . . . , Tr u ℓ for u ∼ µ U (n) , and showed that any of these moments coincides with the ones of Y 1 , √ 2Y 2 , . . . , √ ℓY ℓ for sufficient large n, the Y k 's being independent standard complex normal variables. This suggests that under general assumptions, a central limit theorem can be stated for linear combinations of these traces.
Indeed, the main tool we will use for the proof of Theorem 1.4 is the following result.
Theorem 2.1 (Diaconis, Evans [2] ). Consider an array of complex constants {a nj | n ∈ N, j ∈ N}. Suppose there exists σ 2 such that
Suppose also that there exists a sequence of positive integers {m n | n ∈ N} such that lim n→∞ m n /n = 0 and
Then ∞ j=1 a nj Tr u j n converges in distribution to σY , where Y is a complex standard normal random variable and u n ∼ µ U (n) .
Thanks to the above result, to prove central limit theorems for class functions, we only need to decompose them on the basis of the traces of successive powers. This is the method employed in the next subsections, where we treat separately the cases ε n ≫ 1/n and ε n ≪ 1/n.
2.2.
Proof of Theorem 1.4 for ε n ≫ 1/n. From the Cramér-Wald device 1 a sufficient condition to prove Theorem 1.4 is that, for any (µ 1 , . . . , µ ℓ ) ∈ 1 A Borel probability measure on R ℓ is uniquely determined by the family of its onedimensional projections, that is the images of µ by (x1, . . . , x ℓ ) → P ℓ j=1 λjxj, for any vector (λj) 1≤j≤ℓ ∈ R ℓ .
converges in law to a complex normal variable with mean 0 and variance
We need to check conditions (2.1) and (2.2) from Theorem 2.1, with
. First, to calculate the limit of
note that this second term tends to 0 : if a = (
The first term can be written
Hence the expected limit is a consequence of the following lemma.
Lemma 2.2. Let ε n ≫ 1/n, ε n → 0, (∆ n ) be a strictly positive sequence, bounded by 2π − δ for some δ > 0, and log ∆ n / log ε n → c ∈ [0, ∞]. Then
Proof. The Taylor expansion of log(1 − X) for |X| < 1 gives n j=1 e ij∆n je 2jεn = − log 1 − e −2εn+i∆n
e ij∆n je 2jεn (2) .
so (2), divided by log ε n , tends to 0.
We now look at the main contribution, coming from (1). If c > 1, then ∆ n = o(ε n ), so (1) is equivalent to log ε n as n → ∞. If 0 < c < 1, then ε n = o(∆ n ) so (1) is equivalent to log ∆ n , hence to c log ε n . If c = 1, (1) is equivalent to (log ε n )1 εn≥∆n + (log ∆ n )1 ∆n>εn , that is to say log ε n . Finally, if c = 0, as (ε n ) a ≪ ∆ n < 2π − δ for all a > 0, (1) = o(log ε n ).
The condition (2.2) in Theorem 2.1 remains to be shown. Since we have already shown that n ∞ j=n+1 |a nj | 2 → 0, we look for a sequence (m n ) with m n /n → 0 and n j=mn+1 j|a nj | 2 → 0. Writing as previously a = (
Hence any sequence (m n ) with m n = o(n), (log n − log(m n ))/ log ε n → 0 is convenient, for example m n = ⌊n/(− log ε n )⌋.
2.3.
Proof of Theorem 1.4 for ε n ≪ 1/n. We now need to check conditions (2.1) and (2.2) with
and σ 2 as in (2.3). In the same way as the previous paragraph, n ∞ j=n+1 |a nj | 2 → 0, and (2.2) holds with m n = ⌊n/ log n⌋. So the last thing to prove is
that is to say, writing x n = e −2εn+i(ϕ
First note that with no restriction we can suppose ε n = 0. Indeed, if we write y n = e i(ϕ
n ) , and ε n ≤ b/n for some b > 0 (since ε n ≪ 1/n), Proof. We successively treat the cases c > 0 and c = 0. Suppose first that c > 0. By comparison between the Riemann sum and the corresponding integral,
As c > 0, ∆ n → 0 so 1 log n n j=1 e ij∆n j has the same limit as 1 log n (n+1)∆n ∆n e it t dt as n → ∞. If c > 1, n∆ n → 0 so we easily get
If 0 < c < 1, n∆ n → ∞. As sup x>1
If c = 1, a distinction between the cases n∆ n ≤ 1, n∆ n > 1 and the above reasoning gives 1 in the limit.
If c = 0, ∆ n does not necessarily converge to 0 anymore so another method is required. An elementary summation gives
We will choose a sequence (a n ) (1 ≤ a n ≤ n) and bound k j=1 e ij∆n by k if k < a n , by |(e ik∆n − 1)/(e i∆n − 1)| ≤ 2/|e i∆n − 1| if a n ≤ k ≤ n. This yields
+1 ≤ log a n + 2 a n |e i∆n − 1| +1.
As ∆ n < 2π − δ, there is a constant λ > 0 with |e i∆n − 1| > λ∆ n . So the result follows if we can find a sequence (a n ) such that log an log n → 0 and a n ∆ n log n → ∞, which is true for a n = ⌊2π/∆ n ⌋.
3. The central limit theorem for ζ 3.1. Selberg's method. Suppose the Euler product of ζ holds for 1/2 ≤ Re(s) ≤ 1 (this is a conjecture) : then log ζ(s) = − p∈P log(1−p −s ) can be approximated by p∈P p −s . Let s = 1/2 + ε t + iωt with ω uniform on (0, 1). As the log p's are linearly independent over Q, the terms {p −iωt | p ∈ P} can be viewed as independent uniform random variables on the unit circle as t → ∞, hence it was a natural thought that a central limit theorem might hold for log ζ(s), which was indeed shown by Selberg [12] .
The crucial point to get such arithmetical central limit theorems is the approximation by sufficiently short Dirichlet series. Selberg's ideas to approximate log ζ appear in Goldston [6] , Joyner [9] , Tsang [15] or Selberg's original paper [12] . More precisely, the explicit formula for ζ ′ /ζ, by Landau, gives such an approximation (x > 1, s distinct from 1, the zeros ρ and −2n, n ∈ N) :
from which we get an approximate formula for log ζ(s) by integration. However, the sum over the zeros is not absolutely convergent, hence this formula is not sufficient. Selberg found a slight change in the above formula, that makes a great difference because all infinite sums are now absolutely convergent : under the above hypotheses, if
Assuming the Riemann hypothesis, the above formulas give a simple expression for (ζ ′ /ζ)(s) for Re(s) ≥ 1/2 : for x → ∞, all terms in the infinite sums converge to 0 because Re(ρ − s) < 0. By subtle arguments, Selberg showed that, although RH is necessary for the almost sure coincidence between ζ ′ /ζ and its Dirichlet series, it is not required in order to get a good L k approximation. In particular, Selberg [12] (see also Joyner [9] for similar results for more general L-functions) proved that for any k ∈ N * , 0 < a < 1, there is a constant c k,a such that for any 1
In the following, we only need the case k = 1 in the above formula : with the notations of Theorem 1.1 (ω uniform on (0, 1)),
is bounded in L 2 , and after normalization by 1 − log εt or 1 log log t , it converges in probability to 0. Hence, Slutsky's lemma and the Cramr-Wald device allow us to reformulate Theorem 1.1 in the following way.
Equivalent of Theorem 1.1. Let ω be uniform on (0, 1), ε t → 0, ε t ≫ 1/ log t, and functions 0 ≤ f Suppose (1.4) . Then for any finite set of complex numbers µ 1 , . . . , µ ℓ ,
converges in law to a complex Gaussian variable with mean 0 and variance
If ε t ≪ 1/ log t, then the same result holds with normalization 1/ √ log log t instead of 1/ √ − log ε t in (3.1) and (1.4).
To prove this convergence in law, we need a number-theoretic analogue of Theorem 2.1, stated in the next paragraph.
3.2.
An analogue of the Diaconis-Evans theorem. Heuristically, the following proposition stems from the linear independence of the log p's over Q, and the main tool to prove it is the Montgomery-Vaughan theorem.
Note that, generally, convergence to normal variables in a number-theoretic context is proved thanks to the convergence of all moments (see e.g. [8] ). The result below is a tool showing that testing the L 2 -convergence is sufficient.
Proposition 3.1. Let a pt (p ∈ P, t ∈ R + ) be complex numbers with sup p |a pt | → 0 and p |a pt | 2 → σ 2 as t → ∞. Suppose also the existence of (m t ) with log m t / log t → 0 and
Then, if ω is a uniform random variable on (0, 1),
as t → ∞, Y being a standard complex normal variable.
Remark. The condition m n = o(n) in Theorem 2.1 is replaced here by log m t = o(log t). A systematic substitution n ↔ log t would give the stronger condition m t / log m t = o(log t) : the above proposition gives a better result than the one expected from the analogy between random matrices and number theory.
Proof. Condition (3.2) first allows to restrict the infinite sum over the set of primes P to the finite sum over P ∩ [2, m t ]. More precisely, following [10] , let (a r ) be complex numbers, (λ r ) distinct real numbers and for some θ with |θ| ≤ 1. We substitute above a r by a pt and λ r by log p, and restrict the sum to the p's greater than m t : there is a constant c > 0 independent of p with min
with c ′ bounded by 3πc. Hence the hypothesis (3.2) implies that p>mt a pt p −iωt converges to 0 in L 2 , so by Slutsky's lemma it is sufficient to show that
As p≤mt |a pt | 2 → σ 2 and sup p≤mt |a pt | → 0, Theorem 4.1 in Petrov [11] gives the following central limit theorem : 4) where the ω p 's are independent uniform random variables on (0, 2π). The log p's being linearly independent over Q, it is well known that as t → ∞ any given finite number of the p iωt 's are asymptotically independent and uniform on the unit circle. The problem here is that the number of these random variables increases as they become independent. If this number increases sufficiently slowly (log m t / log t → 0), one can expect that (3.4) implies (3.3). The method of moments tells us that , in order to prove the central limit theorem (3.3) , it is sufficient to show for all positive integers a and b that
Hence it is sufficient for us to show that, for every a and b,
p≤mt a pt e izp , which is C ∞ and (2πZ) nt -periodic. Let its Fourier decomposition be f
If we write T s for the translation on R nt with vector s p (t) = s(log p 1 , . . . , log p nt ), inspired by the proof of Theorem 2.1 we can write the LHS of the above equation as (µ (t) is the uniform distribution on the Torus with dimension n t )
Our theorem will be proven if the above difference between a mean in time and a mean in space converges to 0, which can be seen as an ergodic result. The above RHS is clearly bounded by 2 t k∈Z n t |u
where
a,b is the set of the non-zero k's in Z nt for which u
hence for sufficiently large t
Lemma 3.2 below and the condition log m t / log t → 0 show that the above term tends to 0, concluding the proof.
Lemma 3.2. For n ≥ 1 and all k ∈ H t a,b ,
First note that we can suppose ε t = 0, because (using ε t < d/ log t for some4. Connection with spatial branching processes.
There is no easy a priori reason why the matrix (1.6) is a covariance matrix. More precisely, given positive numbers c 1 , . . . , c ℓ−1 , is there a reason why the symmetric matrix
is positive semi-definite ? This is a by-product of Theorem 1.1, and a possible construction for the Gaussian vector (Y 1 , . . . , Y ℓ ) is as follows. Define the angles ϕ
Let (X r ) r≥1 be independent standard complex Gaussian variables.
Then (Y (n) 1 , . . . , Y (n) ℓ ) is a complex Gaussian vector, and Lemma 2.3 implies that its covariance matrix converges to (4.1).
Instead of finding a Gaussian vector with covariance structure (4.1), we consider this problem : given c 1 , . . . , c ℓ positive real numbers, can we find a centered (real or complex) Gaussian vector (X 1 , . . . , X ℓ ) with
for all i ≤ j ? A matrix C of type (4.1) can always be obtained as a λC ′ + D with λ > 0, C ′ of type (4.2) and D diagonal with positive entries, so the above problem is more general than the original one. Equation (4.2) is the discrete analogue of the following problem, considered in the context of spatial branching processes by Le Gall (see e.g. [5] ). Strictly following his work, we note e : [0, σ] → R + a continuous function such that e(0) = e(σ) = 0. Le Gall associates to such a function e a continuous tree by the following construction : each s ∈ [0, σ] corresponds to a vertex of the tree after identification of s and t (s ∼ t) if e(s) = e(t) = inf [s,t] e(r).
This set [0, σ]/ ∼ of vertices is endowed with the partial order s ≺ t (s is an ancestor of t) if e(s) = inf [s,t] e(r).
Independent Brownian motions can diffuse on the distinct branches of the tree : this defines a Gaussian process B u with u ∈ [0, σ]/ ∼ (see [5] for the construction of this diffusion). For s ∈ [0, σ] writing X s = B s (where s is the equivalence class of s for ∼), we get a continuous centered Gaussian process on [0, σ] with correlation structure E(X s X t ) = inf [s,t] e(u), (4.3) which is the continuous analogue of (4.2). This construction by Le Gall yields a solution of our discrete problem (4.2). More precisely, suppose for simplicity that all the c i 's are distinct (this is not a restrictive hypothesis by a continuity argument), and consider the graph i → c i . We say that i is an ancestor of j if c i = inf
The father of i is its nearest ancestor, for the distance d(i, j) = |c i − c j |. It is noted p(i). We can write c σ(1) < · · · < c σ(ℓ) for some permutation σ, and (N 1 , . . . , N ℓ ) a vector of independent centered complex Gaussian variables, N k with variance c k − c p(k) (by convention c p(σ(1)) = 0). Then the Gaussian vector (X 1 , . . . , X ℓ ) iteratively defined by X σ(1) = N σ(1) X σ(i+1) = X p(σ(i+1)) + N σ(i+1) satisfies (4.2), by construction.
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