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Virtualizacija omrežnih funkcij je hitro rastoče področje razvoja telekomunikacij. 
Vsako leto se močno povečujejo vlaganja v razvoj strojne in programske opreme za 
virtualizacijo omrežnih funkcij. Virtualizacija omrežnih funkcij prinaša mnogo 
koristi, med katerimi so predvsem zniževanje stroškov za naložbe in obratovalnih 
stroškov, lažje razširjanje omrežij in hitrejši prihodki od prodaje storitev. Da bi lahko 
dosegli te rezultate, je potrebno posvetiti veliko pozornosti področju upravljanja in 
orkestracije virtualiziranih omrežnih funkcij. 
Na začetku magistrske naloge so predstavljeni funkcionalni bloki, ki sestavljajo 
arhitekturni okvir virtualizacije omrežnih funkcij, ter povezave med njimi. V 
nadaljevanju je predstavljen delovni okvir upravljanja in orkestracije virtualiziranih 
omrežnih funkcij ter specifikacije, ki so jih pripravili v Evropskem inštitutu za 
telekomunikacije.  
V četrtem poglavju je kratek pregled vseh odprtokodnih projektov, ki se ukvarjajo z 
upravljanjem in orkestracijo virtualiziranih omrežnih funkcij. Za vsakega izmed njih 
je opisano, na kakšni stopnji razvoja je in kdo stoji za njegovim razvojem. 
Na koncu so predstavljene ugotovitve preverjanja funkcionalnosti treh izbranih 
odprtokodnih projektov. V zaključku tega poglavja je podana tudi primerjava vseh 
treh projektov, pogled na njihovo uporabnost v trenutni stopnji razvoja ter kje so še 
potrebne izboljšave. 
 
Ključne besede: upravljanje, orkestracija, virtualizirana omrežna funkcija, 




Network functions virtualization is a fast evolving area of expertise in 
telecommunications. There is a yearly increase in investments in the development of 
NFV hardware and software. Network functions virtualization promises to reduce 
operational and capital expenses, make networks more scalable and lead to faster 
returns on investments. To achieve all these gains, area management and 
orchestration need to be addressed. 
In the beginning of the given thesis network functions virtualization architectural 
framework is presented. Descriptions are provided for all functional blocks, 
including their roles and the reference points that connect them. In continuation, 
detailed descriptions are laid out regarding network functions virtualization 
management and orchestration specifications as proposed by the European 
Telecommunications Standards Institute. 
In the fourth chapter there is an overview of the current status of all open source 
initiatives available that explore management and orchestration of network functions 
virtualization.  
At the end there is a presentation of my findings in testing three selected open source 
projects. In conclusion, a comparison of the three is made along with a discussion on 
the development progress of each project and what remains to be improved. 
 
Key words: management, orchestration, network functions virtualization, virtualized 
network function, cloud computing, VNF, NFV, MANO
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1  Uvod 
Tradicionalna omrežna oprema je draga, neprilagodljiva in od proizvajalca do 
proizvajalca različna, specifična. Prav tako so lahko postopki nabave in preizkusa 
opreme dolgotrajni. To so samo nekateri od razlogov, zakaj so se operaterji odločili, 
da je čas za spremembe. Virtualizacijske tehnologije so v zadnjih letih močno 
napredovale in kot posledico vidimo pojav ogromnega števila storitev v oblaku, ki jih 
ponujajo najrazličnejši ponudniki storitev. Prednosti virtualizacije so sedaj spoznali 
tudi telekomunikacijski operaterji.  
Na njihovo pobudo se je začel razvoj tehnologije za virtualizacijo omrežnih funkcij 
(angl. Network Functions Virtualisation, NFV), ki pomeni ločitev omrežnih funkcij 
od namenske strojne opreme in operaterjem omogoča izvajanje omrežnih storitev, ki 
jih danes opravljajo na primer usmerjevalniki, požarni zidovi, izravnalniki 
obremenitve, na virtualiziranih strojih (angl. Virtual Machine, VM).[1] Z 
izkoriščanjem ločitve strojne opreme od programske opreme si operaterji obetajo 
manjše stroške obratovanja (angl. Operational Expenditures, OPEX) in manjše 
stroške za naložbe (angl. Capital Expenditures, CAPEX), skrajšanje časa do ponudbe 
storitve na trgu (angl. time-to-market) in hitrejše prihodke od prodaje storitev. Prav 
tako bo povezovanje različnih storitev lažje, kapacitete oz. zmogljivosti pa bodo 
ustrezale trenutnim potrebam. Ko bo operater zaznal potrebo po večjih 
zmogljivostih, bo enostavno v nekaj minutah dodal nov virtualiziran stroj ali pa 
obstoječega prestavil na drugo, bolj zmogljivo strojno opremo. Na enak način bo 
lahko na hitro ugasnil virtualiziran stroj in s tem neko omrežno storitev, ko ta ne bo 
več potrebna, ter s tem sprostil strojne vire za kakšno drugo storitev.  
NFV dopolnjujejo tudi programsko definirana omrežja (angl. Software Defined 
Network, SDN), ki, kadar delujejo na infrastrukturi za virtualizacijo omrežnih 
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funkcij, posredujejo podatkovne pakete iz ene omrežne naprave na drugo, medtem ko 
se funkcija usmerjanja izvaja na virtualiziranem stroju. 
Za doseganje omenjenih koristi virtualizacije omrežnih funkcij je zelo pomembna 
tema upravljanja in orkestracije (angl. Management and Orchestration, MANO), saj 
je brez nje te koristi težko doseči. Upravljanje in orkestracija omogočata 
vzpostavljanje omrežnih storitev (angl. Network Service, NS) in virtualiziranih 
omrežnih funkcij (angl. Virtualised Network Function, VNF) v nekaj korakih s 
pomočjo vnaprej definiranih predlog omrežnih storitev, virtualiziranih omrežnih 
funkcij in povezav med njimi. Prav tako omogočata nadzor nad delovanjem 
omrežnih storitev in VNF ter avtomatsko prilagajanje zmogljivosti in porabe 
virtualizacijskih virov na podlagi teh podatkov. Omogočata tudi avtomatizirano 
izvajanje popravljalnih ukrepov v primeru napak v delovanju VNF. 
Razvoj specifikacij za virtualizacijo omrežnih funkcij je prevzel Evropski inštitut za 
telekomunikacije (angl. European Telecommunications Standards Institute, ETSI). 
Področje upravljanja in orkestracije je kompleksno in je bilo na začetku razvoja 
virtualizacije omrežnih funkcij slabo definirano, kar je omogočilo različno 
interpretiranje. Konec leta 2014 je bil izdan dokument[4], ki definira vlogo 
posameznih funkcionalnih blokov znotraj MANO, povezave med njimi ter postopke 
upravljanja in orkestracije. Od februarja 2016 naprej druga skupina znotraj ETSI 
objavlja nove dokumente, ki dodatno specificirajo zahteve za posamezne 
funkcionalne bloke, vmesnike med njimi, definicije informacijskih modelov itd. Ti 
dokumenti sledijo izkušnjam, pridobljenim od izida prve specifikacije in prvih 
implementacij.  
Veliko ponudnikov opreme že ponuja lastno opremo za upravljanje in orkestracijo, ki 
pa je močno vezana na njihovo programsko opremo omrežnih funkcij. Večina 
telekomunikacijskih operaterjev in ponudnikov storitev pa si želi odprte in 
univerzalne rešitve, zato se združujejo v razne odprtokodne projekte, ki naj bi 
ustvarili produkt, kateri ne bo odvisen od nobenega proizvajalca programske ali 
strojne opreme. Rezultati tega povezovanja so že vidni, saj so že na voljo prve, sicer 
še bolj razvojne, različice produktov, ki so zmožni upravljanja in orkestracije 
virtualiziranih omrežnih funkcij. 
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2  Arhitekturni okvir virtualizacije omrežnih funkcij 
Klasična (nevirtualizirana) omrežja oz. omrežne funkcije sestavlja kombinacija 
programske in strojne opreme, ki je specifična za vsakega proizvajalca in je 
prilagojena funkciji, ki jo upravlja v omrežju.[1][2][3] Virtualizacija omrežnih 
funkcij pa predstavlja korak naprej v razvoju telekomunikacijskega okolja. Nekateri 
pravijo, da ne gre samo za evolucijo, temveč za revolucijo na področju 
telekomunikacij. Z virtualizacijo omrežnih funkcij se na področje zagotavljanja 
omrežnih storitev vpeljujejo številne spremembe v primerjavi s trenutno prakso. Te 
spremembe lahko povzamemo z naslednjim seznamom: 
 Ločitev programske opreme od strojne opreme: Ker omrežni element ni več skupek 
integrirane programske in strojne opreme, je razvoj ene neodvisen od razvoja 
druge. 
 Fleksibilnost uvajanja omrežnih funkcij: Ločitev programske opreme od strojne 
opreme omogoča prerazporeditev in delitev virov. Skupaj pa lahko programska in 
strojna oprema izvajata različne funkcije. Ob predpostavki, da se strojna oprema že 
nahaja na neki lokaciji in že deluje, je lahko programska vzpostavitev neke omrežne 
funkcije v veliki meri avtomatizirana. Hkrati pa omogoča omrežnim operaterjem 
hitrejšo vzpostavitev novih omrežnih storitev na isti fizični infrastrukturi. 
 Dinamično delovanje: Ločitev funkcionalnosti omrežne funkcije na programske 
komponente omogoča večjo prožnost pri spreminjanju zmogljivosti VNF na bolj 
dinamičen način. Na primer: spreminjanje zmogljivosti klicnega strežnika glede na 
dejansko količino klicev. 
Virtualizacija omrežnih funkcij predvideva implementacijo omrežne funkcije kot 
programske entitete, ki teče na infrastrukturi za virtualizacijo omrežnih funkcij (angl. 
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Network Functions Virtualisation Infrastructure, NFVI). V arhitekturnem okvirju 
virtualizacije omrežnih funkcij so definirane tri delovne domene: 
 Infrastruktura za virtualizacijo omrežnih funkcij, ki vključuje fizične vire in način, 
kako jih virtualizirati. NFVI podpira izvajanje virtualizirane omrežne funkcije. 
 Virtualizirana omrežna funkcija, omrežna funkcija izvedena v obliki programske 
opreme, ki teče na infrastrukturi za virtualizacijo omrežnih funkcij. 
Upravljanje in orkestracija virtualiziranih omrežnih funkcij pokriva upravljanje in 
orkestracijo življenjskega cikla fizičnih in programskih virov, ki podpirajo 
virtualizacijo infrastrukture in upravljanje življenjskega cikla virtualizirane omrežne 
funkcije. 
Telekomunikacijski operaterji ali ponudniki storitev strankam ponujajo omrežne 
storitve, ki jih te potrebujejo oz. zahtevajo. V klasičnih omrežjih to storijo s 
povezovanjem različnih omrežnih naprav. V kontekstu virtualizacije omrežnih 
funkcij pa lahko omrežno storitev opišemo kot posredovalni graf med omrežnimi 
funkcijami, ki so med seboj povezane s podporno omrežno infrastrukturo. Te 
omrežne funkcije so lahko izvedene v omrežju enega ponudnika ali pa preko več 
različnih omrežnih ponudnikov storitev. Spodnje ležeča omrežna funkcija vpliva na 
delovanje višje ležečih storitev. Zato je obnašanje neke omrežne storitve odvisno od 
obnašanja ali delovanja njenih sestavnih (funkcionalnih) blokov. Ti bloki lahko 
vsebujejo omrežne funkcije, sete omrežnih funkcij, posredovalne grafe in klasično 
infrastrukturno omrežje. 
Na sliki 2.1 lahko vidimo primer omrežne storitve in komponent, ki jo sestavljajo. 
Končne točke storitve  in omrežne funkcije, ki sestavljajo omrežno storitev, so 
predstavljene kot vozlišča in lahko predstavljajo naprave, aplikacije ali fizične 
strežniške aplikacije. Vozlišča omrežnih funkcij so v posredovalnem grafu povezana 
z logičnimi povezavami, ki so lahko enosmerne, dvosmerne, multicast ali broadcast. 
Enostaven primer posredovalnega grafa je veriga omrežnih funkcij. Primer takšne 
omrežne storitve lahko vsebuje mobilni telefon, brezžično omrežje, požarni zid in 
nekaj strežnikov. Virtualizacija omrežnih funkcij se ukvarja z viri, ki jih upravlja 
operater omrežja. Oprema strank ni del virtualizacije, vendar pa sta virtualizacija in 
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omrežno gostovanje uporabniških funkcij mogoče in sta znotraj obsega delovanja 
virtualizacije omrežnih funkcij. 
 
Slika 2.1:  Prikaz omrežne storitve in komponent, ki jo sestavljajo[1] 
2.1  Funkcionalni bloki virtualizacije omrežnih funkcij 
Arhitekturni okvir za virtualizacijo omrežnih funkcij definira naslednje funkcionalne 
bloke: 
 Virtualizirane omrežne funkcije. 
 Upravljavci elementov (angl. Element Management, EM). 
 Infrastruktura za virtualizacijo omrežnih funkcij: strojna oprema, virtualizirani viri in 
virtualizacijski sloj. 
 Upravljavci virtualizirane infrastrukture (angl. Virtualised Infrastructure Manager, 
VIM). 
 Orkestrator virtualizacije omrežnih funkcij (angl. Network Functions Virtualisation 
Orchestrator, NFVO). 
 Upravljavci virtualiziranih omrežnih funkcij (angl. Virtualised Network Functions 
Manager, VNFM). 
 Katalogi opisovalcev omrežnih storitev in virtualiziranih omrežnih funkcij ter 
skladišča zapisov o instancah in strojnih virih. 
 Operacijski in poslovni podporni sistemi (angl. Operations Support System/ 
Business Support System, OSS/BSS). 
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Slika 2.2 prikazuje arhitekturni okvir virtualizacije omrežnih funkcij, kjer so 
prikazani funkcionalni bloki in referenčne točke, ki jih povezujejo. Glavne 
referenčne točke in referenčne točke izvajanja so prikazane s polnimi črtami in so 
znotraj obsega virtualizacije omrežnih funkcij. Referenčne točke, prikazane s 
črtkanimi črtami, niso del virtualizacije omrežnih funkcij, saj gre za povezave, ki se 
že uporabljajo v obstoječih izvedbah. 
 
Slika 2.2:  Arhitekturni okvir virtualizacije omrežnih funkcij[1] 
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2.2  Vloge funkcionalnih blokov 
Virtualizirana omrežna funkcija je virtualizacija omrežne funkcije iz klasičnega 
nevirtualiziranega omrežja. Obnašanje in stanje omrežne funkcije je večinoma 
neodvisno od tega, ali je funkcija virtualizirana ali ne. Pričakuje se, da bo obnašanje 
fizične omrežne funkcije in virtualizirane omrežne funkcije enako, prav tako njuni 
zunanji operativni vmesniki.[1][2][3] 
Upravljavec elementov opravlja tipične upravljavske funkcionalnosti, kot na primer 
spremembe nastavitev za eno ali več virtualiziranih omrežnih funkcij.  
Infrastruktura za virtualizacijo omrežnih funkcij je vsa strojna in programska 
oprema, ki sestavlja okolje, v katerem je virtualizirana omrežna funkcija izvedena, 
upravljana in izvajana. Infrastruktura se lahko razteza preko več lokacij, omrežje, ki 
povezuje te lokacije, pa se šteje kot del infrastrukture za virtualizacijo omrežnih 
funkcij. Infrastrukturo lahko razdelimo na fizične vire strojne opreme in 
virtualizacijski sloj z virtualiziranimi viri. 
Med fizične vire strojne opreme štejemo računalniške vire za procesiranje, 
pomnilnik, vire za shranjevanje podatkov in omrežne vire za povezljivost. 
Virtualizacijski sloj nudi nivo abstrakcije virov strojne opreme in ločuje programsko 
opremo virtualizirane omrežne funkcije od spodaj ležeče strojne opreme. S tem 
virtualizirani omrežni funkciji omogoči življenjski cikel, ki ni vezan na strojno 
opremo. Virtualizacijski nivo je odgovoren za: 
 Abstrakcijo strojnih virov in omogoča logično razdelitev strojnih virov. 
 Omogočanje programski opremi, ki tvori virtualizirano omrežno funkcijo, da 
uporablja spodaj ležečo virtualizirano infrastrukturo. 
 Zagotavljanje virtualiziranih virov virtualizirani omrežni funkciji, za njeno izvajanje. 
Upravljavec virtualizirane infrastrukture izvaja funkcionalnosti za nadzor in 
upravljanje interakcije med virtualizirano omrežno funkcijo ter viri strojne opreme in 
njihove virtualizacije.  
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Orkestrator virtualizacije omrežnih funkcij je zadolžen za upravljanje in 
orkestracijo infrastrukture za virtualizacijo omrežnih funkcij in virov programske 
opreme ter realizacijo omrežnih storitev. 
Upravljavec virtualiziranih omrežnih funkcij je odgovoren za upravljanje 
življenjskega cikla virtualizirane omrežne funkcije. Upravljavec je lahko eden, lahko 
pa jih je tudi več. En upravljavec lahko nadzira življenjski cikel več virtualiziranih 
omrežnih funkcij. 
Skladišča in katalogi shranjujejo predloge za uvajanje omrežnih storitev in 
virtualiziranih omrežnih funkcij. V skladiščih pa se shranjujejo podatki o instancah 
delujočih omrežnih storitev in virtualiziranih omrežnih funkcijah ter podatki o 
zasedenih, rezerviranih in prostih strojnih virih. Ti podatki zagotavljajo informacije o 
izvedbeni predlogi virtualizirane omrežne funkcije, posredovalnem grafu, 
informacije, povezane s storitvijo, in o informacijskih modelih infrastrukture za 
virtualizacijo omrežnih funkcije. 
2.3  Referenčne točke 
Referenčne točke povezujejo posamezne funkcionalne bloke za virtualizacijo 
omrežnih funkcij in omogočajo komunikacijo med njimi. Spodaj so naštete vse 
referenčne točke, definirane v arhitekturnem okvirju virtualizacije omrežnih funkcij, 
ter njihova vloga.[1][4] 
 Virtualizacijski nivo – Viri strojne opreme (Vl – Ha): Ta referenčna točka je vmesnik 
med virtualizacijskim nivojem in strojno opremo ter ustvarja okolje za izvajanje 
virtualizirane omrežne funkcije. Prav tako zbira relevantne informacije o stanju 
strojne opreme. 
 VNF – infrastruktura NFV (Vn – Nf): Točka predstavlja okolje za izvajanje, ki ga 
virtualizirani omrežni funkciji zagotavlja NFVI.  
 Orkestrator NFV – Upravljavec VNF (Or – Vnfm): Uporablja se za zahteve, ki jih je 
podal upravljavec virtualiziranih omrežnih funkcij, povezane z viri (avtorizacija, 
rezervacija, dodeljevanje). Pošiljanje nastavitev upravljavcu virtualiziranih omrežnih 
funkcij za ustrezno nastavljanje virtualiziranih omrežnih funkcij. Zbiranje informacij 
o stanju virtualiziranih omrežnih funkcij. 
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 Upravljavec virtualizirane infrastrukture – Upravljavec VNF (Vi – Vnfm): Uporablja 
se za zahteve po dodeljevanju virov s strani upravljavca virtualiziranih omrežnih 
funkcij, nastavljanje virtualiziranih virov strojne opreme in izmenjavo podatkov o 
stanju. 
 Orkestrator NFV – Upravljavec virtualizirane infrastrukture (Or-Vi): Uporablja se za 
rezervacije in zahteve po dodeljevanju virov s strani orkestratorja, nastavljanje virov 
virtualizirane strojne opreme in izmenjavo podatkov o stanju. 
 NFVI – Upravljavec virtualizirane infrastrukture (Nf-Vi): Uporablja se za specifično 
dodeljevanje virtualiziranih virov kot odgovor na zahteve po dodeljevanju virov, 
posredovanje informacij o stanju virtualiziranih virov, nastavljanje virov strojne 
opreme in izmenjava informacij o stanju. 
 OSS/BSS – Upravljanje in orkestracija NFV (Os-Ma): Uporablja se za zahteve po 
upravljanju življenjskega cikla omrežne storitve, življenjskega cikla virtualizirane 
omrežne funkcije, posredovanje informacij o stanju virtualizacije omrežnih funkcij, 
izmenjavo upravljanja politik, izmenjavo analiz podatkov, izmenjavo informacij o 
kapacitetah NFVI in inventarju. 
 VNF/EM – Upravljavec VNF (Ve-Vnfm): Uporablja se za zahteve po upravljanju 
življenjskega cikla virtualizirane omrežne funkcije, izmenjavo nastavitev in 




3  Upravljanje in orkestracija virtualiziranih omrežnih 
funkcij 
Upravljanje in orkestracija virtualiziranih omrežnih funkcij ni samo zagotavljanje in 
upravljanje virtualnih funkcij, temveč mora naslavljati celoten proces veriženja 
storitev. Skupina, ki je pripravila specifikacije za upravljanje in orkestracijo 
virtualiziranih omrežnih funkcij, je za to področje skovala izraz "MANO", ki se 
uporablja, kadar govorimo o upravljanju in orkestraciji.[4][5][6][7][8][9][10][11]  
Izraz orkestracija na področju omrežnih storitev opisuje proces avtomatizacije 
uvajanja in povezovanja več omrežnih elementov ali programskih komponent. To 
pomeni, da z orkestracijo ustvarimo nekakšen recept za storitev ali aplikacijo, s 
katerim, če mu sledimo, ustvarimo in ohranjamo pričakovano izkušnjo za 
uporabnika. To lahko pohitri uvajanje storitev in hkrati zniža operativne stroške, 
oboje pa doprinese k večjemu dobičku in večji donosnosti infrastrukture. 
Enake cilje mora zasledovati tudi upravljanje in orkestracija virtualiziranih omrežnih 
funkcij. Čeprav je bila na začetku gonilna sila za razvoj virtualizacije omrežnih 
funkcij omejevanje investicijskih stroškov, so se sedaj operaterji bolj osredotočili na 
izboljšave agilnosti in hitrosti storitev ter nadziranju operativnih stroškov omrežja. 
Virtualizacija omrežnih funkcij vsebuje koncept upravljavcev infrastrukture ali 
virtualnih funkcij, ki povezujejo funkcionalnosti upravljanja in orkestracije s strojno 
in programsko opremo različnih tipov. Ti upravljavci se lahko uporabijo tudi za 
orkestracijo kombinacije storitvenih elementov NFV in ne-NFV. 
Vse, kar je potrebno, je upravljavec, kateri bo upošteval vsak element infrastrukture, 
ki ga je potrebno kontrolirati, in model, ki opisuje vlogo vsakega posameznega 
elementa znotraj storitve. V tem primeru mora biti orkestracija virtualizacije 
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omrežnih funkcij sposobna tako kontrolirati vse elemente v omrežju kot tudi se 
podrediti višjemu nivoju orkestracijske strategije za upravljanje storitev.  
3.1  Arhitekturni okvir upravljanja in orkestracije 
Glavno vlogo pri definiranju zahtev in konceptov delovanja upravljanja in 
orkestracije virtualiziranih omrežnih funkcij je prevzel Evropski inštitut za 
telekomunikacije.[4][5][6][7][11] 
V dokumentu[4], ki skuša določiti enoten pogled na upravljanje in orkestracijo 
virtualiziranih omrežnih funkcij, so identificirane tri ključne komponente. To so: 
 Upravljavec virtualizirane infrastrukture. 
 Upravljavec virtualiziranih omrežnih funkcij. 
 Orkestrator virtualiziranih omrežnih funkcij. 
Ob teh moramo omeniti še četrto komponento - katalogi in skladišča, v katerih so 
shranjeni naslednji podatki: 
 Katalog omrežnih storitev. 
 Katalog virtualiziranih omrežnih funkcij. 
 Skladišče instanc virtualizacije omrežnih funkcij. 
 Skladišče virov infrastrukture za virtualizacijo omrežnih funkcij. 
Na tej točki je potrebno omeniti še dve upravljavski komponenti, ki sicer nista del 
upravljanja in orkestracije virtualiziranih omrežnih funkcij, pa vendar komunicirata s 
komponentami znotraj MANO. To so operacijski in poslovni podporni sistemi ter 
upravljanje elementov. 
Poleg njiju z elementi znotraj MANO komunicirata še virtualizirana omrežna 
funkcija in infrastruktura za virtualizacijo omrežnih funkcij.  
Na sliki 3.1 so prikazani funkcionalni bloki in referenčne točke z vidika upravljanja 
in orkestracije virtualiziranih omrežnih funkcij. 
Prikazana shema funkcionalnih blokov je osnova, na kateri so se gradile prve 
implementacije. S prakso in izkušnjami so prišle potrebe po deljenju, distribuiranju 
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in konsolidaciji posameznih funkcionalnih blokov, da bi zadovoljili potrebo po 
optimizaciji potekov delovanja in izmenjave informacij med elementi. Spremembe 
bodo opisane pri posameznem elementu oz. funkcionalnem bloku, ki so opisani v 
nadaljevanju naloge. 
 
Slika 3.1:  Funkcionalni bloki in referenčne točke z vidika upravljanja in orkestracije virtualiziranih 
omrežnih funkcij [4] 
3.2  Upravljavec virtualizirane infrastrukture 
Upravljavec virtualizirane infrastrukture upravlja z viri infrastrukture za 
virtualizacijo omrežnih funkcij znotraj ene operaterjeve infrastrukturne domene. Pod 
infrastrukturno domeno spada vsa infrastruktura, s katero upravlja operater, ali pa le 
del te. Upravljavcev virtualizirane infrastrukture je lahko več, vsak od njih pa 
upravlja svojo domeno infrastrukture za virtualizacijo omrežnih funkcij. 
Viri infrastrukture za virtualizacijo omrežnih funkcij, ki pridejo v poštev za 
upravljanje in orkestracijo, so tako virtualizirani kot nevirtualizirani viri, ki podpirajo 
virtualizirane in delno virtualizirane omrežne funkcije. 
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Virtualizirani viri so na primer: 
 Računski viri: fizični (gostiteljski računalniki) in virtualizirani stroji. 
 Pomnilnik, diskovna polja. 
 Omrežje: omrežja, naslovi, fizični vmesniki, povezave, pravila posredovanja. 
Upravljavec virtualiziranih virov je lahko specializiran za upravljanje samo enega 
tipa virov (samo za računske vire, samo za pomnilnik ali pa samo za omrežne vire). 
Upravljavec virtualiziranih virov mora biti sposoben obravnavati vire infrastrukture 
za virtualizacijo omrežnih funkcij v točkah prisotnosti infrastrukture za virtualizacijo 
omrežnih funkcij (angl. NFVI Point of Presence, NFVI-POP). Upravljanje 
nevirtualiziranih virov je omejeno na zagotavljanje povezljivosti s fizičnimi 
omrežnimi funkcijami (angl. Physical Network Function, PNF), potrebnimi takrat, 
kadar instanca omrežne storitve vključuje fizično omrežno funkcijo, ki se mora 
povezati z virtualizirano omrežno funkcijo, ali kadar je omrežna storitev 
porazdeljena preko več točk prisotnosti omrežja (angl. Network Point of Presence, 
N-POP) ali infrastrukture za virtualizacijo omrežnih funkcij. 
Virtualizirani viri se uporabljajo za zagotavljanje potrebnih virov virtualiziranim 
omrežnim funkcijam. Dodeljevanje virov v NFVI je lahko kompleksno opravilo, saj 
je potencialno potrebno hkrati zadostiti veliko zahtevam in omejitvam. Zahteve za 
dodeljevanje omrežja vnašajo dodatno kompleksnost v primerjavi s strategijami za 
dodeljevanje računskih virov v virtualiziranih okoljih, ki so že razdelane in poznane. 
Na primer, nekatere virtualizirane omrežne funkcije potrebujejo povezavo s kratkim 
prehodnim časom ali pa široko pasovno širino do neke druge komunikacijske končne 
točke. 
Dodeljevanje in sproščanje virov je dinamičen proces. Funkcija upravljanja in 
orkestracije virtualizirane infrastrukture se ne zaveda virtualiziranih omrežnih 
funkcij, vendar pa je zaseganje in sproščanje virov lahko potrebno čez celoten 
življenjski cikel virtualizirane omrežne funkcije. Prednost virtualizacije omrežnih 
funkcij je v tem, da lahko virtualizirana omrežna funkcija v primeru povečanja 
obremenitev dinamično porabi storitve, ki dodeljujejo dodatne vire, kadar je 
sproženo razširjanje. 
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 Naloge, ki jih upravljavec virtualizirane infrastrukture opravlja so: 
 Upravljanje življenjskega cikla virtualnih virov, kar pomeni kreiranje, vzdrževanje in 
podiranje virtualiziranih strojev. 
 Vodenje seznama virtualiziranih strojev, povezanih s fizičnimi viri. Elementi v 
seznamu so lahko v obliki konfiguracij virtualiziranih virov. 
 Odkrivanje razpoložljivih storitev. 
 Podpiranje upravljanja posredovalnih grafov VNF z ustvarjanjem in vzdrževanjem 
navideznih povezav, navideznih omrežij, podomrežij, priključkov ter upravljanjem 
varnostnih politik.  
 Upravljanje kapacitet virtualiziranih virov (npr. gostota virtualiziranih virov glede na 
fizične vire) in posredovanje informacij, povezanih s kapacitetami virov NFVI in 
poročanje o njihovi uporabi. 
 Upravljanje slik programske opreme (dodajanje, brisanje, posodabljanje, 
povpraševanje, kopiranje), kadar to zahtevajo druge komponente znotraj MANO-ja. 
 Upravljanje napak/zmogljivosti virtualiziranih virov, strojne in programske opreme. 
VIM zbira podatke o zmogljivostih in napakah strojnih virov, programskih virov in 
virtualiziranih virov. Prav tako posreduje rezultate meritev zmogljivosti in podatke o 
napakah ali dogodkih, ki so se zgodili. 
 Vzdrževanje severnega vmesnika za aplikacijsko programiranje (angl. Application 
Programming Interface, API), preko katerega so fizični in virtualni viri na voljo 
preostalim sistemom upravljanja. 
V primeru, da imamo virtualizirane vire porazdeljene preko več točk prisotnosti, so 
lahko te storitve izpostavljene direktno preko funkcije upravljanja in orkestracije 
posamezne točke prisotnosti ali pa preko višje nivojske abstrakcije storitve, ki 
predstavlja virtualizirane vire več točk prisotnosti hkrati. 
Južni vmesnik se povezuje z različnimi hipervizorji in omrežnimi nadzorniki, da 
lahko VIM izpolnjuje funkcionalnosti, ki jih ponuja preko severnega vmesnika. 
Nekatere specializirane implementacije upravljavca lahko direktno izpostavijo 
vmesnike, ki jih ponujajo viri. En takšen primer specializiranega VIM je upravljavec 
infrastrukture prostranega omrežja (angl. Wide Area Network Infrastructure 
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Manager, WIM), ki se uporablja za vzpostavljanje povezav med točkami fizičnih 
omrežij in različnimi točkami NFVI-POP. 
3.3  Upravljavec virtualiziranih omrežnih funkcij 
Upravljanje in orkestracija navidezne omrežne funkcije vključuje tradicionalne 
upravljanje z napakami, upravljanje nastavitev, upravljanje z računi, upravljanje z 
zmogljivostjo in upravljanje varnosti (angl. Fault Management, Configuration 
Management, Accounting Management, Performance Management, and Security 
Management, FCAPs).[4][11] Virtualizacija omrežnih funkcij pa vpeljuje dodaten 
vidik upravljanja. Ločitev omrežnih funkcij od fizične infrastrukture, ki jo 
uporabljajo, zahteva nov nabor funkcij upravljanja, osredotočenih na vzpostavljanje 
in upravljanje življenjskega cikla virtualiziranih virov, potrebnih za virtualiziranje 
omrežnih funkcij. Temu pravimo tudi upravljanje virtualizirane omrežne funkcije. 
Uvajalno in operativno obnašanje posamezne virtualizirane omrežne funkcije je 
zajeto v uvajalni šabloni, imenovani opisovalec (angl. descriptor) virtualizirane 
omrežne funkcije (angl. Virtualised Network Function Descriptor, VNFD). Šablona 
se za kasnejše potrebe shrani v katalogu virtualiziranih omrežnih funkcij med 
procesom uvajanja (angl. Onboarding) virtualizirane omrežne funkcije. Opisovalec 
virtualizirane omrežne funkcije se uporablja za ustvarjanje instanc virtualizirane 
omrežne funkcije, ki jo predstavlja, ter za upravljanje življenjskega cikla teh instanc. 
Razvojna šablona v popolnosti opisuje značilnosti in zahteve, potrebne za realizacijo 
virtualizirane omrežne funkcije, hkrati pa zajema tudi zahteve, potrebne za 
upravljanje njenega življenjskega cikla. Upravljavec virtualiziranih omrežnih funkcij 
upravlja življenjski cikel virtualizirane omrežne funkcije na podlagi teh zahtev. 
Ob vzpostavitvi se virtualizirani omrežni funkciji dodelijo viri infrastrukture glede na 
zahteve, zajete v šabloni. Hkrati pa je potrebno upoštevati tudi dodatne specifične 
zahteve, omejitve in politike, ki so bile vnaprej določene ali pa so podane ob zahtevi 
za vzpostavitev. Te zahteve lahko tudi razveljavijo ali nadomestijo zahteve, zapisane 
v šabloni, z drugačnimi vrednostmi. Zahteva ob vzpostavitvi lahko  na primer 
spremeni lokacijo, kjer naj se virtualizirana omrežna funkcija vzpostavi. 
Vključevanje zahtev za upravljanje življenjskega cikla v šablono upravljavski 
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funkciji omogoča, da na podoben način obravnava tako enostavne (enokomponentne) 
kot kompleksne (večkomponentne, z več soodvisnostmi) virtualizirane omrežne 
funkcije. 
V času življenjskega cikla virtualizirane omrežne funkcije lahko upravljavske 
funkcije virtualizirane omrežne funkcije spremljajo ključne kazalnike zmogljivosti 
(angl. Key Performance Indicator, KPI), če so le-ti bili popisani v razvojni šabloni. 
Upravljavske funkcije lahko nato te informacije uporabijo za spreminjanje obsega 
virtualizirane omrežne funkcije. V to je zajeto spreminjanje konfiguracije 
virtualiziranih virov (dodajanje ali odstranjevanje procesorskih enot), dodajanje 
novih virtualiziranih virov (dodajanje novega virtualiziranega stroja), ugašanje in 
odstranjevanje instance virtualiziranih strojev ali sproščanje nekaterih virtualiziranih 
virov. 
Naloge, ki jih upravljavec virtualizirane omrežne funkcije opravlja, so naslednje: 
 Vzpostavitev instance virtualizirane omrežne funkcije, kar vključuje tudi 
konfiguriranje virtualizirane omrežne funkcije, če tako zahteva uvajalna šablona. 
 Preverjanje izvedljivosti vzpostavitve instance virtualizirane omrežne funkcije. 
 Posodobitev ali nadgradnja programske opreme instance virtualizirane omrežne 
funkcije. 
 Spreminjanje instance virtualizirane omrežne funkcije. 
 Spreminjanje obsega instance virtualizirane omrežne funkcije, povečevanje ali 
zmanjševanje kapacitet virtualizirane omrežne funkcije (virtualiziranih virov), 
dodajanje ali odstranjevanje računskih virov, spomina itd. 
 Zbiranje rezultatov meritev zmogljivosti, informacij o napakah, dogodkih ter njihova 
korelacija. 
 Avtomatizirano zdravljenje instance ali zdravljenje s pomočjo. 
 Ukinjanje instance virtualizirane omrežne funkcije. 
 Obveščanje o spremembah upravljanja življenjskega cikla virtualizirane omrežne 
funkcije. 
 Upravljanje integritete instance virtualizirane omrežne funkcije čez celoten 
življenjski cikel. 
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 Vloga koordinacije in adaptacije za konfiguriranje in poročanje o dogodkih med 
upravljavcem virtualizirane infrastrukture in upravljavcem elementov. 
Upravljavec virtualizirane omrežne funkcije izvaja svoje storitve upravljanja tako, da 
ohranja virtualizirane vire, ki podpirajo delovanje virtualizirane omrežne funkcije, 
brez vpliva na logično delovanje virtualizirane omrežne funkcije. Njegove funkcije 
so izpostavljene kot storitve ostalim funkcijam, na primer funkcijam, ki upravljajo 
omrežne storitve. 
Upravljavcu virtualizirane omrežne funkcije je lahko v upravljanje dodeljena ena 
sama instanca ali pa več instanc virtualiziranih omrežnih funkcij enakega ali 
različnega tipa. Funkcije upravljavca so večinoma generične funkcije, uporabne za 
katerikoli tip virtualizirane omrežne funkcije. Vendar pa mora upravljavec podpirati 
tudi primer, ko posamezna instanca virtualizirane omrežne funkcije potrebuje 
posebno funkcionalnost za upravljanje njenega življenjskega cikla. Takšna 
funkcionalnost je lahko opisana v paketu virtualiziranih omrežnih funkcij. 
Upravljavec virtualizirane omrežne funkcije ima dostop do skladišča dostopnih 
paketov virtualiziranih omrežnih funkcij, ki so lahko različnih verzij. Vsaka je 
predstavljena s svojo verzijo opisovalca. Različice paketov virtualizirane omrežne 
funkcije ustrezajo različnim implementacijam iste funkcije, ki se na primer izvajajo v 
različnih izvedbenih okoljih (na različnih hipervizorjih) ali pa na različnih verzijah 
programske opreme. 
3.3.1  Uporaba več upravljavcev virtualiziranih omrežnih funkcij 
Uporaba več upravljavcev virtualiziranih omrežnih funkcij je smiselna, kadar je 
potrebno zajeti informacije, specifične za virtualizirano omrežno funkcijo, ali zaradi 
izvajanja specifičnih funkcionalnosti upravljanja življenjskega cikla virtualizirane 
omrežne funkcije.[11] Več upravljavcev je lahko potrebnih tudi v primeru, kadar 
posamezni upravljavec upravlja z virtualizirano funkcijo, ki potrebuje kompleksne 
ali napredne procedure upravljanja življenjskega cikla, kar zahteva specifičnega 
upravljavca za to virtualizirano funkcijo. 
Za to arhitekturno različico se predpostavlja naslednje: 
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 Upravljavec virtualiziranih omrežnih funkcij vključuje specifično funkcionalnost, ki 
omogoča upravljanje ene ali več virtualiziranih funkcij. 
 Upravljavca lahko izdela in da v uporabo ponudnik virtualizirane omrežne funkcije. 
 Referenčni točki Vi-Vnfm in Or-Vnfm sta glavni integracijski točki za več 
upravljavcev VNF, proti preostalim funkcionalnim blokom NFV MANO. 
Upravljavec virtualiziranih omrežnih funkcij zahteva vire, potrebne za realizacijo 
virtualizirane omrežne funkcije, katero upravlja, preko vmesnikov, ki ga povezujejo 
z orkestratorjem virtualizacije omrežnih funkcij, ter upravljavcem virtualizirane 
infrastrukture. 
 
Slika 3.2:  Prikaz arhitekturne različice z več upravljavci virtualiziranih omrežnih funkcij[11] 
Upravljavec virtualiziranih omrežnih funkcij lahko upravlja življenjske cikle samo 
tistih virtualiziranih omrežnih funkcij, katerih procedure upravljanja življenjskega 
cikla so bile integrirane znotraj upravljavca in katere je možno spariti s 
funkcionalnostjo virtualizirane omrežne funkcije. Zelo verjetno je, da bosta 
virtualizirana omrežna funkcija in njen upravljavec podana s strani istega ponudnika. 
Ko obstaja več virtualiziranih omrežnih funkcij različnih ponudnikov, imamo lahko 
več upravljavcev virtualiziranih omrežnih funkcij, kjer vsak od njih upravlja eno ali 
nabor več funkcij istega ponudnika. V takšnem primeru mora biti orkestrator 
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virtualizacije omrežnih funkcij sposoben obravnavanja več upravljavcev 
virtualiziranih omrežnih funkcij. 
3.3.2  Generični upravljavec virtualizirane omrežne funkcije 
Osnovna različica arhitekturnega okvira predvideva uporabo več upravljavcev 
virtualizirane omrežne funkcije.[11] Mogoče pa je uporabljati tudi en sam generičen 
upravljavec virtualiziranih omrežnih funkcij, ki lahko služi več virtualiziranim 
omrežnim funkcijam različnih tipov ali pa funkcijam, ki izhajajo od različnih 
ponudnikov. Generičen upravljavec virtualiziranih omrežnih funkcij ni na noben 
način odvisen od virtualizirane funkcije, ki jo upravlja. Možna je uporaba tudi več 
generičnih upravljavcev, kjer vsak od njih upravlja določen nabor virtualiziranih 
funkcij, in le-ta je odvisen od administrativnih kriterijev. 
Takšna rešitev uporablja naslednje predpostavke: 
 Upravljavec virtualizirane infrastrukture in orkestrator virtualizacije omrežnih 
funkcij izpostavljata ustrezne standardne vmesnike proti generičnemu upravljavcu 
virtualiziranih omrežnih funkcij. 
 Virtualizirana omrežna funkcija in element upravljanja izpostavljata ustrezne 
standardne vmesnike proti generičnemu upravljavcu virtualiziranih omrežnih 
funkcij. 
 Generični upravljavec virtualiziranih omrežnih funkcij zagotavlja upravljanje 
življenjskega cikla posamezne virtualizirane omrežne funkcije, ki jo upravlja. 
 Ponudnik upravljavca virtualizirane omrežne funkcije in ponudnik virtualizirane 
funkcije sta lahko različna. 
Upravljavec virtualiziranih omrežnih funkcij zahteva vire, potrebne za izvedbo 
virtualizirane funkcije, preko vmesnikov, ki jih ponujata orkestrator virtualizacije 
omrežnih funkcij in upravljavec virtualizirane infrastrukture. Upravljavec 
virtualiziranih omrežnih funkcij mora biti zmožen povezovanja z več upravljavci 
virtualizirane infrastrukture. 
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Slika 3.3:  Prikaz arhitekturne različice z generičnim upravljavcem virtualiziranih omrežnih funkcij[11] 
Za upravljanje enostavnih virtualiziranih omrežnih funkcij se tipično uporabljajo 
osnovne upravljavske zmogljivosti. Pri upravljanju z življenjskim ciklom 
virtualizirane omrežne funkcije obstajajo določene naloge, ki so specifične za 
posamezne funkcije, in so zajete v paketu, podanem s strani ponudnika virtualizirane 
funkcije v obliki ukazne datoteke (angl. script). Za zadovoljitev potreb po 
upravljanju življenjskega cikla virtualizirane omrežne funkcije mora biti generični 
upravljavec virtualiziranih omrežnih funkcij sposoben interpretiranja in izvajanja 
takšnih ukaznih datotek. Ukazne datoteke naj bi bile napisane v jeziku, ki je 
neodvisen od virtualizirane funkcije ali ponudnika. Ker trenutno še ne obstaja takšen 
jezik, je možna implementacija generičnega upravljavca virtualiziranih omrežnih 
funkcij, ki podpira več programskih jezikov za pisanje ukaznih datotek in tako 
omogoča upravljanje različnih virtualiziranih funkcij. 
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Če je za upravljanje življenjskega cikla virtualizirane funkcije potrebna določena 
funkcionalnost, katere ni mogoče podpreti z ukazno datoteko, ki bi se izvajala s 
pomočjo generičnega upravljavca virtualiziranih omrežnih funkcij, je potrebno to 
funkcionalnost vključiti v samo virtualizirano funkcijo in ta ni vidna upravljavcu 
virtualiziranih funkcij. 
3.4  Orkestrator virtualizacije omrežnih funkcij 
Orkestrator virtualizacije omrežnih virov ima dve glavni nalogi[4][11]: 
 Orkestracijo virov NFVI preko več upravljavcev virtualizirane infrastrukture in s tem 
izpolnjevanje funkcij orkestracije virov. 
 Upravljanje življenjskega cikla omrežnih storitev in s tem izpolnjevanje funkcij 
orkestracije omrežnih funkcij. 
Zahteve uvajalnega in operativnega obnašanja posamezne omrežne storitve so zajete 
v razvojni šabloni in se med procesom uvajanja shranijo v katalogu. Šablona s 
podatki se uporablja za vzpostavitev omrežne storitve. Razvojna šablona popolnoma 
opisuje lastnosti in zahteve, potrebne za realizacijo storitve. Orkestracija omrežnih 
storitev koordinira življenjske cikle virtualiziranih omrežnih funkcij, ki sestavljajo 
omrežno storitev. To vključuje upravljanje povezav med različnimi virtualiziranimi 
omrežnimi funkcijami, po potrebi tudi med virtualiziranimi in fizičnimi omrežnimi 
funkcijami, upravljanje topologije omrežne storitve in posredovalnih grafov VNF, 
povezanih z omrežno storitvijo. 
Funkcije orkestracije omrežne storitve so izpostavljene preko vmesnika za 
aplikacijsko programiranje in so na uporabo tudi drugim komponentam, ki niso del 
NFV MANO, na primer operacijskim in poslovnim podpornim sistemom. 
  
3.4  Orkestrator virtualizacije omrežnih funkcij 27 
 
3.4.1  Funkcionalnosti orkestracije omrežnih storitev 
Orkestrator virtualizacije omrežnih funkcij s pomočjo funkcij orkestracije omrežne 
storitve omogoča naslednje zmogljivosti[4][11]: 
 Upravljanje razvojnih šablon omrežnih storitev in paketov virtualiziranih omrežnih 
funkcij, na primer uvajanje novih omrežnih storitev in paketov virtualiziranih 
omrežnih funkcij. Med uvajanjem omrežne storitve in virtualiziranih omrežnih 
funkcij je potreben korak validacije. Če želimo zagotoviti kasnejše vzpostavljanje 
omrežne storitve ali virtualiziranih omrežnih funkcij, moramo opraviti validacijo, ki 
preveri integriteto in avtentičnost razvojne šablone. Preverja se tudi prisotnost vseh 
potrebnih informacij in njihova konsistentnost. Dodatno se med postopkom 
uvajanja virtualizirane omrežne funkcije na eni ali več točkah prisotnosti 
infrastrukture za virtualizacijo omrežnih funkcij v kataloge naložijo slike programske 
opreme, ki so priložene v paketu virtualizirane omrežne funkcije. Ta postopek se 
opravi s pomočjo upravljavca virtualizirane infrastrukture.  
 Vzpostavljanje omrežne storitve in upravljanje življenjskega cikla omrežne storitve, 
na primer: posodabljanje, povpraševanje, razširjanje, zajemanje rezultatov meritev 
delovanja, zbiranje dogodkov in njihova korelacija, ukinjanje. 
 Upravljanje vzpostavitve upravljavcev virtualiziranih omrežnih funkcij. 
 Upravljanje vzpostavitve virtualiziranih omrežnih funkcij v sodelovanju z upravljavci 
virtualiziranih omrežnih funkcij. 
 Validacija in avtorizacija zahtev po virih NFVI s strani upravljavcev virtualiziranih 
omrežnih funkcij, saj lahko te vplivajo na delovanje omrežne storitve (odobritev 
zahtevane operacije morajo urejati politike). 
 Upravljanje integritete in vidnosti instanc omrežne storitve med njihovim 
življenjskim ciklom ter odnosa med instancami omrežne storitve in instancami 
virtualiziranih omrežnih funkcij z uporabo skladišča instanc virtualizacije omrežnih 
funkcij. 
 Posodabljanje omrežne storitve s podporo spremembam konfiguracije omrežne 
storitve, kot je spreminjanje povezav med različnimi virtualiziranimi omrežnimi 
funkcijami ali spreminjanje instanc virtualiziranih omrežnih funkcij, ki so sestavni 
del omrežne storitve. 
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 Upravljanje topologije instanc omrežne storitve, na primer: ustvarjanje, 
posodabljanje, povpraševanje, brisanje posredovalnih grafov VNF. 
 Upravljanje avtomatizacije instanc omrežne storitve. Na primer: proženje 
avtomatskega operativnega upravljanja instanc omrežne storitve in instanc 
virtualiziranih omrežnih funkcij. To se proži na podlagi sprožilcev in opravil, ki so 
definirani v uvedeni razvojni šabloni. 
 Upravljanje in vrednotenje politik za instance omrežne storitve in instance 
virtualizirane omrežne funkcije.  
 Ukinjanje omrežne storitve: zahteva po ukinitvi instanc virtualiziranih omrežnih 
funkcij, ki sestavljajo storitev, zahteva po sproščanju virov NFVI. 
3.4.2  Funkcionalnosti orkestracije virov 
Orkestrator virtualizacije omrežnih funkcij uporablja funkcije orkestracije virov za 
zagotavljanje storitev, ki podpirajo dostop do virov NFVI neodvisno od kateregakoli 
upravljavca virtualizirane infrastrukture, ter urejanje delitve virov med instancami 
virtualiziranih omrežnih funkcij[4]. Naslednji seznam popisuje funkcionalnosti, ki jih 
opravljajo funkcije orkestracije virov: 
 Validacija in avtorizacija zahtev za vire NFVI, ki jih pošiljajo upravljavci virtualiziranih 
omrežnih funkcij. Le-te lahko namreč vplivajo na to, kako so zahtevani viri dodeljeni 
znotraj posamezne točke prisotnosti infrastrukture za virtualizacijo omrežnih funkcij 
ali več različnih točk. Odobravanje zahtevanih virov urejajo politike in zato je lahko 
potrebna predhodna rezervacija. 
 Upravljanje virov NFVI v operaterjevi infrastrukturni domeni, vključujoč distribucijo, 
rezervacijo in dodeljevanje virov NFVI instancam omrežne storitve in instancam 
virtualiziranih omrežnih funkcij. To opravi z uporabo skladišča virov in z lociranjem 
in/ali dostopanjem do enega ali več upravljavcev virtualizirane infrastrukture ter s 
podajanjem lokacije primernega upravljavca virtualizirane infrastrukture 
upravljavcu virtualiziranih omrežnih funkcij, ko je to potrebno. 
 Podpiranje upravljanja odnosa med instancami virtualiziranih omrežnih funkcij in 
njim dodeljenimi viri NFVI z uporabo skladišča virov NFVI in informacij, prejetih od 
upravljavca virtualizirane infrastrukture 
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 Upravljanje in izvrševanje politik za instance omrežne storitve in instance 
virtualiziranih omrežnih funkcij, kot so na primer: nadzor dostopa do virov NFVI, 
politike rezervacij in dodeljevanja, poraba virov itd. 
 Zbiranje podatkov o porabi virov NFVI. 
3.4.3  Delitev funkcij orkestratorja na orkestrator omrežne storitve in 
orkestrator virov 
V osnovnem arhitekturnem okviru za NFV MANO[4] je definiran funkcionalni blok, 
orkestrator virtualizacije omrežnih funkcij, ki se ukvarja tako z orkestracijo omrežnih 
storitev oz. virtualiziranih omrežnih funkcij kot tudi z orkestracijo virtualiziranih 
virov.[11]  
Eden ali več podatkovnih centrov in upravljavcev virtualizirane infrastrukture 
predstavljajo administrativno domeno in nudijo abstrakten pogled na vire, ki jih ta 
infrastruktura ponuja. Posamezna administrativna domena lahko predstavlja enega 
ponudnika virtualizirane infrastrukture. V primeru, da omrežni operater vzpostavlja 
virtualizirane omrežne funkcije na virtualizirani infrastrukturi drugega operaterja, 
torej iz druge administrativne domene, je smiseln drugačen pristop k orkestraciji. Ker 
med administrativnimi domenami prihaja do delitve virov, takšen način delovanja 
zahteva delitev funkcionalnosti orkestratorja virtualizacije omrežnih funkcij. 
Funkcionalnost orkestracije virov prevzema orkestrator virov, funkcionalnost 
orkestracije omrežnih storitev pa orkestrator omrežnih storitev. Na sliki 3.4 vidimo, 
kako so v tem primeru povezani posamezni funkcionalni bloki. 
Orkestrator virov zagotavlja celosten pogled na vire, prisotne v administrativni 
domeni, za katero zagotavlja in skriva dostop do vmesnikov upravljavcev 
virtualizirane infrastrukture, ki ležijo pod njim. Točke prisotnosti infrastrukture za 
virtualizacijo omrežnih funkcij in skupine virov, ki so definirane na posameznih 
upravljavcih virtualizirane infrastrukture, so vidne na vmesniku orkestratorja virov. 
Orkestrator virov zagotavlja posredovalni (angl. proxy) prehod za spodaj ležeče 
upravljavce virtualizirane infrastrukture in se obnaša kot most za nekatere vidike 
usmerjanja. Kadar orkestrator zagotavlja upravljanje virov v posrednem načinu, 
gredo vse zahteve po virih iz upravljavcev virtualiziranih omrežnih funkcij preko 
orkestratorja virov ter tako dostopajo do upravljavcev virtualiziranih virov v 
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posamezni administrativni domeni. Neposreden način dostopa iz upravljavca 
virtualiziranih omrežnih funkcij do upravljavca virtualizirane infrastrukture ni 
mogoč. 
Orkestrator virov ima celosten pregled nad viri in njihovo porabo. Prav tako 
zagotavlja upravljanje z napakami in učinkovitostjo. Upravljavci virtualizirane 
infrastrukture znotraj administrativne domene ves čas pošiljajo orkestratorju virov 
posodobitve stanja organizacije virov, razpoložljivosti in izkoriščenosti virov. 
Orkestrator omrežne storitve skrbi za upravljanje življenjskega cikla omrežne 
storitve. To vključuje tudi upravljanje predlog omrežnih storitev in paketov 
virtualiziranih omrežnih funkcij. V sodelovanju z upravljavci virtualiziranih 
omrežnih funkcij zagotavlja upravljanje vzpostavitve virtualiziranih omrežnih 
funkcij. Odgovoren je tudi za vzpostavitev povezljivosti med virtualiziranimi 
omrežnimi funkcijami in fizičnimi funkcijami omrežne storitve s pomočjo klicev 
ustreznim orkestratorjem virov. Virtualizirana omrežna funkcija lahko uporablja vire 
znotraj dodeljene administrativne domene, ne more pa uporabljati virov iz različnih 
domen. 
 
Slika 3.4:  Povezave med funkcionalnimi bloki v primeru delitve funkcionalnosti med orkestratorjem 
omrežnih storitev in orkestratorjem virov[11] 
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Orkestrator omrežnih storitev dovoli izvajanje posamezne funkcije upravljanja 
življenjskega cikla virtualizirane omrežne funkcije na podlagi zahteve, ki jo pošlje 
upravljavec virtualiziranih omrežnih funkcij. Orkestrator omrežnih storitev nima 
vpogleda v stanje virov v posamezni administrativni domeni, temveč pozna le 
kapaciteto virov, ki jih izpostavljajo orkestratorji virov. 
3.4.4  Delitev funkcionalnosti orkestratorja na nadzor storitev in nadzor 
platforme virtualiziranega omrežja 
Operaterji omrežne vire vedno manj uporabljajo izključno za lastne potrebe, temveč 
jih pogosto delijo z drugimi operaterji, ki na teh omrežnih virih poganjajo omrežne 
storitve, izbrane iz kataloga storitev operaterja ponudnika. Za to lahko uporabljajo 
vnaprej definirane predloge omrežnih storitev, ustvarjajo nove, uporabljajo določene 
orkestracijske funkcije ali razvijejo svoje lastne storitve.[11] 
Vzemimo naslednji primer, kjer operater ponuja infrastrukturo in aplikacije različnim 
oddelkom znotraj istega operaterja, hkrati pa te storitve ponuja tudi drugim 
operaterjem. Tipičen primer tega je ponujanje poslovnih komunikacij na osnovi IMS 
nekemu podjetju. Ko operater začne ponujati rešitve s pomočjo virtualizacije 
omrežnih storitev, se pojavi potreba po optimizaciji omrežja na podlagi večjega 
števila omrežnih storitev različnega tipa. Prav tako se pojavi potreba po optimizaciji 
upravljanja omrežja in ponujenih storitev na podlagi organizacijskih težav, poslovnih 
dogovorov in tradicionalnih značilnosti.  
Globalni operater lahko nudi številne storitve, ki so povsem različne narave. 
Poslovne storitve lahko ponuja na globalni ali nacionalni ravni, potrošniške storitve 
pa na lokalni, regionalni ali nacionalni ravni. Vse storitve so podprte z naborom 
omrežnih funkcij in zahtevajo primerno infrastrukturo, ki podpira te različne storitve. 
V tem posebnem primeru eden ali več podatkovnih centrov skupaj z upravljavci 
virtualizirane infrastrukture in upravljavci virtualiziranih omrežnih funkcij s 
pripadajočimi virtualiziranimi funkcijami, ki omogočajo izvajanje specifičnega 
nabora omrežnih funkcij, tvorijo platformo virtualiziranega omrežja. 
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Slika 3.5:  Platforme virtualiziranih omrežij, ki nudijo izvajanje potrošniških storitev v različnih 
državah[11] 
Na primer, oddelek, ki ponuja poslovne storitve, mora vzpostaviti storitev, ki bo 
zaradi njene narave tekla na platformi A in platformi B. Istočasno bo oddelek 
potrošniških storitev vzpostavil eno storitev v platformi A in drugo v platformi B. 
Tako bosta oba oddelka porabljala vire iz obeh platform, brez da se bosta zavedala, 
kakšne storitve in koliko virov uporablja drugi. Kompleksnost tega primera se še 
poveča s povečevanjem števila platform in organizacijskimi preprekami med 
oddelki. Platforme so lahko na primer v različnih državah. 
To deljenje virov med platformami zahteva določeno delitev funkcionalnosti, zajetih 
v orkestratorju virtualizacije omrežnih funkcij, in sicer na funkcionalnost nadzora 
storitev in funkcionalnost nadzora platforme virtualiziranega omrežja.  
Nadzor storitev upravlja z naborom omrežnih storitev, sestavljenih iz virtualiziranih 
omrežnih funkcij, ki se izvajajo v eni ali več platform virtualiziranih omrežij. Vsako 
storitev definira predloga omrežne storitve. To je seznam instanc ene ali več 
virtualiziranih omrežnih funkcij. Nadzor storitev lahko zbira informacije iz vseh 
povezanih platform, ki se tičejo virtualiziranih omrežnih funkcij, in predlog 
virtualiziranih omrežnih funkcij, katere so na voljo in ki jih uporabljajo različne 
omrežne storitve. Nadzor storitev se ne zaveda stanja virov v posamezni platformi. 
Upravlja lahko različne predloge omrežne storitve za isto omrežno storitev. 
Nadzor platforme virtualiziranega omrežja neprekinjeno nadzira izkoriščenost 
posamezne omrežne funkcije in razpoložljivost virov infrastrukture NFV. Vpogled 
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ima v virtualizirane omrežne funkcije, zaveda se lokacij njihovih instanc, 
učinkovitosti in je z vidika razpoložljivih virov zmožen odgovora na vsako zahtevo 
po vzpostavitvi virtualizirane omrežne funkcije ali spremembi obsega. Funkcija 
nadzora platforme potrebuje navodila od funkcije za nadzor storitve, saj sama ni 
zmožna odločanja. Nadzor platforme ves čas prejema posodobitve stanja 
infrastrukturnih virov, razpoložljivosti in izkoriščenosti. 
3.4.5  Delitev funkcij orkestratorja na krovni orkestrator in orkestrator domene 
Zadnji primer delitve funkcij orkestratorja virtualizacije omrežnih funkcij je prav 
tako osnovan na primeru, ko operater ponuja omrežne storitve različnim oddelkom 
znotraj svoje organizacije ali drugim operaterjem.[11] Vendar pa v tem primeru eden 
ali več podatkovnih centrov, upravljavcev virtualizirane infrastrukture, upravljavcev 
virtualiziranih omrežnih funkcij s pripadajočimi virtualiziranimi funkcijami, skupaj z 
orkestratorjem virtualizacije omrežnih funkcij, tvorijo eno administrativno domeno 
in omogočajo gostovanje določenega nabora omrežnih storitev. 
 
Slika 3.6: Povezave med funkcionalnimi bloki v primeru delitve funkcionalnosti med  krovnim 
orkestratorjem in orkestratorjem domene[11] 
Slika 3.6 prikazuje primer z dvema administrativnima domenama, kjer vsaka ponuja 
svoj nabor omrežnih storitev. Ta primer ne vpeljuje novega funkcionalnega bloka, 
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temveč novo referenčno točko med orkestratorji virtualizacije omrežnih funkcij, ki 
jih je v tem primeru več.  
Takšen model je potreben, kadar želimo razviti eno (krovno) storitev preko druge 
storitve, ki se izvaja v drugi administrativni domeni. Tak primer zahteva sestavljanje 
omrežnih storitev na način, da višje ležeča omrežna storitev vključuje omrežno 
storitev, ki je na voljo v drugi administrativni domeni. Krovna storitev lahko vsebuje 
tudi virtualizirane omrežne funkcije, kot je to prikazano na sliki 3.6. Orkestrator 
virtualizacije omrežnih funkcij v posamezni domeni zagotavlja vidljivost omrežnih 
storitev znotraj lastne domene. Orkestrator virtualizacije omrežnih funkcij, ki je nad 
obema administrativnima domenama, se imenuje krovni (angl. umbrella) orkestrator 
virtualizacije omrežnih funkcij. Do delitve funkcij tako pride med krovnim 
orkestratorjem in orkestratorji v posameznih domenah. 
Krovni orkestrator zagotavlja upravljanje življenjskega cikla krovne omrežne 
storitve, ki je definirana v njem, ne ponuja pa upravljanja življenjskega cikla 
omrežnih storitev, ki se izvajajo znotraj posamezne administrativne domene. 
Upravljanje vključuje upravljanje predlog omrežnih storitev in paketov 
virtualiziranih omrežnih funkcij, definiranih v krovnem orkestratorju. Krovni 
orkestrator zagotavlja upravljanje življenjskega cikla virtualiziranih omrežnih 
funkcij, ki so direktno del omrežne storitve, katero upravlja krovni orkestrator, ter 
pošilja zahteve po vzpostavljanju, ukinjanju ali spreminjanju obsega posameznih 
omrežnih storitev, ki se izvajajo v posameznih administrativnih domenah. V ta 
namen med posameznimi orkestratorji virtualizacije omrežnih funkcij obstaja nova 
referenčna točka. 
Orkestrator virtualizacije omrežnih funkcij znotraj administrativne domene 
zagotavlja klasične funkcionalnosti orkestratorja, omejene na omrežne storitve, 
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3.5  Skladišča in katalogi 
Kot že rečeno, so del orkestracije in upravljanja tudi različna skladišča in katalogi, 
kamor se shranjuje informacije o omrežnih storitvah, virtualiziranih omrežnih 
funkcijah, njihovih instancah in o virih za virtualizacijo omrežnih funkcij.[4] 
3.5.1  Katalog omrežnih storitev 
Katalog omrežnih storitev predstavlja skladišče vseh uvedenih omrežnih storitev. 
Katalog je potreben za podporo ustvarjanju in upravljanju uvajalnih šablon omrežnih 
storitev.[4] Te šablone so: opisovalec omrežne storitve (angl. Network Service 
Descriptor, NSD), opisovalec navidezne povezave (angl. Virtual Link Descriptor, 
VLD) ter opisovalec posredovalnega grafa virtualiziranih omrežnih funkcij (angl. 
Virtualised Network Functions Forwarding Graph Descriptor, VNFFGD). Dostop do 
kataloga in posledično do šablon je omogočen preko vmesnika, ki ga izpostavlja 
orkestrator virtualizacije omrežnih funkcij. 
 Opisovalec omrežne storitve je uvajalna šablona, ki se sklicuje na vse ostale 
opisovalce, ki opisujejo komponente  omrežne storitve. 
 Opisovalec posredovalnega grafa virtualiziranih omrežnih funkcij opisuje topologijo 
omrežne storitve ali njenega dela, sklicuje pa se na virtualizirane omrežne funkcije, 
fizične omrežne funkcije in navidezne povezave, ki jih povezujejo. 
 Opisovalec navidezne povezave je uvajalna šablona, ki vsebuje zahteve po virih, ki 
so potrebni za vzpostavitev povezave med virtualiziranimi omrežnimi funkcijami, 
fizičnimi omrežnimi funkcijami in končnimi točkami omrežne storitve. Tem 
zahtevam lahko zadovolji več povezav, ki so na voljo v infrastrukturi. Orkestrator po 
preverjanju posredovalnega grafa VNF izbere primerno infrastrukturo, s čimer 
ugotovi, kakšne potrebe mora zadovoljiti, npr. geografsko ločena redundantna pot. 
 Arhitekturni okvir za upravljanje in orkestracijo predpisuje še uporabo opisovalca 
fizične omrežne funkcije (angl. Physical Network Function Descriptor, PNFD), 
katerega naloga je, da opiše povezavo, vmesnike in zahteve ključnih kazalnikov 
zmogljivosti med navidezno povezavo in fizično omrežno funkcijo. Ta opisovalec je 
potreben, kadar je fizična omrežna funkcija vključena v omrežno storitev. Za tega 
opisovalca ni jasno, v kateri katalog naj se uvede. Na tem mestu ga omenjam, ker je 
logično povezan s posredovalnim grafom virtualiziranih omrežnih funkcij. 
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Opisovalec omrežne storitve za uspešno uvajanje omrežne storitve vsebuje 
naslednji minimalni nabor informacij: 
 Identifikator opisovalca omrežne storitve. 
 Ponudnik ali proizvajalec omrežne storitve. 
 Različica opisovalca omrežne storitve. 
 Sklici na opisovalce omrežnih funkcij, ki so del omrežne storitve. Potrebni so, ko se 
omrežna storitev gradi z vrha navzdol, ali ko vzpostavlja virtualizirano omrežno 
funkcijo, ki je del omrežne storitve. 
 Sklici na opisovalce posredovalnih grafov virtualiziranih omrežnih funkcij, ki so del 
omrežne storitve. Omrežna storitev ima lahko več posredovalnih grafov, za npr.: 
o Promet kontrolne ravni. 
o Promet upravljalne ravni. 
o Uporabniški promet, ki ima npr. lahko več različnih poti glede na nastavitve 
kvalitete storitve (angl. Quality of Service, QoS). 
 Sklici na opisovalce navideznih povezav, ki so del omrežne storitve. 
 Ukazne datoteke ali poteki dela omrežne storitve za specifične dogodke upravljanja 
življenjskega cikla, kot so inicializacija, ukinjanje, spreminjanje obsega itd. 
 Opisi odvisnosti med različnimi virtualiziranimi omrežnimi funkcijami. Odvisnosti so 
opisane v kontekstu izvorne in ciljne virtualizirane omrežne funkcije. V smislu, da je 
ciljna virtualizirana omrežna funkcija odvisna od izvorne virtualizirane omrežne 
funkcije, kar pomeni, da je potrebno najprej ustvariti in z omrežno storitvijo 
povezati izvorno virtualizirano omrežno funkcijo, preden lahko ustvarimo ciljno. 
Ciljna virtualizirana omrežna funkcija je lahko, kadar ji sledi naslednja ciljna, tudi 
izvorna. Na ta način dobimo graf virtualiziranih omrežnih funkcij, ki so povezane v 
omrežno storitev. 
 Nadzorni parametri, ki jim je možno slediti za to omrežno storitev. 
 Popis razvojnih izvedb (angl. deployment flavour) omrežne storitve. Vsako izvedbo 
predstavljajo njene zahteve in parametri ključnih kazalnikov zmogljivosti. Vsaka 
izvedba ima različne pogoje, kot je na primer omejitev števila sočasnih klicev. Ena 
izvedba ima lahko zahtevo po podpori 300 000 klicem druga pa 500 000 klicem.  
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 Politika avtomatskega spreminjanja obsega, ki predstavlja metapodatke politike, 
katera predpisuje kombinacijo parametra (npr. klici na sekundo) in aktivnosti (npr. 
razširjanje na drugo večjo izvedbo). 
 Priključne točke, ki se obnašajo kot končne točke omrežne storitve. To so lahko: 
navidezni priključek, virtualni omrežni naslov, fizičen priključek itd. 
 Sklici na opisovalce fizičnih omrežnih funkcij, ki so del omrežne storitve. 
 Podpis opisovalca omrežne storitve, ki preprečuje nepooblaščeno spreminjanje. 
Opisovalec navidezne povezave nudi opise vseh navideznih povezav. Te 
informacije lahko orkestrator uporabi za primerno umeščanje instance virtualizirane 
omrežne funkcije ali pa upravljavec virtualizirane infrastrukture, ki upravlja 
virtualizirane vire, izbrane ob umestitvi virtualizirane omrežne funkcije, za dodelitev 
potrebnih virtualizirane virov na gostitelju s primerno omrežno infrastrukturo. 
Opisovalec opisuje osnovno topologijo povezav med eno ali več virtualiziranimi 
omrežnimi funkcijami, povezanimi s to navidezno povezavo, ter ostale potrebne 
parametre. Opisovalec vsebuje naslednje podatke: 
 Identifikator opisovalca. 
 Dobavitelj, ki je ustvaril ta opisovalec. 
 Različica opisovalca. 
 Število končnih točk v tej navidezni povezavi. 
 Hitrosti povezav. 
 Zahteve po kvaliteti storitev za navidezno povezavo, npr. latenca, trepetanje (angl. 
jitter). 
 Podatki o dostopnosti navidezne povezave za testiranje. Na primer: noben, pasivni 
nadzor, aktivne povratne zanke na končnih točkah. 
 Referenca na povezane priključne točke. 
 Tip povezave. 
 Podpis opisovalca navidezne povezave, ki preprečuje nepooblaščeno spreminjanje. 
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Slika 3.7: Primer omrežne storitve z notranjimi in zunanjimi navideznimi povezavami[4] 
Opisovalec posredovalnega grafa vsebuje metapodatke o samem posredovalnem 
grafu, reference na navidezne povezave, virtualizirane omrežne funkcije, fizične 
omrežne funkcije in elemente omrežne posredovalne poti, ki vsebuje posredovalne 
poti in reference na priključne točke. Posredovalne poti so lahko določene s pravili 
posredovanja glede na naslove krmiljenja dostopa do medija (angl. Media Access 
Control, MAC), z usmerjevalnimi informacijami, z labelami večprotokolne 
komutacije z zamenjavo label (angl. Multiprotocol Label Switching, MPLS) itd. 
Elementi posredovalnih poti niso nujno prisotni v opisovalcu, zato se v takšnem 
primeru posredovalna pot določi med delovanjem. Z opisovalcem posredovalnega 
grafa določimo pot za točno določen prometni tok. En opisovalec posredovalnega 
grafa lahko vsebuje več različnih posredovalnih poti, kot je to razvidno iz slike 3.8. 
Opisovalec vsebuje naslednji minimalni nabor podatkov: 
 Identifikator opisovalca. 
 Dobavitelj, ki je ustvaril ta posredovalni graf. 
 Ime, različica in opis storitve, ki jo graf opisuje. 
 Število zunanjih končnih točk (priključnih točk), ki so del posredovalnega grafa. 
 Število navideznih povezav, ki jih uporablja posredovalni graf. 
 Reference na navidezne povezave, ki jih uporablja posredovalni graf. 
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 Opisi omrežnih posredovalnih poti, ki so del posredovalnega grafa. Vsebuje 
posredovalno politiko ali pravilo ter kombinacijo podatkov priključne točke in 
pozicije na poti. 
 Reference na priključne točke. 
 Različica opisovalca. 
 Reference na opisovalce virtualiziranih omrežnih funkcij, ki so del posredovalnega 
grafa. 
 Podpis opisovalca posredovalnega grafa virtualizirane omrežne funkcije, ki 
preprečuje nepooblaščeno spreminjanje. 
 
Slika 3.8: Primer omrežne storitve z dvema posredovalnima grafoma z različnimi posredovalnimi potmi[4] 
 
Za konec moramo omeniti še, katere podatke vsebuje opisovalec fizične omrežne 
funkcije. To so: 
 Identifikator (ime) opisovalca. 
 Dobavitelj, ki je ustvaril to fizično omrežno funkcijo. 
 Različica omrežne funkcije, ki jo opisovalec opisuje. 
 Opis funkcionalnosti fizične naprave. 
 Seznam zunanjih vmesnikov, dosegljivih preko te omrežne funkcije za povezovanje 
z navidezno povezavo. 
40 3  Upravljanje in orkestracija virtualiziranih omrežnih funkcij 
 
 Različica opisovalca. 
 Podpis opisovalca fizične omrežne funkcije, ki preprečuje nepooblaščeno 
spreminjanje. 
 
Slika 3.9: Prikaz povezav med opisovalci in zapisi[4] 
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3.5.2  Katalog virtualiziranih omrežnih funkcij 
Katalog virtualiziranih omrežnih funkcij je skladišče vseh uvedenih paketov 
virtualiziranih omrežnih funkcij ter podpira njihovo ustvarjanje in upravljanje.[4] Del 
paketa so: opisovalec virtualizirane omrežne funkcije, slike programske opreme, 
datoteka, ki popisuje ostale datoteke, ki so del virtualizirane omrežne funkcije itd. 
Orkestrator virtualizacije omrežnih funkcij omogoča dostop do kataloga preko 
vmesnika. Dostop do kataloga je omogočen tako orkestratorju virtualizacije 
omrežnih funkcij kot tudi upravljavcu virtualizirane omrežne funkcije, ki lahko iščeta 
in pridobita opisovalca virtualizirane omrežne funkcije za podpiranje operacij, kot 
so: validacija, preverjanje izvedljivosti vzpostavitve instance itd. 
Opisovalec virtualizirane omrežne funkcije je razvojna šablona, ki opisuje razvojne 
zahteve virtualizirane omrežne funkcije ter zahteve, kako naj se funkcija obnaša. 
Primarno ga uporablja upravljavec virtualiziranih omrežnih funkcij med procesom 
vzpostavljanja virtualizirane omrežne funkcije in upravljanjem njenega življenjskega 
cikla. Informacije, zapisane v opisovalcu, prav tako uporablja orkestrator za 
upravljanje in orkestracijo omrežnih storitev ter virtualiziranih virov. Šablona prav 
tako vsebuje zahteve za povezljivost, vmesnik in ključne kazalnike uspešnosti, ki se 
lahko uporabijo za vzpostavitev ustrezne navidezne povezave znotraj virtualizirane 
infrastrukture med instancami komponent virtualizirane omrežne funkcije (angl. 
Virtual Network Function Component, VNFC) ali pa med instanco virtualizirane 
omrežne funkcije in vmesnikom druge omrežne funkcije., 
Opisovalec virtualizirane omrežne funkcije naj bi vseboval naslednji minimalni 
nabor informacij: 
 Identifikator opisovalca virtualizirane omrežne funkcije. 
 Dobavitelj, ki je ustvaril ta opisovalec. 
 Različica opisovalca. 
 Različica programske opreme virtualizirane omrežne funkcije. 
 Informacije o navideznih povezavah med priključnimi točkami: 
o Identifikator navidezne povezave. 
o Tip povezljivosti (E-Line, E-LAN, E-Tree). 
o Reference na priključne točke. 
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o Hitrost povezav med priključnimi točkami. 
o Zahteve po kvaliteti storitev za navidezno povezavo, npr. latenca, 
trepetanje (angl. jitter). 
o Podatki od dostopnosti navidezne povezave za testiranje. 
 Informacije o priključnih točkah: 
o Identifikator priključne točke. 
o Referenca na navidezno povezavo. 
o Tip priključne točke, navidezni priključek, naslov navidezne omrežne 
identifikacijske kartice, fizičen priključek, naslov fizične omrežne 
identifikacijske kartice ali pa končna točka IP VPNa, ki omogoča omrežno 
povezljivost. 
 Definicije funkcionalnih ukaznih datotek/potekov dela virtualizirane omrežne 
funkcije za specifične dogodke v življenjskem ciklu, npr: inicializacija, ukinjanje, 
razširjanje, nadgradnja ali posodobitev itd. 
 Nabor informacij, združenih pod imenom virtualizacijska uvajalna enota (angl. 
Virtualisation Deployment Unit, VDU), katera opisuje lastnosti komponente 
virtualizirane omrežne funkcije: 
o Referenca na uporabljeno sliko virtualiziranega stroja. 
o Zahtevane karakteristike računskih virov. 
o Količina navideznega spomina, potrebnega za VDU. 
o Pasovna širina virtualnega omrežja, potrebnega za VDU. 
o Definicije funkcionalnih ukaznih datotek/potekov dela komponente 
virtualizirane omrežne funkcije za specifične dogodke v življenjskem ciklu, 
npr: inicializacija, ukinjanje, razširjanje itd. 
o Razne omejitve. 
o Definicije redundance za zagotavljanje visoke razpoložljivosti. Obstajata dva 
modela, in sicer "AktivenAktiven", kjer bosta dve instanci iste VDU obstajali 
istočasno in bosta ves čas sinhronizirali podatke, ali pa "AktivenPasiven", 
kjer pa med instancama VDU ne poteka sinhronizacija podatkov. 
o Minimalno in maksimalno število instanc, ki jih lahko ustvarimo za večanje 
ali zmanjševanje zmogljivosti. 
o Informacije o komponentah virtualizirane omrežne funkcije, ki so 
ustvarjene na podlagi te VDU. 
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o Nadzorni parametri komponente virtualizirane omrežne funkcije, ki se jih 
spremlja na podlagi te VDU. Gre za parametre, kot so npr. poraba spomina, 
izkoriščenost procesorja, izkoriščenost pasovne širine itd. 
o VDU lahko vsebuje tudi podatke, ki predpisujejo določene posebne zahteve 
za centralno procesno enoto (angl. Central Processing Unit, CPU), 
pomnilnik, hipervizorja, omrežne vmesnike, virtualna stikala, vodilo PCIe, 
varnostne zahteve, splošne zahteve za zanesljivost in razpoložljivost. S temi 
zahtevami lahko predpišemo uporabo primerne strojne opreme z 
določenimi zmogljivostmi, s čimer zagotovimo primerno delovanje 
virtualizirane omrežne funkcije, vendar pa na ta način tudi omejimo njeno 
prenosljivost. 
 Opis odvisnosti med različnimi navideznimi uvajalnimi enotami. 
 Nadzorni parametri, ki jim je možno slediti za to virtualizirano omrežno funkcijo. Z 
njimi lahko določimo tako različne izvedbe za virtualizirano omrežno funkcijo kot 
tudi različne nivoje razpoložljivosti storitve virtualizirane omrežne funkcije. Podatki 
so lahko skupek parametrov na nivoju VDU, kot je poraba spomina, izkoriščenost 
CPU itd. Parametri pa so lahko specifični za virtualizirano omrežno funkcijo, npr. 
število klicev na sekundo, število uporabnikov in podobno. 
 Parametri posameznih izvedb. Postavlja omejitev, da določena izvedba lahko izpolni 
zahteve samo na določeni strojni opremi. Opisuje tudi, katere uvajalne enote so 
potrebne za realizacijo te izvedbe, koliko instanc uvajalnih enot ter reference na 
komponente virtualizirane omrežne funkcije, ki so potrebne za to izvedbo. 
 Politika avtomatskega spreminjanja obsega, ki predstavlja informacije o tem, kdaj 
naj se obseg virtualizirane omrežne funkcije avtomatsko spremeni v drugo, večjo ali 
manjšo izvedbo. 
 Seznam vseh datotek, ki so v paketu virtualizirane omrežne funkcije. 
 Seznam izvlečkov datotek, ki so v paketu virtualizirane omrežne funkcije, s katerimi 
zagotavljamo istovetnost teh datotek. 
  
44 3  Upravljanje in orkestracija virtualiziranih omrežnih funkcij 
 
3.5.3  Skladišče instanc virtualizacije omrežnih funkcij 
To skladišče vsebuje informacije o vseh instancah virtualiziranih omrežnih funkcij in 
o instancah omrežnih storitev.[4] Vsako instanco virtualizirane omrežne funkcije 
predstavlja zapis (angl. record) virtualizirane omrežne funkcije (angl. VNF Record, 
VNFR) in vsako instanco omrežne storitve predstavlja zapis omrežne storitve (angl. 
Network Service Record, NSR). 
Kot rezultat vzpostavitve instance omrežne storitve ali virtualizirane omrežne 
funkcije so zapisi, ki predstavljajo te ustvarjene instance. Zapis omrežne storitve, 
zapis omrežne virtualizirane funkcije, zapis navidezne povezave (angl. Virtual Link 
Record, VLR) in zapis posredovalnega grafa virtualizirane omrežne funkcije (angl. 
VNF Forwarding Graph Record, VNFFGR) so ustvarjeni na podlagi informacij iz 
pripadajočih opisovalcev ter dodatnimi informacijami, ki so podane kot parameter ob 
zahtevi za vzpostavitev instance. 
Zapis fizične omrežne funkcije predstavlja instanco, povezano z že obstoječo fizično 
omrežno funkcijo, ki je del omrežne storitve in vsebuje nabor izvajalnih lastnosti 
fizične omrežne funkcije. 
Ti zapisi se posodabljajo med življenjskim ciklom pripadajoče instance. Spremembe, 
ki se vpisujejo, so posledica izvajanja nalog upravljanja življenjskega cikla omrežne 
storitve in/ali upravljanja življenjskega cikla virtualizirane omrežne funkcije. 
Zapis o instanci omrežne storitve vsebuje podatke, ki so zapisani v pripadajočem 
opisovalcu omrežne storitve, s to razliko, da ne vsebuje sklicev na opisovalce, 
temveč na ostale zapise, povezane s to instanco. Prav tako vsebuje še sledeče dodatne 
informacije: 
 Sklic na opisovalca omrežne storitve, iz katerega instanca izhaja. 
 Informacije o rezerviranih virih, ki jih ta instanca porablja. 
 Informacije o politikah, povezanimi z upravljanjem in orkestracijo omrežne storitve, 
ki naj bi se izvajale v času izvajanja instance omrežne storitve. 
 Status omrežne storitve. 
 Seznam sistemov, ki so se naročili na obvestila o spremembah statusa. 
 Zapisi o pomembnih dogodkih življenjskega cikla omrežne storitve. 
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 Podrobni zapisi o operativnih dogodkih. 
Zapis o instanci virtualizirane omrežne funkcije vsebuje poleg podatkov, ki 
izhajajo iz opisovalca virtualizirane omrežne funkcije, še naslednje podatke: 
 Identifikator instance virtualizirane omrežne funkcije. 
 Privzeta nastavitev jezika. 
 Elemente VDU, ki opisujejo lastnosti komponent instance virtualizirane omrežne 
funkcije. 
 Identifikator omrežne storitve, katere del je instanca virtualizirane omrežne 
funkcije. 
 Referenca na opisovalca virtualizirane omrežne funkcije, iz katerega je nastal zapis. 
 Identifikator upravljavca virtualiziranih omrežnih funkcij, ki upravlja s to 
virtualizirano omrežno funkcijo. 
 Reference na zapise navideznih povezav, ki se uporabljajo za zunanje povezave te 
virtualizirane omrežne funkcije. 
 Omrežni naslov za upravljavski dostop. 
 Stanje delovanja virtualizirane omrežne funkcije. 
 Seznam sistemov, ki so prijavljeni na prejemanje obvestil o stanju virtualizirane 
omrežne funkcije. 
 Zgodovina pomembnih dogodkov v življenjskem ciklu virtualizirane omrežne 
funkcije. 
 Podrobni zapisi o operativnih dogodkih. 
 Informacije o politikah, povezanimi z upravljanjem in orkestracijo omrežne storitve, 
ki naj bi se izvajale v času izvajanja instance omrežne storitve. 
Zapis navidezne povezave vsebuje poleg podatkov, ki izhajajo iz opisovalca 
navidezne povezave, še naslednje podatke:  
 Identifikator instance navidezne povezave. 
 Referenca na omrežno storitev, katere del je ta navidezna povezava. 
 Referenca na zapise posredovalnih grafov, v katerih navidezna povezava sodeluje. 
 Referenca na opisovalca navidezne povezave, iz katerega instanca izhaja. 
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 Referenca na upravljavca virtualizirane infrastrukture, ki upravlja s to instanco 
navidezne povezave. 
 Dodeljene pasovne širine za vsako od možnosti QoS na tej povezavi. 
 Stanje navidezne povezave. 
 Seznam sistemov, ki so prijavljeni na prejemanje obvestil o stanju navidezne 
povezave. 
 Zgodovina pomembnih dogodkov v življenjskem ciklu navidezne povezave. 
 Podrobni zapisi o operativnih dogodkih. 
Zapis posredovalnega grafa virtualizirane omrežne funkcije vsebuje poleg 
podatkov, ki izhajajo iz opisovalca, še naslednje podatke: 
 Identifikator instance posredovalnega grafa. 
 Referenca na opisovalca posredovalnega grafa, iz katerega zapis izhaja. 
 Referenca na zapis instance omrežne storitve, katere del je ta instanca 
posredovalnega grafa. 
 Reference na zapise instanc navideznih povezav, katere uporablja ta instanca 
posredovalnega grafa. 
 Stanje posredovalnega grafa. 
 Seznam sistemov, ki so prijavljeni na prejemanje obvestil o stanju posredovalnega 
grafa. 
 Zgodovina pomembnih dogodkov v življenjskem ciklu posredovalnega grafa. 
 Podrobni zapisi o operativnih dogodkih. 
 Seznam instanc virtualiziranih omrežnih funkcij, ki so povezane s to instanco 
posredovalnega grafa. 
3.5.4  Skladišče virov infrastrukture za virtualizacijo omrežnih funkcij 
Skladišče virov infrastrukture za virtualizacijo omrežnih funkcij hrani podatke o 
prostih, rezerviranih in zasedenih virih infrastrukture za virtualizacijo omrežnih 
funkcij, ki so del celotne operaterjeve infrastrukture.[4] Te informacije so potrebne 
za namene rezervacije in dodeljevanja virov ter za potrebe nadzora nad viri. 
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3.5.5  Vstopni podatki za vzpostavitev virtualizirane omrežne funkcije 
Minimalni vstopni podatki, potrebni za vzpostavitev virtualizirane omrežne funkcije, 
so[4]: 
 Identifikator, ki enoznačno identificira opisovalca virtualizirane omrežne funkcije, 
na osnovi katerega se vzpostavlja ta instanca virtualizirane omrežne funkcije. 
 Način spreminjanja obsega - avtomatsko, na zahtevo ali na osnovi upravljalne 
zahteve. 
 Identifikator izvedbe, na podlagi katere se vzpostavlja ta instanca. Identifikator 
mora biti na seznamu izvedb v opisovalcu virtualizirane omrežne funkcije. 
 Opisovalec mejnih vrednosti, ki vsebuje podatke o nadzornih parametrih, mejnih 
vrednostih, dejanjih. Parametri morajo biti izbrani iz nabora parametrov, ki so 
popisani v opisovalcu virtualizirane omrežne funkcije. 
 Vrednosti politike avtomatskega spreminjanja obsega. Vrednosti so zapisane v 
obliki para "parameter kriterija – dejanje." Parametri in možna dejanja so popisani v 
opisovalcu virtualizirane omrežne funkcije. Primer takšnega para je   
o Parameter: Število klicev na sekundo > 100 000. 
o Dejanje: razširjanje na izvedbo z identifikatorjem 3. 
 Omejitve, ki predstavljajo rezerviran prostor za kakršnekoli specifične omejitve. 
Primer: geografska lokacija posamezne komponente virtualizirane omrežne 
funkcije. 
 Identifikator instance omrežne storitve predstavlja informacije, ki enoznačno 
identificirajo instance omrežnih storitev, s katerimi ta instanca virtualizirane 
omrežne funkcije lahko deluje. 
 Naslov virtualizirane omrežne funkcije predstavlja naslov, dodeljen instanci 
virtualizirane omrežne funkcije, in vezan je na eno od priključnih točk. 
Vrednost identifikatorja in izvedbe mora določiti uporabnik, ostale pa lahko dodeli 
sistem upravljanja in orkestracije sam. 
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3.5.6  Vstopni podatki za vzpostavitev omrežne storitve 
Vstopni podatki za vzpostavitev omrežne storitve se izmenjajo v sporočilih med 
funkcionalnimi bloki upravljanja in orkestracije virtualiziranih omrežnih funkcij.[4] 
Sledeči seznam parametrov je minimalen nabor, potreben za vzpostavitev omrežne 
storitve.  
 Identifikator opisovalca omrežne storitve, na podlagi katerega se vzpostavlja 
instanca omrežne storitve. 
 Reference na obstoječe instance virtualiziranih omrežnih funkcij. Potrebne so na 
primer, ko se omrežna storitev vzpostavlja na način, da so komponente storitve že 
vzpostavljene in jih je potrebno medsebojno povezati. 
 Metodologija spreminjanja obsega določa način spreminjanja (na zahtevo, 
avtomatsko ali na zahtevo upravljanja). 
 Identifikator izvedbe določa izvedbo, izbrano iz nabora izvedb, opisanih v 
opisovalcu omrežne storitve, na podlagi katere so bo vzpostavila instanca. 
 Opisovalec mejnih vrednosti, ki vsebuje podatke o nadzornih parametrih, mejnih 
vrednostih, dejanjih. Parametri morajo biti izbrani iz nabora parametrov, ki so 
popisani v opisovalcu omrežne storitve. 
 Vrednosti politike avtomatskega spreminjanja obsega. Vrednosti so zapisane v 
obliki para "parameter kriterija – dejanje". Parametri in možna dejanja so popisana 
v opisovalcu virtualizirane omrežne funkcije. Primer takšnega para je   
o Parameter: Število klicev na sekundo > 100 000. 
o Dejanje: razširjanje na izvedbo z identifikatorjem 3. 
 Omejitve, ki predstavljajo rezerviran prostor za kakršnekoli specifične omejitve. 
Primer: geografska lokacija posamezne komponente virtualizirane omrežne 
funkcije. 
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3.6  Upravljanje z virtualiziranimi viri 
Pri upravljanju z virtualiziranimi viri, potrebnimi za delovanje virtualizirane omrežne 
funkcije, imamo dve možnosti. Z njimi lahko upravlja orkestrator virtualizacije 
omrežnih funkcij ali pa upravljavec virtualiziranih omrežnih funkcij[11]. 
Kadar z virtualiziranimi viri upravlja upravljavec virtualiziranih omrežnih funkcij, 
le-ta zaseganje teh virov opravi neposredno preko upravljavca virtualizirane 
infrastrukture. Kadar pride do potrebe po upravljanju življenjskega cikla 
virtualizirane funkcije, ki zahteva spremembo uporabe virtualiziranih virov, takrat 
upravljavec virtualiziranih omrežnih funkcij orkestratorju virtualizacije omrežnih 
funkcij pošlje zahtevo za odobritev. Ta odloči o zahtevi in odločitev sporoči 
upravljavcu virtualiziranih omrežnih funkcij. Če je bila zahteva odobrena, le-ta 
posreduje zahtevo po dodatnih virih ali sproščanju le-teh upravljavcu virtualizirane 
infrastrukture preko njunega medsebojnega vmesnika. Ko upravljavec virtualizirane 
infrastrukture odgovori z rezultatom zaseganja ali sproščanja virov, upravljavec 
virtualiziranih omrežnih funkcij zaključi s procedure upravljanja in sporoči njen 
rezultat entiteti, ki je zahtevala spremembo.  
V primeru, da z virtualiziranimi viri upravlja orkestrator virtualizacije omrežnih 
funkcij, med upravljavcem virtualiziranih omrežnih funkcij in upravljavcem 
virtualizirane infrastrukture ne obstaja neposreden vmesnik oz. povezava. Vse 
zahteve gredo preko orkestratorja. Če pride do zahteve po upravljanju življenjskega 
cikla virtualizirane omrežne funkcije, upravljavec virtualiziranih omrežnih funkcij 
pošlje prošnjo za odobritev spremembe dodeljenih virov orkestratorju. Ta zahtevo 
obdela in nanjo odgovori. V primeru, da je zahteva odobrena, upravljavec 
virtualiziranih omrežnih funkcij pošlje prošnjo za dodelitev/sprostitev virtualiziranih 
virov orkestratorju, ki prošnjo obdela ter jo posreduje upravljavcu virtualizirane 
infrastrukture. Ta zahtevo obdela, dodeli ali sprosti ustrezne vire in pošlje odgovor 
orkestratorju, ki ga posreduje upravljavcu virtualiziranih omrežnih funkcij. 
Upravljavec zaključi proceduro upravljanja in sporoči njen rezultat entiteti, ki je 
zahtevala spremembo.  
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V obeh primerih se ob neuspešni odobritvi s strani orkestratorja postopek spremembe 
takoj zaključi z ustreznim sporočilom upravljavca virtualiziranih omrežnih funkcij 
entiteti, ki je zahtevala spremembo. 
3.7  Postopki upravljanja življenjskega cikla virtualizirane omrežne 
funkcije 
V tem poglavju so opisani postopki uvajanja virtualizirane omrežne funkcije in njene 
vzpostavitve s pomočjo elementov upravljanja in orkestracije.[4][11] Ti postopki 
predstavljajo primere najboljše prakse, kar pomeni, da ni nujno, da vse 
implementacije uporabljajo te postopke. Za te postopke se tudi predpostavlja 
naslednje: 
 Orkestrator je edina točka dostopa za vse zahteve s strani OSS sistemov. 
 Orkestrator upravlja življenjski cikel omrežne storitve in posredovalnega grafa 
virtualiziranih omrežnih funkcij. 
 Z vidika aplikacije upravlja življenjski cikel virtualizirane omrežne funkcije 
upravljavec virtualiziranih omrežnih funkcij. 
 Orkestrator ima celosten vpogled in nadzor nad upravljanjem in dodeljevanjem 
virov, ki se uporabljajo za omrežne storitve in virtualizirane omrežne funkcije. Vse 
zahteve za dodeljevanje gredo preko orkestratorja, pri katerem so preverjene in 
odobrene. 
3.7.1  Uvajanje paketa virtualizirane omrežne funkcije 
Uvajanje paketa virtualizirane omrežne funkcije pomeni nalaganje opisovalca 
virtualizirane omrežne funkcije v katalog in preverjanje informacij, zapisanih v 
opisovalcu. Preverja se, ali so informacije pravilno zapisane, in ali opisovalec 
vsebuje vse potrebne informacije. 
Postopek uvajanja paketa je sledeč: 
1. S pomočjo funkcije uvajanja oddamo/naložimo opisovalec virtualizirane omrežne 
funkcije orkestratorju. 
2. Opisovalec virtualizirane omrežne funkcije orkestrator preveri, če le-ta  vsebuje vse 
zahtevane podatke in ali so ti zapisani v pravilnem formatu. S pomočjo seznama 
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datotek in seznama izvlečkov datotek, ki so del opisovalca, preveri tudi integriteto 
in avtentičnost zapisa. 
3. Orkestrator obvesti katalog opisovalcev virtualiziranih omrežnih funkcij. 
4. Orkestrator naloži slike programske opreme virtualiziranega stroja na vse 
upravljavce virtualizirane infrastrukture, na katerih bi se ta virtualiziran stroj lahko 
izvajal, ali pa jim omogoči dostop do te slike. V tem koraku se pričakuje, da 
upravljavci infrastrukture preverijo integriteto slik. 
5. Upravljavci virtualizirane infrastrukture potrdijo uspešno nalaganje slik. 
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Slika 3.10: Postopek uvajanja paketa virtualizirane funkcije[4] 
3.7.2  Postopek vzpostavljanja virtualizirane omrežne funkcije, ko vire 
dodeljuje orkestrator 
Postopek vzpostavitve virtualizirane omrežne funkcije je proces identificiranja in 
rezervacije potrebnih virov, vzpostavitev virtualizirane omrežne funkcije in zagon 
navidezne uvajalne enote.[4][11] 
Orkestrator prejme zahtevo po vzpostavitvi nove virtualizirane omrežne funkcije. Ta 
zahteva lahko pride od sistema OSS kot samostojna zahteva za vzpostavitev instance 
virtualizirane omrežne funkcije ali kot del naročila za vzpostavitev omrežne storitve, 
ali pa lahko pride s strani upravljavca virtualiziranih omrežnih funkcij, ko le-ta ali pa 
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upravljavski element zaznata potrebo po vzpostavitvi nove instance virtualizirane 
omrežne funkcije. 
Postopek vzpostavitve virtualizirane omrežne funkcije je sledeč: 
1. Orkestrator prejme zahtevo po vzpostavitvi nove virtualizirane omrežne funkcije 
skupaj s podatki, potrebnimi za vzpostavitev te virtualizirane omrežne funkcije. 
2. Orkestrator preveri veljavnost zahteve. To vključuje preverjanje, ali je uporabniku 
dovoljeno pošiljanje takšne zahteve, ter preverjanje, ali so podatki zapisani v 
pravilni obliki, ali so vsi zahtevani podatki ter ali so podatki v skladu s predpisanimi 
politikami. 
3. Sledi neobvezen postopek, pri katerem gre za preverjanje izvedljivosti vzpostavitve 
virtualizirane omrežne funkcije in zasedanja virov pred dejansko vzpostavitvijo. 
Postopek je sledeč: 
a. Orkestrator prejme zahtevo za preverjanje izvedljivosti 
vzpostavitve/spreminjanja obsega virtualizirane omrežne funkcije. 
b. Orkestrator pošlje upravljavcu virtualiziranih omrežnih funkcij klic z 
vstopnimi parametri, da le-ta preveri izvedljivost vzpostavitve/spremembe 
obsega. 
c. Upravljavec preveri veljavnost zahteve po vzpostavitvi/spremembi obsega 
virtualizirane omrežne funkcije. Po potrebi preveri tudi tehnično pravilnost 
podanih podatkov. Prav tako opravi kakršnekoli preverbe, specifične za 
življenjski cikel virtualizirane omrežne funkcije, kot je preverjanje licence. 
Na podlagi omejitev življenjskega cikla virtualizirane omrežne funkcije 
spremeni ali doda vstopne podatke, ki prispejo od orkestratorja, s podatki v 
opisovalcu in omejitvami, specifičnimi za aplikacijo.  
d. Upravljavec virtualiziranih omrežnih funkcij vrne posodobljen seznam 
vstopnih parametrov orkestratorju in mu pošlje klic z zahtevo po dodelitvi 
virov za to instanco. 
e. Orkestrator preveri tehnično veljavnost podanih parametrov za dodelitev 
virov. Izbere lokacijo, na kateri se bo instanca vzpostavila. Odločitev o 
lokaciji je odvisna od zahteve, prostih virov, narave virtualizirane funkcije, 
omrežne storitve, kateri pripada funkcija, ali na podlagi podane politike. 
Naslednji korak je preverjanje odvisnosti. Preverijo se razpoložljivost vseh 
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zahtevanih zunanjih odvisnosti. Če ima instanca virtualizirane omrežne 
funkcije kakršnekoli zahteve po kvaliteti storitve, je potrebno preveriti, ali 
jih je na izbrani lokaciji možno izpolniti. 
f. Opcijsko lahko orkestrator pošlje upravljavcu virtualizirane infrastrukture 
zahtevo po preverbi razpoložljivosti dodatnih virov in zahteva njihovo 
rezervacijo. 
g. Upravljavec preveri razpoložljivost dodatnih virov in jih rezervira. 
h. Upravljavec vrne orkestratorju rezultat rezervacije kot odgovor na zahtevo 
v točki f. 
i. Orkestrator potrdi zaključek preverbe izvedljivosti vzpostavitve 
virtualizirane omrežne funkcije. 
4. Orkestrator pošlje upravljavcu virtualizirane omrežne funkcije zahtevo po 
vzpostavitvi virtualizirane omrežne funkcije, vključno s podatki za vzpostavitev. V 
primeru, da je bil 3. korak izveden, bo orkestrator vstopnim podatkom dodal tudi 
informacije o rezervacijah, ki jih je poslal upravljavec virtualizirane infrastrukture. 
5. Upravljavec virtualizirane omrežne funkcije preveri veljavnost zahteve in jo obdela. 
To lahko vključuje tudi spreminjanje/dodajanje vstopnih vzpostavitvenih podatkov s 
podatki iz opisovalca virtualizirane omrežne funkcije ali omejitev, specifičnih za 
življenjski cikel virtualizirane omrežne funkcije. 
6. Upravljavec virtualizirane omrežne funkcije pošlje orkestratorju klic za dodelitev 
virtualiziranih virov. 
7. Orkestrator izvede postopke pred dodelitvijo virov, če so ti potrebni. Ti postopki so 
enaki kot v podtočki e. točke 3. 
8. Orkestrator izbere lokacijo virov, ki jih želi zasesti. Zahteva vzpostavitev internih 
omrežnih povezav za povezovanje različnih VDU, ki sestavljajo virtualizirano 
omrežno funkcijo. Od upravljavcev virtualizirane infrastrukture zahteva 
vzpostavitev potrebnih računskih in spominskih virov. Pri tem zahteva priključitev 
vzpostavljenih virtualiziranih strojev na notranje omrežje.  
9. Upravljavec virtualizirane infrastrukture dodeli omrežje za notranjo povezljivost. 
10. Upravljavec virtualizirane infrastrukture dodeli potrebne računske in spominske 
vire ter poveže vzpostavljene virtualizirane stroje na interno omrežje. 
11. Upravljavec virtualizirane infrastrukture pošlje orkestratorju potrditev o dokončani 
dodelitvi virov. 
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12. Orkestrator potrdi dodelitev virov upravljavcu virtualizirane omrežne funkcije in mu 
vrne ustrezne konfiguracijske informacije. 
13. Upravljavec virtualizirane omrežne funkcije nastavi virtualizirano omrežno funkcijo 
s kakršnimikoli parametri, povezanimi z življenjskim ciklom virtualizirane omrežne 
funkcije. Če obstaja upravljavec elementov, ga upravljavec obvesti o obstoju nove 
virtualizirane omrežne funkcije. 
14. Upravljavec elementov nastavi parametre virtualizirane omrežne funkcije. 
15. Upravljavec virtualizirane omrežne funkcije potrdi orkestratorju zaključek 
vzpostavitve virtualizirane omrežne funkcije. 
16. Orkestrator potrdi zaključek vzpostavitve virtualizirane omrežne funkcije tistemu, ki 
je vzpostavitev zahteval. 
3.7.3  Spreminjanja obsega instance virtualizirane omrežne funkcije 
Spreminjanje obsega instance virtualizirane omrežne funkcije je pogosto rezultat 
tega, da je bila presežena mejna vrednost kvalitete storitve. Kvaliteta storitve lahko 
degradira do te mere, da ni več sprejemljiva, kar zahteva razširitev kapacitet, ali pa je 
izkoriščenost virov prenizka in je obseg funkcije možno zmanjšati brez degradacije 
kvalitete storitve.[4] 
Zahteva za spreminjanje obsega lahko pride iz naslednjih elementov: 
 Virtualizirane omrežne funkcije, če ta vsebuje nadzorno funkcijo, detekcijo 
prečkanja mejne vrednosti in obveščanje o dogodkih. Virtualizirana omrežna 
funkcija lahko pošlje upravljavcu elementov obvestilo o dogodku, ki ima lahko 
določena pravila o tem, kako ukrepati ob danem dogodku. Upravljavec elementov 
posreduje navodila, dejanje upravljavcu virtualiziranih omrežnih funkcij. 
Virtualizirana omrežna funkcija lahko obvestilo o dogodku pošlje tudi neposredno 
upravljavcu virtualiziranih omrežnih funkcij. 
 Upravljavca virtualiziranih omrežnih funkcij, kadar je prejem enega samega 
obvestila o dogodku virtualizirane omrežne funkcije ali infrastrukturnem dogodku 
dovolj, da se zazna potreba po spremembi obsega. Potem je lahko informacija o 
tem, kateri dogodek je potrebno spremljati in kakšno dejanje mu sledi, zapisana v 
opisovalec virtualizirane omrežne funkcije. 
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 Upravljavca virtualizirane infrastrukture, kadar ima le-ta vgrajeno funkcijo 
nadzora/detekcije prečkanja mejne vrednosti. Dogodki so povezani z zamašitvijo 
omrežja, števila sej in podobno. Upravljavec virtualiziranih omrežnih funkcij bo 
čakal na te dogodke in implementiral odločitve glede dejanj za popravljanje stanja. 
 Upravljavca elementov, kadar funkcija nadzora/detekcije prečkanja mejnih 
vrednosti ni v virtualizirani omrežni funkciji. Odločitve lahko sprejema upravljavec 
elementov in jih posreduje upravljavcu virtualiziranih omrežnih funkcij. 
 OSS/BSS, kadar funkcija nadzora/detekcije prečkanja mejnih vrednosti ni v 
upravljavcu elementov, ali kadar prečka več upravljavcev elementov. OSS/BSS je v 
tem primeru tisti, ki zaznava dogodke in sprejema odločitve. 
 OSS/BSS, kadar gre za proces upravljanja sprememb. 
 Ročno na zahtevo operaterja. 
Na podlagi tega seznama lahko določimo tri načine spreminjanja obsega: 
 Avtomatsko, kjer upravljavec virtualiziranih omrežnih funkcij spremlja stanje 
virtualiziranih funkcij in sproža postopke spreminjanja na podlagi vnaprej določenih 
pogojev. 
 Na zahtevo, kjer instanca virtualizirane omrežne funkcije ali njen upravljavec 
elementov spremlja stanje funkcije in proži dejanja spreminjanja obsega z izrecno 
zahtevo, poslano upravljavcu virtualiziranih omrežnih funkcij. 
 Spreminjanje obsega na podlagi upravljavske zahteve, kjer zahtevo po 
spreminjanju pošlje uporabnik/operater ali sistem OSS/BSS. 
Poznamo več načinov spreminjanja obsega: 
 Povečevanje, to so spremembe na virtualiziranem stroju, dodajanje procesorskih 
enot, spomina itd. 
 Razširjanje, dodajanje instance VDU. 
 Oženje, ugašanje in odstranjevanje instanc. 
 Zmanjševanje, sproščanje virov na obstoječih instancah. 
 Povečevanje omrežne kapacitete, ki jo dajemo na voljo. 
 Povečevanje pasovne širine ali ostale spremembe na omrežju. 
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3.8  Povezava med upravljanjem in orkestracijo virtualiziranih 
omrežnih funkcij in obstoječimi sistemi za upravljanje 
Upravljanje in orkestracija virtualiziranih omrežnih funkcij imata pomembno vlogo 
pri doseganju poslovnih koristi, zamišljenih z virtualizacijo omrežnih funkcij.[4] Te 
koristi dosegamo s povezovanjem z ostalimi komponentami virtualizacije omrežnih 
funkcij, kakor tudi s povezovanjem z zunanjimi entitetami, kot so operacijski in 
poslovni podporni sistemi ter sistemi za upravljanje elementov. 
Virtualizacija omrežnih funkcij zahteva spremembo mišljenja in dojemanja o tem, 
kako so današnja omrežja, ki jih uporabljajo ponudniki storitev, zgrajena, kako 
delujejo in kako jih upravljamo. Virtualizacija omrežnih funkcij uvaja novo stopnjo 
fleksibilnosti v omrežje, saj lahko vire omrežja sedaj dinamično dodajamo, 
spreminjamo in odstranjujemo. 
3.8.1  Upravljanje elementov 
Upravljavec elementov opravlja naloge upravljanja napak, nastavitev, 
obračunavanja, zmogljivosti in varnosti za virtualizirane omrežne funkcije.[4] 
Omrežno funkcijo upravlja na en enak način kot upravlja nevirtualizirane omrežne 
funkcije. Upravljavec elementov se lahko zaveda virtualizacije in sodeluje z 
upravljavcem virtualiziranih omrežnih funkcij za izvajanje tistih nalog, ki zahtevajo 
izmenjavo informacij o virih NFVI, dodeljenimi virtualizirani omrežni funkciji. 
Naloge, ki jih opravlja upravljavec elementov, so: 
 Nastavitve omrežnih funkcij, ki jih omogoča virtualizirana omrežna funkcija. 
 Upravljanje napak omrežnih funkcij, ki jih omogoča virtualizirana omrežna funkcija. 
 Obračunavanje za uporabo funkcij virtualizirane omrežne funkcije. 
 Zbiranje rezultatov meritev zmogljivosti funkcij, ki jih zagotavlja virtualizirana 
omrežna funkcija. 
 Upravljanje varnosti za funkcije virtualizirane omrežne funkcije.  
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3.8.2  Vzajemno delovanje upravljanja in orkestracije z ostalimi upravljavskimi 
sistemi 
Upravljanje in orkestracija virtualiziranih omrežnih funkcij ne more sama doseči 
želenih poslovnih koristi.[4] Zato je potrebna njena integracija in vzajemno 
delovanje z ostalimi upravljavskimi sistemi (OSS, BSS), uporaba vmesnikov, ki jih ti 
sistemi ponujajo, in ponujanje lastnih vmesnikov tem sistemom. 
Za doseganje polnih koristi virtualizacije omrežnih funkcij je potrebno rešitve 
upravljanja in orkestracije obravnavati celostno. Samo razširjanje modelov OSS/BSS 
za podporo virtualizaciji ne bo dovolj. Potrebno je zagotoviti evolucijo OSS/BSS 
sistemov skupaj z razvojem upravljanja in orkestracije virtualiziranih omrežnih 
funkcij ter tako skupno podpreti naslednje: 
 Odprte in dosledne vmesnike za olajšanje avtomatizacije, samopostrežne operacije 
na storitvenem in produktnem nivoju, ki se lahko odzivajo na spreminjajoče se 
poslovne potrebe z zahtevno hitrostjo in okretnostjo. 
 Prilagodljiva avtomatizacija, kjer uporaba storitev poganja zahteve po virih, sproža 
pridobivanje povratnih informacij od sistema, ki ga upravljavske funkcije po potrebi 
analizirajo in spreminjajo, s čimer infrastrukturi omogočajo zagotavljanje v tistem 
trenutku potrebnih virov in storitev. 
 Orkestracija, kjer politike in drugi mehanizmi vodijo odločanje o spremembah, dela 
ali celotnega sistema, potrebnih za izvajanje določene funkcionalnosti. 
 Osebne storitve, ki jih je enostavno nastaviti s strani operaterja ali končnega 
uporabnika, na nivoju storitve ali omrežnih virov za izpolnjevanje želja in zahtev 
posameznega uporabnika. 
 Inovativnost, ki jo poganja tehnologija. 
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3.9  Ostali vidiki upravljanja in orkestracije virtualiziranih 
omrežnih funkcij 
3.9.1  Upravljanje napak in zmogljivosti 
Upravljanje napak in zmogljivosti sta funkcionalnosti, ki podpirata vidik zavarovanja 
v življenjskem ciklu vsake instance omrežne storitve ali instance virtualizirane 
omrežne funkcije.[4] Potrebni sta za zagotavljanje upravljanja sporazuma o nivoju 
storitve (angl. Service Level Agreement, SLA). Funkcionalnosti sta tipično 
porazdeljeni preko različnih namenskih funkcionalnih blokov, kot so meritve napak 
in zmogljivosti, izračunavanje in agregacija rezultatov, korelacija in odprava napak. 
Vzroki za napake so lahko različnih virov: fizična infrastruktura, virtualizirana 
infrastruktura, aplikacijska logika. 
Korelacija napak in analiza vzrokov sta procesa, ki določita vzroke za napako in 
njene posledice. Ko so vzroki in posledice določeni, te informacije pomagajo pri 
določitvi popravljalnih ukrepov, ter s tem pomagajo sprožati ustrezna dejanja na eni 
ali več točkah za odpravo napak. 
3.9.2  Upravljanje politik 
Upravljanje politik v virtualizaciji omrežnih funkcij se nanaša na upravljanje pravil, 
ki definirajo obnašanje funkcij upravljanja in orkestracije virtualiziranih omrežnih 
funkcij.[4] Politike so določene s pogoji in ustreznimi akcijami. Različne akcije, 
opisane v politiki, se lahko medsebojno izključujejo, kar pomeni, da je potrebno 
izvesti proces izbire ustrezne akcije ali več akcij. Ko je politika določena, jo lahko 
vežemo na eno ali več instanc omrežnih storitev, instanc virtualiziranih omrežnih 
funkcij ali virov NFVI. Podprto je tako avtomatsko kot ročno izvajanje politik. 
3.9.3  Testiranje omrežnih storitev 
V procesu vzpostavljanja omrežne storitve, ali pa kadarkoli med njenim delovanjem, 
se lahko pojavi potreba po testiranju le-te iz različnih razlogov.[4] Testiramo lahko 
zmogljivosti, delovanje, funkcionalnosti. Načrt testiranja omrežne storitve mora biti 
del procesa priprave storitve.  
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Testiranje posamezne virtualizirane omrežne funkcije je del testiranja celotne 
omrežne storitve. Je potreben korak pred dodajanjem funkcije v uporabo. Če neka 
virtualizirana omrežna funkcija ne deluje tako, kot se pričakuje, se lahko izvede 
proces zdravljenja te funkcije, za kar je najprej potrebno funkcionalno testiranje. 
Testiranje ne sme vplivati na delovanje storitev, ki jih ponuja omrežna storitev. 
Testne procedure so lahko opisane v predlogah, s katerimi podpiramo avtomatizacijo 
preko orkestracijskih funkcij omrežne storitve, ali pa se izvajajo ročno.  
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4  Projekti, povezani z upravljanjem in orkestracijo 
virtualiziranih omrežnih funkcij 
V tem poglavju so opisani projekti, ki se ukvarjajo z realizacijo upravljanja in 
orkestracije virtualiziranih omrežnih funkcij. Večina večjih ponudnikov tradicionalne 
omrežne opreme ter ponudnikov virtualizacijskih tehnologij že ponuja lastne 
produkte za upravljanje in orkestracijo. Sam sem se bolj osredotočil na odprtokodne 
projekte, saj sem mnenja, da bodo le-ti resnično omogočili upravljanje in orkestracijo 
virtualiziranih omrežnih funkcij, neodvisno od tega, kdo je proizvajalec oz. ponudnik 
virtualizacijske infrastrukture ali virtualizirane omrežne funkcije. 
4.1  CloudNFV 
CloudNFV je odprta platforma za implementacijo virtualizacije omrežnih funkcij na 
osnovi računalništva v oblaku in SDN.[9][12] Arhitekturo CloudNFV sestavljajo 
trije glavni elementi: aktivna virtualizacija, orkestrator virtualizacije omrežnih 
funkcij in upravljavec virtualiziranih omrežnih funkcij. Aktivna virtualizacija je 
podatkovni model, ki predstavlja vse vidike storitev, funkcij in virov. Sestavljata jo 
aktivna pogodba in aktiven vir. Aktiven vir opisuje stanje vseh virov v infrastrukturi, 
medtem ko aktivna pogodba vsebuje vse storitvene predloge, ki določajo značilnosti 
vseh omrežnih funkcij, ki so na voljo. Orkestrator ima pravila politik, katere v 
kombinaciji z naročili storitev in statusom virov, ki so na voljo, določajo lokacije 
funkcij, ki sestavljajo storitev in povezave med njimi. 
Po vzpostavitvi storitve vsi viri poročajo svoje statuse in promet aktivnemu viru. 
Upravljavski proces, ki teče nad aktivnim virom, omogoča vpogled v ta status s 
pomočjo baze upravljavskih informacij (angl. Management Information Base, MIB). 
Razlika med ETSI NFV MANO in CloudNFV je v tem, da CloudNFV tako 
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upravljanje kot orkestracijo smatra kot aplikaciji, ki lahko uporabljata enoten 
podatkovni model.[10]  
 
Slika 4.1: Arhitektura CloudNFV[9] 
4.2  OpenMANO 
OpenMANO je odprtokodni projekt, ki ga vodi Telefonica. Njegov cilj je 
implementacija, ki bo sledila okviru, opisanem v ETSI NFV MANO dokumentu[4]. 
Arhitektura OpenMANO sestoji iz treh komponent: openmano, openvim, in 
grafičnega vmesnika.[9][13][14] 
Openvim je referenčna implementacija upravljavca virtualizirane infrastrukture in je 
prilagojena za virtualizacijo omrežnih funkcij. Ima neposredna vmesnika z 
računskimi in spominskimi viri v infrastrukturi za virtualizacijo omrežnih funkcij ter 
z openflow krmilnikom, s katerima zagotavlja računske in omrežne zmogljivosti ter 
vzpostavljanje virtualnih strojev. Ponuja severni vmesnik (openvim API), podoben 
tistemu, ki ga ponuja Openstack, preko katerega nudi dostop do storitev v oblaku, kot 
so ustvarjanje, brisanje in upravljanje slik programske opreme, izvedb, instanc in 
omrežij. 
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Openmano je referenčna implementacija orkestratorja virtualizacije omrežnih 
funkcij, ki omogoča ustvarjanje kompleksnih navideznih omrežij. Z upravljavcem 
virtualizirane infrastrukture se povezuje preko njegovega vmesnika API. Ponuja 
severni vmesnik, ki temelji na REST arhitekturi, preko katerega omogoča dostop do 
storitev, kot so kreiranje in ugašanje omrežnih storitev ali virtualiziranih omrežnih 
funkcij. 
OpenMANO ponuja tudi grafični vmesnik, ki uporabniku omogoča enostavno 
grafično interakcijo z vmesnikom openmano API. Za napredne uporabnike pa je na 
voljo tudi ukazna vrstica. 
 
Slika 4.2: Arhitektura OpenMANO[9] 
4.3  OpenSource MANO 
Organizacija ETSI je pričela z novim načinom ustvarjanja in ustvarila je enoto, 
imenovano OSG. Gre za odprtokodno skupino (angl. OpenSource Group, OSG), ki 
omogoča odprtokodnim projektom, da delujejo pod okriljem ETSI.[9][15] Prvi 
takšen projekt je namenjen ravno orkestraciji in upravljanju virtualiziranih omrežnih 
funkcij in se imenuje OSM: OpenSource MANO. S tem projektom so začeli aprila 
2016. Kljub temu, da je projekt relativno nov, že daje konkretne rezultate, saj so vanj 
vključeni trije odprtokodni projekti, ki se razvijajo že dalj časa. To so, že prej 
omenjeni, OpenMano, ki ga vodi Telefonica, RIFT.ware podjetja RIFT.io ter JUJU 
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podjetja Canonical. Ti trije projekt so gradniki, na katere lahko sedaj vsakdo, ki je 
zainteresiran, dodaja funkcionalnosti, izboljšave in razširitve. 
OSM ponuja orkestratorja virtualizacije omrežnih funkcij in upravljavec 
virtualiziranih omrežnih funkcij kot eno kombinirano enoto, podpira zunanje 
upravljavce virtualiziranih omrežnih funkcij in podpira integracijo z OpenStack 
upravljavcem virtualizirane infrastrukture ter tudi drugimi upravljavci, kar jim 
omogoča odprt prilagodilnik (angl. adapter). 
Modul OpenMANO se uporablja za orkestracijo virov, JUJU za nastavljanje in 
upravljanje virtualiziranih omrežnih funkcij, RIFT.ware pa kot komponenta, ki se 
ukvarja z orkestracijo storitev. 
 
Slika 4.3: Arhitektura OpenSource MANO[15] 
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4.4  Openstack Tacker 
Openstack je odprtokodni operacijski sistem za računalništvo v oblaku, ki kontrolira 
računske, pomnilniške in omrežne vire čez celoten podatkovni center.[9][16] V 
osnovi omogoča vzpostavljanje virtualiziranih strojev in njihovo omrežno 
povezovanje preko različnih omrežnih tehnologij, kot so: openflow, navidezno 
lokalno omrežje (angl. Virtual Local Area Network, VLAN), razširljivo navidezno 
lokalno omrežje (angl. Virtual Extensible Local Area Network, VxLAN) itd. Zaradi 
modularne sestave, kjer posamezen projekt pokriva točno določeno področje 
računalništva v oblaku, je s časom prerastel te okvire in sedaj ponuja tudi druge 
funkcionalnosti, ki so opisane v delovnem okvirju ETSI za NFV. Tako je znotraj 
Openstack sistema nastal projekt Heat, ki je orkestrator na nivoju upravljanja 
virtualizirane infrastrukture in je tako sposoben upravljanja življenjskega cikla 
virtualiziranih strojev ter avtomatskega spreminjanja obsega. Avtomatsko 
spreminjanje obsega je možno s povezovanjem z modulom Ceilometer, ki je del 
Openstack sistema, in nadzira stanje virtualiziranih virov ter je sposoben poročanja o 
stanju in tudi proženja alarmov v primeru preseženih mejnih vrednosti. 
Tacker pa je nov projekt, ki bo implementacija orkestratorja virtualiziranih omrežnih 
funkcij. Zasnovan je tako, da s pomočjo prevajalnika uporablja funkcije modula 
Heat. Tacker je tako višji nivo abstrakcije za upravljanje življenjskega cikla 
omrežnih storitev in virtualiziranih omrežnih funkcij.  
Tacker je modul, ki predstavlja tako orkestratorja virtualizacije omrežnih funkcij kot 
tudi upravljavca virtualiziranih omrežnih funkcij, zato navzven ne izpostavlja 
vmesnika Or-Vnfm, vendar pa podpira povezovanje z zunanjimi upravljavci 
virtualiziranih omrežnih funkcij. V modulu Tacker so trenutno podprte naslednje 
zmogljivosti: 
 Katalog s skladiščem opisovalcev virtualiziranih omrežnih funkcij. 
 Vzpostavljanje in ugašanje instanc virtualiziranih omrežnih funkcij s pomočjo 
modula Heat. 
 Možnost vstavljanja konfiguracije virtualizirane omrežne funkcije med 
vzpostavitvijo, nadgradnjo in ponovnim zagonom s pomočjo virtualizirane omrežne 
funkcije specifičnih gonilnikov upravljanja. 
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 Nadzor zdravja posamezne virtualizirane omrežne funkcije. 
 Samozdravljenje glede na politiko, definirano v opisovalcu virtualizirane omrežne 
funkcije. 
Od različice Mitaka naprej Tacker omogoča vzpostavljanje virtualiziranih omrežnih 
funkcij na strojih, ki jih upravljajo različni Openstack upravljavci virtualizirane 
infrastrukture. Za te upravljavce ni nujno, da uporabljajo enako različico Openstack 
programske opreme. 
Tacker močno sodeluje s projektom OASIS TOSCA in podpira TOSCA profile za 
virtualizirane omrežne funkcije, ki se uporabljajo za definiranje opisovalcev 
omrežnih storitev, virtualiziranih omrežnih funkcij in posredovalnih grafov 
virtualiziranih omrežnih funkcij s pomočjo predlog TOSCA.  
 
Slika 4.4: Arhitektura Tacker-ja[16] 
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4.5  OpenBaton 
Open Baton je prav tako odprtokodni projekt, ki ga vodi Fraunhofer Focus in TU 
Berlin. Temelji na arhitekturnem okvirju, kot ga opisuje ETSI model za upravljanje 
in orkestracijo.[9][17] Ponuja orkestrator kot samostojno entiteto, generičen 
upravljavec virtualiziranih omrežnih funkcij, komponento za upravljanje elementov, 
grafični vmesnik. Podpira več OpenStack upravljavcev virtualizirane infrastrukture 
in omogoča vmesnik za druge upravljavce virtualizirane infrastrukture. Ta projekt 
ponuja tudi podporo za druge upravljavce virtualiziranih omrežnih funkcij. 
 
                                Slika 4.5: Arhitektura OpenBaton-a[17] 
Podpira pakete virtualiziranih omrežnih funkcij, definirane z .json datotekami, ki 
vključujejo opisovalca virtualizirane omrežne funkcije, ukazne datoteke in 
metapodatke ter povezave do slik programske opreme. Prav tako podpira tudi 
predloge TOSCA, ki so skupaj z ukaznimi datotekami in metapodatki združene v 
pakete arhiva oblačnih storitev (angl. Cloud Service Archive, CSAR). Orkestrator 
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prebere te pakete, obdela podatke ter vrne prevod opisovalca omrežne storitve v 
obliki .json datoteke. 
OpenBaton ponuja lasten sistem za upravljanje elementov, prav tako pa omogoča 
uporabo dodatne aplikacije za spremljanje stanj virtualiziranih omrežnih funkcij. 
4.6  Open-O 
Open-O je projekt, ki ga je junija 2016 zagnala fundacija Linux. Nastal je pod 
iniciativo kitajskih telekomunikacijskih operaterjev.[9] Ker je projekt dokaj nov, ni o 
njem še veliko znanega, razen tega, da se mu je že priključilo 15 drugih 
odprtokodnih projektov, med njimi tudi Gigaspace s svojim projektom Cloudify. 
Open-O načrtuje implementacijo, ki bo vsebovala orkestrator virtualizacije omrežnih 
funkcij, integracijo s sistemi upravljanja elementov, upravljavca virtualiziranih 
omrežnih funkcij, upravljavca virtualizirane infrastrukture ter podporo za Openstack 
upravljavca virtualizirane infrastrukture. Hkrati pa, podobno kot OpenSource 
MANO, načrtujejo samostojno enoto za orkestracijo storitev.[11] 
Cilj Open-O projekta je razvoj orkestracije tako za NFV kot SDN in s tem 
promovirati močnejšo konvergenco med NFV in SDN.[13] 
Open-O projekt se je tudi že pridružil OSG skupini, saj delijo podobne poglede glede 
razvoja upravljanja in orkestracije virtualiziranih omrežnih funkcij. Žal se je kmalu 
pokazalo, da ne delijo povsem enakega mnenja o tem, kako standardizirati MANO. 
Skupina okoli OpenMANO si želi enotnega informacijskega modela, ki ne bi bil 
odvisen od nobene specifične rešitve za računalništvo v oblaku, medtem ko Open-O 
želi graditi svoj MANO okoli OpenStack okolja. 
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orkestracijo virtualiziranih omrežnih funkcij 
V podjetju v katerem sem zaposlen se zavedamo, da, če želimo biti še naprej 
konkurenčni na svojem področju, moramo slediti razvoju novih tehnologij. Zato 
razmišljamo o možnostih virtualizacije naše omrežne opreme. Če želimo 
virtualizirati naše omrežne funkcije, pa moramo podpreti tudi njihovo upravljanje in 
orkestracijo. Ker smo manjše podjetje, ki mora paziti na stroške, sem preveril, 
kakšno je stanje na področju odprtokodnih projektov za upravljanje in orkestracijo, 
ki obljubljajo univerzalen pristop in delovanje z različnimi ponudniki tako storitev 
omrežnih funkcij kot tudi s ponudniki infrastrukture za virtualizacijo omrežnih 
funkcij.  
5.1  Testno okolje 
Strojna oprema, ki sem jo uporabljal, je bil namizni računalnik s štirijedrnim 
procesorjem Intel i5-4690K, ki omogoča strojno podporo virtualizaciji, in s 16 GB 
pomnilnikom ter z operacijskim sistemom Windows 10. Ker je za vzpostavitev vseh 
elementov virtualizacije omrežnih funkcij potrebnih več strežnikov, je bilo najprej 
potrebno vzpostaviti osnovno virtualizacijo, na kateri sem poganjal različne, med 
seboj povezane strežnike. Najprej sem za to nalogo izbral programsko opremo 
VirtualBox podjetja ORACLE, vendar se je kasneje izkazalo, da strojna podpora 
virtualizacije preko tega hipervizorja ne deluje in delovanje virtualiziranih strojev je 
bilo prepočasno. Zato sem kasneje okolje preselil na programsko opremo VMware 
Workstation 12 Player, kjer ni bilo problemov s strojno podporo virtualizaciji. 
Za vzpostavitev oblačnega sistema oz. podatkovnega centra sem izbral programsko 
opremo Openstack. To opremo sem izbral zato, ker je eden najpogosteje uporabljenih 
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odprtokodnih sistemov za nadzor nad viri za virtualizacijo, z dobro podporo, s 
širokim naborom funkcionalnosti ter z odprtimi vmesniki. Drugi razlog za izbiro pa 
je ta, da naj bi pravzaprav vsi odprtokodni projekti za upravljanje in orkestracijo 
virtualiziranih omrežnih funkcij imeli podporo za Openstack upravljavca 
virtualizirane infrastrukture. Uporabil sem zadnjo stabilno različico programske 
opreme, ki je imela v času pisanje te naloge oznako Mitaka (izdana aprila 2016). Za 
osnovno delovanje Openstack sistema sta potrebni najmanj dve vozlišči.  
 
Slika 5.1: Prikaz uporabljenega Openstack sistema 
Prvo vozlišče se imenuje nadzornik in ima, kot že nakazuje samo ime, nalogo 
nadzora in upravljanja. Openstack je modularen sistem, ki omogoča namestitev samo 
določenih funkcionalnosti, odvisno od tega, kaj uporabnik potrebuje. Za potrebe 
virtualizacije omrežnih funkcij in orkestracije sem na nadzorno vozlišče naložil 
naslednje module:  
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 Keystone za ugotavljanje istovetnosti in avtorizacije uporabnikov ter storitev. 
 Glance za shranjevanje in pridobivanje slik programske opreme virtualiziranih 
strojev. 
 Nova za upravljanje življenjskega cikla instanc virtualiziranih strojev (vzpostavljanje 
in podiranje virtualiziranih strojev na zahtevo). Je glavna komponenta virtualizacije 
znotraj Openstack sistema. 
 Neutron za zagotavljanje omrežne povezljivosti kot storitve ostalim storitvam 
znotraj Openstack sistema. 
 Horizon omogoča upravljanje s sistemom preko grafičnega vmesnika (lokalne 
spletne strani).  
Drugo vozlišče se imenuje računsko vozlišče. To vozlišče predstavlja strojno 
opremo, ki je na voljo za virtualizacijo. Na njem se vzpostavljajo virtualizirani stroji, 
ki jih uporabnik preko nadzornega vozlišča zahteva in upravlja. Računskih vozlišč je 
lahko več. Nadzorno vozlišče se na podlagi zasedenosti virov v računskih vozliščih 
odloča, na katerem bo vzpostavilo nov virtualiziran stroj. Na računsko vozlišče sem 
naložil naslednje module: 
 Nova modul za računska vozlišča, ki omogoča virtualizacijo virov. 
 Neutron za zagotavljanje omrežne povezljivosti med virtualiziranimi stroji in 
povezavo virtualiziranih strojev z ostalimi omrežji. Funkcija povezovanja omrežij, 
nekakšen navidezni usmerjevalnik, teče na nadzornem vozlišču. V ta namen bi lahko 
ustvaril nov virtualiziran stroj, ki bi prevzel vlogo omrežnega vozlišča. 
Za namestitev Openstack okolja obstaja že več paketov, ki omogočajo hitro in 
enostavno namestitev vseh potrebnih komponent. Sam sem izbral ročno namestitev, 
saj sem na ta način bolje spoznal okolje in imel popoln nadzor nad izbiro komponent 
in njihovimi nastavitvami. Osnovni operacijski sistem na virtualiziranih strojih, na 
katerih sem namestil Openstack sistem, je bil Ubuntu za strežnike - različica 
14.04(LTS). Za namestitev Openstacka sem uporabil uradna navodila za različico 
Mitaka, ki je objavljena na uradni spletni strani[18]. Za omrežno povezovanje sem 
izbral omrežni model z enim navideznim Openstack usmerjevalnikom, na katerega 
sem povezal eno omrežje tipa "flat", ki je služilo za povezavo virtualiziranih strojev z 
javnim (internetnim) omrežjem. Za omrežja med virtualiziranimi stroji pa sem izbral 
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omrežja tipa "vlan". Tako je za vsako definirano omrežje, ki ga uporabljajo 
virtualizirani stroji, potrebno ustvariti novo VLAN omrežje, s katerim so omrežja 
posameznih uporabnikov ali storitev ločena, če pa jih želimo povezati, pa to storimo 
s pomočjo navideznega Openstack usmerjevalnika. 
5.2  Metodologija testiranja 
Za lažjo primerjavo orkestratorjev sem z vsemi preizkušenimi orkestratorji poskusil 
vzpostaviti enako omrežno storitev. Ta je sestavljena iz dveh virtualiziranih 
omrežnih funkcij, ki sta med seboj povezani. Vsaka izmed funkcij potrebuje svoj 
virtualiziran stroj z operacijskim sistemom Linux za strežnike. Na vsakega od 
strežnikov je potrebno namestiti Iperf programsko opremo. Iperf je programski 
generator prometa, ki od odjemalca k strežniku pošilja promet in na ta način izmeri 
pasovno širino povezave. Enega od strežnikov je potrebno nastaviti kot Iperf 
strežnik, drugega pa kot Iperf odjemalec. Operacijski sistem, ki se uporablja za 
virtualizirana stroja, na katerih se vzpostavita virtualizirani omrežni funkciji, je 
Ubuntu 14.04.3 LTS različica za računalništvo v oblaku. Namestitveno sliko 
operacijskega sistema sem naložil v Openstack in jo imenoval "ubuntu". Na to ime 
sem se kasneje skliceval v opisovalcih omrežne storitve ali virtualiziranih omrežnih 
funkcij.  
V testnem primeru je cilj uvesti opisovalce obeh funkcij, opisovalec omrežne 
storitve, po vzpostavitvi virtualiziranih strojev pa avtomatsko nalaganje 
operacijskega sistema in Iperf programske opreme, ter konfiguracija tako strežnika 
kot klienta s pomočjo priloženih ukaznih datotek. 
5.3  Openstack orkestratorja Heat in Tacker 
Prva in najbolj očitna izbira za prvi poizkus upravljanja in orkestracije je 
Openstackov projekt Tacker. Za svoje delovanje potrebuje modul (projekt) Heat, ki 
je osnovni modul za orkestracijo znotraj Openstack sistema. Je orodje za orkestracijo 
virtualizacijskih virov, Tacker pa je implementacija upravljavca virtualiziranih 
omrežnih funkcij in orkestratorja omrežnih storitev.  
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Za testiranje sem uporabil zadnjo stabilno razvojno različico z oznako 0.3. Gre za 
zelo osnovno izvedbo, ki ne omogoča prav veliko. Namestitev sicer poteka zelo 
enostavno po navodilih, dosegljivih na njihovi spletni strani[16]. Tacker sicer še ni 
pravi Openstack modul, zato ga je potrebno pognati ročno s pomočjo terminalskega 
okna v operacijskem sistemu nadzornega vozlišča. Navodila za namestitev in 
konfiguracijo povsem ne držijo, saj je pri konfiguraciji potrebno v nastavitveno 
datoteko tacker.conf v sekcijo [keystone_authtoken] dodati še Openstack vrednosti 
za "project_domain_id" ter "user_domain_id". Brez teh dveh vrednosti Keystone 
modul ne ugotovi istovetnosti uporabniških podatkov in posledično Tacker ne more 
komunicirati z ostalimi moduli Openstack sistema. 
Tacker različica 0.3 omogoča registracijo upravljavca virtualizirane infrastrukture, 
pri čemer je možno dodati več upravljavcev z različnimi različicami Openstack 
programske opreme. V Tacker modulu je možno uvajanje opisovalcev virtualiziranih 
omrežnih funkcij, ne omogoča pa uvajanja preostalih opisovalcev. Tako tudi ni 
možno združevati virtualiziranih omrežnih funkcij v omrežne storitve. Kar zadeva 
upravljanje življenjskega cikla virtualizirane omrežne funkcije, ta omogoča le 
spremljanje delovanja na osnovi funkcije ping in http-ping, pri čemer Tacker 
periodično preverja dosegljivost instance. V  primeru, da le-ta ni več dosegljiva, jo 
lahko ponovno vzpostavi ali pa nedelovanje zapiše v dnevnik (angl. log).  
Tacker za uvajanje opisovalca virtualizirane omrežne funkcije uporablja podatkovni 
model TOSCA[19]. Za uspešno uvajanje opisovalca, zapisanega s tem modelom, je 
potrebna posebna previdnost. Za ločevanje nivojev nastavitev ne uporablja nobenih 
posebnih znakov, npr. oklepajev, temveč se nivoji ločijo na podlagi dveh presledkov. 
Uporaba tabulatorja povzroči, da opisovalca ni mogoče uspešno naložiti v 
orkestrator. Zaradi tega je včasih zelo težko ugotavljati, zakaj opisovalec ni bil 
naložen, saj na prvi pogled z njim ni nič narobe. 
Na sliki 5.2 je prikazan primer opisovalca virtualizirane funkcije v formatu TOSCA 
podatkovnega modela, primernega za uporabo v Tackerju. 
74 5  Preizkus odprtokodnih projektov za upravljanje in orkestracijo virtualiziranih omrežnih funkcij 
 
tosca_definitions_version: tosca_simple_profile_for_nfv_1_0_0 
description: VNFD for deploying an iperf server 
metadata: 
  template_name: iperf-server-tosca-vnfd 
topology_template: 
  node_templates: 
    VDU1: #VNF1 
      type: tosca.nodes.nfv.VDU.Tacker 
      properties: 
        image: ubuntu 
        flavor: ubuntu 
        availability_zone: nova 
        monitoring_policy: 
        name: ping 
          parameters: 
            monitoring_delay: 100 
            count: 1 
            interval: 3 
            timeout: 1 
            actions: 
              failure: respawn 
        mgmt_driver: noop 
        key_name: baton 
        user_data_format: RAW 
        user_data: | 
          #!/bin/sh 
          sudo apt-get update && sudo apt-get install -y iperf screen 
    VL1: 
      type: tosca.nodes.nfv.VL 
      properties: 
        vendor: Jernej 
        network_name: vimnet 
 
         
    CP11: 
      type: tosca.nodes.nfv.CP.Tacker 
      properties: 
        management: true 
        anti_spoofing_protection: false 
      requirements: 
        - virtualLink: 
            node: VL1 
        - virtualBinding: 
            node: VDU1 
 
 
Slika 5.2: Primer opisovalca Iperf strežnika, primernega za uvajanje v Tacker 
Postopek za vzpostavitev virtualizirane omrežne funkcije je sledeč. V Openstack 
uvedemo opisovalca virtualizirane omrežne funkcije. Nato s pomočjo upravljavca 
virtualiziranih omrežnih funkcij zaženemo instanco uvedene virtualizirane funkcije. 
Takrat Tacker pošlje opisovalcu skozi prevajalnik podatke, ki jih prevede v takšno 
obliko, da so primerni za modul Heat. V Heat modulu se ustvarita VDU in 
povezovalna točka, kot sta definirani v opisovalcu. Sedaj Heat modul sproži 
vzpostavitev virtualiziranega stroja na računskem vozlišču.  Po vzpostavitvi se 
zažene upravljavski gonilnik, ki funkcijo nastavi z nastavitvami, navedenimi v 
opisovalcu. Po končanem nastavljanju se zažene še gonilnik nadzora, ki spremlja 
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delovanje funkcije in poroča modulu Heat v primeru, da zazna napako. Heat modul 
nato sproži ustrezno akcijo za popravilo funkcije. Gonilniki za nastavljanje in nadzor 
so odprti in se jih lahko razširja ter tako dodaja funkcionalnosti. Ponudnik lahko tudi 
napiše svoj gonilnik in ga doda v Openstack sistem. 
V svojem preizkusu sem v Tacker uspešno uvedel oba opisovalca omrežnih funkcij 
za Iperf strežnik in Iperf odjemalca. Po uvajanju je potrebno ročno pognati vsako 
instanco posebej. Obe instanci sta se uspešno vzpostavili, tudi ukazna procedura za 
namestitev Iperf programske opreme, ki je bila navedena znotraj opisovalca, je bila 
uspešno nameščena na obe instanci. Po zapisih v dnevniku Tackerja sem videl, da je 
nadzor nad delovanjem instance s funkcijo ping deloval, vendar pa, ko sem na 
instanci virtualizirane omrežne funkcije onemogočil odgovarjanje na ICMP pakete, 
orkestrator ni izvedel dejanja ponovnega zagona instance, kot je bilo navedeno v 
opisovalcu. Pravega razloga ni bilo moč najti, saj v nobenem dnevniku ni bila 
zabeležena nobena napaka. 
Tacker omogoča tudi vnos vstopnih podatkov kot parametrov opisovalca, kar 
pomeni, da določene podatke uporabnik poda ob vzpostavitvi instance, kot je to 
predvideno specifikacijah za upravljanje in orkestracijo virtualiziranih omrežnih 
funkcij. 
To je bolj ali manj vse, česar je Tacker trenutno sposoben, in po mojem mnenju še ni 
primeren niti za testna okolja, kaj šele za kakšno resno uporabo v produkcijskem 
okolju. 
5.4  OpenBaton 
Naslednji orkestrator, ki sem se ga preizkusil, je OpenBaton. Ta je že v osnovi 
narejen za uporabo z Openstack upravljavcem virtualizirane infrastrukture. Za 
vzpostavitev OpenBaton sistema sem uporabil virtualiziran stroj z enim virtualnim 
procesorjem, 4 GB pomnilnikom, 20 GB diskom in Ubuntu 14.04(LTS) strežniško 
različico operacijskega sistema. Namestitev je zelo dobro dokumentirana[17] in 
enostavna. Od vseh treh preizkušenih orkestratorjev je bilo pri OpenBatonu najmanj 
težav z vzpostavijo in nastavitvami. Virtualiziran stroj, na katerem je tekel 
76 5  Preizkus odprtokodnih projektov za upravljanje in orkestracijo virtualiziranih omrežnih funkcij 
 
OpenBaton, je uporabljal dve virtualizirani mrežni kartici oz. dva virtualizirana 
vmesnika. Prvi vmesnik je bil vključen v upravljavsko omrežje za upravljanje 
samega OpenBaton sistema in njegovo komunikacijo z moduli Openstack sistema. 
Drugi vmesnik pa je namenjen upravljanju in konfiguraciji virtualiziranih omrežnih 
funkcij in mora biti povezan v isto navidezno lokalno omrežje VLAN kot 
virtualizirane omrežne funkcije. 
Pri razvoju OpenBatona so po besedah proizvajalcev poskušali čim bolj slediti 
specifikacijam ETSI[4], pri čemer so še poseben poudarek dali na zahtevo po 
medsebojni obratovalnosti (angl. interoperability). OpenBaton tako vključuje 
implementacijo generičnega upravljavca virtualiziranih omrežnih funkcij (angl. 
Generic Virtual Network Functions Manager, GVNFM) in orkestrator omrežnih 
storitev. Poleg že omenjenih GVNFM in NFVO OpenBaton vsebuje še vmesnik za 
dodajanje in odstranjevanje različnih upravljavcev virtualizacijske infrastrukture, 
avtomatsko spreminjanje obsega, sistem za upravljanje z napakami, integracijo z 
Zabbix nadzornim sistemom ter pribor za programiranje (angl. Software 
Development Kit, SDK) za razširjanje funkcionalnosti. 
Za test sem uporabil različico 2.1.1. Po namestitvi je bilo potrebno zelo malo 
spreminjanja nastavitev. Edina potrebna sprememba je bila sprememba naslova IP, ki 
ga uporablja Rabbit MQ (protokol za pošiljanje sporočil) za komunikacijo z 
upravljavci elementov virtualiziranih omrežnih funkcij. Za uspešno delovanje je bilo 
potrebno nastaviti naslov IP iz naslovnega prostora omrežja za upravljanje 
virtualiziranih omrežnih funkcij, saj mora generičen upravljavec virtualiziranih 
omrežnih funkcij biti sposoben komuniciranja s posameznim upravljavcem 
elementov virtualizirane omrežne funkcije. 
OpenBaton za upravljanje uporablja tako ukazno vrstico (angl. Command Line 
Interface, CLI) kot tudi grafični vmesnik v obliki spletne strani, ki je enostavna za 
uporabo in pregledna. 
Prvi potreben korak za uspešno uvajanje virtualizirane omrežne funkcije je 
registracija točke prisotnosti oz. upravljavca virtualizirane infrastrukture, kar pomeni, 
da je OpenBatonu potrebno podati ustrezne podatke za dostop do Openstack funkcij. 
Te podatke se poda v obliki .json datoteke, v kateri so zapisani vsi podatki, potrebni 
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za avtentikacijo uporabnika v Openstacku. Določi se ime upravljavca virtualizirane 
infrastrukture in ime ključa, ki ga bodo virtualizirane omrežne funkcije uporabljale 
za identifikacijo upravljavca virtualiziranih omrežnih funkcij, ko se bo ta skušal z 
njimi povezati. Iz nabora možnih varnostnih nastavitev, definiranih v Openstacku, je 
potrebno za virtualiziran stroj izbrati takšne nastavitve požarnega zidu, s katerimi 
omogočimo dostop do virtualizirane omrežne funkcije s pomočjo protokola varne 
lupine (angl. Secure Shell Protocol, SSH). V datoteki za registracijo upravljavca 
virtualizirane infrastrukture je ta nastavitev imenovana "securityGroups". 
Za omenjeni ključ je najprej potrebno na strežniku, na katerem teče OpenBaton, 
generirati par RSA ključev. Nato se v Openstack sistem uvozi javni ključ z imenom, 
ki se ga navede v .json datoteki ob registraciji upravljavca virtualizirane 
infrastrukture v sistem OpenBaton.  
Na sliki 5.3 je prikazan primer moje .json datoteke, s katero sem registriral 
Openstack upravljavca virtualizirane infrastrukture. OpenBaton za prijavo v 
Openstack okolje uporablja Openstackov vmesnik različice 2.0, medtem ko Mitaka 
različica Openstacka privzeto uporablja različico 3, kar pomeni, da je potrebna 
določena modifikacija nastavitev na Openstacku za uspešno avtentikacijo 
OpenBatona. 
{   
   "name":"openstack-mitaka", 
   "authUrl":"http://10.0.0.11:5000/v2.0", 
   "tenant":"admin", 
   "username":"admin", 
   "password":"openstack", 
   "keyPair":"mykey", 
   "securityGroups":[   
      "default" 
   ], 
   "type":"openstack", 
   "location":{   
      "name":"Celje", 
      "latitude":"52.525876", 
      "longitude":"13.314400" 
   } 
}  
Slika 5.3: Primer datoteke za registracijo upravljavca virtualizirane infrastrukture v OpenBaton 
Ko je upravljavec virtualizirane infrastrukture uspešno registriran, se pod zavihkom 
"POP instances" v grafičnem vmesniku pojavi registrirani upravljavec virtualizirane 
infrastrukture, pod katerim se izpišejo vsi podatki, ki jih je OpenBaton pridobil od 
Openstacka. Med njimi so vsa definirana omrežja, slike programske opreme, ki so 
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naložene na Openstack, ter vse izvedbe (angl. flavours) virtualiziranih strojev, ki so 
definirane na Openstacku. Ti podatki so pomembni, saj ob postopku uvajanja 
opisovalca omrežne storitve ali virtualizirane omrežne funkcije orkestrator preveri, 
ali parametri, zapisani v opisovalcu (npr. ime izvedbe), že obstajajo v Openstack 
okolju oz., ali ima vse potrebne podatke, da jih ustvari sam. Če temu ni tako, potem 
orkestrator zavrne uvajanje opisovalca. 
Po registraciji VIM je OpenBaton pripravljen na uvajanje virtualiziranih omrežnih 
funkcij. Za to imamo na voljo dve možnosti. Ena je, da se v opisovalca omrežne 
storitve zapiše vse virtualizirane omrežne funkcije in njihove zahtevane podatke, 
povezave med njimi ter da se navede ukazne datoteke, potrebne za upravljanje. Ob 
uvajanju takšnega opisovalca orkestrator sam ustvari opisovalce virtualiziranih 
omrežnih funkcij, ki so navedene v opisovalcu omrežne storitve. Takšen opisovalec 
omrežne storitve je lahko hitro nepregleden in preveč kompleksen. Prednost tega 
načina je, da je po uvedbi opisovalca sistem že pripravljen na zagon omrežne 
storitve. 
Druga možnost, ki jo ponuja orkestrator, pa je uvajanje paketa virtualizirane omrežne 
funkcije. Paket sestavljajo naslednji elementi (datoteke): metadata.yaml datoteka, 
opisovalec virtualizirane omrežne funkcije in ukazne datoteke. Datoteka 
metadata.yaml vsebuje osnovne podatke o paketu virtualizirane omrežne funkcije. To 
so:  
 Ime paketa virtualizirane omrežne funkcije. 
 Povezava do ukaznih datotek, če so te naložene na strežniku, do katerega imajo 
virtualizirane omrežne funkcije dostop. 
 Slike programske opreme virtualiziranih strojev. Na tem mestu se lahko navede ime 
slike, ki je že naložena v Openstack, ali pa poda povezavo do slike, ki jo bo 
orkestrator sam naložil v Openstack. 
 V primeru, da mora OpenBaton sam dodati sliko, je potrebno navesti še podatke, 
potrebne za uvajanje te slike, kot so: format diska, format vsebnika, minimalne 
zahteve za strojne vire ipd. 
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Opisovalec virtualizirane omrežne funkcije je .json datoteka, ki vsebuje vse potrebne 
podatke za vzpostavitev virtualizirane omrežne funkcije. OpenBaton v trenutni 
različici ne loči med internimi povezavami za povezovanje komponent virtualizirane 
omrežne funkcije in zunanjimi povezavami med posameznimi virtualiziranimi 
omrežnimi funkcijami. Če generični upravljavec virtualiziranih omrežnih funkcij po 
vzpostavitvi virtualizirane omrežne funkcije le-to tudi upravlja, je potrebno v paket 
vključiti tudi ustrezne ukazne datoteke. Te ukazne datoteke se morajo nahajati v 
mapi, imenovani "scripts," in jih je mogoče podati tudi v obliki spletnega naslova, na 
katerem se le-te nahajajo. 
Vse te elemente paketa je potrebno arhivirati v .tar datoteko, ki se potem s pomočjo 
ukazne vrstice ali spletnega vmesnika naloži v orkestrator OpenBaton. Orkestrator 
paket obdela in v katalogu opisovalcev virtualiziranih omrežnih funkcij ustvari tako 
ustrezen zapis kot tudi ustrezne povezave do shranjenih ukaznih datotek.  
Na sliki 5.4 je prikazan opisovalec virtualizirane funkcije za Iperf strežnik, na sliki 
5.5 pa opisovalec virtualizirane funkcije za Iperf odjemalca. Posamezen opisovalec 
vsebuje podatke o proizvajalcu opisovalca, različici, imenu virtualizirane omrežne 
funkcije, imenu slike programske opreme in tudi o tem, kateri upravljavec 
virtualizirane infrastrukture naj se uporabi za vzpostavitev instance funkcije, v katera 
omrežja je funkcija povezana, katero izvedbo strojne opreme naj uporabi, ter ukazne 
datoteke, ki naj se izvedejo ob določenih momentih upravljanja življenjskega cikla 
virtualizirane funkcije. Funkciji v testnem primeru uporabljata sliko programske 
opreme z imenom "ubuntu," ki je že naložena v Openstack, in omrežje z imenom 
"vimnet". 
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{   
    "vendor":"Jernej", 
    "version":"1.0", 
    "name":"iperf-server", 
    "type":"server", 
    "endpoint":"generic", 
    "vdu":[   
        {   
            "vm_image":[   
                "ubuntu" 
            ], 
            "vimInstanceName":["openstack-mitaka"], 
            "scale_in_out":1, 
            "vnfc":[   
                {   
                    "connection_point":[   
                        {   
                         "virtual_link_reference":"vimnet" 
                        } 
                    ] 
                } 
            ] 
        } 
    ], 
    "virtual_link":[   
        {   
            "name":"vimnet" 
        } 
    ], 
    "lifecycle_event":[   
        {   
            "event":"INSTANTIATE", 
            "lifecycle_events":[   
                "install.sh", 
                "install-srv.sh" 
            ] 
        } 
    ], 
    "deployment_flavour":[   
        {   
            "flavour_key":"ubuntu" 
        } 
    ], 




Slika 5.4: Primer opisovalca Iperf strežnika primernega za uvajanje v OpenBaton 
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{   
    "vendor":"Jernej", 
    "version":"1.0", 
    "name":"iperf-client", 
    "type":"client", 
    "endpoint":"generic", 
    "vdu":[   
        {   
            "vm_image":[   
                "ubuntu" 
            ], 
            "vimInstanceName":["openstack-mitaka"], 
            "scale_in_out":1, 
            "vnfc":[   
                {   
                    "connection_point":[   
                        {   
                         "virtual_link_reference":"vimnet" 
                        } 
                    ] 
                } 
            ] 
        } 
    ], 
    "virtual_link":[   
        {   
            "name":"vimnet" 
        } 
    ], 
    "lifecycle_event":[   
        {   
            "event":"INSTANTIATE", 
            "lifecycle_events":[   
                "install.sh" 
            ] 
        }, 
        { 
            "event":"CONFIGURE", 
                "lifecycle_events":[ 
                "server_configure.sh" 
            ] 
        } 
    ], 
    "deployment_flavour":[   
        {   
            "flavour_key":"ubuntu" 
        } 
    ], 
    "vnfPackageLocation":"https://github.com/openbaton/vnf-scripts.git" 
} 
 
Slika 5.5: Primer opisovalca Iperf odjemalca, primernega za uvajanje v OpenBaton 
Ob uvajanju oz. nalaganju posameznega opisovalca sistem le-temu dodeli enoznačen 
identifikator. Po uvedbi obeh funkcij in prejemu obeh identifikatorjev imamo vse, 
kar potrebujemo za uvajanje omrežne storitve.  
V opisovalca omrežne storitve je potrebno navesti identifikatorja opisovalcev 
virtualiziranih omrežnih funkcij, ime omrežja, ki povezuje obe funkciji, ter 
soodvisnosti med virtualiziranima funkcijama. V testnem primeru je parameter 
soodvisnosti naslov IP, kateri je dodeljen Iperf strežniku, ki je vir soodvisnosti. Ta 
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naslov IP se posreduje Iperf odjemalcu, ki je cilj soodvisnosti. Odjemalec potrebuje 
ta podatek za izvajanje ukazne datoteke, ki Iperf odjemalcu nastavi naslov IP Iperf 
strežnika, katerega odjemalec uporabi ob zagonu meritve. Na sliki 5.6 je prikazan 
opisovalec omrežne storitve, ki sem ga uporabil za uvajanje omrežne storitve. 
{ 
    "name":"iperf", 
    "vendor":"Jernej", 
    "version":"0.1-ALPHA", 
    "vnfd":[ 
        { 
            "id":"87b16f56-4418-4176-8970-f888647508d8" 
        }, 
        { 
            "id":"29427c4d-4eab-4277-b740-fb8957defb1e" 
        } 
    ], 
    "vld":[ 
        { 
            "name":"vimnet" 
        } 
    ], 
    "vnf_dependency":[ 
        { 
            "source" : { 
                "name": "iperf-server" 
            }, 
            "target":{ 
                "name": "iperf-client" 
            }, 
            "parameters":[ 
                "vimnet" 
            ] 
        } 




Slika 5.6: Opisovalec Iperf omrežne storitve, primeren za uvajanje v OpenBaton 
Po uspešnem uvajanju omrežne storitve je vse pripravljeno za njen zagon. 
Orkestrator ob ukazu za zagon omrežne storitve ustvari zapis o instancah posamezne 
funkcije in prične z zaseganjem virov in vzpostavitvijo virtualiziranih funkcij ter 
njihovo konfiguracijo. Dogajanje je mogoče spremljati na spletnem vmesniku 
Openstacka. 
Z OpenBatonom sem uspešno ustvaril virtualizirani omrežni funkciji za Iperf 
strežnik in odjemalec, pognal omrežno storitev ter opravil samo meritev pasovne 
širine na povezavi. Avtomatizirana vzpostavitev virtualiziranih strojev, namestitev in 
konfiguracija trajajo približno dve minuti. Za enak postopek vzpostavitve opisane 
omrežne storitve, opravljen brez avtomatizacije, izključno z uporabo grafičnega 
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vmesnika v Openstacku sem potreboval približno štiri minute. Prihranek časa je 
občuten že pri tako osnovnem primeru z malo konfiguracije. 
Ob uporabi OpenBatona sem ugotovil, da le-ta ne omogoča uvajanja opisovalcev 
navideznih povezav in opisovalcev posredovalnih grafov, kot je to predvideno v 
specifikacijah ETSI[4]. Informacije za povezovanje virtualiziranih omrežnih funkcij 
je možno podati le znotraj opisovalca omrežne storitve ali opisovalca virtualizirane 
omrežne funkcije. OpenBaton prav tako trenutno še ne ločuje med notranjimi in 
zunanjimi navideznimi povezavami. Za vzpostavitev omrežne storitve moramo v 
opisovalcu navesti, kateri upravljavec virtualizirane infrastrukture naj orkestrator 
uporabi za zaseganje strojnih virov. OpenBaton ne omogoča, da bi to odločitev 
sprejel orkestrator na podlagi stanja prostih virov. 
Upravljanje življenjskega cikla virtualizirane funkcije in njeno zdravljenje je 
omogočeno na podlagi spremljanja parametrov delovanja, za kar se uporablja Zabbix 
vtičnik. OpenBaton uporablja svoj podatkovni model zapisa opisovalcev, ki je v 
skladu z informacijskim modelom v specifikaciji organizacije ETSI[4], podpira pa 
tudi TOSCA podatkovni model zapisa, za katerega uporablja ustrezen prevajalnik. 
OpenBaton ob vzpostavitvi instance omrežne storitve ne omogoča vnosa vstopnih 
podatkov za spreminjanje nekaterih vnaprej definiranih parametrov omrežne storitve. 
5.5  OpenSource MANO 
OpenSource MANO je odprtokodni projekt, katerega cilj je ustvariti odprt sistem za 
upravljanje in orkestracijo omrežnih storitev oz. virtualiziranih omrežnih funkcij. Na 
projektu sodeluje veliko priznanih podjetij in organizacij, kar daje upanje, da bo 
končni izdelek podpiral medsebojno delovanje med produkti različnih proizvajalcev. 
Ker deluje pod okriljem ETSI, se pričakuje, da bo sledil specifikacijam za 
upravljanje in orkestracijo virtualiziranih omrežnih funkcij, ter da bodo na podlagi 
izkušenj pri razvoju sledile tudi dopolnitve specifikacij, kjer te niso dovolj jasne. 
Za testiranje je bila v času pisanja magistrske naloge na voljo različica 0. Postopek 
namestitve je nekoliko bolj zapleten, saj je OpenSource MANO sestavljen iz treh 
različnih komponent, kjer vsaka od njih zahteva svoj strežnik. Tako je za osnovno 
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postavitev potrebnih kar nekaj strojnih virov. OpenSource MANO sestavljajo: 
OpenMANO, ki opravlja funkcijo orkestratorja virov, RIFT.ware je orkestrator 
storitev ter Juju strežnik, ki ima funkcijo upravljavca virtualiziranih omrežnih 
funkcij. OpenMANO podpira Openstack upravljavca virtualizirane infrastrukture, 
poleg tega pa ponuja lastnega upravljavca virtualizirane infrastrukture, imenovanega 
Openvim. Za namestitev so na voljo navodila na spletnih straneh projekta[15]. Pri 
sami namestitvi sem se soočil s kar nekaj težavami, kjer sem šele po večkratnih 
ponovitvah istega postopka prišel do delujočih storitev.  
Za OpenMANO namestitev sem uporabil virtualiziran stroj z 1 virtualnim 
procesorjem, 2 GB pomnilnikom, 40 GB diskom in Ubuntu 14.04(LTS) strežniško 
različico operacijskega sistema. RIFT.ware sem namestil na virtualiziran stroj z 1 
virtualnim procesorjem, 8 GB pomnilnikom in 40 GB diskom. Za namestitev je 
potrebno uporabiti vnaprej pripravljeno sliko diska na kateri se nahaja že nameščen 
operacijski sistem Fedora 20. Namestitev RIFT.ware modula traja več ur, odvisno od 
zmogljivosti strojne opreme. Za modul JUJU pa sem uporabil virtualiziran stroj s 4 
virtualnimi procesorji, 2 GB pomnilnikom, 40 GB diskom in Ubuntu 14.04(LTS) 
strežniško različico operacijskega sistema. Celotna namestitev OpenSource MANO 
tako potrebuje 12 GB pomnilnika, 120 GB diska in 6 virtualnih procesorjev. Na sliki 
5.7 lahko vidimo kako se ti moduli med seboj povezujejo in kako se povezujejo z 
ostalimi elementi virtualizacije omrežnih funkcij. 
OpenMANO za avtentikacijo v Openstack sistemu uporablja vmesnik različice 2.0, 
medtem ko Openstack sedaj privzeto uporablja različico 3, kar enako kot pri 
OpenBatonu pomeni, da so potrebne prilagoditve nastavitev v Keystone modulu 
Openstacka. Na spletni strani projekta so prav tako na voljo navodila za nastavitve 
posameznega strežnika,  vendar pa gre za generična navodila, ki, če jim sledimo do 
potankosti, ne omogočajo uspešnega povezovanja vseh treh elementov. Za uspešno 
vzpostavitev je potrebno vložiti veliko truda. 
Prvi vtis, ki ga daje OpenSource MANO, je tako precej slab. Menim, da se večina 
problemov pojavlja zaradi šibke integracije med elementi, ki sestavljajo OpenSource 
MANO.  
5.5  OpenSource MANO 85 
 
Po daljšem času iskanja pravih nastavitev mi je le uspelo zagnati virtualizirano 
omrežno funkcijo oz. omrežno storitev, vendar pa je bil status operacije, ki jo je 
izvajal orkestrator, vseeno neuspešen. Razlog za to je v tem, da modul RIFTware ne 
komunicira z modulom JUJU. To sem preveril z zajemom paketov na obeh 
vmesnikih virtualiziranega stroja, na katerem je naložen JUJU. V Openstack sistemu 
sem videl, da je bil virtualiziran stroj uspešno zagnan.  
 
Slika 5.7: Prikaz povezav med elementi OpenSource MANO in preostalimi elementi virtualizacije 
omrežnih funkcij[15] 
Težava, ki sem jo imel pri poganjanju virtualizirane omrežne funkcije z 
orkestratorjem OpenSource MANO, je bila ta, da ob zagonu virtualizirane omrežne 
funkcije podatki, posredovani orkestratorju virov, niso bili povsem enaki tistim, ki so 
bili zapisani v orkestratorju omrežne storitve. V opisovalcu omrežne funkcije, ki ga 
orkestrator omrežne storitve pošlje orkestratorju virov, se namreč v kategoriji 
strojnih virov pojavi zahteva po neenotnem dostopu do spomina (angl. Non-Uniform 
Memory Access, NUMA), ki pa na Openstack gostitelju virtualiziranih strojev ni bil 
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vklopljen. Računsko vozlišče tako ob preverjanju prostih virov ni izpolnjevalo 
pogojev, potrebnih za izvajanje virtualizirane omrežne funkcije. Tako sem za 
uspešno vzpostavitev virtualizirane omrežne funkcije moral prilagoditi nastavitve 
računskega vozlišča, kar je z vidika uporabnosti orkestratorja OpenSource MANO v 
produkcijskem okolju nesprejemljivo. 
Samo nalaganje opisovalcev v orkestrator je načeloma enostavno, pa vendar mi jo 
povzročalo nemalo preglavic. OpenSource MANO uporablja podatkovni model 
zapisa opisovalcev, ki naj bi bil v skladu z najnovejšimi specifikacijami ETSI, 
izdanimi v letu 2016. Pri uvajanju opisovalca v OpenSource MANO se pojavlja 
problem nejasnih pravil glede tega, kateri podatki so nujno potrebni za uspešno 
uvajanje. Uporabnik tako v primeru težav pri uvajanju težko ugotovi manjkajoče 
podatke. 
V navodilih je zapisano, da je za uvajanje opisovalca omrežne storitve ali 
virtualizirane omrežne funkcije potrebno ustvariti arhivsko datoteko .tar, v kateri se 
nahajata datoteka opisovalca in datoteka, v kateri je zapisan rezultat zgoščevalne 
funkcije MD5, izvedene nad datoteko opisovalca. Vsi poskusi nalaganja takšnih 
datotek so spodleteli. Poskus neposrednega nalaganja opisovalca v orkestrator pa je 
bil uspešen. 
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vnfd:vnfd-catalog: 
    vnfd: 
    -   id: iperf-server 
        name: iperf-server 
        short-name: iperf-server 
        description: iperf-server 
        connection-point: 
        -   name: eth0 
            type: VPORT 
        mgmt-interface: 
            vdu-id: iperfserver 
        vdu: 
        -   id: iperfserver 
            name: iperfserver 
            description: iperf-server 
            image: ubuntu 
            vm-flavor: 
                vcpu-count: '1' 
                memory-mb: '2048' 
                storage-gb: '5' 
            external-interface: 
            -   name: eth0 
                virtual-interface: 
                    type: VIRTIO 
                vnfd-connection-point-ref: eth0 
 
Slika 5.8: Primer uspešno uvedenega opisovalca virtualizirane funkcije v OpenSource MANO orkestrator 
Primer uspešno uvedenega opisovalca virtualizirane funkcije v OpenSource MANO 
orkestrator je na sliki 5.8. Na sliki 5.9 lahko vidimo primer istega opisovalca 
omrežne funkcije po uvedbi v sistem. Iz slike lahko vidimo, da je oblika zapisa 
nekoliko drugačna. 
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{ 
    "id": "iperf-server", 
    "name": "iperf-server", 
    "short-name": "iperf-server", 
    "vendor": "Jernej", 
    "description": "iperf-server", 
    "version": "1.0", 
    "service-function-chain": "UNAWARE", 





    "mgmt-interface": { 
     "vdu-id": "iperfserver" 
    }, 
    "connection-point": [ 
     { 
         "type": "VPORT", 
         "name": "eth0" 
     } 
    ], 
    "vdu": [ 
     { 
         "vm-flavor": { 
          "memory-mb": 2048, 
          "vcpu-count": 1, 
          "storage-gb": 5 
         }, 
         "guest-epa": { 
          "cpu-pinning-policy": "ANY" 
         }, 
         "name": "iperfserver", 
         "id": "iperfserver", 
         "description": "iperf-server", 
         "image": "/mnt/repository/ubuntu", 
         "external-interface": [ 
          { 
              "virtual-interface": { 
               "type": "VIRTIO" 
              }, 
              "name": "eth0", 
              "vnfd-connection-point-ref": "eth0" 
          } 
         ] 
     } 




Slika 5.9: Primer uvedenega opisovalca omrežne funkcije 
OpenSource MANO orkestrator pa ima pred ostalimi preizkušenimi orkestratorji eno 
prednost, ki bo v prihodnje sigurno zelo dobrodošla, in sicer to, da grafični vmesnik 
omogoča pisanje opisovalcev s pomočjo izpolnjevanja spletnega obrazca. 
Uporabniku tako ni potrebno iti čez precej mučen postopek pisanja datoteke 
opisovalca in ukvarjanja s strukturo podatkovnega modela, temveč lahko le izpolni 
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ustrezna polja v obrazcu spletne strani in tako neposredno ustvarja različne 
opisovalce. Grafični vmesnik prav tako ponuja vizualni prikaz vseh elementov, ki 
sestavljajo omrežno storitev in njihovo medsebojno povezanost, kar omogoča 
uporabniku lažji pregled nad konfiguracijo omrežne storitve. Po mojem mnenju bo to 
olajšalo iskanje vzrokov morebitnih težav. Na sliki 5.10 je primer grafičnega prikaza 
omrežne storitve in njenih elementov, virtualizirane omrežne funkcije z eno 
priključno točko ter povezavo na upravljavsko omrežje. 
Za pregled dogodkov in napak, ki se zapisujejo v dnevnik, je na voljo spletna 
aplikacija, ki te zapise prikaže v obliki tabele. Zapisi v dnevniku niso dovolj 
natančni, da bi uporabniku olajšali iskanje vzrokov za težave.  
Snovalci projekta OpenSource MANO obljubljajo veliko funkcionalnosti že ob izidu 
prve uradne različice programske opreme, saj je le-ta sestavljen iz produktov, ki so se 
na trgu že uveljavili.  
Možnosti za izboljšave vidim predvsem v bolj tesni integraciji, še najbolje bi bilo v 
obliki ene same programske opreme, ki združuje vse funkcionalnosti. Prav tako sem 
mnenja, da bi bilo dobro, če bi se projektu pridružil Openstack in bi namesto 
OpenMANO orkestratorja virov podprli neposredno komunikacijo med 
orkestratorjem omrežne storitve Rift.io in Heat modulom v Openstack sistemu. 
Telefonica je letos na svetovnem mobilnem kongresu v Barceloni že pokazala 
uspešen demo vzpostavitve omrežne storitve s pomočjo OpenSource MANO 
projekta. Prikazali so vzpostavitev navideznega omrežja povezavnega sloja (angl. 
Layer 2 Virtual Private Network, L2VPN) med tremi virtualiziranimi usmerjevalniki. 
S tem so pokazali, da so že na začetku projekta imeli zelo močno orodje.  
90 5  Preizkus odprtokodnih projektov za upravljanje in orkestracijo virtualiziranih omrežnih funkcij 
 
 
Slika 5.10: Grafični prikaz omrežne storitve v OpenSource MANO 
5.6  Primerjava preizkušenih projektov 
Prvi in mogoče največji problem, s katerim sem se soočil pri preizkušanju 
orkestratorjev, je pomanjkljiva dokumentacija. Za OpenBaton to ne velja, saj imajo 
na spletni strani precej dobro opisane postopke namestitve in navodila za uporabo. Z 
nekaj truda in brskanja po github spletni strani njihovega projekta pa sem našel tudi 
bolj podrobna navodila za nekatere funkcionalnosti, ki niso opisane v osnovnih 
navodilih. Za uspešno namestitev in uporabo kateregakoli od preizkušenih projektov 
je potrebnega veliko časa in potrpljenja ter tudi iznajdljivosti.  
Drug večji problem, ki otežuje uporabo, je nezdružljivost podatkovnih modelov za 
opisovalce omrežne storitve ali virtualizirane omrežne funkcije med različnimi 
sistemi upravljanja in orkestracije virtualiziranih omrežnih funkcij. Niti enega od 
uporabljenih opisovalcev ni bilo mogoče uporabiti na dveh različnih orkestratorjih. 
Za vsak orkestrator je tako bilo potrebno pripraviti svojo različico opisovalca za isto 
virtualizirano omrežno funkcijo oz. isto omrežno storitev. Različne minimalne 
zahteve so bile še ena težava pri uvajanju opisovalcev. Vsaka implementacija ima 
namreč svoj nabor obveznih parametrov. Na spletnih straneh preizkušenih 
orkestratorjih je moč najti primere opisovalcev omrežnih storitev, opisovalce 
virtualiziranih omrežnih funkcij in dokumentacijo o uporabljenih podatkovnih  
modelih. 
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OpenSource MANO omogoča vnos vstopnih podatkov ob zagonu omrežne storitve, 
če smo določeno parameter v opisovalcu zapisali kot spremenljivko. Tacker ima 
možnost vnosa vstopnih podatkov ob zagonu omrežne storitve v obliki datoteke z 
vstopnimi parametri. Pri OpenBaton-u možnosti vnosa vstopnih podatkov ni.  
Nobeden od orkestratorjev trenutno ni sposoben spremljanja stanja virov 
infrastrukture za virtualizacijo. Tako tudi nobeden ne podpira tega, da bi orkestrator 
sam odločal, na katerem virtualiziranem stroju bo zahteval vzpostavitev 
virtualizirane omrežne funkcije.  
OpenSource MANO implementacija orkestratorja je v tem trenutku najbližje 
izpolnjevanju specifikacij v dokumentih, ki jih je objavila organizacija ETSI. Je 
edini, ki omogoča uvajanje opisovalcev posredovalnih grafov ali opisovalcev 
navideznih povezav.  
Menim, da pravzaprav nobeden od preizkušenih orkestratorjev še ni na stopnji, ki bi 
omogočala uporabo v produkcijskem okolju. Najbližje temu je OpenSource MANO, 
vendar bo po mojem mnenju morala prva uradna različica odpraviti že omenjene 
težave, da bo sistem resnično uporaben. 
Trenutna stopnja razvoja omogoča tistim, ki si želijo vstopiti na trg virtualiziranih 
omrežnih funkcij, da se spoznajo s tehnologijo in vidijo, na katere segmente je pri 
razvoju programske opreme potrebno biti pozoren. Prav tako lahko na podlagi 
izkušenj, ki jih s tem pridobivajo, sami prispevajo k pospeševanju razvoja s 
sodelovanjem na projektih, ali pa s predlogi za dopolnitev specifikacij.  
Če bi se v podjetju, v katerem sem zaposlen, odločili za vstop na to področje, bi za 
začetek predlagal uporabo OpenBatona. Prav tako pa bi še naprej spremljal razvoj 
OpenSource MANO. Izid prve uradne različice OpenSource MANO je predviden za 
zadnje četrtletje leta 2016. 
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Upravljanje in orkestracija virtualiziranih omrežnih funkcij je glava in srce celotne 
zgodbe o virtualizaciji omrežnih funkcij. Brez dobrega upravljanja in orkestracije ni 
mogoče doseči vseh koristi, ki jih obljublja virtualizacija omrežnih funkcij. Na 
začetku so bile specifikacije za to področje zelo slabo napisane in dvoumne. 
Postopek pisanja specifikacij je trajal precej dolgo, zato so v tem času svoje 
prilagojene rešitve začeli ponujati tudi ponudniki tradicionalne virtualizacijske 
tehnologije. Pojavljati so se začeli tudi različni odprtokodni projekti in skupine. Prve 
specifikacije za upravljanje in orkestracijo virtualiziranih omrežnih funkcij je ETSI 
izdal šele decembra 2014. Večina velikih operaterjev je v tem času že razvijala svoje 
aplikacije, ki so naslavljale potrebo po upravljanju in orkestraciji, zato le-te niso 
popolnoma skladne z izdanimi specifikacijami. Njihove implementacije so prav tako 
prilagojene njihovi programski opremi in tako ne omogočajo upravljanja in 
orkestracije vseh virtualiziranih omrežnih funkcij, neodvisno od proizvajalca. V letu 
2016 je ETSI izdal dopolnitve k osnovnim specifikacijam, kjer so dopolnili ali pa 
dodatno definirali področja, kjer se je izkazalo, da osnovne specifikacije niso dovolj 
jasne, ali pa se je izkazalo, da so potrebni drugačni pristopi. 
Celotna arhitektura virtualizacije omrežnih funkcij je kompleksna, temu pa sledi tudi 
arhitektura upravljanja in orkestracije. Arhitektura vsebuje veliko komponent, ki 
morajo imeti odprte standardizirane vmesnike za komunikacijo. Potrebno bo 
poenotiti podatkovne modele zapisa opisovalcev, saj trenutno vsaka implementacija 
uporablja svoj model in je tako za isto virtualizirano omrežno funkcijo ali omrežno 
storitev potrebno ustvariti različne opisovalce. Glede na to, da je predvideno, da naj 
bi te opisovalce pripravljali tudi ponudniki virtualiziranih omrežnih funkcij, to zanje 
ne bo sprejemljivo, saj bi tako morali vzdrževati širok nabor opisovalcev. 
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Leta 2015 so se začele prve iniciative po izdelavi odprtokodnih aplikacij za 
upravljanje in orkestracijo. Največji takšen projekt je projektna skupina OpenSource 
MANO, kjer sodelujejo tako priznani ponudniki opreme kot tudi ponudniki storitev. 
Prve uradne različice teh projektov naj bi bile na voljo konec leta 2016, do takrat pa 
so tistim, ki se želijo spoznati s tem področjem, na voljo razvojne različice. Edina 
programska oprema za orkestracijo, ki že ima uradno različico, je OpenBaton, ki pa 
prav tako še ne omogoča vseh funkcionalnosti opisanih v specifikacijah MANO.  
Menim, da so za ponudnike storitev ti sistemi še neuporabni, razen za spoznavanje s 
tehnologijo, da bodo kasneje, ko bodo sistemi dodelani, lahko hitreje začeli ponujati 
storitve virtualiziranih omrežnih funkcij. Še pred tem pa bo, ko bodo implementacije 
upravljanja in orkestracije primerne za uporabo, potrebno razviti metode in 
procedure za testiranje postopkov upravljanja in orkestracije posamezne 
virtualizirane omrežne funkcije, s poudarkom na upravljanju življenjskega cikla 
omrežne storitve in virtualiziranih omrežnih funkcij. 
         Večji ponudniki tradicionalne omrežne opreme že danes ponujajo lastne 
rešitve, ki pa za večino ponudnikov storitev niso prava rešitev, saj je ravno 
nenavezanost na enega ponudnika opreme ena od večjih prednosti virtualizacije 
omrežnih storitev.  
Dejstvo je, da je industrija telekomunikacij šele dobro zakorakala v svet 
virtualizacije in da bo na področju upravljanja in orkestracije potrebnega še veliko 
truda, da bodo dosežene koristi, ki so bile napovedane s prihodom te tehnologije. V 
organizaciji ETSI tako nadaljujejo s posodobitvami specifikacij in definiranjem 
novih v želji, po čim bolj standardnih rešitvah za upravljanje in orkestracijo 
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