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Abstract. We consider a pointwise tracking optimal control problem for a semilinear elliptic
partial differential equation. We derive the existence of optimal solutions and obtain first order op-
timality conditions. We also obtain necessary and sufficient second order optimality conditions. To
approximate the solution of the aforementioned optimal control problem we devise a finite element
technique that approximates the solution to the state and adjoint equations with piecewise linear
functions and the control variable with piecewise constant functions. We analyze convergence prop-
erties and prove that the error approximation of the control variable converges with rate O(h| log h|)
when measured in the L2-norm.
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1. Introduction. In this work we shall be interested in the analysis and dis-
cretization of a pointwise tracking optimal control problem for a semilinear ellip-
tic partial differential equation (PDE). This PDE-constrained optimization problem
entails the minimization of a cost functional that involves point evaluations of the
state; control constrains are also considered. Let us make this discussion precise. Let
Ω ⊂ Rd, with d ∈ {2, 3}, be an open, bounded, and convex polytope with boundary
∂Ω and D be a finite ordered subset of Ω with cardinality #D < ∞. Given a set of
desired states {yt}t∈D ⊂ R, a regularization parameter α > 0, and the cost functional
(1.1) J(y, u) :=
1
2
∑
t∈D
(y(t)− yt)2 + α
2
‖u‖2L2(Ω),
the problem under consideration reads as follows: Find min J(y, u) subject to the
monotone, semilinear, and elliptic PDE
(1.2) −∆y + a(·, y) = u in Ω, y = 0 on ∂Ω,
and the control constraints
(1.3) u ∈ Uad, Uad := {v ∈ L2(Ω) : a ≤ v(x) ≤ b a.e. x ∈ Ω}.
The control bounds a, b ∈ R are such that a < b. Assumptions on the function a will
be deferred until section 2.2.
The analysis of a priori error estimates for finite element approximations of dis-
tributed semilinear optimal control problems has previously been considered in a
number of works. To the best of our knowledge, the work [5] appears to be the
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first to provide error estimates for a such class of problems; control constraints are
also considered. Within a general setting, the authors consider the cost functional
J(y, u) :=
´
Ω
L(x, y, u)dx, where L satisfies the conditions stated in [5, assumption
A2], and devise finite element techniques to solve the underlying optimal control
problem. To be precise, the authors propose a fully discrete scheme on quasi–uniform
meshes that utilize piecewise constant functions to approximate the control variable
and piecewise linear functions to approximate the state and adjoint variables. As-
suming that Ω ⊂ Rd, with d ∈ {2, 3}, is a convex domain with a boundary ∂Ω of
class C1,1 and the mesh–size is sufficiently small, the authors derive a priori error
estimates for the approximation of the optimal control variable in the L2(Ω)-norm [5,
Theorem 5.1] and the L∞(Ω)-norm [5, Theorem 5.2]; the one derived in the L2(Ω)-
norm being optimal in terms of approximation. Since the publication of [5], several
additional studies have enriched our understanding within such a scenario. We re-
fer the reader to [14] for references and also for an up-to-date discussion including
linear approximation of the optimal control, the so-called variational discretization
approach, superconvergence and postprocessing step, and time dependent problems.
For the particular case a ≡ 0, there are several works available in the literature
that provide a priori error estimates for finite element discretizations of (1.1)–(1.3).
In two and three dimensions and utilizing that the associated adjoint variable be-
longs to W 1,r0 (Ω), for every r < d/(d − 1), the authors of [19] obtain a priori and
a posteriori error estimates for the so-called variational discretization of (1.1)–(1.3);
the state and adjoint equations are discretized with continuous piecewise linear fi-
nite elements. The following rates of convergence for the error approximation of the
control variable are derived [19, Theorem 3.2]: O(h) in two dimensions and O(h1/2)
in three dimensions. Later, the authors of [9] analyze a fully discrete scheme that
approximates the optimal state, adjoint, and control variables with piecewise linear
functions and obtain a O(h) rate of convergence for the error approximation of the
control variable in two dimensions [9, Theorem 5.1]. The authors of [9] also analyze
the variational discretization scheme and derive a priori error estimates for the error
approximation of the control variable in [9, Theorem 5.2]. In [4], the authors invoke
the theory of Muckenhoupt weights and weighted Sobolev spaces to provide error
estimates for a numerical scheme that discretizes the control variable with piecewise
constant functions; the state and adjoint equations are discretized with continuous
piecewise linear finite elements. In two and three dimenions, the authors derive a
priori error estimates for the error approximation of the optimal control variable; the
one in two dimensions being nearly-optimal in terms of approximation [4, Theorem
4.3]. In three dimensions the estimate behaves as O(h1/2| log h|); it is suboptimal in
terms of approximation. This has been recently improved in [7, Theorem 6.6]. We
finally mention the works [23] and [6] for extensions of the aforementioned results to
the Stokes system.
In contrast to the aforementioned advances and to the best of our knowledge,
this exposition is the first one that studies approximation techniques for a pointwise
tracking optimal control problem involving a semilinear elliptic PDE. In what follows,
we list, what we believe are, the main contributions of our work:
• Existence of an optimal control: Assuming that a = a(x, y) is a Carathe´odory
function that is monotone increasing and locally Lipschitz in y with a(·, 0) ∈
L2(Ω), we show that our control problem admits at least a solution; see
Theorem 3.1.
• Optimality conditions: We obtain first order optimality conditions in Theo-
rem 3.3. Under additional assumptions on a, we derive second order necessary
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and sufficient optimality conditions with a minimal gap; see section 3.3. Since
the cost functional of our problem involves point evaluations of the state, we
have that p¯ ∈W 1,r0 (Ω) /∈ H10 (Ω)∩C(Ω¯), where r < d/(d−1). This requires a
suitable adaption of the arguments available in the literature [14, section 6],
[32]. The arguments in [14, section 6] utilize that p¯ ∈W 2,p(Ω) with p > d.
• Convergence of discretization and error estimates: We prove that the se-
quence {u¯h}h>0 of global solutions of suitable discrete control problems con-
verge to a solution of the continuous optimal control problem. We also derive
a nearly-optimal local error estimate in maximum–norm for semilinear PDEs
in Theorem 4.1, which is instrumental for proving that the error approxima-
tion of the control variable converges with rate O(h| log h|), when measured
in the L2-norm. The analysis involves estimate in L∞-norm and W 1,p-spaces,
combined with having to deal with the variational inequality that character-
izes the optimal control and suitable second order optimality conditions. This
subtle intertwining of ideas is one of the highlights of this contribution.
The outline of this manuscript is as follows. In section 2 we introduce the notation
and functional framework we shall work with and briefly review basic results for
semilinear elliptic PDEs. In section 3 we analyze a weak version of the optimal control
problem (1.1)–(1.3); we show existence of solutions and obtain first and second order
optimality conditions. In section 4 we present a finite element discretization of (1.1)–
(1.3) and review some results related to the discretization of the state and adjoint
equations. In section 5 we derive a nearly-optimal estimate for the error approximation
of the control variable. We conclude in section 6 by presenting a numerical example
that confirms our theoretical results.
2. Notation and assumptions. Let us set notation and describe the setting
we shall operate with.
2.1. Notation. Throughout this work d ∈ {2, 3} and Ω ⊂ Rd is an open,
bounded, and convex polytopal domain. If X and Y are Banach function spaces,
we write X ↪→ Y to denote that X is continuously embedded in Y . We denote by
‖·‖X the norm of X . Given r ∈ (1,∞), we denote by r′ its Ho¨lder conjugate, i.e., the
real number such that 1/r+ 1/r′ = 1. The relation a . b indicates that a ≤ Cb, with
a positive constant that depends neither on a, b nor on the discretization parameter.
The value of C might change at each occurrence.
2.2. Assumptions. We will consider the following assumptions on the nonlinear
function a. We notice, however, that some of the results that we present in this work
hold under less restrictive requirements. When possible we explicitly mention the
assumptions on a that are needed to obtain a particular result.
(A.1) a : Ω × R → R is a Carathe´odory function of class C2 with respect to the
second variable and a(·, 0) ∈ L2(Ω).
(A.2) ∂a∂y (x, y) ≥ 0 for a.e. x ∈ Ω and for all y ∈ R.
(A.3) For all m > 0, there exists a positive constant Cm such that
2∑
i=1
∣∣∣∣∂ia∂yi (x, y)
∣∣∣∣ ≤ Cm , ∣∣∣∣∂2a∂y2 (x, v)− ∂2a∂y2 (x,w)
∣∣∣∣ ≤ Cm |v − w|
for a.e. x ∈ Ω and y, v, w ∈ [−m ,m ].
2.3. State equation. Here, we collect some facts on problem (1.2) that are well-
known and will be used repeatedly. Given f ∈ Lq(Ω), with q > d/2, we introduce the
4 A. ALLENDES, F. FUICA, E. OTA´ROLA
following weak problem: Find y ∈ H10 (Ω) such that
(2.1) (∇y,∇v)L2(Ω) + (a(·, y), v)L2(Ω) = (f, v)L2(Ω) ∀v ∈ H10 (Ω).
We begin with the following result that states the well–posedness of problem (2.1)
and further regularity properties for its solution y.
Theorem 2.1 (well–posedness and regularity). Let f ∈ Lq(Ω) with q > d/2.
Let a = a(x, y) : Ω× R→ R be a Carathe´odory function that is monotone increasing
and locally Lipschitz in y a.e. in Ω. If Ω denotes an open and bounded domain with
Lipschitz boundary and a(·, 0) ∈ Lq(Ω), with q > d/2, then problem (2.1) has a unique
solution y ∈ H10 (Ω)∩L∞(Ω). If, in addition, Ω is convex and f, a(·, 0) ∈ L2(Ω), then
‖y‖H2(Ω) . ‖f − a(·, 0)‖L2(Ω).
The hidden constant is independent of a and f .
Proof. The existence of a unique solution y ∈ H10 (Ω) ∩ L∞(Ω) follows from the
main theorem on monotone operators [33, Theorem 26.A], [28, Theorem 2.18] com-
bined with an argument due to Stampacchia [31], [25, Theorem B.2]. The H2(Ω)-
regularity of y follows from the fact that f, a(·, 0) ∈ L2(Ω) and that Ω is convex; see
[24, Theorems 3.2.1.2 and 4.3.1.4] when d = 2 and [24, Theorems 3.2.1.2] and [26,
section 4.3.1] when d = 3.
The following result is contained in [32, Theorem 4.16].
Theorem 2.2. Let f1, f2 ∈ Lq(Ω) with q > d/2. Let a = a(x, y) : Ω× R→ R be
a Carathe´odory function of class C1 with respect to y such that (A.2) holds. Assume
that |∂a/∂y(x, y)| ≤ Cm for a.e. x ∈ Ω and y ∈ [−m ,m ]. If Ω denotes an open and
bounded domain with Lipschitz boundary and a(·, 0) ∈ Lq(Ω), with q > d/2, then
(2.2) ‖∇(y1 − y2)‖L2(Ω) + ‖y1 − y2‖L∞(Ω) . ‖f1 − f2‖Lq(Ω),
where i ∈ {1, 2} and yi solves problem (2.1) with f replaced by fi.
3. The pointwise tracking optimal control problem. In this section, we
analyze the following weak version of the pointwise tracking optimal control problem
(1.1)–(1.3): Find
(3.1) min{J(y, u) : (y, u) ∈ H10 (Ω) ∩ L∞(Ω)× Uad}
subject to the the state equation
(3.2) (∇y,∇v)L2(Ω) + (a(·, y), v)L2(Ω) = (u, v)L2(Ω) ∀v ∈ H10 (Ω).
Let a = a(x, y) : Ω × R → R be a Carathe´odory function that is monotone
increasing and locally Lipschitz in y with a(·, 0) ∈ L2(Ω). Since Ω is convex, Theorem
2.1 yields the existence of a unique solution y ∈ H2(Ω)∩H10 (Ω) of problem (3.2). We
immediately notice that, in view of the continuous embedding H2(Ω) ↪→ C(Ω¯), point
evaluations of y in (1.1) are well-defined.
3.1. Existence of optimal controls. As it is customary in optimal control
theory, to analyze (3.1)–(3.2), we introduce the so-called control to state operator
S : L2(Ω) → H2(Ω) ∩ H10 (Ω) which, given a control u, associates to it the unique
state y that solves (3.2). With this operator at hand, we define the reduced cost
functional j : L2(Ω)→ R by j(u) := J(Su, u).
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Since the optimal control problem (3.1)–(3.2) is not convex, we discuss existence
results and optimality conditions in the context of local solutions. A control u¯ ∈ Uad
is said to be locally optimal in L2(Ω) for (3.1)–(3.2) if there exists δ > 0 such that
J(y¯, u¯) ≤ J(y, u) for all u ∈ Uad such that ‖u−u¯‖L2(Ω) ≤ δ. Here, y¯ = Su¯ and y = Su.
Since the set Uad is bounded in L∞(Ω), it can be proved that local optimality in L2(Ω)
is equivalent to local optimality in Lq(Ω) for q ∈ (1,∞); see [14, section 5] for details.
The existence of an optimal state-control pair (y¯, u¯) is as follows.
Theorem 3.1 (existence of an optimal pair). Let Ω be an open, bounded, and
convex domain. Let a = a(x, y) : Ω × R → R be a Carathe´odory function that is
monotone increasing and locally Lipschitz in y with a(·, 0) ∈ L2(Ω). Thus, the optimal
control problem (3.1)–(3.2) admits at least one solution (y¯, u¯) ∈ H10 (Ω)∩H2(Ω)×Uad.
Proof. Define Φ : L2(Ω)→ R and Ψ : H2(Ω) ∩H10 (Ω)→ R by
Φ(v) := α‖v‖2L2(Ω), Ψ(y) :=
∑
t∈D
|y(t)− yt|2.
It is immediate that Φ is continuous and convex in L2(Ω). It is thus weakly lower
semicontinuous in L2(Ω). On the other hand, Ψ is continuous as a map from H10 (Ω)∩
H2(Ω) to R. The fact that Uad is weakly sequentially compact allows us to conclude;
see [32, Theorem 4.15] for details.
3.2. First order necessary optimality conditions. In this section, we for-
mulate first order necessary optimality conditions. To accomplish this task, we begin
by analyzing differentiability properties of the control to state operator S.
Theorem 3.2 (differentiability properties of S). Assume that (A.1), (A.2), and
(A.3) hold. Then, the control to state map S : L2(Ω) → H2(Ω) ∩ H10 (Ω) is of class
C2. In addition, if u, v ∈ L2(Ω), then z = S ′(u)v ∈ H2(Ω) ∩ H10 (Ω) corresponds to
the unique solution to
(3.3) (∇z,∇w)L2(Ω) +
(
∂a
∂y (·, y)z, w
)
L2(Ω)
= (v, w)L2(Ω) ∀w ∈ H10 (Ω),
where y = Su. If v1, v2 ∈ L2(Ω), then z = S ′′(u)(v1, v2) ∈ H2(Ω) ∩ H10 (Ω) is the
unique solution to
(3.4) (∇z,∇w)L2(Ω) +
(
∂a
∂y (·, y)z, w
)
L2(Ω)
= −
(
∂2a
∂y2 (·, y)zv1zv2 , w
)
L2(Ω)
for all w ∈ H10 (Ω), where zvi = S ′(u)vi, with i = 1, 2, and y = Su.
Proof. The first order Fre´chet differentiability of S from L2(Ω) intoH2(Ω)∩H10 (Ω)
follows from a slight modification of the arguments of [32, Theorem 4.17] that basically
entails replacing H1(Ω)∩C(Ω¯) by H2(Ω)∩H10 (Ω) and Lr(Ω) by L2(Ω). [32, Theorem
4.17] also yields that z = S ′(u)v ∈ H2(Ω)∩H10 (Ω) corresponds to the unique solution
to (3.3). The second order Fre´chet differentiability of S can be obtained by using the
implicit function theorem; see, for instance, the proof of [32, Theorem 4.24] and [14,
Proposition 16] for details.
We begin the analysis of optimality conditions with a classical result. If u¯ ∈ Uad
denotes a locally optimal control for problem (3.1)–(3.2), then we have the variational
inequality [32, Lemma 4.18]
(3.5) j′(u¯)(u− u¯) ≥ 0 ∀u ∈ Uad.
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We recall that, for u ∈ Uad, the reduced cost functional is defined as j(u) = J(Su, u).
In (3.5), j′(u¯) denotes the Gateaˆux derivative of j at u¯. To explore the variational
inequality (3.5), we introduce the adjoint variable p ∈W 1,r0 (Ω), with r ∈ (1, d/(d−1)),
as the unique solution to the adjoint equation
(3.6) (∇w,∇p)L2(Ω) +
(
∂a
∂y (·, y)p, w
)
L2(Ω)
=
∑
t∈D
〈(y(t)− yt)δt, w〉 ∀w ∈W 1,r
′
0 (Ω).
Here, r′ > d denotes the Ho¨lder conjugate of r and y = Su corresponds to the solution
to (3.2). We immediately notice that, in view of assumptions (A.1)–(A.3), problem
(3.6) is well–posed; see [10, Theorem 1].
We are now in position to present first order necessary optimality conditions for
our PDE–constrained optimization problem.
Theorem 3.3 (first order necessary optimality conditions). Assume that (A.1),
(A.2), and (A.3) hold. Then every locally optimal control u¯ ∈ Uad for problem (3.1)–
(3.2) satisfies the variational inequality
(3.7) (p¯+ αu¯, u− u¯)L2(Ω) ≥ 0 ∀u ∈ Uad,
where p¯ ∈ W 1,r0 (Ω), with r < d/(d− 1), denotes the unique solution to problem (3.6)
with y replaced by y¯ = Su¯.
Proof. A simple computation reveals that the first order optimality condition
(3.5) can be written as follows:
(3.8)
∑
t∈D
(Su¯(t)− yt) · S ′(u¯)(u− u¯)(t) + α(u¯, u− u¯)L2(Ω) ≥ 0 ∀u ∈ Uad.
Let us concentrate on the first term of the left hand side of (3.8). To accomplish
this task, we begin by defining z := S ′(u¯)(u − u¯). Since u, u¯ ∈ L2(Ω), the results of
Theorem 3.2 guarantees that z ∈ H2(Ω)∩H10 (Ω) ↪→W 1,q0 (Ω) for every q < 2d/(d−2)
[1, Theorem 4.12]. In particular, since 2d/(d− 2) > d, we have that z ∈ W 1,q0 (Ω) for
every q ∈ (d, 2d/(d − 2)). We are thus able to set w = z as a test function in the
adjoint problem (3.6) to obtain
(3.9) (∇z,∇p¯)L2(Ω) +
(
∂a
∂y (·, y¯)p¯, z
)
L2(Ω)
=
∑
t∈D
(y¯(t)− yt) · z(t).
On the other hand, we would like to set w = p¯ in the problem that z = S ′(u¯)(u−u¯)
solves. If that were possible, we would obtain
(3.10) (∇z,∇p¯)L2(Ω) +
(
∂a
∂y (·, y¯)z, p¯
)
L2(Ω)
= (u− u¯, p¯)L2(Ω).
However, since p¯ ∈W 1,r0 (Ω) with r < d/(d−1), we have that p¯ 6∈ H10 (Ω) so that (3.10)
must be justified by different means. Let {pn}n∈N ⊂ C∞0 (Ω) be such that pn → p¯ in
W 1,r0 (Ω) for every r < d/(d − 1). Setting, w = pn, with n ∈ N, in the problem that
z = S ′(u¯)(u− u¯) solves yields
(∇z,∇pn)L2(Ω) +
(
∂a
∂y (·, y¯)z, pn
)
L2(Ω)
= (u− u¯, pn)L2(Ω).
The right hand side of this expression converges to (u− u¯, p¯)L2(Ω). In fact,
|(u− u¯, p¯)L2(Ω) − (u− u¯, pn)L2(Ω)| ≤ ‖u− u¯‖L∞(Ω)‖p¯− pn‖L1(Ω) → 0, n ↑ ∞.
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Since there is m > 0 such that |y¯(x)| ≤ m for a.e. x ∈ Ω, (A.3) reveals that∣∣∣∣(∂a∂y (·, y¯)z, p¯)
L2(Ω)
−
(
∂a
∂y (·, y¯)z, pn
)
L2(Ω)
∣∣∣∣ ≤ Cm‖z‖L∞(Ω)‖p¯− pn‖L1(Ω) → 0
as n ↑ ∞; ‖z‖L∞(Ω) is uniformly bounded because z ∈ H2(Ω) ∩H10 (Ω). Finally,
|(∇z,∇(p¯− pn))L2(Ω)| ≤ ‖∇z‖Lr′ (Ω)‖∇(p¯− pn)‖Lr(Ω) → 0, n ↑ ∞,
for every r < d/(d− 1).
The desired variational inequality (3.7) follows from (3.8), (3.9), and (3.10).
We present the following projection formula for u¯. The local optimal control u¯
satisfies (3.7) if and only if [32, section 4.6]
(3.11) u¯(x) := Π[a,b](−α−1p¯(x)) a.e. x ∈ Ω,
where Π[a,b] : L
1(Ω)→ Uad is defined by Π[a,b](v) := min{b,max{v, a}} a.e. in Ω. We
can thus immediately conclude that u¯ ∈W 1,r(Ω) for every r < d/(d− 1).
We now present the following regularity result, which will be of importance to
derive the error estimate of Theorem 5.1.
Theorem 3.4 (extra regularity of u¯). Suppose that assumptions (A.1), (A.2),
and (A.3) hold. Then, every locally optimal control u¯ ∈ H1(Ω) ∩ C0,1(Ω¯).
Proof. The proof relies on the projection formula (3.11) and on the local regularity
of the locally optimal adjoint state p¯. For a detailed proof we refer the reader to [16,
Lemma 3.3] and [12, Theorem 3.4]; see also [18, Theorem 4.2].
3.3. Second order sufficient optimality condition. In this section, we derive
second order optimality conditions. To be precise, we formulate second order necessary
optimality conditions in Theorem 3.6 and derive, in Theorem 3.7, sufficient optimality
conditions with a minimal gap with respect to the necessary ones derived in Theorem
3.6.
We begin our analysis with the following result.
Theorem 3.5 (j is of class C2 and j′′ is locally Lipschitz). Assume that (A.1),
(A.2), and (A.3) hold. Then the reduced cost functional j : L2(Ω)→ R is of class C2.
Moreover, for every u, v1, v2 ∈ L2(Ω), we have
(3.12) j′′(u)(v1, v2) = α(v1, v2)L2(Ω) −
(
∂2a
∂y2 (·, y)zv1zv2 , p
)
L2(Ω)
+
∑
t∈D
zv1(t)zv2(t),
where p solves (3.6) and zvi = S ′(u)vi, with i ∈ {1, 2}. In addition, if v, u1, u2 ∈
L2(Ω) and there exists m > 0 is such that max{‖u1‖L2(Ω), ‖u2‖L2(Ω)} ≤ m, then there
exists Cm > 0 such that
(3.13) |j′′(u1)v2 − j′′(u2)v2| ≤ Cm‖u1 − u2‖L2(Ω)‖v‖2L2(Ω).
Proof. The fact that j is of class C2 is an immediate consequence of the differ-
entiability properties of the control to state map S given in Theorem 3.2. It thus
suffices to derive (3.12) and (3.13). To accomplish this task, we begin with a basic
computation, which reveals that, for every u, v1, v2 ∈ L2(Ω), we have
(3.14) j′′(u)(v1, v2) = α(v1, v2)L2(Ω) +
∑
t∈D
[(z(t) · (Su(t)− yt) + zv1(t)zv2(t)] ,
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where z, zv1 , zv2 ∈ H2(Ω) ∩H10 (Ω) are as in the statement of Theorem 3.2. Set w = z
in (3.6) and invoke a similar approximation argument to that used in the proof of
Theorem 3.3, that essentially allows us to set w = p in (3.4), to obtain∑
t∈D
z(t) · (Su(t)− yt) = −
(
∂2a
∂y2 (·, y)zv1zv2 , p
)
L2(Ω)
.
Replacing the previous identity into (3.14) yields (3.12).
Let u1, u2, v ∈ L2(Ω) and m > 0 be such that max{‖u1‖L∞(Ω), ‖u2‖L∞(Ω)} ≤ m .
Define χ = S ′(u1)v and ψ = S ′(u2)v. Notice that χ and ψ correspond to the unique
solutions to (3.3) with y = yu1 := Su1 and y = yu2 := Su2, respectively. In view of
the identity (3.12) we obtain
(3.15)
j′′(u1)v2 − j′′(u2)v2 =
(
∂2a
∂y2 (·, yu2)ψ2, pu2
)
L2(Ω)
−
(
∂2a
∂y2 (·, yu1)χ2, pu1
)
L2(Ω)
+
∑
t∈D
(χ2(t)− ψ2(t)) =: I +
∑
t∈D
IIt.
Here, i = {1, 2} and pui ∈ W 1,r0 (Ω), with r < d/(d − 1), denotes the unique solution
to the adjoint equation (3.6) with y replaced by yui . In what follows we estimate I
and IIt for every t ∈ D. To estimate I, we first rewrite it as follows:
I =
([
∂2a
∂y2 (·, yu2)− ∂
2a
∂y2 (·, yu1)
]
ψ2, pu2
)
L2(Ω)
+
(
∂2a
∂y2 (·, yu1)ψ2, pu2 − pu1
)
L2(Ω)
+
(
∂2a
∂y2 (·, yu1)[ψ2 − χ2], pu1
)
L2(Ω)
=: I1 + I2 + I3.
Invoke (A.3), a generalized Ho¨lder inequality, the Sobolev embedding H10 (Ω) ↪→
L4(Ω), the well–posedness of problem (3.3), and the Lipschitz property (2.2), to obtain
(3.16) I1 . ‖yu1 − yu2‖L∞(Ω)‖∇ψ‖2L2(Ω)‖pu2‖L2(Ω) . ‖u1 − u2‖L2(Ω)‖v‖2L2(Ω),
where we have also used the stability estimate
(3.17) ‖pu2‖L2(Ω) . ‖∇pu2‖Lr(Ω) . ‖yu2‖L∞(Ω) +
∑
t∈D
|yt| . M +
∑
t∈D
|yt|.
Notice that Theorem 2.1 and the assumption on u2 yields ‖yu2‖L∞(Ω) ≤ C‖u2‖L2(Ω) ≤
Cm , where C > 0. To guarantee that pu2 ∈ L2(Ω) and the first estimate in (3.17) we
further restrict the exponent r to belong to [2d/(d+ 2), d/(d− 1)) [1, Theorem 4.12].
To control I2, we invoke similar arguments to the ones that lead to (3.16). We obtain
I2 ≤ Cm‖ψ‖2L4(Ω)‖pu1 − pu2‖L2(Ω) . ‖∇ψ‖2L2(Ω)‖∇(pu1 − pu2)‖Lr(Ω)
. ‖v‖2L2(Ω)‖yu1 − yu2‖L∞(Ω) . ‖v‖2L2(Ω)‖u1 − u2‖L2(Ω).
Finally, to estimate I3, we notice that ψ − χ ∈ H10 (Ω) ∩ L∞(Ω) solves
(∇(ψ − χ),∇w) +
(
∂a
∂y (·, yu2)(ψ − χ), w
)
L2(Ω)
=
([
∂a
∂y (·, yu1)− ∂a∂y (·, yu2)
]
χ,w
)
L2(Ω)
for all w ∈ H10 (Ω). The stability estimate
‖ψ − χ‖L∞(Ω) .
∥∥∥[∂a∂y (·, yu1)− ∂a∂y (·, yu2)]χ∥∥∥
L2(Ω)
,
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combined with (A.3) and the Lipschitz property (2.2), allows us to conclude that
(3.18) ‖ψ − χ‖L∞(Ω) . ‖yu1 − yu2‖L∞(Ω)‖χ‖L2(Ω) . ‖u1 − u2‖L2(Ω)‖v‖L2(Ω).
Therefore, utilizing (A.3), the well-posedness of problem (3.3) and (3.18) we obtain
I3 . ‖pu1‖L2(Ω)‖ψ − χ‖L∞(Ω)(‖ψ‖L2(Ω) + ‖χ‖L2(Ω)) . ‖u1 − u2‖L2(Ω)‖v‖2L2(Ω),
where we have also used the stability estimate ‖ψ‖L2(Ω) + ‖χ‖L2(Ω) . ‖v‖L2(Ω) and
an estimate for ‖pu1‖L2(Ω) which is similar to the one derived in (3.17).
The collection of the previous estimates allows us to arrive at
(3.19) I = I1 + I2 + I3 . ‖u1 − u2‖L2(Ω)‖v‖2L2(Ω).
Let t ∈ D. We now estimate IIt in (3.15). Combining the estimate (3.18) with
an stability estimate for (3.3), it immediately follows that
(3.20) IIt . ‖ψ − χ‖L∞(Ω)(‖ψ‖L∞(Ω) + ‖χ‖L∞(Ω)) . ‖u1 − u2‖L2(Ω)‖v‖2L2(Ω).
We conclude the desired estimate (3.13) by replacing estimates (3.19) and (3.20)
into (3.15). This concludes the proof.
Let u¯ ∈ Uad satisfy the first order optimality conditions (3.2), (3.6), and (3.7).
Define p¯ := p¯+ αu¯. The variational inequality (3.7) immediately yields
(3.21) p¯(x)

= 0 a.e. x ∈ Ω if a < u¯ < b,
≥ 0 a.e. x ∈ Ω if u¯ = a,
≤ 0 a.e. x ∈ Ω if u¯ = b.
To formulate second order optimality conditions we introduce the cone of critical
directions
(3.22) Cu¯ := {v ∈ L2(Ω) satisfying (3.23) and v(x) = 0 if p¯(x) 6= 0},
where condition (3.23) reads as follows:
(3.23) v(x)
{
≥ 0 a.e. x ∈ Ω if u¯(x) = a,
≤ 0 a.e. x ∈ Ω if u¯(x) = b.
From now on, we will restrict the exponent r to belong to [2d/(d + 2), d/(d − 1)) so
that p, the solution to (3.6), belongs to L2(Ω) [1, Theorem 4.12]. This immediately
implies that p¯ ∈ L2(Ω).
We are now in position to present second order necessary and sufficient optimality
conditions. While it is fair to say that for distributed and semilinear optimal control
problems such a theory is well-understood, our main source of difficulty here is that the
solution to the adjoint problem does not belong to H10 (Ω)∩C(Ω¯): p¯ ∈W 1,r0 (Ω)\H10 (Ω)
with r ∈ [2d/(d+ 2), d/(d− 1)).
Theorem 3.6 (second order necessary optimality conditions). If u¯ ∈ Uad de-
notes a locally optimal control for problem (3.1)–(3.2), then
j′′(u¯)v ≥ 0 ∀v ∈ Cu¯.
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Proof. Let v ∈ Cu¯. Define, for every k ∈ N, the function
vk(x) :=
{
0 if x : a < u¯(x) < a + 1k , b− 1k < u¯(x) < b,
Π[−k,k](v(x)) otherwise.
Notice that, since v ∈ Cu¯, it immediately follows that vk ∈ Cu¯. In fact, a.e. x ∈ Ω,
we have v(x) = 0 =⇒ vk(x) = 0, v(x) ≥ 0 =⇒ vk(x) ≥ 0, and v(x) ≤ 0 =⇒
vk(x) ≤ 0. In addition, |vk(x)| ≤ |v(x)| and vk(x) → v(x) as k ↑ ∞ for a.e. x ∈ Ω.
Consequently, vk → v in L2(Ω) as k ↑ ∞. On the other hand, simple computations
reveal that for every 0 < ρ ≤ k−2, we have u¯ + ρvk ∈ Uad. We can thus invoke the
fact that u¯ is a local minimum to conclude that j(u¯) ≤ j(u¯+ ρvk) for ρ small enough.
We now apply Taylor’s theorem for j at u¯ and utilize that j′(u¯)vk = 0, which follows
from the fact that vk ∈ Cu¯, to conclude that, for ρ sufficiently small, we have
0 ≤ j(u¯+ ρvk)− j(u¯) = ρj′(u¯)vk + ρ
2
2 j
′′(u¯+ ρθkvk)v2k =
ρ2
2 j
′′(u¯+ ρθkvk)v2k,
with θk ∈ (0, 1). Divide by ρ2 and let ρ ↓ 0 to arrive at j′′(u¯)v2k ≥ 0. Let now k ↑ ∞
and recall that vk → v in L2(Ω) to conclude, in view of (3.12), that j′′(u¯)v2 ≥ 0. This
concludes the proof.
We now derive a sufficient condition with a minimal gap with respect to the
necessary one obtained in Theorem 3.6.
Theorem 3.7 (second order sufficient optimality conditions). Let (y¯, p¯, u¯) be
a local minimum of (3.1)–(3.2) satisfying the first order optimality conditions (3.2),
(3.6), and (3.7). If j′′(u¯)v2 > 0 for all v ∈ Cu¯ \ {0}, then there exist µ > 0 and σ > 0
such that
(3.24) j(u) ≥ j(u¯) + µ2 ‖u− u¯‖2L2(Ω) ∀u ∈ Uad : ‖u− u¯‖L2(Ω) ≤ σ.
In particular, u¯ is a locally optimal control in the sense of L2(Ω).
Proof. We will proceed by contradiction. Assume that (3.24) does not hold.
Hence, for any k ∈ N we are able to find an element uk ∈ Uad such that
(3.25) ‖u¯− uk‖L2(Ω) < 1k , j(uk) < j(u¯) + 12k‖u¯− uk‖2L2(Ω).
Define
(3.26) ρk := ‖uk − u¯‖L2(Ω), vk := ρ−1k (uk − u¯).
Taking a subsequence if necessary we can assume that vk ⇀ v in L
2(Ω). In what
follows we will prove, first, that the limit v ∈ Cu¯ and thus that v = 0.
Since the set of elements satisfying condition (3.23) is closed and convex in L2(Ω),
it is weakly closed. Consequently, v satisfies (3.23). To verify the remaining condition
in (3.22), we invoke the mean value theorem, (3.26), and (3.25) to arrive at
(3.27) j′(u˜k)vk = 1ρk (j(uk)− j(u¯)) <
ρk
2k → 0, k ↑ ∞,
where u˜k = u¯ + θk(uk − u¯) and θk ∈ (0, 1). Define y˜k := Su˜k and p˜k as the unique
solution to (3.6) with y = y˜k. Since u˜k → u¯ in L2(Ω) as k ↑ ∞, an application of
Theorem 2.2 yields y˜k → y¯ in H10 (Ω)∩C(Ω¯) as k ↑ ∞. This, in view of [10, Theorem
1], implies that p˜k → p¯ in W 1,r0 (Ω), for every r < d/(d− 1), as k ↑ ∞. In particular,
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we have p˜k → p¯ in L2(Ω) as k ↑ ∞. Consequently, since p˜k := p˜k +αu˜k → p¯ = p¯+αu¯
and vk ⇀ v in L
2(Ω), as k ↑ ∞, we invoke (3.27) to obtain
j′(u¯)v =
ˆ
Ω
p¯(x)v(x)dx = lim
k↑∞
ˆ
Ω
p˜k(x)vk(x)dx = lim
k↑∞
j′(u˜k)vk ≤ 0.
On the other hand, in view of (3.7) we obtain
´
Ω
p¯(x)vk(x) = ρ
−1
k
´
Ω
p¯(x)(uk(x) −
u¯(x))dx ≥ 0. This implies ´
Ω
p¯(x)v(x)dx ≥ 0. Consequently, ´
Ω
p¯(x)v(x)dx = 0.
Since v satisfies the sign condition (3.23), the previous inequalities and (3.21) allow
us to conclude that
´
Ω
|p(x)v(x)|dx = ´
Ω
p(x)v(x)dx = 0. This proves that, a.e. in Ω,
p¯(x) 6= 0 implies that v(x) = 0. We can thus conclude that v ∈ Cu¯.
We now prove that v = 0. To accomplish this task, we invoke Taylor’s theorem,
the inequality in (3.25), and j′(u¯)(uk − u¯) ≥ 0, for every k ∈ N, to arrive at
ρ2k
2 j
′′(uˆk)v2k = j(uk)− j(u¯)− j′(u¯)(uk − u¯) ≤ j(uk)− j(u¯) < ρ
2
k
2k ,
where, for k ∈ N, uˆk = u¯+ θk(uk − u¯) with θk ∈ (0, 1). Thus, limk j′′(uˆk)v2k ≤ 0. We
now prove that j′′(u¯)v2 ≤ lim infk j′′(uˆk)v2k. Let zˆvk and zv be the solutions to (3.3)
with forcing terms vk and v, respectively. Invoke (3.12) and write
j′′(uˆk)v2k = α‖vk‖2L2(Ω) −
(
∂2a
∂y2 (·, yˆk)zˆ2vk , pˆk
)
L2(Ω)
+
∑
t∈D
zˆ2vk(t).
Observe that,
∑
t∈D zˆ
2
vk
(t) → ∑t∈D z2v(t). This is a consequence of the fact that
vk ⇀ v in L
2(Ω) implies that zˆvk ⇀ zv in H
2(Ω) ∩H10 (Ω) as k ↑ ∞ and the compact
embedding H2(Ω) ↪→ C(Ω¯). In addition, we have
(3.28)
∣∣∣∣ˆ
Ω
(
∂2a
∂y2 (x, y¯)z
2
v p¯− ∂
2a
∂y2 (x, yˆk)zˆ
2
vk
pˆk
)
dx
∣∣∣∣ ≤ Cm‖zv‖2L∞(Ω)‖p¯− pˆk‖2L1(Ω)
+Cm‖pˆk‖L1(Ω)
(
‖y¯ − yˆk‖L∞(Ω)‖zv‖2L∞(Ω) + ‖zv + zˆvk‖L∞(Ω)‖zv − zˆvk‖L∞(Ω)
)
→ 0
as k ↑ ∞. To obtain (3.28), we used (A.3), p˜k → p¯ in W 1,r0 (Ω), for every r < d/(d−1),
and y˜k → y¯ in H10 (Ω) ∩ C(Ω¯) as k ↑ ∞. Since the square of ‖v‖L2(Ω) is continuous
and convex, it is thus weakly lower semicontinuous in L2(Ω). We have thus proved
that j′′(u¯)v2 ≤ lim infk j′′(uˆk)v2k.
Therefore, since j′′(u¯)v2 ≤ limk j′′(uˆk)v2k ≤ 0 and v ∈ Cu¯, the second order
optimality condition j′′(u¯)v2 > 0 for all v ∈ Cu¯ \ {0} immediately yields v = 0.
Finally, since v = 0 we have zˆvk ⇀ 0 in H
2(Ω) ∩H10 (Ω) as k ↑ ∞. Consequently,
from the identity
α = α‖vk‖2L2(Ω) = j′′(uˆk)v2k +
(
∂2a
∂y2 (·, yˆk)zˆ2vk , pˆk
)
L2(Ω)
−
∑
t∈D
zˆ2vk(t),
and the fact that lim infk j
′′(uˆk)v2k ≤ 0, we obtain that α ≤ 0, which is a contradiction.
This concludes the proof.
To present the following result, we define
Cτu¯ := {v ∈ L2(Ω) satisfying (3.23) and v(x) = 0 if |p¯(x)| > τ}.
Theorem 3.8 (equivalent optimality conditions). If (y¯, p¯, u¯) denotes a local min-
imum of (3.1)–(3.2) satisfying the first order optimality conditions (3.2), (3.6), and
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(3.7), then the following statements are equivalent:
(3.29) j′′(u¯)v2 > 0 ∀v ∈ Cu¯ \ {0}
and
(3.30) ∃µ, τ > 0 : j′′(u¯)v2 ≥ µ‖v‖2L2(Ω) ∀v ∈ Cτu¯ .
Proof. Since, for every τ > 0, we have Cu¯ = C
0
u¯ ⊂ Cτu¯ , it follows immediately
that (3.30) implies (3.29).
To prove that (3.29) implies (3.30) we proceed by contradiction. Assume that,
for every τ > 0, there exists wτ ∈ Cτu¯ such that j′′(u¯)w2τ < τ‖wτ‖2L2(Ω). Define
vτ := wτ/‖wτ‖L2(Ω). Upon taking a subsequence, if necessary, we have
(3.31) vτ ∈ Cτu¯ , ‖vτ‖L2(Ω) = 1, j′′(u¯)v2τ < τ, vτ ⇀ v in L2(Ω)
as τ ↓ 0. Since the set of elements satisfying condition (3.23) is closed and convex in
L2(Ω), it is weakly closed. Consequently, v satisfies (3.23). It suffices to prove that
p¯(x) 6= 0 implies v(x) = 0 for a.e. x ∈ Ω to conclude that v ∈ Cu¯. To do so, we invoke
property (3.21), the fact that p¯ ∈ L2(Ω), vτ ∈ Cτu¯ , and (3.31) to conclude that
0 ≤
ˆ
Ω
p¯(x)v(x)dx = lim
τ↓0
ˆ
Ω
p¯(x)vτ (x)dx = lim
τ↓0
ˆ
|p¯|≤τ
p¯(x)vτ (x)dx ≤ lim
τ↓0
τ
√
|Ω| = 0.
Thus,
´
Ω
|p¯(x)v(x)|dx = ´
Ω
p¯(x)v(x)dx = 0. This proves that, a.e. in Ω, if p¯ 6= 0 then
v = 0. Consequently, v ∈ Cu¯. On the other hand, on the basis of the arguments
developed in the proof of Theorem 3.7 we invoke (3.31) and obtain
j′′(u¯)v2 ≤ lim inf
τ↓0
j′′(u¯)v2τ ≤ lim sup
τ↓0
j′′(u¯)v2τ ≤ 0.
Since v ∈ Cu¯, (3.29) allows us to conclude that v = 0 and j′′(u¯)v2τ → 0 as τ ↓ 0. Now,
since vτ ⇀ 0 in L
2(Ω) implies zvτ → 0 in C(Ω¯), (3.12) yields
lim inf
τ↓0
j′′(u¯)vτ = lim inf
τ↓0
[
α−
(
∂2a
∂y2 (·, y¯)z2vτ , p¯
)
L2(Ω)
+
∑
t∈D
z2vτ (t)
]
= α > 0.
This contradicts the fact that j′′(u¯)v2τ → 0 as τ ↓ 0.
4. Finite element approximation. We now introduce the discrete setting in
which we will operate. We first introduce some terminology and a few basic ingredients
[8, 20, 21] that will be common to all of our discretizations. We denote by Th = {T}
a conforming partition, or mesh, of Ω¯ into closed simplices T with size hT = diam(T ).
Define h := maxT∈Th hT . We denote by T = {Th}h>0 a collection of conforming and
quasi–uniform meshes Th.
Given a mesh Th ∈ T, we define the finite element space of continuous piecewise
polynomials of degree one as
(4.1) Vh := {vh ∈ C(Ω¯) : vh|T ∈ P1(T ) ∀T ∈ Th} ∩H10 (Ω).
In the following sections we will present convergence properties and suitable error
estimates for finite element approximations of the state equation, the adjoint equation,
and the optimal control problem (3.1)–(3.2), respectively.
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4.1. Discrete state equation. Let f ∈ L2(Ω). We define the Galerkin approx-
imation of the solution y to problem (2.1) by
(4.2) yh ∈ Vh : (∇yh,∇vh)L2(Ω) + (a(·, yh), vh)L2(Ω) = (f, vh)L2(Ω) ∀vh ∈ Vh.
Let a = a(x, y) : Ω×R→ R be a Carathe´odory function that is monotone increasing
and locally Lipschitz in y, a.e. in Ω, with a(·, 0) ∈ L2(Ω). An application of Brouwer’s
fixed point theorem yields the existence of a unique solution to (4.2). In addition, we
have ‖∇yh‖L2(Ω) . ‖f − a(·, 0)‖L2(Ω); see [27, Theorem 3.2] and [14, Section 7].
We now provide a local regularity result for the solution y of problem (2.1) that
will be of importance to derive error estimates. Let Ω1 b Ω0 b Ω with Ω0 smooth.
Let f ∈ L2(Ω) ∩ Lt(Ω0), where t ∈ [2,∞). Since y can be seen as the solution to
y ∈ H10 (Ω) : (∇y,∇v)L2(Ω) = (f − a(·, y), v)L2(Ω) ∀v ∈ H10 (Ω),
we can invoke [7, Lemma 4.2] to deduce that
(4.3) ‖y‖W 2,t(Ω1) ≤ Ct
(‖f − a(·, y)‖Lt(Ω0) + ‖f − a(·, y)‖L2(Ω)) ,
where Ct behaves as Ct, with C > 0, as t ↑ ∞. Notice that we further assume that a
satisfies a(·, 0) ∈ Lt(Ω), which, since a = a(x, y) is locally Lipschitz in y, implies that
‖a(·, y)‖Lt(Ω) . ‖f‖L2(Ω) + ‖a(·, 0)‖Lt(Ω).
Theorem 4.1 (a priori error estimates). Let Ω ⊂ Rd be an open, bounded,
and convex polytope. Let a = a(x, y) : Ω × R → R be a Carathe´odory function
that is monotone increasing and locally Lipschitz in y with a(·, 0) ∈ L2(Ω). Let y ∈
H10 (Ω) ∩ H2(Ω) and yh ∈ Vh be the solutions to (2.1) and (4.2), respectively, with
f ∈ L2(Ω). If h is sufficiently small, we thus have the following error estimates:
(4.4) ‖y − yh‖L2(Ω) . h2‖f − a(·, 0)‖L2(Ω),
and
(4.5) ‖y − yh‖L∞(Ω) . h2− d2 ‖f − a(·, 0)‖L2(Ω).
Let Ω1 b Ω0 b Ω with Ω0 smooth. If, in addition, f ∈ L∞(Ω0) and a(·, 0) ∈ L∞(Ω),
we thus have the following local error estimate in maximum–norm:
(4.6) ‖y − yh‖L∞(Ω1) . h2| log h|2.
In all estimates the hidden constant is independent of h.
Proof. We refer the reader to [13, Lemma 4] and [13, Theorem 1] for a proof of
the estimates (4.4) and (4.5), respectively; see also [13, Theorem 2]. We provide a
proof of (4.6) that is inspired in the arguments developed in [27, Theorem 3.5] and [7,
Lemma 4.4]. We begin with a simple application of the triangle inequality and write
‖y − yh‖L∞(Ω1) ≤ ‖y − yh‖L∞(Ω1) + ‖yh − yh‖L∞(Ω1),
where yh solves (4.2) with a(·, yh) replaced by a(·, y). Let Λ1 be a smooth domain
such that Ω1 b Λ1 b Ω0. Since (∇(y − yh),∇vh)L2(Ω) = 0 for all vh ∈ Vh, we invoke
[29, Corollary 5.1] to obtain the existence of h0 ∈ (0, 1) such that
‖y − yh‖L∞(Ω1) . | log h|‖y − vh‖L∞(Λ1) + `−d/2‖y − yh‖L2(Ω), vh ∈ Vh,
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for every h ≤ h0. Here, ` is such that dist(Ω1, ∂Λ1) ≥ `, dist(Λ1, ∂Ω) ≥ `, and Ch ≤ `,
where C > 0. Since f ∈ L∞(Ω0)∩L2(Ω) and a(·, 0) ∈ L∞(Ω), the regularity estimate
(4.3) implies that y ∈W 2,t(Λ1) ∩H2(Ω) for every t <∞. Thus
‖y − yh‖L∞(Ω1) ≤ C1| log h|th2−
d
t
[‖f − a(·, y)‖L∞(Ω0) + ‖f − a(·, y)‖L2(Ω)]
+ C2h
2‖f − a(·, y)‖L2(Ω), C1, C2 > 0.
Inspired by [30, page 3], we thus set t = | log h| to arrive at the local estimate ‖y −
yh‖L∞(Ω1) . h2| log h|2(‖f − a(·, y)‖L∞(Ω0) + ‖f − a(·, y)‖L2(Ω)). To control ‖yh −
yh‖L∞(Ω1) we observe that
yh − yh ∈ Vh : (∇(yh − yh),∇vh)L2(Ω) = (a(·, yh)− a(·, y), vh)L2(Ω) ∀vh ∈ Vh.
Define y ∈ H10 (Ω) as the solution to (∇y,∇v)L2(Ω) = (a(·, yh)− a(·, y), v)L2(Ω) for all
v ∈ H10 (Ω). Observe that yh − yh can be seen as the finite element approximation of
y within Vh. We thus proceed as follows: ‖yh− yh‖L∞(Ω1) ≤ ‖y− (yh− yh)‖L∞(Ω1) +
‖y‖L∞(Ω1). Invoke a stability estimate for the problem that y solves, a basic error
estimate, and the Lipschitz property of a = a(x, y) in y to obtain
‖yh − yh‖L∞(Ω1) . ‖a(·, yh)− a(·, y)‖L2(Ω)
. ‖yh − y‖L2(Ω) . h2
(‖f‖L2(Ω) + ‖a(·, y)‖L2(Ω)) ,
upon using (4.4). This concludes the proof.
4.2. Discrete adjoint equation. Let u ∈ Uad and {yt}t∈D ⊂ R. We define the
Galerkin approximation to the adjoint equation (3.6) by
(4.7) qh ∈ Vh : (∇wh,∇qh)L2(Ω) +
(
∂a
∂y (·, y)qh, wh
)
L2(Ω)
=
∑
t∈D
〈(y(t)− yt)δt, wh〉
for all wh ∈ Vh. In (4.7) the variable y ∈ H10 (Ω)∩L∞(Ω) denotes the unique solution
to problem (3.2) with u ∈ Uad, i.e., y = Su. Standard results yield the existence and
uniqueness of a discrete solution.
We present the following error estimates.
Theorem 4.2 (error estimates). Let a = a(x, y) : Ω×R→ R be a Carathe´odory
function of class C1 with respect to the second variable such that a(·, 0) ∈ L2(Ω).
Assume that (A.2) holds and that, for all m > 0, |∂a/∂y(x, y)| ≤ Cm for a.e. x ∈ Ω
and y ∈ [−m ,m ]. Let p ∈ W 1,r0 (Ω), with r ∈ [2d/(d + 2), d/(d − 1)), and qh ∈ Vh be
the solutions to (3.6) and (4.7), respectively. Then
(4.8) ‖p− qh‖L2(Ω) . h2− d2
∑
t∈D
|y(t)− yt| . h2− d2
[
‖u− a(·, 0)‖L2(Ω) +
∑
t∈D
|yt|
]
and
(4.9) ‖p− qh‖L1(Ω) . h2| log h|2.
In both estimates the hidden constants are independent of h.
Proof. Define a(x) = ∂a/∂y(x, y(x)), where y = Su and u ∈ Uad. Since a ∈
L∞(Ω) and a(x) ≥ 0 a.e. in Ω, we can apply [10, Theorem 3] in combination with
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Theorem 2.1 to deduce (4.8). The proof of the estimate (4.9) follows similar arguments
as the ones developed in [7, Lemma 5.3] and [22]. Let w be the solution to
B(w, v) := (∇w,∇v)L2(Ω) +
(
∂a
∂y (·, y)w, v
)
L2(Ω)
= (f, v)L2(Ω) ∀v ∈ H10 (Ω)
and let wh be the Ritz projection of w within Vh, i.e., wh ∈ Vh is such that
B(wh, vh) = B(w, vh) for all vh ∈ Vh. Let f = sgn(p− qh). Thus,
‖p− qh‖L1(Ω) =
ˆ
Ω
f(p− qh)dx = B(w, p)−B(wh, qh) =
∑
t∈D
(y(t)− yt)(m−mh)(t),
where we have used that p and qh solve (3.6) and (4.7), respectively. Since D b Ω,
similar arguments to the ones used in the proof of (4.6) yield
‖p− qh‖L1(Ω) . h2| log h|2
(
‖y‖L∞(Ω) +
∑
t∈D
|yt|
)
‖f‖L∞(Ω).
This concludes the proof.
Let yh ∈ Vh be the unique solution to the discrete problem (4.2) with f = uh ∈
Uad ⊂ L∞(Ω). Define now the discrete variable ph ∈ Vh as the unique solution to
(4.10) (∇wh,∇ph)L2(Ω)+
(
∂a
∂y (·, yh)ph, wh
)
L2(Ω)
=
∑
t∈D
〈(yh(t)− yt)δt, wh〉 ∀wh ∈ Vh.
We present the following error estimate, which will be of importance to perform
an a priori error analysis for a suitable discretization of our optimal control problem.
Theorem 4.3 (auxiliary error estimate). Let a = a(x, y) : Ω × R → R be
a Carathe´odory function of class C1 with respect to the second variable such that
a(·, 0) ∈ L2(Ω). Assume that (A.2) holds and that, for all m > 0, |∂a/∂y(x, y)| ≤ Cm
for a.e. x ∈ Ω and y ∈ [−m ,m ]. Let u, uh ∈ L2(Ω) be such that ‖u‖L2(Ω) ≤ C and
‖uh‖L2(Ω) ≤ C for every h > 0, where C > 0. Let p and ph be the solutions to (3.6)
and (4.10) with y = y(u) and yh = yh(uh), respectively. Then, we have
(4.11) ‖p− ph‖L2(Ω) . ‖u− uh‖L2(Ω) + h2− d2 ,
with a hidden constant that is independent of h.
Proof. We begin by introducing the auxiliary variable pˆ as the unique solution to
the problem: Find pˆ ∈W 1,r0 (Ω), with r ∈ [2d/(d+ 2), d/(d− 1)), such that
(∇w,∇pˆ)L2(Ω) +
(
∂a
∂y (·, yh)pˆ, w
)
L2(Ω)
=
∑
t∈D
〈(yh(t)− yt)δt, w〉 ∀w ∈W 1,r
′
0 (Ω).
With the variable pˆ at hand, a trivial application of the triangle inequality yields
(4.12) ‖p− ph‖L2(Ω) ≤ ‖p− pˆ‖L2(Ω) + ‖pˆ− ph‖L2(Ω).
We first estimate ‖pˆ − ph‖L2(Ω). Since ph corresponds to the finite element ap-
proximation of the auxiliary variable pˆ, within Vh, estimate (4.8) yields
(4.13) ‖pˆ− ph‖L2(Ω) . h2− d2
∑
t∈D
|yh(t)− yt| . h2− d2
(
‖yh‖L∞(Ω) +
∑
t∈D
|yt|
)
.
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Observe that ‖yh‖L∞(Ω) is uniformly bounded. In fact, let us introduce the variable
yˆ ∈ H10 (Ω)∩L∞(Ω) as the unique solution to problem (3.2) with u = uh. Notice that
yh corresponds to the finite element approximation of yˆ within Vh. We thus invoke
the error estimate (4.5), Theorem 2.1, and the assumption on uh, to obtain
(4.14) ‖yh‖L∞(Ω) ≤ ‖yˆ− yh‖L∞(Ω) + ‖yˆ‖L∞(Ω) . (h2− d2 + 1)‖uh− a(·, 0)‖L2(Ω) ≤ C,
where C denotes a positive constant that is independent of the involved continuous
and discrete variables and h. Replacing estimate (4.14) into (4.13), and the obtained
one into (4.12), we conclude the error estimate
(4.15) ‖p− ph‖L2(Ω) . ‖p− pˆ‖L2(Ω) + h2− d2 .
We now bound ‖p− pˆ‖L2(Ω) in (4.15). To accomplish this task, we introduce
φ := p− pˆ ∈W 1,r0 (Ω) : (∇w,∇φ)L2(Ω) +
(
∂a
∂y (·, y)φ,w
)
L2(Ω)
=
∑
t∈D
〈(y(t)− yh(t))δt, w〉+
([
∂a
∂y (·, yh)− ∂a∂y (·, y)
]
pˆ, w
)
L2(Ω)
for all w ∈ W 1,r′0 (Ω). Here, r ∈ [2d/(d + 2), d/(d − 1)). An inf-sup condition that
follows from [10, Theorem 1] yields the stability estimate
‖∇φ‖Lr(Ω) .
∑
t∈D
|y(t)− yh(t)|+
∥∥∥[∂a∂y (·, yh)− ∂a∂y (·, y)] pˆ∥∥∥
L2(Ω)
(4.16)
. ‖y − yh‖L∞(Ω)(1 + ‖pˆ‖L2(Ω)).
To obtain the last estimate we have used that ∂a/∂y = ∂a/∂y(x, y) is locally Lipschitz
in y. We now bound the term ‖pˆ‖L2(Ω). Since W 1,r0 (Ω) ↪→ L2(Ω) for r ∈ [2d/(d +
2), d/(d− 1)), an stability estimate for the problem that pˆ solves yields
‖pˆ‖L2(Ω) . ‖∇pˆ‖Lr(Ω) . ‖yh‖L∞(Ω) +
∑
t∈D
|yt|.
This estimate, (4.16), and (4.14) yields ‖∇φ‖Lr(Ω) . ‖y − yh‖L∞(Ω). We thus invoke
that φ = p− pˆ, r ∈ [2d/(d+ 2), d/(d− 1)), and W 1,r0 (Ω) ↪→ L2(Ω) to arrive at
(4.17) ‖p− pˆ‖L2(Ω) = ‖φ‖L2(Ω) . ‖y − yh‖L∞(Ω),
with a hidden constant that is independent of the involved continuous and discrete
variables and h.
Our final goal now is to bound ‖y − yh‖L∞(Ω). Invoke the variable yˆ and write
‖y − yh‖L∞(Ω) ≤ ‖y − yˆ‖L∞(Ω) + ‖yˆ − yh‖L∞(Ω).
In view of the Lipschitz property (2.2) and the estimate (4.5), we derive
(4.18) ‖y − yh‖L∞(Ω) . ‖u− uh‖L2(Ω) + h2− d2 ‖uh − a(·, 0)‖L2(Ω).
Replacing the estimate (4.18) into (4.17) and the obtained one into (4.15), and taking
into account the assumption on uh, we conclude the desired estimate (4.11).
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4.3. Discretization of the control problem. Let us introduce the finite el-
ement space of piecewise constant functions over Th, Uh = {uh ∈ L∞(Ω) : uh|T ∈
P0(T ) ∀T ∈ Th}, and the space of discrete admissible controls, Uad,h := Uh ∩ Uad.
With this discrete setting at hand, we propose the following finite element discretiza-
tion of the optimal control problem (3.1)–(3.2): Find minJ(yh, uh) subject to
(4.19) yh ∈ Vh : (∇yh,∇vh)L2(Ω) + (a(·, yh), vh)L2(Ω) = (uh, vh)L2(Ω) ∀vh ∈ Vh,
and the discrete constraints uh ∈ Uad,h. We recall that Vh is defined as in (4.1).
The existence of at least one solution for the previously defined discrete optimal
control problem follows immediately from the compactness of Uad,h and the continuity
of the cost functional J . Let us introduce the discrete control to state map Sh :
Uh 3 uh 7→ yh ∈ Vh, where yh solves (4.19), and define the reduced cost functional
jh(uh) := J(Shuh, uh). With these ingredients at hand, as in the continuous case, we
can derive first order optimality conditions for the discrete optimal control problem.
In particular, if u¯h denotes a local solution, then
(4.20) j′h(u¯h)(uh − u¯h) = (p¯h + αu¯h, uh − u¯h)L2(Ω) ≥ 0 ∀uh ∈ Uad,h,
where p¯h ∈ Vh solves the discrete problem (4.10) with yh = y¯h := Shu¯h.
The following error estimates can be found in [14, Lemmas 37 and 38].
Theorem 4.4 (auxiliary error estimate). Let Ω be a convex polytope. Assume
that (A.1) and (A.2) hold. Let u ∈ Uad and uh ∈ Uad,h ⊂ Uad. Let y = y(u) be the
solution to (3.2) and let yh = yh(uh) be the solution to (4.19). Then,
‖∇(y − yh)‖L2(Ω) . h+ ‖u− uh‖L2(Ω), ‖y − yh‖L∞(Ω) . h2− d2 + ‖u− uh‖L2(Ω).
In addition, if uh ⇀ u in L
s(Ω) as h ↓ 0, with s > d/2, then yh → y in H10 (Ω)∩C(Ω¯)
as h ↓ 0 and j(u) ≤ lim infh↓0 jh(uh).
In what follows we provide a convergence result that, in essence, guarantees that
the sequence of global solutions {u¯h} of the discrete optimal control problems con-
verge, as h ↓ 0, to a solution of the continuous optimal control problem.
Theorem 4.5 (convergence of the discrete solutions). Assume that (A.1), (A.2),
and (A.3) hold. Let h > 0 and u¯h ∈ Uad,h be a global solution of the discrete optimal
control problem. Then, there exist nonrelabeled subsequences of {u¯h}h>0 such that
u¯h ⇀
∗ u¯ in the weak? topology of L∞(Ω), as h ↓ 0, where u¯ corresponds to a local
solution of the optimal control problem (3.1)–(3.2). In addition, it follows that
(4.21) lim
h→0
‖u¯− u¯h‖L2(Ω) = 0, lim
h→0
jh(u¯h) = j(u¯).
Proof. We begin the proof by noticing that, since u¯h ∈ Uad,h ⊂ Uad for every
h > 0, the sequence {u¯h}h>0 is uniformly bounded in L∞(Ω). Then, there exists a
nonrelabeled subsequence such that u¯h ⇀
∗ u¯ in L∞(Ω) as h ↓ 0. In what follows, we
prove that u¯ ∈ Uad is a solution to the optimal control problem (3.1)–(3.2) and that
the convergence results in (4.21) hold.
Let u˜ ∈ Uad be a solution to (3.1)–(3.2). Define u˜h := ΠL2 u˜ ∈ Uad,h, the
orthogonal projection of u˜ into piecewise constant functions over Th. We recall that
ΠL2 : L
2(Ω)→ Uh, ΠL2v|T :=
1
|T |
ˆ
T
vdx, T ∈ T , v ∈ L2(Ω).
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Since Theorem 3.4 guarantees that u˜ ∈ H1(Ω), we immediately conclude that ‖u˜ −
u˜h‖L2(Ω) → 0 as h ↓ 0. We thus invoke, the local optimality of u˜, Theorem 4.4, the
global optimality of u¯h, and the convergence result u˜h → u˜ in L2(Ω) to obtain
j(u˜) ≤ j(u¯) ≤ lim inf
h↓0
jh(u¯h) ≤ lim sup
h↓0
jh(u¯h) ≤ lim sup
h↓0
jh(u˜h) = j(u˜).
This proves that u¯ is a solution to problem (3.1)–(3.2) and that limh↓0 jh(u¯h) = j(u¯).
The strong convergence u¯h → u¯ in L2(Ω) follows from limh↓0 jh(u¯h) = j(u¯) and
y¯h → y¯ in C(Ω¯); see Theorem 4.4. In fact, the latter converge result implies that∑
t∈D
(yh(t)− yt)2 →
∑
t∈D
(y(t)− yt)2, h ↓ 0.
Since limh↓0 jh(u¯h) = j(u¯), we thus conclude that ‖u¯h‖2L2(Ω) → ‖u¯‖2L2(Ω) as h ↓ 0.
The weak convergence u¯h ⇀ u¯ in L
2(Ω), as h ↓ 0, allows us to conclude.
5. Error estimates. Let {u¯h}h>0 ⊂ Uad,h be a sequence of local minima of the
discrete optimal control problems such that u¯h → u¯ in L2(Ω), as h ↓ 0, where u¯ ∈ Uad
is a local solution of (3.1)–(3.2); see Theorem 4.5. The main goal of this section is to
derive the following a priori error estimate for u¯− u¯h in L2(Ω):
Theorem 5.1 (error estimate). Assume that (A.1), (A.2), and (A.3) hold, and
that a(·, 0) ∈ L∞(Ω). Let u¯ ∈ Uad satisfies the sufficient second order optimality
condition (3.29). Then there exists h‡ > 0 such that the following inequality holds:
(5.1) ‖u¯− u¯h‖L2(Ω) . h| log h| ∀h < h‡,
with a hidden constant that is independent of h.
To prove this result we will proceed by contradiction following [17, 11]. We
will assume that {u¯h}h>0 converges to u¯ as h ↓ 0 and (5.1) does not hold. If we
assume that (5.1) is false, we can thus find, for every k ∈ N, hk > 0 such that
‖u¯− u¯hk‖L2(Ω) > khk| log hk|, and thus a sequence {hk}k∈N ⊂ R+ such that
(5.2) lim
hk↓0
‖u¯− u¯hk‖L2(Ω) → 0, lim
hk↓0
‖u¯− u¯hk‖L2(Ω)
hk| log hk| = +∞.
To prove the estimate in Theorem 5.1, we need some preparatory lemmas.
Lemma 5.2 (auxiliary result). Assume that (A.1), (A.2), and (A.3) hold. Let
u¯ ∈ Uad satisfies the second order optimality condition (3.29). Let us assume, in
addition, that (5.1) is false. Then there exists h† > 0 such that
(5.3) C‖u¯− u¯h‖2L2(Ω) ≤ [j′(u¯h)− j′(u¯)](u¯h − u¯) ∀h < h†,
where C = 2−1 min{µ, α}, with α being the regularization parameter and µ the constant
appearing in estimate (3.30).
Proof. Since (5.1) is false, there exists a sequence {hk}k∈N such that the limits in
(5.2) hold. In an attempt to simplify the exposition of the material, in what follows,
we will omit the subindex k, i.e., we denote uhk = uh. Observe that h ↓ 0 as k ↑ ∞.
Define vh := (u¯h− u¯)/‖u¯h− u¯‖L2(Ω). Upon taking a subsequence, if necessary, we
can assume that vh ⇀ v in L
2(Ω) as h ↓ 0. In what follows, we prove that v ∈ Cu¯,
with Cu¯ defined as in (3.22). Since u¯h ∈ Uad,h ⊂ Uad, it is clear that vh satisfies
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the sign conditions in (3.23). The fact that vh ⇀ v in L
2(Ω) as h ↓ 0 implies that v
satisfies (3.23) as well. To show that v(x) = 0 if p¯(x) 6= 0 for a.e. x ∈ Ω, we introduce
(5.4) p¯h := p¯h + αu¯h.
Since ‖u¯− u¯h‖L2(Ω) → 0 as h ↓ 0, Theorem 4.3 yields p¯h → p¯ in L2(Ω) as h ↓ 0. Thus,
ˆ
Ω
p¯(x)v(x)dx = lim
h→0
ˆ
Ω
p¯h(x)vh(x)dx = lim
h→0
1
‖u¯h − u¯‖L2(Ω)
·
(ˆ
Ω
p¯h(ΠL2 u¯− u¯)dx+
ˆ
Ω
p¯h(u¯h −ΠL2 u¯)dx
)
=: lim
h→0
I + II
‖u¯h − u¯‖L2(Ω) .
We recall that ΠL2 denotes the L
2-orthogonal projection into piecewise constant func-
tions over Th. The discrete variational inequality (4.20) immediately yields II ≤ 0.
On the other hand, |I| ≤ ‖p¯h‖L2(Ω)‖u¯ − ΠL2 u¯‖L2(Ω) . h‖∇u¯‖L2(Ω), upon noticing
that ‖p¯h‖L2(Ω) ≤ ‖p¯h − p¯‖L2(Ω) + ‖p¯‖L2(Ω) ≤ C, where C > 0. On the basis of (5.2)
the previous inequalities yield
ˆ
Ω
p¯(x)v(x)dx . lim
h→0
h
‖u¯h − u¯‖L2(Ω) . limh→0
h| log h|
‖u¯h − u¯‖L2(Ω) = 0.
Since v satisfies the sign condition (3.23), then p¯(x)v(x) ≥ 0. Therefore the previous
inequality yields
´
Ω
|p¯(x)v(x)|dx = ´
Ω
p¯(x)v(x)dx ≤ 0. Consequently, if p¯(x) 6= 0,
then v(x) = 0 for a.e. x ∈ Ω. This allows us to conclude that v ∈ Cu¯.
We now invoke the mean value theorem to deduce that
(5.5) [j′(u¯h)− j′(u¯)](u¯h − u¯) = j′′(uˆh)(u¯h − u¯)2, uˆh = u¯+ θh(u¯h − u¯),
where θh ∈ (0, 1). Let yuˆh be unique solution to (3.2) with u = uˆh and puˆh be the
unique solution to (3.6) with y = yuˆh . Since u¯h → u¯ in L2(Ω) as h ↓ 0, we have
yuˆh → y¯ in H10 (Ω) ∩ C(Ω¯) and puˆh → p¯ in W 1,r0 (Ω) as h ↓ 0. Here r < d/(d − 1).
Similarly, vh ⇀ v in L
2(Ω) implies that zvh ⇀ zv in H
2(Ω) ∩H10 (Ω) as h ↓ 0. Hence,
invoke (3.12), the definition of vh, and the second order condition (3.30) to obtain
lim
h↓0
j′′(uˆh)v2h = lim
h↓0
(
α−
(
∂2a
∂y2 (·, yuˆh)z2vh , puˆh
)
L2(Ω)
+
∑
t∈D
z2vh(t)
)
= α−
(
∂2a
∂y2 (·, y¯)z2v , p¯
)
L2(Ω)
+
∑
t∈D
z2v(t)
= α+ j′′(u¯)v2 − α‖v‖2L2(Ω) ≥ α+ (µ− α)‖v‖2L2(Ω).
Therefore, since ‖v‖L2(Ω) ≤ 1, we arrive at limh↓0 j′′(uˆh)v2h ≥ min{µ, α} > 0, which
proves the existence of h† > 0 such that
j′′(uˆh)v2h ≥ 2−1 min{µ, α} ∀h < h†.
This, in light of the definition of vh and the identity (5.5), allows us to conclude.
Lemma 5.3 (auxiliary result). Assume that (A.1), (A.2), and (A.3) hold, and
that a(·, 0) ∈ L∞(Ω). Let u1, u2 ∈ Uad and v ∈ L∞(Ω). Thus, we have the estimates
(5.6) |j′(u1)v − j′h(u1)v| . h2| log h|2‖v‖L∞(Ω),
and
(5.7) |j′h(u1)v − j′h(u2)v| . ‖u1 − u2‖L2(Ω)‖v‖L2(Ω).
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Proof. We proceed on the basis of two steps.
Step 1. The goal of this step is to derive (5.6). To accomplish this task, we begin
with a basic computation which reveals that j′(u1)v = (pu1 + αu1, v)L2(Ω), where
pu1 ∈W 1,r0 (Ω) : (∇w,∇pu1)L2(Ω) +
(
∂a
∂y (·, yu1)pu1 , w
)
L2(Ω)
=
∑
t∈D
〈(yu1(t)−yt)δt, w〉
for all w ∈W 1,r′0 (Ω). Here, r ∈ [2d/(d+2), d/(d−1)), yu1 denotes the unique solution
to the state equation (3.2) with u = u1, and r
′ denotes the Ho¨lder’s conjugate of r.
A similar argument yields j′h(u1)v = (pˆh + αu1, v)L2(Ω), where pˆh is such that
(5.8) pˆh ∈ Vh : (∇wh,∇pˆh)L2(Ω)+
(
∂a
∂y (·, yˆh)pˆh, wh
)
L2(Ω)
=
∑
t∈D
〈(yˆh(t)−yt)δt, wh〉
for all wh ∈ Vh. In (5.8) the variable yˆh ∈ Vh corresponds to the solution to (4.19)
with uh replaced by u1. Define pˆ ∈W 1,r0 (Ω) as the unique solution to
(∇w,∇pˆ)L2(Ω) +
(
∂a
∂y (·, yˆh)pˆ, w
)
L2(Ω)
=
∑
t∈D
〈(yˆh(t)− yt)δt, w〉 ∀w ∈W 1,r
′
0 (Ω).
Here, r ∈ [2d/(d+2), d/(d−1)). Notice that pˆh ∈ Vh corresponds to the finite element
approximation of pˆ within Vh. We also notice the following stability estimate for pˆ:
(5.9) ‖∇pˆ‖Lr(Ω) .
∑
t∈D
|yˆh(t)− yt|.
With all these continuous and discrete variables at hand, we can write
(5.10) j′(u1)v − j′h(u1)v = (pu1 − pˆ, v)L2(Ω) + (pˆ− pˆh, v)L2(Ω) := I + II.
To estimate the term I we define ζ := pu1 − pˆ ∈W 1,r0 (Ω) and observe that
ζ ∈W 1,r0 (Ω) : (∇w,∇ζ)L2(Ω) +
(
∂a
∂y (·, yu1)ζ, w
)
L2(Ω)
=
∑
t∈D
〈(yu1(t)− yˆh(t))δt, w〉+
([
∂a
∂y (·, yˆh)− ∂a∂y (·, yu1)
]
pˆ, w
)
L2(Ω)
for all w ∈W 1,r′0 (Ω). An inf-sup condition that follows from [10, Theorem 1] yields
(5.11) ‖∇ζ‖Lr(Ω) .
∑
t∈D
|yu1(t)− yˆh(t)|+
∥∥∥[∂a∂y (·, yˆh)− ∂a∂y (·, yu1)] pˆ∥∥∥
L2(Ω)
.
Let us concentrate on the second term of the right hand side of (5.11). Let Λ1,Ω0
be smooth domains such that Ω1 b Λ1 b Ω0 b Ω and D ⊂ Ω1. Observe that
(5.12) I2 :=
∥∥∥[∂a∂y (·, yˆh)− ∂a∂y (·, yu1)] pˆ∥∥∥2
L2(Ω)
=
∥∥∥[∂a∂y (·, yˆh)− ∂a∂y (·, yu1)] pˆ∥∥∥2
L2(Λ1)
+
∥∥∥[∂a∂y (·, yˆh)− ∂a∂y (·, yu1)] pˆ∥∥∥2
L2(Ω\Λ1)
.
In view of the estimates of Theorem 4.1 we can thus arrive at
I2 . ‖pˆ‖2L2(Λ1)‖yˆh − yu1‖2L∞(Λ1) + ‖pˆ‖2L∞(Ω\Λ1)‖yˆh − yu1‖2L2(Ω)
. h4| log h|4‖pˆ‖2L2(Ω) + h4‖pˆ‖2L∞(Ω\Λ1)‖u1 − a(·, 0)‖2L2(Ω).
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Invoke the Sobolev embedding W 1,r0 (Ω) ↪→ L2(Ω), with r ∈ [2d/(d + 2), d/(d − 1)),
and the fact that u1 ∈ Uad to obtain
(5.13) I2 . h4| log h|4‖∇pˆ‖2Lr(Ω) + h4‖pˆ‖2L∞(Ω\Λ1),
where the hidden constant is independent of the involved continuous and discrete
variables but depends on the continuous optimal control problem data. We now
utilize [12, Theorem 3.4] to conclude that ‖pˆ‖L∞(Ω\Λ1) is uniformly bounded. On the
other hand, the stability estimate (5.9) and analogous arguments to the ones that lead
to (4.14) allows us to conclude that ‖∇pˆ‖Lr(Ω) ≤ C, where C depends on {yt}t∈D,
a, a, and b. We thus invoke (5.13) to arrive at I . h2| log h|2. This bound, estimate
(5.11), and the local estimate (4.6), yield
(5.14) I ≤ ‖ζ‖L2(Ω)‖v‖L2(Ω) . ‖∇ζ‖Lr(Ω)‖v‖L2(Ω) . h2| log h|2‖v‖L2(Ω).
The control of II in (5.10) follows immediately from the error estimate (4.9):
(5.15) II ≤ ‖pˆ− pˆh‖L1(Ω)‖v‖L∞(Ω) . h2| log h|2‖v‖L∞(Ω).
Upon combining (5.10), (5.14), and (5.15), we obtain the estimate (5.6).
Step 2. In this step we derive (5.7). From the previous step, we have that
j′h(u1)v = (pˆh + αu1, v)L2(Ω), where pˆh ∈ Vh is the unique solution to problem (5.8).
On the other hand, similar arguments yield j′h(u2)v = (p˜h + αu2, v)L2(Ω), where
p˜h ∈ Vh is the unique solution to the discrete problem
(∇wh,∇p˜h)L2(Ω) +
(
∂a
∂y (·, y˜h)p˜h, wh
)
L2(Ω)
=
∑
t∈D
〈(y˜h(t)− yt)δt, wh〉 ∀wh ∈ Vh,
and y˜h ∈ Vh corresponds to the solution to (4.19) with uh replaced by u2. Therefore,
(5.16) |j′h(u1)v − j′h(u2)v| ≤
(‖pˆh − p˜h‖L2(Ω) + α‖u1 − u2‖L2(Ω)) ‖v‖L2(Ω).
The rest of the proof is dedicated to bound ‖pˆh − p˜h‖L2(Ω). To accomplish this
task, we define
ξ ∈W 1,r0 (Ω) : (∇w,∇ξ)L2(Ω) +
(
∂a
∂y (·, yˆh)ξ, w
)
L2(Ω)
=
∑
t∈D
〈(yˆh(t)− y˜h(t))δt, w〉+
([
∂a
∂y (·, y˜h)− ∂a∂y (·, yˆh)
]
p˜h, w
)
L2(Ω)
∀w ∈W 1,r′0 (Ω).
We also define ξh := pˆh− p˜h ∈ Vh and immediately observe that ξh corresponds to the
finite element approximation of ξ within Vh. We thus invoke basic estimates, (4.8),
and an stability estimate for the problem that ξ solves to arrive at
‖ξh‖L2(Ω) ≤ ‖ξ − ξh‖L2(Ω) + ‖ξ‖L2(Ω) . ‖ξ − ξh‖L2(Ω) + ‖∇ξ‖Lr(Ω)
. (h2− d2 + 1)
(
‖yˆh − y˜h‖L∞(Ω) +
∥∥∥[∂a∂y (·, y˜h)− ∂a∂y (·, yˆh)] p˜h∥∥∥
L2(Ω)
)
.
The previous estimate, in light of assumption (A.3), immediately yields
(5.17) ‖pˆh − p˜h‖L2(Ω) = ‖ξh‖L2(Ω) . (1 + ‖p˜h‖L2(Ω))‖yˆh − y˜h‖L∞(Ω).
We now bound ‖yˆh − y˜h‖L∞(Ω). Before proceeding with such an estimation,
we recall that yui solves (3.2) with u = ui, where i ∈ {1, 2}, and that yˆh and y˜h
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correspond to the finite element approximations of yu1 and yu2 , respectively. Since
a(·, yˆh) − a(·, y˜h) = ∂a∂y (·, yh)(yˆh − y˜h), where yh = y˜h + θh(yˆh − y˜h) and θh ∈ (0, 1),
we deduce that yˆh − y˜h ∈ Vh solves the problem
(∇(yˆh−y˜h),∇vh)L2(Ω)+
(
∂a
∂y (·, yh)(yˆh − y˜h), vh
)
L2(Ω)
= (u1−u2, vh)L2(Ω) ∀vh ∈ Vh.
Define η ∈ H10 (Ω) as the solution to
(∇η,∇v)L2(Ω) +
(
∂a
∂y (·, yh)η, v
)
L2(Ω)
= (u1 − u2, v)L2(Ω) ∀v ∈ H10 (Ω).
Noticing that yˆh − y˜h ∈ Vh corresponds to the finite element approximation of η
within Vh, we conclude, in view of estimate (4.5), that
‖yˆh − y˜h‖L∞(Ω) ≤ ‖(yˆh − y˜h)− η‖L∞(Ω) + ‖η‖L∞(Ω) . (h2− d2 + 1)‖u1 − u2‖L2(Ω).
Replace this bound into (5.17) and the obtained one into (5.16) to conclude
(5.18) |j′h(u1)v − j′h(u2)v| . (1 + ‖p˜h‖L2(Ω) + α)‖u1 − u2‖L2(Ω)‖v‖L2(Ω).
We finally observe that similar arguments to the ones used to derive (4.14) yield
‖p˜h‖L2(Ω) . ‖u2 − a(·, 0)‖L2(Ω) +
∑
t∈D
|yt| . C,
where C > 0. This concludes the proof.
Inspired by [17, Lemma 7.5] and [15, Lemma 4.17], we now introduce a suitable
auxiliary variable and provide an error estimate.
Lemma 5.4 (error estimate for an auxiliary variable). There exists h? > 0 such
that for h < h? there exists u
∗
h ∈ Uad,h satisfying j′(u¯)(u¯− u∗h) = 0 and
‖u¯− u∗h‖L2(Ω) ≤ Ch ∀h < h?, C > 0.
Proof. Define, for each T ∈ Th, IT :=
´
T
p¯(x)dx and u∗h ∈ Uh by
(5.19) u∗h|T :=
1
IT
ˆ
T
p¯(x)u¯(x)dx if IT 6= 0, u∗h|T :=
1
|T |
ˆ
T
u¯(x)dx if IT = 0.
We recall that p¯ = p¯ + αu¯. In view of the fact that u¯ ∈ C0,1(Ω¯), which follows from
Theorem 3.4, there exists h? > 0 such that
|u¯(x1)− u¯(x2)| ≤ (b− a)/2 ∀h < h? ∀x1, x2 ∈ T.
This implies, in particular, that, for each T ∈ Th, u¯ do not take both values a and
b in T . Therefore, with (3.21) at hand, we deduce that, for a.e x ∈ T , p¯(x) ≥ 0 or
p¯(x) ≤ 0. Consequently, we have that IT = 0 if and only if p¯(x) = 0 for a.e. x ∈ T ,
and that, if IT 6= 0, p¯(x)/IT ≥ 0 for a.e. x ∈ T . From this fact, and in view of
the generalized mean value theorem, we conclude the existence of xT ∈ T such that
u∗h|T = u¯(xT ). Since u∗h ∈ Uh, we have thus obtained that u∗h ∈ Uad,h. Now, let
T ∈ Th. We estimate ‖u¯− u∗h‖L2(T ) as follows:
‖u¯− u∗h‖L2(T ) ≤ ‖u¯−ΠL2 u¯‖L2(T ) + ‖ΠL2 u¯− u∗h‖L2(T ) . h‖∇u¯‖L2(T ) + h
d
2 ‖u¯‖L∞(T ).
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We finally observe that (5.19) immediately yields
j′(u¯)u∗h = (p¯, u
∗
h)L2(Ω) =
∑
T∈Th
(p¯, u∗h)L2(T ) =
∑
T∈Th
(p¯, u¯)L2(T ) = j
′(u¯)u¯.
This concludes the proof.
Proof of Theorem 5.1. Adding and subtracting the term j′h(u¯h)(u¯ − u¯h) in the
right hand side of inequality (5.3) we obtain
‖u¯− u¯h‖2L2(Ω) . [j′(u¯)− j′h(u¯h)](u¯− u¯h) + [j′h(u¯h)− j′(u¯h)](u¯− u¯h)
for every h < h†. Invoke inequality (5.6) in conjunction with that fact that u¯, u¯h ∈ Uad
to immediately arrive at
(5.20) ‖u¯− u¯h‖2L2(Ω) . [j′(u¯)− j′h(u¯h)](u¯− u¯h) + h2| log h|2.
We now estimate [j′(u¯)− j′h(u¯h)](u¯− u¯h). To accomplish this task, we set u = u¯h in
(3.5) and uh = u
∗
h in (4.20) to obtain
0 ≤ j′(u¯)(u¯h − u¯), 0 ≤ j′h(u¯h)(u∗h − u¯h) = j′h(u¯h)(u∗h − u¯) + j′h(u¯h)(u¯− u¯h).
Adding these inequalities we arrive at [j′(u¯)− j′h(u¯h)](u¯− u¯h) ≤ j′h(u¯h)(u∗h − u¯). We
utilize that u∗h is such that j
′(u¯)(u∗h−u¯) = 0, which follows from Lemma 5.4, to obtain
[j′(u¯)− j′h(u¯h)](u¯− u¯h) ≤ [j′h(u¯h)− j′(u¯)](u∗h − u¯)
= [j′h(u¯h)− j′h(u¯)](u∗h − u¯) + [j′h(u¯)− j′(u¯)](u∗h − u¯).
We thus apply estimates (5.6) and (5.7) to obtain
[j′(u¯)− j′h(u¯h)](u¯− u¯h) . ‖u¯h − u¯‖L2(Ω)‖u∗h − u¯‖L2(Ω) + h2| log h|2.
Invoke Young’s inequality and the estimate of Lemma 5.4 to arrive at
(5.21) [j′(u¯)− j′h(u¯h)](u¯− u¯h) ≤ 12‖u¯h − u¯‖2L2(Ω) + Ch2(1 + | log h|2)
for every h < h?. Here, C > 0. Finally, replacing estimate (5.21) into (5.20) we
conclude (5.1). This, which contradicts (5.2), concludes the proof.
6. Numerical example. In this section we conduct a numerical experiment
that illustrates the performance of the scheme of section 4.3 when is used to approxi-
mate the solution to (1.1)–(1.3). The numerical experiment has been carried out with
the help of a code that was implemented using C++. All matrices have been assembled
exactly and global linear systems were solved using the multifrontal massively parallel
sparse direct solver (MUMPS) [2, 3]. The right hand sides and the approximation er-
rors were computed by a quadrature formula which is exact for polynomials of degree
nineteen (19).
For a given partition Th, we seek (y¯h, p¯h, u¯h) ∈ Vh × Vh × Uad,h that solves the
discrete optimality problem presented in section 4.3. This problem is solved by using
a primal–dual active set strategy [32, section 2.12.4] combined with a fixed point
strategy.
Example. We set Ω = (0, 1)2, a(·, y) = y3, b = −a = 10, α = 0.1,
D = {(0.25, 0.25), (0.75, 0.25), (0.75, 0.75), (0.25, 0.75)},
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and
y(0.25,0.25) = 3, y(0.75,0.25) = −3, y(0.75,0.75) = 3, y(0.25,0.75) = −3.
In the absence of an exact solution, we calculate the error committed in the
approximation of the optimal control variable, by taking as a reference solution the
discrete optimal control obtained on a fine triangulation Th: the mesh Th is such
that h ≈ 9 · 10−4. In Figure 6.1, we observe that an optimal experimental order of
convergence, in terms of approximation, is attained: O(h).
Fig. 6.1. Experimental rate of convergence for the error ‖u¯− u¯h‖L2(Ω).
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