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Abstract
This thesis focuses on the study of adsorption phenomena on pristine and defective
surfaces with respect to surface reactions, functionalisation and thermodynamic sta-
bility. For that purpose the thesis is split into three parts:
Part I discusses entropic effects to molecular adsorption. Free energy profiles
were calculated using classical potentials and molecular dynamics simulations for
two large organic molecules and the entropic contribution to adsorption was de-
rived, which was used to explain dewetting behaviour at higher temperatures. Fur-
thermore, the entropic contributions to step adhesion and dimer formation were
calculated for one of the molecules. It is shown that entropic effects counteract step
adhesion enthalpies and lead to desorption above room temperature, whereas dimers
retain some rotational and translational entropy and are thus stable even at higher
temperatures. These results are important for self-assembled films, where entropic
contributions dictate film stability at room temperature.
Part II investigates the rutile TiO2 (110) surface and how surface reduction
impacts Ti interstitial defect formation and diffusion from the surface to the bulk.
Point defects were calculated in the bulk as well as at a surface of TiO2. The barrier
for Ti interstitial formation is significantly lowered for reduced (110) surfaces and
their diffusion barrier rapidly recovers bulk diffusion due to effective screening of the
Ti vacancy and the interstitial.
In Part III point defects in black phosphorus, a novel 2D material, are studied
as well as how their presence influences adsorption of O2, H2O, H2 and H atoms in
the context of surface degradation. Comparing first principles calculations to ex-
perimental data, observed defects could be attributed to SnP defects. Furthermore,
the degradation mechanism under ambient conditions was found to be exothermic,
leading to rapid oxidation of the surface and subsequent decomposition into phos-
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phoric acid. These results are relevant for future applications of black phosphorus,
since its instability hinders its integration into novel technologies.
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Impact Statement
This thesis entails work from three collaborative projects researching molecular ad-
sorption on pristine and defective crystal surfaces. Part I is investigating how en-
tropy affects molecular adsorption and inter-molecular interactions for large organic
molecules via classical molecular dynamics and thermodynamic integration calcu-
lations. The presented results are important for the research community of self-
assembled molecules on insulating substrates, as they highlight the need to consider
entropic contributions. Counterintuitive relationships were found for step adhesion,
which signifies that entropic contributions are difficult to predict a priori.
In Part II the influence of surface phenomena on the bulk crystal is examined.
Surface reduction of TiO2 facilitates the formation of Ti interstitials (Tii), which
can diffuse into the bulk and alter the electronic properties of the material. The
presented work confirms an experimentally proposed mechanism through first princi-
ple’s calculations. Therefore, it is of particular relevance to the academic community,
but also is important for the future development of many real world applications
such as gas sensors, catalysis, solar cells and coatings.
2D materials and particularly black phosphorus have seen rapid increase in re-
search interest due to their potential application in ultra-thin electronics, energy
storage materials or biomedical applications. To that purpose the fundamental
properties of black phosphorus need to be understood. The data presented in Part
III predicts Sn impurities to be the main source of defects in the material, matching
scanning tunnelling experiments and confirming experimentally observed p-doping.
Tin is implanted in the crystal during growth, thus emphasising the need to improve
the crystal growth process in order to obtain pristine black phosphorus. Inversely,
the presented work lays the groundwork for doping studies to produce magnetic
monolayers or p-n junctions.
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Chapter 1
Introduction and Personal
Motivation
Whether it is a catalytic converter in a diesel car, the solar cells erected on rooftops,
the oil in an engine or the teflon coating on frying-pans, surface science impacts
everyday life in a plethora of ways. Nature has long harnessed the power of surface
phenomena to its advantage, such as for example the lotus effect. Being able to un-
derstand and control the processes which take place at material surfaces is essential
for the development of novel technologies and applications.
The adsorption of molecules on surfaces plays a crucial role in surface cataly-
sis. For instance the production of essential chemical compounds such as ammonia,
hydrogen gas or ethene is driven by special catalysts. Consequently, understanding
the adsorption process and the steps which are involved in surface reactions is im-
perative to enhance catalytic performance. But adsorption processes are not limited
to catalysts. Gas sensors also exploit the interactions of molecules adsorbed on sur-
faces. For example TiO2 is used as an oxygen sensor in car exhausts, detecting the
oxygen concentration in the exhaust gas in order to optimise the fuel to air ratio in
the engine.
With the advent of affordable supercomputers, the ability to model bulk materi-
als and interfaces has resulted in a growing field of computational material scientists.
Advanced modelling techniques allow the study of molecules, which may not even
have been synthesised before, on surfaces in great detail in a fraction of the time re-
quired to study the same system experimentally. It also allows the study of systems
under extreme conditions such as at very high temperature or metastable materials,
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which is difficult or impossible to do in the lab.
The work presented in this thesis investigates a range of surface phenomena via
computational modelling. Specifically, this thesis culminates three research projects,
which I have been involved with over the course of my four years as a PhD student.
Thus, the thesis is divided into three parts, each addressing one project.
In my first year I worked on molecular self-assembly on insulating surfaces in col-
laboration with researchers at Aix-Marseille University in France. Two large organic
molecules were studied with respect to the influence their conformational flexibil-
ity has on surface adsorption and film nucleation. Experimentally the molecules
were studied with non-contact atomic force microscopy. Obtained images repre-
sent snapshots of the system under controlled conditions with molecular resolution.
2D monolayer structures and molecules at surface defects such as step edges were
resolved. However, the data acquisition time is orders of magnitude slower than
the rate of surface dynamics, which means the snapshots cannot give insight into
the self-assembly process. Furthermore, the surface energetics are very difficult to
probe: changes in entropy can affect the self-assembly process leading to disordered
structures or molecular crystals, yet it is difficult to investigate entropic effects exper-
imentally. Computational modelling offers a useful tool to obtain insight into such
processes and study the fundamental forces, which drive self-assembly. To those
means classical molecular dynamics and force fields were employed, which allow the
computation of long trajectories. In a post processing step the trajectories can be
analysed using thermodynamic integration to calculate entropic contributions to e.g.
adsorption.
During the second year of my PhD I was working at JAIST, Japan, under the
supervision of Prof. M. Tomitori investigating the surface reduction of TiO2. Fur-
ther, the research plan involved the study of interactions between water and SiOx
with the (110) surface. TiO2 crystals are annealed at temperatures over 1000 K in
a quartz tube under conventional vacuum or ambient air conditions for up to 48h.
After the annealing process Si can be detected on the surface of TiO2 and small
island growth is observed in non-contact atomic force microscopy images. The al-
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tered surface exhibits some interesting properties, such as super-hydrophilicity. If a
water-droplet on a surface spreads to the extend that the internal angle between the
water-gas and water-solid interface approaches 0°, then the surface is called super-
hydrophilic. Preliminary studies were performed before I arrived in Japan, however,
due to changes in the timeline of the experimental collaborators, the focus of the
study was shifted to understand the reduction and Tii creation mechanism at the
(110) rutile TiO2 surface.
Classical simulations are not able to capture the various interactions taking place
at the surface as it becomes reduced. Therefore, an ab initio method, precisely
density functional theory, was chosen for this study. Intrinsic point defects, primarily
oxygen vacancies and Ti interstitials, were calculated and analysed with respect
to their electronic structure. Such static investigation was supplemented with the
calculation of diffusion barriers in the bulk crystal in order to gain insight into the
transport properties of TiO2. The study was then extended to the (110) surface,
where Ti interstitials and their indiffusion mechanism was analysed as a function of
surface reduction.
After I arrived back at UCL, I began to collaborate with M. Wentink and Prof.
A. Kenyon to research the “novel” 2D material black phosphorus. 2D materials
have seen tremendous growth in interest since the discovery of graphene. As a
semiconductor with a direct bandgap, anisotropic transport properties and high
carrier mobilities, black phosphorus has the potential to surpass graphene due to its
more suitable properties for modern electronic applications. However, in order it to
reach its full potential, if it ever will, the fundamental properties of black phosphorus
and its defect chemistry needs to be better understood. For example experimentally
it is found to be p-doped, yet the origin of the doping is unclear.
In the third part of this thesis intrinsic and extrinsic defects are investigated
and compared to experimental data from secondary ion mass spectrometry and
scanning tunnelling microscopy. Furthermore, the degradation of black phosphorus
under ambient conditions is researched, since rapid degradation is one of the biggest
challenges to bridge the gap from research laboratories to future technologies. Lastly,
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the thesis is concluded in the last chapter and a brief outlook for future work is given.
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Chapter 2
Theoretical Background
For the scope of this work a combination of classical and quantum methods have
been used, which are described in this chapter. Firstly, an introduction to quantum
methods is given including the most relevant approximations and limitations of these
methods. Particular emphasis is placed on density functional theory, which has been
used extensively in parts II and III of this thesis for calculations of defects in black
phosphorus and rutile TiO2. Standard DFT albeit being a powerful tool to study the
electron density of quantum systems has its limitations due to the lack of non-local
electron correlation and electron self-interaction errors. Corrections to standard
DFT are discussed such as hybrid-DFT and van der Waals corrections. Furthermore,
for the study of self-assembled monolayers classical force fields in combination with
molecular dynamics was used. An introduction to classical simulations is given in
Section 2.1.6.
The results from quantum and classical calculations can be analysed by employ-
ing various methods. The second half of this chapter is focussing on describing such
methods. Firstly, an introduction to the computation of defect formation energies
(DFE) is given, along with important corrections to obtain accurate DFEs. For the
study of defects in black phosphorus theoretical calculations were compared to scan-
ning tunnelling microscopy (STM) images obtained by our collaborators. In order to
directly compare the calculated defects to STM images, the Tersoff-Hamann model
was used, which transposes the electron density into a tip-surface current map.
Defects can induce localised states, which can be analysed by calculating the
inverse participation ratio (IPR) as described in Section 2.2.2. Also related to the
study of defects (but not exclusive to it) are nudged elastic band (NEB) calculations.
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NEB allows the investigation of transition states between two energetic minima of
the potential energy landscape, which was employed for the study of defect diffusion
barriers.
Lastly, the calculation of entropy contributions to adsorption, step adhesion and
dimer formation in part I was only possible by using classical force fields and long
timescale MD simulations, which were analysed using themodynamic integration as
described in Section 2.2.5.
2.1 Simulation Methods for Material Science
2.1.1 Quantum Mechanics
In quantum mechanics, the non-relativistic Hamiltonian for a system containing Nn
nuclei and Ne electrons is given in atomic units by:
Hˆ =− 1
2
Ne∑
i
∇2i −
1
2
Nn∑
A
∇2A
MA
−
Ne,Nn∑
i,A
ZA
|ri −RA|
+
Ne∑
i<j
1
|ri − rj| +
Nn∑
A<B
ZAZB
|RA −RB| ,
(2.1)
where the indices A,B (A6=B) run over all nuclei with mass M and charge Z and
i,j run over all electrons (i 6=j). The position of the nuclei is given by R and of
the electrons by r. The terms in the sum from left to right represent the kinetic
energy of the electrons, the kinetic energy of the nuclei, the electrostatic attraction
between nuclei and electrons, the Coulomb interaction between electrons and finally,
the Coulomb interaction between nuclei.
Wavefunction based methods aim to solve the Schro¨dinger equation:
Hˆ|Ψ(r,R, t)〉 = ih¯ ∂
∂t
|Ψ(r,R, t)〉 , (2.2)
where Ψ(r,R, t) represents the time-dependent wavefunction of the nuclei and elec-
trons. Thus, Equation 2.2 describes the time evolution of a quantum mechanical
system. While the time evolution is important for e.g. excited states spectroscopy,
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oftentimes the time domain is not necessary and instead the time independent
Schro¨dinger equation is solved. This can be achieved by separating the wavefunc-
tion into a product of a spatial and temporal term, Ψ(r,R, t) = ψ(R, r)ψ(t). The
Schro¨dinger equation then reads:
Hˆ|ψ(R, r)〉ψ(t) = ih¯ ∂
∂t
|ψ(R, r)〉ψ(t) , (2.3)
which can be solved by separation of variables and shown to give:
Hˆ|ψ(R, r)〉 = E|ψ(R, r)〉 , and (2.4)
ih¯
d
dt
ψ(t) = Eψ(t) . (2.5)
Equation 2.4 is often called the time-independent Schro¨dinger equation.
Since Equation 2.1 contains a two-body sum over all electron positions, Equa-
tion 2.4 can only be solved analytically for very simple systems. Two main ap-
proaches to solving the time-independent Schro¨dinger equation can be identified:
theories based on wavefunctions such as Hartree-Fock theory (HF) and theories
based on the electron density such as density functional theory (DFT). In fact,
many theoretical physicists today use a combination of the two theories to solve for
the energy eigenvalues of a system. Therefore, a brief description of the two theo-
ries is given in the following sections, but readers are referred to standard quantum
chemical textbooks for an in depth derivation of these well established methods.
2.1.2 Born-Oppenheimer Approximation
Both DFT as well as HF theory take advantage of the fact that nuclei are orders of
magnitude heavier than electrons and therefore, electron density can be regarded as
adapting instantaneously to moving nuclei. Hence, the electron density is a function
of nuclear positions only and not of their momenta. This allows the separation of the
nuclear and electronic parts of the wavefunction, such that ψ(R, r) = ψn(R)ψe(r,R),
which is called the Born- Oppenheimer (BO) approximation. The time-independent
Schro¨dinger equation can then be expressed as:
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(
− 1
2
Ne∑
i
∇2i +
Ne∑
i<j
1
|ri − rj|
+
Ne,Nn∑
i,A
ZA
ri −RA +
Nn∑
A<B
ZAZB
|RA −RB|
)
ψe(r,R) = E
el(R)ψe(r,R)
(2.6)
(
− 1
2
Nn∑
A
∇2A
MA
+ Eel(R)
)
ψn(R) = Eψn(R) . (2.7)
It can be seen that Eel depends parametrically on R. Therefore, the time-
independent Schro¨dinger equation can be solved for stationary nuclear positions,
in whose electrostatic potential the electrons move. Parametrically varying R allows
the computation of the potential energy landscape, on which the nuclei move. Note,
the electronic wavefunction will be written as ψe(r) in the following sections.
While the BO approximation is a powerful tool to reduce the degrees of freedom
of a system, thus reducing the computational cost, there are instances, where it
fails. The coupling of the electronic and nuclear motion is assumed to be zero in
the Born-Oppenheimer approximation, which is not generally true, for example at
conical intersections, which are related to non-radiative decay of excited states.[1]
Non-adiabatic processes are related to many effects such as chemiluminescence, het-
erolytic dissociation and many photochemistry reactions.[2]
2.1.3 Hartree Fock Theory
The wavefunction of a system is not typically known a priori. Fortunately, one
can make use of the variational theorem, which states that the energy calculated
from a guess wavefunction will always be greater than the true ground state energy.
Therefore, one can systematically improve the wavefunction which minimises the
energy. The electronic wavefunction ψe(χ) is a many-body wavefunction of N elec-
trons with 4N variables. HF theory simplifies ψe(χ) by assuming it can be factorised
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into single-particle, orthonormal spin orbitals:
ψe(χ) ≈ φ1(χ1)φ2(χ2) . . . φN(χN) , (2.8)
where φ1(χ1) indicates a single-particle spin orbital of electron 1. However, this
equation does not obey Pauli’s exclusion principle for indistinguishable electrons.
Instead, one can use Slater determinants:
ψe(χ1, χ2, . . . , χN) ≈ 1√
N !
∣∣∣∣∣∣∣∣∣∣∣∣
φ1(χ1) φ2(χ1) . . . φN(χ1)
φ1(χ2) φ2(χ2) . . . φN(χ2)
...
...
...
...
φ1(χN) φ2(χN) . . . φN(χN)
∣∣∣∣∣∣∣∣∣∣∣∣
(2.9)
Note, for closed shell systems typically only one Slater determinant is required, which
is not generally true for open shell systems, where a linear combination of Slater
determinants is needed. The expectation value of the Hamiltonian 〈Hˆ〉 with respect
to a wavefunction that consists of a single Slater determinant can be expressed as:
〈Hˆ〉 = EHF =
N∑
j=1
Ij +
1
2
N∑
i=1
N∑
j=1
(Jij −Kij) ,with (2.10)
Ij = 〈φj(r1)| − 1
2
∇2j −
Nn∑
A=1
ZA
r1 −RA |φj(r1)〉 (2.11)
Jij = 〈φi(r1)φj(r2)| 1|r1 − r2| |φj(r2)φi(r1)〉 (2.12)
Kij = 〈φi(r1)φj(r2)| 1|r1 − r2| |φj(r1)φi(r2)〉 , (2.13)
where Ij represents the energy of an electron in orbital φj in the field of the nucleus.
Jij is termed the Coulomb integral, which represents the interaction of an electron
with the average local potential and Kij is termed the exchange integral, which
arises due to the anti-symmetry condition of the wavefunction. It is worth noting,
that the Coulomb integral is a repulsive interaction, whereas the exchange integral
is an attractive interaction for electrons of the same spin. Thus, HF theory includes
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some form of electron correlation for electrons of the same spin.
The two-body terms Kij and Jij are equal for i = j, which can be understood
as electrons not interacting with themselves. This is one of the most important
differences to density based methods such as DFT. Further, it becomes apparent,
that an electron feels the effect of the average charge distribution and thus, HF
theory is called a mean-field theory. One of the biggest shortcomings of HF theory
is its neglect of electron correlation. Correlation energy can be divided into dynamic
and static correlation. Dynamic correlation is the correlated motion of electrons,
which is not included in the mean-field approach of HF. Static correlation arises
from representing the many-electron wavefunction by a single Slater determinant,
which can be a poor description of systems with nearly degenerate ground states or
excited states, where a linear combination of Slater determinants is required.
2.1.4 Møller-Plesset Theory
In order to account for electron correlation in many-electron systems, HF theory
can be extended to include a wavefunction of more than one Slater determinant, i.e.
including Slater determinants of a system’s excited electronic configurations. Hence,
this approach is called configuration interaction (CI), which is an exact theory in
the limit of a complete basis. However, CI is computationally extremely demanding,
even when restricting the excited states to singly and doubly excited configurations.
Thus, it is only feasible for very small systems, such as diatomics.[3]
Møller-Plesset theory (MP) is a less robust method to account for electron cor-
relation, which is computationally less expensive than CI and thus can be applied
to comparatively large systems. The idea is to treat the difference between the HF
operator and an exact Hamiltonian as a perturbation, such that corrections to EHF
can be made. The most popular correction is MP2, which includes an additional
energy term in the Hamiltonian:
EMP2corr =
1
4
occ∑
ij
virt∑
kl
|〈φiφj|φkφl〉 − 〈φiφj|φlφk〉|2
i + j − k − l , (2.14)
where φi and φj represent occupied spin orbitals and φk and φl represent unoccupied
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virtual spin orbitals. Thus, MP2 includes doubly excited states in the representation
of the total energy. While MP2 is relatively fast (MP2 scales as N5) and size consis-
tent, it is not variational. Thus, the estimate of the correlation energy can be too
large. Higher order excitations (MP3 or MP4 level) are computationally excessively
expensive, particularly since a good basis set is imperative in MP theory, hence
coupled cluster techniques are often preferred. Furthermore, MP2 is not suitable
for metallic systems, where the correlation energy diverges with decreasing k-point
spacing.[4] Nevertheless, progress is being made to reduce the computational cost
of MP2 by localising the orbitals and only evaluate spatially close pairs, known as
local MP2 (L-MP2).[5] This reduces the dependence of the computational effort on
the number of atoms, however, scaling for the number of basis functions per atom
is still poor.
2.1.5 Density Functional Theory
It has been 20 years since Kohn was honoured with the Nobel Prize in chemistry and
his formulation is still widely used today for the study of material properties. The
main advantage of the Hohenberg-Kohn formulation lies in its ability to calculate
material properties based on the electronic density, rather than the many-electron
wavefunction.
The first Hohenberg-Kohn theorem states that for a system of Ne electrons the
external potential Vext is a unique functional of the electron density ρ(r). The density
ρ0(r) that minimises the energy is the ground state (second HK theorem):
E[ρ0(r)] ≤ E[ρ′(r)] (2.15)
Therefore, the variational principle can be used to find the ground state density by
minimising the total electronic energy.
Similar to HF theory, single particle orbitals are used to construct a Slater deter-
minant to express the wavefunction, since electrons are treated as non-interacting
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particles. The electron density can then be derived as:
ρ(r) =
N∑
i
|ψi(r)|2 , (2.16)
where the summation runs over all N single particle orbitals ψi(r).
The exact kinetic energy of interacting electrons is unknown. Hence, the kinetic
energy is calculated for a reference system of non-interacting electrons instead, which
is given by:
ET [ρ(r)] = −1
2
N∑
i
〈ψi(r)|∇2i |ψi(r)〉 . (2.17)
Thus, an effective Hamiltonian can be written:
Hˆ = −1
2
∇2 + Veff , (2.18)
where
Veff = V
ext +
∫
dr′
ρ(r′)
|r− r′| +
δEXC [ρ(r′)]
δρ(r)
, (2.19)
Investigating the terms in the electronic Schro¨dinger equation (Equation 2.6) and
the effective Hamiltonian, it follows, that the total energy of a system can be written
as a functional of the electron density:
E[ρ(r)] = ET [ρ(r)] + EV [ρ(r)] + EHa[ρ(r)] + EXC [ρ(r)] , (2.20)
where ET [ρ(r)] is the kinetic energy of non-interacting electrons, EV [ρ(r)] is the
electrostatic interaction energy between electrons and nuclei, EHa[ρ(r)] is the clas-
sic Coulomb repulsion between electrons and EXC [ρ(r)] is an umbrella term for
corrections to the total energy, which arises due to approximations made to the
kinetic energy of electrons and their Coulomb interaction:
EXC [ρ] = (T [ρ]− Ts[ρ]) + (Vee[ρ]− VH [ρ]) , (2.21)
where the first term describes the difference between the kinetic energy of interacting
12
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particles and non-interacting particles and the second term is the error made in
calculating the electron-electron interaction classically. For the exact EXC , the exact
ground state density can be obtained, making DFT an exact theory. However, EXC
is not known exactly and thus approximations to its form need to be made, making
DFT a non-exact theory in practise.
2.1.5.1 Exchange-Correlation Functionals
There is no way to systematically improve the energies obtained from the exchange-
correlation (xc) operator and many different xc-functionals have been developed
with varying accuracy.[6–8] The first approximations to the xc-functional were based
on the homogeneous electron gas (HEG), which assumes that the positive charge
of the nuclei and ergo the electron density are uniformely distributed such that the
electron denisty is constant for an infinite number of electrons in an infinite volume.[9]
For such a system the exchange energy is known and the correlation energy can be
calculated from methods such as random phase approximation or quantum Monte
Carlo.
In the local density approximation (LDA) the inhomogeneous electron density
is divided into infinitesimally small volumes of constant density. Using the HEG
approximation the exchange and correlation energies can be calculated for these
densities and integrated over the whole electron density:
EXCLDA =
∫
ρ(r)xc(ρ(r))dr , (2.22)
where (ρ(r)) is the xc-energy per particle in a HEG of density ρ(r). Although
Kohn and Sham did not expect the HEG to be a good approximation, it describes
most systems reasonably well. This is mostly attributed to cancellation of errors in
the calculation of the exchange and correlation energies. LDA performs better for
metallic systems, where the electron density varies slowly, than for ionic or insulating
systems.
In order to better approximate the non-homogeneous electron density in the
HEG model, the gradient of the density is included, which is commonly known as
13
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generalised gradient approximation (GGA):
EXCGGA =
∫
f(ρ(r),∇ρ(r))dr , (2.23)
where f is a function of the density and its gradient. Many different formalisms exist
for GGA functionals (PBE,[8] PW91,[10] BLYP[11, 12]), which generally perform better
than LDA for atomisation energies or lattice constants for example.[13] However, for
some properties, such as surface energies, binding energies of weakly bound species
or vibrational frequencies, GGAs can perform worse than LDA.[13–15]
LDA and GGAs can give realistic atomic structures, elastic, and vibrational
properties for a wide range of materials. However, both approximations have com-
mon limitations or failures. Firstly, correlation effects are still poorly described with
these approximations. While local correlation due to electron density is included,
non-local correlation due to the spontaneous creation of dipoles, which induce dipoles
in their vicinity, are not accounted for. These long-range interactions are also called
dispersion interactions. Methods have been developed in order to improve the de-
scription of dispersion interactions such as Grimme-D2/Grimme-D3[16] corrections
to DFT, random phase approximation (RPA),[17] or dispersion corrected atom cen-
tred potentials (DCACP)[18] to name a few. Grimme-D2 corrections add an extra
term to the total energy formalism:
Edispersion = −1
2
∑
A,B
fd(rAB)
C6,AB
r6AB
, (2.24)
where fd(rAB) is a damping function, which reduces the interaction at small inter-
atomic distances, C6,AB is the dispersion coefficient for atom pair A and B, which
have been tabulated, and rAB is the interatomic separation. It is worth pointing out,
that due to the parametric form of the correction, the accuracy of such corrections
is system dependent.[19, 20]
Secondly, since the electrostatic repulsion is calculated from a mean-field ap-
proach, an electron will feel the effect of all electrons, including itself, which is
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commonly known as self-interaction. While in HF theory the self-interaction energy
(Hartree energy) cancels with the exchange energy, it does not in DFT, since the ex-
act xc-functional is unknown. Therefore, electrons feel more repulsion, which leads
to more delocalised electron densities. This is particularly problematic for materials,
which have polaronic states, such as TiO2. The self-interaction error in GGA-DFT
leads to a delocalisation of a polaron and thus is not a suitable method for the study
of such trapped charges. A common practise to reduce the self-interaction error is
to include a certain percentage of HF exchange, which improves the description of
bandgaps, polarons and strongly correlated systems. Various different functionals
have been developed, which include some fraction of exact exchange and two will be
outlined in Section 2.1.5.2.
2.1.5.2 Hybrid Functionals: HSE06 and PBE0
Using standard DFT such as in the local density approximation (LDA) or gener-
alised gradient approximations (GGA) can yield accurate results for geometries,
frequencies and bond energies. However, the self-interaction error does not cancel
as it does in HF theory and thus leads to spurious energy contributions. Thus, the
introduction of exact HF exchange is often used to correct for self-interaction. There
are various different approaches to how exact exchange can be included in DFT. For
the scope of this work screened exchange was used, as the computational cost of
calculating exact exchange at long distances is eliminated. Various xc-functionals
have been developed, which include screened HF exchange and two will be outlined
below.
Calculations in chapter 6.1 were performed using the Heyd, Scuseria and Ernz-
erhof hybrid functional (HSE06),[21] which uses an error function to screen the long
range Coulomb potential. The screened Coulomb operator is split into a short-range
(SR) and a long-range (LR) part by means of an error function. The mathematical
form of the error function allows for analytical integration, giving computational
advantages over other splitting functions. Generally the choice of splitting function
is arbitrary as long as the SR and LR part add up to the original Coulomb operator.
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In HSE the operator is given by:
1
r
=
(
erfc(ωr)
r
)
SR
+
(
erf(ωr)
r
)
LR
, (2.25)
where erfc(ωr) = 1 - erf(ωr) and ω is an adjustable parameter. In the limit of ω →0
the LR term is zero and the SR term is equivalent to the full Coulomb operator and
vice versa for ω → ∞. This screening is only applied to the exchange interaction
and all other Coulomb interactions, such as the Coulomb repulsion of electrons, do
not use any screening. The exchange-correlation is then calculated as:
EHSEXC = αE
HF,SR
X (ω) + (1− α)EPBE,SRX (ω) + EPBE,LRX (ω) + EPBEC , (2.26)
where subscript X denotes the exchange part and subscript C denotes correlation.
The parameters α and ω were set to their standard values of 0.25 and 0.11, respec-
tively.[21]
The second functional used is a modified form of the PBE0 functional.[22] In this
case the exact exchange is truncated at a radius Rc such that:
gTC(r12) =

1
r12
, r12 ≤ Rc (SR)
0, r12 > Rc (LR)
(2.27)
Similar to the HSE functional, a correction for the missing exact long-range exchange
is added to EXC calculated from PBE such that the final expression reads:
EXC = αE
HF,SR
X + αE
PBE,LR
X + (1− α)EPBEX + EPBEC (2.28)
The use of the LR exchange correction allows for very small Rc (≈ 2-6 A˚) without
loss of accuracy, however, the choice of cutoff radius should be carefully tested.
Particular care should be taken that it is smaller than the shortest edge of the unit
cell to avoid self-interaction accross the periodic boundary. Since the computational
cost increases with larger cutoff radius, it is desirable from a practical poit of view to
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have a smallest Rc as possible, while still reproducing the electron density correctly.
2.1.5.3 Auxiliary Density Matrix Method
Calculating the HF energy in hybrid DFT calculations is computationally very ex-
pensive and scales to the fourth power with the number of basis functions, φ, in-
cluded in the calculation due to the evaluation of electron repulsion integrals (ERIs):
(µν|λζ) =
∫
φ∗µ(r)φν(r)
1
|r− r′|φ
∗
λ(r
′)φζ(r′)drdr′ (2.29)
However, many ERIs are negligibly small and can be ignored. Particularly, the
product of two Gaussian functions centred on different atoms decays with the atomic
distance. The Cauchy-Schwarz inequality[23] is applied in order to reduce the number
of computed ERIs:
(µν|λζ) ≤
√
(µν|µν)
√
(λζ|λζ) ≤ upper bound (2.30)
Despite this screening, evaluation of ERIs is still computationally expensive, par-
ticularly for very diffuse basis functions with slow long range decay (such as the
MOLOPT basis sets commonly used in CP2K).
In order to circumvent this cost, the auxiliary density matrix method (ADMM)[24]
was developed, which uses a reduced basis matrix Pˆ ≈ P of rapidly decaying basis
functions for the calculation of the HF exchange energy following:
EHFXX [P ] = E
HFX
X [Pˆ ] + (E
HFX
X [P ]− EHFXX [Pˆ ])
≈ EHFXX [Pˆ ] + (EDFTX [P ]− EDFTX [Pˆ ]) ,
(2.31)
where the superscripts indicate the method used to calculate the exchange energy
EX . The underlying assumption is that the difference in energy introduced by
calculating the HF exchange in the smaller auxiliary basis set can be estimated by
GGA DFT calculations. Since typically only a fraction of HF exchange is included
in the calculation, any error in the exchange energy due to the change in basis is
further reduced. Since the correction requires the evaluation of additional terms, it
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is inefficient for small systems such as molecules, but can give orders of magnitude
speed-up for larger systems.
The HF exchange energy can thus be calculated using:
EHFXX [Pˆ ] = −
1
2
∑
λζµν
Pˆ µζPˆ λν(µν|λζ) , (2.32)
where (µν|λσ) are the ERIs of the auxiliary basis functions and Pˆ µζ , Pˆ λν are the
elements of the auxiliary density matrix as calculated from the molecular orbital
coefficients: Pˆ µζ =
∑
i CˆµiCˆζi.
2.1.5.4 Introduction to CP2K
In order to calculate the KS-orbitals a suitable basis set needs to be chosen, which
fall in two main categories: Plane wave basis sets and Gaussian basis sets. Plane
wave basis sets are advantageous for periodic systems due to their naturally periodic
mathematical form and fast Fourier transform algorithms. They are independent of
chemical species and atomic position and are relatively easy to converge. However,
it often requires a larger number of basis functions to describe the density accurately.
Particularly for systems with areas of zero electron density such as isolated molecules
or surfaces, the computational cost can be significant since empty space is described
with the same accuracy as areas with electron density.
This is not the case for atomically centred Gaussian basis sets, which allow
for compact description of the electron density. Single particle orbitals can be
constructed systematically out of Gaussians to improve the representation of the
electron density, but thus are not guaranteed to be transferable between different
systems. Since the core electrons do not participate in chemical bonding, they can
be described by a pseudo-potential as well as the effective electron density in the
near core region. Doing so eliminates the cusp behaviour of the wavefunction near
the nucleus and thus fewer basis functions (in both representations) are required,
reducing the overall computational expense.
The herein used code (CP2K) combines Gaussian and plane wave basis sets
(GPW) to utilise their respective advantages. The electron density, ρ(r) is repre-
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sented in a Gaussian basis set as:
ρ(r) =
N∑
i
|ψi(r)|2 , (2.33)
where N is the number of electrons and ψi(r) is the i’th molecular orbital. The
molecular orbitals themselves are represented as a linear combination of atomic
orbitals:
ψi =
∑
j
Cijφj , (2.34)
where Cij are the mixing coefficients of the atomic orbital φj, which are represented
using a contracted Gaussian gk:
φj =
∑
k
C ′jkgk , (2.35)
where C ′jk denotes the mixing coefficient. In a typical wavefunction optimisation
calculation the coefficients Cij are varied in order to obtain the ground-state density,
while the Gaussian mixing coefficients C ′jk are fixed.
The electron density can then easily be mapped onto a plane wave basis using
Fourier transform and is given by:
ρ˜(r) =
1
Ω
∑
G
P (G) exp(iG · r) , (2.36)
where Ω is the cell volume, G are reciprocal lattice vectors and P(G) are the expan-
sion coefficients such that ρ(r) = ρ˜(r) in real space. The electronic energy is then
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calculated using both representations of the density following:
Eel[ρ] = ET [ρ] + EV [ρ] + EHa[ρ] + EXC [ρ]
=
∑
µν
P µν〈ψµ(r)| − 1
2
∇2|ψν(r)〉
+ 〈ψµ(r)|V PPloc |ψν(r)〉+ 〈ψµ(r)|V PPnl |ψν(r)〉
+ 2piΩ
∑
G
ρ˜∗(G)ρ˜(G)
G
+
∫
EXC [ρ(r)] ,
(2.37)
where the first term is the kinetic energy of the non-interacting electron gas, the
second and third term are the contributions from the local and non-local parts
of the pseudo-potential, the fourth term describes the Hartree energy and the fifth
term the exchange-correlation energy. Combining Gaussian basis sets for the kinetic
and potential energy computation and plane-wave basis sets for the Hartree energy
reduces the computational cost and thus allows larger systems to be studied.
2.1.6 Classical Force Fields
DFT is a powerful tool to study fundamental material properties, but is severely
limited by the computational cost. Systems of several thousands of atoms or long
time-scale molecular dynamics (MD) are not feasible and alternative methods need
to be utilised. Classical force fields (FF) have been well established and offer a
cheap alternative to study dynamics of large systems or surface phenomena. They
map complex atomic interactions onto simple mathematical formulas, which allow
for fast and cheap calculations. However, any information of the electronic structure
is lost. Therefore, chemical reactions including charge transfer can not be modelled.
Furthermore, prior knowledge of the system either from experiment or higher ac-
curacy theory is required in order to validate chosen parameters of the FF. A set
of parameters may yield an accurate description of a crystal structure at 0 K but
may fail to reproduce the thermal expansion at higher temperatures. Thus, a set
of parameters is usually developed for the study of a specific purpose and are not
necessarily transferrable to the study of any quantity of interest. Thus the employed
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FF should be carefully validated.
For the study of free energy profiles in this thesis classical molecular mechanics
(MM) in conjunction with a FF was used. The FF splits the quantum-mechanical
interactions between atoms into different classical contributions:
ETotal = EBond + EAngle + EDihedral + . . . , (2.38)
where the contributions from molecular bonds, bond angles, dihedral angles etc. are
expressed by simple mathematical equations, such as a classical spring for bonds for
example.
In order to evaluate these interactions all bonds, angles etc. need to be pre-
defined. No new bonds can be formed and consequently bonds also cannot be
broken. Thus, chemical reactions or dissociation mechanisms cannot be studied
with this FF. For such studies a force field such as ReaxFF could be used, which
calculates connectivity based on atomic separation.
Non-bonded interaction energies are also included: the main types are Coulomb
and van der Waals interactions. Setting charges for atom types allows to simulate
charged species, such as ionic crystals or solvated ions by computing the Coulomb
interactions. Charges are typically treated as point charges at the position of the
nuclei, however, more complex representations have been developed.[25, 26]
Van der Waals interactions can be represented by Lennard-Jones, Buckingham or
Morse-type potentials. It is important to note that the mathematical form of the FF
typically has no physical meaning and is often chosen for simplicity or computational
efficiency. Furthermore, the chosen parameters may work well for fitted systems, but
are not guaranteed to be transferable to other systems. More details on the FF used
for this work is given in Chapter 4.
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2.2 Methods of Data Analysis
2.2.1 Calculation of Accurate Defect Formation Energies
The defect formation energy (DFE) of point defects is given by:[27, 28]
EDFE = E
q
defect − Epristine +
∑
i
µiNi + q(Ef + ∆V ) + EIIC , (2.39)
where q is the charge state of the defect, µi is the chemical potential of species i,
Ni is the number of removed atoms of species i and Ef is the Fermi level of the
pristine system. ∆V is a potential alignment term, which arises from the neglect
of average potential in DFT calculations and EIIC is an image charge correction
(IIC) (see Fig. 2.1). Both ∆V and EIIC are finite size dependent terms, which arise
from periodic boundary conditions and tend to zero with increasing simulation box
size. The method proposed by Lany and Zunger was used to account for image
charge corrections.[29] This method builds on the Makov-Payne (MP) model,[30]
which assumes the periodic interacting charge can be modelled by an interacting
point charge:
EMPIIC =
q2αM
2L
, (2.40)
where  is the dielectric of the material, L is the separation between the defects
and αM is the Madelung constant. The LZ method assumes the defect draws an
additional screening charge from the supercell, which reduces EIIC. Thus, in the LZ
approximation the image charge correction can be represented by a screened MP
correction:
ELZIIC =
[
1− cs(1− −1)
]
EMPIIC , (2.41)
were the shape factor cs only depends on the supercell size and has been tabulated
for common supercells.[31] Due to the screening of the image charge interactions by
the dielectric constant, the IIC term is typically small for high dielectric materials
such as TiO2. Potential alignment is a volume dependent term, which arises from
the convention of setting the average electrostatic potential(〈V 〉) to zero in periodic
DFT calculations. Thus, 〈Vdefect〉 6= 〈Vpristine〉 and the electrostatic potential of
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Figure 2.1: Illustration of the periodic interaction between a charged defect (star) and
it’s image charges via the periodic boundary conditions. The blue square
represents the simulation box, which is infinitely repeated in space (grey
boxes). Image charge corrections aim to recover the isolated defect from a
periodically interacting defect.
pristine bulk material is not recovered far away from the defect. Thus, this shift
in energy needs to be accounted for by aligning the electrostatic potential of defect
and pristine supercells, which can be the dominant correction to DFEs.[28]
2.2.2 Inverse Participation Ratio
The inverse participation ratio (IPR) is a useful descriptor for the degree of lo-
calisation of vibrational or electronic states in a material.[32, 33] The method takes
advantage of the atom centred basis set used in the DFT calculations by calculating
the degree of localisation of each eigenvector in the basis set and is given by:
IPR(ψn) =
∑N
i=1 a
4
ni(∑N
i=1 a
2
ni
)2 (2.42)
where
ψn =
N∑
i=1
aniφi (2.43)
is the n-th Kohn-Sham eigenvector, N is the number of atomic orbitals and φi is
the i-th atomic orbital. Thus the more atomic orbitals contribute to an Kohn-
Sham state, the lower its IPR value will be and ultimately reaching the 1/N limit,
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Figure 2.2: Schematic of the separability of the system as used in the TH model.
where the state has contributions from all N orbitals in the system. Equally if
only one atomic orbital contributes to the eigenstate then the IPR value will be 1
(upper limit). Thus IPR analysis can be used to identify localised states such as
polaronic states, defect states or defect induced states, which can sit in the valence
or conduction band of a material or localised states in amorphous materials, which
may alter the mobility edge for charge carriers.[32]
2.2.3 Tersoff-Hamann Model
In scanning tunnelling microscopy (STM) the measured current is a convolution of
the STM tip wave-functions and the surface wave-functions. However, the tip struc-
ture and thus its wave-functions are typically not known. The Tersoff-Hamann (TH)
model[34] is a simplification, which represents the tip potential and wavefunction ar-
bitrarily localised in space and thus obtained images are a reflection of the surface
wave-functions only and not of the convoluted tip-surface system. Since the STM
current originates from the overlap of tip and surface wave-functions, which decays
exponentially with distance, only the wave-functions localised on the tip apex are
modelled. This approximation has been found to reproduce many observed features
of STM images such as surface superstructures, scattered waves of surface states
and surface adsorbates.[35–37]
Fig. 2.2 illustrates a simplified tip-surface system. The surface and tip are sep-
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arated by an finite potential barrier, through which an electron can tunnel. The
Hamiltonian of such a system is given by:
H = HS +HT +HTr (2.44)
HS =
−h¯2
2m
∇2 + VS(r) r ∈ RS (2.45)
HT =
−h¯2
2m
∇2 + VT (r) r ∈ RT , (2.46)
where HT is the Hamiltonian of the tip, HS is the Hamiltonian of the surface and
HTr is the transfer Hamiltonian, which is typically unknown. Employing Fermi’s
Golden Rule, the probability of transmission from surface states ψi to tip states χj
can be calculated:
P =
2pi
h¯
∑
j,i
|M |2δ(ET,j − ES,i) (2.47)
where M = 〈χj|HT +HTr|ψi〉 (2.48)
≡ 〈χj|H −HS|ψi〉 . (2.49)
ET,j represents the energy eigenvalues of the tip wavefunction χj and ES,i represents
the energy eigenvalue of the surface wavefunctions ψi.
[34, 38]
Since the exact Hamiltonian H is not known, approximations to it must be made.
In the surface region the wavefunction of the tip is approximately zero. Thus, the
Hamiltonian H is well approximated by HS and similarly for the tip region. The
matrix element M can then be rewritten:
M =
h¯2
2m
∫
A
(
ψ0∇χ∗j − χ∗j∇ψ0
)
dA (2.50)
where A is a plane separating the tip and the surface. If the tip wavefunction is
approximated by a spherical s-orbital centred at r0, then M simplifies to:
M = −2piCh¯
2
κim
ψi(r0) , (2.51)
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where κ is a decay constant (κi =
√
2m|ES,i|/h¯, where ES,i is the eigenvalue of ψi)
and C is a normalisation constant. Thus the current I is proportional to the square
of the surface wave-functions ψi:
I ∝
∑
i
|ψi(r0)|2δ(Ei − EF ) , (2.52)
where EF is the Fermi energy.
The sum in Equation 2.52 can then be integrated over an energy range from the
Fermi energy to the Fermi energy shifted by a set bias voltage. Thus, the tunnelling
current is proportional to the integrated local density of states of the surface at the
tip position r0 in that defined energy range only. This is important to keep in mind
when setting a bias lower than EF , where the TH model only calculates the current
from that bias to EF . In order to obtain the current from filled states below this
setpoint, several TH simulations need to be run and the calculated current summed
up.
It is worth noting that the normalisation constant C is unknown and thus ab-
solute values of current can not be calculated. Furthermore, this simplified model
is only approximate: most STM tips are made from transition metals, which have
strong d-orbital character, however, the TH model assumes a spherical orbital (s-
orbital) at the tip apex. Also, effects due to spin and magnetisation of the tip or the
sample are not included. Extensions to the TH model have been developed, which
try to incorporate more complex interactions.[37, 39,40] However, for the scope of this
work, the simplified TH model was found to be sufficient.
2.2.4 Nudged Elastic Band
Within the Born-Oppenheimer approximation the electronic and geometric ground
state can be found. However, transition points of e.g. chemical reactions or diffusion
paths require knowledge of the energy landscape outside the ground state in order
to estimate reaction barriers and thus deduct rates of processes. For such purposes
methods that determine minimum energy pathways (MEP) are required. A MEP
is the trajectory between two points on a potential energy surface with the lowest
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energy barrier between them. Such barriers can be obtained by finding the energy
of first order saddle points.
For these purposes the climbing-image nudged elastic band (CI-NEB) method
has been developed.[41] CI-NEB is an efficient method for finding transition states
on a potential energy surface, however, the start and end states have to be known
a priori. Thus CI-NEB cannot be used to explore unknown energy landscapes such
as complex multi-step reaction pathways. Furthermore, CI-NEB will yield the local
MEP along the predefined pathway; there may be a lower MEP, which is inaccessible
due to the choice of initial pathway.
The starting point for a CI-NEB calculation is the plain elastic band (PEB)
method, where Ni “images” between an initial and a final state are connected by
springs forming a band whose energy can be optimised to provide the MEP. At
this point it is vital to check if the interpolated path is reasonable, since linear
interpolation may yield structures where atoms are unphysically close together or
overlapping.[42]
The force F exerted on each image i is:
F PEBtotal,i = Fi + Fspring,i ,where (2.53)
Fspring,i = ki+1(ri+1 − ri) + ki(ri − ri−1) , (2.54)
where Fi is the force due to the potential energies of each image and Fi,spring is the
force on each image due to the springs attached.
Furthermore, an objective function can be defined:
S(r1, r2, . . .) =
Ni∑
i=0
V (ri) +
Ni∑
i=1
1
2
k(ri − ri−1)2 , (2.55)
where the first term constitutes the sum over the potential energies of each image i
and the second term is the additional potential energy due to the springs with spring
constant k. Suitable algorithms can then be used to find the energetic minimum
with respect to the atomic coordinates of the images and thus minimise the energy
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of the band. However, the PEB has several shortcomings; images can slide down
the band leading to non-uniform spacing between them and the resulting band can
cut corners giving an inaccurate estimate for the MEP.[42]
In order to prevent images from sliding down the band or cutting corners some
restrictions need to be set. Only the spring force parallel to the band and only the
potential force perpendicular to the band are used, nudging the band onto the true
MEP, which is termed the nudged elastic band method (NEB).[42]
Since the forces of the springs pull the saddle point image slightly down in energy,
the true MEP saddle point is underestimated. Removing the springs connecting the
highest energy image and inverting the force felt by this image to push it onto the
true saddle point gives a better estimate of the MEP transition state. This method
is called climbing image (CI) NEB. CI-NEB has been used throughout this thesis for
the estimation of reaction barriers such as e.g. diffusion of Ti interstitials through
bulk rutile TiO2.
2.2.5 Calculation of Entropy: Thermodynamic Integration
The Hamiltonian of a classical system of N indistinguishable atoms can be written
as:
H (p,r) = Ekin(p) + Epot(r) , (2.56)
where Ekin and Epot are the kinetic and potential energy, respectively and r,p are
the Cartesian coordinates and momenta, respectively. For a canonical ensemble, the
partition function is then given by:
Q(N, V, T ) =
∫∫
exp(−H (p,r)/kBT )dpdr
h3NN !
, (2.57)
where V is the volume, T is the temperature kB is the Boltzmann constant and h is
Planck’s constant.[43] Further, one can define the probability density in phase space
of finding the system in any given state of the ensemble as:
pi(p,r)NV T =
exp(−H (p,r)/kBT )
h3NN !Q(N, V, T )
, (2.58)
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such that the average of a property X(p,r) is given by:
〈X〉 =
∫∫
X(p,r)pi(p,r)dpdr . (2.59)
The entropy S can then be found from the Helmholtz free energy A as given by:
S = −
(
∂A
∂T
)
N,V
, where (2.60)
A = −kBT ln(Q(N, V, T )) (2.61)
= +kBT ln〈exp(H (p,r)/kBT )〉 . (2.62)
In order to determine the change in entropy between two states 1 and 2, ther-
modynamic integration can be used, in which the Hamiltonian is made a function
of a parameter λ. The parameter λ can be a spatial coordinate, such as the dis-
tance between two molecules, or an energy for example. The Helmholtz energy
A(N, V, T, λ) and the partition function Q(N, V, T, λ) are therefore also functions of
λ. The entropy S is then given by:
S(N, V, T, λ) = kB ln(Q(N, V, T, λ))
+
∫∫
H (p,r, λ) exp(−H (p,r, λ)/kBT )dpdr
T
∫∫
exp(−H (p,r, λ)/kBT )dpdr .
(2.63)
The entropy difference between the two states a and b can then be expressed as:
∆Sab =
1
kBT 2
∫ b
a
[〈
∂H
∂λ
〉
λ
〈H 〉λ −
〈
∂H
∂λ
H
〉
λ
]
dλ . (2.64)
Equation 2.64 can be used to calculate the entropy change of adsorption for a
molecule on a surface or for interactions of molecules on surfaces. The parameter λ is
used to ensure efficient sampling of the ensemble for the process, i.e. for adsorption
the molecule will feel a strong attraction to the surface at close distances and hence
sampling of configurations with molecule surface separation slightly larger than the
equilibrium separation is poor. Thermodynamic integration with steered molecular
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dynamics is a useful tool in these instances to compute the entropy change.
Molecular dynamics simulations were performed in the (NVT) ensemble with a
Nose´-Hoover thermostat[44] to control the temperature of the system and using the
velocity Verlet integrator to ensure positions and velocities are updated during the
same time step. MD runs were set up by placing molecules on a KCl substrate, which
was represented using a four layer slab composed of 1024 atoms. To prevent the
substrate from drifting the bottom layer of the four substrate layers was frozen and
a 80 A˚ vacuum gap was used to eliminate interactions across the periodic boundary.
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Part I
Influence of Molecular Flexibility
on Early Stages of Self-Assembled
Film Growth on Insulating
Substrates
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3.1 Introduction
Adsorption of organic molecules on insulating surfaces offers a powerful tool to
design surface properties. It has applications in sensor technologies,[45, 46] coatings,[47]
catalysis,[48] functional films[49] and molecular electronics.[50–52] When using organic
molecules to functionalise the surface properties, self-assembly benefits from a vast
variety of organic compounds and well established chemical synthesis methods.
In order to design molecules and surfaces which target these applications deep
knowledge of the molecular interactions is imperative. The balance between inter-
molecular and molecule-surface interactions determines how molecules arrange on
the surface. In a narrow range the forces balance to allow the self-assembly of 2D
molecular films.[46, 53–56] Reversible bond formation and breaking allows for large
domains of structurally well defined films to grow.
The interactions which drive self-assembly can be split into molecule-molecule
and molecule-surface interactions. Strong molecule-molecule interactions can lead
to molecular crystals forming on the surface. Consequently, strong molecule-surface
interactions prevents molecules from diffusing and rearranging in order to adapt the
optimum film structure and thus can lead to disordered structures.
Some control over the molecule-surface interaction can be achieved by function-
alising organic molecules. For example benzene physisorbs on TiO2 in a planar
configuration.[54] However, attaching a carboxylic group to form benzoic acid leads
to chemisorption whereby the molecule deprotonates and forms two O-Ti bonds to a
surface 5-fold coordinated Ti atom.[57] Such a functionalisation drastically increases
the molecule surface interactions and changes the binding behaviour.
For self-assembly, choosing a functional group which leads to desired film struc-
tures is non-trivial and often based on a trial and error basis. Fig. 3.3 illustrates how
the molecule-surface interactions can be tuned. Firstly, various functional groups
can be chosen such as a carboxylic group, OH group or cyano (CN) group for ex-
ample. These functional groups will interact differently with the substrate and thus
alter the molecule-surface interactions. For weakly adsorbed molecules the number
of functional groups can be increased to strengthen molecule-surface interactions.
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Lastly, the geometry of the molecule can be altered: for example the positioning of
the functional groups can be changed or additional components can be added to the
molecule in order to match the surface structure. The choice of molecular alteration
is driven by the specific substrate, e.g. an ionic crystal surface such as KCl interacts
strongly with very polar CN groups, while some oxide surfaces can bind strongly to
carboxylic/carboxylate or OH groups.[55, 58–60]
However, changing the structure of the molecule also changes the molecule-
molecule interactions. And while attaching a certain functional group can in-
crease molecule-surface interactions, it can disadvantageously impact the molecule-
molecule interactions and thus prevent self-assembly to occur.[53] It is this interplay
of the two interactions which makes predicting self-assembled structures difficult.
As well as altering the molecular structure, a different substrate can also be used
to steer the self-assembly process, e.g. change from NaCl to KCl.[56, 58] This is based
on the idea of epitaxy, where the surface structure determines the molecular adsorp-
tion geometry. Thus, matching the unit cell spacing of an ionic crystal to optimise
the interactions between functional groups and surface atoms can strengthen the
interactions: for example optimising the interaction between a polar CN group and
the cation sites of an ionic crystal.[56, 58,61]
So far the discussion of self-assembly has been focussed on static descriptions of a
molecule on a surface. However, in reality molecules can vibrate, rotate and translate
at non-zero temperatures. Indeed, it is the ability of the molecules to diffuse across
the surface and change their coordination and orientation that enables self-assembly
in the first place. At too low temperatures molecules do not have sufficient energy to
overcome diffusion barriers and are frozen on the surface.[62] Similarly, if the influx
of molecules is too high, they get trapped in local structures (kinetically limited
growth) and self-assembly is limited.
But temperature affects self-assembly also through entropy. Large oligopyridine
molecules are stabilised in a disordered (also termed liquid) phase on Ag (111) at
room temperature due to rotational entropy.[63] In a self-assembled film molecules
gain enthalpy through molecule-molecule interactions, but they also lose entropy
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Figure 3.3: Different techniques used to tune the molecule-surface interactions.
as they become more constrained in the film structure. Therefore, the molecule-
molecule and molecule-surface interactions are dependent on temperature also. Nev-
ertheless, the temperature dependence of adsorption and intermolecular interactions
is still poorly understood.
This part of the thesis discusses the effect of temperature on the self-assembly
process, starting with the molecule-surface interaction of two isolated large organic
molecules in Chapter 4. The loss of entropy upon adsorption is discussed with
respect to conformational flexibility of these two molecules. Furthermore, diffusion
of the two molecules at room temperature and above is studied and insight into
their dynamic behaviour is derived from molecular dynamics (MD) simulations.
The change in entropy upon step adhesion is also calculated and used to ex-
plain experimental observations in Chapter 5. Insight from MD simulations is used
to investigate small molecular structures such as dimers. These small structures
were then used as building blocks for large domains of self-assembled film struc-
tures, which were compared to experimental data on self-assembled monolayers.
The calculated thermodynamic stability of these structures matches experimental
observations of dewetting and surface phase transitions.
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3.2 Methods
Calculations of entropy changes were performed using classical MD and previously
parameterised force fields (FF).[64, 65] The FF were constructed to include inter-
molecular, intra-molecular, inter-surface and molecule-surface interactions. Each
of these interactions is computed individually and summed up to yield the total
interaction of the system.
For inter-molecular interactions the CHARMM FF[66] was used, which models
bonds and angles by classical harmonic springs, and torsional angles by cosine func-
tions. Non-bonded van der Waals (vdW) interactions are also calculated via a 12-6
potential. The total potential energy can then be expressed as:
E =
∑
bonds
kb(r − r0)2 +
∑
angles
kθ(θ − θ0)2 +
∑
dihedral
kφ(1 + cos(nφ− δ))
+
∑
improper
kω(ω − ω0)2 +
∑
non−bonded
0
[(
σ
rij
)12
−
(
σ
rij
)6]
+
∑
i 6=j
qiqj
rij
,
(3.65)
where r − r0 is the atomic displacement from equilibrium bond distance, θ − θ0
is the change in angle between three bonded atoms, φ is the dihedral angle with
phase shift δ and multiplicity n, ω − ω0 is the out of plane improper angle, σ is
the finite distance at which the vdW potential is zero, 0 is the depth of the vdW
potential well, q are partial charges assigned to each atom,  is the dielectric of the
environment and kx are force constants.
Intramolecular and molecule-surface interactions are non-bonded interactions
(for this system, not generally), which are modelled by 12-6 potentials and elec-
trostatic interactions as given in the last two terms in Equation 3.65. The force field
for the surface was adopted from Catlow et al.,[67] which employs a Buckingham
type potential to model the interactions between the alkali-halide surface atoms:
Eij(r) = Aij exp(−r/ρij)− Cij/r6 , (3.66)
where A, C and ρ are fitting parameters.
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Partial charges were assigned to the atoms of the molecule based on Bader anal-
ysis of an isolated molecule as calculated by DFT using the B3LYP functional. For
the KCl surface atoms classical charges of ±1 were used for K and Cl, respectively.
All calculations were performed using the LAMMPS[68] code, which is well op-
timised for classical energy minimisation and MD simulations. A particle-particle
particle-mesh (P3M) solver was used to compute the long range electrostatic interac-
tions and all forces were minimised to be less than 0.01 eV/A˚. The KCl surface was
represented by a four layer slab with the bottom layer frozen in its bulk geometry
in order to prevent drift in the simulation cell.
MD simulations were run in the NVT ensemble with a Nose´-Hoover thermostat[44]
controlling the temperature of the system, whereby the molecules and the surface
were controlled by separate thermostats. The system was equilibrated for 1 ps before
data acquisition.
The accuracy of the force fields was checked against ab initio calculations us-
ing dispersion crrected DFT as well as MP2 calculations of organic molecules on
KCl.[64] It was found that adsorption geometries were reproduced well, giving good
agreement between the three methods to within 0.05A˚deviations. Adsorption ener-
gies calculated with the force field overestimated the binding by ∼ 7% compared to
DFT results, which was acceptable for the scope of this investigation.
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Chapter 4
Modelling of Entropic
Contributions to Adsorption
4.1 Introduction
Adsorption energies and geometries of functionalized molecules have been success-
fully characterised in the past using various experimental techniques.[69–77] Non-
contact atomic force microscopy (NC-AFM) can give insight into the molecular ar-
rangement.[62, 78,79] However, obtaining atomic resolution is still challenging[80] and
often requires supplementary theoretical calculations.[81–83]
Theoretical calculations can provide a better understanding of adsorption geome-
tries, film structures and nucleation sites. Previous work on molecular adsorption
on insulators using DFT has been often restricted to ground state calculations that
represent a frozen 0K system.[84, 85] However, most experiments are performed at
elevated temperatures (i.e. room temperature), where entropic effects contribute to
the adsorption free energy. The importance of entropy has been recognised before[86]
and detailed studies started to appear more recently in the context of molecular asso-
ciation in solutions,[87] molecular adsorption from solutions,[88] formation of ordered
monolayers at surfaces,[89] and in understanding temperature programmed desorp-
tion (TPD) experiments.[90]
For small organic molecules such as alkanes experimentally measured enthalpies
and entropies of adsorption have been reported.[91] For larger organic molecules
detailed studies of adsorption are still challenging and often focus on static calcu-
lations.[84, 85,92] Attempts to compute free energies have been made for i.e. pro-
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teins,[93–95] ion solvation,[96, 97] small molecular clusters[98, 99] and small molecules on
surfaces.[100–102] While well converged results can be obtained for small systems,
the larger the configurational space the more challenging the calculations become
and convergence is not guaranteed.[93, 103] In particular, when the free energy land-
scape varies by several kT along the reaction coordinate, MD is often insufficient
for sampling the high energy states.
In order to calculate the change in entropy upon adsorption long timescale MD
simulations need to be performed. Due to the excessive computational cost associ-
ated with DFT MD, FFs need to be used which allow lang timescale MD simulations
to be run at reasonable computational expense. Thermodynamic integration can
then be used to analyse MD trajectories and calculate entropy changes as outlined
in Chapter 2.
In this chapter the interaction of isolated molecules with a KCl (001) surface is in-
vestigated. Firstly, the effect of temperature and molecular flexibility on adsorption
is studied for two molecules, namely 1,4-bis(cyanophenyl)-2,5-bis(decyloxy)benzene
(CDB) and 1,3,5-tri-(4-cyano-4,4 biphenyl)-benzene (TCB), whose chemical struc-
tures are shown in Fig. 4.1. Due to their molecular structure, TCB and CDB differ
in their flexibility: TCB is a rigid planar tripod molecule, whereas CDB has a
rigid central body with two flexible hydrocarbon chains attached either side. The
molecule-surface interaction also influences diffusion of a molecule across the surface,
which, as described before, is crucial to achieve self-assembly. Hence, mean squared
displacement analysis was performed on long MD trajectories of TCB and CDB on
the KCl (001) surface in order to deduce diffusion barriers.
4.2 Verification of the Force Fields
The TCB FF was tested against previous DFT data (obtained by D. Gao and M.
Watkins[64]) by comparison of its minimum energy geometry in vacuum as well as
adsorption geometries and energies on the KCl (001) surface. A grid search was
performed to find the lowest energy adsorption geometry, where at each grid point
energy minimisation was performed for rotations around the surface normal of 0° to
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Figure 4.1: Chemical structure of CDB (1,4-bis(cyanophenyl)-2,5-bis(decyloxy)benzene)
on the left and TCB (1,3,5-tri-(4-cyano-4,4 biphenyl)-benzene) molecule on
the right.
Figure 4.2: Two stable adsorption geometries of a single TCB molecule on a KCl(100)
surface. The geometry (a) is the most stable with an adsorption energy of
4.55 eV compared to the meta- stable state (b) with an adsorption energy
of 4.3 eV.
30° in 2° increments.
Two stable configurations found in the classical simulations are shown in Fig. 4.2.
In both configurations the cyano-groups (CN groups) are located nearest to a cation
site (potassium, K site), indicating electrostatic anchoring of the molecule by the
functional CN-groups.
The configuration (a) (Fig.4.2) exhibits mirror symmetry along the 〈110〉 direc-
tion, where one leg of the molecule aligns with a cation row. This is energetically
favourable with an adsorption enthalpy of 4.55 eV at an average molecule-surface
distance of 2.89 A˚. The strong interaction between the molecule and the surface
leads to a flatter molecular geometry compared to the vacuum geometry. The tor-
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sional angle between the benzene rings of the molecule’s legs is reduced from 31° to
0.6° (leg along 〈110〉) and 4° (other two legs). This adsorption geometry matched
well the minimum structure found in DFT calculations with a 7% overestimation of
the adsorption energy.
In configuration (b) (Fig. 4.2) the molecule exhibits mirror symmetry along the
〈100〉 direction of the KCl surface. The adsorption energy of this configuration
was found to be a slightly lower 4.3 eV with an average distance of 2.89 A˚ be-
tween the molecule and the surface. The angles between the legs of the molecule
are compressed/stretched in order to maximise the interactions of the CN-groups
with surface cation sites. Due to the rigid geometry of the molecule and the three
anchoring sites which pin the molecule to the surface, no other minima were found.
The CDB FF was adopted from previous studies of the molecule on KCl (001)
and has been discussed in detail in refs.[58, 65] In its lowest adsorption geometry
the molecule attaches with the two CN groups (see Fig. 4.3) to cations on the
surface with an adsorption energy of 3.1 eV. The benzene rings are slightly tilted
with respect to the surface plane to minimise interactions between neighbouring H
atoms. The hydrocarbon chains are stretched orthogonal to the molecule’s body
along the 〈110〉 surface direction, however, since these chains are very flexible, many
local minima exist where the chains are not fully stretched out. One such local
minimum structure is shown in Fig. 4.3 on the right. The main body of the CDB
molecule aligns with the 〈100〉 surface direction and one arm aligns with the main
body while the other is still aligned with the surface 〈110〉 direction. The adsorption
energy of this configuration is 2.8 eV. Overall, ab initio adsorption geometries are
well reproduced with the FF and adsorption energies match the DFT results to
within 5%.[65]
4.3 Results
With increasing temperature entropic contributions to adsorption become important
in order to correctly describe the dynamic behaviour of molecules on surfaces.[63]
Particularly for flexible molecules, where many degrees of freedom become con-
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Figure 4.3: Left: Lowest energy adsorption geometry of a single CDB molecule on KCl
(001). Right: One of many local minimum structures.
strained during adsorption, entropy changes can be significant.[91]
4.3.1 Conformational Entropy
The flexibility of molecules can be described in terms of conformational entropy,
which can be estimated using rotamers (see Fig. 4.4), which has previously been
used to describe the conformational entropy of proteins.[104,105]
Assuming that there are N different conformations of a molecule each with prob-
ability pi, then the conformational entropy per molecule is given by:
∆Sconf = −kB
N∑
i=1
pi ln(pi) . (4.1)
For example a molecule with three possible configurations (e.g. ethane), each equally
probable, the conformational entropy is S = −R∑31 1/3 ln(1/3) = −R ln(1/3).
In order to evaluate conformational entropy of a molecule, it is useful to begin
by defining the number of conformations in terms of populated rotamers. A rotamer
is a conformational isomerism, where different conformations can be interconverted
by rotating single bonds. CDB has four kinds of rotamers; the C-C bond in the
carbonyl chains, the C’-C’ bond between the benzene rings and the C-O bond of
the carbonyl chain, while TCB has only C’-C’ rotamers between the phenyl groups,
where C’ indicates a carbon atom that belongs to a benzene ring.
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Figure 4.4: Different rotamers present in the system and their commensurate configura-
tions, for a) a single bond in a linear carbonyl chain, b) the benzene-oxygen
bond in CDB and c) the benzene-benzene bond.
The C-C bond of the carbonyl chains has three different conformations (see
Fig.4.4), the C’-C’ bond of the phenyl groups has two conformations, since the
torsional angle between the two benzene rings can be ±31◦ and the C-O bond
has two conformations as well, one where the C’-O-C angle is pointing up out of
the benzene plane and one where it is pointing down. Hence the conformational
entropy per C’-O bond is the same as for a C’-C’ bond. Note the C-C≡N bonds are
linear and do not have rotational isomers. Therefore, they do not contribute to the
conformational entropy.
The CDB molecule contains 18 C-C bonds, two C-O bonds and two C’-C’ bonds,
compared to the TCB molecule which only has 6 C’-C’ bonds. Summing up the
corresponding energies at 300 K, the conformational entropy amounts to ∆SCDBconf. =
0.64 eV and ∆STCBconf. = 0.11 eV. While this model is a simplification of the actual
configurational space, it gives valuable insight into the difference between TCB
and CDB. This difference in conformational entropy can be used as a metric to
distinguish between more flexible and rigid molecules.
4.3.2 Entropy Contribution to Adsorption
The entropic contribution to adsorption energies can be estimated by thermody-
namic integration. As outlined in Section 2 steered MD is used to sample the
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ensemble space of the adsorption process. The starting configuration is a desorbed
molecule 20 A˚ above the KCl surface and the final configuration is an adsorbed
molecule. The reaction coordinate is the z-component of the distance between the
molecule’s centre of mass (COM) and the surface, which is divided into 30 incre-
ments. Thus, with it’s COM fixed at each incremental separation R the molecule is
allowed to rotate and translate freely.
Equation 2.64 can then be rewritten as a function of the molecule-surface sepa-
ration R:
− TS(r) = −TS(r0) + 1
kT
∫ r
r0
dR
[〈
E
∂E
∂R
〉
R
− 〈E〉R
〈
∂E
∂R
〉
R
]
, (4.2)
which allows the calculation of the change in entropy upon adsorption. The first
term is chosen such that the entropy of a molecule at 20 A˚ is zero, where it is fully
desorbed from the surface.
Fig. 4.5 illustrates the change in entropy (T∆S) of adsorption for a single TCB
molecule at temperatures 300 K, 400 K and 500 K. It can be seen that upon ad-
sorption a TCB molecule loses about 0.5 eV at 300 K. The entropy change displays
three stepwise decreases as the TCB molecule adsorbs onto the KCl (001) surface.
Initially, as the molecule approaches the surface one of the legs will attach to it and
the molecule will lose some translational and rotational entropy. This initial change
in entropy is illustrated in Fig. 4.5 at position (c). Since the COM is fixed in these
calculations, initially the molecule’s motion becomes trapped in this position and
it is unable to translate across the surface, leading to a large drop in entropy. The
minima for the molecule in this configuration is very steep and thus sampling of the
entire configurational space is difficult. The entropy of the system increases again
when the COM is brought nearer to the surface as the molecule can reorient itself,
which allows for more molecular motion.
A second drop in entropy is observed when another leg attaches to the surface
(Fig. 4.5b) and the entropy continues to decrease until the optimum adsorption
geometry is reached in the configuration shown in Fig. 4.5a. Forcing the molecule
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Figure 4.5: Change in entropy plotted against distance from surface for a TCB molecule.
The curves represent a system at 300 K, 400 K and 500 K, respectively.
Below the graph are snapshots of TCB at various stages in the adsorption,
as indicated in the plot.
even closer to the surface will lead to a drastic decrease in entropy, as all molecular
motion is frozen and its degrees of freedom become fixed.
A similar trend can be observed at higher temperatures: at 400 K the change in
entropy amounts to -1.0 eV and at 500 K to -1.25 eV. Thus, the entropic contribution
to the adsorption free energy is smaller than the enthalpic contribution and the
molecule is not expected to desorb even at 500 K.
In comparison Fig. 4.6 illustrates the change in entropy upon adsorption for a
CDB molecule. A similar behaviour can be observed for the CDB molecule with
some key differences. First, the entropy decreases more smoothly at all three tem-
peratures. This can be attributed to the fact that CDB is more flexible and has
many more degrees of freedom. As the molecule adsorbs on the surface, these de-
grees of freedom are gradually restricted, leading to a smoother decrease in entropy.
Secondly the magnitude of the change in entropy upon adsorption is much larger.
At 300 K the loss in entropy amounts to 1.0 eV, which increases to 2.1 eV at
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Figure 4.6: Change in entropy plotted against distance for the CDB molecule at tem-
peratures of 300 K, 400 K and 500 K, respectively.
400 K and over 3.5 eV at 500 K. Furthermore, the equilibrium distance at which
the molecule adsorbs, changes. At 300 K the COM of the molecule sits closer to the
surface than at 500 K. This is due to the hydrocarbon chains, which tend to lift off
the surface at higher temperatures, as observed in MD trajectories and thus lead to
larger surface COM distances. Pushing the molecule closer to the surface than the
equilibrium distance again leads to a sharp reduction in entropy.
The change in entropy can be attributed to a loss of degrees of freedom of the
molecule upon adsorption. Rotational, vibrational, translational and conformational
degrees of freedom become restrained, leading to a reduction in entropy. For TCB
the initial estimate of conformational entropy loss is about 20% of the total change in
entropy, whereas for CDB it accounts for about 60%. However, the conformational
entropy estimate is based on the assumption that all conformational degrees of free-
dom become restrained, which is a crude assumption for the flexible CDB molecule.
It displays many conformations, particularly related to the hydrocarbon chains, in
MD simulations and thus the conformational entropy loss is overestimated.
4.3.3 Molecular Diffusion and Rotation
As the molecules adsorb on the surface, their translational degree of freedom is
reduced from three dimensional to two dimensional dynamics. Using the optimised
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FF, the diffusion of a single TCB/ CDB molecule on the KCl (001) surface was
investigated.
To study diffusion of CDB and TCB molecules, classical MD calculations were
performed for 30 ns by placing a single molecule on the KCl (001) surface with the
plane of the molecule parallel to the surface plane. The simulations were performed
using a 1 fs timestep and a 4 layer thick slab of KCl(001) to represent the sur-
face. The bottom layer was fixed while the top 3 layers and all TCB/CDB atoms
were allowed to relax. From the molecular trajectories, the diffusion coefficients
and diffusion barrier can be calculated using a standard mean-squared-displacement
approach (as outlined in refs.[106,107]).
The MD simulations give insight into the translational and rotational motion of
the molecules. At 300 K the CDB molecule displayed fast dynamics. The hydrocar-
bon chains are very flexible and have enough energy to access many configurations,
occasionally lifting off the surface. This became more pronounced as the tempera-
ture was increased to 400 K and 500 K.
At the same time, the central ring of the CDB molecule showed slower dynamics,
indicating a stronger attraction to the surface. The molecule can rotate to access
several local minima, at which the CN groups always point towards surface cation
sites. Additionally, it can translate across the surface, with an average mean distance
travelled of 1 nm per 10 ns MD. At 400 K, CDB molecules became predictably more
mobile and were observed to occasionally roll or flip across the surface. Finally, at
500 K these effects were further pronounced, and in one rare instance the molecule
became fully desorbed from the surface.
In comparison, molecular diffusion occurs at a much slower rate for TCB
molecules. During 10 ns MD runs at 300 K the central benzene ring of the molecule
stayed above the same cation site for the entire simulation or moved only to a neigh-
bouring cation 4 A˚ away. This is indicating high diffusion barriers for the molecule
to traverse the surface.
However, the molecule is still able to rotate readily on the surface. For this system
a rotational motion was defined as a change in which leg was aligned with a cation
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Temperature Diffusion Coefficients /(cm2/s)
TCB CDB
450 K (1.13± 0.02)× 10−7 (6.49± 0.01)× 10−7
500 K (4.38± 0.02)× 10−7 (2.56± 0.01)× 10−6
550 K (1.33± 0.02)× 10−6 (2.26± 0.01)× 10−5
Table 4.1: Diffusion coefficients of TCB and CDB molecules on a KCl (001) surface as
calculated from MD trajectories using a mean-squared displacement approach.
row. An average of 8 such rotations were observed within the 10 ns simulations.
Note that these rotations are not directly comparable to those of the CDB molecule
since they represent unique motions. At 400 K the molecule became more mobile
and rotated rapidly. Occasionally one leg would lift up from the surface for less than
10 ps before going back to the planar adsorption geometry. At 500 K the dynamics
became even faster, with very rapid rotation and the molecule diffusing over the
surface with a mean squared displacement of 6 nm per 10 ns MD run.
Diffusion coefficients calculated from the trajectories at elevated temperatures
are given in Table 4.1. The magnitude of the diffusion coefficients compares well
with the coefficients found for similar systems.[108] Diffusion barrier calculated from
the gradient of a linear fit to an Arrhenius plot of the diffusion coefficients vs. inverse
temperature amount to 0.52 eV for TCB and 0.36 eV for CDB.
These results are in good agreement with experimental NC-AFM images taken
at room temperature, where single molecules cannot be resolved on clean KCl (001)
terraces. Due to the large difference between the time scales relevant for molecular
diffusion and those relevant to NC-AFM imaging, both the CDB and TCB molecule
would undergo many rotations and translations during the time needed to collect a
single experimental image at room temperature. These mobile individual molecules
are therefore not expected to be imaged, unless they are stabilised by a feature such
as a step edge, kink, or other trapping site.
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4.4 Discussion
The adsorption and diffusion of TCB and CDB reveals differences, which can be
traced back to their chemical structure. TCB is a rigid molecule with three anchoring
CN-groups. Adsorbing one leg at a time leads to a stepwise decrease in entropy of
the molecule, as its few degrees of freedom are reduced. The more flexible CDB
molecule, however, does not show this stepwise reduction and instead the change in
entropy is gradual. This is due to the many more degrees of freedom of the CDB
molecule compared to the TCB. Interestingly, assuming the molecule is frozen in one
conformation after adsorption, the change in translational and rotational entropy is
very similar between the two molecules.
The dynamics of the TCB and CDB molecule at elevated temperatures depends
not on the adsorption strength, but on the barrier for diffusion. Typically these
barriers are estimated from NEB calculations at a fixed temperature. However, the
molecule changes it’s adsorption height as the temperature is increased. Thus, the
barrier for diffusion is reduced as the molecule feels less of the surface potential.
Combined with the increases in kinetic energy, the molecules display fast dynamics
at temperatures above 300 K.
Self-assembly requires a fine balance between molecule-molecule and molecule-
surface interactions. At low temperatures the molecules do not have enough energy
to diffuse and reorient themselves to form self-assembled films, called kinetically
limited self-assembly. This can also occur if the deposition rate of molecules is too
high such that they get trapped in an amorphous phase.
Experimentally, the system can be heated up in order to allow for faster dynamics
of the adsorbed molecules. This can facilitate the formation of self-assembled films
or the transition between different self-assembled phases. However, entropic effects
lead to dewetting of the CDB molecule above 400 K and it has previously been
reported that a low density amorphous phase (also called liquid phase) is favoured
at higher temperatures, since it allows for more molecular motion (e.g. rotation).[63]
Thus, temperature control is critical in order to steer the formation of such self-
assembled structures.
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4.5 Conclusions
The comparative study of adsorption of two organic molecules on the KCl (001)
surface revealed that entropy losses upon adsorption are significant for flexible
molecules; at high enough temperatures they can match the enthalpic contribution
to adsorption energy thus leading to dewetting or desorption.
A thorough understanding of dynamics of organic molecules at insulating surfaces
is imperative for the development of molecular devices. The adsorption energy and
geometry are dependent on both the character of interactions and temperature. As
a molecule adsorbs on a surface, some of its degrees of freedom become constrained,
leading to the entropy loss. For example, we found that for the relatively rigid
TCB molecule the entropy loss does not exceed the adsorption enthalpy up to 500
K. However, the flexible CDB molecule exhibits an entropy loss comparable to the
adsorption energy already below 400 K and can desorb from the surface.
These results complement static calculations of molecular adsorption and shed
further light on the dynamic behaviour of molecules at surfaces. They can be useful
for our understanding of expected stability of molecular structures and the mecha-
nisms of self-assembly.
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Chapter 5
Role of Molecular Flexibility and
Entropy in the Self-Assembly
Process
5.1 Introduction
In the previous chapter the entropic contributions of adsorption for two organic
molecules, TCB and CDB, were investigated. The molecule-surface interaction plays
a crucial role in driving surface adsorption of such molecules at elevated tempera-
tures.[53, 64] However, in order to form well defined 2D self-assembled film struc-
tures, the molecule-surface interaction needs to be carefully counterbalanced with
molecule-molecule interactions. A deviation from this balance leads to disordered
structures or molecular crystals on the surface.[59, 78]
It has previously been shown that for specific molecules on insulating surfaces
several film structures can be achieved.[58, 109,110] The phases are often observed to
coexist on the surface indicating shallow potential energy landscapes. By gently
heating the surface the phase of the self-assembled film can be changed,[61] however,
heating too much can lead to dewetting of molecules into molecular crystals.[58, 111]
Therefore, the precise thermodynamic stability of self-assembled phases is difficult
to probe experimentally, as very accurate temperature control is difficult to achieve
or the reorganisation time for film structures is too long.
Theoretical energy minimisation calculations can give insight into the lowest en-
ergy arrangement of molecules and study possible film structures.[112–114] Predictions
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about their relative stability can be made from their packing densities, coordina-
tion, molecular strain and their epitaxy. However, energy minimisation calculations
do not give insight into the thermodynamic stability of these structures at elevated
temperatures.
Entropic contributions have been shown to determine the relative stability be-
tween a 2D “liquid” phase (disordered) and a self-assembled monolayer structure.[63]
Furthermore, large molecules have been observed to alter the surface structure of
kink sites.[115] Therefore, a static investigation of adsorption and self-assembly is
insufficient and effects due to temperature have to be considered.
Thus, understanding the behaviour of TCB and CDB molecules once they have
adsorbed on the KCl (001) surface is crucial to gain insight into the mechanisms
which drive self-assembly. In this chapter interactions with step edges, surface kink
sites and between molecules in molecular structures is investigated in energy min-
imisation calculations. Further, the entropic loss upon step adhesion and dimer
formation is calculated, which can explain experimental observations. Lastly, com-
bining these results with knowledge gained from molecular dynamics simulations,
the stability of two possible TCB film structures is studied.
5.2 Methods
5.2.1 Entropy Change Calculations
Chapter 4 discusses how the entropy loss upon adsorption of CDB and TCB
molecules on a clean terrace greatly contributes to the adsorption free energy and is
comparable to the enthalpy of adsorption at high temperatures for CDB.[64] The loss
in entropy originates in the reduction of degrees of freedom of the system. These
degrees of freedom can further be reduced, when a molecule adheres to a step edge
or forms molecular structures.
It has previously been reported that for large, organic molecules physisorbed on
an insulating surface changes in rotational entropy play a dominant role.[63] A rough
estimate of the rotational entropy of a single molecule can be obtained using the
rigid rotor model.[116] The rotational entropy of a molecule is estimated relative to
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a state where the molecule does not rotate and the barrier for rotation is assumed
to be zero, meaning the molecule is free to rotate 360◦ around its centre of mass as
given by:
T · S¯adsrot = kBT [
1
2
+ ln(zadsrot )] , (5.1)
zadsrot =
1√
piσ
(
8pi2kBT
h2
) 1
2
(Iz)
1
2 . (5.2)
The symmetry factor σ denotes how many configurations are identical if the
molecule is rotated by 360◦ around the surface normal and the moment of inertia is
given by: Iz =
∑
imi(x
2
i + y
2
i ), where xi and yi are the molecules coordinates with
the origin at its centre of mass and the z axis pointing along the surface normal.
Importantly, the molecule is assumed to be rigid during the rotation, such that its
moment of inertia is constant.
A more accurate estimate of entropy changes can be attained using Equation 4.2.
The reaction coordinate was defined as the distance between a molecule and a step
edge or the centre of mass (COM) of another molecule. The average is taken over
50 ns MD simulations, after a 1 ps equilibration time. Using shorter simulation
times is not sufficient to sample the configuration space (see Appendix A). The
convergence of our results was checked by increasing the MD simulation time to
80 ns. With longer simulation times more of the high energy, low probability phase-
space will be sampled, which is critical for obtaining accurate entropy changes. The
entropy change was calculated relative to an isolated molecule on a flat terrace,
where the entropy was defined as zero. The reaction coordinate R was varied in
0.1 A˚ intervals and the centre of mass was fixed at each R.
5.3 Experimental Background: NC-AFM Imag-
ing of CDB and TCB Molecules on KCl(001)
For the study of self-assembly theoretical calculations are supplemented with exper-
imental data, which was obtained by collaborators under the supervision of Prof.
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C. Loppacher. A short overview of the experimental results is given in this section
and more details can be found in ref.[58, 61]
TCB and CDB molecules were synthesised, deposited onto KCl(001), and im-
aged at room temperature using NC-AFM. The adsorption behaviour of these two
molecules is compared in order to gain insight into the effects of molecular flexibility
on nucleation, growth and morphology of film structures.
Figure 5.1: a) A topography image where 0.05 monolayer (ML) of CDB molecules were
deposited onto KCl(001). In the upper left corner there is a terrace, which
is completely covered by CDB molecules and all step edges are fully deco-
rated. b) A topography image of 0.06 ML of CDB molecules deposited onto
KCl(001) showing a decorated step edge. c) A topography image of TCB
molecules deposited onto KCl(001), which shows mostly undecorated step
edges and fuzzy stripes. These reproducible fuzzy stripes represent areas
where molecules diffuse along crystallographically oriented steps. d) A rep-
resentative zoomed in image over a fuzzy step edge area. A few of the bright
objects are stably imaged, however, larger fuzzy stripes can be observed over
several scans. Images reprinted with permission from ACS J. Phys. Chem.
C[64]
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Upon depositing CDB molecules on the KCl (001) surface, step edges become
decorated with molecules first. Fig. 5.1a shows homogeneous bright rims, which run
along all KCl steps at low molecule coverage. The top left corner shows a monolayer
film of CDB molecules and bright features on the terrace are attributed to surface
defects, which are formed during the ex situ cleaving and in situ annealing process.
A zoomed in image of a step edge is shown in Fig. 5.1b.
In contrast, TCB molecules do not completely cover the substrate step edges (see
Fig. 5.1c and d), even at coverages as large as 0.06 ML. Step edges appear partly
covered with molecules along steps aligned with the crystallographic high symmetry
directions of KCl. However, these molecules can not be resolved atomically and
instead appear as fuzzy stripes in zoomed in AFM scans (Fig. 5.1d). This may be
due to molecules diffusing along the step edge or due to interactions with the tip,
which attracts molecules and drags them along the step edge.
These results indicate that CDB molecules interact more strongly with step edges
on KCl (001) surface than TCB molecules, which may have important implications
for nucleation and film growth for molecular self-assembly. CDB molecular films are
proposed to grow from step edges on the KCl(001) surface while self-assembled films
composed of TCB molecules is expected to exhibit island growth on clean terraces.
Indeed some island growth was observed at room temperature, as shown in Fig. 5.2b.
At higher coverages, CDB forms very large molecular islands, which often appear
to be single domains at step edges.[58] Even at low coverages no small molecular
clusters could be observed, but instead molecules form large islands. The large
island size is an indication of fast diffusion with a large diffusion length, however,
the edges of an island appear fuzzy and are unstable under repeated scanning of
the same area. This indicates that molecules are weakly bound in the monolayer
structure and can be perturbed by the presence of the AFM tip or thermal motion.
For TCB at low coverage (∼0.1 ML) small islands with drop like shapes can be
observed to grow on terraces (Fig. 5.2b). These small islands are mobile and diffuse
over the surface under repeated scanning, however, once they reach a step edge they
get immobilised. This is an indication of a different growth mode compared to CDB,
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Figure 5.2: a) 0.15 ML of CDB deposited on KCl: Island borders are unstable and
molecular layers diffuse on the surface, all step edges are decorated. b) 0.1
ML and c) 0.3 ML coverage of TCB on KCl: typical drop like islands growing
on terraces and steps, few smaller islands observed to diffuse on the surface.
Images reprinted with permission from ACS J. Phys. Chem. C[64]
where small isolated islands were not observed on terraces. At higher coverages and
smaller terraces (∼0.3 ML, Fig. 5.2c), TCB islands are more often observed at step
edges, however, still with drop-like shapes and rarely decorating complete terraces,
whereas CDB islands often span > 1µm2.
Fig. 5.3a illustrates two monolayer film structures, which are termed line struc-
ture and porous network structure. The line structure is the more densely packed
film at 2.5 × 10−3 TCB/A˚2 and repeats with a lattice of about (17 A˚×31 A˚)±2A˚.
In comparison, the square structure has a density of 2.3×10−3 TCB/A˚2 and a lat-
tice of 41 A˚×41 A˚. At room temperature these two structures can be observed to
coexist and no transition from one to the other could be identified. However, upon
heating to 370°C the porous network is converted to the line structure, indicating a
thermodynamic phase transition.
Several features could also be observed within the line structure, such as line
splitting (Fig. 5.3a), varying orientations of the lines (Fig. 5.3b) as well as differ-
ent contrasts (Fig. 5.3b top right corner). These indicate the presence of several
stable polymorphs of the line structure at room temperature. Fig. 5.3c and d show
molecular resolution images of the two film structures with overlaid proposed atomic
geometries.
In order to understand these experimental findings, TCB and CDB molecules
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Figure 5.3: a) An overview of both the porous structure and the line structure formed
by TCB molecules on the KCl(001) surface at room temperature. b) Large
linear domain showing alternating orientations of the line structure. c) A
zoomed in mesh average image of the square porous structure along with a
proposed atomistic model. d) A zoomed in mesh average image of the denser
line structure along with a proposed atomistic model. Images reprinted with
permission from ACS J. Phys. Chem. C[64]
were investigated adsorbed on step edges on the KCl (001) surface as well as on kink
sites. Steered MD was performed to estimate the entropic loss of step adhesion and
thus derive insight into dynamics of film nucleation.
5.4 Results
5.4.1 TCB and CDB Interaction with Step Edges and Kinks
Modelling the interaction of TCB and CDB with step edges and kinks provides
a very sensitive test for the balance of molecule-surface interactions because they
characterise the difference provided by the specific interaction with a relatively small
number of step and kink atoms with respect to the strong interaction with the terrace
mainly governed by the vdW forces. Experimental evidence suggests that at room
temperature CDB molecules are more strongly bound to steps than TCB, which has
implications for self-assembled film nucleation.
5.4.1.1 TCB Molecules at Step Edges and at Kinks
In order to gain insight into the step adhesion process and possible adhesion ge-
ometries, a 50 ns trajectory of temperature accelerated MD (T=500 K) of 100 TCB
molecules, corresponding to about 0.5 ML coverage, on a slab containing a step edge
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was analysed.
At 500 K molecules were observed to be mobile on the surface, rotating and
translating, indicating they had enough thermal energy to overcome diffusion bar-
riers and access several minima. After 50 ns the step edge showed a 75% coverage
with TCB molecules. These molecules adopted one of two configurations, attaching
with either one or two legs to the step edge, where the two leg attached geometry
accounted for about 2/3 of the molecules.
Using this information energy minimisation calculations were performed to study
the adsorption geometry of individual TCB molecules at a step edge. Three minima
were identified: in the first configuration, only one leg of the molecule is attached to
the step at a cation site (see Fig. 5.4a). This geometry is very similar to the lowest
adsorption geometry for TCB on a clean KCl (001) terrace (see Fig. 4.2). The
interaction energy of the molecule with the step amounts to about 0.15 eV giving a
total adsorption energy of 4.7 eV and the molecule displays very little deformation.
In the second configuration, two legs interact with K+ sites on the step edge.
However, the angle between the legs needs to distort (stretch) in order to maximise
interactions between the CN groups and K atoms (see Fig. 5.4b). Despite the
distortion of the molecule, the adsorption energy in this geometry was calculated to
be 4.8 eV highlighting strong electrostatic interactions between the polar CN group
and the cation atoms.
Finally, in the third configuration the angle between the molecule’s legs decreases
instead of stretching in order to attach two legs to two K+ sites at the step edge,
which has an adsorption energy of 4.5 eV. This value is slightly smaller than the
4.55 eV adsorption energy calculated for an isolated TCB molecule on the KCl (001)
terrace and thus this configuration will be unstable over longer periods of time.
Indeed this configuration is very short lived in the MD simulations and the molecule
quickly adopts one of the other two more stable configurations on the step edge.
Overall these calculations are consistent with observed adsorption behaviour in MD
simulations.
The calculations of TCB adsorption at kink sites show that in the most energet-
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Figure 5.4: Two possible adsorption geometries for a TCB molecule at a monatomic step
edge are shown along with the adsorption geometry at a kink site. Both
configurations are energetically favourable in comparison to adsorption on a
clean terrace. a) The TCB molecule adsorbs with one CN group positioned
near the step edge cation site. b) The TCB molecule distorts to adsorb with
two CN groups positioned near step edge cations. c) The TCB molecule
adsorbs with one CN group in the kink site and a second CN group positioned
near the step edge at a cation site.
ically favourable configuration one leg of the molecule is pointing into the kink and
attaching to the two cations of the step edge, which corresponds to the molecule
interacting with a total of three cations, as illustrated in Fig. 5.4c. Interestingly,
the most stable configuration at a kink site is one where the angle between the two
legs, that are attached to the step, gets compressed. This is unexpected, since this
configuration corresponds to the lowest energy structure found for a monatomic step
edge. However, the configuration with a stretched angle between the legs would lead
to the CN group in the kink to sit slightly further to the left, reducing the interaction
between it and the kink cations. The adsorption energy of the optimised configu-
ration was calculated to be 5.1 eV. A TCB molecule adsorbing next to a molecule
adsorbed at a kink site has an adsorption energy of about 4.8 eV with only one leg
attached to the step edge and one pointing towards the COM of the molecule in the
kink site.
5.4.1.2 CDB Molecules at Step Edges and Kinks
Similarly, long time-scale simulations of CDB molecules on the KCl (001) surface
with the [100] step edge at 500 K were performed in order to investigate possible
step adhesion geometries.
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Figure 5.5: a) The optimised adsorption geometry for a single CDB molecule at a step
edge on the KCl (001) surface. The CN anchoring group simultaneously in-
teracts with two surface cations while the hydrocarbon chain adsorbs along
the step edge itself. b) The optimised adsorption geometry for a single CDB
molecule at a kink feature on the KCl(001) surface. The CN anchoring group
simultaneously interacts with three surface cations, while the two hydrocar-
bon chains lie along the step edges.
In its lowest adsorption geometry as shown in Fig. 5.5a the molecule has an
adsorption energy of 4.0 eV, which is a 0.9 eV increase compared to adsorption
on a flat terrace. The increase can be attributed to two key factors: firstly, the
CN group can interact with surface as well as step edge cations and secondly vdW
interactions of the step edge with the main body of the molecule and the arm, which
is aligned with the step edge, contribute to the increase in adsorption energy.This
result is consistent with the experimental images that show decorated step edges at
low coverages of CDB molecules at room temperature (see Fig. 5.2a).
At kink and corner sites, the CDB adsorption energy increases further as at these
sites, the CN group can interact with a total of three cation sites and the second
hydrocarbon chain can now lie along a step edge as well, as shown in Fig. 5.5b. The
adsorption energy of CDB at a kink site was determined to be 4.4 eV, indicating
that molecules at kink sites are more stable than at step edges or on flat terraces.
Comparing the two molecules, the conformational freedom of the more flexible
CDB molecule allows it to adapt its geometry to maximise its interactions with the
step edge or a kink site. In contrast, the more rigid TCB molecule has very little
conformational freedom and can only minimally adapt to step edges.
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Figure 5.6: Change in entropy for a single TCB molecule as a function of the centre of
mass distance to the step edge at 300 K. At 23A˚ the interaction between the
molecule and the step edge is negligible and at this separation the entropy
was defined to be zero. Initially only one leg of the molecule attaches to the
step edge and a rapid decrease in entropy can be observed as two legs adhere
to the step edge.
5.4.1.3 Entropy Changes Due to Adsorption at Steps and Kinks
In the initial MD simulations investigating the dynamic behaviour of CDB and TCB
on KCl (001) it was observed that both molecules rotate rapidly on the surface.
However, molecules attached to a step edge do not rotate any more and thus will
have lost their rotational entropy. The balance of lost entropy and increased step
adhesion enthalpies dictates the thermodynamic stability of these molecules at step
edges.
Using a rigid rotor model we estimate that single TCB molecule would lose
T∆Srot = 0.14 eV and a single CDB molecule in the configuration with stretched
out carbonyl chains T∆Srot = 0.15 eV of rotational entropy and 0.14 eV with the
arms aligned along the aromatic body. However, these estimates need to be regarded
with caution, since the rigid rotor model does not include molecular flexibiliy or
surface rotation barriers.
The simple rigid rotor model can be compared to entropy calculations using
thermodynamic integration, which can provide a more accurate estimate.[117] Ther-
modynamic integration relies on averaging over all configurations of the molecule
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in MD simulations at a constant distance from the step edge. The COM of the
molecules was fixed along the reaction coordinate but was free to explore the con-
figurational space parallel to the step edge, in order to allow for efficient sampling.
The average change in entropy for TCB calculated in this way as a function
of the distance of the COM of the molecule from the step at 300 K is shown in
Fig. 5.6. As the molecule approaches the step edge, its entropy is reduced almost
linearly. Upon step adhesion TCB has lost 0.2 eV of entropy, in a configuration with
two legs attached to the step edge. In that geometry the molecule does not rotate
or translate and is essentially frozen. In order to translate, one leg needs to detach
from the step edge, which leads to a larger distance of the COM to the step edge,
which can be observed in the initial MD simulations. However, at no point was a
TCB molecule observed to climb to the upper terrace of the step edge, indicating
the presence of a Schwo¨bel Barrier.
The TCB molecule gains 0.15 eV of enthalpy by adsorbing on a step edge, but
loses about 0.2 eV in entropy. Thus the adsorption energy is significantly lowered,
which may explain that only partially covered step edges are observed by NC-AFM
(see Fig. 5.1d).
The change in entropy for CDB at 300 K shown in Fig. 5.7 is almost three times
larger than for the rigid TCB molecule. Upon adhesion to a step edge the CDB
molecule loses 0.55 eV of entropy. The process can be divided into two regimes.
Initially the tip of one hydrocarbon chain attaches to the step edge leading to a
small decrease in entropy. As the COM of the molecule gets closer to the step edge
the hydrocarbon chain aligns with the step edge (around 20 A˚ mark), leading to a
large drop in entropy. Thereafter, the entropy is reduced further as one CN group
attaches to the step edge. In its final adsorption geometry one hydrocarbon chain
will retain its degrees of freedom, while the other chain and the main body of the
CDB molecule are constrained by the step edge.
The loss in entropy (∆S=0.55 eV) is smaller than the gain in enthalpy
(∆H=0.9 eV) as a CDB molecule adsorbs at a step edge. Therefore, it is stable
at a step edge at room temperature, which is consistent with NC-AFM findings of
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∆H terraceads -T∆S
terrace
ads ∆F
terrace
ads ∆H
step
ads -T∆S
step
ads ∆F
step
ads
TCB -4.55 eV 0.5 eV -4.05 eV -0.15 eV 0.2 eV -4.0 eV
CDB -3.1 eV 1.0 eV -2.1 eV -0.9 eV 0.5 eV -2.5 eV
Table 5.1: Overview of thermodynamic properties for TCB and CDB molecules on
KCl(001). ∆HXads gives the adsorption enthalpy on a terrace or step edge
and ∆SXads gives the change in entropy for adsorption at 300 K. The free
energy ∆FXads can be calculated from ∆F
X
ads = ∆H
X
ads − T∆SXads.
step edges covered with CDB molecules.
Figure 5.7: Change in entropy for a single CDB molecule as a function of the centre of
mass distance to a monatomic step edge at 300 K. The initial decrease in
entropy can be attributed to one arm of the CDB molecule adhering to the
step edge. As the molecule gets even closer to the step, a cyano group will
attach at a cation site of the step edge, leading to a further drop in entropy
A summary of the values of enthalpy, entropy change and free energy for adsorp-
tion of CDB and TCB is given in Table 5.1. The free energy is calculated as the
difference of the enthalpy of adsorption and the entropy of adsorption (∆F=∆H-
T∆S). At 300 K the TCB molecule adsorbs on flat terraces and step edges equally
favourable, whereas the CDB molecule adsorbs more strongly on step edges.
The change in entropy calculated from thermodynamic integration can be com-
pared to the initial estimate using the rigid rotor model. For TCB the two models
give comparable values. However, the rigid rotor model fails for the more flexible
CDB molecule which displays a more complex step adhesion mechanism, where the
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Figure 5.8: Three stable dimer configurations as observed in MD simulations. Energy
minimisation calculations were performed to find the energetically lowest
geometries. The adsorption energy of a single TCB molecule in the respective
configuration is given below each image.
molecule adapts its geometry to maximise its interaction with the step edge while
retaining conformational freedom of one hydrocarbon chain.
Furthermore, translational motion of the molecule cannot be ignored, since CDB
has a higher diffusion coefficient and a lower diffusion barrier. Thus only consid-
ering rotational entropy and treating the molecule as a rigid body results in an
underestimation of the free energy change upon step adhesion.
5.4.2 TCB Dimers
MD simulations of 100 TCB molecules were performed in order to gain an initial idea
about possible molecular structures. While most molecules changed their orientation
and coordination throughout the MD simulation, small clusters were observed to be
stable for longer periods of time as shown in Fig. 5.8.
The first structure consisted of a chain of TCB molecules, where one leg of
a molecule points towards the central benzene ring of a neighbouring molecule
(Fig. 5.8a). In this configuration the molecules are sterically hindered to adopt
the lowest energy configuration with respect to the surface, leading to an energy
penalty of 0.1 eV in the molecule-surface interaction. Nevertheless, this arrange-
ment has an adsorption energy of 4.57 eV per molecule, which is marginally lower
than an isolated TCB molecule on a flat terrace.
A second stable configuration is shown in Fig. 5.8b, where two TCB molecules
align side by side. This configuration has been observed most often during the
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Figure 5.9: The change in entropy upon dimer formation is plotted as a function of
molecular separation. Zero on the x axis corresponds to the equilibrium
dimer separation as obtained in energy minimisation calculations and shown
by the inset.
MD simulations and indeed was found to have the lowest adsorption energy of the
structures considered at 4.64 eV per molecule. Both molecules adapt the lowest
energy adsorption geometry as found for an isolated molecule, thus there is no
energy penalty associated with forming these dimers and their interaction energy
amounts to 0.2 eV as calculated using energy minimisation calculations.
In configuration shown in Fig. 5.8c the TCB molecules also adopt the lowest
adsorption geometry of an isolated molecule. The two TCB molecules align just
their CN-groups, forming a dipole-dipole bonded dimer with an adsorption energy
of 4.60 eV.
The lowest energy dimer structure is proposed to be the basic building block for
both observed film structures and has also been observed in experimental studies
of TCB on Si:B(111).[109] However, as the dimer is formed the TCB molecules
become more constrained leading to a loss in entropy. The loss in entropy determines
the stability of the dimers at non-zero temperatures and hence influences the film
formation.
5.4.3 Entropy Loss upon Dimer Formation
Applying the same methodology as for step adhesion, the entropy loss of dimer
formation was calculated. The distance between the COMs of the two molecules
64
5.4. Results
Figure 5.10: Proposed self-assembled structures for TCB molecules. The respective unit
cell vectors are a) 31.4A˚ × 17.8A˚ with α = 82◦ b) 31A˚ × 17.8A˚ with α =
90◦ c) 35.5A˚ × 17.8A˚ with α = 90◦ d) 31A˚ × 22.2A˚ with α = 90◦ e) 35.5A˚
× 22.2A˚ with α = 90◦ f) 40.9A˚ × 40.9A˚ with α = 90◦.
was fixed at each step, but the molecular motion was not frozen to allow for efficient
sampling of the entire configuration space. Each individual MD simulation was
performed at 300 K with a 1 fs time step over 50 ns.
Fig. 5.9 illustrates the change in entropy upon dimer formation as a function of
molecular separation. The equilibrium distance between the COM of the molecules
as obtained from energy minimisation calculations is indicated by the vertical black
line. As the TCB molecules form the dimer, a loss of entropy of 0.1 eV can be
observed. Since the dimer formation enthalpy is 0.2 eV, these dimers are expected
to be stable for considerable length of time at room temperature.
5.4.4 Film Structures
The dynamics of the molecules is too low to simulate film growth directly. However,
MD simulations are useful to determine small building blocks, which suggest clear
motifs for constructing prototype periodic infinite structures. Fig. 5.10 illustrates
possible film structures for TCB of varying density and coordination.
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The lowest adsorption energy was found for configuration (b) at 4.75 eV per
molecule, followed by configuration (c) at 4.73 eV per molecule. This is consistent
with the experimentally observed structures (Fig. 5.3a), where the configuration (b)
reproduces well the experimentally measured film unit cell and the observed line
splitting (Fig. 5.1a,b) is due to the energetically close structure (c).
The configuration (f) represents the lowest energy porous structure found with
an adsorption energy of 4.65 eV per molecule. At room temperature both the line
and porous structure can be observed. Since entropic factors have not been consid-
ered, these can have an impact on the relative stability of the two films at various
temperatures. However, the calculation of entropy changes upon film formation is
non-trivial and was not attempted in this work.
To probe the film stability, MD simulations starting from large island of the
lowest enthalpy structures at 300 K and 400 K were performed. The line structure
is stable at 300 K and no diffusion of molecules at the domain boundary could be
observed, whereas at 400 K isolated TCB molecules broke the film symmetry and
broke away from the molecular island.
The porous structure displayed unstable edges at 300 K, indicating weaker
molecule-molecule interactions and at 400 K it was found to be unstable as a disor-
dered film was formed. Experimental observations agree with these results, where
a transition from the porous to the line structure was observed as the tempera-
ture was increased from 300 K to 400 K. In both structures TCB dimers formed
the basic building block, which agrees with reports of structures of other tripod
molecules.[110,112,118–121]
5.5 Discussion and Conclusions
Despite progress in recent years, nucleation and growth mechanisms of monolayers
and ordered films of organic molecules at insulating surfaces are still poorly under-
stood. It is often assumed that step edges serve as nucleation sites, where molecules
get trapped and film-growth may start. This study sheds a new light on the possible
dynamics of this process and the resulting structure.
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In order for a well-defined film structure to grow, molecules need to have enough
degrees of freedom to find stable nucleation sites, from where film growth may start.
Calculations in the previous chapter and experimental data indicate rapid diffusion
of single TCB and CDB molecules across the KCl (001) surface. The nucleation at
step edges is temperature dependent.
Single CDB molecules favourably interact with step edges and the entropy loss
upon step adhesion is not large enough to compensate the gain in enthalpy. However,
TCB molecules display opposite dynamics. It is unable to adapt its geometry to step
edges and kinks to maximise molecule-step interactions and can only interact with
the step edge through CN functional groups. However, even then some energy is lost
due to the molecular distortions required to position both CN groups near cation
sites on the step edge. The entropy loss upon adsorption in this case is significant
and destabilises the molecule at a step edge. Thus the free energy of step adhesion
and isolated adsorbed molecules on a flat terrace is comparable (see Table 5.1).
This behaviour is consistent with NC-AFM measurements, which show covered
step edges for CDB at low coverage, but for low coverage of TCB, step edges show
partially coverage and molecules are noticeably absent.
While organic molecules adsorbed on insulators do not typically display epitaxial
growth, the addition of anchoring groups which bind to specific surface sites, such as
the CN-group for TCB and CDB, can lead to epitaxial growth and attempts to apply
the concept of epitaxy to organic thin films have been made.[59, 122,123] However,
large organic molecules can display complex film structures with low plane group
symmetry, thus introducing more complexity. Balancing the interactions between
molecules with the molecule-surface interactions is vital in order to achieve large
domains of self assembled monolayers, which are commensurate with the surface
symmetry.
Strong interactions between the cyano anchoring groups of TCB with the surface
cations prevents TCB molecules from diverting significantly from their minimum
adsorption geometry. Thus, “point-on-point” commensurism can be observed in the
self-assembled film structures.
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5.5. Discussion and Conclusions
In summary, molecular flexibility plays a crucial role in nucleation at elevated
temperatures due to its effect on entropic contributions to step adhesion. Tuning
the conformational flexibility and functionality of molecules are powerful parameters
that can be used to design molecules for self-assembly. However, predicting nucle-
ation behaviour and the final self-assembled structures is still unfeasible, motivating
further research into the underlying factors that steer film growth.
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Mechanism of Ti Interstitial
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Chapter 6
Point Defects in Bulk Rutile TiO2
6.1 Introduction
Titanium Dioxide (TiO2) finds applications in many different areas such as e.g.
paints and coatings,[124,125] catalysis,[126,127] optical instruments,[128] solar cells[129,130]
and gas sensors.[131,132] Its high refractive index is exploited in sunscreen and to make
white pigments. The discovery of the ability of TiO2 to split water for hydrogen
production has fuelled intense research.[133–136] TiO2 has become a model metal
oxide for surface science studies, as the number of publications shown in Fig. 6.1
illustrates. The (110) surface is the most stable rutile surface structure and has been
studied extensively with almost 200 articles per year for the last decade.
During the preparation of TiO2 samples defects can easily be introduced, which
Figure 6.1: Timeline of the number of publications on rutile TiO2 and on the rutile
(110) surface. The data was obtained from ISI database Web of Science
(www.webofknowledge.com) accessed 17 Sept. 2018.
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results in high conductivity and enhanced catalytic activity.[137] Indeed, rutile TiO2
has a very rich phase diagram with many substoichiometric phases of the type
TinO2n−1, termed Magneli phases, which are related to the formation of crystallo-
graphic shear planes. In the range of TiO1.9996 to TiO1.9999 (3.7× 1018 to 1.3× 1019
missing O atoms per cm3) interstitial Ti atoms are the dominant defects.[138] Oxy-
gen can be removed through high temperature annealing or ion sputtering, which
are commonly used procedures in sample preparation for surface probe experi-
ments.[139,140] Consequently, many different surface structures of varying defect
density and reconstructions have been reported.[137,141,142] It is commonly accepted
that excess Ti in the form of interstitial atoms results from oxygen removal, which
is a surface mediated effect. However, the Ti defects can penetrate the entire crys-
tal.[143,144]
The experimental evidence for Ti3+ species, which are linked to Ti interstitials
(Tii) as well as oxygen vacancies (vO), is considerable: the introduction of Tii leads
to the crystal changing colour from transparent to blue with increasing Tii concen-
tration, which is related to d-d transitions.[145] Further, a gap state about 1 eV
below the CBM is induced as measured by photoelectron spectroscopy and energy
loss experiments.[146–148] A Ti 3d1 state is also responsible for the measured g-tensor
in EPR measurements[149,150] and Ti-3d states are observed in Auger electron spec-
troscopy.[151]
Point defect diffusion has been reported to drive surface reconstruction,[152] sur-
face reoxidation,[144] surface catalytic activity[153] and self-limiting growth of TiOx
encapsulated Pt nanoparticles.[154] In isotopically labeled secondary ion mass spec-
trometry experiments, Ti interstitials were identified to be the main diffusing species
at temperatures above 400 K.[143] However, at temperatures below 800 K the con-
centration of surface Tii accounts for more than 95% compared to bulk. The balance
starts to shift with increasing temperature with a more even split at 1073K annealing
temperature indicating indiffusion of Tii species.
[155]
However, the behaviour of intrinsic defects is still not fully understood despite
intensive research over the past decades. Particularly the question which defect is
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dominant in reduced TiO2 can not be answered definitely, partly due to polaronic
effects in TiO2, which mean many defects display similar experimental signatures.
TiO2 samples also exhibit a dependence on the history of the sample, its exact heat
treatment and presence of oxygen or reducing agents during sample preparation,
which are not always well documented in the literature. Furthermore, polaronic
effects are challenging to capture theoretically as well, limiting the predictive power
of ab initio calculations (see Section 6.5).
Theoretical reports on point defects in bulk rutile TiO2 show defect geometries
and formation energies.[156–158] However, a large number of studies was performed
with GGA functionals, which are not suitable for the study of rutile TiO2, especially
its surfaces, defect induced states and localised charge carriers (see 6.5).[157,159] Hy-
brid functionals, particularly HSE06 can reproduce bulk structures, electronic charge
trapping energies, defect geometries, molecular adsorption and polaronic states in
good agreement with experimental data.[160–163]
In this part of the thesis point defects in rutile TiO2 are investigated using a
hybrid functional DFT approach. Firstly, intrinsic defects in bulk rutile TiO2 are
calculated and compared to experimental data from the literature in Chapter 6.
Respective defect formation energies and their dependence on oxygen pressure and
temperature are calculated for bulk TiO2 and insight into the diffusion of interstitial
Ti atoms is obtained from calculations of diffusion barriers.
6.2 Methods
Rutile TiO2 was studied using DFT as implemented in the CP2K code,
[164] which
employs a mixed Gaussian and plane wave basis-set (GPW). A triple zeta basis set
was used for Ti and O together with Goedecker-Teter-Hutter (GTH) pseudopoten-
tials.[165] In order to get an improved description of the electronic and geometric
structure, the Ti 3s2, 3p6, 3d2 and 4s2 electrons were treated as valence. The plane
wave cutoff was converged at 600 Ry, SCF convergence was set to 10−6 a.u. and
residual forces on relaxed atoms were converged to smaller than 0.01 eV/A˚. In the
generalised gradient approximation (GGA, such as PBE) rutile is predicted to be
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unstable, since imaginary phonon frequencies are found for the A2u mode
[159] and
thus a more expensive hybrid calculation is needed to represent the electronic and
geometric structure correctly. All results presented herein were obtained using the
HSE06 hybrid functional with 25% Hartree-Fock exchange and an omega of 0.11,
which reproduced experimental properties well (see Section 6.3). HSE06 obeys the
generalised Koopman’s Theorem, which means it can provide reliable vertical exci-
tation energies, charge trapping energies and charge transition levels.[162] In order
to reduce the computational cost of the hybrid functional calculations, the auxil-
iary density matrix method (ADMM)[24] was used, which uses a reduced basis set
for the HF exchange calculation and thus allows the computation of larger cells,
which would otherwise be prohibitively expensive in hybrid DFT. Defect formation
energies were corrected for image charge interactions and potential alignment (see
Chapter 2). For the surface calculations, a vacuum gap of 20 A˚ ensured that the
interaction between the surface and its periodic image tends to zero. The reported
bulk properties were obtained using a 3x3x3 supercell (162 atoms) and the surface
model consisted of a 2x4x8 TiO2 slab (384 atoms), unless stated otherwise.
6.2.1 Computation of Chemical Potentials
The choice of chemical potentials is critical to obtain physically accurate and rel-
evant DFEs. While a plethora of studies use zero energy DFT values as chemical
potentials, effects due to non-zero temperatures and gas pressure, particularly for
O2, have a significant effect on calculated DFEs. Thus, in this work a more thorough
derivation of chemical potentials is performed as previously reported for SrTiO2,
[166]
in order to match experimental conditions more closely.
The Gibbs free energy of formation, ∆G0f,T iO2 , is given by:
∆G0f,T iO2 = g
0
T iO2
− g0T i − g0O2 ≡ µ0T iO2 − µ0T i − µ0O2 , (6.1)
where g0X is the Gibbs free energy of species X under standard conditions. The Gibbs
free energy can be separated into its enthalpic and entropic contribution. One can
simplify this expression by assuming the entropic contributions to g0T iO2 and g
0
T i are
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negligible, which was shown to result in an error of about 0.02 eV in comparative
studies.[166] The accuracy of the DFT calculations presented is about 0.01 eV due
to limited basis-sets, finite size effects, energy convergence criteria etc., thus the
approximation to ignore entropic contributions to these solids is justifiable. Then,
Eq. 6.1 becomes:
∆G0f,T iO2 = h
0
T iO2
− h0T i − (h0O2 − TS0O2) . (6.2)
While in chemistry the convention is to set the enthalpy of formation of elementary
species to zero, the energy zero is different in DFT calculations. Thus, one can
further deduce:
∆G0f,T iO2 = E
DFT
TiO2
− EDFTTi − EDFTO2 + T 0S0O2 (6.3)
Using this expression and standard entropy values for oxygen[167] gives a heat of
formation of -9.15 eV, which is an underestimation of the experimentally value of
-9.72 eV. This can be explained by a poor representation of the complex electronic
structure of the oxygen molecule in DFT, i.e. the atomisation energy of O2 is not well
reproduced with many DFT functionals.[168] We found an underestimation of the
textbook value of 5.12 eV by 6% using the HSE06 hybrid functional. Furthermore,
the electronic structure of Ti metal is difficult to calculate with a hybrid functional,
since large cells (or in other codes large k-point sampling) is needed, which comes at
a high computational cost and known problems to calculate metals in Hartree-Fock
theory.
The Ti and O chemical potentials are unknown exactly in TiO2, but bounds can
be placed on their limits. Equilibrium of TiO2 requires:
µT iO2 = µT i + µO2 , and (6.4)
µT i2O3 > 2µT i +
3
2
µO2 , (6.5)
which shows, that the Ti and O chemical potentials are linearly dependent. Thus,
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two regimes can be identified: the oxygen rich regime (µO2 ≤ EDFTO2 −T 0S0O2 ≡ µ0O2)
and the Ti rich regime (µT i ≤ µDFTTi,T i2O3). Furthermore, the dependence of chemical
potentials on pressure and temperature need to be considered. While these are
difficult to calculate, one can make use of thermochemical databases and thereby
avoid errors inherent to ab initio methods.
Temperature and pressure affect µT i minimally compared to the effect on µO2 ,
as can be seen by the order of magnitude smaller standard entropy for example.[167]
Thus, µO2 will be adjusted to take T and p into account. The dependence on pressure
can be derived from the thermodynamic relation of an ideal gas:
∂µO2
∂p
∣∣∣∣
T
=
kT
p
, (6.6)
where k is the Boltzmann constant. Integrating over p gives:
µO2(p, T ) = µO2(p
0, T ) + kT ln
(
p
p0
)
. (6.7)
The temperature dependence can be derived from thermochemical data, where
change in enthalpies and entropies with T have been fitted to polynomials:
G(p0, T ) = A(T − T ln(T ))− 1
2
BT 2 − 1
6
CT 3 − 1
12
DT 4 − E
2T
+ F −GT (6.8)
where the coefficients A,B,C,D,E,F and G can be found in standard thermochemistry
databases.[167] The final expression for µO2 is then given by:
µO2(p, T ) = µ
0
O2
+G(p0, T )−G(p0, T 0) + kT ln
(
p
p0
)
. (6.9)
6.3 Testing of Computational Setup
The chosen method was verified by comparing the bulk electronic and geometric
structure as well as the (110) surface structure to experimental results and theo-
retical calculations reported in literature. Fig. 6.2 illustrates the band structure of
bulk rutile TiO2. Since CP2K does not have k-point sampling implemented yet,
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Figure 6.2: Bandstructure of TiO2 illustrating the semi-conducting nature of rutile with
a direct bandgap of 3.5 eV at the Gamma point. The unit cell of TiO2 is
illustrated on the right.
the CASTEP code was employed to calculate the bandstructure. A 7x7x7 k-point
mesh along with the HSE06 functional and a 400 eV cutoff were used. Optimised
cell vectors and atomic positions were found to be in good agreement with the ones
obtained using CP2K. The optimised lattice vectors were found to be a = 4.60 A˚
and c = 2.93 A˚, which is in good agreement with a = 4.59 A˚ and c = 2.96 A˚ found
from neutron powder diffraction experiments.[169] An illustration of the tetragonal
unit cell of rutile TiO2 is given in Fig. 6.2. Each Ti atom is six fold coordinated,
while every O atom is three fold coordinated. The Ti-O bonds can be separated
in two types, axial and equatorial. Each Ti atom has two axial Ti-O bonds at an
angle of 180◦ wrt. each other and four equatorial bonds, at 90◦ wrt. each other.
The optimised bulk bond lengths are 1.99 A˚ for axial and 1.94 A˚ for equatorial Ti-
O bonds, which is in good agreement with experimentally measured bond lengths
(see Table 6.1). A direct bandgap of 3.5 eV at the Gamma-point is slightly larger
than the experimentally measured value of 3.03 eV,[170,171] but compares well with
reported values from DFT calculations using the same functional[160] and from full
frequency G0W0 calculations.
[172] The top of the valence band (VBM) is composed
mostly of O 2p character, whereas the bottom of the conduction band (CBM) has
predominantly Ti 3d character. Bader charges on Ti are +2.4e and on O -1.2e,
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Figure 6.3: Left: Plot of surface energy versus number of layers in the 2x4 (110) surface
slab of rutile TiO2. Only even layer slabs were calculated to check conver-
gence. Right: Six layer surface slab illustrating atomic surface relaxations.
respectively, indicative for ionic bonding. The heat of formation of a unit of TiO2
was calculated at -9.15 eV, which is in agreement with the experimental value of
-9.72 eV.[167]
The ability of our model to represent the (110) surface structure accurately was
also verified. The (110) surface is the lowest energy rutile surface and has been
studied extensively.[142,173–175] It consists of alternating corner sharing TiO6 and
TiO5 octahedra, where the Ti atom is located in the centre of the octahedron. The
Ti atoms lie in planes parallel to the surface plane with one oxygen per unit of TiO2
sticking out of the plane, as illustrated in Fig. 6.3(right).
Previously theoretical studies show, that surface properties, such as surface en-
ergy or adsorption energies of small molecules, converge slowly with increasing num-
ber of TiO2 layers in the simulated slab.
[176,177] Methods to improve convergence
include H termination of dangling bonds on the bottom surface or constraining the
bottom two layers of the slab in their bulk geometry. However, H termination can
lead to artificial dipoles in the system and thus can influence the electronic structure,
which is particularly detrimental to shallow polaronic states. Bulk termination is
useful for adsorption calculations, which primarily rely on accurate representation
of the geometric and electronic structure of the surface and rely less on an accurate
description of the bulk properties within the slab.
77
6.3. Testing of Computational Setup
Atom Pair Bulk Bond Length Exp. Bond Length This work % difference
Ti(1)-O(1) 1.94 1.71 1.81 5.9
Ti(1)-O(2) 1.99 2.15 2.03 -5.6
Ti(1)-O(3) 1.94 1.99 2.09 5.0
Ti(2)-O(2) 1.94 1.84 1.94 5.4
Ti(2)-O(4) 1.99 1.84 1.80 -2.2
Ti(3)-O(4) 1.94 2.00 2.03 1.5
Ti(3)-O(5) 1.99 1.92 1.92 0.0
Ti(3)-O(6) 1.94 1.94 1.87 -3.6
Ti(4)-O(3) 1.99 1.97 1.83 -7.1
Ti(4)-O(5) 1.94 1.99 1.99 0.0
Ti(4)-O(7) 1.99 2.18 2.19 0.5
Table 6.1: Bond lengths in TiO2, illustrating atomic relaxations on the (110) rutile sur-
face. Experimental values have been adapted from,[141] which were obtained
from surface X-ray diffraction measurements. The percentage change corre-
sponds to the experimental value compared to the theoretical value. All bond
lengths are given in A˚ and labeled according to Fig. 6.3.
However, in this work adsorption as well as substitution processes are investi-
gated, which require a thick TiO2 slab to be modelled, in order to get accurate
bulk properties in the middle of the slab, as well as a correctly represented surface.
Fig. 6.3 shows the convergence of surface energy with number of TiO2 layers in the
slab. The typical even-odd layer oscillations are not seen since only even layer slabs
were calculated as they were found to converge even more slowly.[156] As expected
convergence is slow and could not be reached up to a 10 layer system. However, the
obtained value of about 0.6 eV per surface unit cell in a 10 layer slab compares well
with published results.[156,176,177] As the computational cost increases drastically
with the number of atoms modelled, a balance between accuracy and computational
cost has to be achieved. Thus, an eight layer slab was chosen for this work, in
which all atom positions are optimised. A 20 A˚ vacuum gap was found sufficient to
minimise periodic interactions between slabs in the out of plane direction.
The slow convergence of surface energies, adsorption energies and other surface
related properties can be traced back to atomic relaxations upon creating the sur-
face, as illustrated on the right side in Fig. 6.3. When the TiO2 crystal is cleaved
to create a (110) surface, undercoordinated Ti and O atoms are produced. These
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undercoordinated atoms show the largest surface relaxations from their bulk lattice
sites (see Table 6.1). The O(1) is termed bridging oxygen (OBr) and relaxes into the
surface shortening the Ti-O bonds (1.81 A˚). Similarly, the five fold coordinated sur-
face Ti atom relaxes inwards, elongating the in-plane Ti-O bonds and compressing
the Ti-O bond along the surface normal. The top layer of atoms displays the largest
relaxations, which is consistent between theory and experiment, albeit the magni-
tude of relaxations varies by up to ∼6%. Interestingly, both experiment and theory
indicate the formation of bi-layers. While the distance between the first and the
second layer decreases, the distance between the second and third layer increases.
This bi-layer formation leads to slow convergence of the out-of-plane bonds with
increasing number of layers in the slab, while in-plane bonds converge more rapidly.
In Fig. 6.3 the bi-layer formation is illustrated by omitting Ti-O bonds between the
bi-layers. Overall, the agreement between our data and experimental data is largely
within experimental error of about 0.1 A˚.
6.4 Results
6.4.1 Calculation of Defect Formation Energies
To evaluate the defect chemistry of rutile TiO2 several point defects were calculated:
Oxygen vacancy (vO) and oxygen interstitial (Oi) as well as Ti vacancy (vTi) and Ti
interstitial (Tii) in various charge states. The DFE diagrams under Ti rich and O
rich conditions are shown in Fig. 6.4 for 300K and 1 atm gas pressure and for 1000K
and 10−6 atm gas pressure. These represent typical conditions of a sample exposed
to the ambient atmosphere and a sample during a high temperature vacuum anneal.
To maintain charge neutrality a charged point defect needs to be compensated by
e.g. defects of the opposite charge: for example a Ti4+i can be compensated by a
v4−Ti . Such a complex has a DFE of 6.64 eV and is the lowest energy Frenkel defect,
in agreement with reported values in literature[178,179] and independent of the choice
of Ti chemical potential. The corresponding anti-Frenkel defect (v+2O and O
−2
i ) has
a DFE of 6.87 eV. The DFE of the Frenkel and anti-Frenkel defects are obtained by
summing the DFEs of the corresponding isolated defects. Interactions between the
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Figure 6.4: Defect formation energy diagrams for point defects in bulk rutile TiO2 under
O rich (left) and Ti rich (right) conditions. Only the lowest energy charge
state is ploted for each Fermi level position.
defects are thus neglected, which previously have been shown to have a significant
impact on calculated DFEs of Frenkel and anti-Frenkel defects.[180]
Besides a Frenkel pair defect, compensation can be achieved by creating Schottky
defects. A Schottky defect consists of v4−Ti and two v
+2
O , which corresponds to one
missing unit of TiO2. Such a defect has a DFE of 6.32 eV, which compares well
with reported values from self-interaction corrected ab initio calculations.[181] While
literature reported DFE values for individual defects vary due to different choices
for µO2 and µT i, DFE for Frenkel and Schottky defects do not and are therefore
useful for comparison.
The dependence of calculated DFEs on temperature and gas pressure can be
seen from the difference between plots in Fig. 6.4. Under ambient conditions in
the O rich limit the DFE of a Ti0i is 7.35 eV, at 1000 K and 1 atm it becomes
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4.21 eV and at 1000 K and 10−6 atm it is lowered to 3.02 eV. This illustrates that
higher temperatures lower the formation of Tii and the same argument holds for
oxygen vacancies, whereas Oi and vTi have higher DFEs. This change in DFE has
implications of the formation of intrinsic defects during a sample anneal, where high
temperatures of over 1000 K are used. In the following section, DFEs calculated
under O rich conditions at 300 K and 1 atm gas pressure are discussed.
Fig.6.5a illustrates a neutral O interstitial defect. The interstitial atom displaces
a lattice O atom by 0.74 A˚ and forms a dimer configuration. In fact, the dimer
can be regarded as an O−22 defect (the lattice O atom has a formal charge of -2),
which is termed a peroxide ion and is characterised by the 1.49 A˚ O-O bond and a
singlet ground state. The thermodynamically most stable charge state is the neutral
interstitial with a DFE of 2.59 eV, but at high Fermi energy (3.05 eV above VBM)
a charge transition level (CTL) from neutral to -2e, (0/-2), is observed.
The corresponding oxygen vacancy is illustrated in Fig. 6.5b. The neutral va-
cancy adopts a triplet ground state with two electron polarons localised on two
neighbouring Ti atoms. The polarons can also be identified in density of states plots
(DOS), where two bandgap states appear at 0.8 eV and 1.31 eV below the CBM,
consistent with recent electron paramagnetic resonance (EPR) measurements,[182]
infrared adsorption measurements[183] and theoretical calculations.[184] The neutral
vacancy has a DFE of 4.7 eV, however, the -2e charged vacancy is thermodynam-
ically more stable at low Fermi level positions (see Fig. 6.4). An (-2/0) CTL was
found at 3.07 eV above the VBM.
Fig. 6.5c illustrates a Ti interstitial, which adopts an octahedral configuration.
The nearest neighbour O atoms bonding to the Ti interstitial relax slightly inwards,
whereas the nearest neighbour Ti lattice atoms relax away from the interstitial. The
four valence electrons of Tii induce four polarons localised on Ti sites, which create
a bandgap state 1.12 eV below the CBM, which is in good agreement with infrared
adsorption measurements showing a peak at 1.18 eV.[183] Thermodynamically the
+4e charge state is most stable throughout the bandgap up to 2.57 eV above the
VBM, where the (+4/+3) CTL lies (see Fig. 6.4). At 2.67 eV above the VBM
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Figure 6.5: Geometries of point defects in rutile TiO2: a) O interstitial; b) O vacancy
(indicated by a blue circle and black arrow); c) Ti interstitial; d) Ti vacancy
(indicated by a blue circle and black arrow). (Red = O, white = Ti)
the (+3/+1) CTL is positioned and at 2.73 eV the (+1/0) CTL. Thus, within
a narrow range of Fermi level positions the most stable Tii state changes from +4
to neutral. The DFE for the neutral interstitial is 7.35 eV at 300 K and 1 atm
air pressure. Experimental measurements of the activation energy for Ti interstitial
creation at 1058◦C and 1.69x10−16 atm yield a DFE of 11.97 eV,[185] which is in
good agreement with the calculated DFE of 11.92 eV at the same temperature and
oxygen pressure.
Lastly, a Ti vacancy is shown in Fig. 6.5d with a DFE of 6.79 eV and minimal
lattice relaxation around the vacancy. The neutral vacancy is stable at low Fermi
levels with the (0/-1), (-1/-2), (-2/-3) and (-3/-4) CTL positioned at 0.63 eV,
0.73 eV, 0.83 eV and 0.95 eV above the VBM, respectively. Since the neutral vTi
adopts a S=2 configuration with four holes localised on the equatorial oxygen atoms
next to the vacancy, the CTLs are related to the sequential removal of these holes.
While self-trapping of holes was found to be unfavourable in rutile TiO2, electrons
do self-trap and form polarons localised on a lattice Ti atom.[186] The Kohn-Sham
level of the polaron lies 1.02 eV below the CBM, which is slightly shallower than
the polaron level in the presence of a charged defect, such as a Ti3+i .
6.4.2 Polarons in TiO2
As already indicated above, a Tii creates small polarons in rutile TiO2.
[140] A polaron
is a quasiparticle, which is a result of electron-phonon coupling. An electron (or hole)
in a crystal induces a strain field due to the Coulomb interaction with the lattice
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Figure 6.6: a) Self-trapped electron in bulk rutile TiO2 localised on a Ti lattice site. b)
Polarons induced by a Tii defect localised on the defect and lattice Ti sites.
(Red = O, white = Ti)
ions. In a covalent crystal the interaction is typically weak, while in more ionic
crystals the interaction is larger. Charge carriers can therefore locally deform the
lattice, leading to charge trapping. Such a trapped polaron will tunnel through the
crystal at low temperatures, whereas at higher temperatures it can hop through the
crystal or get excited into the conduction band.
Rutile TiO2 can self-trap an electron on a Ti lattice site creating a small polaron
as shown in Fig. 6.6a. The lattice is distorted around the polaron creating an energy
well for the electron which occupies a Ti 3d orbital. The polaronic Kohn-Sham state
is located 1.02 eV below the CBM in the bandgap of TiO2. Holes do not self-trap
in rutile TiO2 and instead will be delocalised in the valence band.
Similarly, a Tii induces polaronic states in bulk rutile TiO2 (see Fig. 6.6b). The
Ti interstitial has four valence electrons, which create four polaronic states. One
polaron will remain on the interstitial Ti and three polarons are localised on lattice
Ti atoms. Therefore, the Tii can be assigned a classical charge of +3, which is
consistent with EPR measurements.[187] A positively charged interstitial refers to
an interstitial with fewer polarons in the vicinity.
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6.4.3 Ti Interstitial Diffusion
In order to better understand the mobility of the interstitial Ti atoms, NEB cal-
culations determining diffusion paths were performed. There are two possible low
energy diffusion paths for a Tii defect: along the (001) direction, which corresponds
to diffusion through a hollow channel in the TiO2 lattice, and via an interstitialcy
mechanism along the (110) direction.
Fig. 6.7 illustrates the barriers for diffusion along the (001) and (110) crystal-
lographic directions. For a neutral Ti interstitial (Ti+3i +3 polarons) the diffusion
barrier along the (001) crystallographic direction is 0.34 eV, which is lower than
previously reported values obtained with a GGA functional.[188,189] Due to the lat-
tice symmetry, the diffusion path has length c/2 for which the barrier is shown (see
insets of atomic configurations).
The interstitialcy mechanism is the lowest in energy for diffusion along the (110)
crystallographic direction. The calculated path displays a two step process with
barriers 0.5 eV and 0.55 eV. Due to lattice symmetry, these two barriers should be
equal and the discrepancy is attributed to not fully relaxed transition structures. A
local minimum is found for a Tii-vTi-Tii complex, which is 0.23 eV higher in energy
than the Tii configuration in a rutile lattice. Interestingly, previous reports show
the intermediate structure to be lower in energy than the start and end configura-
tions.[188]
The diffusion of a Ti+4i defect was also calculated, which has respective barriers
of 0.25 eV along (001) and 0.31 eV along (110), which is close to reported values
of 0.31 eV along (001) and 0.23 eV along (110).[188] During the diffusion process
the electron which is localised on Tii leaves the interstitial to form a polaron on a
nearby lattice Ti atom. The charged interstitial and the polaron states will attract
each other, increasing the activation energy for diffusion. GGA barriers are lower,
partly since the electrons of the interstitial are delocalised in the conduction band.
84
6.5. Discussion
Figure 6.7: Barrier for Tii diffusion along the (001) and (110) crystallographic directions
in bulk TiO2. The insets illustrate atomic geometries of three points along
the diffusion path as indicated by the arrows. (Red = O, white = Ti)
6.5 Discussion
Defect formation energies for intrinsic defects in bulk rutile TiO2 were calculated
in order gain knowledge of the rich defect chemistry of the material. TiO2 finds
many applications where the operating conditions vary, e.g. reduced TiO2 crystals
are used as oxygen sensors to analyse exhaust gases of cars. The defect chemistry is
strongly dependent on these external conditions, specifically temperature and oxygen
pressure. Therefore, the DFE of Ti/O interstitials and vacancies were calculated for
four sample conditions: 300 K at 1 atm O2 gas pressure as well as 1000 K at 10
−6 atm
O2 gas pressure for Ti rich and O rich conditions.
Ti3+ interstitials are of particular interest as the main intrinsic bulk defect.
They are more easily formed at high temperatures and low oxygen pressure, which
corresponds to typical conditions during an annealing process. However, as an
intrinsic charged defect, they need to be compensated by either O vacancies or
Ti vacancies, i.e. forming a Frenkel or Schottky defect. The presented DFEs were
computed from isolated individual defects in bulk TiO2, however, defects can interact
with each other. In fact, aggregation of defects has been reported before from
theory[190] and experiment.[191]
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It is important to point out that the choice of functional has a big impact on
calculated DFEs. While a vast literature exists for point defects in rutile TiO2,
many were calculated using LDA, PBE and other GGA functionals.[156,180,192,193]
However, LDA and GGA functionals are not able to correctly describe the bandgap
of TiO2, the localisation of defect induced polarons due to self-interaction error
and the related defect state below the CBM. While GGA+U calculations can give
better agreement, particularly for localised defect states, calculated DFEs are overes-
timated due to an underestimation of the bandgap and associated error in µe.
[157,193]
The herein presented defects match IR photo-absorption measurements[183] and EPR
data,[187] giving confidence in the chosen computational method.
The calculated bulk diffusion barriers are low, resulting in fast diffusion of Tii at
room temperature and above, enabling surface generated defects to diffuse into the
bulk crystal. The barrier for diffusion along an open channel, (001) crystal direction,
is slightly smaller compared to the diffusion barrier along (110). However, at room
temperature and above diffusion will be rapid and the difference will only become
significant at low temperatures.
The differences in absolute barrier height for neutral and positively charged Tii
between the presented work and reports in literature is attributed to the different
functionals used in this study (HSE06) and reported studies (PW91,PBE) and the
respective pseudopotentials.[188,189] GGA functionals do not reproduce the correct
dynamic behaviour of the rutile phase, since the A2u phonon mode is unstable.
[159]
Furthermore, the additional electrons of the Tii will be delocalised across the simu-
lation cell in GGA calculations, not reproducing the polaronic states.
However, the precise process of how a surface Ti atom is moved from it’s lat-
tice site into an interstitial site as well as the path for indiffusion is still poorly
understood, which therefore will be investigated in the next chapter.
6.6 Conclusions
The inability of standard GGA functionals to correctly describe the electronic struc-
ture of TiO2 and its intrinsic defects has previously prevented theoretical calcula-
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tions to match experimental measurements. Nevertheless, numerous publications
using these functionals exist. The advent of more powerful computers allows for
larger systems and hybrid functionals, which improved agreement between theory
and experiment.
In this chapter intrinsic defects in rutile TiO2 were discussed and differences
to previous reports highlighted. DFEs, defect geometries, bandgap states and Tii
diffusion barriers were calculated using a hybrid-DFT approach. A Tii adopts a 3+
charge state and induces three small polarons in its vicinity, which is consistent with
EPR data and STM measurements of surface polarons. These interstitials have low
diffusion barriers, leading to fast diffusion at elevated temperatures. These results
are useful to better understand the rich defect chemistry of TiO2 and motivate the
investigation of surface mediated reduction of rutile crystals.
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Chapter 7
Diffusion of Ti Interstitials From
the Surface Into the Bulk
7.1 Introduction
As outlined in the previous chapter, TiO2 displays rich defect chemistry. In fact
most applications of TiO2 exploit or rely on such defects. For example in solar cell
technologies reduced or hydrogenated TiO2 displays enhanced photo-absorption in
the visible and IR spectral region.[194,195]
A series of STM measurements during a sample anneal at 1000 K show shrinking
step edges within a few minutes. Longer annealing leads to the formation of vO on
the surface and ultimately to the cross-linked 1×2 reconstruction.[196] It is postulated
that oxygen is removed from the crystal in the form of gaseous oxygen and Ti moves
as an interstitial into the bulk crystal.
The inverse of this process has also been studied experimentally: reoxidation
studies show that surface adsorbed oxygen from the gas phase can react with Tii from
the bulk to grow new strands,[196,197] islands[144] and ultimately complete 1×1 layers
of TiO2,
[137,174,196] indicating that the bulk crystal behaves as a defect reservoir. The
uptake rate of O2 was dependent on the reduction state of the sample with faster
uptake for the more reduced samples.[198] Isotopically labeled 18O and 46Ti were
used in secondary ion mass spectrometry measurements (SIMS) to show that Ti
diffusion from the bulk to the surface is the dominant ion transport mechanism.[143]
Surface reoxidation of reduced crystals is a common procedure for STM ex-
periments, since a conducting bulk reduced crystal is needed and reoxidising the
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surface can yield a defect-free 1 × 1 (110) surface.[137,198] while the complex defect
structure underneath the reoxidised surface is hidden, it impacts island growth[174]
and is responsible in part for a dependence on sample treatment and sample his-
tory.[137,196,198]
Further evidence of Tii indiffusion was reported from EPR measurements.
[199]
The ratio of surface to bulk Ti3+ species was measured as a function of annealing
temperature. It was shown that the surface signal dominates at annealing temper-
atures of 773 K, but as the temperature is raised the bulk signal becomes stronger.
Nevertheless, the surface Ti3+ signal is stronger at all annealing temperatures. The
Ti3+ species is closely related to Tii, but is not exclusive to this defect as discussed
in the previous chapter.
Theoretical studies of near surface Tii and their indiffusion mechanism are still
rare. The Tii injection barrier was recently reported from GGA+U calculations
[200]
and a micro-kinetic model.[201] However, no detailed first principles calculations of
the indiffusion of Ti from a reduced surface have been reported. Experimental evi-
dence for Tii diffusion shows linear diffusion coefficients with temperature for slightly
reduced crystals, which breaks down for highly reduced samples.[185] However, the
reported diffusion barrier of 2.47 eV is an order of magnitude larger than calcu-
lated diffusion barriers from ab initio calculations (see Section 6.4.3), motivating
the investigation of Tii diffusion at the rutile TiO2 (110) surface.
In this chapter, the behaviour of Tii at the (110) surface is analysed in order to
derive knowledge of the indiffusion process of these interstitial atoms. Particularly
the process of Frenkel pair formation and subsequent diffusion of the Tii away from
the surface defect into the bulk is studied for stoichiometric as well as reduced (110)
surfaces. The results show that Tii formation barriers are significantly reduced for
substoichiometric (110) surfaces. Furthermore, the diffusion barrier quickly recovers
the one for bulk diffusion as the Tii moves away from the vTi.
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7.2 Ti Interstitials at the (110) Surface
In order to gain insight into the dependence of the DFE of an Tii as a function
of distance from the surface, the defect was calculated at various positions in an
eight layer slab. Table 7.1 lists these DFEs as well as the value calculated for an
interstitial in bulk TiO2. The chemical potential was chosen to refer to conditions
during an annealing process (1000 K and 10−6 atm O2 pressure) and no atoms were
frozen in the slab for these calculations.
It can be seen that the DFE for a Tii in the first bilayer (i.e. between the surface
plane and subsurface plane of Ti atoms) the DFE is almost 0.5 eV higher than for
a bulk interstitial. This is related to the surface relaxation (see Section 6.3), where
the top plane of atoms relaxes downwards upon creation of the (110) surface. Thus
the two planes of atoms sit closer together leading to bigger distortion upon Tii
incorporation and making it less energetically favourable. An interstitial in the next
layer down, however, is more favourable with a DFE of 3.01 eV, which is within the
error margin of the bulk value of 3.02 eV. As the interstitial is moved into the slab,
ideally the bulk DFE should be recovered. However, the computational cost limits
the number of layers which can be computed, which means that the middle layers do
not fully recover bulk behaviour, as previously seen for the calculation of the surface
energy (see Fig. 6.3). Nevertheless, the trend shows that subsurface interstitials in
the second layer are more stable than ones in the top and third layer. This can have
implications for interstitial indiffusion, where a higher concentration of interstitials
sits close to the surface and can contribute to surface reactions.
A closer look at the geometry of the subsurface Tii reveals that two possible
configurations are possible. The Tii can either bond to one surface O atom (ax-
Layer DFE / eV
First 3.51
Second 3.01
Third 3.15
Fourth 3.12
Bulk 3.02
Table 7.1: DFE for a Tii at various depths below the surface of an 8 layer TiO2 slab.
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Figure 7.1: Axial and equatorial Tii at the (110) surface of rutile TiO2. The blue surface
represents the plane cut through the TiO6 octahedron showing the elongated
axial diamond base for axial Tii and the square base for equatorial Tii. (Red
= O, white = Ti)
ial configuration) or to two surface O atoms (equatorial configuration). The two
configurations differ in a 90° rotation of the distorted octahedron of the Tii and a
translation by half a c lattice vector as shown in Fig. 7.1. Both configurations adopt
a triplet Ti3+i state with three localised polarons in the vicinity, though the axial
configuration is 0.24 eV higher in energy than the equatorial configuration. The
difference can be traced down to the geometry of a Tii, which sits in an elongated
octahedron. Since the distance between the top and second layer compresses upon
creating the (110) surface, the octahedron preferentially orientates the longer axis
parallel to the surface plane instead of along the surface normal. Two polarons
localise on surface Ti5f sites, which can contribute to the reactivity of the surface.
Since the surface breaks the lattice symmetry, the polaron states sit at different
positions in the bandgap. Three states can be identified at 0.67 eV, 1.18 eV and
1.57 eV below the CBM (see Fig. 7.2). As the interstitial is moved into the slab,
these states become degenerate and recover the polaron state for a bulk Tii.
7.3 Surface to Bulk Diffusion
The DFE for a Tii show a favourable trend towards the bulk of rutile TiO2. The
proposed process for indiffusion is as follows: Surface oxygen is removed during
annealing, leading to Tii formation at the surface. Due to the concentration gradi-
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Figure 7.2: DOS plot of a subsurface Tii illustrating the polaronic states in the bandgap
of TiO2.
ent, Tii atoms diffuse into the bulk given the diffusion barrier can be overcome at
sufficiently high temperatures, leading to an overall reduction of the crystal.
The barrier to create a Frenkel defect pair consisting of a Tii in the subsurface
layer (referred to as top layer in Table 7.1) and a surface vTi is over 5 eV as shown
in Fig. 7.3a, which is slightly lower than the predicted Frenkel DFE of 6.64 eV for
isolated defects in bulk rutile TiO2. However, the final state is not an energetic
minimum, due to electrostatic attraction between the vacancy and the interstitial.
The same process can be calculated for a reduced surface, which is shown in
Fig. 7.3b. Two neighbouring OBr were removed exposing a four-fold coordinated Ti
atom. The barrier to move this Ti atom into an interstitial position is much lower at
0.54 eV and the final interstitial site is an energetic minimum, which is 0.29 eV lower
in energy than the fourfold coordinated Ti atom (Ti4f ) in its lattice site. Effectively
a Schottky defect was formed, where the Ti atom maximises its coordination with
lattice O atoms by adopting an interstitial geometry.
Fig. 7.3c and d illustrate the diffusion barriers along [110] and [001] for this
newly created Tii at a reduced (110) surface. Both barriers are just over 2.5 eV,
much higher than the bulk diffusion barrier along these crystallographic directions.
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Figure 7.3: Barriers for a) moving fivefold coordinated surface Ti (Ti5f ) into an inter-
stitial position, b) moving Ti5f into an interstitial position with two neigh-
bouring vO, c) Tii diffusion away from vTi along [110] direction and d) Tii
diffusion away from vTi along [001] direction.
This can be attributed to the bonding behaviour of the Ti interstitial with the defect
complex. An interstitial in pristine TiO2 bonds more weakly to the lattice O atoms,
however, the Tii next to a Schottky defect binds strongly to the undercoordinated
lattice O atoms, making diffusion more energetically costly.
Fig. 7.4 illustrates the complete potential energy path for the indiffusion of a
surface Ti4f . The separation of the interstitial from the defect complex constitutes
the rate determining barrier, after which the diffusion barrier almost recovers bulk
diffusion. From configuration (3) to (5) (see labels in Fig. 7.4) the barrier is 0.7 eV,
which is 0.2 eV higher than the corresponding barrier in the bulk and the transition
structure (4) is 0.3 eV higher than the split interstitial in bulk TiO2.
93
7.4. Discussion
Figure 7.4: Schematic showing the barriers for the creation and diffusion of a Tii from a
reduced (110) surface into the bulk. Zero energy refers to a surface with two
neighbouring vO. Atomic structures of the energetic minima are illustrated
below. The cyan circles indicate the location of the two vO on the surface
of TiO2. (Red = O, white = Ti)
7.4 Discussion
Near surface Tii have been linked to the chemical activity of the (110) surface of rutile
TiO2, but the behaviour of these defects is still poorly understood. In bulk rutile
TiO2 there exists only one possible interstitial site, which a Ti atom can occupy.
Such an interstitial retains one of its four valence electrons and induces three small
polarons, thus creating four Ti3+ species. An interstitial at the surface, however, can
adopt one of two possible configurations, termed axial or equatorial geometry. The
polarons associated with these subsurface Tii sit on surface and subsurface Ti lattice
sites. Due to the difference in screening of these trapped charges on the surface, the
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polaron states are not degenerate siting at 0.67 eV to 1.57 eV below the CBM
and thus will impact the chemical reactivity of the surface. This is consistent with
increased photo-absorption in the visible spectrum for reduced TiO2 crystals.
[145] As
the interstitial is moved into the bulk, the polaron states move closer in energy and
converge at 1.02 eV below the CBM for an interstitial in the fourth layer, which is
slightly higher than the state at 1.12 eV below the CBM for a bulk Ti interstitial.
Electron energy loss spectroscopy (EELS) has revealed a bandgap feature at either
∼1 eV[202,203] or 0.8 eV,[183,204,205] which are related to polaron states below the
CBM of TiO2. Oxygen vacancies agree well with the shallow polaron, whereas Tii
defects induce a state in agreement with the deeper polaron state. The descripancy
in the reported experimental values may be traced down to sample treatment and
preparation methods, creating oxygen vacancies or near surface Ti interstitials.
The barrier to create a Tii at the surface was calculated at >5 eV for a fully
oxidised (110) surface. However, this barrier is reduced to just ∼0.5 eV for a Ti
atom next to two bridging oxygen vacancies. In that instance the interstitial site
is actually lower in energy than the Ti atom at its lattice site. It has long been
proposed that such a mechanism should exist, though these results constitute the
first proof from detailed ab initio calculations.
In order to separate the Tii from the defect complex ∼2.5 eV is required (both
for [110] and [001] diffusion). This barrier was calculated for a neutral interstitial,
but the results from bulk diffusion indicate that the barrier is lower for Ti4+i . Since
surface charge corrections are still challenging only the neutral case was calculated
for the subsurface Ti interstitial, but it is proposed that Ti4+ ion diffusion will have
a lower barrier.
The calculated barrier is comparable to a barrier of 3.3 eV, which was previously
calculated for Tii dissociation from extended defects using a micro-kinetic model.
[201]
Furthermore, data from tracer self-diffusion suggests an activation energy of 2.47 eV
for Tii migration in reduced TiO2 crystals
[185] and estimates from scanning probe
measurements report a barrier of ∼3 eV for Ti to migrate from the surface into the
bulk. However, the reverse barrier is much lower at 0.67 eV along [110] and 0.35 eV
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along [001]. Therefore, reoxidation of TiO2 should be much faster than reduction
via heat treatment. This is in agreement with experimental procedures, where rutile
TiO2 crystals are annealed at 823 K for one hour, producing many subsurface Ti
interstitials but the signal from bulk Ti3+ indicates very low concentrations. How-
ever, oxygen exposure at the same temperature will lead to the rapid reoxidation of
the surface, pulling Tii out of the near-surface region to form new TiO2 islands and
ultimately a pristine (110) surface can be obtained in just minutes.[137,174,196]
After the interstitial has been separated from the defect complex on the surface,
the diffusion barrier almost recovers bulk diffusion. This is due to the effective
screening in TiO2, which has a high dielectric constant of ∼100. Therefore, the
indiffusion of Ti is limited by the barrier separating the interstitial from the vTi+2vO
complex. Furthermore, it is postulated that the defect cluster will grow along the
[001] direction, as the lattice atoms next to the defective area are less tightly bound.
Such a process would explain the observed streaks in STM measurements[197] and
could be related to the formation of the 1×2 reconstruction of the (110) surface.
However, further theoretical work is required to confirm this proposed mechanism.
7.5 Conclusions
In this chapter the formation and mobility of a Tii at the (110) surface of rutile
TiO2 was investigated. Interstitials were found to be favoured in the second layer
below the surface plane, where they induce polaron states at surface or subsurface
lattice Ti atoms. Reduction of the surface lowers the barrier for Tii formation at the
surface by an order of magnitude and the bulk diffusion barrier is recovered after the
interstitial is moved away from the defect complex. These results have significant
impact on the understanding of surface reduction and reoxidation, confirming an
experimentally postulated mechanism from first principles.
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Part III
2D Black Phosphorus as Post
Graphene Material
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8.1 Introduction
In 2004 researchers in Manchester were able to exfoliate single layers of graphene
from graphite, a material which had been discovered in England in the 16th century
and whose only large deposit in the world can be found there. Since 2004 the study of
2D layered materials has seen rapid growth and a quest to find other 2D materials
besides graphene had begun. While several classes of layered 2D materials exist,
such as layered ionic solids or metal oxides, most research has been concentrated
on layered van der Waals (vdW) bonded materials, since atomically thin layers
can often be produced relatively easily by mechanical exfoliation. The distinctive
structure of layered 2D materials gives rise to unique properties, which often differ
from their bulk crystal properties, such as mechanical flexibility, electric or thermal
conductivity, transparency or robustness.
Amongst the post graphene vdW-bonded 2D materials is black phosphorus (BP).
BP was first discovered by Percy Bridgman in 1914, when he studied the effect of
high pressure on the higher energy white phosphorus allotrope. However, BP’s poor
stability under ambient conditions, its small bandgap and difficulties in controlling
crystal quality meant interest in BP was diminutive.[206] With the discovery of
graphene, exfoliation and processing techniques were developed, which helped revive
interest in BP. In 2014 first reports of monolayer BP were published,[207–209] marking
the beginning of rapidly expanding research on this material.
BP has a narrow, tunable band-gap and absorbs light in the visible through to
IR spectral region. As a layered 2D material (see Fig. 8.5), it exhibits a change
in physical properties going from bulk crystal to the nano-scale single layer limit.
The bandgap opens from 0.3 eV for bulk BP to 1.5 eV for a single layer due to
the suppression of interlayer interactions.[210] Similar to graphene, BP has very
high charge carrier mobilities of up to 1000 cm2V −1s−1[211] and displays anisotropic
behaviour along the Γ-X and Γ-Y principal directions in properties such as charge
mobility, thermal conductivity, bulk modulus and its optical adsorption to name a
few. However, BP is highly reactive, which makes its properties sensitive to ambient
conditions.[212–214] The rapid oxidation of BP can be prevented by capping layers,[215]
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Figure 8.5: Top left: Black phosphorus monolayer and unit cell structure illustrating
the lattice directions; top right: Position of the band edges with respect to
the work-function of common metals (∗ stainless steel). Bottom left: Total
DOS of monolayer BP (grey) and projections on 3s-orbital (red), 3p-orbitals
(blue) and 3d-orbitals (green); bottom right: Total DOS of multilayer BP
(grey) and projections on 3s-orbital (red), 3p-orbitals (blue) and 3d-orbitals
(green).
and thus the stability and performance for future applications depends strongly on
intrinsic descriptors such as point defects, line defects and crystal quality.
In this part of my thesis the defect chemistry of BP is studied with respect
to experimentally observed defects. The nature of such defects is still disputed,
with monovacancies and Sn impurities the two most favoured candidates. Thus, an
analysis of various intrinsic and extrinsic defects is performed in order to elucidate
the nature of observed defects.
In Chapter 9 the geometric and electronic structure of intrinsic point defects,
such as vacancies, Stone-Wales defects, and self-interstitials, are investigated. Dif-
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fusion barriers for vacancies are also discussed in order to gain insight into defect
mobility. In Chapter 10 extrinsic defect impurities are discussed. Experimentally
observed impurities, such as Sn, I, Fe, Ni, Cu, and Zn, were calculated in various
configurations, since it is unknown how these species get incorporated into BP. These
defects are further analysed with respect to their role in defect related doping. A
short analysis of magnetic Fe impurities is also given. Lastly, the degradation of
BP under ambient conditions is examined in Chapter 11. Interactions of oxygen,
hydrogen and water with pristine and defective BP are calculated and degradation
reaction enthalpies are estimated from first principle total energies.
8.2 Methods
8.2.1 Density Functional Theory
In order to study black phosphorus, a variety of theoretical methods have previ-
ously been employed, ranging from tight-binding methods and DFT to GW calcu-
lations.[216–220] The choice of method is mainly driven by the balance between its
accuracy and computational cost. High accuracy calculations with ab-initio methods
require extensive computer power, whereas semi-empirical methods such as tight-
binding calculations can be run on a standard laptop machine. For this study DFT
as implemented in the CP2K code was chosen, since it combines the accuracy of ab-
initio calculations with the ability to simulate systems up to about 1500 atoms at
reasonable expense. An overview of DFT can be found in Chapter 2.1.5. In order to
obtain accurate results, the convergence of the band gap and lattice vectors against
basis sets used and supercell size was checked. Using a double zeta MOLOPT basis
set[165] for all species (P, I, Sn, Fe, Ni, Cu, Zn, O and H), a 400 Ry cutoff for the
plane wave basis and a 9x9 supercell was found appropriate.
Bulk properties were calculated using a 1296 atom cell and the monolayer con-
sisted of a 324 atoms cell. For the slab and monolayer calculations a vacuum gap
of 20 A˚ was used in order to minimise interactions between periodically repeated
slabs. Since dispersion forces are poorly reproduced in DFT, Grimme-D2 vdW cor-
rections[16] were used to ensure the interlayer separation was reproduced accurately,
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without which the interlayer interactions are significantly underestimated.
8.3 Calculation of Defect Formation Energies
Defect formation energies (DFE) can be calculated using:
EDFE = E
q
defect − Epristine +
∑
i
µiNi + q(Ef + ∆V ) , (8.1)
where q denotes the charge state of the defect, µ is the chemical potential of any
species that has been added or removed from the system, N is the number of ex-
changed atoms, Ef is the Fermi level of the pristine system and ∆V denotes a
potential alignment correction. Potential alignment is important for charged sys-
tems, since the average electrostatic potential is set to zero in DFT calculations.
Thus, adding or removing atoms shifts the average electrostatic potential, which
needs to be corrected for.[28]
For charged defects, charge interactions across the periodic boundary need to be
corrected for, typically termed interaction image correction (IIC). Standard methods
exist for bulk systems,[28] but not for 2D films. However, the interaction energy in the
Markov-Payne correction (see Section 2.2.1) follows a 1/L dependence to first order,
where L is the distance between the charged defects. Thus, IICs were performed by
calculating the DFE with varying cell sizes from 5x5 up to 18x18 surface unit cells
in 2D periodic boundary conditions and extrapolating to the infinite cell size limit.
From Equation 8.1 it can be seen that the choice of chemical potential is crit-
ical to obtain physically relevant DFEs. However, in most physical processes the
exact chemical potential is unknown. Since dopant impurities are most commonly
grown into the sample during the crystal growth process or during a high energy ion
bombardment and subsequent anneal, any P atom, that is substituted by a different
species, is assumed to then still reside on a P lattice site. Hence, the chemical poten-
tial of P was chosen to be the energy of a P atom in a monolayer of BP for the herein
presented substitution defects. The same chemical potential was used in calculations
reported in literature, thus allowing direct comparison of DFEs for intrinsic defects.
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However, a more physically relevant P chemical potential is an isolated P atom in
vacuum. Choosing such a chemical potential enables the comparison of bond break-
ing and forming reactions. Furthermore, the DFEs for vacancies calculated with
this choice of P chemical potential correspond to the physical process of a P atom
being moved out of the BP lattice into the gas phase. Therefore, the discussion of
intrinsic defects will be performed on the basis of the gaseous P chemical potential.
Chemical potentials for iodine and oxygen were calculated as half the energy
of an I2 (singlet) and O2 (triplet) molecule. For Sn and TMs the energy of an
isolated atom in vacuum was used for the chemical potential. These potentials
were chosen, since they most resemble the conditions under crystal growth, during
which impurities are incorporated – oxygen and iodine exist in their molecular form,
whereas the metals are considered as isolated gaseous atoms.
8.3.1 Charge Corrections
In order to obtain accurate DFEs charge corrections were performed. Standard tech-
niques such as Makov-Payne (MP) or Lany-Zunger (LZ) are widely used techniques
for charge corrections in bulk systems, but they are not applicable to 2D sheets in
a large vacuum.[28] Thus an extrapolation to infinite supercell sizes was performed
based on the MP correction. The MP correction to first order is given by:
EMPIIC =
q2αM
2L
, (8.2)
where  is the dielectric of the material, L is the separation between the defects
and αM is the Madelung constant. By inspection it becomes clear that the DFE
scales with 1/L, where L is the supercell size. Thus, by calculating the DFE for
various cell sizes, one can fit a linear regression to the data in order to deduce the
infinite size limit, as shown in Fig. 8.6. By performing calculations with 2D periodic
boundary conditions any dependence on the out-of-plane dimension is removed. The
y-intercept of a linear fit (at x = 0) gives the best estimate for DFEs of charged
defects. The convergence of the DFE for a MV is shown in Fig. 8.6 as an example.
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Figure 8.6: Linear fit to DFE as a function of inverse defect separation L for a neutral,
positively charged and negatively charged MV. In the limit of infinitely sep-
arated defects the DFE approaches the value at x=0, which is the y-axis
intercept of the linear fit.
8.3.2 2D Hydrogen
The correlated motion of an electron and hole on a 2D plane can be described by the
motion of a particle with reduced mass µ=memh/(me + mh) and energy E, which
moves in a coulomb potential V(r). The static Schro¨dinger equation can then be
written as:
HˆΨ(r) =
[
− h¯
2
2µ
∇2 + V (r)
]
Ψ(r) = EΨ(r) , (8.3)
where the potential V (r) = −e2/r is a screened attractive electron hole interaction.
Solving for the energy eigenstates one obtains:
E(n) = − µe
4
2h¯22(n− 1/2)2 , (8.4)
where n is the principal quantum number.[221]
The 2D hydrogen model is used to discuss the interaction of an exciton, where
the electron is trapped at a localised defect, such as a vacancy or impurity atom.
However, the true excitonic states deviate from the ones predicted by the model
significantly for small n, due to incorrect screening at short distances.[222,223] For 2D
materials, the electric field between the electron and the hole permeates not only
the material with dielectric , but also the surrounding vacuum with lower dielectric
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0, which leads to inhomogeneous screening.
[222]
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Chapter 9
Characterisation of Intrinsic
Defects in Black Phosphorus
9.1 Introduction
Not long after the first reports on 2D BP, defects on the surface of BP have been
observed in scanning tunnelling microscopy (STM) experiments.[217,224,225] These
are characterised by bright, double-lobed areas of higher current, which extend up
to ∼10 nm and show anisotropic contrast (see Section 9.2.1). Scanning tunnelling
spectroscopy revealed that the defects induce a localised state in the bandgap at
the valence band maximum (VBM). Depending on the apparent brightness of the
feature, the defects were attributed to reside in the top surface layer or further down
in the crystal. Studies have shown that defects can be identified as deep as four layers
into the slab.[217] It was deduced that defects are evenly dispersed throughout the
crystal since their concentration was found to be invariant with depth, suggesting
that they may be ingrown or intrinsic to the crystal.
Theoretical calculations using a tight binding method have been used to attribute
these defects to mono-vacancies (MV) on the surface of BP, where a single P atom
is missing from the top row of the BP layer.[216,217] These reports illustrate that the
charge density of the MV is very dispersed and is anisotropic depending on whether
the defect sits on the left or the right side of the upper layer zigzag row. However,
these calculations did not include surface relaxations around the missing P atom,
nor did they investigate different charge states of the MV. Density functional theory
(DFT) calculations show that atoms around a MV relax significantly to compensate
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broken bonds.[218,226] Thus unrelaxed geometries will lead to misinterpreting results,
since dangling bonds can be passivated and electron density will redistribute around
the relaxed defect. Furthermore, STM experiments show that the defect can be
switched between two charge states. Calculations show that the electron density
and defect geometry differ between different charge states of the MV, thus it is
imperative to include relaxed geometries and consider different charge states for a
successful identification of these defects.[226]
It was demonstrated that diffusion barriers of MVs are low at around 0.3 eV such
that at room temperature mono-vacancies can rapidly diffuse.[218] While di-vacancies
(DV) have been investigated theoretically, limited work has been reported from ex-
periment. Similar to graphene, BP has a multitude of DV structures, which are
less mobile than MVs as found in molecular dynamics simulations and ab initio cal-
culations.[218] Their presence was inferred from pump-probe ultrafast spectroscopy
measurements, where DVs are predicted to greatly prolong the lifetime of electron
hole pairs and thus are responsible for the observed slow decay timescales.[227] De-
spite these findings, no scanning probe measurements have reported DVs on the
surface of BP yet.
In this chapter possible defect candidates are investigated using DFT in conjunc-
tion with a hybrid functional. The geometric and electronic structure of neutral and
charged intrinsic defects such as MVs, DVs, self-interstitials and Stone-Wales (SW)
defects are analysed in monolayer and multilayer BP. These results are compared
to previous studies, which mostly use GGAs to calculate defects in monolayer BP.
GGA functionals do not correctly describe multilayer BP, since it predicts metallic
BP. Thus no results on defect behaviour going from the monolayer to the multilayer
limit have been reported. Furthermore, using a hybrid functional, electron correla-
tion via exchange interactions is better described, reducing the self-interaction error.
Results from our theoretical calculations are directly compared to experimental data
in order to elucidate the nature of observed defects.
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9.2 Experimental Background
Throughout this chapter theoretical results are compared to yet unpublished ex-
perimental data, which were obtained by our collaborators at University College
London. A brief description of the experimental setup, data acquisition procedure
and main findings is given in this section.
9.2.1 STM
Scanning Tunnelling microscopy and spectroscopy (STM/STS) measurement were
performed by M. Wentink with help from S. Schofield and A. Kenyon at University
College London on a commercial Omicron system operating at 77 K with a base
pressure below 10−10 mbar. Tips were chemically etched from W wire and further
refined in-situ through e-bombardment. The STM was operated in constant current
mode with a dual bias in a typical range of 0 V - 1 V, while STS was performed
at constant tip-sample separation. Images were analysed using home-built macros
for the iGor Pro software, version 6.37. The BP crystals were heated to 150◦C
to evaporate residual water and subsequently cleaved in-situ at a base pressure of
10−10 mbar, then cooled down to 77 K for data acquisition.
STM images are shown in Fig. 9.1. At a bias of -0.4V, which corresponds to filled
state imaging, defects can be identified as anisotropic bright spots with a central
node. The shape of the defect resembles a px hydrogenic state and will henceforth
be referred to as such. The bright rows of the perfect BP lattice can be identified,
indicating that the defect is aligned along the armchair (ac) direction (see Fig. 8.5).
The corresponding empty states image is shown in the top middle. A bright feature
can be observed in the central region of the defect with an elongated bright feature
along the ac direction. Interestingly, a dark circle can be identified around the
defect, indicating charge density depletion in the near defect region. In both the
filled and empty state image the defect extends about 5 nm along the ac- and about
2 nm along the zigzag (zz) direction (see Fig. 8.5).
As the bias is swept from inside the valence band of BP towards the band-edge, a
change in contrast can be observed (left bottom image). The defect appears oblong
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Figure 9.1: STM images of a surface defect at -0.4V bias (top left and bottom left)
and at +0.4 bias (top middle and bottom middle). Top right: STS map
of the defect at 0V bias, where the tip height was determined at +0.4V
and subsequently held constant to avoid crashing the tip into the sample.
Bottom right: average dI/dV curve along the line outlined in the STS image
above (black line) and away from the defect (red line).
without a central node, resembling an anisotropic hydrogenic s-like state. As the
bias is increased to scan the filled states, the shape of the defect still appears s-like
with a depletion area surrounding it (see Fig. 9.1). Scanning tunnelling spectroscopy
(STS) reveals a bandgap state ≈ 0.1 V above the VBM (bottom right). The base
current is considerably higher compared to pristine BP (red line) and a shoulder
appears at the CBM. In the top right image the bandgap state is visualised, where
the tip height is set by finding a current set point at +0.4V (see inset in Fig. 9.1)
and then held constant during the scan at 0V. This is necessary, since no current
flows between the pristine BP monolayer and the STM tip at 0V bias. Thus, the
tip would crash into the surface when trying to reach a set-point current.
9.2.2 Chemical Analysis
In order to identify possible impurities, chemical analysis was performed. X-ray
photo-spectroscopy gives insight into binding energies. In Fig. 9.2 a wide spectrum
XPS scan is shown for a VG and a HP sample. Both scans show expected peaks
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Figure 9.2: Left: XPS scans of two BP samples grown using the vapour growth (VG)
method (top) and the high pressure (HP) growth method (bottom). The
insets show the O 1s and Sn 3d peaks. Right: 100 × 100µm SIMS maps of
a BP sample for P+ (top) and Sn+ (bottom). The colour legend refers to
total counts per pixel.
related to P-P bonding in BP at 188 eV (2s) and 130 eV (2p), as well as two satellite
peaks, which are related to plasmons. Further, a peak related to C impurities is
observed which is expected to result from known contamination within the XPS
chamber and is not related to the BP sample. Furthermore, a peak at 532 eV is
observed, which is related to the 1s level of oxygen, bound as P=O or H2O. Since
the BP sample is cleaved ex situ and subsequently scanned in UHV, the surface may
be partly oxidised and water may have adsorbed on it. Thus, the observed O peak
is most likely related to the sample handling and not intrinsic to BP. The last peak
observed is a doublet at 484 eV and 495 eV, which can be attributed to Sn 3d5/2 and
3d3/2 levels, respectively. Unlike other detected impurity species, the origin of tin is
not known, which motivated further analysis using secondary ion mass spectrometry
(SIMS) in order to verify the presence of tin in both samples and elucidate on their
spacial distribution within the sample. SIMS maps of a cleaved HP-BP crystal are
shown on the right in Fig. 9.2. The dominant species detected are P ions, as well as
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P2 and P3 ions and small amounts of Sn are detected as well. The Sn impurities are
evenly dispersed throughout the crystal and counted at a rate of ∼10 per second in
a 100× 100 µm scan. The dispersion of Sn impurities in BP is indicative of a sparse
distribution of single Sn atoms instead of aggregated Sn in defective areas such as
grain boundaries, thus motivating the study of Sn impurities in BP. More details
about the experimental work can be found in our recent publication.[228]
9.2.3 Crystal Growth of BP
Black phosphorus crystals can commonly be grown in two ways, both using red
phosphorus as a starting material. While early production of BP was done via high
pressure conversion of white phosphorus or red phosphorus, a new low pressure route
was discovered in 2007, which involved conversion of red phosphorus in the presence
of gold, tin and tin-iodide (SnI4).
[229]
For the high pressure conversion process red phosphorus is wrapped in graphite
foil and exposed to temperatures of 600◦C at a pressure of 6 GPa.[230] After cooling
at about 100 ◦C per minute BP can be obtained. BP produced following this method
typically exhibits nano-crystalline structure.
Much bigger crystals (up to 0.5 cm) can be obtained using metallic catalysts to
convert red phosphorus in a vapour transport process (VG).[231] Initially a mixture of
Au, Sn, SnI4 and red phosphorus was used, but the procedure was very sensitive to
the ratios of reactants and the temperature profile during growth process. Further-
more, the reaction was often incomplete, resulting in high impurity concentrations
and small crystal sizes.[231] In 2014 a revised growth method was reported by T.
Nilges.[232] Mixing 500 mg red phosphorus with 20 mg Sn and 10 mg SnI4 yields BP
crystals of several millimetre size at high crystallinity and purity. SnI4 is added as a
mineralisation additive, while excess tin is used to suppress the formation of I2 gas
from decomposition of SnI4.
As illustrated in Fig. 9.3, red phosphorus, tin and tin-iodine are placed at the
hot end of a sealed quartz tube with a Hittorf’s phosphorus crystal or BP crystal
at the colder end, which will serve as a nucleation site. The hot side is heated to
around 650◦C, under which conditions P(g), PI3(g), Sn4P3 and Sn24P19.3I8 amongst
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Figure 9.3: Schematic illustration of the CVT growth process by which red phosphorus
is converted into BP.
others can be formed. These species facilitate the transport of phosphorus from the
hot end to the colder end of the crucible, where consequently BP will grow.
Reports have shown large concentrations of tin and iodine in the final BP crys-
tals,[230] yet the process by which these elements get incorporated is not clearly
understood. Furthermore, the reaction is very sensitive to the purity of the start-
ing materials as well as the growth conditions and residual Sn and SnI4 can be
observed on the surface of the so grown BP crystals. It was shown that Fe, Zn,
Cu and Ni impurities can also be incorporated at considerable concentrations, even
though they are not present at significant concentrations in the reactants, highlight-
ing contamination from experimental apparatus as a possible impurity source.[230]
9.3 Results
9.3.1 Verification of Method
Black phosphorus consists of 2D layers stacked on top of each other in an AB
configuration (see Fig.8.5), which are held together by vdW interactions between
the layers. Each P atom is threefold coordinated with a lone pair orthonormal to
the surface plane. BP exhibits a puckered geometry along the surface x direction,
termed “armchair” (ac) direction (see Fig.8.5a) and a zigzag structure (zz) along the
surface y direction. The optimised bulk unit cell vectors were found to be a = 3.37 A˚,
b = 4.55 A˚ and c = 10.87 A˚, which is in good agreement with experimentally
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measured cell vectors and other DFT studies.[209,211,218,233–235] The bandgap for bulk
BP was calculated to be 0.5 eV, which increased to 1.22 eV for a monolayer. Single
point energy calculations were performed at various layer separations, which enables
the extraction of the interlayer cohesion energy. As the layers are separated, their
interaction subsides within a few Angstrom and the layer cohesion energy was found
to be 25.4 meV/atom, which is in good agreement with previous studies[236,237] and
comparative to other vdW bonded materials such as graphite[238,239] and h-BN.[238]
In its bulk crystal form, BP is a semiconductor with a narrow bandgap of 0.3 eV.
The bandstructure of BP was calculated with the Castep code, since k-point func-
tionality is not yet implemented in CP2K. The sX-exchange functional was em-
ployed, which adds a fraction of screened Hartree-Fock exchange[240] and a 3x3x3
k-point grid was used to sample the Brillouin zone. A plane wave cutoff of 600 eV
gave results in good agreement with the data obtained with CP2K. As seen in
Fig. 9.4a the bandgap is direct at the Γ point and displays an anisotropic effective
mass in the in-plane Γ-X and Γ-Y directions in both the valence and conduction
band. From the dispersion of the band along the Γ-Y direction the hole masses of
about 6.35 me can be extracted. Yet still BP exhibits excellent hole conductivity,
which was reported to be as high as 1000 cm2 V −1 s−1 along the zz-direction and
640− 700 cm2 V −1 s−1 along the ac-direction in a monolayer.[211] Electron mobility
in a monolayer is also anisotropic with values of 1100 cm2 V −1 s−1 along ac and
80 cm2 V −1 s−1 along zz.
Going from bulk BP to a monolayer the bandgap opens up, thus allowing tuning
of the optical and electrical properties of BP by altering the number of layers. The
DOS plots in Fig. 8.5 illustrate this opening of the bandgap as the number of layers
is decreased. While for a four layer slab the bandgap is 0.5 eV, close to its bulk
value, it increases to 1.22 eV for the monolayer.
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Figure 9.4: a) Bandstructure of bulk black phosphorus calculated in Castep using the
sX functional. The anisotropic behaviour at the valance band maximum and
conduction band minimum can be observed at the Γ point.
9.3.2 Band Offset
In order to estimate the charge state of defects, the ionisation potential (IP) was
calculated in reference to common metals. For slab calculations, the IP is given by:
HOMO − φvacuum = −IP , (9.1)
where HOMO is the eigenvalue of the highest occupied Kohn-Sham orbital (HOMO)
and φvacuum is the average electrostatic potential of the vacuum. Fig. 8.5 illustrates
the IP for a monolayer, bilayer and a four layer slab. For a monolayer the VBM is
at -5.5 eV, but increases to -5.2 eV for a bilayer and -5.1 eV for a 4 layer slab. A
similar but inverted pattern is observed for the conduction band, lowering the CBM
with increasing number of layers. The top of the valence band in BP shows mostly
pz character, where z is the direction of the surface normal. As 2D sheets of BP are
stacked, the interactions between the layers directly perturb the pz orbitals, leading
to a narrowing of the bandgap. The work-function of several common metals is
also indicated. Thus, when BP is put in electrical contact with a metal substrate,
electrode or STM tip a common Fermi level will be established, possibly altering
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Defect µP (ML) µP (gas) Literature
59 MV 1.81 5.07 1.63,[241] 1.65,[218] 1.71[233]
5656 MV 2.38 5.3 2.05,[218] 2.0[233]
Pi 1.91 -1.35 1.79
[241]
Pads 1.56 -1.69 1.6
[242]
5757 DV 1.51 8.02 1.35[218]
585-A DV 1.70 8.21 1.36,[241] 1.41,[218] 1.77[233]
555777 DV 2.85 9.36 2.28,[218] 2.76[233]
5555-6-7777 DV 1.93 8.44 1.54[218]
5959 DV 3.45 9.96
585-B DV 3.93 10.44 3.29,[218] 3.2[233]
949 DV 3.65 10.16
4-10-4 DV 2.02 8.53 2.27[233]
SW 1 1.8† 1.8† 1.4,[241] 1.62,[233] 1.32[219]
SW 2 0.9† 0.9† 1.22,[233] 1.01[219]
Frenkel (MV+Pi) 3.38
† 3.38†
Frenkel (MV+Pads) 3.08
† 3.08†
Table 9.1: Defect formation energies in eV of intrinsic defects in monolayer BP calculated
using two P chemical potentials: µP (ML) refers to a P atom in a monolayer
of BP, µP (gas) refers to an isolated P atom in vacuum. Reported values in
literature use µP (ML), therefore DFEs with the same chemical potential were
calculated in column 2. †independent of phosphorus chemical potential.
the charge state of a particular defect in the process.
9.3.3 Intrinsic Point Defects in Black Phosphorus
The main type of intrinsic defects in BP are point defects, namely mono-vacancies
(MV), di-vacancies (DV), Stone-Wales defects (SW) and self-interstitials (Pi) as well
as line defects such as step edges, grain boundaries and dislocations (line defects will
not be discussed here). An overview of calculated DFEs is shown in Table 9.1
9.3.3.1 Phosphorus Vacancies
BP consists of only phosphorus atoms and in its bulk and monolayer form all lattice
sites are equivalent due to symmetry. However, as a covalently bonded material, it
shows various different vacancy structures for MVs and DVs. Fig. 9.5a illustrates
the mono-vacancy structure with a DFE of 5.07 eV for the neutral charge state. The
notation from graphene was adapted to BP, where the given numbers indicate how
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many atoms constitute a ring structure. While pristine BP consists of 6 member
rings, the MV adopts a 59 ring configuration. Upon creation of the MV three
dangling bonds are formed and the atoms around the defect will relax to compensate
two of these bonds. This leaves one dangling bond on a two coordinated P atom,
creating an empty state in the middle of the band-gap of monolayer BP about
0.5 eV above the valance band maximum (VBM). IPR analysis reveals that this
state is indeed localised on the two coordinated phosphorus atom and thus a peak
is observed in the IPR spectrum in Fig. 9.6b.
Figure 9.5: Defect structures in monolayer BP with their respective formation energies
given above: a) Neutral (5|9) phosphorus mono-vacancy in monolayer BP.
b) Negatively charged (55|66) mono-vacancy in monolayer BP. The central
P atom is fourfold coordinated in a sp3d2 hybridisation state. c) + d) Stone-
Wales type defects in monolayer BP.
Figure 9.6: a) Defect formation energy diagram for a phosphorus vacancy in monolayer
BP showing three charge states (-1e,0e,1e) showing the neutral and negative
charge state as most stable depending on Ef . The transition point from
neutral to negative charge state is at about 0.5 eV above the VBM. b) Den-
sity of states and overlaid IPR spectrum for a neutral P vacancy illustrating
the localised dangling bond state in the bandgap of BP. c) Density of states
and overlaid IPR spectrum for the negatively charged P vacancy showing
localisation at the band edges but no states in the band gap.
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Since the unpaired electron of the dangling bond can either be paired up or
removed, a positively charged and negatively charged vacancy were also considered
and their formation energy diagram is given in Fig. 9.6a. The lowest energy vacancy
was found to be in the neutral charge state and the (0/-1) transition level was found
at 0.5 eV above the VBM, where the negative charge state becomes energetically
more favourable. However, the negatively charged defect adopts a different geometry
as shown in Fig. 9.5b, where a P atom becomes sp3d2 hybridised. This allows
it to bind to four neighbouring P atoms in a planar configuration, similar to the
molecular structure of PF−6 for example. The IPR spectrum and density of states of
this defect are shown in Fig. 9.6c. The empty state in the minor spin channel of a
neutral MV gets populated. This now doubly filled state sits at the VBM and both
band edges show a more localised character in IPR analysis. The localised state in
the conduction band can be attributed to an anti-bonding state between the four-
coordinated P atom and its four nearest neighbours. The localised state near the
VBM is a non-bonding state and the localised state deeper into the valence band is
a bonding state between the four-coordinated atom and its four nearest neighbours.
The additional potential of the negative charge leads to more localisation of deeper
band states as well, which is due to constraints of the simulation cell. We note that
the IPR analysis allowed us to easily identify defect-induced localised states, which
would otherwise be a tedious manual checking process through all states.
The charge state of the vacancy is determined by the position of the Fermi level.
As shown in Fig. 8.5 the VBM is at -5.5 eV (monolayer), but is raised to -5.1 eV for
a four layer slab. Interestingly, the vacancy induced band gap level does not shift
with increasing layer number and sits at the top of the valence band for a 4 layer
slab system. Thus, less energy is required to excite an electron into the defect state
and create a hole at the VBM, effectively p-doping the system. For a four layer slab
the acceptor state is only 0.05 eV above the VBM, which is shallow enough for an
electron to be excited into thermally.
The trapped electron at the MV will induce an additional electrostatic potential,
which in turn induces additional states in the bandgap of BP. This can be described
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Figure 9.7: DOS of non-defective BP monolayer (red) and of a monolayer containing
a negatively charged MV (black). States deeper in the valence band were
used to align the two DOS plots and the x-axis is set to zero at the VBM.
Additional states in the negatively charged MV plot are indicated by grey
bars and their squared wave-functions are illustrated. The black scale bar
equals 2 nm. State 2 represents a bonding state between the Sn atom and
its nearest neighbours, where red and blue indicate the different phases of
the wavefunction to illustrate the nature of the bonding orbital.
by a 2D hydrogen model of a bound electron-hole pair.[243,244] Defect states due to
localised bound carriers have previously been reported in MoS2
[245] and graphene.[246]
Fig. 9.7 illustrates the defect induced states for a negatively charged MV. State 1
and 4 are not induced by the electrostatic potential of the bound charge, but are
due to the orbital bonding of the relaxed P atom to its neighbours. State 1 is a
non-bonding state, which is located at 0.28 eV above the VBM and state 4 is a
bonding state 0.14 eV above the VBM. States 2, 3, 5, 6, 7 and 8 are hydrogenic
states, which show characteristic delocalised wave-functions. Interestingly, the or-
der of states is changed, such that the sequence is 2py, 1s, 2s, 3py, 2px. State 8
shows spacial anisotropic character, which makes it difficult to match a 2D hydro-
genic state. Similarly, the s-states show discontinuous electron density along the
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ac-direction in the outer lobes and are elongated along the ac-direction. This is
possibly due to the anisotropic dielectric constant and electron/ hole masses along
the ac- and zz-direction.
While the hydrogenic model is a convenient analogous system, it has its short-
comings. The order of states, the missing degeneracy of (2n+1), where n is the
principal quantum number, as well as the absolute energy hierarchy of BP does not
match the 2D hydrogenic model. Furthermore, the states are very extensive, which
means interactions between the periodic images can shift the kinetic energy of states.
However, hybrid functionals in DFT become excessively expensive to compute for
large systems. It has previously been demonstrated that well parameterised tight
binding calculations can be employed to study systems of >5000 atoms.[245] Fur-
thermore, from Equation 8.4 it can be seen that the energy of the states depend on
the dielectric  of the material, as well as on the reduced mass of the electron hole
pair. As shown in Fig. 9.4 the hole masses are anisotropic, which leads to anisotropic
defect states. This difference in screening and effective masses is not well reproduced
in the 2D hydrogen model.
Tersoff-Hamann (TH) simulations were employed to convert these wavefunctions
into virtual STM images, as shown in Fig. 9.8. At +0.2±0.05 V bias no contrast
is obtained from the pristine BP surface and the defect appears oval with a very
bright centre. At lower bias (0 ±0.05 V) current is obtained from states at the
VBM as well as the defect states. Thus, the image shows overall brighter contrast.
The defect appears as three elongated bright features with a bright centre. These
simulated TH images do not compare well with STM data (see section 9.2.1). The
initial asignment of MVs to observed defect states in STM was done on the basis
of wavefunctions of unrelaxed MVs. This is a poor description of the structure of
the MV. Furthermore, while we do find states which resemble observed features
in STM, other defect states lie very close in energy. Thus, in STM as well as in
the TH model current is measured from several states in a narrow energy range
simultaneously, giving rise to a convolved current contrast. Therefore, the px state
is overpowered by contrast from the other states, that are almost degenerate with
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Figure 9.8: Simulated TH-STM images of a negatively charged MV in monolayer BP at
selected biases. (dark=low current, white=high current)
it.
9.3.3.2 Divacancies
Due to the covalent bonding in BP, many DV structures exist, where two phosphorus
atoms are missing in close proximity creating a bigger defect complex. The most
energetically stable DV structure is shown in Fig. 9.9a. As in the MV case, the
atoms next to the empty lattice sites relax in order to compensate dangling bonds
and form a 5757 defect structure such that all atoms become three coordinated.
Interestingly, a 5757 DV has a much lower DFE at 8.02 eV than a sum of two MVs
and thus two mobile MVs are expected to coalesce to form the DV.
Apart from the 5757 vacancy, several other metastable structures were found
and are shown in Fig. 9.9b-h. The 585-A DV has a DFE close to the 5757 one at
8.21 eV and is also more stable than two isolated MVs. Previously, this vacancy was
reported to be the most stable DV structure,[219,241] but recent reports[218,219] as well
as this work support the observation that the 5757 structure is lower in energy. The
555777 DV shown in Fig. 9.9c represents a more complex DV structure and with
a formation energy of 9.36 eV is still more favourable than two separate vacancies.
Similar to structures a and b, the atoms relax to compensate any dangling bonds
created during vacancy formation such that all atoms are three coordinated. The
5555-6-7777 DV is very similar to the 555777 one and differs in just a rotation of
a P-P bond, similar to a Stone-Wales defect. This DV configuration was found to
have a formation energy of 8.44 eV.
119
9.3. Results
Figure 9.9: a-h) Geometric structure of eight DVs in monolayer BP. The DVs are
coloured in as a visual aide and numbered according to how many atoms
constitute a ring structure.
We note that the ordering of the defect structures compares well with previous
results;[218,219] however, values of DFE in the second and forth column of Table 9.1
show small differences. These may result from different DFT functionals used, cal-
culation set-up, basis set and code. Furthermore, BP is considered to be ”soft”
due to its low Young’s modulus (166GPa and 44GPa along zz and ac, respectively)
and thus strain due to defects in relatively small simulation cells and electrostatic
interactions between periodically translated defects can lead to observed shifts in
calculated formation energies. Unlike a MV, the lowest energy DVs do not create
any KS states in the band gap.
9.3.3.3 Other Intrinsic Defects
Besides MVs and DVs, BP can also exhibit other structural defects, such as Stone-
Wales-like defects or self-interstitials shown in Fig. 9.5c+d. An extra P atom adopts
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an interstitial position between a P atom on an upper zigzag and a P atom on a
lower zigzag by breaking the up-down P-P bond and is thus two fold coordinated.
The formation energy of a Pi is -1.35 eV in a monolayer. Since one bond is broken
and two new ones are formed, the energy can be compared to a P-P bond energy of
2.17 eV in pristine BP. The difference of 0.48 eV is attributed to surface deformation
around the interstitial. Interestingly, the adsorption energy of a P adatom on a
BP monolayer is lower than that of the self-interstitial by about 0.3 eV and thus,
given the activation energy can be overcome, P interstitials will be converted into P
adatoms. The barrier for P adatom diffusion along the zz direction is only ∼0.15 eV
leading to fast diffusion across the surface at room temperature. Thus, surface
adatoms can potentially passivate surface MVs or DVs. The aggregation of several
P adatoms into bigger clusters was not investigated here.
Stone-Wales defects have previously been reported for graphene[247,248] and the-
oretical calculations predict their existence in BP as well.[233,241] SW defects require
a change in connectivity of two atoms via a rotation of a P-P bond, which is high-
lighted in red in Fig. 9.5c+d. The formation energy of SW1 defect is 1.81 eV and
of SW2 defect is 0.9 eV, which, unlike the MV case, does not rely on the choice of
chemical potential for phosphorus, since no atoms are added or removed and thus
can be used to compare different theoretical calculations. Reported values for the
SW1 defect range from 0.84 eV to 1.62 eV,[219,233,241,249] highlighting a large spread
in calculated DFEs, which arises from different DFT functionals, codes and calcu-
lation parameters (e.g. supercell size). The SW2 defect has the lowest DFE of the
intrinsic defects considered and is thus expected to be the dominant defect formed.
In order to investigate the formation mechanism of SW defects, nudged elastic
bands calculations (NEB) were performed. The forward barrier to form a SW1
defect is 3.08 eV and 2.17 eV for SW2 defect and the reverse barriers are 1.27 eV
and 1.25 eV for both SW defects, respectively.
Combining the DFE for a MV and a P self-interstitial results in a Frenkel pair
formation energy of 3.38 eV. A MV and a P adatom also form a Frenkel pair with
a DFE of 3.08 eV. These energies are independent of the choice of chemical poten-
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Figure 9.10: Diffusion barrier for a neutral mono-vacancy in single layer BP. The inset
shows the transition structure. On the right the geometry of the vacancy at
each minima in the diffusion path is illustrated. Note the asterisk signifies a
commensurate structure translated by half a unit vector and two asterisks
denote a commensurate structure after translation by a whole unit vector.
Red lines represent the upper and blue lines the lower zigzag. The 5 and 9
member rings are coloured in pink and cyan as a visual aid.
tials used and can be directly compared to the formation energy of a Stone-Wales
defect. At equilibrium conditions Frenkel defects are less favourable than SW de-
fects. Formation barriers for both defects are too high for them to be formed in
high concentrations at room temperature. Instead, they can be created under high-
temperature non-equilibrium growth conditions.
9.3.4 Diffusion of Mono-vacancies in BP
Since DVs are more stable than MVs in monolayer BP, they can form upon collision
of two diffusing MVs. In order to study the diffusion barrier and consequently the
rate of diffusion of MVs in monolayer BP, NEB calculations were performed. In
Fig. 9.10 the diffusion barrier is plotted for a neutral vacancy diffusing along the
zz-direction. As previously reported in ref.,[218] diffusion of MVs was confirmed to be
a two step process, however, the absolute barrier height for the same diffusion path
was found to be about 0.1 eV larger. The first diffusion step involves a change in
connectivity in the upper zigzag by moving a P atom 0.9 A˚ along the zz-direction and
has an associated barrier of 0.25 eV (going from configuration 1 to 6 in Fig. 9.10).
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The rate determining process involves a change of connectivity in the lower zigzag
and has a higher barrier of 0.44 eV associated with it. Going from configuration 1
to 1∗ corresponds to a translation of the vacancy by half a surface unit vector along
zz and from 1 to 1∗∗ corresponds to a translation of the vacancy by one whole unit
vector.
As shown in the inset, the transition point structure is different to the symmetric
structure found for the negatively charged vacancy (Fig. 9.5b). In the latter case,
the central P atom becomes four-fold coordinated and sits in between the upper and
the lower zigzag. The transition structure, however, does not show this relaxation
of the central P atom and instead resembles an unrelaxed MV. In fact the four-fold
coordinated geometry in its neutral charge state would be 0.1 eV higher in energy
than the transition structure, which is in good agreement with ref.[218] Interestingly,
the barrier is unchanged for a positively charged vacancy but is significantly reduced
for a negatively charged vacancy. Due to the different bonding behaviour of the neg-
ative vacancy, the barrier for diffusion is lowered to ∼0.07 eV along the zz-direction.
Hence a negatively charged vacancy is expected to be significantly more mobile than
a neutral or positively charged vacancy. The calculated diffusion barriers EB can be
translated into hopping rates ν using an Arrhenius equation:
ν = ν0(T ) exp
−EB
kBT , (9.2)
where ν0 denotes a prefactor related to the hopping distance and attempt frequency
as a function of temperature T and kB is the Boltzmann constant. The prefactors
were calculated by Cai et al.[218] employing the Vineyard method, which uses vibra-
tional analysis to estimate attempt frequencies. Using Eq. 9.2 the hopping rates of
a MV calculated at temperatures of 10 K, 70 K and 300 K are shown in Table 9.2.
These three temperatures correspond to typical experimental conditions (liquid he-
lium cooled, liquid nitrogen cooled and room temperature). At 10 K a MV in a
monolayer of BP will be practically immobile as hopping rates for all three charge
states are very low. Thus, these vacancies would be stable enough to be imaged
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neutral MV negative MV
Temperature K prefactor s−1 hopping rate s−1 hopping rate s−1
300 1.63E+11 4.49E+03 1.09E+10
70 3.81E+10 1.34E-19 9.98E+05
10 5.44E+09 1.30E-324 2.18E-41
Table 9.2: Hopping rates of neutral and negatively charged MVs along with their respec-
tive prefactors, which were adopted from Cai et al.[218]
using scanning probe techniques such as Atomic Force Microscopy (AFM) or STM.
At 70 K the hopping rate for a positively charged or neutral vacancy is of the order
10−19 s−1 and the vacancies will still be immobile in experimentally relevant time
scales, however, the hopping rate of a negatively charged vacancy is about one mil-
lion hops per second and thus this vacancy is too mobile to be observed in scanning
probe measurements. At room temperature, both vacancy states show very fast
hopping rates, thus MVs will be diffusing at high rates on the surface of BP and co-
alesce into DVs upon collision. The defect concentration observed in STM is around
60 ppm,[250] which is roughly one defect every 80 lattice sites. At hopping rates of
the order 103 s−1, the probability of two MVs colliding rapidly converges to one,
as the diffusion process can be treated as a Markov chain. Assuming diffusion is a
random walk with RMS displacement of
√
N (N = number of hops) one can easily
deduce that at room temperature on average it takes two seconds for two neutral
MVs to collide.
9.4 Discussion
In order for BP to make the transition from research laboratories to everyday devices,
its physical properties need to be better understood. In particular point defects play
a crucial role in device stability as well as carrier mobility and are still subject to
extensive research.
Typically, concentrations of at least 1018 cm−3 are needed to observe doping in
semiconductors and p/n-doped BP has been reported with doping concentrations of
around 1015 cm−3.[251] Experimentally observed p-doping as well as observed defects
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in STM have previously been attributed to MVs.[217] However, the origin of MVs
is unclear. Their DFE is too high to be created thermally at large concentrations.
MVs have low diffusion barriers and therefore can migrate and be captured by other
point or line defects. Thus any MVs created during the crystal growth process have
ample time to find a lower energy structure. We have shown that a MV can coalesce
with another MV to form a considerably more stable DV, which does not have an
acceptor state associated with it. To date there are no experimental reports of DVs
on the surface of cleaved BP from scanning probe measurements, impugning the
interpretation that MVs are the dominant defect.
At room temperature concentrations of thermally created defects such as Frenkel
pairs and SW defects are expected to be low due to their high DFEs. Thus, ob-
served defects in experimental studies are likely defects, which are grown in during
the crystal growth process. Since this is a non-equilibrium process, determination
of accurate chemical potentials and reaction pathways is difficult. Therefore, the
calculated DFE give insight into which defects are likely, but cannot be used to
derive accurate defect concentrations. For example the barrier for a SW2 defect to
reform into pristine BP is 1.25 eV, which means at room temperature the rate of SW
annihilation is low. Thus if a SW defect is created during the crystal growth process,
it will be stable at room temperature. A detailed experimental study of defects pre
and post sample anneal could be informative to investigate recombination or defect
annihilation and mobility processes.
Furthermore, STM experiments reveal extensive defect states at the surface of
a cleaved BP crystal. The defect appearance can be categorised in two kinds, a
p-orbital like state and an s-orbital like state (see 9.2.1). When scanning at a bias
that resonates with states in the valence band, the defect appears p-like, whereas
at a bias in resonance with the valence band edge the defect switches to an s-like
appearance.
A negatively charged MV induces such states in the bandgap of BP. At lower
bias (more negative) electrons can tunnel into the STM tip-states from the 2px state,
as well as other states that are very close in energy (<0.05eV), which are located
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at the VBM. This will give rise to a convolved current signature, as can be seen in
Fig. 9.8.
As the bias is increased the tip states resonate with the 1s and 2py states, which
are separated by only 0.003 eV. Therefore, a convoluted current contrast is observed
again, due to a superposition of these two states (see Fig. 9.8). As the bias is
increased even further such that the Fermi level of the tip is above the CBM of BP,
empty states are imaged. The density in the conduction band around the defect
appears to be locally depleted as indicated by a dark halo around the defect (see
Fig. 9.1). The same feature can be observed in calculations of a negatively charged
MV, where the CBM displays lower density in the vicinity of the defect. However,
it is unclear where the observed bright contrast in the middle of the dark halo
originates from, since calculations of MVs do not indicate any additional states at
the CBM.
9.5 Conclusions
In summary, the electronic and geometric structure of a range of intrinsic defects
were calculated and compared with experimental observations. Amongst the com-
pensated defect structures, SW defects have lower DFE than Frenkel pairs and are
thus predicted to be the dominant intrinsic defect. However, formation barriers are
high, preventing high concentrations of SW defects to form at room temperature.
Consequently, experimentally observed defects are likely to originate from the
crystal growth process. Since this is a non-equilibrium process, high energy defects
can be formed and frozen into the crystal, if defect annihilation barriers are high.
Thus, MVs could be formed during high temperature growth conditions. However,
MVs were found to be metastable in BP, since DVs have lower DFEs. Various low
energy DV structures were found. These DVs do not have any dangling bond and
thus are electronically inactive, i.e. do not favour to accept or donate an electron.
DV do not reproduce the observed defect state in the bandgap of BP, nor the
hydrogenic states observed in STM. Low diffusion barriers make vacancy coalescence
viable above liquid nitrogen temperatures, where hopping rates are high.
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A negatively charged MV induces hydrogenic states near the VBM, which match
experimentally observed states in STM measurements. However, the states are
bunched closely together, such that simulated STM images reveal current from sev-
eral states simultaneously. Therefore, the isolated px- and the s-state cannot be
resolved and the simulated STM images do not match experimental ones. Further-
more, these hydrogenic states are expected to form for any localised bound charge,
and thus are not exclusive to MVs. Therefore, in the next chapter experimentally
observed extrinsic impurities are investigated.
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Chapter 10
Characterisation of Extrinsic
Defects in Black Phosphorus
10.1 Introduction
Similar to Si, BP can be n-type and p-type doped, which is particular interesting
for future transistor applications.[207] Doping refers to the process of introducing
impurity species into a semiconductor in a controllable manner in order to alter its
electrical properties. Through dopants the carrier concentrations, i.e. electrons or
holes, can be controlled, but other properties such as thermal conductivity, mag-
netisation and optical properties can also be affected. Varying the concentration of
dopants spatially can be used to create pn-junctions or to introduce intrinsic electric
fields. Furthermore, within the past decade the identification of effects due to a sin-
gle dopant atom has been achieved, which opened the new field of solotronics.[252,253]
Studies of the Seebeck effect and measurements of the electrical conductivity and
the Hall effect in bulk BP indicate inherent p-type doping,[254,255] yet its source is
unknown. Intrinsic defects such as mono-vacancies have been proposed[217] as well
as extrinsic impurities such as Sn.[225,256]
Intentional doping of BP has been shown to lead to p- and n-type BP. For
example tellurium and silver act as shallow donors in BP, leading to n-type con-
ductivity.[255–257] Similarly, alkali metals act as shallow donors, transferring their
s-electron to the conduction band of BP.[257–259] Interestingly, intercalating Na leads
to a change in staking order of the BP layers, indicating that doping can also be
used to alter the structure of BP crystals.[260] Experimentally it was shown that Cu
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adatoms lead to n-doping as they act as shallow donors.[261] P-type doping was also
reported in an experimental study for functionalising BP with MoO3
[262] as well as
in theoretical work for nitrogen substitution.[263]
Furthermore, transition metals (TMs) have been reported in significant concen-
trations in BP samples[230] and are prime candidates for magnetic functionalisation
of BP. The unpaired electrons of Fe impurities for example lead to an overall mag-
netic response of Fe doped BP samples: a recent experimental report found Fe doped
BP crystals (Fe5%P95%) exhibit paramagnetism at room temperature.
[264] Theoret-
ical calculations predict that the spin state of a Mn adatom can be switched by
applying strain, resulting in a strain-tuning spin switch.[265,266] TM adatoms have
also been reported to enhance carrier mobilities and improve the stability of BP
under ambient conditions, two crucial properties to enable the integration of BP in
future technologies.[267]
In this study a wide range of extrinsic defects in BP are investigated, particularly
with respect to their effect on the electronic structure of BP. Dopants considered in-
clude oxygen, I and Sn as well as the transition metals (TMs) Fe, Ni, Cu and Zn. The
choice of impurity considered was driven by experimental reports of these elements.
Oxygen is highly reactive with BP and clean BP samples oxidise quickly in an oxy-
gen rich atmosphere.[213] Sn and I are present in the synthesis of BP crystals[232] and
are reported together with TMs (Fe, Ni, Cu, Zn) in plasma mass spectrometry ex-
periments.[230] Transition metal impurities are particularly interesting for magnetic
functionalisation of BP, which will also be briefly discussed.
10.1.1 Principle of Doping
For an intrinsic semiconductor, the concentration of charge carriers is dependent on
the density of states at the VBM and the probability to excite an electron across
the bandgap, which can be modelled by a Fermi-Dirac distribution. The number
of conduction band electrons is equal to the number of holes in the valence band.
In order to increase the carrier concentration in the valence or conduction band,
extrinsic doping can be employed. The introduction of suitable dopants can lead to
additional states in the bandgap of the semiconductor. If a state is empty and lies
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Figure 10.1: Illustration of the basic principle of doping: n(e) denotes the density of
states; Ef is the Fermi level; CB and VB denote the conduction and valance
bands, respectively; f(e) represents a probability distribution at tempera-
ture T and n and p the concentration of electron carriers and hole carriers,
respectively.
close to the valence band, an electron can be excited into the state creating a hole
carrier in the valence band. Similarly, an occupied state near the conduction band
edge can get ionised, creating an additional conduction band electron. Fig. 10.1
illustrates this basic principle for a shallow donor state. Ideally the binding energy
of defect induced states in the bandgap are a few tens of meV, such that they can
be thermally ionised. States that lie deep in the bandgap are unfavourable as they
require photon-assisted excitations and can contribute to carrier recombination via
the two step Shockley−Read−Hall process for example. In the following section
various defects will be investigated with respect to their influence on electronic and
magnetic properties of BP.
10.2 Results
XPS and inductively coupled plasma mass spectrometry (ICP-MS) measurements
indicate significant impurity concentrations of Sn and I, as well as Ni, Zn, Fe and Cu
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Figure 10.2: Schematic illustrating the defect induced Kohn-Sham states in the bandgap
of BP. Filled circles indicate a filled state and empty circles an empty state,
while a circle on the right/ left indicate the spin up/down channel. All
energies are referenced to the vacuum level (0 eV). The energies for mono-
vacancies (MV) are taken from Chapter 9
in lower concentrations.[230] Since it is not well understood how they get incorporated
in BP, these impurities were investigated in substitutional, intercalated and surface
adsorbed geometries. An overview of calculated defect formation energies is given
in Table 10.1 and Fig. 10.2 illustrates defect induced states in the bandgap of BP.
10.2.1 Iodine Defects
I adsorbs on the surface 2.74 A˚ above a P atom lattice site with an adsorption energy
of 0.30 eV. Since the I chemical potential was chosen to be the energy of half an I2
molecule, the adsorption energy indicates it is unfavourable to break the I-I bond
and adsorb on BP.
I was also investigated as a substitutional defect. Interestingly, a I0P defect
relaxes into a 59 MV with I binding to the 2 coordinated P atom and sticking out
of the surface plane (see Fig. 10.5). The neutral charge state was found to be lowest
in energy for all Fermi level positions throughout the bandgap and no bandgap
states were created upon forming this defect. The DFE for I0P was calculated to
be 1.39 eV. Bader analysis shows almost no charge transfer between I and the BP
lattice, indicative of a covalent bond between P and I.
Furthermore, the intercalation energy for a single I atom was calculated at
2.47 eV. The relatively large I atom is not favourable to intercalate between the BP
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layers due to electronic overlap resulting in large lattice deformations (see Fig. 10.5).
Whether a larger concentration can lead to a change in interlayer spacing or a change
in stacking order, as has been reported for Na intercalation,[258] was not investigated.
Summary of Defect Formation Energies / eV
element adsorbed substitutional intercalated
Energy /eV Energy /eV Energy /eV
O -2.00 -0.38 -1.91
I 0.30 1.39 2.47
Sn -2.76 -3.28 -1.82
Fe -2.25 -2.52 -2.57
Ni -3.07 -2.62 -3.93
Cu -1.96 -2.20 -2.85
Zn -0.20 -0.49 -0.17
Table 10.1: Formation energies for experimentally observed impurity elements in ad-
sorbed (ML), substitutional (ML) and intercalated geometries (centre of 4L
slab).
10.2.2 Tin Defects
Fig. 10.5 illustrates a SnP defect geometry. Unlike an I defect, the lattice around the
substitutional Sn atom is very little perturbed, as Sn occupies a P lattice site with a
slight relaxation of about 0.3 A˚ out of the surface plane. Since Sn is sp3 hybridised
and therefore four-valent and P is five-valent, a hole is induced at 0.26 eV above
the VBM (see Fig. 10.2). IPR analysis reveals the hole is localised on the Sn atom,
which is bonded to two upper layer P atoms and one P atom in the lower layer in a
distorted tetrahedral configuration. The defect formation energy was calculated to
be -3.28 eV for a neutral SnP and a CTL from neutral to the -1e charge state was
found at 0.33 eV above the VBM. Since the P chemical potential is P in monolayer
BP, the DFE can be compared to the cohesion energy of a P atom in BP, which
is -3.25 eV. Since these two energies are very close, we predict SnP defects to form
readily, given Sn atoms are present in the gas phase.
Substitutional Sn impurities were also investigated at various depths in a four
layer slab, in order to gain insight into the defect behaviour as it is moved into the
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slab approaching the bulk limit. A four layer slab consisting of 1296 atoms was
doped with a single Sn atom in the upper row of the top layer, in the bottom row
of the topmost layer and similarly in the second layer. The defect formation energy
displayed a slight trend to lower energies as the Sn impurity was moved into the slab.
An impurity in the top row of the top layer has a DFE of -3.50 eV, while the DFE for
the second layer was reduced to -3.56 eV, indicating that substitution is marginally
favoured in the bulk material compared to the surface. A substitutional Sn in the
top row of the top layer of a four layer slab creates an acceptor state 0.15 eV above
the VBM, which moves to 0.12 eV for the bottom of the top layer and ultimately
to 0.05 eV for substitutional Sn in the top row of the second subsurface layer. This
illustrates that the acceptor state in the bulk is more shallow than the acceptor state
for the same defect on the BP surface.
The hole state can become filled by an applied external electric field and thus
shifting the Fermi level or by exciting an electron into it from the VBM. Similar to
the negatively charged MV, such a system can be approximated by the 2D hydrogen
atom model. Fig. 10.3 illustrates the defect induced states at the top of the valence
band. State 2 is a bonding state between a hybridised sp-orbital on Sn with p-
orbitals of two neighbouring P atoms. As can be seen by the illustrated squared
wavefunction, this state is much more localised than the other defect induced states.
The additional states (1,3-7) are due to the electrostatic potential of the trapped
charge. Interestingly, while the order of these states is different compared to the
negatively charged MV, the overall shape of the states is comparable. This is not
surprising, since in both cases the states are induced by the tapped electron and the
long range nature of these states means that they experience the same long range
screening.
The energetically highest state is a 1s-type state, which sits 0.5 eV above the
VBM. The series continues with the bonding state, a 2py, 2s and 3py state. The 2px
state is located just below the VBM of pristine BP and shows some density at the
edge of the simulation cell, which is attributed to constraints due to the supercell
used.
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Figure 10.3: DOS of non-defective BP monolayer (red) and of a monolayer containing a
negatively charged SnP defect (black). States deeper in the valence band
were used to align the two DOS plots and the x-axis is set to zero at the
VBM of pristine BP. Additional states in the negatively charged defect plot
are indicated by grey bars and their squared wave-functions are illustrated.
States 1 and 4 represent a bonding and a non-bonding state between the
relaxed P atom and its nearest neighbours, where red and blue indicate the
different phases of the wavefunction, in order to illustrate the nature of the
bonding orbital.
Figure 10.4: Simulated TH-STM images of SnP defect in monolayer BP. (dark = low
current, white = high current)
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Again a Tersoff-Harman (TH) model can be used to transpose wavefunctions into
simulated STM images, which can then be compared to experimentally obtained
images. Fig. 10.4 illustrates images obtained at bias 0V ± 0.05V and 0.2V ± 0.05V,
respectively. The p-type and s-type states can clearly be identified. Since the px-
state sits just at the VBM, a higher current is observed around the defect compared
to the s-state, which sits in the bandgap and thus the surrounding BP layer does not
conduct at that bias. It is worth noting that the current contrast is very sensitive
to the bias setpoint, since the defect induced states are very close in energy and
small changes in setpoint can change which states are being imaged. Particularly
near the VBM the states are very close in energy and thus a convolution of states
will contribute to the total current.
Adsorption of Sn was found to be less favourable than substitution, with an
adsorption energy of -2.76 eV. Sn adsorbs 1.95 A˚ above the surface on top of a
valley site, binding to two surface P atoms (see Fig. 10.5). A donor state is created
in the bandgap of BP 0.43 eV below the CBM, as indicated in Fig. 10.2.
Lastly, intercalated Sn was investigated, with the atom placed at various posi-
tions between the second and third layer of a four layer BP slab. Sn adopts a four
valent geometry, bonding to two P atoms of the upper and lower layer, respectively
(see Fig. 10.5). However, the BP lattice displays large displacements around the
intercalated Sn, resulting in a DFE of -1.82 eV. A donor state is induced in the
bandgap of BP, 0.26 eV below the CBM, which is localised on Sn. Thus, substi-
tutional Sn acts as an acceptor, while adsorbed and intercalated Sn act as electron
donors.
10.2.3 Transition Metal Defects
Four transition metals (TM) were also considered, namely Fe, Ni, Cu and Zn. These
impurities were investigated in three configurations: Adsorbed on a monolayer sur-
face, as a substitutional defect in a monolayer and intercalated between the second
and third layer of a four layer slab. A summary of DFEs is given in Table 10.1 along
with the atomic structure in Fig. 10.5. Comparison of absolute DFEs of different
impurity species is difficult, since they depend on the chemical potential used in the
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Figure 10.5: Summary of impurity defects in BP. Geometries are shown for Fe (ma-
genta), Ni (yellow), Cu (orange), Zn (cyan), Sn (green), I (brown) and O
(red) in adsorbed (top), substitutional (middle) and intercalated (bottom)
configurations in side and top projection. (Grey = P)
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calculations, whose exact determination is difficult. Intercalated TMs constitute
the lowest energy configuration for the open shell elements Fe, Ni and Cu, while Zn
preferentially sits in a substitutional configuration.
10.2.3.1 Intercalated TMs
Upon intercalation, the TM’s 4s electrons get promoted to the 3d orbitals. For Cu
and Zn the 3d shell is completely filled and thus electrons populate the radially
more extensive 4s orbital. This rearrangement of electrons further leads to changes
in the magnetic moment of Ni and Fe. Since the 4s electrons completely fill the
3d orbitals in Ni defects, Ni adopts a low spin singlet state. Similarly Fe changes
from four unpaired electrons for the isolated atom to a triplet state in BP, where
the high spin quintet state is 0.24 eV and the singlet state is 0.6 eV higher in energy
than the triplet state and thus Fei is predicted to possess a magnetic moment of
2 µB, which is in line with observed paramagnetism for Fe doped BP.
[264] Whether
the spin arrangement for higher TM concentrations leads to different magnetisation
such as a ferromagnetic state was not investigated in this work. Therefore, the
results presented herein refer to low doping/impurity concentrations. Intercalated
Fe does not induce and states in the bandgap of BP, but instead creates a filled
state at the VBM, as illustrated in Fig. 10.2. Similarly, intercalated Ni creates a
filled defect level just below the VBM, preserving the semiconducting nature of BP.
Adding one more valence electron, Cu induces a filled state 0.09 eV below the CBM,
acting as a donor in BP. A deeper donor level is created in the Zn system, where a
filled defect level is induced 0.33 eV below the CBM.
10.2.3.2 Adsorbed TMs
Adsorbed TMs display similar trends as intercalated ones, where Cu and Zn interact
more weakly with BP compared to Fe and Ni. Cu adsorbs on a valley site between
two P rows and binds to one P atom of each row with a bond length of 2.21 A˚. In
doing so a donor state is induced at the bottom of the conduction band, leading
to n-doping of BP, which is in agreement with previously reported experiments.[261]
Zn also adsorbs in a valley site and binds to two surface P atoms with a bond
137
10.2. Results
Figure 10.6: Plot of defect formations energies as a function of Fermi level position for
a range of substitutional TMs in monolayer BP. Only the lowest energy
charge state is ploted for each Fermi level position.
length of 2.95 A˚. No bandgap states are induced by the adsorbate, leaving the BP
lattice unperturbed. Indeed the small DFE of -0.20 eV and small charge transfer
of +0.13 e indicates a weakly interacting Zn adatom. Fe does not exhibit the same
bonding behaviour and instead binds to two P atoms of one row (2.27 A˚) and one
P atom of a neighbouring row (2.18 A˚), sitting in a three coordinated valley site.
Furthermore, as was observed for intercalated Fe, the S=1 spin state is lower in
energy than the singlet state, as the 4s electrons populate the 3d orbitals. Amongst
the adsorbed TMs Fe displays the largest charge transfer from the adatom to the
BP lattice (+0.32 e). Filled defect states are observed at the VBM related to the Fe
adatom. The same can be observed for Ni, which also adsorbs in a three coordinated
valley site with two 2.20 A˚ bonds to one P row and a 2.11 A˚ bond to the other,
adopting the low spin singlet state. The DFE for this configuration is -3.07 eV with
very little (0.05 e) charge transfer between the adatom and the lattice.
10.2.3.3 Substitutional TMs
Substitutional TM impurities adopt a P lattice site with a maximum relaxation of
0.26 A˚ along the armchair direction and 0.05 A˚ along the out of plane direction.
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Their respective defect geometries are shown in Fig. 10.5 and a DFE diagram is
illustrated in Fig. 10.6. Cu induces a deep acceptor state 0.42 eV above the VBM.
This state is localised on the TM atom and its three nearest neighbour P atoms.
The DFE for a CuP defect is -2.20 eV. Zn in contrast has a higher DFE of -0.49 eV
and a small spin splitting of about 0.1 eV can be observed. This leads to an empty
state in the beta (minor) spin channel at the top of the valence band, creating a
shallow acceptor state. A larger spin splitting of 0.25 eV was found for the NiP
defect. For both spin channels an acceptor state was created in the bandgap, which
is 0.52 eV above the VBM in the spin up (major) channel and 0.77 eV above the
VBM in the spin down (minor) channel. The DFE for NiP was calculated to be
-2.62 eV, the lowest of the TMs considered.
Lastly, a FeP defect was considered. An isolated Fe atom has a magnetic moment
of µB =4, but upon incorporation into BP, the 4s electrons populate the 3d shell
and the µB =2 becomes lower in energy. This defect was found to have a DFE of
-2.52 eV. Interestingly, an empty state is created in the spin up channel at 0.42 eV
above the VBM, however, the corresponding spin down state is located at about
0.05 eV below the CBM.
It is important to note that spin splitting is very sensitive to how exchange
interactions are calculated. For the calculations presented here, the proportion of
exact Hartree-Fock exchange used in the density functional was fitted for a pristine
BP monolayer and bulk properties and not to reproduce TM spin splitting.
Fig. 10.6 illustrates a DFE diagram for substitutional TM defects. Interestingly,
the positive charge state is energetically unfavourable for all four TMs considered.
Instead at low Fermi energy, all TMs favour the neutral TMP defect. A charge
transition level (CTL) from neutral to -1, (0/-), is found at 0.6 eV for Ni, 0.55 eV
for Cu and 0.28 eV for Zn. Thus, with increasing core charge the (0/-) CTL shifts
to lower Fermi level positions. Zn, Cu, and Ni further display a (-/-2) CTL in
the conduction band at 1.33 eV for Cu and 1.5 eV for Ni and Zn. Interestingly, at
1.43 eV the (0/-2) CTL is lower in energy than the (0/-) CTL of Fe.
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10.3 Discussion
Experimental evidence for impurity species in BP is considerable. The presented
results show that I does not react strongly with BP as P-I bonds are weak. That
phosphorus reacts weakly with I can also be seen in the low standard enthalpy of
formation of -46 kJ/mol (0.47 eV per molecule) for PI3, a possible intermediate
reactant during crystal growth. Thus we do not expect a large concentration of I
related defects in BP. Furthermore, Sn is typically added in excess to bind any I in
Sn(IV)I4 and thus prevent reaction with BP.
Sn can be observed in XPS and ICP-MS and SIMS measurements reveal evenly
dispersed Sn impurities in BP. I have shown that substitutional Sn is the favoured
configuration for Sn defects. In a monolayer, a shallow acceptor state 0.26 eV
above the VBM is created, which moves closer to the band edge in a four layer
slab. While most literature reported calculations are performed on a monolayer,
most experimental data are obtained from bulk crystals or multilayer BP. Thus, our
results highlight the need to consider not only monolayer systems, but also BP slabs
to be able to compare with experiments directly.
As the defect level becomes more shallow in multi-layer BP, electrons can get
excited into it thermally and thus creating hole carriers in BP, which may be the
source of observed p-doping, a process not possible for the deep acceptor state in
monolayer BP. Such a trapped electron would also induce additional states due to
the electrostatic potential of the bound charge. Our data shows, that these states
are very extensive and anisotropic in nature. Simulated STM images at selected
biases compare well with observed defects in STM measurements, and thus SnP
defects are proposed to be the source of such defects.
Other dopants, which lead to p-doping are also presented: substitutional oxy-
gen, substitutional and intercalated TMs and P self-interstitials. While most of
these defects lead to p-doping, chemical analysis of BP crystals reveals an order of
magnitude lower concentrations of TM elements compared to Sn[230] Furthermore,
SIMS measurements performed by M. Wentink only detect Sn in significant concen-
trations, with traces of I and O observed as well, but no TMs could be detected.
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Thus, TMs are not considered to be the main contributors to p-doping in BP.
Nevertheless, results on Fe doping indicate that magnetic BP can be achieved.
A Fe surface adatom as well as substitutional and intercalated Fe will adopt a spin
triplet state. Our calculations represent a disperse low density limit and the long
range alignment of spin for higher defect densities was not investigated. However, it
has been shown experimentally that Fe doped BP crystals exhibit para-magnetism
at room temperature, indicating that no long range alignment into a ferromagnetic
state takes place.[264]
Lastly, oxygen interacts strongly with the lone pairs of phosphorus, creating
O adatoms and intercalated oxygen, while substitution is less favourable. Oxygen
adatoms and interstitials do not contribute to p-doping of BP, since no hole states
are created, but substitutional oxygen does. While oxygen has been observed in XPS
and SIMS, it is unclear how a large concentration of OP defects could be created,
since they represent a meta-stable state almost 2 eV higher in energy than Oads and
Oint. Thus, we predict oxygen to adopt Oads and Oint configurations instead.
10.4 Conclusion
BP has attracted a lot of attention due to its semi-conducting nature with high hole
mobilities, anisotropic behaviour and a tunable bandgap. It has successfully been
tested in a p-type field effect transistor, yet the generated current was low.[207]
In this chapter a range of extrinsic dopants were investigated with respect to
their effect on the electronic structure of BP. Sn and I are particularly interesting,
since these two species are present in large concentrations in BP samples due to their
role in the crystal growth process. I does not interact strongly with BP, favouring to
passivate dangling bonds as a mono-valent impurity. Although high concentrations
of I were detected in IC-PMS measurements, the presented results show that I does
not favour to be a dispersed impurity and is predicted to accumulate in defective
regions such as e.g. grain boundaries.
Sn however is found to interact more strongly, leading to p-doping when incorpo-
rated as a substitutional defect. In a monolayer the induced acceptor state is deep,
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whereas in a multi-layer slab an electron can get ionised into the acceptor state
thermally, due to its small binding energy. The additional states induced by such
a trapped electron are extensive and are approximated by a 2D hydrogen model.
Simulated STM images at selected biases match experimental data well. Thus, SnP
defects are the proposed underlying defect giving rise to observed features in STM
as well as observed p-doping. The most promising n-type dopant is Cu as a surface
adatom or intercalated in between the BP layers.
Furthermore, magnetic functionalisation can be achieved by intentionally dop-
ing BP with Fe. Fe will adopt a triplet state as an adsorbed, substitutional or
intercalated defect species, requiring 0.6 eV to flip to a low spin configuration for
intercalated Fe. Thus, such isolated defects have possible uses in solotronics appli-
cations, quantum computing, memory devices or optoelectronics.
In order to elucidate on the feasibility of BP doping more experimental data is
required. While the presented theoretical data suggests doping BP is possible, it is
unclear from our results, how such impurities can be implanted into BP. Intentional
doping of BP would supplement my theoretical findings. Specifically, experimental
studies before and after intentional sputtering with Sn may be usuful to validate
these theoretical findings.
Furthermore, effects on carrier mobilities and scattering as well as BP degrada-
tion needs to be better understood. Thus, this report will motivate further studies
outlining promising candidates for BP functionalisation. A particular problem re-
lated to novel BP based technologies is device stability due to BP degradation under
ambient conditions. The stability and possible degradation reactions of BP are in-
vestigated in the following chapter (Chapter 11).
142
Chapter 11
Stability of Black Phosphorus
Under Ambient Conditions:
Interactions with O2, H2O and H2
11.1 Introduction
Among the phosphorus allotropes black phosphorus (BP) is the most stable. BP
exhibits a range of interesting properties (see Chapter 8.1), which make BP a viable
candidate for many future applications such as gas sensors,[268,269] hydrogen stor-
age,[270] photo-catalysts[271–273] and field-effect transistors.[207,215,274] Yet early exper-
iments were hampered by poor stability of BP in ambient conditions: for example
fast oxidation,[275,276] decimation of carrier mobilities[277] and laser induced degra-
dation[278] was reported. Clean surfaces can however be obtained by handling BP
crystals in dry nitrogen or cleaving under ultra-high vacuum conditions.[217,272,279]
Since such conditions do not reflect those for commercial applications, passivation
techniques are being explored to protect BP from ambient air. Encapsulation of
BP in AlOx was shown to prevent rapid decline in charge carrier mobilities and
ON/OFF ratio.[277] Thus, in order to facilitate the integration of BP in commercial
technologies, the degradation process needs to be better understood.
In this work the adsorption of oxygen, water and hydrogen on pristine and defec-
tive BP was investigated using density functional theory (DFT) in conjunction with
a hybrid functional. Oxygen was investigated in adsorbed, interstitial and substitu-
tional configurations in order to determine the energetically most favourable state.
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Further, the interaction of water and hydrogen with pristine, defective and oxidised
BP was investigated. Lastly, reaction enthalpies are calculated from first principles
for proposed degradation reactions taking place at the surface of BP under oxygen,
water and hydrogen exposure.
11.2 Methods
Density functional theory was used to calculate the electronic structure of a num-
ber of defects and adsorbates. The calculations were performed using the CP2K
code,[164] which employs a mixed Gaussian and plane wave basis-set (GPW).
The DZ MOLOPT GTH basis set was used together with Goedecker-Teter-Hutter
(GTH) pseudopotentials.[165] The plane wave cutoff was converged at 400 Ry, SCF
convergence was set to 10−6 a.u. and residual forces on atoms were smaller than 0.01
eV/A˚. Since GGA functionals predict a metallic behaviour for BP,[216] the PBE0-
TC-LRC hybrid functional[280] was used with a cutoff radius of 2 A˚ and 10% HF
exchange. In order to reduce the computational cost of the hybrid functional cal-
culations, the auxiliary density matrix method (ADMM)[24] was used, which uses a
reduced basis set for the HF exchange calculation and thus allows cells up to 1500
atoms large. Since DFT does not reproduce correct dispersion forces, DFT-D3 was
employed, which uses Grimme D3 corrections to include attractive vdW interac-
tions. Including vdW interactions is imperative to get the correct interlayer spacing
of 3.35 A˚ as well as adsorption energies for molecules on the surface. A more detailed
description and evaluation of the set up can be found in Section 9.3.1.
11.3 Results
11.3.1 Oxygen Impurities
The reactivity of BP with oxygen is a key factor hindering the integration of BP
in novel applications. After brief exposure to oxygen, the surface of BP roughens
and electrical transport properties degrade rapidly, for example the conductivity
decreases by almost two orders of magnitude for oxidised BP and the OFF state
current appears broadened.[281] However, it is not clearly understood if the change
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Figure 11.1: Side and top view of oxygen defects in monolayer BP: (a) adsorbed on
pristine surface, (b) interstitial, (c) O2 on vP, (d+e) substitutional, (f)
OP+vP. (Grey = P, red = O)
in properties is due to reduced surface contact or inherent to BP. In this section
several oxygen defects are calculated in order to gain insight into the oxidation
process. For that purpose the DFEs of adsorbed and interstitial O were calculated
with respect to an O2 molecule in its triplet ground state configuration. Hence,
DFEs can be directly compared between each other.
Fig. 11.1 illustrates various different oxygen defects in BP. The most stable con-
figuration is surface adsorbed oxygen. The lone pair on phosphorus protruding from
the surface is susceptible to oxygen attachment, forming strong P-O double bonds
(1.49 A˚) as shown in (a). In order to react to phosphorus, the O-O bond of an
O2 molecule, at a bond energy of 5.61 eV, needs to be broken. Previous reports
found a barrier of 0.99 eV to dissociate adsorbed O2 molecule in its triplet state.
[282]
However, as the oxygen molecule approaches the surface the degeneracy of its pi∗2p
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orbitals is lifted and the singlet state becomes energetically favourable. Oxygen in
its singlet state has a much smaller barrier to dissociate of 0.15 eV. Therefore, a
non-radiative transition such as intersystem crossing from triplet to singlet can occur
for an adsorbed O2 molecule and subsequently it can dissociate.
[282] An adsorbed
oxygen atom has a DFE of -2.0 eV (thus an O2 molecule has a DFE of -4.0 eV in
agreement with -3.92 eV reported in the literature[282]), indicative of strong bonding
between BP and oxygen and the density of states shows no bandgap states have
been created. Interestingly, intercalated oxygen atom will adopt the same geometry
as adsorbed O, forming P=O bonds (1.49 A˚) with the lone pair of surface P atoms
and a DFE of -1.91 eV per O atom (thus -3.82 eV per O2 molecule). The difference
in DFE is due to the steric hinderance of the O atom in between the BP layers,
leading to a small distortion of the BP lattice around the intercalated atom. Since
the DFE for surface adsorbed and intercalated oxygen is negative, oxygen favours
to react with BP, given the dissociation barrier can be overcome.
In Fig. 11.1b the second most stable configuration is illustrated: an oxygen
interstitial. An oxygen atom can get incorporated in the BP lattice in between
the upper and lower row of P atoms in a valley position of the monolayer with a
DFE of -1.4 eV. The oxygen atom is inserted between an upper and a lower row
P atom breaking their bond and leading to a large displacement of the upper P
atom in the out of plane direction. The P-O-P angle is 134◦, much wider than the
optimal tetrahedron bond angle of 109.5◦ and the phosphorus-pentoxide angles of
102◦ and 123◦, indicating a strained bond angle. No bandgap states are induced by
this defect. Since this configuration is 0.6 eV less stable than a surface adsorbed
oxygen atom, it will be converted given the activation energy to move the O atom
out of the slab can be overcome.
Apart from pristine BP surfaces, the interaction of oxygen with a defective sur-
face containing one MV was investigated also. As reported in Section 9.3.4 MVs
have low diffusion barriers. Therefore, they can collide with surface adsorbed oxygen
and form defect complexes, which are illustrated in Fig. 11.1c-f.
Fig. 11.1c illustrates the lowest energy configuration of two surface adsorbed
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O atoms interacting with a surface MV. One O atom fills the vacancy, creating
an OP defect, while the second remains in an O adatom geometry, bonding to a
neighbouring P atom. This compound defect has a DFE of -0.82 eV compared to
the isolated MV and surface adsorbed O atoms. A dangling bond is created in the
lower P row, inducing a bandgap state in the minor spin channel 0.71 eV above the
VBM. The bandgap state is observed at the same energy for substitutional oxygen
(configuration (e)), indicating the dangling bond is not affected by the additional
adsorbed O atom.
A second stable compound defect was found, in which the O atom fills the
vacancy, creating a OP defect as shown in Fig. 11.1d. A bandgap state 0.5 eV
above the VBM is created, which again is related to a dangling bond on an under-
coordinated P atom, this time in the upper row of BP. The DFE for “up-down” OP
(d) is -0.46 eV, while it is -0.14 eV for “up-up” OP (e) both in reference to an isolated
MV and surface adsorbed oxygen atom. Therefore, these two defects can coalesce
to form an “up-down” OP defect, given the activation energy can be overcome.
The last oxygen defect considered consists of an adsorbed O atom plus a DV.
Although the barrier for O adatom diffusion is unknown, the interaction with a
immobile DV was investigated. The compound structure these two defects form is
shown in Fig. 11.1f. With a DFE of 1.15 eV in reference to the isolated defects, this
structure is thermodynamically unstable.
Surface adsorption was found to be a favoured interaction between BP and oxy-
gen in the low density limit, where adsorbed oxygen atoms are sparsely covering the
surface and can favourably interact with surface MVs. Fig. 11.2 illustrates a higher
concentration of oxygen on a monolayer surface. One dissociated O2 molecule per
surface unit cell was adsorbed on one side of a monolayer, resulting in a chemical
composition of P4O2. Unlike the low coverage case, the surface displays large re-
laxations, adopting a buckled structure in both the upper and lower rows and the
formation energy is reduced to -0.7 eV. Thus the degeneracy between the left and
right side of a zigzag row is broken, lowering the surface symmetry. Two oxygen
environments can be identified: one oxygen environment describes the formation of
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Figure 11.2: Density of states as well as optimised geometry for high density of oxygen
chemisorbed on BP. The resulting structure has the composition P4O2.
(dark-grey = P, red = O)
1.47 A˚ bonds with one side of the zigzag, pointing along the surface normal and
the other environment describes O forming 1.49 A˚ bonds with P atoms of the other
side of the zigzag, pointing at a ≈45◦ angle to the surface normal towards a P atom
of a neighbouring row. The bandgap for this system opens up to 1.33 eV, where
the valence band shows mixed P and O character and the conduction band mostly
phosphorus character. Continued oxidation of the surface will further increase the
bandgap, for example the reported value for P4O10 is 8.5 eV,
[283] suggesting that con-
trolled oxidation could be used to engineer the bandgap of BP beyond the monolayer
value.
11.3.2 Water Adsorption
The stability of BP under ambient conditions is of particular interest for future
applications. While in Section 11.3.1 the interactions with molecular and atomic
oxygen is discussed, in this section the interaction of BP with water will be in-
vestigated. Fig. 11.3a shows the minimum energy adsorption geometry of a water
molecule on a pristine BP monolayer surface. H2O adsorbs 2.98 A˚ above the surface
with one hydrogen pointing along the zz direction and one pointing towards the
surface. The adsorption energy for a single molecule is -0.17 eV and the potential
energy landscape shows many local minima close in energy, indicating a flat energy
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Figure 11.3: Adsorption of H2O on monolayer BP (a) without a surface defect and (b)
with a surface vacancy. Adsorption energies are given above the respective
configuration. (dark grey = P, light grey = H, red = O)
landscape. The intermolecular dissociation energy of a water dimer at 0.218 eV[284]
is larger than the adsorption energy, indicating that the BP surface is hydropho-
bic. Indeed, water contact angle measurements confirm a freshly cleaved BP surface
exhibits hydrophobicity with a contact angle of ∼90◦.[285]
Fig. 11.3b illustrates the adsorption of a water molecule on a surface MV. The
water molecule adsorbs above the vacant P lattice site at a distance of 2.76 A˚ with
an adsorption energy of -0.19 eV. This indicates that water adsorbing on a MV is
marginally preferential compared to adsorption on a pristine surface. However, at
room temperature the energy difference becomes negligible.
Adsorption of water on an adsorbed dissociated oxygen molecule was also stud-
ied, in order to investigate the stability of BP under ambient conditions. A water
molecule adsorbing on surface adsorbed oxygen has an increased adsorption energy
of -0.21 eV, where a hydrogen bond is formed between the water and a surface oxy-
gen atom. The increased adsorption energy with respect to the strength of hydrogen
bonds in water (∼0.22 eV) indicates that the surface becomes less hydrophobic upon
oxidation. However, dissociation of water on an oxidised surface is not energetically
favourable. Splitting water on surface adsorbed oxygen into two adsorbed hydroxyl
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Figure 11.4: Adsorption of H2 on monolayer BP (a) without a surface defect and (b)
with a surface vacancy. Adsorption energies are given above the respective
configuration. (dark grey = P, light grey = H)
groups is 1.46 eV higher in energy than the adsorbed molecular species. This in-
dicates that water will adsorb more strongly on surface oxidised BP, but will not
readily dissociate to form hydroxyl groups.
11.3.3 Hydrogen Adsorption
Typically, hydrogen is one of the main contaminants in semiconductor fabrication,
since many growth techniques, such as vapour phase transport, chemical vapour
deposition or molecular beam epitaxy, include hydrogen in the growth environment.
It can strongly affect the physical properties of semiconductors and in an interstitial
monoatomic form it is electronically active.[286] Monovalent hydrogen can passivate
grain boundaries or vacancies in a material, which is of importance to technolog-
ical applications such as solar cells and further, passivation of dangling bonds on
surfaces can have a large impact on surface reconstruction.[287–292] The interactions
of hydrogen molecules as well as atomic hydrogen with semiconductors have been
the focus of many studies.[293–296] For a wide number of semiconductors, hydrogen
acts as an amphoteric impurity, meaning it can either act as a donor or an acceptor.
Additionally, the (+/0) transition level often lies higher in energy than the (+/-)
transition level, highlighting the importance to also consider hydrogen ions in first
principle calculations. In these cases hydrogen will always counteract the prevailing
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conductivity: in a p-doped sample H+ is favoured, whereas in n-doped samples H−
is favoured.[286,293,294]
11.3.3.1 Molecular Adsorption of H2
In this subsection the interaction of a hydrogen molecule with pristine BP as well
as with a MV is investigated. Fig. 11.4a illustrates the adsorption of a H2 molecule
on the surface of a pristine BP monolayer. H2 adsorbs as a molecular species with
an unchanged H-H bond length of 0.75 A˚ at a distance of 2.98 A˚ above the BP
surface. It interacts very weakly with BP with a small adsorption energy of just
0.02 eV per molecule, which is close to the adsorption energy of 0.07 eV reported in
literature.[270] No charge transfer occurs between the molecule and BP, indicating
the attractive interaction is due to van der Waals forces.
H2 adsorption on a surface MV was also investigated. Fig. 11.4b illustrates the
interaction of H2 with a MV. The lowest energy 59-MV in BP has a dangling bond
on a two coordinated P atom, which acts as an attachment site for hydrogen. H2
chemisorbs with a binding energy of -0.14 eV in a dissociated geometry, forming
two P-H bonds. Consequently, the P-P bond between the P atom on the lower
row and the P atom, on which H2 chemisorbs, gets broken, creating a dangling
bond on the bottom P atom, while the top one is now three coordinated (two P-H
bonds and one P-P bond). The BP lattice undergoes large deformation upon this
adsorption process, as can be seen in the side view graphic in Fig. 11.4b. Whether a
H2 molecule dissociates will depend on the respective activation barrier, which was
not calculated.
11.3.3.2 Atomic H Adsorption
Atomic hydrogen was also investigated in BP, in particular with respect to its role in
dangling bond passivation. Atomic hydrogen can adsorb on the pristine monolayer
with a DFE of -0.67 eV (0.95 eV with respect to the chemical potential of H2). A
defect formation energy diagram is shown in Fig. 11.5 for atomic H adsorption on
pristine BP and on a 59-MV. At low Fermi level the positive charge state is lowest
in energy. The (+/0) transition level was found to be at 0.6 eV above the VBM
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Figure 11.5: DOS plots for atomic hydrogen on pristine monolayer BP in (a) positive
charge state, (b) neutral and (c) negative charge state. (black = P, red =
H); (d)Defect formation energy diagram for atomic hydrogen on pristine
monolayer BP and on a MV.
and the (0/-) transition level at 0.94 eV above the VBM, both within the bandgap
of monolayer BP. H adsorbed on BP induces a filled state in the major spin channel
on top of the VBM and an acceptor state 0.83 eV above the VBM in the minor
spin channel. No bandgap state is observed for the positively charged defect and
a doubly occupied state 0.83 eV above the VBM can be seen for the negatively
charged H defect.
H adsorption on a MV was also investigated and the corresponding defect for-
mation energies are plotted in Fig. 11.5. Only neutral H binding to the under-
coordinated P atom was found to be stable for all Fermi level positions. In passivat-
ing the dangling bond on the P atom of the MV the bandgap state gets quenched,
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recovering a clean bandgap of 1.22 eV. The DFE calculated with respect to half a H2
molecule is -0.86 eV, which increases to -3.15 eV with respect to an isolated H atom.
Thus, chemisorption of a single H atom is favoured compared to chemisorption of H2
and can be used to passivate MV in BP, as long as the H-H bond can be broken upon
forming the P-H bonds, which may have a large activation energy associated with
it. While dosing atomic hydrogen could passivate dangling bonds, atomic hydrogen
also binds strongly to pristine BP. However, further study is needed to investigate
the stability of BP under H2 dosing or H-plasma exposure. In the following section
possible degradation reactions are proposed and reaction enthalpies calculated from
DFT total energies.
11.3.4 BP Degradation
BP interacts very strongly with molecular oxygen, which increases the adsorption
energy of water molecules. Furthermore, pristine BP interacts weakly with molecular
hydrogen, while a MV can be passivated by reacting with a H atom. Interestingly,
HPO(OH)2 and OP(OH)3 have been observed in NMR measurements, when BP
is dipped in oxygen rich water.[213] Thus, the presence of oxygen and water on the
surface is proposed to lead to surface degradation of BP. Assuming pristine BP, H2O
and O2 are the only reactants, following reactions are possible:
2P +
3
2
O2 + 3H2O
−4.65 eV−−−−−−→ 2 P(OH)3 +DV (11.1)
2P +
5
2
O2 + 3H2O
−10.73 eV−−−−−−→ 2 OP(OH)3 +DV . (11.2)
Equation 11.1 describes the oxidation of BP to form phosphonic acid. The reaction
is exothermic, releasing 2.33 eV per P(OH)3 molecule produced. Similarly, Equa-
tion 11.2 describes the oxidation of BP to form phosphoric acid. The reaction is
even more exothermic, releasing 5.37 eV per phosphoric acid molecule produced.
(Note: the reaction enthalpies were derived from zero point energy calculations and
do not take into account temperature dependent effects).
Fig. 11.6 illustrates the oxidation and subsequent hydrolysis of BP for the re-
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Figure 11.6: Plot of relative reaction energies for oxidation of BP and subsequent hydrol-
ysis. The green line refers to reaction 11.1 and the black line corresponds to
reaction 11.2. The insets illustrate the final acid structures and the newly
created divacancy on the BP surface.
actions given above. Assuming that oxidation of the BP surface takes place, re-
action 11.1 becomes less favourable. Surface oxidation and wetting of the surface
is -6.6 eV lower than the starting configuration of pristine BP and water/oxygen
in the gas phase, while subsequent hydrolysis of BP to form phosphonic acid is
endothermic. This indicates that at low oxygen concentrations, the surface may
get oxidised, but hydrolysis is hindered by a large energy penalty to form the final
reaction product.
In excess of oxygen, the balance shifts, as indicated by the black line. Surface
oxidation yields -10.0 eV and subsequent wetting a further -0.6 eV. Forming phos-
phoric acid and a di-vacancy however is still lower by 0.13 eV, indicating that this
process is exothermic at each stage of the reaction path. Since total energies were
calculated and no reaction barriers, these reactions can still be hindered by large
activation energies. The calculation of reaction barriers requires knowledge of the
reaction path, which is unknown. However, experimental observation of phosphoric
acid formation upon oxygen and water exposure indicates barriers are small enough
to be overcome at room temperature.[212,213]
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Additionally, it was shown that BP interacts weakly with molecular hydrogen,
while atomic hydrogen can be used to passivate dangling bonds related to MVs. A
competing reaction, which could take place when reacting BP with H2 is hydrogena-
tion.
2P + 3H2
+3.14 eV−−−−−−→ 2 PH3 + 2 vP (11.3)
PH3 + 2 O2
−10.75 eV−−−−−−→ OP(OH)3 (11.4)
Equation 11.3 describes the hydrogenation reaction of BP, through which phosphine
gas is produced. Assuming it is a surface mediated reaction in which P vacancies
are formed, this reaction was found to be endothermic, since 3.14 eV per 2 PH3
molecules produced are required to sustain the reaction. Under-coordinated sites
such as grain boundaries, step edges or dislocations would however be less stable
against hydrogenation, since atoms are typically less strongly bound at line defects.
The produced phosphine gas is highly reactive with oxygen, readily reacting to form
phosphoric acid, as shown by Equation 11.4 leading to it being listed as a toxic
gas by the centre for disease control.[297] Thus, reaction with molecular hydrogen
and molecular oxygen is an alternative degradation reaction to the one given by
Equation 11.2.
11.4 Discussion
Adsorption of molecular and atomic species can be used to alter the electronic prop-
erties of BP. Oxygen displayed the strongest interactions with BP, in particular
adsorption of oxygen molecules, which can dissociate and strongly bind to the lone
pairs of surface P atoms. At low coverage the BP lattice is minimally deformed,
whereas at higher coverages the surface displays large relaxations and surface buck-
ling. Buckling has been observed in scanning probe experiments, however its origin
is still disputed.[217,224,279] But since samples are cleaved in ultra-high vacuum to
expose fresh surfaces prior to measurements, it is unlikely that oxygen is the main
source of buckling. Oxidation further impacts the electronic structure of BP, widen-
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ing the bandgap for highly oxidised BP. Interestingly, the bandgap only opens by
about 0.1 eV between BP and P4O2, whereas further oxidation to P4O10 drasti-
cally widens the gap to over 8 eV, creating an insulating phosphorus oxide. No P-P
bonds were broken to produce the P4O2 oxide structure, while P4O10 consists of PO4
tetrahedra, resulting in P-O-P bonds between P atoms. This difference in bonding
results in the opening of the bandgap.
Alternative oxygen configurations represent metastable states, such as interstitial
oxygen, which is 0.6 eV less stable than adsorbed oxygen. Metastable states can
serve as intermediate states, e.g. surface adsorbed molecular oxygen in its singlet
state is an intermediate between oxygen in the gas phase and dissociated adsorbed
oxygen, lowering the barrier for O2 dissociation. Interstitial oxygen sits in between
the top row and the bottom row of P atoms and can serve as an intermediate state for
oxygen diffusion from the surface into the crystal. However, a considerable amount
of energy (>0.6 eV) needs to be supplied in order to facilitate the migration of O
into the surface. Consequently, the concentration of O interstitials is expected to be
low and most oxygen atoms will adapt a surface adatom position. The interaction of
a diffusion MV and surface adsorbed oxygen was found to produce defect complexes,
which are thermodynamically stable, such as OP defects.
Substitutional oxygen will result in p-doping, since an acceptor state is created
in the bandgap. For monolayer BP the acceptor state lies in the middle of the
bandgap, but becomes a shallow state for a four layer slab. Thus, in monolayer BP
O dopants are not electronically active, since the state associated with the defect lie
in the middle of the bandgap, but are shallow in multilayer BP, where they can get
thermally ionised creating free carriers.
H2O adsorbs weakly on BP, indicating a hydrophobic surface. The potential
energy landscape is very shallow and many minima exist close in energy, which are
readily accessible via rotation and translation of the molecule. Water preferentially
physisorbs on the surface with a slight preference for adsorption over MVs. Disso-
ciation was found to be unfavourable, indicating that BP is stable under pure H2O
exposure.
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Adsorption of water is stronger on surface adsorbed oxygen, making the surface
less hydrophobic. Dissociation of water on Oads was found to be unfavourable with
an associated energy cost of 0.45 eV. Nevertheless, reacting BP with oxygen and
water to produce phosphoric acid is exothermic, while the reaction of adsorbed oxy-
gen with water to give phosphonic acid is endothermic. Therefore, the degradation
of BP is sensitive to the oxygen concentration in the presence of water. Indeed,
it has been observed that the production of phosphoric acid levels off, as the oxy-
gen concentration in water is depleted and small quantities of phosphonic acid are
produced.[212,213]
Lastly, H2 adsorption was found to be very weak on pristine BP and slightly more
favourable on a MV. A H2 molecule can dissociate on a MV given enough energy
is supplied to break the H-H bond. However, a MV reacts strongly with atomic
hydrogen with an adsorption energy of -3.15 eV, passivating the dangling bond and
thus eliminating the acceptor state in the bandgap. The reaction of BP with H2 to
form phosphine is endothermic (see Equation 11.3), which illustrates the potential
to employ H-dosing to passivate dangling bonds in BP. However, how hydrogen
diffuses through the crystal and the reaction mechanism for vacancy passivation are
unclear, motivating further studies. Particularly, the energy required to dissociate
H2 would be required to estimate reaction rates.
11.5 Conclusions
Understanding of the interactions between BP and ambient atmosphere is vital in
order to guarantee its stability in future applications. In this work we investigated
possible interactions between oxygen and BP, showing that surface adsorption is
the most favourable process. High concentrations of oxygen on BP surfaces opens
the bandgap of BP, similar as oxidation of graphene induces a small bandgap.[298]
Thus oxidation can be used to engineer the bandgap of BP beyond the monolayer
value of 1.5 eV. Metastable states such as O interstitials could facilitate oxygen
diffusion from the surface into the bulk, yet the exact mechanism needs to be better
understood. Further, it was shown that water interacts weakly with BP, proving
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BP is stable in pure H2O. However, it was found that surface degradation can take
place in the presence of both water and oxygen, producing phosphoric acid.
These findings contribute towards a better understanding of the degradation pro-
cess under ambient conditions. Since the reactions considered use pristine BP mono-
layers as reference, reaction enthalpies may be underestimated. Under-coordinated
sites such as grain boundaries or other line defects may be more reactive, since
atoms at such boundaries are less strongly bound. Furthermore, while the reac-
tion enthalpies calculated in this work indicate whether a reaction is energetically
favourable, reaction barriers dictate the reaction rate. Therefore, the data presented
serves as motivation for further study of the degradation mechanism.
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Chapter 12
General Conclusions
The work presented in this thesis spans a range of different areas within materials
modelling from the self-assembly of organic films to novel 2D materials characteri-
sation. For that purpose the thesis is divided into three parts.
In Part I the self-assembly of large organic molecules is studied. The process re-
lies on a precise balance between molecule-surface and intermolecular interactions.
Therefore, these interactions were investigated piecewise. Chapter 4 is investigating
the molecule-surface interactions. Particularly, the importance of considering tem-
perature effects such as entropy is highlighted. As a molecule is adsorbing on the
surface, its degrees of freedom, specifically its translational, rotational and confor-
mational ones, become constrained, leading to a reduction in entropy of the system,
which in turn reduces the adsorption free energy. For large flexible organics this
change in entropy can diminish the adsorption free energy and consequently lead to
desorption.
The same approach was applied to lateral interactions, intermolecular as well as
between molecules and monatomic step edges in Chapter 5. As molecules diffuse
across the surface, they can get attached to step edges, where their translational and
rotational motion becomes even more constrained. It was shown that for flexible
molecules the contribution from conformational entropy can be significant, leading
to a large reduction in entropy. However, the flexibility of the molecule at the same
time allows it to alter its geometry in order to maximise the interaction with the
step edge, which a rigid molecule can not do. Therefore, despite a large reduc-
tion in entropy upon step adhesion for the flexible organic, the free energy is still
negative and adhesion is favoured, which is counter-intuitive. These resuls proved
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to be able to explain experimental observations, which contradicted the commonly
accepted mechanism for nucleation and highlighted the need to move from a static
to a dynamic interpretation of self-assembly.
Part II is investigating the role of Tii in the reduction process of rutile TiO2. Ex-
perimental observations support the presumption that reduction of TiO2 emanates
from surface oxygen removal at the surface and subsequent Ti diffusion into the
bulk in the form of Tii. Therefore, Chapter 6 is studying Tii in the bulk crystal and
Chapter 7 explores Tii at the (110) surface and the indiffusion process as a function
of surface reduction.
Diffusion of Tii has a low barrier along the [001] and [110] direction in the bulk
crystal, leading to fast diffusion at elevated temperatures. Additionally, the DFE of
Tii as well as vO is reduced at higher temperatures and lower gas pressure. Therefore,
during a sample annealing process in vacuum oxygen can leave the crystal, creating
surface vacancies, which in turn diminishes the barrier for Tii creation at the surface.
To separate the interstitial from the defect complex has a large associated barrier,
but due to efficient screening the bulk diffusion barrier is recovered thereafter. Thus,
surface indiffusion of Tii is facilitated by surface oxygen removal.
A novel 2D material, black phosphorus, is researched in Part III. Chapter 9
is looking at intrinsic defects, which were previously proposed to be the source of
experimentally observed defects. However, the detailed study shows that intrinsic
defects, specifically monovacancies, are not able to fully explain all experimental ob-
servations. Thus, in Chapter 10 extrinsic defects are considered, with the emphasis
on Sn related defects. Calculations of SnP defects reproduce experimental data well
and are proposed to be the main defect in black phosphorus, giving rise to p-doped
character, shallow acceptor states and hydrogenic defect states in STM. Since these
impurities are incorporated during crystal growth, new growth procedures can be
developed to target reduced contamination. Lastly, black phosphorus was found to
degrade under ambient conditions and Chapter 11 is investigating degradation reac-
tions involving oxygen, water and hydrogen. The formation of a surface phosphorus
oxide layer and reaction to phosphoric acid in the presence of water is exothermic,
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explaining the fast degradation of black phosphorus under ambient conditions.
12.1 Outlook and Future Work
The study of surfaces of functional materials is still challenging due to the complex-
ity of the system. The self-assembly process can not be modelled directly, since the
timescales for growth are very long. Where typically temperature enhanced dynam-
ics is used to increase the probability of overcoming activation energies, it was shown
that self-assembled films can become unstable at moderate temperatures. Artificial
intelligence can help to bridge the gap, being able to model vast configurations of
film structures and find stable polymorphs. The stability of such films at elevated
temperatures however, is still hard to model, since phase transitions and kinetics of
amorphisation are very slow. Metadynamics could be employed to explore the po-
tential energy landscape at non-zero temperatures, which was previously successfully
used for the study of organic crystals.
The chemical activity of reduced TiO2 is also still not fully understood. While
the reported work will aid understanding of the Tii defects, vO and their behaviour
at crystal surfaces is still unknown. Furthermore, the study of surface defects has
been focussed mainly on the (110) surface, yet other crystallographic surfaces can
have significant impact on the reduction of TiO2. The work presented is indicating
that Ti interstitials and O vacancies are interconnected and the reduction of the
bulk crystal may well rely on the interplay between these two defects.
Functional 2D materials post graphene are seeing an increase in research activity
in recent years. While most work focusses on the study of fundamental properties of
the pristine materials, the defect chemistry, surfaces and interfaces with substrates,
solvents, electrolytes and adsorbates is vital to enable the transition from lab work
benches to real world applications. The presented work outlines the scope for func-
tionalisation of black phosphorus and highlights some challenges relating to sample
purity and stability under ambient operating conditions. More work is required
to understand the degradation reaction mechanism, surface rippling, elimination
of impurity defects and influence of substrates on the performance of black phos-
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phorus in order for black phosphorus to reach its full potential as a new ulta-thin
semiconductor.
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Appendix A
Convergence of Calculations of
Entropy
Methods to compute entropies and free energies from molecular dynamics (MD)
simulations have been developed for many years and the most popular ones are
summarised in ref.[117] Instead of calculating free energies directly, they can be
expressed as averages over ensembles of atomic configurations. Such ensembles can
be obtained from Monte Carlo (MC) or MD simulations. Despite this seemingly
simple process, calculating free energies and their entropic contributions is far from
trivial. In order to obtain converged results ergodicity needs to be satisfied. The
ergodic principle states that an infinite trajectory (in time) should sample all possible
states of a system. In practice, the ergodic assumption allows the extraction of the
phase space average from a time series average of trajectories generated via MD
simulations. However, in practice these trajectories are finite and it is difficult to
predict how long the trajectories need to be a priori.
The challenge of converging entropy calculations is described in this section.
TCB forms stable dimers in MD simulations at 300 K, indicating small barriers for
dimer formation (see Fig. 5.8). Upon forming a dimer entropy is lost as the two
TCB molecules become more constrained. Plotting the change in entropy (T∆S) as
a function of MD run time for this process gives an indicator of whether convergence
was reached, as illustrated in Figure A.1. It is important to note that the exponential
decay curve was fitted for guidance only and may not be a mathematically accurate
representation of the decay rate. At less than 10 ns the change in entropy can be
overestimated by an order of magnitude. Only for very long run times (<50 ns) is
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Figure A.1: Convergence of entropy change (T∆S) upon dimer formation with respect
to MD simulation time at 300 K. The dashed line is an exponential fit to
the data and illustrated for guidance only.
convergence slowly reached to acceptable accuracy (∼0.02 eV) for this process.
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