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( 1.2) where 0 < e < 1, one frequently uses as an approximation an equation of the form
precisely an equation of the type appearing above. We shall show that the study of the limiting behavior of the solutions of (1.2) is relatively easy to carry out compared to a similar study for (1.1). A typical result and sketch of proof will be presented below. Complete details, extensions, and generalizations will be presented subsequently.
It is interesting to observe that we have a situation in which the more accurate description yields an easier problem, and the obvious approximation yields a more difficult problem.
2. A Typical Result.-Representative of the results that can be obtained is the following.
THEOREM. Consider the equation u'(t) + au(t-6) = g(u), t > e, (2.1) u(t) = f(t),0 t < 6, where e > 0, and (a) g(u) satisfies a Lipschitz condition for juf < c1,
Then, for 0 < t < to, where to is dependent upon cl and g(u),
The convergence is uniform for 0 < t < to.
Similar results can be obtained for systems of equations with any finite number of lags.
3. Sketch of Proof. The proof depends, as might be expected, upon the properties of the solution of the linear equation u'(t) + au(t-e) = g(t), t > 6, (:3 .1) u(t) = f(t), 0 < t < ,
which, in turn, depends upon the properties of the kernel (j e =1   esids   32 27ri Jac s + ae s (3.2)
Here C represents any line of the form s = so + it, -o < t < o, with so > a. It is easy to show that as e --0, K(t, e) K(t) = e`(3.3) uniformly for 0 < t < to < a), where to is any fixed finite quantity. The solution of (1.2), under the assumptions that we have made, can be obtained as the solution of the integral equation u(t) = uo(t) + J'f g(u(t,))K(t -to, E)dt1, t > E, (3.4) where uo(t) is the solution of (1) corresponding to g(u) -0.
This we solve by the method of successive approximations. Set un+1(t) = f(t), 0 < t < , n > 0,
Un+1(t) = uo(t) + Rf g(un(t,))K(t -ti, e)dt,, t > e, n > 0.
Under the foregoing assumptions, it is easy to show that Un(t) ->-u(t) uniformly for 0< e< eo,O < t < toforn = O,1,...,andthatase--o0,un(t) -vn(t) -0,uniformly for 0 < t < to, where the sequence { v,(t) } is determined by the relations vo(t) = f(O),
Since the same assumptions ensure that Vn(t) -* v(t) uniformly in 0 < t < to, where v(t) is the solution of
we have the desired uniform convergence of u(t) to v(t) in 0 < t < to as e -O0.
The same method can be applied to demonstrate the corresponding result for more general differential-difference equations. 
where Rf1 is the Ricci tensor, goj is the metric tensor, and Ph as h takes the values
