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ABSTRACT
Molecular clouds are turbulent structures whose star formation efficiency (SFE) is
strongly affected by internal stellar feedback processes. In this paper we determine
how sensitive the SFE of molecular clouds is to randomised inputs in the star forma-
tion feedback loop, and to what extent relationships between emergent cloud properties
and the SFE can be recovered. We introduce the yule suite of 26 radiative magneto-
hydrodynamic (RMHD) simulations of a 10,000 solar mass cloud similar to those in
the solar neighbourhood. We use the same initial global properties in every simulation
but vary the initial mass function (IMF) sampling and initial cloud velocity structure.
The final SFE lies between 6 and 23% when either of these parameters are changed.
We use Bayesian mixed-effects models to uncover trends in the SFE. The number of
photons emitted early in the cluster’s life and the length of the cloud provide are the
strongest predictors of the SFE. The HII regions evolve following an analytic model
of expansion into a roughly isothermal density field. The more efficient feedback is at
evaporating the cloud, the less the star cluster is dispersed. We argue that this is be-
cause if the gas is evaporated slowly, the stars are dragged outwards towards surviving
gas clumps due to the gravitational attraction between the stars and gas. While star
formation and feedback efficiencies are dependent on nonlinear processes, statistical
models describing cloud-scale processes can be constructed.
Key words: stars: massive, stars: formation < Stars, ISM: H ii regions, ISM: clouds
< Interstellar Medium (ISM), Nebulae, methods: numerical < Astronomical instru-
mentation, methods, and techniques
1 INTRODUCTION
Stars form in dense, turbulent, self-gravitating clouds. The
most massive stars produce large quantities of energy that
drive outflows from the cloud, creating time- and space-
dependent feedback loops in the cloud’s star formation cycle
(see reviews by, e.g. Mac Low & Klessen 2004; Ballesteros-
Paredes et al. 2007; Klessen & Glover 2016). The path a star-
forming system takes between its initial and final state de-
pends on a number of non-linear processes that are dynami-
cally linked. The (magneto)hydrodynamic equations and the
Poisson equation governing self-gravity underlying the dy-
namics of the cloud are non-linear. The gravitational col-
? Corresponding author: Sam Geen (sam.geen@uni-
heidelberg.de)
lapse of turbulent structures in a cloud based on these equa-
tions gives rise to a statistical distribution called the Core
Mass Function (IMF), which in turn leads to a stellar Initial
Mass Function (IMF). Stars produce quantities of radiation
and kinetic outflows dependent on the evolution of their at-
mospheres, and this feeds back into the cloud, affecting fu-
ture structure evolution and star formation. Eventually, this
feedback loop is terminated when all of the gas in the cloud
is dispersed and only the young star cluster remains.
In this paper we randomise the sampling of the stellar
IMF and the turbulent velocity field of a single star-forming
cloud, determine how much this affects the final mass in
stars formed by the cloud, and identify whether there are
any emergent linear trends between the early state of the
cloud and the final mass of stars formed.
A number of previous works exist to explain the ex-
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pansion of photoionised HII regions in molecular clouds us-
ing analytic arguments (Kahn 1954; Spitzer 1978; Whit-
worth 1979; Franco et al. 1990; Williams & McKee 1997;
Hosokawa & Inutsuka 2006; Raga et al. 2012; Geen et al.
2015b). These have been applied to explaining the struc-
ture of observed HII regions in, e.g., Didelon et al. (2015)
and Tremblin et al. (2014). Analytic models that describe
the regulation of star formation by stellar feedback also ex-
ist (Matzner 2002; Krumholz et al. 2006; Goldbaum et al.
2011). The problem has also been studied using 3D numer-
ical simulations (Dale et al. 2005; Gritschneder et al. 2009;
Peters et al. 2010; Walch et al. 2012; Dale et al. 2012; Colin
et al. 2013; Howard et al. 2016; Geen et al. 2017; Howard
et al. 2018; Ali et al. 2018, among others), with varying
parameter spaces and physical models being studied. Colin
et al. (2013) argues that local compactness alters the re-
sulting Star Formation Efficiency (SFE), while Dale et al.
(2012) find systematic trends in the global cloud properties
and SFE.
Coupling the 1D analytic and 3D hydrodynamic ap-
proaches into a single theory of star formation is somewhat
difficult. Analytic models must make certain simplifications
that omit features of the full 3D approach, with the ansatz
that these features are unimportant in describing the full
cycle of star formation in clouds. Meanwhile, in numerical
simulations it is much harder to understand the underly-
ing causal relationships between the modelled system com-
ponents due to the complexity of the full set of equations
being solved. Simulations are considerably more expensive
than simpler models, and performing multiple simulations
that capture the full parameter space of the problem is of-
ten prohibitively expensive.
The goal of this paper is to explore how sensitive star
formation is to small changes in model inputs by performing
multiple realisations of the same cloud with different choices
of randomly sampled input parameters, and identifying re-
lationships between input and emergent properties of the
cloud and the final SFE.
The problem of statistical variation in astrophysical
systems has been studied in different domains. Goodwin
et al. (2004) investigate the effect of levels of turbulence
on the formation of N-body star cluster simulations. Mean-
while, Girichidis et al. (2011), Girichidis et al. (2012a) and
Girichidis et al. (2012b) explore the role of cloud properties
such as the density profile and turbulence inside the cloud
on resulting cloud properties. The slug framework (da Silva
et al. 2012, 2014; Krumholz et al. 2015) has quantified the
effect of stochastic IMF sampling on cluster properties such
as Star Formation Rate (SFR) tracers and photometry. Hoff-
mann et al. (2017) investigate the problem in the context of
planet-forming disks. On a larger scale, Keller et al. (2018)
study the effect of stochastic noise on cosmological galaxy
formation simulations.
We focus in this case on the mass of massive stars sam-
pled from the stellar IMF and the seeding of the initial tur-
bulent velocity field in the cloud. We ask two broad ques-
tions.
One, for a given system, how much variation in the re-
sulting global properties of the cloud is there when these two
processes are sampled differently?
Two, can we naïvely recover any trends from the result-
ing cloud structure, or is the evolution of molecular clouds
dominated by nonlinear processes?
We split this paper into the following sections. In Sec-
tion 2, we present the simulations performed in this study
and the numerical setup used. In Section 3, we present a
theoretical overview of how HII regions expand in order to
motivate subsequent discussions of our results. In Section
4, we discuss the global properties of each of our simula-
tions and the evolution of the clouds over time. In Section
5 we identify trends in the cloud using a statistical model
and suggest which emergent properties of the system can be
used to explain the resulting SFE of the cloud. Finally, in
Section 6, we discuss our results and provide scope for future
work on this topic.
2 NUMERICAL SIMULATIONS
In this Section we introduce the yule suite of simulations
used in this paper. These are listed in Table 1. The suite
is divided into two groups of 13 simulations, labelled stars
and turb1. All of these simulations are given names with
three letter codes, since there is no preferential ordering
to the randomly sampled simulation parameters. For all of
the simulations in this paper we use the radiative magneto-
hydrodynamic Eulerian Adaptive Mesh Refinement (AMR)
code RAMSES (Teyssier 2002; Fromang et al. 2006; Ros-
dahl et al. 2013).
2.1 Initial Conditions
Each of our simulations has an identical initial setup. Each
cloud has an initial gas mass of 104 M. The density dis-
tribution is identical to the “L” cloud in Geen et al. (2017).
In that paper, we show that the cloud’s density structure
is very similar to that of clouds in the nearby Gould Belt
(Poppel 1997), < 500 pc away from the Sun. The cloud has
an initially spherically symmetric density profile, with an
isothermal profile up to a radius rini = 7.65 pc. See Iffrig
& Hennebelle (2015), Geen et al. (2015b) and Geen et al.
(2016) for more detailed information about the initial den-
sity profile. A uniform sphere is placed out to 2 rini with a
density 0.1 times that just inside rini. The total length of
the cubic volume simulated is 16 times rini, or 122 pc.
The cloud is initially virialised, with a turbulent veloc-
ity field. The initial field has a Kolmogorov power spectrum
(P (k) ∝ k−5/3) with random phases. We generate 13 veloc-
ity fields, each with a different random seed. Labels iden-
tifying these fields are listed in Table 1. The global freefall
time in our cloud tff is 4.2 Myr. The initial ratio of tff to
sound crossing time tsound on the cloud scale is 0.15 (note
that for Jeans collapse, tff < tsound). The ratio of tff to the
crossing time of turbulent flows tRMS, defined by the RMS
velocity VRMS, is 2. The initial ratio of tff to Alfvén crossing
time in the cloud is 0.2. The Alvén crossing time is defined as
R
√
4piρ/B, so a higher ratio for a given cloud means a larger
magnetic field. The precise value of B is density dependent
1 The stars simulations are named after the Icelandic
jólasveinarnir, while the turb simulations are named after other
winter figures.
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Clouds with Varying IMF Sampling (Subscript “stars”)
Stekkjarstaur (STEstars), Giljagaur (GILstars), Stúfur (STUstars), Þvörusleikir (THVstars), Pottaskefill (POTstars),
Askasleikir (ASKstars), Hurðaskellir (HURstars), Skyrgámur (SKYstars), Bjúgnakrækir (BJUstars),
Gluggagægir, (GLUstars), Gáttaþefur (GATstars), Ketkrókur (KETstars), Kertasníkir (KERstars)
Clouds with Randomly Generated Initially Turbulent Velocity Fields (Subscript “turb”)
Grýla (GRYturb), Jólakötturinn (JOLturb), Joulupukki (JOUturb), Gävlebocken (GALturb), Tió de Nadal (TIOturb),
Caganer (CAGturb), Snegurochka (SNEturb), Befana (BEFturb), St Lucy (STLturb), Mari Lwyd (MARturb),
Tante Arie (TANturb),Old Man Bayka (OLDturb), Yágena Abãt (YAGturb)
Table 1. List of simulation names used in this paper. The names have no preferential ordering since the quantities being varied are
sampled at random. Shortened names used for referencing are given in parentheses. The stars simulations are run using the same
turbulent initial velocity fields as in Geen et al. (2017). The turb simulations use the same IMF sampling as in the HURstars simulation.
Lists of stellar masses appearing in each cloud in the stars set are given in Appendix A.
and evolves as gravity and HII regions compress structures
in the cloud.
2.2 Cloud Evolution and Sink Formation
Each simulation is performed on an adaptively refined oc-
tree, in which each cell in a cubic grid with size 2lmin is
recursively sub-divided into 8 evenly-sized cells up to an
effective resolution of 2lmax cells. Here, the minimum level
lmin = 7, giving a root grid of 1283 cells, mainly designed to
capture a large empty volume around the cloud that traces
outflows. We refine a sphere of diameter 8rini for a further 2
levels. For an additional 3 levels, up to lmax = 12, any cell in
the simulation volume is refined if it is either Jeans unsta-
ble by a factor of 10 over the Jeans stability limit, or more
massive than 0.25 M. The maximum spatial resolution is
0.03 pc, or 122 pc/212. At tff , our simulations typically have
∼ 106 cells at level 9 (∆x = 0.24 pc) and ∼ 20000 cells at
the highest level of refinement.
The cloud is “relaxed” by simulating without self-gravity
for 0.5 tff , so that the turbulent velocity and initially spher-
ically symmetric density fields can couple (see Klessen et al.
2000; Lee & Hennebelle 2016, amongst others). After this
time we apply self-gravity to the cloud.
Once gas cells reach at least 0.1 of the Jeans density
at the highest refinement level, we identify them in clumps.
This is done by identifying contours from high to low den-
sity via the “watershed” method, and then merging clumps
identified in this first pass into larger structures by locating
saddle points in the density field (Bleuler et al. 2014). If a
clump exceeds the Jeans density, it forms a sink particle,
which accretes 90% of the mass above this density threshold
(Bleuler & Teyssier 2014).
2.3 Radiative Transfer and Cooling
Ionising photons are propagated across the full adaptive grid
using the M1 method described in Rosdahl et al. (2013).
We use three ‘grey’ photon groups to bin the full spectrum
of ionising photons. These bins have lower bounds at the
ionisation energies of HI, HeI and HeII. Each AMR grid cell
tracks the photon density and flux of photons in each group.
We couple the photons to the gas at every timestep and
follow the ionisation states of hydrogen and helium in every
AMR grid cell. Ramses requires a single photon energy and
cross-section (weighted by photon energy and number) for
each photon bin, so we pick representative values for each
of them based on a stellar population, using identical values
to Geen et al. (2017).
The number of photons we inject around each source is
described in Section 2.5. We do not include photon energies
lower than the ionisation energy of hydrogen, or direct or
scattered radiation pressure. We discuss these omissions in
Section 6.
We use the radiative cooling module described in Geen
et al. (2016, 2017). For gas in collisional ionisation equilib-
rium, we use Audit & Hennebelle (2005) below 104 K and
a fit to Sutherland & Dopita (1993) above this limit. We
perform cooling on photoionised hydrogen and helium as
described in Rosdahl et al. (2013), with an additional fit to
Ferland (2003) to capture photoionised metal cooling. All
cells are assumed to be at solar metallicity.
2.4 Massive Star Formation
In Geen et al. (2017), we used a fit to a population model for
UV photon emission to limit issues with stochasticity in our
results. In this paper we instead sample individual massive
stars to study the role of statistical variation in the sampling
of the IMF and to track individual massive stars within the
cluster.
In our simulations we track the mass distribution of all
stars via sink particles. In addition, we follow the evolution-
ary state of stars above 8 M in order to track how much
ionising radiation the stars produce. Below this mass stars
do not produce significant quantities of ionising radiation.
The initial masses of the stars are distributed according to
a Chabrier IMF (Chabrier 2003). In order to provide repro-
ducible results, we pre-generate 13 lists of stellar masses by
randomly sampling from the IMF until we reach 104 M.
We extract all stars above 8 M in the order they were first
sampled. Stars below this mass are accounted for as mass
in sink particles. Every time the code generates a massive
star, it draws from this list in order and is synchronised such
that the same star is not selected by different CPUs in the
same timestep. The lists of stars formed in each simulation
are given in Appendix A.
Each sink particle tracks the amount of mass accreted
onto it with the variable ∆msink, where the sum of ∆msink
over all sink particles is ∆m∗. Every time ∆m∗ exceeds 120
M, we identify the sink particle with the largest ∆msink.
We create a “virtual” stellar object, representing a single
massive star. This stellar object is attached to the sink par-
ticle and is position is always set to be the same as the sink’s.
The sink’s ∆msink is then decremented by 120 M and the
MNRAS 000, 1–22 (0000)
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process is repeated. We decrement 120 M rather than the
mass of the stellar object in order to account for stars below
8 M in the mass distribution of the sinks. We use steps of
120 M since in the IMF used there is one star above 8 M
per 120 M of stars formed.
This method for sampling massive stars has been previ-
ously used by, e.g., Hennebelle & Iffrig (2014), Gatto et al.
(2017) and Peters et al. (2017), although these authors cre-
ate new stars when sinks accrete 120 M on a per-sink basis
rather than in the cluster as a whole, as we do. The reason
for this is that they simulate a kpc-wide section of a galactic
disk, which has more mass and lower spatial resolution than
our cloud-scale simulations.
We have compared this method to, e.g., the Poisson
sampling described in Sormani et al. (2016), and find prop-
erties such as the ionising photon emission rate converge for
large cluster masses. We discuss the consequences of this
choice of massive star generation model in Section 6.
2.5 Stellar Evolution and Feedback Model
We track the age of each massive star in the stellar objects
described above, and the position of the sink it is attached
to. At each timestep we deposit photons in each energy bin
described above onto the grid at the position of the sink
and allow them to propagate. The emission rate of photons
from a star of massMs is calculated using a time-dependent
stellar evolution model.
We extract spectra for individual stars from Star-
burst99, Leitherer et al. (2014) using the rotating tracks
from the Geneva model, Ekström et al. (2012) at solar metal-
licity. This is similar to the approach taken by da Silva et al.
(2012) with more up-to-date stellar evolution tracks. Sample
values for this model are given in Appendix B.
We integrate over the spectra in each photon energy
bin to create a set of evolutionary tracks for each star at an
interval of 5 M, from 5 to 120 M. In order to interpolate
correctly between stellar tracks with different lifetimes, we
divide the time in each track by the total lifetime of the star
and interpolate between normalised stellar ages to find the
photon emission rate for the star.
All of the simulations are stopped at the point that the
first star in the cluster reaches the end of its lifetime (and
should go supernova), or the point at which the mass in
sink particles (here taken to be the cluster mass) plateaus,
whichever happens earlier. We discuss the predicted contri-
butions from the missing feedback processes to the cloud’s
evolution in Section 6.
We do not, in this first instance, implement other feed-
back processes such as stellar winds or supernovae, as in,
e.g. Dale et al. (2014), Rey-Raposo et al. (2016), Gatto et al.
(2017) or Peters et al. (2017). These processes heat the gas to
high temperatures (∼ 108−109 K) and significantly increase
the cost of the simulations over simply including photoion-
isation, which heats the gas to an equilibrium temperature
of ∼ 104 K.
3 THEORETICAL OVERVIEW
In this Section we provide a brief overview of the expansion
of photoionised HII regions in small (< 105 M) molecu-
lar clouds, in order to provide a theoretical context for the
rest of the paper. For larger or longer-lived clouds, processes
like stellar winds and supernovae become important (Rah-
ner et al. 2017b). See Section 6 for further discussion. We
focus on two aspects: how many photons a cluster is likely
to produce, and the propagation of ionisation fronts from
young OB stars.
3.1 Dispersion of Ionising Photon Emission Rates
Stars form with masses distributed according to an IMF. In
this paper we randomly sample a Chabrier IMF 13 times to
generate our stars set of simulations. In Figure 1 we pro-
vide some context for how this random sampling affects the
ionising photon emission rate S∗. Here we generate 100 to
1000 clusters for each cluster mass bin Mcluster, and calcu-
late S∗ for the cluster as a whole. Here, Mcluster is the total
mass of a cluster of stars. We do this by calculating S∗ for
each star using the values given in Sternberg et al. (2003),
assuming that all stars are Class V (main sequence), and
summing over the whole cluster.
We find a double power law relationship in the median
S∗ against Mcluster. This turnover occurs around 1000 M,
and happens when the probability for the maximum stellar
mass mmax (= 120 M) exceeds 0.5. The slope below 1000
M thus depends heavily on the maximum stellar mass sam-
pled, while the slope above 1000 M is a linear relationship
following the emission rate for a well-sampled population of
stars. This turnover in mmax is also found in Weidner et al.
(2009) and da Silva et al. (2012), who calculate the maxi-
mum mass of stars in a cluster of a given mass, although
there is some dependence on the IMF used.
A key difference between our model assumptions and
Weidner et al. (2009) is that for clusters between 1000 and
4000 M the latter paper does not find many stars above 25
M, suggesting a physical link between the distribution of
the IMF and the host gas reservoir. Since we cannot resolve
the full IMF ab initio in our simulations while producing
a large sample of clouds, we cannot comment directly on
whether this has a statistical or physical origin. In addition,
we cannot comment on whether there is indeed a maximum
stellar mass (for example, star R136a1 has a mass over 300
M, although such stars are rare). A closer examination of
the link between the gas reservoir, the IMF and ionising
radiation from massive stars must be left to future work.
In this study we find values for the final SFE ranging
from 6 to 23%, or Mcluster = 600 to 2300 M, which we
overplot on Figure 1. On the bottom panel of this Figure we
overplot 50% and 200% of the median S∗ for each mass bin.
At the lower mass end, there is a factor of 4 range of values
in the 25% to 75% limit, with more convergence at higher
masses. Precisely which cluster mass the simulation ends at
depends on a complex interaction between the processes of
gas accretion onto sinks and the dispersal of dense gas by
HII regions driven by ionising photons, and the steep profile
of S∗ in this mass regime makes accurate SFE predictions
difficult.
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3.2 Modes of Expansion of Photoionised HII
Regions
The expansion of ionisation fronts occurs in two modes,
called R-type and D-type (Kahn 1954). In the R-type mode,
the expansion is more-or-less hydrostatic, and traces the ab-
sorption of ionising photons emitted from the star by the
surrounding gas, tending towards an equilibrium at rs, or
the Strömgren radius, where all of the ionising photons are
absorbed by the ambient medium.
The R-type solution for a radius ri in a uniform medium
at time t can be solved as ri(t) = rs
(
1− e−n0αBt) where n0
is the hydrogen number density of the external medium and
αB is the recombination rate (here, 3 × 10−13 cm3/s). The
recombination time trec = 1/(n0αB).
Shapiro et al. (2006) derive more general forms for this
equation in different environments, as well as for non-infinite
light speeds (which is more relevant in cosmological con-
texts). Regardless of the exact solution, the evolution of this
phase is typically much shorter than the freefall time of the
cloud and the lifetime of the massive stars. For n0 = 100
cm−3, trec ' 1000 years, while the freefall time of our cloud
is 4.2 Myr, comparable to the lifetime of the most massive
stars.
In the D-type mode, the ionisation front has reached
photoionisation equilibrium, and a hydrodynamic expansion
is driven by the pressure difference between the photoheated
gas (which has a temperature of approximately 104 K) and
the external medium, while maintaining ionisation equilib-
rium. We discuss this expansion in some detail in Geen et al.
(2015b), while in Geen et al. (2016) we note that in a self-
gravitating, turbulent cloud, this expansion occurs on the
scale of the freefall time in the ambient medium.
3.3 Expansion in a Power Law Density Field
In Figure 2 we plot the density structure around the first star
in the stars simulations, and around the geometric centre of
the cloud. While the cloud as a whole can, as in Geen et al.
(2016), be treated as having a mostly flat density structure,
the first star “sees” a power law density profile n(r) ∝ r−w
(where w = 1.71±0.05 here when producing a power law fit
to the mean density in Figure 2).
In Geen et al. (2015b), we solve the expansion of a D-
type HII region in such a density field to give
ri ∝ tψSψ/4∗ (1)
where ψ ≡ 4/(7− 2w).
The momentum of the shell can also be calculated by
assuming that all of the mass swept up by the ionisation
front is contained in the shell and calculatingM(< ri)r˙i. For
a uniform cloud where w = 0, these solutions reduce to the
equations given in Matzner (2002), which are simplifications
of Spitzer (1978) and Dyson & Williams (1980).
One important aspect is raised by Franco et al. (1990)
(see also Shu et al. 2002), who argue that for w > 1.5, the
HII region enters a “champagne” flow phase (Tenorio-Tagle
1979; Whitworth 1979), in which the ionisation front rapidly
bursts out of the cloud. This happens when the ionisation
front leaves ionisation equilibrium. Ionisation equilibrium in
this power law density field is found by balancing the number
of photons emitted by the star per unit time with the number
of recombinations in the density field around the star
S∗ =
4
3
pir3i n
2
i αB (2)
where ni is the density in the ionised gas. The gas can re-
main in the D-type phase as long ni does not exceed the
integrated density in the unperturbed gas n(r) up to ri at
which point all of the mass in the HII region including the
shell is photoionised and the ionisation front re-enters the
R-type phase. Solving Equation 4 in Alvarez et al. (2005)
gives r3−2ws ∝ S∗. As long as w < 3/2, this condition is
never met. Otherwise, a “breakout” can occur. Alvarez et al.
(2005) give a breakout radius rB and time tB at which this
occurs. Using equation 6 in their paper (assuming our cloud
can be approximated as an isothermal profile), we calculate
rB ∼ 10 pc for our strongest source with S∗ ' 1049 s−1,
which is roughly the size of our cloud (see Figure 2). We
thus estimate that our ionisation front should, in principle,
not leave the D-type phase before it escapes the cloud. We
compare these models to our simulations in Section 4.5.
4 GLOBAL CLOUD PROPERTIES
In this section we present an overview of the behaviour of
each of the clouds in the yule suite of simulations and their
physical properties.
4.1 SFE versus IMF Sampling
In Figure 3 we plot the gas column density and sink particle
positions for the 13 stars simulations (in which we vary the
IMF sampling used) at time 1.5 tff , i.e. tff after gravity is
turned on, where tff = 4.2 Myr is the freefall time for the
cloud as a whole. In all cases there is a well-developed HII
region. The white tracks represent where sinks containing
stellar objects (i.e. our sampled massive stars) travel over
the course of their lifetime. See Section 5.4 for discussion of
which simulations have stars that travel furthest.
4.2 SFE versus Initial Velocity Field
In the turb set of simulations we use the same IMF sam-
pling but vary the random seed used to generate the initial
turbulent velocity field. In Figure 4 we plot all of these sim-
ulations tff after the gravity is first turned on in the sim-
ulations. All of the clouds display a directionality, which is
governed by the largest mode of the power spectrum used to
generate this field. However, differences in the smaller modes
change the small scale structure of the cloud (see Figure 5),
and where the stars form, with some clusters being centrally
concentrated and others being spread out along the longest
axis of the cloud, as well as the resulting final SFE. Simu-
lations YAGturb and STLturb show relatively little star for-
mation after tff , while in TIOturb nearly all of the dense gas
has been dispersed by ionising radiation from the cluster.
4.3 Total Star Formation Efficiency
In Figure 5 we plot the Total SFE of each simulation over
time, which is calculated as the fraction of total initial gas
mass of the cloud (104 M) that has been converted into
MNRAS 000, 1–22 (0000)
6 S. Geen
101 102 103 104 105
Mcluster/M¯
1046
1047
1048
1049
1050
1051
1052
S
∗
/p
ho
to
ns
/s
101 102 103 104 105
Mcluster/M¯
10−3
10−2
10−1
100
101
102
103
104
S
∗/
S
∗,m
ed
ia
n
Figure 1. The distribution of hydrogen-ionising photon emission
rates S∗ from stochastically-sampled clusters of different masses.
In each cluster mass bin we generate Ncluster clusters by stochas-
tically sampling a Chabrier IMF until its mass reaches the desired
cluster mass. Since there is more scatter at lower cluster masses,
we generate more clusters for lower masses. To this end, Ncluster
is chosen heuristically using a step function where Ncluster = 100
ifMcluster > 500 M, Ncluster = 500 if 200 M < Mcluster < 500
M, and Ncluster = 1000 otherwise. We calculate S∗ in a cluster
by summing over all stars using a fit to Sternberg et al. (2003)
for Class V / main sequence stars. The top panel shows the total
number of photons emitted by the cluster, and the bottom panel
the number of photons divided by the median number of photons
for the mass bin, S∗,median (for values of Mcluster below 50 M,
we use S∗,median at 50 M). The grey shaded area between the
vertical dashed lines shows the range of final cluster masses sam-
pled by this work. The grey dotted lines show the maximum and
minimum S∗ in each mass bin. The black dotted lines show the
10% and 90% probability thresholds. The black dashed lines show
the 25% and 75% probability thresholds. The median is plotted as
a solid black line. Forty intermediate probability bins are plotted
using red shading, with deeper red being closer to the median.
In the bottom panel, the grey solid lines show 50% and 200% of
S∗,median.
sink particles. The sink particles represent the young star
cluster. In the stars simulations, the final SFE varies by a
factor of ∼ 3 from 6 to 15%, while in the turb simulations
the final SFE varies from 5 to 23%, though one of the lower
SFE simulations is still forming stars at the point at which
we stop the simulation. The time at which star formation
begin varies in the turb simulations, an effect also found in
Girichidis et al. (2012a). The stars simulations are identical
before feedback begins, and so there is no variation in the
time the first star is formed.
In the turb runs, there is considerable difference be-
tween the times at which stars form and the star formation
rate. In the stars runs, since the initial structure of the
cloud is the same and so the only difference is the number
of photons emitted by the stars sampled from the IMF. The
choice of stellar masses in the cluster produces less scatter
in the SFE than the initial distribution of turbulent struc-
tures in the cloud. Girichidis et al. (2012a) also find that the
initial gas structure is highly important in setting the star
formation rates of molecular clouds.
In the stars simulations, the median SFE is 7.3% ±
1.5%. In the turb simulations, the median SFE is 11.3%
± 2.4% (the errors here are the interquartile range, IQR).
Note that these values are for individual studies changing
a single randomly sampled effect, and the actual spread in
SFE is likely to be larger as effects (IMF and turbulent ve-
locity sampling) are combined. There are also some outliers,
particulary BEFturb, which has a SFE 50% higher than the
next highest (TIOturb) and 100% higher than the median.
It is possible that with more than 13 simulations in each set
we would find much higher and lower values.
These results suggests that, naïvely, the SFE of a cloud
similar to those in the nearby Milky Way environment (Geen
et al. 2017) is difficult to predict with reasonable accuracy.
In Section 5, we determine whether linear relationships be-
tween initial cloud properties and the final SFE can be re-
covered.
4.4 Ionising Photon Emission Rate
We plot the total emission rate of ionising photons in Fig-
ure 6. Our simulations implement a time-dependent ionising
photon emission rate based on stellar evolution models (see
Section 2). As such, the number of photons emitted by a star
will change over time. The global ionising photon emission
rate will also increase as new stars are formed. This can be
seen in the turb simulations shown in the right panel of Fig-
ure 6, where we use the same stellar masses whenever a new
massive star is formed. A larger SFE thus results in more
photons being emitted. The total ionising photon emission
rate is variable over time due to the stellar evolution model
used (see Appendix B), which complicates the picture. We
discuss the link between the number of photons emitted and
the SFE in Section 5.
4.5 HII Region Radius
In Section 3 we discussed the expansion of HII regions
around molecular cloud cores. We now compare these mod-
els to our simulations. In Figure 7, we plot the radius of
the HII region. In order to find a simple, robust HII region
radius measurement, we locate all cells with hydrogen ioni-
sation fraction xHII > 0.1. We then find their ionised volume
V =
∑
i VixHII,i, where Vi is the volume of the cell i. We then
calculate the radius as (3V/4pi)1/3.
In the same Figure, we overplot the slopes of the ana-
lytic model in Equation 1 assuming a flat (dotted line) and
power law (dashed line, with index -1.71) density field as
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Figure 2. The radial density distribution in the cloud at the time at which the first star forms in the stars simulations, 3.38 Myr. On
the left is the profile centred on the sink particle hosting the first star to form. On the right is the profile centred on the geometric centre
of the simulation volume. To generate the profiles, we cast 104 rays through the volume with 1000 radial bins. The solid black line shows
the median density in each radial bin. The dotted black lines show the 25% and 75% percentiles. The grey lines show the maximum and
minimum densities at each radius. The red shading is applied in bands of 2%, with redder values being closer to the median. The dashed
black line is the mean density profile, measured by binning 107 points uniformly sampled inside 12 pc around the origin. Note that our
maximum spatial resolution is 0.03 pc, and values close to this radius suffer from low number statistics.
fitted to Figure 2. We set t = 0 as the time the first star is
formed. Note that the expansion close to the edge of the box
('60 pc) and beyond is inaccurate because material begins
to leave the simulation volume (larger radii are found along
directions diagonal to the Cartesian axes).
HII regions in denser clouds can stall or collapse due to
pressure from gravoturbulence (see Geen et al. 2015b, 2016,
for models of this process). This stalling is less important in
the clouds modelled in this study due to the relatively low
density of the simulated clouds (see Geen et al. 2017). For
much denser clouds, we expect the ambient cloud medium
to resist the HII region expansion more strongly.
The power law solution for the radial expansion (dashed
line) is a good match to the simulated radial expansion rate.
The uniform cloud solution (dotted line) is shallower than
the early expansion, suggesting that indeed the expansion
of HII regions should be described by considering the power
law density profile around the star(s) rather than measuring
the average density of the cloud.
Note that we simply overplot the time dependence of
the power law solution in Equation 1, rather than a full
solution for all simulations given in Geen et al. (2015a).
There are some variations since the emission rate of pho-
tons changes (see Figure 6), introducing an extra time de-
pendence.
The ionisation front reaches the edge of the cloud at 10
pc after roughly 0.3 to 2 Myr. However, dense clumps remain
embedded and can continue to accrete. The position of the
clumps in the cloud in relation to the position of ionising
radiation sources is thus key to understanding the final SFE
of the cloud. We introduce models for this in Geen et al.
(2015a), based on the clump evaporation models of Bertoldi
& McKee (1990), though a more accurate model requires a
more detailed understanding of where the clumps are as a
function of time with respect to the ionising sources.
4.6 Total Momentum
All of the clusters generate considerable amounts of mo-
mentum in the cloud (up to 1044 g cm/s, see Figure 8) be-
fore flows leave the box and their momentum is no longer
tracked. Most simulations exhibit a similar rate of momen-
tum increase, although clusters with less efficient feedback
(i.e. higher SFE) also generate less momentum.
Unlike the radius of the HII region discussed in Sec-
tion 4.5, the analytically-derived momentum injection rate
shows less dependence on the density profile, with the fits
for a uniform and power law profile giving similar gradi-
ents. Looking at the solutions for a uniform density field
in Matzner (2002), the radial expansion of a cloud has a
weaker dependence on time and photon emission rate than
momentum, but a stronger density dependence. Based on
this, we suggest that momentum of ionisation fronts is more
strongly influenced by the structure of the gas around it
than the photon emission rate of the source, although this
is important to obtain an accurate solution.
Much of this momentum is transferred to the ambient
medium in the cloud. The whole box including the external
medium has an initial mass of approximately 105 M. 1044 g
cm/s spread over 105 M gives an average speed of 5 km/s.
However, initially the HII region travels supersonically, since
Equation 1 can give r˙i > ci if w is large enough.
In this paper we do not include momentum from direct
radiation pressure. The largest photon emission rate in our
study is approximately 3× 1049 s−1 (see Figure 6). Assum-
ing direct momentum deposition from photons over 4 Myr,
we obtain 3 × 1042 g cm/s if the average photon energy is
13.6 eV (the ionisation energy of hydrogen) or 1043 g cm/s
if the average photon energy is 55 eV (the average energy in
our HeII-ionising photon bin). The maximum possible mo-
mentum deposition is thus non-negligible compared to the
momentum in flows in the cloud prior to the first star be-
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Figure 3. Hydrogen column number density NH maps of each simulation in the stars set of simulations, where the IMF sampling is
varied but the initial cloud structure is the same. Each image is projected along the z axis at t = 1.5tff , i.e. tff after gravity is first turned
on in the simulation. Each image is 78 pc across, zoomed into the central 70% of the full box size (112 pc). White dots show the location
of sink particles, with dot size proportional to sink mass. White lines show the track followed by each sink particle containing a massive
star during the star’s lifetime, with arrows at the end of each track.
ing formed, but is an order of magnitude smaller than the
momentum of the D-type photoionisation front.
The picture so far is of HII regions that overtake their
host clouds on the order of 0.3 to 2 Myr and escape into
the external medium. At some point, these expanding HII
regions stop the accretion onto their host clouds and freeze
out the star formation to give a final SFE. In the next Sec-
tion we discuss whether or not we can identify trends in how
this final SFE is obtained.
5 PREDICTING THE SFE OF A CLOUD
Thus far, we have established that it is difficult to accurately
predict the SFE of a cloud knowing only its initial global
properties such as mass, radius or virial parameter. However,
there may be some causal link between emergent properties
of the cloud and cluster, and the resulting SFE. In other
words, we wish to know whether a predictive, quantitative
model for the feedback loop of star formation in clouds can
be formulated, or whether star formation relations are the
statistical combination of events that are mostly random on
cloud scales. This process is complicated by the interaction
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Figure 4. Column density NH maps of each simulation in the turb set of simulations, where the IMF sampling is kept the same but
the initial turbulent velocity field is generated with a different random seed. The images are constructed as in Figure 3.
between randomised model choices (i.e. IMF sampling and
initial turbulent velocity field) and nonlinear effects that will
amplify small perturbations to the system.
5.1 Parameter Selection
To understand which parts of the system are important for
predicting the SFE, we must first identify which parameters
are well correlated with the final SFE of each cloud, and
which show no correlation. For some parameters we must
select a time at which the parameter is measured. We discuss
the consequences of this choice of time in Section 5.4. We
attempt to capture a large range of cloud properties that
are relevant to the global cloud structure and cluster as a
whole. In future work we will revisit the dataset to quantify
more detailed propreties of indivdual system components
that influence the star formation feedback loop.
In the stars set of simulations, we identify the following
parameters: the most massive star (Mmax), cluster compact-
ness (RRMS, the RMS distance of each sink particle from the
centre of mass of the cluster after 1.5 tff , i.e. tff after grav-
ity is turned on), the mass of the first star formed (Mfirst),
the peak photon emission rate (S∗,max), the total number of
photons emitted by the cluster (Ntot), the total number of
photons emitted by the cluster in the first freefall time, i.e.
0.5 tff after gravity is turned on (Nff), and the mean distance
travelled by a massive star during its lifetime (Dtrack).
In the turb set of simulations, we focus on the global
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Figure 5. Total Star Formation Efficiency (SFE) versus time for each simulation, given by the total mass in stars (sink particles) divided
by the initial cloud mass. As in Figure 6, on the left are simulations in which we vary the mass of massive stars formed. On the right are
simulations where the initial random seed of the turbulent velocity field is varied.
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Figure 6. Number of ionising photons, summing over all radiation bins, emitted per unit time by the cluster as a whole versus time for
each simulation. On the left are simulations in which we vary the mass of massive stars formed. On the right are simulations where the
initial random seed of the turbulent velocity field is varied. We stop the simulations at the point when the first star dies, since we do not
explicitly include a supernova model in these simulations.
structure of the cloud. We make an ellipsoid fit to the gas
density field using the algorithm described in Halomaker
(Tweed et al. 2009). To do this, we include every cell above a
density threshold nthresh and weight by the mass of the cell.
We perform this fit in each simulation at 0.5, 1.0, 1.5 and 2.0
tff . We identify the axes of the ellipsoid LE,ME and SE, from
longest to shortest. We then calculate the following derived
structural parameters: triaxiality TE ≡ (1 − β2)/(1 − γ2),
where β ≡ ME/LE and γ ≡ SE/LE (see Kimm & Yi 2007),
mean ellipsoid radius RE ≡
√
L2E +M
2
E + S
2
E and ellipsoid
volume VE ≡ (4/3)piLEMESE.
We chose a value of nthresh = 10 cm−3, encompassing
most of the cloud material above the background density
of 1 cm−3. Larger values led to worse correlations. Obser-
vational work (e.g. Lada et al. 2010) and theoretical work
(Geen et al. 2017) suggests that dense gas alone is a bet-
ter predictor of recent star formation rather than the total
star formation history of the cloud. We discuss this differ-
ence further in Section 6.3. We limit ourselves to the list of
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Figure 7. Radius of the HII region(s) in the cloud as a function of time. The radius is calculated as follows. We remove all cells with
an ionisation fraction xHII lower than 0.1. We then calculate the volume of the ionised gas in these cells as V =
∑
i VixHII,i, where Vi is
the volume of the cell i and xHII,i is the ionisation fraction in the cell. Finally, we calculate the radius as (3V/4pi)1/3. As in Figure 6, on
the left are simulations in which we vary the IMF sampling. On the right are simulations where the initial random seed of the turbulent
velocity field is varied. Note that above 60 pc (half the box length), flows begin to leave the box. Radii higher than this are diagonal to
the Cartesian axes. We overplot the gradient of Equation 1 (i.e. the normalisation is arbitrary, since it depends on various other factors).
We solve Equation 1 for a flat density profile (dotted black line) and for a profile of w = 1.71, the power law fit to Figure 2 (dashed black
line). We do this to illustrate the time dependence of the solution.
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Figure 8. Total gas momentum in the simulation volume over time for each of the simulations for flows in all directions. As in Figure 6,
on the left are simulations in which we vary the mass of massive stars formed. On the right are simulations where the initial random seed
of the turbulent velocity field is varied. Note that all simulations have some momentum from turbulence before the first HII regions drive
radial outflows. The drop in momentum around 1044 g cm/s is due to flows leaving the simulation volume. We overplot the gradient of
the momentum solution derived from Equation 1 for a flat density profile (dotted black line) and for a profile of w = 1.71, the power law
fit to Figure 2 (dashed black line), in order to illustrate the time dependence of the solution.
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Figure 9. Star formation efficiency (SFE) given as the final fraction of the cloud’s initial mass converted to stars (i.e. sink particles),
plotted against various cloud properties for each of the stars simulations listed in Section 5. Values are plotted on a log scale to capture
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Figure 10. Addition to Figure 9, showing the average distance
travelled by a massive star over its lifetime against the final SFE.
parameters mentioned above in the first instance, with the
intention of expanding the scope of future parameter studies
once we have understood the response of the system to this
parameter set.
In Figures 9, 10 and 11 we plot these parameters for
each of the clouds against SFE. It is possible to visually
identify various correlations in certain parameters, and poor
correlations in others, although in all cases there is scatter in
the results. In the next Section we discuss a Bayesian model
used to determine which parameters have strong relation-
ships with the SFE, and which have no clear effect on the
outputs of the system.
5.2 Setup of Model Comparison
To identify relationships between each of these parameters
and the SFE, we fit a series of generalised linear mixed-
models (GLMMs) using a Bayesian framework and Markov
Chain Monte Carlo (MCMC) methods (Watson et al. 2018).
A GLMM is a form of linear regression that allows for ran-
dom effects in the linear predictors that do not have to follow
a normal distribution. In this analysis we assume a power
law relationship between the input variables and SFE, i.e.
linear relationships in log space,
y = I + ~β • ~v, (3)
where y ≡ log(SFE), I is the intercept, ~β is a list of fixed
effects (i.e. regression coefficients corresponding to gradients
in log space between SFE and each input variable, or power
law indexes in linear space for each model) and ~v is a list
of predictors or input variables in log space, such as the
number of photons emitted in tff (Nff) or the length of the
ellipsoid fit to the cloud (LE). Each effect has a distribution
of possible values, where zero indicates no relationship (i.e.
the gradient between a given variable and SFE is flat). The
posterior mean is the mean value of the effect, i.e. the ex-
pected regression coefficient or intercept. The credible inter-
vals (CIs) are here equivalent to the confidence interval, and
are discussed below. See Van de Schoot & Depaoli (2014)
and Harrison et al. (2018) for an introduction.
The GLMMs are computed using ‘RStudio’ 2, a de-
2 https://www.rstudio.com/
MNRAS 000, 1–22 (0000)
The (Un)predictability of Star Formation 13
. GRY
. JOL
. JOU
. GAL
. TIO
. CAG
. SNE
. BEF
. STL. MAR
. TAN
. OLD
. YAG
5 6 7 8 9
Length of longest axis LE / pc
5%
10%
15%
20%
S
F
E
(fi
n
al
)
. GRY
. JOL
. JOU
. GAL
. TIO
. CAG
. SNE
. BEF
. STL. MAR
. TAN
. OLD
. YAG
4.5 5.0 5.5 6.0
Length of middlest axis ME / pc
. GRY
. JOL
. JOU
. GAL
. TIO
. CAG
. SNE
. BEF
. STL. MAR
. TAN
. OLD
. YAG
3.0 3.5 4.0
Length of shortest axis SE / pc
. GRY
. JOL
. JOU
. GAL
. TIO
. CAG
. SNE
. BEF
. STL. MAR
. TAN
. OLD
. YAG
0.0 0.2 0.4 0.6 0.8 1.0
Disky ← Triaxiality T → Filamentary
5%
10%
15%
20%
S
F
E
(fi
n
al
)
. GRY
. JOL
. JOU
. GAL
. TIO
. CAG
. SNE
. BEF
. STL. MAR
. TAN
. OLD
. YAG
8 9 10 11 12
Mean radius of cloud RE / pc
. GRY
. JOL
. JOU
. GAL
. TIO
. CAG
. SNE
. BEF
. STL. MAR
. TAN
. OLD
. YAG
300 400 500 600 700 800
Volume of ellipsoid VE / pc
3
Figure 11. Star formation efficiency (SFE) given as the final fraction of the cloud’s initial mass converted to stars (i.e. sink particles),
plotted against various cloud properties for each of the turb simulations listed in Section 5, similar to Figures 9 and 10 for the stars
set. Values here are plotted on a linear scale, since the dynamic range of values is lower, and triaxiality T has valid values from 0 to 1.
The lower panels are quantities derived from LE, ME and SE. Simulation code names are labelled on each of the points. All of the values
are measured with a cut-off density of 10 cm−3 at t = 1.5tff - see Section 5 for a discussion of these choices. BEFturb is more compact
than the other clouds, though it lies on the same relationship between SFE and the other variables measured for all turb simulations.
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Figure 12. Predicted values of SFE (as a percentage of the inital
gas mass converted into stars) against Nff (see Table 2). The red
shaded area is the 95% credible interval. Points show the sampled
values in each of the stars simulations.
velopment environment for the statistical computing lan-
guage ‘R’3, with the package ‘MCMCglmm’ (Hadfield 2010).
MCMC chains were run for 105 iterations, with a burn-in
period of 1000 iterations and a thinning interval of 10 itera-
tions. The burn-in period is the number of iterations before
any results can be sampled, to reduce the influence of the
3 https://www.r-project.org/
random starting point of the sampling process. The thinning
interval is the interval between which samples are rejected to
reduce autocorrelation between samples. All models are fit
with uninformative priors, i.e. making no prior assumptions
about the response of SFE to the predictor variables. To this
end, we use a univariate inverse Wishart distribution with
V = 1, ν = 0.002, which approximates to a delta function at
0. All models use a Gaussian distribution and identity link
function, i.e. using a normal distribution to link the pre-
dictor variables to the model output. Model convergence is
assessed visually using trace plots of posterior distributions
and acceptably low levels of autocorrelation are achieved
by ensuring that all estimated parameters have an effective
sample size of over 5000.
We examine Variance Inflation Factors (VIF) to deter-
mine whether predictors have high collinearity and remove
them accordingly. The VIF is the ratio of variance in a model
with multiple terms and the variance of a model with one
term only. A high VIF means that a parameter can be lin-
early predicted from another parameter with high accuracy,
and is thus unlikely to be an independent variable. In the
stars analysis, three variables (Mmax, NTOT and S∗,max)
have a VIF of greater than 10 (since they can be calculated
directly from the stellar evolution model for a fixed set of
stellar masses) and are therefore removed from analysis. VIF
for all variables in the turb analysis are below 10.
For each analysis we first run a ‘Full’ model containing
all possible fixed effects (variables that SFE is thought to be
dependent upon), a ‘Null’ model containing no fixed effects
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Figure 13. Predicted values of SFE (as a percentage of the initial gas mass converted into stars) against cloud length LE, measured as
the longest axis of an ellipsoid fit to all gas above 10 cm−3. Figures for RE and VE are not included since they are both dependent on
LE. The left panel is taken at 0.5tff and the right panel at 1.0tff . There is a strong relationship between SFE and LE before tff (and, by
extension, VE and RE), with little sign of time evolution in the gradient or intercept. After this time the relationship becomes weaker.
The red shaded area is the 95% credible interval. Points show the sampled values in each of the turb simulations.
and a suite of models containing each possible combination
of fixed effects to determine which configuration best pre-
dicts the data. To select the best fitting model, we take an
information-theoretic approach (see Burnham & Anderson
2003), meaning that a deviance information criterion (DIC)
is computed from each model and compared. The DIC is a
measure of quality for a given model, which maximises the
probability that a given model is correct using the maximum
likelihood estimate for a set of parameters, while minimis-
ing the number of parameters included in the model. A lower
DIC indicates a better fit for the data. Where there is no
clear best fitting model, the most parsimonious (fewest pre-
dictors) model with the lowest DIC is chosen. In this paper
we use the Spiegelhalter et al. (2002) definition for DIC.
Whether a given model fits the data better than another is
determined by whether there is a substantial difference (>2)
in DIC between competing models. See Table 2 for a sum-
mary, and Appendix C for model outputs and DIC values
from the Full, Null and Best Fitting model for each analysis.
In the turb case, we carry out two further analyses.
In the first, we fit a model using only RE as a predictor.
In the second, we fit a model using only VE as a predictor.
These factors could not be included in the previous analyses
because they are derived from LE,ME and SE, which are al-
ready included in those models. Fixed effects are determined
as having an important influence according to whether the
95% credible intervals (‘95% CI’) of their posterior distri-
bution crossed zero. If a variable has a negligible effect, we
expect its posterior distribution to be centred close to zero.
An influential variable is expected to be shifted away from
and not substantially overlapping zero (where zero indicates
a flat gradient, i.e. the variable has negligible influence on
the SFE).
5.3 Results of Model Comparison
In the stars analysis, the best fitting model contains only
Nff (the number of photons emitted in the first tff). There
was good evidence that Nff has a negative relationship with
SFE (see Table 2, Figure 12). We do not include the mean
distance travelled Dtrack in the model. This is because it is
an output parameter of the simulation rather than an initial
condition such as the cluster properties or gas distribution.
However, Dtrack and SFE do show reasonable correlation,
which we discuss in Section 5.5.
We perform the turb analysis at a number of times
to determine whether the evolution of the cloud affects the
ability for the model to recover an SFE. At 0.5 and 1.0 tff ,
the best fitting models contain only LE as a predictor and
there is good evidence that this variable has an important
effect on SFE (see Table 2, Figure 13). At 0.5 and 1.0 tff , in
their respective models RE and VE are also found to have
robust effects on SFE, since they are dependent on LE. At
1.5 and 2.0 tff , there is no strong evidence of an effect of any
parameter in the turb set on the SFE.
We cross-check these results with a frequentist approach
using the Pearson correlation coefficient and found reason-
able agreement. Variables identified as having an important
effect on the SFE in the Bayesian analysis have a Pearson
correlation coefficient with a magnitude of at least 0.7 .
5.4 Physical Significance
Of all the parameters derived from the IMF sampling (the
stars analysis), only the number of photons emitted in the
first tff = 4.2 Myr (i.e. 0.5 tff after the gravity is first turned
on) is a good predictor of the final SFE of the cloud. In
Figure 5, most of the star formation in the stars set (left
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Model
structure t/tff
Fixed
effect
Posterior
mean
Lower
95% CI
Upper
95% CI
SFE ∼ Nff - Intercept 8.263 4.567 12.082
Nff -0.119 -0.171 -0.059
SFE ∼ LE 0.5 Intercept 3.621 2.046 5.232
LE -2.683 -4.367 -1.056
SFE ∼ RE 0.5 Intercept 3.621 2.046 5.232
RE -2.683 -4.367 -1.056
SFE ∼ VE 0.5 Intercept 4.053 2.060 6.048
VE -1.114 -1.849 -0.370
SFE ∼ LE 1.0 Intercept 3.247 1.915 4.546
LE -2.015 -3.155 -0.768
SFE ∼ RE 1.0 Intercept 3.247 1.915 4.546
RE -2.015 -3.155 -0.768
SFE ∼ VE 1.0 Intercept 3.601 1.150 6.048
VE -0.868 -1.683 -0.032
SFE ∼ T 1.5 Intercept 0.906 0.714 1.119
T -0.704 -1.717 0.285
SFE ∼ RE 1.5 Intercept 1.582 0.535 2.621
RE -0.451 -1.256 0.439
SFE ∼ VE 1.5 Intercept 0.951 0.015 1.859
VE 0.025 0.277 0.314
SFE ∼ ME 2.0 Intercept 1.237 0.881 1.556
ME -0.235 -0.608 0.129
SFE ∼ RE 2.0 Intercept 1.012 0.271 1.776
RE 0.011 -0.516 0.581
SFE ∼ VE 2.0 Intercept 1.252 0.685 1.864
VE 0.071 -0.268 0.102
Table 2. Summary outputs for each reported model in Section
5.2. We determine in each case whether power laws between the
input variables and SFE exist, i.e. linear relationships in log space
(see Equation 3). Each effect has a distribution of possible values,
where zero indicates no relationship (i.e. the gradient between a
given variable and SFE is flat). A pair of 95% credible intervals
(CIs) that are both above or below zero indicate that there is
a 95% probability that the predictor has an effect on SFE. The
posterior mean is the mean value of the effect, i.e. the expected
regression coefficient or intercept. We sample the cloud structure
variables at various times to determine whether there is a time
evolution in the fit, i.e. whether the SFE can be predicted better
at earlier or later times.
panel) has happened before this time. Any further photon
emission affects only residual star formation, or the ability
of the cloud to recollapse and form more stars (Rahner et al.
2017a).
In the turb analysis, clouds that are more compact
have a higher SFE (see Figure 13). It is curious that the
longest axis LE is a better predictor than the other axis
lengthsME or SE. One explanation is that our clouds are, by
visual inspection and by looking at the distribution of triax-
iality T , often filamentary (or close to spherical) rather than
disky. This is supported by observations, where Konyves
et al. (2015) find that 75% of pre-stellar cores are in fila-
mentary structures. For a fixed mass, longer filaments will
have a lower concentration assuming that the width does
not also strongly vary.
The fact that there is no clear relationship between the
SFE and global cloud properties at later times (1.5 tff and
later) adds weight to the argument that the early evolution
of clouds is most important in setting the star formation
properties of the system. We discuss the significance of our
results to observed measures of SFE in Section 6.3.
Figure 14. Cartoon of clump-star acceleration process described
in Section 5.4. Ionising photons from the star evaporate gas from
the surface of the nearby clump facing the star (rightwards in the
cartoon). This evaporation pushes the clump left in the cartoon
via the rocket effect (Oort & Spitzer 1955), with the system as
whole conserving momentum. If the gravitational force between
the star and the clump is strong enough, the system remains
bound, and the star-clump system is accelerated towards the left
of the image until the clump is completely evaporated or the
rocket acceleration exceeds the gravitational acceleration between
the star and clump.
5.5 Distance Travelled by the Stars
In Figure 10, there is a link between the SFE and the dis-
tance travelled by the stars Dtrack. This suggests that when
feedback is inefficient (i.e. SFE is high), stars travel further
from the point at which they are formed. Figure 3 supports
this argument, since simulations that at 1.5tff retain some
amount of dense gas close to the cluster also show the longest
distances over which the stars travel, shown as white lines.
Gavagnin et al. (2017) find this effect and argue that it
is due to N-body interactions between stars. Our mas reso-
lution in this study is not sufficient to resolve the full stellar
cluster N-body dynamics. Instead, as in Geen et al. (2017),
we offer the following explanation. The star produces ionis-
ing radiation that evaporates material from the gas clump.
This causes the gas clump to accelerate away from the star
via the rocket effect (Oort & Spitzer 1955). However, since
the star and gas clump are gravitationally bound, the star
also moves in the same direction. We illustrate this process
with a cartoon in Figure 14. This continues until the gas
clump is completely evaporated or the rocket acceleration
exceeds the gravity between the star and gas clump.
We visualise this process in the STUstars simulations
in Figure 15, which has one of the longer track lengths in
Figure 10. Massive stars accelerate over their lifetimes in the
direction of the nearest gas clumps. The second generation
of stars form in clumps already moving away from the centre
of the cloud due to HII regions from the first generation of
stars, but this initial velocity accounts for only ∼10% of
the distance travelled by the stars. This picture is greatly
simplified, since there is a complex interaction between a
given clump-star pair and other stars and gas structures in
the cloud.
This gives the counterintuitive result that, in the low
SFE regime studied in this paper, inefficient feedback causes
the stellar cluster to disperse, while efficient feedback that
quickly removes most of the cloud material causes the cluster
to remain closer to where it was formed. We do not resolve
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Figure 15. Sequence of hydrogen column number density NH maps STUstars simulation, demonstrating the motion of massive stars
and nearby massive gas clumps moving outwards from the site of star formation. Each image is 78 pc across, zoomed into the central
70% of the full box size (112 pc). White dots show the location of sink particles, with dot size proportional to sink mass. White lines
show the track followed by each sink particle containing a massive star during the star’s lifetime, with arrows at the end of each track.
This is a highly simplified picture, which also contains effects from other stars and the shell around the HII region.
the full N-body dynamics of the cluster, since we do not
form individual stars with masses below 1 M, so we cannot
comment on whether this would alter our results.
6 DISCUSSION
In this Section we discuss the significance of our results, and
how they should be interpreted in a wider context.
6.1 How Predictable is the SFE?
This paper suggests that the SFE of clouds similar to those
in the solar neighbourhood (by comparison of column den-
sity distributions in Geen et al. 2017) is difficult to predict.
This makes a pure simulation approach to determining the
final SFE of clouds across a wider parameter space of In-
terstellar Medium (ISM) properties prohibitively expensive,
since the full parameter space of the problem requires mul-
tiple realisations to capture the range of values relevant to
each stochastic process.
To first order, the SFE is closely linked to how many
ionising photons are emitted during the peak of star for-
mation and how compact the cloud structure is. This is,
at first glance, in agreement with existing models that in-
clude feedback processes that end star formation in a cloud
(e.g. Matzner 2002; Krumholz et al. 2006; Goldbaum et al.
2011). However, it is clear from this work and others that
the clouds are more complex than a spherical system with
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a central point source representing an accreting cluster, as
many analytic models assume. While we recover some trends
in star formation efficiency, scatter remains in our results,
showing that the systems are not completely predictable,
even when randomised model inputs are well constrained.
We have established that the ionising photon emission
rate at early times is linked to the SFE. In turn, the SFE sets
the number of massive stars produced. Since our cloud mass
is fixed at 104 M, we form a new massive star every time the
SFE increased by 1.2%. Our median SFE in the stars runs
was 7.3%, which equates to 6 massive stars. This means that
there is a large Poisson sampling error on the results (the
Poisson error for 6 samples is ∼ 40 %). As shown in Figure 1,
the stochastic effect of IMF sampling will become smaller in
more massive clusters where the sampling of the high end of
the IMF is more complete. For more massive clusters, Grudić
et al. (2018) find a relatively clean correlation between initial
surface density and SFE.
We should caution that in our analysis, we separate the
IMF sampling and initial cloud structure as variables, and
limit our analysis to a single cloud mass with global proper-
ties similar to clouds in the solar neighbourhood. In previous
studies of photoionising feedback, cloud mass has been found
to influence properties such as the SFE, cluster unbinding
(e.g. Dale et al. 2012, 2013) and UV escape fraction (e.g.
Howard et al. 2018)
In this paper we use a statistical model to understand
to first order which properties of a cloud affect its evolution.
A further stage will be to understand in more detail how
these parameters feed into more predictive models to explain
at what point star formation is terminated by feedback in
molecular clouds. We have shown that existing theory for
the expansion of HII regions in idealised conditions can be
applied to explain more complex cloud systems, at least for
simple aspects such as the expansion rate of and momentum
injection from HII regions in non-uniform clouds.
6.2 Internal versus External Processes
The question of how clouds are formed and their relation-
ship to the host galaxy as a whole is an important one
to address. Rey-Raposo et al. (2015) have already raised
the issue of cloud geometries, arguing that clouds extracted
from a simulation of a galactic disk behave differently to iso-
lated spheres. The importance of choice of initial turbulence
has also been demonstrated by Goodwin et al. (2004) and
Girichidis et al. (2011, 2012a,b). Our results clearly show a
link between SFE and cloud geometry, with more elongated
clouds producing fewer stars, although we cannot comment
on how the galactic origin of the clouds affects their sub-
sequent evolution. Ibáñez-Mejía et al. (2017) and Seifried
et al. (2018) recently argued using simulations of kpc-wide
chunks of a galactic disk that external influences, such as
supernovae and tidal fields, are less important than internal
processes. Dobbs & Pringle (2013) found that spiral arms
play an important role in cloud formation, though.
6.3 Observational Significance
We discussed in Geen et al. (2017) the relationship between
the theoretical definition of SFE (the total amount of gas
in a cloud converted into stars), and the observational defi-
nition (the ratio of recent star formation versus current gas
mass above some column density threshold). This is signif-
icant because there is no clear link between the two def-
initions. An analysis of observable quantities in synthetic
observations of the yule simulations is left for future work.
However, it will be valuable to extend our analysis to a com-
parison with observed clouds in order to obtain better statis-
tics that allow us to interpret resolved star-forming regions
in the Milky Way and Magellanic Clouds.
Observational studies typically measure SFE as the re-
cent star formation in a system rather than an idealised
total. Lada et al. (2010), Heiderman et al. (2010), Guter-
muth et al. (2011) and others establish some link between
local density peaks and recent star formation, with weaker
or no correlation to global cloud properties. In selecting pa-
rameters in the turb set of simulations for the statistical
model in this study, we found a better relationship with to-
tal SFE when we sample the whole cloud using a low density
cut-off than when we sample only the densest parts of the
cloud using a higher density cut-off. One possible explana-
tion is that star formation has trends on both short and
long timescales, and that the total SFE of a cloud is better
correlated to large-scale cloud properties, while recent star
formation is more closely linked to small-scale structures
with shorter freefall times.
6.4 Galactic Context
Molecular clouds are embedded in the ISM of a galaxy, and
the internal processes of these clouds set both the SFE and
the amount of radiation and kinetic flows from the cloud
as a function of time. The combined SFE of clouds in turn
sets the SFE of a galaxy as a whole. The interface between
molecular clouds and a galactic ISM regulates a number of
additional quantities, such as galactic wind rates and ionis-
ing photon escape fractions. Certain problems, such as the
epoch of reionisation, can be very sensitive to the precise
behaviour of unresolved structures in cosmological galactic
simulations (see, e.g., Rosdahl et al. 2018), since both high
escape fractions and high ionising photon emission rates are
required simultaneously.
Feedback propagating inside molecular clouds follows
an analytic solution described by a power law density field,
since the star “sees” this distribution as it sits on a density
peak. This has two consequences. Firstly, ionisation fronts
expand more quickly in a power law density field than in
a uniform medium, even exceeding the sound speed in the
ionised gas. Secondly, however, the initial density that the
front expands into is higher than the average density of the
cloud. In denser clouds, this may make it harder for ion-
isation fronts to expand if they are strongly countered by
accretion onto the protostellar cores.
The SFE of our clouds has a large scatter, making naïve
predictions difficult. On a Galactic scale, the large number of
such clouds will smooth the distribution of SFE (e.g. Krui-
jssen & Longmore 2014; Leroy et al. 2016), although an ac-
curate prediction of this distribution is still required. With
∼ 10 simulations in each sample, we are able to predict the
efficiency of star formation given a set of initial conditions,
but we cannot comment on the role of various issues such as
subgrid model choices. We have also shown that some corre-
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lations can be uncovered when certain emergent parameters
are measured, such as cloud geometry or photon emission
rates early in the cloud’s lifetime. Further research into these
correlations will allow us to develop a clearer picture of how
the parameter space of cloud-scale physics can be used to
explain galaxy-scale star formation rates and feedback effi-
ciencies.
6.5 Limiting Numerical Choices
As always, we must make certain limiting choices in order
to fit the problem into available computational resources.
In this study, we emphasise the need for repeatability to
provide statistics on cloud behaviour, which is not possi-
ble if only one simulation can be completed with the avail-
able resources. Nonetheless, we can speculate how our results
should change with a more complete physical model.
This paper does not attempt to reproduce the IMF di-
rectly in the mass distribution of sink particles, as in, e.g.,
Bate (2012). The advantage of this is that we are able to ar-
bitrarily change the sampled IMF to test model predictions.
However, there are limitations to this approach, particularly
if we wish to explore whether clump evaporation by radia-
tive feedback affects the IMF in the cloud. Gavagnin et al.
(2017) suggest that ionising radiation does indeed suppress
the high mass end of the IMF. One important question is
when massive stars form compared to other stars. This is
still an open question, although Cyganowski et al. (2017)
find observational evidence of stars of all masses forming at
similar times.
Another simplification is the lack of stellar winds.
Winds, with a characteristic velocity of 1000 km/s or more,
compared to 10 km/s for photoionised flows, significantly
reduce the simulation timestep and thus increase the com-
putational demand on the project. They can transfer sig-
nificant momentum to the ISM (see, e.g. Fierlinger et al.
2015), but the interaction between winds and radiative pro-
cesses is complex (e.g. Capriotti & Kozminski 2001; Rahner
et al. 2017b). Dale et al. (2014) suggest that for the con-
ditions of star formation considered here, photoionisation
dominates over winds on a cloud scale. On a kpc scale, Pe-
ters et al. (2017) find that the combined effect of radiation,
winds and supernovae causes a slightly lower star formation
rate than when only winds and supernovae are included (in
all cases including supernovae), although they do not discuss
a case where only radiation is considered. In controlled stud-
ies around individual stars, Haid et al. (2018) find that stel-
lar winds dominate the HII region only in conditions where
the gas is already heated to ∼ 104 K, such as in the warm
interstellar medium (WIM).
In addition, we omit radiation pressure. For more mas-
sive clusters, analytic models by, e.g., Rahner et al. (2017b)
argue that winds, supernovae and radiation pressure domi-
nate the expansion of HII regions and cloud outflows. On its
own, Reissl et al. (2018) find that the radiation pressure on
dust grains almost never disrupts clouds with an SFE below
50% over a mass range from 104 to 107 M. Haworth et al.
(2015) and Kim et al. (2018) also argue that photoionisation
is indeed the dominant effect from photons in HII regions in
both uniform density fields and turbulent clouds under the
conditions studied in this paper.
All of our clouds are eventually destroyed and reach a
plateau in SFE before the first star dies. We thus do not
expect supernovae to play a role in shaping these clouds.
However, for longer-lived clouds such as in the Large Mag-
ellanic Cloud (e.g. Kawamura et al. 2009), some supernovae
might occur within the lifetime of the cloud, affecting its
evolution. In Geen et al. (2015a) we find that supernovae
exploding into pre-existing HII regions transfer significantly
more momentum to the ISM, since a low-density region has
been carved out. However, in Geen et al. (2016), where we
simulate a dense cloud and clumps remain embedded in the
pre-supernova HII region, the supernova produces less mo-
mentum than in studies where gravoturbulence is less impor-
tant, e.g. Iffrig & Hennebelle (2015), Kim & Ostriker (2015),
Martizzi et al. (2015) and Körtgen et al. (2016).
All of our models use the Geneva rotating star evolu-
tion tables. A discussion of variable stellar rotation, binary
interactions, etc, is beyond the scope of our model, but will,
of course, be important if we wish to understand the full
parameter space of star formation.
7 CONCLUSIONS
In this paper we present the yule suite of simulations, which
are 3D RMHD simulations of the same cloud performed with
different initial mass function (IMF) sampling and initial
turbulent velocity seeds, using an initial density distribution
similar to clouds in the solar neighbourhood. We present a
model for the expansion of HII regions into molecular clouds
that shows good agreement with the behaviour of our clouds.
The main result of this paper is that the SFE of the
cloud (measured as the total fraction of the initial mass
converted to stars) can be anywhere between 6 and 23%
depending on the parameters that statistically vary within
a cloud with a fixed set of initial global properties. This sug-
gests that the SFE of clouds in the solar neighbourhood is
difficult to predict. In addition to capturing a large param-
eter space of physical properties, simulations or other theo-
retical models must also capture the full range of statistical
variation in the input parameters.
We compute a Bayesian model that identifies relation-
ships between the SFE and various emergent properties of
the cloud and cluster. When we vary the sampling of the
IMF, the most significant parameter is the total number of
photons emitted in the first freefall time, or approximately
2 Myr after the first star was formed. More photons give a
lower SFE.
When varying the initial velocity structure, the most
important parameter is the long axis of the ellipsoid fit to
the cloud, since most of our clouds evolve more filamentary
structures. Derived quantities such as the mean radius and
volume were also significant. The more filamentary or ex-
tended the cloud, the lower the SFE. We suggest that the
length of the cloud is important because the mass in our
sample is fixed, so longer clouds are on average less com-
pact. We find that sampling the whole cloud rather than
only the densest regions provides a better relationship with
the total SFE. This is in contrast to observational studies,
which find a correlation between density peaks and recent
star formation.
There is also an apparent link between the SFE and the
distance massive stars travel. We suggest that this is because
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if feedback is inefficient (resulting in high SFE), dense gas
clumps remain embedded for longer inside the cloud, and
these clumps remain gravitationally bound to nearby stars.
When these stars produce ionising radiation the surface of
these clumps is evaporated, and the star-clump system is
accelerated via the rocket effect, where momentum is con-
served with the photoevaporated gas ejected in the opposite
direction. This has the counterintuitive result that, in this
regime, efficient feedback results in less cluster dispersal,
while inefficient feedback causes the cluster to expand.
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APPENDIX A: LIST OF STARS SAMPLED
Here is a list of stellar masses formed in each of the sim-
ulations (see Table 1), in the order that they are formed
(rounded to 0.1 M). Each of the values is given in M.
In the stars runs, where we vary the IMF sampling, the
simulations form the following masses
STE 39.9, 9.3, 9.0, 11.9, 22.7, 48.3
GIL 8.0, 18.7, 16.3, 25.6, 39.9, 11.1, 10.8
STU 21.7, 12.9, 9.8, 10.9, 14.5, 8.7, 13.0, 10.9, 8.3, 18.3,
25.8
THV 68.1, 12.3, 18.6, 18.0, 54.0
POT 39.6, 11.3, 22.3, 13.1, 18.8
ASK 30.8, 9.9, 10.8, 30.9, 10.2
HUR 31.2, 18.6, 16.4, 9.7, 14.6
SKY 8.8, 11.3, 13.4, 16.7, 13.8, 11.3, 9.4, 9.5, 55.0, 10.6,
21.0, 10.9
BJU 15.4, 8.3, 14.9, 89.8, 10.3
GLU 9.3, 8.7, 29.0, 107.2, 23.6
GAT 11.1, 9.9, 11.6, 12.7, 46.9, 8.4, 13.3, 12.4
KET 55.2, 8.1, 8.1, 9.9, 33.7, 12.3
KER 19.4, 14.1, 26.3, 8.5, 9.3, 10.9, 8.5, 17.8
In the turb runs, we use the same base list of stellar
masses, although different simulations have different SFE,
resulting in longer or shorter lists (note that in our star
formation recipe, we form one massive star every time 120
M is accreted onto all sink particles):
GRY 30.8, 9.9, 10.8, 30.9, 10.2, 13.7, 34.4, 58.3, 9.7,
16.5
JOL 30.8, 9.9, 10.8, 30.9, 10.2, 13.7, 34.4
JOU 30.8, 9.9, 10.8, 30.9, 10.2, 13.7, 34.4, 58.3, 9.7
GAL 30.8, 9.9, 10.8, 30.9, 10.2, 13.7, 34.4
TIO 30.8, 9.9, 10.8, 30.9, 10.2, 13.7, 34.4, 58.3, 9.7, 16.5,
43.0, 18.6
CAG 30.8, 9.9, 10.8, 30.9, 10.2, 13.7
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Figure B1. Ionising UV photon emission rates versus time for a
sample of star masses in stellar evolution model (our model inter-
polates between tracks sampled every 5 M from 5 to 120 M).
Solid lines show the lowest energy bins that can ionise hydrogen,
dashed lines show the next highest energy bin that can ionise he-
lium once, and dotted lines show the highest energy bin that can
ionise helium twice.
SNE 30.8, 9.9, 10.8, 30.9, 10.2, 13.7, 34.4, 58.3, 9.7
BEF 30.8, 9.9, 10.8, 30.9, 10.2, 13.7, 34.4, 58.3, 9.7,
16.5, 43.0, 18.6, 60.8, 8.7, 9.8, 83.5, 9.2, 16.0
STL 30.8, 9.9, 10.8, 30.9, 10.2, 13.7, 34.4, 58.3, 9.7, 16.5,
43.0
MAR 30.8, 9.9, 10.8, 30.9, 10.2, 13.7, 34.4, 58.3, 9.7,
16.5, 43.0
TAN 30.8, 9.9, 10.8, 30.9, 10.2, 13.7, 34.4, 58.3
OLD 30.8, 9.9, 10.8, 30.9, 10.2
YAG 30.8, 9.9, 10.8, 30.9
APPENDIX B: STELLAR EVOLUTION MODEL
In Figure B1 we plot the total ionising UV photon emission
rates as a function of time for a selection of massive stars
as modelled in this paper. Details of the model are given in
Section 2.5.
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APPENDIX C: ADDITIONAL STATISTICAL
MODEL TABLES
Here we give the full model tables described in Section 5.2.
See Tables C1, C2, C3 and C4.
This paper has been typeset from a TEX/LATEX file prepared by
the author.
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Model
structure t/tff
Fixed
effect
Posterior
mean
Lower
95% CI
Upper
95% CI DIC
Full 0.5 Intercept 4.053 2.060 6.075 -27.4
VE -1.115 -1.850 -0.371
Null 0.5 Intercept 1.029 0.931 1.126 -22.4
Full 1.0 Intercept 3.602 1.150 6.048 -24.6
VE -0.868 -1.683 -0.032
Null 1.0 Intercept 1.029 0.931 1.127 -21.9
Full 1.5 Intercept 0.951 0.015 1.859 -20.4
VE 0.025 0.277 0.314
Null 1.5 Intercept 1.029 0.932 1.130 -22.4
Full 2.0 Intercept 1.252 0.685 1.864 -21.4
VE 0.071 -0.268 0.102
Null 2.0 Intercept 1.029 0.929 1.129 -21.8
Table C1. Table of model results for turb parameter VE at 0.5, 1, 1.5 and 2.0 tff , as in Table 2.
Model
structure t/tff
Fixed
effect
Posterior
mean
Lower
95% CI
Upper
95% CI DIC
Full 0.5 Intercept 3.62 2.05 5.23 -28.0
RE -2.68 -4.37 -1.06
Null 0.5 Intercept 1.03 0.93 1.13 -22.4
Full 1.0 Intercept 3.247 1.915 4.546 -28.5
RE -2.015 -3.155 -0.768
Null 1.0 Intercept 1.03 0.93 1.13 -21.9
Full 1.5 Intercept 1.58 0.54 2.62 -22.1
RE -0.45 -1.276 0.42
Null 1.5 Intercept 1.03 0.93 1.13 -22.4
Full 2.0 Intercept 1.01 0.27 1.78 -21.0
RE 0.01 -0.52 0.58
Null 2.0 Intercept 1.03 0.93 1.13 -21.8
Table C2. Table of model results for turb parameter RE at 0.5, 1, 1.5 and 2.0 tff , as in Table 2.
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Model
structure t/tff
Fixed
effect
Posterior
mean
Lower
95% CI
Upper
95% CI DIC
Full 0.5 Intercept 2.036 -1.221 5.227 -25.8
T -0.906 -3.843 2.061
LE -0.552 -4.504 3.183
ME -1.556 -7.052 3.571
SE 0.602 -3.844 5.557
Null 0.5 Intercept 1.029 0.931 1.126 -22.4
Best 0.5 Intercept 3.621 2.046 5.232 -28.4
LE -2.683 -4.367 -1.056
Full 1.0 Intercept 2.983 1.037 4.825 -25.5
T -0.398 -2.180 1.471
LE -1.104 -3.350 0.885
ME -1.073 -4.577 2.662
SE -0.126 -1.583 1.338
Null 1.0 Intercept 1.029 0.931 1.127 -21.9
Best 1.0 Intercept 3.247 1.915 4.546 -29.2
LE -2.015 -3.155 -0.768
Full 1.5 Intercept 1.478 0.590 2.348 -23.4
T -1.410 -4.098 1.675
LE 0.149 -2.142 2.357
ME -1.136 -4.600 2.005
SE 0.400 -0.229 1.002
Null 1.5 Intercept 1.029 0.932 1.130 -22.4
Best 1.5 Intercept 0.906 0.714 1.119 -22.5
T -0.704 -1.717 0.285
Full 2.0 Intercept 1.060 -0.068 2.122 -19.8
T 0.138 -1.453 1.884
LE 0.166 -0.771 1.177
ME -0.239 -0.982 0.522
SE -0.076 -0.888 0.768
Null 2.0 Intercept 1.029 0.929 1.129 -21.8
Best 2.0 Intercept 1.237 0.881 1.556 -22.0
ME -0.235 -0.608 0.129
Table C3. Table of model results for turb parameters T , LE, ME and SE at 0.5, 1, 1.5 and 2.0 tff , as in Table 2. DIC is defined in
Section 5.2.
Model
structure
Fixed
effect
Posterior
mean
Lower
95% CI
Upper
95% CI DIC
Full Intercept 8.01148 2.89428 13.6 -34.103
Mmax 0.07901 -0.349 0.5
RRMS 0.19739 -0.821 1.312
Mfirst -0.13375 -0.382 0.110
Nff -0.11745 -0.215 -0.020
Null Intercept 0.9169 0.838 0.993 -26.1
Best Intercept 8.23102 4.438 12.093 -35.2
Nff -0.11925 -0.182 -0.057
Table C4. Table of model results for stars parameters, as in Table 2. DIC is defined in Section 5.2.
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