Abstract. We propose to study two infinite graph transformations that we respectively call bounded and unbounded path transduction. These graph transformations are based on path substitutions and graph products. When graphs are considered as automata, path transductions correspond to rational word transductions on the accepted languages. They define strict subclasses of monadic transductions and preserve the decidability of monadic second order theory. We give a generalization of the Elgot and Mezei composition theorem from rational word transductions to path transductions.
Introduction
As a theoretical model for systems verification, the study of infinite transitions graphs has become an active research area. The most fundamental dynamic behavior of these (oriented, labelled and simple) graphs is the language of their path labels: a class of automata corresponds to each class of graphs.
To be interesting for formal verification, an infinite graph is also expected to have some decidable properties like reachability or a decidable monadic second order theory. These decidability results for graphs are often strongly connected with the classes of languages recognized by the corresponding automata: graphs hierarchies share many properties with classical languages hierarchies [16] .
A standard way to show a property on a given infinite structure is to define this structure by transformations from a known generator. If the transformations used are well suited, the property will be inherited from the generator. A transformation which preserve a given property is said to be compatible with this property.
For example, monadic transductions [7] and unfolding [8] are compatible with monadic second order logic: any graph which is built by these transformations from a finite graph will have a decidable monadic theory [5] . Monadic second order logic is very expressive and thus undecidable for many graphs. For these graphs one must resign oneself to weaker decidability results like reachability or reachability under rational control. To study such properties, one must consider graph transformations which are strictly weaker than monadic transductions.
This article is the continuation of [17] which extended to infinite graphs the classical language theoretic notion of abstract family [11, 12] . Many families of graphs, like higher order pushdown graphs [5] , Petri nets transitions graphs or automatic graphs [3] can be characterized by using a common and restricted set of simple graph transformations from specific generating systems [18] .
Abstract families are a way to build generic proofs: we consider families of graphs without specifying what the graphs are. We only require that the families are closed under certain operations. In language theory, rational word transductions [12, 2] are one of these fundamental operations.
Rational transductions have been naturally extended from words to trees [15] but no convenient automaton based definition of graph transduction have been given. In this article we study two graph transformations that we respectively call bounded path transduction and unbounded path transduction. These transformations are not defined in terms of finite automaton nor in terms of logic but rather in terms of path substitution, path morphism and graph product. They define strict subclasses of monadic transductions [7] which preserve the decidability of monadic second order theory but their principal characteristic is to respect the orientation of edges and thus being compatible with language transformations.
Given a path transduction T , we can build a word rational transductionT such that for any automaton G (finite or not) we have:
Conversely, given a rational word transduction R, we easily build a path transduction T verifying R =T .
The most important and new result is the generalization of the Elgot and Mezei composition closure theorem from rational word transductions to path transductions.
This article is divided into four parts : the first part recalls some basic definitions about graphs, automata and rational word transductions ; the second one introduces the notion of (language) compatible transformation and gives a formal definition of path transductions ; the third one is devoted to bounded path transductions and the last to unbounded path transductions.
Preliminaries

Graphs and Automata
We use the standard definition of graphs and automata but here the state space is not supposed to be finite.
Definition 1.
A Σ-Γ -graph structure (or more simply a Σ-graph or a graph) is a tuple Σ, Γ, Q, (R a ) a∈Σ , (P b ) b∈Γ where:
-Σ is an alphabet of edge labels ; -Γ is an alphabet of states labels ; -Q is a countable set of states (or vertices) ; -for each label a ∈ Σ, R a ⊆ Q × Q is the relation labelled by a ; -for each label b ∈ Γ , P b ⊆ Q is the unary predicate (the set) labelled by b ;
Recall that the composition of two relations R and S on Q is the relation
The mapping which associates to each symbol a ∈ Σ its relation R a is extended to words according to the following rules:
We will also consider the relation labelled by a set L of words:
The path label language of G between two sets of vertices A and B is the set of finite words
An automaton is a graph structure with two unary predicates : P i for the initial states and P f for the final ones. The language L(A) of an automaton is the path label language L(A, P i , P f ).
Word Transductions
Rational word transductions are fundamental tools for the study of formal languages. We give here some basic definitions of this concept. See [1, 2, 12] for further details.
Definition 2.
A rational transduction between Σ * 1 and Σ * 2 is a rational subset of the monoid Σ * 1 × Σ * 2 for the canonical concatenation (u, v) · (w, x) = (uw, vx). A rational transduction is usually defined, as in Figure 1 , by a finite automaton, called a transducer, which is labelled by pairs of words. An equivalent way to define such a relation is to give its morphism decomposition: Property 1. Any rational transduction R is the composition of an inverse morphism f −1 , an intersection with a rational language K, and a direct morphism g:
A relation R between Σ * 1 and Σ * 2 is faithful when for any w ∈ Σ * 2 , R −1 (w) is finite ; it is continuous when R −1 ({ε}) = {ε}. These two properties are important for the study of quasi-real-time acceptors [10] because a transduction which is both faithful and continuous is unable to erase more than a bounded number of letters.
We give here a representation of faithful and continuous rational transductions which was given in [4] . Recall that a morphism α from Σ 
The Elgot and Mezei composition theorem is an important property of rational transductions.
Theorem 2. (Elgot and Mezei)
The rational transductions are closed under composition.
A proof of this result can be found in [1] or [2] .
Because faithfulness and continuity are preserved by composition we have the following corollary. Rational transductions and their closure by composition are fundamentals in the theory of abstract families of languages (AFL). Figure 2 gives some of the most usual closure operators and the names of the corresponding abstract families. See [12, 2] or [10] for further details on this theory.
Language Compatible Graph Transformations : Path Transductions
We study graph transformations which are independent of the vertices naming convention or, in other words, invariants with respect to graph isomorphism. Another fundamental restriction is that we only consider graph transformations that are "compatible" with language transformations.
Definition 3.
A graph transformation T of arity n is compatible (with language transformations) if there exists a language transformationT of arity n such that for any sequence (A i ) 1≤i≤n of automata, we have Many graph transformations are impossible to translate into language transformations. Consider, for example, the simple transformation B consisting of adding a backward edge labelled byā for each edge labelled by an a. The non compatibility of this transformation is illustrated by Figure 3 .
Path Morphisms and Path Substitutions
A morphism is a mapping which replace letters by words. More generally, a substitution is a relation which replaces letters by languages. Morphisms, inverse morphism, substitutions and inverse substitutions are well-known language transformations but these transformations can be generalized as graph/automata transformations.
Definition 4. Let Σ 1 and Σ 2 be alphabets and h ⊆ Σ 1 × Σ * 2 be a relation. The substitution generated by h is the relation n≥0 h n defined inductively by:
We use the same symbol to denote the substitution n≥0 h n and its generator h.
Example 1. If h is the rational substitution defined by h(c) = a and h(d) = (ab)
* , the image of the word cdcd by h is the rational language a(ab) * a(ab) * . By inverse
When the relation is a function, which associates a unique word to each letter, the generated substitution is a morphism, when this image is a rational (resp. finite) language, the substitution is called rational (resp. finite). Inverse rational substitution is a simple and well defined operation on graphs. Each path labelled by a word in the language h(a) is replaced by an arc labelled by a. This path transformation do not add vertices to the graph.
4. An automaton A and its inverse rational substitution according to h(c) = a and h(d) = (ab) * . In other words R
From the algebraic point of view this transformation is natural: the set of relations {R G w | w ∈ Σ * 2 } is a monoid for the composition operator. When h is rational (resp. finite), each relation R
is a rational (resp. finite) subset of this monoid. Figure 4 gives an example of inverse rational substitution. Note that the languages L(h −1 (A)) and h −1 (L(A)) coincide: inverse substitution is a compatible transformation.
Recall that a monoid morphism α from Σ * 1 to Σ * 2 is strictly alphabetic when α(a) ∈ Σ 2 for any a ∈ Σ 1 . If α is strictly alphabetic, we write α(G) for the graph obtained by replacing each R a by R α(a) . Direct strictly alphabetic mapping is, like inverse morphism, a special case of inverse finite substitution.
It is harder to give for graphs a definition of direct rational substitution that extend cleanly the language transformation. The most natural way, given a continuous 1 substitution h, is to use an edge replacement [9] to replace each edge of the graph labelled by a symbol a by the automaton G a recognizing the language h(a).
As proved in [17] , such an (oriented) edge replacement may be simulated by using only finite inverse substitution and product.
Graph Products
The notion of graph product is well known in automata theory for its correspondence with the intersection of languages. Definition 6. Let G and H be two graphs. The product G × H is the graph
Lemma 2. Let G and H be two graphs.
1 if ε ∈ h(a) we need ε-transitions or vertex fusion.
1. For any word w, we have:
2. for any couple of letters i,f :
3. For any morphism f , we have f
Definition of Path Transductions
In [17] , an abstract family of graphs (AFG) is defined as a graph family closed by inverse finite substitution and product by finite graphs. A full-AFG is an AFG which is also closed by inverse rational substitution. These two definitions only ask the considered family to be closed by these operations but a question was still remaining for principal AFG (resp. principal full-AFG). An AFG (respectively a full-AFG) is principal when all its elements are derived from a single graph (the generator) by a finite sequence of AFG (resp. full-AFG) operations. Does the AFG transformations generate strictly increasing (for inclusion) chains of graph families ? If not, how many successive transformations are needed to obtain the whole family from its generator ?
The answer to the second question is three and the transformations obtained by composition of the three basic AFG transformations used are, as proved in the next sections, what we call path transductions. We distinguish two classes of path transductions : bounded path transduction which are only local transformations and unbounded path transduction which may act more globally on the graph. Definition 7.
A bounded path transduction is the composition of an inverse morphism, a
product by a finite graph and a direct strictly alphabetic morphism ; 2. an unbounded path transduction is the composition of an inverse rational substitution, a product by a finite graph and an inverse rational substitution.
It is important to notice that the definition of bounded path transductions is a direct generalization to graphs of Boasson Nivat's characterization of faithful and continuous rational word transductions (Theorem 1). The only difference is that instead of using word morphisms, we use path morphisms and instead of using intersection with rational sets we use product with finite graphs.
The characterization of general rational word transductions with inverse substitution is less usual but easy to deduce from Property 1.
Property 2. Any rational word transduction is the composition of an inverse rational word substitution, an intersection by a rational set and an inverse rational substitution.
Theorem 3. 1. Given a word transduction t we can construct an unbounded path transduction T such thatT = t.
2. given a faithful and continuous word transduction t we can construct a bounded path transduction T such thatT = t.
Proof:
The main proof is already given in [17] . For (2) we can use theorem 1.
Examples
Here is the example of a bounded transduction T , defined by a morphism f , a finite automaton H and a strictly alphabetic morphism α.
f :
, and α :
This path transduction may also be represented directly, as in figure 5 , by a finite transducer. The application of the path transduction is a kind of "left synchronized graph product". The one letter Dyck graph, illustrated on Figure 6 is a representation of the positive integers with +1 and −1 operations respectively encoded by the labels a andā. This graph is a generator for the one counter automata transition graphs. By applying T to ∆ 1 , we obtain the graph of figure 7. The two letters Dyck graph, illustrated on Figure 9 is a binary tree with backward transitions. Its path label language from and to the "root" is the semiDyck language a generator of context-free languages but its "geometry" is also generating, by path transductions, the pushdown graphs and prefix recognizable graphs which are the prefix transitions graphs of finite (resp. recognizable) word rewriting systems 2 [13, 6] . We can deduce the decidability of monadic second order theory for these graphs from the fundamental result of Rabin [14] about the binary tree. More examples like Petri nets transitions graphs or automatic graphs can be found in [18] . 9 . A generator of pushdown AFG and prefix recognizable full-AFG. This graph has a decidable second order monadic theory [14] .
Composition of Bounded Path Transductions
In this section we show that the classical Elgot and Mezei theorem naturally extends from faithful and continuous rational word transductions to bounded path transductions.
To establish this result, we use the basic properties of inverse morphism and product (Lemma 1 and Lemma 2) but the keys of the proof are the two following "delayed forgetting" lemmas.
Lemma 3.
If f is a morphism and α is a strictly alphabetic morphism, then we can construct a morphism g and a strictly alphabetic morphism β such that for any graph G, we have
Proof: We first remark that the relational composition h = f ·α −1 , which verifies
, is a finite substitution. For each letter a ∈ Dom(h), we define the (finite) alphabet Σ a = {[a, w] |w ∈ h(a)} and take β([a, w]) = a and g([a, w]) = w to get g(β −1 (a)) = h(a) In other words, the direct strictly alphabetic morphism, which forgets informations, may be applied after the inverse morphism.
Lemma 4.
If H is a graph and α is a strictly alphabetic morphism, then for any graph G, we have
Proof: Let a be a label of H. Proof: Let T 1 and T 2 be two bounded path transductions. Our aim is to show that the relation T = T 1 · T 2 remains a bounded path transduction. Let G be a graph and let H = T 2 (T 1 (G)) hence
where f i are morphisms, F i are finite graphs and α i are strictly alphabetic morphisms. By Lemma 3, there exists a morphism g and a strictly alphabetic morphism β such that
By Lemma 2, g being a morphism, we have:
By Lemma 1, the composition of the two inverse morphisms f −1 1 and g −1 is an inverse morphism: if we set h = g · f 1 and F = g −1 (F 1 ), then we have:
By Lemma 4, we may substitute
Composition of Unbounded Path Transductions
In this section we show that the classical Elgot and Mezei theorem naturally extends from rational word transductions to unbounded path transductions. The construction is similar as the one of Section 3 but, unlike inverse morphism, inverse rational substitution is not compatible with graph product. In general situations we have
So we need a stronger "delay" property than Lemma 4. This property is true up to isolated vertices.
A vertex/state is isolated if it is not connected to an edge nor labelled by a predicate. More formally recall that the image of a relation R ⊆ Q × Q by a function f of domain Q is f (R) = {(f (p), f (q)) | pRq} . We say that two Σ-Γ -graphs G and H are isomorphic up to isolated vertices, and we write G ≈ H, if there is an injective function f from Q G to Q H such that
Lemma 5. If H is a finite graph and h is a rational word substitution then there exist a rational substitution k, a morphism f and a finite graph K such that for any graph G, we have
Proof: For any letter a appearing in ran(h) 3 , we define a fresh symbol τ a (used to denote an ε-transition). We define the alphabetic morphism f , by
for any letter a appearing in ran(h).
We build the graph K from the graph H by edge replacement: each edge labelled by a is replaced by an automaton accepting the rational language τ a h(a)τ a .
When ε ∈ h(a) :
In other words, we have a direct substitution K = k(H) with k defined by k(a) = τ a h(a)τ a for all a ∈ ran(h) (k is continuous). Note that for any couple of states p, q ∈ Q K , any label a and any word u ∈ h(a), we have
and pR
Let a be a label of H:
Hence, for any a ∈ ran(h), we have
The two graphs are isomorphic up to the vertices of
Theorem 5. Up to isolated vertices, unbounded path transductions are closed by composition
Proof: Let T 1 and T 2 be two unbounded path transductions. Our aim is to show that the relation T = T 1 · T 2 remains an unbounded path transduction. Let G be a graph and let H = T 2 (T 1 (G)) hence
where g i and h i are rational substitutions and F i are finite graphs. By composition of rational substitutions (Lemma 1) we deduce a rational substitution g 3 = g 2 · h 1 such that
From Lemma 5 we deduce a rational substitution k, a morphism f and a finite graph K such that g −1
The function f being a morphism, by Lemma 2 we get g −1
With g = f · g 1 , h = h 2 · k, and F = f −1 (F 1 ) × K for any graph G we have
In the theory of languages and automata, there was an asymmetry between an algebraic characterization for word languages and a "mechanical" one for their acceptors. Much work has been done to exhibit useful algebraic language transformations but the corresponding acceptors transformations remained scattered and hidden in some technical lemma. Infinite labelled graphs/automata gives a natural framework to study the behavior of acceptors. We proposed the notion of path transduction which is a graph transformation. With this definition, the correspondence between the graph transformation and the language transformation becomes clearer than it is in [17] . The AFG and full-AFG defined in [17] may be respectively defined by closure under bounded and unbounded path transductions.
We also showed that path transductions are closed by composition, generalizing the classical Elgot and Mezei theorem from words to graphs. This property gives a canonical form for graphs in principal AFG like pushdown graphs [13] or prefix recognizable graphs [6] .
To deepen the knowledge about graphs as language acceptors, a systematic study of language-compatible graph transformations and their application on infinite automata is required. The generalization of rational word transductions to path transductions is one step in this systematic study.
Path transductions are strictly weaker than monadic transductions, but their expressive power is important: for example the transitions graphs of Petri nets are the images of hypergrids by path transductions. Another interesting aspect that is not developed here is that, being weaker than monadic transductions, path transductions preserve also weaker decidability properties like reachability under rational control.
