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Abstract
We show how to extend the Hudson-McCoubrey combining rules, which were de-
rived assuming the Lennard-Jones potential, for use with intermolecular potentials that
are not of Lennard-Jones form. In particular, we illustrate the method by deriving com-
bining rules for use with the square-well intermolecular potential. We show how these
combining rules may be applied for equations of state such as the statistical associ-
ating fluid theory (SAFT), and that they perform at least as well as, and usually far
better than, the standard Lorentz-Berthelot rules for all mixtures of simple molecules
that we have considered. Liquid-liquid-equilibrium as well as vapour-liquid-equilibrium
data are demonstrated to be important in judging the quality of combining rules. A
methodology for the inclusion of the the effect of polar interactions in our combin-
ing rules is suggested, however the success for these systems is mixed. The theory
provides an excellent description of the thermodynamic properties of water vapour +
methane and rationalises recent, apparently contradictory, models of the mixture of
carbon dioxide + water, however the approach is less successful for mixtures such as
carbon monoxide + hydrogen sulphide. This indicates that further work is still required
for reliable prediction of binary-interaction parameters in mixtures of polar molecules.
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1 Introduction
Over fifty years ago Reed [1] showed that the usual form for the combining rule for
intermolecular attractive forces in unlike binary interactions, known as the Berthelot, or
geometric-mean rule (given as equation (9) in this paper), is improved by the inclusion
of ionisation potentials and molecular size. This results from consideration of the
London theory of dispersion interactions [2], which is frequently described (e.g. refs.
[3, 4, 5, 6]) as the theoretical basis of the Berthelot geometric-mean rule. Shortly
thereafter, both Hudson and McCoubrey [7] and Munn [8] successfully used these ideas
in the treatment of hydrocarbon + perfluorocarbon and other mixtures, for which it is
known that the simple geometric-mean rule is inadequate. In particular, Hudson and
McCoubrey derived a combining rule by relating the attractive term in the Lennard-
Jones potential to the London-dispersion attraction [7]. Over the decades, various
other authors have applied similar ideas (see, e.g., references [9, 10, 11]). Based on the
London-dispersion formula, Coutinho and co-workers [12, 13] have derived a combining
rule for use in conjunction with cubic equations of state. In a recent interesting review
of work concerning related types of combining rules, with particular emphasis on unlike
Lennard-Jones parameters, Schnabel et al. [14] provide a quantitative assessment of 11
combining rules in terms of their performance in describing 6 types of binary mixtures,
defined according to the whether the molecular models of the individual components are
spherical or anisotropic, and non-polar, dipolar or quadrupolar. Lucas and co-workers
[15, 16] have recently combined related ideas with quantum- mechanical calculations
in the search for a fully predictive equation of state; these authors also demonstrated
improvements in their predictions for mixtures compared with those made using the
Berthelot rule.
Notwithstanding these studies, it appears that many workers view the Berthelot
rule as the “correct” combining rule and deviations from it as implying weakness in
the theory at hand. It remains the standard technique to assume the Berthelot rule in
studies of mixtures for which experimental data is unavailable to characterise the binary
interaction. It is hoped that this paper will illustrate the inconsistency of the view that
the quality of mixture theories and models may be judged by the closeness of their
adherence to the Berthelot rule. The purpose of this work is to generalise the Hudson-
McCoubrey-type analysis for potentials that are not of Lennard-Jones form and further
to show how the treatment may be applied when more-complicated intermolecular
potentials are considered, comprising extra (e.g., dipolar, quadrupolar, and association)
terms in addition to the usual repulsion and dispersion contributions. The method is
illustrated for the square-well potential employed within the framework of the statistical
associating fluid theory for potentials of variable range (SAFT-VR) [17, 18]. For more-
complicated intermolecular interactions, it is illustrated that in the case of mixtures
including dipolar components, the binary interaction may be expected to be dependent
both on temperature and on the phase under consideration; such dependencies are
clearly evident in the examples considered.
This paper is laid out as follows: in section 2 we derive our combining rules; in
section 3 we illustrate the use of our rules for real experimental mixtures; in section 4
we discuss the relative strengths and weaknesses of our theory and finally present our
conclusions in section 5.
2
2 Theory
2.1 Hudson-McCoubrey combining rules for simple molecules
Our theory is a generalisation of the Hudson-McCoubrey combining rules [7] allowing
for the treatment of large or polar molecules. We therefore first provide a derivation of
the Hudson-McCoubrey rules. The combining rules of Munn [8] follow from a similar
treatment to that of Hudson and McCoubrey and we make reference also to Munn’s
treatment where helpful.
According to the theory of London [2], the dispersion energy of two small, non-polar
spherical molecules i and j separated by a distance rij is given by
φLondonij = −
3
2
α0,iα0,j
(4piε0)2r6ij
hνihνj
h(νi + νj)
, (1)
where h is Planck’s constant, ε0 is the permitivity of free space, α0,i and α0,j are the
electronic polarisabilities of molecules i and j; νi and νj are characteristic frequencies
(corresponding to the zero-point motion of the molecules, considered as oscillators).
London showed that for rare gases and simple molecules hνi ≈ Ii, the ionisation poten-
tial, whence the more-commonly seen version of equation (2) is given in terms of the
molecular ionisation potential:
φLondonij = −
3
2
α0,iα0,j
(4piε0)2r6ij
IiIj
(Ii + Ij)
. (2)
If one chooses to model the molecular interaction with a standard intermolecular po-
tential, such as the Lennard-Jones potential [19]
φLJij = 4
LJ
ij


[
σij
rij
]12
−
[
σij
rij
]6 (3)
where σij is a molecular-size parameter and 
LJ
ij represents the depth of the potential
well (the superscript LJ is used to avoid confusing the potential-well depth with the
similar notation, ε0, for the permitivity), then one is implicitly mapping the attractive
term in the model potential onto the London term. For the like-like interaction of two
molecules of type i case this mapping gives
φdispii = −
3
4
α20,i
(4piε0)2r6ii
Ii = −4LJii
(
σii
rii
)6
. (4)
At this point, one can solve either for Ii, which was the approach of Munn [8], or for α0,i,
which was the approach of Hudson and McCoubrey [7]. We choose the latter option
since ionisation-potential data are more plentiful in the literature than polarisability
data. Solving for the electronic polarisability, α0,i, gives
α0,i =
4√
3
(4piε0)σ
3
ii
(
LJii
) 1
2
(Ii)
1
2
. (5)
Substitution of equation (5) into equation (2) gives
φdispij = −8
(IiIj)
1
2 σ3iiσ
3
jj
(
LJii 
LJ
jj
) 1
2
(Ii + Ij)r6ij
= −4LJij
(
σij
rij
)6
(6)
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where, analogously to the like-like case, we have equated the London form with that
of the attractive term in the Lennard-Jones potential. Rearrangement of equation (6)
gives the well depth of the unlike interaction LJij in terms of corresponding well depths
of the like interactions LJii and 
LJ
jj :
LJij = 2
σ3iiσ
3
jj
σ6ij
(IiIj)
1
2
(Ii + Ij)
(
LJii 
LJ
jj
) 1
2 . (7)
It is worth noting that here LJij is expressed also in terms of σij, i.e., we have one
equation but two unknowns, so that in order to progress further in deriving either the
combining rule for LJij or σij one must assume the form of the other combining rule.
Hudson and McCoubrey assumed the Lorentz (arithmetic-mean) combining rule for
σij: σij =
1
2(σii + σjj), whence their combining rule for ij:
LJij = 2
7
{
(IiIj)
1
2
(Ii + Ij)
}{
σ3iiσ
3
jj
(σii + σjj)6
}
(LJii 
LJ
jj )
1
2 . (8)
The Berthelot (geometric-mean) combining rule,
ij = (iijj)
1
2 , (9)
results from equation (8) in the case that the molecular size and ionisation potentials
of i and j are both the same, and is commonly justified by the assertion that this is
usually approximately true, at least of the ionisation potentials.
It has become customary in studies of mixtures to define the combining rule for
ij in terms of the deviation from the Berthelot rule, expressed in terms of a binary-
interaction parameter, usually denoted by kij :
ij = (1− kij)(iijj)
1
2 . (10)
Combining equations (8) and (10) gives, for the Lennard-Jones potential,
kij = 1−
{
2
(IiIj)
1
2
(Ii + Ij)
}{
26σ3iiσ
3
jj
(σii + σjj)6
}
. (11)
If either Ii = Ij or σii = σjj then the corresponding factor (in braces) in equation
(11) becomes equal to unity (and if both, then kij = 0). The effect of asymmetry in
either size or ionisation potential, according to equation (11), is illustrated graphically
in Figure 1; the solid curve represents the effect of asymmetry in σ for equal ionisation
potentials, while the dashed curve represents asymmetry in I for molecules of the same
size. It can be seen from Figure 1(a) that 0 ≤ kij ≤ 1 regardless of the degree of
asymmetry in either case. This means both factors in equation (11) are bounded by
zero and one, whereby their product is also, so that kij calculated with this expression
must also lie within this interval. In Figure 1(b) the horizontal scale is magnified to
illustrate the effect of asymmetry of the degree most commonly encountered in real
systems. In many cases small, positive values of kij are encountered in practice when
fitting to experimental binary-mixture data; this corresponds well with the Hudson-
McCoubrey formula as illustrated here.
2.2 Extension of Hudson-McCoubrey rules for simple polar molecules
It is well known that in some mixtures, particularly those involving polar molecules
such as water, the unlike attractive interactions are characterised by negative values
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of kij ; these cannot be accounted for by the Hudson-McCoubrey rule. This is not
suprising since the original London formula, upon which it is based, applies only to
non-polar molecules. London himself showed on quantum-mechanical grounds that for
dipolar molecules, instead of a simple dispersion formula, one should include also terms
representing the Keesom (orientational) interaction [20] for the angle-averaged dipole-
dipole interaction and the Debye (induction) interactions [21] between the permanent
dipole of one molecule and the induced dipole in the other. [2]
As London indicated, there are three important contributions to the total attractive
intermolecular interaction of simple polar molecules, comprising the London-dispersion
interaction (equation (2)) and the Keesom and Debye terms. Neglecting terms arising
from higher multipole moments, the total attractive interaction is given by [22, 23]
φtot,attij = −
1
(4piε0)2r6ij
{
3α0,iα0,j
2
IiIj
(Ii + Ij)
+
µ2iµ
2
j
3kBT
+ µ2iα0,j + µ
2
jα0,i
}
, (12)
where µi and µj represent the permanent dipole moments of molecules i and j, T is the
absolute temperature and kB is Boltzmann’s constant. The Keesom term here differs
by a factor of two from that in the expression given by London; the reason for this is
as follows. The Keesom and Debye terms represent angle averages of interactions that
are, instantaneously, dependent on the mutual orientation of the molecules. Using the
theory presented by Rushbrooke [24], Cook and Rowlinson [25] showed that to obtain an
orientation-independent representation of the interaction, a form is required for which
the configurational part of the partition function is identical to that corresponding to
the full potential; thereby the free energy calculated (via the logarithm of the partition
function) using either form of the potential will also be identical. This is equivalent to
replacing the temperature-dependent energy in the Boltzmann factor by a term of the
form of a Helmholtz free energy (this representation of the potential is consequently
sometimes known as the free-energy-averaged potential). For some interactions the
free-energy-averaged form differs from that obtained by a canonical (or Boltzmann)
average; for discussions of this subtle distinction see refs. [26, 22, 23]. For the Keesom
interaction these two forms differ by a factor of two; it is the canonical average value
of the Keesom interaction that London quoted [2].) Clearly, an approach taking this
equation (12) in place of equation (2) will result in a different combining rule for LJij ;
so far as we are aware this has not previously been investigated. Following the same
derivation path as previously, equating now the like-like total-attractive interaction
with the attractive term of the Lennard-Jones potential gives
φtot,attii = −
1
(4piε0)2r6ii
{
3
4
α20,iIi +
µ4i
3kBT
+ 2µ2iα0,i
}
= −4LJii
(
σii
rii
)6
. (13)
The analagous equation (4) in the previous derivation contained the electronic polaris-
ability, α0,i, only as the square so that solving for α0,i gave rise to a simple square root
(the origin of the geometric-mean rule). Equation (13) contains also a linear term in
α0,i and therefore, to follow a Hudson-McCoubrey route, this equation must be solved
as a quadratic equation. It is possible that the potential parameters, ii and σii, may be
slightly incommensurate with Ii, since they are based on different experimental data;
this could lead to equation (13) giving rise to complex roots for αi. For this reason, the
approach of Munn [8] in eliminating Ii rather than αi, may be preferable in the case of
polar fluids (which he did not consider), since equation (13) remains linear in Ii. Nev-
ertheless, for the reasons given previously, we prefer the Hudson-McCoubrey approach
where possible, and accordingly this is the approach we illustrate; the analogy via the
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Munn approach is obvious and is not presented. Rearranging equation (13) gives:
α20,i
(
3Ii
4(4piε0)2
)
+ α0,i
(
2µ2i
(4piε0)2
)
+
(
µ4i
3kBT (4piε0)2
− 4LJii σ6ii
)
= 0, (14)
which may be solved using the quadratic formula. Substitution of the solution to this
equation, α∗0,i, into equation (12) and again equating with the attractive term of the
Lennard-Jones potential yields a new expression for the unlike interaction:
LJij =
1
4(4piε0)2σ6ij
{
3α∗0,iα
∗
0,j
2
IiIj
(Ii + Ij)
+
µ2iµ
2
j
3kBT
+ µ2iα
∗
0,j + µ
2
jα
∗
0,i
}
(15)
=
16
(4piε0)2 (σii + σjj)
6
×
{
3α∗0,iα
∗
0,j
2
IiIj
(Ii + Ij)
+
µ2iµ
2
j
3kBT
+ µ2iα
∗
0,j + µ
2
jα
∗
0,i
}
; (16)
here, as before, we have invoked the Lorentz combining rule for σij. (There is some
disagreement in the literature concerning the choice of the Lorentz rule. According to
references [27, 28] a combining rule of the geometric-mean type may be more appro-
priate for the molecular-size parameter in Mie potentials (of which the Lennard-Jones
potential is a special case). An alternative based on the treatment of the repulsive
part of the potential suggested by Smith [29] and Kong [30] leads to an expression for
LJij σ
12
ij [30], which can be used instead of a simple combining rule to eliminate σij ; this
approach has been endorsed by Kihara [31] and by Lucas [32]. However, the Lorentz
rule has recently been shown to be the preferred choice of combining rule for σij in the
case of Lennard-Jones mixtures [14].) The value of the binary interaction parameter
kij would be evaluated from this equation by comparison with the geometric mean(
LJii 
LJ
jj
) 1
2 ; note that the straightforward proportionality of LJij with
(
LJii 
LJ
jj
) 1
2 has
been lost. The resulting value of kij is no longer constrained to lie in the interval (0,1)
so this equation potentially may be able to account for negative kij encountered in
mixtures of polar fluids. There are three points of further interest in this expression.
Firstly, LJij and, as a consequence, kij are functions of temperature, even in the case
of mixtures of dipolar with non-polar fluids, via the orientation (dipole-dipole) terms
in equation (12), and in equation (13) for the self interaction of the dipolar fluid. Sec-
ondly, since dipole moments differ in the liquid and vapour states, one should expect
different kij in these two phases. In fact, such a difference is already implicit since the
theory so far assumes the absence of a medium (dielectric); we return to this point
later. Finally, no account has been taken here of the possible representation of dipolar
interactions alongside the (Lennard-Jones) model. It would be usual either to include
an extra term (in addition to the LJ attraction term) to account for the dipolar inter-
action, or to incorporate short-range attractive sites on the model molecule; a method
for accounting for these will be given later.
2.3 Combining rules for Wertheim-like models of association
Although the method we describe in this section is general to Wertheim-like models,
we have a particular interested in deriving the combining rule for use in studying
phase equilibria using the SAFT-VR equation of state [17, 18]. The square-well (SW)
intermolecular potential is most commonly the potential model of choice in the use of
SAFT-VR, and we therefore begin by discussing the form of combining rules for simple
SW molecules.
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2.3.1 Simple square-well molecules
The SW potential is given by
φSWij =


+∞ rij < σij
−SWij σij ≤ rij < λijσij
0 rij ≥ λijσij
(17)
Here there is no r−6ij dependence, and hence it is not possible using this potential model
to follow the Hudson-McCoubrey procedure directly. Instead we relate the attractive
parts of the two potential representations by integrating the two potentials over all
space. (Note that we use the expression “attractive part of the potential” in the
sense of implying a favourable interaction at rij compared with that at rij = ∞.)
Of course, one cannot directly integrate the London interaction alone over all space
since the contribution would be infinite at rij = 0. This would be unphysical since at
such short separations repulsive interactions should dominate. Hence one must first
assume an analytical form for the repulsive contribution alongside the London attractive
contribution to represent the total intermolecular potential. It would be far preferable
to take a form theoretically derived in the manner of the London contribution, however
it is not clear how this would be done and would, in any case, be at the cost of
introducing further parameters which would require determination. For the sake of
simplicity, we choose the same repulsive contribution contained implicitly in the SW
potential, i.e., a hard repulsion at rij = σij , so that the total intermolecular potential
becomes of the Sutherland form.
The integrated form, ψij, of a centro-symmetric potential φ(rij) (equivalent to the
van der Waals attractive constant) is given by
ψij =
∫ pi
θ=0
∫ 2pi
φ=0
∫ ∞
rij=σij
φij (rij) r
2
ijdrij sin θdθdφ. (18)
The integral over the polar angles gives 4pi, whence evaluating the integral for the
London dispersion interaction we obtain
ψLondonij
4pi
= − 1
3σ3ij(4piε0)
2
{
3
2
IiIj
(Ii + Ij)
α0,iα0,j
}
, (19)
while that for the model becomes
ψSWij
4pi
= −
SWij σ
3
ij
(
λ3ij − 1
)
3
. (20)
Analogously to the derivation of the Hudson-McCoubrey rule we equate the expressions
for the like-like interaction:
Ii (α0,i)
2
4σ3ii(4piε0)
2
=
SWii σ
3
ii
(
λ3ii − 1
)
3
(21)
giving
α0,i =
2 (4piε0) σ
3
ii
(
SWii
) 1
2
(
λ3ii − 1
) 1
2
(3Ii)
1
2
; (22)
as previously we now equate the expressions for the unlike interactions, incorporating
the solution for α0,i, which yields a combining rule similar to those of the Hudson-
McCoubrey type:
SWij =
2σ3iiσ
3
jj
σ6ij


(
λ3ii − 1
) 1
2
(
λ3jj − 1
) 1
2(
λ3ij − 1
)



(IiIj) 12
Ii + Ij

 (iijj) 12 . (23)
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As expected, this rule depends on the potential ranges for each interaction and, thereby,
on the range for the mixed interaction. Note that in the case that λii = λjj this equation
reduces to equation (7), from which the Hudson-McCoubrey rule followed. Whereas
in deriving the Hudson-McCoubrey rule we were required to assume a combining rule
for σij , here we require to assume rules for both σij and λij before proceeding. We
invoke, as previously, the Lorentz combing rule for σij and the following commonly
used arithmetic-mean rule for λij [18]:
λij = (1− lij) λiiσii + λjjσjj
σii + σjj
. (24)
Here lij is a potential-range binary-interaction parameter; except in rare instances this
is assumed to be zero and we so assume here. The following relationship is obtained
for the energy binary-interaction parameter, kij :
kij = 1 −

27

(IiIj) 12
Ii + Ij

( σ3iiσ3jj
(σii + σjj)
3
)
× (λ
3
ii − 1)
1
2 (λ3jj − 1)
1
2
σ3ii(λ
3
ii − 1) + 3σ2iiσjj(λ2iiλjj − 1) + 3σ2jjσii(λ2jjλii − 1) + σ3jj(λ3jj − 1)

 .
(25)
This expression reduces to the Hudson-McCoubrey rule when the potential-range pa-
rameters λii and λjj are equal and thus, in common with the Hudson-McCoubrey rules,
this expression reduces to the Berthelot rule when the potential parameters, σ and λ,
and the ionisation potentials take the same values for molecules of both types i and
j. Also in common with the Hudson-McCoubrey rules, kij values calculated using this
expression are bounded between 0 and 1. In Figure 2 the effect of asymmetry of I,
σ or λ is illustrated in the same fashion as in Figure 1(b). The curves representing
asymmetry in I and σ are identical to those in the earlier figure, since the two combin-
ing rules are equivalent when there is no asymmetry in λ. However, kij is seen to be
significantly more sensitive to asymmetry in λ than to that in I or σ. Due to the form
of the combining rule, wherein λ always appears as
(
λ3 − 1), putting λii = xλjj does
not lead to the parameter cancelling from the combining rule as is the case with both
Ijj and σjj. As a result, the sensitivity of kij to asymmetry in λ depends on the value
of λjj taken, becoming less with increasing λjj. In the original SAFT-VR theory only
the range 1.2 ≤ λ ≤ 1.8 is considered [17] so λjj = 1.8 represents a convenient choice
and is that illustrated in the figure; λii = 1.2 corresponds in the figure to x = 0.66.
(No such restriction need apply for the use of the SW potential with another theory;
for example, an extension of SAFT-VR for values of λ ≤ 3 was presented in reference
[33].) It is interesting to note that the greater sensitivity on asymmetry in λ suggests
that when treating mixtures using theory based on the SW potential one should expect
larger values of kij than when using theory based on the LJ potential, even when the
description of the mixture is entirely equivalent. This further emphasises that the mag-
nitude of kij obtained when fitting to experimental-mixture data does not of necessity
reflect the success of the theory in describing the mixture.
2.3.2 Large non-polar molecules
There are two classes of mixture for which it may be expected that the simple Hudson-
McCoubrey combining rules will be inadequate. One of these is that involving polar
molecules, which we will address in the following subsection. The other is large or
8
unsymmetric molecules, for which the original London theory is inapplicable. The
reason for this is that the dispersion force arises from the interaction of centres of
polarisation in the molecule, and only in the simplest of cases can the molecule itself
be treated as an “averaged” polarisation centre. Rather, the centres of polarisation
are generally associated with the covalent bonds in the molecule. It is worth noting
here that in a later work London [34] also discussed the case of unsymmetric molecules;
the “compound” molecule is considered as being built up of elementary polarisable
ellipsoids localised at the covalent bonds. The interaction of two ellipsoids is given
in terms of bond polarisabilities parallel with and perpendicular to bond axes. The
orientationally averaged dispersion interaction is then obtained as
φunsymij,disp = −
2
3r6
[A+ 2(Bij +Bji) + 4C] (26)
where
A =
h
4
ν‖,iν‖,j
ν‖,i + ν‖,j
α‖,iα‖,j, Bij =
h
4
ν‖,iν⊥,j
ν‖,i + ν⊥,j
α‖,iα⊥,j and
C =
h
4
ν⊥,iν⊥,j
ν⊥,i + ν⊥,j
α⊥,iα⊥,j; (27)
the subscripts ‖ and ⊥ denote the components of the electronic polarisability parallel
with and perpendicular to the bond, and the associated characteristic frequencies.
Notionally, averaged molecular polarisabilities are obtained as the sum of averaged
bond polarisabilities of each of the bonds in the molecule [3], so that the total dispersion
interaction will be a sum of such terms. For isotropic molecules, the expression reduces
to equation (1). A simple combining rule would not be directly obtainable from the
Hudson-McCoubrey method, since an extra equation would be required to solve for
both components of the polarisability. In some cases it may be possible to overcome
this problem using published data on molecular and bond polarisabilites to provide
an extra equation relating these quantities. Nevertheless, it is clear that the form of
such a rule would still be that of equation (8), i.e., ij ∼ (ij) 12 , differing only in the
prefactor. We do not attempt this here however; instead, we propose a rather simpler
approach which takes advantage of the molecular basis of SAFT [35, 36].
In SAFT, molecules are treated as chains of m spherical segments. Each of the
segments are generally small enough to be considered using the London theory; the
challenge is to relate the molecular information required in the London theory to the
model at segment level. We apply the theory in similar fashion to the derivation for
simple molecules. It is important, however, that there is no polar contribution from a
large molecule since the electronic polarisability, α, in the terms representing the polar
contributions will now be formally different from that in the London-dispersion term;
the former still represents an averaged molecular polarisability whereas the latter now
represents an averaged segment polarisability corresponding to the spherical segments
comprising the model molecule. Moreover, the Keesom (orientation) and Debye (in-
duction) terms are angle averages of orientation-dependent polar interactions; such an
angle averaging would be inappropriate for a chain of spherical segments that are not
each free to rotate independently. In order to incorporate the polar terms one would
need to incorporate explicitly the segment polarisabilities, which is not trivial. There
is hope that such a procedure may be tractable with group-contribution versions of
SAFT, in which the chemical nature of each segment is more-clearly characterised;
here segment polarisabilities could be evaluated as a sum of the polarisabilities of the
bonds within each segment, in a fashion analogous to the London theory for compound
molecules.
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Within the present formalism, the attractive interaction between molecule i and
molecule j now becomes (cf. equation (19))
ψattij
4pi
= − mimj
3σ3ij(4piε0)
2
{
3
2
IiIj
(Ii + Ij)
αseg0,i α
seg
0,j
}
, (28)
where mi is the SAFT parameter (for molecule i) representing the number of segments
in the chain (taking account of molecular shape) and αseg0,i represents the polarisability
of each segment, while that for the model becomes (cf. equation (20))
ψSW−chainij
4pi
= −
mimj
SW
ij σ
3
ij
(
λ3ij − 1
)
3
. (29)
Apart from the use of the segment properties, these two expressions differ from equa-
tions (19) and (20) only in the factormimj . Since this is present in both representations
of the interaction, it will cancel on equating the two. Consequently the derivation pro-
ceeds exactly as for the simple SW case and once again we arrive at equation (25) for
kij .
2.3.3 Polar molecules
In this section we develop a mechanism for incorporating polar interactions in the
existing theoretical framework, in which there are no specific terms in the free-energy
expression explicitly representing the effect of polarity. There have been a number of
studies explicitly incorporating the effect of polarity in SAFT-like equations of state,
for example references [16, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52].
While it is clearly desirable to account explicitly for all contributions to the interaction
in the free-energy expression, it is still important to develop a mechanism through
which account can be made in the existing theoretical framework. We do not here
consider the explicit approach, although in the discussion section we consider briefly,
from a theoretical point of view, some of the potential advantages and disadvantages
of the two strategies.
Polar interactions are often accounted for in an effective way through the potential-
model parameters. For example, Reed and Gubbins have shown how the Keesom and
Debye interactions may be incorporated in a two-parameter Lennard-Jones represen-
tation (section 5.8 of Ref. [23]); the dependencies on dipole moment, polarisability
and temperature are thereby subsumed into σ and LJ. In the case of strong polar
interactions leading to molecular association, the effects of polarity are sometimes ac-
counted for by the use of off-centre SW bonding sites, which introduce extra energy and
range parameters for the association interaction. Even for a SAFT treatment in which
the intermolecular potential explicitly contains an r−6ij -dependent attractive term, the
presence of bonding sites would prohibit directly following the Hudson-McCoubrey pro-
cedure since there must, of course, be a contribution to the integrated energy from the
off-centre SW bonding sites, which must be explicitly included in the calculation.
An advantage of considering the integrated form of the potential is that, whereas
previously in the Hudson-McCoubrey-type analysis discussion was necessarily restricted
to terms varying as r−6ij , it is now possible to consider also higher terms without signif-
icantly increasing the complexity of the derivation. While expecting their influence in
most cases to be negligible, we incorporate into the total attractive interaction also the
leading terms arising from the permanent quadrupole moments of the molecules, those
being the quadrupole-dipole and quadrupole-induced dipole interactions. Thereby, the
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total attractive interaction (cf. equation 12) becomes [23]
φtot,attij = −
1
(4piε0)2r6ij
{
3α0,iα0,j
2
IiIj
(Ii + Ij)
+
µ2iµ
2
j
3kBT
+ µ2iα0,j + µ
2
jα0,i
}
− 1
(4piε0)2r8ij
{
µ2iQ
2
j + µ
2
jQ
2
i
2kBT
+
3
2
(
Q2iα0,j +Q
2
jα0,i
)}
(30)
where Qi and Qj denote the total quadrupole moments of molecules i and j. Note that
this is a molecular expression, applicable for small molecules; we do not consider large
(or chain) molecules here. The integrated form of φtot,attij is obtained as
ψtot,attij
4pi
= − 1
3σ3ij(4piε0)
2
{
3
2
IiIj
(Ii + Ij)
α0,iα0,j +
µ2iµ
2
j
3kBT
+ µ2iα0,j + µ
2
jα0,i
}
− 1
5σ5ij(4piε0)
2
{
µ2iQ
2
j + µ
2
jQ
2
i
2kBT
+
3
2
(
Q2iα0,j +Q
2
jα0,i
)}
. (31)
In practice, when using this equation we have found that it is sufficient for each fluid
to include only the leading polar moment, i.e., the quadrupole is included only in the
event that the dipole moment is zero, such as is the case for CO2. For the square-well
model with bonding sites we will have
ψSAFT−SWij
4pi
= −
mimj
SW
ij σ
3
ij
(
λ3ij − 1
)
3
+ nij ψ
site
ij (32)
where ψsiteij represents the integrated energy for each of the nij association interactions
per pair of molecules (i, j).
In the spirit of Hudson and McCoubrey, the integrated energy from equation (31)
must now be equated with the integrated energy represented by the potential model
employed in the SAFT-VR theory. For the like-like interaction, from equation (31) we
will have
ψtot,attii
4pi
= − 1
3σ3ii(4piε0)
2
{
3Iiα
2
0,i
4
+
µ4i
3kBT
+ 2µ2iα0,i
}
− 1
5σ5ii(4piε0)
2
{
µ2iQ
2
i
kBT
+ 3
(
Q2iα0,i
)}
(33)
= − 1
(4piε0)2
{
α20,i
(
Ii
4σ3ii
)
+ α0,i
(
2µ2i
3σ3ii
+
3Q2i
5σ5ii
)
+
(
µ4i
9σ3iikBT
+
µ2iQ
2
i
5σ5iikBT
)}
(34)
while for the associating-fluid model (SW segments with association sites) we will have
ψSAFT−SWii
4pi
= −m
2
i 
SW
ii σ
3
ii
(
λ3ii − 1
)
3
+ nii ψ
site
ii (35)
where ψsiteii represents the integrated energy for each of the nii association interactions
per pair of molecules of i. Analogously to the previous derivation we now equate
equations (33) and (35) to give a quadratic equation for α0,i:
α20,i
(
Ii
4σ3ii(4piε0)
2
)
+ α0,i
(
1
(4piε0)2
[
2µ2i
3σ3ii
+
3Q2i
5σ5ii
])
+
(
1
(4piε0)2
[
µ4i
9σ3iikBT
+
µ2iQ
2
i
5σ5iikBT
]
− m
2
i 
SW
ii σ
3
ii
(
λ3ii − 1
)
3
+ nii ψ
site
ii
)
= 0.
(36)
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Substituting the solution of this equation, α∗0,i, in equation (31) and equating with the
integrated energy corresponding to the associating-fluid model (equation (32)) gives,
following multiplication throughout by −1,
mimj
SW
ij σ
3
ij
(
λ3ij − 1
)
3
− nij ψsiteij =
1
3σ3ij(4piε0)
2
{
3
2
IiIj
(Ii + Ij)
α∗0,iα
∗
0,j +
µ2iµ
2
j
3kBT
+ µ2iα
∗
0,j + µ
2
jα
∗
0,i
}
+
1
5σ5ij(4piε0)
2
{
µ2iQ
2
j + µ
2
jQ
2
i
2kBT
+
3
2
(
Q2iα
∗
0,j +Q
2
jα
∗
0,i
)}
(37)
This can be rearranged to give SWij :
SWij =
3
mimjσ3ij
(
λ3ij − 1
)
×
{
1
3σ3ij(4piε0)
2
(
3
2
IiIj
(Ii + Ij)
α∗0,iα
∗
0,j +
µ2iµ
2
j
3kBT
+ µ2iα
∗
0,j + µ
2
jα
∗
0,i
)
+
1
5σ5ij(4piε0)
2
(
µ2iQ
2
j + µ
2
jQ
2
i
2kBT
+
3
2
(
Q2iα
∗
0,j +Q
2
jα
∗
0,i
))
+ nij ψ
site
ij
}
.
(38)
Most commonly, the Lorentz (arithmetic-mean) combining rule is invoked for σij while,
similarly, the simple arithmetic-mean rule [equation (24)] is usually used for λij. (Very
occasionally a binary-interaction parameter is employed to adjust the Lorentz combin-
ing rule for σij .) As previously, kij is evaluated by comparison with the value of 
SW
ij
obtained from equation (38) with that using the Berthelot rule. Note that the term
4piε0 does not cancel from equation (38), unlike the case of non-polar molecules; this
will be important in considering dense phases, when ε0 should be replaced by ε0εr,
where εr represents the dielectric of the medium.
The task still remains to evaluate ψsiteij . Intuitively, one would expect a crude
estimate of ψsiteij to be given by the product of the bonding volume, VABij , corresponding
to the interaction of a site of type A with one of type B on molecules of types i and j,
with the depth of the bonding interaction:
ψsiteij = −siteABijVABij (39)
Such a representation would be very convenient since these quantities are routinely
available. It turns out that one can indeed place this intuitive representation on a
reasonably firm theoretical foundation; our derivation is presented in the Appendix at
the end of the document. Note that this derivation also describes the exact calculation
of VABij (which differs slightly from the usual approximate bonding volume, KABij ,
described, for example, in reference [53]).
Of course, siteABij can be evaluated only by first assuming the form of a combining
rule for siteABii and 
site
ABjj, just as is the case for the mixture parameters σij and λij. The
standard practice for mixtures of associating compounds is to assume the Berthelot rule
for the site-site interaction and absorb any inconsistency so introduced in fitting the
value of the binary-interaction parameter kij for the (dispersion) square-well depth, ij .
For the purposes of this paper we will seek to compare our calculations with existing
work and therefore we adopt this procedure here, although it would be straightforward
to introduce a more-consistent combining rule at a later juncture.
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For the case of a mixture of one associating compound with a non-associating
compound, an alternative expression for ψsiteij , albeit frequently less-useful (as will be
seen), may be obtained by consideration of the association free energy expression in
SAFT. As described earlier, according to the theory of Rushbrooke [24], the effective
contribution to the potential of interaction resulting from the presence of the sites
must have the form of a Helmholtz free energy. The free energy of association, Aassoc,
is obtained from Wertheim’s thermodynamic perturbation theory (TPT1) as [53, 54]
Aassoc
NkBT
=
[
s∑
a=1
(
lnXa − Xa
2
)
+
s
2
]
, (40)
where the sum is over all s sites a on a molecule and Xa is the fraction of molecules
not bonded at site a, which is obtained from the solution of the mass-action equation
Xa =
1
1 +
∑s
b=1 ρXb∆a,b
. (41)
Here ρ is the density and ∆a,b is a function that characterises the association between
site a and site b on different molecules, which depends upon the depth and range of the
site-site square-well interaction and on the position of the site; for details see reference
[53].
Since equations (40) and (41) are solved as part of any SAFT calculation, the value
of Aassoc may be available for characterised models of pure substances, or may be recov-
ered from values of Xa. The dependence on the density, ρ, indicates that in Wertheim
TPT1 approaches the effective potential in the liquid is different from that in the vapour
phase. At first sight this appears surprising, however if, for example, the association
represents a hydrogen-bonding interaction it simply reflects that in the liquid the de-
gree of hydrogen bonding is high, whereas in the vapour phase it is low (with Xa ≈ 1).
An effective intermolecular potential can be obtained from equation (40) by the simple
assignment of N = 2; ψsiteii is then obtained in straightforward manner using equation
(18). Unfortunately, this route to ψsiteii may not be possible in practice since values of
Xa are not routinely published with SAFT models, however the crude estimate using
equation (39) may still be used. The reason that this last approach is restricted to
mixtures of a single associating compound with a non-associating compound is that it
is far from obvious how to write down a combining rule that would enable evaluation
of ψsiteij from ψ
site
ii and ψ
site
jj for the mixture of two associating compounds, while the
values of Xa would not be available a priori for the (ij) interaction.
2.3.4 Water, and other hydrogen-bonding molecules
Among the most common mixtures that arise in modelling phase equilibria are those in-
volving water. Water is notoriously difficult to model due, in large part, to the strength
of its hydrogen-bonding interaction and to its ability to form multiple hydrogen bonds.
According to Israelachvili [22], hydrogen bonding may be thought of as a complicated,
short-ranged interaction, the energy of which depends roughly on the square of the
separation of the electronegative atoms (e.g., the oxygens in O−H· · ·O) involved in the
hydrogen bond. Clearly such an interaction may not be suitably represented by the
Keesom (∼ −1
r6
) interaction. Unfortunately, however, it is not straightforward to write
down a simple, orientation-independent expression which can satisfactorily represent
the hydrogen-bonding interaction in the way that the Keesom interaction represents
the simple dipole-dipole interaction. Nevertheless, for mixtures involving hydrogen-
bonding molecules the simple Berthelot rule (kij = 0) is likely to be an inappropriate
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choice to describe the mixed interaction, in the same way that we have demonstrated it
to be inappropriate for mixtures involving simple polar molecules since its use implies
that the components of the mixture are described at the level of London dispersion
only. Clearly a method which leads to a more physically meaningful representation of
the binary interaction is even more important in this case.
In modelling associating fluids with SAFT-VR no distinction is made concerning
whether the origin of the association is hydrogen bonding or the result of simple dipolar
interactions. The association contribution to the interaction potential between the
SAFT-VR-model molecules may therefore be evaluated exactly as described in the
preceding section. However, neither equation (12) nor equation (30) are satisfactory
in capturing the “real” hydrogen-bonding potential, thereby it would appear that a
Hudson-McCoubrey-type analysis may not be possible in this case.
Nevertheless, some progress may be made by recognising that the degree of hydro-
gen bonding in the vapour phase is expected to be relatively low, a feature mirrored
by the low degree of association in SAFT representations of the vapour phase, such
as the case of a recent model of water [55]. This suggests that it may be possible to
neglect the short-ranged hydrogen-bonding contribution and approximate the vapour-
phase intermolecular interaction simply as constituting a sum of the London dispersion
interaction with those involving the dipoles or (where appropriate) quadrupoles, as de-
scribed in the preceding section. Although this is very crude, it would still be expected
to lead to a substantially improved description of the mixed interaction compared with
the Berthelot rule.
In the liquid phase the degree of hydrogen bonding is likely to be high; this is
certainly true, for example, in the case of liquid water. In this case the hydrogen-
bonding interaction should not be neglected and the methods introduced thus far would
be expected to give poor results without an explicit form of the hydrogen-bonding
interaction. Treatment of the liquid phase(s) of hydrogen-bonding systems at the level
of the intermolecular potential is beyond the scope of the present work and is therefore
deferred to a future study. However, since at least some recognition of the interaction
in the theory thus far is made via the Keesom and Debye terms it is hoped that the
theory should offer at least a small improvement over the Berthelot rule even in this
case.
3 Results
We test the new combining rules by comparison with published binary-interaction
parameters from previous studies and with new calculations for the binary mixtures of
methane + n-octane, n-alkane + tetrafluoromethane, neon + xenon, carbon monoxide
+ hydrogen sulphide and water + methane.
3.1 Non-polar molecules
It has been demonstrated that the simple Lorentz-Berthelot rules provide for an ad-
equate representation of the phase equilibria of binary mixtures of n-alkanes when
studied using SAFT-VR.[56, 57] The first test of the current theory is, therefore, that
it should predict near-zero values of kij for these systems. Binary-interaction parame-
ters for alkane mixtures calculated using equation (25) are presented in Table 1. Values
of ionisation potential were taken from reference [58]; in Table 2 we list ionisation po-
tentials used here and throughout the rest of this section. The predicted values are
indeed near zero, particularly when the alkanes are near neighbours in the homologous
series. To illustrate the sensitivity of calculated phase equilibria to kij of these orders
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of magnitude we have carried out new vapour-liquid equilibrium calculations for the
methane + n-octane system, which here features the largest value of kij = 0.02553 in
Table 1, using firstly kij = 0.02553 and secondly, for comparison, kij = 0. The results
of these calculations are presented in Figure 3 as three pressure-composition isotherms,
at T = 223.15K, 273.15K and 423.15K. The greatest sensitivity seen in these plots
to the value of kij is the location of the vapour-liquid critical point which, in any
case, should be overestimated using an analytical equation of state such as SAFT-VR.
The calculations using the calculated value of kij provide overall the better description
of the experimental data, although at the highest-T isotherm, that using kij = 0 is
excellent. Based on this evidence, one would not expect that calculations for mix-
tures of n-alkanes of lower size asymmetry would suffer unacceptably from the absence
of discrimination between kij = 0 and values of the order of those seen in Table 1;
one would, therefore, expect an adequate representation of phase-equilibria using the
Lorentz-Berthelot rules, as has been demonstrated in earlier studies [57, 61, 62].
A useful test for mixtures of apolar molecules from different chemical families is pro-
vided by binary mixtures of nitrogen with alkanes. Zhao et al. [63] have recently stud-
ied several such mixtures using SAFT-VR. Calculations using the Lorentz-Berthelot
rules were adequate for mixtures of nitrogen with methane, n-butane and n-pentane,
however it was pointed out that a (non-zero) binary-interaction parameter would be
needed to capture the mixture data for nitrogen + n-heptane. For these systems we
calculate kij = 0.017, 0.044, 0.050 and 0.061. (We obtain these same values (to two
significant figures) irrespective of whether we include the quadrupole of nitrogen (1.46
DA˚, the average of experimental values given in reference [64]) in our calculation, using
equation (38), or neglect it, i.e., using equation (25); since nitrogen is a small molecule,
we are able to calculate kij using either equation.) Zhao et al. [63] provided kij val-
ues obtained by fitting to the critical lines for several other N2 + n-alkane mixtures.
For these cases, non-zero potential-range binary-interaction parameters, lij, were also
employed, hence we calculated kij for these systems via 
SW
ij evaluated using equation
(23) rather than directly using equation (25), in which the arithmetic mean rule is
assumed. The fitted and calculated values are presented in Table 3. We do not expect
that our calculated kij values will match exactly those obtained by fitting; nor should
they, given the crude nature of our theory. Nevertheless, they do appear to capture the
trends and clearly provide a better estimate than the simple Berthelot rule. In order
to provide an estimate of the effect in these calculations of the inclusion of non-zero lij ,
in the last row of Table 3 we give our calculated value of kij for the mixture assuming
lij = 0, whence it can be seen that the kij value is very sensitive to lij .
It is noticeable that the theory suggests an increasing kij for increasingly asymmet-
ric nitrogen + n-alkane mixtures. This is due, in large part, to the steady decrease in
ionisation potential of n-alkanes with chain length, whereas nitrogen has a relatively
large ionisation potential of 15.5808 eV [58]. Unfortunately, values of ionisation po-
tential for n-alkanes beyond C11H24 are unavailable. However, it would be expected
that the they would approach a limiting value for long chains. A systematic way to
estimate the limiting value at high carbon number (C) is to linearise I with respect
to C; ideally we would like to do so using a function of C which reflects the segment
nature of our model of the chains. Such a procedure has previously been successfully
employed to estimate SW-potential parameters for polyethylene (PE) chains. [57, 61]
In Figure 4(a) we present the plot of mI vs C; this function is indeed almost perfectly
linear (the equation of the fit is indicated in the figure, together with the regression
coefficient). Rearranging the equation of the line in terms of I, recalling the relation
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m = (C − 1)/3 + 1 [65], yields
Ialkane/eV =
8.6702 + (28.8207/C)
1 + (2/C)
(42)
so that the long-chain limit is Ialkane = 8.67 eV. The plot of I vs C corresponding to
the fit is given in Figure 4(b). Based on this estimate, we calculate kij = 0.11 for a
mixture of N2 with PE. (As a rough estimate of the uncertainty in this extrapolation,
a purely visual extrapolation of the ionisation-potential data in Figure 4(b) would lead
to a somewhat lower estimate of the limiting value, in the region of Ialkane ∼ 7.5 eV,
which would in turn lead to a value of kij ∼ 0.13.) Recently the multicomponent phase
equilibria of light gases and (melt) polyethylene have been studied with SAFT-VR [62].
A variety of binary mixtures were considered, among which was that of nitrogen with
high-density polyethylene (HDPE) of molecular weight (MW) 111 kg mole−1. For
this mixture, kij = 0.15 with SAFT-VR was obtained by adjustment to experimental
mixture data. (We note that the SW-potential parameters used in this work [62] to
model N2 were slightly different from those in Zhao et al. [63], however the same
values of kij (to two significant figures) were calculated using the parameters of either
model.) In Figure (5) we present SAFT-VR calculations of the absorption of N2 in 111
kg mole−1 HDPE using kij = 0, kij = 0.11 (the predicted value) and kij = 0.15 (the
fitted value from Ref. [62]). It is clear from this figure that, although the fitted value
of kij is larger, the calculations using the predicted value are still in close proximity to
those using the calculated value, and surely a large improvement on the Berthelot rule.
A variety of other binary mixtures were also studied in reference [62]. Moreover, in
this study the predictions using SAFT-VR were compared with those using simplified
PC-SAFT [66, 67] with respect to the same experimental data. In general, to obtain
equivalent descriptions of the mixture data, slightly larger values of kij were found to
be necessary when using SAFT-VR than when using simplified PC-SAFT. Given that
identical systems were considered using both SAFT approaches, this study provides an
opportunity not only to test the ability to predict kij values, but also the conclusion
from Figures 2 and 1 that larger values of kij may be expected when using the square-
well potential (due to the extra sensitivity to λ). Although the potential model in
simplified PC-SAFT is not exactly of Lennard-Jones form, it is nevertheless defined by
two analogous parameters, PC and σPC, and therefore the original Hudson-McCoubrey
rules provide an essentially equivalent means of predicting kij for simplified PC-SAFT
to the rules for SAFT-VR (with the square-well potential) proposed in this paper. This
provides a platform on which to judge whether the larger kij values associated with
SAFT-VR in this study, compared to those associated with simplified PC-SAFT, were
simply a reflection of potentials underlying the two versions of the theory.
Due to the large number of components considered in reference [62] binary-interaction
parameters for gas-gas interactions were assumed to be zero without fitting to binary-
mixture data. Values of kij for binary mixtures of gas + polymer, obtained by adjusting
to experimental mixture data, are given in Table 4, together with predicted values of
kij . (Zero values given in the table in parentheses indicate that kij = 0 was found to be
satisfactory without adjustment.) For the case of SAFT-VR (the square-well potential),
once again, the predicted values (obtained from equation (25)) do not match exactly
the fitted values but they do capture the trends and provide a much better estimate
than the Berthelot rule. In the same table, predicted kij values for the simplified-PC-
SAFT treatment are given, based on the original Hudson-McCoubrey rules, alongside
those used in the study [62]. Similarly, the trends are qualitatively captured using the
Hudson-McCoubrey rules. For the case of simplified PC-SAFT, for all but two systems
it was found unnecessary to obtain an adjustment to the Berthelot rule, i.e., kij = 0
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was found to be satisfactory; for these systems a small kij is predicted. Moreover,
the Hudson-McCoubrey rules correctly identify the two that did require adjustment
as having larger kij . In particular, it is interesting to compare predicted and adjusted
kij values for the two versions of SAFT. Larger kij values are systematically predicted
by the theory and obtained by “fitting” when using SAFT-VR (with the square-well
potential) than when using simplified PC-SAFT (with a Lennard-Jones-like potential).
It must be stressed that, as the potential model in simplified PC-SAFT is not exactly
of Lennard-Jones form, one cannot draw too strong a conclusion from this, however it
does corroborate the idea that the magnitude of kij obtained by “fitting” more strongly
reflects the potential model underlying the theory than the relative success or failure
of the theory to represent the mixture under consideration; i.e., the binary parameter
kij is not a “correction”.
There are relatively few further classes of non-polar binary mixture for which there
are available fitted kij (for use within SAFT-VR with square-well potentials) in the
published literature. (This is largely due to the perceived wisdom that the Berth-
elot rule should be used wherever possible.) Of those available, two classes stand out
as characterised by large, non-zero kij : those involving perfluoroalkanes and alkanes,
and those involving boron trifluoride and alkanes. The n-alkanes have small ionisa-
tion potentials compared with both CF4 and BF3; the ratio is ∼ 0.6–0.7 in each case.
Additionally, published models for both have relatively small values of λ ∼ 1.3 com-
pared with the n-alkanes (λ ∼ 1.5). A glance at Figure 2 immediately indicates that
significantly non-zero kij are likely.
There has long been interest in modelling mixtures of n-perfluoroalkanes and n-
alkanes; indeed, this was the system of particular interest to Hudson and McCoubrey
[7]. Hildebrand, Prausnitz and Scott [68] examined the system methane + tetraflu-
oromethane using second-virial-coefficient data of Douslin et al. [69] and found em-
pirically a value of kij = 0.07, based on a Lennard-Jones model. In a theoretical
investigation using bonded-hard-sphere theory [70], kij = 0.091 was obtained both for
methane + tetrafluoromethane and n-butane + perfluorobutane, although it should be
noted that this binary-interaction parameter was used in relation to van der Waal’s aij ,
rather than an intermolecular-potential well depth. Mixtures of n-alkanes and perfluo-
roalkanes have also been studied with SAFT-VR [71]. In this study the main interest
was in the behaviour of the critical lines of the mixtures, therefore the pure-component
parameters used were rescaled to the experimental critical points of the respective pure
components. The mixture of butane with CF4 was singled out to establish a kij value
to use with the whole series of mixtures. The value obtained was kij = 0.0794; using
ICF4 = 17.82eV [72] and the pure-component model parameters of reference [71] we
calculate kij = 0.063 for this mixture, which is again smaller than the fitted value but a
substantial improvement on the Berthelot rule. For the mixture of methane with CF4
we calculate kij = 0.050. Using the same pure-component SAFT-VR parameters as
in [71], we have made new fluid-phase-equilibrium calculations for the binary mixtures
nC4H10 + CF4 and CH4 + CF4; for each mixture we used first the Berthelot rule
(kij = 0) and then our predicted values of kij . In Figure 6 our calculations for the
mixture nC4H10 + CF4 are displayed. Using the predicted kij = 0.063 the SAFT-VR
calculation not only correctly predicts type III behaviour (according to the classification
of van Konynenburg and Scott [73]) but even provides a good quantitative description
of the experimental data. Conversely, the calculation using kij = 0 predicts entirely the
wrong class of phase behaviour. (One of type II or type IV is predicted; to delineate
between these two possibilities we would need to examine the three-phase line, which
is of little or no interest given that both possibilities are incorrect.) Our study of the
mixture of CH4 + CF4 provided similar results. Using our predicted kij = 0.05, the
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SAFT-VR calculations correctly predict type II mixture behaviour. Conversely, using
kij = 0 we obtain no liquid-liquid phase separation anywhere in the phase diagram.
A value of kij = 0.134 has been reported for the mixture of n-butane with BF3 [74];
using the corresponding SAFT-VR parameters we calculate kij = 0.086 for this sys-
tem (IBF3 = 15.7 eV [58]). A value for the mixture of BF3 with Xe of kij = 0.2 was
also reported; we cannot account for this very large value however we do again cal-
culate a relatively large non-zero kij = 0.064. It is well known that boron trihalides
have a strong tendency to dimerise to overcome the electron deficiency of boron in
the monomer; this is evidenced by the appearance of mixed halides (i.e., with boron
chemically bonded to different halides in the same molecule) when two or more boron
trihalides are mixed together. No account of this unusual behaviour is taken in the
theory or the model for the pure component; any influence on the phase behaviour
is taken care of in an averaged way via the pure-component parameters. Any such
subtle effects would propagate into mixture calculations and our inaccuracy in dealing
with mixtures involving this compound could be a reflection of this. Notwithstanding
this inaccuracy, our calculations do indicate significantly non-zero kij values are to be
expected, and represent a considerable improvement on the Berthelot rule.
According to any theory of the Hudson-McCoubrey type, molecular-size asymme-
try should lead to deviations from the Berthelot rule. An obvious candidate mixture
to illustrate this is that of neon + xenon, for which there is a large size asymmetry.
One might naively expect mixtures of the noble gases to be ideal mixtures however this
mixture exhibits Type III phase behaviour [75, 76] according to the classification of van
Konynenburg and Scott [73]; in particular, it exhibits “gas-gas immiscibility” of the
second kind [5] because fluid-fluid coexistence can occur at temperatures greater than
critical temperature of the least volatile component. It is becoming increasingly recog-
nised by the simulation community that the Lorentz-Berthelot rules are inadequate in
describing mixtures of the noble gases.[77] In simulation studies of the Ne + Xe system,
extremely large binary-interaction parameters have been found for the potential-model
energy parameter, albeit using significant deviations from the Lorentz rule for the size
parameter [76, 78]. A SAFT-VR model for xenon has previously been developed [74];
no existing model was available for neon and therefore we have optimised model pa-
rameters for neon, and carried out new calculations for the Ne + Xe mixture. Our
optimised parameters for Ne are presented in Table 5. Neon and xenon have ionisation
potentials of 21.56 eV and 12.13 eV (respectively) [58], while (as expected) there is also
a large discrepancy in the values of σ for the two models, with values of ∼ 2.7A˚ and
∼ 3.8A˚(respectively). Based on previous analysis (e.g., Figure 2) one would expect
a large, positive kij for this system; we calculate kij = 0.114. (It is interesting to
note that if, instead of the ionisation potentials, one takes the product of characteristic
frequency times Planck’s constant for neon and xenon given by London [2] or Kihara
[80], which the ionisation potentials are intended to approximate (e.g., compare and
contrast equations (1) and (2)), higher values of kij ∼ 0.14 or ∼ 0.16 (respectively)
are obtained.) In Figure 7 we show pressure-composition isotherms at T = 173.15K,
198.15K, 223.15K and 248.15K calculated using SAFT-VR with kij = 0.114 (solid
curves) and kij = 0 (dashed curves). The experimental data are from reference [75].
It is clear from this figure that the predicted kij performs better than kij = 0 for
this system; indeed, an even-larger binary-interaction parameter would be required to
capture the experimental data. Thus, although we predict a large value of kij , it ap-
pears nevertheless to be an underestimate. This is consistent with the value of kij used
in the simulation study of Ne + Xe by Panagiotopoulos [78]. In his study using the
Lennard-Jones potential, Panagiotopoulos evaluated the cross interactions using the
experimentally determined cross second virial coefficient; the cross size parameter, σij ,
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so determined was equivalent to adjusting the Lorentz rule using a binary-interaction
parameter of −0.033. Since the Hudson-McCoubrey rules assume the Lorentz rule, we
calculate kij for this model using the precursor equation 7 to evaluate ij, obtaining
kij by comparison with the geometric-mean rule. Using σij = 1.033(σii + σjj)/2 leads
to kij = 0.272, compared to the value of kij = 0.312 used by Panagiotopoulos [78].
It has been shown [30, 31] that the use of the Smith-Kong combining rule [29, 30]
(derived from the repulsive part of the interaction potential) in conjunction with pure-
component Lennard-Jones parameters for Ne and Xe leads to Lennard-Jones parame-
ters for the Ne-Xe mixture potential that are very close to those determined by adjusting
to the experimental data; this is also true for other noble-gas mixtures. To obtain the
best representation for Ne + Xe (and noble-gas mixtures in general) we would proba-
bly need to extend our treatment to include the repulsive part of the potential. This
may also be a factor in the low value of kij predicted for the mixture of BF3 with Xe,
described earlier.
3.2 Mixtures including polar molecules
A principle motivation for undertaking this study was to be able to estimate kij for
mixtures including polar fluids such as water, since many such mixtures are important
in engineering applications. For example, the mixture of water with HF is of great
importance industrially; for this mixture a large, negative kij is usually found in phase-
equilibria studies, which is often interpreted in the sense of a weakness in the theory.
Water is one of the few fluids for which the polar interactions are not dominated by the
dispersion interaction [22] and therefore it is natural to consider whether combining
rules which explicitly incorporate polar interactions will improve upon combining rules
of the Hudson-McCoubrey type which, as we have seen, predict kij that are bounded
in the interval (0,1).
As is apparent from section 2, once polar interactions are included in the theory
the straightforward proportionality of ij with the geometric mean
√(iijj) is lost.
However, a further complication arises which has not yet been considered. The London
theory, upon which our theory has been based, strictly applies only in the absence of
a (dielectric) medium. In the vapour phase the dielectric, εr ≈ 1 for all fluids, so that
it is reasonable to apply the London theory and, thereby, the theory presented in this
work. However, in the liquid phase, the dielectric is generally no longer approximately
unity; for example that of water, which is a strong function of temperature, takes
values ranging from ∼ 90 near freezing to ∼ 10 near the critical point [58, 81]. In this
case, the London equation may not suffice and we expect our theory may fail. For this
reason alone, it becomes clear that the liquid and vapour phases of mixtures with polar
components should be treated separately. In treating the liquid phase the effect of the
dielectric must be taken into account. The Keesom and Debye terms may be derived
classically and, consequently, the effect of the dielectric may be incorporated in these
terms simply by replacing (4piε0) by (4piε0εr). We incorporate the effect on the London
dispersion term in the same fashion. To be clear, this means that in evaluating kij for
the liquid phase, (4piε0) is replaced by (4piε0εr) wherever it appears in the theory.
Furthermore, not only do dielectric constants differ in the liquid and vapour phases,
but so do molecular dipole moments. For example, the vapour-phase dipole moment
of water is ∼ 1.9 D [58], while the liquid-phase dipole moment is ∼ 3 D (although this
is also temperature dependent); for a discussion on the liquid-phase dipole moment of
water see reference [82] and references therein. Thus, it is clear that kij may be expected
to differ in the liquid and vapour phases and in the following, separate predictions of
kij are made for the liquid and vapour phases. To test our theory, as in the case of
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non-polar systems, we make comparison with existing literature studies for which kij
have been determined using experimental data, and we provide new phase equilibrium
calculations in cases where kij have not been determined previously. Two complications
arise in this testing. The first is that in existing studies with SAFT-VR, the possibility
of phase-dependent kij has not been considered (so far as we are aware), so that only
a single value is published per mixture; accordingly, care is required when comparing
this single value with the two values obtained using our theory. Secondly, our standard
SAFT-VR phase-equilibrium implementation does not allow for different assignment
of binary kij parameters in each phase. Accordingly, we have modified our SAFT-VR
code to allow for this possibility and in the cases where we make new phase-equilibrium
calculations, we use this modified version of our code. To be clear, with the modified
code, with respect to chemical potential, phase equilibrium occurs when the chemical
potential of each component in phase A, evaluated using kij(A), is equal to that of the
same component in phase B, evaluated using kij(B).
Unfortunately there is a paucity of systems already studied using SAFT-VR which
are suitable for testing our theory. Ideally suited systems would be those for which
kij have been determined using experimental data and for which the necessary values
of dipole (or quadrupole) moment and dielectric constant (in both liquid and vapour
phases) are available, without which we cannot calculate kij using our theory. In-
deed, there are surprisingly few experimental studies of suitable mixtures to test the
theory. One such mixture is that of carbon monoxide with hydrogen sulphide. CO
possesses a small vapour-phase dipole moment of 0.1098D and has an ionisation poten-
tial of 14.014eV [58], while the vapour-phase dipole moment and ionisation potential of
H2S are 0.978D and 10.457eV (respectively) [58]. Experimental pressure-composition
isotherms at 203.15K, 233.15K, 263.15K and 293.15K were determined for the vapour-
liquid equilibrium of CO and H2S by Fredenslund and Mollerup [83]. We have developed
a SAFT-VR square-well model for H2S. We purposely avoided the use of association
sites in this model to reduce the number of variables, and since the purpose here is to
test our theory rather than provide the best possible representation of H2S. For CO
we have taken the model of Sheldon et al. [79]. Our optimised potential parameters
for H2S are presented in Table 5, together with the parameters of Sheldon et al. for
CO. With our modified code, we have calculated pressure-composition isotherms for
this system with SAFT-VR using our predicted kij values. However, these calculations
did not capture satisfactorily the experimental phase diagram. To obtain accurate kij
for comparison with our predicted values, we performed further phase-equilibrium cal-
culations, fitting the calculated p–x isotherms to the experimental data of Fredenslund
and Mollerup; in Figure 8 we present these SAFT-VR pressure-composition isotherms
for CO + H2S. For clarity, we emphasise that unlike other figures in this paper, here
the calculated isotherms are fitted, and not predictions based on predicted kij values.
In Table 6 we compare the fitted kij values with those calculated using our theory.
According to our theory, for the CO-rich (vapour) phase we expect a weak depen-
dence on temperature, however that observed from fitting is far stronger; indeed our
calculated value is representative of the fitted value only at the 203.15K isotherm. (We
do not attempt to calculate kij values for the H2S-rich (liquid) phase since liquid-phase
values of the dipole moments are available for neither fluid; moreover, although a corre-
lation is available for the dielectric of liquid H2S [58] that of the mixture would have to
be approximated.) It is clear that our theory performs poorly in predicting kij values
for this mixture; indeed, on average, simply invoking the Lorentz-Berthelot rules would
provide better correlations of the data. Before completing discussion of this mixture,
it is perhaps worth noting the unusually large difference between the values of  in the
potential models of the two fluids. Most commonly for the systems in this study, the
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ratio of ii/jj is ∼ 2 or less, however in this case H2S/CO ≈ 5.5. It is reasonable
to expect that large differences in the integrated energies of the two pure components
would lead to extra sensitivity to the value of kij for the mixture, since a small change
in kij will lead to a large change in the integrated energy for the mixture interaction.
Considering that σ and λ values vary only over a much smaller range, a large difference
in the values of  of the two pure-components will lead to such sensitivity. This may
have contributed to the poor performance of the theory for this system.
Our theory performs rather better when applied to the mixture of water with
methane. In one sense this mixture is ideal for our purposes since we know a priori that
it phase separates into a phase which is almost pure methane and one which is almost
pure water, thereby we are able to use the dielectric of methane (∼ unity) in respect of
the former phase and that of pure water in respect of the latter; the added complication
of the calculation of the mixture dielectric alluded to in the case of CO + H2S is thus
avoided. However, in another sense any mixture with water is a particularly difficult
choice since in our theory for dipolar fluids we assume that the attractive molecular
attractions may be satisfactorily represented by the sum of the London, Keesom and
Debye terms - in other words, the simple van der Waals attractions. Water, conversely,
is a fluid for which hydrogen bonding plays an extremely important role; no recognition
of this is made in our representation of the fluid. Nevertheless, in the vapour phase
the degree of hydrogen bonding is low and here our theory will be fairly tested; in the
liquid phase, however, the degree of hydrogen bonding is high and therefore our theory
may be expected to fall short.
So far as we are aware, no previous study using SAFT-VR has considered a temper-
ature dependence of kij , therefore we have carried out new calculations on this mixture.
Here (as with all polar molecules considered in this study) we include only the lead-
ing (non-zero) polar term for any molecule in equation (38), i.e., here we include the
dipole moment of water but not the quadrupole. We have calculated kij using both
methods described in Section 2.3.3 to evaluate ψsiteij ; the resulting values are presented
in Table 7. However since, in general, values of the fraction of associating monomers
not bonded, X, may not be available, we will be less concerned with the method using
the association free energy to obtain ψsiteij (via equations (40) and (18)).
For the vapour (methane-rich) phase the calculated values of kij using both methods
are very similar. Not only are they strongly temperature dependent but also, at lower
values of temperature, sufficiently large that a fitted value of such magnitude would
probably, in previous work, have been interpreted as a failure of the theory. The
predicted temperature dependence is particularly striking. At 273.15K a value of kij ∼
0.5 is predicted, decreasing to a value of ∼ 0.2 at T ∼ 580K. This temperature range
corresponds to the melting point of water to 90% of its critical temperature (the SAFT-
VR model is expecting to perform less well in the critical region and correspondingly
during optimisation of the pure-component parameters experimental data in this region
is excluded); methane is highly supercritical throughout this range. For the liquid
(water-rich) phase, calculated values using the two methods are quite different; while
both approaches indicate negative kij , the approach using the association free energy
yields values that are very large and strongly temperature dependent, whereas the
approach using equation (39) for ψsiteij yields values close to zero with only a very weak
temperature dependence.
Pressure-composition isotherms were calculated at the temperatures given in Table
7, for which experimental data are available for comparison. Two calculations were
performed for each isotherm, using first kij = 0 and then a calculated kij-value from
the table. The Lorentz rule for σij was applied in all calculations, and λij was evaluated
using lij = 0. For the methane-rich (vapour) phase, since the kij values by each method
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are very similar we use those obtained using the association free energy, via equations
(40) and (18). In Figure 9 we present the methane-rich side of the pressure-composition
isotherms predicted by SAFT-VR for this mixture; the solid curves correspond to those
calculated using the calculated kij values, while the dashed curves correspond to those
calculated using the Berthelot rule. The water-methane experimental data [84] in this
figure and in Figure 10 are from references [85, 86, 87, 88, 89, 90, 91, 92]. It is striking
that the calculations with the predicted kij values capture beautifully the experimental
isotherms in Figure 9, while those made using the Berthelot rule lie far from the data.
The exception to this is the T = 573.15K isotherm, for which there is some ambiguity
in the two sets of experimental data, one of which (filled squares) is well described
using the calculated kij and the other of which (open squares) is well described using
the Berthelot rule. This isotherm corresponds to a temperature around 90% of the
critical temperature of water therefore, even should the open-square data be the more
accurate, a decline in performance at this temperature would be expected.
In Figure 10 corresponding isotherms are presented for the water-rich phase of
the mixture phase diagram. The continuous curves in the figure represent calculations
made with kij predicted using Equation (39) for ψ
site
ij (we do not include the calculations
made using kij evaluated via the association free energy, which lie far from the data;
indeed those for the lower-T isotherms of Figure 10(a) are indistinguishable from the
horizontal axis at the scale of the diagram.) The dashed curves, as previously, represent
calculations using the Lorentz-Berthelot rules. Here neither calculations using predicted
kij values nor those using the Berthelot rule are satisfactory and, accordingly, we have
fitted kij to the data; the calculations representing these kij are depicted in the figure
using dot-dashed curves, and the kij values obtained are given in the last row of Table
7. Note that these results were obtained from the same calculations as those in Figure
9, i.e., we use calculated kij for the vapour phase and a fitted kij for the liquid phase.
(Although, at equilibrium, the calculated composition of each phase must depend on
the other phase, in practise the dependence is tiny and there is no appreciable alteration
in the calculated compositions for the methane-rich phase while fitting the water-rich
phase.) For this phase, the calculated kij using using equation (39) for ψ
site
ij yield results
very close to those using the Lorentz-Berthelot rules and are much closer to the fitted
values than those from the approach using the free energy of association. We note that
the lower-temperature isotherms are least well described in this figure. This is due to
the well-known anomaly in the solubility of methane in water, whereby the solubility
first decreases with increasing temperature and then increases again; as far as we are
aware this anomaly is not captured using any equation of state.
We consider next the mixture of carbon dioxide with water. For this mixture,
strikingly different values of kij = −0.76138 and kij = +0.0258 have been published in
two independent SAFT-VR studies [93, 94]; these values are so different as to appear,
at first sight, to be irreconcilable. Although not identical, the pure-component models
used in these two studies were nevertheless similar; the model parameters are given
in Table 8. The temperature range considered in the study of Valtz et al. [93] was
278.2K ≤ T ≤ 318.2K; dos Ramos et al. [94] considered the entire binary-mixture
phase diagram (up to T ∼ 650K), although their binary-interaction parameter was
fitted to give the best representation of the temperature minimum of the fluid-fluid
critical line at 450K. Significantly, in the study of Valtz et al. a potential-range binary-
interaction parameter was employed in the calculation of λij: lij = 0.16732. No such
interaction parameter was used in the study of dos Ramos et al.. Taking into account
the different combining rules for λij , we calculated energy-parameter binary-interaction
parameters for the two pairs of models; our results are presented in Table 9. Note that,
as with the mixture of methane with water, we assume that the liquid-phase dielectric
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can be represented by that of pure water. Although, as seen previously, the values
of our calculated kijs differ somewhat from those fitted to the experimental data, we
nevertheless predict small, positive kij for the dos Ramos et al. mixture, and large,
negative kij for the Valtz et al. mixture. Moreover, recalculating kij for the Valtz et
al. models after setting lij = 0 gives rise to values which are increased by ∼ 1, and are
then relatively close to the values calculated for the dos Ramos models. From these
calculations it can be seen that, for from being irreconcilable, the two kij values of
Valtz et al. and dos Ramos et al. are entirely consistent with each other.
The final mixture that we consider is that of hydrogen fluoride with water. For this
mixture, large negative values of kij are known to be needed in order to provide a good
representation of experimental data. [96, 97] Since this is a mixture of two associating
compounds, we may apply only the theory using equation (39). For water we again
take the recent model of reference [55], while for HF we take the model developed
in [96]. However, in the case of the vapour phase, using this model of HF, together
with µHF = 1.8262D [58], equation (36) returns only complex roots at low temperature
and here the theory fails completely. At higher temperature, however, real roots are
obtained and values of kij may be calculated. At T = 398.15K we obtain kij = 0.009,
at T = 498.15K kij = −0.136 and at T = 598.15K we obtain kij = −0.174. The failure
of the theory at low temperature may be related to the unusually low polarisability
of HF, 0.8A˚3 [58], in the sense that the crude level of the theory may not sufficiently
sensitive to cope with such low polarisabilities. It is interesting to note that evaluating
kij using only literature values of polarisability for both HF and water (in other words,
with polarisability taken as input, rather than obtained as a solution of equation (36)),
at T = 298.15K, gives a value of kij = −0.622. The difficulties we have already
discussed in relation to the liquid phase are here compounded by the unavailability
of experimental liquid-phase dipole moments for HF and, in addition, the problem of
ascribing a value for the liquid-phase dielectric of the mixture. However, at T = 273K,
liquid-phase dielectrics are available for both pure fluids using the correlations in ref
[58]: εr(HF) = 83.82 and εr(H2O) = 87.76. Since these values are so similar it seems
reasonable to assume that the mixture dielectric may be approximated by the mean of
these two values. We take µH2O = 3.0D [82]; although no value for µHF in the liquid
phase is available we find that the calculated value of kij = −0.24 is insensitive (within
two places of decimals) to the value of µHF between its vapour-phase value and 4.0D;
it seems highly unlikely that its true value lies outside this interval. If we suppose
that the liquid-phase dielectric of HF remains close to that of water in the temperature
range up to ∼ 500K, values of kij obtained for liquid remain close to the T = 273K
value. Taken together, these calculations would indicate kij ∼ −0.1 to −0.2; a value
of kij = −0.521 reported in [96] was obtained by fitting to experimental mixture data
in the temperature range ∼ 290K < T <∼ 400K. Although we cannot thus account
for so large a negative kij, it is gratifying that a significant negative value is indicated.
Nevertheless, although encouraging, our results for the mixture of HF with water are
not yet entirely satisfactory. This is clearly a particularly challenging mixture to deal
with and we will return to this system in a forthcoming publication.
4 Discussion
In the introduction to chapter 4 of the well-known Liquids and Liquid Mixtures, Rowlin-
son [5] stated that attempts to explain the properties of mixtures solely from a knowl-
edge of those of the pure components “rests upon the fallacy that the forces (α–β)
between two molecules of species α and β are always determinable from the strengths
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of the forces (α–α) and (β–β)”. The corollary to this is that in order to obtain a good
model for a mixture, one must incorporate some experimental mixture information.
Much more recently, Schnabel et al. [14] have reinforced that, even after the passage
of forty years, this conclusion is still true. Following a systematic comparison of the
performance of eleven different combining rules in describing vapour-liquid-equilibrium
(VLE) data, these authors concluded that none of the combining rules yields appropri-
ate mixture parameters in general, and that to obtain an accurate mixture model, the
mixed interaction should be adjusted to experimental binary data. We do not dispute
this conclusion; there is no doubt that the route to the best model for a binary mixture
is via experimental mixture data. However, this route is not always available. This may
simply be due to the absence of experimental mixture data or, increasingly often in
modern engineering practice, because systems of interest contain so many components
that to treat each of the binary interactions in turn is not feasible within a reason-
able time frame. In this situation there is no choice but to attempt prediction based
only on knowledge of the pure components and here it is paramount to know how to
make the best estimate of the unlike interaction and to have some basis for assessing
the reliability of this estimate. The idea of the theory presented in this paper, like
the Hudson-McCoubrey and related analyses, is to relate the simple model potential
to a compound potential model that is a more-realistic representation of the “true”
potential, thereby providing an equation for one of the mixture parameters in terms
of all the others. The weakness here is that only one equation is provided, whereas
each of the unlike potential parameters is, in reality, unknown. We have followed the
convention in deriving ij(ii, jj,P
φ
ii,P
φ
jj ,P
φ
ij ,P
mol
ii ,P
mol
jj ), where P
mol represents a set
of molecular parameters that are independently available, such as the ionisation poten-
tial, and Pφ represents the set of all the other potential parameters (excluding ). The
dependency on Pφij indicates that all the other combining rules must be either known
independently or a form for them assumed. Although this is a weakness in the theory
it is worth noting that even should one or more of the combining rules be incorrectly
ascribed, the combining rule evaluated for  will take this into account and, to a degree,
correct for this; this was demonstrated in this work in respect of the differing sets of
combining rules published for the CO2 + water mixture.
Based on their results relating to VLE data, Schnabel et al. [14] suggested that,
except for noble-gas mixtures, when modelling fluids using the Lennard-Jones potential
there is no significant advantage in choosing more sophisticated rules over the simple
Lorentz-Berthelot rules, although they did demonstrate that, on average, the Hudson-
McCoubrey rules provide a small improvement to Lorentz-Berthelot for the classes
of mixtures studied. Schnabel et al. [14] based their study on the Lennard-Jones
potential. As we have shown, the improvement using a Hudson-McCoubrey-type rule
is likely to be larger in the case of modelling with the square-well potential, due to
the sensitivity to the potential range, λ. For the classes of simple substances we have
considered here, improvements are indeed found. It is particularly significant that, for
the case of mixtures of alkanes with perfluoroalkanes, using the Lorentz-Berthelot rules
led to predictions of the wrong classes of phase behaviour, whereas using our mixing
rule the correct classes were predicted; we believe the same would be true using the
Hudson-McCoubrey rules with the Lennard-Jones potential, although we stress that
we have performed no calculations to verify this. This demonstrates the importance of
not relying solely on VLE data in assessing the quality of combining rules.
The most important issue concerns systems for which the Lorentz-Berthelot rules
are likely to fail badly. In addition to noble-gas mixtures, we have demonstrated that
mixtures such as water + methane and water + hydrogen fluoride should be included
in this list of exceptions to the Lorentz-Berthelot rules and we believe those involving
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hydrogen-bonding fluids in general should be excepted. While the number of binary
mixtures of noble gases is relatively small, as is the number of binary mixtures likely
to be encountered involving two hydrogen-bonding fluids, the number involving one
hydrogen-bonding fluid with a non-associating fluid is potentially vast. Consequently,
the need for an understanding of how to treat such systems is pressing.
The success of our theory in dealing with these systems is mixed. It provides a
rationalisation of the mixing of water with CO2 and performs particularly well with
the mixture of methane and water, at least in the vapour phase. Yet, the (apparently
simpler) system of CO with H2S is poorly represented. In modelling H2S we chose
deliberately not to use association sites, whereas association sites were included in the
model of water. It could be that the absence of an explicit representation of molec-
ular association in the pure H2S fluid adversely affected our predictions for the cross
interaction in the mixture; this could arise since any association would be taken into
account (in an averaged way) through the (dispersive) potential parameters, thereby
overestimating the strength of the interaction in the vapour phase, where association
is less important. The mixture of water with HF is only partially rationalised by our
theory. Indeed, the vapour phase of any mixture including HF could not be treated at
low temperature due to the failure to obtain real roots for the quadratic equation in
the electronic polarisability of HF (equation (36)). The partial success would seem to
suggest that a fully predictive treatment based on the ideas presented in this paper is
possible but that the theory presented here is, as yet, incomplete. Obvious areas that
could offer possible improvement involve improved representations of the compound
intermolecular potential (onto which we map the potential model). Currently the com-
pound potential comprises the sum of a hard repulsion with the London-dispersion,
Keesom and Debye interactions (and, possibly, interactions involving the molecular
quadrupole). For better representation of the repulsive part of the compound po-
tential, the inclusion of more-realistic (softer) repulsions, Axilrod-Teller (three-body)
interactions and a more-realistic representation of the short-range hydrogen-bonding
interaction all offer possible improvements.
We now briefly discuss a common alternative approach by which to account for
the effects of polarity. In this work we have set out a strategy for accounting for the
effect of polar intermolecular interactions in the existing theoretical framework, i.e.,
the case in which there is no explicit term in the free-energy expression to account
for the polar interactions; this could be described as the implicit approach to incor-
porating polarity. By contrast, many workers e.g., Refs. [16, 37, 38, 39, 40, 41, 42,
43, 44, 45, 46, 47, 48, 49, 50, 51, 52] have adopted the explicit approach, i.e., a polar
contribution is explicitly included in the free-energy expression. Explicit incorporation
of the polar interactions in the theoretical description may be viewed as more rigorous
and there are a number of further advantages associated with this approach. For ex-
ample, no experimental density-dependent dielectric constants are necessary (although
the theoretical description of the dielectric properties of the fluid can be rather poor).
In the explicit approach, kij is neither density nor temperature dependent; such a de-
pendence is not a physical problem, although a state independent kij is clearly more
convenient. Moreover, in this case kij would “act” only on the dispersion interaction
and therefore can easily be predicted by, for example, the Hudson-McCoubrey rules.
However, the explicit approach also has some disadvantages. First and foremost, one
cannot use the more-commonly used basic SAFT (or related) platform without further
development. Another disadvantage is that the polar interactions are strictly state
dependent in real fluids owing to polarisation effects; as the dipole moments of dense
fluid phases are generally not easy to measure, this can be problematic. Further, as
has been described in this paper, the Boltzmann-weighted angle average of the point-
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dipole interaction (Keesom interaction) has a mathematical form which is equivalent
to a temperature-dependent, dispersion-like interaction; Sadus [98] has shown that an
implicit representation of this type provides an excellent description of the proper-
ties of systems with point dipole interactions for moderately strong dipole moments.
As is clear from Figure 1 of Sadus paper [98], the Keesom potential provides a good
description of the vapour-liquid phase envelope of the Stockmayer system (Lennard-
Jones + point-dipole interaction) for reduced dipole moments of µ∗ = 1; in real units
this corresponds to a strong dipole moment of the magnitude of that found in water
or methanol. Therefore the representation of the polar (dipolar) interaction through
Keesom-like terms of the type we use in our paper, though approximate, still provides a
good description of the physics, with the advantage of not having to introduce a dipole
moment explicitly in the free energy. We conclude discussion of this point by noting
that it is our impression that a large part of the motivation for the development of
the explicit approach was to overcome the “problem” associated with the large values
of kij that were found to be required when modelling polar fluids using the implicit
approach, resulting in the (erroneous) conclusion that the models were inadequate. In
this paper, we have demonstrated that such large values of kij are not, after all, a
problem; rather, they are a natural consequence of the physics. Indeed, it may be that
the explicit and implicit approaches are actually equivalent, in the sense that each may
provide for an equally good description of experimental data, albeit using far larger
(though still physically reasonable) state-dependent kij with the implicit approach. A
thorough investigation of this point would be of great interest but is beyond the scope
of the present contribution.
We now comment briefly on the transferability of previously determined cross inter-
actions for use in new studies. It is common practice in the treatment of multicompo-
nent systems, for example, to treat the cross pair interactions using cross interactions
determined from binary-mixture studies; indeed, such a procedure can be highly suc-
cessful [99]. However the work presented in this paper suggests that some care should
be taken in the case of transferring binary interactions involving polar fluids to mul-
ticomponent mixtures or even to studies of the same binary mixture under different
thermodynamic conditions. The first reason for this is related to the (possibly large)
temperature dependence of the binary interaction that results from that of the Keesom
interaction: it is important to keep in mind that the temperature range of interest in
the new study is the same as that of the study in which the binary interaction was
determined. The second reason relates to the difference in the cross interaction in the
liquid and vapour phases that arises from the density dependences of both the dielectric
and the dipole moments. It is not yet standard practice to determine phase-specific
cross interactions and, in cases where a single cross interaction has been determined,
it is important to keep in mind whether it was determined in respect of a single phase
or in respect of both liquid and vapour phases (representing the best compromise to
describe both phases simultaneously). According to our theory, problems may to arise
if the focus of the new study is not commensurate with the conditions of the study in
which the cross interaction was determined; multicomponent studies, with the possi-
bility of more-complex phase behaviour, may be particularly vulnerable in this regard.
However, in practice, such problems are not likely to be significant unless there are large
differences in the dielectric or dipole moments of the fluids comprising the mixture.
We conclude the discussion section with a point of irony. The geometric-mean rule
for the potential-well-depth parameter has become inextricably linked with the name
of Berthelot. In proposing his combining rule, Berthelot [100] was, in fact, discussing
van der Waal’s parameters for a mixture of two gases. In terms of van der Waal’s a,
the rule actually proposed by Berthelot is that aij =
√
(aiiajj). In terms of potential
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parameters, the meaning of a depends on the choice of intermolecular potential. For
example, in terms of Lennard-Jones parameters aii ∝ LJii σ3ii; in terms of SW parameters
aii ∝ SWii σ3ii
(
λ3ii − 1
)
. In other words, the original Berthelot rule requires that the effect
of molecular-size asymmetry be taken into account and the geometric-mean rule for  is
not, truly, the Berthelot rule at all. We believe [101] that the current assignment of the
name is due to Byers Brown [102], who suggested that as the arithmetic- and geometric-
mean type of relations were first suggested by Lorentz [103] and by Berthelot [100],
conformal mixtures whose parameters satisfy such relations be designated Lorentz-
Berthelot mixtures. Thus, in the first instance, compliance with the geometric-mean
rule either for van der Waal’s a or for the potential-well depth, , rendered the mixture
a Berthelot mixture; the irony is that the former classification – the one proposed by
Berthelot himself – contains a more physically meaningful approximation (in that the
size asymmetry of particles is included) but appears to have been gradually abandoned.
5 Conclusions
We have presented a method for generalising the Hudson-McCoubrey combining rules,
originally designed for use with the Lennard-Jones potential, for use in modelling mix-
tures using the square-well potential; the method is general and may be applied to other
potentials not of Lennard-Jones form. We have demonstrated that the potential-depth
binary-interaction parameter, kij , is more sensitive to the potential range, λ, than
to the size-parameter, σ and that, therefore, larger values of kij may be expected for
equivalent representations of a given mixture using the square-well potential than using
the Lennard-Jones potential. We have shown how the treatment may be extended to
deal with large, non-polar molecules by considering the molecules as chains of segments
in SAFT-like fashion. We also feel that the magnitude of the unlike interactions that
one can predict with our approach will also be invaluable in simulation studies with
related potentials when there is a lack of experimental data.
We have presented an extension of the theory to treat mixtures of polar molecules
however the success of this extension was mixed. Further improvements to the theory
will be required to enable reliable treatment of such systems.
A Appendix
The polar interactions in equation (31) are the leading-order terms of expansions rep-
resenting free-energy angle averages of the explicit polar interactions, which depend on
the mutual orientations of the molecules as well as on the separation of the molecular
centres. Analogously, we require the free-energy average of the association interaction,
that is, we require an orientation-independent effective potential, φsite,effij , which, to-
gether with the dispersive contribution to the overall intermolecular potential, gives
rise to the same configurational integral as the full orientation-dependent potential and
thereby the same second virial coefficient and the same free energy. For a Wertheim-
like model of molecules interacting through association sites the integrated energy per
site-site interaction, ψsiteij is then given by
ψsiteij
4pi
=
∫ ∞
rij=σij
φsite,effij (rij) r
2
ijdrij ; (43)
the lower integration limit arises since there is no contribution to the integrated energy
from the free-energy-averaged site-site interaction φsite,effij (rij) for rij < σij . We obtain
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φsite,effij (rij) by equating the configurational parts of the partition functions Qφsite,eff
ij
and Qφsite
ij
, where φsiteij (~ωi, ~ωj , rˆij, rij) is the explicit form of the association potential,
depending on the orientations of the two molecules, ~ωi and ~ωj and their mutual ori-
entation rˆij as well as the intermolecular separation. The configurational part of the
partition function for the form using the full potential is defined as [23]
Qc,φsite
ij
=
1
Ω22!
∫
d~ri
∫
d~rj
∫
d~ωi
∫
d~ωj exp
(−φsiteij (~rj , ~rj , ~ωi, ~ωj)
kBT
)
=
V
Ω22!
∫
r2ijdrij
∫
drˆij
∫
d~ωi
∫
d~ωj exp
(−φsiteij (~rj , ~rj , ~ωi, ~ωj)
kBT
)
,
(44)
where V is the volume and Ω = 4pi for linear molecules and 8pi2 for non-linear. Since∫
drˆij =
∫
d~ωi =
∫
d~ωj = Ω this may be rewritten as
Qc,φsite
ij
=
V Ω
2!
∫
r2ijdrij
∫
drˆij
∫
d~ωi
∫
d~ωj exp
(
−φsite
ij
(~rj ,~rj ,~ωi,~ωj)
kBT
)
∫
drˆij
∫
d~ωi
∫
d~ωj
. (45)
The configurational part of the partition function for the effective potential is given by
Q
c,φsite,eff
ij
=
1
2!
∫
d~ri
∫
d~rj exp

−φsite,effij (rij)
kBT

= V
2!
∫
r2ijdrij
∫
drˆij exp

−φsite,effij (rij)
kBT


=
V Ω
2!
∫
r2ijdrij exp

−φsite,effij (rij)
kBT

 . (46)
Equating these two forms gives
exp

−φsite,effij
kBT

 =
∫
drˆij
∫
d~ωi
∫
d ~ωj exp
(
−φsite
ij
kBT
)
∫
drˆij
∫
d~ωi
∫
d ~ωj
=
〈
exp
(−φsiteij
kBT
)〉
rˆij , ~ωi, ~ωj
(47)
and thus
φsite,effij = −kBT ln
〈
exp
(−φsiteij
kBT
)〉
rˆij , ~ωi, ~ωj
(48)
From equation (18) ψsite will then be given by
ψsiteij
4pi
=
∫ ∞
rij=σij
φsite,effij (rij) r
2
ijdrij . (49)
The angle average in equation (48) can be calculated for Wertheim-like potentials of
the type employed in SAFT [104, 53, 54]. Wertheim showed that the angle average of
the Mayer-f function corresponding to the interaction of sites of types A and B on two
spherical molecules, i and j,
〈fAB(i, j)〉rˆij , ~ω1, ~ω2 ≡
〈
exp
(
−φsiteAB
kBT
)
− 1
〉
rˆij , ~ωi, ~ωj
, (50)
is given by
〈fAB(i, j)〉rˆij , ~ω1, ~ω2 = FAB
{
(rc + 2rd − r12)2 (2rc − 2rd + r12)
24r2dr12
}
≡ FABFAB (51)
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1 where rc is the range of the spherical site centred at a distance rd from the centre
of the spherical segment making up the chain and FAB = exp
(
siteAB/kBT
)− 1; FAB is
defined by equation (51). It is straightforward to show that
〈exp (−φ/kBT )− 1〉rˆij , ~ω1, ~ω2 = 〈exp (−φ/kBT )〉rˆij , ~ω1, ~ω2 − 1 for any interaction φ, thus〈
exp

−φsite,effij
kBT


〉
rˆij , ~ω1, ~ω2
= FABFAB + 1 (52)
so that the potential we require is given by
φsite,effij = −kBT ln {FABFAB + 1} . (53)
Substituting equation (53) into equation (49) gives
ψsiteij
4pi
= −kBT
∫ (rc+2rd)ij
rij=σij
(ln {FABFAB + 1}) r2ijdrij (54)
where the upper limit of integration for the effective-association term is now rc + 2rd
since the site-site interaction is zero for rij > rc+2rd. In most cases, within the interval
defined by the integration limits, the product FABFAB will lie in the interval (0, 1),
whereby the logarithm may be expanded. To leading order, one then obtains
ψsiteij
4pi
= −FABkBT
∫ (rc+2rd)ij
rij=σij
FABr2ijdrij (55)
which, by definition, is simply −FABkBTVAB. Expanding then the exponential in FAB
to leading order, one obtains ψsiteij ≈ −siteABijVABij, which is equation (39).
Reiterating slightly, we have
VAB =
∫ rc+2rd
σ
〈fAB(ij)〉ωi,ωj r2ij
FAB
drij . (56)
Invoking equation (51) and writing r′ = rc+2rd and r
′′ = rc−rd, the integrand becomes
FABr2ij =
1
24r2d
(
r4ij + 2r
3
ij
(
r′′ − r′)+ r2ij (r′2 − 4r′r′′)+ 2rijr′2r′′) . (57)
Performing the integration yields
VAB = 1
24r2d

r5ij
5
+
(r′′ − r′)r4ij
2
+
(
r′2 − 4r′r′′
)
r3ij
3
+ r′
2
r′′rij


rc+2rd
σ
; (58)
we leave equation (58) in this compact notation for clarity, and since this form is
satisfactory for evaluation in a computer program.
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Table 1: Predicted binary square-well depth kij parameter values for binary mixtures
of n-alkanes from methane to n-octane
kij CH4 C2H6 C3H8 n-C4H10 n-C5H12 n-C6H14 n-C7H16
C2H6 0.00157 - - - - - -
C3H8 0.00488 0.00180 - - - - -
n-C4H10 0.01053 0.00647 0.00148 - - - -
n-C5H12 0.01344 0.00887 0.00274 0.00020 - - -
n-C6H14 0.01952 0.01493 0.00660 0.00187 0.00091 - -
n-C7H16 0.02257 0.01748 0.00829 0.00280 0.00154 0.00012 -
n-C8H18 0.02553 0.02034 0.01037 0.00409 0.00253 0.00045 0.00013
Table 2: Ionisation potentials used in predictions of binary energy parameter kij ; for
sources see text
Molecule I / eV Molecule I / eV Molecule I / eV
CH4 12.61 C2H6 11.56 C3H8 10.95
n-C4H10 10.53 n-C5H12 10.28 n-C6H14 10.13
n-C7H16 9.93 n-C8H18 9.80 N2 15.808
CO 14.014 H2S 10.457 CF4 17.82
BF3 15.7 Ne 21.56454 Xe 12.12984
H2O 12.6206 CO2 13.78 HF 16.044
Table 3: Predicted binary energy parameter kij for nitrogen + n-alkane mixtures stud-
ied in reference [63] and those obtained by adjusting the theoretical description to ex-
perimental data; the subscript “crit” indicates that the SW parameters were rescaled
to the critical point. lij represents the adjustment to the arithmetic-mean combining
rule for the binary range parameter λij used in reference [63].
Mixture lij Adjusted kij Predicted kij
N2,crit + C2H6, crit -0.028 0.118 0.146
N2,crit + n-C5H12,crit -0.066 0.216 0.278
N2,crit + n-C10H22,crit -0.089 0.289 0.351
N2,crit + n-C10H22,crit 0 × 0.100
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Table 4: Predicted binary energy parameter kij for mixtures studied in reference [62]
and those obtained by adjusting the theoretical description to experimental data; LDPE
is (MW = 76 kg mole−1) low-density polythene, LLDPE is (MW = 1.94 kg mole−1) lin-
ear low-density polythene and HDPE is (MW = 111 kg mole−1) high-density polyethy-
lene. Zero values entered in parentheses, (0), indicate that kij = 0 was found to be
acceptable without adjustment.
SAFT-VR simplified PC-SAFT
Mixture IPE/ eV Adjusted kij Predicted kij Adjusted kij Predicted kij
n-C5H12 + LDPE 8.67 (0) 0.019 (0) 0.0067
n-C3H8 + LLDPE 8.75 0.02 0.034 (0) 0.0145
C2H4 + LLDPE 8.75 0.057 0.049 0.012 0.022
C3H6 + LLDPE 8.75 0.028 0.037 (0) 0.014
n-C4H8 + LLDPE 8.75 0.02 0.014 (0) 0.0083
N2 + HDPE 8.67 0.15 0.11 0.1 0.068
Table 5: SAFT-VR parameters (with the square-well potential) for Ne, Xe, H2S and
CO. Model parameters for Ne and H2S were estimated during the course of this work;
the parameters for Xe are taken from reference [74] and those for CO are taken from
reference [79].
Molecule m SW kB / K σ / A˚ λ
Ne 1.000 32.931 2.6968 1.5418
Xe 1.000 243.9 3.849 1.478
H2S 1.000 403.87 3.7471 1.3456
CO 1.519 73.95 3.0042 1.6004
Table 6: Predicted binary energy parameter kij values for the binary mixture of CO +
H2S, and those obtained by adjusting the theoretical description to experimental data
(see fig (8)).
T = 203.15K T = 233.15K T = 263.15K T = 293.15K
Vapour phase:
Calculated kij 0.0686 0.0657 0.0634 0.0616
Fitted kij 0.07 0.02 −0.02 −0.05
Liquid phase:
Fitted kij 0.07 0.005 0.0 −0.025
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Table 8: SAFT-VR model parameters of Valtz et al. [93] and dos Ramos et al. [94] for
CO2 + H2O
Component, i mi σii [A˚] ii/kB [K] λii Sites 
assoc
ii /kB [K] K
assoc
ii [A˚
3]
dos Ramos et al.
CO2 2 2.7864 179.27 1.515727 × × ×
H2O 1 3.033 300.433 1.718250 4 sites 1336.951 0.893687
Valtz et al.
CO2 2 3.1364 168.89 1.5157 × × ×
H2O 1 3.0360 253.30 1.8000 4 sites 1365.923 1.0202
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Table 9: Predicted binary energy parameter kij values for H2O + CO2, using the
SAFT-VR model parameters of Valtz et al. [93] and dos Ramos et al. [94]. The
temperature-dependent dipole moments for liquid water were estimated from reference
[82]; µH2O,vap = 1.8546D [58]; QCO2 = −4.3DA˚[95]. The temperature-dependent di-
electric for liquid water within the range 273K < T < 372K was calculated using the
correlation given in reference [58]; values outside this range were interpolated from ref.
[81].
273.15K 298.15K 348.15K 398.15K 448.15K 498.15K 548.15K 598.15K
kij predicted based on dos Ramos pure-component models
vapour 0.0198 0.0166 0.0124 0.0099 0.0083 0.0072 0.0064 0.0056
liquid 0.0009 0.0009 0.0010 0.0010
kij predicted based on Valtz pure-component models
vapour −0.829 −0.895 −0.980
liquid −1.223 −1.223 −1.223
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Figure 1: The effect of the degree of asymmetry, x, in σ and I on the binary energy
parameter kij values calculated using Hudson-McCoubrey rules: (a) kij is bounded
between 0 and 1 irresective of the degree of asymmetry of either contribution given
symmetry in the other. For mixtures of most simple molecules x is close to unity; this
region is highlighted in (b)
(a)
(b)
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Figure 2: The effect of the degree of asymmetry, x, in SW σ and λ and I on binary
energy parameter kij values calculated using our combining rules for the square-well
potential. The continuous and dashed curves (for asymmetry in σ and I) are identical
with those of Figure 1(b) since the combining rules reduce to the Hudson-McCoubrey
rules when there is no asymmetry in λ. kij is seen to be significantly more sensitive
to asymmetry in λ than in that in either σ or I indicating that, for equivalent repre-
sentations of the mixture, larger values of kij should be expected when using the SW
potential than when using the LJ potential. Note that this sensitivity depends upon
the actual values of λ (see text); here λjj = 1.8 is chosen.
41
Figure 3: Pressure-composition isotherms for the binary mixture CH4 + n-C8H18. The
experimental data (symbols) are taken from references [59] (high-p data; solid squares)
and [60] while the curves represent calculations using SAFT-VR, obtained using values
of kij = 0.02553 (continuous curves) and kij = 0 (dashed curves).
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Figure 4: Ionisation potential as a function of carbon number for the n-alkanes. The
symbols correspond to experimental data [58]; the line corresponds to a least-squares
fit. In (a) the linearised function mI is given, and in (b) the fit obtained in (a) is
illustrated with the raw data.
(a)
(b)
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Figure 5: Pressure-composition isotherms at T = 433.15K and 473.15K of the mixture
of N2 + high-density polyethylene (molecular weight 1.11 × 105 gmol−1) represented
as the dependence of gas solubility on pressure. Predictions made using SAFT-VR
with the predicted value of kij = 0.11 are depicted by the continuous curves, those
made using SAFT-VR with kij = 0 are depicted by dashed curves; the dotted curves
represent calculations made with kij = 0.15 [62].
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Figure 6: The pressure-temperature projection of the mixture phase diagram of n-
C4H10 + CF4. Predictions made using SAFT-VR with the predicted value of kij =
0.063, depicted by the continuous curve, correctly indicate type III phase behaviour,
whereas those made using SAFT-VR with kij = 0, depicted by dashed curves, predict
erroneous type of phase behaviour.
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Figure 7: Pressure-composition isotherms for the binary mixture Ne + Xe. The ex-
perimental data (symbols) are taken from reference [75] while the curves represent
calculations using SAFT-VR. Continuous curves were obtained using the calculated
kij = 0.114 while dashed curves were calculated using kij = 0.
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Figure 8: Pressure-composition isotherms for the binary mixture CO + H2S. The
experimental data (symbols) are taken from reference [83] while the curves represent
calculations using SAFT-VR, obtained using values of kij fitted to each phase.
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Figure 9: The methane-rich side of the pressure-composition diagram for water +
methane: (a) lower-temperature isotherms; (b) lower-temperature isotherms. Dashed
curves correspond to SAFT-VR calculations using kij = 0 and continuous curves to
those using predicted values of kij . Excepting the T = 573.15K isotherm (see text), the
experimental data (symbols) are well described by the theory using calculated values
of kij; note that no adjustment has been carried out.
(a)
(b)
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Figure 10: The water-rich side of the pressure-composition diagram for water +
methane: (a) lower-temperature isotherms; (b) higher-temperature isotherms. The
continuous curves correspond to calculations with kij values predicted using Equation
(39) for ψsiteij (see also Table 7). Dashed curves correspond to SAFT-VR calculations
with kij = 0 and dot-dashed curves to those with values of kij adjusted to the exper-
imental data (symbols). For clarity, in (b), only three of the calculated isotherms (at
T = 423.15K, 523.15K and 573.15K) are displayed.
(a)
(b)
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