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Abstract
This thesis is devoted to the study of quantum liquid crystal phases in metallic systems and itinerant Fermi
systems with dipole-dipole interactions. It is based on published works of Refs. [65, 193, 68, 67, 66]. In
the first part of the Thesis, I present the construction of a generalization of the the McMillan- de Gennes
theory of nematic-smectic thermal phase transition of classical liquid crystals to describe an analogous
quantum phase transition in metallic systems. This theory qualitatively can also describe similar quantum
phase transitions in high Tc superconductors. Recent experimental advances in cooling atoms with large
electric or magnetic moment[125] make possible the study of novel quantum phases that arise due to the
anisotropic and long-range nature of the dipole-dipole interactions. In the next part of the Thesis I present a
Landau Fermi liquid theory of one-component Fermi systems with electric or magnetic dipolar interactions.
I use this theory to construct an order parameter theory and predict elongated Fermi surface(FS) along
the polarization axis. I calculate the temperature and interaction dependence of FS distortions. For a
two-component system with magnetic dipole-dipole interactions I predict the existence of “spin textures”
in momentum space and of prolate/oblate deformed FS’s. This constitutes a new phase of matter I called
ferronematic. Possible observation of this phase in ultracold Fermi gases with large mangnetic moments
such as 163Dy are discussed. The stability of Fermi gases under attractive interactions at unitarity was also
studied.
I now briefly summarize the content of this thesis. Chapter 2 is based on Ref. [65]. I present a unified
overview, from the mean-field to the unitarity regime, of the stability of a trapped Fermi gas with short
range attractive interactions. Unlike in a system of bosons, a Fermi gas is always stable in these regimes, no
matter how large the particle number. However, when the interparticle spacing becomes comparable to the
range of the interatomic interactions, instability is not precluded.
Chapter 3 is based on Ref. [193]. I discuss the quantum phase transition between a quantum nematic
metallic state to an electron metallic smectic state in terms of an order-parameter theory coupled to fermionic
quasiparticles. Both commensurate and incommensurate smectic (or stripe) cases are studied. Close to the
quantum critical point (QCP), the spectrum of fluctuations of the nematic phase has low-energy fluctuating
ii
stripes. I study the quantum critical behavior and find evidence that, contrary to the classical case, the
gauge-type of coupling between the nematic and smectic is irrelevant at this QCP. The collective modes of
the electron smectic (or stripe) phase are also investigated. The effects of the low-energy bosonic modes on
the fermionic quasiparticles are studied perturbatively. I find that at the nematic-smectic critical point, due
to the critical smectic fluctuations, the dynamics of the fermionic quasiparticles near several points on the
Fermi surface, around which it is reconstructed, are not governed by a Landau Fermi liquid theory. On the
other hand, the quasiparticles in the smectic phase exhibit Fermi liquid behavior. I also present a detailed
analysis of the dynamical susceptibilities in the electron nematic phase close to this QCP (the fluctuating
stripe regime) and in the electronic smectic phase.
Chapter 4 is based on Ref. [68]. I demonstrate the possibility of a spontaneous symmetry breaking
biaxial phase in these systems, which may be realized in, e.g., gases of ultracold polar molecules or strongly
magnetic atoms. This biaxial nematic phase is manifest in a spontaneous distortion of the Fermi surface
perpendicular to the axis of polarization. I describe these dipolar interaction induced phases using Landau
Fermi liquid theory.
Chapter 5 is based on Ref. [67]. I show that a homogeneous two-component Fermi gas with long range
dipolar and short-range isotropic interactions has a ferronematic phase for suitable values of the dipolar and
short-range coupling constants. The ferronematic phase is characterized by having a non-zero magnetization
and long range orientational uniaxial order. The Fermi surface of majority component is elongated while
the minority component is compressed along the direction of the magnetization.
Chapter 6 is based on Ref. [66]. I study the magnetic structure of the ground state of a magnetic dipolar
Fermi system of spin-1/2 particles in an imbalanced, partially polarized, state. I determine the distribution
of quasiparticle spins states in momentum space. The k-dependent spin quantization axis is not along the
spin magnetization axis but develops instead spin textures in momentum space. I compute the shape of
the Fermi surfaces, and the effective magnetic moment of the quasiparticles, at zero temperature and weak
coupling. I discuss realizations of this state with ultracold magnetic atoms.
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Chapter 1
Introduction
In my thesis I worked on two aspects of quantum liquid crystal phases: 1) the quantum phase transition
from a nematic to a smectic phase in metallic systems[193] and 2) the nematic phase and unconventional
magnetism that, as I uncovered, arises in Fermi systems with dipole interactions[68, 67, 66]. I also worked
on the stability of Fermi gases with attractive interactions[65], a topic somehow disconnected and more akin
to atomic physics. This thesis is based on the published works [65, 193, 68, 67, 66] in which the author
has collaborated. In the following, I briefly describe the need and importance of such studies but leave the
details to the following chapters.
Quantum liquid crystals are quantum phases whose symmetries under rotations and translations are
intermediate between those of a liquid and a crystalline solid. They were theoretically conceived in Ref. [104].
The nematic phase breaks the rotational invariance of space while keeping the translational invariance intact.
The smectic or stripe phase is a charge density wave which breaks rotational and translational invariance
of space. In my thesis I focused on the nematic and smectic phases. Phase transitions among classical
liquid crystal phases have been extensively studied[48]. Quantum liquid crystal phases such as stripe phases
have recently been investigated in high temperature superconductors and detailed and recent reviews are
available on this subject[103, 197]. Stripe phases in high temperature superconductors have unidirectional
order in both spin and charge (although not always) and it is typically incommensurate. In general the
detected stripe order (by low-energy inelastic neutron scattering) in La2−xSrxCuO4, La2−xBaxCuO4 and
YBa2Cu3O6+y (see Refs.[103] and [197] and references therein) is not static but “fluctuating”. As emphasized
in Ref.[103], “fluctuating order” means that there is no true long range unidirectional order. Instead, the
system is in a (quantum) disordered phase, very close to a quantum phase transition to such an ordered
phase, with very low-energy fluctuations that reveal the character of the proximate ordered state. On the
other hand, in La2−xBaxCuO4 near x = 1/8 (and in La1.6−xNd0.4SrxCuO4 also near x = 1/8), the order
detected by elastic neutron scattering[196], and resonant x-ray scattering in La2−xBaxCuO4 [6] also near
x = 1/8, becomes true long-range static order.
It is interesting to investigate what is the interplay between fluctuating stripe, nematic and supercon-
1
ducting orders. Before my work there was no generalization of the classical nematic-smectic phase transition
to the case of quantum metallic systems. In particular, it is not known how the presence of fermions will
modify the critical point and hence we do no have experimental predictions of such a model. There is a clear
need to pursue this line of reasoning further. Since electronic correlations are strong and despite the great
amount of theoretical work, the mechanism of high Tc superconductivity is unknown. Finding the role of
stripes or nematic order in high Tc superconductors is not the main purpose of my work; I refer the reader to
excellent reviews on the subject. My work focuses on a narrower problem, i.e., to develop a quantum version
of the nematic-smectic phase transition with a suitable chosen microscopic model of quasiparticle dynamics.
Although the model is valid in the weak coupling limit it contains the full structure of symmetries of both
phases and makes some predictions as to the form of the charge susceptibilities that can be compared with
experiments.
I also explored quantum liquid crystal phases in Fermi systems with dipole interactions by developing
Landau’s Fermi liquid theory for polarized dipolar Fermi systems. Such systems can be engineered using
atomic Fermi gases with dipole-dipole interactions.[125]. In general, atomic Fermi gases have the great ad-
vantage that interaction strengh can be controled, boundary shapes can be modified, etc. Condensed matter
and, as we show, nuclear physics problems can be simulated using dipolar Fermi gases. Dipolar interactions
are anisotropic and long-ranged[160]; when written in momentum space the dipole-dipole interaction resem-
bles one type of non-central force between nucleons in dense nuclear matter. In fact, many of the effects
that I will describe in the context of condensed matter and atomic systems were long studied theoretically
in the nuclear physics literature from a phenomenological perspective[152] and references therein. However,
we showed that the recent progress in trapping a Fermi gas with pure dipole-dipole interactions in Ben’s Lev
laboratory[125] opens the possibility of solving long standing puzzles such as non-Fermi liquid behavior at
the isotropic-nematic quantum critical point, interesting unconventional magnetism with possible topological
order. My research results opened a new and exiting venue not only in atomic physics but in the crossover
to condensed matter.
The dipole-dipole interactions between polarized spins or electric dipoles are invariant under spatial
rotations about the polarization axis. The anisotropy of the dipolar interaction breaks the invariance under
full S0(3) spatial rotations. As we show, this fact leads to elliptically distorted ground state Fermi surface
(FS) along the polarization axis. Moreover, magnetic dipole-dipole interactions are invariant under rotations
in real and spin space (Jˆ = Lˆ + Sˆ)[160] and hence provide a novel type of spin-orbit coupling. Spin-orbit
coupling are of much current interest since they are responsible for the so called band inversion in topological
insulators. They are also important in spintronics and in theoretical studies of models with other topological
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orders. My results suggests that magnetic dipolar systems provide a cleaner playground for the realization
of this phases.
In chapter 2, I present a unified overview, from the mean-field to the unitarity regime, of the stability of
a trapped Fermi gas with short range attractive interactions. Unlike in a system of bosons, a Fermi gas is
always stable in these regimes, no matter how large the particle number. However, when the interparticle
spacing becomes comparable to the range of the interatomic interactions, instability is not precluded.
In chapter 3, I discuss the quantum phase transition between a quantum nematic metallic state to an
electron metallic smectic state in terms of an order-parameter theory coupled to fermionic quasiparticles.
Both commensurate and incommensurate smectic (or stripe) cases are studied. Close to the quantum critical
point (QCP), the spectrum of fluctuations of the nematic phase has low-energy fluctuating stripes. I study
the quantum critical behavior and find evidence that, contrary to the classical case, the gauge-type of
coupling between the nematic and smectic is irrelevant at this QCP. The collective modes of the electron
smectic (or stripe) phase are also investigated. The effects of the low-energy bosonic modes on the fermionic
quasiparticles are studied perturbatively, for both a model with full rotational symmetry and for a system
with an underlying lattice, which has a discrete point group symmetry. I find that at the nematic-smectic
critical point, due to the critical smectic fluctuations, the dynamics of the fermionic quasiparticles near
several points on the Fermi surface, around which it is reconstructed, are not governed by a Landau Fermi
liquid theory. On the other hand, the quasiparticles in the smectic phase exhibit Fermi liquid behavior. I
also present a detailed analysis of the dynamical susceptibilities in the electron nematic phase close to this
QCP (the fluctuating stripe regime) and in the electronic smectic phase.
In chapter 4, I demonstrate the possibility of a spontaneous symmetry breaking biaxial phase in these
systems, which may be realized in, e.g., gases of ultracold polar molecules or strongly magnetic atoms. This
biaxial nematic phase is manifest in a spontaneous distortion of the Fermi surface perpendicular to the axis
of polarization. I describe these dipolar interaction induced phases using Landau Fermi liquid theory.
In chapter 5, I show that a homogeneous two-component Fermi gas with long range dipolar and short-
range isotropic interactions has a ferronematic phase for suitable values of the dipolar and short-range
coupling constants. The ferronematic phase is characterized by having a non-zero magnetization and long
range orientational uniaxial order. The Fermi surface of majority component is elongated while the minority
component is compressed along the direction of the magnetization.
In chapter 6, I study the magnetic structure of the ground state of a magnetic dipolar Fermi system of
spin-1/2 particles in an imbalanced, partially polarized, state. I determine the distribution of quasiparticle
spin states in momentum space. The k-dependent spin quantization axis is not along the spin magnetization
3
axis but develops instead spin textures in momentum space. I compute the shape of the Fermi surfaces,
and the effective magnetic moment of the quasiparticles, at zero temperature and weak coupling. I discuss
realizations of this state with ultracold magnetic atoms.
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Chapter 2
Stability of trapped fermionic gases
with attractive interactions
2.1 Introduction
The freedom to tune the interparticle interactions in dilute Fermi and Bose gases using Feshbach resonances
raises the question of the stability of trapped atomic gases with attractive interactions against collapse.
Weakly interacting Bose gases with attractive interactions become mechanically unstable once the particle
number exceeds a critical value, of order the ratio of the oscillator length to the magnitude of the s-wave
scattering length [23, 176, 17, 146]. The question is whether Fermi systems are always stabilized, and by
what mechanisms, or can they ever be similarly unstable? The aim of this chapter of my Thesis is to present
an overview of the problem in the different parameter regimes, putting together and extending the various
arguments that have been given for the stability (and instability) of Fermi systems [70, 83, 135, 12, 31, 151,
22, 156, 157, 88, 191, 90, 160] within a unified framework.
At first, one might think that the Fermi energy of the atoms would be sufficient to support a trapped
Fermi gas against collapse, in the way, for example, that electron degeneracy pressure supports white dwarfs
against gravitational collapse. In a white dwarf the gravitational energy scales as the inverse of the system
radius, R, while the Fermi energy scales as R−2 non-relativistically; instability sets in only in the relativistic
limit, when the Fermi energy begins to scale as ∼ R−1. In a trapped Fermi gas with short range s-wave
interactions between different components, the Fermi energy similarly scales as R−2, while the interaction
energy scales, within mean-field theory, as R−3. Thus the Fermi energy is not, in itself, adequate to prevent
an instability.
In the Fermi problem with low energy s-wave interactions, one must distinguish several regimes. The
first is that of the weak interactions where the s-wave scattering length, a, is small compared with the
interparticle spacing, and mean-field theory is valid. Calculating within mean-field theory one finds an
instability at high density [191, 90, 160, 70], kF |a| > pi/2, or large particle number N1/6>∼0.6d/|a| [83, 135],
where kF is the Fermi momentum, and d =
√
~/mω is the oscillator length, with ω the oscillator frequency
(assumed isotropic); however, at such densities the interparticle spacing is comparable to the scattering
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Figure 2.1: Regions of stability in the kF r0, kF |a| plane of a two component Fermi gas with short range
interactions. Here kF is the Fermi momentum, a the s-wave scattering length, and r0 the range of the
interactomic potential.
length, and the mean-field calculation becomes invalid. Indeed, in the mean-field regime (kF |a| << 1) the
system is always stable. The second – “unitary” – regime is when the scattering length is large compared
with the interparticle spacing, itself large compared with the range of the interparticle potential. Here the
system is again always stable, since the total energy remains positive [83, 70, 12, 31, 151, 22, 156, 157, 88, 16].
The third regime is when the interparticle spacing becomes comparable to the range, r0, of the interparticle
potential. In this regime the system can in principle become unstable. Figure 2.1 schematically illustrates
these regimes in the kF r0, kF |a| plane.
I first study the stability of the Fermi gas in mean field theory, working in the local-density approximation
in which the gas is assumed at each point to be locally homogeneous [28], and derive analytically the mean-
field limits on the density and particle number. I do not include effects of pairing. As can be seen, the two
instability conditions, kF |a| > pi/2, and number N1/6>∼0.6d/|a|, are equivalent. I next discuss the unitary
regime. By means of a simple interpolation formula for the density dependence of the energy, I show that
the gas should be stable, with no limit to the number of particles in the system. I show, by using the
Hartree-Fock approximation as a rigorous upper bound to the total energy of a system with an attractive
square well interparticle interaction, how stability can break down in the high density regime.
2.2 Stability in mean-field
I consider a Fermi gas with equal numbers of two components (denoted by ↑ and ↓) in equilibrium at zero
temperature in an isotropic harmonic trap, V (r) = 12mω
2r2. The energy of the system in the local density
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approximation is
E =
3~2
10m
(3pi2)2/3
∫
dr n5/3 +
1
2
mω2
∫
dr r2 n+ g
∫
dr n↑n↓, (2.1)
where g = 4pi~2a/m is the coupling constant, and n = 2n↑ = 2n↓ is the total density of particles. The short
range s-wave interactions between particles of the same species essentially vanish due to the antisymmetry
of the many-fermion wave function.
The equilibrium density minimizes the total energy with respect to the density, at fixed particle number,
N =
∫
dr n(r). Taking the constraint of fixed total number of particles into account via a chemical potential,
µ = µ↑ = µ↓, I find that the first functional derivative of the energy is
δE − µδN =
∫
dr
(
(3pi2)2/3
~
2
2m
n2/3 +
1
2
mω2r2 +
g
2
n− µ
)
δn = 0, (2.2)
which yields the density-position relation,
(3pi2)2/3
~
2
2m
n2/3 +
1
2
mω2r2 +
g
2
n = µ. (2.3)
It is most convenient to regard this equation as determining r2 in terms of n:
r2 = −
(
(3pi2n)2/3 − 4pi|a|n
)
d4 +R2(a,N), (2.4)
where d =
√
~/mω is the oscillator length, and the radius of the cloud is R =
√
2µ/mω2. Equation (2.4)
can be inverted either graphically, or by simply solving the cubic equation explicitly. The results are shown
in Fig. (2.2). Note that when a < 0, r(n)2 has a minimum as a function of density at
r20 = −
pi2
12
d4
|a|2 +R
2, (2.5)
where
n0 =
pi
24|a|3 . (2.6)
In order for the density profile to be stable it must minimize, not maximize, the energy functional, i.e.,
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Figure 2.2: Distance from center of trap, squared, as a function of the density, n, Eq. (2.4), for the value R
= d. For large negative a the curve does not intersect the n-axis, and the system becomes unstable. The
dashed curve shows the characteristic radius squared vs. density calculated with the effective scattering
length, Eq. (2.11).
the second variation of E − µN :
δ2E − µδ2N =
∫
dr
(
(3pi2)2/3
~
2
3m
n−1/3 +
g
2
)
(δn)2, (2.7)
must be positive for all δn. This condition requires,
kF (r)|a| < pi
2
≈ 1.57, (2.8)
at all positions, or equivalently n ≤ pi/24|a|3 (cf. Eq. (2.6)). As can be seen, Eq. (2.8) is the condition that
the density profile corresponds to a minimum of the energy functional (2.1). Note that I have derived this
result in terms of the Thomas-Fermi profile including interactions. This argument is similar to that of [160].
The result (2.8) has also been obtained heuristically by comparing the repulsive force on an atom arising
from the kinetic energy term with the attractive force due to the mean field interaction energy [70], and
derived via a field-theoretical approach [191].
When the minimum of r2 vs. n is at negative r2, the system is stable because then n is less than n0, so
that kF |a| is always < pi/2. On the other hand, when the minimum is at positive values, the curve does not
intersect the horizontal axis, and therefore there is no solution for the density at the center of the trap. (An
unphysical solution for the density would have a hole of radius r0 about the center of the trap.) However, in
this case the density equals n0 at r = r0, and vanishes as r→ R. Then, kF (0)|a| = pi/2, and the solution is
marginally stable, not actually minimizing the energy functional (2.1). I conclude that the system is stable
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when r20 ≤ 0, and the critical point is r0 = 0, corresponding to
R2 =
pi2
12
d4
|a|2 . (2.9)
and then the density of the system at the center of the trap is given by Eq. (2.6).
When Eq. (2.9) is satisfied the system reaches its maximum number of particles in equilibrium, given by
the area under the n vs r curve, Nmax = 4pi
∫∞
0
n(r)r2dr. Integrating with respect to the n, I find
Nmax =
pi5
48
d6
|a|6 I, (2.10)
where
I =
∫ 1
0
(
2
3
x3 − x2 + 1
3
)1/2
(1 − x)x4dx
=
54
5005
− 40
9009
√
3
≈ 0.00823.
As long as the local density approximation is valid, the condition (2.10) is equivalent to the condition
(2.8). However, the use of mean field is no longer valid for kF |a|>∼1. From (2.10), the condition for stable
equilibrium is N1/6 ≤ 0.612d/|a|, which agrees with that found numerically in Ref. [135].
Table 2.1 lists the number of particles in representative experiments on 6Li gases with two-spin compo-
nents. Since these experiments were not testing the maximum number of particles that could be trapped,
they provide only lower bounds on the maximum number of particles. For small kF |a| < 1, the experimental
particle numbers are well within the bound (2.10). However fermionic systems at larger kF |a|, exceeding
pi/2, do remain stable. See Fig. 2.3. The argument leading to Eq. (2.10) breaks down at large kF |a|, for
then correlations beyond mean field become important. In addition, when n(0)→ n0, the local density ap-
proximation fails. A necessary condition for the local density approximation to be valid is that the density
varies slowly over an interparticle spacing, or |∂ lnn/∂r|  kF . From Eq. (2.4), I thus find the requirement,
for n(0) ' n0, that 1 − 2kF |a|/pi  (|a|/d)2 for the local density approximation to be valid, where I have
taken r2 to be bounded by the critical R2 in Eq. (2.9). This condition clearly breaks down as n(0) → n0,
where dn/dr diverges, as one sees in Fig. 2.2.
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2.3 Near the unitary regime
When kF |a| becomes large perturbation methods fail, and the question of stability is more involved. In
the unitarity regime (kF |a| → ∞), the energy of the ground state is bounded and can be written in the
scale-free form [83, 31, 12, 22] E0 = (1 + β)EFG, where β is universal constant ∼ −0.5. To approach the
problem, I interpolate the energy between small |a| and −∞ by calculating in mean field theory with a
density dependent effective scattering length,
aeff =
a
1− γkFa , (2.11)
for kFa < 0, and replacing the coupling g in Eq. (2.1) by the local coupling geff = 4pi~
2aeff/m. The choice
Table 2.1: Experimental measurements of particle numbers in 6Li gases. In the regime kF |a| < 1, Eq. (2.10)
is satisfied; a0 is the Bohr radius.
Expt. T/TF −a/a0 Nobs Nmax kF |a|
[97] < 0.2 3500 9× 105 ∼ 1012 < 1
[192] < 0.1 ∼ 500 6× 105 ∼ 109 << 1
[157] ∼ 0.75 15600 1.3− 9× 104 ∼ 7 >> 1
[70] ∼ 0.15 104 8.0× 104 ∼ 1 ≈ 2.5
[151] ∼ 0.1 104 7.5× 104 ∼ 0 ≈ 7.4
γ = −20/9piβ reproduces the known energies in the weakly interacting limit and in the unitary regime [1].
Pairing effects do not modify this approach since in the unitary regime pairing energies also scale with EFG.
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Figure 2.4: The second variation of E − µN , Eq. (2.13), as a function of −1/kF |a|, calculated with the
effective scattering length, aeff , Eq. (2.11).
Repeating the above Thomas-Fermi calculation with this density-dependent scattering length, I find,
first, the position as a function of density,
r2 = −
[
k2F − 4pi|aeff |n
(
1− γ
6
kF |aeff |
)]
d4 +R2. (2.12)
The density profile is similar to that of the stable configurations shown in Fig. 2. I show in that figure, as a
dashed line, the density profile calculated with Eq. (2.12) a = −0.5, and β = −0.5.
The second functional derivative of the energy with respect to n is,
δ2E − µδ2N
(δn)2
=
pi~2
mkF
(
pi + 2kFaeff +
10
9
γ(kFaeff)
2 +
2
9
γ2(kFaeff)
3
)
. (2.13)
In the limit γkF |a| << 1, aeff ∼ a, and Eq. (2.13) predicts that the gas is stable for all kF |a|, in distinction
to the prediction of Eq. (2.8). In the opposite limit, γkF |a| >> 1, |aeff | → 9piβ/20kF , a constant, and(
δ2E − µδ2N) /(δn2) = (pi2~2)/(mkF )(1 + β/2). Hence the gas is stable for β > −2, as can be seen in
Fig. 2.4, a plot of (mkF /pi~
2)(δ2E − µδ2N)/(δn)2 as a function of −1/kF |a| for various β. Experiments on
6Li find[70, 22, 156], β ∼ −0.5; for these values, the second variation is always positive, predicting that the
gas should be stable for all kF |a|, in agreement with experiment.
2.4 Even higher density
In the scale-free unitary regime the interparticle spacing is large compared with the range of the potential,
and the system is stable. However, at higher densities when the interparticle spacing becomes comparable to
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the range of the potential, the system can in fact become unstable, as can be seen from the following model
calculation. Let us assume that the interparticle interaction is an attractive square well potential with range
r0 and depth V (< 0). The energy calculated assuming a Hartree-Fock wave function is a rigorous upper
bound to the exact total energy, E; thus
E
N
≤ 3~
2k2F
10m
+
2pir30
3
nV. (2.14)
As n increases, the energy becomes unbounded below; the kinetic energy does not save the system from
collapse. I note that at V = −~2pi2/4mr20 the two body-scattering amplitude has a resonance, the scattering
length diverges, and the interaction energy per particle becomes Eint/N = −(5pi/27)kF r0EFG. The insta-
bility in this model should not occur, however, for realistic interatomic potentials which have a repulsive
core.
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Chapter 3
Fluctuating stripes in strongly
correlated electron systems and the
nematic-smectic quantum phase
transition
3.1 Introduction
I discuss the quantum phase transition between a quantum nematic metallic state to an electron metallic
smectic state in terms of an order-parameter theory coupled to fermionic quasiparticles. Both commensurate
and incommensurate smectic (or stripe) cases are studied. Close to the quantum critical point (QCP), the
spectrum of fluctuations of the nematic phase has low-energy “fluctuating stripes”. I study the quantum
critical behavior and find evidence that, contrary to the classical case, the gauge-type of coupling between
the nematic and smectic is irrelevant at this QCP. The collective modes of the electron smectic (or stripe)
phase are also investigated. The effects of the low-energy bosonic modes on the fermionic quasiparticles are
studied perturbatively, for both a model with full rotational symmetry and for a system with an underlying
lattice, which has a discrete point group symmetry. I find that at the nematic-smectic critical point, due
to the critical smectic fluctuations, the dynamics of the fermionic quasiparticles near several points on the
Fermi surface, around which it is reconstructed, are not governed by a Landau Fermi liquid theory. On the
other hand, the quasiparticles in the smectic phase exhibit Fermi liquid behavior. I also present a detailed
analysis of the dynamical susceptibilities in the electron nematic phase close to this QCP (the fluctuating
stripe regime) and in the electronic smectic phase.
The discovery of the high temperature superconductors in the quasi-two-dimensional copper-oxide ma-
terials in the late 1980s, and of novel correlated phases in other complex oxides, has brought to the forefront
the problem of the physics of strongly correlated electron systems. To this date the understanding of the
behavior of these systems remains one of the main open and challenging problems in condensed matter
physics. The central conundrum in this field is the fact that these strongly coupled electron systems are best
regarded as doped Mott insulators for which both the band theory of metals and the Landau theory of the
Fermi liquid (FL) fail.
One characteristic feature of the physics of doped Mott insulators is their inherent tendency to electronic
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phase separation, frustrated by the effects of Coulomb interactions.[56, 106] The ground states resulting from
these competing tendencies typically break the translation invariance and/or the point group symmetry of the
underlying lattice. From a symmetry point of view, the ground states of doped Mott insulators are charge-
ordered phases[104], which share many similarities with classical liquid crystals, and should be regarded as
electronic liquid crystal phases.[104] However, unlike classical liquid crystals, electronic liquid crystals are
strongly quantum mechanical states whose transport properties range from insulating to metallic and even
superconducting. In contrast with classical liquid crystals, whose ordered phases represent the spontaneous
breaking of the continuous translation and rotational symmetry of space[48, 34], the electronic liquid crystal
phases of strongly correlated systems are sensitive to the effects of the underlying lattice and the symmetry
breaking patterns involve the point and space groups, as well as to disorder. More complex ordered states,
involving simultaneously charge and spin degrees of freedom, may also arise.[212]
The sequence of quantum phase transitions described above, electron crystal → smectic (stripe) →
nematic → isotropic fluid, representing the progressive restoration of symmetry, is natural from a strong
correlation perspective. Indeed, the electron crystal state(s) are naturally insulating (much as in the case
of a Wigner crystal), the smectic or stripe phases are either anisotropic metals or superconductors, and
the charged isotropic fluids are either metallic or superconducting. While the isotropic metallic phase is
essentially a FL (albeit with strongly renormalized parameters), the nematic and smectic metallic phases
have a strong tendency to show non-FL character. Indeed, much of the theoretical description of the
stripe or smectic phases is usually based on a quasi-one-dimensional analysis, which makes explicit use
of this strong correlation physics. Such approaches give a good description of this state deep inside this
phase and at energies high compared to a “dimensional crossover” scale below which the state is fully two-
dimensional (and strongly anisotropic)[57, 30, 55, 204, 72, 11, 29]. Stripe phases (insulating, metallic, and
superconducting) have been found in mean-field studies of generalized two-dimensional Hubbard and t-J
models[222, 128, 100, 162, 183, 205, 206, 155, 181, 124, 85, 169].
The same pattern of quantum phase transitions can also be considered in reverse order, with a weak
coupling perspective, as a sequence of symmetry breaking phase transitions beginning from the isotropic
metal: FL → electron nematic → electron smectic → insulating electron crystal. In this case, one begins
with a uniform isotropic metal, well described at low energies by the Landau theory of the FL, with well-
defined quasiparticles and a Fermi surface (FS), and considers possible instabilities of the isotropic fluid into
a nematic (or hexatic and other such states), as well as phase transitions into various possible charge-density-
wave (CDW) phases. The unidirectional CDW-ordered states are the weak coupling analog of the smectic
(or stripe) phases, and have the same order parameters as they break the same symmetries. The main
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difference between a CDW and a smectic resides in the fact that while the CDW arises as a weak coupling
(infinitesimal) instability of a FL in which parts of the FS are gapped[133] (which requires the existence of a
FS with sharp quasiparticles), the stripe phases do not require such description. While a CDW phase at high
energies is essentially a FL, the high-energy regime of a stripe phase is a quasi-one-dimensional Luttinger
liquid.[30, 55] A direct quantum phase transition from a FL to a CDW phase is, naturally, possible and this
quantum phase transition has been studied in some detail,[7, 39] as well as to a metallic spin-density wave
(SDW)[202, 199].
The weak coupling description of an electron nematic phase uses a Pomeranchuk instability of a Fermi
liquid state[163]. Oganesyan, Kivelson, and Fradkin[150] showed that the nematic quantum phase transi-
tion is a quadrupolar instability of the FS, and gave a characterization of the properties of the nematic
Fermi fluid in a continuum model. An electron nematic quantum phase transition has also been found in
lattice models[79, 136, 50], which show, however, a strong tendency to exhibit a first-order quantum phase
transition[101, 102, 216]. Pomeranchuk instabilities in the Landau theory of the FL have also shown the
existence of an electron nematic transition[149, 211]. Perturbative renormalization group analysis of the
stability of the FL in Hubbard-type models[89], as well as high-temperature expansions[165], has also shown
that in such models there is a strong tendency to a nematic state. An electron nematic state was shown to
be the exact ground state in the strong coupling limit of the Emery model of the copper oxides at low hole
doping[106].
The upshot of the work on the electron nematic quantum phase transition is that, at the QCP (if the
transition is continuous) and in the nematic phase (in the continuum) the electron quasiparticle essentially no
longer exists as an asymptotically stable state at low energies, except along symmetry determined directions
in the ordered phase. A full solution of this QCP by bosonization methods has confirmed these results, which
were gleaned from mean-field theory, and have also provided strong evidence for local quantum criticality at
this QCP [114, 116].
In this chapter I will be interested in the quantum phase transition from an electron nematic phase
to a charge stripe phase, a unidirectional CDW. For simplicity I will not consider here the spin channel,
which plays an important role in many systems. I will only consider the simpler case of unidirectional order.
Extensions to the more general case of multidirectional order are straightforward. Here I develop a quantum-
mechanical version of the nematic-smectic transition in a metallic system. This is a quantum-mechanical
version of the McMillan-deGennes theory for the quantum phase transition from a metallic nematic phase
to a metallic smectic (or CDW) phase. The construction of such a generalization of the McMillan-deGennes
theory is the main purpose of this chapter.
15
As it is discussed in detail in subsequent sections, here I will follow the “weak-coupling” sequence of
quantum phase transitions described above, beginning with the transition from a FL to an electron nematic,
and from the latter to a stripe or unidirectional CDW state. The main advantages of this approach are that it
allows to address the fate of the electronic quasiparticles and non-Fermi liquid behaviors as the correlations
that give rise to these electronic liquid crystal phases develop, as well as to study the quantum critical
behavior following the standard Hertz-Millis approach [84, 137, 180]. However, the main disadvantage is
that this approach does not do justice to the physics of strong correlation. For this reason, in spite of the
important insights that are gained through this line of analysis, this approach cannot explain the physics
of the “strange metal” regime observed in the “normal state” of high Tc superconductors where non-Fermi
liquid effects are widely reported. To do that would require studying this problem as a sequence of quantum
melting transitions. An important first step in this direction has been made by Cvetkovic and coworkers
[45, 44, 43] who have studied a purely bosonic model of such quantum melting. The inclusion of fermionic
degrees of freedom in this strong coupling approach is an interesting but challenging open problem.
I have both conceptual and phenomenological motivations for considering this problem. At the conceptual
level the main question is to develop a theory of the quantum critical behavior at the electron nematic-
smectic phase transition, and of the low-energy physics of both phases near quantum criticality. Although
the static properties are the same as in the classical theory (as required by symmetry) the quantum dynamics
changes the physics substantially. Thus, physical properties, which determine the transport properties and
the fermion spectral function, cannot be gleaned from the classical problem. Provided that the quantum
phase transition is continuous or, at most weakly first order, the low-energy fluctuations in one phase (say
the nematic metal) must reflect the character of the nearby ordered stripe phase. In other words, under
these assumptions, as the quantum phase transition is approached the metallic nematic phase behaves as
a state with “fluctuating stripes”. The ample experimental evidence in high temperature superconductors
for “fluctuating stripe order” should be interpreted instead as evidence of a nematic phase proximate to a
quantum phase transition to a stripe (or smectic)-ordered state[103].
3.2 Summary of results
I follow a phenomenological approach to study the quantum phase transition between an electronic nematic
state and electronic smectic state. I postulate the existence of both an electron nematic and a smectic
phases with a possible direct phase transition between them. This physics will be represented by an effective
field theory involving the nematic and CDW order parameters. The static part of the effective action of
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the order-parameter theory has the same form as in the classical theory of the nematic-smectic transition,
the McMillan-deGennes theory. I will assume that aside from the effects of the coupling to the fermionic
quasiparticles, this effective field theory is analytic in the order parameters and their derivatives as this
dependence is determined by local physics. As shown below, this assumption implies a dynamical quantum
critical exponent z = 1.
The fermionic quasiparticles couple to the nematic and smectic (CDW) order parameters in their natural
symmetry-dictated way. The fermions will be assumed to be a normal FL, with well-defined quasiparticles
and a FS. Thus, I will not attempt to explain why the phase transition exists, which requires a microscopic
theory, but rather describe its character. One of our most important results is that this theory gives a
description of a phase with fluctuating stripe (smectic) order, of much interest in current experiments. The
effective theory that I consider also allows for a possible direct transition between the normal and isotropic
FL state and a CDW phase, without going through an intermediate nematic phase, as in the direct transition
between a FL and a CDW state, discussed by Altshuler, Ioffe, and Millis[7]. Thus, the theory I present here
actually describes the behavior of a FL in the vicinity of a possible bicritical point which, as I shall show,
is not directly accessible. The main results of our theory are summarized in Table 3.1,3.2, 3.3. In Sec.
Nematic
Anisotropic Scaling
1 : 1 : 3
[qx] : [qy] : [ω]
Non-analyticity
Gaussian Fixed Point Stable
Σ′′(kF , ω) |ω|2/3
Table 3.1: Summary of results: nematic phase.
QS < 2kF QS = 2kF QS = 2kF inflection
commensurate incommensurate point
Anisotropic Scaling
1 : 1 : 2 1 : 2 : 3 1 : 2 : 2 1 : 3 : 3
[qx] : [qy] : [ω]
Non-analyticity Φ5/2 Φ5/2 Φ9/4
Gaussian Fixed Point Stable Unstable/First Order Stable Stable
Σ′′(kF , ω) |ω|1/2 |ω| |ω|13/12
Table 3.2: Summary of results: smectic mode at the electronic nematic-smectic QCP.
3.3 I discuss the current experimental status of electronic liquid crystal phases in a number of different
materials. In Sec. 3.4 we set up the order parameter theory for the electronic liquid crystal phases based
on symmetry and analyticity. The static part of this phenomenological theory is (as it should be) similar
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continuous discrete
rotational rotational
group group
Anisotropic scaling
1 : 2 : 2 1 : 1 : 1
[qx] : [qy] : [ω]
Non-analyticity
Gaussian fixed point stable Stable
Σ′′(kF , ω)
ω2 log |ω| ω2 log |ω|
or |ω|3/2 or |ω|2
Table 3.3: Summary of results: smectic phase.
to its classical counterpart, but I add proper dynamics to describe the quantum fluctuations. I next couple
the order parameter theory to the fermionic quasiparticles, in Sec. 3.5. The coupling between the fermionic
quasiparticles and the order parameters is completely determined by symmetry. This is a standard approach
to study quantum phase transitions in metallic systems [180]. It is a consistent scheme for the study of the
quantum phase transition provided the effective dimension d+ z is close to 4 (here d is the dimensionality of
space). Several different non-analytic dependences on the order parameters in the effective action appear as
a consequence of their coupling to the fermions. I show that these nonanalytic dynamical terms dominate
over the dynamics prescribed phenomenologically. Hence, the dynamics of fermionic liquid crystal phase is
very different from that of the simple phenomenological theory. I present a detailed analysis of the behavior
of the dynamical susceptibilities in both phases and at the QCP.
The nematic-smectic QCP is studied in Sec. 3.6. In classical liquid crystals, the Goldstone mode of the
nematic phase plays a very important role at the nematic-smectic transition. There, this relevant coupling
drives the transition weakly first order through a fluctuation-induced first order transition[81]. However, in
the case of the electronic liquid crystals, I find that the coupling between the nematic Goldstone mode and
the smectic field is actually irrelevant at the electronic nematic-smectic QCP. Therefore, these two modes
can be treated separately, as they are weakly coupled to each other. Several different nematic-smectic critical
theories are studied, depending on the relation between the magnitude of the ordering wave vector of the
CDW, QS , and the Fermi wave vector, kF . For QS < 2kF (Fig. 3.2(a)), I find that the critical smectic field
has a dynamic critical exponent z = 2, which will result in a C ∼ T contribution to the heat capacity. This
is a correction to the conventional linear T behavior of Fermi liquids. These quantum fluctuations lead to
the existence of four points on the FS where the assumptions of FL theory are violated (Fig. 3.2(a)). At
these points the imaginary part of the fermion self-energy correction Σ′′(kF , ω) ∼ |ω|1/2. For QS = 2kF (Fig.
3.2(b)), the system exhibits anisotropic scaling: [qx] = 1, [qy] = 2 and [ω] = 3 for the incommensurate CDW,
while [qx] = 1, [qy] = 2 and [ω] = 2 for the commensurate case. Besides, a non-analytic Φ
5/2 term, where Φ is
the smectic order parameter, is generated in the action of the low-energy effective theory. This non-analytic
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term is relevant under the renormalization group (RG) for the incommensurate case, suggesting a weak,
fluctuation-induced, first-order transition. This coupling is irrelevant in the commensurate case. Here I also
find two points on the FS (Fig. 3.2(b)), where the system has marginal FL behavior, with a quasiparticle
scattering rate Σ′′(kF , ω) ∼ |ω|, and a low temperature correction to the heat capacity C ∼ T 3/2, which is
subleading. I also consider the special case of a CDW caused by a nearly nested FS, for which I find that
the low-temperature heat capacity correction C ∼ T 4/3, which is also subleading, and the fermions form a
FL, with Σ′′(kF , ω) ∼ |ω|13/12. I also calculated the dynamic CDW susceptibility χS(q, ω) for both cases.
The QS > 2kF case will not be discussed here. In the presence of a lattice this case is quite trivial (see Sec.
3.6) while for it to occur in a continuum system, where it is non-trivial, requires unphysical assumptions.
The smectic phase is discussed in Sec. 3.7. In the smectic phase the anisotropic scaling associated with the
Goldstone fluctuations are [qx] = 1, [qy] = [ω] = 2. I find that the low-temperature heat capacity correction
C ∼ T 3/2, which is also subleading. The quasiparticle scattering rate in this case is Σ′′(kF , ω) ∼ ω2 log |ω|
for much of the FS while Σ′′(kF , ω) ∼ |ω|3/2 at the two special points where the Fermi velocity is parallel to
the ordering wave vector. Thus, in this case fermions behave as a FL. I also calculated both the longitudinal
and transverse dynamic CDW susceptibilities in the smectic phase.
Lattice effects are also discussed. For the case of an incommensurate smectic phase, I show that there is
an unpinned smectic phase close to the nematic-smectic critical point. In this phase, the smectic Goldstone
mode has a dynamic critical exponent z = 1 and the system is a FL with Σ′′(ω) ∼ ω2 log |ω| at most of the
FS and Σ′′(ω) ∼ ω2 at some special point on the FS described below. Due to the unpinned smectic ordering,
the system receives a correction to the low-temperature heat capacity C ∼ T 2, and I also computed the
dynamic transverse CDW susceptibility. Deep into the smectic phase, an incommensurate CDW may be
pinned down by lattice distortion. As expected, the fermions in a pinned smectic are in a conventional FL
state.
In Sec. 3.8 I present a brief discussion of the role of thermal fluctuations for these phases and of the
classical-to-quantum crossovers. I conclude with a summary of our main results and a discussion of open
questions in Sec. 3.9. Details of the calculations are presented in several appendices. In Appendix A.1 I
discuss the tensor structure of the order parameters. In Appendix A.2 I present details of the nematic-smectic
QCP for the case QS < 2kF , while the nonanalytic terms induced for the QS = 2kF case are presented in
Appendix A.3. In Appendix A.4 I present details of the calculation of the spectrum of Goldstone modes in
the smectic phase. In Appendix A.5 I summarize the random phase approximation (RPA) calculation of the
fermion self-energy at the nematic-smectic QCP and in the smectic phase.
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3.3 Experimental status of electronic liquid crystal phases
During the past decade or so experimental evidence has been mounting of the existence of electronic liquid
crystal phases in a variety of strongly correlated (as well as not as strongly correlated) electronic systems.
I will be particularly interested in the experiments in the copper oxide high temperature superconductors,
in the ruthenate materials (notably Sr3Ru2O7), and in two-dimensional electron gases (2DEG) in large
magnetic fields. However, as I will discuss below, our results are also relevant to more conventional CDW
systems such as the quasi-two-dimensional dichalcogenides.
3.3.1 High temperature superconductors
In addition to high temperature superconductivity, the copper oxide materials display a strong tendency to
have charge-ordered states, such as stripes. The relation between charge ordered states[105], as well as other
proposed ordered states[35, 200], and the mechanism(s) of high temperature superconductivity is a subject
of intense current research. It is not, however, the focus of this chapter.
Stripe phases have been extensively investigated in high temperature superconductors and detailed and
recent reviews are available on this subject[103, 197]. Stripe phases in high temperature superconductors
have unidirectional order in both spin and charge (although not always) and it is typically incommensu-
rate. In general the detected stripe order (by low-energy inelastic neutron scattering) in La2−xSrxCuO4,
La2−xBaxCuO4 and YBa2Cu3O6+y (see Refs.[103] and [197] and references therein) is not static but “fluctu-
ating”. As emphasized in Ref.[103], “fluctuating order” means that there is no true long range unidirectional
order. Instead, the system is in a (quantum) disordered phase, very close to a quantum phase transition to
such an ordered phase, with very low-energy fluctuations that reveal the character of the proximate ordered
state. On the other hand, in La2−xBaxCuO4 near x = 1/8 (and in La1.6−xNd0.4SrxCuO4 also near x = 1/8),
the order detected by elastic neutron scattering[196], and resonant x-ray scattering in La2−xBaxCuO4 [6]
also near x = 1/8, becomes true long-range static order.
In the case of La2−xSrxCuO4, away from x = 1/8, and particularly on the more underdoped side, the
in-plane resistivity has a considerable temperature-dependent anisotropy[9], which has been interpreted as
an indication of electronic nematic order. From these experiments it has been suggested that this phase
be identified as an electron nematic[9]. The same series of experiments also showed that very underdoped
YBa2Cu3O6+y is an electron nematic as well. The most striking evidence for electronic nematic order in high
temperature superconductors are the recent neutron scattering experiments in YBa2Cu3O6+y at y = 6.45[87].
In particular, the temperature-dependent anisotropy of the inelastic neutron scattering in YBa2Cu3O6+y
shows that there is a critical temperature for nematic order (with Tc ∼ 150K) where the inelastic neutron
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peaks also become incommensurate. Similar effects were reported by the same group[86] at higher doping
levels (y ∼ 6.6) who observed that the nematic signal was decreasing in strength suggesting the existence of a
nematic-isotropic quantum phase transition closer to optimal doping. Fluctuating stripe order in underdoped
YBa2Cu3O6+y has been detected earlier on in inelastic neutron scattering experiments [143, 190] which, in
hindsight, can be reinterpreted as evidence for nematic order. However, as doping increases the strength of
the temperature-independent anisotropic background, due to the increased orthorhombicity of the crystal,
also increases thus making this phase transition difficult to observe.
Recent inelastic neutron scattering experiments have found similar effects in La2−xSrxCuO4 materials
where fluctuating stripes where in fact first discovered[195]. Matsuda et al [131] have given qualitatively
similar evidence for nematic order in underdoped La2−xSrxCuO4 (x = 0.05) which was known to have
“fluctuating diagonal stripes”. In the same doping range it has also been found by resonant x-ray scattering
experiments that 5% Zn doping stabilizes a static diagonal stripe-ordered state with a very long persistence
length which sets in at quite high temperatures[177].
These recent results strongly suggest that the experiments that had previously identified the high tem-
perature superconductors as having “fluctuating stripe order” (both inside and outside the superconducting
phase) were most likely detecting an electronic nematic phase, quite close to a state with long-range stripe
(smectic) order. In all cases the background anisotropy (due to the orthorhombic distortion of the crystal
structure) acts as a symmetry breaking field that couples linearly to the nematic order, thus rounding the
putative thermodynamic transition to a state with spontaneously broken point group symmetry. These
effects are much more apparent at low doping where the crystal orthorhombicity is significantly weaker.
The nature of the fluctuating spin order changes substantially as a function of doping: in the very
underdoped systems there is no spin gap while inside much of the superconducting dome there is a finite
spin gap. In fact in La2−xBaxCuO4 at x = 1/8 there is strong evidence for a complex stripe-ordered state
which combines charge, spin and superconducting order[119, 19]. These experiments have also established
that static long-range stripe charge and spin orders do not have the same critical temperature, with static
charge order having a higher Tc.
An important caveat to our analysis is that in doped systems there is always quenched disorder, and has
different degrees of short range “organization” in different high temperature superconductors. Since disorder
also couples linearly to the charge order parameters it ultimately also rounds the transitions and renders
the system to a glassy state (as noted in Refs.[104, 103]). Such effects are evident in scanning tunneling
microscopy (STM) experiments in Bi2Sr2CaCu2O8+δ which revealed that the high-energy (local) behavior
of the high temperature superconductors has charge order and it is glassy[93, 103, 82, 107, 203].
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Finally, I note that in the recently discovered iron pnictides based family of high temperature super-
conductors, such as La (O1−xFx)FeAs [99, 145], a unidirectional spin-density wave has been found. It has
been suggested[59] that the undoped system LaOFeAs may have a high-temperature nematic phase and that
quantum phase transitions also occur as a function of fluorine doping[213]. This suggests that many of the
ideas and results that I present here may be relevant to these still poorly understood materials.
3.3.2 Other complex oxides
The existence of stripe-ordered phases is well established in other complex oxide materials, particularly
the manganites and the nickelates. In general, these materials tend to be “less quantum mechanical” than
the cuprates in that they are typically insulating (although with interesting magnetic properties) and the
observed charge-ordered phases are very robust. These materials typically have larger electron-phonon
interactions and electronic correlations are comparatively less dominant in their physics. For this reason
they tend to be “more classical” and less prone to quantum phase transitions. However, at least at the
classical level, many of the issues I discussed above, such as the role of phase separation and Coulomb
interactions, also play a key role[46]. The thermal melting of a stripe state to a nematic has been seen in
the manganite material BixCaxMnO3[175].
3.3.3 Ruthenates
Recent magneto-transport experiments in the quasi-two-dimensional bilayer ruthenate Sr3Ru2O7 by the
St. Andrews group[21] have given strong evidence of a strong temperature-dependent in-plane transport
anisotropy in these materials at low temperatures T . 800 mK and for a window of perpendicular magnetic
fields around 7.5 Tesla. These experiments provide strong evidence that the system is in an electronic nematic
phase in that range of magnetic fields[21, 64]. The electronic nematic phase appears to have preempted a
metamagnetic QCP in the same range of magnetic fields[75, 138, 159, 73]. This suggests that proximity
to phase separation may be a possible microscopic mechanism to trigger such quantum phase transitions,
consistent with recent ideas on the role of Coulomb-frustrated phase separation in 2EDGs[95, 123].
3.3.4 2DEGs in large magnetic fields
To this date, the best documented electron nematic state is the anisotropic compressible state observed in
2DEGs in large magnetic fields near the middle of a Landau level, with Landau indexN ≥ 2[121, 120, 53, 154].
In ultrahigh-mobility samples of a 2DEG in AlAs-GaAs heterostructures, transport experiments in the
second Landau level (and above) near the center of the Landau level show a pronounced anisotropy of the
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longitudinal resistance rising sharply below T ' 80 mK, with an anisotropy that increases by orders of
magnitude as the temperature is lowered. These experiments were originally interpreted as evidence for a
quantum Hall smectic (stripe) phase [110, 142, 62, 127, 15]. Further experiments[41, 42, 40] did not show
any evidence of pinning of this putative unidirectional CDW as the I−V curves are strictly linear at low bias
and no broadband noise was detected. In contrast, extremely sharp threshold electric fields and broadband
noise in transport was observed in a nearby reentrant integer quantum Hall phase, suggesting a crystallized
electronic state. These facts, together with a detailed analysis of the experimental data, suggested that the
compressible state is in an electron nematic phase[62, 63, 208, 170, 51], which is better understood as a
quantum melted stripe phase.
3.3.5 Conventional CDW materials
CDWs have been extensively studied since the mid-seventies and there are extensive reviews on their
properties[77, 78]. From the symmetry point of view there is no difference between a CDW and a stripe
(or electron smectic). The CDW states are usually observed in systems which are not particularly strongly
correlated, such as the quasi-one-dimensional and quasi-two-dimensional dichalcogenides, and the more re-
cently studied tritellurides. These CDW states are reasonably well described as FLs which undergo a CDW
transition, commensurate or incommensurate, triggered by a nesting condition of the FS[133, 134]. As a
result, a part or all of the FS is gapped in which case the CDW may or may not retain metallic properties.
Instead, in a strongly correlated stripe state, which has the same symmetry breaking pattern, at high energy
has Luttinger liquid behavior[104, 55, 29].
What will interest us here is that conventional quasi-2D dichalcogenides, the also quasi-2D tritellurides
and other similar CDW systems can quantum melt as a function of pressure in TiSe2[188], or by chemical
intercalation as in CuxTiSe2[144, 14] and NbxTaS2[47]. Thus, CDW phases in chalcogenides can serve as
a weak-coupling version of the problem of quantum melting of a quantum smectic. Interestingly, there is
strong experimental evidence that both TiSe2[188] and NbxTaS2[47] do not melt directly to an isotropic
Fermi fluid but go instead through an intermediate phase, possibly hexatic. (CuxTiSe2 is known to become
superconducting[144].) Whether or not the intermediate phases are anisotropic is not known as no transport
data is available in the relevant regime.
The case of the CDWs in tritellurides is more directly relevant to the theory I present in this chapter.
Tritellurides are quasi-2D materials which for a broad range of temperatures exhibit a unidirectional CDW
(i.e. an electronic smectic phase) and whose anisotropic behavior appears to be primarily of electronic
origin[26, 113, 179, 178, 58]. However, the quantum melting of this phase has not been observed yet.
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Theoretical studies have also suggested that it may be possible to have a quantum phase transition to a
state with more than one CDW in these materials[217].
3.4 Order-parameter theory
In this section I will construct, using phenomenological arguments, an effective order parameter theory that
will describe both the electron nematic and the electron smectic (or unidirectional CDW) phases. Although
by symmetry the order parameter theory must be very similar to the ones used in classical liquid crystal
phases, I will go through the construction of the phenomenological theory in some detail for several reasons.
In 2D the rotation group SO(2) is Abelian which allows for a significant simplification of the formulas by
using a complex order parameter for the nematic phase, instead of a tensor expressions commonly used
for 3D classical liquid crystals. Proper dynamical terms now need to be included to describe the quantum
fluctuations at zero-temperature. Besides, in order to provide a clear relation between this work and earlier
studies of the CDW state of fermions, I would like to discuss also the relation between the smectic phase
and the CDW state.
3.4.1 The normal-electronic nematic transition
The nematic order parameter in 2D is a l = 2 representation of the SO(2) rotational group [150]. It is
defined as a symmetric traceless tensor of rank two.
N =
 n11 n12
n12 −n11
 . (3.1)
The 2D rotational group SO(2) is isomorphic to U(1). Hence, I define instead the complex order-parameter
field N(~r, t)
N(~r, t) = n11(~r, t) + in12(~r, t), (3.2)
where ~r and t are the space and time coordinates. I will use this complex order parameter field in this
chapter to take the advantage of the Abelian nature of SO(2).
The conjugate field is N †(~r, t) = n11(~r, t) − in12(~r, t). Under a global rotation by an angle θ, the fields
N(~r, t) and N †(~r, t) transform, respectively, as N(~r, t)→ e2iθ N(~r, t) and N †(~r, t)→ e−2iθN †(~r, t). Hence,
N and N † carry the angular momentum quantum numbers lz = 2 and lz = −2, respectively.
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This complex order parameter can be generalized easily to other angular momentum channels l 6= 2, but
not to higher dimensions d > 2, since it relies heavily on the special property of the 2D rotational group
SO(2). In higher dimensions, the rotational group will no longer be Abelian, so one will need to use the
tensor formula as in the classical liquid crystal theories. In Appendix A.1, formulas using the complex order
parameter are translated into the conventional tensor form for comparison.
The order-parameter field I just defined is invariant under spatial-inversion and time-reversal
PN(~r, t)P−1 = N(−~r, t), (3.3)
TN(~r, t)T−1 = N(~r,−t). (3.4)
In even spatial dimensions, including 2D in which our system lives, a chiral transformation is different from
a space inversion. To change the chirality in 2D, I can reverse the y direction and keep the x direction
unchanged. Under this chiral transformation, the nematic field will be changed into the conjugate field
CN(x, y, t)C−1 = N †(x,−y, t). (3.5)
Here, C is the chiral transformation operator.
The effective action must preserve the symmetries of the system, both continuous, as the translational
and rotational symmetries, and discrete, as the time reversal, spatial inversion and chiral symmetries. With
the assumption of analyticity, the action must be
SN =
∫
d~rdt
(
|∂tN |2 − |~∇N |2 −∆N |N |2 − uN |N |4
)
. (3.6)
Here the dynamical term is quadratic in time derivatives. This is because the term linear in time derivatives
−iN †∂tN + h.c. is not allowed by the chiral symmetry. It is the imaginary part of N †∂tN . It corresponds
to a pseudoscalar, and is not allowed.
In 2D, cubic terms in the nematic fieldN are not allowed. Hence, if uN > 0, the normal-nematic transition
is second order, instead of a first-order transition as in the 3D case [48, 34]. For uN > 0 and ∆N > 0, the
rotational invariant ground state will be stable. When ∆N becomes negative, N will develop an expectation
value N¯ with module
√
−∆N/(2uN), which breaks the SO(2) rotation symmetry. The residual rotational
symmetry would be Z2. The argument of N¯ determines the direction of the nematic order parameter.
The action of Eq. (3.6) has an internal U(1) symmetry associated with the phase of the complex field
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N , which is not physical. By symmetry, terms of the form
−κ (N †(∂x + i∂y)N †(∂x + i∂y)N + h.c.) (3.7)
are allowed [150, 2]. This kind of terms are irrelevant at the QCP and in the isotropic phase, which leads to
the existence of an “emergent” internal U(1) symmetry at quantum criticality. But it will be important in
the nematic phase, as it makes the two Frank constants to attain different values. (This effect is formally
analogous to the role of spin-orbit interactions in the Schro¨dinger equation: in their absence spin is an
internal degree of freedom.) This emergent symmetry of the normal phase and at the critical point is very
important for the classical normal-nematic transition, especially in the study about the fluctuation effects
[164, 108, 148].
3.4.2 The electronic nematic phase
In the nematic phase, the SO(2) rotational symmetry is broken. Hence, I expect the fluctuations of the
amplitude of the nematic order parameter, δN , to correspond to a massive mode with an energy gap of
−2∆N (∆N < 0), and the fluctuations of the phase, φN , constitute the gapless Goldstone mode. Without
loss of generality, throughout this chapter, I assume that N¯ is real and positive. This state corresponds to
a nematic order in the main axis direction. In this state, the action of φN is
SφN =N¯
2
∫
d~rdt
(
(∂tφN )
2−K1(∂xφN )2 −K2(∂yφN )2
)
(3.8)
where K1 = 1 + 2κN¯ and K2 = 1 − 2κN¯ are the two Frank constants. This action is only valid for
small nematic fluctuations. It cannot be used to study topological defects of the nematic phase, known as
disclinations[48]. The field φN has dynamic critical exponent z = 1. This makes the effective dimension of
this system 3, which is above the lower critical dimension of the theory d = 2, and nematic order will not
be destroyed by fluctuations.
3.4.3 CDW multi-critical point
The smectic order is a unidirectional CDW, described by a single complex order parameter field. If I assume
analyticity, the effective low-energy theory of the bosonic field ρ can be determined as:
SCDW =
∫
d~rdt (∂tρ)
2 + S2 + S3 + S4, (3.9)
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where S2 is the term in the quadratic order of ρ, S3 and S4 are the cubic and quartic terms respectively.
The term S2 in the momentum space is,
S2 = −
∫
d~kdω
(2pi)3
f(|k|)ρ(~k, ω)ρ(−~k,−ω). (3.10)
The function f(|k|) has the physical meaning of the inverse of the CDW susceptibility. If I assume the
ordering wave-vector of the CDW is ~QS (with | ~QS | = QS its magnitude), f(|~k|) will have the form
f(|~k|) = ∆CDW + C(|~k|2 −Q2S)2 + . . . (3.11)
where ∆CDW is the energy gap of the CDW excitations [24], and C is a positive constant.
When the energy gap ∆CDW decreases to zero, all the density wave modes with |~k| = QS will become
soft and critical when ∆CDW = 0. This is very different from an ordinary φ
3- or φ4-theory, where I only
need to consider one mode (or two modes for a complex field) at small momentum. Here, I need to consider
all the modes with the wave vector ~k whose magnitude is close to QS . In other words, the point ∆CDW = 0
is not a critical point but a multi-critical point with an infinite number of critical modes. Even if a lattice
background is present, the ∆CDW = 0 point may still be a multi-critical point of n critical modes, if the
lattice has a n-fold rotational symmetry for n > 2. For a multi-critical point, higher-order terms become
important. Without a detailed knowledge of these higher-order terms, it is not possible to determine whether
the transition is first or second order, or how many CDWs will be formed in the ordered phase.
Brazovskii [24] studied the classical version of this problem, considering only the isotropic interactions.
Chubukov and co-workers [39] studied the quantum problem in a fermionic system in the high-density regime
where the cubic and quartic terms of ρ can be ignored.
In general, depending on the non-Gaussian terms, the ordered phase may have only one or several CDWs
[24]. For a rotational invariant system, it is often assumed that 3 CDWs form a triangular lattice to minimize
the breaking of the rotational symmetry, as the 2D Wigner crystal state [210]. For systems with a strong
lattice potential, the system is often assumed to become an electron crystal state which preserves the point
group rotational symmetry of the background lattice, e.g. the rare-earth tritellurides[217].
For isotropic systems, outside the nematic phase, the ρ3 term in Eq. (3.9) favors that three CDWs form
by a first-order transition [24]. However, inside a nematic phase, as I will show below, the nematic order
parameter, which is coupled to ρ2, favors only one CDW and will compete with the ρ3 term. For a continuous
quantum phase transition, ρ3 will be a subleading perturbation compared to ρ2, at least close enough to the
transition. Hence, the smectic phase, a unidirectional CDW, will be energetically favorable. On the other
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hand, in the case of a first-order transition, depending on microscopic details either the smectic phase or the
state with three CDWs would be preferred. I represent these different possibilities in the schematic phase
diagram shown in Fig. 3.1.
On a square lattice, due to the point group symmetry of the lattice, the electron crystal phase usually
consists of 2 CDWs perpendicular to each other. The phase transition between this phase and the FL may be
second order due to the absence of the cubic term ρ3 which, in contrast to isotropic systems, is prohibited by
momentum conservation. I have confirmed this structure of the phase diagram in a microscopic mean-field
calculation. However, at the multi-critical point where both the CDW modes and the nematic mode are
critical (the (0, 0) point in Fig. 3.1), the coupling between CDWs and the nematic order parameter (Eq.
(3.12)) is relevant. This suggests a fluctuation driven first-order transition near the multi-critical point.
Hence, this multi-critical point is essentially unreachable.
∆ CDW
Wigner crystal Fermi liquid
∆ N
NematicSmectic
Figure 3.1: Schematic phase diagram at T = 0 as a function of ∆N and ∆CDW defined in Eqs.(3.6) and
(3.11). The cross point of the two dash lines is the multi-critical point ∆N = ∆CDW = 0. The red thick
lines stand for first order phase boundaries. Other phase boundaries may be first or second order. More
complex electron crystal phases are possible, for example, an anisotropic electron crystal phase where more
than one CDWs and nematic coexist, but they are beyond the discussion of this chapter.
In this chapter, I study the nematic-smectic phase transition and the smectic phase using a weak coupling
approach by perturbing about a FL state. This approach is consistent provided the nematic phase is narrow
enough in coupling constant space so that the nematic-smectic transition is not too far from the FL phase.
It is useful to compare to the classical version of this problem. The theory of classical (thermal) melting
in two dimensions, the Kosterlitz-Thouless-Halperin-Nelson-Young theory[147, 221] (see Ref.[34]), is a theory
of a phase transition driven by the proliferation of topological defects: a dislocation unbinding transition
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in the case of melting of a 2D Wigner crystal (a triangular lattice) into a hexatic phase, and disclination
unbinding transition in the hexatic-isotropic phase transition. (The case of the square lattice was discussed
only recently in Ref.[129]). The reason for the success of the classical theory of melting in two dimensions
is that, as in all Kosterlitz-Thouless phase transitions[109, 34], at finite temperatures the classical ordered
state with a spontaneously broken continuous symmetry is not possible in two dimensions. Instead, there is
a line (or region) of classical critical behavior with exactly marginal operators. The defect-unbinding phase
transition appears as an irrelevant operator becoming marginally relevant.
In the case of the quantum phase transitions in two dimensions that I am interested in, there are no such
exact marginal operators available at zero temperature, and hence, no lines of fixed points available. Thus,
the T = 0 quantum phase transition is not triggered by a defect-unbinding operator becoming marginal,
but instead by making the coupling constant of an irrelevant operator large (as in standard continuous
phase transitions, classical or quantum). Instead, the quantum phase transition is closer to Landau-type
(or, rather, Hertz-Millis like) description in that it is governed (as I will show) by a quantum-mechanical
analog of the celebrated McMillan-deGennes theory for a nematic-smectic phase transition in classical liquid
crystals in three dimensions[48, 34]. The approach that I will pursue here does not contain much of the
physics of strong correlations as it begins with a state with well-defined fermionic quasiparticles. It also does
not treat correctly the tendency of strongly correlated systems to exhibit inhomogeneous states and phase
separation. The only way to account for this physics correctly is to use the opposite approach, a strong
coupling theory of quantum melting of the crystal and stripe phases, as advocated in Ref.[104]. So far, this
theory only treats the physics deep inside a stripe phases, and the theory of their quantum melting to a
nematic phase does not yet exist. Thus, although from a strong-coupling perspective it would be highly
desirable to have such a defect unbinding theory of this quantum phase transition (such a description does
exist for an insulating system[223] but its extension to a metallic state is not available and it is highly
non-trivial), I will pursue instead a Hertz-Millis approach [84, 137, 180] to this quantum phase transition.
3.4.4 The electronic nematic-smectic transition
Nematic order will remove the degeneracy of CDW modes in different directions and select one CDW. As a
result, the Brazovskii CDW multi-critical point becomes just a critical point. For simplicity, I assume that
the nematic order parameter is small enough so that a Landau-type expansion still makes sense, which is
equivalent to assuming that the system is still “close enough” to the nematic-isotropic QCP. However, as I
will show later, the critical theory I get using these assumptions has the only form allowed by symmetry,
assuming analyticity.
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By symmetry, the coupling between the CDW and the nematic field is
Sint = −g
∫
d~kdΩ
(2pi)3
∫
d~qdω
(2pi)3
N(~q, ω)e−2iθkρ(~k − ~q,Ω− ω)ρ(−~k,−Ω) + h.c. (3.12)
whose tensor form is shown in Appendix A.1. Here, θk is the polar angle of ~k. This term is irrelevant in the
isotropic phase, but in the nematic phase, where N gets the expectation value N¯ ; this term will be of the
same order as S2, which was defined in Eq. (3.10), and hence it becomes important.
Inside the nematic phase the amplitude fluctuations of the nematic order parameter are gapped while
the orientational fluctuations, the nematic Goldstone modes, are gapless, at least strictly in the absence of a
lattice and other orientational symmetry breaking couplings. Thus, deep enough in the nematic phase it is
possible to integrate out the gapped nematic amplitude fluctuations and derive an effective theory involving
the gapless nematic Goldstone mode. However, as the nematic-smectic phase transition is approached, the
gap of the fluctuations of the smectic order parameter will get smaller and will approach zero at the QCP.
Thus, in this regime, the nematic phase has low-energy “fluctuating stripes”. This regime is the analog of
that in conventional liquid crystals where the McMillan-deGennes classical theory applies . I will now show
how this theory arises in the quantum case.
The leading term in Sint of Eq. (3.12) will be
−2g
∫
d~kdω
(2pi)3
N¯ cos(2θk)ρ(~k, ω)ρ(−~k,−ω). (3.13)
This term will stabilize the density wave in either x or y direction and destabilize the other, depending on
the sign of g. As a result, the nematic order will select a special direction along which only one CDW will
form. Past this phase transition the system will be in a smectic state, a unidirectional CDW. For simplicity,
I assume g > 0, which selects ~QS in the y direction.
Only the density fluctuations close to ~k = ± ~QS matter for the low-energy theory. I define a complex
field Φ, describing the density fluctuations around ~k = ± ~QS as
Φ(~q, ω) = ρ(~q + ~QS , ω), (3.14)
where q is small. The real part of Φ(~r, t) measures the density fluctuations.
Under a spatial inversion, Φ(~r, t) will become its conjugate field Φ†(−~r, t). Hence, the term −iΦ†∂tΦ+h.c.
is not allowed in the Lagrangian, and the dynamical term for Φ is at least quadratic in time derivatives.
The cubic term of the field in the isotropic-CDW transition vanishes in the nematic-smectic transition,
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due to momentum conservation. By expanding Eq. (3.12) around q ∼ 0, ~k ∼ ~QS and φN ∼ 0, I obtain
S =SφN +
∫
d~rdt
(
|∂tΦ|2 − Cy|∂yΦ|2
− Cx|(∂x − iQS
2
φN )Φ|2 −∆S |Φ|2 − uS|Φ|4
)
.
(3.15)
Here SφN is the action of the nematic Goldstone mode defined in Eq. (3.8).
The action of Eq. (3.15) is just a 2D version McMillan-de Gennes theory of the nematic-smectic transition
in the classical liquid crystals but with z = 1 quantum dynamics. The constants in Eq.(3.15) are
Cx =
4gN¯
Q2S
, Cy = C
∆S = ∆CDW − 2gN¯, uS = uCDW − 4g
2
∆N
. (3.16)
Here ∆S is the energy gap of Φ field, which mainly comes from the CDW gap defined in Eq. (3.11).
The correction term −2gN¯ comes from the nematic ordering. The uS term comes from the interactions
between CDWs and it gets a correction from the amplitude fluctuations of the nematic order, which has
been integrated out. The nematic Goldstone field φN couples to the CDW field Φ as a gauge field with a
“charge” QS/2. Here the two in the denominator comes from the fact that the nematic order parameter has
an angular momentum l = 2. This gauge-like coupling is required by the rotational symmetry since, under
spatial rotation by a small angle θ, the fields transform as Φ → exp(iQS x θ) Φ and φN → φN + lθ (for
the angular momentum channel l). In fact, with the symmetry constrain and the assumption of analyticity,
the action I show in Eq. (3.15) is the only allowed form for the effective low-energy theory, provided the
topological excitations of φN are ignored [172]. Therefore, although I only keep linear terms of N¯ in our
calculations above, which is valid close to the normal-nematic critical point, the action in Eq. (3.15) will
have the same form even deep inside the nematic phase.
The theory with the effective action given in Eq.(3.15) has a critical field Φ and gapless Goldstone boson
φN . A naive mean-field theory would suggest that this is a continuous phase transition. In the case of the
theory of classical liquid crystals, where the same naive argument also holds, Halperin, Lubensky and Ma
[81] used the 4−  expansion to show that there is a run-away behavior in the renormalization group flows,
similar to that of superconducting transition coupled to a fluctuating electromagnetic field. They concluded
that in both cases the transition is probably weakly first order, a fluctuation-induced first-order transition.
In other terms, in the classical theory the coupling of the smectic to the nematic Goldstone mode (which
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has the same form as a coupling to a gauge field) is relevant. To ascertain what happens in the case of the
metallic nematic-smectic QCP I will also need to take into account the effects of the fermionic degrees of
freedom. I will show that the fermionic fluctuations change the critical behavior in an essential way.
3.4.5 The electronic smectic phase: a unidirectional CDW
In the smectic phase, the amplitude fluctuations of the order parameter, δΦ, are gapped but the phase
fluctuations, φΦ, are gapless, as required by the Ward-identity. This happens in systems for which lattice
effects can be neglected, and hence are described formally in a continuum, or if the smectic order is sufficiently
incommensurate. Therefore, upon integrating out the gapped amplitude fluctuations δΦ, the effective low-
energy theory of the Goldstone mode becomes
SφΦ =
∫
d~rdt
[
κ0(∂tφΦ)
2 − κ1(∂2xφΦ)2 − κ2(∂yφΦ)2
]
, (3.17)
When I are close to the nematic-smectic critical point, the coefficients of this effective action are
κ0 = |Φ¯|2, κ1 = 4K1N¯
2
Q2S
, κ2 = Cy |Φ¯|2, (3.18)
with Φ¯ being the expectation value of the CDW order parameter. The vanishing of the stiffness (∂xφΦ)
2
term [158, 112] is required by the Ward identity of rotational invariance. Thus, an underlying lattice, which
will break the continuous rotational symmetry down to its discrete point group, will lead to a non-vanishing
stiffness. Nevertheless, in many cases and particularly away from situations in which the FS is strongly
nested, the breaking of rotational invariance can be parametrically small enough that at low temperatures
its effects to a first approximation can be neglected and treated perturbatively afterward.
A simple scaling analysis of the effective action of Eq. (3.17) shows that, at the tree level, the scaling
dimensions of space and time [x], [y] and [t], are −1, −2 and −2, respectively. Although the time direction
and the y direction scales in the same way, the x and y directions now scale differently. This is a typical
phenomenon for anisotropic states. Now the effective dimensions of this quantum theory is 5. Hence, our
theory is above its (upper) critical dimension. So the higher-order interactions of the smectic Goldstone mode
will be irrelevant, if I don’t consider topological defects. The fact that I am above the critical dimension also
tells us that the quantum fluctuations in the quantum smectic phase will not destroy the long-range order.
This scaling is very different from the classical smectic phase of 3D, where [x] = [y] = −1 and [z] = −2, if
the modulation is on the z direction. This classical theory is at its lower critical dimension, and long-range
order is destroyed by fluctuations [158, 112], resulting in a power-law quasi-long-range order. This system
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Figure 3.2: The FS of the nematic phase (a and b) and the reconstructed FS in the smectic phase (c and
d). (a) and (c) are for QS < 2kF at the QCP and in the smectic phase respectively, while (b) and (d) are
QS = 2kF , also at the QCP and in the smectic phase respectively. In (a) and (b), the black dots marked
the non-FL points on the FS caused by the smectic mode fluctuations at the nematic-smectic QCP. The
relevance of the points in (c) is explained in Sec. 3.7. In (c) I have show the case of QS to be comparable to
2kF so as to keep the FS reconstruction simple. Here I show the effective Brillouin Zone with an open orbit
and a closed pocket. The reconstructed FS of case (d) is partially gapped and the FS has an open orbit.
has a line of critical points, so the higher order terms of the action that need to be considered were found
to lead to logarithmic corrections to the power-law behavior [76].
The above analysis implies that our quantum problem is above the lower critical dimension. Therefore
all these effects of the 3D classical smectic phase will not be present in the 2D quantum case. The scaling
behavior of a 2D quantum system is similar to the columnar state of the classical liquid crystals, instead
of that of classical smectics. The classical columnar state has two density waves so that it is a solid in two
directions but a liquid in the third direction. The Goldstone fluctuations of this state scale as [x] = −1 and
[y] = [z] = −2 [48], which is the same as in the present case, if I consider the time direction in our problem
as the z direction. The difference between the classical columnar state and the 2D quantum smectic state is
that in the 3D columnar state, the Goldstone mode is a planar vector but in the present case it is a scalar.
3.5 Coupling the order parameter theory to fermions
I will now proceed to couple the phenomenological theory of the nematic and smectic phases to a system
of a priori well-defined fermionic quasiparticles described by the Landau theory of the FL. In a fermionic
liquid crystal state, the bosonic order-parameter fields, defined above, will couple to the fermions.
Let us define ψ†(x, t) and ψ(x, t) to be the fermion creation and annihilation operators of a FL. I will
assume that the FL has a well-defined FS, which for simplicity I will assume is circular. (For lattice systems
the FS will have the symmetry of the point group of the lattice.) The Fermi wave vector is kF . The Fermi
velocity is set to 1 so that the energy and momentum have the same units. Consistent with the assumptions
of the Landau theory of the FL[18] the effective Hamiltonian of the fermionic quasiparticles will be taken to
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be that of a free Fermi system, with a well-defined FS, and a set of quasiparticle interactions parametrized
by the Landau parameters. These interactions are irrelevant in the low-energy limit of the FL but play an
important role in the physics of electronic liquid crystal phases [150]. In any case in our discussion it will
be unnecessary to include the Landau parameters explicitly since their effects will already be taken into
account through the coupling to the liquid crystal order parameters.
By symmetry, the nematic order-parameter field, N , couples to the fermion density quadrupole [150]
Q(~r, t) =
1
k2F
ψ†(~r, t)
 ∂2x − ∂2y 2∂x∂y
2∂x∂y −∂2x + ∂2y
ψ(~r, t). (3.19)
In 2D, since the rotational group is SO(2), the density quadrupole can be defined in terms of a two-component
real director field (i.e. a headless vector) or, in terms of complex field
Q(~r, t) = Q11(~r, t) + iQ12(~r, t)
= ψ†(~r, t)
(∂x + i∂y)
2
k2F
ψ(~r, t). (3.20)
Same as the nematic order parameter, Q is also invariant under rotations by pi.
The coupling between Q and N is
−gN
∫
d~rdt(Q†N + h.c.). (3.21)
Here gN is a coupling constant. Again, the chiral symmetry of the system requires that the effective action
depends only on the real part of Q†N , and that there is no dependence on the imaginary part, since it is
a pseudo scalar. The tensor form of this coupling is shown in Appendix A.1. In what follows I choose the
sign of gN to be negative, so that a positive expectation value of the nematic order parameter N¯ means a
FS stretched along the x direction and compressed in the y direction, as shown in Figs. 3.2(a) and (b).
The sign of gN alone is not important. What matters is the relative sign between gN and the coupling
constant g defined in Eq. (3.12). Under a redefinition of N becoming −N , both gN and g change sign. If
g × gN > 0, ~QS prefers the direction in which the FS is stretched, but when g × gN < 0, it prefers the
direction where the FS is compressed. In general, the sign of g × gN is determined by microscopic details of
the system to which this model may apply.
If QS = 2kF , very close to a nesting condition the curvature of the FS controls the CDW instability as it
controls how singular the charge susceptibility is near the nesting wave vector. In this case one finds that it
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leads to the condition g × gN < 0, when QS connects two points on the Fermi surface where the curvature
is smallest, as shown in Fig.3.2(b). In general, far from a nesting condition, the curvature of the FS alone is
not the dominant factor, and the sign of g × gN may be positive or negative, depending on the microscopic
details.
The smectic order-parameter field should be coupled to the CDW of the fermions. The CDW operator
of the fermions, close to the ordering wave vector QS , is
n(~q, ω) =
∫
d~kdΩ
(2pi)3
ψ†(~k + ~QS + ~q,Ω+ ω) ψ(~k,Ω), (3.22)
where q ∼ 0. The smectic order-parameter field Φ couples to this fermion density wave n as
−gS
∫
d~rdt(n†Φ + h.c.). (3.23)
Integrating out the bosons, attractive four-fermion interactions are generated of the form
g2N
∆N
|Q|2 + g
2
S
∆S
|n|2. (3.24)
Hence, the order-parameter fields can be regarded as Hubbard-Stratonovich fields used to decouple four-
fermion interactions. In this picture, the couplings between the order-parameter fields and fermions are
measuring the strength of the attractive four-fermion term.
Gapless fermions will introduce nonanalytic terms to the low-energy effective theory of the nematics and
smectics. For the case of the nematic order parameter, it was shown by Oganesyan and co-workers [150] that
the fermions generate nonanalytic Landau damping terms[84, 137], so the theory of the isotropic-nematic
metallic QCP becomes
SN = g
2
NN(0)
∫
d~qdω
(2pi)3
(
i|ω|
q
− κNq2
)
N †(~q, ω)N(~q, ω), (3.25)
The nematic susceptibility at this FL-nematic QCP is[150]
χN (~q, ω) = −i〈N †(~q, ω)N(~q, ω)〉ret
= 1
g2NN(0)
(
iω
q
− κNq2
) . (3.26)
The phase mode of the nematic order-parameter field in the nematic phase, the nematic Goldstone mode,
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has an effective action of the form
SφN = g
2
N N¯
2N(0)
×
∫
d~qdω
(2pi)3
(
i|ω|
q
sin2 2ϕq −K1q2x −K2q2y
)
|φN (~q, ω)|2 (3.27)
where N¯ is the expectation value of the nematic order parameter and ϕq is the angle between ~q and the
main axis direction of the nematic ordering. The stiffnesses K1 and K2 (the Frank constants) are given
in Ref.[150]. With this action, it follows that the transverse nematic susceptibility in the electron nematic
phase is[150]
χN⊥ (~q, ω) = −iN¯2〈φN (~q, ω)φN (−~q,−ω)〉ret
= 1
g2NN(0)
(
iω
q
sin2 2ϕq −K1q2x −K2q2y
) (3.28)
For the case of a nematic order parameter aligned along the x-axis, the angular factor becomes sin2 2ϕq =
4(q2xq
2
y/q
4).
For the case of a charged smectic, a unidirectional CDW, a similar effect will be observed. Besides, if
QS connects to points on the FS which have just the opposite Fermi velocity as shown in Fig. 3.2(b), the
discontinuity leads to another type of nonanalytic terms as will be shown in Sec. 3.6.2.
3.6 The nematic-smectic metallic quantum critical point
In this section, I study the metallic nematic-smectic QCP. The two cases shown in Figs. 3.2(a) QS < 2kF ,
and (b) QS = 2kF , are studied separately.
Deep in the nematic phase, the amplitude fluctuations of the nematic order parameter are gapped, and
the low-energy fluctuations are due to the nematic Goldstone mode, φN , whose action is given in Eq. (3.27).
However, as the nematic-smectic QCP is approached (from the nematic side) the fluctuations of the smectic
order parameter become progressively softer and, provided the quantum phase transition is continuous,
become gapless at this QCP. In this scenario, the nematic phase looks like a “fluctuating stripe” phase
qualitatively similar to the phenomenology of the cuprate superconductors, as discussed in Sec. 3.3.1.
The case QS > 2kF will not be discussed here. The reason is that since now the CDW fluctuations
with QS > 2kF cannot decay into particle-hole pairs, in this case fermions only renormalize the coefficients
of the smectic effective action, while the nematic fluctuations will still be Landau damped. For isotropic
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systems and for QS > 2kF , the CDW (Lindhard) susceptibility χ(QS) in general decreases faster than linear
as χ(2kF ) − A
√
QS − 2kF , where A is a constant. This implies that a CDW with QS > 2kf is unlikely to
be realized as it would require an anomalously attractive interaction at a large QS . However, for a lattice
system the phase fluctuations of the nematic mode φN get gapped by lattice anisotropies and in this case
the fermions only yield the trivial effect of renormalizing the coefficients of the effective action at the CDW
transition.
3.6.1 QS < 2kF
For QS < 2kF , the leading contribution to the effective action of the order parameter field, resulting from
integrating out the fermions, has the form
g2S
∫
d~qdω
(2pi)3
Π( ~QS + ~q, ω) |Φ(~q, ω)|2, (3.29)
Here Π( ~QS + ~q, ω) is the CDW susceptibility of the fermions, given by the fermion loop integral (bubble)
Π(~k, ω)= −
∫
d~p
(2pi)2
nF [(~p+ ~k)]− nF [(~p)]
ω − 
(
~p+ ~k
)
+  (~p) + i0+ sign(ω)
, (3.30)
where nF (k) is the Fermi-Dirac distribution function.
The static part of the fermion CDW susceptibility depends on the details of the dispersion relation from
way above the FS to the bottom of the band. However, since Π(~k, ω = 0) is analytic for k < 2kF , the
static part, Π( ~QS + ~q, ω = 0), will not change the analytic structure of Eq. (3.15), but just renormalize the
coefficients, in particular the critical value of the coupling constant. The important contribution comes from
the dynamical part, Π( ~QS + ~q, ω)−Π( ~QS + ~q, 0). The singular contributions to this integral are dominated
by the behavior of the integrand around the four points on the FS, which are connected by the ordering
wave vector ~QS , as marked with black dots on Fig. 3.2(a). If I expand the dispersion relation of the fermions
around these four points, (~q) = ±vxqx ± vyqy, to leading order I get a Landau damping contribution
Π(~q + ~QS , ω)−Π(~q + ~QS , 0) = i|ω|
2pivxvy
, (3.31)
which is linear in |ω|. The formula above can be checked by taking the limit of QS  2kF or QS . 2kF .
In these two regimes, the fermion loop integral can be computed by RPA without expanding the dispersion
relations around the four points. After setting vF = 1, for QS  2kF , one finds Π(~q+ ~QS, ω) = iN(0)|ω|/QS
with N(0) being the density of states and for QS . 2kF , Π(~q + ~QS , ω) = i|ω|
√
kF /(2pi
√
2kF −QS), which
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can be reached by expanding Eq. (3.37). Both of them agree with the general formula given above.
The term linear in ω in the effective action for the smectic field Φ of Eq. (3.31), which is due to
the contributions of the fermions, dominates over the “naive” dynamical term proportional to ω2 of the
phenomenological theory. I can thus write an effective action for the electron nematic-smectic quantum
phase transition of the form
S =
∫
d~qdω
(2pi)3
C0i|ω| |Φ(~q, ω)|2
−
∫
d~rdt
(
Cy|∂yΦ|2 + Cx|(∂x − iQS
2
φN )Φ|2 +∆S |Φ|2 + uS|Φ|4
)
+
∫
d~qdω
(2pi)3
(
K˜0
i|ω|
q
sin2 2ϕq − K˜1q2x − K˜2q2y
)
|φN (~q, ω)|2, (3.32)
where C0 = g
2
s/(2pivxvy), K˜0 = g
2
N N¯
2N(0) and K˜1,2 = g
2
NN¯
2N(0)K1,2. The point ∆S = 0 and uS > 0 is
the nematic-smectic critical point. With the nonanalytic dynamical term, the dynamic critical exponent of
the field Φ becomes z = 2, instead of z = 1 as it would generally be in the absence of fermions (or, if the
fermions were gapped as in the case of an insulator).
The nematic Goldstone mode φN has a dynamic critical exponent z = 3 [150], larger than the z = 2
exponent for the smectic fluctuations. Thus, the Goldstone mode of the nematic order parameter φN and
the smectic Φ fluctuate on very different energy scales, with φN being the low-energy mode. If I only focus
on the asymptotic low-energy theory, I should integrate out the high-energy mode Φ. This process will lead
to an effective theory of φN . In turn, the low-energy mode φN will mediate interactions of the field Φ.
However, I will show by a scaling argument that in the case of the quantum metallic system the coupling
between the smectic field and the nematic Goldstone mode is irrelevant.
The action of Eq.(3.32) is invariant under a rescaling parametrized by a factor b
t→ b−3t, ~r → b−1~r,
Φ(~r, t)→ b3/2Φ(b−1~r, b−3t), C0 → b−1C0,
Cx,y → Cx,y, QS → bQS,
∆S → b2∆S , uS → b−1uS ,
K˜0,1,2 → b3K˜0,1,2. (3.33)
where Cx, Cy, K0, K1, and K2 are the stiffness in Eq. (3.32).
When ∆S = 0, at the tree level and in the long-wavelength regime, both the gauge-like “coupling
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constant” QS and K˜0,1,2 scale to infinite, but the ratio Q
2
S/K˜0,1,2 scales to 0 as a function of b
−1. This
implies that the gauge-like coupling is irrelevant. Quantum fluctuations may change the tree-level scaling
behavior as I include loop corrections. However, for large enough K˜0,1,2 or small enough QS , the irrelevancy
of the gauge-like coupling will not be changed. As a byproduct, I notice that C0 and uS scale to zero in
the long-wavelength regime, which means that these two terms are irrelevant also. However, I should keep
in mind that these operators are actually dangerous irrelevant, in the sense that C0 is necessary to find the
proper equal-time correlation function for Φ and uS is necessary for stability in the ordered phase, and they
are only irrelevant at this QCP.
Notice that at the QCP there are two critical modes: the amplitude of the CDW order parameter, which
has z = 2, and the transverse (Goldstone) mode of the nematic phase, which has z = 3 (and it is clearly
dominant at low enough energies). Thus, I also need to check the scaling behavior of t→ b−2t and ~r → b−1t
for the high-energy mode. Under this rescaling,
Φ(~r, t)→ bΦ(b−1~r, b−2t), C0,x,y → C0,x,y,
QS → bQS, ∆S → b2∆S ,
uS → uS, K˜0 → b3K˜0,
K˜1,2 → b2K˜1,2. (3.34)
At the critical point where ∆S = 0, it can be seen that Q
2
S/K˜0 also scales to 0 as b
−1 in the long-wavelength
limit, which means, for the z = 2 mode, the gauge-like coupling is still irrelevant.
These conclusions are confirmed by one-loop perturbation theory calculations, presented in Appendix
A.2, where I show that integrating out Φ (or φN ) does not change the action of φN (or Φ). This is one of
our main results.
In conclusion, there are two essentially decoupled soft modes at the nematic-smectic QCP. The nematic
Goldstone mode is governed by the same action as in the nematic phase, Eq. (3.27). Since as the nematic-
smectic QCP is approached from the nematic side, the nematic Goldstone mode and the smectic order
parameters effectively decouple; the effective action for the smectic field Φ in this limit reduces to
SS =
∫
d~qdω
(2pi)3
(
iC0|ω| − Cxq2x − Cyq2y −∆S
) |Φ(~q, ω)|2, (3.35)
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Figure 3.3: The spectral density of the smectic susceptibility at the nematic-smectic QCP, ImχS , as a
function of q and ω for QS < 2kF . The spectral density is singular near the origin (lower right corner) and
decays monotonically away from there. Here I show contour plots at constant spectral density with values
from 0 up to 2000. The red line, ω = Cxq
2
x/C0 + Cyq
2
y/C0, marks the peak of the spectral density as a
function of momentum ~q parallel to the nematic orientation. The inset is the energy dependence of ImχS at
a fixed small momentum (along the dashed vertical line).
which implies that the dynamic smectic susceptibility is
χS =− i〈Φ†(~q, ω)Φ(~q, ω)〉ret
=
1
iC0 ω − Cxq2x − Cyq2y −∆S
, (3.36)
where ~q is the momentum measured from the ordering wave vector ~QS . Here ∆S > 0 on the nematic side of
this QCP. On the smectic (stripe) side of the quantum phase transition the Φ4 coupling, which is (dangerous)
irrelevant at this QCP, cannot be ignored as it stabilizes the smectic ground state. The smectic susceptibility
in the ordered smectic phase differs from that of Eq.(3.36) in two standard ways: a) it acquires the usual
delta function term peaked at the ordering wave vector, Φ¯2δ(~q), where Φ¯ is the expectation value of the
smectic order parameter and ~q is measured from the ordering wave vector ~QS , and b) the “mass term” (∆S)
in the denominator of the susceptibility becomes 2|∆S|. At the nematic-smectic QCP, ∆S = 0, the smectic
fluctuations are described by an overdamped critical mode with z = 2. The spectral density of χS at the
QCP is shown in Fig. 3.3. It shows that most of the spectral weight is at small ω and q, which is typical for
a critical mode, and the energy distribution curve at fixed momentum has a broad peak marked by the red
line (ω = Cxq
2
x/C0 + Cyq
2
y/C0), indicating an overdamped critical mode with z = 2.
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The low-energy physics of the system will be dominated by φN , the Goldstone mode of the nematic field,
whose behavior has been studied extensively in Ref. [150, 114]. On the other hand, at higher energy scales
(ω ∼ q2), the effects of field Φ, the amplitude mode of the smectic (or stripe) fluctuations, will become
observable and, in this range, the system effectively has “fluctuating stripes”. Notice that if the nematic
Goldstone mode becomes gapped, say by the effects of the lattice, the smectic amplitude fluctuations become
the only low-energy modes left. Finally, since the field Φ at the critical point has z = 2, the effective total
dimension of this theory is 4. A standard Hertz-Millis type argument[84, 137, 180] implies that in this case
the |Φ|4 term is marginally irrelevant. Therefore, the Gaussian fixed point will have the correct scalings, up
to logarithmic corrections. In particular, contrary to what happens in the classical case where this transition
becomes weakly first order, at the nematic-smectic QCP the electron smectic susceptibility will acquire
logarithmic corrections to scaling in the ω → 0 and ~q → 0 limit, as can be deduced from standard arguments
in classical and quantum critical phenomena[8, 180].
The gapless smectic amplitude mode Φ, the fluctuating stripe, can be detected in inelastic light scattering
experiments, much in the same way as in the case of conventional CDW materials. The existence of this
mode also has observable effects on thermodynamic properties such as the low-temperature heat capacity.
Since the dynamic exponent now is z = 2, the fluctuation of the amplitude of the smectic mode leads to a
C ∼ T contribution, which is subleading compared to the C ∼ T 2/3 contribution of the nematic Goldstone
mode φN .
Besides the subleading contribution to the heat capacity, the critical fluctuations of the smectic order
parameter also have an observable effect on the fermions as they profoundly change the character of these
excitations. As pointed out by Oganesyan and coworkers [150], the fermionic states in the nematic phase
will become a non-FL due to the effects of the fluctuations of the nematic Goldstone mode, an overdamped
mode with dynamic critical exponent z = 3. To leading order in perturbation theory, these authors found
that for the most of the FS, the imaginary part of the fermion self-energy (the quasiparticle scattering rate)
Σ′′(kF , ω) ∼ |ω|2/3, which, as ω → 0 (i.e. as the FS is approached) vanishes slower than ω. Thus, in
almost all of the FS the fermionic quasiparticle is no longer a well-defined state as the quasiparticle pole
in the fermion Green function is lost. This is the signature of a non-FL. However, for fermionic excitations
propagating along the four main-axis directions of the nematic FS, the quasiparticle scattering rate now
scales as Σ′′(kF , ω) ∼ |ω|3/2. Although this is not the conventional ω2 behavior expected in an ordinary
FL, nevertheless it is still consistent with the existence of a pole on the fermion spectral function, and
a well-defined quasiparticle. Hence, in the nematic phase, except along these four special directions, the
quasiparticles are not well defined.
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The |ω|2/3 behavior of the quasiparticle rate is in clear conflict with conventional FL behavior. It also
implies that perturbation theory is breaking down in this system. Two approaches have been proposed
to assess the non-perturbative behavior of the system. Using the non-perturbative approach of higher
dimensional bosonization [80, 92, 91, 32, 33], Lawler and Fradkin showed that at the non-perturbative level
the |ω|2/3 perturbative correction to the quasiparticle rate leads to a dramatic change in the behavior of
the fermion propagator, which they found to have a vanishing quasiparticle residue and to exhibit a form
of “local quantum criticality” as it scales in frequency but not in momentum[114, 116]. On the other hand,
Chubukov and Khveshchenko[38] used a resummed perturbation theory approach (on a similar problem)
and argue that the |ω|2/3 behavior persists to all orders in perturbation theory. Although it is presently
an open problem how to reconcile these two results, both analysis lead to the conclusion that the fermionic
quasiparticles do not exist as well-defined excitations at the nematic-FL QCP and throughout the nematic
phase (provided the nematic Goldstone modes remain gapless and overdamped).
At the nematic-smectic QCP, the fluctuations of the smectic field Φ (i.e. the “fluctuating stripe” mode)
will also contribute to the fermion self-energy corrections (See Appendix A.5.1 for details). For most points
on the FS, the contribution to the quasiparticle rate Σ′′(kF , ω) of the fluctuations of the smectic field Φ is
proportional to ω2, which is consistent with a conventional Landau behavior and a well-defined quasiparticle.
However, at special points on the FS satisfying (~k) = (~k + ~QS) (shown in Fig. 3.2(a) as the four black
dots), the contributions of the fluctuations of the smectic order-parameter field Φ to the quasiparticle rate
scale as Σ′′(kF , ω) ∼ |ω|1/2. This |ω|1/2 behavior dominates even over the |ω|2/3 contribution of the nematic
Goldstone mode. Hence, at the nematic-smectic QCP the quasiparticle residue will vanish at these special
points of the FS. Note that these special points are precisely the positions on the FS where FS reconstruction
will take place due to the development of CDW order, as shown in Figs. 3.2 (a) and (c). Hence, it is not
surprising to see that strong derivations from the Landau FL picture appear at these points at the QCP.
This non-FL behavior is just the prelude of the FS reconstruction in the ordered phase.
Finally, if the continuous rotational symmetry is broken explicitly by the anisotropic effects of the un-
derlying lattice (say through an anisotropic band structure) or by external fields, at very low energies the
nematic Goldstone mode of the nematic phase will have a finite gap (generally z = 1). If this gap is small
enough, sufficiently close to the FS the fermion quasiparticle rate will show a crossover from the above
mentioned |ω|2/3 above this gap to a conventional ω2 characteristic of a Landau FL. (Note that at the
nematic-FL QCP the |ω|2/3 behavior is still obtained even for a lattice system[50].) Nevertheless, at the
nematic-smectic QCP, the quantum critical fluctuations of the smectic mode still generate |ω|1/2 corrections
to the quasiparticle rate of the fermions at the special points where the FS is going to be reconstructed.
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3.6.2 QS = 2kF
I now consider the special case of QS = 2kF . For the same reason as mentioned above, the coupling between
the nematic Goldstone mode and the smectic field is irrelevant. Hence, at sufficiently low energies and
close enough to the QCP, I can ignore their coupling and consider the effective theory of the smectic order-
parameter field alone. The effects of the irrelevant coupling to the nematic Goldstone mode can be put back
in perturbatively a posteriori.
When QS = 2kF , Eq. (3.29) is still valid, although the structure of the fermion loop integral is very
different. I can compute the effective theory of the bosonic modes by evaluating the fermion loop integral in
the same way as I did in the previous section for the QS < 2kF case. Again, I find that Π( ~QS , 0) depends on
the microscopic details of the fermion dispersion relation, but Π( ~QS + ~q, ω)− Π( ~QS , ω = 0) are dominated
by the behavior of the integrand around the two points on the FS connected by QS as marked in Fig.
3.2(b). I expand the dispersion relation around these two points as  = µ ± δky + κδk2x/2, where µ is the
chemical potential, κ is the local curvature of the FS and ~δk is the momentum measured from these two
points. By evaluating the fermion loop integral using this dispersion relation, I can determine the low-energy
Lagrangian density of the field Φ to quadratic order
LΦ(~q, ω) = −
(
ζ
{√
qy +
κq2x
4
+ ω +
√
qy +
κq2x
4
− ω
}
+ α1qy + α2q
2
x
)
|Φ(~q, ω)|2 (3.37)
which implies that the smectic susceptibility at the QCP of this case is
χS(~q, ω) = −i〈Φ†(~q, ω)Φ(~q, ω)〉ret
=
−1
ζ
{√
qy +
κq2x
4 + ω + i0
+ +
√
qy +
κq2x
4 − ω − i0+
}
+ α1qy + α2q2x
.
(3.38)
Here ζ = g2S/(2pi
√
κ) and α1,2 are determined by microscopic details. Notice that ζ diverges as κ vanishes,
which is related the fact that a flat FS has a logarithmically divergent CDW susceptibility. In Sec. 3.6.4 I
will show that at an inflection point of the FS, where κ = 0, there is a stronger non-analytic behavior of the
form 4
√
qy + ω.
For this Lagrangian density, a naive dimension counting suggests the scaling dimensions [qx] = 1, [qy] =
[ω] = 2. Under this scaling, α1 and α2 are irrelevant. However, if I take a small ω expansion for qy+κq
2
y/4 < 0,
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the Lagrangian density becomes
LΦ =
 iζ|ω|√
|qy + κ
4
q2x|
− α1qy − α2q2x
 |Φ(~q, ω)|2, (3.39)
since
√
qy + κq2x/4 + ω and
√
qy + κq2x/4− ω cancel each other in the ω → 0 limit when qy + κq2x/4 < 0.
This Lagrangian density has scaling law [qx] = 1, [qy] = 2, and [ω] = 3. This scaling is only valid inside
the particle-hole continuum, while the naive scaling, [qx] = 1, [qy] = [ω] = 2, is valid outside. This different
behavior arises because QS = 2kF is located at the edge of the particle-hole continuum. Hence, the long
wave length fluctuations may be inside or outside the particle-hole continuum, which leads to two possible
different scaling behaviors. Among these two different scaling behaviors, the [qx] = 1, [qy] = 2, and [ω] = 3
is the low energy mode in the long-wavelength limit. Hence, this mode dominates the low-energy physics
and the scaling behavior.
The fact that qx, qy, and ω have different scaling dimensions is typical of anisotropic systems. For
instance, in the smectic (stripe) phase of the quantum Hall state, a similar scaling was found in Ref. [15].
(This scaling behavior was later on proved to be unstable [115] due to the existence of an infinite set of
marginal operators in that system.) Although the problem I am discussing here and the smectic quantum
Hall state share the same scaling dimensions, they are actually quite different. In the case of the theory I
am discussing in this section, it is the theory of the QCP of the nematic-smectic transition, while in the
quantum Hall case, the same scaling is found in the smectic phase. Second, the different scaling dimensions
in the x and y directions in our case are due to the existence of the FS, which results in two different scaling
dimensions depending on whether the momentum is perpendicular or parallel to the FS. In contrast, in the
quantum Hall smectic phase, it is due to the residue symmetry of the broken rotational symmetry, which
is the same as in the smectic phase of the classical liquid crystals. Third, the scaling dimension 3 in the
time direction is due to the nonanalytic dynamical term in the present problem I am discussing, but in
the quantum Hall smectic, it is due to the explicitly broken time-reversal symmetry. Most importantly,
the quantum Hall smectic is essentially an insulator in the direction perpendicular to the stripes. In our
case, however, the stripe has not yet formed at the QCP, and the system is an anisotropic conductor in all
directions. For our system, even inside the smectic phase, the FS is just partially gapped, so the conductivity
in the direction perpendicular to the stripes is still non-zero. This difference is very important, since it means
that in the quantum Hall smectic, the system is actually a 1D sliding Luttinger liquid, but in our case, the
system is a full 2D structure. It is precisely the existence of the sliding symmetry that makes the [qx] = 1,
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[qy] = 2, and [ω] = 3 scalings unstable for the quantum Hall smectic phase. For our system instead, due to
the absence of the sliding symmetry, our [qx] = 1, [qy] = 2, and [ω] = 3 scalings will not experience the same
instability as the quantum Hall smectic phase.
On the other had, non-Gaussian terms play an important role in our problem. The leading non-quadratic
term is not the naive |Φ|4 term as in an ordinary Φ4 bosonic theory. Instead, the discontinuity at the FS
introduces a non-analytic term |Φ|5/2, as shown in Appendix A.3. A similar non-analytical term has been
found in the FL-ferromagnets transition by Maslov, Chubukov, and Saha [130], where a non-analytic term
|m|3 in the thermodynamic potential, with m being the ferromagnetic order parameter, results in non-
analytic behaviors for the specific heat coefficient and the spin susceptibility. It is also reported in the same
reference that this |m|3 term will be replaced by a term ∝ |m|7/2 at the QCP. Our theory will have effective
dimension 6 at the Gaussian fixed point with scaling [qx] = 1, [qy] = 2, and [ω] = 3, where |Φ|4 is irrelevant
([Φ] = 2), but |Φ|5/2 is relevant. This relevant |Φ|5/2 term changes the scaling behavior of the critical theory
away from the Gaussian theory.
Hence, in contrast with the case QS < 2kF , the quantum critical theory at QS = 2kF is not controlled
by the Gaussian fixed point. This conclusion agrees with the results of the “small momenta” regimes
(QS = 2kF incommensurate CDW critical point) of the theory of a CDW-FL QCP of Altshuler et al [7], who
also found a relevant perturbation at the Gaussian fixed point and hence a runaway RG flow. Therefore,
the Gaussian theory fails. As a result, the irrelevant terms, which I ignored in this study, will determine
the fate of this transition. In general, there are two possible situations. If the runaway RG flow has a (non-
perturbative) discontinuity fixed point, the phase transition will become first order. This scenario is known
as the “fluctuation-driven first order transition”. However, there is also the possibility that the runaway RG
flow has a non-trivial (and also non-perturbative) quantum critical fixed point, in which case the transition is
still second order but has a different scaling. It may even be possible to change from a first-order transition to
a second one by tuning some control parameters and going through a quantum tricritical point. In any case,
although it is generally assumed that a fluctuation-induced first-order transition normally results, actually
it is not possible to determine which one of these two scenarios actually holds by the perturbative arguments
I am using here (and in Ref.[7]).
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3.6.3 Commensurate CDW on a lattice
Our analysis can be used for the case of a commensurate CDW QCP as well, i.e. the “large momenta”
regime of Ref. [7]. In this case, the Gaussian part of the effective Lagrangian density will become
LΦ = −ζ
(√
qy +
κq2x
4
+ ω +
√
qy +
κq2x
4
− ω +
√
−qy + κq
2
x
4
+ ω
+
√
−qy + κq
2
x
4
− ω
)
|Φ(~q, ω)|2, (3.40)
which leads to the smectic susceptibility
χS(~q, ω) = −i〈Φ†(~q, ω)Φ(~q, ω)〉ret
=
−1
ζ
[√
qy +
κq2x
4
+ ω + i0+ +
√
qy +
κq2x
4
− ω − i0+ +
√
−qy + κq
2
x
4
+ ω + i0+
+
√
−qy + κq
2
x
4
− ω − i0+
]−1
. (3.41)
The last two terms in the Lagrangian density appear, due to the mirror effect between momentum ~k and
~G − ~k introduced by the band structure, where ~G = 2 ~QS is a reciprocal lattice vector. The static part of
the Lagrangian density does not have a full cancellation as the incommensurate case in Eq. (3.39) due to
the fact that ±qy + κq2x/4 can not be negative at the same time. Hence, the naive scaling law, [qx] = 1,
[qy] = 2, and [ω] = 2, is always valid, which makes the effective dimension of this theory 5. At the tree level,
since Φ has dimension 2, |Φ|5/2 is marginal. In Ref. [7], it is shown that in this regime the coupling between
the CDW order parameter and the fermions is marginal at the tree level and, at one-loop level it becomes
marginal irrelevant. Therefore, the |Φ|5/2 term should be marginal irrelevant here too. I conclude that the
quantum critical theory of the commensurate CDW critical point is Gaussian, with logarithmic corrections
to scaling.
In this case, the contribution of the quantum critical smectic field to the low-temperature specific heat
is proportional to T 3/2. The quasiparticle scattering rate Σ′′(kF , ω) acquires a contribution (due to the
quantum smectic fluctuations) throughout most of the FS proportional to ω2 , which can be ignored in
low-energies and it is consistent with a finite quasiparticle pole. However, for the fermionic excitations close
to ±kF~ey, Σ′′(kF , ω) ∼ |ω|, which suggests a marginal FL behavior. Details of this analysis can be found in
Appendix A.5.1. The result Σ′′(kF , ω) ∼ |ω| for ~k = ±kF~ey agrees with the findings of Ref. [7].
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Figure 3.4: The FS near the inflection points. (a) a FS with 4 inflection points and only the two connected
by ~QS will be considered; (b) the FS near the two inflection points by shifting them together and rotated.
3.6.4 The special case of a FS with inflection points
In the case of a two-dimensional system the FS is a curve. The point on the FS where the curvature vanishes
is geometrically an inflection point (Fig. 3.4). In the QS = 2kF case, if the two points connected by QS
happen to be two inflection points, the scaling behavior will become even more non-analytic than the cases
I discussed above. Very close to the FS, I can assume that near the inflection points the dispersion relation
of the fermions has an expansion of the form
(~q + ~QS/2) = µ+ qy + aq
3
x + bq
4
x + . . . (3.42)
Here µ is the chemical potential, the wave vector ~q has components qx and qy, which are the components
perpendicular and tangent to the FS, all measured from the inflection point, and a and b are two constants.
Assuming that the band structure has inversion symmetry, to obtain the dispersion relation around the other
inflection point, I just need to reverse the vector ~q. The term quadratic in qx and qy is set to zero since the
curvature of the FS vanishes at the inflection point. The quartic term of qx controls the FS nesting. Hence,
if I decrease the coefficient b to zero, the CDW susceptibility will diverge, and a phase transition to a CDW
state will be accessed by tuning the parameter b. If I start from a nematic phase, b can be used to control
the nematic-smectic transition.
The Gaussian terms in the effective Lagrangian density of the smectic order parameter field is
LΦ = −γ
(
4
√
qy +
aq3x
4
+
bq4x
8
+ ω +
4
√
qy +
aq3x
4
+
bq4x
8
− ω
)
|Φ(~q, ω)|2, (3.43)
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which implies the smectic susceptibility
χS(~q, ω) = −i〈Φ†(~q, ω)Φ(~q, ω)〉ret
=
−1/γ
4
√
qy +
aq3x
4
+
bq4x
8
+ ω + i0+ +
4
√
qy +
aq3x
4
+
bq4x
8
− ω − i0+
. (3.44)
Here the constant γ = (2/b)1/4/(2pi). As I just mentioned, b = 0 implies a nested FS and this is the reason
that γ diverges as b→ 0. In contrast to the ordinary QS = 2kF incommensurate case studied before, there
is no cancellation inside the particle-hole continuum for the inflection points, so that the naive scaling law,
[qx] = 1,[qy] = 3, and [ω] = 3, is always valid. The non-Gaussian terms now start at the order |Φ|9/4 as
shown in Appendix A.3. This term is irrelevant at tree level.
The low-energy heat capacity contributed by this mode has C ∼ T 4/3. The fermions near the inflection
points have Σ′′ ∼ |ω|13/12, which means the fermionic quasiparticles near the inflection point will remain
well defined, even when the nematic-smectic QCP is reached.
3.7 The electronic smectic phase
In the electronic smectic phase, i.e. in a conducting stripe phase, the electronic structure of the FL quasi-
particles is changed by the modulation imposed by the smectic order parameter, and an energy gap will
develop at the locus of the former FS. As a result new electronic bands along the direction of the ordering
wave vector will be formed, with a gap in the electronic energy spectrum ∆S ∝ gSΦ. As shown in Fig.
3.2(c), if 2kF /QS is not close to an integer value, the highest band will have a closed FS, i.e. an electron
(or hole) pocket, while the lower band (or bands) has instead an open FS (an “open orbit”). For 2kF/QS
close to an integer, as shown in Fig. 3.2(d), there will only be an open FS. The reconstruction of the FS
of the effective quasiparticles of a stripe phase in the cuprate high temperature superconductors has been
discussed recently[139] as a possible explanation of the observation of Shubnikov-deHaas and deHaas-van
Alphen oscillations at relatively high magnetic fields[52].
I divide our discussion into two cases of interest: a) a smectic state in the continuum and b) a smectic
state on a two-dimensional lattice.
3.7.1 The electronic smectic phase in a continuum system
I consider first a system with continuous rotational and translational symmetries which are partially and
spontaneously broken by the smectic order parameter. I consider only the collective modes of the smectic
48
order. The nematic collective modes will be added a posteriori using symmetry considerations. In this
section I derive the effective order-parameter theory for the electronic smectic. The details of the calculation
are presented in Appendix A.4.
Let us consider a configuration of the complex smectic order-parameter field Φ, which is a small defor-
mation of the ground-state configuration with expectation value Φ¯,
Φ = Φ¯
(
1 +
δΦ
|Φ¯|
)
eiφΦ . (3.45)
Here δΦ measures the amplitude fluctuations of Φ¯ and φΦ measures the phase fluctuations.
At the mean-field level, i.e. ignoring fluctuations, the main effect of the presence of a non-vanishing
Φ¯ is that the original FS becomes folded along the direction determined by the ordering wave vector and
a more complex electronic band structure results. The inter-band and the intra-band scatterings of the
fermions will have different contributions to the effective low-energy theory. For the smectic Goldstone
mode, φΦ, in the static limit, the intra-band scatterings have no contributions but the inter-band scatterings
will give a constant, which will cancel the constant coming from the terms ∆S |Φ|2+uS|Φ|4 for QS < 2kF , or
∆S |Φ|2 + uS |Φ|5/2 for QS = 2kF , provided the expectation value of Φ¯ satisfies the self-consistency equation
of the mean-field theory. This exact cancellation of the constant term for the Goldstone mode is required
by the Ward identity for translations along the ordering wave vector. The amplitude mode however will not
have this cancellation, and a term proportional to δΦ2 will appear in its effective action.
For ω 6= 0 and ~q 6= ~0, the intra-band and inter-band scatterings also yield different contributions. The
effective low-energy Lagrangian density of the smectic Goldstone mode φΦ (a real field in position space and
time) takes the form (see Appendix A.4)
LφΦ = g2S|Φ¯|2NS(0)
(
B(ϕq)
ω2
kF gS|Φ¯|
+ iA(ϕq)
|ω|q
kF gS|Φ¯|
− κS(ϕq)q2
)
|φΦ(~q, ω)|2, (3.46)
where ϕq is the angle between ~q and the stripe direction and NS(0) is the density of states in the smectic
phase. A(ϕq), B(ϕq), and κS(ϕq) are coupling constants that depend on microscopic details and the direction
of ~q, which reflects the anisotropic nature of the smectic phase. I will neglect the direction dependence of
these three coefficients since they result in irrelevant contributions at low energies and long distances. The
first term ∝ ω2 in Eq. (3.46) is due to inter-band scattering, while the second, ∝ i|ω|q, is due to intra-band
scattering. The intra-band contribution does not have the typical i|ω|/q form, because the contributions
from the intra-band scattering vanish in the q = 0 limit (see Appendix A.4.) The dynamic critical exponent
is z = 2 at the QCP but z = 1 in the smectic phase. This discontinuity is reflected in the singularity of Eq.
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(3.46) at Φ¯ = 0.
This behavior of the smectic Goldstone mode is very similar to that of the spin Goldstone mode in the
commensurate antiferromagnetic phase (commensurate SDW) of a 2D FL studied by Sachdev, Chubukov,
and Sokol [182]. In fact, although they are studying the commensurate SDW, while I am studying incom-
mensurate CDW, if the nematic fluctuations in our system are gapped by a lattice background or external
fields which breaks the continuous rotational symmetry, the nematic-smectic transition I study here shares
many common features with their work (especially “type B” in Ref. [182]). Both these two transitions
are driven by FL instabilities with a finite ordering wave vector and fermions provide similar non-analytic
damping terms for low-energy bosonic excitations in both systems. For both cases, the QCP has z = 2 and
the ordered phase has a Goldstone mode with z = 1.
An RPA calculation (see also Appendix A.4) shows that the amplitude mode fluctuations δΦ of the
electronic smectic order parameter has an effective low-energy Lagrangian density of the form
LδΦ = g2SNS(0)
(
i
|ω|
q
− |∆S |
)
|δΦ(~q, ω)|2. (3.47)
The dynamical term i|ω|/q comes from the intra-band scattering. In contrast with the case of the Goldstone
mode φΦ, there is no cancellation of the intra-band contributions at q = 0 for the amplitude mode δΦ.
Inter-band scattering contributes an irrelevant ∼ ω2 dynamical term which is ignored. The longitudinal
CDW susceptibility in the smectic ordered phase is
χS‖ (~q, ω) =− i〈δΦ(~q, ω)δΦ(−~q,−ω)〉ret
=
1
g2SNS(0)
(
iω
q
− |∆S |
) , (3.48)
where ~q is measured from the ordering wave vector ~QS
Hence, in the electron smectic phase both the phase and amplitude modes of the smectic order parameter
scale with a dynamical exponent z = 1. This result is interesting, because in most other examples of
continuous symmetry breaking, the amplitude mode is either gapped or has a smaller dynamic critical
exponent z than the Goldstone mode. As a result, at lower energies, the amplitude mode will become
weaker, and can be ignored from the effective low-energy theory. However, in this case, since both the
amplitude mode and the Goldstone mode have the same dynamic critical exponent, no matter how low the
energy scale is these two modes can no longer be separated.
Nevertheless, in our problem, the amplitude mode is irrelevant for the following reasons. Using Eqs.
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(3.23) and (3.45), I see that both the amplitude CDW fluctuations δΦ and the CDW Goldstone modes φΦ
couple to fermionic CDW operator n(~q, ω) in the form:
gS n(~q, ω) δΦ(−~q,−ω) + h.c.,
igS Φ¯ n(~q, ω) φΦ(−~q,−ω) + h.c., (3.49)
but the coefficients in the action of δΦ (g2SNS(0)) and φΦ (gS |Φ¯|NS(0)A/kF , gS |Φ¯|NS(0)B/kF and g2S |Φ¯|2NS(0)κS)
have different scaling behaviors. With z = 1, the coefficients for δΦ have dimension 3, but the coefficients
φΦ’s coefficients have dimension 1. As a result, the coupling between the smectic Goldstone mode φΦ and the
fermions is actually more relevant than the coupling to the amplitude mode δΦ. Hence, I will not consider
δΦ in what follows.
Finally, I need to couple the smectic Goldstone mode, φΦ, with the nematic Goldstone mode φN . Similar
to the classical case, φN couples to the electronic smectic field Φ as a gauge field (Eq. (3.15)). Hence, in
the electron smectic phase, upon substituting Eq. (3.45) into Eq. (3.15), the nematic Goldstone mode φN
develops a mass term ∼ |Φ¯|2φ2N , i.e. it acquires a gap. As in the classical case, the fluctuations of the
nematic order produce bending of the smectic order, which costs energy. Thus, here too, this effect leads to
the expulsion of the nematic Goldstone mode.
Since the dynamics of the nematic Goldstone mode φN has the structure i|ω|/q, the mass term |Φ¯|2φ2N
of the nematic Goldstone mode in the smectic phase makes this mode to have z = 1 dynamics, just as the
smectic Goldstone mode φΦ has. However, if I am close to the QCP, where the smectic amplitude fluctuation
Φ¯ is small, the energy scale of the smectic Goldstone mode φΦ will be lower than that of φN . Hence, upon
integrating out the nematic Goldstone mode φN , I obtain an effective low-energy action for φΦ of the form
LφΦ = g2S |Φ¯|2NS(0)
B ω2
kF gS|Φ¯|
+ iA
|ω|
√
κ1κ
−1
2 q
4
x + q
2
y
kF gS |Φ¯|
− κ1q4x − κ2q2y
 |φΦ(~q, ω)|2. (3.50)
where A, B are two coefficients, and κ1 and κ2 are the defined in Eqs. (3.17) and (3.18). Here, as in the
classical case, the coefficient of the q2x term vanishes by rotational invariance.
By inspection of Eq. (3.50) I see that the scaling dimensions now are [qx] = 1 and [qy] = [ω] = 2. Hence,
I can conclude that the fluctuations of φΦ contributes to the low-temperature specific heat which scales with
temperature as C ∼ T 3/2. It follows from this scaling analysis that in this case the system is above its
upper critical dimension. Hence, true long-range order exists. The logarithmic corrections generated by the
higher-order terms in classical smectics [76] will not be present. Notice that these scaling dimensions are
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the same as what I got from the phenomenological theory in Sec. 3.4, before it was coupled to the fermions.
However, the physics is now very different. Most important of all, in the presence of fermions, the smectic
Goldstone mode is damped, which is not the case in the phenomenological theory.
A one-loop calculation of the fermion self-energy shows that the fermionic quasiparticles in the electronic
smectic phase is a FL (Appendix A.5.2). Indeed, for most of the FS, the quasiparticle scattering rate at low
frequency is Σ′′(kF , ω) ∼ ω2 log |ω|. At the special points on the FS where the Fermi velocity is parallel to
the ordering wave vector ~QS (i.e. perpendicular to the stripes) ( marked in Fig. 3.2(c)), Σ
′′(kF , ω) ∼ |ω|3/2
for small ω. However, this |ω|3/2 scaling will not be observed for 2kF /QS close to an integer, since no point
on the FS will have ~vF ‖ ~QS as shown in Fig. 3.2(d).
3.7.2 The electronic smectic phase on a lattice
For most physical electronic systems the continuous rotational symmetry is reduced to a discrete point
group symmetry of the underlying lattice. As it is well known[104, 150] the explicit breaking of rotational
invariance by the lattice has important consequences for an electron nematic state. For the simple square
lattice, the O(2)/Z2 symmetry of the continuum nematic state reduces to an Ising-like Z2 symmetry, an
“Ising nematic.” On the other hand, at the nematic-FL QCP symmetry breaking by the underlying lattice
are irrelevant[50], provided the quantum phase transition remains continuous which, in many instances does
not appear to be the case[101, 102]. Lattice effects manifest in the electronic structure and hence on the
allowed shape of the FS of the FL state. Lattice anisotropies will then break the continuous rotational
symmetry and act as explicit symmetry breaking fields. In this case, the nematic phase does not have a true
Goldstone boson which now becomes gapped. At the level of the effective theory this effect shows up by the
presence of a term proportional to φ2N in the effective action of the nematic Goldstone mode, which is just
an allowed mass term since there is no Ward identity to prevent it. This term makes φN a z = 1 mode, in
contrary to z = 3 without lattice. Hence, the “pseudo-Goldstone” mode φN has now become irrelevant at
low energies. This changes a number of things. For one, the non-FL behavior of the nematic phase in the
continuum is replaced by an anisotropic FL state with well-defined quasiparticles. Naturally if the effects of
the lattice are weak enough, at sufficiently high energies (or temperatures) they can be neglected and the
non-FL effects become detectable above this crossover. On the other hand, as the quantum phase transition
to the electronic smectic phase is approached the gapped nematic Goldstone modes become irrelevant and
the low-energy physics is dominated instead by the fluctuations of the smectic mode, which in the continuum
case is a higher-energy excitation. In other terms, one now obtains a “fluctuating stripe” regime close enough
to the nematic-smectic QCP.
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In the electronic smectic phase, the lattice anisotropy makes the nematic Goldstone mode irrelevant,
which can now be neglected in the effective low-energy theory. As a result, I only need to consider the
smectic Goldstone mode to understand the low-energy physics of the smectic phase. Depending on whether
the smectic (CDW) is pinned down by the lattice or not, the physics of the smectic Goldstone mode behaves
very differently. In the absence of lattice pinning, the Lagrangian density shown in Eq. (3.46) will be the
proper low-energy theory of the smectic Goldstone fluctuations, so the scaling behavior is [qx] = [qy] = [ω] = 1
and the transverse smectic susceptibility is
χS⊥(~q, ω) = −iΦ¯2〈φΦ(~q, ω)φΦ(−~q,−ω)〉ret
=
1
g2SNS(0)
1
B(ϕq)
ω2
kF gS |Φ¯|
+ iA(ϕq)
ωq
kF gS |Φ¯|
− κS(ϕq)q2
, (3.51)
where ~q is measured from the ordering wave vector ~QS. This low-energy behavior is different from the
electronic smectic in the continuum. If the lattice effects are weak enough, I expect a crossover with
increasing energy scales from the behavior of a smectic coupled to the lattice to one without this coupling.
By following the same type of analysis used in the previous subsections I can conclude that the heat
capacity has a contribution due to the fluctuations φΦ with a T
2 temperature dependence. To the one-loop
level, the fermionic quasiparticles at the FS will have a scattering rate Σ′′(kF , ω) ∼ ω2 log |ω| for ω → 0 at
most part of the FS, while Σ′′(kF , ω) ∼ ω2 for some special points on the FS discussed in Appendix A.5.2.
This observation is consistent with a FL behavior (Appendix A.5.2).
For a pinned CDW, the cancellation of the intra-band scattering for φΦ no longer holds. Therefore, the
dynamical term is ∼ i|ω|/q with z = 1. The coupling between φΦ and the fermions is irrelevant in the pinned
smectic phase, and the FL picture will hold.
In general, there are two sources for pinning the CDW: lattice and impurities. I will consider the
lattice pinning first. Lattice pinning is relevant for commensurate CDWs. For incommensurate CDWs,
however, some lattice distortions will be required to pin the CDWs. A distorted lattice can pin down an
incommensurate CDW only if the CDW order parameter is large enough. This is because the energy gain
by pinning vanishes as |Φ¯| goes to 0. On the other hand, the energy needed to distort the lattice will not
go to zero with decreasing |Φ¯|. For most conventional CDW materials, the CDW ordering is very strong at
low T so that incommensurate CDWs will always be pinned down by distorted lattice [69, 60, 117, 77] and
unpinned CDW only appears at finite T above a phase transition [134].
However, for our systems, there is a second-order phase transition from nematic to smectic. When I
am close to the nematic-smectic QCP, the smectic order parameter will be small, so that an unpinned
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incommensurate CDW phase is stable against a lattice background at least when it is close to this QCP.
When I am far from the critical point, the smectic order parameter becomes large, so the energy gain by
pinning may exceed the energy cost of distortion. Hence, a pinned CDW phase may form.
Throughout this chapter I ignore the effects of quenched disorder. Impurities, and more generally disor-
der, affect strongly all electronic liquid crystal phases as they couple linearly to the their order parameters,
leading to the destruction of these ordered phases and to glassy-type states[104]. For the case of the CDW
phases this problem was studied extensively in the 1980s, for which pinning is relevant for d < 4 for systems
with short-range interactions [186, 94] and d < 3 for long-range Coulomb interactions [20]. In the case of
these quantum phase transitions the effects of quenched disorder, even in the clean limit, are only poorly
understood and I will not explore these problems in this work.
3.8 Finite-temperature crossovers and thermal phase transitions
g
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QCP NematicSmectic
(a) isotropic system
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Figure 3.5: The schematic phase diagrams at finite T for (a) an isotropic system, (b) a system with a lattice
background, and (c) systems with a pinned CDW in the smectic phase. The horizontal axis is a control
parameter that drives the quantum phase transitions: Fermi liquid → nematic → smectic at T = 0. The
vertical axis is the temperature T . The thick (blue) lines are phase transitions belong to the Ising (or q-state
Potts model) universality class while thin (red) lines are KT transition phase boundaries. The dashed lines
mark the crossover to the quantum critical regime (QC). In panel (a) I show that the nematic phase (in the
absence of lattice symmetry breaking) only has long range order at T = 0, and it is a critical KT phase at
all temperatures below the KT transition. In panel (b) the lattice reduces the symmetry to Z2 and there is
long-range Ising nematic order at finite temperatures. In this case there is also a finite-temperature smectic
phase which is critical (KT) if the smectic (CDW) order is unpinned and has long-range order in the latter
case (shown in panel c).
I now discuss the effects of a finite-temperature on the electronic nematic and smectic phases and on their
quantum phase transition. In Fig. 3.5, I present schematic phase diagrams for the three cases of interest:
a) the isotropic case (no lattice), b) the system with a lattice background (a square lattice in this case) and
an unpinned electron smectic (CDW) and in c) the case of a lattice with pinned CDW.
In the nematic phase and at the nematic-smectic QCP, the nematic Goldstone modes have a finite
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temperature equal-imaginary time correlation function, i.e. the transverse nematic susceptibility,
χN⊥ (~q) =N¯
2〈φN (~q, τ)φN (−~q, τ)〉ret
=
1
βg2NN(0)
∑
ωn
1
|ωn|
q sin
2 2ϕq +K1q2x +K2q
2
y
(3.52)
where I have set kB to 1 so β = 1/T and the sum runs over all bosonic Matsubara frequencies, ωn = 2pinT ,
where n ∈ Z. The susceptibility χN⊥ (~q) is singular as ~q → 0 (due to the ωn = 0 mode, where it takes the
asymptotic form ∼ T/q2. This behavior suggests that the nematic order parameter field has power-law
correlations at finite T . This conclusion agrees with the classical theory of a 2D nematic phase, which
belongs to the Kosterlitz-Thouless (KT) universality class[194, 34].
By comparing the T/q2 term with the equal-time correlation function at T = 0, which is ∼ q log(EF /q)
where EF is the Fermi energy, which enters the calculation as a high energy cutoff, I see that T = 0 behavior
becomes dominant when q  T 1/3.
From the theory of classical liquid crystals[48, 34], I know that in a fully translationally invariant sys-
tem, e.g. in the absence of a lattice, there is no stable finite-temperature smectic phase in two space
dimensions[194], which implies that the equal-time correlation function of the smectic order parameter de-
cays exponentially fast as a function of distance at any finite T . Due to the effects of the proliferating
dislocations of the smectic the actual finite-temperature phase is a nematic.
In the nematic phase and at the nematic-smectic QCP, the finite T equal-time correlation function of
the smectic fields, i.e. the smectic susceptibility, is
χS(~q) = 〈Φ(~q, τ)Φ(−~q, τ)〉ret
=
1
β
∑
ωn
(
C0|ωn|+ Cxq2y + Cyq2y +∆
)−1
(3.53)
Here, ~q is measured from the ordering wave vector ~QS and ∆ = ∆S + f(T ), where f(T ) is a function
of temperature which vanishes at T = 0. The leading term in f(T ) comes from the quartic term of the
smectic field ∼ uST and the gauge-like couplings between the nematic Goldstone mode and the smectic
fields ∼ Q2ST , where the ordering wave vector QS represents the strength of the gauge-like coupling. The
absence of a finite-T smectic-ordered phase implies that ∆ 6= 0 for T > 0. Hence, on the nematic side, at low
enough temperatures ∆ > 0 and it is essentially equal to ∆S > 0. However, in the quantum critical region
(denoted by QC in Fig. 3.5), the singular behavior of χS(~x) is regulated purely by finite temperature. Notice
that f(T ) depends on irrelevant operators of the QCP; I conclude that the infrared divergence is regulated
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by irrelevant operators, including the gauge-like coupling between smectic and the nematic Goldstone mode,
which implies that this gauge-like coupling is a dangerous irrelevant term near the QCP and become relevant
at finite T . This conclusion agrees with the theory of the classical nematic-smectic transition at finite T ,
where the gauge coupling is known to be relevant. The boundary between the nematic and the quantum
critical regime is determined by the condition f(T ) ∼ ∆S , which is T ∼ ∆S .
On the smectic side, the equal-time correlation function of the smectic Goldstone mode fluctuations, i.e.
the transverse smectic susceptibility χS⊥(~q) (where ~q is the momentum measured from the ordering wave
vector ~QS of the smectic phase) is
χS⊥(~q) ≡ |Φ¯|2〈φS(~q, τ)φS(−~q, τ)〉ret
=
1
βg2SNS(0)
∑
ωn
1
B
ω2n
kF gS|Φ¯|
+A
|ωn|
√
κ1κ
−1
2 q
4
x + q
2
y
kF gS |Φ¯|
+ κ1q
4
x + κ2q
2
y
(3.54)
The most divergent term in χS⊥(~q) has the asymptotic behavior T/(κ1q
4
x + κ2q
2
y), which implies that the
Fourier transform of χS⊥(~q), the transverse susceptibility of the smectic Goldstone mode, is infrared divergent
at finite T . This divergence implies that the equal-time correlation functions of the smectic order parameter
field 〈Φ(~x)†Φ(~y)〉 exactly vanishes, for all ~x 6= ~y. Thus, this system exhibits a form of “local quantum
criticality”, i.e. where the correlation length of the equal-time correlation function essentially vanishes but
the equal-position auto-correlation function scales as a function of time. In Fourier space, this means that
the finite temperature dynamical susceptibility scales in frequency but not in momentum. This behavior
was discussed recently in the context of the FL-nematic QCP[116] and in the quantum critical behavior of
quantum dimer models[71].
The vanishing of the equal-time correlation length however invalidates the assumption of small smectic
Goldstone fluctuations, where topological defects (dislocations) become important. With dislocations, the
smectic order parameter vanishes (as translation invariance has been restored) and the equal-time correlation
functions of the smectic order parameter become short ranged. This physics proceeds, as usual, by the non-
perturbative Kosterlitz-Thouless mechanism of defect proliferation. At low temperatures, where the density
of the dislocations is low, the correlation length diverges, which recovers the proper behaviors of the zero-
temperature quantum smectic phase.
For systems with a lattice background, the nature of the thermal nematic phase transition is determined
by the point group symmetry of the lattice, e.g. for the square lattice it is an Ising transition. Also in
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the presence of a lattice there is a stable electronic smectic phase at finite temperature. In this case the
finite-temperature nematic-smectic transition is in the KT universality class for an unpinned CDW. With a
lattice background, the 2D unpinned smectic will be at its lower critical dimension. Therefore, the smectic
phase has quasi long-range order and a finite-temperature KT transition is expected. For smectics pinned by
lattice, the transition instead belongs to the universality class of the q-state Potts model, with q equals to n
for a lattice with n-fold rotational symmetry [14]. On the nematic side, Eq. (3.53) is still valid, but ∆→ 0
as I approach the finite-temperature phase transition. On the unpinned smectic side, the most singular term
of the correlation function of its Goldstone mode will be ∼ T/q2, which now will be unaffected by topological
defects in the finite-T smectic phase since in the case of a lattice the dislocations are confined. This behavior
of a phase smectic phase mode leads, as usual, to an equal-time correlation functions of the order parameter
with power-law behavior as a function of distance. In the high-temperature phase, where the dislocations
become deconfined, the order parameter has only short-ranged spatial correlations.
3.9 Discussion and conclusions
In this chapter I present a phenomenological theory of quantum phase transitions in electronic liquid crystal
phases. For simplicity I have only considered the charge channel and discussed the behavior of two charge-
ordered phases: the electron nematic and the electron smectic. The latter phase has the same symmetries as
a charge stripe phase and a unidirectional CDW. I have not discussed the behavior of spin excitations and
the associated magnetic phases, i.e. a spin stripe. The main results are summarized in Table 3.1,3.2,3.3.
I discuss in detail how to describe a fluctuating charge stripe phase, a metallic electron nematic phase
close to a quantum phase transition to an electronic smectic (or stripe) phase. I analyzed the nature of the
fluctuations of the bosonic collective modes in the nematic as this quantum phase transition is approached:
it is described by a low-energy Goldstone nematic mode (with dynamic critical exponent z = 3) and a
higher energy smectic collective mode (with dynamic critical exponent z = 2), and discussed in detail the
behavior of the nematic and smectic correlation functions in this regime. I also gave a detailed analysis
of the electron smectic phase and of the behavior of the correlation functions in this phase. In particular
I give explicit form of the dynamical susceptibilities at zero temperature, including the dynamics induced
by the fermionic fluctuations. This analysis was also done in the electron smectic phase. The behavior
of the nematic and smectic susceptibilities should be useful to interpret experiments that can probe this
dynamics, particularly light-scattering experiments. With some minor changes the form of these correlation
functions and susceptibilities also apply to the analysis of magnetic fluctuations, such as neutron scattering
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experiments in the fluctuating stripe regime.
I also developed a description of the quantum critical behavior at this phase transition to an electronic
smectic phase. This effective critical theory is a quantum-mechanical generalization of the classical McMillan-
deGennes theory for the nematic-smectic liquid crystals to quantum-mechanical metallic phases with the
same pattern of symmetry breaking. It is a theory at zero temperature and it includes the effects of strong
quantum fluctuations which turn out to have a very different character than their classical counterpart. Due
to the non-trivial effects of the fermionic fluctuations, this quantum phase transition is continuous whereas
the classical finite-temperature transition is weakly first order.
I presented an extensive discussion of the fate of the fermionic quasiparticles in each phase and at the
quantum phase transition, and of the resulting non-FL behaviors. The resulting non-FL effects are quite
rich. These results were obtained within a perturbative expansion in powers of the coupling between the
fermions and the order-parameter fluctuations. As such, the obtained non-FL behaviors represent primarily
a breakdown of perturbation theory rather than asymptotically exact results. The reliability of these low-
order results will be checked in the near future using non-perturbative approaches such as higher dimensional
bosonization. In any case our perturbative analysis of the quasiparticle self-energy shows once again that
electronic liquid crystal phases are naturally compatible with non-FL behavior.
Although much of the theory that I presented is developed in the context of a continuum system, i.e. a
system in which the effects of the coupling of the underlying lattice on the electronic order is ignored, I also
gave a qualitative analysis of the symmetry-breaking effects resulting from the coupling to the lattice. This
analysis will be generally correct even though the details of the microscopic band structures were ignored, as
they will be reflected in the form of symmetry breaking fields and in their coupling constants. I expect that
the discussion of the continuum (isotropic) theory will be applicable if the effects of the coupling to the lattice
are comparatively weak (as expected far from van Hove singularities) and at temperatures high compared
to the scale of these couplings. Quite surprisingly, although the pinning of the nematic Goldstone mode by
the lattice was expected, I found that the smectic collective modes in general remain strongly fluctuating
as the QCP is approached and into the smectic phase. This happens provided that the magnitude of the
ordering wave vector obeys QS < 2kF . Contrary to what happens in the case of the FL-nematic quantum
phase transition, in which lattice effects often drive the transition first order, the nematic-smectic transition
can naturally be continuous even in the presence of the coupling to the lattice.
I also considered the effects of low-temperature thermal fluctuations, and showed that the signatures of
the electronic smectic phase can be detected through heat-capacity measurements as subleading corrections
to FL. In the electronic nematic phase and at the nematic-smectic QCP, the heat capacity is dominated by
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nematic fluctuations, which goes as T 2/3. At the QCP, the smectic mode yields an additional contribution
∼ T for QS < 2kF , a subleading term ∼ T 3/2 for commensurate CDW with QS = 2kF and ∼ T 4/3 for the
case of inflection points. In the electronic smectic phase, the smectic Goldstone mode gives a contribution
to the heat capacity of C ∼ T 3/2 in the absence of lattice symmetry breaking effects and T 2 with lattice
symmetry breaking effects.
The approach that I followed is semi-phenomenological and it is based on the picture of a Fermi liquid
that is coupled to an effective field theory describing the fluctuations of the nematic and smectic (stripe)
order parameters. This line of attack can be justified, at the level of mean-field theory, in weakly coupled
systems based on the existence of a Fermi liquid for some range of parameters and its subsequent instabilities.
Examples of this approach is the work on the FL/electron-nematic quantum phase transition of Oganesyan et
al [150] in continuummodels and of Metzner and coworkers[79, 136, 216, 50] and H.-Y. Kee and coworkers[101,
102] in lattice models. The extension of these works to the electron nematic/stripe phase transition that
I discuss here is possible and I have obtained some unpublished results in this direction. However, this
quantum phase transition requires that a coupling constant be larger than a critical value, which typically
is not small, and hence the reliability of mean-field methods in this regime is at least problematic. This will
be discussed in a separate publication.
I have not discussed the realization of these electronic liquid crystal phases, and of the quantum phase
transitions I discussed in microscopic models of strongly correlated systems. Nevertheless sufficiently close
to a continuous quantum phase transition this approach is likely to give the correct universal behavior.
However, the use of theories based on the breakdown of the FL state is problematic in the strong correlation
regime. In addition, so far there is no microscopic model in which both nematic and stripe phases are known
to occur. The existence of an electron nematic phase in a microscopic model of a strongly correlated system
has only been shown for the strong coupling regime of the Emery model of the cuprates in the asymptotically
low doping regime[106]. The existence of a metallic stripe phase in the same model for the doping range
x ∼ 1/8 has been suggested by a variational wave function (and hence mean-field in spirit) approach which
projects out double occupancies of Cu sites [10, 184]. This suggests that the strongly coupled Emery model
may more generally exhibit both nematic and stripe phases in its phase diagram. A number of publications
have attempted to describe both stripe and nematic phases in Hubbard, t − J , and Emery models using
slave-particle methods [215, 141, 214]. However, in spite of their widespread use in the field, slave-particle
mean-field theories are notoriously unreliable.
It would be highly desirable to have high quality numerical simulations to address this problem in models
of strongly correlated systems. Density matrix renormalization group (DMRG) calculations have provided
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strong evidence for stripe correlations in Hubbard-type models on narrow strips (with up to 5 legs) [209, 29].
However, the geometry used in DMRG, which breaks the rotational invariance under 90◦ rotations of the
square lattice explicitly makes it difficult to distinguish a stripe from a nematic phase. The same problem
arises in finite-size diagonalizations of small systems. Quantum Monte Carlo simulations are less affected by
such geometric limitations but suffer from the notorious fermion sign problem at low temperatures. QMC
simulations have indeed shown an increase in nematic fluctuations at low temperatures in Hubbard type
models (see a discussion in Ref. [29]) but, as far as I know, not yet in the Emery model.
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Chapter 4
Fermi liquid properties of polarized
dipolar Fermi systems
4.1 Introduction
Recent experimental advances toward the creation of degenerate fermionic rovibronic ground state polar
molecules, such as 40K87Rb [153], and highly magnetic fermionic atoms, such as 53Cr [74, 37], 167Er [132],
and 161Dy or 163Dy, present new avenues for realizing states of strongly correlated matter in ultracold
atomic and molecular systems. A degenerate dipolar Fermi gas is more strongly coupled and has longer
range interactions than other (neutral) atomic systems, and it is therefore reasonable to expect that these
systems will exhibit novel and exotic behaviors. Recent theoretical studies have already explored BCS-like
superfluidity in these systems (see Ref. [13] and references therein).
I explore the possible occurrence in homogeneously trapped dipolar systems of quantum nematic phases;
phenomena heretofore only observed in strongly correlated electronic systems [98, 168, 198]. In a nematic
state, which is the simplest example of quantum liquid crystal order [104], the fermionic gas becomes spon-
taneously anisotropic—without the action of an external field—while maintaining overall homogeneity. Ne-
matic phases in fermionic fluids have been discussed in strongly correlated electronic systems, and have
been shown to occur in models based on the breakdown of Fermi liquid (FL) theory at a Pomeranchuk
instability [150]. Quantum liquid crystal phases were recently proposed to occur in highly magnetic atomic
systems in optical lattices [167] and in population unbalanced Fermi gases [171].
I show in this work that a quantum nematic phase is possible in sufficiently strongly coupled, homoge-
neously trapped dipolar system. More specifically, I consider e.g., KRb and Dy, in a fixed external polarizing
field pointing along the z-axis. Thus, I will not consider the interesting—but more complex—states that
may arise in systems with a spin degree of freedom [219]. I consider an infinite and homogeneous 3D system
in which the fermionic atoms or molecules interact via the dipolar interaction that, unlike r−6 contact in-
teractions, has a long-range falloff ∝ r−3. In the presence of a polarizing field, the interaction itself becomes
anisotropic in real space with a d-wave symmetry; the dipole-dipole interaction is repulsive or attractive de-
pending on the spatial configuration of dipoles. Since the dipole-dipole interaction is explicitly anisotropic,
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the Hamiltonian (and ground state) of the uniformly polarized dipolar system must have an explicitly broken
rotational invariance, with the polarizing field providing the preferred axis. Nevertheless, the Hamiltonian
is invariant under rotations about this fixed axis, and it is this remaining symmetry that is spontaneously
broken in the nematic phase.
While dipolar Fermi gases with interactions in the particle-particle channel are well-studied [13, 220, 218,
27], the particle-hole (density) channel is relatively unexplored [140]. In the case of fermionic dipoles aligned
by an external field, where the two-body dipole-dipole interaction is Vd(~r) = (d
2/r3)(1 − 3 cos2 θr), d is the
electric or magnetic dipole moment, and θr is the angle of the radial vector of relative position with respect to
the z-axis, the explicit broken symmetry of the dipole-dipole interaction causes the coupling of even and odd
orbital angular momentum channels [49]. More significantly for quantum liquid crystal physics, I show that
an important feature of the dipole-dipole interaction in 3D is the presence of an effective attractive particle-
hole interaction in the d-wave angular momentum channels. Such situations are of great interest, since
the particle-hole d-wave channel interactions have been shown to trigger a Pomeranchuk instability [163]
leading to a nematic phase of the Fermi liquid [150]. However, these phases are difficult to observe and
study. In contrast, ultracold dipolar Fermi systems provide clean, experimentally realizable systems whose
interactions in the, e.g., l = 0 and l = 2, angular momentum channels can be comparable by changing
external parameters such as the polarizing field, trap aspect ratio, and contact interaction strength.
4.2 Generalized Landau parameters for fully polarized dipolar
Fermi systems
I now apply Landau Fermi liquid (FL) theory to explore the particle-hole channel instabilities of a fully
polarized dipolar system, and in doing so, reveal the possibility for observing a nematic state in the form
of a spontaneous xy-symmetry breaking. The starting point of the Landau FL theory is the existence of a
Fermi surface (FS) representing the ground state of the FL in the absence of quasiparticle excitations [18].
In a FL, fermionic quasi-particles have residual interactions in the forward scattering channel parametrized
by a set of coupling constants, the Landau parameters of the FL. In a 3D system, such interactions can
occur in any angular momentum channel. This standard picture—the Landau theory of the FL—is known
to be a valid description for interacting Fermi system such as 3He and most metals [18].
The order parameter of a nematic state is a traceless symmetric tensor [48]. In a 3D interacting Fermi
system, such as the dipolar system, I can form a nematic order parameter as a bilinear of the Fermi fields,
Qij =
1
k2F
ψ†(~x)
(
∂i∂j − 13∇2δij
)
ψ(~x), which is both symmetric and traceless [150]. Here, i, j = x, y, z and
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ψ(~x) is the second quantized fermion operator at position ~x. The 3 × 3 symmetric tensor Qij has two
independent eigenvalues, Q1 and Q2. If Q1 = Q2, then the nematic state is uniaxial; otherwise it is biaxial.
Since the Hamiltonian of the polarized dipolar system has an explicitly broken rotational invariance (due to
the polarizing field), Qij 6= 0 in a uniaxial state. In this case, the FS of the gas is not spherically symmetric
but must instead have (at least) a uniaxial distortion: the FS is an ellipsoid oriented along the direction of
polarization. In a uniformly polarized dipolar system, polarization effects enter only through the anisotropy
of the resulting interaction. Hence, the uniaxial distortion of the FS must be a (generally monotonic) function
of the polarization. Indeed, Hartree-Fock calculations [140]—accurate in the weak coupling regime—have
uncovered this uniaxial FS distortion of a polarized dipolar system.
Since the FS distortions are described by particle-hole condensation in specific angular momentum chan-
nels, the general tensor order parameter Qij can be recast in terms of its angular momentum components
u`,m:
u`,m =
1
V
∑
k
Y`,m(kˆ)〈c†kck〉, (4.1)
where ck is the Fourier transform of the Fermi field ψ(x), ` > 0 and |m| ≤ `; Y`,m(kˆ) are the familiar
spherical harmonics. Each order parameter u`,m measures a distortion mode of the Fermi surface. Among
them, u2,0 and u2,2 = u
∗
2,−2 are of main interest, as they are order parameters for a uniaxial and biaxial
nematic phase, respectively: |u2,0| ∝ (Q1 +Q2)/2 and |u2,2| ∝ |Q1 −Q2|.
Unlike the uniaxial state, which is present in a uniformly polarized dipolar system for all polarizing fields,
the biaxial state is accessible only for fields of sufficient magnitude. Whether or not this phase exists in
a given dipolar gas depends sensitively on the particular Landau parameters, which is reliably calculated
numerically (by intensive quantum Monte Carlo simulations) or analytically in the weak dipole limit. The
latter is defined by the condition that the dimensionless coupling constant λ = d2n/F is small, where n is
the particle density and F is the Fermi energy. In current ultracold atomic and molecular gas experiments,
densities are small n ∼1012 cm−3 compared to condensed matter, with temperatures limited to T & 0.1TF ,
where TF is the Fermi temperature; i.e., F = kBTF . Our mean field analysis predicts that a biaxial phase
may arise in dipolar systems for λ & 1.
Consider a uniformly polarized dipolar system described by the Hamiltonian:
Hˆ =
∑
k
kc
†
kck +
1
2
∑
k,k′,q
f(q) c†k−qckc
†
k′+qck′ , (4.2)
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where
f(q) =
4pid2
3
(3 cos2 θq − 1) (4.3)
is the dipole-dipole interaction in momentum space and θq is the angle between q and zˆ. Within the mean
field (Hartree-Fock) approach, the Hartree term (q = 0) does not contribute, since the average of f(q) over
a 4pi solid angle is zero. The Fock term (q = k−k′) can be expanded into angular momentum channels once
the magnitudes of k and k′ are set to the Fermi wave vector kF (a good approximation in the low energy
theory of a Landau FL):
f(k− k′) = −
∑
`,m;`′,m′
f`,m;`′,m′(kF , k
′
F )Y
∗
`,m(kˆ)Y`′,m′(kˆ
′). (4.4)
The minus sign arises from its origin in the Fock term. The dimensionless coupling constants of this
expansion, F`,m;`′,m′ = F`′,m′;`,m = N(0)f`,m;`′,m′ are the generalized Landau parameters, where N(0)
is the density of states at the FS. Because the rotational symmetry is broken by the polarization, Landau
parameters F`,m;`′,m′ that mix different angular momentum channels enter in the Hamiltonian. For the
dipole-dipole interaction of Eq. (4.3), the non-vanishing Landau parameters are
F`,m;`,m =(−1)m 6pi(`
2 + ` − 3m2)
`(4`3 + 8`2 + `− 3)λ, and (4.5)
F`+2,m;`,m =(−1)m+1 3pi
2`3 + 9`2 + 13`+ 6
λ√
[(`+ 1)2 −m2][(`+ 2)2 −m2]
4`2 + 12`+ 5
, (4.6)
where λ = nd2/F is the dimensionless coupling constant. More generally, the F`,m;`′,m′ will be renormalized
by interactions beyond the dipole-dipole interaction, such as the contact interaction, but rotational symmetry
and space-inversion (or time-reversal) symmetry of the system enforce the selection rules m = m′ and
`− `′ = even integers.
4.3 Uniaxial phase
The standard mean-field decoupling of the 4-fermion interaction using Eqn (4.4). The fk,k′ are constants.
This is exact only for |k| = |k′|
64
HˆMF =
∑
k
[
0k + δk
]
nk − V
2
∑
n,m
fl,m; l′,m′u
∗
l,mul′m′ .
Where
δk =
1
2
∑
l,m; l′,m′
fl,m; l′,m′u
∗
l,mYl′,m′ + c.c. (4.7)
f(k,k′) =
∑
l,m;l′m′
fl,m; l′,m′(kF , k
′
F )Y
∗
l,m(kˆ)Yl′,m′(kˆ
′) (4.8)
I called the coefficients defined fl,m; l′,m′(kF , k
′
F ), generalized Landau parameters. Note that due the
anisotropic nature of the dipolar interaction these Landau parameters depend on the quantum number
m and m′ of the interacting particles. In particular note that
f20;00 = −11.76d2
f20;20 = 7.51d
2
k = 
0
k + δk. In [166], a general central interaction potential is studied and the single particle dispersion is
taken as a variational parameter which gives renormalizations to v0F (effective mass) at the undistorted FS
such that Pomeranchuk instability in the l = 1 channel in prohibited, as it should, in a galilean invariant
system. In our approach the Landau parameters are given and such a condition is recovered from the obser-
vation that the Landau parameter with l = 1, 3, 5, ..,m = 0 are all coupled and positive. If a Pomeranchuck
type of analysis is performed on a spherical FS I indeed find that because of the coupling of all channels
to the l = 1 channel, none of them can become unstable because distortions are linear combinations of all
l = odd channels and would break rotational symmetry. I have verified this for the first 2 odd coupled
channels.
To gain insight of the effect of the coupling between channels due to the dipolar interaction I first consider
the lowest two coupled channels. The uncoupled version of this problem on a lattice was studied in Ref [216].
The interaction matrix has the form
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F =
 a g
g f
 (4.9)
where g = −11.76 d2, f = 7.51 d2. and hence the density u00/n ≡ (
√
4pi) = u¯00 =fixed and the l = 2,m = 0
density moment u20 = (1/V )
∑
k Y2,0(kˆ)〈c†kck〉 are coupled. The quantity a is a parametrization of the hard
core repulsion between dipoles and is set to zero at the end of calculation. The Hamiltonian is then Gaussian
and yield the free energy density
ω[u00, u20, µ] = −T
V
∑
k
log
(
1 + e−(k−µ)/T
)
− 1
2
f00;00 u
2
00 − f00;20 u00u20 −
1
2
f20;20 u
2
20
(4.10)
Where the order parameters ulm have to be calculated self-consistently since they enter the definition of k
which depends on the value of the order parameters, Eqn. 4.7. The equilibrium configuration minimizes this
free energy with respect to u20. If the density is constant, there is a compromise between the 2nd term and
3rd term which favor and dis-favor a non-zero value of u20 respectively. Hence, in general, u20 6= 0 for any
finite value of the dipolar interaction g, d. This is because the dipolar interaction has a preferred direction of
orientation ‘built in’. I confirmed that to first order in perturbation theory in λ the self energy is, appendix
B,
Σ(k) ∼ P2(cos θk) (4.11)
This perturbative calculation gives, to this 1st order, no contribution to the total energy. Self-consistency
is required. This means that the state with a u20 6= 0 has the same energy as the system with undistorted
Fermi surface, an indication of explicit broken symmetry.
I numerically confirmed the above conclusions solving for the stationary conditions of ω given by
∂ω
∂u20
= 0
∂ω
∂u00
= 0
∂ω
∂µ
= −n
There is an extra condition I have to take into account at fixed density: ∂ω/∂µ = −n. Explicit calculation
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Figure 4.1: u20/n, u40/n and chemical potential vs temperature for fixed density. I chose as examples RbK
and 163Dy at n = 1013cm−3 which gives λDy ∼ 0.006 and λRbK ∼ 0.35.
shows that if the matrix F is non-singular the solutions are unique and given at fixed density by
u00 =
1
V
∑
k
Y00(kˆ)f(k − µ)
u20 =
1
V
∑
k
Y20(kˆ)f(k − µ)
u40 =
1
V
∑
k
Y40(kˆ)f(k − µ) (4.12)
for the two unknowns u20, u40 and µ.
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λ =
nd2
F
(4.13)
n = 1013cm−3 (4.14)
λDy ∼ 0.006 (4.15)
λRbK ∼ 0.35. (4.16)
I write the above equations in dimensionless form using the length scale given by the density. The question
arises as to what is more meaningful as a measure of the dipolar strength. When the FS is spherical at
T = 0 it is obviously nd2/F but at T > 0 F is not well defined, µ(T ) is the meaningful quantity, with
µ(T = 0) = F . The question is: should I use nd
2/µ?. This is reasonable because µ also changes as a function
of the order parameter, µ(T, u20, u40, · · · ) and, as is well known, the thermodynamic chemical potential has
always a well defined meaning( the energy cost to put an extra particle into the system) even for strongly
interacting Fermi systems. Yet, I choose instead the density as the fundamental quantity and construct an
energy scale based on that. First I define the “Fermi wave vector”, kF of an isotropic systems with the same
density n.
n =
k2F
6pi2
In atomic physics it is called “nominal” kF . This defines an energy scale(“Fermi energy”)
F =
~
2k2F
2m
TF =
F
kB
I measure the dipolar coupling using the ratio nd2/F or according to the above definition
λ = n1/3
md2
~2
2
(6pi2)2/3
= n1/3ad
2
(6pi2)2/3
= Cdd
2
(6pi2)2/3
where ad = md
2/~2 is a characteristic length scale of the given dipole interaction. For a polar molecule
which have permanent dipole moment this scale is a characteristic of its molecular structure. Cdd is also a
measure of dipolar interaction used in the literature [189, 140]. Using these scales I write in dimensionless
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Figure 4.2: u20/n, u40/n and chemical potential µ/F vs λ =
n1/3md2
~2
( 2
(6pi2)2/3
) at T/TF = 0.01. For Rbk at
fixed density n = 1013cm−3 I have λRbK ∼ 0.35. µ/F decreases monotonically as a function of the dipolar
interaction.
units
u¯00 ≡ u00
n
= 6pi2
∫
d3k¯
(2pi)3
Y00(
ˆ¯k)f
( ¯k¯ − µ¯
T¯
)
u¯20 ≡ u20
n
= 6pi2
∫
d3k¯
(2pi)3
Y20(
ˆ¯k)f
( ¯k¯ − µ¯
T¯
)
u¯40 ≡ u40
n
= 6pi2
∫
d3k¯
(2pi)3
Y40(
ˆ¯k)f
( ¯k¯ − µ¯
T¯
)
(4.17)
By definition u00 = (1/
√
4pi)n where n = (1/V )
∑
k f(k − µ) is the density hence, u¯00 = 1/
√
4pi. n is
externally specified independent parameter. Hence the ratio u00/n is fixed. The bar in top of quantities
means they are measured with respect to F , kF or TF ., e.g.,
¯k = (
k
k0
)2 + g¯
d2
0
Y00(kˆ)u¯20n = k¯
2 + g¯λ0Y00(kˆ)u¯20
Recall that only at T=0 I can speak of a Fermi energy, since µ(T = 0) = F . In general however that
chemical potential decreases with T as in the ideal Fermi gas. This can be confusing since atomics physicist
usually speak of Fermi energy. They mean µ(T ). For kBT < µ(T ) I have µ(T ) ≈ µ(T = 0) = F In Fig. 4.2
I show the dependence of u20 and u40 on the dipolar strength. For a molecule Dy and RbK at a density of
1013cm−3 I have λ ∼ .35 for RbK and λ ∼ .006 for 163Dy. In Fig. 4.1 I use parameters relevant to future
experiments on dipolar Fermi gases systems. I found a variation of u20 vs T which is quadratic at small
temperatures. This behavior is characteristic of all mean field theories, see Fig. 4.1, and comes from the
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Figure 4.3: Cross section of the FS for Dy and RbK at density 1013cm−3 where λDy = .006 and λDy = .35.
The FS is determined by the k wave vectors satisfying: ~k/kF =
√
µ− δ~k. The temperature was T/TF =
0.01.
gapless fermionic excitations close to the FS, as in standard Fermi liquid theory. As Temperature is increased
u20 decreases. This is the expected behavior since at higher energies particles redistribute accordingly. The
order parameters u20 and u40 does not vanish with increasing temperature. This is reminiscent of the
behavior of the order parameter in a Heisenberg ferromagnetic in an external magnetic which explicitly
breaks the rotational invariance of the system. The order parameter decreases monotonically and smoothly
but it does not go to zero due to explicit present of the external field. Here, the fixed density acts as and
external field due to the mixing all l = even channels. To include Y4,0 I need to solve self consistently, beside
the above equations, u¯40 = 6pi
2
∑
Y4,0f((¯k − µ¯)/T¯ ). If λ is small u40  u20, Fig. 4.2. As the interaction
increases u40 remains smaller than u20, see Fig. 4.3.
4.4 Why does the Fermi surface deforms in fully polarized
dipolar Fermi systems?
It is useful to have an intuitive picture that captures the essential physical elements of FS distortions and it
is easy to remember. FS deformations due to dipole-dipole interactions can be explained at different levels
of sophistication: a) by self-energy calculations, see appendix B. b) by appealing to the existence of an
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“orbital source” which acts on the spin the degrees of freedom, see chapter 6. c) by the symmetry of the
bare interaction which is invariant under SO(2) rotations about the polarization axis. This argument shows
that elliptically distorted FS are consistent with the symmetries of the base interaction. It however, does
not tells whether the FS is prolate or oblate. d) by simple kinematics of a particle in an anisotropic potential
plus Pauli principle. Here I focus on the last one.
Consider two particles allowed to move in one dimension, say, along x interacting with a position-
dependent potential energy Ux = d
2/r3. This mimics the interactions of two polarized dipoles in a plane
perpendicular to the polarization axis. The total energy of a single particle, kinetic plus potential, is given
by ~2k2x/2m+ d
2/r3. Now consider a Fermi gas of these particles. The Pauli principle prevents the collapse
of such gas. I can give order of magnitude estimates of the kinetic and potential energy of a single particle in
the gas. First note that on average, the separation between particles is n−1/3 and hence
〈
r−3
〉
= n, the three
dimensional density. Hence, on average, ~2
〈
k2x
〉
/2m+ nd2 = E. Similarly if I consider a particle subject to
move along z with the same total energy and a potential Uz = −2d2/r3. I obtain: ~2
〈
k2z
〉
/2m− 2nd2 = E.
As I can be seen, particles moving along z have higher kinetic energy, on average, than those moving along
x, i.e.,
〈
k2z
〉
>
〈
k2x
〉
; simply because they feel lower, in fact negative, potential energy. Intuitively, particles
along z go “down the hill” (Uz = −2d2/r3) while particles along x go “up the hill”(Ux = d2/r3). In a three
dimensional many-body Fermi system this means that the contours of constant energy in momentum space,
i.e., the Fermi wave vector must be larger along z than along x. Subtracting the equations above I obtain
EFz − EFx ∼ 3nd2. (4.18)
The difference in the Fermi energies, ~2
〈
k2z,x
〉
/2m, along the z and x directions is proportional to the dipolar
energy per particle. In a translational invariant system, k is a “good” quantum number. The FS, which
concerns only with this quantum number and defined as the highest occupied energy level in k-space, is
usually decoupled from other good quantum numbers such as the quantum spin states. This is because, in
many practical applications, the spin of particles is also, to high accuracy, a good quantum number. In the
presence of dipole-dipole interactions I have shown that the spin state of the particles is not independent of
the momentum k- quantum number.
4.5 Biaxial phase
I now demonstrate the existence of a phase transition to a biaxial nematic state above a critical value of
the coupling constant λc. The procedure consists of expanding the free energy, Eqn. 4.10, in u2±2 order
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parameters and λc in perturbation theory. Theory is strictly valid only for λc << 1 and u2±2 → 0. A
caveat must be mentioned: a self-consistent variational calculation in the local density approximation does
not find the biaxial state, see appendix C. Also, such a phase is not found in a numerical study as in section
4.3 by adding the self-consistent equations for u2±2 order parameters in mean field theory. These methods,
however, are valid only in the weak coupling regime. The biaxial phase is therefore not ruled out and its
interesting properties, such as non-Fermi liquid behavior, merit its study.
The leading instability to the FS occurs in the u2,±2 channels, which possess free-energy densities of
F
V
= ∆|u2,2|2 + g|u2,2|4 + · · · , (4.19)
and is independent of the phase ϕ2 as expected by the xy azimuthal symmetry. In a small λ expansion and
for T  TF , the coefficients ∆ and g are
∆ =
√
2pi3~3
7m3/2
√
F
λ
[
1− 7piλ
24
(
1− pi
2T 2
24T 2F
)]
, and (4.20)
g =
761pi10~9
254592
√
2m9/2
7/2
F
(
1 +
1571pi2T 2
3044T 2F
)
λ4, (4.21)
where m is the (effective) mass of the fermions. I only include the leading order contributions to ∆ and
neglect quantitatively important effects due to, e.g., mixing between different angular momentum channels
such as (2, 0) and (2, 2). To go beyond the present order of approximation requires either extensive numerical
computations or the extrapolation of a longer series expansion (e.g., by Pade´ approximants).
The sign of ∆ dictates two different phases. For ∆ > 0, the FL phase with an uniaxial distortion (u2,0)
is stable, and u2,±2 = 0. For ∆ < 0 the system is in a biaxial nematic phase, with |u2,2| =
√
|∆|
2g . For
λ < λc(T ), ∆ > 0, and the uniaxial nematic phase discussed above is stable. For λ > λc(T ) (stronger
dipole-dipole interaction), the free energy of Eq. (4.19) predicts a biaxial phase. The uniaxial-biaxial phase
boundary, is T/TF = (2
√
6/pi)
√
1− λc/λ, where λc ' 24/7pi and T = 0 is the QCP.
The biaxial state manifests as a FS distortion along two orthogonal axes, with the in-plane distortion
given by |u2,2| and it spontaneously breaks the SO(2) rotational symmetry of the system (up to in-plane
rotations by pi). Thus, the mean-field-theory description of the uniaxial-biaxial thermal phase transition
does not give the correct critical behavior in 3D, which is in the universality class of the 3D classical XY
model [34]. There is, however, one caveat for the present situation. In this nematic state, as in all nematics,
the broken symmetry is not internal but the symmetry of spatial rotation [148] with a fixed axis. Unlike the
classical XY model—which involves an internal symmetry—the topological defects of this biaxial phase are
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disclination lines that cannot form closed loops. Although this effect does not change the critical behavior
in 3D, it does affect the behavior of the biaxial state.
4.6 Collective modes and final remarks
The uniaxial phase is essentially a FL state with well defined quasiparticles and an explicit static spatial
anisotropy. The Fermi velocity and the speed of (zero) sound vary along the “meridians” of the FS, as can
be determined directly from the uniaxial distortion.
As the phase transition to the biaxial state is approached, much as in the 2D nematic state [150], the
in-plane quadrupolar collective modes become gapless and overdamped, but only when propagating in the
basal xy-plane. This becomes a Goldstone mode in the biaxial phase but remains gapped when propagating
off-plane. This behavior is expected since this biaxial state develops in the presence of an external symmetry
breaking field: the only spontaneously broken symmetry occurs in the rotations about the direction of
polarization. In contrast, a full biaxial nematic should have two gapless Goldstone modes as it has two
spontaneously broken continuous symmetries [48].
Beyond employing destructive density measurements via light absorption to measure FS distortions,
I suggest the use of polarized light scattering [48] to detect the collective behavior of dipolar systems,
since the nematic state behaves as a birefringent, anisotropic medium for light propagation. While this
is a conceptually natural and direct way to access the collective mode spectrum of the nematic phase,
experimentally it may be challenging to perform without destroying the nematic state. In particular, only
small scattering signals may be present due to the need for limiting the atomic excited state population while
interrogating the small trap population. Previous work has explored the amenability of Bragg scattering for
structure factor measurements (see Ref. [201] and citations within),
Nematic Fermi fluids—in the absence of a background lattice or at quantum criticality—are a striking
example of a “non-Fermi liquid,” in the sense that the quasiparticles are generally broad and poorly de-
fined [150, 136]. However, in the case of this biaxial state, the quasiparticles become broad and non-Fermi
liquid-like only when they propagate in-plane due to the polarizing field. An exciting issue is the possibility
for realizing a true biaxial nematic which would exhibit exotic defects known as non-Abelian disclination
lines [161]. Such defects involve twisting polarization and have skyrmionic structure.
In the context of a dipolar system, a biaxial necessarily requires the polarization to be regarded as
an order parameter, i.e., ferromagnetism. Thus, the biaxial phase of a dipolar system is more complex
than in conventional liquid crystals. In the absence of a ferromagnetic phase of 3D dipolar systems, a
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true biaxial phase may appear as a metastable state obtained by turning off the external polarization field.
Homogeneously trapped dipolar systems are thus a natural setting to investigate the possible existence of
quantum liquid crystal phases in Fermi fluids and will provide a fertile ground for explorations in non-Fermi
liquid physics.
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Chapter 5
Ferronematic phase
5.1 Introduction
Cold dipolar Fermi gases have attracted much attention due to the novel anisotropic and long-range character
of dipole-dipole interactions. Recent studies of many-body effects predicted an elongated Fermi surface (FS)
in a one-component fully polarized Fermi gas with dipolar interactions along the polarization direction
established by an external field[140, 189]. A biaxial state with a critical value of the effective coupling
constant λd = nµ
2/F was proposed in Ref. [68] (µ is the dipole moment of the fermion, n is the total
density and F is the Fermi energy of the free Fermi gas at the same density). It was found[68] that the
system will exhibit violations of the Landau theory of the Fermi liquid both at quantum criticality and
in the biaxial phase. More generally, understanding anisotropic non-Fermi liquid phases of cold atomic
systems may shed light into the quantum liquid crystal phases in strongly correlated systems and high Tc
superconductors [104, 150, 193].
The question I want to address here is whether a cold spin-1/2 Fermi gas with long range dipolar interac-
tions can become spontaneously polarized and what is the nature of the broken symmetry state. The theory
I present here is a generalization of the theory of the Stoner (ferromagnetic) transition in metals to take into
account the effects of the long range and anisotropic dipolar interaction. As I will show below, much as in
the theory of Stoner ferromagnetism, the polarized state can only occur for sufficiently large values of the
magnetic dipole moment and/or of the spin-flip scattering rate. However, unlike what happens in Stoner
ferromagnetism, as a result of the structure of the dipolar interactions, the resulting polarized state is also
spatially anisotropic, a ferro-nematic state.
The classical version of this problem has been considered in mixtures of ferromagnetic particles with
nematic liquid crystals[25], and in dipolar colloidal fluids and ferrofluids[185]. Classical dipolar fluids have
complex phase diagrams, typically featuring inhomogeneous phases with complex spacial structures. Much
less is known about their quantum counterparts. In the case of simple quantum fluids, such as 3He, the
dipolar interaction plays a very small role compared to the short-range exchange interaction[61]. In the
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context of ultracold gases, a number of atomic and molecular systems with strong dipolar interactions, such
as Dysprosium, have been the focus of recent experiments.
5.2 Model Hamiltonian
Consider a restricted Hilbert space of two hyperfine states, called 1 (“spin up”) and 2 (“spin down”), of a
point-like magnetic atom of mass m and magnetic moment,M, with componentsMi = µσ
i, where i = 1, 2, 3
and σi are the usual spin-1/2 Pauli matrices. In our notation the factor of ~/2 is absorbed in the definition
of µ. The Hamiltonian is
Hˆ =
∫
d3xψ†α(x)
(
−~
2∇2
2m
)
ψα(x)
+
1
2
∫
d3x d3xψ†α(x)ψ
†
β(x
′)U0(x,x
′)αα′;ββ′ψβ′(x
′)ψα′ (x) (5.1)
where the fields ψα(x) destroy fermions on spin state with z-component α = 1, 2 at position x. I consider
the model interaction is of the form
U0(x,x
′)αα′;ββ′ =
µ2
r3
σiαα′(δij − 3rˆirˆj)σjββ′ + g δαα′δββ′δ(r) (5.2)
where r ≡ (x− x′)/|x− x′| and rˆ is a unit vector in the direction of r. The last term in Eq.(5.2) represents
the short-range isotropic interactions. It only affects the spin-triplet channel and I denote by g the associated
coupling constant. The Fourier transform of the bare two body interaction is (4piµ2/3)σiαα′(3qˆiqˆj−δij)σjββ′+
gδαα′δββ′ . The Hamiltonian is invariant under simultaneous SU(2) transformations in spin space and SO(3)
rotations in real space.
The ferro-nematic state breaks simultaneously the rotational invariance in spin space and in real space of
the Hamiltonian, and its order parameters reflect this pattern of symmetry breaking. The order parameters
are: a) the local magnetization vector Ma (a = x, y, z) that measures the spin polarization, b) the nematic
order parameter, a 3 × 3 symmetric traceless matrix, Qij (i, j = x, y, z) that measures the breaking of
rotational invariance in space, and c) the generalized “nematic-spin-nematic” order parameter Qabij , a tensor
symmetric and traceless on the spatial (i, j = x, y, z) and spin (a, b = x, y, z) components, that measures the
breaking of both symmetries [3]. General order parameters of the latter (nematic-spin-nematic) type were
considered by Wu et. al. [212] who gave a detailed description in 2D systems and partially in 3D systems.
The ferro-nematic state has an unbroken uniaxial symmetry in real space. It is a 3D generalization of the
quadrupolar α of Ref.[212].
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An intuitive way to describe these phases in a Fermi system is in terms of spontaneously deformed Fermi
surfaces (FS)[150, 212, 68]. A ferromagnetic state is isotropic in real space and has a spherical FS of unequal
size for both spin polarizations. The nematic phase is isotropic in spin space, and its FS has a uniaxial
distortion in real space, with the up and down spin FS being identical in shape and size. For small values
of the order parameter, the distorted FS are ellipsoids with an eccentricity determined by the magnitude
of the order parameter. Due to the anisotropy of the dipolar interaction, a ferromagnetism causes the FS
to distort, thus driving the system into an uniaxial nematic state. Since the state is ferromagnetic, the up
(down) FS is a prolate(oblate) revolution ellipsoid. Both FS are collinear, and have unequal distortion and
volume. Hence, the nematic-spin-nematic order parameter Qabij has a finite value. I find that all three order
orders are present even for arbitrary small values of the dipolar coupling, where the ferromagnetic is the
strongest, the nematic intermediate, and the nematic-spin-nematic the weakest.
5.3 Ferronematic ansatz and phase diagram
I make a variational ansatz of the wave function of the form of a Slater determinant describing a state in which
the spin up and down Fermi surfaces are spontaneously deformed away from their non-interacting spherical
shape, much as in the Hartree-Fock description of the nematic Fermi fluid[150]. Since I am interested in
magnetism I allow for the volume of the up and down Fermi surfaces to change as well. This results in a
Thomas-Fermi-like distribution function of fermions in momentum space with 4 variational parameters, kF1,
kF2 α1 and α2. I keep the total particle density n = n1 + n2 fixed,[140, 189]
nσk = Θ
(
k2Fσ − α−1σ (k2x + k2y)− α2σk2z
)
(5.3)
where Θ(x) is the step function and σ = 1, 2. If α = 1 the FS of are spheres. It has the property that
V −1
∑
k nσk = k
3
Fσ/(6pi
2) ≡ nσ, i.e. the total density does not depend on the distortion parameters, ασ.
Computing the energy in Hartree-Fock I obtain an expression for the ground state energy density in terms
of the distribution functions of spin up and down particles nσ,k = 〈c†σkcσk〉, and
∑
k nσ,k = Nσ,
Eint = g n1n2 + 2piµ
2
3V 2
∑
k,k′
(1− 3 cos2 θk−k′)
(
n1k′n1k − 2n1k′n2k + n2k′n2k
)
(5.4)
Computing the integrals I obtain the total energy density given by E = Ekin + Eint where
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Figure 5.1: MagnetizationM and Fermi surface distortion parameters α1 and α2 vs the dimensionless dipolar
coupling λd for an s-wave coupling λs = 1.34.
Ekin = C1~
2
3m
[
n
5/3
1
(
2α1 +
1
α21
)
+ n
5/3
2
(
2α2 +
1
α22
)]
Eint = gn1n2 − piµ
2
3
[
n21I(α1)− 2n1n2 I(α1, α2,M) + n22I(α2)
]
(5.5)
where C1 = (3/10)(6pi
2)2/3, and I(α1, α2,M) and I(α) = I(α, α,M) are given by
I(α1, α2,M) ≡ 9
8pi2
∫
d3k1d
3k2 Θ
(
1− α−11 (k21x + k21y)− α21k21z
)
× Θ (1− α−12 (k22x + k22y)− α22k22z) (3 cos2 θrk1−k2 − 1)
I(α) = −2− 6
α3 − 1 −
3 arccosα3/2
(α−1 − α2)3/2 (5.6)
where M ≡ (n1 − n2)/n. Using that n1 and n2 are given by n1 = n(1 +M)/2, n2 = n(1 −M)/2, and that
the ratio of the undistorted Fermi surface volumes is r3 = k3F1/k
3
F2 = (1 +M)/(1−M), the total energy E
becomes
E
E0 =
1
6
[
(1 +M)5/3
(
2α1 +
1
α21
)
+ (1−M)5/3
(
2α2 +
1
α22
)]
−5pi
36
λd
[
(1 +M)2I(α1)− 2(1−M2)I(α1, α2,M) + (1−M)2I(α2)
]
+
5
12
λs(1−M2) (5.7)
where E0 = (2C1~2n5/3)/(25/3m). Numerically minimizing the energy I obtain the phase diagram in the
parameters λs and λd of Fig. 5.3. The phase diagram shown in Fig. 5.3 exhibits a ferro-nematic phase
and a paramagnetic phase, separated by a phase boundary consisting of a line of 1st order transitions that
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Figure 5.2: a-d: Spin up and down FS, labeled by n1 and n2, for several values of λs and λd and fixed
particle density n. ad = mµ
2/~2 is the dipole-dipole interaction length scale. Dashed lines: Free fermion
FS.
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Figure 5.3: Phase diagram as a function of λs = gn/F and λd = nµ
2/F . It has a paramagnetic phase
(M = 0), and a ferro-nematic phase with partial (0 < M < 1) and full polarization (M = 1). The phase
boundary has a line of 1st order phase transitions (dashed) which turns into a line of continuous phase
transitions (full) at the tricritical point A.
meets a line of continuous transitions at a tricritical point (labeled by A.) As expected the ferro-nematic
state becomes more accessible as the s-wave coupling increases. This phase is fully polarized (M = 1) for
much of the phase diagram, except for a small region where the polarization is partial, 0 < M < 1. In the
ferro-nematic phase with partial polarization the up and down Fermi surfaces are unequally distorted, while
in the fully polarized regime only one distorted up FS exists. The conventional Stoner transition occurs at
λd = 0 and λs = 4/3, where the up and down FS become distorted even for arbitrarily small values of the
dipolar coupling (see Fig. 5.1.) From the structure of the the free energy for small values of Q1 = α1 − 1,
Q2 = α2 − 1 and M (valid in the vicinity of the continuous transition) It can be seen that the dipolar
interaction leads to a leading term of the form M(Q1 − Q2), which is invariant under 1 ↔ 2. Since the
ferromagnetic state is already favored by the contact term, this term also favors Q1 < 0 and Q2 > 0.
In the ferro-nematic phase the SU(2) spin symmetry of the Hamiltonian is broken down to the residual
U(1) ∼= SO(2) invariance of this uniaxial state. The equilibrium FS of the up and down spin components
are shown in Fig. 5.2 for several values of of the coupling constants. Both FS’s are invariant under SO(2)
rigid rotations about M =M eˆz.
5.4 An intuitive picture
Prolate and oblate FS can be explained in several ways. The simplest is to consider single particle energy
levels. In mean field theory one can think of the average local magnetic field produced by the rest of the
particles. Because of its vectorial nature, spins up modify their single particle energy levels as explained in
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Figure 5.4: Pressure (broken), bulk compressibility (full) and chemical potential (dashed) (normalized to
their values at the non-interacting Fermi gas) vs the dimensionless dipolar coupling λd, for λs = 0.8. The
discontinuity in the thermodynamic quantities signals a 1st order phase transition from the paramagnetic
state to the Ferro-nematic state. The gas becomes formally unstable to collapse when K−1/K−10 < 0 at
λd ' 0.52.
section 4.4. In particular, due to anisotropy on the potential energy the majority spin FS elongates along
the net polarization of the system. Spins down, however, “see”the inverted field and hence have the sign
switched. This leads to oblate FS. Note also that the bare two-body dipolar interaction changes sign if one
flips one of the interacting spins. One crucial fact is left out: dipole-dipole interaction can flip spin of one
of the two interacting particles, see chapter 6. I will show that these correlation effects cause the spin to
become linear combination of eigenstates of σz and hence one can no longer define FS for the each eigenstate
independently.
5.5 Pressure, bulk modulus and chemical potential
The total energy, the equilibrium values of the FS distortions and the magnetization are functions of the
particle density n = N/V . The pressure P = −(∂E/∂V )N , chemical potential µ = (∂E/∂N)V and the
compressibility K−1 = n(∂P/∂n) can be computed straightforwardly with these equations. The charac-
teristic behavior on the pressure chemical potential and inverse compressibility is monotonically decreasing
as the dipolar coupling increases, see Fig. 5.4. The compressibility becomes negative at a critical dipolar
coupling λcd ' 0.52 (as in the case of the fully polarized dipolar Fermi gas[189, 4]) where it becomes for-
mally unstable to collapse. In current experiments on cold atoms it is possible to prepare a two-component
Fermi gas out of the hyperfine manifold of the atom. One can imagine, a two-component dipolar Fermi
gas made out of, say, the hyperfine manifold of strongly magnetic atom such as Dy. With a density of
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1013cm−3, I find λd,163Dy ' 0.01. The recent experimental observation of itinerant (Stoner) ferromagnetism
in ultracold gases of 6Li atoms[96] opens the possibility to detect the ferronematic state in the laboratory
possibly by tuning the s-wave scattering amplitude. Depending on the strength of the dipole moment and of
the s-wave coupling, the FS for the two components may differ considerably from the spherical shape, and
free expansion experiments may be able to provide signatures of this state. Ferromagnetism in cold dilute
systems interacting only by s-wave contact pseudo-potential has been difficult to observe as the spin states
of fermions are conserved separately on the time scales of the experiments[54]. However, a ferronematic
state which may also exhibit other anisotropic and inhomogeneous phases could be set up experimentally in
systems with a population imbalance of hyperfine states. Since the difference in energy between hyperfine
levels is large compared to the dipole energies we expect the spins to be long-lived on time scales of the
experiment. However there will be a small Zeeman field due to the difference in particle number with distinct
spin projections; I am currently studying the effects of this field.
In actual experiments the trap potential maybe weakly anisotropic anisotropic. We now estimate the
order of magnitude energy due to trap anisotropy and compared to the average order of magnitude estimate
of dipole-dipole energy. If the former is smaller we expect effects of dipole anisotropy to play a small role.
From this we derive an estimate of the maximum trap anisotropy. The anisotropic trap potential can be
written in the form
Utrap(r) =
1
2
mω2(κρ+
z2
κ2
)
where κ is a measure of the trap anisotropy and we defined it as κ = (ωρ/ωz)
2/3. κ = 1 means the trap is a
perfectly spherical. We defined ω = (ω2ρωz)
1/3 as the geometric mean of the anisotropic trap frequencies. In
order or magnitude estimates we set the lengths to the characteristic length scale of the trap R = (~/mω)1/2
then
Etrap =
1
2
mω2(κρ+
z2
κ2
) ∼ ~ω(κ+ 1
κ2
)
We want the energy due to anisotropy to be small compared to the energy due dipole-dipole interaction
which is Edipole ∼ nµ2, i.e.
~ω(κ+
1
κ2
)− 2~ω < nµ2 (5.8)
note that if κ = 1, the left-hand side vanishes which just means that the energy due to anisotropy is zero(
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of course, the energy of due to the trap is still there). In experiments it is possible to archive nµ2/~ω ∼ 1 or
even higher. This was discussed by Sogo and Miyakawa[140, 189] for the one-component dipolar Fermi gas.
Moreover the phases that we are interested happened around the strongly interacting regime. Assuming
that this order of magnitude number we obtain κ ≈ 3. This means that the maximum anisotropy is
ωρ/ωz ≈ 5 (5.9)
Real experimental anisotropies are much smaller and hence the dipole-dipole effects are robust against pos-
sible trap anisotropies. However, this argument is pure energetics and other surface effects at the boundaries
may play a role due to the long-range nature of the dipolar interaction. This effects are currently being inves-
tigated. It is likely that the anisotropy acts as a weak symmetry breaking field, that orients the ferronematic
order.
In this work I have shown the existence a new phase of matter, the ferro-nematic Fermi fluid, a ground
state of a dipolar Fermi gas with short range interactions with a spontaneous magnetization and long range
orientational order. In this state the up and down FS manifolds have unequal shapes and volumes. Since
rotational invariance in real space and in spin space is simultaneously spontaneously broken in this state, it
supports a rich spectrum of Goldstone excitations. As a result the fluid is an optically anisotropic medium
whose effects that may be detected by light scattering experiments.
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Chapter 6
Imbalanced Fermi systems with
magnetic dipolar interactions
6.1 Introduction
Here I study the magnetic structure of the ground state of an itinerant Fermi system of spin-1/2 particles with
dipolar interactions in a partially polarized state. I determine the distribution of quasiparticle spins states.
The spin quantization axis is not along the spin magnetization axis but develops instead “spin textures” in
momentum space. I computed the shape of the Fermi surfaces, and the effective magnetic moment of the
quasiparticles, at zero temperature and weak coupling. I discuss realizations of this state with ultracold
magnetic atoms.
Interest in dipole-dipole interactions arise due to the long range and anisotropic nature of dipolar forces.
If the dipolar Fermi gas is fully polarized the anisotropic form of the interactions leads to a distortion of the
Fermi surface (FS) [140] and to a mixing of the collective excitations due to the structure of the Fermi liquid
parameters.[68] Although this system can be described in terms of the standard Landau theory of the Fermi
liquid[18] important changes are needed to account for the effects of the dipolar forces.[68, 174, 36, 122]
Recent theoretical work has revealed that gases of dipolar Fermi atomic systems can exhibit interesting and
unconventional properties, including novel ordered quantum liquid crystal states, such as biaxial nematic
and ferronematic phases[68, 67]. Quantum liquid crystal phases have been conjectured to play an important
role in the physics of strongly correlated systems and high Tc superconductors.[104] Recent experimental
progress in trapping strongly magnetic dipolar Fermi gases in magnetic traps opens the way to simulate
these interesting physical systems in the laboratory.[125]
Dipolar Fermi systems where spin degrees of freedom are allowed to play a dynamical role [68, 187, 212]
are much less studied. Magnetic dipole-dipole interactions, unlike electric dipole-dipole interactions, conserve
total angular momentum, spin + orbital (J = L + S),[160], and hence mix the spin and orbital degrees of
freedom. Interactions in dense nuclear matter with non-central forces are similar. In fact, many of the above
effects have been studied theoretically in the nuclear physics literature.[152] and references therein.
In this work I consider, in perturbation theory, the effects of magnetic dipolar forces on a spin-1/2 Fermi
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system with a population imbalance of particles originally in eigenstates of σz(z-Pauli matrix), corresponding
to a partially polarized ferronematic state.[68]. To 1st order in the interaction, the quantization axis is not
along zˆ and hence spin textures in momentum space develop. Such a system can be simulated experimentally
with two hyperfine levels of a strong fermionic magnetic atom such as Dy163 in an optical trap.[125]. I
define the dipolar interaction parameter as λ = n¯µ20/¯F , where µ0 is the magnetic moment of particles,
n¯ = k¯3F /(3pi
2) and k¯F is defined by the average chemical potential µ¯ = (µ1 + µ2)/2 = ¯F = ~
2k¯2F /2m. Our
calculations are to first order in λ, but the physical principles I describe are quite general. I do not consider
here important questions such as pairing effects, collapse instabilities[65], temperature or optical trap effects.
The physics I describe does not rely on trap parameters; such effects can taken into account using Thomas-
Fermi functionals.[173]. Collapse instabilities will be considered in a future work; Collapse instabilities
require a finite dipolar coupling strength[67] whereas the phenomena I study occurs for infinitesimal dipolar
couplings.
Before presenting the details I summarize the physical picture that emerges as follows. A fixed population
difference of particles in the eigenstates of σz acts, for static effects, as a uniform external magnetic field along
zˆ. Then the interaction conserves conserves the z-projection of the total angular momentum Jz = Lz + Sz.
zˆ is the unperturbed spin quantization axis. Recall that L = 2 for the dipole-dipole interaction[160] and
that, unlike contact, Coulomb or exchange interactions, it can flip the spin of one of the two interacting
particles, the angular momentum being taken from the orbital degrees of freedom. In a many-body single-
particle picture, this means that the mean field acting on the quasiparticle is not a scalar but a k-dependent
vector field, i.e., a “magnetic” field, which necessarily is not along zˆ. Intuitively, consider a Bloch sphere
on which a spin-1/2 is pictorially represented, Fig. 6.1; An external magnetic field is applied and is at a Θ
angle with respect to the spin. Measurement of the spin state of the particle will yield | ↑〉 with probability
cos2Θ/2 or | ↓〉 with probability sin2Θ/2. The two-body dipole-dipole interaction can mimic just this
behavior, namely, one of the two spins can be flipped, the missing angular momentum being borrowed from
the orbital angular momentum. This is confirmed by calculation of the single particle energy Eqn. 6.5
Since the spin quantization axis is not parallel to the polarization direction zˆ, the k-dependent spin state
of particles becomes a linear combinations of eigenstates of σz , i.e., the spins tilts. Interestingly, neither
the tilting angle nor the momentum distribution of the quasiparticles are isotropic in momentum space,
and vary with direction as ∼ |Y2±1(kˆ)| and Y20(kˆ) respectively because of the spin-orbit coupling. This
can be described in perturbation theory as arising from two processes: a) |↑〉 → |↑〉 (no spin flip), with
∆Lz = 0; since I consider particles with no internal structure, the orbital distribution of quasiparticles
acquires a correction to its spherical shape of the form Y20(kˆ). b) |↑〉 → |↓〉 (spin flip) with ∆Lz = ∓1,
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Figure 6.1: Spin-1/2 in an external magnetic field and analogy with an external molecular field due to
dipole-dipole interaction.
the quasiparticle self-energy gets a correction of the form |Y2,±1(kˆ)|. Therefore the self-energy now has an
off-diagonal momentum-dependent component. These changes in the structure of the self-energy lead to
qualitative modifications to the quasiparticle distribution functions and of the Fermi surface. In particular
it is no longer possible to define separate Fermi surfaces for up and down fermions independently.
If and only if one were to ignore spin-flip processes the corrections from the ∆Lz = 0 process are such
that the majority-spin FS is elongated while the minority FS compressed along zˆ. The reason being that
the orbital degrees of freedom act as a “source field” on the spin degrees. As an illustration consider the
work on Ref. [67], were I showed there is a coupling between the density, u00, (L = 0) and elliptical FS
distortions, u20, (L = 2) of the form, −u00u20, in the the free energy. The fixed density acts as an external
field with L = 0 symmetry under rotations. Hence the system always minimizes its energy by choosing
non-zero (nematic-like) distortions. This is the physics behind the FS distortions in fully polarized dipolar
Fermi gases. Another example: an external magnetic field, hext, along zˆ couples to the spins as −σzhext. It
gives a negative energy correction to the single particle energies of the spins up while a positive correction
to spins down. The physics here is similar. Due to spin-orbit mixing, an “orbital field” couples to the spins
as, −σz(µr + Y20(kˆ)). The chemical potential difference is acting as external magnetic field. This leads to
anisotropic corrections of the form, −Y20(kˆ), to the single quasiparticle energies of spins “up”; elongating
their FS along zˆ. Spins “down” obtain corrections of the form, Y20(kˆ), compressing their FS along zˆ. The
quotation marks are explained bellow. This is the basic physics behind the ferronematic phase of Ref. [68].
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Figure 6.2: (left)First order terms in the expansion of the self-energy in power of the dipole interaction. The
1st, Hartree, term vanishes for a uniform system. (right) form of Eqn. 6.4.
6.2 Quasiparticle energy
In the presence of dipole-dipole interactions I can guess the form of the self energy by symmetry arguments.
I thus require that the quasiparticle self energy be invariant under simultaneous rotations of the effective
magnetic field and the quasiparticle momentum, which leads to an expression of the form
Σij(k) = Σ0(k)δij +
ΣT (k)
2
(3kˆikˆj − δij) (6.1)
where i = x, y, z is the direction of the effective magnetic field and j = x, y, z is the direction of the spin
polarization. The form of this expression is valid to all orders in perturbation theory. Without loss of
generality, I consider a microscopy Hamiltonian with a population imbalance of particles in eigenstates of
σz , i.e. I will assume a fixed polarization. The interaction Hamiltonian is
Hˆint =
1
2V
∑
q
Sˆi(q)Vij(q)Sˆ
j(−q) (6.2)
The dipole-dipole interaction is given by Vij(q) = (4piµ
2
0/3)(3qˆiqˆj − δij) where qˆ is the unit vector in the
direction of q, µ0 ≡ γ~/2 is the bare magnetic moment of particles and γ the gyromagnetic ratio, e.g., for
electron spins, γ = 2µB. Repeated indexes are to be summed over. Sˆ
i(q) =
∑
k c
†
k+q,ασ
i
αβck,β is the spin
density in momentum space. σi are Pauli matrices and α, β are spin indexes that label the eigenstates of
σz . To first order, Fig. 6.2, the self energy is given by,
~Σαβ(k) = −
∫
d3k′
(2pi)3
1
~β
∑
n′
eiωn′0
+
G0δγ(k
′, iωn′)Vij(k− k′)σiαδσjγβ
= Σzi(k)σiαβ , (6.3)
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where Σzi(k) = −f(k)(3kˆikˆz − δi,z). In the last line I have expanded in Pauli matrices. Details of the
calculation can be found is appendix B.2 The Hartree term vanishes for the uniform system I are considering.
As can be seen, Σ0 = 0 and ΣT = −2f(k). I assume a fixed population imbalance of particles in the two
eigenstates of σz , by introducing two chemical potentials µ1 and µ2. G
0
αβ(k, iωn) = δαβ/(iωn − ξkα) is the
free temperature Green function, where ~ξkα = 
0
k − µα is the bare single particle dispersion relation and
0k = ~
2k2/2m. f(k) is a smooth monotonic function of the magnitude of the wave vector:
f(k) =
2µ20
pi
∫ ∞
0
k′
2
dk′
∫ ∞
0
dr
r
j2(kr)j0(k
′r)
[
nF (
0
k′ − µr)− nF (0k′ + µr)
]
(6.4)
where nF (x) = {exp(~β(x − µ¯)) + 1}−1 is the Fermi function, µ¯ = (µ1 + µ2)/2 is the average chemical
potential, and µr = (µ1 − µ2)/2. The self energy vanishes for an equal number of quasiparticles in each
eigenstate of σz .
A few comments are in order. The diagonal matrix elements of the self-energy, proportional to ±(3 cos2 θk−
1), give anisotropic re normalizations to the single particle energies, which lead to distortions of the FS for
the “up” and “down” FS’s as in the ferronematic phase of Ref. [68]. The non-diagonal elements of the self
energy come from spin-1/2 particles flipping spin. As I now show, spin-flip processes due to dipole-dipole
interaction cause the spins to tilt and the structure of the state becomes richer. The forms, Σ12 ∼ Y2,−1, and
Σ21 ∼ Y2,1 of the non-diagonal matrix elements are expected since the magnetic dipole-dipole interaction
conserves Jz = Lz + Sz. Then, Sz = ±1 implies Lz = ∓1.
Therefore the energy of the quasiparticle of a dipolar Fermi gas, has a tensor structure[18]: ~ξkαδαβ +
~Σαβ(k) ≡ (k)αβ − µ¯δαβ , much as if the quasiparticle interacted with an effective magnetic field,
(k)αβ ≡ 0kδαβ + ik σiαβ , (6.5)
where the effective magnetic field is given by ik = µ0h
i
k. This k-dependent field has a contribution from the
external field long zˆ (i.e., µr) and a molecular contribution due to interactions with other particles, which
is not along zˆ, see Fig. 6.3.
6.3 Quasiparticle magnetic moment
In a small field, the effective magnetic moment of the quasiparticle is
µij(k) ≡ − ∂
i
k
∂hjext
= −µ0 ∂
i
k
∂µjr
. (6.6)
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Figure 6.3: Effective magnetic field, (red arrow), at point k in momentum space. The spin quantization axis
is tilted with respect to zˆ because the self energy for dipolar interactions have non vanishing off-diagonal
matrix elements, Σ12(k), Eqn. 6.3.
Where I defined the external field by µ0h
z
ext = µr.
The magnetic moment carried by the Hartree-Fock quasiparticles is not the bare magnetic moment µ0.
In fact, when dipole-dipole interactions are present I can guess the form of the magnetic moment carried
by the quasiparticle by symmetry arguments.[152]. I require that the magnetic moment be invariant under
simultaneous rotations of the magnetic field and the momentum of the quasiparticle, i.e.,
µij(k) = µδij +
µT
2
(3kˆikˆj − δij) (6.7)
where I find µ = µ0 and µT = 2µ0(∂f(k)/∂µr). f(k) is given by Eqn. 6.4. For the values used in Fig. 6.4 I
find µT /µ ∼ 0.3 at the outer FS. For small dipolar couplings, where our microscopic calculations are accurate,
the occupied states in momentum space lie outside the singularities see Fig. 6.4. The line singularity is a ring
in the kx,ky-plane with radius, k0, given by µr = f(k0). This wave vector, k0 ∼ (µr/µ20)1/3, is perpendicular
to the unperturbed polarization axis, and naturally introduces a length scale, 1/k0. In the regime were our
calculation is valid the length scale is much sorter than the inter-particle distance, 1/k0 < 1/max(kF1, kF2)
and hence it is related to microscopic effects not considered by our microscopic dipole-dipole Hamiltonian
Eqn 6.2. For strong dipolar couplings, our calculation suggests that the radius of the ring penetrates one
or both of the FS’s. In this case, the resulting state would acquire a structure similar to the “β phases” of
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Figure 6.4: 2D cuts of (Left): points in k-space where Ek± = µ¯. Dashed lines are FS’s of free system:
0k = µ¯± µr. (Right): stream lines of magnetic moment field carried by quasiparticles in momentum space,
Eqn. 6.7. This field resembles the magnetic field produced by an electric current circulating counterclockwise
in a ring placed in the horizontal plane. Values for these plots are kF1 = 1.1 and kF2 = 0.9, in units of k¯F ,
and λ = 0.3 << 1.
Ref.[212]. Another possibility is for the state to become a spatially modulated “pion-condensed” state of
Ref.[5].
6.4 Quasiparticle one-body density matrix
The distribution function of quasiparticles, (nk)αβ , is now a 2 × 2 matrix in spin space. Dyson equation,
(G−1)αβ = (iωn − ξkα)δαβ − Σαβ(k), gives a conserving approximation for the Green function. Defining
~ξk± = Ek± − µ¯, I obtain
G11(k, iωn) =
u2k
iωn − ξk+ +
v2k
iωn − ξk−
G22(k, iωn) =
v2k
iωn − ξk+ +
u2k
iωn − ξk−
G12(k, iωn) = ukvke
−iφk
[
1
iωn − ξk+ −
1
iωn − ξk−
]
G21(k, iωn) = ukvke
iφk
[
1
iωn − ξk+ −
1
iωn − ξk−
]
where Ek± = 
0
k ±
[
(~Σ11 − µr)2 + |~Σ12|2
]1/2
and uk = cos(Θk/2) vk = sin(Θk/2), and 0 < Θk ≤ pi is
defined in Fig. 6.3. Note that u2k is the probability of up-spin propagation and v
2
k is the probability of
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down-spin propagation. The one-body density matrix is given by (nk)αβ ≡
∫
(dω/2pi)nF (ω)ραβ(k, ω), where
ραβ is 2 × 2 matrix of spectral functions. In Hartree-Fock, it consists of two delta functions corresponding
to the poles of the Green functions. It is useful to expand the density matrix in Pauli matrices,
(nk)αβ = n¯kδαβ +
1
~
〈
Sik
〉
σiαβ . (6.8)
where n¯k ≡ (1/2)tr[(nk)] is the average occupation of state with momentum k, and
〈
Sik
〉 ≡ ~ nik ≡
(~/2)tr[σi(nk)] is the i-th spin density component.
〈
Sik
〉
has a clear physical interpretation: it is a vec-
tor field, with polar angles defined in Fig. 6.3, which gives the k-dependent quantum mechanical average of
the spin state of the quasiparticle, in general, a superposition of eigenstates of σz ,
n¯k =
1
2
[nF (Ek+) + nF (Ek−)]
〈Sxk〉 = ~ ukvk cosφk [nF (Ek+)− nF (Ek−)]
〈Syk〉 = ~ ukvk sinφk [nF (Ek+)− nF (Ek−)]
〈Szk〉 =
~
2
(u2k − v2k) [nF (Ek+)− nF (Ek−)]
Since nxk 6= 0 and nyk 6= 0, there is a non-zero average probability that the spin is pointing along the xy-
plane in the region between the two “FS’s”, Fig. 6.5. However,
∑
k 〈Sxk〉 =
∑
k 〈Syk〉 = 0. The net spin
magnetization in the z direction is
∑
k 〈Szk〉. The average occupation number of state k and spin projection
along zˆ, nk↑ ≡ n¯k + nzk and nk↓ ≡ n¯k − nzk, are
nk,↑ = u
2
knF (Ek+) + v
2
knF (Ek−)
nk,↓ = v
2
knF (Ek+) + u
2
knF (Ek−) (6.9)
Fig. 6.5 is a density plot of the occupation probabilities of the average projected z-component of the spin.
Note that the average occupation in momentum space is not uniform even at zero temperature. It has
sharp discontinuities at positions which agree with the momentum distribution found in Ref. [68] for the
ferronematic phase. These discontinuities define elliptically distorted “Fermi surfaces”. In particular, note
that dipole-dipole interactions cause the spins to tilt predominantly along the diagonals, see also Fig. 6.4, in
such a way that measurement of quantum spin state will yield “down” with non-vanishing probability even
in regions in momentum space originally occupied only by spins pointing up.
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Figure 6.5: Occupation probability of z-projection of spin in momentum space, nk↑(Left) and nk↓(Right),
(Eqn. 6.9). Values of for this plot are the same as those of Fig. 6.4.
6.5 Experimental realization
A possible realization of the above physics is in ultracold magnetic atoms in which the “spin” states are
two hyperfine states of the atom in an optical trap e.g. of 163Dy which have large magnetic moment. In its
ground state the spin, orbital and nuclear angular momentum quantum numbers are S = 2, L = 6, I = 5/2,
respectively. The total electronic angular momentum is J = S + L = 8 and the total angular momentum
of the atoms is F = I + J. In the presence of a magnetic field or chemical potential difference the spin
Hamiltonian is Hspin = AI · J + BJz + CIz . The 1st term is the hyperfine interaction and is diagonalized
in the bases of total angular momentum of the atom |F,mF 〉 with eigenvalues that depend only on F but
not on mF . The Zeeman terms will split this degeneracy. I propose the use of atoms with F1 = F2 = 11/2
and projections mF = ±11/2. The dipole-dipole interaction have non-zero matrix elements between these
hyperfine states and if the Zeeman splitting between the levels is small enough the dipolar interaction will
dominate the spin dynamics. This systems will simulate a spin-1/2 system. The dipolar interaction between
two atoms of total spin F is (µ20/r
3)(F1 · F2 − 3(F1 · rˆ)(F2 · rˆ)) and its restriction to the Hilbert space of
|mF1 ,mF2〉 = | ± 11/2,±11/2〉 is,
〈αβ|Uˆdip|α′β′〉 ≡ Uαα′ββ′(r) = µ0γ
2
4pir3
F iαα′(δij − 3rˆirˆj)F jββ′
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Where
Fx =
√
11
2
 0 1
1 0
 ,Fy = √11
2
 0 −i
i 0
 ,Fz = 11
2
 1 0
0 −1
 ,
γ is the gyromagnetic ratio for the states in question and is defined by M = γF. For femions the anti-
symmetry of the wave function allows only a contact interaction between distinct hyperfine states; i.e., the
central part of the interaction does not have the exchange term of the form F1 ·F2 that typically appear for
bosonic atoms with large spin.[160]. It is also important that the matrix elements connecting these states
to all others be much smaller. It is not at all clear that this can be done without much experimental effort
specifically since in our case there is also a Zeeman field due to the chemical potential difference.
Another possibility is preparing the systems in two different hyperfine states such as F = 21/2 and
F = 11/2 in an optical trap. We expect the hyperfine splitting to be the dominant energy scale, ∼ GHz,
and to be much larger than the dipolar energy per particle. In this conditions I expect no spin relaxation
on time scales of the experiment. For typical densities, n¯ ∼ 1013 cm−3, for the magnetic atom, 163Dy, the
dipolar coupling is λ ∼ 0.01. Hence, the “spin textures” will be hard to detect by conventional techniques.
In future experiments these effects could be amplified with the use of electromagnetic fields or with denser
clouds and one will obtain images that resemble Fig. 6.5 in time-of-flight experiments.
6.6 Final remarks
I studied the magnetic structure of the ground state of a magnetic dipolar Fermi system of spin-1/2 particles
in an imbalanced, partially polarized, state. I determine the distribution of quasiparticle spins states. The k-
dependent spin quantization axis is not along the spin magnetization axis but develops instead spin textures
in momentum space. I computed the shape of the Fermi surfaces and the effective magnetic moment of
the quasiparticles, at zero temperature and weak coupling. In particular I showed that the perturbed wave
function has the general form
|Ψ 〉 =
∏
k<kF
(
ukc
†
k,↑ + vkc
†
k,↓
)
|0〉
with k-dependent coefficients uk and vk. In a future work this wave function is a good start for a self-
consistent calculation of uk and vk. Note that at each point in momentum space the quantum spin state is
in general a linear combination of eigenvectors of σz. This just means that the spins tilt. To my acknowledge
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this is the first example of a fully quantum, i.e., not semiclasical
Further issues that one might wish to consider within the present framework include the study of the
possible quantum phase transition to a modulated state in an imbalanced two component Fermi system at
intermediate dipolar couplings. Its existence is expected since the extreme case of strong coupling, where
the dipoles reside on a lattice sites, have been shown to be a non-trivial modulated state [126].
Another extension of the present work is the dynamics of collective modes, the interaction matter-light
is also interesting as the spin-orbit effects my be amplified. In a similar spirit interactions with a superfluid
condensate may amplify the dipole effects as occurs in 3He-A phase.[118].
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Appendix A
A.1 Tensor form of the order parameters
In this appendix we rewrite the order parameters in a tensorial form which makes their correct symmetry
transformation properties apparent. Much of what is done here follows closely the analysis of the classical
case[34].
In 2D, because the rotation group SO(2) group is Abelian, and has only two 1D representations with
l=2 (lz = ±2), it follows that the nematic order parameter N, a 2 × 2 symmetric traceless tensor, has just
two independent components, n11 and n12, as shown in Eq. (3.1). The Abelian nature of the SO(2) group
enables us to use complex numbers, instead of tensors to represent the action of the group, as shown in Eq.
(3.2).
All the formulas we have presented in the main text using the complex order parameter can be translated
into the tensor language, which can more naturally be generalized to higher dimensions. Thus, Eq. (3.7)
becomes
−2κ tr {N(~r) [DN(~r)N(~r)]} . (A.1)
D is the rank 2 tensor formed by the outer product of the two-component real vector (∂x, ∂y):
D =
 ∂x
∂y
 ⊗ (∂x, ∂y) , (A.2)
In Eq (A.1) the first derivative operator acts on the second N factor, while the second derivative operator
acts on the last N factor. Here only the traceless part of D, D − tr[D]I/2, gives non-zero contribution to
Eq. (A.1). The assignment of derivatives is not unique. But only this term gives a linearly independent
contribution to the nematic Goldstone mode. Other assignments either have no contribution, or just give a
contribution proportional to this one. Therefore, there is no needs to study other terms.
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Similarly, Eq. (3.12) has the tensor form:
Sint = −2g
∫
d~kdΩ
(2pi)3
∫
d~qdω
(2pi)3
1
k2
tr
N(q˜, ω)
 k2x kxky
kxky k
2
y


×ρ(~k − ~q/2,Ω− ω/2)ρ(−~k − ~q/2,−Ω− ω/2). (A.3)
Again, it is easy to check that only the traceless part of the tensor composed by the momenta ~k is needed
here, since the trace of that tensor has no contribution. Notice that although there is a factor of 1/k2 in
our formula, it will not cause divergence, since what we are interested in is a CDW, a state that orders at a
finite wave vector k ∼ QS .
Finally, using the fermionic density quadrupole tensor defined in Eq. (3.19), Eq. (3.21) can be written
in tensorial form as
−gN
∫
d~rdt tr[QN] (A.4)
A.2 Quantum critical point for QS < 2kF
As discussed in the main text, at the nematic-smectic critical point QS < 2kF , the nematic Goldstone mode
is the low-energy mode. To obtain its effective low-energy effective action we integrate the high energy mode
of the smectic field, Φ. Terms like
〈(∂xΦ†Φ)(Φ†∂xΦ)〉φNφN , (A.5)
will generate the leading corrections to the φN propagator. We evaluate the integral numerically to deduce
the kernel for the quadratic fluctuations. To the one-loop level, it is
C1q
2 + iC2ω
3| log(ω/q2)|/q4, (A.6)
for 0 < ω  q2. The first term C1q2 renormalizes the two Frank constant K1 and K2, while the second
one is subleading compared to the dynamical term of the nematic Goldstone mode, which is proportional to
i|ω|/q. This result suggests that the smectic field Φ is an irrelevant perturbation to the nematic Goldstone
mode at the nematic-smectic critical point.
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Terms of the form
〈∂xΦ†φN∂xΦφN 〉Φ†Φ (A.7)
provide leading order corrections to the propagator of the smectic field Φ, and yield a self-energy correction
to the field Φ. The loop integral is computed numerically and is well fit by the form
∼ C3q2 + iC4ω5/4, (A.8)
when ω  q3. The first term renormalizes the constants Cx and Cy defined in Eq. (3.15) and the second
one is subleading compared to the dynamical term of the smectic field which is linear in |ω|.
Therefore, these arguments provide strong evidence that the coupling between the nematic Goldstone
mode φN and the smectic order parameter Φ is irrelevant. In the low-energy theory, we can treat in practice
φN and Φ as two separate modes.
A.3 Non-analytic terms of the effective field theory of the
electron smectic with QS = 2kF
The mean-field Hamiltonian of the smectic phase is
HMF =
∫
d2k
(2pi)2
(
(~k)ψ†(~k)ψ(~k) + gSΦ¯ψ
†(~k+ ~QS)ψ(~k)
+gSΦ¯
∗ψ†(~k − ~QS)ψ(~k)
)
+∆S |Φ¯|2. (A.9)
The smectic order parameter Φ¯ will act as a periodic background potential in the direction of ~QS which will
reconstruct the band structure and the FS. For QS = 2kF , we will only consider the lowest two bands. By
ignoring higher bands, we can diagonalize this mean-field Hamiltonian to get the single particle dispersion
relation
E±(~k) =
1
2
(
(~k) + (~k + ~QS)
)
±
√
1
4
(
(~k)− (~k + ~QS)
)2
+ g2S |Φ¯|2. (A.10)
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Here the + sign is for the upper band and the − sign is for the lower band. The lower band is partially filled
by the fermions, but the upper band is empty. So the Landau free energy will be
F (|Φ¯|) =
∫
E−(~k)<µ
d2k
(2pi)2
E−(~k) + ∆S |Φ¯|2, (A.11)
where µ is the chemical potential. By expanding the dispersion relation around the two points marked on
Fig. 3.2(b)
1,2(~q) = ±qy + κ
2
q2x, (A.12)
where ~q is measured from the special points marked in Fig. 3.2(b). The Fermi velocities at these two points
are just opposite to each other, vF = ±1, and the curvatures of the FS have the same value κ at these two
points.
By using this approximate dispersion relation, the Landau free energy can be determined as
F (|Φ¯|) = F (0) + r|Φ¯|2 + u′|Φ¯|5/2. (A.13)
Here the coefficient of the quadratic term r depends on the high-energy cutoff, which reflects that the Landau
free energy depends on the band structure all the way down to the bottom of the band.
On the other hand, u′ is universal, as it depends only on the dispersion relation around the two special
points,
u′ = − Γ(−1/4)
5pi3/2Γ(1/4)
g
5/2
s√
κ/2
≈ 0.049 g
5/2
S√
κ/2
. (A.14)
u′ diverges in the limit of κ → 0, which means terms in lower order, such as |Φ¯|9/4, will be generated (see
below).
Around an inflection point, the dispersion relation is shown in Eq. (3.42). Similar to the calculation
above, a term proportional to |Φ¯|9/4 will be found. The coefficient of these term u′′ will be
u′′ = − 2Γ(−1/8)
9pi3/2Γ(3/8)
g
9/4
S
b1/4
≈ 0.15g
9/4
S
b1/4
(A.15)
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A.4 Goldstone mode in the smectic phase
In the smectic phase, the smectic order parameter obtains an expectation value. We write Φ¯ as
Φ = Φ¯ + δΦ. (A.16)
Φ¯ can be considered as a periodic potential background for the fermions. As a result, the fermions will form
band structure in the y direction. Define the Bloch states as
ψn(~k) =
∑
m
Tn,m(~k)e
imφψ(~k +m~QS), (A.17)
where Tn,m is an orthogonal transfer matrix which depends on the amplitude of the order parameter, and
φ is the phase of Φ¯. In general, the Bloch wave is related to the plane wave by a unitary transformation.
Here, due to the fact that only one harmonic of the CDW with wave vector ~QS is considered, after a proper
spatial translation, which is a shift of φ, it can be simplified to an orthogonal transformation, which enables
us to define the orthogonal transfer matrix Tn,m. The inverse formula can also be written down, since the
Tn,me
imφ must be unitary:
ψ(~k +m~QS) =
∑
n
Tn,m(~k)e
−imφψn(~k). (A.18)
Integrating out the fermionic degrees of freedom, the leading term in the power series of the smectic
fluctuations δΦ starts from the quadratic order.
L = −
(
δΦ†(~q, ω) δΦ(−~q,−ω)
) ∆S −Π( ~QS + ~q, ω) −Π′( ~QS + ~q, ω)
−Π′(− ~QS − ~q,−ω) ∆S −Π( ~QS − ~q,−ω)

×
 δΦ(~q, ω)
δΦ†(−~q,−ω)
 . (A.19)
Notice that δΦ†(~q, ω) 6= δΦ(−~q,−ω), since the field Φ is complex. The continuous translational symmetries
have been broken into discrete ones. Therefore, a process which changes the momentum by n~QS , where n
is an integer, is allowed. This is the reason why we have the terms such as δΦ†(~q, ω)δΦ†(−~q,−ω).
Π( ~QS+ ~q, ω) in the diagonal terms is the standard fermion bubble integral in the smectic phase but with
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momentum close to ~QS ,
Π( ~QS + ~q, ω) =
∫
d~k1dΩ1
(2pi)3
∫
d~k2dΩ2
(2pi)3
〈
ψ†(~k1 + ~QS + ~q/2,Ω1 + ω/2)ψ(~k1 − ~q/2,Ω1 − ω/2)
×ψ†(~k2 − ~q/2,Ω2 − ω/2)ψ(~k2 + ~QS + ~q/2,Ω2 + ω/2)
〉
. (A.20)
Since the eigenstates are Bloch waves, we need to transfer ψ into ψn.
Π( ~QS + ~q, ω) =
∑
m1,m2,n1,n2
∫
d~k
(2pi)2
Tn1,m1+1(
~k + ~q/2)Tn2,m1(
~k − ~q/2)
×Tn2,m2(~k − ~q/2)Tn1,m2+1(~k + ~q/2)Fn1,n2(~k, ~q, ω) (A.21)
where Fn1,n2(
~k, ~q, ω) describe the scattering between fermions in band n1 and n2, which is defined as
−
∫
dΩ
2pi
〈
ψ†n1
(
~k + ~q/2,Ω+ ω/2
)
ψn1
(
~k + ~q/2,Ω+ ω/2
)〉
×
〈
ψ†n2
(
~k − ~q/2,Ω− ω/2
)
ψn2
(
~k − ~q/2,Ω− ω/2
)〉
. (A.22)
The off-diagonal Π′( ~QS + ~q, ω) is very similar to Π( ~QS + ~q, ω).
Π′( ~QS + ~q, ω) =
∫
d~k1dΩ1
(2pi)3
∫
d~k2dΩ2
(2pi)3
〈
ψ†(~k1 + ~QS + ~q/2,Ω1 + ω/2)ψ(~k1 − ~q/2,Ω1 − ω/2)
×ψ†(~k2 + ~QS − ~q/2,Ω2 − ω/2)ψ(~k2 + ~q/2,Ω2 + ω/2)
〉
. (A.23)
Again, we need to transfer ψ into ψn.
Π′( ~QS + ~q, ω) = e
−2iφ
∑
m1,m2,n1,n2
∫
d~k
(2pi)2
Tn1,m1+1(
~k + ~q/2)Tn2,m1(
~k − ~q/2)
×Tn2,m2+1(~k − ~q/2)Tn1,m2(~k + ~q/2)Fn1,n2(~k, ~q, ω) (A.24)
To study the low-energy excitations, we need to diagonalize the matrix of Eq. (A.19). Then two eigenmodes
appear. In the limit where we take ω → 0 first, then q → 0, it is easy to see that eigenvalues of these two
eigenmodes are Π( ~QS , 0) + ∆S ± |Π′( ~QS , 0)|. The equation
Π( ~QS , 0) + ∆S −Π′( ~QS , 0) = 0 (A.25)
reproduces the mean-field self-consistent equation which determines Φ¯. Therefore, the mode which takes the
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minus sign will be the Goldstone mode and the other is the amplitude mode.
As for the Goldstone mode, the intra-band scattering Fn,n and the inter-band scattering Fn1,n2 where
n1 6= n2, have different contributions. The intra-band scattering have no contribution in the q → 0 limit,
because its contribution to Π( ~QS , 0) and |Π′( ~QS , 0)| cancels.
When n1 = n2, term in Π( ~QS , 0) is
∫ ∑
m1,m2,n
d~k
(2pi)2
Tn,m1+1(
~k)Tn,m1(
~k)Tn,m2(
~k)Tn,m2+1(
~k)Fn(~k, 0, 0), (A.26)
and term in Π′( ~QS , 0) is
e−2iφ
∫ ∑
m1,m2,n
d~k
(2pi)2
Tn,m1+1(
~k)Tn,m1(
~k)Tn,m2+1(
~k)Tn,m2(
~k)Fn(~k, 0, 0). (A.27)
From these two equations, the contributions are canceled for the Goldstone mode.
The inter-band scatterings are gapped, so that we have
Fn1,n2(
~k, 0, 0) = −
nf
(
En1(
~k)
)
− nf
(
En2(
~k)
)
En1(
~k)− En2(~k)
, (A.28)
where En(~k) is the eigen-energy of fermions in band n with momentum ~k and nf is the Fermi distribution
function. Summing all the inter-band contributions, the equation Π( ~QS , 0)+∆S−Π′( ~QS , 0) = 0 reproduces
the mean-field self-consistent equation which determines Φ¯ as required by the Ward identity
Now let us study the frequency dependence of the smectic Goldstone mode. It is straight forward to
show that the frequency dependence from the inter-band scatterings will start from the order ω2 because
the inter-band scattering has an energy gap.
We expect the intra-band scattering gives a dynamical term ∼ i|ω|/q to Π and Π′ since there is no
energy gap and the T matrix has no singular points. However, as we just showed, the intra-band scattering
contributions to Π and Π′ cancels at q = 0. Hence, the leading dynamical term is ∼ i|ω|q. The Lagrangian
density reads
L = g2S|Φ¯|2NS(0)
(
B(ϕq)
ω2
kF gS|Φ¯|
+ iA(ϕq)
|ω|q
kF gS|Φ¯|
− κS(ϕq)q2
)
|φΦ(~q, ω)|2, (A.29)
Here Φ¯ is the expectation value of the smectic order parameter and the smectic Goldstone mode φΦ is defined
in Eq. (3.45). ϕq is the angle between ~q and the stripe direction and NS(0) is the density of states in the
smectic phase. A(ϕq), B(ϕq) and κS(ϕq) are coupling constants that depend on microscopic details and the
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direction of ~q which reflects the anisotropic nature of the smectic phase.
This low-energy theory has z = 1 which is different from z = 2 at the QCP. Notice that the denominator
of the first two terms in the above formula contains |Φ¯|, which just means that the z = 1 breaks down when
on approach the QCP from the smectic side. On the other side, if we notice that there is a coefficient |Φ¯|2
in the front of the Lagrangian density, the |Φ¯| in the denominator cause no divergence at small |Φ¯|. In fact,
as we can see that the intra-band scattering vanishes as |Φ¯| goes to 0, which is what one should expected.
It is easy to check that the coefficients of A(ϕq) and B(ϕq) are dimensionless, while B(ϕq) and κS(ϕq)
are real. A(ϕq) is a real function for most values of ϕq. However, from some special cases, for example Fig.
3.2(d), there will be no FS whose Fermi velocity is close to the y direction. As a result, the particle-hole
excitations with momentum close to the x direction will not be damped. Therefore, A(ϕq) will be imaginary
for ϕq ∼ 0 or pi.
A.5 RPA calculation of the fermion self-energy
The imaginary part of the fermion self-energy corrections at the FS, Σ′′(~kF , ω), scales with frequency (as
ω → 0) as ∼ |ω|µ. When the scaling index µ is larger than 1, the low-energy theory of the fermions can be
described by the Landau FL theory. But if µ is less than 1, the self-energy correction will dominate and the
Landau FL theory will break down at low energies. As a result, the system will exhibit non-FL behavior.
A.5.1 The nematic-smectic QCP
To the one-loop level, for ω > 0,the imaginary part of the fermion self-energy correction from Φ is
Σ′′S(
~kF , ω) =
g2S
2
∫
0<(~kF+~QS−~q)<ω
d~q
(2pi)2
BS
(
~q, ω − 
(
~kF + ~QS − ~q
))
, (A.30)
where BS(~q, ω) is the spectral density of the smectic field. At the nematic-smectic QCP (QS < 2kF ) Eq.
(3.36) gives
BS (~q, ω) =
2C0ω
C20ω
2 + (Cxq2x + Cyq
2
y)
2
. (A.31)
By substituting this to Eq. (A.30), we find that for the four points marked on Fig. 3.2(a), Σ′′S ∼ |ω|1/2,
while for all other points on the FS Σ′′S ∼ ω2. For the special case of Cx = Cy = C, an analytical formula
can be achieved. For the four special points, Σ′′S =
√
2|ω|/(4pi√CC0) valid for |ω|C/C0  1. For other
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points on the FS, Σ′′S(
~kF ) = ω
2v2C0/(16piC
2∆3), where the constants ∆ and v comes from the expansion of
the dispersion relation near ~kF + ~QS as (~q + ~kF + ~QS) = µ+∆+ ~v · ~q + . . ..
The nematic Goldstone mode has an ω2/3 contribution to Σ′′ for most points on the FS except the four
points in the main-axis directions where Σ′′ ∼ |ω|3/2 [150]. The |ω|2/3 behavior is dominant over a Σ′′S ∼ ω2
scaling, but not over a Σ′′S ∼ |ω|1/2 contribution. As a result, the four main-axis directions still have FL
behavior. The special points shown in Fig. 3.2(a) will have Σ′′ ∼ |ω|1/2 non-FL behaviors. For all other
part of the Fermi surface, Σ′′ ∼ |ω|2/3 due to the nematic Goldstone mode. If the nematic Goldstone mode
is gapped due to a lattice background or an external field, the Σ′′ ∼ |ω|2/3 non-FL behavior will disappear.
But the Σ′′ ∼ |ω|1/2 non-FL behavior at the four special points will persist.
The incommensurate CDW of QS = 2kF case has a relevant perturbation Φ
5/2, so the critical theory
will be controlled by microscopic details. RPA calculation will not be reliable in such a situation.
However we know that the commensurate CDW with QS = 2kF is a second order transition described
by the Gaussian theory, so RPA is applicable. Here we follow the same approach mentioned above. For
most part of the FS, this bosonic mode will provide a self-energy correction Σ′′S ∼ ω2 for small ω. However
for the special point ~k = ±kF~ey, Σ′′S is linear in ω when ωκ  1. |ω|2/3 term from the φN mode will not
be present for the commensurate CDW due to the lattice background. Hence, the fermions at this critical
point are described by a FL theory, except for fermions with ~vF ‖ ~QS .
For the special case of the inflection points, by following the same procedures, we get Σ′′ ∼ |ω|13/12 at
inflection points, where the FL picture is valid for the whole FS.
A.5.2 The electron smectic phase
In the smectic phase, for ω > 0, the fluctuations of the smectic Goldstone boson φΦ will contribute to the
fermion self-energy:
Σ′′n,φΦ(
~k, ω) =
∑
n′
|Φ¯|2
2
∫
0<n′(
~k−~q)<ω
d~q
(2pi)2
∣∣∣g˜n,n′S (~k, ~q)∣∣∣2BφΦ [~q, |ω| − n′(~k − ~q)] . (A.32)
Here BφΦ(~q, ω) is the spectral density function of the φΦ mode presented below, n(
~k) is the dispersion
relation for fermions in band n and the vertex is
g˜n,n
′
S (
~k, ~q) =igS
∑
m
[
Tn,m+1(~k − ~q)Tn′,m(~k)− Tn,m(~k − ~q)Tn′,m+1(~k)
]
.
with Tn,m being the matrix element of the orthogonal transformation defined in Eq. (A.18)
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The energy gap between two different energy bands dictated that the contributions from the interband
scatterings to Σ′′ (n 6= n′) scale as ω2 at small ω, which is subleading to the FL behavior. As for the
intraband scatterings, the vertex vanishes linearly in the long wavelength limit (q ∼ 0) as
g˜n,nS (
~k, ~q) =i
∑
m
[
∇Tn,m(~k)Tn,m+1(~k)−∇Tn,m+1(~k)Tn,m(~k)
]
· ~q +O(q2). (A.33)
This is because the Goldstone mode cannot couple directly to the fermion density but to its fluctuations, as
required by the translational symmetry. As a consequence of this structure of the vertex, we found that the
quasiparticle scattering rate from intraband scatterings are also subleading corrections to the FL behavior
by numerically evaluating the integral in Eq. (A.32).
For an electron smectic without a lattice background, Eq. (3.50) gives
BφΦ(~q, ω) =
kF
gS |Φ¯|NS(0)
2Aω
√
κ1κ
−1
2 q
4
x + q
2
y(
Aω
√
κ1κ
−1
2 q
4
x + q
2
y
)2
+
(
Bω2 − kF gS |Φ¯|(κ1q4x + κ2q2y)
)2 . (A.34)
For most part of the FS, the intraband scatterings lead to a fermion scattering rate Σ′′φΦ ∼ ω2 log |ω| in
the small frequency limit. However for some special points, where the Fermi velocity is perpendicular to
the stripe direction, Σ′′φΦ ∼ |ω|3/2. This result suggests that the fermions will be described by a FL. For
unpinned smectics with a lattice background, we have
BφΦ(~q, ω) =
kF
gS|Φ¯|NS(0)
2A(φq)ωq
(A(φq)ωq)
2 +
(
B(φq)ω2 − kF gS |Φ¯|κS(φq)q2
)2 , (A.35)
and that limω→0Σ
′′(ω) ∼ ω2 log |ω| at most part of the Fermi surface, while Σ′′(kF , ω) ∼ ω2 at the special
points where g˜n,nS (
~k, ~q) is independent of qt to the linear order of ~q, with qt being the component of ~q parallel
to the reconstructed Fermi surface.
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Appendix B
B.1 Self energy in Hartree-Fock
Using the formula for the decomposition of a plane wave into a sum of spherical harmonics we can show
that the Fourier transform of the dipolar interaction Vd(r) = (d
2/r3)(1− 3 cos2 θr), can be written as
Vd(k− k′) =
∫
d3re−i(k−k
′)·rVd(r)
=
∑
lm;l′m′
Vlm;l′m′(k, k
′)Y ∗lm(kˆ
′)Yl′m′(kˆ)
Where
Vlm,l′m′(k, k
′) = −2d2(4pi)2(−i)lil′
(∫
dr
r
jl(kr)jl′ (k
′r)
)(∫
dΩ Y ∗lm(rˆ)Yl′m′(rˆ)P2(rˆ)
)
In Hartree-Fock, the Hartree contribution to the self-energy vanishes because Vd(q = 0) = 0. The Fock term
can be written as
ΣHF (k
′) = −
∫
d3k
(2pi)3
V (k− k′)n0k
≡
∑
lm
σlm(k)Ylm(kˆ
′)
Where we defined
σl,m(k) = −
∑
l′m′
∫
d3k
(2pi)3
Vlm,l′m′(k, k
′)Yl′m′(kˆ)n
0
k
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In perturbation theory we use the spherical distribution n0k in momentum space. We only need to calculate
the term V00,lm. This term is readily calculated from its definition above. We then substitute to obtain
σlm = −δl,2δm,0 4d
2
pi
√
4pi
5
∫ k0F
0
k′2dk′
∫ ∞
0
dr
r
j0(kr) j2(k
′r)
Where k0F is the undistorter(spherical) Fermi wave vector. We conclude that the Hartree-Fock self-energy
is ∼ P2(kˆ) and is given by
ΣHF (k) = σ(k)P2(kˆ)
where explicit calculation gives the smooth, slowly varying function of the magnitude k:
σ(k) =
−d2
36pik3
[
3k5k0F + 8k
3(k0F )
3 − 3k(k0F )5 − 3(k2 − (k0F )2)3 arctan(
k<
k>
)
]
This equation is valid for all k with k< being the least of k
0
F and k. One can check that σ(k) is continuous
and twice differentiable at k0F . We conclude that the single particle dispersion relation is given
k = 
0
k +ΣHF (k)
=
k2
2m
+ σ(k)P2(cos θk)
In particular the Fermi wave vector can be written as
kF = nˆk
0
F + nˆδkF
To 1st order in the dipolar interaction ie. Hartree-Fock level, the chemical potential is unchanged µ =
(k0F )
2/2m. The first correction to the chemical potential is cuadratic. The change in Fermi wave vector is
given by the wave vectors, kF , that satisfy
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k2F
2m
+ σ(kF )P2(kˆF ) = µ
Solving to 1st order in δkF we obtain
δkF =
md2(k0F )
2
9pi
(3 cos2 θk − 1)
B.2 Self energy of an imbalanced two-component dipolar Fermi
gas
Starting from the expression
~Σαβ(k) = −
∫
d3k′
(2pi)3
1
~β
∑
n′
eiωn′0
+
G0δγ(k
′, iωn′)Vij(k− k′)σiαδσjγβ,
and performing the spin indices summation and the Matsubara sums we obtain
~Σ11(k) = −4piµ
2
3
∫
d3k′
(2pi)3
(3 cos2 θk−k′ − 1)
[
nF (
0
k′ − µ1)− nF (0k′ − µ2)
]
~Σ12(k) = −4piµ
2
3
∫
d3k′
(2pi)3
3 cos θk−k′ sin θk−k′e
−iφ
k−k′
[
nF (
0
k′ − µ1)− nF (0k′ − µ2)
]
(B.1)
Moreover one can show that Σ21 = Σ
∗
12 and Σ22 = −Σ11. Note that these expressions vanish for a system
with equal number of particles in each of the σz eigenstates. By expanding the dipolar interaction in spherical
harmonics and using the unperturbed distribution of momentum, the integrals can be calculated analytically
with the result
~Σ11(k) = −f(k)(3kˆ2z − 1)
~Σ12(k) = −f(k)3kˆz(kˆx − ikˆy) (B.2)
f(k) is a smooth function of the magnitude of the wave vector,
f(k) =
2µ2
pi
∫ ∞
0
k′
2
dk′
∫ ∞
0
dr
r
j2(kr)j0(k
′r)
[
nF (
0
k′ − µ1)− nF (0k′ − µ2)
]
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The self energy can be expanded in Pauli matrices as
~Σ(k) =
 ~Σ11 ~Σ12
~Σ∗12 −~Σ11
 = Σiσi
where Σi(k) = −f(k)(3kˆikˆz − δi,z). We know obtain Eqn. B.2. From Eqn. B.1 we write
V20(k− k′) = 4piµ
2
3
(3 cos2 θk−k′ − 1) =
∑
lm
∑
l′m′
V lm;l
′m′
20 (k, k
′)Y ∗lm(kˆ
′)Yl′m′(kˆ)
Substituting back into Eqn. B.1 we obtain
~Σ11(k) = −
∑
l′m′
σl′m′(k)Yl′m′(kˆ)
Where we defined the functions, σl′m′(k), that depend only on the magnitude of the wave vector,
σl′m′(k) =
∑
lm
∫
d3k′
(2pi)3
V lm;l
′m′
20 (k, k
′)Y ∗lm(kˆ
′)
[
nF (
0
k′ − µ1)− nF (0k′ − µ2)
]
(B.3)
The angular integration is simplified because the unperturbed distribution function is spherically symmetric:
σl′m′(k) =
√
4pi
(2pi)3
∫
k′
2
dk′V 00;l
′m′
20 (k, k
′)
[
nF (
0
k′ − µ1)− nF (0k′ − µ2)
]
(B.4)
The terms, V 00;l
′m′
20 (k, k
′), are found by noticing that the Fourier transform of V20(r) = (µ
2/r3)(1−3 cos2 θr)
is V20(q) = (4piµ
2/3)(3 cos2 θq − 1). Hence one case write by definition
V20(k − k′) =
∫
dr3e−i(k−k
′)·rV20(r) (B.5)
Note that V (r) can also be written as
V20(r) = −µ
2
r3
2
√
4pi
5
Y20(rˆ)
and substituting the spherical wave expansion of a plane wave
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e−ik·r = 4pi
∑
lm
(−i)ljl(kr)Ylm(kˆ)Y ∗lm(rˆ) (B.6)
into eqn B.5 we can read off the only non-vanishing coefficient
V 00;2020 (k, k
′) = (4pi)2µ2 2
√
4pi
5
Y00
∫ ∞
0
dr
r
j2(kr)j0(k
′r).
Substituting back into B.4 we obtain the only non-vanishing coefficient
σ20(k) =
2
pi
µ2 2
√
4pi
5
∫
k′
2
dk′
∫
dr
r
j2(kr)j0(k
′r)
[
nF (
0
k′ − µ1)− nF (0k′ − µ2)
]
= 2
√
4pi
5
f(k) (B.7)
at T = 0, the function f(k) is explicitly given by given by f(k) = g(k, kF1)−g(k, kF2), where g(x, y) depends
on two parameters and is given by
g(x, y) =
µ2
76pi
1
x3
[
3x5y + 8x3y3 − 3xy5 − 3
2
(x2 − y2)3 ln
∣∣∣∣y + xy − x
∣∣∣∣]
Finally,
~Σ11(k) = −f(k)(3 cos2 θk − 1) = −f(k)(3kˆ2z − 1)
If µ1 > µ2 then kF1 > kF2, where kF are the unperturbed Fermi wave vectors. In this case f(k) > 0.
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Appendix C
C.1 Mean field theory of nematic to biaxial-nematic phase
transition
Consider a homogeneous system of Fermionic polarized dipoles. Consider a variational distribution function
of fermions with two preferred directions.
f(k) = Θ
(
k2F − α−1(βk2x +
1
β
k2y)− α2k2z
)
.
The variational parameters are α and β. For α = 1 and β = 1 the Fermi surface is a sphere, but for α 6= 1
and β 6= 1 the FS is in general an ellipsoid with three unequal principal axes. i.e. it is not an ellipsoid of
revolution. The advantage of using this wave function is that it allows consideration ,in a simple way, of all
channels of the dipolar interaction.
Defining k1x = α
−1/2β1/2kx, k1y = α
−1/2β−1/2ky and k1z = αkz we have that the volume element is
conserved d3k1 = d
3k, i.e., an ellipsoid is topologically equivalent to a sphere. The number of particles is
independent of the variational parameters α, β i.e.,
∫
d3k
(2pi)3
f(~k) =
∫
d3k
(2pi)3
Θ(k2F − k2) =
k3F
6pi2
≡ nf
The kinetic energy term is
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Ekin =
∫
d3r
∫
d3k
(2pi)3
~
2k2
2m
f(k)
=
~
2V
(2pi)32m
∫
d3k(
1
β
αk2x + αβk
2
y + α
−2k2z)Θ(k
2
F − k2)
=
V ~2k5F
10m6pi2
[
α
β
+ αβ +
1
α2
]
If β = 1 we recover our well know equation for the uniaxial distortions. As expected, the kinetic energy
term is minimized for a spherical FS and penalizes any distortions of the FS.
The dipolar terms in Hartree-Fock are the direct term
Ehartree =
1
2
∫
d3r
∫
d3r′ Vd(~r − ~r′)n(~r)n(~r′) = 0 (C.1)
Since we are considering the homogeneous density system. Note that in the semi-classical approach, the real
space distribution of particles given by n(r) = (2pi)−3
∫
d3 kf(r,k). The exchange term is
Efock = −1
2
∫
d3r
∫
d3r′
∫
d3k
(2pi)3
d3k
(2pi)3
Vd(r− r′)ei (k−k
′)(r−r′)f(
r+ r′
2
,k)f(
r + r′
2
,k′)
Which for homogeneous system become simply,
Efock = −V
2
∫
d3k
(2pi)3
d3k′
(2pi)3
Vd(k− k′)f(k)f(k′)
Where the Fourier transform of the dipolar interaction is
Vd(k − k′) = 4pi
3
d2(3 cos2θk−k′ − 1)
Performing a change of variables and setting kr = k1 − k2 and km = k2.
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Efock = −V
2
4pid2
3
∫
d3kr
(2pi)3
d3km
(2pi)3
[
3k2rz
α3β−1k2rx + α
3βk2ry + k
2
rz
− 1
]
×Θ(k2F − |kr + km|2)Θ(k2F − k2m)
= −V
2
4pid2
3
1
(2pi)6
∫
dφdθ
[
3 cos2 θ
α3β−1 sin2 θ cos2 φ+ α3β sin2 θ cos2 φ+ cos2 θ
− 1
]
×
∫
k2rdkr
∫
d3kr
(2pi)3
Θ(k2F − |kr + km|2)Θ(k2F − k2m)
(C.2)
The last integral is just the volume of intersection of two spheres of radius kF whose centers are separated
by a vector kr. Due to the spherical symmetry the result of this integration depends only on the distance
kr. In fact, one can show that
∫
d3kr
(2pi)3
Θ(k2F − |kr + km|2)Θ(k2F − k2m) =
2pi
3
(kF − kr
2
)2(2kF +
kr
2
)
For 0 < kr < 2kF and equals 0 for kr > 2kF . Performing the rest of integrations we arrive at
Eint = −
V pi n2fd
2
3
I(α, β)
Where I(α, β) is
I(α, β) =
∫ pi
0
dθ sin θ
[
3 cos2 θ(
α3β sin2 θ + cos2 θ
)1/2 (
α3β−1 sin2 θ + cos2 θ
)1/2 − 1]
If β = 1 we recover the result which agrees with the deformation function of ref. [140]. The total energy
density E = Ekin + Eint is
Etot
E0 =
1
3
(
α
β
+ αβ +
1
α2
)
− 10pi
9(6pi2)2/3
CddI(α, β)
where E0 = ~2k2F 3n/10m, Cdd = adn1/3 and ad = md2/~2 is the dipolar dimensionless interaction strength.
Numerically minimizing the total energy we find that for all reasonable values of Cdd, α < 1 and β = 1, i.e.,
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Only the uniaxial phase exist but nit the biaxial phase.
C.2 Biaxial-nematic in a trap
We can repeat the same calculation for a systems in a axially symmetric trap. It needs to be axially
symmetric because we do not want to break the SO(2) rotational symmetry of the xy-plane. The trap
potential has the form
U(r) =
m
2
[ω2r(x
2 + y2) + ω2zz
2]
Following ref. [140] start by proposing a variational form of the Fermi wave vector that varies in space
with axial symmetry.
k2F (~r) = (k
λ
F )
2 − λ2a−4ho (β(x2 + y2) + β−2z2)
where aho = 1/(mω)
1/2 and ω = (ω2rωz)
1/3. Then after a tedious calculations which are very similar to the
ones above we get the total energy.
(α, α′, β, λ) = c1
[
λ
(
α′3 + α3(1 + α′3)
α2α′2
)
+
1
λ
(
2
β0
β
+
β2
β20
)]
+ c2cddN
1/6λ3/2
[
I(β)− I(α, α′)]
Where the biaxial nematic distortion is parametrized by α′. The dipolar interaction is parametrized by
cdd = d
2/(a3hoω) which is the ratio of dipolar energy in the volume of the trap to the quantum energy for
a trap. Finally, β0 = (ωr/ωz)
2/3. Minimization of this energy shows that there is no region in the space
or variational parameters where the biaxial-nematic is stable. The only stable being a uniaxial nematic
distortion.
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Appendix D
D.1 Fourier transform of dipole-dipole interaction
The dipole interaction is Vd(r) = (d
2/r3)(1 − 3 cos2 θ) One shows that Vd(0) = 0 from
Vd(q = 0) = d
2
∫
r2
1
r3
dr
∫
dΩ
(
1− 3cos2 θ) = 0
The Fourier transform of the dipolar interaction is simplified if we express the exponentials in terms of
spherical harmonics, then: see also [111].
V (~q) =
∫
d3r exp−i~q·~r Vd(~r)
But Vd(~r) = (d
2/r3)(1− 3 cos2 θr) and ei~k·~r = 4pi
∑
l,m i
lY ∗lm(kˆ)jl(kr)Ylm(rˆ) hence
V (~k) = (4pi)(−2d2)
√
4pi
5
(−i)2
∫ ∞
b
d r
r
Y2,0(kˆ)j2(kr)
= (4pi)(2d2)
[ ∫ ∞
bk
dx
x
j2(kr)
]
P2(k)
= (4pi)(2d2)
[
sin kb
(kb)3
− cos kb
(kb)2
]
P2(k)
Where b is a short range cut off bellow which the dipolar interaction is not valid. For small b we have
V (~k) =
(4pi)
3
(2d2)
[
1− (kb)
2
10
]
P2(k)
=
4pid2
3
[
1− (kb)
2
10
]
(3 cos2 θk − 1)
The important point is that at long length scales i.e. k → 0 the Fourier transform if the dipolar interaction
depends only on angle not on the magnitude. Compare this behavior with long range potential such as
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Coulomb where its Fourier component blow up as k → 0 or with very short range potentials where only the
Fourier components of ∼ q ∼ 0 are non-vanishing. Dipolar interaction, for which the limit k → 0 is not
defined,(but V (~q = 0) = 0!) is, in a sense, very pathological it is not so long ranged but not atological it is
not so long ranged but not so short either!
Where θ is the polar angle between z and vector distance between the center of the dipoles assumed
point-like objects. b is a natural cut off where the dipolar two body interaction stops being of the dipolar
type. for r < b one action stops being of the dipolar type. for r < b one needs to take into account Coulomb
repulsion between the atoms electronic clouds. For Cr it is quoted [207] that b ∼ 100a0. The important
point is that there is a small length scale b > 0 that may play a role in the phenomena at low energies
and densities. The above form of Fourier transform does not have a well defined limit q → 0. If θpi/2
V (qˆ) = −4pid2/3 where as if θ = 0, V (qˆ) = 8pid2/3.
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