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A new algorithm for sparse multivariate polynomial interpolation is presented. It is a
multi-modular extension of the Ben-Or and Tiwari algorithm, and is designed to be a
practical method to construct symbolic formulas from numeric data produced by vector
or massively-parallel processors. The main idea in our algorithm comes from the well-
known technique for primality test based on Fermat’s theorem, and is the application of
the generalized Chinese remainder theorem to the monomial exponents. We regard the
exponent vector of each multivariate monomial as a mixed-radix representation of the
corresponding exponent value obtained after the transformation by Kronecker’s tech-
nique. It is shown by complexity comparison and experimental results that the step for
univariate polynomial factorization is most expensive in our algorithm, and its paral-
lelization is considered. Also reported are some empirical results of the parallelization
on KLIC, a portable system of a concurrent logic programming language KL1.
c° 1996 Academic Press Limited
1. Introduction
Polynomial interpolation is a simple but important algebraic tool to determine a poly-
nomial formula from a sequence of numeric data. If the objective (unknown) polynomial,
given as a black-box which allows evaluations at arbitrary points, is over the integers Z,
the numeric data must be integers of arbitrary precisions. According to the well-known
Chinese remainder theorem, numeric data required can be constructed from integers of
flxed magnitudes, i.e., remainders by flxed moduli. Thus, we can determine a polynomial
over Z only from su–ciently many integer values of flxed-magnitude, and if the moduli are
chosen so as to flt in a machine word size, the required numeric data can be processed and
generated directly by hardware. This computing method is very efiective in calculations
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with intermediate expression growth such as determinant expansions or inversions of ma-
trices with polynomial entries. The method was flrst invented by Takahasi and Ishibashi
(1960), and later applied by one of the authors (Murao, 1991) to a large-scale symbolic
formula calculation by using vector processors. Current high-performance computers can
execute and generate a large number of required numeric data very quickly. To continue
this approach and to make full use of high-performance computers by data-parallel pro-
cessing, we need a modular algorithm for sparse multivariate polynomial interpolation.
That algorithm is requested to work with multiple moduli, in order to expand parallelism
in numeric evaluations and in the algorithm itself. In general, multi-modular computa-
tions are easy to parallelize (Wang 1990; Villard, 1989; Wang, 1992).
A milestone algorithm for sparse multivariate polynomial interpolation was published
by Ben-Or and Tiwari (1988). It was the flrst deterministic algorithm that accounts for
sparsity, while Zippel has presented a probabilistic algorithm in Zippel, (1979) and its
deterministic version in Zippel (1990). The Ben-Or and Tiwari algorithm consists of the
following two independent stages:
(1) exact determination of monomials existent in a target polynomial, and
(2) determination of their coe–cients in the polynomial.
These determinations are based on decoding BCH codes and special substitutions used
in Grigoriev and Karpinski (1987); monomials are determined through the factorization
over Z of a feedback connection polynomial for a value sequence, and the coe–cients are
determined by solving a transposed Vandermonde system.
In this paper, we apply a multimodular technique to the Ben-Or and Tiwari algo-
rithm. The Vandermonde system in the second stage for coe–cient determination can
be solved e–ciently using the algorithm developed by Zippel, and its modular extension
is straightforward [for the details, see Zippel (1990); Kaltofen and Lakshman (1988)].
However, the flrst stage (monomial determination) does not allow direct application of
the Chinese remainder theorem, because it is di–cult to recover the factorization of a
polynomial over Z from its multiple modular images (Loos, 1983). In order to overcome
this di–culty, we shall relax our requirements, on the assumption that the polynomial to
be interpolated may be evaluated cheaply, using a massively parallel or vector processor,
so that a set of monomials determined in the flrst stage should simply give candidates
and may include monomials with zero coe–cients in the target polynomial. Reduction of
the number of monomial candidates is the key to our approach.
First, under a given degree bound for each variable, we apply Kronecker’s technique
(Knuth, 1981) to make a given black-box polynomial univariate, and limit our concern to
the exponents of monomials in the univariate polynomial. Second, we regard the exponent
vector of each multivariate monomial as a mixed-radix representation of the exponent of
the corresponding univariate monomial. Evaluations are done using a primitive (p¡ 1)st
root » of unity in Zp for multiple primes p. Then, the univariate exponents can be obtained
as discrete logarithms with base », and are modulo (p¡ 1). The most signiflcant feature
of our algorithm is the application of the generalized Chinese remainder theorem to the
exponentsy. Note that p ¡ 1 is often highly composite, and according to the theorem,
an arbitrary combination of those logarithms with multiple moduli may not represent
y To the extent of the authors’ knowledge, our algorithm will be the flrst that develops such a use of
the theorem.
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any integer. This imposes a tight constraint on making combinations of modular linear
factors of feedback connection polynomials, and resolves the above mentioned problem,
reducing the number of possible combinations. Then, every combination of logarithms is
converted to a mixed-radix representation to obtain an exponent vector.
Also investigated in this paper is a parallel implementation of the algorithm. We discuss
techniques for parallelization and show practical methods used in our implementation.
Timing results indicate that parallelization is efiective in almost all cases and is most
efiective for the worst cases of the probabilistic process in polynomial factorization.
In the following sections, we start by describing the basic ideas and algorithms, leading
up to a complete description of the new algorithm in Section 4. Section 5 presents a simple
example to facilitate an understanding of the algorithm. Section 6 brie°y discusses the
complexity of the algorithm and methods for its parallelization. Also, the timing data
from our empirical studies are given in this section, to demonstrate the performance and
to support the discussion. In Section 7, we conclude with some remarks.
1.1. notation
Let P (x1; x2; : : : ; xn) be an n-variate unknown polynomial over Z to be determined,
and given as a black-box which allows evaluations at arbitrary points 2 Zn.
(fl1; fl2; : : : ; fln)¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡!
P
P (fl1; fl2; : : : ; fln)¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡!
The problem of polynomial interpolation is the exact determination of the polynomial
representation of P . Assume P consists of t distinct monomials such as
P (x1; x2; : : : ; xn) =
tX
i=1
cimi
where mi = xei11 x
ei2
2 ¢ ¢ ¢xeinn are distinct monomials and ci are the corresponding non-
zero coe–cients 2 Z. Here, t, ci and mi are unknown. Instead, assume that we are given
a bound ¿ for t (t • ¿), a coe–cient bound C (jcij • C), and, for each variable xj , a
degree bound „dj of P in xj (eij < „dj for 1 • 8i • t). Let d = max1•j•nf „djg.
Let dj be the smallest primey such that „dj • dj . Let Dj (j = 1; 2; : : : ; n+ 1) be their
product such that
Dj =
‰
1; j = 1,Qj¡1
k=1 dk; j ‚ 2,
and ~D denote (D1; D2; : : : ; Dn). For a monomial mi, we deflne its exponent vector ~ei =
ei1; ei2; : : : ; ein, and regard it as a mixed-radix representation (Knuth, 1981) of an integer
Ei with ~d = (d1; d2; : : : ; dn¡1) such that
Ei = ei1 + d1(ei2 + d2(¢ ¢ ¢ (ein¡1 + dn¡1 ein) ¢ ¢ ¢))
y Not necessarily a prime, but must be relatively prime with (pk¡1), where pk are later-chosen primes
as moduli. In the case of the algorithm (for moderate-sized Dn+1) in Section 4.1, this condition is not
required and dj can be „dj .
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= D1ei1 +D2ei2 + ¢ ¢ ¢+Dnein = ~D ¢ ~ei:
This value can be regarded as the degree of each univariate term obtained after the trans-
formation by Kronecker’s technique (van der Waerden, 1940): P (XD1 ; XD2 ; : : : ; XDn).
For each Ei with a vector ~G = (G1; G2; : : : ; Gs) 2 Zs, we denote "ij = Ei mod Gj , and
its vector ~"i = ("i1; "i2; : : : ; "is).
All classical polynomial interpolation algorithms assume the occurrence in P of every
possible combination of ~ei, i.e., all the integral values 0 through Dn+1¡1 of Ei. However,
for a modern sparse polynomial interpolation algorithm, it is desired to determine as small
a set f~eig for P as possible. This can be done via an auxiliary polynomial for a value
sequence of P as described in Section 2. For a sequence ai, i = 0; 1; : : : ; N , we call
⁄(z) = zl + ‚l¡1zl¡1 + ¢ ¢ ¢+ ‚1z + ‚0
a feedback connection polynomial of the sequence, if its coe–cients satisfy the following
linear relation (Blahut, 1985):0BBB@
aN¡l aN¡l+1 : : : aN¡1
aN¡l¡1 aN¡l : : : aN¡2
...
...
. . .
...
a0 a1 : : : al¡1
1CCCA
0BBB@
‚0
‚1
...
‚l¡1
1CCCA = ¡
0BBB@
aN
aN¡1
...
al
1CCCA: (1.1)
2. Backgrounds and Outline of The Algorithms
2.1. basic mathematical facts
We consider the value sequence ak = P (‰1k; ‰2k; : : : ; ‰nk), k = 0; 1; : : : ; 2t ¡ 1, and
denote bi = ‰1ei1‰2ei2 ¢ ¢ ¢ ‰nein : ak =
P
i cibi
k. Consider the following l £ l Toeplitz-like
matrices:
Al =
0B@ al¡1 ¢ ¢ ¢ a2l¡2... . . . ...
a0 ¢ ¢ ¢ al¡1
1CA:
As pointed out in Ben-Or and Tirwari (1988) and Kaltofen and Lakshman (1988), At
can be factorized into
At = B
0BBB@
c1 0 : : : 0
0 c2 : : : 0
...
...
. . .
...
0 0 : : : ct
1CCCABT where B =
0BBB@
b1
t¡1 b2t¡1 : : : btt¡1
b1
t¡2 b2t¡2 : : : btt¡2
...
...
...
...
...
...
1 1 : : : 1
1CCCA:
Because detB =
Q
1•i<j•t(bi ¡ bj) as is well-known, At is non-singular if the values bi
are distinct from each other.
Lemma 2.1. Let ak =
Pt
i=1 cibi
k. Assume all bi are distinct from each other. Then, the
polynomial
⁄(z) =
tY
i=1
(z ¡ bi) (2.1)
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is a unique feedback connection polynomial of smallest degree for the sequence ak, k =
0; 1; : : : ; N , where N ‚ 2t¡ 1.
Proof. From the condition imposed on bi, the matrix At is non-singular. The degree l
of any feedback connection polynomial for the sequence must be ‚ t, because otherwise
the flrst l columns of At are linearly dependent, which contradicts the non-singularity. It
is easy to see that the coe–cients of the above ⁄(z) satisfy the linear relation (1.1) with
l = t and N ‚ 2t¡ 1. The uniqueness follows again from the non-singularity of At. 2
Note that over Z, if ‰i are distinct primes, the condition for bi is satisfled for arbitrary
eij ’s, and the prime factorization of bi’s, obtained after the factorization (2.1), gives the
exact set of exponent vectors ~ei existent in P .
2.2. the Ben-Or and Tiwari algorithm
The Ben-Or and Tiwari algorithm determines the polynomial representation of P from
its values at 2¿ distinct points 2 Zn in polynomial-time deterministically (Ben-Or and
Tiwari, 1988). The key idea with this algorithm is the uses of the special evaluation
points due to Grigoriev and Karpinski (1987) and of the feedback connection polynomial,
characterized by (2.1). The following gives an outline of the algorithm.
(0) Letting ‰i be the ith prime 2 Z, evaluate and let
ak ( P (‰1k; ‰2k; : : : ; ‰nk) for k = 0; 1; : : : ; 2¿ ¡ 1:
(1) Find the rank, equal to t, of A¿ , and solve the non-singular Toeplitz system
At(‚0; ‚1; : : : ; ‚t¡1)
T = ¡(a2t¡1; a2t¡2; : : : ; at)T
to obtain ‚i.
(2) Find all the integer roots of ⁄(z) =
Pt¡1
i=0 ‚iz
i
¡
=
Qt
i=1(z ¡ bi)
¢
= 0 to obtain
bi = ‰1ei1‰2ei2 ¢ ¢ ¢ ‰nein :
For each bi, perform repeated divisions by ‰j ’s to obtain the corresponding exponent
vector ~ei = (ei1; ei2; : : : ; ein).
(3) Determine the coe–cients ci by solving the transposed Vandermonde system0BBB@
1 1 ¢ ¢ ¢ 1
b1 b2 ¢ ¢ ¢ bt
...
...
. . .
...
b1
t¡1 b2t¡1 ¢ ¢ ¢ btt¡1
1CCCA
0BBB@
c1
c2
...
ct
1CCCA =
0BBB@
a0
a1
...
at¡1
1CCCA: (2.2)
The algorithm consists of the following two almost-independent stages:
(1) & (2) : : : exact determination of monomials (exponent vectors) existent in P ,
where the feedback connection polynomial for the value sequence at special
evaluation points plays an essential role, and
(3) : : : determination of their coe–cients in P .
Table 1 summarizes the stepwise complexity of the algorithm. For more detailed de-
scriptions, methods for improvement and their analyses, refer to the original paper and
Kaltofen and Lakshman (1988).
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In Kaltofen et al. (1990), it was reported that step (1) in the above algorithm sufiers
from intermediate coe–cient growth, and the algorithm was extended to a probabilistic
modular version in a straightforward manner, as well as for rational polynomial interpo-
lation. The modular algorithm performs all the above steps, except prime factorizations
of bi’s in step (2), over Z=(pm) for su–ciently large pm. This causes a chance of failure
in solving the Toeplitz system, although according to Kaltofen et al. (1990, Lemma 1),
its probability can be high enough for practical use.
2.3. more mathematical facts|main idea
Let p denote a prime 2 Z. For a prime p, we denote the fleld Z=(p) by Zp , and let
» 2 Zp be a primitive (p¡ 1)st root of unity, i.e., »k 6· 1 mod p for 1 • k < p ¡ 1, which
implies »i 6· »j for i 6= j. Suppose we evaluate the polynomial
ak ( P (»ku1 ; »ku2 ; : : : ; »kun) =
tX
i=1
ci»
k~u¢~ei 2 Zp ; k = 0; 1; : : : ; 2¿ ¡ 1; (2.3)
for some ~u = (u1; u2; : : : ; un) 2 Zn. Notice that the polynomial can be evaluated often
more easily and e–ciently over Zp than over Z. In what follows, we obtain the explicit
form of the feedback connection polynomial ⁄p(z) of smallest degree for this sequence,
and explain its role in determining a set of exponent vectors ~ei for P .
If all values ~u ¢ ~ei mod (p ¡ 1) are distinct from each other, then
⁄p(z) =
Y
1•i•t
ci mod p 6=0
(z ¡ »~u¢~ei mod (p¡1)); (2.4)
by Lemma 2.1. This gives the true number of terms in (P mod p), and each discrete
logarithm with base » in Zp of every solution to ⁄p(z) = 0 gives (~u ¢ ~ei mod (p ¡ 1)).
Under the given degree bounds for P , Kronecker’s technique makes all ~u ¢ ~ei distinct by
Table 1. Stepwise time complexity of the Ben-Or and Tiwari algorithm.
Step Straightforward ¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡! Asymptotically fast
(1) rank(A¿ ) & Toeplitz O(¿3)
(BM)¡¡¡¡¡! O(¿2) (KL-T)¡¡¡¡¡! O(M(¿) log ¿)
(2) ⁄(z) = 0 O(t3dn logn)
(AHU)¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡! O(ndtM(t) log t logn)
(3) Vandermonde O(t3)
(Z)¡¡¡¡¡! O(t2) (AHU)¡¡¡¡¡! O(M(t) log t)
Here, M(k) denotes the complexity of multiplying two univariate polynomials of degree k at most. All
solutions to ⁄(z) = 0 are to be obtained by the p-adic algorithm of Loos (1983). Parenthesized notes
above arrows indicate the applications of the following algorithms.
(BM) The Berlekamp/Massey algorithm to directly obtain ⁄(z) (Blahut, 1985).
(KL-T) The e–cient algorithm for rank in Kaltofen and Lakshman (1988), and e–cient algorithms to
solve Toeplitz systems such as in Brent et al. (1980).
(AHU) Asymptotically fast multipoint evaluation algorithm (Aho et al., 1974).
(Z) The e–cient algorithm in Zippel (1990) to invert transposed Vandermonde systems.
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letting ~u = ~D. Thus, if we use such a prime p as (p ¡ 1) > Qni=1 „di ‚ maxif~u ¢ ~eig, we
can exactly determine all exponent vectors existent in (P mod p). Another method to
make all ~u ¢ ~ei distinct is due to Zippel (1990). According to Lemmas 1 through 3 and
Proposition 11 in Zippel (1990), if p > kmax, where kmax = (n¡ 1)¿(¿ ¡ 1)=2 + 1, for at
least one of ~u = (1; k; k2; : : : ; kn¡1), 1 • k • kmax, each ~u ¢~ei must take a distinct value.
Therefore, we can determine the exponent vectors in (P mod p) by using the ⁄p(z)
of the maximum degree among those for the sequences with ~u = (1; k; k2; : : : ; kn¡1),
1 • k • kmax, which requires 2¿kmax evaluations of P . This alternative method may
be used only when
Q
i
„di is too large but kmax is su–ciently small for the choice of a
single modulus p, on the assumption that P can be evaluated very cheaply. However,
such a particular case rarely occurs, and the method is not further treated in this pa-
per.
Next, we consider the cases where p • Dn+1 and the values bi = (» ~D¢~ei mod p) are
not necessarily distinct. We extend Lemma 2.1 for the general cases where it may occur
that bi = bj for some distinct i and j. We deflne a set ¾i of indices for monomials whose
values are all equal to bi as follows:
¾i =
'
k j (1 • k • t) ^ (bi = bk)
“
;
and let Ci =
P
k2¾i ck. We further deflne a new set of indices:
S =
'
k j (1 • k • t) ^ (8j < k; j 62 ¾k) ^ (Ck 6= 0)
“
:
Then, the values ak act as if P consists only of those monomials whose indices j are 2 S
with coe–cients Cj . Actually, ak =
P
i cibi
k =
P
j2S Cjbj
k, and for distinct i; j 2 S,
bi 6= bj . Then, by Lemma 2.1, the polynomial
Q
j2S(z ¡ bj) is the unique feedback
connection polynomial of smallest degree for the value sequence of ak’s. This polynomial
is equal to the square-free part of
Q
1•i•t; Ci 6=0(z¡bi). This proves the following corollary
to Lemma 2.1.
Corollary 2.2. Let ak =
Pt
i=1 ci bi
k, and let ¾i and Ci be as above. Then,
⁄(z) =
„⁄(z)
gcd(„⁄(z); „⁄0(z))
where „⁄(z) =
Y
1•i•t
Ci 6=0
(z ¡ bi) (2.5)
is a unique feedback connection polynomial of smallest degree for the sequence ak, k =
0; 1; : : : ; N , where N ‚ 2t¡ 1.
In our case that bi = »Ei 2 Zp , ⁄(z) 2 Zp [z] determines a set of (Ei mod (p ¡ 1))
in P whose corresponding Ci is not equal to 0 modulo p. To determine each value Ei
in Z, we need those values for multiple moduli pj . However, there arises a problem of
combinatorial explosion, just as in the case of flnding the integer root(s) of a polynomial
from the multiple modular images (Loos, 1983). We can hardly determine the exact set
of Ei in P from the sets fEi mod (pj ¡ 1)g for multiple pj . In order to overcome this
di–culty, we relax our requirements so that a set of monomials determined in the flrst
stage would simply give candidates and may include monomials with zero coe–cients in
P , as prescribed before. Furthermore, the following well-known theorem (Knuth, 1981) is
useful for making appropriate combinations of Ei mod (pj ¡ 1) and reducing the number
of monomial candidates.
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(Generalized Chinese remainder theorem). Let v1; v2; : : : ; vs be positive in-
tegers. Consider arbitrary integers a and u1; u2; : : : ; us. If uk’s satisfy the follow-
ing congruences:
ui · uj mod gcd(vi; vj); 1 • i < j • s; (2.6)
then there exists a unique integer u such that a • u < a+lcm(v1; v2; : : : ; vs), and
u · uj mod vj , 1 • j • s. Otherwise, there exists no such integer.
Suppose u( Ei, a( 0, vj ( pj ¡ 1 and uk ( Ei mod (pk¡ 1). This theorem says that,
if lcmjfpj ¡ 1g ‚ Dn+1, we can recover the value Ei from an appropriate combination
of uk’s for difierent pj ’s, and that an arbitrary combination is not allowed to represent
any Ei. The condition (2.6) gives a tight constraint on making valid combinations. The
constructive proof of the above theorem gives an algorithm to obtain the value u = Ei,
and each Ei may be converted to the corresponding ~ei easily. Section 3.2 presents a better
method to compute ~ei directly from the modular images.
Note that if ¿C < pj for all j, then none of (Ci mod pj) can be 0, and the above-
mentioned relaxed approach is always successful and gives P exactly. Otherwise, the
set of candidates may miss those exponent vectors existent in P whose corresponding
coe–cients Ci are equal to 0 modulo pj , and our algorithm becomes probabilistic. Because
the probability that none of T coe–cients is 0 modulo pj is (1¡ 1=pj)T , the probability
of success of our relaxed algorithm is at least
Q
j (1¡ 1=pj)t and can be su–ciently high
if pj are chosen as À t.
Note also that the above process for determining a set of monomial candidates is free
from the intermediate coe–cient growth.
3. Algorithmic Tools
3.1. factorization of feedback connection polynomials
The explicit expression of the feedback connection polynomial ⁄p(z) of smallest degree
for the sequence (ak =
P
i ci»
kEi mod p) has been presented in the previous section. This
polynomial can be obtained e–ciently by the Berlekamp/Massey algorithm over Zp from
the sequence with O(¿2) operations in Zp . The role of ⁄p(z) is to give all the values
Ei mod (p ¡ 1), which can be done by the following two steps:
(a) complete factorization of ⁄p(z) into linear factors: ⁄p(z) =
Q
i(z ¡ bi), and
(b) calculation of the discrete logarithm (Ei mod (p ¡ 1)) of each bi.
For a large p, this factorization may be e–ciently done by the randomized algorithms
(Berlekamp, 1970; Cantor and Zassenhaus, 1981), based on
zp¡1 ¡ 1 · (z(p¡1)=2 ¡ 1)(z(p¡1)=2 + 1) mod p:
However, if this congruence is regarded as separating factors by even or odd numbers of
the logarithms of their zeros, the above two independent steps seem redundant.
Assume that p is chosen so that p ¡ 1 is highly composite, and let G be a divisor of
p ¡ 1. Then, the above congruence can be generalized to
zp¡1 ¡ 1 ·
G¡1Y
k=0
(z(p¡1)=G ¡ »k(p¡1)=G) mod p:
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Each factor in the right-hand side is the product of those linear factors (z ¡ fi) whose
fi satisfles log» fi · k mod G. Therefore, a non-trivial gcd(⁄p(z); z(p¡1)=G ¡ »k(p¡1)=G)
gives the product of only such factors in ⁄p(z), and the repeated GCD calculation with k
results in a partial factorization of ⁄p(z) separated depending on the value of (Ei mod G).
Figure 1 gives a complete description of a sequential algorithm for this factorization.
Procedure DistinctOrderFactor
Input: a prime p, a divisor G of (p ¡ 1), a primitive (p ¡ 1)st root » of unity 2 Zp , and a polynomial
'(z) over Zp which is known to be a product of linear factors.
Output: partial factorization of '(z) given as a set of pairs of a discrete logarithm k and a polynomial
factor `k(z) = gcd('(z); z
(p¡1)=G ¡ »k(p¡1)=G ).
Q( (p ¡ 1)=G; A( »Q mod p; B ( zQ mod '(z);
if deg '(z) = 1, e.g., '(z) = z ¡ fi then return f[ logA(fiQ);'(z)]g;
L( fg; k ( 0; C ( '(z);
while k < G¡ 1 and C 6= 1 do8>>>>>>>>><
>>>>>>>>>:
if degB = 0 then returnf[ log» B;C]g [ L;
w( gcd(C;B ¡Ak) mod p;
if w 6= 1 then8>><
>>:
L(f[k; w]g [ L; % add a pair [k; w] to L.
C(C=w mod p; % remove the new factor.
if degC = 1, e.g., C = z ¡ fi then return f[ logA(fiQ); C]g [ L;
if C 6= 1 then B ( B mod C; % further simplify z(p¡1)=G
k( k + 1;
return L;
Figure 1. Procedure DistinctOrderFactor.
To determine each value Ei mod (p ¡ 1), we have only to apply the above algorithm
to partial factors recursively with all relatively prime divisors Gj of p ¡ 1 to obtain
~"i = ("i1; "i2; : : : ; "is), where "ij = Ei mod Gj .
3.2. recovery of exponent vectors
Once we have obtained ~"i, we convert ~"i to its mixed-radix representation ~ei with
~d = (d1; d2; : : : ; dn¡1) of Ei. This conversion can be done without computing Ei and
only with integers of a flxed magnitude by the following two steps:
(1) convert ~"i to a mixed-radix representation ~–i with ~q = q1; q2; : : : ; qs¡1, where
qj =
‰
G1 for j = 1,
lcm(G1; G2; : : : ; Gj)= lcm(G1; G2; : : : ; Gj¡1) for j ‚ 2,
and then,
(2) convert ~–i to an exponent vector ~ei by performing radix conversion from ~q to ~d.
Algorithms for these steps are well known (Knuth, 1981). The former conversion requires
rj = Gj=qj and Akj such that gkj = gcd(Gk; Gj) · AkjGk mod Gj , which are common
for all ~"i and can be obtained with O(s2 log p) operations in Zp . With this precomputa-
tion, each ~"i can be converted to ~–i and then to ~ei with respective costs O(s2) and O(sn).
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3.3. solving transposed Vandermonde systems
The linear system (2.2) can be solved e–ciently by Zippel’s algorithm (Zippel, 1990)
using auxiliary polynomials B(z) =
Qt
i=1(z ¡ bi) and D(z) =
Pt¡1
k=0 akz
t¡k. In our case,
the algorithm is applied over Zp , and notice B(z) is given by ⁄p(z).
4. New Modular Algorithm
We now give a complete description of our new modular algorithm for sparse multi-
variate polynomial interpolation. The behavior of the algorithm difiers depending on the
magnitude of the value Dn+1 as explained in Section 2.3.
4.1. deterministic algorithm: for moderate-sized Dn+1
Assume the bound Dn+1 is su–ciently small that there exists a prime p (of ma-
chine word size) such that p > Dn+1. In this case, the value Ei mod (p ¡ 1) is equal
Algorithm SmallCase1
Input : a prime p = G1G2 ¢ ¢ ¢Gs + 1, where Gj ’s are not necessarily prime but are pairwise relatively
prime, an n-variate black-box polynomial P (x1; x2; : : : ; xn) which allows evaluations at
arbitrary points, a bound ¿ for the number of terms in P , and the product Di’s of the degree
bound dj ’s.
Output : The polynomial representation of P mod p =
P „t
k=1(ck mod p)mk.
(S1-1) Let » be a primitive (p ¡ 1)st root of unity in Zp .
(S1-2) Evaluate and let ak ( P (»kD1 ; »kD2 ; : : : ; »kDn ) mod p, for k = 0; 1; : : : ; 2¿ ¡ 1.
(S1-3) Apply the Berlekamp/Massey algorithm to this value sequence ak to obtain ⁄p (z). Let
„t ( deg(⁄p (z)), which is equal to the number of terms in (P mod p).
(S1-4) L( f [ [ ];⁄p (z) ] g;
for j := s step (¡1) to 1 do the following:
(S1-4.1) Lnew ( fg;
(S1-4.2) For each pair [ "-list, `(z) ] in L, apply DistinctOrderFactor to '(z) = `(z) with
G = Gj to obtain a set w of pairs [ k; `k(z) ]’s.
(S1-4.3) For each pair [ k; `k(z) ] in w, Lnew ( f [[ k; "-list ], `k(z) ] g [ Lnew;
(S1-4.4) L( Lnew;
(S1-5) For all i and j such that 1 • i < j • s, apply Euclid’s algorithm to Gi and Gj to obtain Aij
such that 1 · AijGi mod Gj .
(S1-6) For each pair [ ~", `(z) ] in L, convert ~" to ~e using Aij , gij = 1, qj = Gj and rj = 1.
% Each ~ek = ~e deflnes a monomial mk = x
ek1
1 x
ek2
2 ¢ ¢ ¢xeknn , k = 1; 2; : : : ;„t.
(S1-7) Letting bi = »
Ei for every monomial mi, solve a transposed Vandermonde system to obtain
the coe–cients (ci mod p)’s.
Algorithm SmallCase
Input : an n-variate black-box polynomial P (x1; x2; : : : ; xn) over Z , a bound ¿ for the number of
terms in P , a coe–cient bound C, and the product Di’s, as above.
Output : The polynomial representation of P =
P t
k=1 ckmk.
(S-1) Choose a su–cient number of primes p1; p2; : : : ; pN such that pi ‚ Dn+1 and
Q N
i=1 pi ‚ 2C.
(S-2) For each pi, i = 1; 2; : : : ; N , use the above SmallCase1 with p = pi to obtain the modular
image polynomial P mod pi.
(S-3) Apply the Chinese remainder algorithm to (P mod pi)’s to obtain P .
Figure 2. Deterministic algorithm for polynomial interpolation when Dn+1 is moderate-sized.
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to Ei, because Ei = ei1D1 + ei2D2 + ¢ ¢ ¢ + einDn < Dn+1 < p. As explained in Sec-
tion 2.3, the feedback connection polynomial ⁄p(z) of (2.4) obtained by applying the
Berlekamp/Massey algorithm to the sequence (2.3) determines all those values whose
corresponding exponent vectors ~ei are existent in (P mod p).
The subalgorithm SmallCase1 of Figure 2 obtains the polynomial (P mod p). In that,
assuming that p ¡ 1 is highly composite, e.g., p = G1G2 ¢ ¢ ¢Gs + 1, where Gj ’s are not
necessarily prime but are pairwise relatively prime, step (S1-4) separates the factors of
⁄p by applying DistinctOrderFactor to each partial factor ` of ⁄p repeatedly for
each G = Gj , to flnally obtain every linear factor with its corresponding ~". Step (S1-6)
converts each ~" to the true exponent vector ~e by the algorithm described in Section 3.2,
without computing the value E = ~D ¢ ~e.
If 2C < p, the polynomial obtained by SmallCase1 gives P itself. However, in gen-
eral, the polynomial P over Z must be recovered from its modular images by su–ciently
many moduli. The algorithm SmallCase, taking the magnitude of the coe–cients into
account and using the Chinese remainder theorem, obtains the polynomial P over Z de-
terministically. Note that the utilization in the repeated invocations of the subalgorithm
of the exponent vectors flxed by the previous invocations will improve the e–ciency.
4.2. relaxed algorithm: for large Dn+1
In this case, we must use multiple primes pk as moduli. For each pk, the feedback
connection polynomial (2.5), or more precisely all solutions bi to the polynomial, will
determine a set of (Ei mod (pk ¡ 1)) in P whose corresponding Ci is not equal to 0
modulo pk. If none of Ci is 0 modulo pk, these values deflnitely re°ect a complete set of
values Ei over Z in P , but what combination of the values corresponds to the true Ei?
Let Sk denote a set of those values for pk:
Sk = fEi mod (pk ¡ 1) j 1 • i • tg:
Then, according to the generalized Chinese remainder theorem, for uj 2 Sj and uk 2 Sk
to correspond to a single Ei, (uj ¡ uk) must be divisible by gcd(pj ¡ 1; pk ¡ 1). We shall
use this condition to make a set of candidates for Ei, only for circularly neighboring pk’s.
Let pk, k = 1; 2; : : : ; s be primes (of machine word size) chosen so that
(C1)
Qs
k=1 pk > 2C,
(C2) lcm(G1; G2; : : : ; Gs) > Dn+1, where Gj is deflned by
Gj =
‰
gcd(pj ¡ 1; pj+1 ¡ 1); 1 • j < s,
gcd(ps ¡ 1; p1 ¡ 1); j = s,
and G0 = Gs, and
(C3) pk À ¿ ‚ t.
For each pk, we compute the feedback connection polynomial and factorize it with G =
Gk¡1 and Gk using DistinctOrderFactor, to obtain the pairs
…
(i)
k = [Ei mod Gk¡1; Ei mod Gk] = ["ik¡1; "ik]:
The algorithm LargeCase1 of Figure 3 returns these pairs along with the corresponding
partial factors `k12 of a feedback connection polynomial. Notice if lcm(G1; G2) < p ¡ 1,
the factor `k12(z) may further separate, i.e., deg`k12(z) > 1, which indicates that there
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Algorithm LargeCase1
Input : a prime p, a primitive (p ¡ 1)st root » of unity in Zp , an n-variate black-box polynomial
P (x1; x2; : : : ; xn) which allows evaluations at arbitrary points, a bound ¿ for the number of
terms in P , the product Di’s of the degree bound dj ’s, and the divisors G1 and G2 of p ¡ 1.
Output : fakg, „t and such a set L as described below.
(L1-1) the same as (S1-1) and (S1-2) of SmallCase1.
(L1-2) Apply DistinctOrderFactor to ' = ⁄p with G = G1 to obtain a set S1 of [ k1; `k1 (z) ]’s.
(L1-3) For each pair [ k1; `k1 (z) ] in S1, apply DistinctOrderFactor to `k1 (z) with G = G2 to
obtain a set of [ k2; `k12 (z) ]’s, and collect every [[ k1; k2 ], `k12 (z) ] in L.
(L1-4) return L;
Algorithm LargeCase
Input : an n-variate black-box polynomial P (x1; x2; : : : ; xn) over Z , a bound ¿ for the number terms
in P , a coe–cient bound C, degree bound „di’s and the product Di’s.
Output : The polynomial representation of P =
P t
k=1 ckmk.
(L-1) Choose a su–cient number of primes p1; p2; :::; ps so that they satisfy conditions (C1), (C2)
and (C3). Let »k be a primitive (pk ¡ 1)st root of unity in Zpk .
(L-2) For each prime pk, k = 1; 2; : : : ; s, use the above LargeCase1 with p = pk, » = »k, G1 = Gk¡1
and G2 = Gk to obtain „tk ( „t and a set Lk = f [[ "k¡1; "k ], `k(z) ] g. Note that the value
sequence ai’s computed in LargeCase1 is to be used in step (L-6.1) to determine the
coe–cients.
(L-3) From the sets Lk, make every possible combination of ~" = ("1; "2; : : : ; "s), and form a set L of
the combinations, L = f [ ~"; [ `1(z); `2(z); : : : ; `s(z) ]] g.
(L-4) Prepare gij ’s, Aij ’s, qi’s and ri’s.
(L-5) For each pair [ ~"; [ `1(z); `2(z); : : : ; `s(z) ]] in L,
(L-5.1) Convert ~" to a mixed radix representation ~e = (e1; e2; : : : ; en) with (d1; d2; : : : ; dn¡1),
(L-5.2) dispose the pair if ~" does not satisfy the degree bound condition with „dj ’s,
(L-5.3) dispose the pair if `k(bk) 6· 0 mod pk for some k, where bk = »k ~D¢~e mod pk,
(L-5.4) and collect [ ~e; [ b1; b2; : : : ; bs ]] in S.
(L-6) For each prime pk, k = 1; 2; : : : ; s,
(L-6.1) Solve the transposed Vandermonde system with non-duplicated bi’s to obtain the
coe–cients (Ci mod pk).
(L-6.2) If no duplication is found (j L j= „tk), P mod pk is obtained,
(L-6.3) otherwise, for each ~e with duplicated bi’s, create a non-singular linear system for their
coe–cients by newly evaluating P , and solve it to determine the coe–cients modpk.
(L-7) Recover the polynomial P (x1; x2; : : : ; xn) from its modular images, as in (S-3) of SmallCase.
Figure 3. Algorithm for polynomial interpolation when Dn+1 is large.
exist Ei and Ej such that Ei · Ej mod G1 and mod G2, but Ei 6· Ej mod (p ¡ 1).
Then, the valid combinations of …(i)k ’s are only those combinations in which the second
element of …(i)k is equal to the flrst element of …
(j)
k+1. In this way, we form all possible
combinations ~"i from …
(i)
k ’s (step (L-3)), and use them as a set of candidates of ~"i for P .
The condition (C2) guarantees that every possible value of Ei takes a difierent ~"i, and
each ~"i can be converted to the true exponent vector ~ei by the algorithm described in
Section 3.2 (L-5.1). Note that the set of candidates may contain ~"i not existent in P .
For a single modulus p, it may occur that bi · bj mod p, i.e., Ei · Ej mod (p¡ 1) for
i 6= j. For every such Ei, the solution to the transposed Vandermonde system can give
only the sum (Ci mod pk) (L-6.1) of those coe–cients cj ’s whose corresponding Ej is
congruent to Ei modulo pk. To flx such terms, we need only solve another linear system
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for a limited number of monomial candidates obtained by further evaluations of P at
appropriate points (L-6.3).
Another problem is the number of candidates ~"i made from …
(i)
k ’s. The candidate set
may contain those ~"i whose corresponding exponent vectors do not exist in P . Such
redundant exponent vectors may be disposed of by checking against the degree bound
conditions with „dj (L-5.2), or by checking if their corresponding bi’s satisfy ⁄pk(bi) · 0
(L-5.3). Furthermore, non-neighboring gcd(pi ¡ 1; pj ¡ 1) 6= 1 may be used for pruning.
Anyway, it is expected that under the condition (C3), Ei’s will distribute very sparsely
and the number of such exponent vectors will be quite limited.
As noted in Section 2.3, the algorithm is probabilistic unless ¿C < pk for all k. The
condition (C3) is set also to attain a higher probability of success.
5. Examples
To help understand our algorithm, we shall give a simple example. Suppose we deter-
mine (the exponent vectors in) the following polynomial:
P (x1; x2; x3) = x130x25x37 + 3x15x310 ¡ x27x33 + x16x220;
thus ¿ ‚ t = 4, and we use (d1; d2; d3) = (31; 23; 11).
using the deterministic algorithm
Let p = 227951 ‚Qi di = 31£23£11 and let » = 11. The factorization of the feedback
connection polynomial for the sequence P (11j ; 1131j ; 1131£23£j), j = 0; 1; : : : ; 7, gives
⁄p(z) = (z ¡ »5176)(z ¡ »7135)(z ¡ »2356)(z ¡ »626):
Because 5176 = 30+31£(5+23£7), 7135 = 5+31£(0+23£10), 2356 = 0+31£(7+23£3)
and 626 = 6 + 31£ (20 + 23£ 0), we can determine all the above exponent vectors. Use
of factors of p ¡ 1 = 2 £ 52 £ 47 £ 97 may speed up the above process, especially the
factorization of ⁄p(z).
using the relaxed algorithm
We shall use three primes p1 = 1327 (= 2£3£13£17+1), p2 = 4447 (= 2£32£13£
19 + 1) and p3 = 3877 (= 22 £ 3 £ 17 £ 19 + 1). The feedback connection polynomials
⁄p(z) for the sequence P (»j ; »31j ; »31£23j), j = 0; 1; : : : ; 7, are as follows.
pk » ⁄p(z)
1327 3 (z ¡ 31198)(z ¡ 3505)(z ¡ 31030)(z ¡ 3626)
4447 3 (z ¡ 3730)(z ¡ 32689)(z ¡ 32356)(z ¡ 3626)
3877 2 (z ¡ 21300)(z ¡ 23259)(z ¡ 22356)(z ¡ 2626)
With G1 = 2£ 3£ 13, G2 = 2£ 3£ 19 and G3 = 2£ 3£ 17, the factorizations of ⁄p , by
two times applications of DistinctOrderFactor for each, will give the following …(i)k .
k pk …
(i)
k (Ei mod (pk ¡ 1))
1 1327 [97;37](505); [14; 2]( 626); [10;16](1030); [76;28](1198)
2 4447 [ 2;56](626); [28;46]( 730); [16;76](2356); [37;67](2689)
3 3877 [56;14](626); [46;76](1300); [76;10](2356); [67;97](3259)
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Only the following combinations of …(i)k = ["ik¡1; "ik] are valid:
~"1 ~"2 ~"3 ~"4
modG1 37 2 16 28
modG2 67 56 76 46
modG3 97 14 10 76
We convert each ~"i to a mixed-radix representation ~– with (q1; q2; q3) = (2£3£13; 19; 17),
and then to the one ~ei with (d1; d2; d3) = (31; 23; 11).
~"i: (37; 67; 97), (2; 56; 14), (16; 76; 10), (28; 46; 76) : : : remainders
# conversion to mixed-radix representations with (q1; q2; q3)
~–i: (37; 15; 4), (2; 8; 0), (16; 11; 1), (28; 9; 3)
# conversion of mixed-radix, (q1; q2; q3)! (d1; d2; d3)
~ei: (5; 0; 10), (6; 20; 0), (0; 7; 3), (30; 5; 7) : : : exponent vectors
6. E–ciency
6.1. complexity
In this section, we shall give a very brief analysis of the stepwise time complexity of our
algorithms, and later consider how parallelization is to be applied. We limit our concern
to practical e–ciency, and we do not consider the use of asymptotically fast algorithms. In
the following, the measure of the time complexity is the number of arithmetic operations
in Zp , unless otherwise noted.
Consider the complexity of DistinctOrderFactor (hereinafter, abbreviated as DOF).
Let t be the degree of '(z). The calculation of every discrete logarithm can be done in
O(G) operations, and may be performed t times at most. The calculations of (zQ mod
'(z)) and of the gcd’s in the loop dominate, and their respective complexities are
bounded by O(t2 log p) and O(Gt2).
Next, consider the SmallCase algorithms. The algorithm SmallCase1 reveals clear
correspondence with the original Ben-Or and Tiwari algorithm, and steps (S1-3), (S1-6)
and (S1-7) can be accomplished in O(¿2), O(t(s2 +ns)) and O(t2) respectively. Step (S1-
5) requires O(s2 log p) operations, and is thus negligible. The major difierence from the
original algorithm is the loop of step (S1-4). This step corresponds to the factorization
of the feedback connection polynomial over Z and the prime factorizations of bi, and the
complexities in both algorithms should be almost comparable. Analysis of step (S1-4)
is complicated because the degrees of polynomials vary. The flrst call to DOF takes
O(ct2 +Gt2). Since (the number of polynomials) £ (the average degree of polynomials)
can be assumed constant (… t) within the loop of (S1-4), and since the complexity of DOF
is quadratic in the degree, reduction of polynomial degrees is beneflcial. If the distribution
of monomials in P is assumed to be uniformly random, the flrst call to DOF with G ’ t
will give almost complete factorization. This is nearly optimal because subsequent calls
to DOF with polynomials of very low degree are almost negligible (O(t)), and can thus
be accomplished in O(Gt2) ’ O(t3). Therefore, the dominant step in SmallCase1 is the
loop of (S1-4) for factorizations.
The analysis of the LargeCase algorithms is more complicated. With the factor s
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of the number of primes used being ignored, how much do the two calls to DOF cost,
compared with other O(t2) steps? If G1 is chosen ‚ t, it requires > O(t3), and the
second calls can be ignored. Otherwise, we would have, on average, G1 polynomials of
degree (t=G1) after the flrst call. The second calls thus require O((G2=G1)t2), and in
total O((G1 + G2=G1)t2). In practice, lcm(G1; G2) ’ p, which is assumed À t, and the
factor (G1 + G2=G1) would be > t1=2. Again, step for factorization is dominant. Notice
that under (C2), the degree of each `k(z) is expected to be very small, which means
the cost of step (L-5.3) is negligible. Also note that step (L-3) costs O(ts), which seems
dominant, but in practice, its coe–cient is very small because it only requires equality
checks and can be done very cheaply. The timing data in the next section supports the
above analysis.
6.2. empirical study: behavior in sequential execution
The main part of our algorithm was implemented in Rlisp to assess the performance
of the steps of our major contribution (from the application of the Berlekamp/Massey
algorithm to the recovery of ~ei). It was executed on CSL running on a SparcStation-2
(SunOS 4.1.3). All timings are given in msec.
The algorithm SmallCase1 was tested against randomly generated polynomials in
n = 5 variables, with p = 227951 = 2£ 25£ 47£ 97 + 1 (s = 4 difierent Gi’s are used),
degree bounds di = 11 (D6 = 115), and the number of terms t = 10; 20; 50; 100; 200.
Table 2 summarizes the timings of our experiments. Each column contains the time for:
B/M : : : application of the Berlekamp/Massey algorithm,
DOF : : : DistinctOrderFactor,
~"! ~e : : : determination of exponent vectors.
Tests of the LargeCase algorithm were done with polynomials in n = 4 variables,
with di = 101 (D5 = 1014) and t = 10; 20; 50; 100; 200. The following primes
p1 = 227951 = 2£ 52 £ 47£ 97 + 1;
p2 = 489851 = 2£ 52 £ 97£ 101 + 1;
p3 = 998689 = 25 £ 3£ 101£ 103 + 1;
p4 = 348553 = 23 £ 32 £ 47£ 103 + 1
are used as moduli (G1 = 2 £ 52 £ 97, G2 = 2 £ 101, G3 = 23 £ 3 £ 103, G4 = 2 £ 47,
and the lcm is 23 £ 3 £ 52 £ 47 £ 101 £ 103 À t). Table 3 summarizes the timings.
Table 2. Stepwise timings (msec) of SmallCase1.
t B/M DOF ~"! ~e
10 17 250 16
20 33 900 50
50 200 4117 50
100 700 17300 84
200 2800 57450 166
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Table 3. Stepwise timings (msec) of LargeCase.
t prime B/M DOF ~"! ~e
10 p1 17 2550 17
p2 33 49866
p3 17 1551
p4 33 16489
20 p1 34 5367 33
p2 50 37417
p3 66 3283
p4 34 17600
50 p1 217 59867 83
p2 216 30966
p3 217 30684
p4 217 25417
t prime B/M DOF ~"! ~e
100 p1 733 257482 150
p2 800 169184
p3 800 78883
p4 784 95783
200 p1 2750 893583 417
p2 2949 777600
p3 3134 320467
p4 2850 366600
In every case, our algorithm was able to determine the set of exponent vectors exactly.
In our implementation, k in DistinctOrderFactor was randomly chosen, and we have
observed that the timing of DOF heavily depends on the sequence of k. In any case,
most of the computing time is spent in DOF.
6.3. considerations for parallelization
There are obviously many places in our algorithm to be processed concurrently, e.g.,
independent calculations with multiple primes including the flnal step of the binary
applications of the Chinese remainder algorithm, conversions of independent exponent
vectors and so on. Among them, factorization is the most signiflcant factor.
In the description of DOF, the reductions of B and C in the while-loop appears to
disturb the concurrency. However, the iteration steps for flnding and separating factors
with difierent k’s are basically independent and can be executed in parallel, and the
reductions are used only for computational simpliflcation (algebraic pruning). Therefore,
to parallelize the loop for k, this algebraic pruning process can be omitted. Figure 4
describes such an extension of DistinctOrderFactor. In practice, we must consider the
trade-ofi between the beneflts from parallelization and from algebraic pruning. When the
loop length is much larger than the number of processors and the loop is divided into
multiple while-loops to be executed in parallel, algebraic pruning ought to be performed
within each loop. Furthermore, if the cost for communication is su–ciently cheap com-
pared with the costs for loop executions, reduction information should be transmitted
and algebraic pruning can be efiectively used across the parallel loops, asynchronously to
each loop. If the outer loop(s) with Gi is(are) taken into account, any incomplete L can
be forwarded to the further factorization process in step (S1-4.2) of SmallCase1 and
step (L1-3) of LargeCase1. In other words, synchronization for each Gi is not required,
and the later gcd calculations with an element from the incomplete L can be pipelined.
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Q( (p ¡ 1)=G; A( »Q mod p; Bi ( zQ mod '(z);
if deg '(z) = 1, e.g., '(z) = z ¡ fi then return f[ logA(fiQ);'(z)]g;
S ( d(G¡ 2)=Ne;
for i := 0 to N ¡ 1 do parallel
ki ( S ¢ i; Gi ( min(G¡ 1; ki + S); Li ( fg; Ci ( '(z);
while ki < Gi ¡ 1 and Ci 6= 1 do
if degBi = 0 then f Li ( f[ log» Bi; Ci]g [ Li; exit do parallel;g
wi ( gcd(Ci; Bi ¡Aki) mod p;
if wi 6= 1 then f
Li ( f [ki; wi]g [ Li; % add a pair [ki; wi] to Li.
Ci ( Ci=wi mod p; % ˆ algebraic pruning.
if degCi = 1, e.g., Ci = z ¡ fi then f
Li ( f[ logA(fiQ); Ci]g [ Li; exit do parallel;g
if Ci 6= 1 then Bi ( Bi mod Ci; % ˆ algebraic pruning.
g
ki ( ki + 1;
return
N¡1[
i=0
Li;
Figure 4. Distinct Order Factorization (parallel version).
6.4. empirical results of parallel factorization
Parallel implementation of our algorithm is in progress, with major emphasis placed
on speeding up DOF by parallelization. Coding is being done in a concurrent logic pro-
gramming system KLIC (Chikayama et al., 1994), with several subroutines written in C
for polynomial manipulations. KLIC is a portable implementation of a concurrent logic
programming language KL1, and there are currently three variants of parallel imple-
mentation of KLIC: (1) shared-memory, (2) message-passing using socket-based library,
and (3) message-passing through shared-memory. The variant (3) is used here to simulate
those hardwares which have fast communication paths among processors, and was run
on a SPARCcenter 2000 (20 £ SuperSPARC @ 40 MHz). Following the consideration in
the previous section, three difierent types of parallelized DOF are implemented, and are
currently being studied empirically:
(a) with synchronization at the end of the loop,
(b) pipelining without synchronization, and
(c) with synchronization and algebraic pruning.
Table 4 lists the wall-clock times (in sec) taken by the problem in Table 3 with
t = 100. The numbers in parentheses indicate parallel speed-up ratio, and \+1" in the
#PE column means a single processor for load-distribution control. We observe that
method (b) is slightly better than (a), and method (c) shows the best parallel speed-up
increase.
The basic functionality of DOF is the search for linear factors, and a parallel search
should be efiective and improve the average computing time. In order to observe the
efiect of search parallelization, we have tested the extreme cases with the best and worst
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Table 4. Timings (sec) by parallel DOF in KLIC.
Prime #PE (a) (b) (c)
p1 1 + 1 95.4 ( 1.0) 95.1 ( 1.0) 95.3 ( 1.0)
2 + 1 71.5 ( 1.3) 71.2 ( 1.3) 48.6 ( 2.0)
4 + 1 36.2 ( 2.6) 35.9 ( 2.7) 23.6 ( 4.0)
8 + 1 18.3 ( 5.2) 18.4 ( 5.3) 12.3 ( 7.8)
12 + 1 12.2 ( 7.8) 12.5 ( 7.6) 8.6 (11.1)
16 + 1 9.6 (10.0) 9.3 (10.3) 6.2 (15.3)
p2 1 + 1 17.3 ( 1.0) 17.0 ( 1.0) 17.2 ( 1.0)
2 + 1 12.2 ( 1.4) 12.3 ( 1.4) 8.7 ( 2.0)
4 + 1 8.3 ( 2.1) 8.4 ( 2.0) 5.0 ( 3.4)
8 + 1 5.4 ( 3.2) 5.7 ( 3.0) 3.5 ( 5.0)
12 + 1 4.1 ( 4.3) 4.1 ( 4.2) 3.1 ( 5.6)
16 + 1 3.5 ( 4.9) 3.5 ( 4.8) 2.8 ( 6.2)
p3 1 + 1 14.6 ( 1.0) 14.3 ( 1.0) 14.3 ( 1.0)
2 + 1 11.1 ( 1.3) 10.9 ( 1.3) 7.3 ( 2.0)
4 + 1 8.0 ( 1.8) 8.7 ( 1.7) 4.5 ( 3.2)
8 + 1 5.0 ( 2.9) 5.0 ( 2.8) 3.0 ( 4.7)
12 + 1 4.6 ( 3.1) 3.9 ( 3.6) 2.7 ( 5.3)
16 + 1 3.8 ( 3.8) 3.5 ( 4.1) 2.5 ( 5.8)
p4 1 + 1 13.0 ( 1.0) 12.8 ( 1.0) 12.7 ( 1.0)
2 + 1 9.0 ( 1.5) 8.9 ( 1.4) 7.6 ( 1.7)
4 + 1 6.0 ( 2.2) 5.8 ( 2.2) 4.4 ( 2.9)
8 + 1 3.8 ( 3.4) 3.7 ( 3.4) 3.1 ( 4.1)
12 + 1 3.2 ( 4.0) 3.2 ( 4.0) 2.8 ( 4.6)
16 + 1 3.1 ( 4.3) 2.7 ( 4.8) 2.4 ( 5.3)
search order. Here, the best and the worst mean that all factors are found in the flrst
and the last t iterations in sequential execution. Test cases are as follows:
(d) best case with algebraic pruning,
(e) worst case with algebraic pruning,
(f) best case without algebraic pruning (only for parallel), and
(g) worst case without algebraic pruning (only for parallel).
Table 5 gives the timings of these extreme cases.
We observe, from the comparison of cases (d) and (f), that algebraic pruning is very
efiective even in a parallel search. This is because, as was noted in Section 6.1, the total
computational cost is proportional to the loop length and quadratic in the degrees of the
target polynomials. The reduction of the degrees is much more efiective than the parallel
speed-up in this search problem. The timings of (e) and (g) for the worst cases show
(almost) linear speed-up, and clearly indicate the efiect of the parallel search.
7. Concluding Remarks
If 32-bit integers are used for moduli, most of practical cases seem to fall into the
small case of Section 4.1 after appropriate variable transformations. For such cases, our
algorithm is deterministic, and would be e–cient because it is free from the problem
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Table 5. Timings (sec) of extreme cases by parallel DOF in KLIC.
Prime #PE (d) (e) (f) (g)
p1 1 + 1 2.4 ( 1.0) 143.1 ( 1.0) 2.3 ( 1.0) 143.8 ( 1.0)
2 + 1 2.3 ( 1.0) 72.8 ( 2.0) 71.8 ( 0.0) 71.7 ( 2.0)
4 + 1 2.5 ( 1.0) 36.4 ( 4.0) 36.2 ( 0.0) 36.1 ( 4.0)
8 + 1 2.6 ( 0.9) 18.3 ( 7.8) 18.1 ( 0.1) 18.4 ( 7.8)
12 + 1 2.4 ( 1.0) 12.2 (11.7) 12.3 ( 0.2) 12.1 (11.9)
16 + 1 2.4 ( 1.0) 9.4 (15.3) 9.1 ( 0.3) 9.1 (15.8)
p2 1 + 1 9.8 ( 1.0) 25.9 ( 1.0) 6.4 ( 1.0) 35.3 ( 1.0)
2 + 1 5.7 ( 1.7) 15.2 ( 1.7) 10.0 ( 0.6) 17.1 ( 2.1)
4 + 1 3.7 ( 2.7) 7.8 ( 3.3) 6.9 ( 0.9) 10.8 ( 3.3)
8 + 1 2.2 ( 4.4) 4.2 ( 6.2) 4.3 ( 1.5) 6.8 ( 5.2)
12 + 1 2.9 ( 3.4) 3.0 ( 8.6) 4.0 ( 1.6) 5.8 ( 6.0)
16 + 1 2.3 ( 4.3) 3.8 ( 6.8) 3.6 ( 1.8) 5.3 ( 6.7)
p3 1 + 1 10.2 ( 1.0) 27.1 ( 1.0) 5.8 ( 1.0) 31.7 ( 1.0)
2 + 1 5.6 ( 1.8) 13.7 ( 2.0) 10.3 ( 0.6) 15.0 ( 2.1)
4 + 1 4.3 ( 2.4) 7.1 ( 3.8) 6.9 ( 0.9) 10.1 ( 3.1)
8 + 1 3.4 ( 3.0) 4.2 ( 6.4) 4.3 ( 1.4) 6.1 ( 5.2)
12 + 1 2.8 ( 3.6) 3.3 ( 8.3) 4.2 ( 1.4) 5.3 ( 6.0)
16 + 1 2.7 ( 3.8) 3.3 ( 8.3) 3.8 ( 1.6) 4.9 ( 6.4)
p4 1 + 1 5.9 ( 1.0) 16.4 ( 1.0) 4.6 ( 1.0) 21.3 ( 1.0)
2 + 1 5.1 ( 1.2) 9.3 ( 1.8) 5.2 ( 0.9) 12.6 ( 1.7)
4 + 1 3.0 ( 2.0) 5.0 ( 3.3) 4.0 ( 1.2) 7.5 ( 2.9)
8 + 1 2.5 ( 2.4) 3.2 ( 5.1) 3.2 ( 1.5) 5.0 ( 4.3)
12 + 1 2.0 ( 3.0) 2.7 ( 6.1) 2.9 ( 1.6) 4.2 ( 5.1)
16 + 1 1.8 ( 3.3) 2.6 ( 6.3) 2.6 ( 1.8) 3.6 ( 5.9)
of numeric growth in the original algorithm. Practical e–ciency of the algorithms is
heavily afiected by the probabilistic nature of the factorization algorithm. There is a
clear stepwise correspondence between the previous algorithms and ours, and it will be
interesting to make a complete analysis and a detailed comparison of the algorithms. For
other cases of Section 4.2, the expected number of candidates for exponent vectors ought
to be analyzed; however, the analysis seems very di–cult and is left for future research.
In either case, early detection of simple terms, such as a constant term, existent in the
polynomial improves the e–ciency (and the probability of success).
Finally, we refer to Zippel’s algorithm. The algorithm performs evaluations of a poly-
nomial incrementally to construct its polynomial representation in a variable-by-variable
manner. This means that both symbolic computation and data-parallel processing of
uniform numeric data are required in the algorithm. Its parallelization and a comparison
with our algorithm will be an interesting theme for future study.
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