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ABSTRACT 
In a partial continuation of work by Fiedler, some spectral properties of symmet- 
ric nonnegative matrices are extended to general nonnegative matrices. 0 1997 
Elsevier Science Inc. 
1. INTRODUCTION 
Throughout this paper we use the following notation: Iw”’ n is the set of 
real n X n matrices, [w” = [w”“; cnXn is the set of complex n X n matri- 
ces, and C” = cflx ‘. Also, e, is the ith unit vector, and I, is the n X n 
identity matrix. a( A) and p( A) d enote the spectrum and spectral radius of 
the square matrix A, respectively. The following special symbols are adopted: 
Eij is the matrix obtained by interchanging the ith and jth rows of I,. 
GO_,, denotes the set of all n X n real nonsingular matrices. 
@’ ’ denotes the collection of all (n - I)-tuples (A,, A,, . . . , A,) of complex 
numbers that are closed under complex conjugation. 
Let A = (aij),nxn E [W”nxn; then A > 0 means aij z 0 for each i and j. 
DEFINITION 1.1. A matrix A is said to realize a set of n numbers 
(A,;A,,..., A,), where A,, . . . . A,, are considered unordered, if A,, A,, . . . , A, 
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are the eigenvalues of A and if p(A) = A,. Denote by N, (kJ,> the collection 
of all n-tuples of complex numbers which are realized by a nonnegative 
(positive) matrix. Denote by s,, (s,), the set of all n-tuples of real numbers 
which are realized by a symmetric nonnegative (positive) matrix. 
A general inverse eigenvalue problem for nonnegative matrices is the 
following: 
PROBLEM G. Given a set u = {A,, A,, . . . , A,), find necessary and suff- 
cient conditions for (+ to be the spectrum of a nonnegative matrix. 
Many results are known, but we seem very far from a general solution. M. 
Fiedler [6] gave some interesting spectral properties for symmetric nonnega- 
tive matrices. In this paper, we obtain some [6]-type results for general 
nonnegative matrices. 
By the Perron-Frobenius theorem, for any (A,; A,, . . . , A,) E FV,, we 
lmow that A, z max,.i.“]Ai] and (A,,..., A,) E en-i. Therefore, we fo- 
cusourattentiononthese(A,,...,A,)~~:”~~. 
2. CENTRAL THEOREMS 
First, we state our fundamental theorem as follows: 
THEOREM 2.1. Zf (A,, . . . , A,) E en_ ‘, then there exists a real number 
A, with A, >, max,.i..lAiI, such that 
(A,;A,>...,A,) EN,, 
if and only if A, > A,,. Furthermore, A, =G 2n max,cjG-nlA,I. 
In order to prove Theorem 2.1, we need the following lemma. 
LEMMA 2.2. Let A be a n x n nonnegative matrix and p(A) = A,. Then 
there is a nonnegative matrix B cospectral with A and satisfying Be = A,e, 
where e = (1, 1, . . . , l)?‘ E R”. 
Proof. Let A = [aijlnXn, A(C) = [aij -t clnxn, and PM(E)) = Al(&), 
where E > 0. Obviously, lime, ,) A(E) = A and lim.,o Ai(&) = Ai. 
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For any E > 0, since A(E) is positive, there is a positive row stochastic 
matrix P(E) similar to A( ~)/hi( E), where A(E) > 0 implies A,(E) > 0 [3, 
p. 49, Theorem 5.41. 
Let B(E) = A,(E)P(E); then B(E) is a positive matrix cospectral with 
A(E) and satisfying B(&)e = h,(&)e. So B(E) is bounded for 0 < E < 1. 
As E + 0, we can select a convergent subsequence { B(E~)}~= 1 in 
(B(.s)),,a. Lethm,,, B(Q) = B; then Be = h,e and a(B) = a(A). W 
REMARK. In Lemma 2.2, B is cospectral with A but may not be similar 
to A. For example, if 
1 0 from the above proof we can find B = o ( 1 1 . 
Now we prove Theorem 2.1 in three steps. 
step 1. Provethatif(A,,...,A,)E cnml andlAjl 
then (2n; A,, . . . , A,) E N,. Let 
1 (j = 2,3, . . . ) n>, 
A n-l = 
Xf -Yt 
Yt xt 
where A,_ , E [~(~-l)~(~-l) such that cr(R,_,) = {As, A,, . . . , A,); then 
-1 < Aj < 1 for j = k,...,Z, and -1 < xj < 1, -1 G Yj G 1 for j = 
S,..., t. 
Define 
e=(l,l,..., l)rE[W”-i and P= . 
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A simple computation shows that 
It implies that (2n; A,, . . . , A,) E N,. 
Step 2. Showthatif(h,;A,,..., A,) E iV,,, then (A, + E; A,, . . . , A,,) E 
N, for any E >/ 0. Let A be a nonnegative matrix which realizes 
(A,; A,,..., A,), and let Ao = A, o, where o = (w,, we, . . . , w,,)~ is nonzero 
with w3 > 0 (j = 1,2, . . . , n). For any E > 0, we choose ci, i = 1,2,. . . , n, 
such that E = Cr=, .si q. Then A,, := A + (&i w, .sp w, . . . , E, o) is nonnega- 
tive and has spectrum 
(A, + &;A, ,..., A,,) 
To see this, note that 
AA,,-A,,A=(&,w ,..., E,,w)(A,Z-A) 
has rank at most one, so the result follows from Laffey [lo, Theorem 1.41. 
Step 3. Finally, we demonstrate that if (A, + E; A,, . . . , A,,> E N,I for 
any E > 0, then (A,; A,, . . . , A,,) E N,,. From (A, + E; A,, . . . , A,,) E Nn it 
follows that A, + E > max 2 G I d 11/ Ai/ for any 6 > 0 and thus A, > 
z<i<nlAiI. By L emma 2.2, for any F > 
I(y) satisfying (T(A(E)) = {A, + 6, A,,... 
0, there is a nonnegative matrix 
, A,,} and A(.s)e = (A, + s)e, 
where e = (1, 1, . . . , 1)7‘. Since IIA(,s)llm = A, + .s, we can select a conver- 
gent subsequence 1 A(E~)}~= I as F + 0. Let lim k _ cc A = A(&k + 01, 
then A 2 0 and (T(A) = {A,, A, ,..., A,,). This implies that (A,; A, ,..., A,,) 
E N”. 
In fact, step 1 shows that (212 max Z 4 i ~ )1 1 A, I; A,, . . . , A,) E PY,& for any 
(A,, A,,..., A,) E c”- ‘. So we complete the proof. ??
From Theorem 2.1, we introduce a function gn(Az, . _ _, A,,) in 6”- ‘, 
whose value is defined by A,, in Theorem 2.1. That is, 
gn(A2,A3 ,..., A,,) = min{AI(A;A2,...,A,,) EN,,}, 
where (A,, . . . , A,) E c”-‘. 
With this notation, we give the main result of this section next. 
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THEOREM 2.3. 
(1) (A,; A,, . . . , A,,) E N,, $-and only $ (A, )..., A,) E Cnpl and hi > 
g,,(A,, . . . , A,,). 
(2) (A,; A,,..., A,) E h,, ifand only if (A,, . . . . A,,) E l?:n-l and A, > 
g,,(A,, . . ., A,). 
P?-mf. (1) foll ows immediately from Theorem 2.1 and the Perron- 
Frobenius theorem. 
(2): “If’: Let E > 0 be such that A, - E > gn( A,, . . . , A,,); then (A, - 
E; A,, . . . . A,,) E N,,, and A, - E is a simple eigenvalue. Let (A, - 
E; A,, . . . , A,,) be realized by the nonnegativematrix A,, A,e = (A, - E)e. 
Similarly to step 2, define u, = (c/n,. . . , c/njT E R”; then A, + euz = A, 
+ W~l”,,, is a positive matrix whose eigenvalues are A,, A,, . . . , A,,. So 
(A,; A”, . . . . A,,) E fi,,. 
“Only if’: Let (A,; A,, . . . . A,,) be realized by the positive matrix A. 
Without loss of generality, from Lemma 2.2 and its proof we may suppose 
that Ae = A, e, where e = (1, 1, . . . , 1)‘. By the Perron-Frobenius theorem, 
A, is a simple eigenvalue and consequently the Jordan canonical form of A 
can be expressed in the form 
‘A, 0 ... 0 
A= 
A, * 
\ A,, 
and thus there is an n X n nonsingular matrix P, Pe, = e, such that 
PAP-’ = A. 
Let the minimal entry of A be a > 0. Define u = (--a, -a,. . . , -aIT 
and Xr = u’P = (-na, x2,..., x,,). Then P(h + e,XT)P-’ = A + euT > 
0, that is, 
x2 
A2 
. . . 
* 
P-’ = A + [-u],,~,, > 0. 
It follows that (A, - nu; A,, . . . , A,,) E N,,. By (l), we have A, - na > 
&(A,,..., A,,). So A, > gn(Az,. . . , A,,). 
The proof is complete. ??
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An immediate corollary of Theorem 2.3 is 
COROLLARY 2.4. 
(I) If(A,;A”,..., A,,) E F+4,, nnd E > 0, then 
(A, + &;A, ,..., A,,) E 64,. 
(2) If(A,; A,,..., A,,) E k,, then there exists 6 > 0 such that 
(A, - 6;A, ,..., A,,) E 6,. 
3. A PROPERTY OF REAL EIGENVALUES 
Naturallly, we must consider how to find the value of g,(A,, . . . , A,) for 
any given (AZ,..., A,,) E tin- ‘. This is a difficult problem and unsolved in 
this paper. However, we obtain an interesting property of real eigenvalues for 
nonnegative matrices which is shown in the following theorem. 
THEOREM 3.1. Zf (AZ,. . . , A,,) E 6’-i, A, E Iw’, and Ar 2 0, then 
Ig,,(A,fAr,A,,...,A,,) -g,,(A,,A,,...,A,)I~Ar. 
Equivalently, if (A,; A,, . . . , A,,) E N, and A, is real, then for any Ar > 0 
(A, + Ar; A, k Ar, A,,..., A,) E k. 
Proof. Let A, = g,,(A,, A,, . . . , A,,); then (A, + E; A,, . . . , A,) E N,, 
and A, + E is a simple eigenvalue for any 6 > 0. By Lemma 2.2, there is a 
nonnegative matrix A with eigenvalues A, + E, A,, . . . , A,, Ae = (A, + E)e, 
where e = (1,. . . , l)T E R”. Let the real Jordan canonical form of A be 
A = 1” +& fs ,,Lz), where (T(J~_~) = {A3,...,A,}, 
and let P E G(L,, Pe, = e, such that PAP-’ > 0. 
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Let Pe, = (pl, p,, . . . , pnjT. Without loss of generality, we may suppose 
that p, = ma4 p,, p,, . . . , pn) and p, = min( p,, p,, . . . , p,). [In general, if 
pi = mdp,, p,, . . . , pn) and pj = (pl, p,, . . . , p,), we can replace P by 
EjzEi1P.I 
Let a = Ar/(pl - p2>, where p, > p, and a > 0 are guaranteed by 
P E GIL, and Pe, = e. Choosing 
XT = ( -p,a, p,a, 0,. . . ,O) P = (Ar, *, *, . . . , *), 
YT = (a, -a,0 ,..., 0)P = (O,Ar, * ,..., *), 
we have 
P(elXT + e,YT)P-’ = (ul,uz,O ,..., 0) > 0, 
where 
’ Pl - P2 \ Pl - Pl 
\ 
P2 - P2 Pl - P2 ul=a . a0 and u2=a 2 0. 
\ P” L P2 I Pl LP./ . 
So we have 
where 
P(e,XT + e2YT + A)P-’ > 0, 
e,XT + e,Y’+ A = 
1 
h,+~+Ar * * 
A,+Ar * 
In-1 
It follows that 
A, + E + Ar > g,(A, + Ar, A,,..., A,). 
Now let E + 0; we obtain 
A, + Ar 2 g,(A, + Ar, A,,..., A,). 
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Similarly, by choosing a = Ar/(pi - p,), XT + (pia, -p,a, 0,. . . ,O), 
and YT = (-a, a,O, . . . . 01, we can obtain 
A, + Ar > gn(Az - Ar, A,, . . . . A,). 
Hence 
Ig,(A2~b-,A, ,..., A,,)-g,,(A,,A,,...,A,)I~Ar. ??
A immediate corollary of Theorem 3.1 is 
COROLLARY 3.2. Let Ai E R’ (i = 1,2,. . . , n) and (A,; A,, . . . , A,,) E 
N,,. Let ci bereulfori =2,3 ,..., n, and F, = E~=,IE~I. Then (A, + E,; A, 
+ Eq,..., A,, + 6,) E N,,. 
The inequalities in Theorem 3.1 are sharp, since 
(1) for Ai < 0 (i = 2,3,. . . , n) we have g,,(A, - Ar, A,, . . . , A,,) = 
g,i(Az> A,, . . . , A,,) + Ar where Ar > 0, and 
(2) for Ai > 0 (i = 2,3,. . . , n) we have g,,(A, + Ar, A,, . . . , A,) = 
gJA;,> A,,..., A,,) + Ar, where Ar > 0. 
From Theorem 3.1, one can deduce some sufficient conditions for 
(A,; A,, . . . , A,,) E IV,,. Moreover, we can obtain various results from any 
given (A,; A,, . . . , 
(fi + E; + E, i, 
A,,) E N,,. For examples, from <fi; 0, i, -i) E N, follows 
-i) E N, for any 8 > 0. 
4. FINAL REMARKS 
We propose some questions in this section. 
Hershkowits [2] proposed the following 
PROBLEM H. Is every real spectrum of a nonnegative matrix the spec- 
trum of symmetric nonnegative matrix? 
In fact, we have the following result. 
THEOREM 4.1. Let A, be real for i = 2,3, . , . , n. Then 
(1) there is a real number A,, (> max 7 G i ~ ,, 1 Ai/) such that (A,; A,, . . . , 
4,) E %,J 
EIGENVALUES OF NONNEGATIVE MATRICES 269 
(2) (A,;&,..., A,) E .S” impliesthat (A, + E; A,, . . . , A,,) E S,, forany 
E 2 0, and 
(3) if (A, + E; A,,..., A,,) E S, jkr every E > 0, then (A,; A,, . . . , A,,) 
E s”. 
Proof. (1): Let u1 = (l/ &,l/ 6, . . ..l/h>‘. u,,..., ur, form an 
orthonormal basis of R”, and let Aa = nCP_,]A,]. Then A,u,u: + A,u,tli 
+ *.. +A,zc,ur > 0. This implies (A,,; A,, . . . , A,,) E s,,. 
(2): This result has been given by Fiedler [6]. 
(3):Forany~>O,let(Ar+~;A,,..., A,,) be realized by the nonnega- 
tive symmetric matrix A(E). Then IIA(E)IIF = (A, + EP + AZ + *** +A:. SO 
we can select a convergent subsequence { A( ck >I;=, in I A( c)], > Cl as E + 0. 
Let lim k ~ (r A = A(E~ -+ 0); then A is a symmetric nonnegative matrix 
that realizes (A,; A,, . . . , A,, ). ??
Therefore, for any n - 1 real numbers A,, . . . , A,,, we can define 
gj;“‘( A,, . . . , A,i) = min{A 1 (A; A,, . . . , A,)) E S,,}. 
Johnson, Laffey, and Loewy [9] gi ve a negative answer to Problem H. 
That is, There exist some Ai E R, i = 2,3,. . . , n, such that 
gl;“‘(A,,..., A,) > g,(A, ,..., A,). 
But, from Theorem 3.1, we naturally ask 
QUESTION 1. For any (A,; A,, . . . , A,,) E .S”, and E > 0, whether or not 
(A, + E; A, f E, A,, . . ., A,,) E .S 7l- 
As is known, Fielder gave the symbol S” and proved the following 
theorem, which is a special case of Question 1. 
THEOREM F [6, Theorem 2.51. Zf (a,; CQ, . . . , a,,,) E s,,,, ( PI; 02,. . . , 
p,) E Sn, a1 > pl. and 6 > 0, then (a, + E; PI - 6, a2,. . . , 
%,&>...>P,,)E%+“. 
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Notice that a negatve answer to Question 1 implies one to Problem H. 
Finally, we ask 
QUESTION 2. Do complex eigenvalues of nonneative matrices have a 
property similar to Theorem 3.1? 
Step 2 in the proof of Theorem 2.1 is due to the referee. The original proof 
by the author was longer. The referee also pointed out that the “only ij” part 
in the proof of Theorem 2.3 can be treated in the same way. 
I would like to thank Professor]. C. Chen and Professor Shufang Xu, who 
gave me a few helpful suggestions and sorne guidance. 
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