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1. Introduction and notation
Throughout the paper, C denotes the Banach space of continuous complex-valued functions on [0,1] with the uniform
norm ‖ f ‖[0,1] = supx∈[0,1] | f (x)|; more generally, if A ⊂ [0,1] we shall write ‖ f ‖A = supx∈A | f (x)|. In the whole paper ϕ
denotes a continuous self-map of [0,1], we set E = ϕ−1({1}), also we denote by ∂E the boundary of E taken relative
to [0,1]. The composition operator Cϕ is deﬁned by Cϕ( f ) = f ◦ ϕ . Given ψ a continuous function on [0,1], we shall also
consider the multiplication operator Tψ deﬁned by Tψ( f ) = f · ψ .
The essential norm of an operator T is the distance from T to the space of compact operators and is denoted by:
‖T‖e = inf‖T − S‖ where the inf runs over the compact operators S .
Let Λ be an increasing sequence of positive numbers satisfying
∑
λ∈Λ 1/λ < ∞ and consider the closed space M∞Λ ,
spanned by the monomials 1, xλ , where λ ∈ Λ. By the famous theorem of Müntz, M∞Λ is not all of C .
Our result gives a precise estimate of the essential norm of Tψ ◦ Cϕ acting on M∞Λ in terms of the values of ϕ and ψ
(see Theorem 5.1). As a corollary we deduce that the essential norm of Cϕ acting on M∞Λ is either 1 or 0, and the essential
norm of Tψ acting on M∞Λ is |ψ(1)|.
To know more on the geometry of Müntz spaces, see the monographs of Gurariy and Lusky [6], P. Borwein and T. Erdé-
lyi [2] (see also I. Al Alam [1] for a recent result on Müntz spaces in L1).
2. Preliminary results
In this section we recall some properties of the geometry of Müntz spaces, which we shall use later. We list them as
propositions.
The Müntz spaces have appeared naturally further to Müntz’s theorem in 1914 (see Müntz [9]) which characterizes a
sequence Λ = (λn)n so that the closed spanM∞Λ of the monomials 1, xλ , where λ ∈ Λ, is not all of C .
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274 I. Al Alam / J. Math. Anal. Appl. 358 (2009) 273–280Proposition 2.1. (See Müntz [9].) Let Λ = (λk)∞k=0 , 0 = λ0 < λ1 < · · · , be an increasing sequence of nonnegative real numbers. Then
M(Λ) = span{xλk : k = 0,1, . . .}, the Müntz space associated to Λ, is a dense subset of C if and only if
∞∑
k=1
1
λk
= ∞.
Moreover, if
∑∞
k=1 1/λk < ∞ and if λ /∈ Λ, then xλ /∈ M∞Λ .
The next proposition due to Clarkson and Erdös [3] (see also [6, p. 81]) and Schwartz [11,12], gives us a characterization
of Müntz spaces which reveals all at once the originality and richness of these spaces, see also T. Erdélyi [5] for the full
version of this proposition.
Proposition 2.2. (See Clarkson, Erdös and Schwartz [3,11,12].) Suppose that Λ = (λk)∞k=0 is an increasing sequence of nonnegative
real numbers satisfying
∑∞
k=1 1/λk < ∞, and the gap condition inf{λk+1 − λk: k ∈ N} > 0 holds.
Then, for every function f ∈ C we have: f ∈ M∞Λ if and only if f can be represented as
f (x) =
∞∑
k=0
akx
λk , x ∈ [0,1).
If the gap condition does not hold, then every function f ∈ C belonging to the closure of span{xλk ;k = 0,1, . . .} can still be represented
as an analytic function on {z ∈ C \ (−∞,0]: |z| < 1} restricted to (0,1).
Proposition 2.3. (See [2, p. 185, E.8.a].) Assume that 0  λ0 < λ1 < · · · , and ∑∞i=1 1/λi < ∞. Then, for every  ∈ (0,1), there is a
constant γ (,Λ) depending only on  and (λi)∞i=0 such that
‖p‖[0,1−]  γ (,Λ)
1∫
1−
∣∣p(x)∣∣dx
for every p ∈ span{xλ0 , xλ1 , . . .}.
Proposition 2.4 (Bounded Bernstein-Type Inequality). (See [2, p. 182, E.5.b].) Assume that 0 = λ0 < λ1 < · · · , λ1  1, and∑∞
i=1 1/λi < ∞. Then, for every  ∈ (0,1), there is a constant c depending only on  , and (λi)∞i=0 (but not on the number of terms
in p) such that
‖p′‖[0,1−]  c‖p‖L2
for every p ∈ span{xλ0 , xλ1 , . . .}.
Combining the preceding proposition and the Arzela–Ascoli theorem (see, for example, Rudin [10]), we deduce the next
useful corollary.
Corollary 2.5. Assume that Λ = (λi)∞i=0 is an increasing sequence of nonnegative real numbers satisfying the condition
∞∑
i=1
1
λi
< ∞.
Suppose that ( fn)∞n=1 ⊂ span{xλ0 , xλ1 , . . .} and ‖ fn‖[0,1]  1 for each n ∈ N.
Hence there is a subsequence of ( fn)∞n=1 that converges uniformly on every compact subset of [0,1).
Proof. Let ( fn)∞n=1 ⊂ span{xλ0 , xλ1 , . . .} such that ‖ fn‖[0,1]  1. Let  > 0. By the preceding proposition, ( fn)n is bounded and
equicontinuous on [0,1− ]. Then by the Arzela–Ascoli theorem, it has a uniformly convergent subsequence on [0,1− ].
By recurrence, we construct inﬁnite sets Sn of integers, N ⊃ S1 ⊃ S2 ⊃ · · · , such that ( fn)n converges uniformly on
[0,1 − 1j ] when n → ∞ in S j . Now using the diagonal process, we obtain an inﬁnite set S such that ( fn)n converges
uniformly on every compact subset of [0,1[ when n → ∞ in S . 
We shall also need the following proposition where c denotes the space of convergent sequences indexed by N.
I. Al Alam / J. Math. Anal. Appl. 358 (2009) 273–280 275Proposition 2.6. (See Werner [13].) If X is a closed subspace of C such that each f ∈ X is continuously differentiable on [0,1), then X
is almost isometric to a subspace of c; i.e., for every  > 0, there is an operator J : X → c such that
(1− )‖ f ‖∞  ‖ J f ‖∞  ‖ f ‖∞, ∀ f ∈ X .
A slightly weaker result was proved before by Wojtaszczyk, he showed under the same assumptions as the previous
proposition that X is isomorphic to a subspace of c0.
Natural examples of spaces satisfying the assumptions of Proposition 2.6 are the Müntz spaces.
3. Composition operators
In this section, we consider the composition operators deﬁned on Müntz spaces. Many researchers were interested in
these operators. They were studied in the case of a Banach space X invariant by such operators. Among these spaces,
there are the Hardy spaces Hp , the Bergman spaces, the Bergman–Orlicz spaces and recently the Hardy–Orlicz spaces
studied by P. Lefèvre, D. Li, H. Queffélec and L. Rodríguez-Piazza [8]. We are interested in the continuity, weak compactness,
compactness and the computation of essential norm of these operators and many other questions.
In the following, we shall see that in general a composition operator does not send a Müntz space into itself. For this
reason we will consider operators from Müntz spaces to the whole space of continuous function on [0,1]. Actually, a Müntz
space is sent (via a composition operator) into another Müntz space. We shall specify this phenomenon.
We start by giving an example of a continuous function ϕ such that ImCϕ is not included in M∞Λ .
Lemma 3.1. Let Λ = (λk)∞k=0 , be an increasing sequence of nonnegative real numbers satisfying
∑∞
k=1 1/λk < ∞, ϕ(x) = axn where
n 0 and 0< a 1.
Then Cϕ transforms M∞Λ into M∞Λ if and only if Λ = Λ · {1,n,n2,n3, . . .}, equivalently nΛ ⊂ Λ.
Proof. For n = 0,1, the result is trivial. So we can assume that n 2.
Let Λ ⊂ N such that Λ = Λ · {1,n,n2,n3, . . .}. Let f (x) = ∑Nk=0 akxλk ∈ M(Λ) = span{xλk : k = 0,1, . . .}, then Cϕ( f ) =∑N
k=0 akaλk xnλk , and Cϕ( f ) ∈ M∞Λ since Cϕ( f ) ∈ C and nλk ∈ Λ for every λk ∈ Λ.
Now by the continuity of Cϕ and the density of M(Λ) in M∞Λ we deduce that Cϕ(M∞Λ ) ⊂ M∞Λ .
Conversely if Cϕ( f ) ∈ M∞Λ whenever f ∈ M∞Λ . Then Cϕ(xλk ) = aλk xnλk ∈ M∞Λ for every k ∈ N and hence by the Müntz
theorem, we have nλk ∈ Λ for every k ∈ N which implies that nΛ ⊂ Λ. 
Lemma 3.2. Let Λ = (λk)∞k=0 , be an increasing sequence of natural numbers satisfying
∑∞
k=1 1/λk < ∞. Let ϕ be a continuous self-
map of [0,1] of the form ϕ(x) = axn + bxm (a,b = 0,n <m).
Then there exists f ∈ M∞Λ such that Cϕ( f ) /∈ M∞Λ .
Proof. By writing ϕ(x) = axn(1+ ba xm−n), we can assume (without loss of generality) that ϕ(x) = βxn(1+ αxl) where l > 0.
Suppose that Cϕ(xλk ) ∈ M∞Λ for every k ∈ N. Then,
Cϕ
(
xλk
)= βλk xnλk(1+ αxl)λk = βλk xnλk
λk∑
i=0
(
λk
i
)
αi xil = βλk
λk∑
i=0
(
λk
i
)
αi xil+nλk ∈ M∞Λ .
So by Proposition 2.2, il + nλk ∈ Λ for every k ∈ N and for every i = 0,1, . . . , λk .
Now for λk large enough we have:
λk∑
i=0
1
il + nλk 
1
l
λk∑
i=0
1
i + nλk 
1
l
(
ln(n + 1)λk − lnnλk
)
 1
l
ln
n + 1
n
.
Thus by choosing a subsequence (λk j ) j of (λk)k so that il + nλk j , i = 0,1, . . . , λk j , j = 0,1, . . . ,∞, are distinct, we have:
∑
λ∈Λ
1
λ

∞∑
j=1
λk j∑
i=0
1
il + nλk j

∞∑
j=1
1
l
ln
n + 1
n
= ∞,
this yields a contradiction. 
Lemma 3.3. Let Λ = (λk)∞k=0 , be an increasing sequence of natural numbers satisfying
∑∞
k=1 1/λk < ∞. Let ϕ be a polynomial,
ϕ(x) =∑ni=0 aixi , with all ai  0 such that ‖ϕ‖[0,1]  1 and at least two coeﬃcients are nonzero.
Then ImCϕ is not included in the Müntz space M∞ .Λ
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Suppose that Cϕ(xλk ) ∈ M∞Λ for every k ∈ N. Then Cϕ(xλk ) = (
∑n
i=0 aixi)λk = (arxr + bsxs)λk + R ∈ M∞Λ for every k ∈ N,
where R is a polynomial with nonnegative coeﬃcients. There is no cancellation between the coeﬃcients of (arxr + bsxs)λk
and the ones of R since the ai ’s are positive; so that (arxr + bsxs)λk ∈ M∞Λ by the Clarkson–Erdös Theorem.
Then Cψ maps M∞Λ into M∞Λ where ψ(x) = ar x
r+bsxs
ar+bs ; and by Lemma 3.2 this yields a contradiction. 
Note that if K is a compact subset of [0,1], of positive measure, the Müntz theorem is still true in C(K ). More precisely,
the space M(Λ) = span{xλk : k = 0,1, . . .} is a dense subset of C(K ) if and only if ∑∞k=1 1λk = ∞. Moreover, if the gap
condition inf{λk − λk−1: k ∈ N} > 0 holds and rK = sup{x ∈ [0,∞): m(K ∩ (x,∞)) > 0}. Then every function f ∈ C(K )
belonging to the uniform closure of M(Λ) on K is of the form f (x) =∑∞k=0 akxλk , x ∈ K ∩ [0, rK ) (see [2, Theorem 6.2.1]).
Using this result we can deduce the following.
Theorem 3.4. Let ϕ : [0,1] → [0,1] be a non-constant continuous function, Λ = (λk)∞k=0 be an increasing sequence of nonnegative
real numbers with λ0 = 0.
Then MϕΛ = span{ϕ(x)λk : k = 0,1, . . .} is a dense subset of C if and only if ϕ is strictly monotone and
∞∑
k=1
1
λk
= ∞.
Moreover if
∑∞
k=1 1λk < ∞, then M
ϕ,∞
Λ ([0,1]) = span{ϕ(x)λk : k = 0,1, . . .} is isomorphic to M∞Λ ([0,1]).
Proof. Let [a,b] ⊂ [0,1] (a < b) such that ϕ([0,1]) = [a,b]. There are two cases:
(1) If ϕ is a strictly monotone function then, Cϕ : C([a,b]) → C([0,1]) is a surjective isometry, and Cϕ(M∞Λ ([a,b])) =
Mϕ,∞Λ ([0,1]).
So span{ϕ(x)λk : k = 0,1, . . .} is a dense subset of C([0,1]) if and only if span{xλk : k = 0,1, . . .} is a dense subset of
C([a,b]) if and only if ∑∞k=1 1λk = ∞.
(2) If ϕ is not strictly monotone, then it is not injective and hence the isometry Cϕ : C([a,b]) → C([0,1]) is not surjective
(x → f (x) = x is not in the image of Cϕ ) then MϕΛ is not dense in C([0,1]).
Now let Tb : M∞Λ ([a,b]) → M∞Λ ([ ab ,1]), f (x) → fb(x) = f (bx). Tb is a surjective isometry, and by Proposition 2.3,
M∞Λ ([ ab ,1]) is isomorphic to M∞Λ ([0,1]) and then M∞Λ ([a,b]) is isomorphic to M∞Λ ([0,1]). 
The following theorem shows the triviality of the problem on the whole space C .
Theorem 3.5. Let ϕ : [0,1] → [0,1] be a continuous function, Cϕ : C → C the composition operator on C . The following assertions
are equivalent:
(1) Cϕ is a weakly compact operator.
(2) Cϕ is a compact operator.
(3) ϕ is constant.
Proof. Let K = ϕ([0,1]), then K = [a,b] ⊂ [0,1], and let ϑ : C(K ) → C deﬁned by ϑ( f ) = f ◦ ϕ , ϑ is an isometric operator.
Since Cϕ = ϑ ◦ R (where R : C → C(K ) the restriction map) and ϑ is an isometry, R is compact if Cϕ is. Now if Cϕ is
a compact operator (respectively weakly compact operator) then R is a compact operator (respectively weakly compact
operator). But R is a quotient map, hence its range is ﬁnite dimensional (resp. reﬂexive in the weakly compact case) and
this yields that a = b so K = {a}, and then ϕ is a constant. 
4. Compact operators
In this section we will prove that the operator Tψ ◦ Cϕ is compact if and only if ψ|∂E = 0, E = ϕ−1({1}). We ﬁrst prove
the equivalence between compactness, weak compactness and complete continuity for operators on Müntz spaces.
Let us recall the following concepts.
Deﬁnition 4.1. An operator T : X → Y is called a Dunford–Pettis operator (or a completely continuous operator) if T trans-
forms weak Cauchy sequences into norm Cauchy sequences. We say that a Banach space X has the Dunford–Pettis property
(for short DP ) if every weakly compact operator T : X → Y is a Dunford–Pettis operator.
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which fails to be weakly compact, there exists a subspace X1 ⊂ X such that X1 ∼ c0 and T |X1 is an isomorphic embedding.
Lemma 4.3. Suppose that (λk)∞k=0 is an increasing sequence of nonnegative real numbers satisfying
∑∞
k=1 1/λk < ∞. Let Y be a
Banach space and let T : M∞Λ → Y be a bounded operator. The following assertions are equivalent:
(1) T is a weakly compact operator.
(2) T is a compact operator.
(3) T is a Dunford–Pettis operator.
Proof. I. The equivalence between compactness and weak compactness follows from the Schur property of the dual (M∞Λ )∗ .
Indeed, this is due to the fact that M∞Λ is a subspace of c0 (Proposition 2.6) which implies that M∞Λ has the DP property.
(cf. [4, p. 25]). Moreover M∞Λ contains no copy of 1 so its dual (M∞Λ )∗ has the Schur property (see [4, Theorem 3]).
II. Condition (3) implies (1). According to the deﬁnition of the property (V ) of Pełczyn´ski we have that every Dunford–
Pettis operator on a Banach space having the Pełczyn´ski property (V ) is a weakly compact operator. In particular, Müntz
spaces have Pełczyn´ski property, this is due to the fact that M∞Λ is a subspace of c0 (Proposition 2.6) and c0 has the
hereditary Pełczyn´ski property. 
Remark 4.4. Actually the preceding theorem remains true if we replace Müntz spaces by any Banach space isomorphic to a
subspace of c0.
Deﬁnition 4.5. Let E be a ﬁnite dimensional Banach space and let S be a compact space. A subspace X ⊂ C(S, E) is called
rich if there exists a probability measure σ on S such that for every h ∈ C(S) and every bounded sequence ( fn)∞n=1 ⊂ X
such that
∫
[0,1] | fn|dσ → 0 as n → ∞ we have dist(h · fn, X) → 0 as n → ∞.
Actually, there is an alternative argument to prove that Müntz spaces have the property (V ) of Pełczyn´ski and the
Dunford–Pettis property and their dual has the Schur property. This is due to the following theorem, which shows that the
Müntz spaces are rich subspaces in C , and Theorem III.D.31 [14] which characterized the weakly compact subsets of rich
subspaces in C . As corollary of this theorem, we deduce that rich subspaces in C have the property (V ) of Pełczyn´ski and
the Dunford–Pettis property. In fact we have more, Theorem III.D.31 [14] implies that the dual of a rich subspace in C has
the Dunford–Pettis property (see [14, III.D.Ex19]), consequently the dual (M∞Λ )∗ of a Müntz space has the Schur property
(see [14, III.D.Ex22]).
Theorem 4.6. Let Λ = (λk)∞k=0 , be an increasing sequence of nonnegative real numbers. Then M∞Λ = span{xλk ;k = 0,1, . . .} the
Müntz space associated to Λ, is a rich subspace in C .
Proof. Let σ = dx the Lebesgue measure on [0,1], ( fn)∞n=1 ⊂ M∞Λ such that, ‖ fn‖[0,1]  1 and
∫
[0,1] | fn|dσ → 0 as n → ∞.
Using the Stone–Weierstrass Theorem, it is suﬃcient to prove that dist(xk · fn, X) → 0 as n → ∞ for every k ∈ N (see [7,
Lemma 0.4]).
Let  > 0, x0 = (1− ) 1k , then ‖xk − 1‖[x0,1]   . By Proposition 2.3, there exists a constant γ0 such that
‖ fn‖[0,x0]  γ0
∫
[0,1]
| fn|dσ , ∀n ∈ N.
Now let n0 ∈ N such that
∫
[0,1] | fn|dσ  γ0 for every n n0. Then for every n n0 we have ‖ fn‖[0,x0]   and hence
dist
(
xk · fn, X
)

∥∥xk · fn − fn∥∥[0,1] = sup
x∈[0,1]
∣∣ fn(x)∣∣∣∣xk − 1∣∣max(‖ fn‖[0,x0],∥∥xk − 1∥∥[x0,1]
)
 
for every n n0, so dist(xk · fn, X) → 0 as n → ∞ for every k ∈ N and then M∞Λ is a rich subspace of C . 
Theorem 4.7. Assume that 0 λ0 < λ1 < · · · , and∑∞i=1 1/λi < ∞. Let ϕ : [0,1] → [0,1] be a continuous function, ψ ∈ C.
Then the operator Tψ ◦ Cϕ : M∞Λ → C is compact if and only if ψ|∂E = 0 (by convention ψ|{∅} = 0).
Proof. Suppose that ψ|∂E = 0, we will prove that Tψ ◦ Cϕ is compact.
Let fn ∈ M∞Λ such that ‖ fn‖∞  1. By Corollary 2.5, there is a subsequence ( fnk )k that converges uniformly on every
compact subset of [0,1), where f ∈ C([0,1)).
Since | fnk (1)| 1, there is a subsequence fnkl , such that ( fnkl (1))l converges to some α ∈ C. Now we deﬁne f (1) = α, so
that f is deﬁned on [0,1].
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Let h = ( f ◦ ϕ) · ψ , h is a well-deﬁned function bounded on [0,1]. We claim that ‖Tψ ◦ Cϕ( fnk ) − h‖[0,1] → 0 when
k → +∞, so that h = limk→∞ Tψ ◦ Cϕ( fnk ) is a continuous function on [0,1] and hence Tψ ◦ Cϕ is compact.
Let  > 0. Since ψ is continuous on [0,1], it is uniformly continuous on [0,1]: there exists a δ > 0 such that for all
x, y ∈ [0,1] with |x − y| < δ, we have that |ψ(x) − ψ(y)| <  . Let Kδ = {x ∈ Ec;d(x, ∂E)  δ}. It is clear that Kδ = {x ∈
(
◦
E)c;d(x, ∂E) δ} hence Kδ is a compact subset of [0,1].
Now we have:
∥∥Tψ ◦ Cϕ( fnk ) − h∥∥[0,1] = max{
∥∥(( fnk − f ) ◦ ϕ) · ψ∥∥Ec ,
∥∥( fnk (1)− f (1)) · ψ∥∥E}.
The ﬁrst item is majorized by:
∥∥(( fnk − f ) ◦ ϕ) · ψ∥∥Ec 
∥∥(( fnk − f ) ◦ ϕ) · ψ∥∥Kδ +
∥∥(( fnk − f ) ◦ ϕ) · ψ∥∥Ec\Kδ
 ‖ fnk − f ‖ϕ(Kδ)‖ψ‖∞ + 2‖ψ‖Ec\Kδ .
Since ϕ(Kδ) is a compact subset of [0,1), ‖ fnk − f ‖ϕ(Kδ) → 0, when k → ∞. If x ∈ Ec \ Kδ , then there exists y ∈ ∂E such
that |x − y| < δ and hence |ψ(x)| = |ψ(x) − ψ(y)|   since ψ(y) = 0. This yields ‖(( fnk − f ) ◦ ϕ) · ψ‖Ec  3 for k large
enough.
For the second one, we have:
∥∥( fnk (1)− f (1)) · ψ∥∥E 
∣∣ fnk (1)− f (1)∣∣‖ψ‖∞ −→k→∞0.
Then ‖Tψ ◦ Cϕ( fnk )− h‖[0,1] → 0 when k → ∞. This was our claim, hence Tψ ◦ Cϕ is compact.
Now, suppose that Tψ ◦ Cϕ is compact. The sequence (xλn )n belongs to the unit ball of M∞Λ , therefore there exists a
subsequence (xλnk )k such that Tψ ◦ Cϕ(xλnk ) −→
k→∞h, where h ∈ C . If x ∈ E then ϕ(x) = 1 and h(x) = ψ(x). If x ∈ E
c then
ϕ(x) < 1 and h(x) = limψ(x) · ϕ(x)λnk = 0.
Since ∂E = Ec ∩ E and h|Ec = 0 we have h|Ec = 0 and hence h|∂E = 0, but h(x) = ψ(x) if x ∈ ∂E , so ψ|∂E = 0. 
Corollary 4.8. Cϕ ◦ Tψ is compact on M∞Λ if and only if ψ(1) = 0 or 1 /∈ Imϕ or ϕ = 1.
Proof. Let f ∈ M∞Λ , Cϕ ◦ Tψ( f ) = ( f ◦ ϕ) · (ψ ◦ ϕ) = Tψ◦ϕ ◦ Cϕ( f ), then Cϕ ◦ Tψ = Tψ◦ϕ ◦ Cϕ and hence by the preceding
theorem Cϕ ◦ Tψ is compact if and only if ψ ◦ ϕ|∂ϕ−1({1}) = 0 equivalently ψ(1) = 0 or ϕ−1({1}) = ∅ or ϕ = 1. 
Corollary 4.9.We have:
(1) Cϕ is compact on M∞Λ if and only if ‖ϕ‖∞ < 1 or ϕ = 1.
(2) Tψ is compact on M∞Λ if and only if ψ(1) = 0.
Proof. We apply Theorem 4.7 with ψ = 1. We obtain Tψ ◦ Cϕ = Cϕ so Cϕ is compact if and only if 1|∂E = 0, equivalently
∂E = ∅, equivalently ‖ϕ‖∞ < 1 or ϕ = 1.
If ϕ(x) = x, then Tψ ◦ Cϕ = Tψ , so Tψ is compact if and only if ψ|∂E = ψ|{1} = ψ(1) = 0. 
Corollary 4.10. The following assertions are equivalent:
(1) Cϕ is a weakly compact operator.
(2) Cϕ is a compact operator.
(3) Cϕ is a Dunford–Pettis operator.
(4) ‖ϕ‖∞ < 1 or ϕ = 1.
(5) Cϕ is a nuclear operator.
(6) Cϕ is an integral operator.
(7) Cϕ is an absolutely summing operator.
Proof. Clearly the equivalences (1) ⇔ (2) ⇔ (3) ⇔ (4) follow from Lemma 4.3 and Corollary 4.9.
We show that condition (4) implies condition (5). If we have ‖ϕ‖∞ = r < 1 then, Cϕ( f )(x) =∑∞k=0 ak( f )ϕ(x)λk ; for every
f ∈ M∞Λ with an Erdös decomposition: f (x) =
∑∞
k=0 ak( f )xλk ; x ∈ [0,1). Note that the series
∑∞
k=0 ak( f )ϕ(x)λk converges
uniformly on [0,1] since ‖ϕ‖∞ = r < 1. We can write Cϕ( f ) =∑∞k=0 ak( f )ϕλk .
Let x∗k : M∞Λ → C be deﬁned by x∗k ( f ) = ak( f ).
We have the following coeﬃcient estimate for Müntz functions (see [2, p. 177, E.3.c]): For every  > 0 there exists c > 0
such that for every f =∑∞k=0 ak( f )xλk ∈ M∞Λ∣∣ak( f )∣∣(1− )λk  c‖ f ‖∞.
I. Al Alam / J. Math. Anal. Appl. 358 (2009) 273–280 279Choose  = (1− √r ), and write simply c instead of c1−√r , we have ‖x∗k‖ cr−
λk
2 , and then
∞∑
k=0
∥∥x∗k∥∥∥∥ϕλk∥∥∞  c
∞∑
k=0
r
λk
2 < +∞.
Then we have:
For every f ∈ M∞Λ , Cϕ( f ) =
∑∞
k=0 x∗k ( f )ϕ
λk with
∑∞
k=0 ‖x∗k‖‖ϕλk‖∞ < +∞, which means that Cϕ is a nuclear operator.
The implications (5) ⇒ (6) ⇒ (7) ⇒ (1) are always true for any operator T : X → Y (see [12, III.F 22]). 
5. Essential norm
The essential norm of Tψ ◦ Cϕ is
‖Tψ ◦ Cϕ‖e = inf
{‖Tψ ◦ Cϕ − S‖: S is a compact operator on M∞Λ }.
Clearly Tψ ◦ Cϕ is compact if and only if its essential norm vanishes.
The next result gives the exact value of the essential norm of Tψ ◦ Cϕ .
Theorem 5.1. Assume that 0 λ0 < λ1 < · · · , and∑∞i=1 1/λi < ∞. Let ϕ : [0,1] → [0,1] be a continuous function, and ψ ∈ C.
Then ‖Tψ ◦ Cϕ‖e = ‖ψ‖∂E = sup{|ψ(x)|: x ∈ ∂E}.
Proof. To show the inequality: ‖Tψ ◦ Cϕ‖e  ‖ψ‖∂E , it is suﬃcient to prove that for every  > 0, there exists a continuous
function ψ such that Tψ ◦ Cϕ is compact (equivalently (ψ)|∂E = 0 by Theorem 4.7) and ‖Tψ ◦ Cϕ −Tψ ◦ Cϕ‖  +‖ψ‖∂E .
Let  > 0. Since ψ is continuous on [0,1], ψ is uniformly continuous on [0,1]: there exists a δ > 0 such that for all
x, y ∈ [0,1] with |x− y| < δ, we have |ψ(x) − ψ(y)| <  .
Let Ωδ = (∂E + (−δ, δ)) ∩ [0,1], Ωδ is an open subset of [0,1], and let Kδ = Ωcδ . Now ∂E and Kδ are disjoint closed
subsets of [0,1], so there exists hδ ∈ C such that (hδ)|∂E = 0, (hδ)|Kδ = 1 and 0 hδ  1.
For instance: hδ(x) = d(x,∂E)d(x,Kδ)+d(x,∂E) .
Let ψ = hδ · ψ . We have
‖Tψ ◦ Cϕ − Tψ ◦ Cϕ‖ = ‖Tψ−ψ ◦ Cϕ‖
 ‖ψ − ψ‖∞ =
∥∥(1− hδ)ψ∥∥∞ =
∥∥(1− hδ)ψ∥∥Ωδ
 ‖ψ‖Ωδ .
If x ∈ Ωδ = (∂E + (−δ, δ)) ∩ [0,1], then there exist y ∈ ∂E and α ∈ (−δ, δ) such that x = y + α, and |x − y|  δ. By the
uniform continuity of ψ , |ψ(x) − ψ(y)|  so |ψ(x)| |ψ(x) − ψ(y)| + |ψ(y)|  + |ψ(y)| and then ‖ψ‖Ωδ  ‖ψ‖∂E +  .
So
‖Tψ ◦ Cϕ‖e = inf
{‖Tψ ◦ Cϕ − S‖: S is a compact operator on M∞Λ } ‖Tψ ◦ Cϕ − Tψ ◦ Cϕ‖ ‖ψ‖∂E + 
and we obtain: ‖Tψ ◦ Cϕ‖e  ‖ψ‖∂E .
Conversely, we shall prove that ‖Tψ ◦ Cϕ‖e  ‖ψ‖∂E . If ∂E = ∅, we have ϕ = 1 or ‖ϕ‖∞ < 1 then by Corollary 4.9, Cϕ is
compact which implies that Tψ ◦ Cϕ is compact and hence ‖Tψ ◦ Cϕ‖e = 0 = ‖ψ‖∂E .
We assume now that ∂E = ∅.
Let S : M∞Λ → C be a compact operator.
We want to show that ‖Tψ ◦ Cϕ − S‖ supx∈∂E |ψ(x)|.
Let fn(x) = 2xλn − 1 ∈ M∞Λ . We have ‖ fn‖∞ = 1, fn ﬁxes 1 for all n ∈ N, and fn(x) → −1 as n → ∞ for all x ∈ [0,1).
Since S is compact and ‖ fn‖∞ = 1, there is a subsequence { fn j }∞j=1 and f ∈ C such that lim j→∞ ‖S( fn j ) − f ‖ = 0.
We claim that limsup j→∞ ‖(Tψ ◦ Cϕ − S)( fn j )‖∞  supx∈∂E |ψ(x)|. Indeed:∥∥(Tψ ◦ Cϕ − S)( fn j )∥∥∞ 
∥∥Tψ ◦ Cϕ( fn j )− f ∥∥∞ −
∥∥S( fn j ) − f ∥∥∞,
which implies
limsup
j→∞
∥∥(Tψ ◦ Cϕ − S)( fn j )∥∥∞  limsup
j→∞
∥∥Tψ ◦ Cϕ( fn j )− f ∥∥∞.
Now, it suﬃces to prove that limsup j→∞ ‖Tψ ◦ Cϕ( fn j )− f ‖∞  supx∈∂E |ψ(x)|.
Since ψ ∈ C , and ∂E is a compact set of [0,1], supx∈∂E |ψ(x)| = |ψ(x0)| for some x0 ∈ ∂E . The fact that fn(x) → −1
as n → ∞ for all x ∈ [0,1) implies that for every x ∈ Ec , fn j (ϕ(x))ψ(x) → −ψ(x) as j → ∞, and hence lim j→∞ | fn j ◦
ϕ(x)ψ(x) − f (x)| = | f (x) +ψ(x)|.
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Otherwise, | f (x)+ψ(x)| |ψ(x0)| for all x ∈ Ec and then by continuity we have | f (x)+ψ(x)| |ψ(x0)| for every x ∈ ∂E
since ∂E = ∂Ec .
So we have:
∥∥( fn j ◦ ϕ)ψ − f ∥∥∞ 
∣∣ fn j (ϕ(x0))ψ(x0) − f (x0)∣∣
= ∣∣ fn j (1)ψ(x0) − f (x0)∣∣
= ∣∣ψ(x0)− f (x0)∣∣
 2
∣∣ψ(x0)∣∣− ∣∣ψ(x0) + f (x0)∣∣
 2
∣∣ψ(x0)∣∣− ∣∣ψ(x0)∣∣= ∣∣ψ(x0)∣∣.
Then limsup j→∞ ‖(Tψ ◦ Cϕ − S)( fn j )‖∞  supx∈∂E |ψ(x)| and hence ‖Tψ ◦ Cϕ − S‖ limsup j→∞ ‖(Tψ ◦ Cϕ − S)( fn j )‖∞ 
supx∈∂E |ψ(x)| as desired. 
An immediate corollary is:
Corollary 5.2. Let ϕ : [0,1] → [0,1] be a continuous function and ψ ∈ C.
Then,
‖Cϕ‖e =
{
0, if ϕ = 1 or ‖ϕ‖∞ < 1;
1, if ‖ϕ‖∞ = 1 and ϕ = 1,
and
‖Tψ‖e =
∣∣ψ(1)∣∣.
Corollary 5.3. Let ϕ : [0,1] → [0,1] be a continuous function such that Cϕ is not compact (i.e. 1 ∈ Imϕ and ϕ = 1), and ψ ∈ C. Let
Cϕ ◦ Tψ : M∞Λ → C, then its essential norm is |ψ(1)|.
Proof. Let f ∈ M∞Λ , Cϕ ◦ Tψ( f ) = ( f ◦ ϕ).(ψ ◦ ϕ) = Tψ◦ϕ ◦ Cϕ( f ), then Cϕ ◦ Tψ = Tψ◦ϕ ◦ Cϕ and hence by the preceding
theorem, we have ‖Cϕ ◦ Tψ‖e = ‖Tψ◦ϕ ◦ Cϕ‖e = ‖ψ ◦ ϕ‖∂E = |ψ(1)|. 
Remark 5.4. It is easy to see that the results of this paper are still valid when M∞Λ is replaced by a Banach space X
satisfying: M∞Λ ⊂ X ⊂ C and each f ∈ X is continuously differentiable on [0,1). Natural examples of such spaces are the
Müntz spaces.
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