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Abstract
This paper proposes a method to guide tensor fac-
torization, using class labels. Furthermore, it shows
the advantages of using the proposed method in
identifying nodes that play a special role in multi-
relational networks, e.g. spammers. Most complex
systems involve multiple types of relationships and
interactions among entities. Combining informa-
tion from different relationships may be crucial for
various prediction tasks. Instead of creating dis-
tinct prediction models for each type of relation-
ship, in this paper we present a tensor factorization
approach based on RESCAL, which collectively
exploits all existing relations. We extend RESCAL
to produce a semi-supervised factorization method
that combines a classification error term with the
standard factor optimization process. The coupled
optimization approach, models the tensorial data
assimilating observed information from all the re-
lations, while also taking into account classification
performance. Our evaluation on real-world social
network data shows that incorporating supervision,
when available, leads to models that are more accu-
rate.
1 Introduction
In recent years, we are experiencing an enormous growth of
online social platforms where complex multi-relational net-
works take form. Interactions in a multi-relational network
provide information that helps to identify the social position
of participating parties [Ferrante, 2012]. Hence, identifying
individuals of similar social position or role can be modeled
as a task of identifying network nodes that have similar rela-
tionships [Tian Dai et al., 2012]. In many cases there is also
additional information about individuals apart from relation-
ships and interactions.
Given the richness of information in multi-relational net-
works, new methods to analyze this information and produce
prediction models are needed. In this direction, several ap-
proaches have been proposed to deal with the identification
of key nodes in multi-relational networks, such as multilinear
PageRank [Gleich et al., 2015] and the multi-relational ver-
sion of hubs and authorities [Li et al., 2012]. However, meth-
Figure 1: A multi-relational network can be easily mapped to a ten-
sor. As we can see, the network at the left can be mapped to a 5x5x3
tensor. Each frontal slice represents the adjacency matrix for a spe-
cific relation
ods that integrate interactions and properties of the nodes, uti-
lizing tensor representations and tensor decomposition have
not been studied extensively.
Tensors and their factorization have been used widely in
machine learning and data mining. Due to the nature of ten-
sors, relations expressed as tuples of the form (object, rela-
tion, subject), can be straightforwardly mapped to a tensor.
For instance, the multi-relational network in Figure 1 can be
represented as a 5x5x3 tensor where an entry (i,j,r) is 1 only
if the relation exists. Rows and columns represent the nodes
and each slice/matrix represents the adjacency matrix for a
distinct relation.
In this work, we approach the problem of identifying the
position and role of individuals in multi-relational networks
by representing the networks as tensors and performing ten-
sor factorization. Tensors can provide a simple representa-
tion of multi-relational networks while tensor factorization
approaches perform well in high dimensional and sparse data
[Kolda and Bader, 2009]. Specifically, we propose a new
method for ranking nodes according to their social position in
multi-relational networks, combining tensor factorization and
classification in a joint learning process. Similar to TripleR-
ank [Franz et al., 2009], our idea is to produce a ranking of
users based on the factor scores that are computed during the
factorization process. However, in our approach the factor
matrices are a result of the proposed semi-supervised factor-
ization process, which forces nodes that belong to the same
class to obtain similar factor representation. Thus, ranking in
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these biased factor matrices will take their class into account.
In order to achieve this, we propose an enhanced version
of the RESCAL tensor factorization method that assimilates
a-priori information about nodes. Additionally, the factoriza-
tion process incorporates a component that minimizes classi-
fication error. In contrast to existing research that treat fac-
torization and classification separately, we combine them in
a single optimization process to obtain semi-supervised fac-
torization. We evaluate the proposed method on a real-wold
dataset collected from the social network Tagged.com, that
consists of a network of 5,317,649 users and seven types of
relations [Fakhraei et al., 2015].
In summary, the main contributions of the paper are:
• Combination of tensor factorization with classification,
achieving class-driven modeling of tensorial data.
• Demonstration of the benefits of using the proposed
method to rank social network users according to their
social position, using a real-world dataset
2 Background
2.1 Notation
Throughout the paper we will use the following notation.
The uppercase calligraphic letters denote a tensor T ∈
RN×N×M , as we assume the data is given in such dimen-
sions. Here N is the number of entities (e.g. individuals) and
M is the number of relations. Matrices are represented by
uppercase italic letters like A. Lowercase bold letters like v
denote a vector. The (i,j) element of a matrix A is denoted by
aij . To refer to the i-th row of a matrix A we use ai. Simi-
larly, an element (i,j,k) of a tensor T will be denoted as Tijk.
Also, Tk represents the k frontal slice of tensor T . Addition-
ally, vec(A) is the vectorization of A and the operator⊗ is the
Kronecker product.
For our relational modeling of triples of the form (object,
relation, subject), we use a binary representation:
Tijk =
{
1 if the relation exists
0 otherwise
This representation is also known as an adjacency tensor. As
an example, the relation (u1, r2, u5) in Figure 1 exists, causes
the corresponding entry in the tensor to be 1, i.e. T1,5,2 = 1.
In this sense, each frontal slice of T represents an adjacency
matrix for all entities with respect to a particular relation.
2.2 Related Work
As multi-relational data can be efficiently represented by ten-
sors, many approaches have been proposed in the literature
that employ tensor factorizations. Common tensor factoriza-
tion approaches such as CANDECOMP/PARAFAC [Harsh-
man and Lundy, 1994], Tucker factorization [Tucker, 1966]
and DEDICOM [Bader et al., 2007] have been utilized. Most
of these studies use a common latent representation for both
entities and relations. CANDECOMP/PARAFAC decom-
poses a tensor into a sum of rank-one tensors. Tucker decom-
poses a tensor into a core tensor and separate factor matrices
for each mode of the tensor.
A recent approach to tensor factorization is RESCAL
[Nickel et al., 2011] which achieves high predictive perfor-
mance in the task of link prediction. RESCAL, which we
will describe in more detail in Section 3, uses a unique latent
representation for entities.
Recently, several studies have combined matrix and ten-
sor factorization in a joint model. These techniques achieve
good performance when there is additional features about
the nodes or when combining different datasets together. A
CANDECOMP/PARAFAC based method for jointly factor-
izing a matrix and a tensor was proposed in [Acar et al.,
2013].The matrix was used to hold additional node prop-
erties. Similar approaches appear in [Narita et al., 2011;
Erdos and Miettinen, 2013; Nimishakavi et al., 2016].
Identifying Key Nodes in Multi-relational Data. The
problem of identifying key nodes in a network has been ex-
tensively studied in the literature. While most of the existing
methods apply to single relation networks, there is also great
interest in multi-relational networks. The study in [Gleich et
al., 2015] is an extension of PageRank to multi-relational net-
works. In [Liu et al., 2010] they propose a graphical model
which utilizes heterogeneous link information and the tex-
tual information associated to each node. In [Zhaoyun et
al., 2013] a method for performing combined random walks
exploiting multi-relational influence networks is presented.
MultiRank [Ng et al., 2011] is a method to simultaneously
determine the importance of both objects and relations based
on a probability distribution computed from multi-relational
data. HAR [Li et al., 2012] calculates hub, authority and
relevance scores of nodes in multi-relational networks. In
[Jingjing et al., 2013] a three-stage process is proposed which
a) collects features of the users, b) performs a tensor factor-
ization on user relations and c) applies a ranking scheme to
identify the most influential users.
As multi-relational data can be efficiently represented by
tensors, TripleRank [Franz et al., 2009] employs tensor fac-
torization in order to rank entities in the context of linked
data. TripleRank applies a common tensor factorization
CANDECOMP/PARAFAC [Harshman and Lundy, 1994] to
obtain two factor matrices which correspond to hub and au-
thority scores. Another approach [Rendle et al., 2009], uti-
lizes tensor factorization for ranking tags in order to provide
tag recommendations, using multi-target networks which in-
volves more than one entity types.
In contrast to these approaches, our method incorporates
classification error in the optimization process. In this di-
rection, there are only few approaches that obtain the factor
matrices in a supervised manner,that is, by utilizing the label
information of the samples. Most of these approaches build
a classifier using the factor matrices that are produced by the
decomposition [Li and Ngom, 2010]. Differently from these
methods, our approach performs decomposition by estimat-
ing the classification error with respect to the factor matrices
in each update. Similar to our approach, the method in [Wu
et al., 2013] pursues discriminative tensor decomposition by
coupling non-negative Tucker tensor factorization and a max-
imum margin classifier. In contrast to this method, our ap-
proach (a) utilizes RESCAL which does not require the con-
struction of core tensor and (b) produces factor matrices by
employing Alternating Least Squares (ALS) which has been
proved to be more efficient than gradient descent.
3 Our Approach: Semi-Supervised RESCAL
(CLASS-RESCAL)
RESCAL tensor factorization. RESCAL is a state-of-the-
art relational learning method based on a variant of DEDI-
COM tensor factorization. It achieves high predictive per-
formance in various tasks such as link prediction and col-
lective classification [Nickel et al., 2011]. A basic aspect of
RESCAL’s model is that an entity has a unique representation
over all relations in the data.
Standard tensor factorization models such as CANDE-
COMP/PARAFAC and Tucker use a bipartite model of re-
lational data, meaning that entities have different latent rep-
resentations as subjects or objects in relations. Consequently,
all direct and indirect relations have a determining influence
on the calculation of the latent factors.
RESCAL factorization is computed for each frontal slice
as follows:
Tk = ARkAT , for k = 1,..,M
where A is a nxr latent factor matrix that models entities and
Rk is an asymmetric rxr latent factor matrix that models rela-
tions. More precisely, each entity is represented via a unique
row in A and each relation via Rk.
To compute this factorization, a regularized least squares
optimization problem must be solved:
minimize
A,R
∑
k
∥∥Tk −ARkAT∥∥2
+λA ‖A‖2 + λR
∑
k
‖Rk‖2
(1)
where λA and λR are regularization hyperparameters. This
function can be minimized via Alternating Least Squares
(ALS) [Bader et al., 2007], where the updates of A and Rk
can be calculated as:
A← [
M∑
k=1
TkARTk + T Tk ARk]
[
M∑
k=1
RkA
TARTk +R
T
kA
TARk + λI]
−1
(2)
and
Rk ← (ZTZ + λI)−1Zvec(Tk) (3)
where Z = A⊗ A. Here, it is important to recall that during
the optimization process, a unique latent representation for
each entity is shared over all relations. This means that the
resulting A takes into account all relations.
Introducing classification error. We now describe our
joint model for tensor factorization and classification. Sup-
pose we have a set of labels for our existing tensorial data.
For example, we have a label for some nodes in Figure 1
which indicates whether the user is a spammer or not. We
could assume that spammers interact and relate with each
other [McPherson et al., 2001]. In other words, we expect
similarly labeled entities to share similar factors. Based on
this assumption, we propose CLASS-RESCAL, to introduce
class-label information in the tensor factorization, in order
to move entities of the same class closer in the latent space.
CLASS-RESCAL models this problem as a joint optimiza-
tion of tensor factors and classification.
Given an adjacency tensor T ∈ IRN×N×M, as presented
in Section 2, a set of labels Y ∈ {−1, 1}where i =
1,..,K with K<N, we solve the optimization problem pre-
sented in Eq. 4.
minimize
A,R
f(A,R) + g(A) + h(A,R) (4)
where
f(A,R) =
∑
k
∥∥Tk −ARkAT∥∥2
is the tensor factorization least squares problem,
g(A) = λg ‖Y − y(A)‖2 (5)
is the prediction error of the classifier and
h(A,R) = λA ‖A‖2 + λR
∑
k
‖Rk‖2
is the regularization term. λg is a hyperparameter to control
the influence of the classification error in the optimization.
Note that y(A) is produced with respect to the current values
of the latent factor matrix A in each iteration.
The Classifier. Each row ai of the factor matrix A rep-
resents a unique latent-component representation of the i-th
entity. The similarity of entities is assumed to be reflected in
their latent-component representation. Namely, entities that
share similar relations will also share similar latent repre-
sentations. So, if the i-th entity is similar to j-th entity then
also their rows on the factor matrix A should be similar, e.g.
ai ≈ aj. In order to force similar entities of the same class to
have similar latent representation we minimize the prediction
error of the classifier, Eq. 5.
To induce the similarities between entities into the decom-
position we use a k-NN classifier. Nearest neighbor tech-
niques use the similarity of the local neighborhood of a node
to make a prediction, assuming that the social position of a
node is close to the social positions of its neighbors. Under
this assumption, we assign a label to each row of A based on
its top k neighbors in A (see Figure 2).
For example, assume that Figure 2 shows the factor scores
of A for the network in Figure 1. The latent representation of
node 3 is similar to the latent representations of nodes 1 and
4. Assuming that both 1 and 4 are spammers according to
supervision, the majority rule will identify user 3 as spammer.
Updates. We solve the minimization problem in Eq. 4 by
using the efficient alternating least squares method (ALS), as
in [Nickel et al., 2011]. This approach fixes and solves A and
R by update rules, that set the gradient of Eq. 4 with respect
to each matrix to zero. The update rule for Rk will remain
the same compared to the original RESCAL update rule, as
in Eq. 3, while the update rule for A becomes:
Figure 2: The process of k-nn classification. The top-k similar en-
tities are considered for labeling. The labeling is based on majority
voting. Here, top-2 nn of node 3 are nodes 1 and 4, who are labeled
as spammers (shaded). As a result, node 3 will also be classified as
spammer.
A← [
m∑
k=1
TkARTk + T Tk ARk + 2(Y − y(A))
[
m∑
k=1
RkA
TARTk +R
T
kA
TARk + λI]
−1
(6)
When f(A,R)+g(A)+h(A,R)‖T ‖2 converges to a predefined
threshold  or a maximum number of iterations is exceeded,
the procedure stops. The details of the proposed method are
summarized in Algorithm 1.
Algorithm 1 CLASS-RESCAL: Given a tensor T and a set
of labels Y, approximate A and R
Require: adjacency tensor T , labels Y,
Ensure: latent matrix A, latent matrices Rk
1: Initialize A, R and hyperparameters λg, λA
2: repeat
3: procedure UPDATE(A)
4: y(A)← (CLASSIFIER(A))
5: update A using Eq. 6
6: end procedure
7: procedure UPDATE(R)
8: for each k in k-relations do
9: update Rk using Eq. 3
10: end for
11: end procedure
12: until convergence
Identifying entities. In RESCAL, the factor matrix A is a
latent representation of users. Each row ai contains r scores,
one for each latent factor. A ranking of users based on the
factor scores will thus prioritize the users on how they are
placed on the factor. However, in CLASS-RESCAL the fac-
tor matrix A is also influenced by the classifier which forces
users of the same class to obtain similar factor representation.
Therefore, to identify key users we rank the rows of the factor
matrix A. For each row ai we compute a ranking score based
on the factor scores as follows:
ascorei =
∑r
j=1 aij
r
Folding-in a new instance.
Given a new instance, we want to project it to the existing
latent space of A and R. Figure 3, illustrates the folding-in
process for CLASS-RESCAL. The shaded part of T is the
new instance which represents a new user, T(new). R remains
unchanged, while A will have to be updated by the following
equation:
A(new) = [
m∑
k=1
Tk(new)A(old)RTk(old) + T Tk(new)A(old)Rk(old)]
[
m∑
k=1
Rk(old)A
T
(old)A(old)R
T
k(old)
+RTk(old)A
T
(old)A(old)Rk(old) + λI]
−1
(7)
This procedure is fast requiring just a few simple matrix
operations and hence it can be used for the classification of
unseen entities.
Complexity. Following the analysis in [Nickel et al.,
2012], the complexity of updating A and R in RESCAL is
O(pnr + nr2) and O(pnr2 + nr2) respectively, where p is
the non-zero entries, n is the number of entities and r is the
number of factors. Adding a k-nn classifier 1 in the update
process of A, will only change the complexity of updating A
to O(pnr + nr2 + rlog(n)).
4 Experiments
Dataset. We conduct experiments on a real-world dataset.
[Fakhraei et al., 2015] was collected from Tagged.com and
deals wtih spammer detection. It consists of 5,617,345 users,
who interact with each other in seven (7) different ways. The
dataset presents high sparsity with the average density being
lower than 0.002%. Due to memory issues, we perform ran-
dom sampling in order to decrease the size of the dataset. We
sample N users labeled as spammers and N users labeled as
non-spammers, and for these users we find all interactions
among them that are reported in the dataset. If there are no
interactions for a user we discard them. Finally, we come up
with a MxMx7 tensor, where M is the number of users left
after we remove the users without interactions. For the exper-
iments we set M=6.733.
4.1 Analysis
As a performance measure we use the precision-recall curves.
Precision is computed as the number of influential users iden-
tified at that point relative to the number of points examined.
Recall is computed as the number of influentials identified at
that point relative to the total number of influentials.
Number of factors. Before comparing our method against
other approaches we want to measure the effect of the number
of factors on its performance. We experiment with various r
= 2, 3, 5, 10, 15, 20, 30 (see Figure 4). A great increase in
1with a kd-tree implementation
Figure 3: The folding-in process of CLASS-RESCAL. Note that R remains unchanged
Figure 4: Behavior of CLASS-RESCAL while using different num-
ber of factors. For our experiments we use r = 5.
precision-recall curve from r = 3 to r = 5. As the number of
factors increases, the computation time of the factorizations
also increases. As a result for the rest of the experiments we
use r = 5 which seems to be a good compromise between
performance and computational cost.
Number of relations. We also examine the role of the
number of relations in the performance of the factorization.
In Figure 5 we show that the performance improves when
using all available information (all seven relations).
4.2 Identifying Key Nodes in Social Networks
Evaluation Methodology. In this experiment, we compare
the performance of our method against other related ap-
proaches in the Tagged.com dataset. As CLASS-RESCAL is
a semi-supervised method, we evaluate it over various train-
ing sizes s ∈ [10, 40] percent, averaging the results over 10
random runs. In each run, we sample a random number of in-
stances from each label to use as the training set, and consider
the remaining as the test set. With the use of the training set
we obtain the semi-supervised tensor decomposition. Then,
for each instance in the test set we compute its latent represen-
tation using the folding-in technique presented in Section 3.
Thereupon, we compute a ranking with respect to the ranking
scores of users, ascorei , as described in Section 3. The results
reported correspond to the performance of the methods on the
Figure 5: Performance of CLASS-RESCAL for various values of
the number of relations.
test set only.
We employ a widely used metric to evaluate the per-
formance of different methods, namely the area under the
precision-recall curve (AUPR).
Methods. To compare our model, we choose methods that
(a) can be applied to multi-relational data and (b) deal with
node identification :
• SVM-degree: This is a baseline SVM model built by
using as features the degree of a node in each relation.
• RESCAL: This is the original RESCAL factorization.
• MultiRank: MultiRank is a co-ranking method based
on random walks in multi-relational data. It constructs
two transition probability tensors, one for objects and the
other for relations. Based on these tensorial representa-
tion of multi-relational data it performs a pagerank like
random walk and computes a separate multirank score
for objects and another for relations.
• HARrank: This is a multi-relational analog of the HITS
algorithm. It constructs three different transition proba-
bility tensors, one for hubs, one for authorities and the
last one for relations. Similar to MultiRank, it performs
a random walk in the created tensors and computes three
different scores (hub, authority, relation).
Table 1: The AUPR curve scores for all methods.
AUPR Tagged.com
SVM-degree 0.51
RESCAL 0.46
MultiRank 0.52
HARrank 0.49
TripleRank 0.51
CLASS-RESCAL 0.64
• TripleRank: This is a CANDECOMP/PARAFAC based
tensor factorization model for ranking entities in linked
data. It uses the factor scores produced from the tensor
decomposition to rank entities.
In the experiments, we set the necessary parameters for
each method. For our method, we set the number of factors
r = 5 and hyperparameters λg = 0.1 and λA, λR = 0.5,
after performing grid search. We also use r = 5 for TripleR-
ank. For the rest methods we use the values proposed by the
authors.
Experimental Results. Table 1 shows the performance of
all methods on the Tagged.com dataset. CLASS-RESCAL
outperforms the other methods, while RESCAL yields the
lowest performance. SVM-degree performs better than
RESCAL, which indicates the importance of supervision.
MultiRank seems to perform slightly better than the other
methods. In conclusion, the use of class-label information
in the decomposition of CLASS-RESCAL, seems to lead to
a more effective ranking, confirming our original intuition.
Running Times. For the runtime comparison we per-
formed various tests experimenting with the size of the ten-
sors. An empirical runtime comparison for predicting a
ranked list of users is depicted in Figure 6. As we can see, the
runtimes of all methods are dependent on the size of the ten-
sor and hence on the size of the dataset. As the size increase,
the runtime of all methods increases. However, the runtime of
CLASS-RESCAL differentiates from the rest. The runtimes
of MultiRank and HARRank are reasonable since they per-
form random walks on existing edges which results to lower
running times when the sparsity of the dataset is high. The
runtime of TripleRank is problematic even for small datasets
and becomes unfeasible as the size of the tensor increases.
5 Conclusion - Discussion
In this paper, we presented an extension of the tensor factor-
ization method RESCAL, for identifying the social position
of users in a multi-relational network by employing super-
vision. The factorization we proposed incorporates a clas-
sification error function in the optimization process achiev-
ing class-driven modeling of the tensorial data. Our method
models the tensorial data while minimizing classification er-
ror. Therefore we obtain a semi-supervised tensor factoriza-
tion which assimilates class-label information. In our evalu-
ation, we conducted experiments with ground truth data that
demonstrate the usefulness of labeled data for tensor factor-
ization and illustrate the effectiveness of our approach.
Among our immediate plans to extend this work, we are
Figure 6: Running times of all methods for different tensor sizes.
studying other tasks of Social Network Analysis, like link
prediction and recommendation. At the same time we are ex-
ploring different tensor factorization and classification meth-
ods. Additionally, we plan to evaluate our approach exten-
sively with more datasets that contain more types of relations.
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