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Chapter 5
Trust-Based Techniques for Collective
Intelligence in Social Search Systems
Pierpaolo Dondio and Luca Longo
Abstract. A key-issue for the effectiveness of collaborative decision support sys-
tems is the problem of the trustworthiness of the entities involved in the process.
Trust has been always used by humans as a form of collective intelligence to support
effective decision making process. Computational trust models are becoming now a
popular technique across many applications such as cloud computing, p2p networks,
wikis, e-commerce sites, social network. The chapter provides an overview of the
current landscape of computational models of trust and reputation, and it presents
an experimental study case in the domain of social search, where we show how trust
techniques can be applied to enhance the quality of social search engine predictions.
1 Introduction
A key issue to the success of collaborative decision support systems, and indeed
to any effective analysis of collaboratively generated content, is the reliability and
trustworthiness of the entities involved. As user-generated content is no more re-
garded as a second-class source of information, but rather a complex mine of valu-
able insights, it is critical to develop techniques to effectively filter and discern good
and reliable content. The Wisdom of the Crowd is not always sufficient to support
good decisions, and many situations require the ability to spot the Wisdom in the
crowd. One of the main challenges concerns how to effectively mine a large set of
complex data affected by a great level of noise, represented by non-pertinent, un-
trustworthy or even malicious data. The proposed solution has to resist malicious
attacks, spot low quality information and preserve privacy. Computational model
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of Trust and Reputation appear to be essential candidates to enhance and support
an effective analysis of web activity. These mechanisms could help filter, interpret
and rank web-users’ behaviour to assign the relevance of web-search results and
deliver the most reliable and adequate content. Similarly, they may be helpful in
defining user-based anti-spam techniques, in supporting web-analytics applications
that mine only trustworthy sites and users’ activity, and helping users’ segmentation
and decisions support tools for online marketing. This chapter presents the current
landscape of computational trust models, and describes how such techniques can be
used to enhance the quality of collective computed intelligence.
Computational models of the human notion of trust have emerged in the last
decade with the aim of predict and quantify the trustworthiness of digital entities
in open and collaborative environments. The word Trust is used here to define a
quantifiable prediction about user’s expected ability to fulfill a task. When applied
to computational intelligence, a trust computation helps predicting which peers will
likely produce useful and reliable content for the community. A level of trust in our
context is therefore a concept that overlaps competence, expertise and reliability. In
particular, we present an experimental study case where we apply a trust function
in a collaborative distributed domain. The domain chosen is Social Search, a fast-
growing information retrieval paradigm where documents are ranked according to
how the web-community is sharing and consuming them. Social search represents
an ideal study case due to its collaborative, decentralized and large-scale nature. Our
experimental study shows how trust techniques improve the quality of Social Search
engines, confirming their central role in deploying effective collective intelligence
in the age of Global Computing.
This chapter is organized as follows: Section 2 introduces the core concept of
collective intelligence and distributed decision making, section 3 describes the cur-
rent landscape of computational models of trust, and how trust models can be used
as decision support tools. Section 4 introduces the concept of Social search, describ-
ing briefly the main trends and challenges of this paradigm. Section 5 describes a
practical social search technology used in our study case along with the definition
and implementation of a trust model for social search. Section 6 describes our ex-
perimental results and section 7 concludes the chapter underlining future directions.
2 State-of-the-Art: Distributed Decision-Making and
Collaboration
Collaboration is a process where people interact with each other towards a common
goal, by sharing their knowledge, learning and building consensus. This concept
does not require a leadership figure and it can deliver good results if applied in
decentralised distributed systems. The Internet is the most popular scenario where
entities are widely distributed, without any kind of authority. The Web 2.0 is the evo-
lution of the World Wide Web. This term refers to applications in which users can
contribute independently, sharing information towards new collaborative architec-
tures, creating worldwide network effects. The contribution is intended as a process
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where an entity, usually an individual, provides a judgement about another entity,
either digital or human, by using specific graded relevance systems such as num-
bers, letters, descriptions. Wikipedia is a good example in which a good degree of
collaboration can be achieved. Here humans collaborate towards the development
of an open encyclopaedia on a distributed world wide scale, by creating and editing
articles about a disparate range of fields. The fact that this online encyclopaedia is
written by an open community of users around the world and the majority of its
articles can be edited by anyone with access to the Internet underlines the intrinsic
degree of collaboration; several studies suggest that its content can be as accurate as
other encyclopaedias [42].
The collaboration applied to Web 2.0 applications supports a new kind of shared
intelligence, named Collective Intelligence. Here users are able to generate their own
content building up an infrastructure where contributions are not merely quantitative
but also qualitative [43]. Collective Intelligence has been defined in several ways. A
shared agreement suggests that it is a group/shared intelligence that emerges from
the collaboration and competition of many entities, either human or digital. Collect-
ing judjement from a large group of people allows drawing statistical conclusions
about the group that no individual would have known by themselves. The result-
ing information structures can be seen as reflecting the collective knowledge of a
community of users and can be used for different purposes. For instance, as in col-
laborative tagging systems such as Del.icio.us1, where users assign tags to resources
and Web-entities shared with other users, the emerged community’s knowledge, due
to users’ interaction, can be used to construct folksonomy graphs, which can be ef-
ficiently partitioned to obtain a form of community or shared vocabulary [38].
Although techniques for Collective Intelligence existed before the advent of the
Internet, the ability to capture and collect information from thousands or millions
of people on the World Wide Web has accelerated the proposal of new practical
technologies aimed to provide applicable intelligence in the decision-making pro-
cess. Social Search may be considered one of these technologies, an application of
Collective Intelligence. Here multiple entities’ behaviour is taken into account in
order to deliver a usable supporting tool for classifying and ranking web-resources,
therefore predicting web-users’ requirements.
3 Computational Trust
Trust and Reputation are two indisputably recognised relevant factors in human so-
cieties. Several studies have been carried out in several fields: psychology [20],
sociology [4], economy [6] and philosophy [16] . Computational models of trust
emerged in the last decade with the aim of exploiting the human notion of trust in
open and decentralized environments. According to Luhmann [29], trust is adopted
by humans to decrease the complexity of the society we are living by using delega-
tion.Trust has emerged as a key element of decision-support solution helping agents
in the selection of good and trustworthy collaborative partners, in the identification
1 http://www.delicious.com
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of reliable pieces of information or as part of soft-security applications. Several defi-
nitions of Trust have been proposed. As suggested by Gambetta, trust is a prediction
(subjective probability) that the trustee entity will fulfil trustier’ s expectations in
the context of a specific task [13]. A typical computational trust solution follows
the high-level architecture depicted in 1, modelled after the Secure trust engine [9].
In a typical distributed environment, an agent - the trustier - is acting in a domain
where he needs to trust other agents or objects, whose ability and reliability are un-
known. The trustier agent queries the trust system to gather more knowledge about
the trustee agent and better ground its decision
Fig. 1 A computational trust solution.
A trust-based decision in a specific domain is a multi-stage process. The first
step is the identification and selection of the appropriate input data. These data are
in general domain-specific and identified throught an analysis conducted over the
application. We refer to this process as evidence selection and to the inputs used to
compute trust as trust evidence. Evidence selection is driven by an underlying trust
model that contains the notion of trust on which the entire system is centered. A trust
model represents the intelligence used to justify which elements are selected as trust
evidence, why some elements are selected and other discarded, and it informs the
computation over the selected evidence. A trust model contains the definition of the
notion of trust, its dynamics, how it evolves over time and with new evidences, and
the mechanisms of trust used in the computation. After evidence selection, a trust
computation is performed over evidence to produce trust values, the estimation of
the trustworthiness of entities in a particular domain. A trust computation requires
the formalization of a computable version of those mechanisms defined in the trust
model. Examples of such mechanisms are the past-outcomes one, reputation and
recommendation, but also temporal and social factors, similarity, categorization and
so forth. For instance, a classical trust system uses two set of evidence: recommen-
dations and past experience. Each of them is quantified separately and then aggre-
gated into a final value. In this final aggregation stage, exogenous factors such as risk
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and trustier’s disposition can also be considered. The output is presented as quanti-
tative trust values and as a set of justifications. Fig 1 depicts the main component of
the trust system described so far.
3.1 Computational Models of Trust
Current trust systems can be divided in the following macro-areas:
• Security-oriented approach
• Explicit-feedback systems
• Rule-based systems
• Probability-based systems, or past-outcomes, implicit learning systems
• Game Theoretical
• Cognitive models and computational trust models
With security oriented approach we intend a situation in which the focus is still the
on the possession of a valid object, usually a credential, that allows an entity to
access some resources and therefore to be trusted. Questionably, they are not trust
system but security systems. Examples are PKI infrastructure, with third trusted
party of decentralized as in a PGP scenario. A dedicated infrastructure, separated
from the application, is in place to gather the required object and transfer among the
peers community. The trust intelligence encoded in such systems is limited to the
transitivity of trust, that means the fact that trust is propagated through a chain of
trusted individuals. Transitivity is the mechanisms at the core of social networking
applications [15], with the difference that what is propagated is social information,
usually a level of acquaintance between two entities. Information sharing is also
at the core of feedback systems, such as reputation or recommendation systems.
In such systems users share recommendations in order to have a better idea of their
peers. While reputation is a visible global value, expressing the consensus of a group
[40], recommendation is an opinion privately shared. Advanced recommendation
systems consider the level of trustworthiness of the recommender’s peers, or better
their ability to provide recommendations; these systems consider situational factors
[18], the noise associated to the length of the chain [40], the consensus or conflicts
among various sources [18]. In a rule-based system, trust is a collection of rules
identified by domain experts that deliver the trust solutions. In the past-outcome
paradigm, or direct experience, trust is computed using evidence that the trustier
gathered directly from previous interactions in order to predict trustee’s future be-
haviours. A clear definition of this computation, and the correlated notion of trust,
is the one produced by the research group Trustcomp.org: ‘Trust is a prediction of
future behaviour based on past evidences’2. There are many different incarnations
of the past outcome paradigm, but they all share a common basic scheme. The cen-
tral notion is that a trust value is computed using the outcomes of all the pertinent
past interactions. The value is updated when a new interaction occurs, proportion-
ally to the outcome of this interaction. Examples are found in Quercia’s model [37],
2 Trustcomp online community, www.trustcomp.org
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Wang p2p trust engine, the Secure project. In the Probability-based approach trust is
represented and manipulated (predicted) as a probability distribution function that
typically models the expected behaviour of a trustee. Advantages are a clear (but
limited) semantic meaning and effective computational tools. In the use of beta-
distribution and the Bayesian Inference, probability offers one of the most powerful
tools for computing trust, where probability becomes not only a meaningful trust
representation; it goes further, offering also mechanisms for updating and learning
trust. The beta-distribution is a family of pdfs used to represent a distribution over
binary outcomes. A beta-distribution is completely defined by two positive num-
bers. The two parameters define completely the expected value and the shape of the
distribution. As an example, figure 2 presents a beta distribution with the value of
(1,1) on the left and (8,2) on the right.
Fig. 2 Beta Distributions
This behaviour maps a representation of a trust value based on evidence. Usu-
ally, the two parameters a and b are the numbers of positive and negative evidence
regarding the trustee, and the pdf distribution characteristics (expected value, vari-
ance) are used for trust values computation and uncertainty assessment. The method
is used by Josang [18] or in [40], where r and s are respectively the good and bad
evidence regarding a trustee, and a = r + 1 and b = s + 1 define the corresponding
beta pdf. Referring to figure 1, when no information is available about an agent,
(r = s = 0), the beta distribution (1,1) is uniform: no value is more likely than oth-
ers and the uncertainty is at its maximum value. When, for instance, an agent holds
7 positive pieces of evidence and 1 negative, the corresponding beta distribution
(8,2) is distributed around the average value of 0.8 with a small variance. In the
Game Theoretical approach, as described by Sierra and Sabater in [40], trust and
reputation are the result of a pragmatic game with utility functions. This approach
starts from the hypothesis that agents are rational entities that chose according to the
utility attached to each action considering others’ possible moves. Action could be
predicted by recognizing an equilibrium to which all the agents are supposed to tend
in order to maximize their collective utility. The Game Theoretical approach in trust
can also be encoded in the design of the application. In this case, the application is
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designed so that trust is encoded in the equilibrium of the repeated game the agents
are playing. Thus, for rational players trustworthy behavior is enforced.
Finally, a formal notion of trust has been formalized in many rich trust models,
notably cognitive models of trust. These models present an articulated and com-
posite notion of trust, and their aim is to define trust as a computational concept.
Marsh’s first model of trust is still a benchmark. His work gives many insights on
the notion of trust as it emerges from social science and it provides a formalization of
key aspects, such as basic trust, disposition, reciprocity, situational trust, the concept
of a cooperation threshold to start an interaction. A cognitive model of trust defines
the mental processes, mechanisms and dynamics of trust. These models stress the
nature of trust as a complex structure of beliefs and goals, implying that the trustier
must have a ”theory of the mind” of the trustee [8]. Trust becomes a function of the
degree of these beliefs. Cognitive models present a rich notion of trust, and reject
the reduction of trust to a probability-based computation, that is seen as a simple
and limited approach, as described by Castelfranchi and Falcone in [8]. Dondio [11]
proposes a model of trust/reputation based on defeasible reasoning and knowledge
engineering. This model considers the action of evaluating entity’s trustworthiness
an argumentation process. The form of such argumentation is represented by a de-
feasible reasoning semantic. A knowledge-based model of trust, as it emerges from
social science, provides the content of each argument involved in the trust computa-
tion. The model is applicable to a large series of Web 2.0 applications such as Wikis
and Online Communities.
4 Social Search
The phenomenon of Social Search has been acquiring importance in the World Wide
Web with the proliferation of large-scale collaborative digital environments. A so-
cial search engine is a type of web search technique that takes into account the
interactions or contributions of end-users in order to enhance the relevance of web-
search results. The main advantage of such a system is that the value of Web-pages
is determined by considering the end-user’s perspective, rather than merely the per-
spective of page authors. This approach takes many forms, from the simplest based
on sharing bookmarks [14], to more sophisticated techniques that combine human
intelligence with computational paradigms [7]. The recent Social Search approach
contrasts with established algorithmic or machine-based approaches such as the one
of the leading searching engine, Google, whose Page-Rank algorithm [34] relies
on the link structure of the Web to find the most authoritative pages. A key chal-
lenge in designing Social Search systems is to automatically identify human val-
ues in the Web. In other words, instead of analysing web-links among web-pages,
social search aims to analyse human behaviour. As a consequence, capturing and
collecting humans’ values is the first step towards the inference of the relevance of
web-resources. As mentioned before, a Social Search engine ranks web-resources
according to how users of a community consume and judge those resources in re-
lation to some searching needs. A particular practical problem for any potential
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solution based on gathering end-users’ behaviour on a web-page is that they tend to
be resistant to explicit and invasive techniques and as a consequence it is not easy to
generate strong recommendations. In contrast, implicit feedback techniques capture
activity performed by users over Web-pages indirectly.
As suggested in [25] , there are two ways for providing judgements:
• explicitly: users can provide feedback using a specific metric, by using letters,
numbers or complex structures. The most popular examples are eBay3 and Ama-
zon4 where buyers and sellers can rate transactions using a given graded system;
• implicitly: implicit judgements are automatically inferred by analysing users’
behaviour while performing a specific task. Their behaviour is captured by data-
mining software that generates logs, row data that need to be analysed, filtered
and aggregated in order to extract meaningful information. A web-proxy monitor
is an example of logger: it is a piece of software embedded in a web-proxy server,
a special computer that acts as an intermediary for requests from others comput-
ers seeking web-resources. This software can capture web-site requests, URLs,
request time, IP addresses, all potential behavioural information. A lower-level
logger is represented by browser-plugins or add-ons, special software able to cap-
ture events such as scrolling, reading time, bookmarking, cut-paste, form filling,
saving pictures, generated by Web-browsers such as Internet Explorer or Mozilla
Firefox. These browser-events are all considered relevant implicit sources of user
preferences [21].
Independently from the solutions adopted, whether explicit or implicit, there is a
key problem to take into consideration: the trustworthiness of those entities who
provide judgments. If entities who provide recommendations are malicious or un-
trustworthy, the resulting quality of the rank of web-resources is negatively affected.
Computational trust techniques can be successfully applied in the context of search
to enhance the quality of social Search engines. Here a trust module may be inte-
grated in order to filter data and to make an engine’s predictions more accurate. The
users’ level of trust, for example, may be assessed by considering their expertise in
gathering information within the Web, and their ability to fulfil a searching prob-
lem. In other words, trustworthy users are the ones able to find the most relevant
information when they need it.
5 Computational Trust to Enhance Social Search Ranking:
A Practical Study-Case
We have developed a prototype of a search engine based on user-activity containing
dedicated algorithms to rank pages, identify search sessions, query boundaries and
group similar queries. The Prototype can incorporate a Trust computation to rank
each peer based on its activity and use this value to weight its contribution, giving
more importance to the most trustworthy peers. The Prototype components are:
3 http://www.ebay.com
4 http://www.amazon.com
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1. Prototype Plugin: a software component responsible for monitoring a user’s ac-
tivity, storing it locally in a structured file. The plugin captures all the major
browser events and generates a well-structured XML string, easy to parse for
different purposes. It contains the activity occurred in each window and each tab
of the browser; it saves the URL and the title of the opened web-pages along
with the start time, the finishing time and the focused time. It gathers the main
events that may occur during an Internet session, with the related time-stamp
such as bookmark, printing, submitting a form, saving as, cutting, pasting and so
forth. The logger also triggers an event every n-seconds of inactivity (set to 10
seconds). Furthermore, the logger traces users’ searching sessions. Each time a
user submits a query to the Google search engine the logger stores the keywords
used, and the ordered list of the search engine results for the query, along with
the pages browsed in that search session, and these are identified by analysing
the outgoing links from the search engine result page.
2. Prototype Engine: a software component, installed locally with the Prototype
Plugin or remotely connected to the plugin, that is responsible for collecting the
data generated by the plugin and processing them. The engine is composed by
three procedures:
• Session/Queries Identifier: this algorithm finds the boundaries of a search ses-
sion, from the starting query to the last page of the last query of the session,
the set of pages relating to each query of the session, it interconnects queries
belonging to the same session.
• Evidence Selection: this software component is responsible for interpreting
the raw user data coming from the plugin and identifying activity patterns that
will be used in the following rank computation.
• Local Evidence-Based Computation: this algorithm processes locally the in-
formation extracted from the evidence selection components and it generates
indicators regarding the pertinence of each page to the query it belongs to.
3. Reasoning Engine: this component is responsible for computing a rank for each
page and each peer, and connects queries and search session together. It is com-
posed of:
• Trust Computation (peers): this algorithm processes users’ activity and as-
signs to each peer a trust value that measures the peer’s ability to perform and
complete a search session.
• Rank Computation: this algorithm performs the computation of the global
indexRanking ranking for each page browsed in the context of the specific
query and search session by processing the structured evidence (the argu-
ments) identified by the Prototype Engine. The component takes the struc-
tured user data of each peer as an input and computes a global ranking for
each page in the context of a specific query and session.
• Model Definition: where users can edit their own models.
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4. Prototype DB: this database contains information about rank pages, queries,
search session; peers trust value in a structured way. Data are organized by
queries interconnected to each other and by peers. It is composed of:
• Query Clustering: this component aggregates, links and clusters queries and
groups of documents.
5. Prototype Interface: the end-user interface is used by a peer to query the Proto-
type DB via the Results Manager component.
5.1 The Functioning
A peer connects to the Prototype Community. The Prototype Plugin continuously
monitors users’ browsing activity, saving it into a local Raw Activity Data (RAD).
Every time a peer submits a query to a search engine, the Prototype Plugin saves
information related to the set of keywords used and the list of documents proposed
by the search engine as result of a search query. The local raw activity file is peri-
odically analyzed by the Prototype Engine that extracts information about a peer’s
activity for each document. The information extracted is organized into a complex
set of evidence that forms an argument against or in favour of the pertinence of the
page browsed in the context of a search session. The Prototype Engine sends the
processed data, the Structured Activity Data (SAD) to the Reasoning Engine. The
Aggregator computes a rank for each page in the SAD by means of a reasoning pro-
cess. Data about the global activity of the Prototype community is retrieved by the
reasoning engine to perform its computation. Each ranked page is saved in the Pro-
totype Database, following a query-based data organization. The information about
page ranks, along with the arguments used, is saved into the Prototype DB. Data
are organized by query or keywords. A cluster matching component periodically or-
ganizes the information contained in the Prototype DB by clustering and grouping
queries. The component adds logical links to queries that are considered similar or
relevant using a page- and activity-based clustering approach. When a peer starts a
search session and he wants to exploit the Prototype Page Rank, the query is sent to
the Prototype Database which retrieves the pertinent documents for the query.
5.2 Computational Trust to Enhance the Social Search Engine
In this section, we present an experimental case study that shows how computa-
tional trust can be used as a form of collective intelligence to enhance social search,
chosen as an example of distributed collaborative application. The ability to search
an increasingly large and noisy Web has become a non trivial expertise, involving
cognitive and practical abilities, and a familiarity with the browser technology. It
is reasonable to assume that web users will exhibit a different level of expertise,
directly linked to their ability to correctly identify the most pertinent information.
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Therefore, there are reliable and trustworthy users - providing pertinent pages and
meaningful results - and untrustworthy ones - generating incorrect results or even
noise. Therefore, in our context, trustworthy users capable of finding the most rel-
evant information, that means expert search users .Three main factors are involved
in the ability of users to deliver good search results:
1. Cognitive skills, that means, the ability to read quickly, scan information, ana-
lytic/global thinking abilities;
2. Search Experience, that means, the familiarity with searching and browsing
technology;
3. Domain specific knowledge, that means the expertise and interests that users
might have in specific topics.
In this experimental study we define a trust function (or expertise function) to in-
dicate reliable searchers modelled around the second factor. The other two factors,
complementary to the second factor, are well-studied and are not discussed or used
in the definition of the trust function. Our discussion will be mainly descriptive,
focusing on the main concept rather than the technical details. Another important
limitation to mention is the fact that this study only considers navigational queries
(queries pointing to a specific piece of information) and not to informational query
(open-ended). The following picture shows the trust computation is integrated into
the Prototype Social Search Engine.
Fig. 3 Search Engine and the expertise Function
Our Prototype is used to gather data (client side plugin). We study how to enhance
these search engines with an expertise function that assigns a level of searching ex-
pertise to each peer, and use this level to make engines’ prediction more accurate. In
order to keep more generality, we do not study the effect of the introduction of the
trust function directly on our results, but rather we test the effect over a series of per-
formance criteria commonly used by the majority of social search engine. Our trust
function computes a level of expertise in the domain of searching based on the three
concepts of browsing experience, competence and quality of past-performance. The
hypothesis is that, by relying only on the super-users identified, the ability of a so-
cial search engine to spot relevant pieces of information in relation to a query will be
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enhanced. The enhancement is expected for two reasons: first, engines will generate
a rank based on a smaller set of data; second, the rank will be based on a subset of
information of better quality. We present a case-study performed over a set of 90
users, using their search logs collected for a period of 3 months and the results of
lab-based search problems.
5.3 Leveraging Users’ Features to Rank Pages
As discussed earlier, there are three main user features that certainly impact page
ranking, namely:
1. Domain Expertise
2. Search Experience
3. Cognitive Style and Ability
Our trust function focuses on the second factor, although the other factors could also
be embedded into a trust function, since they are complementary features needed for
a complete exploitation of users’ features. The first feature, Domain Expertise, con-
siders the user’s familiarity with the subject on which he or she is searching. The
third feature, Cognitive Style, concerns the cognitive ability of the searcher and the
type of intelligence. Searching effectiveness is influenced by the way users assimi-
late new information, users ability to read, memorize, scan documents, analyze text,
images, colours. The Search Experience of users - the core of this chapter - can be
leveraged to improve search engines ranking. Users who have a better understanding
of the breadth of a search engine’s capabilities have more ways to go about finding
information. Knowing about Boolean operators, exact strings, filtering controls, and
having proven strategies to exploit search, allows you a much richer toolset at your
disposal. No quantitative study has been proposed to study the impact of search ex-
perience on web ranking. In [3] the authors focused on tasks such as classifying the
users with regard to computer usage proficiency or making a detailed assessment of
how long it took users to fill in fields of a form. The work provides hits and evidence
for our analysis, since it was the IT familiarity with the browsing technology to be
analyzed as we investigate. The information is yet not used to improve the ranking
but rather to investigate the universe of web users and classifying patterns. Accord-
ing to a study performed by Hasting Research in the SEO world5 the use of Boolean
operators and other advanced query filters and connectors proved to narrow search
results and improve the relevance of results. Some data samples suggest that these
search skills are known to a relatively small percentage of users, but their effective-
ness has been proved6. Anyway, the works clearly show that relevance is improved,
and therefore the use of such advanced features could be used as a proxy to identify
expert reliable users. The work performed by Augrihm [2] is described in the next
section.
5 Hastings Research databases of real-time searches and web server logs, 1995-2008.
6 Hastings Research databases of real-time searches and web server logs, 1995-2008.
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5.4 Performance Criteria
In this section we provide a set of criteria to test the impact of our expertise function
on search ranking. The way implicit feedback algorithm processes user information
suggests that ranking is obviously improved the more users find relevant informa-
tion, and indeed by the way relevant information is found. Search engine works
better when relevant information is found minimizing noise, represented by useless
extra clicks, page browsed, queries reformulated and so forth. Even when a query is
successful, situations in which the noise is minimized should be rewarded. The cri-
teria we used to assess the quality of the information provided for a specific search
problem are:
1. Percentage of peers that successfully completed the (navigational) query, since
the more users reached the web page containing the information searched, the
more chances the page had to be ranked high in the social engine rank;
2. Number of pages visited for successful queries. An ideal query is the one where
only the page containing the answer is visited, since there is no ambiguity in
ranking that page high in relation to the query. On the contrary, the more pages
are visited the more noise is introduced into ranking algorithms, leading to a
higher probability that the correct page will be mixed with useless ones;
3. Number of queries submitted. Analogous to the previous criteria, a limited num-
ber of queries refinements helps to better identify the search problem the user is
looking for, that means the search context, important information to feed query
classification and similarity/matching algorithms, reducing the probability of am-
biguity in the search problem definition.
4. Time spent for a query. For navigational queries, short time on a query is a plau-
sible evidence that the information has been found. An ideal navigational query
is the one where non pertinent pages are discarded quickly. Moreover, in navi-
gational query type, it is common that a relevant page is quickly analyzed and
registers low activity if the information is clearly shown on the page.
The trust function
The trust function used to identify trustworthy users encompasses 3 factors: past
performance, experience and competence
Past performance factor
Past-performance can be implemented by looking at the outcome of previous search
sessions and computing a level of expertise for each individual proportional to the
number of search session completed positively. The factor is easily implemented for
navigational queries type. The query is successful if the user can actually find that
information, probably duplicated in more than one web-site. In order to compute a
level of past-performance for each of our users, we defined a set of search problems
Sn for which the piece of information In that satisfies the problem is known a pri-
ori (Dublin solves the query ‘capital of Ireland’). Users are asked to perform Sn and
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explicitly write the answer. We could presume that a user is asked to perform some
test queries the first time he joins the social search network, following a similar pat-
tern to other reputation-based social networks, or that a human-assisted procedure
will analyze some of his queries. A user gets a full score, say 1, for each query if
he gets the right answer, otherwise the proximity to the web page containing In is
considered. If the user actually browsed the page containing In, without identifying
In, the query failed but its browsing activity contains at least the correct page and a
non-null score < 1 is assigned to the user. The user at least had provided the rele-
vant page. With the same reasoning if the user browsed a page P one-hop close to
the page containing In - assuming that P is not a search engine result page, usually
it is a page in the same domain - a smaller not null value is assigned to the user.
Past performance were computed using a beta distribution β (a + 1,b + 1) where a
is the index of success while b is the index of failure. a and b after the query t + 1
are computed from the values of a and b based on the first t queries:
at+1 =
⎧
⎪⎨
⎪⎩
at + 1 if the query was satisfied
at + 0.5 if the user visited a page 1-hop from the page with the required information
at elsewhere
bt+1 =
{
bt + 1 iff at+1 = at (query failed)
A value of past performance TPP for a specific user U is given by the average value
of the beta distribution β (a + 1,b + 1) related to user U.
Enhancing past performance
The past-performance mechanism can be enhanced by considering not only the out-
come of the query, but also the level of difficulty of the query. To consider the
difficulty of a query we could consider:
1. the percentage of success of that query Psuc,
2. time spent for a query Tq
3. number of pages visited PGtot,
4. number of queries reformulation Nqr for the query.
5. hop-distance of the solution to the search engine page Nuhop
Note the overlapping with our evaluation criteria: the most difficult queries are
those more difficult to be properly ranked, where the information searched is hid-
den and/or far from search engine results. The hop distance for a query is computed
as the average distance of hops for the page containing In using the logs of all the
successful queries. The level of difficulty for a query is computed by ranking all the
five above indicators and by aggregating them, giving more weight to the Psuc as it
is the only explicit indicator of query difficulty.
Qdi f f = f (Psuc,Tq,PGtot ,Nqr,Nuhop)
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Experience factor
Our concept of experience is based on how much and for how long the user searched
on the web. Experience has to do with the previous quantity of searches, rather than
the quality of them, as it was for past-performance. Aligned to other studies, we pre-
sume that an experienced internet user has more chance to perform a correct query
than an inexperienced one. Experience has been assessed in the following way. All
the users were asked to install the plugin logger for a period of about 3 months. The
data collected contains all users’ browsing activity, including search sessions and
queries executed. Using a special feature, we traced if a page belonged to a search
session, i.e if there is a click-chain connecting the page and a search engine result
page. Data are summarized in table 1, containing the average occurrences per user
of all the browsing events monitored. A value of experience is computed consid-
ering the time each user spent on the web and the time spent searching. The time
spent searching is approximated by the number of queries submitted and the total
number of pages browsed in the context of a search session. Experience is therefore
the aggregation of 3 ranked indicators:
• Timeweb: total time spent on the web;
• Nq: total number of queries performed;
• Ps: number of pages linked to a search session.
Experience = f (Nq,Timeweb,Ps)
Competence
Competence here is defined as the familiarity of users with search engine features
and online search dynamics. While our concept of Experience is based purely on
quantitative indicators, Competence analyzes the way and style a user performs in
its web activity. Competence has not to be confused with the competence of a user in
a particular topic. Here it is exclusively a metric of the competence of the user with
the task of web searching. In order to compute competence we use the data collected
in the 3-months monitoring of our user population (table 1). First, we select a set
of events that can be plausibly linked to advanced searching skills, supported by the
already cited studies [17]7. The events Ex were:
1. find in page
2. use of Boolean/special connectors,
3. use of exact string (1-3 all proven to increase searching relevance),
4. use of multitab/multiwindows browsing (evidence of ability to perform parallel
analysis of information [12] [17])
5. percentage of results skipped next or/and above, evidence of ability of users to
discard non pertinence information in advance [19].
The idea is now to assign a level of competence to each browsing event, and com-
pute the user competence as the weighted average of the events he performed. The
7 Hastings Research databases of real-time searches and web server logs, 1995-2008.
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competence weight of each event is the inverse of the probability that a user will
perform that particular action, computed over the population’s distribution of events
(1). Therefore, less likely events have more impact on competence. The likelihood
of a find in page (E1) was computed over the total number of pages browsed, the
usage of Boolean connectors (E3) and exact string (E2) over the number of queries,
the multi-tab and multi-window navigation (E4-14) over the total number of win-
dows/tab opened. For instance, since 59 find in page have been recorded in 1254
pages, the probability that a user will perform that action is 0.047, and therefore the
competence level of a find in page is 21.25. The formulas are shown below (Eix =
occurrences of events i, Eui occurrences of the event i for user u, Np = number of
pages, Nq = numbero f queries).
CompetenceE1 =
(
Eix
Np
)−1
CompetenceE2,3 = (
E2,3
Nq
)−1
CompetenceE4−14 = (
E4−14
Np
)−1
Competenceu(CompetenceEi,Ei)
Table 1 Browsing activity report
T Browsing event Avg. Occurrences per user
T Total time (Hours) 2.14
Np Number of pages 4880
Nq Query 539
Ps pages belonging to a search query 1254
E1 Find in page 59
E2 Usage of Exact String 121
E3 Logical Connectors or special command in the query 6.2
E4 1 window (# of times user used only 1 window to browse) 4880
E5 2 windows (# of times user used only 2 windows to browse) 291
E6 3 windows (# of times user used only 3 windows to browse) 232.5
E7 4 windows (# of times user used only 4 windows to browse) 57
E8 5+ windows (# of times user used 5 or more windows to browse) 19
E9 1 tab (# of times user used only 1 tab) 4880
E10 2 tabs (# of times user used only 2 tabs) 1098
E11 3 tabs (# of times user used only 3 tabs) 549.3
E12 4 tabs (# of times user used only 4 tabs) 221.5
E13 5 tabs (# of times user used only 5 tabs) 56
E14 6+ tabs (# of times user used 6 or more tabs) 101
5 Trust-Based Techniques for Collective Intelligence in Social Search Systems 129
6 The Experimental Results
In this section we describe a first evaluation of the trust metric for social search. The
controlled experiment was performed on a population of 93 users and focuses on
navigational queries.
6.1 Navigational Queries
We defined a set of 20 navigational queries of different levels of difficulty that were
executed by our population of users. For instance, the following are examples of
queries of different levels of difficulty:
• Easy
– Q1. Price of a ticket to enter Malahide Castle
– Q5. Find if GB Shaw won a Nobel Prize in literature
• Medium
– Q5. How much was the child benefit in Ireland in 2009?
– Q9. How do you say ’when’ in Latin?
• Hard
– Q10. Number of 0-0 in the Premier League 2008-2009
– Q15: When did the company Georgia Gulf double its price last summer in one
day? On which news?
6.2 Enhancement of Past Performance
The past performance value is generated by the formula described in the previous
section. Queries are ranked according to their degree of difficulty, quantified by
Qdi f f (section 5.4). Referring to the above set of 6 navigational queries, table 2
displays the value of Qdi f f normalized from 0 to 1.
Table 2 Queries Difficulty Levels
Query ID Qdi f f normalised Psuc
10 1 28%
15 0.95 44%
4 0.55 81%
9 0.5 88%
1 0.1 100%
5 0.05 100%
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6.3 Baseline Results without Trust Function
We now compute our four performance criteria using all the population of 90 users.
Table 3 shows the results for the top two most difficult queries (Q10 and Q15) and
the others organized into 6 groups of 3 queries.
Table 3 Baseline results without trust
Query or Group Psuc Np Nq T
10 28% 18.78 6.2 10′22′′
15 44% 14.9 4.2 6′53′′
G1 78% 13.77 3.4 6′05′′
G2 78% 7.2 2.12 3′56′′
G3 91% 4.56 2.6 2′23′′
G4 91% 5.15 2.1 3′04′′
G5 97.9% 4.89 1.78 2′03′′
G6 100% 2.89 1.19 1′34′′
6.4 Experiment 1 - with Past Performance
In this first experiment, we test the entire trust function, composed by enhanced
past performance, competence and experience. The trust function used assigns
more weight to the past-performance factor. User’s U trust value SEu is computed
as:
SEu = 2 ·Tpp + Tcomp + Texp
The 90 users were ranked according to their SEu and normalized from 1 (the most
trustworthy) to 0. In order to compute the past-performance value, the 20 queries
were divided into train and test group of balanced difficulties, each containing 10
queries. The four performance criteria were now recomputed using a weighted av-
erage, using the trust value as the weight. Table 4 shows a comparison between the
indicators for each query.
Results are encouraging and show the benefits of our expertise function in a so-
cial search context. The performance gain is evident for the most difficult queries.
Q10 has now a success rate of 53%, from a baseline of 28%, 6 pages less visited on
average, a slightly diminished number of query reformulation and a gain of 20% of
time. This implies that a social search engine would have ranked pages in relation to
that query better, with an increased likelihood to find the correct page at the top. In
general, this trend is respected over the four criteria for all the queries groups with
few exceptions, with an increasing significance when the difficulty of the query
increases. The last column contains the results of a Z-test performed with a Zcrit
level of 90%. We note how 4 out of 4 of the most difficult queries have a statistically
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Table 4 Full expert function results
Query or Group Psuc Np Nq T Z-test
10 53% 12.45 4.95 8′03′′ yes
15 69% 8.17 4.17 4′47′′ yes
G1 86% 13.00 3.30 4′57′′ yes
G2 87% 6.06 1.79 3′23′′ yes
G3 93% 4.97 2.67 2′29′′ no
G4 92% 4.52 2.00 2′47′′ no
G5 99% 3.95 1.81 2′20′′ no
G6 100% 2.89 1.05 1′20′′ no
significant improvement, while there is no statistical difference in the low difficulty
queries, that already show very high values for all the criteria.
6.5 Experiment 2 - No Past Performance
We wondered if the results would still remain valid by removing the past-performance
factor from the expertise function. We noted that by removing this factor, by far the
most used in trust models, the remaining computation can be easily implemented
in an autonomic way, and therefore scalable. The results obtained are displayed in
table 5. The four graphs in figure 4 display, for each criteria, the difference between
baseline values and the full (gray line) and limited (dark grey line) trust function, as
a percentage of the difference over the baseline values. Therefore, a positive value
means that a gain is actually achieved in respect to the baseline function, while neg-
ative values mean how the function is actually under-performing the baseline value.
Tables show how results are deteriorating, but there is still a significant gain for Q10
and Q15. Nevertheless, there is a significant gap between the two trust computations
for the most difficult queries.
Table 5 Limited expert function results
Query or Group Psuc Np Nq T
10 47% 14.65 5.95 9′12′′
15 57.3% 9.17 4.2 5′21′′
G1 84.2% 13.98 3.24 5′52′′
G2 81.5% 7.04 1.82 3′25′′
G3 92.4% 4.83 2.54 2′12′′
G4 92.6% 4.78 2.10 2′56′′
G5 97.9% 4.86 1.81 1′58′′
G6 100% 2.73 1.10 1′28′′
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Fig. 4 Percentage of relative gain
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7 Future Direction and Open Issues
With the proliferation of large-scale collaborative computing collaborative environ-
ments a new problem has emerged in the last few years: the reliability and trust-
worthiness of the entities involved. Trust is a form of collective intelligence used by
humans as a powerful tool for the decision making process. This has enabled the
proposal of computational trust models in the last decade aimed at filtering harmful
entities. This chapter presented techniques to computationally assess the trustwor-
thiness of entities involved in a collaborative context. An experimental study case
was presented in the context of Social Search, where we developed and tested a trust
function to spot reliable users. The experimental results show how the page rank-
ing of the Social Search engine can be improved and the time spent to search info
diminished, if enough information are collected from the community. The method
proved to be more effective for difficult queries, where it is easier to get advantage
of expert users. The study showed how trust techniques can improve the quality of
Social Search engines, confirming their central role in deploying effective collective
intelligence in the age of Global Computing.
Future work include a further expansion and enhancement of the proposed com-
putational model by considering the effort spent by users in consuming activity over
the World Wide Web [28]. This will be done in a lower-level of details, by consider-
ing the set of actions done by users while consuming the content of a particular web
page, that means by considering activity such as clicking, scrolling, cut & paste,
finding, bookmarking and so forth over the time dimension. This activity will be
mapped to cognitive theories for cognitive effort [27] available in the fields of cog-
nitive science, psychology, in order to further enhance the quality of predictions of
a Social Search Engine by filtering not trustworthy entities based on their cognitive
effort over the web.
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