Abstract-High-speed videokeratoscopy (HSV) is an emerging technology that has the potential to acquire information on the dynamics of corneal topography and tear-film behavior. We show that the surface regularity and asymmetry indices, which are traditionally used for characterizing the stability of precorneal tear film, have limitations in the context of HSV because they are highly sensitive to natural ocular microfluctuations. To overcome this problem, we propose a new microfluctuation-independent surface indicator. It is based on the root-mean-square of the error of the parametric model fit to the surface. Further, we develop techniques for estimating the tear film build-up and break-up times. The tear film build-up time estimator is based on the proposed RMS fit surface indicator while the tear film break-up time estimator is derived directly from a set of consecutive HSV digital images, without the need for estimating the resulting corneal surface.
I. INTRODUCTION
T HE tear film that covers the cornea and conjunctiva is important to the optics and health of the ocular surface. From the optical point of view, the role of the tear film is to form a smooth refractive surface over the corneal epithelium. However, the preocular tear film is constantly changing and undergoes a formation (build-up) phase immediately after a blink and, provided that the eye is left open for a sufficiently long period of time, a subsequent deformation (break-up) phase [1] . Thus, evaluating the quality of the preocular tear film is one of the important clinical tasks in optometry and ophthalmology particularly for diagnosing dry eye syndrome.
There are a number of in vivo methodologies that can be used to establish the quality of the tear film. The traditional slit-lamp biomicroscopy technique is called the break-up time test and involves the installation of a fluorescent dye into the tear film [2] . However, the addition of any substance to the tears will decrease tear film stability and produce biased estimates of build-up and break-up times [3] . Thus, noninvasive methods of tear film characterization are preferred. In [4] , an instrument that projected a grid pattern on the corneal surface was utilized and the time from a complete blink to the first observance of grid disturbance was used as an estimate of tear film break-up time. Other methods for assessing the tear film involve meniscometry and interferometry [5] - [8] . There is a also the potential of utilizing a Hartmann-Shack wavefront sensor for this task [9] , [10] . However, these noninvasive clinical techniques cover only a small portion of the corneal surface. In meniscometry, the quality of the tear film can be evaluated over a small rectangular area of around 1 mm 1.5 mm. Interferometric methods usually cover a circular area of around 2-3 mm in diameter, while in wavefront sensing the analysis area is limited by the pupil size.
Recently, several research groups have utilized videokeratoscopy as means of noninvasive tear film characterization [11] - [14] . They referred to their techniques as high-speed videokeratoscopy (HSV), since traditional videokeratoscopy relies on the acquisition of single corneal topography maps whereas the new method allows continuous acquisition. The topographical information derived from videokeratoscopy is referred to as corneal topography, based on the assumption that the tear film is static, comparatively thin and has a constant thickness. However, HSV shows that the tear film topography undergoes dynamic changes in the period between blinks.
The importance of HSV was first advocated in [11] , where a commercially available videokeratoscope was adapted to acquire corneal elevation data at a sampling rate of 4 Hz for a period of 15 s. The data (videokeratoscopic images) were first stored in a computer memory and later processed. This system was used to examine dynamic changes in surface regularity and surface asymmetry indexes [15] , derived from the estimated corneal power maps, that were subsequently used to estimate the tear film build-up time after the blink. A similar approach was used in [12] - [14] to examine the tear film stability at a sampling rate of 1 Hz for a period of 10 s. However, sampling rates of only few Hertz are too low to study the period of tear film behavior immediately before and after a blink. Also, such low sampling rates limit the estimation of the tear film build-up and break-up times. Systems with much higher sampling rates would provide the means to estimate tear film dynamics more accurately.
Recent observations of the tear film behavior with HSV have focused on characterizing surface regularity and asymmetry indices. Such indexes may be well suited for surface description in interblink intervals, provided that the quality of acquired images is sufficiently high so that the topography elevation estimation algorithm could correctly perform its task. However, there are several shortcomings in such characterization of surface topography in a dynamic setting of HSV. Firstly, in the periods preceding and following a blink there is often not enough properly resolved ring data to allow estimation of surface elevation. This becomes an issue at the time when the tear film breaks-up. Secondly, there may be cases where the tear-film break-up pattern is sufficiently symmetric not to affect the regularity and asymmetry indices. Finally, the surface symmetry descriptors as defined in [15] are always centered on the videokeratoscopic axis. In the HSV setting, however, microfluctuations of the eye need to be taken into account [16] .
Recently, we have developed a HSV system based on a commercially available videokeratoscope which has the ability of acquiring data at the rate of 50 Hz. In this paper, we develop methodologies for the analysis of tear film stability and, in particular, for estimating the tear film build-up and break-up times that would overcome some of the limitations of previous methods.
The paper is organized as follows. In the next section, we review the concept of HSV, identify the problems associated with the dynamic tear film characterization, and propose a surface model-based indicator of tear film quality. Sections III and IV present the techniques for estimating the tear film build-up and break-up times, respectively. Discussion and conclusions are given in Section V.
II. HSV-BASED TEAR FILM CHARACTERIZATION
A schematic of the HSV system that we use is shown in Fig. 1 . The system combines a commercially available unit Medmont E300 (Medmont Pty., Ltd, Melbourne, Australia) with an additional dynamic image acquisition system. An operator uses the first computer that runs the Medmont Studio and E300 Viewer software to align the instrument. The second computer uses Medmont Studio with DV2000 Digital Imaging software to acquire dynamic images at a rate of 50 Hz. This sampling rate was achieved by utilizing the interlaced subframes of a charge coupled device (CCD) camera in the E300 unit. Both computers are linked and share one database. Custom-written software is used to process the dynamically acquired images into a format recognized by the E300 Viewer for postprocessing of surface elevation data.
The output of a high-speed videokeratoscope essentially consists of a series of images as in Fig. 2 , where eight consecutive frames are shown of an eye in the upward phase of a blink.
Such images are subsequently used to estimate surface topography data and other important eye characteristics such as the estimated pupil and limbus outlines.
As mentioned earlier, one of the problems encountered in HSV is the presence of ocular microfluctuations. These small, natural eye movements are typically 5 to 7 minutes of arc in magnitude [17] and are thought to represent temporal instability as a result of blood flow through the ocular tissues. Tear film characterization based on surface regularity and asymmetry indexes that are centered on the videokeratoscopic axis may be limited by these temporal changes in eye position.
To estimate the variations in the position of the eye with respect to instrument's axis, one can estimate the limbus position (edge of the cornea) in each frame of the recording. This can be performed automatically using a recently reported method of extracting limbus information from videokeratoscopic images [18] . The extracted corneal limbus data is then fitted with a five-parameter elliptic model (center coordinates, axes, and rotation angle). In Fig. 3 , we show examples of the displacement of the estimated center of the corneal limbus from the videokeratoscopic axis in the horizontal and vertical directions for two typical recordings. In the first recording, the subject is asked to look at the instrument's target and blink freely. In the second, the subject is asked to keep their eye open for the whole acquisition period.
Trends in the variations of the limbus center displacement are estimated by fitting a polynomial to each interblink interval (see the solid thick lines in Fig. 3 ). Unlike in [11] , where a fixed fourth order polynomial was chosen for the trend of the regularity and asymmetry indices, we decided to estimate the order of the polynomial expansion by using the Rissanen minimum description length criterion [19] . For example, for the corneal limbus displacement data from Fig. 3 , the estimated order of the polynomial trend was between four and seven. Interestingly, the amplitude of displacement variations in the horizontal and vertical direction is similar during natural blinking. However, in the case of an open eye we observe significant increase of the corneal limbus displacement in the vertical direction for this particular subject. Spectral analysis of ocular microfluctuations indicates a link to the cardiopulmonary system [20] .
Note that the original estimates of the corneal position often contain noise and need to be digitally low-pass filtered. There are two major sources of noise. One is due to the small depth of focus of the videokeratoscopic CCD camera system which often provides defocused edges of the corneal limbus. Note also that due to the curvature of the cornea the estimated limbus size from a two-dimensional (2-D) topographer's view may include an error of up to 5%. The second source of noise is due to insufficient amount of limbus data in many videokeratoscopic images. This problem is aggravated in a HSV system. Since most microfluctuations are linked to the cardiopulmonary system, we decided to set the cut-off frequency of the digital low pass filter to 5 Hz. We used a digital filter that is based on an equivalent of a Butterworth analog filter. The bilinear transformation is used to obtain the digital representation of the filter. The filter order, responsible for the width of the transition band, is chosen to be larger than 10 but less than a third of the record length.
As an example, in Fig. 4 we show the behavior of unnormalized surface regularity and asymmetry indexes (SRI and SAI) of [15] for the record with an open eye. In Fig. 4(a) , the SRI and SAI are calculated for the noncentered data, while in Fig. 4(b) , the data are re-centered according to the estimated trends of ocular microfluctuations in the horizontal and vertical directions.
The differences between these two cases are apparent indicating that the effect of ocular microfluctuations on such surface characteristics may be significant.
There are two possible directions that can be taken to circumvent ocular microfluctuations in the analysis of tear film stability in HSV. One option is to estimate the magnitude of microfluctuations and reference all the measured data back to a common reference point, say an average center of the estimated limbus. This can be performed with the above-mentioned limbus estimation technique or with surface correlation techniques [16] . Because such procedures are computationally expensive, we sought surface descriptors that would be less dependent on the position of the instrument's axis.
There are many parametric models that can be used for modeling corneal elevation. Zernike and radial polynomial expansions and conoidal fitting are few examples of such modeling techniques [21] - [23] . Nowadays however, fitting Zernike polynomial series to corneal elevation data is by far the most popular method.
The aim of parametric modeling is to decompose the measured corneal shape into individual components to characterize parameters that are clinically significant. The question arises whether such descriptors can be used to characterize the tear film characteristics. We note that each of these modeling representations is a 2-D function that has to be centered at some fixed point (origin), and in essence, they are not different to the reported earlier surface regularity and asymmetry indexes when it comes to the problem of ocular microfluctuations. To relax the dependence on the axis, we propose to use the root mean square (RMS) of the residual surface error of the extracted elevation data and its estimated parametric model. The fit error RMS is a quantitative descriptor of the quality of the chosen parametric representation and, as it will be shown later, is almost independent on the location of the origin.
To formalize the problem, let the raw elevation data, , sampled at polar coordinate points , , and at time , , be decomposed into a finite set of orthogonal basis functions where is a set of single-indexed orthogonalized Zernike polynomials with time-varying coefficients, , , , and represents modeling error. The time-varying coefficients can be estimated individually at the discrete time instants by utilizing the traditional method of least squares [24] , [25] . After finding the estimates of the time-varying coefficients we can evaluate the surface model as where , , are the estimators of the time varying coefficients . The fit RMS is a function of time defined as (1) An increase in the surface fit RMS would indicate a worse fit to the surface topography data for a given model order.
We have examined the behavior of the surface indicator in (1). Several factors were considered in the evaluation such as the corneal size (diameter), order of the Zernike polynomial expansion, , and the effect of adjusting the estimated microfluctuations. The following observations were made: 1) For a given order of the Zernike polynomial expansion, the amplitude of increases with corneal diameter and becomes much noisier (having larger variance) when the diameter exceeds 6 mm. 2) For a given corneal diameter, the amplitude of the indicator decreases with the order of the Zernike polynomial expansion. 3) Centering surface elevation data to a common reference point to remove the effect of microfluctuations does not significantly affect the magnitude of the surface indicator while, at the same time, it has been observed that the individual Zernike components vary with centration of the data. 4) In general, the surface fit RMS-based indicator has a period of decay immediately after a blink followed by a period of stability. It then increases after a certain period of time and may become significantly larger than its initial value after an extended period of time. In Fig. 5 , we show the behavior of the proposed tear film indicator (thin dashed lines) for a recording with natural blinks (the same as in the top row of Fig. 3 ) for a 6-mm corneal diameter and for the 5th, 8th, and 10th radial order Zernike polynomial expansion (corresponding to , , and , respectively). The left column of Fig. 5 shows results from an unaltered videokeratoscopic data. The right column shows the results for the re-centered data where the estimated trends of the microfluctuations were used for repositioning the analysis axis. We note that the difference in variations of the surface indicator between the left and right columns of Fig. 5 is negligible, indicating that the proposed indicator is robust to microfluctuations that are present in HSV data acquisition.
III. TEAR FILM BUILD-UP TIME ESTIMATION
Immediately following a blink, the tear film goes through a brief period where the tears are redistributing across the ocular surface. This time interval is typically referred to as tear film build-up time [11] . The behavior of the surface indicator proposed in the previous section suggests that it can be used for estimating tear film build-up time. However, due to inherent noise that is present in its estimation, a trend estimator is needed to subsequently estimate the time at which the surface achieves desired regularity. We have experimented first with the polynomial approximation in but in many cases it required too many terms to yield a close fit to the data. As an alternative we propose to use the following function (2) where the parameters , , and are estimated using a traditional least-square procedure for polynomials in . For , the proposed function follows a period of decay, reaches a minimum at and then increases to the asymptotic value of . This model is a simple empirical solution that follows the observed trend of . In Fig. 5 , we show the results of such an approximation. Solid lines indicate the functional estimation of the trends according to (2) . Dotted vertical lines indicate the positions of local minima for every interblink interval. For the fifth radial order Zernike polynomial expansion, , the estimated trends of the surface indicator yield three local minima whose positions depend whether the data were centerd or not. This dependence diminishes for the higher Zernike polynomial model order approximations [see Fig. 5(b) and (c) ]. We note that for and the minimum of the trend in the first interblink interval corresponds to the end of this interval. This indicates that the surface quality of the tears was stable until the next blink occurred. Small discrepancies can be seen in the estimation of the minimum of the surface indicator trend between centered and noncentered data in the third interblink interval (at 17.44 s versus 18.4 sec). Such situations are encountered in cases where no complete interblink intervals are recorded. Note also that the initial period of the tear film formation is necessary in the data for the proposed surface indicator trend function to be valid.
For the record shown in Fig. 5 , we note that the difference between centerd and re-centerd data is becoming greater at every next interblink interval. We often observe this situation when acquiring dynamic corneal topography data for a prolonged period of time. This phenomenon is attributed to subject's fatigue. It is often difficult for the subject to focus on the internal instrument's target and this leads to increased amount of ocular movements, especially after a blink.
The above analysis suggests that the location of the minimum of the trend of the proposed surface indicator should correspond to the point in time at which the tear film surface is sufficiently regular to be adequately modeled with a given Zernike polynomial expansion. Thus, formally we define the tear film build-up time as (3) where is the least square estimator of the and is the time of the blink defined at the first topographically resolved videokeratoscopic image after a blink. In our pilot study involving six normal corneas and a subject with less stable tear film (but not diagnosed with dry eye), the estimated ranged between 1.5 and 7 s. This result is in agreement with reports of other clinical studies [11] , [14] .
Estimating tear film build-up time using the minimum of the trend of the fit error is a simple yet effective method. The three-parameter function of the trend is sufficiently general to adequately represent the post blink period of its fast decay and at the same time to provide a good approximation to the flat area of the fit error trend. However, this function may not be adequate when observing the stability of tear film for extended period of times. In Fig. 6 , we show the results when fitting 8th radial order Zernike polynomial expansion to elevation data from a recording where the subject had their eye open for 20 s (a The corneal diameter was set to 6 mm.
person normally blinks once every 5 s). Several observations are made. There is no initial tear film formation recorded so the proposed trend function cannot be used. We note that the surface indicator increases suggesting degradation of the quality of tear film in time. The tear film becomes unstable at about the 14th s of recording where the variations in the surface indicator become impulsive. Again, no significant differences where found between the use of the raw data and the re-centerd microfluctuation-free data. Note however that the variations in the surface indicator become slightly smaller after centration in the open eye record. This is mainly because a larger number of samples were used for this recording to estimate the polynomial trends of the deviation of the videokeratoscopic axis from the limbus center (see bottom row of Fig. 3) . Thus, the proposed surface estimator overcomes the problems associated with the currently popular surface regularity and asymmetry indices.
IV. TEAR FILM BREAK-UP TIME ESTIMATION
After a blink and the tear build-up phase, the preocular tear film undergoes subsequent deformation and may eventually break-up if the eye is left open for a sufficiently long period of time [1] . The tear film breakup time is loosely defined as a period from the last blink to the first observance of some instabilities in tear characteristics, such as a disturbance of the projected grid pattern [4] .
The surface indicator proposed above can be used to characterize the stability of tear film but it is not suitable for precise estimation of the tear film break-up time. This is because it is difficult to place an arbitrary threshold on the amplitude of the surface indicator at which the tear film is supposedly breaking up. Taking into account the definition of Mengher et al. [4] and the discussion made earlier on the HSV measurements, it becomes clear that no robust estimators can be constructed for the tear film break-up time from the estimated videokeratoscopic surface elevation data. This makes it is essential to use the original ring pattern images for this task.
The tear film break-up time can be estimated as the time at which the quality of the ring patterns in the acquired HSV im- ages significantly degrade. There exist a variety of methodologies that can be applied to the task. We propose one simple yet effective method. Let , , be the intensity of a cropped square HSV image, centered on the videokeratoscopic axis, as shown in Fig. 7 . We define a radial image profile , , , where is a predetermined angular step (e.g., 1 degree). We can then form an polar-grid matrix (image) with columns corresponding to sampled radial profiles . . . . . . . . . where and [26] . An example of a ring image transformed from Cartesian to polar coordinates where and is shown in Fig. 8 . In the next step, the number of rings needs to be counted in each of the columns of the polar image to search for discontinuities in the ring pattern that often indicate tear film instability. This task is more easily accomplished with binary rather than with gray scale images. Thus, we use the Marr-Hildreth edge detector, which, although having poor localization properties, is very efficient in finding continuous edges [27] . An example of the resulting binary image, , where denotes the edge detection operator, is shown in Fig. 9 . We note that each ring normally results in two edges so the number of rings is proportional to the following estimator:
Finally, we propose to use the variance of the above defined estimator across the polar ring pattern image, , as an indicator of the surface regularity at the time instant , . The number of estimated edges may be different for any given radial sample of the polar image. However, for given it should remain relatively constant in time provided that the quality of the acquired images (equivalent to the quality of tear film) is maintained. The break-up of tear film results in images with local discontinuities in ring pattern. The location of discontinuities is not known a priori and that is why we decided to use a global measure of variations in the estimated ring number such as variance.
Examples of the estimated variance of the ring pattern for the two previously considered recordings are shown in Fig. 10 . We note that when the eye is left open for a sufficiently long period of time, the behavior of proposed regularity indicator has two distinct regions. The first region is relatively constant while the second region, after certain period of time, can be estimated by a quadratic function.
Thus, for the purpose of estimating the tear-film break-up time, we will use the following function: for for (4) where , , , and are real parameters that are to be estimated using an iterative (in ) least squares procedure. An example of such an estimated function is shown with a thick solid line in Fig. 10 . The estimator of the time of transition from the constant region to the quadratic region of , , can be considered as the estimator of the tear-film break-up time.
Note that in normal blinking as shown in Fig. 10(b) , the proposed estimator does not provide valid results, i.e., , which suggests that there is no significant tear film break-up in the considered interblinks intervals.
V. CONCLUSION
We have developed two new indicators for the evaluation of tear film stability in the context of HSV. We used these indicators to construct estimators for tear film build-up and break-up times.
The first indicator is based on the statistics of the error between the measured surface and its parametric model. In particular, a model based on orthogonal Zernike polynomials was used. The choice of this model was dictated by the popularity of this surface representation amongst vision researchers. However, other models such as the Taylor series expansion, for example, would be equally effective provided that the model order is sufficiently high to accurately capture the irregularities of the precorneal tear film surface. For the Zernike polynomial expansion, we have established that the 8th radial order expansion, , is adequate. The second indicator is based on the variance of the ring counter. Again, the implementation of such an estimator is not unique. Many edge detection techniques can be employed in place of the Marr-Hildreth routine.
The two proposed surface indicators share one common factor in that they are based on statistics. This allows the new surface indicators to overcome the limitation of their predecessors [15] , [11] - [14] which, in contrast, are not suitable in HSV unless the effect of ocular microfluctuations is accounted for. However, accurate evaluation of ocular microfluctuations is computationally expensive making the proposed surface indicators particularly attractive.
