In this paper, the set-membership filtering problem is investigated for the dynamic state estimation (DSE) of the synchronous generator with delayed measurements. The process noise and measurement noise are assumed to be unknown, bounded and confined to a specified ellipsoidal set. The measurement delay is modeled by a special matrix composed of a delay-driven variable taking values of 1 or 0. Taking into explicit consideration the estimation uncertainty due to the linearization, the constrained Quasi-Newton method is adopted to minimize the linearization errors. The aim of this paper is to design a set-membership filter capable of confining the state estimate of the system to a certain ellipsoidal region, and the ellipsoidal set including all possible states is obtained by the convex optimization approach. Finally, the proposed algorithm is verified on a single machine infinite bus system to further demonstrate its effectiveness.
Introduction
With the development and application of phasor measurement units (PMUs) for the wide-area measurement systems of the power grid, it possible to accurately track electromechanical transient processes in the power system, which facilitates to forecast the safety of system state and the reliability of grid operation. Since there exist various kinds of noises and interferences in the industrial sites, the dynamic state estimation (DSE) can be used to weaken the inevitable effects on the information measurement (Lin, Huang, & Shih, 2003; Schweppe & Wilds, 1970) , thereby improving the estimation accuracy for the reliable control on the system dynamic changes.
It is well known that the synchronous generator is one of the most important equipments in the power system, and the DSE of synchronous generator has attracted scholar's research interests. Since the dynamic change of generator system's state is a typical nonlinear system, recently, robust filtering algorithms have been applied to the state estimation of synchronous generators. For instance, the extended Kalman filter (EKF) has been used to track the state changes, such as generator rotor angles and speeds, etc. (Ghahremani & Kamwa, 2011b; Zhao, Netto, & Mili, 2017) . Moreover, unscented Kalman filter and particle filter have also been applied to the DSE of synchronous generators (Cui & Kavasseri, 2015;  CONTACT Xingzhen Bai xzbai@sdust.edu.cn Emami, Fernando, Iu, Trinh, & Wong, 2015; Ghahremani & Kamwa, 2011a; Singh & Pal, 2014; Wang, Gao, & Meliopoulos, 2012; Zhou, Meng, & Lu, 2013) . However, these aforementioned model-based approaches generally require the noises in a stochastic framework, i.e. these filtering algorithms usually need to know the accurate statistical characteristics of the noise resources. In practical engineering, the system noises are caused by many unknown factors, and they are not really stochastic. Especially, in the environment of electric power industry, there exist severe man-made electromagnet interference as well as other natural sources, the noises may be deterministic, unknown but bounded by energy or amplitude (Ma, Wang, Lam, & Kyriakoulis, 2017) . In such case, the so-called set-membership filtering (SMF) scheme does well as it generates a satisfactory state estimate under the irregular noise sources, which provides a set of state estimates containing the system's true state under the assumptions of unknown but bounded noises instead of the random description (Benavoli & Piga, 2016; Nagaraj, Gollamudi, Kapoor, & Huang, 1999; Qi, He, Mei, & Liu, 2012; Qing, Yang, & Wang, 2013; Yang & Li, 2009a; Zou, Wang, & Gao, 2016) . The SMF for nonlinear dynamic systems is known to be a challenging problem. Based on ellipsoid-bounded, sector-bounded or Lipchitz-like nonlinearities, there are several results that have been made (Shamma & Tu, 1997 ; Wei, Wang, & Shen, 2010; Yang & Li, 2010) . However, these strategies assume that the ellipsoid bounds, the sectorbounded or Lipchitz constants are known before filtering that limits their application in the practical engineering. The Taylor expansion is the usual method to transform the nonlinear systems into linear ones. However, if the corresponding linearization error (i.e. the high-order terms caused by the Taylor expansion) is simply ignored, the filtering algorithm can inevitably lead to some conservatism. In the literature (Calafiore, 2005) , the author proved that the high-order terms are bounded in magnitude by some known quantity, which provides an appropriate solution for linearization. In this paper, in view of the practical application, combing with the Taylor expansion, we aim to find the minimum linearization errors for each sampling instant, so as to derive the satisfactory filtering performance.
Furthermore, the network-induced delay is an inevitable problem in the power communication systems (Singh, Singh, & Pal, 2015; Wang, Meng, & Chen, 2012) , and the time delay is random and unpredictable due to various uncertain interferences (Ali, Murata, & Tamura, 2008; Wu, Tsakalis, & Heydt, 2004) . In addition, with the widespread installation of PMUs in the power system (Ree, Centeno, Thorp, & Phadke, 2010; Thorp, Abur, Begovic, & Giri, 2008) , the high-speed sampling frequency and limited communication bandwidth may result in serious network congestion, which would lead to the severe information transmission delay. As shown in Figure 1 , the DSEs based on PMU measurements usually experience signal acquisition, data processing, network delay, data frame time alignment and state estimation stages (Liu et al., 2017) . If the measurement data arrives the estimator before the instant when the state estimation starts, the data is not delayed, otherwise it is delayed. Up to now, however, few studies have considered time delay in the state estimation of the synchronous generators.
Motivated by the above discussion, the purpose of this paper is to design a SMF algorithm for the DSE of synchronous generator with delayed measurement, thereby facilitating the real-time state tracking of the generator transient process. The measurement delay phenomenon is modeled as a matrix driven by the time delay. In the filter design, the composite errors caused by linearization of nonlinear equations and system noises are taken into consideration and are assumed as unknown but bounded. Moreover, a SMF algorithm is developed such that the ellipsoidal set including all possible states is guaranteed and then minimized by solving the two-layer optimization with the constrained QuasiNewton method and recursive linear matrix inequality (RLMI) . Subsequently, the simulation analysis based on a single machine infinite bus system is proposed to demonstrate the effectiveness of the designed filter.
The rest of this paper is organized as follows. In Section 2, the problem statement and dynamic model with delayed measurement are presented. Our main results are presented in Section 3 where sufficient conditions for the existence of the desired filter are given in terms of RLMI. In Section 4, using the two-step optimization strategy, the minimum linearization error upper bound and the minimized state estimation ellipsoid are obtained. In Section 5, simulation and analysis shows the superiority of the designed filter. Finally, conclusions are derived in Section 6.
Problem formulation and preliminaries

Single machine infinite bus system model
In this section, a single machine infinite bus system is described by a third-order, nonlinear differential state space model, and the differential equations of the generator system is presented as follows:
where 
where t represents the sampling interval between time k and k−1, and ω k is the process noise. Therefore, we derive:
SMF with delayed measurements
Based on the above discussion, the dynamic model of synchronous generator can be rewritten as follows:
where x k ∈ R N is the state vector to be estimated, y k ∈ R M is the measurement vector. ω k ∈ R N and v k ∈ R M represent the process and measurement noises, respectively, which are deterministic and satisfy the following assumption.
Assumption 1: The noise sequences ω k and v k are confined to the following ellipsoidal set:
where S k = S T k > 0 and R k = R T k > 0 are known matrices with compatible dimensions characterizing the sizes and orientations of the ellipsoids.
The initial state x 0 belongs to a given ellipsoid
whereˆ x 0 is an estimate of x 0 , and P 0 = P T 0 > 0 is a known matrix. In addition, the delayed measurement is described by
where y k is the actual measurement output, and ϑ k takes the values of 0 or 1, that is, if the delay occurs, then ϑ k = 1, otherwise, ϑ k = 0. Moreover, defining
And, we have the following compact form:
where ω k and v k are the process and measurement noises of the augmented system (5) and (6), respectively. Then, it follows from (7) that ω k and v k obeys (13) where
Subsequently, for system (11) and (12), the filter is expressed as follows:
wherex k is the estimate of x k at time instant
/k is the one-step prediction of the state x k at time k, and K k+1 is the filter parameters to be determined.
Our objective is to determine an ellipsoid
for the state x k+1 and the measurement information y k+1 at the time instant k + 1 with the process noise ω k ∈ G 1 and the measurement noise v k ∈ G 2 . In other words, we look for P k+1 andx k+1 such that
Before proceeding, we first introduce the following three lemmas which will be needed in the development of the main results.
Lemma 2.1 ((S-Procedure), Ma et al., 2017):
Lemma 2.2 (Yang & Hung, 2002): Let M = M T , H and E be real matrices of appropriate dimensions with F satisfying FF T ≤ I, then M + HFE + E T F T H T < 0, if and only if there exists a positive scalar
if and only if
Main results
In this section, a RLMI approach is developed to address the SMF problem for the discrete time systems (11) and (12) with bound noises and delayed measurements, the procedure is summarized in the following theorem. 
where k+1 = diag τ 1,k+1 + τ 2,k+1 + τ 3,k+1 − 1, −τ 1,k+1 I, Calafiore (2005) , Equation (11) can be linearized around the central estimatex k as
where
and it follows that there exist constants
is the ith element of f (x k ). Moreover, 1,k is some unknown matrix with satisfying 1,k ≤ 1. Based on (14) and (30), the one-step prediction error is written as
From (32), we can define
with R k (R k ) T = R k . Next, we linearize the measurement equations (12) around the current predictionx k+1/k , and
with
is the jth element of h(x k+1 ), and 2,k+1 is some unknown matrix with satisfying 2,k+1 ≤ 1. Furthermore, the filtering error can be written as
Then, we can write (37) in a compact form
In addition, the unknown variables z 1 , ω k and v k+1 can be rearranged by means of ζ k+1 as follows:
By using the S-procedure (Lemma 2.1), the sufficient condition such that the inequalities (42) imply (40) to hold is that if there exist positive scalars τ 1,k+1 , τ 2,k+1 and τ 3,k+1 such that the following inequality is true:
By using the Schur complements (Lemma 2.3), (42) is equivalent to:
Furthermore, to facilitate the elimination the uncertainty matrices in Equation (43), k+1 is expressed in the following form:
where (43) can be written as follows:
Applying Lemma (2.2) to (45), we know that (45) holds if and only if there exists a positive scalar parameter, such that RLMI (25) holds. Thus, the proof of Theorem (3.1) is complete.
Filtering algorithm with two-step optimization
Since RLMI (25) contains some uncertain parameters n i,k (i = 1, 2, . . . , 2N) and m j,k+1 (j = 1, 2, . . . , M) that affect the determination of the upper bound of Taylor's remainder. In order to seek a minimized state ellipsoid set, we first attempt to get L 1,k and L 2,k+1 , which can be expressed as the following optimization problem:
To solve the nonlinear constrained optimization problem, we adopt the constrained Quasi-Newton method to derive the optimal value of parameters n i,k (i = 1, 2, . . . , 2N) and m j,k+1 (j = 1, 2, . . . , M), which is easy to implement by fmincon function in the MATLAB toolbox in the following simulation analysis. After the first step of optimization, we have determined the appropriate scale matrices L 1,k and L 2,k+1 . Furthermore, we apply the convex optimization approach to determine the optimal ellipsoid estimate set, and P k+1 is obtained by solving the following optimization problem:
Subject to (25). Based on the above discussions, a recursive algorithm is provided to obtain the time-varying filter parameters, which is summarized as follows:
Algorithm 1 (SMF for DSE of synchronous generator with Delayed Measurements).
Step 1: Set the positive definite matrices S k and R k to satisfy (7), select the appropriate initial estimate statê x 0 , initial positive definite matrices P 0 , and set k = 1.
Step 2: Solve the optimization problem (46) to obtain n i,k (i = 1, 2, ..., 2N), then compute L 1,k according to (31). With the obtainx k , the one-step predictionx k+1/k is known by compute (14). Solve the optimization (47) to obtain m j,k+1 ( j = 1, 2, ..., M). With the obtained m j,k+1 and L 1,k , calculate L 2,k+1 according to (36).
Step 3: With the obtained L 1,k and L 2,k+1 , solve the semi-definite programming problem (48) with constraint (25) to obtain the filter gain K k+1 and positive definite matrix P k+1 . Based on equation (15), we can obtain the estimate statex k+1 , then set k = k + 1.
Step 4: If k < k max , then go back to Step 2, otherwise stop.
Simulation and evaluation
In this section, we implement the simulation analysis based on MATLAB platform. The parameters of the synchronous generator are set as (Ghahremani & Kamwa, 2011b) In order to illustrate the effects of different delay levels on the filtering performance, we assume that ϑ k is a stochastic variable and satisfies the Bernoulli distribution taking the values of 0 and 1 with
where ρ ∈ [0, 1] is a scalar that represents the measurement delay rate. The estimation results of the proposed method are shown in Figure 2 , which contains the true state values, the estimated values, the upper bounds and the lower bounds. We can observe that the true states always reside between the upper bound and lower bound, which means that the estimated ellipsoids always contain the true states. Furthermore, the root mean square error (RMSE) is adopted to evaluate the estimation performance, and the RMSE is defined as To demonstrate the influence of measurement delay rates on SMF and EKF, Figure 3 shows the state estimation error RMSE(k) under different delay rates. The delay rate ρ are chosen from 0.2 to 0.6 with the interval of 0.2. From Figure 3 , it can be seen that the estimated performance of both SMF and EKF decreases with increasing delay rate. This is because the increase of delay rate makes the estimator to receive less measured information to participate in the filtering. Moreover, it is worth mentioning that the filtering performance of SMF is better than that of EKF, which is because that EKF treats the noises as the white Gaussian noise with zero mean and generally ignores the influence of linearization error.
Conclusion
In this paper, we investigate the problem of SMF for nonlinear synchronous generators systems with delayed measurements and have developed a two-step optimization method such that the special ellipsoid set of estimation errors include all possible states. Simulation analysis have illustrated that the proposed algorithm can achieve higher estimation performance than the traditional EKF algorithm under different delay rates, and the estimated values match the true values well, which further confirms the effectiveness of the developed filtering scheme. Moreover, several research topics are to be considered in our future, for example, the dynamic state estimation problem of power systems under networked induced phenomena (Su & Lu, 2001) , application of H2/H∞ control in power system (Sheng, Zhang, & Gao, 2014) , and the filtering problem for the uncertain high-order nonlinear power system (Bai, Wang, Zou, & Cheng, 2018) .
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