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Abstract. For one dimensional tilings, we can deﬁne associated
groups. And it is known that those groups has Gauss decomposition.
We will show one characterization of those groups.
1 Introduction
In this paper, we will consider an algebraic characterization of the group G
deﬁned by a tiling T. It is known that we can construct groups and Lie algebras
with Gauss decompositions from tilings (cf. [5]). We will treat one-dimensional
tilings in the present paper. We regard one-dimensional tilings as sequence of
letters. We will deﬁne ﬁnite subwords of a tiling (Section 2). And we will in-
troduce a new tiling generated T by a given tiling T. Then one can basically
treat any kind of tiling by this process. In addition, by our deﬁnition of T, we
can keep all information of an original tiling T (Section 3). Then we will
construct tiling monoids (Section 4), tiling bialgebras (Section 5), tiling groups
(Section 6). Then we will deﬁne an abstract group ~G satisfying three relations,
and show that ~G has a Gauss decomposition (Section 7). And we will get one
characterization of G (Section 8).
2 Tiling
First we deﬁne ﬁnite subwords of the tiling. Let R be the real line. A tile in R
is a connected closed bounded subset of R, namely a closed interval ½a; b whose
interior is nonempty. A tiling T of R is an inﬁnite set of tiles which covers R
overlapping, at most, at their boundaries. Let WðTÞ be the set of all ﬁnite
subwords in T. If w ¼ X1X2   Xr AWðTÞ, then lðwÞ ¼ r is called the length
of w. Let WrðTÞ be the set of all ﬁnite subwords with length r. Put W ¼
WðTÞ ¼ W1ðTÞ, the set of all letters appearing in T. For convenience, we
assume that W is ﬁnite.
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3 Division into 3 Parts
Now we introduce a certain substitution which divides a tile into 3 parts. For
a given tiling T, we deﬁne a substitution s as follows
s : X ! X 0X 00X 000 ðEX A WÞ:
Here the letters X 0, X 00 and X 000 are totally new symbols. That is, the tiling T:
  XYZ   
is changed into
  X 0X 00X 000Y 0Y 00Y 000Z 0Z 00Z 000   
by s. And a ﬁnite subword
w ¼ X1X2   Xr AW
is changed into
sðwÞ ¼ X 01X 001 X 0001 X 02X 002 X 0002   X 0r X 00r X 000r :
Hence, the substitution s creates a new tiling T from T. By the deﬁnition,
jWðTÞj ¼ 3 jWðTÞj. That is, WðTÞ ¼ fX 0;X 00;X 000 jX A WðTÞg without any
redundancy. And put V  ¼ sðWðTÞÞ ¼ fsðwÞ jw AWðTÞgHWðTÞ. Then we
can express v A V  as follows
v ¼ X 01X 001 X 0001 X 02X 002 X 0002   X 0r X 00r X 000r :
4 Tiling Monoids
For w ¼ X1X2   Xr A V , we choose two positions ði; jÞ with 1a i; ja r and
attach the labels 1 and 2 at Xi and Xj as Xi
1
and Xj
2
respectively. We note that
each of ia j, i ¼ j, ib j is allowed. If i ¼ j, then we denote by Xi
12
to show that
Xi has two labels 1 and 2 simultaneously. We call
X1X2    Xi
1
   Xj
2
  Xr
a doubly pointed words obtained from V . And we write this double pointed
words as wði; jÞ if necessary. Then D ¼ DðTÞ denotes the set of all doubly
pointed words obtained from V . Let M ¼MðTÞ ¼ DðTÞU fz; eg, where z
and e are just independent abstract symbols. Now we will introduce a binary
operation on M. Let
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x ¼ X1X2    Xi
1
   Xj
2
  Xr
y ¼ Y1Y2    Yk
1
   Yl
2
  Ys
be two elements of DðTÞ. Put a ¼ minf j; kg, b ¼ minfr j; s kg,
m ¼ maxf j; kg minf j; kg, n ¼ maxfr j; s kg minfr j; s kg, and set
q ¼ aþ b ¼ ðrþ sÞ  ðmþ nÞ
2
:
If
ð*Þ
Xjaþ1 ¼Ykaþ1
..
. ..
. ..
.
Xj ¼ Yk
..
. ..
. ..
.
Xjþb ¼ Ykþb
8>>>><
>>>>:
then we deﬁne a new word
Z1   ZmZmþ1   ZmþqZmþqþ1   Zmþqþn;
where
Zp ð1a pamÞ ¼
Xp if j > k
Yp if j < k

Zmþp ð1a pa qÞ ¼ Xjaþpð¼ YkaþpÞ
Zmþpþq ð1a pa nÞ ¼
Xjþbþp if r j > s k
Ykþbþp if r j < s k

:
8>>><
>>>:
Put
i 0 ¼ i if jb k
mþ i if j < k

; j 0 ¼ mþ l if j > k
l if ja k

; r 0 ¼ mþ qþ n:
If (*) holds and new word Z1Z2   Zr 0 belongs to V , then we deﬁne
xy ¼ Z1Z2   Zi 0
1
  Zj 0
2
  Zr 0 A DðTÞ;
otherwise we deﬁne xy ¼ z. Also we deﬁne mz ¼ zm ¼ z as well as me ¼ em ¼ m
for all m AM. Then, the set M becomes a monoid with the above operation. We
call M the tiling monoid of a given tiling T. In another sense, M can also be
regarded as an inverse monoid with zero (cf. [9]).
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It might be better for the readers to see several examples of our product here.
Fibonacci tiling F is one-dimensional tiling made by next substitution
t :
A ! AB
B ! A ;
and we can write
F ¼ ABAABABA    :
Therefore, F is as follows
F ¼ A 0A 00A 000B 0B 00B 000    :
Then it is recognised that
V  ¼ fA 0A 00A 000B 0B 00B 000;B 0B 00B 000A 0A 00A 000;A 0A 00A 000A 0A 00A 000; . . .g:
Let
x ¼ A 0
1
A 00A 000B 0B 00
2
B 000
y ¼ A 0
2
A 00A 000B 0B 00
1
B 000
v ¼ B 0B 00
1
B 000A 0A 00A 000A 0A 00
2
A 000
be elements of DðFÞ. Then we have
xy ¼ A 0
12
A 00A 000B 0B 00B 000
yx ¼ A 0A 00A 000B 0B 00
12
B 000
xv ¼ A 0
1
A 00A 000B 0B 00B 000A 0A 00A 000A 0A 00
2
A 000
vx ¼ z:
And let
w ¼ A 0A 00
1
A 000A 0A 00A 000
2
be the element of DðFÞ. Because A 0A 00A 000A 0A 00A 000A 0A 00A 000 B V , we have
xw ¼ z:
5 Tiling Bialgebra
Let A ¼ C½M ¼0
m AM Cm be the monoid algebra of M over C. Then Cz is
a two-sided ideal of A. And we set B ¼ BðTÞ ¼ A=Cz. Then, B is sometimes
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called the tiling bialgebra (cf. [1], [10]) of T. For a subset V HW , we deﬁne
E ¼ EðV Þ to be the subset of D consisting of all doubly pointed words obtained
from V  with the pointed positions of type ði; i þ 1Þ for all ib 1. And F ¼ FðV Þ
the subset of D consisting of all doubly pointed words obtained from V  with the
pointed positions of type ði þ 1; iÞ for all ib 1. Therefore, we can write E, F as
follows
E ¼ fwði; i þ 1Þ A D jw A V ; 1a i < lðwÞg
F ¼ fwði þ 1; iÞ A D jw A V ; 1a i < lðwÞg:
6 Tiling group
For each t A C and x A E UF , we put xxðtÞ ¼ 1þ tx A BðTÞ, where
BðTÞ is the multiplicative group of all units in BðTÞ. Let G be the subgroup
of BðTÞ generated by xxðtÞ for all x A E UF and t A C. We call G the tiling
group associated with an original tiling T. And for each x A E UF and u A C,
we set
wxðuÞ ¼ xxðuÞxx^ðu1ÞxxðuÞ
hxðuÞ ¼ wxðuÞwxð1Þ:
Then we deﬁne subgroups of G as follows
Gþ ¼ hxeðtÞ j e A E; t A Ci
G0 ¼ hhxðuÞ j x A E UF ; u A Ci
G ¼ hxf ðtÞ j f A F ; t A Ci:
Then we can obtain the following result
G ¼ GGGHG0GG:
This relation is called the Gauss decomposition.
7 Gauss Decomposition of ~G
Now we deﬁne ðR1Þ, ðR2Þ and ðR3Þ as follows
 ðR1Þ ~xxðtÞ~xxðt 0Þ ¼ ~xxðtþ t 0Þ ðt; t 0 A CÞ
 ðR2Þ ~xx1ðt1Þ    ~xxrðtrÞ~xhðtÞ ¼ ~xx1ðu1Þ    ~xzsðusÞ~xx1ðt1Þ    ~xxrðtrÞ
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if
Xr
m;n¼0
X
1ak1<<kmar
1al1<<lnar
ð1Þntk1    tkmtl1    tln txk1    xkmhxln    xl1
¼ u1z1 þ    þ uszs
ðti; t; uj A C; xi; h; zj A E UF ; zizj ¼ zjziÞ
 ðR3Þ ~hxðuÞ~hxðtÞ ¼ ~hxðutÞ
ð~hxðtÞ ¼ ~xxðtÞ~xx^ðt1Þ~xxðt 1Þ~xx^ð1Þ~xxð1Þ; x A E UF ; t; u A CÞ
Then we deﬁne ~G generated by ~xxðtÞ, x A E UF , t A C with relations ðR1Þ,
ðR2Þ and ðR3Þ. And we deﬁne three subgroups of ~G as follows:
~Gþ ¼ h~xxðtÞ j x A E; t A Ci
~G0 ¼ h~hxðuÞ j x A E UF ; u A Ci
~G ¼ h~xxðtÞ j x A F ; t A Ci:
Then we obtain the following Theorem.
Theorem 1. We deﬁne ~G, ~GG, ~G0 as above. Then we have
~G ¼ ~GG ~GH ~G0 ~GG:
For the proof of this theorem, we show some lemmas.
Lemma 1. For each x A E UF , we have
h~xxðtÞ; ~xx^ðtÞ j t A CiFSLð2;CÞ:
Proof. We give ~xxðtÞ; ~xx^ðtÞ A ~G the next correspondence
~xxðtÞ $ 1 t
0 1
 
; ~xx^ðtÞ $
1 0
t 1
 
:
Then we have this lemma. r
Before the next lemma, we deﬁne an operation. For a AW2ðTÞ with
a ¼ XY and x A E UF , we say x ‘ a if and only if
x ¼ Z1Z2    X
i
Y
j
  Zr
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with fi; jg ¼ f1; 2g. Let
~Ua;þ ¼ h~xxðtÞ j t A C; x A E; x ‘ ai
~Ua; ¼ h~xxðtÞ j t A C; x A F ; x ‘ ai
~Ta ¼ h~hxðuÞ j u A C; x A E UF ; x ‘ ai
~Ga ¼ h ~Ua;Gi
for each a AW2ðTÞ.
Lemma 2. For ~hxðuÞ A ~Ta, we have the next relation
~hxðuÞ ~Ua;G~hxðuÞ1 ¼ ~Ua;G:
Proof. For each h A E UF with h ‘ a, we have the next relation
~hxðuÞh~hxðuÞ1 ¼
Xs
i¼1
uihi ðhi ‘ aÞ:
Then by ðR2Þ
~hxðuÞ~xhðtÞ ¼ ~xh1ðu1Þ    ~xhsðusÞ~hxðuÞ:
So the relation
~hxðuÞ~xhðtÞ~hxðuÞ1 A ~Ua;þ
is obtained from ðR2Þ. Therefore we prove this lemma. r
Lemma 3. Let a AW2ðTÞ. Then we have
~Ga ¼ ~Ua;G ~Ua;H ~Ta ~Ua;G:
Proof. Let ~g A ~Ga and we set
~g ¼ ~xx1ðt1Þ~xx2ðt2Þ    ~xxrðtrÞ
with xi A E UF and ti A C for i ¼ 1; 2; . . . r. Then we put
Bð~gÞ ¼ hxi; x^i j 1a ia ri:
And we deﬁne Eð~gÞ ¼ E VBð~gÞ, F ð~gÞ ¼ F VBð~gÞ. Let ~Gð~gÞ be a subgroup of ~G
generated by ~xxðtÞ for all x A Eð~gÞUF ð~gÞ and t A C. Then we have that ~Gð~gÞ is
isomorphic to the direct product of ﬁnite copies of SLð2;CÞ. And we set
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~Uþð~gÞ ¼ h~xxðtÞ j x A Eð~gÞ; t A Ci
~Tð~gÞ ¼ h~hxðuÞ j x A Eð~gÞUF ð~gÞ; u A Ci
~Uð~gÞ ¼ h~xxðtÞ j x A Fð~gÞ; t A Ci:
Then we obtain ~Gð~gÞ ¼ ~Uþð~gÞ ~Uð~gÞ ~Tð~gÞ ~Uþð~gÞ. Therefore we see
~g A ~Gð~gÞH ~Ua;þ ~Ua; ~Ta ~Ua;þ:
And this relation implies ~Ga ¼ ~Ua;þ ~Ua; ~Ta ~Ua;þ. Similarly we can obtain ~Ga ¼
~Ua; ~Ua;þ ~Ta ~Ua;. r
Now we deﬁne
~U 0a;G ¼ h~x ~Ub;G~x1 j ~x A ~Ua;G; b AW2ðTÞ; b0 ai
~T 0a ¼ h ~Tb j b AW2ðTÞi:
Then we obtain the following.
Lemma 4.
ð1Þ ~GG¼ ~Ua;G ~U 0a;G¼ ~U 0a;G ~Ua;G
ð2Þ ~G0 ¼ ~Ta ~T 0a ¼ ~T 0a ~Ta:
Proof. (1) follows the deﬁnition of ~Ua;G. (2) follows from ðR2Þ. r
Then we can prove Theorem 1.
Proof of Theorem 1. First we put ~X ¼ ~Gþ ~G ~G0 ~Gþ. Let x A E UF and
t A C. Then there is a AW2ðTÞ such that x ‘ a. If x A E, then ~xxðtÞ~X ¼ ~X. If
x A F , then we have
~xxðtÞ~X A ~Ua; ~X
¼ ~Ua;ð ~Gþ ~G ~G0 ~GþÞ
¼ ~Ua;ð ~U 0a;þ ~Ua;þÞð ~U 0a; ~Ua;Þð ~Ta ~T 0aÞð ~Ua;þ ~U 0a;þÞ
¼ ~U 0a;þ ~Ua; ~U 0a; ~Ua;þ ~Ua; ~Ta ~Ua;þ ~T 0a ~U 0a;þ
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¼ ~U 0a;þ ~U 0a;ð ~Ua; ~Ua;þ ~Ua; ~Ta ~Ua;þÞ ~T 0a ~U 0a;þ
¼ ~U 0a;þ ~U 0a;ð ~Ua;þ ~Ua; ~Ta ~Ua;þÞ ~T 0a ~U 0a;þ
¼ ~U 0a;þ ~Ua;þ ~U 0a; ~Ua; ~Ta ~T 0a ~Ua;þ ~U 0a;þ
¼ ~Gþ ~G ~G0 ~Gþ
¼ ~X:
Therefore ~G ~X ¼ ~X. This relation shows ~G ¼ ~X. Similarly we can establish
~G ¼ ~G ~Gþ ~G0 ~G. Therefore, we have ﬁnished to prove theorem.
8 Characterization of G
Here, we put p : ~G ! G: epimorphism. Then we obtain some lemmas.
Lemma 5. We set Bþ ¼ hx j x A Ei, ZðBÞþ ¼ Bþ VZðBÞ. Then we have
ZðBÞþ ¼ 0:
Proof. Let z A ZðBÞþ. Suppose z0 0. We write z ¼
P
i tixi, where xi AMþ,
ti A C, ti0 0. Then we choose x0 such that lðx0Þ is minimal in the lðxiÞ for all i.
And we set h0 ¼ x0x^0, Mþ ¼ M VBþ, then we have
0 ¼ ½h0; z ¼ t0x0 þ
X
lðx 0
j
Þblðx0Þ
x 0j0x0
t 0j x
0
j ðx 0j AMþ; t 0j A CÞ:
Because it contradicts t00 0, we obtain
ZðBÞþ ¼ 0: r
Similarly we can prove ZðBÞ ¼ 0.
Lemma 6. Let Zð ~GÞ be the center of ~G. Then we have
ker pJZð ~GÞ:
Proof. We put ~g ¼ ~xx1ðt1Þ    ~xxrðtrÞ A ker p. Then pð~gÞ ¼ 1. So we get
pð~gÞhpð~gÞ ¼ h. And then we obtain ~g~xhðtÞ ¼ ~xhðtÞ~g. Therefore ~g A Zð ~GÞ: r
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Lemma 7.
~G0FG0:
Proof. We put p : ~G ! G: epimorphism. For each ~g0 A ker pV ~G0, we can
write
~g0 ¼ ~hx1ðu1Þ~hx2ðu2Þ    ~hxk ðukÞ ðx A E UF ; ui A CÞ:
Then by Lemma 4 and ðR3Þ, we can assume xi0 xj ði0 jÞ and lðx1Þa
lðx2Þa    . Then
1 ¼ pð~g0Þ ¼ ð1þ ðu1  1Þx1x^1 þ ðu11  1Þx^1x1Þ
   ð1þ ðuk  1Þxkx^k þ ðu1k  1Þx^kxkÞ
¼ 1þ
Xk
i¼1ðui  1Þxix^i þ
Xk
i¼1ðu
1
i  1Þx^ixi
þ
Xk
i; j¼1; i0jðui  1Þðuj  1Þxix^ixj x^j
þ
Xk
i; j¼1; i0jðui  1Þðu
1
j  1Þxix^ix^jxj
þ
Xk
i; j¼1; i0jðu
1
i  1Þðuj  1Þx^ixixj x^j
þ
Xk
i; j¼1; i0jðu
1
i  1Þðu1j  1Þx^ixix^jxj
þ    þ ðu1  1Þ    ðuk  1Þx1x^1    xkx^k
þ    þ ðu11  1Þ    ðu1k  1Þx^1x1    x^kxk
¼ 1þ ðu1  1Þx1x^1 þ ðu11  1Þx^1x1
þ
X
x AE;x0x1
txxx^þ
X
x AE;x0x1
t 0xx^x ðx A E; tx; t 0x A CÞ:
Therefore u1 ¼ 1. Similarly, we obtain ui ¼ 1. So we have ~g0 ¼ 1. Therefore
~G0FG0: r
We deﬁne Zð ~GÞG¼ Zð ~GÞVGG. Then we have the following lemma.
Lemma 8.
ker p ¼ Zð ~GÞþZð ~GÞ:
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Proof. By Theorem 1, we can write
~G ¼ ~GG ~GH ~G0 ~GG
¼6~g A ~GG ~g ~GH ~G0 ~GG~g
1:
Therefore for all ~g 0 A Zð ~GÞ, we have ~g~g 0~g1 A ~GH ~G0 ~GG for each ~g A ~GH. Therefore
we obtain
Zð ~GÞJ ~GH ~G0 ~GG:
Then for ~g A Zð ~GÞ, we can write
~g ¼ ~g~g0~gþ A ~G ~G0 ~Gþ:
Therefore
pð~gÞ ¼ pð~gÞpð~g0Þpð~gþÞ:
Now let
Bi ¼ 0
wð j; jþiÞ AB
Cwð j; j þ iÞ:
We set
pð~gÞ ¼ 1þ b
pð~g0Þ ¼ b0
pð~gþÞ ¼ 1þ bþ
b ¼ b1 þ b2 þ    þ br
bþ ¼ b1 þ b2 þ    þ bs ; bi A Bi
 
:
Then we can rewrite
pð~gÞ ¼ ð1þ bÞb0ð1þ bþÞ
¼ brb0 þ    þ b0bs:
Because pð~gÞ ¼ 1, brb0 ¼ b0bs ¼ 0. So br ¼ bs ¼ 0. Then we have bG ¼ 0.
Therefore we obtain ~g~gþ A ker p. Therefore
ker p ¼ Zð ~GÞþZð ~GÞ: r
Thus we have G and ~G.
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Theorem 2.
~G=ðZð ~GÞþZð ~GÞÞFG:
Proof. By the deﬁnition, we obtain ~G=ker pFG. Therefore we have
ﬁnished to prove this theorem. r
Therefore we get one characterization of G.
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