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Abstract
We study explosiveness of various age-dependent branching processes capable of describing
the early stages of an epidemic-spread. The spread is considered from a twofold perspective:
propagating from an individual through the population, the so-called forward process, and
its infection trail towards an individual, the backward process. Our analysis leans strongly
on two techniques: an analytical study of fixed point equations and a probabilistic method
based on stochastic domination arguments.
For the classical age-dependent branching process (h,G), where the offspring has probability
generating function h and all individuals have life-lengths independently picked from a
distribution G, we focus on the setting h = hLα, with L a function varying slowly at infinity
and α ∈ (0, 1). Here, hLα(s) = 1 − (1 − s)αL( 11−s ), as s → 1. The first main result in this
thesis is that for a fixed G, the process (hLα, G) explodes either for all α ∈ (0, 1) or for no
α ∈ (0, 1), regardless of L.
We then add contagious periods to all individuals and let their offspring survive only if
their life-length is smaller than the contagious period of their mother, hereby constituting
a forward process. It turns out that an explosive process (hLα, G), as above, stays explosive
when adding a non-zero contagious period. This is the second main result in the underlying
thesis.
We extend this setting to backward processes with contagious periods.
Further, we consider processes with incubation periods during which an individual has
already contracted the disease but is not able yet to infect her acquaintances. We let
these incubation periods follow a distribution I. In the forward process (hLα, G, I)f , every
individual possesses an incubation period and only her offspring with life-time larger than
this period survives. In the backward process (hLα, G, I)b, individuals survive only if their
life-time exceeds their own incubation period. These two processes are the content of the
third main result that we establish: under a mild condition on G and I, explosiveness of
both (h,G) and (h, I) is necessary and sufficient for processes (hLα, G, I)f and (h
L
α, G, I)b to
explode.
We obtain the fourth main result by comparing forward to backward processes: the explosion
time in the former stochastically dominates the explosion time in the latter.
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“Whatever an education is, it should make you a unique individual, not a con-
formist; it should furnish you with an original spirit with which to tackle the big
challenges; it should allow you to find values which will be your road map through
life; it should make you spiritually rich, a person who loves whatever you are doing,
wherever you are, whomever you are with; it should teach you what is important:
how to live and how to die.”
John Taylor Gatto, Dumbing Us Down1
1Quotation taken from [14].
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Introduction
In this thesis we model and analyse the early stages of an epidemic spread by studying
age-dependent branching processes.
We shall first present an overview on age-dependent processes when the number of offspring
of any given individual has infinite expectation. Having defined these processes, we introduce
the model of epidemic spreads that is of our interest and point out a natural connection
to age-dependent branching processes. We then motivate the need for studying an infinite
mean in those branching processes by considering random graph models as an appropriate
tool for the study of epidemics on a finite population.
Because age-dependent branching processes are extensively studied throughout literature,
we shall not try to give a complete overview of the field. Rather, we mention the papers
that are key to the investigation in the underlying thesis.
Grey [17] wrote in 1974 one of the earlier papers on age-dependent branching processes. He
considered the explosiveness problem of the following Bellman-Harris process. An initial
ancestor has a random life-time and upon death she produces a random number of offspring
with probability generating function h. Their life story (life length and number of children
they give birth to) is independent and has the same distribution as that of the initial
ancestor, and so on for their children. All life-lengths are picked from some (cumulative)
distribution function G. All individuals in this process, that we shall denote by (h,G),
reproduce independently of one another. Explosiveness is now the phenomenon that an
infinite amount of individuals are born in a finite amount of time. Grey [17] uses an analytical
approach to characterize explosiveness: he derives a fixed point equation for the generating
function of the total size of the alive population at any time t, and studies the number as
well as behaviour of its solutions. He concludes his paper by presenting some examples;
most notable, a process where the offspring probability generating function h corresponds
to a random variable D that satisfies a power law, that is there are α ∈ (0, 1), c, C > 0 and
a function L̂ varying slowly at infinity such that
cL̂(x)
xα
≤ P (D ≥ x) ≤ CL̂(x)
xα
, (0.1)
for large x. Roughly speaking, whether the process (h,G) is explosive or not depends on
the behaviour of G (i.e., it’s flatness) around the origin. Keeping this in mind, Grey makes
a successful attempt to localize the borderline in terms of life-length distribution functions
that together with h are just not flat enough to prevent the process from exploding. He puts
forward two distribution functions that are extremely flat around the origin: one such that
the process is explosive and another which ensures that the alive population is finite at all
time (i.e., a conservative or non-explosive process). We shall improve on this boundary and
demonstrate that, in fact, explosiveness of those processes is independent of the particular
choice of α ∈ (0, 1): for a fixed G the process explodes either for all α or is conservative for
all choices of α.
It is worth noting that Markovian age-dependent branching processes, that is processes with
exponential life-times, are well-understood, see for instance [19]. Such a process is explosive
if and only if h′(1) =∞ (i.e., infinite expectation for the offspring) and∫ 1
1−ǫ
ds
s− h(s) <∞,
for suitably small ǫ > 0.
Since then, various attempts have been made to characterize explosive branching pro-
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cesses. For instance, Sevastyanov [21] proved a necessary condition for explosiveness of
age-dependent branching processes. He demonstrated that if there exist θ, ǫ > 0 such that∫ ǫ
0
G←
(
1 + θ
w(y)
)
dy
y
<∞,
where w is defined for y ≥ 0 by y ·w(y) = 1− h(1− y) and G← is the inverse function of G,
then the process (h,G) is explosive. Inspired by this result, he suggests that the condition∫ ǫ
0
G←
(
1
w(y)
)
dy
y
=∞, (0.2)
for all suitably small ǫ > 0, might very well be necessary and sufficient for a process to be
conservative.
In 1987, Vatutin [22] gives a counterexample that disproves necessity and sufficiency of (0.2)
for explosiveness. Remarkably, he presents a distribution function G defined for small t ≥ 0
by G(t) = e−1/t as an example for which (0.2) is satisfied for all probability generating func-
tions h. However, he notes that there exists a h such that the process (h,G) is conservative
and thereby violating the conjecture.
In 2013, Amini et al. presented in [1] a necessary and sufficient condition for explosiveness
covering a wide range of processes, namely those for which the number of offspring is an
independent copy of some random variable D that is plump, i.e., for some ǫ > 0,
P(D ≥ m1+ǫ) ≥ 1
m
, (0.3)
for all sufficiently largem. Their paper falls within the broader context of branching random
walks, a quite different approach that we shall describe later on. They reasoned that in an
explosive process one finds in almost every realization an exploding path: an infinite path
with the property that the sum of the edge-lengths along it is finite. Obviously, the sum of
life-lengths along every single path to infinity is always less than or equal to the sum over the
minimal life-length in every generation. We call a process min-summable if the latter sum
is almost surely finite, which is a necessary condition for explosion. Remarkably, although
seemingly much weaker, they prove that this event is also sufficient for a plump process to
explode. They provide a constructive proof: given that a process is min-summable, they
construct an algorithm that almost surely finds an exploding path. This results in an easily
verified if and only if condition that we recite in Theorem 2.10.
To fully employ the last result, it is desirable to have estimates on the growth of generation
sizes. Davies shows in [8] that for an ordinary branching process, its growth settles to an
almost deterministic course after some initial random development. Loosely speaking, if
the distribution D behaves as in (0.1) for some α ∈ (0, 1), then upon denoting the size of
generation n by Zn, we have for large n: Zn+1 ≃ eW/αn , whereW is a random variable with
exponential tail behaviour and P (W = 0) equals the extinction probability of the process.
We shall combine the aforementioned results in [1] and [8] to extend the theory presented
by Grey in [17].
We now briefly discuss non-negative branching random walks on R+ as they are described
in [1]. The process starts with one particle at the origin, that jumps to the right according
to some displacement distribution function G, at which instant it gives birth to an offspring
with probability generating function h. The process is then repeated: all particles in a
particular generation independently take a random-length jump to the right according to
the distribution function G and then give birth to the individuals in the next generation.
We let Mn be the distance from the origin of the leftmost particle in generation n ∈ N
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and define Mn = ∞ if there are no particles in generation n. Explosion is the event that
lim
n→∞
Mn = V <∞ with positive probability, i.e., an infinite amount of particles stays within
a distance V <∞ from the origin.
Let us write D for the number of offspring of a single individual with probability generating
function h in a non-negative branching random walk. It turns out that E [D] ∈ (1,∞)
ensures the existence of a constant γ such that, conditional on survival,
Mn
n
a.s.→ γ, as n→∞,
see Hammersley [18], Kingman [20] and Biggins [5]. Thus, Mn = γn+ o(n) for large n, and,
hence, explosiveness necessitates γ to be 0.
Consider now H := E [D]G(0), with E [D] ≥ 1 and note that there are three cases of interest:
H < 1, H = 1 and H > 1. Amini et al. infer that explosion does not occur for H < 1.
They additionally point out that, due to a theorem of Dekking and Horst [9], the random
variables (Mn)n converge almost surely to a finite random variable M , whenever H > 1.
They ultimately reason that the case E [D] =∞ and G(0) = 0 is the most interesting, and
it is precisely this setting that we shall be principally concerned with.
We shall explain shortly how age-dependent branching processes may be employed to study
epidemic spreads. They are interesting tools in their own right to describe the initial phase
of an epidemic. Moreover, we will show that they naturally arise when studying epidemic
spreads on a random graph.
But, first, we define the rules of infection that we have in mind (based on ideas in [4]). We
consider a very large population of individuals subject to a disease and make the following
assumptions regarding the transmission of the disease:
• an individual imay infect another individual j at one and only one specific instant after
she herself has contracted the disease. We call this period the infection-time X(i, j).
We shall assume that the variables (X(i, j))i,j are i.i.d. with a general continuous
distribution function G;
• an infectious contact results only in the infection of an individual if she has not been
infected earlier;
• an individual i may possibly infect Di others that we call her children or offspring;
• infection might be prevented from happening because a person is only able to transmit
the disease during a contagious period. Thus, we give each node i an independent
weight τC(i) ∼ C;
• each individual i additionally has an incubation period τI(i) that is independently
chosen from some distribution function I. This time captures the period during which
an individual is not yet able to spread the disease;
• all random variables are non-negative.
From the preceding considerations it is obvious that individual i infects j if and only if
τI(i) ≤ X(i, j) ≤ τC(i). (0.4)
The connection to the above age-dependent branching processes is made in the following
way (again, see [4]): We select one individual at random that we shall call the root, and
then artificially start the epidemic by designating the root to be infected. Every individual
12
i in the branching process gives birth to Di susceptible individuals. Each of those has a life-
time that we identify with the infection-time introduced above. Each individual furthermore
possesses both an incubation and contagious period and an infectious contact with each of
her children does or does not result in an infection according to the rule (0.4). During the
initial spread of the epidemic, the number of susceptible individuals constitutes almost the
total population and any alteration of it remains initially small in comparison with the total
number of individuals. Hence, if the population does not exhibit an underlying structure,
such as the presence of cliques of people, then the early stages of the epidemic are well
approximated with an age-dependent branching process.
We now discuss some literature on mathematical models of epidemics. Already in the early
fifties, scientists in the field used branching processes to model such spreads [23]. Those
models often assumed the population to have very large or infinite size. It was in the
late fifties and early sixties that random graphs were introduced [15]. These are powerful
tools to model realistic networks where the population has a large, but finite size n. The
age-dependent branching processes with infinite mean will naturally occur in the particular
random graph model that we have in mind. That model allows for edge-weights and has
the property that the local neighbourhood of a vertex has a tree-like structure.
We shall now briefly introduce random graphs. One could argue that the field was initiated
by Erdo˝s and Re´nyi when they studied the random graph model that is named after them,
[12, 13]. In their model, the graph has n vertices and edges between any two vertices are
independently present with probability p.
We discuss next the configuration model ([4], [7] or [10]), in which the vertices follow a
power-law degree sequence. Measurements from real-life networks show that in many of
them, the number of vertices with degree k falls of as an inverse power of k, [2, 11], i.e.,
a power-law. In a follow-up paper we study the time it takes for the infection to spread
from one uniformly picked person Un ∈ [n] to another Vn ∈ [n] on the configuration model,
CMn(d̂n). This is a random-graph on n nodes with degrees given by d̂n = (d̂1, . . . , d̂n). We
use [n] = {1, . . . , n} to denote the collectino of nodes. To encode the degree of each node
i, we associate a total of d̂i half edges to it, where all d̂i are independent copies of some
random variable D̂. The distribution of D̂ follows a power law, that is, there are constants
ĉ1, Ĉ2 > 0 and α ∈ (0, 1) such that
ĉ1
xα+1
≤ P
(
D̂ ≥ x
)
≤ Ĉ2
xα+1
, (0.5)
for large x. Let us denote the total amount of half-edges in the graph by Ln and increase
one of the degrees by one in case Ln is odd. Henceforth, we may assume that Ln is an
even number. To construct the graph, we join the half-edges uniformly at random to each
other. We give each half-edge (attached to vertex i ∈ [n]) a weight X(i, j) indicating the
time needed to infect the neighbour j connecting to this half-edge. In addition we give each
node i a contagious period τC(i) and an incubation period τI(i). The infection spreads then
according to the rule set out above (0.4). The main result of the follow-up paper of this
thesis is that
d(Un, Vn)
d→ Vf + Vb as n→∞, (0.6)
where d(u, v) indicates the time needed for u ∈ [n] to infect v ∈ [n] and Vf and Vb are
explosion times intrinsically coupled to forward, (respectively) backward branching process
that we shall introduce shortly. These two types of branching processes are described in [3]
and [10]. The forward process describes how the epidemic spreads in its early stages from an
individual forward through the population. The backward process in its turn approximates
the process leading to a potential infection of a randomly chosen individual, see below for
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further details.
During the initial phase, individuals with a high degree are more likely to be infected first.
Thus, the infection, in its early stages, is biased to spread towards high-degreed vertices,
resulting in a different offspring distributionD. It can be shown ([10]) that for both processes
the probability that an individual gives birth to an offspring of size j is approximated by
P (D = j) =
(j + 1)P
(
D̂ = j + 1
)
E
[
D̂
] . (0.7)
It may be calculated from (0.5) that the offspring distribution satisfies again a power-law:
c1
xα
≤ P (D ≥ x) ≤ C2
xα
, (0.8)
for some c1, C2 > 0 and all sufficiently large x. Note that α is the same as above, it is an
intrinsic property of the model. We emphasize that α ∈ (0, 1) throughout this thesis and
therefore D̂ has finite expectation, but D has infinite expectation.
Equation (0.6) clearly demonstrates the strong dependence of the epidemic spread on the
underlying branching processes. The rest of this thesis therefore intends to be a more
detailed study of various age-dependent processes.
Most, if not all, literature on age-dependent branching processes deals with a setting where
individuals enjoy complete independence from one another. In this sense, our model is
different and we study it not in the least for its mathematical interest. We shall, however,
restrict our attention to the case where there is either a contagious period or an incubation
period, thereby excluding the case of both being mutually present. The main question that
this thesis aims to answer is formulated as follows: given an explosive process (h,G), is it
possible to stop it from being explosive by adding either an incubation period or a contagious
period? And, in case of an affirmative answer, what conditions must be imposed on those
periods to ensure conservativeness of the resulting process?
Structure of this thesis
The first chapter starts with introducing necessary terminology and notation. It further-
more gives a more formal definition of the models followed by a presentation of the main
results of this thesis.
The second chapter is fully devoted to classical age-dependent branching processes: the
only parameters are the offspring distribution and the infection-time. Our attention is thus
restricted to a setting with infinite contagious periods and zero incubation times.
In the third chapter we study forward age-dependent branching processes with contagious
periods. These model the early stage of the forward spread, without the presence of an
incubation period.
Chapter four deals with backward age-dependent branching processes with contagious peri-
ods. Their purpose is to model the process leading to the infection of an individual when
the spread of a disease is subject to contagious periods.
Chapter five compares the forward and backward processes with contagious periods. Inter-
estingly, in terms of explosiveness, both processes exhibit similar behaviour.
In chapter six we deal with forward age-dependent branching processes with incubation
periods. We shall study how the epidemic spreads forward in time under the influence of
an incubation period.
Chapter seven treats backward age-dependent branching processes with incubation periods.
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Finally, in chapter eight we shall compare backward to forward processes with incubation
periods. A detailed analysis will show that, in a wide class of processes, explosiveness of the
forward process may be deduced from explosiveness in the backward process.
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1 Models and Main Results
1.1 Preliminary Definitions
Here we present necessary terminology and definitions that we shall make frequent use of.
Definition 1.1. By a random variable D that follows a heavy-tailed power law ([10]) we
mean that D satisfies, for some c, C > 0, α ∈ (0, 1),
c
xα
≤ P(D > x) ≤ C
xα
, (1.1)
for all sufficiently large x.
Definition 1.2. For any α ∈ (0, 1), the function hα : [0, 1]→ [0, 1] is defined for s ∈ [0, 1]
by
hα(s) = 1− (1− s)α. (1.2)
We show later that hα is the probability generating function of a random variable D that
satisfies (1.1).
Definition 1.3. A random variable D is said to have a plump distribution ([1]) if, for
some ǫ > 0,
P(D ≥ m1+ǫ) ≥ 1
m
, (1.3)
for all sufficiently large m.
Definition 1.4. By an i.i.d. sequence of random variables we shall mean a sequence of
random variables that are mutually independent and identically distributed.
Notation 1.5. For any function f , we denote its inverse function by f←.
Notation 1.6. For any event A, we denote its complement by A¯.
Notation 1.7. For any event A, we denote its indicator function by 1{A}.
Notation 1.8. For any random variable Y and distribution function F , the notation Y ∼ F
means that Y has distribution function F .
Notation 1.9. For any two random variables Y and Z, the notation Y
d
= Z means that Y
is equal in distribution to Z.
Notation 1.10. For any two random variables Y and Z, the notation Y
d≤ Z means that
Y is stochastically dominated by Z.
1.2 Age-Dependent Branching Processes
Let h be a probability generating function and G the distribution function of a non-negative
random variable. The first model considers an age-dependent branching process that is
defined as follows: every individual i has a random life-length Xi ∼ G. An individual
produces an offspring of random sizeDi with probability generating function h : s 7→ E
[
sDi
]
exactly when she dies. We assume that all life-lengths and family sizes are independent of
each other. The process starts with a single individual that is called the root and has
life-length X0. We use t as a running parameter for the time and distinguish between two
cases:
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• the delayed case: the time t = 0 corresponds to the birth of the root; it is precisely
the setting studied by Grey in [17]. We denote this process by (h,G)del;
• the usual case: the time t = 0 corresponds to the death of the first individual. We
denote this process by (h,G).
Note that the number N(t) of alive individuals at time t ≥ 0 in the usual case equals the
number Ndel(t) of individuals in the delayed case at time t+X0. Having defined the process,
we shall want to know when it is explosive.
1.2.1 Explosiveness
Denote by τn the birth-time of the n-th individual. It may happen that there exists some
random variable V <∞ such that with positive probability τn ≤ V for all n ≥ 0, in which
case we speak of an explosive process ([17]):
Definition 1.11. We say that a process (h,G) is explosive if there is a t > 0 such that
P (N(t) =∞) > 0. Similarly, by saying that a process (h,G)del is explosive we mean that
there is a t > 0 such that P
(
Ndel(t) =∞) > 0. We call a process conservative if it is not
explosive.
Note that the process (h,G) is explosive if and only if (h,G)del is. Hence, as our primary
interest is on answering the explosiveness question, we restrict our attention to the usual
case.
1.2.2 Results
Later we demonstrate that hα as defined in (1.2) is the probability generating function
of a distribution D that follows a heavy-tailed power law, conform (1.1). It is precisely
this probability generating function that Grey studies in [17]. Moreover, he proved that to
every offspring distribution D with infinite expectation there exist two special life-length
distributions. On the one hand a distribution that together with D constitutes an explosive
process, although it puts zero mass at the origin. On the other hand a life-length distribution
G, such that G(t) > 0 for all t > 0, that forms together with D a conservative process.
Grey validates these theorems for hα by presenting two functions that are extremely flat
around the origin: Gℓ,β defined for fixed ℓ, β > 0 and small t ≥ 0 by Gℓ,β(t) = exp
(− ℓ
tβ
)
and Ĝk,γ given for fixed γ, k > 0 and small t ≥ 0 by Ĝk,γ(t) = exp
(− exp ( ktγ )). The
process (hα, Gℓ,β) is demonstrated to be explosive for all α ∈ (0, 1) and ℓ, β > 0, though
(hα, Ĝk,1) is conservative whenever αe
k > 1. The latter examples raises the presumption that
explosiveness of a process (hα, G) strongly depends on the particular value of α. However,
we shall demonstrate that, regardless of the distribution G, explosiveness of (hα, G), does
not depend on the value of α ∈ (0, 1):
Theorem 1.12. Let G be the distribution function of a non-negative random variable. Then,
the process (hα, G) is either explosive for all α ∈ (0, 1) or conservative for all α ∈ (0, 1).
We extend this theorem to include all processes (hLα, G), where
hLα(s) = 1− (1− s)αL(
1
1− s ), as s→ 1, (1.4)
with L a function varying slowly at infinity and 0 < α < 1:
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Theorem 1.13. Let G be the distribution function of a non-negative random variable. Let
L be a function varying slowly at infinity. Then, the process (hLα, G) is either explosive for
all α ∈ (0, 1) or conservative for all α ∈ (0, 1).
These theorems are based on the following proposition that is interesting in its own right
because it provides a much easier tool to check if a process is explosive or not:
Proposition 1.14. Let h be the probability generating function of a distribution D that
satisfies (1.1) for some c, C > 0, α ∈ (0, 1) and all sufficiently large x. Let G be the
distribution function of a non-negative random variable. Let (Xji )i,j≥0 be an i.i.d. sequence
of random variables with distribution G and furthermore independent of everything else.
Under these assumptions, the process (h,G) is explosive if and only if
P
( ∞∑
n=1
min(Xn1 , . . . , X
n
e1/αn ) <∞
)
= 1. (1.5)
In the models that are to come, by an explosive process we shall mean thatN(t), Nf (t), N b(t), Nf (t)
or Nb(t), as it is defined there, becomes infinite for some t < ∞ with positive probability.
Those quantities are to be understood as a measure for the size of the corresponding branch-
ing process in one sense or another.
1.3 Forward Age-Dependent Branching Processes with Contagious
Periods
As the classical age-dependent branching process is a fairly crude way to model an epidemic
spread, we try to improve on it by introducing contagious periods.
Let h be a probability generating function and both G and C be distribution functions of
non-negative random variables. We assume that every individual i may possibly infect a
random number Di (with probability generating function h) of others that we shall call her
children. Though, infection is only possible as long as she herself is contagious: we denote
the length of this period by τCi ∼ C. Hence, a person j is infected by her parent m(j) if
her infection time Xj ∼ G is less than or equal to the contagious period τC(m(j)) of her
mother. All random variables are independent of each other. However, the children of a
particular parent are not completely independent in the sense that the mother has the same
contagious period for all of them. We shall say that an individual is alive or born if she is
infected and emphasize that not everybody will eventually be infected.
The variable t serves as a running parameter for the time and we let the process start at
t = 0 with only one infected person, the root. The root will infect (or give birth) to an
effective offspring in distribution equal to
Df =
D∑
i=1
1{Xi≤τC}, (1.6)
where D has probability generating function h and τC has distribution C. All her infected
offspring shall, at their respective times of birth, infect again a random number of individuals
in distribution equal to Df , and so on. Thus, we have a recurrent relation to describe the
process: at the birth (or infection) of an individual, the process develops from it as an
independent copy of the original process, in which the individual serves as a root. Hence,
we have an age-dependent branching process that we denote by (h,G,C)f .
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By Nf(t) we shall denote the number of individuals in the coming generation at time t. Here,
we say that an individual in the branching process is belonging to the coming generation if
and only if her mother has been already born but she is not yet, but she will eventually.
Remark 1.15. Note that we re-obtain the classical branching process (h,G) by putting
P (C =∞) = 1, that is, by a slight abuse of notation: (h,G) = (h,G,C =∞)f .
1.3.1 Results
Consider an explosive process (h,G). A natural question to ask is under what conditions
will adding a contagious period C stop this process from being explosive?
One possible way to answer this question is observing that a process is explosive if and
only if with positive probability the branching process has a finite ray. That means the
following: an infinite sequence of vertices (that are consecutive descendants of each other)
together with their life-times, lying on a path starting at the root. The length of a ray is
then the (possibly infinite) sum of life-times on the edges in this path. Now, if (h,G,C)f is
conservative, but (h,G) not, then C must be such that it kills with probability 1 at least one
edge on every finite ray. We will employ shortly this observation to show that (h,G,C)f is
explosive if there are β, θ > 0 such that C(t) ≤ βt for all t ∈ [0, θ], which is the content of
Theorem 1.16:
Theorem 1.16. Let h be a probability generating function. Let G be the distribution func-
tion of a non-negative random variable. Let C be the distribution function of a non-negative
random variable such that for some β, θ > 0:
• C(t) ≤ βt for all 0 ≤ t ≤ θ;
• C(t) < 1 for all t > 0.
If the process (h,G) is explosive, then so is (h,G,C)f .
Another way of addressing the explosiveness question is by employing analytical techniques
to study a fixed point equation describing (h,G,C)f , see for more details Section 3.1. By
that approach we will establish that for any α ∈ (0, 1) and C such that C(0) < 1, the process
(hα, G, C)
f is explosive if and only if (hα, G) is explosive:
Theorem 1.17. Let α ∈ (0, 1). Let G be the distribution function of a non-negative random
variable. Let C be the distribution function of a non-negative random variable such that
C(θ) < 1 for some θ > 0. If the process (hα, G) is explosive, then so is (hα, G, C)
f .
We extend this result to the setting where we allow for probability generating functions hLα,
conform (1.4), yielding the statement of Theorem 1.18:
Theorem 1.18. Let α ∈ (0, 1). Let G be the distribution function of a non-negative random
variable. Let C be the distribution function of a non-negative random variable such that
C(θ) < 1 for some θ > 0. Let L be a function varying slowly at infinity. If the process
(hLα, G) is explosive, then so is (h
L
α, G, C)
f .
We emphasize the implication of Theorem 1.18: a process (hLα, G) can never be stopped from
explosion by adding a non-zero contagious period. Hence, from the explosion perspective,
the processes (hLα, G) and (h
L
α, G, C)
f are equivalent if C(0) 6= 1. But, the explosion times
(see (1.9) and (1.10)) change and so does the survival probability. Thus, for the proportion
of infected individuals in the random graph, adding a contagious period will be relevant.
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1.4 Backward Age-Dependent Branching Processes with Contagious
Periods
The next step in the analysis of the epidemic spread studies how an individual may be in-
fected herself, rather than contaminating others. It aims at identifying a possible infection
trail towards an individual and is in essence the backward in time equivalent of the forward
process defined in the previous section.
We denote this process by (h,G,C)b, where as usual h is the probability generating function
of an offspring distribution and both G and C are distribution functions of non-negative
random variables. We now describe this process in more detail. At time t = 0 the process
starts with only the root, whose possible infection by D (with probability generating func-
tion h) others, say her offspring, is under consideration. A child j of the root infects her
(provided that j herself will be infected at some point of time) only if the time Xj ∼ G
needed for j to infect the root falls within the contagious period τC(j) ∼ C of j.
Repeated application of this procedure to subsequent descendant gives the following recur-
rent relation for the branching process. At birth, an individual is contacted (and possibly
infected) by an effective number of individuals in distribution equal to
Db =
D∑
j=1
1{Xj≤τC(j)}. (1.7)
I.e., she is contacted by D individuals, but only Db might possibly infect her. Each of
her effective offspring, is then identified as a possible infector after a random time with
distribution Geff, and the process starts again from it as an independent copy of the original
process, with the particular child in the role of a root. Geff is the distribution function
of (X1|X1 ≤ τC(1)). Due to the independence between all individuals, we identify this
process with a classical branching process, namely (heff, Geff), where heff is the probability
generating function of Db.
Note that there is another, equivalent, classical branching processes giving an appropriate
description: (h,GC), with GC the law of a random variable Y such that:
Y =
{
(X1|X1 ≤ τC) with probability P
(
X1 ≤ τC
)
,
∞ with probability P (X1 > τC). (1.8)
Indeed, the root will never be infected by j if τC(j) < Xj and in that case we may as well
say that it takes an infinite amount of time for the disease to pass.
1.4.1 Results
Also with this process we wonder how adding a contagious period might stop (h,G) from
being explosive. As this process is somehow easier than the forward process, we are able
to prove a result similar to Theorem 1.17, capturing even a broader class of probability
generating functions:
Theorem 1.19. Let h be the probability generating function of an offspring distribution D
that is plump, conform (1.3). Let G be the distribution function of a non-negative random
variable. Let C be the distribution function of a non-negative random variable such that
C(T ) < 1 for some T > 0. If (h,G) is explosive, then so is (h,G,C)b.
Again, a plump process (h,G) cannot be stopped from explosion by adding any non-zero
contagious period, but the explosion time (see (1.15) and (1.16)) and survival probability
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do change. The backward process is in fact a binomial thinning of the original process:
(h,G,C)b = (heff, Geff), where only the right, i.e., short, edges survive. Evidently, we con-
clude that the growth of the branching process with offspring probability generating function
heff is thus still fast enough to maintain explosiveness.
It remains an open question whether it holds for all probability generating functions h (and
C with C(0) < 1) that (h,G,C)b is explosive if and only if (h,G) is. The theorems here hint
in favour of this conjecture. However, we remark that in this particular case the effective
offspring of (hα, G) (with α ∈ (0, 1)) satisfies again a power-law with the same degree α en-
suring that the growth of generation sizes is of the same order as in the process (h,G). Not all
probability generating functions have this property, for example h1 : s 7→ s+(1−s) log(1−s)
might be a candidate for which the conjecture does not hold. Note that h1 corresponds to
the probability distribution that we obtain by letting α ↑ 1 in (1.1) and it thus gives stochas-
tically smaller offspring than hα for every α ∈ (0, 1).
1.5 Comparison of Backward and Forward Processes with Conta-
gious Periods
Due to the strong similarities between the forward and backward process, it is natural to ask
whether explosiveness of the one implies explosiveness of the other. In fact, we conjecture
that for all probability generating functions h and distribution functions G and C of non-
negative random variables the following holds:
(h,G,C)f is explosive ⇔ (h,G,C)b is explosive.
Due to the identification (h,G,C)b = (h,GC), validity of this conjecture would give us a
perfect tool to check explosiveness of (h,G,C)f through studying the much better under-
stood process (h,GC).
The right-to-left implication has been partly shown in the two previous sections. Here we
prove the left-to-right implication in its full generality. For that, we need the concept of
explosion times:
Definition 1.20. The explosion times V f and V b in the forward, respectively, backward
contagious process are defined as
V f = inf{t ≥ 0 | Nf (t) =∞}, (1.9)
and,
V b = inf{t ≥ 0 | N b(t) =∞}. (1.10)
The implication is included in the following theorem, which states that the forward explosion
time is stochastically smaller than that time in the backward process:
Theorem 1.21. Let h be a probability generating function. Let G and C be distribution
functions of non-negative random variables. The explosion times V f and V b in the forward,
respectively, backward process satisfy the relation
V b
d≤ V f . (1.11)
Hence, if the process (h,G,C)f is explosive, then so is (h,G,C)b.
Note that this theorem provides a way to check conservativeness of a forward process: if the
process (h,G,C)b is conservative, then so is (h,G,C)f .
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1.6 Forward Age-Dependent Branching Processes with Incubation
Periods
Evidently, incorporating the influence of an incubation period on age-dependent branching
processes leads to a more realistic model for the early stages of an epidemic. The better part
of the model that we are about to introduce resembles the forward process with contagious
periods, though the transmission criteria could not be more different.
We assume that an individual i may possibly infect a random number Di (with probability
generating function h) which we shall call her children. However, in this model, contam-
ination may only take place after some incubation period τI(i) ∼ I has elapsed. That is,
person j will only be infected by her mother i if the infection-time Xj ∼ G is larger than or
equal to the incubation period τI(i):
Xj ≥ τI(i). (1.12)
All random variables are independent of each other, though we emphasize that dependence
comes in due to the fact that a mother has the same incubation period for all of her children.
The rest of this process follows exactly the description of the forward process with contagious
periods. That is, it is an age-dependent branching process where every individual infects an
effective number of offspring equal in distribution to
Df =
D∑
j=1
1{Xj≥τI}, (1.13)
where D has probability generating function h and τI has distribution I. Each child j in
the effective offspring of an individual i in the branching process will be infected a time
(Xj |Xj ≥ τI(i)) after the infection of individual i, and so on. We denote this process by
(h,G, I)f and shall study its explosiveness.
1.6.1 Results
From the criterion (1.12), we observe that this time only the bad, or lengthy, edges are kept.
Hence, we expect that to every explosive process (h,G) there exist various distributions I
such that (h,G, I)f is conservative. An obvious example is I such that τI = ǫ a.s. for some
fixed ǫ > 0. But more is true, we prove that explosiveness of (h,G) and (h, I) is necessary
for (h,G, I)f to be explosive:
Theorem 1.22. Let h be a probability generating function. Let both G and I be distribution
functions of non-negative random variables. If the process (h, I) is conservative, then so is
(h,G, I)f , regardless of G.
Note that this is a very important observation: the incubation period has a crucial influence
on the explosiveness of a process. Its implications are far reaching: for a conservative process
there is no finite time t such that the number of individuals in the branching process before
time t exceeds nρ for some ρ ∈ (0, 1] and all n. Hence, the number of infected individuals
in the random graph mentioned in the introduction grows as a function of n, rather than
that it is independent of the population size.
Eventually, we would like to find a criterion in terms of h,G and I that tells us exactly when
(h,G, I)f is explosive. We conjecture that:
(h,G, I)f is explosive ⇔ (h,G) and (h, I) both explode.
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Its validity would provide us with a very transparent way of verifying explosiveness of
(h,G, I)f . At this point in the analysis we are not ready yet to prove this conjecture. It will
turn out useful to first study the backward process (hLα, G, I)b and prove a similar conjecture
for it under a very mild condition on G and I. After establishing that result, we shall see
that for most life-time distributions G, (hLα, G, I)f is explosive if and only if (h
L
α, G, I)b is.
We expect this equivalence to hold between all forward and backward processes, though we
prove a slightly less general result to avoid tedious technical difficulties.
1.7 Backward Age-Dependent Processes with Incubation Periods
Here we study how an infection might reach a person backward in time, in the same fashion
as the contagious period backward process. We denote this process by (h,G, I)b where h is
a probability generating function and both G and I are the distribution functions of non-
negative random variables.
For an individual i, we let Di be the number of persons that might possibly infect her and
call those persons her offspring. A child j of i has an infection time Xj ∼ G that tells how
long it takes before she might pass the disease to i. Obviously, j can only infect i if a certain
incubation period τI(j) ∼ I has passed:
τI(j) ≤ Xj.
Thus, i will never be infected by j if Xj < τI(j) and in that case it thus takes an infinite
amount of time before j passes the disease to i. We conclude that the process (h,G, I)b
is essentially equal to (h,GI), where GI is the distribution of a random variable Y that
behaves as
Y =
{
(X |X ≥ τI) with probability P (X ≥ τI),
∞ with probability P (X < τI). (1.14)
1.7.1 Results
We conjecture that
(h,G, I)b is explosive ⇔ (h,G) and (h, I) are both explosive.
We will prove one side of the assertion, that is (h,G) and (h, I) must necessarily be explosive
if (h,G, I)b is to explode, i.e., Theorem 1.23. The other direction is shown for almost all
processes where h = hα for some α ∈ (0, 1):
Theorem 1.23. Let h be a probability generating function. Let G be the distribution func-
tion of a non-negative random variable. Let I be the distribution function of a non-negative
random variable. If the process (h,G, I)b is explosive, then (h,G) and (h, I) both explode.
The implications of this theorem become clear once we rephrase it: given a process (h,G),
we may already stop it from being explosive by adding an incubation period I that is just
flat enough for (h, I) to be conservative. Recalling the definition of the backward process
and in particular the statement (0.6), we see that an uniformly picked individual on the
random graph may be exempted from illness if the incubation period is on average long
enough.
Theorem 1.24. Let α ∈ (0, 1). Let G be the distribution function of a non-negative random
variable, such that G(0) = 0. Let I be the distribution function of a non-negative random
variable, such that either
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• there exists T > 0 such that I ≥ G on [0, T ], or,
• there exists δ > 0 such that G has density g on [0, δ), I has density i on the open
interval (0, δ) and g ≥ i on (0, δ).
If both processes (hα, G) and (hα, I) are explosive, then so is (hα, G, I)b.
Remark 1.25. We excluded on purpose G(0) > 0. Since then, adding I (with I(0) = 0)
might stop it from explosion. For instance if G(∞) = 1 − G(0), then (hα, G, I)b is always
conservative. Indeed, all individuals that have infection-time larger than the incubation
period have in fact an infinite life-time.
Note that the assumptions in the last theorem are not that stringent: in fact, the only
case that would violate it is when I − G switches sign infinitely often around the origin.
We therefore tend to believe that the theorem holds in the most general setting. This
would be rather striking, since, as far as explosiveness is concerned, there seems to be no
mutual dependence between the processes (hα, G) and (hα, I): it is merely their individual
explosiveness that matters.
1.8 Comparison of Backward and Forward Processes with Incuba-
tion Periods
Inspired by the results for contagious processes, we again conjecture that:
(h,G, I)f is explosive ⇔ (h,G, I)b is explosive.
We will prove the first assertion in its full generality, i.e., the forward process only explodes
if the backward process does so. We prove the other direction under a very mild condition
on G for all processes where h = hLα for some α ∈ (0, 1) and any function L that varies
slowly at infinity. For the left-to-right implication, we need the concept of explosion times
for incubation processes:
Definition 1.26. The explosion times Vf and Vb in the forward, respectively, backward
incubation process are defined as
Vf = inf{t ≥ 0 | Nf (t) =∞}, (1.15)
and,
Vb = inf{t ≥ 0 | Nb(t) =∞}. (1.16)
Theorem 1.27. Let h be a probability generating function. Let both G and I (with I(0) = 0)
be distribution functions of non-negative random variables. Then, the explosion times Vf
and Vb in the forward, respectively, backward process satisfy the relation
Vb
d≤ Vf . (1.17)
Hence, if the process (h,G, I)f is explosive, then so is (h,G, I)b.
Theorem 1.27 provides an easy tool to verify conservativeness of a process: if the backward
process is conservative, then so is the forward process. The former is in general better
understood; explosiveness of (h,G, I)b requires (h,G) and (h, I) to explode (Theorem 1.23).
Hence, explosiveness of both (h,G) and (h, I) is a necessary condition for (h,G, I)f to ex-
plode. Note that we hereby established an alternative proof of Theorem 1.22.
24
Deducing explosiveness of (hLα, G, I)f if (h
L
α, G, I)b is postulated to explode requires a more
elaborate proof. We shall see that this is feasible under a very mild condition on G by
showing that, with positive probability, a realization of the forward branching process con-
tains an exploding path (i.e., an infinite path with finite length), if the backward process
explodes.
The proof is inspired by an algorithm, in [1], that is used to prove equivalence of explosive-
ness and min-summability for plump processes. A plump branching process (h,G) satisfies
a certain deterministic growth condition (i.e., at least double exponential) after some initial
random development of the branching process. More precisely, there is a function f such
that with positive probability Zn ≥ f(n) for all n, where Zn represents the size of generation
n. Min-summability of the process implies
∞∑
n=1
min
i∈{1,··· ,f(n)}
Xni <∞, (1.18)
where (Xni )i,n is an i.i.d. sequence with distribution G.
The algorithm in [1] works according to the following idea: in step n of the algorithm, let
xn denote the lowest node on the candidate exploding path. Consider only those children
of xn who, on their turn, have an offspring of size at least f(n + 1). Call them the good
children, denote their number by Wn and their i.i.d. life-lengths with X̂
n
1 , . . . , X̂
n
Wn
∼ G.
Let xn+1 be the one among them that has shortest life-length. Amini et al. show that with
positive probability the path length is finite, i.e.,
∞∑
n=1
min
i∈{1,··· ,Wn}
X̂ni <∞, (1.19)
under the condition (1.18). Their proof uses that Wn has approximately the same order of
magnitude as f(n) for all n.
We give another algorithm that comes up with an exploding path for the forward processes.
Unfortunately, there is no independence among the children of a particular parent to employ,
therefore we cannot hope that a condition as simple as min-summability would be sufficient.
We may, however, make use of the fact that the growth in the process follows again almost
a deterministic course. Taking this into account, the algorithm picks the good children in
a similar way and their number grows approximately as fast as the generation sizes in the
backward process. However, this time, it is not sufficient to pick the child with smallest
infection-time among the good children. The complication here is that if we would pick the
candidate with smallest infection-time, she might still have an arbitrary large incubation-
time: all her children have a life-time larger than this incubation period. Thus, instead, we
must pick the child for which the sum of the infection-time and incubation-time is smallest.
It turns out feasible to prove convergence of the infection-times along the constructed path
by taking into account that the backward process is min-summable, see the proof of Theorem
1.28 for details:
Theorem 1.28. Let α ∈ (0, 1). Let G be the distribution function of a non-negative random
variable. Assume that there exists a δ > 0 such that
(X − x|X ≥ x) d≤ X, (1.20)
for all x ≤ δ, where X has distribution G. Let I be the distribution function of a non-
negative random variable. Let L be a function varying slowly at infinity. If the process
(hLα, G, I)b is explosive, then so is (h
L
α, G, I)f .
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We remark that the condition (X − x|X ≥ x) d≤ X is met in most cases of interest, namely
those for which the density of G, g satisfies either g(0) = 0 and g is locally increasing at
zero, or, for some ǫ > 0, g ≥ ǫ on some interval around zero. Only distribution functions G
for which g has infinitely many zeros around the origin fail to meet this condition. Hence,
we have a very general theorem:
Theorem 1.29. Let α ∈ (0, 1). Let G be the distribution function of a non-negative random
variable with density g around zero, such that, either,
• g(0) = 0 and there exists a δ > 0 such that g is increasing on [0, δ], or,
• there exist ǫ, δ > 0 such that g ≥ ǫ on [0, δ].
Further, let I be the distribution function of a non-negative random variable. Let L be a func-
tion varying slowly at infinity. If the process (hLα, G, I)b is explosive, then so is (h
L
α, G, I)f .
Considering the proofs of the last two theorems, the condition on G is only there to avoid
tedious technical calculations. We expect therefore that for all α ∈ (0, 1), L, G and I there
is equivalence in terms of explosiveness between the forward and backward processes. To
handle processes with a more general probability generating function h, we should again try
to find appropriate lower bounds on the generation sizes. Ideally, it might be feasible to use
the same algorithm and show that its number of good children grows with the same order
of magnitude as the generations in the backward process.
Establishment of equivalence between forward and backward processes would imply a sub-
stantial simplification of the explosiveness question for forward processes.
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2 Age-Dependent Branching Processes
In this section we are concerned with an age-dependent branching process (h,G), where
h is a probability generating function and G the distribution of a non-negative random
variable. Later on, in Section 3, we will study age-dependent processes (h,G,C)f , where an
individual i is born if and only if her life-length (or infection-time) Xi is less than or equal
to the contagious period τC(m(i)) ∼ C of her parent m(i). As pointed out in Remark 1.15,
the process (h,G) is exactly the same as (h,G,C = ∞)f . Hence, we shall make generous
use of the results that are derived in Section 3.
Further, some of our results here are the same as in [17] (our prove technique is based on
the ideas presented there). We define the generating function F : [0, 1]× [0,∞] 7→ [0, 1] of
the total alive population at time t by F (s, t) = E
[
sN(t)
]
. Putting C =∞ in equation (3.3)
shows that
F (s, t) = h
(
s(1−G(t)) +
∫ t
0
F (s, t− u)dG(u)
)
, (2.1)
for (s, t) ∈ [0, 1] × [0,∞]. Hence, the function φ : [0,∞] 7→ [0, 1], defined for t ≥ 0 by
φ(t) = lim
s↑1
F (s, t), satisfies
φ(t) = h
(
1−G(t) +
∫ t
0
φ(t − u)dG(u)
)
, t ≥ 0. (2.2)
2.1 Explosiveness
Recall the concept of an explosive process from Definition 1.11. Note that
P (N(t) =∞) = 1−
∞∑
n=0
P (N(t) = n) = 1− φ(t), (2.3)
and hence, the process (h,G) is explosive if and only if φ(t) < 1 for some t > 0.
2.2 Fixed point equation
Let
V = {Φ | Φ : [0,∞) 7→ [0, 1]} (2.4)
be the space of all functions that map [0,∞) into [0, 1]. Define the operator T(h,G) : V 7→ V
for Φ ∈ V by (
T(h,G)Φ
)
(t) = h
(
1−G(t) +
∫ t
0
Φ(t− u)dG(u)
)
, t ≥ 0. (2.5)
We know that φ = T(h,G)φ, but there may be more functions that satisfy such a relation,
therefore we study the fixed point equation
Φ = T(h,G)Φ, Φ ∈ V , (2.6)
and in particular the number and behaviour of its solutions. We provide an overview of
theorems that describe those solutions, their proofs are found in Section 3, by putting
C =∞ there.
Obviously the function t 7→ 1 solves (2.6) and if it is the only solution to (2.6) then φ = 1
and for all t ≥ 0, P (N(t) =∞) = 0, so that the process is conservative. The following
theorem captures that φ is the smallest solution to (2.6) and we may thus conclude that a
process is conservative if and only if t 7→ 1 is the only solution to (2.6):
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Theorem 2.1. The function φ : t 7→ 1− P (N(t) =∞) is the smallest solution to (2.6), in
the sense that φ(t) ≤ Φ(t), for all t ≥ 0, if Φ is another solution to (2.6).
Clearly P (Nt =∞) does not decrease with t and hence:
Theorem 2.2. The function φ is non-increasing.
The following theorem shows that the explosiveness of a process is essentially determined
by the behaviour of G and C around the origin:
Theorem 2.3. Let h be a probability generating function. Let G be the distribution function
of a non-negative random variable. The process (h,G) is explosive if and only if there exists
T > 0 and a function Ψ : [0, T ]→ [0, 1] such that Ψ 6= 1 and
Ψ(t) ≥ (T(h,G)Ψ) (t), ∀t ∈ [0, T ], (2.7)
or, equivalently,
Ψ(t) ≥ h
(
1−G(t) +
∫ t
0
Ψ(t− u)dG(u)
)
, ∀t ∈ [0, T ]. (2.8)
2.3 Comparison theorems
The observation in Theorem 2.3 raises the question whether comparing life-length distribu-
tions around zero may allow us to deduce explosiveness of some process, to the explosiveness
of another process. An affirmative answer is captured in the following theorem:
Theorem 2.4. Let h be a probability generating function. Let both G and G∗ be distribution
functions of non-negative random variables, such that G(0) = G∗(0) = 0. Assume there is
a T such that G∗ ≥ G on [0, T ]. If the process (h,G) is explosive, then so is (h,G∗).
Finally, comparing offspring distributions leads to the following theorem:
Theorem 2.5. Let h and h∗ be probability generating functions such that for some θ < 1
we have h∗(s) ≤ h(s) for all s ∈ [θ, 1]. Let G be the distribution function of a non-negative
random variable such that G(0) = 0. If the process (h,G) is explosive, then so is (h∗, G).
2.4 Examples
In Grey’s paper it is shown that the theorems above are rich enough to decide on the
explosiveness question for some particular examples of processes. Object of study there is
a process for which hα (α ∈ (0, 1)) is defined by hα(s) = 1− (1− s)α, for s ∈ [0, 1], together
with a variety of life-length distributions that are extremely flat around the origin:
Example 2.6. Define the function Gℓ,β for small t ≥ 0 by Gℓ,β(t) = exp
(− ℓ
tβ
)
. By picking
a suitable test-function in Theorem 2.3, it follows that the process (h,Gℓ,β) is explosive for
all ℓ, β > 0.
Example 2.7. Define the function Ĝk,γ for small t ≥ 0 by Ĝk,γ(t) = exp
(− exp ( ktγ )).
This function is much flatter around zero than the one studied in the first example. In fact,
Grey showed that for given α ∈ [0, 1], γ = 1 and k such that αek > 1, the process (h, Ĝk,1)
is conservative.
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These two examples indicate that the borderline, in terms of life-length distributions that
together with h are just not flat enough to constitute a conservative process, must lie
somewhere between Gl,β and Ĝk,1 (where l, β and k take the values as above). We will
shortly improve this boundary and shall also show that the treshold is independent of α.
But, before we proceed, we need to study the notion of min-summability.
2.5 Min-summability
If a process is explosive, then for some t > 0 a realization of the branching process contains
with positive probability a convergent ray smaller than t (an infinite path starting from the
root where the i+1-th vertex is the child of the i-th vertex for all i ∈ N ). To understand this,
we introduce the notation BP(t) for the collection of all dead and alive individuals (vertices)
in the branching process at time t and let |v| denote the generation of an individual v ∈
BP(t). Indeed, if there exists k ∈ N such that for all v ∈ BP(t), |v| ≤ k, then, as D < ∞
almost surely, we must have |BP(t)| <∞. Therefore,
∞⋂
k=1
{∃v ∈ BP(t) s.t. |v| = k} = {|BP(t)| =∞}. (2.9)
Obviously, {|BP(t)| = ∞} = {N(t) = ∞}, since D ≥ 1. It follows that the life-length of
individual number n on a convergent ray is larger than or equal to the minimum over all
life-lengths in generation n. In other words, a necessary condition for explosiveness is that
the process is min-summable:
Definition 2.8. An age-dependent branching process with generation sizes (Zn)n≥0 and
life-lengths (Xnin)in∈{1,··· ,Zn},n≥0 is said to be min-summable, if conditioned on survival,
∞∑
n=1
min(Xn1 , · · · , XnZn) <∞ (2.10)
holds almost surely.
Remark 2.9. Since, conditioned on survival, min-summability is a tail-event, by Kol-
mogorov’s 0-1 law, (2.10) happens with probability either 1 or 0. It thus suffices to demon-
strate that (2.10) holds with positive probability if one wants to show that a given process is
min-summable.
Amini et al. show, in [1], that a process, having a so-called plump offspring distribution
as in (1.3), is explosive if and only if it is min-summable. Recall that we gave an intuitive
sketch of their proof in Section 1.8. Here we cite a simplified version of their theorem:
Theorem 2.10. (Amini et al.) Let h be the probability generating function of a distribution
D that is plump. Let G be the distribution function of a non-negative random variable. Then,
the process (h,G) is explosive if and only if it is min-summable. A necessary and sufficient
condition for the latter is that for the inverse of G, G←, it holds that
∞∑
n=1
G←
(
1
f(n)
)
<∞, (2.11)
where f : N→ (0,∞) is defined by
f(0) = m0 and f(n+ 1) = F
←
D (1−
1
f(n)
), n ≥ 0,
with m0 > 1 large enough such that (1.3) holds for all m ≥ m0.
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Remark 2.11. We emphasize that for a plump distribution explosiveness and min-summability
of a process are equivalent. This is the essence of the theorem, which furthermore provides
us with a way of checking min-summability, though proving min-summability by other means
establishes explosiveness as well.
By virtue of Theorem 2.10, it may be feasible to prove explosiveness of a process by studying
its generation sizes. A very detailed description of the growth in the corresponding Galton-
Watson process is given in [8] for a (h,G) process, where h is the probability generating
function of a distribution D that satisfies (1.1). Note that hα is of this form for all α ∈ (0, 1),
see below.
Theorem 2.12. (Davies) Let D be a random variable that satisfies (1.1) for some c, C >
0, α ∈ (0, 1) and all sufficiently large x. Consider the ordinary Galton-Watson process
where each individual produces an offspring equal to an independent copy of D. Denote the
generation-sizes by Zn for each n ∈ N. Then, there exists a random variable W such that
αn log(Zn + 1)
a.s.→ W, as n→∞. (2.12)
Further, if J denotes the distribution function of W , then
lim
x→∞
{− log(1− J(x))
x
}
= 1, (2.13)
and,
J(0) = P(W = 0) = q,
where q is the extinction-probability of the process.
Thus, loosely speaking, Zn+1 ≃ e Wαn for large n and W has exponential-tail behaviour (i.e.,
P (W =∞) = 0).
2.6 Results
In this section we shall first extend the examples studied by Grey. We then prove Theorems
1.12, 1.13 and 1.14. After that, we present some more results dealing with the explosiveness
of age-dependent branching processes.
2.6.1 Re-analysis on the examples
With the tools from the previous section at hand we find ourselves in a position to re-
analyse the examples put forward by Grey. Let us first demonstrate that hα (α ∈ (0, 1))
is the probability generating function of a plump distribution D. To this end, write, for
s ∈ [0, 1],
hα(s) = 1− (1− s)α
= 1−
∞∑
n=0
(
α
n
)
(−s)α
= α
∞∑
n=1
(n− 1− α) · · · (1− α)
n!
sn,
the last quantity equals
α
Γ(1− α)
∞∑
n=1
Γ(n− α)
Γ(n+ 1)
sn,
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where Γ is the gamma-function defined for t ≥ 0 by Γ(t) := ∫∞0 e−xxt−1dx. For large n,
Γ(n−α)
Γ(n+1) = (n− α)−α−1(1 +O( 1n−α )), see e.g. [16], so that
P(D ≥ k) ≥ α
Γ(1− α)
∫ ∞
k
(
(x− α)−α−1 +O(x − α)−α−2) dx
=
(k − α)−α
Γ(1− α) +O(k − α)
−α−1,
and similarly,
P(D ≥ k) ≤ (k − α)
−α
Γ(1− α) +O(k − α)
−α−1.
Hence, for large k,
P(D ≥ k) = L(k) (k − α)
−α
Γ(1− α) ,
with lim
k→∞
L(k) = 1, from which we conclude that for those k,
cα
kα
≤ P(D ≥ k) ≤ Cα
kα
, (2.14)
for some 0 < cα ≤ Cα and we may assume cα < 1. For F←D we thus have the estimates
cαy
1/α ≤ F←D (1−
1
y
) ≤ Cαy1/α, (2.15)
for large y. Thus, D is plump.
We next investigate min-summability of (h, Ĝk,γ). Take m0 > c
1/(α−1)
α so large that (2.15)
holds for all y ≥ m0 and define f as in Theorem 2.10. More precisely, f(0) = m0 and
f(n) ≥ c(1−α−n)/(α−1)α m1/α
n
0 = c
1/(α−1)
α
(
m0
c
1/(α−1)
α
) 1
αn
.
Put m = m0
c
1/(α−1)
α
> 1, then
f(n) ≥ m1/αn . (2.16)
Similarly, for some m̂ <∞,
f(n) ≤ m̂1/αn , (2.17)
for all n. We are now ready to continue with Example 2.7. The inverse function Ĝ←k,γ is for
small t given by
Ĝ←k,γ(t) =
(
k
log(log(1/t))
)1/γ
.
Now,
∞∑
n=1
Ĝ−1k,γ
(
m̂−1/α
n
)
≤
∞∑
n=1
Ĝ−1k,γ
(
1
f(n)
)
≤
∞∑
n=1
Ĝ−1k,γ
(
m−1/α
n
)
.
Both estimators are of the form
∞∑
n=1
(
k
log(1/α) + log(log(m))n
)1/γ
1
n1/γ
,
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and
∞∑
n=1
(
k
log(1/α) + log(log(m̂))n
)1/γ
1
n1/γ
,
both are finite if and only if γ < 1. Hence (Theorem 2.10), the process is explosive if and
only if γ < 1, independent of α or k.
2.6.2 Theorems
We use the growth characterization put forward by Davies (Theorem 2.12) to prove Propo-
sition 1.14 that characterizes all processes (h,G), where h is the probability generating
function of a distribution D that has the form (1.1):
Proof of Proposition 1.14. Let the process be explosive. Fix ǫ ∈ (0, 1). An appeal to Theo-
rem 2.12 gives us W such that αnlog(Zn + 1)
a.s.→ W , as n → ∞, where Zn represents the
size of generation n. Let N be a random variable such that Zn ≤ eW+ǫαn for all n ≥ N . Then
since N <∞ by the a.s. convergence in Theorem 2.12 (denoting probability conditional on
survival by Ps),
Ps
( ∞∑
k=1
min(Xk1 , · · · , XkZk) <∞
)
=
∞∑
n=0
Ps(N=n)Ps
( ∞∑
k=1
min(Xk1 , · · · , XkZk) <∞
∣∣N=n)
≤
∞∑
n=0
Ps(N=n)Ps
( ∞∑
k=n
min(Xk1 , · · · , Xk
e
W+ǫ
αk
) <∞
∣∣N=n),
(2.18)
since the latter minimum is taken over a larger group of i.i.d. random variables. From here
we proceed by further conditioning on W (which is finite almost surely, as can be seen from
(2.13)), to rewrite the last term as
∞∑
n=0
Ps(N=n)
∞∑
l=0
Ps(W ∈ [l, l+1)|N=n)Ps
( ∞∑
k=n
min(Xk1, · · · ,Xk
e
W+ǫ
αk
)<∞|W ∈ [l, l+1), N= n
)
,
which we can bound by
∞∑
n=0
Ps(N=n)
∞∑
l=0
Ps(W ∈ [l, l+1)|N=n)Ps
( ∞∑
k=n
min(Xk1, · · · ,Xk
e
l+1+ǫ
αk
)<∞|W ∈ [l, l+1), N= n
)
,
(2.19)
since in each individual term W ≤ l + 1. To proceed further, we note that for all l there
exists Kl such that e
1/αKl ≥ el+1+ǫ and thus for all k ≥ 0,
e1/α
Kl+k ≥ e(l+1+ǫ)/αk ,
which tells us that
∞∑
k=0
min(Xk1 , · · · , Xk
e
l+1+ǫ
αk
)
d≥
∞∑
k=Kl
min(Xk1 , · · · , Xk
e
1
αk
).
But, because Kl <∞,
Kl∑
k=0
min(Xk1 , · · · , Xk
e
1
αk
) <∞ a.s.,
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and thus
P
( ∞∑
k=n
min(Xk1 , · · · , Xk
e
l+1+ǫ
αk
) <∞|W ∈ [l, l + 1), N= n
)
≤ P
( ∞∑
k=0
min(Xk1 , · · · , Xk
e
1
αk
) <∞
)
.
Note that the sum in the left probability is independent of both W and N , since the life-
lengths are independent of the generation sizes. Hence, (2.19) is bounded by
∞∑
n=0
Ps(N=n)
∞∑
l=0
Ps(W ∈ [l, l + 1)|N=n)P
( ∞∑
k=0
min(Xk1, · · · ,Xk
e
1
αk
)<∞
)
= P
( ∞∑
k=0
min(Xk1 , · · · , Xk
e
1
αk
) <∞
)
,
We conclude that
P
( ∞∑
k=0
min(Xk1 , · · · , Xk
e
1
αk
) <∞
)
≥ P
( ∞∑
k=1
min(Xk1 , · · · , XkZk) <∞
∣∣∣survival) > 0,
which is all we need since Kolmogorov’s 0 − 1 law says that the event under consideration
happens with probability either 0 or 1.
To prove the other direction, we note that (2.13) entails that P(W > 1) > 0 which we will
use shortly. Fix ǫ < 1 and let this time N be such that Zk ≥ e
W−ǫ
αk for all k ≥ N .
P
( ∞∑
k=0
min(Xk1 , · · · , XkZk) <∞
∣∣∣∣∣ survival
)
P (survival)
≥
∞∑
n=0
P(N = n)P(W > 1|N = n)P
( ∞∑
k=n
min(Xk1 , · · · , XkZk) <∞
∣∣∣∣∣W > 1, N = n
)
,
because W > 1 already implies survival. Since Zk dominates e
W−ǫ
αk whenever k ≥ N , the
last term may be bounded from below by
∞∑
n=0
P(N = n)P(W > 1|N = n)P
( ∞∑
k=n
min(Xk1 , · · · , Xk
e
W−ǫ
αk
) <∞
∣∣∣∣∣W > 1, N = n
)
=
∞∑
n=0
P(N = n)P(W > 1|N = n)P
( ∞∑
k=0
min(Xk1 , · · · , Xk
e
1
αk
) <∞
)
.
Hence,
P
( ∞∑
k=0
min(Xk1 , · · · , XkZk) <∞
∣∣∣∣∣ survival
)
≥ P(W > 1)
P (survival)
P
( ∞∑
k=0
min(Xk1 , · · · , Xk
e
1
αk
) <∞
)
,
which concludes the proof as the right-side is strictly positive.
We will now prepare for the proof of Theorem 1.12 that heavily relies on the result of
Proposition 1.14.
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Lemma 2.13. Let α ∈ (0, 1). Let G be the distribution function of a non-negative random
variable. The process (hα, G) is explosive if and only if (hα1/p , G) is explosive for all p ∈ N.
Proof. If p ∈ N, then α1/p ≥ α. Hence, the comparison theorems confirm that (hα1/p , G)
being explosive implies that (hα, G) is explosive. Indeed, since for s close to 1, hα1/p(s) ≥
hα(s), and Theorem 2.5 applies.
To prove the other direction, we assume that (hα, G) is explosive. We introduce the notation
f(n) = e1/α
n
,
and
fp(n) = e
1/αn/p ,
for n ∈ N. Then, almost surely,
∞∑
k=0
min(Xk1 , · · · , Xkf(k)) <∞.
We shall show that this implies that
∞∑
k=0
min(Xk1 , · · · , Xkfp(k)) <∞,
almost surely. To this end, we note that fp(pn) = f(n) for all n ∈ N, which tells us that we
may split the last sum into individuals parts,
∞∑
k=0
min(Xk1 , . . . , X
k
fp(k)
) =
∞∑
l=0
(l+1)p−1∑
k=lp
min(Xk1 , . . . , X
k
fp(k)
),
and bound each sub term from above. Indeed, whenever k ∈ {lp, . . . , (l + 1)p− 1},
min(Xk1 , · · · , Xkfp(k)) ≤ min(Xk1 , . . . , Xkfp(lp))
= min(Xk1 , · · · , Xkf(l)),
by the monotonicity of fp. Hence,
∞∑
k=0
min(Xk1 , · · · , Xkfp(k)) ≤
∞∑
l=0
(l+1)p−1∑
k=lp
min(Xk1 , · · · , Xkf(l))
d
=
p∑
i=0
Mi,
which is almost surely finite , where (Mi)
p
i=1 are i.i.d. copies of
∑∞
k=0min(X
k
1 , · · · , Xkf(k)),
a sequence that is almost surely finite.
Now, Lemma 2.13 together with the comparison theorems is all we need to prove Theorem
1.12:
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Proof of Theorem 1.12. Let 1 > β > α > 0 and assume first that (hα, G) is explosive.
Fix now p so large that α1/p ≥ β. Note that (hα1/p , G) is explosive by Lemma 2.13 and
hence, by the comparison theorems, (hβ , G) is explosive. Indeed, since for s close to 1,
hα1/p(s) ≥ hβ(s), and Theorem 2.5 applies.
Next, assume that (hβ , G) is explosive. We have, for s close to 1, hβ(s) ≥ hα(s) and
comparison Theorem 2.5 establishes explosiveness of (hα, G).
Theorem 1.13 follows now easily:
Proof of Theorem 1.13. By Potter’s theorem (see, e.g. [6]), for all ǫ > 0 and s near 1,
(1− s)ǫ ≤ L( 1
1− s) ≤ (1 − s)
−ǫ,
hence,
1− (1− s)α−ǫ ≤ hLα(s) ≤ 1− (1− s)α+ǫ,
and the comparison theorems finish the proof.
We finish this section by listing two more properties of age-dependent branching process.
We shall refer to them at multiple occasions throughout this thesis.
Theorem 2.14. Let h be a probability generating function for an offspring distribution D
that satisfies (1.1) for some c, C > 0, α ∈ (0, 1) and all sufficiently large x. Let G be the
distribution of a non-negative random variable. If the process (h,G) is explosive, then (h,Gn)
is explosive for all n > 0, where the function Gn is defined for x ≥ 0 by Gn(x) = (G(x))n.
Proof. Put H = Gn and note that, for small t, H←(t) = G←(t1/n), where we recall the no-
tation for inverse functions. We will employ Theorem 2.10 to show that (h,Gn) is explosive.
That same theorem, together with the re-analysis on Grey’s example, entails estimates on
f (equations (2.16) and (2.17)), defined by
f(0) = m0 and f(n+ 1) = F
−1
D (1−
1
f(n)
), n ≥ 0,
combined with G←. Most importantly, there exists m̂ ≥ m > 0 such that
m1/α
k ≤ f(k) ≤ m̂1/αk , (2.20)
for all k ≥ 0, and
∞∑
k=1
G←
(
1
f(k)
)
<∞. (2.21)
We are done if we demonstrate that
∑∞
k=1H
←
(
1
f(k)
)
<∞. Because there is K such that
(m
1
n )
1
αK ≥ m̂,
we note that, for all l ≥ 0,
f(K + l)
1
n ≥ (m 1n )1/αK+l ≥ m̂ 1αl .
Hence, for all l ≥ 0,
H←
(
1
f(K + l)
)
= G←
(
1
f(K + l)
1
n
)
≤ G←
(
1
m̂
1
αl
)
≤ G←
(
1
f(l)
)
,
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due to the upper bound (2.20). Evidently,
∞∑
k=0
H←
(
1
f(k)
)
=
K−1∑
k=0
H←
(
1
f(k)
)
+
∞∑
l=0
H←
(
1
f(K + l)
)
≤
K−1∑
k=0
H←
(
1
f(k)
)
+
∞∑
l=0
G←
(
1
f(l)
)
<∞,
as follows from (2.21). This establishes the result.
Remark 2.15. Note that Gn is the distribution function of max{X1, . . . , Xn}.
Definition 2.16. Since the explosiveness of a process is completely determined by its be-
haviour around the origin, we shall mean by cG a distribution that is around the origin
equal to cG and is extended in an arbitrary way so to make it a proper distribution.
Theorem 2.17. Let α ∈ (0, 1). Let G be the distribution of a non-negative random variable.
If the process (hα, G) is explosive, then so is (hα, cG) for all c > 0.
Proof. We consider only 0 < c < 1, because the case c ≥ 1 follows from the comparison
theorems. There exists φ : [0,∞] 7→ [0, 1] such that, for t ≥ 0,
φ(t) = h
(
1−G(t) +
∫ t
0
φ(t − u)dG(u)
)
, t ≥ 0,
and for t > 0, φ(t) < 1. Put η = 1− φ 6= 0, then for t ≥ 0,
η(t) =
(∫ t
0
η(t− u)dG(u)
)α
.
We need to find a function η̂ 6= 0 such that, for t ≥ 0
η̂(t) =
(∫ t
0
η̂(t− u) c dG(u)
)α
.
If η̂ = Aη, where A = cα/(1−α), then(∫ t
0
η̂(t− u)cdG(u)
)α
= Aαcα
(∫ t
0
ηα(t− u)dG(u)
)α
= Aαcαη(t).
But η = A−1η̂ and thus Aαcαη = Aα−1cαη̂ = η̂, hence(∫ t
0
η̂(t− u)cdG(u)
)α
= η̂(t).
Explosiveness follows because, for t > 0, η(t) ≥ η̂(t) = Aη(t) > 0.
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3 Forward Age-Dependent Branching Processes with
Contagious Periods
It is with the more elaborate model (h,G,C)f that this section will be principally concerned.
Here, h is a probability generating function and both G and C are distribution functions of
non-negative random variables.
Define F : [0, 1] × [0,∞] 7→ [0, 1] by F (s, t) = E
[
sN
f (t)
]
. Again, we will derive a fixed
point equation for F , which captures essential information regarding the explosiveness of
(h,G,C)f .
By the branching property, conditioned on vertex i being born, each sub tree starting at
time Xi has the same distribution as the original branching process, evaluated at time t−Xi
and these sub trees are i.i.d.. We have
Nf (t) =
D∑
i=1
(
1{t<Xi<C} + 1{Xi<min(C,t)}N
(i)(t−Xi)
)
, (3.1)
where C is the contagious period of the root and (N (i))i are i.i.d. copies of N
f (t). Then,
F (s, t) =
∞∑
k=1
P (D = k)
∫ ∞
0
E
[
s
1{t<Xi<x}+1{Xi<min(t,x)}N
(i)(t−Xi)
]k
dC(x).
Let us split the integral at t to have
F (s, t) =
∞∑
k=1
P (D = k)
∫ t
0
E
[
s
1{Xi<x}N
(i)(t−Xi)
]k
dC(x)
+
∞∑
k=1
P (D = k)
∫ ∞
t
E
[
s
1{t<Xi<x}+1{Xi<t}N
(i)(t−Xi)
]k
dC(x).
Now we integrate also over Xi, paying particular attention to the fact that if the indicators
are not satisfied then we have a factor 1, giving rise to the last terms in each line:
F (s, t) =
∞∑
k=1
P (D=k)
∫ t
0
(∫ x
0
E
[
sN(t−u)
]
dG(u) + 1−G(x)
)k
dC(x)
+
∞∑
k=1
P (D=k)
∫ ∞
t
(∫ t
0
E
[
sN(t−u)
]
dG(u)+s(G(x)−G(t))+(1−G(x))
)k
dC(x).
Now using the generating function h,
F (s, t) =
∫ t
0
h
(∫ x
0
E
[
sN(t−u)
]
dG(u) + 1−G(x)
)
dC(x)
+
∫ ∞
t
h
(∫ t
0
E
[
sN(t−u)
]
dG(u) + s(G(x) −G(t)) + (1 −G(x))
)
dC(x).
Writing E
[
sN(t−u)
]
= F (s, t− u), we then have
F (s, t) =
∫ t
0
h
(∫ x
0
F (s, t− u)dG(u) + 1−G(x)
)
dC(x)
+
∫ ∞
t
h
(∫ t
0
F (s, t− u)dG(u) + s(G(x) −G(t)) + (1−G(x))
)
dC(x).
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Define φf : [0,∞] 7→ [0, 1] for t ≥ 0 by φf (t) = lim
s↑1
F (s, t), then
φf (t) =
∫ t
0
h
(∫ x
0
φf (t− u)dG(u) + 1−G(x)
)
dC(x)
+ h
(∫ t
0
φf (t− u)dG(u) + 1−G(t)
)
(1− C(t)), t ≥ 0.
(3.2)
3.1 Fixed point equation
For essentially the same reason as set out in the previous section, we shall study the fixed
point equation
Φ = T f(h,G,C)Φ, Φ ∈ V , (3.3)
where V is defined in (2.4) and T f(h,G,C) is for Φ ∈ V defined as
(T f(h,G,C)Φ)(t) =
∫ t
0
h
(∫ x
0
Φ(t− u)dG(u) + 1−G(x)
)
dC(x)
+ h
(∫ t
0
Φ(t− u)dG(u) + 1−G(t)
)
(1− C(t)), t ≥ 0.
(3.4)
We will construct an iterative solution φ to (3.3) and show that this solution satisfies
(i) φ is the smallest solution to (3.3),
(ii) φ(t) = 1− P (Nf (t) =∞) for all t ∈ [0,∞),
so that φ is in fact equal to φf (which embraces that the existence of any solution to
(3.3), not identically equal to 1, guarantees that the process is explosive). Hereafter, we
interchangeably use φ and φf . Note that φ characterizes the distribution of the explosion
time, see (1.9), since for t ≥ 0, φ(t) = P (V f ≥ t). We proceed by arguing that a much
weaker condition is in fact sufficient to prove that a process is explosive. Then we turn back
to the iterative solution and note that property (ii) implies that φ should be non-increasing,
which we also prove by other means. We further investigate the behaviour of φ by showing
that for an explosive process φ < 1 on all of (0,∞) and that for such a process, conservative
survival does not happen. Some of the proofs in the coming section lean on similar results
in [17], where an age-dependent process with independent edges is studied.
3.1.1 An iterative solution
In this section we show that the distribution function of the explosion time can be obtained
as a sequential limit. To construct an iterative solution to (3.3), we define φ0 ≡ 0 and for
each k ≥ 0, we recursively define φk, for t ≥ 0 by
φk+1(t) =
(
T f(h,G,C)φk
)
(t)
=
∫ t
0
h
(∫ x
0
φk(t− u)dG(u) + 1−G(x)
)
dC(x)
+ h
(∫ t
0
φk(t− u)dG(u) + 1−G(t)
)
(1− C(t)).
(3.5)
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Theorem 3.1. φ defined for t ≥ 0 by φ(t) = lim
k→∞
φk(t) is the smallest solution to (3.3), in
the sense that if ψ is any other non-negative solution, then φ(t) ≤ ψ(t) for all t ≥ 0.
Proof of Theorem 3.1. The aim here is to show that both sides of (3.5) converge (for k →∞)
point wise to their respective counterparts in (3.3), which proves that φ solves (3.3). First,
notice that for fixed t ≥ 0, (φk(t))k∈N is an non-decreasing sequence, bounded from above
by 1. Indeed, φ1(t) ≥ 0 and if we assume that, for some k, φk(t) ≥ φk−1(t), then
φk+1(t) =
∫ t
0
h
(∫ x
0
φk(t− u)dG(u) + 1−G(x)
)
dC(x)
+ h
(∫ t
0
φk(t− u)dG(u) + 1−G(t)
)
(1− C(t))
≥
∫ t
0
h
(∫ x
0
φk−1(t− u)dG(u) + 1−G(x)
)
dC(x)
+ h
(∫ t
0
φk−1(t− u)dG(u) + 1−G(t)
)
(1− C(t))
= φk(t).
(3.6)
This induction argument assures us that (φk(t))k∈N is indeed non-decreasing for fixed t ≥ 0.
To see that (φk(t))k∈N is bounded, we prove that it is point wise dominated by any positive
solution ψ to (3.3). For φ0 ≡ 0 this is evident and if it holds for some k ≥ 0, then
φk+1(t) =
∫ t
0
h
(∫ x
0
φk(t− u)dG(u) + 1−G(x)
)
dC(x)
+ h
(∫ t
0
φk(t− u)dG(u) + 1−G(t)
)
(1 − C(t))
≤
∫ t
0
h
(∫ x
0
ψ(t− u)dG(u) + 1−G(x)
)
dC(x)
+ h
(∫ t
0
ψ(t− u)dG(u) + 1−G(t)
)
(1− C(t))
= ψ(t).
(3.7)
It now merely remains to verify that ψ ≡ 1 solves (3.3). Since (φk(t))k∈N is bounded and
non-increasing, we have established that, for all fixed t ≥ 0, lim
k→∞
φk(t) = φ(t) exists.
It remains to show that the right hand side (RHS) of (3.5) converges to the RHS of (3.3).
For fixed x ∈ [0, t], the sequence(∫ x
0
φk(t− u)dG(u) + 1−G(x)
)
k∈N
is non-decreasing and bounded from above by one. Also,
φk(t− u) ≤ φ(t− u),
for all u ∈ [0, t] and as φ ∈ L1(R+, G), it follows upon an appeal to Lebesque’s Dominated
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Convergence theorem (LDC) that∫ x
0
φk(t− u)dG(u)→
∫ x
0
φ(t− u)dG(u), as k →∞.
Invoking the continuity of h entails that, for all x ∈ [0, t],
h
(∫ x
0
φk(t− u)dG(u) + 1−G(x)
)
→ h
(∫ x
0
φ(t− u)dG(u) + 1−G(x)
)
, as k →∞.
As h ≤ 1 on [0, 1] and t 7→ 1 ∈ L1(R+, C), another application of LDC establishes the proof
of convergence.
Theorem 3.2. φ defined for t ≥ 0 by φ(t) = lim
k→∞
φk(t) is the right solution to (3.3), that
is, φ(t) = 1− P (Nf(t) =∞) for all t ∈ [0,∞).
Proof of Theorem 3.2. We show by induction that for all k ≥ 1,
φk(t) = 1− P{∃v ∈ BP(t) s.t. |v| = k}, (3.8)
where the notation BP(t) is used for the collection of all dead or alive individuals (vertices)
in the branching process born before time t and |v| denotes the generation of an individual
v ∈ BP(t). We first start analysing φ1(t) = (T f(h,G,C)φ0)(t).
h(1−G(x)) = E
[
P (X > x)
D
]
= P (X1 > x, · · · , XD > x) ,
where (Xi)i are i.i.d. random variables with distribution G. As follows from (3.3), for t ≥ 0,
φ1(t) = (T
f
(h,G,C)φ0)(t) =
∫ t
0
h (1−G(x)) dC(x) + h (1−G(t)) (1− C(t))
=
∫ t
0
P (X1 > x, · · · , XD > x) dC(x) + P (X1 > t, · · · , XD > t)P (C > t)
= P (X1 > C, · · · , XD > C,C ≤ t) + P (X1 > t, · · · , XD > t,C > t) ,
which we may write as
φ1(t) = 1− P{∃v ∈ BP(t) s.t. |v| = 1}.
We proceed by assuming that for some k > 0,
φk(t) = 1− P (∃v ∈ BP(t) s.t. |v| = k) .
Then,
φk+1(t) = (T
f
(h,G,C)φk)(t)
=
∫ t
0
h
(
1−
∫ x
0
P (∃v ∈ BP(t− u) s.t. |v| = k) dG(u)
)
dC(x)
+ h
(
1−
∫ t
0
P (∃v ∈ BP(t− u) s.t. |v| = k) dG(u)
)
P (C > t) .
(3.9)
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We start by analysing the terms in brackets, for x ≤ t,
1−
∫ x
0
P{∃v∈BP(t− u) s.t. |v|=k}dG(u) = 1−P{∃v∈BP(t− U) s.t. |v|= k, U≤x}
= 1− P (E(t, x))
= P
(
E(t, x)
)
,
(3.10)
where U is a random variable with law G,
E(t, x) = {∃v ∈ BP(t− U) s.t. |v| = k, U ≤ x},
and A¯ is the complement of an event A. Now, let
(
U (i)
)
i
be an i.i.d. sequence of random
variables with distribution G, and define the independent identically distributed events
(Ej(t, x))j , for j ≥ 1, as
Ej(t, x) = {∃v ∈ BP(j)(t− U (j)) s.t. |v| = k, U (j) ≤ x}.
Then
h
(
P
(
E(t, x)
))
= P
(
E1(t, x), . . . , ED(t, x)
)
,
and we deduce that the first term in the RHS of (3.9) equals∫ t
0
h
(
P
(
E(t, x)
))
dC(x) = P (6 ∃v ∈ BP(t) s.t. |v| = k + 1, C ≤ t) .
The second line in (3.9) becomes
h
(
1−
∫ t
0
P (∃v∈BP(t− u) s.t. |v|=k) dG(u)
)
P (C>t) = P
(
E1(t, t), . . . , ED(t, t), C > t
)
,
or,
P (6 ∃v ∈ BP(t) s.t. |v| = k + 1, C > t) .
All together,
φk+1(t) = P (6 ∃v ∈ BP(t) s.t. |v| = k + 1)
= 1− P (∃v ∈ BP(t) s.t. |v| = k + 1) .
To finish, note that
{∃v ∈ BP(t) s.t. |v| = k + 1} ⊆ {∃v ∈ BP(t) s.t. |v| = k},
which constitute a nested sequence of events and therefore by the continuity of the measure
P (·),
lim
k→∞
φk(t) = lim
k→∞
P{∃v ∈ BP(t) s.t. |v| = k} = P
( ∞⋂
k=1
{∃v ∈ BP(t) s.t. |v| = k}
)
.
Now, if there exists k ∈ N such that for all v ∈ BP(t), |v| ≤ k, then as D <∞ a.s., we must
have |BP(t)| <∞, and hence,
∞⋂
k=1
{∃v ∈ BP(t) s.t. |v| = k} = {|BP(t)| =∞}.
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It remains to verify that {|BP(t)| = ∞} = {Nf(t) = ∞}. To do so, observe that, if with
non-zero probability, for all k, ∃v ∈ BP(t) such that |v| = k, then there exists an infinite ray
in the branching process that has a convergent sum of birth times along it. Thus Nf (t) =∞,
since with non-zero probability a branching process starting at a vertex in this ray does not
die out. On the other hand if Nf (t) =∞, then |BP(t)| =∞. We conclude that
1− lim
k→∞
φk(t) = P (∩∞k=1{∃v ∈ BP(t) s.t. |v| = k}) = P
(
Nf(t) =∞) .
Thus the iterative solution is both the right solution and the smallest solution to (3.3),
leading to a much weaker criterion for a process to be explosive, which is captured in the
next corollary:
Corollary 3.3. Let h be a probability generating function. Let both G and C be distribution
functions of non-negative random variables. The process (h,G,C)f is explosive if and only
if there exists T > 0 and a function Ψ : [0, T ]→ [0, 1] such that Ψ 6= 1 and
Ψ(t) ≥
(
T f(h,G,C)Ψ
)
(t)
=
∫ t
0
h
(∫ x
0
Ψ(t− u)dG(u) + 1−G(x)
)
dC(x)
+ h
(∫ t
0
Ψ(t− u)dG(u) + 1−G(t)
)
(1− C(t)) , ∀t ∈ [0, T ].
(3.11)
Proof. Necessity is obvious as φ itself satisfies (3.11) with equality. To prove sufficiency we
define ψ0 : [0,∞)→ [0, 1] by
ψ0(t) =
{
Ψ(t) if t ∈ [0, T ],
1 if t > T ,
(3.12)
and, for each k ≥ 1, ψk is recursively defined by ψk = T f(h,G,C)ψk−1. We will show that, for
each fixed t ∈ [0,∞), (ψk(t))k∈N is a decreasing sequence, bounded from below by 0 and
from above by ψ0(t). To see this, fix first t ∈ [0, T ] and note that ψ0(t − u) ≤ Ψ(t− u) for
any u ∈ [0, x], if x ∈ [0, t], so that in fact, ψ1(t) ≤ Ψ(t). The upper bound, in the region
where t > T , follows easily from
0 ≤
∫ x
0
ψ0(t− u)dG(u) + 1−G(x) ≤
∫ x
0
dG(u) + 1−G(x) = 1,
since this implies, for t > T ,
ψ1(t) ≤
∫ t
0
h(1)dC(x) + h(1) (1− C(x)) = 1 = ψ0(t).
We are now in a position to prove by induction that, for any k ∈ N and t ∈ [0,∞), the
inequality ψk+1(t) ≤ ψk(t) holds. To establish this, assume that for some k ∈ N we have
ψk(t) ≤ ψk−1(t), then, for all t ∈ [0,∞),
ψk+1(t) =
∫ t
0
h
(∫ x
0
ψk(t− u)dG(u) + 1−G(x)
)
dC(x)
+ h
(∫ t
0
ψk(t− u)dG(u) + 1−G(t))(1 − C(t)
)
,
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which is smaller than or equal to∫ t
0
h
(∫ x
0
ψk−1(t− u)dG(u) + 1−G(x)
)
dC(x)
+ h
(∫ t
0
ψk−1(t− u)dG(u) + 1−G(t)
)
(1− C(t)) = ψk(t).
We conclude that, for all t ∈ [0,∞), ψ(t) = lim
k→∞
ψk(t) exists and that by invoking LDC
it follows that ψ is in fact a solution to (3.3). The process is indeed explosive, since ψ is
dominated by Ψ on [0, T ], and the latter is strictly smaller than 1 somewhere on its domain
of definition.
In the remainder of this section, it turns out useful to have the following lemma at hand:
Lemma 3.4. For any function ψ : [0,∞)→ [0, 1] it holds true, for all 0 ≤ x ≤ t ≤ t′,
(i) (∫ x
0
ψ(t′ − u)dG(u) + 1−G(x)
)
−
(∫ t
0
ψ(t′ − u)dG(u) + 1−G(t)
)
≥ 0,
(ii) if, moreover, ψ is non-increasing,
h
(∫ x
0
ψ(t′ − u)dG(u) + 1−G(x)
)
− h
(∫ t
0
ψ(t′ − u)dG(u) + 1−G(t)
)
≥ 0,
(iii) furthermore, for those non-increasing ψ,
h
(∫ t
0
ψ(t− u)dG(u) + 1−G(t)
)
≥ h
(∫ t′
0
ψ(t′ − u)dG(u) + 1−G(t′)
)
.
Proof. Elementary calculations and the fact that ψ ≤ 1 together with monotonicity of h, G
and C.
Theorem 3.5. For each k ∈ N, φk is a non-increasing function and hence φ is.
Proof. We prove the result by induction on k. Fix 0 ≤ t ≤ t′ and note that the hypothesis
obviously holds for φ0 ≡ 0. Hence, we may assume that, for some k ∈ N, φk is non-increasing,
but then, φk+1(t)− φk+1(t′) equals∫ t
0
(
h
(∫ x
0
φk(t− u)dG(u) + 1−G(x)
)
− h
(∫ x
0
φk(t
′ − u)dG(u) + 1−G(x)
))
dC(x)
−
∫ t′
t
h
(∫ x
0
φk(t
′ − u)dG(u) + 1−G(x)
)
dC(x)
+ h
(∫ t
0
φk(t− u)dG(u) + 1−G(t)
)
(1− C(t))
− h
(∫ t′
0
φk(t
′ − u)dG(u) + 1−G(t′)
)
(1− C(t′)).
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Since φk is assumed to be non-increasing, we may bound this from below,
φk+1(t)− φk+1(t′) ≥ 0−
∫ t′
t
h
(∫ t
0
φk(t
′ − u)dG(u) + 1−G(t)
)
dC(x)
+ h
(∫ t
0
φk(t− u)dG(u) + 1−G(t)
)
(1− C(t))
− h
(∫ t′
0
φk(t
′ − u)dG(u) + 1−G(t′)
)
(1− C(t′)).
Explicit calculation of the first outer-integral yields
φk+1(t)− φk+1(t′) ≥− h
(∫ t
0
φk(t
′ − u)dG(u) + 1−G(t)
)
(C(t′)− C(t))
+ h
(∫ t
0
φk(t− u)dG(u) + 1−G(t)
)
(1− C(t))
− h
(∫ t′
0
φk(t
′ − u)dG(u) + 1−G(t′)
)
(1 − C(t′)).
We employ again that φk is non-increasing (to bound the first integral from below), so that
we eventually have the following lower bound:
φk+1(t)− φk+1(t′) ≥ h
(∫ t
0
φk(t− u)dG(u) + 1−G(t)
)
(1− C(t′))
− h
(∫ t′
0
φk(t
′ − u)dG(u) + 1−G(t′)
)
(1− C(t′)),
which is positive by Lemma 3.4(iii). Thus φk+1 is non-increasing and the proof is complete.
Theorem 3.6. If there exists τ > 0 such that φ(τ) < 1, then φ(t) < 1 for all t ∈ (0,∞).
Proof. Suppose on the contrary that there exists t > 0 such that φ(t) = 1, but then, as φ is
non-increasing, there must exist t0 > 0 such that
φ(t) = 1 for t ≤ t0,
φ(t) < 1 for t > t0.
(3.13)
Then, for any t > t0, upon splitting the integrals at t− t0 and noting that φ(t− u) = 1 for
u ∈ [t− t0, t],
φ(t) =
∫ t−t0
0
h
(∫ x
0
φ(t− u)dG(u) + 1−G(x)
)
dC(x)
+
∫ t
t−t0
h
(∫ t−t0
0
φ(t− u)dG(u) +
∫ x
t−t0
dG(u) + 1−G(x)
)
dC(x)
+ h
(∫ t−t0
0
φ(t− u)dG(u) +
∫ t
t−t0
dG(u) + 1−G(t)
)
(1− C(t)).
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There is no dependence on x any-more inside the h(·) term in the second integral, hence the
above equals
φ(t) =
∫ t−t0
0
h
(∫ x
0
φ(t− u)dG(u) + 1−G(x)
)
dC(x)
+ h
(∫ t−t0
0
φ(t− u)dG(u) + 1−G(t− t0)
)
(C(t) − C(t− t0))
+ h
(∫ t−t0
0
φ(t− u)dG(u) + 1−G(t− t0)
)
(1− C(t)).
We note that terms in the second and third line partly cancel each other, therefore we may
write
φ(t) =
∫ t−t0
0
h
(∫ x
0
φ(t− u)dG(u) + 1−G(x)
)
dC(x)
+ h
(∫ t−t0
0
φ(t− u)dG(u) + 1−G(t− t0)
)
(1− C(t− t0)).
Define φ∗ : [0,∞)→ [0, 1] by
φ∗(τ) = φ(τ + t0), τ ∈ [0,∞), (3.14)
to see that, for τ ∈ [0,∞),
φ∗(τ) =
∫ τ
0
h
(∫ x
0
φ(τ + t0 − u)dG(u) + 1−G(x)
)
dC(x)
+ h
(∫ τ
0
φ(τ + t0 − u)dG(u) + 1−G(τ)
)
(1 − C(τ)),
or,
φ∗(τ) =
∫ τ
0
h
(∫ x
0
φ∗(τ − u)dG(u) + 1−G(x)
)
dC(x)
+ h
(∫ τ
0
φ∗(τ − u)dG(u) + 1−G(τ)
)
(1− C(τ)).
Hence, in fact, φ∗ is a solution to (3.3), leading to a contradiction since φ∗( t02 ) < φ(
t0
2 )
violates the minimality of φ. We conclude that φ(t) < 1 for all t > 0.
3.2 Comparison theorems
In this section we show that explosiveness is essentially determined by the behaviour of both
G and C around 0 and h around 1:
Theorem 3.7. Let h and h∗ be probability generating functions such that for some θ < 1,
h∗(s) ≤ h(s) for all s ∈ [θ, 1]. Let G be the distribution function of a non-negative random
variable such that G(0) = 0. Let C be the distribution function of a non-negative random
variable. If the process (h,G,C)f explosive, then so is (h∗, G, C)f .
Proof. Consider the explosive process (h,G,C)f and denote by φf the corresponding small-
est solution to (3.3). We observe that for all t ≥ 0,
1 ≥
∫ t
0
φf (t− u)dG(u) + 1−G(t) ≥ 1−G(t),
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where the right hand side tends to 1 when t goes to 0. Because G(0) = 0, there exists T > 0
such that, for t ∈ [0, T ], ∫ t
0
φf (t− u)dG(u) + 1−G(t) ≥ θ.
Thus, for such t,
h
(∫ t
0
φf (t− u)dG(u) + 1−G(t)
)
≥ h∗
(∫ t
0
φf (t− u)dG(u) + 1−G(t)
)
,
since by assumption h∗(s) ≤ h(s) for all s ∈ [θ, 1]. We establish that, for any t ∈ [0, T ],
φf (t) ≥
∫ t
0
h∗
(∫ x
0
φf (t− u)dG(u) + 1−G(x)
)
dC(x)
+ h∗
(∫ t
0
φf (t− u)dG(u) + 1−G(t)
)
(1− C(t))
=
(
T f(h∗,G,C)φ
f
)
(t).
(3.15)
An appeal to Corollary 3.3, with Ψ = φf , completes the proof.
Theorem 3.8. Let h be a probability generating function. Let both G and G∗ be distribution
functions of non-negative random variables such that G(0) = G∗(0) = 0. Let C be the
distribution function of a non-negative random variable. Assume that there is a T such that
G∗ ≥ G on [0, T ]. If the process (h,G,C)f is explosive, then so is (h,G∗, C)f .
Proof. Fix a t ≤ T and write φt(u) = φf (t− u) for u ≤ t, where φf is the smallest solution
to (3.3). Partial integration gives, since G(0) = 0,∫ x
0
φt(u)dG(u) = G(x)φt(x)−
∫ x
0
G(u)dφt(u),
for all x ≤ t. We thus have∫ x
0
φt(u)dG(u) + 1−G(x) = 1−G(x)(1 − φt(x)) −
∫ x
0
G(u)dφt(u) (3.16)
≥ 1−G∗(x)(1 − φt(x))−
∫ x
0
G∗(u)dφt(u), (3.17)
since G∗ ≥ G on [0, T ] and φt is a non-decreasing function (hence dφt is non-negative).
Writing now the RHS back in the same manner, we obtain∫ x
0
φt(u)dG(u) + 1−G(x) ≥
∫ x
0
φt(u)dG
∗(u) + 1−G∗(x), x ≤ t.
Then, for all t ≤ T ,
φf (t) =
(
T f(h,G,C)φ
f
)
(t)
≥
(
T f(h∗,G,C)φ
f
)
(t),
and Corollary 3.3, where we use Ψ = φf as a test function, captures that (h,G∗, C)f is
explosive.
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Theorem 3.9. Let h be a probability generating function. Let G be the distribution function
of a non-negative random variable. Let both C and C∗ be distribution functions of non-
negative random variables such that C(0) = C∗(0) = 0. Assume that there is a T such that
C∗ ≤ C on [0, T ]. If the process (h,G,C)f is explosive, then so is (h,G∗, C)f .
Proof. Fix t < T . Let
ht(x) = h
(∫ x
0
φt(u)dG(u) + 1−G(x)
)
,
for x ≤ t, where φt is defined as in the previous proof. Note that ht now is a decreasing
function. We write, since C(0) = 0,∫ t
0
ht(x)dC(x) = C(t)ht(t)−
∫ t
0
C(x)dht(x).
Hence,
φf (t) =
∫ t
0
ht(x)dC(x) + ht(t)(1 − C(t))
= ht(t)C(t)−
∫ t
0
C(x)dht(x) + ht(t)(1− C(t))
= ht(t)−
∫ t
0
C(x)dht(x)
≥ ht(t)−
∫ t
0
C∗(x)dht(x),
where in the last line we used that dht is non-positive. From here the statement follows by
writing the RHS back and using Corollary 3.3 with Ψ = φf , since for t ≤ T ,
φf (t) ≥
(
T f(h,G,C∗)φ
f
)
(t).
3.3 No conservative survival
Now that we have the machinery at hand to decide on explosiveness questions it is time
to ask whether an explosive process might survive conservatively with positive probability.
The next theorem implies that this cannot be the case:
Theorem 3.10. Let h be a probability generating function. Let G be the distribution func-
tion of a non-negative random variable. Let C be the distribution function of a non-negative
random variable. Consider the Galton-Watson process describing the generation sizes of the
time-continuous branching process (h,G,C)f and denote the probability generating function
of the corresponding offspring distribution by heff. Denote also η∞ = lim
t→∞
P(Nt =∞). We
have
heff(s) =
∫ ∞
0
h (1− (1 − s)G(x)) dC(x), |s| ≤ 1, (3.18)
and
1− η∞ =
∫ ∞
0
h (1− η∞G(x)) dC(x). (3.19)
Further, the probability of conservative survival must equal zero in an explosive process.
48
Proof. Write φ = 1 − η. Since φ ≥ 0 is non-increasing, the limit η∞ = 1 − lim
t→∞
φ(t) exists.
Let ǫ > 0 be given. As h is uniformly continuous on [0, 1], there exists a δ > 0 such that
|x − y| < δ implies |h(x) − h(y)| < ǫ3 . To exploit these observations, fix t > T both so
large that |1 − C(T )| ≤ ǫ3 and |η(t − u) − η∞| < δ for all u ∈ [0, T ]. Write for those u,
η(t− u) = η∞ + δ(u) with |δ(u)| ≤ δ, to establish by splitting the integrals at t and T ,∣∣∣∣∫ ∞
0
h (1− η∞G(x)) dC(x) −
∫ t
0
h
(
1−
∫ x
0
η(t− u)dG(u)
)
dC(x)
∣∣∣∣
≤
∣∣∣∣∣
∫ T
0
(
h (1− η∞G(x)) − h
(
1− η∞G(x) −
∫ x
0
δ(u)dG(u)
))
dC(x)
∣∣∣∣∣
+ |1− C(T )|+ |C(t)− C(T )|,
(3.20)
as
∫ x
0
δ(u)g(u)du ≤ δ, we may bound this from above by∣∣∣∣∣
∫ T
0
ǫ
3
dC(x)
∣∣∣∣∣+ ǫ3 + ǫ3 = ǫ. (3.21)
As ǫ was arbitrary, the second assertion (3.19) follows. In the corresponding Galton Watson
process, the offspring that will be born is given by
Df =
D∑
i=1
1{Xi<C},
where D has distribution G and (Xi)i constitute an i.i.d. sequence with distribution G.
The random variable Df has probability generating function heff, given for |s| ≤ 1 by
heff(s) = Es
Df , that is
heff(s) = Es
∑D
i=0 1{Xi<C}
=
∞∑
k=0
P(D = k)Es
∑k
i=0 1{Xi<C}
=
∞∑
k=0
P(D = k)
∫ ∞
0
Es
∑k
i=0 1{Xi<x}dC(x)
=
∞∑
k=0
P(D = k)
∫ ∞
0
(
Es1{X<x}
)k
dC(x)
=
∫ ∞
0
∞∑
k=0
P(D = k)
(
Es1{X<x}
)k
dC(x)
=
∫ ∞
0
h(1− (1 − s)G(x))dC(x).
It is well known that the survival probability q in an ordinary branching process equals the
largest s ∈ [0, 1] such that 1−s = heff(1−s) and as there are at most two candidates (0 and
a possibly larger number), q must equal η∞ since the latter satisfies (3.19). This completes
the proof.
As a corollary we have that an explosive process without contagious period explodes almost
surely:
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Corollary 3.11. If we consider the quantity η∞ = lim
t→∞
P(N(t) =∞) in the process (h,G)
that is postulated to be explosive, then,
1− η∞ = h(1− η∞).
Proof. There are two ways to see this, either by setting P
(
τC <∞) = 0 or recalling from
the theory of ordinary branching processes that the extinction probablity η is such that
η = h(η) and noting that η∞ = 1.
Remark 3.12. Conditional on surival, explosion is a tail event and by Kolmogorov’s 0-1
law it happens with probability either 0 or 1, as we just deduced by more elaborate means.
3.4 The explosiveness question
If we are given an explosive process (h,G), then a natural question to ask is under what
conditions will adding a contagious period C stop this process from being explosive? As
pointed out in Section 1.3.1, one way to answer the explosiveness question is by observing
that C must be such that it kills with probability 1 an edge on every finite ray. We employ
that observation to prove Theorem 1.16.
Another way of addressing the explosiveness question is by employing the fixed point equa-
tion describing (h,G,C)f and using that the corresponding equation to (h,G) has a solution
not identically 1. By this approach we will establish that for any α ∈ (0, 1) , C such that
C 6= 0, and any function L slowly varying at infinity, the process (hLα, G, C)f is explosive if
and only if (hLα, G) is explosive, i.e., Theorem 1.17. We extend this result to Theorem 1.18.
To apply the first method, we need to quantify those rays a bit further. To this end, let
(Ti)i be the associated life-times on the random ray that has shortest length (if all rays in
a particular realization are infinite, then take the left-most ray). We see that a sufficient
condition for (h,G,C)f to be explosive reads
P
(
∀i : Ci ≥ Ti,
∞∑
i=1
Ti <∞
)
> 0,
where (Ci)i is an i.i.d. sequence of random variables with distribution C, which we employ
to prove Theorem 1.16:
Proof of Theorem 1.16. First, note that
P
( ∞∑
i=1
Ti <∞
)
= P (Nt =∞) .
Hence, since (h,G) is explosive, P (
∑∞
i=1 Ti <∞) = 1, as follows from Corollary 3.11. Thus,
P
(
∀i : Ci ≥ Ti,
∞∑
i=1
Ti <∞
)
= P (∀i : Ci ≥ Ti) .
To handle this probability, we condition on all the possible values that (Ti)i may take,
P (∀i : Ci ≥ Ti) = E [P (∀i : Ci ≥ Ti| (Ti)i)]
= E
[ ∞∏
i=1
(1− C(Ti))
]
.
(3.22)
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It remains to verify that this is strictly positive (note that here we need C(t) < 1 for all
t > 0). But,
∏∞
i=1 (1− C(Ti)) > 0 if and only if
∑∞
i=1 C(Ti) <∞. The latter is true because∑∞
i=1 Ti <∞ a.s., so that there is a random variable N (N <∞ a.s.) such that Ti < θ for
all i ≥ N , implying that, since C(t) ≤ βt for t < θ,
∞∑
i=1
C(Ti) ≤
N∑
i=1
C(Ti) + β
∞∑
i=N+1
Ti <∞,
with probability 1. Hence,
∏∞
i=1 (1− C(Ti)) > 0 almost surely, and the result follows.
Recall hα from (1.2). Before proving that (h
L
α, G, C)
f is explosive if and only if (hLα, G) is
explosive for any C 6= 0 and L slowly varying at infinity, we first show that (hα,M,C) is
always explosive, where M is the distribution function of an exponential random variable
with parameter λ > 0. The calculation establishing this will serve as an illustrative applica-
tion of Corollary 3.3, as it involves explicitly finding a suitable test function. Let us start
by arguing in a heuristic way that (hα,M,C) should be explosive. For this process we have
that the probability generating function heff, of the offspring that is eventually born, is given
by (according to Theorem 3.10)
heff(s) = 1− (1− s)α
∫ ∞
0
M(x)αdC(x), |s| ≤ 1.
Thus δ =
∫∞
0 M(x)
αdC(x) > 0, h′eff(1) =∞ and,
s− heff(s) = (s− 1) + (1− s)αδ
= (1− s)α(δ − (1− s)1−α)
≥ (1− s)α δ
2
,
(3.23)
if s close to 1. Hence, ∫ 1
1−ǫ
ds
s− heff(s) ≤
2
δ
∫ 1
1−ǫ
ds
(1− s)α <∞,
for ǫ so small that the inequality in (3.23) holds. It is well-known, see for instance [19], that
this implies that the process (heff, G) is explosive, which gives a hint on the explosiveness
of (hα,M,C). Note that we only gave an heuristic proof as there is no independence in
the process to employ. That this heuristic argument actually rests on firm grounds is the
content of the next theorem:
Theorem 3.13. Let α ∈ (0, 1). Let M be the law of an exponential random variable with
parameter λ > 0. Let C be the distribution function of a random variable such that C(θ) < 1
for some θ > 0. Then, the process (hα, G, C)
f is explosive.
Proof. Let g be the derivative of M , i.e., g(u) = λe−λu for u ≥ 0. Pick β so large that
β
β+1 > α and set ψ for t ≥ 0 equal to ψ(t) = 1 − tβ . By Corollary 3.3 it suffices to show
that there exists T > 0 such that
ψ(t) ≥
∫ t
0
h
(∫ x
0
ψ(t− u)dG(u) + 1−G(x)
)
dC(x)
+ h
(∫ t
0
ψ(t− u)dG(u) + 1−G(t)
)
(1− C(t)), t ∈ [0, T ].
(3.24)
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However, this is equivalent to,
η(t) ≤
∫ t
0
(∫ x
0
η(t− u)dG(u)
)α
dC(x) +
(∫ t
0
η(t− u)dG(u)
)α
(1− C(t)) , t ∈ [0, T ],
(3.25)
if we set η = 1− ψ. In fact, the last term on the RHS already dominates the LHS. Indeed,
for t ≤ θ, 1− C(t) > 0, and thus∫ t
0
η(t− u)dG(u) ≥ λ exp(−λt) t
β+1
β + 1
.
Hence, (∫ t
0
η(t− u)dG(u)
)α
(1 − C(t)) ≥ Atα(β+1), (3.26)
where
A =
(
λe−λθ
β + 1
)α
(1 − C(θ)) > 0
is a constant. Now, there is a T ≤ θ such that the term in the RHS of (3.26) is larger than
or equal to η(t) = tβ for all t ≤ T , since α(β + 1) < β.
By picking suitable test functions it is possible to generalize this result further into Theorem
1.17:
Proof of Theorem 1.17. Since (h,G) is explosive, there is a φ : [0,∞)→ [0, 1], with φ(t) < 1
for t > 0, such that
φ(t) = hα
(∫ t
0
φ(t− u)dG(u) + 1−G(t)
)
, t ≥ 0.
Write φ = 1− η, then, using that hα(s) = 1− (1− s)α for s ∈ [0, 1],
η(t) =
(∫ t
0
η(t− u)dG(u)
)α
.
Let 1 > A > 0 be a constant and put ψ = Aη, then, for t ≤ θ,(∫ t
0
ψ(t− u)dG(u)
)α
(1− C(t)) ≥ (1− C(θ))Aα
(∫ t
0
η(t− u)dG(u)
)α
= (1− C(θ))Aαη(t)
= (1− C(θ))Aα−1ψ(t)
≥ ψ(t),
if A is sufficiently small. Since 1 > ψ > 0 on (0, θ], Corollary 3.3 proves the result (see the
proof of Theorem 3.13 and in particular equation (3.25)).
An appeal to Potter’s theorem extends this result to the most general case:
Proof of Theorem 1.18. Assume that (hLα, G) is explosive. In the proof of Theorem 1.13,
equation (2.6.2) points out that (hα−ǫ, G) is explosive if we set 0 < ǫ < α. Hence, for
suitably small ǫ > 0, (hα+ǫ, G) is explosive by Theorem 1.12. Theorem 1.17 entails that
(hα+ǫ, G, C)
f is explosive and it thus follows from another appeal to equation (2.6.2) together
with the comparison theorems that (hLα, G, C)
f is explosive.
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4 Backward Age-Dependent Branching Processes with
Contagious Periods
In the backward process we study how an infection reaches to a person backward in time.
It is denoted by (h,G,C)b, with h a probability generating function and both G and C
distribution functions of non-negative random variables. This process is described in more
detail in Section 1.4. There it is pointed out that we might identify the process (h,G,C)b
with either (heff, Geff) or (h,GC) and here we choose to make the identification (h,G,C)
b =
(h,GC). For x <∞, GC(x) is defined as
GC(x) = P (X ≤ x,X ≤ C)
=
∫ x
0
(1 − C(u))dG(u). (4.1)
4.1 Fixed point equation
The function φb : [0,∞) 7→ [0, 1], given for t ≥ 0 by φb(t) = 1 − P (N b(t) =∞), is the
smallest solution to
Φ = T b(h,G,C)Φ, Φ ∈ V , (4.2)
where V is defined in (2.4). The operator T b(h,G,C) = T(h,GC) is given for t ≥ 0 by(
T b(h,G,C)Φ
)
(t) = h
(∫ t
0
Φ(t− u)dGC + 1−GC(t)
)
, (4.3)
see (2.6). Due to the identification (h,GC) = (h,G,C)
b, all machinery of Section 1 carries
through.
4.2 The explosiveness question
Here we show that (h,G,C)b is explosive if and only if (h,G) is explosive, under the condition
that C(0) 6= 1 and h is the probability generating function of a plump distribution D, i.e.,
Theorem 1.19:
Proof of Theorem 1.19. To employ Theorem 2.10 we make some preliminary observations.
To start with, we note that there exists θ ∈ (0, 1) such that 1 − C(t) ≥ θ for all t ≤ T .
Moreover, as D is plump, there exists ǫ > 0 such that
F←D (1−
1
m
) ≥ m1+ǫ, (4.4)
for all sufficiently large m. We define f : N→ [0,∞) as
f(0) = m0 and f(n+ 1) = F
−1
D (1−
1
f(n)
), n ≥ 0,
with mǫ0 >
1
θ > 1 large enough for the plumpness inequality to hold for every m ≥ m0.
Then, by (4.4),
f(n+ 1) ≥ f(n)ǫf(n) ≥ f(0)ǫf(n) > 1
θ
f(n), (4.5)
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because f(·) is strictly increasing as follows from the first inequality and an induction argu-
ment. Now, for t ≤ T ,
GC(t) =
∫ t
0
(1− C(x))dG(x) ≥
∫ t
0
θdG(x) = θG(t),
and hence,
G←C (t) ≤ G←
(
t
θ
)
, (4.6)
if G←( tθ ) ≤ T or t ≤ θG(T ). Let N < ∞ be so large that 1f(n) ≤ θG(T ) for all n ≥ N ,
which is possible because f is strictly increasing, see (4.5). Then,
∞∑
n=0
G←C
(
1
f(n)
)
=
N∑
n=0
G←C
(
1
f(n)
)
+
∞∑
n=N+1
G←C
(
1
f(n)
)
≤
N∑
n=0
G←C
(
1
f(n)
)
+
∞∑
n=N+1
G←
(
1
θf(n)
)
<∞.
(4.7)
The first inequality is due to (4.6). The last inequality follows from the fact that θf(n+1) >
f(n), for all n (recall (4.5)),
∞∑
n=N+1
G←
(
1
θf(n)
)
=
∞∑
n=N
G←
(
1
θf(n+ 1)
)
≤
∞∑
n=N
G←
(
1
f(n)
)
<∞,
because (h,G) is explosive.
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5 Comparison of Backward and Forward Processes with
Contagious Periods
In this section we prove Theorem 1.21, which states that the explosion time in the forward
process stochastically dominates the explosion time in the backward process:
Proof of Theorem 1.21. We show that, for all t ≥ 0, φf (t) ≥ φb(t), where φb and φf are the
smallest functions such that
φb = T b(h,G,C)φ
b, (5.1)
alternatively, for t ≥ 0,
φb(t) = h
(∫ t
0
φb(t− u)dGC(u) + 1−GC(t)
)
. (5.2)
And,
φf = T f(h,G,C)φ
f , (5.3)
which translates, for t ≥ 0, into
φf (t) =
∫ t
0
h
(∫ x
0
φf (t− u)dG(u) + 1−G(x)
)
dC(x)
+ h
(∫ t
0
φf (t− u)dG(u) + 1−G(t)
)
(1− C(t)).
(5.4)
We rewrite (5.4) as
φf (t) =
∫ ∞
0
h
(
1{[0,t]}(x)
(∫ x
0
φf (t− u)dG(u) + 1−G(x)
)
+ 1{[t,∞]}(x)
(∫ t
0
φf (t− u)dG(u) + 1−G(t)
))
dC(x),
(5.5)
and, employing the convexity of h using Jensen’s inequality,
φf (t) ≥ h
(∫ t
0
∫ x
0
φf (t− u)dG(u)dC(x) +
∫ t
0
(1−G(x))dC(x)
+ (1− C(t))
(∫ t
0
φf (t− u)dG(u) + 1−G(t)
))
.
(5.6)
Now, the double integral may be written as∫ t
0
∫ t
u
φf (t− u)dC(x)dG(u) =
∫ t
0
φf (t− u)(C(t)− C(u))dG(u),
and, ∫ t
0
(1−G(x))dC(x) + (1−G(t))(1 − C(t)) = 1−
∫ t
0
(1 − C(x))dG(x).
Hence,
φf (t) ≥ h
(∫ t
0
φf (t− u)(1− C(u))dG(u) + 1−
∫ t
0
(1 − C(u))dG(u)
)
, (5.7)
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or,
φf (t) ≥ h
(∫ t
0
φf (t− u)dGC(u) + 1−GC(t)
)
. (5.8)
We will now derive an iterative solution for (h,GC) and show that it is dominated by φ
f .
Set φ0 = φ
f and φk+1 = T
b
(h,G,C)φk, i.e., for t ≥ 0,
φk+1(t) = h
(∫ t
0
φk(t− u)dGC(u) + 1−GC(t)
)
.
Then, for all t, φ1(t) ≤ φ0(t), and, by induction similarly as in the proof of Theorem 3.1,
φk+1(t) ≤ φk(t), for all k. Hence, for all t ≥ 0, φ(t) := lim
k→∞
φk(t) exists and φ(t) ≤ φf (t).
Thus, by an appeal to LDC,
φ(t) = h
(∫ t
0
φ(t − u)dGC(u) + 1−GC(t)
)
,
or,
φ = T b(h,G,C)φ.
Since the right solution for the backward process φb is always the smallest solution by
Theorem 2.1, we have
φb(t) ≤ φ(t) ≤ φf (t),
for all t ≥ 0, and thus
P
(
V b < t
) ≥ P (V f < t) ,
for t ≥ 0. We obtained the last inequality after recalling the probabilistic interpretation of
φf (and φb), that is, for t ≥ 0,
φf (t) = 1− P (Nf (t) =∞)
= P
(
V f > t
)
.
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6 Forward Age-Dependent Branching Processes with
Incubation Periods
In this section we study the influence of an incubation period on age-dependent branching
processes. That is, we investigate the explosiveness of the process (h,G, I)f , where h is a
probability generating function and both G and I are distribution functions of non-negative
random variables. Similarly to the contagious period case, we have for Nf (t) the number of
individuals in the coming generation at time t:
Nf (t) =
D∑
i=1
1{t≤Xi,τI≤Xi} + 1{τI≤Xi<t}N
(i)
f (t−Xi), (6.1)
where
(
N
(i)
f (t)
)
i
are i.i.d. copies of Nf(t) for each t ≥ 0. Define F : [0, 1]× [0,∞)→ [0, 1]
for (s, t) ∈ [0, 1]× [0,∞) by F (s, t) = E [sNf (t)], then for such (s, t),
F (s, t) =
∞∑
k=1
P (D = k)
∫ ∞
0
(
E
[
s1{t≤X1,x≤X1}+1{x≤X1<t}N
(1)(t−X1)
])k
dI(x).
Considering the indicator functions, it is best to split the integral at t,
F (s, t) =
∫ t
0
h
(
E
[
s1{t≤X1}+1{x≤X1<t}N
(1)
f (t−X1)
])
dI(x)
+
∫ ∞
t
h
(
E
[
s1{x≤X1}
])
dI(x).
We proceed by integrating over Xi (note that a factor 1 occurs when an indicator is not
satisfied), to obtain
F (s, t) =
∫ t
0
h
(
G(x) +
∫ t
x
E
[
sN
(1)
f (t−u)
]
dG(u) + s(1−G(t))
)
dI(x)
+
∫ ∞
t
h (G(x) + s(1 −G(x))) dI(x).
Note that E
[
sN
(1)
f (t−u)
]
= F (s, t− u) and thus,
F (s, t) =
∫ t
0
h
(
G(x) +
∫ t
x
F (s, t− u)dG(u) + s(1−G(t))
)
dI(x)
+
∫ ∞
t
h (G(x) + s(1−G(x))) dI(x).
We see that, for t ≥ 0, φf (t) = lim
s↑1
F (s, t) = 1− P (Nf (t) =∞) satisfies
φf (t) =
∫ t
0
h
(
G(x) +
∫ t
x
φf (t− u)dG(u) + 1−G(t)
)
dI(x) + 1− I(t).
6.1 Fixed point equation
To answer the explosiveness question for the (h,G, I)f process we study the fixed point
equation
Φ = T
(h,G,I)
f Φ, Φ ∈ V , (6.2)
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where V is defined in (2.4). The behaviour of this equation resembles exactly the behaviour
of the fixed point equation describing the process with contagious periods. That is, the
process is conservative if and only if (6.2) allows only one solution in V . The operator
T
(h,G,I)
f : V 7→ V is defined for Φ ∈ V by
(T
(h,G,I)
f Φ)(t) =
∫ t
0
h
(
G(x) +
∫ t
x
Φ(t− u)dG(u) + 1−G(t)
)
dI(x) + 1− I(t), t ≥ 0.
(6.3)
We proceed now by a similar approach as in the contagious period counterpart: we find an
iterative solution and show that it is both the right and smallest solution in V to (6.2).
6.1.1 An iterative solution
Our aim here is to show that the law of the explosion time may be obtained as a sequential
limit. To this end, set φ0 = 0, and, for k ≥ 0, φk+1 = T (h,G,I)f φk. Indeed, by a similar
induction argument as carried out in the last section, we see that
(i) (φk(t))k is a non-decreasing sequence for any fixed t ≥ 0,
(ii) φ(t) = lim
k→∞
φk(t) ≤ ψ(t) if ψ is any positive solution to (6.2) and in particular φ(t) ≤ 1
for all t ≥ 0.
LDC gives us that φ is indeed a solution. Hence, we can conclude Theorem 6.1:
Theorem 6.1. φ defined for t ≥ 0 by φ(t) = lim
k→∞
φk(t) is the smallest solution to (6.2), in
the sense that if ψ is any other non-negative solution, then φ(t) ≤ ψ(t), for all t ≥ 0.
The probabilistic interpretation of this iterative solution is the context of the next theorem:
Theorem 6.2. φ defined for t ≥ 0 by φ(t) = lim
k→∞
φk(t) is the right solution to (6.2), that
is, φ(t) = 1− P (Nf (t) =∞), for all t ∈ [0,∞).
Proof. For the notation we refer to the proof of Theorem 3.2. If we fix t ≥ 0, then, for any
x ≤ t,
h (1−G(t) +G(x)) = P (∀i ∈ {1, . . . , D} : Xi > t or Xi ≤ x) ,
and hence,
φ1(t) = P
(
τI ≤ t, ∀i ∈ {1, . . . , D} : Xi > t or Xi ≤ τI
)
+ P
(
τI > t
)
= 1− P (∃v ∈ BP(t) s.t. |v| = 1) , (6.4)
where τI ∼ I. By induction it then follows
φk(t) = P
(
τI ≤ t, ∀i ∈ {1, . . . , D} : ¬
(
∃v ∈ BP(i)(t−Xi) s.t. |v| = k − 1, τI ≤ Xi ≤ t
))
+ P
(
τI > t
)
= 1− P{∃v ∈ BP(t) s.t. |v| = k}.
(6.5)
The steps, remaining to establish that φ is indeed the right solution, are identical to the
ones carried out in the proof of Theorem 3.2.
Just as in the contagious period setting, i.e., Corollary 3.3, the explosiveness question is
completely decided by the behaviour of the process (h,G, I)f immediately after the root
starts giving birth, which is a corollary to the theorems that we just proved:
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Corollary 6.3. Let h be a probability generating function. Let both G and I be distribution
functions of non-negative random variables. The process (h,G, I)f is explosive if and only
if there exists T > 0 and a function Ψ : [0, T ]→ [0, 1] such that Ψ 6= 1 and
Ψ(t) ≥
(
T
(h,G,I)
f Ψ
)
(t), ∀t ∈ [0, T ], (6.6)
or, equivalently,
Ψ(t) ≥
∫ t
0
h
(
G(x) +
∫ t
x
Ψ(t− u)dG(u) + 1−G(t)
)
dI(x) + 1− I(t), ∀t ∈ [0, T ].
(6.7)
Proof. Identical to the proof of Corollary 3.3.
Moreover, the explosion time of an explosive process is never bounded away from 0:
Theorem 6.4. If there exists τ > 0 such that φ(τ) < 1, then φ < 1 on (0,∞).
Proof. Suppose to the contrary that there exists t > 0 such that φ(t) = 1, but then, as φ is
non-increasing, there must exist t0 > 0 such that
φ(t) = 1 for t ≤ t0,
φ(t) < 1 for t > t0.
(6.8)
Then, for any t > t0,
φ(t) =
∫ t−t0
0
h
(
G(x) +
∫ t−t0
x
φ(t− u)dG(u) +
∫ t
t−t0
dG(u) + 1−G(t)
)
dI(x)
+
∫ t
t−t0
h
(
G(x) +
∫ t
x
dG(u) + 1−G(t)
)
dI(x) + 1− I(t)
=
∫ t−t0
0
h
(
G(x) +
∫ t−t0
x
φ(t− u)dG(u) + 1−G(t− t0)
)
dI(x) + 1− I(t− t0).
Define φ∗ : [0,∞)→ [0, 1] by
φ∗(τ) = φ(τ + t0), τ ∈ [0,∞), (6.9)
so that,
φ∗(τ) =
∫ τ
0
h
(
G(x) +
∫ τ
x
φ(τ + t0 − u)dG(u) + 1−G(τ)
)
dI(x) + 1− I(τ)
=
∫ τ
0
h
(
G(x) +
∫ τ
x
φ∗(τ − u)dG(u) + 1−G(τ)
)
dI(x) + 1− I(τ),
in other words φ∗ is a solution to (6.2). But, φ∗( t02 ) < φ(
t0
2 ), which contradicts that φ is
the smallest solution to (6.2).
6.2 Comparison theorems
Corollary 6.3 suggests that the behaviour of a process is completely determined around 0,
which we further investigate by proving some comparison theorems:
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Theorem 6.5. Let both h and h∗ be probability generating functions such that for some
θ < 1, h∗(s) ≤ h(s) for all s ∈ [θ, 1]. Let G be the distribution function of a non-negative
random variable such that G(0) = 0. Let I be the distribution function of a non-negative
random variable. If the process (h,G, I)f is explosive, then so is (h
∗, G, I)f .
Proof. Consider the explosive process (h,G, I)f and denote by φf the corresponding smallest
solution to (6.2). We observe that, for all t ≥ 0,
1 ≥ G(x) +
∫ t
x
φf (t− u)dG(u) + 1−G(t) ≥ 1−G(t).
Hence, since G(0) = 0, there exists T > 0 such that, for t ∈ [0, T ],
G(x) +
∫ t
x
φf (t− u)dG(u) + 1−G(t) ≥ θ,
and thus, for those t,
h
(
G(x) +
∫ t
x
φf (t− u)dG(u) + 1−G(t)
)
≥ h∗
(
G(x) +
∫ t
x
φf (t− u)dG(u) + 1−G(t)
)
.
We establish that, for any t ∈ [0, T ],
φf (t) ≥
∫ t
0
h∗
(
G(x) +
∫ t
x
φf (t− u)dG(u) + 1−G(t)
)
dI(x) + 1− I(t), (6.10)
or,
φf (t) ≥
(
T
(h∗,G,I)
f φf
)
(t). (6.11)
An appeal to Corollary 6.3, with Ψ = φf , completes the proof.
Theorem 6.6. Let h be a probability generating function. Let both G and G∗ be distribution
functions of non-negative random variables such that G(0) = G∗(0) = 0, with densities g
and g∗ respectively. Assume that there exists a T > 0 such that g∗ ≥ g on [0, T ]. Let I
be the distribution function of a non-negative random variable. If the process (h,G, I)f is
explosive, then so is (h,G∗, I)f .
Proof. Let φf be the smallest solution to (6.2), corresponding to the explosive process
(h,G, I)f . Set for 0 ≤ u ≤ t ≤ T , φt(u) = φf (t− u), then, for x ≤ t, since φt(t) = 1,
G(x) +
∫ t
x
φt(u)dG(u) + 1−G(t) = G(x)(1 − φt(x)) + 1−
∫ t
x
G(u)dφt(u)
=
∫ t
x
G(x)dφt(u) + 1−
∫ t
x
G(u)dφt(u),
(6.12)
after writing the first term in the right hand side of the first line as an integral. Now,
G(x) −G(u) =
∫ x
u
g(v)dv = −
∫ u
x
g(v)dv,
and we obtain ∫ t
x
G(x)dφt(u)−
∫ t
x
G(u)dφt(u) = −
∫ t
x
∫ u
x
g(v)dvdφt(u). (6.13)
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Combining (6.12) and (6.13), we have
G(x) +
∫ t
x
φt(u)dG(u) + 1−G(t) = 1−
∫ t
x
∫ u
x
g(v)dvdφt(u)
≥ 1−
∫ t
x
∫ u
x
g∗(v)dvdφt(u)
= G∗(x) +
∫ t
x
φt(u)g
∗(u)du + 1−G∗(t),
(6.14)
by a similar exercise. We find, for t ≤ T ,
φf (t) =
(
T
(h,G,I)
f φf
)
(t) ≥
(
T
(h,G∗,I)
f φf
)
(t),
and by Corollary 6.3 the process (h,G∗, I)f must be explosive.
Remark 6.7. We cannot hope that, for instance, G∗ ≥ G on some interval would also lead
to a comparison theorem. Since, if the life-lengths become shorter, they might become even
shorter than the incubation periods. Hence, we must have, for small t ≥ 0,
P
(
X ≤ t|X ≥ τI) ≤ P (X∗ ≤ t|X∗ ≥ τI) ,
where X ∼ G, X∗ ∼ G∗ and τI ∼ I. This is precisely reflected in g∗ ≥ g on [0, T ].
Theorem 6.8. Let h be a probability generating function. Let G be the distribution function
of a non-negative random variable. Let both I and I∗ be distribution functions of non-
negative random variables such that I(0) = I∗(0) = 0. Assume there exists a T > 0 such
that I ≤ I∗ on [0, T ]. If the process (h,G, I)f is explosive, then so is (h,G, I∗)f .
Proof. Let φf be the smallest solution in V such that φf = T (h,G,I)f φf . Fix T ≥ t ≥ 0 and
define ht for x ≤ t as
ht(x) = h
(
G(x) +
∫ t
x
φf (t− u)dG(u) + 1−G(t)
)
. (6.15)
We will see shortly that ht is increasing, which establishes the result, since then, for t ≤ T ,
φf (t) =
(
T
(h,G,I)
f φf
)
(t)
=
∫ t
0
ht(x)dI(x) + 1− I(t)
= 1−
∫ t
0
I(x)dht(x),
(6.16)
by partial integration, because ht(t) = 1 and I(0) = 0. Next, note that dht is non-negative
by the claim, and thus
φf (t) ≥ 1−
∫ t
0
I∗(x)dht(x) =
(
T
(h,G,I∗)
f φf
)
(t), (6.17)
and Corollary 6.3 ensures that (h,G, I∗)f is explosive. It thus remains to verify the mono-
tonicity of ht. Fix t ≥ x′ ≥ x and define, for u ≤ t,
ft(u) = G(u) +
∫ t
u
φf (t− v)dG(v) + 1−G(t),
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to see that
ft(x
′)− ft(x) = G(x′)−G(x) +
∫ t
x′
φf (t− v)dG(v) −
∫ t
x
φf (t− v)dG(v)
= G(x′)−G(x) −
∫ x′
x
φf (t− v)dG(v).
(6.18)
Now, for all u ≤ t, we know that 0 ≤ φf (t− u) ≤ 1, and hence
ft(x
′)− ft(x) ≥ 0,
and as h is increasing,
ht(x
′)− ht(x) = h (ft(x′))− h (ft(x)) ≥ 0,
which was the only assertion left in need for a proof.
6.3 The explosiveness question
Here we investigate what conditions on G and I make a process (h,G, I)f explosive. We
conjecture that it is explosive if and only if (h,G) and (h, I) both explode. In this section
we prove one side of the conjecture: the explosiveness of (h,G) and (h, I) is necessary. Then,
in the next section, we shall shift our attention to the backward process and show that the
conjecture holds for it under a very mild condition on G and I. In the last section, we
shall deduce explosiveness in the forward process from explosion in the backward process
by presenting an algorithm that finds an exploding path.
We can construct a realization of the (h,G, I)f process in the following way. First pick a
realization of (h,G) and take a tree point of view. That is, consider it as a realization of a
Galton-Watson tree with offspring probability generating function h and (life-time) weights
on the edges that are independently chosen from some distribution G. Then, give each
vertex a(n) (incubation) weight according to some distribution I. Remove every edge for
which its weight is smaller than the incubation on its upper vertex. The connection is now
made by identifying the desired realization of (h,G, I)f with the component of the root.
Hence, it is clear that a realization of (h,G, I)f may only explode if the underlying realiza-
tion(s) of (h,G) is/are explosive. Thus, explosiveness of (h,G) is necessary for (h,G, I)f to
be explosive. That it also necessitates the explosiveness of (h, I) is the object of study in
Theorem 1.22:
Proof of Theorem 1.22. It is equivalent to prove that the explosiveness of (h,G, I)f implies
that (h, I) is explosive. Consider an ordinary Galton-Watson process with offspring proba-
bility generating function h where to each vertex v two random variables τIv ∼ I and Xv ∼ G
are attached (see Fig. 1). Denote the root by r. We say, for a given edge e = {u, v}, that u
is its upper vertex if v is a child of u and denote this ordered edge by uv.
The process (h,G, I)f can be thought of as the time-continuous BP
(1) equal to the compo-
nent of the root in the graph that we obtain by letting each edge uv have length
L(1)uv = Xv,
and remove it if τIu > Xv, see Fig. 2.
We also consider the time-continuous branching process BP (2) where each edge uv has
length
L(2)uv = τ
I
u ,
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X(0), τ
I
(0)
X(10), τ
I
(10)
X(110), τ
I
(110)
X(40), τ
I
(40)
X(240), τ
I
(240)
Figure 1: A possible realization R of the Galton-Watson process enriched with random
variables Xv ∼ G and τIv ∼ I attached to each of its vertices v. The notation (ij0) means
that i is a child of j who has the root 0 as a mother. Note that not all random variables
are drawn and that all edges are assumed to have unit length and are yet unweighted.
see Fig. 3. Hence, to each realization R of the Galton-Watson process enriched with two
random variables attached to its vertices correspond realizations R(1) and R(2) of BP (1),
respectively BP (2). If R(1) contains a finite ray, then R(2) must contain such a ray as well.
Indeed, every surviving edge uv in R(1) has length
L(1)uv = Xv ≥ τIu = L(2)uv ,
and we see that the exact same ray is finite in BP (2).
Consider a third time-continuous branching process BP (3), where the root is born at time
τIr . We let every other edge uv have length τ
I
v (see Fig. 4). Every realization R
(3) of
BP (3) can mapped bijectively to a realization R(2) of BP (2), upon noting that both are
obtained by shifting the incubation periods on the vertices in a realization R either up or
down. Moreover, due to this shift, a ray in one realization is finite if and only if it is finite
in the other realization. Thus BP (3) is explosive if and only if BP (2) is explosive. Also,
BP (3) is just the process (h, I) with the root now born at time τIr . We conclude that (h, I)
is explosive if the process (h,G, I)f explodes.
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X(20) ≥ τI(0) X(40) ≥ τ
I
(0)
X(120) ≥ τI(20) X(140) ≥ τ
I
(40)
X(240) ≥ τI(40)
Figure 2: A possible realization of BP (1) corresponding to R in Fig. 1. Note that weights
are now put on the edges and only the surviving edges are drawn, i.e., those for which the
infection time is larger than the incubation time on its upper vertex.
τI
(0)
τI
(10)
τI
(20)
τI
(30)
τI
(40)
Figure 3: A possible realization of BP (2) corresponding to R in Fig. 1. All edges have a
weight equal to the incubation period of its upper vertex in R. Note that same-colour edges
have equal weight.
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τI
(0)
τI
(10)
τI
(20)
τI
(30)
τI
(40)
Figure 4: A possible realization of BP (3) corresponding to R in Fig. 1. The root is born
at time equal to the incubation time of the root in R. All other edges have as a weight the
incubation time on their lower vertex in R. Compare to Fig. 3.

7 Backward Age-Dependent Branching Processes with
Incubation Periods
Object of study is the process (h,G, I)b = (h,GI), where h is a probability generating
function and both G and I are the distribution functions of non-negative random variables.
We calculate, for x <∞, that
GI(x) = P
(
τI ≤ X ≤ x)
=
∫ x
0
I(u)dG(u).
(7.1)
As always, we start analysing this process by studying its characteristic fixed point equation.
7.1 Fixed point equation
Since (h,G, I)b = (h,GI), the fixed point equation to study is
Φ = T
(h,G,I)
b Φ, Φ ∈ V , (7.2)
conform (2.6). The operator T
(h,G,I)
b = T(h,GI) is defined for Φ ∈ V as
(
T(h,GI)Φ
)
(t) = h
(∫ t
0
Φ(t− u)dGI(u) + 1−GI(t)
)
= h
(∫ t
0
Φ(t− u)I(u)dG(u) + 1−
∫ t
0
I(u)dG(u)
)
, t ≥ 0.
(7.3)
7.2 The explosiveness question
Here we prove part of the conjecture that
(h,G, I)b is explosive ⇔ (h,G) and (h, I) are both explosive.
That is, we prove Theorems 1.23 and 1.24:
Proof of Theorem 1.23. We have (h,G, I)b = (h,GI), where, for x <∞,
GI(x) =
∫ x
0
I(u)dG(u) ≤ I(x)
∫ x
0
dG(u) = I(x)G(x).
Hence, GI ≤ I andGI ≤ G on [0,∞) and comparison Theorem 2.4 establishes the result.
Proof of Theorem 1.24. We shall make use of the fact that (hα,
1
2G
2) and (hα,
1
2I
2) are both
explosive. On the one hand, if I ≥ G, then
GI(x) =
∫ x
0
I(u)dG(u) ≥
∫ x
0
G(u)dG(u) =
1
2
G2(x).
On the other hand, if the second assumption holds, we may restrict to the case where the
density of I extends to [0, δ). Indeed, if I(0) > 0, then fix x ∈ [0, δ) to have
GI(x) =
∫ x
0
I(u)dG(u) ≥ I(0)G(x).
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Theorem 2.17 proves that (hα, I(0)G) is explosive and comparison Theorem 2.4 establishes
explosiveness of (hα, GI).
Hence, we may assume that, for 0 ≤ x ≤ δ,
G(x) =
∫ x
0
g(u)du,
and,
I(x) =
∫ x
0
i(u)du.
Because g ≥ i on (0, δ), we have, for any 0 ≤ x ≤ δ,
GI(x) =
∫ x
0
I(u)g(u)du
≥
∫ x
0
I(u)i(u)du
=
1
2
I2(x).
It remains to verify that (hα,
1
2G
2) and (hα,
1
2I
2) are both explosive, as the proof is then
finished upon an appeal to comparison Theorem 2.4.
But, Theorem 2.14 tells us that (hα, G
2) and (hα, I
2) are explosive, and the explosiveness
of (hα,
1
2G
2) and (hα,
1
2I
2) is precisely the content of Theorem 2.17.
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8 Comparison of Backward and Forward Processes with
Incubation Periods
This section is entirely devoted to the proofs of Theorems 1.27, 1.28 and 1.29:
Proof of Theorem 1.27. We show that that, for all t ≥ 0, φf (t) ≥ φb(t), where φf is the
smallest solution to
Φ = T
(h,G,I)
f Φ, Φ ∈ V , (8.1)
and φb is the smallest solution to
Φ = T
(h,G,I)
b Φ, Φ ∈ V . (8.2)
By (6.2) we have, for t ≥ 0,
φf (t) =
∫ ∞
0
h
(
1{[0,t]}(x)
(
G(x) +
∫ t
x
φf (t− u)dG(u) + 1−G(t)
)
+ 1{(t,∞)}(x)
)
dI(x),
which we may bound from below due to the convexity of h,
φf (t) ≥ h
(∫ t
0
(
G(x) +
∫ t
x
φf (t− u)dG(u) + 1−G(t)
)
dI(x) + 1− I(t)
)
= h
(
1−
∫ t
0
I(u)dG(u) +
∫ t
0
φf (t− u)I(u)dG(u)
)
,
(8.3)
upon changing the order of integration in the double integral and carrying out partial
integration on the other terms. Hence, recall (7.1),
φf (t) ≥ h
(
1−GI(t) +
∫ t
0
φf (t− u)dGI(u)
)
,
and φf (t) ≥ φb(t) follows from constructing an iterative solution to
Φ = T
(h,G,I)
b Φ, Φ ∈ V ,
in the same fashion as in the proof of Theorem 1.21. The proof is complete. Indeed,
φf (t) ≥ φb(t) implies Vb
d≤ Vf , hence, Vf < t with positive probability implies Vb < t
with positive probability. Thus, if the forward process is explosive, then so is the backward
process.
The following proof is inspired by ideas of a proof presented in [1], see Section 1.8 for details.
However, as we cannot make use of independence, it is very different from the one given
there:
Proof of Theorem 1.28. We start with a few definitions. Let c = 12P(X > δ) and m a
constant so large that
1
8
cm1−
√
α ≥ e. (8.4)
Define f by f(0) = m, and,
f(n+ 1) = F←D (1−
1
f(n)
√
α
), n > 0, (8.5)
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so that
f(n) = m1/(
√
α)n , n ≥ 0. (8.6)
Let N be a constant so large that
1− 2 exp(− exp(1/(√α)n)) ≥ 1− 1
n2
, ∀n ≥ N. (8.7)
Further, let (Xni )i,n and
(
X̂ni
)
i,n
be i.i.d. sequences with distribution G. Let (Ini )i,n be i.i.d.
according to some distribution I (note that we introduced a new notation for the incubation
periods). The core of the proof is an algorithm that finds with positive probability a finite ray
or exploding path (i.e., a path with infinitely many vertices on it, each being a descendant
of her predecessor, such that the sum of life-times over the entire path is finite). The path
starts at a vertex that we denote by xN , with degree at least f(N). For n = N,N + 1, · · · :
• Consider node xn, the lowest node in the candidate exploding path. We denote by Dn
its number of possible children and by Inkn its incubation period.
• If at least cf(n) children survive, i.e., Den ≥ cf(n), order those alive children of xn by
how many children they in turn have, from largest to smallest. Let
Wn =
cf(n)1−
√
α
2
. (8.8)
Define the options from xn to be the first Wn children in the ordering (note that
Wn < (cf(n))
1−√α/2 < Den). Label those options in this ordering and denote their
life-lengths, respectively incubation periods, by Xn+1i and I
n+1
i for i ∈ {1, · · · ,Wn}.
If, however, Den < cf(n), the algorithm terminates in failure.
• Put
kn+1 = arg min
i∈{1,··· ,Wn}
(
(Xn+1i |Xn+1i ≥ Inkn) + In+1i
)
,
and set xn+1 to be child kn+1 in the ordering.
We shall now prove that the algorithm produces almost surely an exploding path whenever
it does not terminate in failure. We begin by making some preparations. First, note that
(Xn+1i |Xn+1i ≥ Inkn) = (Xn+1i − Inkn |Xn+1i ≥ Inkn) + Inkn ,
which we compare to (1.20) by observing that without loss of generality (w.l.o.g.) we may
assume I(δ) = 1. Indeed, define I∗ as
I∗(x) =

I(x) if x ∈ [0, δ/2],
I(δ/2) + (x− δ/2)1−I(δ/2)δ/2 if x ∈ [δ/2, δ],
1 if x ∈ [δ,∞).
(8.9)
Thus I = I∗ on [0, δ/2], and I∗(δ) = 1, hence, by comparison Theorem 6.8, (h,G, I)f is
explosive if and only if (h,G, I∗)f is. Also, w.l.o.g. (to keep the calculations neat), we may
assume that
P(D ≥ z) = 1
zα
, (8.10)
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for all sufficiently large z. Indeed, by Potter’s bound, for all ǫ > 0,
P(D ≥ z) = L̂(z)
zα
≥ 1
zα+ǫ
, (8.11)
for large z, where L̂ is a function varying slowly at infinity. We anticipate on the fact that
the remainder of this proof is independent of the value of α ∈ (0, 1), see below for further
details.
The path produced by this algorithm has length L,
L =
∞∑
n=N
Xn+1kn+1 =
∞∑
n=N
(Xn+1kn+1 |Xn+1kn+1 ≥ Inkn)
= INkN +
∞∑
n=N
(
(Xn+1kn+1 − Inkn |Xn+1kn+1 ≥ Inkn) + In+1kn+1
)
= INkN +
∞∑
n=N
min
i∈{1,··· ,Wn}
(
(Xn+1i − Inkn |Xn+1i ≥ Inkn) + In+1i
)
,
we used that Xn+1kn+1 = (X
n+1
kn+1
|Xn+1kn+1 ≥ Inkn) to establish the second equality, which we
rewrote into the telescopic sum in the second line. Lemma 8.1 shows that we thus have the
following domination:
L d≤ INkN +
∞∑
n=N
min
i∈{1,··· ,Wn}
(
X̂n+1i + I
n+1
i
)
.
Because the backward process is explosive, we know that
∞∑
n=1
min
i∈{1,··· ,e1/(√α)n}
(Xni |Xni ≥ Ini ) <∞ a.s., (8.12)
and Lemma 8.3 gives that
L d≤ INkN +
∞∑
n=N
min
i∈{1,··· ,e1/(√α)n}
(
X̂n+1i + I
n+1
i
)
<∞ a.s. ,
since (8.4) - (8.8) entail that
Wn ≥ e1/(
√
α)n , ∀n ≥ N,
hereby finishing the first part of the proof. Note that (8.12) justifies the assumption (8.10), as
(8.12) holds for all α ∈ (0, 1) (recall that explosiveness of the backward process is independent
of α ∈ (0, 1)).
It remains to verify that with positive probability the algorithm does not terminate in failure.
With non-zero probability the root gives birth to f(N) children, hence we may set xN to
be the root. That the remainder of the algorithm does not fail is the context of Lemma
8.5.
Lemma 8.1. Let (Xni )i,n and
(
X̂ni
)
i,n
be i.i.d. sequences with distribution G. Let (Ini )i,n
be i.i.d. according to some distribution I. Define, for n ≥ 0 and x ≥ 0,
Zn+1i (x) =
(
Xn+1i − x|Xn+1i ≥ x
)
+ In+1i ,
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and,
kn+1 = arg min
i∈{1,··· ,Wn}
Zn+1i
(
Inkn
)
= arg min
i∈{1,··· ,Wn}
(
(Xn+1i − Inkn |Xn+1i ≥ Inkn) + In+1i
)
.
Then, for M ≥ 0,
SM
(
I0k0 , · · · , IM+1kM+1
)
:=
M∑
n=0
min
i∈{1,··· ,Wn}
Zn+1i
(
Inkn
) d≤ M∑
n=0
min
i∈{1,··· ,Wn}
(
X̂n+1i + I
n+1
i
)
.
(8.13)
Hence, for N in the proof of Theorem 1.28,
∞∑
n=N
min
i∈{1,··· ,Wn}
Zn+1i
(
Inkn
) d≤ ∞∑
n=N
min
i∈{1,··· ,Wn}
(
X̂n+1i + I
n+1
i
)
. (8.14)
Remark 8.2. Note that kn as it is defined here agrees with the definition of kn in the
algorithm presented in the proof of Theorem 1.28.
Proof of Lemma 8.1. We shall carry out an induction argument. We start with the case
M = 0. The variables in min
i∈{1,··· ,W0}
Z1i
(
I0k0
)
are dependent, but they become independent
as soon as we condition on the value of I0k0 = x. Due to assumption (1.20),
P
(
min
i∈{1,··· ,W0}
Z1i
(
I0k0
) ≤ t) = ∫ δ
0
P
(
min
i∈{1,··· ,W0}
Z1i (x) ≤ t
)
dP
(
I0k0 ≤ x
)
≥
∫ δ
0
P
(
min
i∈{1,··· ,W0}
(
X̂1i + I
1
i
)
≤ t
)
dP
(
I0k0 ≤ x
)
= P
(
min
i∈{1,··· ,W0}
(
X̂1i + I
1
i
)
≤ t
)
,
recall that we justified the assumption I(δ) = 1. We proceed the induction proof by assuming
that the assertion holds for some M ≥ 0. Consider
P
(
M+1∑
n=0
min
i∈{1,··· ,Wn}
Zn+1i
(
Inkn
) ≤ t) . (8.15)
Unfortunately, the individual terms are not independent. However, we may bypass this
complication by conditioning on the value of IM+1kM+1 = x, that is, we investigate
P
(
SM
(
I0k0 , · · · , IMkM , IM+1kM+1 = x
)
+ min
i∈{1,··· ,WN+1}
ZM+2i (x) ≤ t
∣∣∣∣ IM+1kM+1 = x) . (8.16)
Now, again by assumption (1.20), for all x ≤ δ,
min
i∈{1,··· ,WM+1}
ZM+2i (x)
d≤ min
i∈{1,··· ,WM+1}
(
X̂M+2i + I
M+2
i
)
,
and, moreover, min
i∈{1,··· ,WM+1}
ZM+2i (x) is independent of SM
(
I0k0 , · · · , IMkM , x
)
. Hence, the
probability in (8.16) is larger than or equal to
P
(
SM
(
I0k0 , · · · , IMkM , x
)
+ min
i∈{1,··· ,WN+1}
(
X̂M+2i + I
M+2
i
)
≤ t
∣∣∣∣ IM+1kM+1 = x) .
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This result holds for all x ≤ δ, thus (8.15) is larger than or equal to
P
(
SM
(
I0k0 , · · · , IM+1kM+1
)
+ min
i∈{1,··· ,WN+1}
(
X̂M+2i + I
M+2
i
)
≤ t
)
.
The important observation here is that the sum SM and the minimum are independent, so
that by the induction hypothesis this probability is larger than or equal to
P
(
M∑
n=0
min
i∈{1,··· ,Wn}
(
X̂n+1i + I
n+1
i
)
+ min
i∈{1,··· ,WN+1}
(
X̂M+2i + I
M+2
i
)
≤ t
)
,
which equals
P
(
M+1∑
n=0
min
i∈{1,··· ,Wn}
(
X̂n+1i + I
n+1
i
)
≤ t
)
.
Hence, we established (8.13). To verify (8.14), we observe that, for all M ≥ 0 and t ≥ 0,
P
(
N+M∑
n=N
min
i∈{1,··· ,Wn}
Zn+1i
(
Inkn
) ≤ t) ≥ P(N+M∑
n=N
min
i∈{1,··· ,Wn}
(
X̂n+1i + I
n+1
i
)
≤ t
)
,
(8.17)
which follows after realizing that the proof carried out above remains valid if we start with
n = N instead of n = 0. The events inside the probabilities on both sides of (8.17) constitute
a nested sequence and by the continuity of the measure P (·) we conclude that the inequality
remains to hold when M →∞, hereby establishing the result.
Lemma 8.3. Let (Xni )i,n and
(
X̂ni
)
i,n
be i.i.d. sequences with distribution G. Let (Ini )i,n
be i.i.d. according to some distribution I. Assume that
∞∑
n=1
min
i∈{1,··· ,e1/(√α)n}
(Xni |Xni ≥ Ini ) <∞ a.s..
Then,
∞∑
n=1
min
i∈{1,··· ,e1/(√α)n}
(
X̂ni + I
n
i
)
<∞ a.s..
Proof. It is easily verified that (Xni |Xni ≥ Ini )
d≥ X̂ni +Ini2 . Indeed,
P (2(Xni |Xni ≥ Ini ) ≤ t) ≤ P (Ini + (Xni |Xni ≥ Ini ) ≤ t) =
∫ ∞
0
P (x+ (Xni |Xni ≥ x) ≤ t) dI(x).
Since (Xni |Xni ≥ x) stochastically dominates X̂ni for all x, the last integral is less than or
equal to ∫ ∞
0
P
(
x+ X̂ni ≤ t
)
dI(x) = P
(
Ini + X̂
n
i ≤ t
)
.
Thus, for all M ,
P
(
2
M∑
n=1
min
i∈{1,··· ,e1/(√α)n}
(Xni |Xni ≥ Ini ) ≤ t
)
≤ P
(
M∑
n=1
min
i∈{1,··· ,e1/(√α)n}
(
X̂ni + I
n
i
)
≤ t
)
.
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Now, call the events inside the left probability EM and notice that Ek+1 ⊂ Ek for all k ≥ 1
(a similar observation holds on the right hand side). We may thus conclude, by continuity
of P (·), that the inequality remains to hold if we let M →∞. In other words,
∞∑
n=1
min
i∈{1,··· ,e1/(√α)n}
(
X̂ni + I
n
i
) d≤ 2 ∞∑
n=1
min
i∈{1,··· ,e1/(√α)n}
(Xni |Xni ≥ Ini ) .
Lemma 8.4. Consider the events and definitions in the proof of Theorem 1.28. Define
AN = {DN ≥ f(N)},
and, for n ≥ N + 1,
An = {Dn ≥ f(n), Den−1 ≥ cf(n− 1)}.
Then, for n ≥ N ,
P(An+1|An) ≥
(
1− exp
(
−f(n)P(X ≥ δ)
8
))(
1− exp
(
−cf(n)
1−√α
8
))
=
(
1− exp
(
−cf(n)
4
))(
1− exp
(
−cf(n)
1−√α
8
))
.
Proof. We start by writing the probability
P(An+1|An) = P
(
Dn+1 ≥ f(n+ 1), Den ≥ cf(n)|Dn ≥ f(n), Den−1 ≥ cf(n− 1)
)
= P (Dn+1 ≥ f(n+ 1), Den ≥ cf(n)|Dn ≥ f(n))
in a more revealing way:
P(An+1|An) = P (Den≥cf(n)|Dn≥f(n)) · P (Dn+1≥f(n+ 1)|Den≥ cf(n), Dn≥f(n)) .
(8.18)
Let us focus on the first probability in the product on the right of (8.18). As Inkn ≤ δ (recall
I(δ) = 1),
Den =
Dn∑
i=1
1{Xn+1i ≥Inkn} ≥
Dn∑
i=1
1{Xn+1i ≥δ}.
Since Dn ≥ f(n), we have
Den ≥
f(n)∑
i=1
1{Xn+1i ≥δ}
d
= Bin(f(n),P (X ≥ δ)).
Applying large deviation theory on the last random variable gives
P (Den < cf(n)|Dn ≥ f(n)) ≤ P
(
Bin(f(n),P (X ≥ δ)) ≤ P (X ≥ δ) f(n)
2
)
≤ exp
(
−P (X ≥ δ) f(n)
8
)
,
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since c = P (X ≥ δ) /2. We bound the second probability in the right hand side of (8.18)
from below by
1− P (Dn+1 < f(n+ 1)|Den ≥ cf(n), Dn ≥ f(n)) .
Consider the amount of good children Gn, where a child of xn is called good if it has at least
f(n+1) children. Dn+1 < f(n+1) only if Gn < Wn. We will show that this is very unlikely
to happen. First note that Gn
d
= Bin(Den, p), where p = 1−FD(f(n+1)) = f(n)−
√
α. Next,
Wn =
cf(n)1−
√
α
2
≤ EGn
2
.
Hence,
P (Dn+1 < f(n+ 1)|Den ≥ cf(n), Dn ≥ f(n)) ≤ P
(
Gn <
EGn
2
∣∣∣∣Den ≥ cf(n))
≤ exp
(
−cf(n)
1−√α
8
)
.
Lemma 8.5. Consider the events in Lemma 8.4, together with the definitions of N and m
in the proof of Theorem 1.28. For N as in (8.4) we have
P (AN+1, AN+2, · · · |AN ) > 0.
Proof. Due to the choice of m,
1
8
cf(n)1−
√
α ≥ e1/(
√
α)n .
Hence, we observe that
P (An+1|An) ≥ 1− 2 exp(− exp(1/(
√
α)n)) ≥ 1− 1
n2
,
for n ≥ N . Now, write for k ≥ 1,
P (AN+k, AN+k−1, · · · , AN+1|AN )
as
P (AN+k|AN+k−1, · · · , AN ) · P (AN+k−1|AN+k−2, · · · , AN ) · · ·P (AN+1|AN ) .
We employ this observation by noting that, for i ≤ j,
P (Aj |Aj−1, Aj−2, · · · , Aj−i) = P (Aj |Aj−1) ,
so that,
P (AN+k, AN+k−1, · · · , AN+1|AN ) =
N+k−1∏
j=N
P (Aj+1|Aj) .
The assertion is now established by letting k go to infinity, since
∏∞
j=N
(
1− 1n2
)
> 0.
76
We now remark that the condition (X − x|X ≥ x) d≤ X is met in most cases of interest.
I.e., the explosiveness follows if either g(0) > 0 or g(0) = 0 and g is non-decreasing on some
non-empty interval [0, δ]:
Proof of Theorem 1.29. On the one hand, if g(0) = 0 and g is locally increasing, then we
may compare the process (hLα, G, I)f to (hα, G
∗, I)f , where G∗ defined below is seen to
satisfy the assumption (1.20). Let T > 0 be so that g increases on [0, T ], and define g∗, for
x ≥ 0, by
g∗(x) =

g(x) if x ∈ [0, T ],
g(T ) if x ∈ [T, T ∗],
0 if x ∈ [T ∗,∞),
(8.19)
where T ∗ is chosen so that
∫∞
0
g∗(x)dx = 1. If X∗ is a random variable that has g∗ as its
density, then, for x ≤ T2 ,
P (X∗ − x ≤ t|X∗ ≥ x) ≥ P (X∗ ≤ t) ,
for all t ≥ 0. Indeed, if t+ x ≤ T ∗, then
P (X∗ − x ≤ t|X∗ ≥ x) = 1
1−G∗(x)
∫ t
0
g∗(u+ x)du
≥ 1
1−G∗(x)
∫ t
0
g∗(u)du
≥ G∗(t),
since g∗ is non-decreasing on [0, T ∗].
If t+ x ≥ T ∗, then
P (X∗ − x ≤ t|X∗ ≥ x) = 1
1−G∗(x)
∫ t
0
g∗(u+ x)du
=
1
1−G∗(x) (1−G
∗(x))
= 1.
On the other hand, if g ≥ ǫ > 0 on [0, δ], then we may compare the process (hLα, G, I)f to a
Markov process which meets assumption (1.20) with equality.
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