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Abstract
The paper considers general diffusion processes taking place on widely sepa-
rated time scales and presents a measure-theoretic approach to analyze various
general thermodynamic functionals defined on the sample paths, which satisfy
fluctuation theorems and not additive. We prove that the limit of these func-
tionals with odd and even variables under first-order and second-order averaging
fails to be the one directly defined on the averaged diffusion processes after the
rapid dimensions have been eliminated. The difference is called an anomalous
term, the exponential of which turns out to be martingales in all cases under
consideration. Sufficient and necessary conditions for the vanishing of these
anomalous terms are rigorously derived. Physical applications have also been
included, especially for the second-order diffusion processes under the zero-mass
limit.
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1. Introduction
Stochastic differential equations are widely used to model stochastic systems
in physics, chemistry, biology, meteorology and other disciplines [1, 2, 3, 4]. In
real applications, widely separated time scales always present, and therefore for
efficient modeling, one usually focuses on the slower degrees of freedom. This5
procedure is called the averaging principle [5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15,
16, 17, 18], for both deterministic and stochastic dynamics.
Previous mathematical theory of averaging mainly focused on the conver-
gence of dynamics, and rarely studied the convergence of functionals defined
on the sample path space, especially for those non-additive functionals that10
are of great interests to scientists in other fields. Thermodynamic function-
als in the study of nonequilibrium thermodynamics and statistical mechan-
ics are exactly such a type of functionals [19, 20, 21, 22], having been ac-
tively investigated during the past three decades. One of the major break-
throughs in the study of thermodynamic functionals is the fluctuation theorems15
[23, 24, 25, 26, 27, 28, 29, 20, 30, 31, 32, 33, 34], which provide a significant gen-
eralization of the Second Law of Thermodynamics in terms of equalities rather
than inequalities. These theorems hold arbitrarily far from thermal equilibrium
and have been continuously garnering considerable attention from physicists,
chemists, biologists and mathematicians. To date, most of these fluctuation20
theorems have been numerically tested [35, 36, 37, 38, 39] and experimentally
validated [40, 41, 42, 43, 44].
From a mathematical point of view, there is a unifying approach for fluc-
tuation theorems[45, 46, 47]: For any functional At(ω) on the trajectory space
of a stochastic process with probability measure P[0,t], if there exists another
probability measure P̂[0,t] on the same trajectory space such that P̂[0,t] and P[0,t]
are absolutely continuous with respect to each other, and
At(ω) = ln
dP[0,t](ω)
dP̂[0,t](ω)
,
2
then the integral fluctuation theorem naturally follows:
EP[0,t]e
[−At(ω)] = 1,
for any t > 0. It yields the inequality EAt(ω) ≥ 0, which is just the Traditional
Second Law of Thermodynamics.
Until now, for all known thermodynamic functionals along a single trajectory25
that satisfy the fluctuation theorem, the probability measure P̂[0,t] is chosen to
be either the original measure or the time-reversed measure of another specific
stochastic process with time-reversed protocol [47]. Hence, in the present paper,
we adopt this fact to define “thermodynamic functionals” under the most general
setup covering these two categories, leaving all the known physical situations as30
special examples.
Our work is also highly motivated by the recent developments of nonequi-
librium thermodynamics of multi-scale stochastic processes with even and odd
variables [48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59], especially the anoma-
lous contribution of thermodynamic functionals emerging from the elimination
of fast dynamics after averaging [55, 59, 60]. For example, the mean entropy
production rate ddt 〈Stot〉 of the Langevin-Kramers process in the zero-mass limit
satisfies [55]
d
dt
〈Stot〉 = d
dt
〈Sovertot 〉+
5
6
〈
T
γ
(∇T
T
)2〉
,
in which ddt 〈Sovertot 〉 is the mean entropy production rate of the corresponding
averaged process, and the additional nonnegative term is called the anomalous
contribution.
Therefore the limit of thermodynamic functionals under averaging may have35
interesting anomalous behaviors, but a general and rigorous mathematical treat-
ment is still lacking, which is the main purpose of our paper.
In the present paper, we present a measure-theoretic approach to analyze
general thermodynamic functionals of sample paths that satisfy fluctuation the-
orems, under first-order or second-order averaging. A general thermodynamic40
functional F εt is defined as the logarithm of the Radon-Nikodym derivative of the
3
probability measure P ε[0,t] induced by the original process {Xεs , Y εs }0≤s≤t, with
respect to another probability measure P̂ ε[0,t]. Here P̂
ε
[0,t] is either the probability
measure of a comparable process {X̂εs , Ŷ εs }0≤s≤t (referred as the forward sce-
nario) or the probability measure of the time-reversed same comparable process45
with all coefficients being time-reversed (referred as the reversal scenario).
The concrete expression of F εt in each case is derived and proved through the
mathematical techniques of measure theory. Once F εt is well defined, F
ε
t ⇒ Ft
after eliminating the fast variable y. We prove that the limiting functional
Ft defined on the sample path space of the averaged process {Xs}0≤s≤t of
{Xεs , Y εs }0≤s≤t, can be divided into two terms:
Ft = F
a
t + F
b
t ,
in which
F at (ω) = ln
dP[0,t]
dP̂[0,t]
(ω),
is the logarithm of the Radon-Nikodym derivative of the probability measure
P[0,t] of the averaged process {Xs}0≤s≤t, with respect to another probability
measure P̂[0,t]. The probability measure P̂[0,t] is defined using the averaged
process {X̂s}0≤s≤t of the comparable process {X̂εs , Ŷ εs }0≤s≤t, through the same
procedure as in the definition of F εt . F
b
t is called the anomalous term, and we
show that e−F
b
t turns out to be an exponential martingale in each case under
consideration. Thus all the three functionals satisfy fluctuation theorem:
EP ε
[0,t]
e−F
ε
t = EP[0,t]e
−Fat = EP[0,t]e
−F bt = 1, ∀t ≥ 0.
We also derive and prove the sufficient and necessary conditions for the vanishing
of these anomalous terms, which is important for understanding real physical
systems.
The results of this paper can be directly applied to statistical physics, espe-50
cially to the second-order diffusion processes through the zero-mass limit. We
find out that the anomalous contribution of the total entropy production can
only emerge from the averaged housekeeping heat dissipation, while the dissi-
4
pative work in the Jarzynski equality and excess heat in Hatano-Sasa equality
can never contain the anomalous contribution.55
On the other hand, recently the martingale formulation of thermodynam-
ics becomes a new direction of nonequilibrium statistical mechanics, somehow
beyond the fluctuation theorems [61, 62, 63, 64, 65]. A broad class of thermo-
dynamic functionals are found to be exponential martingales[61], and universal
equalities and inequalities for stopping-times, passage statistics and extrema of60
entropy production and housekeeping heat were derived according to the cele-
brated theory of martingale [62, 63, 64]. An experimental test of the infimum
law of entropy production with a double electronic dot has also been performed
[65].
In the present paper, applying the theory of martingales, we provide uni-65
versal equalities and inequalities of the statistics of the exponential martingales
involved in our study, generalizing all the known results to quite general ther-
modynamic functionals. This indicates that our framework really have a broad
application prospect.
The outline of this paper is as follows. We describe the averaging principle70
in Section 2.1 and the main results in Section 2.2 as well as Section 2.3. The
proofs of all theorems and related lemmas are provided in Section 3. Finally, the
physical applications are presented in Section 4, especially for the second-order
diffusion processes in the zero-mass limit.
2. Rigorous statements of main results75
2.1. First-order and second-order averaging
In the present paper, we consider the infinitesimal generator of diffusion
processes dependent on parameter ε, either in the first-order averaging case,
i.e.,
Lε =
1
ε
L0 + L1, (1)
or the second-order averaging case, i.e.,
Lε =
1
ε2
L0 +
1
ε
L1 + L2. (2)
5
In both cases, we assume that L0 has a nontrivial null space, and we are
concerned with capturing the behavior of the solution within this subspace as ε
tends to zero. The first-order averaging theory can often be thought of as a form
(or consequence) of the law of large numbers, while the second-order averaging80
theory is an analog to the central limit theorem.
Throughout this paper, the limit of these diffusion processes and the cor-
responding thermodynamic functionals over the trajectory space that satisfy
fluctuation theorems will be rigorously studied. Therefore, we must first as-
sume the following regularity conditions for the drift and diffusion coefficients:85
Assumption 2.1. Suppose all the drift and diffusion coefficients are smooth(C∞)
and satisfy the linear growth condition, their derivatives are bounded, and the
diffusion coefficients satisfy the uniformly ellipticity condition.
Remark 2.1. Due to Theorem 6.1 in [3], Assumption 2.1 guarantees smooth
transition density functions of the considered diffusion processes, including the90
second-order diffusion process in Sec. 4.2.
We now start to consider the first-order averaging case. Let {X1,εt , Y 1,εt } be
the solution of the following stochastic differential equationsdX
1,ε
t = b(X
1,ε
t , Y
1,ε
t , t)dt+ σ(X
1,ε
t , Y
1,ε
t , t)dB
(1)
t ,
dY
1,ε
t = ε
−1u(X1,εt , Y
1,ε
t , t)dt+ ε
−1/2β(X1,εt , Y
1,ε
t , t)dB
(2)
t ,
(3)
where b = (bi) is a vector field onR
m, u = (ui) is a vector field onR
n, σ = (σij)
is an m ×m matrix with rank m, β = (βij) is an n × n matrix with rank n,95
{B(1)t } is an m-dimensional Brownian motion, {B(2)t } is another independent
n-dimensional Brownian motion, and dB
(1)
t , dB
(2)
t correspond to the stochastic
integral of Itoˆ type.
The trajectory space of X1,ε is C([0, T ),Rm), denoted by W1 and equipped
by the Borel sigma algebra B1T . T can be any positive real number, indicating the100
end time of the process. The trajectory space of Y 1,ε is C([0, T ),Rn), denoted
by W2 and equipped by the Borel sigma algebra B2T . Let BT be the σ-algebra
6
generated by {B1 ×B2 : B1 ∈ B1T , B2 ∈ B2T }, then a probability measure P 1,ε[0,T ]
can be introduced on (W1 ×W2,BT ) as the distributions of {X1,εu , Y 1,εu }0≤u≤T .
The infinitesimal generator of the above process is
Lε =
1
ε
L0 + L1,
where105
L1 = b · ∇x + 1
2
σσT : ∇2x,
L0 = u · ∇y + 1
2
ββT : ∇2y.
The two diffusion matrixes D(x, y) and G(x, y) are defined as
D(x, y) = σ(x, y)σ(x, y)T ,
and
G(x, y) = β(x, y)β(x, y)T .
The matrix operator “:” is defined as
A : B =
∑
i,j
AijBij .
To eliminate fast variables, the most common way to guarantee ergodicity
is to assume that
Assumption 2.2. For each fixed x, t, the null space of L0 consists only of con-
stants, and furthermore, there exists a unique positive solution to the stationary
Fokker-Planck equation
L∗0ρ
∞(y;x, t) = 0,
with the constraint
∫
y ρ
∞(y;x, t)dy = 1, in which L∗0 is the adjoint operator of
L0 with respect to the Lebesgue measure.
In fact, Assumptions 2.1 and 2.2 guarantee that L0 satisfies the Fredholm al-110
ternative. Additionally, Assumption 2.1 guarantees that L0 is uniformly elliptic
and therefore ρ∞(y;x, t) in Assumption 2.2 is smooth(C∞) due to the elliptic
regularity theorem.
7
With the help of Assumptions 2.1 and 2.2, Theorem 17.1 in [66] states
that for ε → 0, {X1,εt }, the solution of Eq. (3), converges weakly to {X1t }
in C([0, T ),Rm) for any T > 0, and {X1t } satisfies the following stochastic
differential equations
dX1t = b(X
1
t , t)dt+ (D(X
1
t , t))
1/2dBt, (4)
where
b(x, t) =
∫
y
b(x, y, t)µx,t(dy), D(x, t) =
∫
y
σ(x, y, t)σ(x, y, t)Tµx,t(dy),
with µx,t(dy) = ρ
∞(y;x, t)dy. The distribution of {X1u}0≤u≤T introduces a
probability measure P 1[0,T ] on (W1,BT ).115
To further simplify the notations, in the present paper, we define · · · =∫
y · · ·µx,t(dy) =
∫
y . . . ρ
∞dy as taking an average over the steady-state distri-
bution ρ∞ of the fast variable y.
Now, we turn to consider the second-order averaging case. Let {X2,εt , Y 2,εt }
be the solution of the following stochastic differential equation120 
dX
2,ε
t = [
1
εf(X
2,ε
t , Y
2,ε
t , t) + b(X
2,ε
t , Y
2,ε
t , t)]dt
+σ(X2,εt , Y
2,ε
t , t)dB
(1)
t ,
dY
2,ε
t = [
1
εg(X
2,ε
t , Y
2,ε
t , t) +
1
ε2 u(X
2,ε
t , Y
2,ε
t , t)]dt
+ 1εβ(X
2,ε
t , Y
2,ε
t , t)dB
(2)
t .
(5)
where f = (fi) and b = (bi) are vector fields on R
m, g = (gi) and u = (ui) are
vector fields on Rn, σ = (σij) is an m×m matrix with rank m, β = (βij) is an
n×n matrix with rank n, {B(1)t } is an m-dimensional Brownian motion, {B(2)t }
is another independent n-dimensional Brownian motion, and dB
(1)
t , dB
(2)
t cor-
respond to the stochastic integral of Itoˆ type. A probability measure P 2,ε[0,T ] is125
introduced on (W1 ×W2,BT ) as the distributions of {X2,εu , Y 2,εu }0≤u≤T .
The infinitesimal generator of the above process is
L =
1
ε2
L0 +
1
ε
L1 + L2,
8
where
L0 = u · ∇y + 1
2
ββT : ∇2y,
L1 = f · ∇x + g · ∇y,
L2 = b · ∇x + 1
2
σσT : ∇2x.
As in the first-order averaging case, we still have to assume L0 satisfies the
conditions in Assumption 2.2 (Fredholm alternative).
We further assume the following conditions in the second-order averaging130
case:
Assumption 2.3. f(x, y, t) averages to zero under the measure µx,t(dy), i.e.,∫
f(x, y, t)µx,t(dy) = 0,
for each x and t.
Under Assumptions 2.2 and 2.3, there exist solutions for the Poisson equa-
tions in the following form[67]
−L0φ(x, y, t) = f(x, y, t), (6)
and the solution of the above equation is unique up to a constant in the null
space of L0. Hence we can fix this constant by requiring∫
y
φ(x, y, t)µx,t(dy) = 0, ∀t, x.
Under Assumptions 2.1, 2.2 and 2.3, Theorem 3 in [16] states that for ε→ 0,
{X2,εt } weakly converges to {X2t } in C([0, T ),Rm) for any T > 0, and {X2t }
satisfies the following stochastic differential equations
dX2t = F (X
2
t , t)dt+ A(X
2
t , t)dBt, (7)
where the vector field F is
F (x, t) (8)
=
∫
y
(b(x, y, t) + (f(x, y, t) · ∇x + g(x, y, t) · ∇y)φ(x, y, t)) ρ∞(y;x, t)dy,
9
and the diffusion matrix A(x, t) is defined by
A(x, t)A(x, t)T = A1(x, t) +
1
2
(
A0(x, t) +A0(x, t)
T
)
, (9)
with A0(x, t) := 2
∫
y f(x, y, t)⊗ φ(x, y)ρ∞(y;x, t)dy,
A1(x, t) :=
∫
y
σ(x, y, t)σ(x, y, t)T ρ∞(y;x, t)dy.
The tensor product A ⊗ B of two vectors A = (a1, a2, · · · , an) and B =
(b1, b2, · · · , bm) is a matrix, defined by
A⊗B =

a1b1 a1b2 · · · a1bm
a2b1 a2b2 · · · a2bm
...
...
. . .
...
anb1 anb2 · · · anbm
 .
Additionally, the distributions of {X2u}0≤u≤T can introduce a probability135
measure P 2[0,T ] on (W1,BT ).
2.2. Fluctuation theorem and anomalous contribution under first-order averag-
ing
Let {X̂1,εt , Ŷ 1,εt } be the solution of the following stochastic differential equa-
tion140 dX̂
1,ε
t = d(X̂
1,ε
t , Ŷ
1,ε
t , t)dt+ σ(X̂
1,ε
t , Ŷ
1,ε
t , t)dB̂
(1)
t ,
dŶ
1,ε
t = ε
−1u(X̂1,εt , Ŷ
1,ε
t , t)dt+ ε
−1/2β(X̂1,εt , Ŷ
1,ε
t , t)dB̂
(2)
t ,
(10)
where d = (di) is a vector field on R
m, u = (ui) is a vector field on R
n,
σ = (σij) is an m × m matrix with rank m, β = (βij) is an n × n matrix
with rank n, {B̂(1)t } is an m-dimensional Brownian motion, {B̂(2)t } is another
independent n-dimensional Brownian motion, and dB̂
(1)
t , dB̂
(2)
t correspond to
the stochastic integral of Itoˆ type. The probability measure P̂ 1,ε[0,T ] is introduced145
on (W1 ×W2,BT ) as the distributions of {X̂1,εu , Ŷ 1,εu }0≤u≤T .
10
The 1st thermodynamic functional (the forward scenario) is defined by
F
1,ε
T (ω) = log
dP
1,ε
[0,T ]
dP̂
1,ε
[0,T ]
(ω), (11)
if P 1,ε[0,T ] and P̂
1,ε
[0,T ] are absolutely continuous with respect to each other, recalling
that P 1,ε[0,T ] is the law induced by the solution of Eq. (3) up to time T .
Since F 1,εT can be defined for any T > 0, we replace it with F
1,ε
t from now
on, for simplicity and clarity. Similar replacement in the rest of the paper will150
not be particularly pointed out.
From the definition of the Radon-Nikodym derivative, we know that F 1,εt
satisfies the integral fluctuation theorem if it is well defined, i.e.,
EP 1,ε
[0,t]
e−F
1,ε
t = 1, ∀t > 0. (12)
With the help of Assumptions 2.1 and 2.2, Theorem 17.1 in [66] states that
for ε → 0, {X̂1,εt }, the solution of Eq. (10), converges weakly to {X̂1t } in
C([0, T ),Rm) for any T > 0, and {X̂1t } satisfies the following stochastic differ-
ential equations
dX̂1t = d(X̂
1
t , t)dt+
(
D(X̂1t , t)
)1/2
dB̂t. (13)
The distribution of {X̂1u}0≤u≤T introduces a probability measure P̂ 1[0,T ] on (W1,BT ).
We can define a thermodynamic functional F 1,aT for the averaged process X
1
t
in Eq. (4), similar to F 1,εT , as
F
1,a
T (ω) = log
dP 1[0,T ](ω)
dP̂ 1[0,T ](ω)
,
recalling that P 1[0,T ] is the law of {X1t }0≤t≤T .
Theorem 2.1. Under Assumptions 2.1 and 2.2, F 1,εt and F
1,a
t are both well
defined for any t > 0, and the joint process (X1,εt , F
1,ε
t ) weakly converges to
(X1t , F
1
t ) in C([0, T ),R
m ×R) for any T > 0. The limiting process X1t is the
solution of Eq. (4), and the limiting functional F 1t can be divided into two terms
F 1t = F
1,a
t + F
1,b
t .
11
Furthermore, with respect to (W1,B1t , P 1), e−F
1,b
t is an exponential martin-
gale with EP 1e
−F 1,bt = 1 for any t, i.e.
F
1,b
t =
∫ t
0
1
2
lds+
∫ t
0
l1/2dξs
for a certain measurable functional l and Brownian motion ξs. Moreover, F
1,b
t =
0 for each t if and only if D−1(b− d) does not depend on the fast variable y.155
Next, we turn to consider another even more important thermodynamic
functional, which is related to the following process: let {X̂1,ε,Rt , Ŷ 1,ε,Rt } be the
solution of the following stochastic differential equations
dX̂
1,ε,R
t = d(X̂
1,ε,R
t , Ŷ
1,ε,R
t , T − t)dt
+σ(X̂1,ε,Rt , Ŷ
1,ε,R
t , T − t)dB̂(1)t ,
dŶ
1,ε,R
t = ε
−1u(X̂1,ε,Rt , Ŷ
1,ε,R
t , T − t)dt
+ε−1/2β(X̂1,ε,Rt , Ŷ
1,ε,R
t , T − t)dB̂(2)t ,
(14)
Eq. (14) can be regarded as the “reversed-protocol” version of Eq. (10) with
respect to the end time T .160
A probability measure P̂ 1,ε,R[0,T ] is introduced on (W1 ×W2,BT ) as the distri-
butions of {ǫX̂1,ε,RT−u , ǫŶ 1,ε,RT−u }0≤u≤T , where ǫ = {ǫi}, ǫi = ±1 for even and odd
variables with respect to time reversal respectively. Odd variables are common
in physics, such as velocity and the Lorentz force.
To simplify the notations, we divide the drift terms of the stochastic dif-165
ferential equations (such as b, d and u) into reversible (short as “rev”) and
irreversible (short as “ir”) components. For example,
biri (x, y, t) =
1
2
[bi(x, y, t) + ǫibi(ǫx, ǫy, t)] = ǫib
ir
i (ǫx, ǫy, t),
brevi (x, y, t) =
1
2
[bi(x, y, t)− ǫibi(ǫx, ǫy, t)] = −ǫibrevi (ǫx, ǫy, t).
The 2nd thermodynamic functional (referred to as the reversal scenario) is
defined by
F
1,ε,R
T (ω) = log
dP
1,ε
[0,T ]
dP̂
1,ε,R
[0,T ]
(ω), (15)
12
if P 1,ε[0,T ] and P̂
1,ε,R
[0,T ] are absolutely continuous with respect to each other.
It is straightforward to show that F 1,ε,Rt satisfies the integral fluctuation
theorem if it is well defined, i.e.,
EP 1,ε
[0,t]
e−F
1,ε,R
t (ω) = 1, ∀t > 0.
To have a well-defined F 1,ε,Rt , we should further assume
Assumption 2.4. All the diffusion coefficients are even functions of all odd170
coordinates.
Assumption 2.5. The fast processes yt are completely dissipative, i.e., there
is no conservative part of the drift:
urev(x, y, t) = 0.
Assumption 2.6. The steady-state distribution ρ∞ of the fast degrees of free-
dom y is an equilibrium distribution, i.e.,
2G−1(x, y, t)uir(x, y, t)−G−1(x, y, t)∇yG(x, y, t) = ∇y log ρ∞(y;x, t).
Remark 2.2. Assumption 2.6 is equivalent to saying that given the slow vari-
able x, the stochastic dynamics of y is time-reversible[68], guaranteeing the en-
tropy production rate of y given x is zero (otherwise the related terms in F 1,ε,Rt
will diverge after averaging).175
Remark 2.3. Rewriting Assumption 2.6 as
2uir(x, y, t)ρ∞(y;x, t) = ∇y · (G(x, y, t)ρ∞(y;x, t)),
and combining with Assumption 2.5, i.e., u = uir, hence for any f , g in
L2(Rn, ρ∞), we have
< f,L0g >ρ∞ =
∫
Y
fρ∞(uir +
1
2
G∇y)∇ygdy
=
1
2
∫
Y
f(∇y(Gρ∞) +Gρ∞∇y)∇ygdy
=
1
2
∫
Y
f∇y(Gρ∞∇yg)dy
= −1
2
∫
Y
∇yf · (Gρ∞) · ∇ygdy,
13
which is symmetric with respect to f and g. Thus L0 is symmetric on L
2(Rn, ρ∞).
To address the initial and final distributions that will appear in the expres-
sion of F 1,ε,Rt , we still need to make two more assumptions:180
Assumption 2.7. For each t ≥ 0 and any compact set S ⊂ Rm × Rn, the
distribution density p1,ε(x, y, t) of (X1,εt , Y
1,ε
t ) satisfies that
p1,ε(x, y, t)→ ρ∞(y;x, t)× p1(x, t), ε→ 0,
uniformly for (x, y) ∈ S, in which p1(x, t) is the distribution density function of
X1t .
Assumption 2.8. For any fixed t ≥ 0, there exists ǫ0 > 0 such that the proba-
bility measures induced by (X1,εt , Y
1,ε
t ) for ǫ ∈ (0, ǫ0) is tight, i.e., for any δ > 0,
there exists a compact set Mδ ⊂ Rm ×Rn such that
P (‖ (X1,εt , Y 1,εt ) ‖∈M cδ ) < δ, ∀ǫ ∈ (0, ǫ0).
Remark 2.4. Assumption 2.7 is needed because weak convergence cannot guar-
antee the convergence of probability density functions. Assumption 2.7 and
Assumption 2.8 can be satisfied if we assume all probability density functions185
{p1,ε(x, y, t)} for ǫ ∈ (0, ǫ0) are uniformly bounded, equi-continuous and uni-
formly decaying in the tails.
Under Assumptions 2.1 and 2.2, Theorem 17.1 in [66] states that, for ε→ 0,
{X̂1,ε,Rt }, the solution of Eq. (14), converges weakly to {X̂1,Rt } in C([0, T ),Rm)
for any T > 0, and {X̂1,Rt }0≤t≤T is the solution of the following stochastic
differential equations
dX̂
1,R
t = d(X̂
1,R
t , T − t)dt+ (D(X̂1,Rt , T − t))1/2dB̂t. (16)
A probability measure P̂ 1,R[0,T ] can be introduced on (W1,B1T ) as the distributions
of {ǫX̂1,RT−t}0≤t≤T .
We can define a thermodynamic functional F 1,R,aT for the averaged process
X1t in Eq. (4), similar to F
1,ε,R
T , as
F
1,R,a
T (ω) = log
dP 1[0,T ](ω)
dP̂
1,R
[0,T ](ω)
.
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Theorem 2.2. Under assumptions 2.1, 2.2, 2.4, 2.5, 2.6, 2.7 and 2.8, F 1,ε,Rt
and F 1,R,at are both well defined for any t > 0, and the joint process (X
1,ε
t , F
1,ε,R
t )
converges weakly to (X1t , F
1,R
t ) in C([0, T ),R
m×R) for any T > 0. The limit-
ing process X1t is the solution of Eq. (4), and the limiting functional F
1,R
t can
be divided into two terms
F
1,R
t = F
1,R,a
t + F
1,R,b
t .
Furthermore, with respect to (W1,B1t , P 1), e−F
1,R,b
t is an exponential mar-
tingale with EP 1e
−F 1,R,bt = 1 for each t, i.e.,
F
1,R,b
t =
∫ t
0
1
2
lds+
∫ t
0
l1/2dξs
for a certain measurable functional l and Brownian motion ξs. Moreover, F
1,R,b
t =190
0 for each t if and only if for each i, j (D−1)i,j(bi + d
ir
i − drevi −
∑
k(∂xkDi,k −
Di,k∂xk log ρ
∞) does not depend on the fast variable y.
2.3. Fluctuation theorem and anomalous contribution under second-order aver-
aging
Let {X̂2,εt , Ŷ 2,εt } be the solution of the following stochastic differential equa-195
tion 
dX̂
2,ε
t = [
1
εf(X̂
2,ε
t , Ŷ
2,ε
t , t)
+d(X̂2,εt , Ŷ
2,ε
t , t)]dt+ σ(X̂
2,ε
t , Ŷ
2,ε
t , t)dB
(1)
t ,
dŶ
2,ε
t = [
1
εg(X̂
2,ε
t , Ŷ
2,ε
t , t)
+ 1ε2 u(X̂
2,ε
t , Ŷ
2,ε
t , t)]dt+
1
εβ(X̂
2,ε
t , Ŷ
2,ε
t , t)dB
(2)
t .
(17)
where f = (fi) and d = (di) are vector fields on R
m, g = (gi) and u = (ui)
are vector fields on Rn, σ = (σij) is an m × m matrix with rank m, β =
(βij) is an n × n matrix with rank n, {B(1)t } is an m-dimensional Brownian
motion, {B(2)t } is another independent n-dimensional Brownian motion, and200
dB
(1)
t , dB
(2)
t correspond to the stochastic integral of Itoˆ type. A probability
measure P̂ 2,ε[0,T ] can be introduced on (W1 × W2,BT ) as the distributions of
{X̂2,εu , Ŷ 2,εu }0≤u≤T .
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The 1st thermodynamic functional for second-order averaging (the forward
scenario) is defined by
F
2,ε
T (ω) = log
dP
2,ε
[0,T ]
dP̂
2,ε
[0,T ]
(ω), (18)
if P 2,ε[0,T ] and P̂
2,ε
[0,T ] are absolutely continuous with respect to each other, recalling
that P 2,ε[0,T ] is the probability measure induced by the solution of Eq. (5).205
According to the definition of the Radon-Nikodym derivative, F 2,εt satisfies
integral fluctuation theorem if it is well defined, i.e.,
EP 2,ε
[0,t]
e−F
2,ε
t = 1, ∀t > 0. (19)
Under Assumptions 2.1, 2.2 and 2.3, Theorem 3 in [16] states that, for ε→ 0,
{X̂2,εt }, the solution of Eq. (17) converges weakly to {X̂2t } in C([0, T ),Rm) for
any T > 0, and {X̂2t } satisfies the following stochastic differential equations
dX̂2t =
[
d+ (f · ∇x + g · ∇y)φ(X̂2t , t)
]
dt+
(
D + 2fφT (X̂2t , t)
)1/2
dB̂t. (20)
The distribution of {X̂2t }0≤t≤T introduces a probability measure P̂ 2[0,T ] on (W1,Bt).
We can define a thermodynamic functional F 2,aT for the averaged process X
2
t
in Eq. (7), similar to F 2,εT , as
F
2,a
T (ω) = log
dP 2[0,T ](ω)
dP̂ 2[0,T ](ω)
,
recalling that P 2[0,T ] is the distribution of {X2t }0≤t≤T .
Theorem 2.3. Under Assumptions 2.1, 2.2 and 2.3, F 2,εt and F
2,a
t are both
well defined, and the joint process (X2,εt , F
2,ε
t ) converges weakly to (X
2
t , F
2
t ) in
C([0, T ),Rm ×R) for any T > 0. The limiting process X2,εt is the solution of
Eq. (7), and the limiting functional F 2t can be divided into two terms
F 2t = F
2,a
t + F
2,b
t .
Furthermore, with respect to (W1,B1t , P 2), e−F
2,b
t is an exponential martin-
gale with EP 2e
−F 2,bt = 1 for any t, i.e.,
F
2,b
t =
∫ t
0
1
2
lds+
∫ t
0
l1/2dξs
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for a certain measurable functional l and Brownian motion ξs. Moreover, F
2,b
t =
0 for each t if and only if f = 0 and D−1(b − d) does not depend on the fast
variable y.210
Next, let us consider another more important thermodynamic functional
that is related to the following process: let {X̂2,ε,Rt , Ŷ 2,ε,Rt } be the solution of
the following stochastic differential equations
dX̂
2,ε,R
t
=
[
1
εf(X̂
2,ε,R
t , Ŷ
2,ε,R
t , T − t) + d(X̂2,ε,Rt , Ŷ 2,ε,Rt , T − t)
]
dt
+σ(X̂2,ε,Rt , Ŷ
2,ε,R
t , T − t)dB(1)t ,
dŶ
2,ε,R
t
=
[
1
εg(X̂
2,ε,R
t , Ŷ
2,ε,R
t , T − t) + 1ε2 u(X̂2,ε,Rt , Ŷ 2,ε,Rt , T − t)
]
dt
+ 1εβ(X̂
2,ε,R
t , Ŷ
2,ε,R
t , T − t)dB(2)t .
(21)
Eq. (24) is the reversed-protocol version of Eq. (17) with respect to the end
time T . A probability measure P̂ 2,ε,R[0,T ] is introduced on (W1 ×W2,BT ) as the215
distributions of {ǫX̂2,ε,RT−u , ǫŶ 2,ε,RT−u }0≤u≤T , where ǫ = {ǫi}, ǫi = ±1 for even and
odd variables, respectively.
The 2nd thermodynamic functional for second-order averaging (referred to
as the reversal scenario) is defined by
F
2,ε,R
T (ω) = log
dP
2,ε
[0,T ]
dP̂
2,ε,R
[0,T ]
(ω), (22)
if P 2,ε[0,T ] and P̂
2,ε,R
[0,T ] are absolutely continuous with respect to each other.
F
2,ε,R
t also satisfies the integral fluctuation theorem if it is well defined, i.e.,
EP 2,ε
[0,t]
e−F
2,ε,R
t = 1, ∀t > 0. (23)
To keep the limit of this thermodynamic functional exists after the elimina-
tion of fast degrees of freedom, we need more assumptions:220
Assumption 2.9. All the ε−1 drift terms are conservative, i.e.,
fi(x, y, t) = −ǫifi(ǫx, ǫy, t),
17
gi(x, y, t) = −ǫigi(ǫx, ǫy, t).
Assumption 2.10.
fiφj = 0,
for each i 6= j, and recall that φj is defined in Eq. (6).
Assumption 2.10 guarantees A0(x, t) in Eq. (9) to be diagonal.
Similar to Assumptions 2.7 and 2.8, we also need two more assumptions here
to address the distribution terms that will appear in the expression of F 2,ε,Rt .
Assumption 2.11. For each fixed t ≥ 0 and any compact set S ⊂ Rm ×Rn,
the distribution density function p2,ε(x, y, t) of (X2,εt , Y
2,ε
t ) satisfies that
p2,ε(x, y, t)→ ρ∞(y;x, t)× p2(x, t), ε→ 0,
uniformly for (x, y) ∈ S, in which p2(x, t) is the distribution density function of225
X2t .
Assumption 2.12. For any fixed t ≥ 0, there exists ǫ0 > 0 such that the
probability measures induced by (X2,εt , Y
2,ε
t ) for ǫ ∈ (0, ǫ0) is tight, i.e., for any
δ > 0, there exists a compact set Mδ ⊂ Rm ×Rn such that
P (‖ (X2,εt , Y 2,εt ) ‖∈M cδ ) < δ, ∀ǫ ∈ (0, ǫ0).
Under Assumptions 2.1, 2.2 and 2.3, Theorem 3 in [16] states that, for ε→ 0,
{X̂2,ε,Rt }, the solution of Eq. (24) converges weakly to X̂2,Rt in C([0, T ),Rm)
for any T > 0, and {X̂2,Rt }0≤t≤T is the solution of the following stochastic
differential equations
dX̂
2,R
t =
[
d+ (f · ∇x + g · ∇y)φ(X̂2,Rt , T − t)
]
dt+
(
D + 2fφT (X̂2,Rt , T − t)
)1/2
dB˜t.
(24)
A probability measure P̂ 2,R[0,T ] is introduced on (W1,B1T ) as the distributions of
{ǫX̂2,RT−t}0≤t≤T .
We can define a thermodynamic functional F 2,R,aT for the averaged process
X2t in Eq. (7), similar to F
2,ε,R
T , as
F
2,R,a
T (ω) = log
dP 2[0,T ](ω)
dP̂
2,R
[0,T ](ω)
.
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Theorem 2.4. Under Assumptions 2.1, 2.2, 2.3, 2.4, 2.5, 2.6, 2.9, 2.10, 2.11
and 2.12, F 2,ε,Rt and F
2,R,a
t are both well defined for each t. In addtion the joint
process (X2,εt , F
2,ε,R
t ) converges weakly to (X
2
t , F
2,R
t ) in C([0, T ),R
m ×R) for
any T > 0. The limiting process X2,εt is the solution of Eq. (7), and F
2,R
t can
be divided into two terms
F
2,R
t = F
2,R,a
t + F
2,R,b
t .
Furthermore, with respect to (W1,B1t , P 2), e−F
2,R,b
t is an exponential mar-
tingale with EP 2e
−F 2,R,bt = 1 for any t, i.e.,
F
2,R,b
t =
∫ t
0
1
2
lds+
∫ t
0
l1/2dξs
for a certain measurable functional l and Brownian motion ξs.
Moreover, F 2,R,bt = 0 for each t if and only if the following three conditions230
are all satisfied:
(a) h =
∑
i
hφi
fiφi
· fi, in which h = −
∑
i
1
ρ∞ ∂xi(fiρ
∞)−∑j 1ρ∞ ∂yj (gjρ∞);
(b) (D−1)i,j(bi+ d
ir
i − drevi −
∑
k(∂xkDi,k−Di,k∂xk log ρ∞) does not depend
on the fast variable y for each i, j;
(c) For each i,
bi + diri − drevi − ∂xi(Di)
Di
=
hφi
fiφi
.
There are 16 thermodynamic functionals that we have considered in the235
previous theorems: F i,εt , F
i
t , F
i,a
t , F
i,b
t , F
i,R,ε
t , F
i,R
t , F
i,R,a
t , F
i,R,b
t , i = 1, 2.
According to the Doob’s inequality and optimal sampling theorem for martin-
gales, we have the following corollary.
Corollary 2.1. e−F
i,ε
t , e−F
i
t , e−F
i,a
t , e−F
i,b
t , e−F
i,R,b
t , i = 1, 2, are all expo-
nential martingales, no matter the process is stationary or not. And for each of
them, denoted as e−Mt , we have
(1) The fixed time t in the fluctuation theorems can be replaced by any bounded
stopping time τ , i.e.,
< e−Mτ >= 1.
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(2) For any λ and T ,
P ( sup
t∈[0,T ]
{e−Mt} ≥ λ) ≤ 1
λ
< e−MT >,
followed by
P ( inf
t∈[0,T ]
Mt ≥ −λ) ≥ 1− e−λ.
(3) Let τ be the first-passage time at which Mt passes, at the first time, one of
the two threshold values −m− < 0 or m+ > 0. Then
P (Mτ = −m−) = 1− e
−m+
em
− − e−m+ ,
and
P (Mτ = m
+) =
em
− − 1
em
− − e−m+ .
(4) Define M∞inf = infs∈[0,∞)Ms,
P (M∞inf ≥ −s) = 1− e−s,
followed by
< Minf (t) >≥< M∞inf >= −1,
in which Minf (t) = infs∈[0,t]Ms.
e−F
i,R,ε
t , e−F
i,R
t and e−F
i,R,a
t , i = 1, 2 are also martingales when the system240
is at stationary, and satisfy (1), (2), (3) and (4).
Remark 2.5. Housekeeping heat is a special case of F i,εt and F
i,a
t , i = 1, 2. The
same result about housekeeping heat has already been discovered in[64]. Entropy
production is a special case of F i,R,εt and F
i,R,a
t , i = 1, 2. The same result about
entropy production at steady state has already been discovered in[62].245
3. Proof of Theorems
Without loss of generality, it will suffice to prove the theorems in the cases
that the diffusion terms in each dimension are independent, i.e., the diffusion
matrixes D(x, y, t) and G(x, y, t) are both diagonal matrixes with diagonal ele-
ments Di and Gi. The first step in the proof of each theorem is to obtain the250
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concrete expressions of these thermodynamic functionals and then apply the
averaging techniques to the joint process with the original process. The proof of
Theorems 2.2 and 2.4 requires more techniques from measure-theoretical prob-
ability theory.
3.1. Proof of Theorem 2.1255
Assumption 2.1 has already guaranteed that D−1(b − d) satisfies the linear
growth condition, i.e.,
||D−1(b− d)(x, y)||2 ≤ r(1 + ||x||2 + ||y||2)
for certain r > 0. Then, according to [69], one can directly apply the well-known
Cameron-Martin-Girsanov (CMG) formula under this condition.
Hence, some straightforward calculation yields
F
1,ε
t =
∑
i
(∫ t
0
bi(X
1,ε
s , Y
1,ε
s , s)− di(X1,εs , Y 1,εs , s)
Di(X
1,ε
s , Y
1,ε
s , s)
dX i,1,εs
−
∫ t
0
b2i (X
1,ε
s , Y
1,ε
s , s)− d2i (X1,εs , Y 1,εs , s)
2Di(X
1,ε
s , Y
1,ε
s , s)
ds
)
=
∑
i
∫ t
0
(bi − di)2
2Di
ds+
∑
i
∫ t
0
bi − di√
Di
dB(1),is ,
in which X i,1,εs and B
(1),i
s are the i − th components of X1,εs and B(1)s , re-
spectively. Hence, F 1,ε is an Itoˆ process with drift coefficient
∑
i
(bi−di)
2
2Di
and260
diffusion matrix(1× 1) ∑i (bi−di)2Di .
Consequently, one can obtain the diffusion matrix of the joint process {X1,εt , F 1,εt },
which is
Σ =

D1 0 · · · 0 b1 − d1
0 D2 · · · 0 b2 − d2
...
...
. . .
...
...
0 0 · · · Dm bm − dm
b1 − d1 b2 − d2 · · · bm − dm
∑
i
(bi−di)
2
Di

.
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Therefore, applying Theorem 17.1 in [66] to the joint process {X1,εt , F 1,εt , Y 1,εt }0≤t≤T ,
we know (X1,εt , F
1,ε
t ) converges weakly to (X
1
t , F
1
t ) in C([0, T ],R
m×R), where
{X1t }0≤t≤T satisfies
dX1t = b(X
1
t , t)dt+ (D(X
1
t , t))
1/2dBt,
and the diffusion matrix of the joint process (X1t , F
1
t ) is Σ.
Namely, F 1t is an Itoˆ process with drift coefficient
∑
i
[
(bi−di)2
2Di
]
and diffusion
matrix
∑
i
[
(bi−di)2
Di
]
, which implies that e−F
1
t is an exponential martingale
w.r.t. (W1,B1t , P 1), which satisfies the integral fluctuation theorem
EP 1e
−F 1t = 1, ∀t > 0.
Another step in the proof is to split F 1t into two terms: F
1,a
t and F
1,b
t . The265
first term is the log of the Radon-Nikodym derivative of the averaged probability
measure P 1[0,t] with respect to the other averaged probability measure P̂
1
[0,t].
Recall that the probability measure P̂ 1[0,t] on (W1,B1t ) is introduced as the
distributions of {X̂1u}0≤u≤t, which is the solution of
dX̂1t = d(X̂
1
t , t)dt+
(
D(X̂1t , t)
)1/2
dB˜t.
Therefore, due to the Cameron-Martin-Girsanov formula, we have
F
1,a
t =
∑
i
(∫ t
0
bi(X1s , s)− di(X1s , s)
Di(X1s , s)
dX i,1s −
∫ t
0
bi(X1s , s)
2 − di(X1s , s)
2
2Di(X1s , s)
ds
)
=
∫ t
0
∑
i
(bi − di)2
2Di
ds+
∫ t
0
∑
i
bi − di
Di
1/2
dBis.
It is obvious that e−F
1,a
t is also an exponential martingale w.r.t. (W1,B1t , P 1);
thus, F 1,at satisfies integral fluctuation theorem
EP 1e
−F 1,at = 1, ∀t > 0.
The remaining term F 1,bt = F
1
t − F 1,at shares the same distribution as∫ t
0
1
2 lds +
∫ t
0 l
1/2dξs, in which l =
∑
i
(bi−di)2
2Di
(X1s , s) − (bi−di)
2
2Di
(X1s , s) and ξt270
is a Brownian motion, independent with X1t .
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Due to the Cauchy-Schwartz inequality, for each i, we have∫
Diρ
∞dy
∫
(bi − di)2
Di
ρ∞dy ≥
(∫
(bi − di)ρ∞dy
)2
,
which implies l ≥ 0, and F 1,b = 0, i.e., l = 0, if and only if D−1i (bi − di) is not
dependent on the fast variable y for each i.
It is easy to check that e−F
1,b
t is a standard exponential martingale w.r.t.
(W1,B1t , P 1); thus, F 1,bt satisfies the integral fluctuation theorem
EP 1e
−F 1,bt = 1, ∀t > 0.
This completes the proof of Theorem 2.1.
3.2. Proof of Theorem 2.2275
We need two lemmas, the first of which is crucial for obtaining the expres-
sions of the thermodynamic functionals in the reversal scenario.
Lemma 3.1. Under assumptions 2.1, 2.2 and 2.4, for each T > 0, the two prob-
ability measures P 1,ε[0,T ] and P̂
1,ε,R
[0,T ] on (W1 ×W2,BT ) are absolutely continuous
with respect to each other. Moreover, the positive measurable function
dP 1,ε
[0,T ]
dP̂ 1,ε,R
[0,T ]
280
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on (W1 ×W2,BT ) satisfies that for P 1,ε[0,T ]-almost every (x,y) ∈W1 ×W2,
(25)
dP
1,ε
[0,T ](x,y)
dP̂
1,ε,R
[0,T ] (x,y)
=
p1,ε(x0, y0, 0)
p1,ε(xT , yT , T )
exp
{∑
i
(∫ T
0
[
bi(xt, yt, t) + d
ir
i (xt, yt, t)− drevi (xt, yt, t)
Di(xt, yt, t)
− 1
Di(xt, yt, t)
∂Di(xt, yt, t)
∂xi
]
◦ dxit
−
∫ T
0
1
2
(
bi(xt, yt, t) + d
ir
i (xt, yt, t)− drevi (xt, yt, t)
Di(xt, yt, t)
− 1
Di(xt, yt, t)
∂Di(xt, yt, t)
∂xi
)
·(bi(xt, yt, t)− diri (xt, yt, t) + drevi (xt, yt, t))dt
−
∫ T
0
1
2
∂
∂xi
(bi(xt, yt, t)− diri (xt, yt, t) + drevi (xt, yt, t))dt
)
+
∑
i
(∫ T
0
[
2uiri (xt, yt, t)
Gi(xt, yt, t)
− 1
Gi(xt, yt, t)
∂Gi(xt, yt, t)
∂yi
]
◦ dyit
−1
ε
∫ T
0
(
2uiri (xt, yt, t)
Gi(xt, yt, t)
− 1
Gi(xt, yt, t)
∂Gi(xt, yt, t)
∂yi
)
urevi (xt, yt, t)dt
− 1
ε
∫ T
0
∂
∂yi
urevi (xt, yt, t)dt
)}
,
in which ◦dxt and ◦dyt correspond to the stochastic integral of the Stratonovich
type, and p1,ε(x, y, t) is the probability density of {(X1,εt , Y 1,εt )} at time t.
Proof. We first introduce an auxiliary process, referred to as {X˜1,εt , Y˜ 1,εt }0≤t≤T ,
which is the solution of the following stochastic differential equations285 dX˜
1,ε
t =
1
2∂xD(X˜
1,ε
t , Y˜
1,ε
t , t)dt+ σ(X˜
1,ε
t , Y˜
1,ε
t , t)dB˜
(1)
t ,
dY˜
1,ε
t =
1
2ε
−1∂yG(X˜
1,ε
t , Y˜
1,ε
t , t)dt+ ε
− 12 β(X˜1,εt , Y˜
1,ε
t , t)dB˜
(2)
t ,
in which B˜
(1)
t is anm-dimensional Brownian motion and B˜
(2)
t is an n-dimensional
Brownian motion, where B˜
(1)
t and B˜
(2)
t are independent. We denote P˜
1,ε
[0,T ] as
the probability measure introduced by {X˜1,εt , Y˜ 1,εt }0≤t≤T .
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Applying the Cameron-Martin-Girsanov formula gives
dP
1,ε
[0,T ]
dP˜
1,ε
[0,T ]
(x,y) (26)
= exp
{∑
i
(∫ T
0
bi(xt, yt, t)− 12∂xiDi(xt, yt, t)
Di(xt, yt, t)
dxit
−
∫ T
0
bi(xt, yt, t)
2 − (12∂xiDi(xt, yt, t))2
2Di(xt, yt, t)
dt
+
∫ T
0
ui(xt, yt, t)− 12∂yiGi(xt, yt, t)
Gi(xt, yt, t)
dyit
−
∫ T
0
ui(xt, yt, t)
2 − (12∂xiGi(xt, yt, t))2
2Gi(xt, yt, t)
dt
)}
.
Then, let P˜ 1,ε,R[0,T ] be the probability measure introduced by the distributions290
of {ǫX˜1,ε,RT−u , ǫY˜ 1,ε,RT−u }0≤u≤T , in which {X˜1,ε,Rt , Y˜ 1,ε,Rt }0≤u≤T is the solution ofdX˜
1,ε,R
t =
1
2∂xdiag[D(X˜
1,ε,R
t , Y˜
1,ε,R
t , T − t)]dt+ σ(X˜1,ε,Rt , Y˜ 1,ε,Rt , T − t)dB˜(1)t ,
dY˜
1,ε,R
t =
1
2ε
−1∂ydiag[G(X˜
1,ε,R
t , Y˜
1,ε,R
t , T − t)]dt+ ε−
1
2β(X˜1,ε,Rt , Y˜
1,ε,R
t , T − t)dB˜(2)t .
Therefore, we can the apply the Cameron-Martin-Girsanov formula again to
obtain
dP̂
1,ε,R
[0,T ]
dP˜
1,ε,R
[0,T ]
(x,y) = exp
{∑
i
(∫ T
0
di(x
†
t , y
†
t , T − t)− 12∂xiDi(x†t , y†t , T − t)
Di(x
†
t , y
†
t , T − t)
dx
†
t
−
∫ T
0
di(x
†
t , y
†
t , T − t)2 − (12∂xiDi(x†t , y†t , T − t))2
2Di(x
†
t , y
†
t , T − t)
dt
+
∫ T
0
ui(x
†
t , y
†
t , T − t)− 12∂yiGi(x†t , y†t , T − t)
Gi(x
†
t , y
†
t , T − t)
dy
†
t
−
∫ T
0
ui(x
†
t , y
†
t , T − t)2 − (12∂yiGi(x†t , y†t , T − t))2
2Gi(x
†
t , y
†
t , T − t)
dt
)}
, (27)
in which {x†t ,y†t = ǫxT−t, ǫyT−t} is the time-reversed trajectory.
It remains to calculate
dP˜ 1,ε
[0,T ]
dP˜ 1,ε,R
[0,T ]
(x,y). Before we do that, we still need the
following equality
p˜1,ε(x2, y2, t|x1, y1, s) = p˜1,ε,R(ǫx1, ǫy1, T − s|ǫx2, ǫy2, T − t), (28)
25
for any s and t, in which p˜1,ε is the transition density function of (X˜1,εt , Y˜
1,ε
t ),295
and p˜1,ε,R is the transition density function of (X˜1,ε,Rt , Y˜
1,ε,R
t ).
This is because p˜1,ε(x2, y2, t|x1, y1, s), as a function of (x2, y2, t), satisfies the
Kolmogorov forward equation
∂
∂t
p˜1,ε =
1
2
∇x · (D(x2, y2, t)∇xp˜1,ε) + 1
2ε
∇y · (G(x2, y2, t)∇y p˜1,ε),
and p˜1,ε,R(ǫx1, ǫy1, T − s|ǫx2, ǫy2, T − t), as a function of (x2, y2, t), satisfies the
backward equation
− ∂
∂(T − t) p˜
1,ε,R =
1
2
∇x · (D(x2, y2, t)∇xp˜1,ε,R) + 1
2ε
∇y · (G(x2, y2, t)∇y p˜1,ε,R).
Hence, p˜1,ε(x2, y2, t|x1, y1, s) and p˜1,ε,R(ǫx1, ǫy1, T − s|ǫx2, ǫy2, T − t), as func-
tions of (x2, y2, t), satisfy the same partial differential equation and the same
initial condition δ(x1, y1). Therefore, they must be equal to each other.
We are now in a position to calculate
dP˜ 1,ε
[0,T ]
dP˜ 1,ε,R
[0,T ]
(x,y). Consider the following300
events on the trajectory space
A = {(x,y) : xt0 ∈ (x0, x0 +∆x0), yt0 ∈ (y0, y0 +∆y0), xt1 ∈ (x1, x1 +∆x1),
yt1 ∈ (y1, y1 +∆y1), . . . , xtN ∈ (xN , xN +∆xN ), . . . , ytN ∈ (yN , yN +∆yN ),
0 = t0 < t1 < . . . < tN = T }.
Then, we have
P˜
1,ε
[0,T ](A)
=
∫ x0+∆x0
x0
∫ y0+∆y0
y0
· · ·
∫ xN+∆xN
xN
∫ yN+∆yN
yN
p1,ε(xt0 , yt0 , 0)
p˜1,ε(xt1 , yt1 , t1|xt0 , yt0 , t0) . . .
p˜1,ε(xtN , ytN , tN |xtN−1 , ytN−1, tN−1)dxt0dyt0 · · · dxtN dytN ,
and ∫
(x,y)∈A
pε(x0, y0, 0)
pε(xT , yT , T )
dP˜
1,ε,R
[0,T ] (x,y)
=
∫ x0+∆x0
x0
∫ y0+∆y0
y0
· · ·
∫ xN+∆xN
xN
∫ yN+∆yN
yN
p1,ε(xt0 , yt0 , 0)
p1,ε(xtN , ytN , T )
p1,ε(xtN , ytN , T )
p˜1,ε,R(ǫxtN−1 , ǫytN−1, T − tN−1|ǫxtN , ǫytN , t0) . . .
p˜1,ε,R(ǫxt0 , ǫyt0, T − t0|ǫxt1 , ǫyt1 , T − t1)dxt0dyt0 · · · dxtN dytN .
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Using Eq. (28) gives
P˜
1,ε
[0,T ](A) =
∫
x,y∈A
p1ε(x0, y0, 0)
p1,ε(xT , yT , T )
dP˜
1,ε,R
[0,T ] (x,y), (29)
which implies that
dP˜
1,ε
[0,T ]
dP˜
1,ε,R
[0,T ]
(x,y) =
pε(x0, y0, 0)
pε(xT , yT , T )
,
since the set of those events is able to generate the whole Borel field BT .
Finally, using Eq. (26), Eq. (27) and Eq. (29) and realizing that the Itoˆ305
calculus of x†s, y
†
s is the post-point calculus of xs, ys, we arrive at Eq. (25).
Lemma 3.2. Under Assumptions 2.7 and 2.8, we have for any t ≥ 0,
lim
ε→0
[
log
p1,ε(X1,εt , Y
1,ε
t , t)
ρ∞(Y 1,εt ;X
1,ε
t , t)
− log p1(X1,εt , t)
]
= 0, in probability.
Proof. According to Assumption 2.8, for any δ > 0, there exists a large finite
closed set D of (x, y) such that P (‖ (X1,εt , Y 1,εt ) ‖∈ Dc) < δ, for any ǫ ∈ (0, ǫ0).
Then, due to Harnack’s inequality[70], ρ∞(y;x, t) and p1(x, t) have positive310
lower bounds inD. Combined with Assumption 2.7, log p
1,ε(x,y,t)
p1(x,t)ρ∞(y;x,t) converges
to 0 as ε→ 0, uniformly for x, y ∈ D.
Thus, for any α > 0, for sufficiently small ε > 0, log
p1,ε(X1,εt ,Y
1,ε
t ,t)
ρ∞(Y 1,εt ;X
1,ε
t ,t)p
1(X1,εt ,t)
can be all smaller than α if ‖ (X1,εt , Y 1,εt ) ‖∈ D, then
P (‖ log p
1,ε(X1,εt , Y
1,ε
t , t)
ρ∞(Y 1,εt ;X
1,ε
t , t)p
1(X1,εt , t)
‖> α)
= P (‖ log p
1,ε(X1,εt , Y
1,ε
t , t)
ρ∞(Y 1,εt ;X
1,ε
t , t)p
1(X1,εt , t)
‖> α, ‖ (X1,εt , Y 1,εt ) ‖∈ D)
+P (‖ log p
1,ε(X1,εt , Y
1,ε
t , t)
ρ∞(Y 1,εt ;X
1,ε
t , t)p
1(X1,εt , t)
‖> α, ‖ (X1,εt , Y 1,εt ) ‖∈ Dc)
≤ P (‖ log p
1,ε(X1,εt , Y
1,ε
t , t)
ρ∞(Y 1,εt ;X
1,ε
t , t)p
1(X1,εt , t)
‖> α, ‖ (X1,εt , Y 1,εt ) ‖∈ D)
+P (‖ (X1,εt , Y 1,εt ) ‖∈ Dc)
< δ,
which implies the convergence of log
p1,ε(X1,εt ,Y
1,ε
t ,t)
ρ∞(Y 1,εt ;X
1,ε
t ,t)p
1(X1,εt ,t)
to zero in probabil-315
ity.
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Now we are ready to prove Theorem 2.2. Using Assumptions 2.5 and 2.6 as
well as Lemma 3.1 and noticing the fact that
d log ρ∞ =
∂
∂t
log ρ∞dt+
∑
i
(
∂
∂xi
log ρ∞ ◦ dxi + ∂
∂yi
log ρ∞ ◦ dyi
)
,
we can derive
F
1,ε,R
t = log
p1,ε(X1,ε0 , Y
1,ε
0 , 0)
ρ∞(Y 1,ε0 ;X
1,ε
0 , 0)
− log p
1,ε(X1,εt , Y
1,ε
t , t)
ρ∞(Y 1,εt ;X
1,ε
t , t)
+
∑
i
(∫ t
0
[
bi + d
ir
i − drevi
Di
− 1
Di
∂
∂xi
Di − ∂
∂xi
log ρ∞
]
dX is
+
∫ t
0
(− ∂
∂t
log ρ∞ − 1
2
Di
∂2
∂x2i
log ρ∞)ds
+
∫ t
0
1
2
Di
∂
∂xi
(
bi + d
ir
i − drevi
Di
− 1
Di
∂
∂xi
Di
)
ds
−
∫ t
0
1
2
(bi + d
ir
i − drevi − ∂xiDi)(bi − diri + drevi )
Di
ds
−
∫ t
0
1
2
∂
∂xi
(bi − diri + drevi )ds
)
.
We decompose F 1,ε,Rt into three terms, i.e., F
1,ε,R
t = L
1,ε,R
t +Q
1,ε,R
t +K
1,ε,R
t ,
where
L
1,ε,R
t = log p
1(X1,ε0 , 0)− log p1(X1,εt , t),
in which p1(x, s) is the distribution ofX1s , Q
1,ε,R
t =
(
log
p1,ε(X1,ε0 ,Y
1,ε
0 ,0)
ρ∞(Y 1,ε0 ;X
1,ε
0 ,0)
− log p1,ε(X
1,ε
t ,Y
1,ε
t ,t)
ρ∞(Y 1,εt ;X
1,ε
t ,t)
)
−
L
1,ε,R
t , and the remaining part is K
1,ε,R
t .
K
1,ε,R
t can be regarded as an Itoˆ process. The drift term is320
H =
∑
i
((
bi + d
ir
i − drevi
Di
− 1
Di
∂
∂xi
Di − ∂
∂xi
log ρ∞
)
bi
+
(
− ∂
∂t
log ρ∞ − 1
2
Di
∂2
∂x2i
log ρ∞
)
+
1
2
Di
∂
∂xi
(
bi + d
ir
i − drevi
Di
− 1
Di
∂
∂xi
Di
)
− 1
2
(bi + d
ir
i − drevi − ∂xiDi)(bi − diri + drevi )
Di
− 1
2
∂
∂xi
(bi − diri + drevi )
)
.
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In fact,
bi + diri − drevi − ∂xiDi −Di∂xi log ρ∞ = bi + diri − drevi − ∂xiDi,
and
∂t log ρ∞ = 0,
thus, we have
H =
∑
i
(
D−1i
(
bi + diri − drevi −
∂
∂xi
Di −Di ∂ log ρ
∞
∂xi
)2
+
1
2
∂xi(bi + d
ir
i − drevi − ∂xiDi)−
1
2
∂xi(bi − diri + drevi )
)
.
Let
Ai =
bi + d
ir
i − drevi
Di
− 1
Di
∂
∂xi
Di − ∂
∂xi
log ρ∞,
then, the diffusion matrix of the joint process {X1,εt ,K1,ε,Rt } can be expressed
as
Σ =

D1 0 · · · 0 A1D1
0 D2 · · · 0 A2D2
...
...
. . .
...
...
0 0 · · · Dm AmDm
A1D1 A2D2 · · · AmDm
∑
iA
2
iDi.

Applying Theorem 17.1 in [66] to the joint process {(X1,εt ,K1,ε,Rt , Y 1,εt )},
we know that {(X1,εt ,K1,ε,Rt )} weakly converges to the averaged joint process
{(X1t ,K1,Rt )} in C([0, T ],Rm×R) for any T > 0, in which {X1t }0≤t≤T satisfies
the following stochastic differential equations
dX1t = b(X
1
t , t)dt+ (D(X
1
t , t))
1/2dBt,
and the diffusion matrix of the joint process {(X1t ,K1,Rt )} is Σ.
Using Skorohod’s representation theorem [71], there exist {(X˜1,εt , K˜1,ε,Rt )}
and {(X˜1t , K˜1,Rt )}, defined on a common new probability space (Ω˜, F˜ , P˜ ), such325
that {(X˜1,εt , K˜1,ε,Rt )} has the same distribution as {(X1,εt ,K1,ε,Rt )}, {(X˜1t , K˜1,Rt )}
29
has the same distribution as {(X1t ,K1,Rt )}, and {(X˜1,εt , K˜1,ε,Rt )} converges to
{(X˜1t , K˜1,Rt )} almost surely. Here, ·˜ · · denotes the corresponding processes or
functionals in this new probability space, which shares the same distribution
with · · · in the original probability space.330
We turn to consider the first part L1,ε,Rt = log p
1(X1,ε0 , 0) − log p1(X1,εt , t).
Since {X˜1,εt } converges to {X˜1t } almost surely, the corresponding functional
L˜
1,ε,R
t = log p
1(X˜1,ε0 , 0) − log p1(X˜1,εt , t) almost surely converges to L˜1,Rt =
log p1(X˜10 , 0) − log p1(X˜1t , t). Therefore, {X˜1,εt , L˜1,ε,Rt + K˜1,ε,Rt } converges to
{(X˜1t , L˜1,Rt + K˜1,Rt )} almost surely.335
Since L˜1,ε,Rt + K˜
1,ε,R
t and L˜
1,R
t + K˜
1,R
t are the same functionals of {X˜1,εt }
and {X1,εt }, respectively, {(X˜1,εt , L˜1,ε,Rt + K˜1,ε,Rt )} has the same distribution as
{(X1,εt , L1,ε,Rt + K1,ε,Rt )}. Similarly, {(X˜1t , L˜1,Rt + K˜1,Rt )} has the same distri-
bution as {(X1t , L1,Rt + K1,Rt )}, in which L1,Rt = log p1(X10 , 0) − log p1(X1t , t).
Therefore, {(X1,εt , L1,ε,Rt +K1,ε,Rt )} weakly converges to the averaged joint pro-340
cess {(X1t , L1,Rt +K1,Rt )} in C([0, T ],Rm ×R) for any T > 0.
Combining Lemma 3.2, i.e., {Q1,ε,Rt } converges to zero in probability, leads
to the weak convergence of {(X1,εt , F 1,ε,Rt )} due to Theorem 3.30 in [66].
More specifically, {(X1,εt , F 1,ε,Rt )} weakly converges to the averaged joint
process {(X1t , F 1,Rt )} in C([0, T ],Rm ×R) for any T > 0, and345
F
1,R
t = L
1,R
t +K
1,R
t
d
= log p(X10 , 0)− log p(X1t , t)
+
∑
i
(∫ t
0
1
2
D−1i (bi + d
ir
i − drevi −
∂
∂xi
Di −Di ∂ log ρ
∞
∂xi
)2ds
+
∫ t
0
1
2
∂xi(bi + d
ir
i − drevi − ∂xiDi)ds−
∫ t
0
1
2
∂xi(bi − diri + drevi )ds
+
∫ t
0
[
bi + diri − drevi
(Di)1/2
− 1
(Di)1/2
∂xiDi
]
dBis
)
+
∫ t
0
(∑
i
[
D−1i (bi + d
ir
i − drevi −
∂
∂xi
Di −Di ∂ log ρ
∞
∂xi
)2
− Di−1(bi + diri − drevi −
∂
∂xi
Di)
2
])1/2
dξs,
30
in which ξt is a Brownian motion, independent with X
1
t .
We can also split F 1,Rt into two terms: F
1,R,a
t and F
1,R,b
t . F
1,R,b
t is the log of
the Radon-Nikodym derivative of the averaged probability measure P 1[0,t] with
respect to the other averaged probability measure P̂ 1,R[0,t], in which the probability
measure P̂ 1,R[0,T ] is introduced on (W1,B1t ) as the distributions of {ǫX̂1,RT−t}0≤t≤T ,
and {X̂1,Rt }0≤t≤T is the solution of
dX̂
1,R
t = d(X̂
1,R
t , T − t)dt+ (D(X̂1,Rt , T − t))1/2dB˜t,
with Brownian motion B˜t.
Under Assumptions 2.1 and 2.2, using the same techniques in the proof in
Lemma 3.1, one can obtain
F
1,R,a
t = log p
1(X10 , 0)− log p1(X1t , t)
+
∑
i
(∫ t
0
[
bi + diri − drevi
Di
− 1
Di
∂xiDi
]
◦ dX i,1s
−
∫ t
0
1
2
(bi + diri − drevi − ∂xiDi)(bi − diri + drevi )
Di
ds
−
∫ t
0
1
2
∂xi(bi − diri + drevi )ds
)
,
followed by the integral fluctuation theorem
EP 1e
−F 1,R,at = 1, ∀t > 0.
Therefore, the remaining term350
F
1,R,b
t = F
1,R
t − F 1,R,at d=
∫ t
0
1
2
lds+
∫ t
0
l1/2dξs,
in which
l =
∑
i
(
D−1i
(
bi + diri − drevi −
∂
∂xi
Di −Di ∂ log ρ
∞
∂xi
)2
− Di−1bi + diri − drevi −
∂
∂xi
Di −Di ∂ log ρ
∞
∂xi
2
)
.
According to the Cauchy-Schwartz inequality, l ≥ 0, and the sufficient and
necessary condition for F 1,R,b = 0, i.e., l = 0, is that D−1i (bi + d
ir
i − drevi −
∂xiDi −Di∂xi log ρ∞) does not depend on fast variable y for each i.
31
Hence, e−F
1,R,b
t is a standard exponential martingale w.r.t. (W1,B1t , P 1),
which also satisfies the integral fluctuation theorem
EP 1e
−F 1,R,bt = 1, ∀t > 0.
This completes the proof.355
3.3. Proof of Theorem 2.3
We shall adopt a similar procedure as in the proof of Theorem 2.1.
Applying the Cameron-Martin-Girsanov formula gives
F
2,ε
t =
∑
i
(∫ t
0
bi − di
Di
(X2,εs , Y
2,ε
s )dX
i,2,ε
s −
∫ t
0
(1εfi + bi)
2 − (1εfi + di)2
2Di
(X2,εs , Y
2,ε
s )ds
)
=
∑
i
∫ t
0
(bi − di)2
2Di
ds+
∑
i
∫ t
0
bi − di√
Di
dB(1),is ,
in whichX i,2,εs and B
(1),i
s are the i−th components ofX2,εs and B(1)s respectively.
Hence, F 2,ε is an Itoˆ process with drift coefficient
H =
∑
i
(bi − di)2
2Di
,
and the diffusion matrix (1× 1) ∑iA2iDi, in which Ai = bi−diDi .360
Consequently, the diffusion matrix of the joint process {X2,εt , F 2,εt } is
Σ =

D1 0 · · · 0 A1D1
0 D2 · · · 0 A2D2
...
...
. . .
...
...
0 0 · · · Dm AmDm
A1D1 A2D2 · · · AmDm
∑
iA
2
iDi

Let
fT = (f1, f2, · · · , fm, 0),
and
φT = (φ1, φ2, · · · , φm, 0),
32
then
f ⊗ φ =

f1φ1 f1φ2 · · · f1φm 0
f2φ1 f2φ2 · · · f2φm 0
...
...
. . .
...
...
fmφ1 fmφ2 · · · fmφm 0
0 0 · · · 0 0

.
Due to Assumption 2.10, i.e., fiφj = 0, ∀i 6= j; thus, we have
f ⊗ φ =

f1φ1 0 · · · 0 0
0 f2φ2 · · · 0 0
...
...
. . .
...
...
0 0 · · · fmφm 0
0 0 · · · 0 0

,
and
Σ + 2fTφ =

D1 + 2f1φ1 0 · · · 0 A1D1
0 D2 + 2f2φ2 · · · 0 A2D2
...
...
. . .
...
...
0 0 · · · Dm + 2fmφm AmDm
A1D1 A2D2 · · · AmDm
∑
iA
2
iDi

.
Therefore, applying Theorem 3 in [16] to the joint process {X2,εt , F 2,εt , Y 2,εt },
we know that {X2,εt , F 2,εt } weakly converges to {X2t , F 2t } in C([0, T ],Rm ×R)
for any T > 0, in which {X2t }0≤t≤T satisfies
dX2t = b + (f · ∇x + g · ∇y)φ(X2t , t)]dt+ (D + 2fφT (X2t , t))1/2dBt,
and the diffusion matrix of the joint process {X2t , F 2t } is Σ + 2fTφ.
Namely, F 2t is an Itoˆ process with drift coefficient
∑
i
[
(bi−di)2
2Di
]
and diffusion
matrix
∑
i
[
(bi−di)2
Di
]
, which implies that e−F
2
t is an exponential martingale
w.r.t. (W1,B1t , P 2), which satisfies the integral fluctuation theorem
EP 2 < e
−F 2t >= 1, ∀t > 0.
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The next step in the proof is to split F 2t into two terms: F
2,a
t and F
2,b
t . F
2,a
t
is the log of the Radon-Nikodym derivative of the averaged probability measure
P 2[0,t] with respect to the other averaged measure P̂
2
[0,t].
Recall that the probability measure P̂ 2[0,T ] on (W1,Bt) is introduced as the
distributions of {X̂2t }0≤t≤T , which is the solution of
dX̂2t = d+ (f · ∇x + g · ∇y)φ(X̂2t , t)]dt+ (D + 2fφT (X̂2t , t))1/2dB˜t.
The Cameron-Martin-Girsanov formula also gives365
F
2,a
t =
∑
i
(∫ t
0
bi − di
Di + 2fiφi
dX i,2s
−
∫ t
0
(
(
∑
i fi∂xi +
∑
j gj∂yj )φi + bi
)2
−
(
(
∑
i fi∂xi +
∑
j gj∂yj)φi + di
)2
2Di + 4fiφi
ds
 ,
=
∑
i
(∫ t
0
(bi − di)2
2Di + 4fiφi
ds+
∫ t
0
bi − di
Di + 2fiφi
1/2
dB˜is
)
,
followed by the integral fluctuation theorem
EP 2 < e
−F 2,at >= 1, ∀t > 0.
The remaining term
F
2,b
t = F
2 − F 2,a d=
∫ t
0
1
2
lds+
∫ t
0
l1/2dξs,
in which
l =
∑
i
(
(bi − di)2
Di
(X2s , s)−
bi(X2s , s)− di(X2s , s)
2
Di(X2s , s) + 2fi(X
2
s , s)φi(X
2
s , s)
)
,
and ξt is a Brownian motion, independent with X
2
t .
l is nonnegative because
fiφi
=
∫
Y
(−(L0φ(x, y, t))φ(x, y, t))ρ∞(y;x, t)dy
=
∫
Y
(|β(x, y, t)T∇yφ(x, y, t)|2)ρ∞(y;x, t)dy
≥ 0,
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and (Di)−1(bi − di)2 · (Di) ≥ (bi − di)2. It follows that the sufficient and nec-
essary condition for F 2,b = 0 is that fi = 0 and D
−1
i (bi− di) not depend on the370
fast variable y, for each i.
It is easy to check that e−F
2,b
t is a standard exponential martingale w.r.t.
(W1,B1t , P 2), which also satisfies integral fluctuation theorem
EP 2 < e
−F 2,bt >= 1, ∀t > 0.
This completes the proof.
3.4. Proof of Theorem 2.4
We shall adopt a similar procedure as in the proof of Theorem 2.2.
Using Assumption 2.5 and 2.6 as well as the same techniques in Lemma 3.1,
and combined with the fact that
d log ρ∞ =
∂
∂t
log ρ∞dt+
∑
i
(
∂
∂xi
log ρ∞ ◦ dxi + ∂
∂yi
log ρ∞ ◦ dyi),
we can derive375
F
2,ε,R
t = log
p2,ε(X2,ε0 , Y
2,ε
0 , 0)
ρ∞(Y 2,ε0 ;X
2,ε
0 , 0)
− log p
2,ε(X2,εt , Y
2,ε
t , t)
ρ∞(Y 2,εt ;X
2,ε
t , t)
+
∑
i
(∫ t
0
[
bi + d
ir
i − drevi
Di
− 1
Di
∂
∂xi
Di − ∂
∂xi
log ρ∞
]
dxis
+
∫ t
0
(
− ∂
∂t
log ρ∞ − 1
2
Di
∂2
∂x2i
log ρ∞
)
ds
+
∫ t
0
1
2
Di
∂
∂xi
(
bi + d
ir
i − drevi
Di
− 1
Di
∂
∂xi
Di
)
ds
−
∫ t
0
1
2
(bi + d
ir
i − drevi − ∂xiDi)(bi − diri + drevi + 2εfi)
Di
ds
−
∫ t
0
1
2
∂
∂xi
(bi − diri + drevi +
2
ε
fi)ds
)
+
1
ε
∑
j
∫ T
0
− 1
ρ∞
∂yj (gjρ
∞)ds.
We decompose F 2,ε,Rt into three terms, i.e., F
2,ε,R
t = L
2,ε,R
t +Q
2,ε,R
t +K
2,ε,R
t ,
in which
L
2,ε,R
t = log p
2(X2,ε0 , 0)− log p2(X2,εt , t),
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in which p2(x, s) is the distribution ofX2s , Q
2,ε,R
t =
(
log
p2,ε(X2,ε0 ,Y
2,ε
0 ,0)
ρ∞(Y 2,ε0 ;X
2,ε
0 ,0)
− log p2,ε(X
2,ε
t ,Y
2,ε
t ,t)
ρ∞(Y 2,εt ;X
2,ε
t ,t)
)
−
L
2,ε,R
t , and the remaining part is K
2,ε,R
t .
The remaining part K2,ε,Rt is an Itoˆ process. The drift term has a term of
order O(ε−1)
h = −
∑
i
1
ρ∞
∂xi(fiρ
∞)−
∑
j
1
ρ∞
∂yj (gjρ
∞), (30)
and a resting term of order O(1)
H =
∑
i
(
[
bi + d
ir
i − drevi
Di
− 1
Di
∂
∂xi
Di − ∂
∂xi
log ρ∞]bi
+ (− ∂
∂t
log ρ∞ − 1
2
Di
∂2
∂x2i
log ρ∞)
+
1
2
Di
∂
∂xi
(
bi + d
ir
i − drevi
Di
− 1
Di
∂
∂xi
Di)
− 1
2
(bi + d
ir
i − drevi − ∂xiDi)(bi − diri + drevi )
Di
− 1
2
∂
∂xi
(bi − diri + drevi )
)
.
It is easy to check that h satisfies the centering condition, i.e., h = 0.
Applying Theorem 3 in [16] to the joint process {X2,εt ,K2,ε,Rt , Y 2,εt }0≤t≤T ,
we know that {X2,εt ,K2,ε,Rt } weakly converges to the averaged joint process
{X2t ,K2,Rt } in C([0, T ],Rm ×R) for any T > 0, in which {X2t }0≤t≤T satisfies
the following stochastic differential equation
dX2t = b + (f · ∇x + g · ∇y)φ(X2t , t)]dt+ (D + 2fφT (X2t , t))1/2dBt.
Now we calculate the drift and diffusion terms of {X2t ,K2,Rt }. Under As-
sumption 2.2, we have a solvability theory for Poisson equations of the form
−L0ψ(x, y, t) = h(x, y, t). (31)
The solution of the above equation is unique up to a constant in the null space
of L0, and we can fix this constant by requiring that∫
y
ψ(x, y, t)µx,t(dy) = 0, ∀t, x.
36
Integration by parts concludes that∑
i
fi(∂xiψ) +
∑
j
gj(∂yjψ) = hψ +
∑
i
∂
∂xi
hφi,
and
hφi = (
∑
j
fj∂xj +
∑
j
gj∂yj )φi −
∂
∂xi
fiφi.
Therefore, the drift term of {K2,Rt } according to Theorem 3 in [16] is380
H +
∑
i
fi(∂xiψ) +
∑
j
gj(∂yjψ)
=
∑
i
(
D−1i (bi + d
ir
i − drevi −
∂
∂xi
Di −Di ∂ log ρ
∞
∂xi
)2
+
1
2
∂xi(bi + d
ir
i − drevi +
∑
j
2(fj∂xj + gj∂yj )φi −
∂
∂xi
(Di + 2fiφi))
− 1
2
∂xi(bi − diri + drevi )
)
+ hψ.
Let Ai be
Ai =
bi + d
ir
i − drevi
Di
− 1
Di
∂
∂xi
Di − ∂
∂xi
log ρ∞.
Then, the diffusion matrix of the joint process {X2,εt ,K2,ε,Rt } is
Σ =

D1 0 · · · 0 A1D1
0 D2 · · · 0 A2D2
...
...
. . .
...
...
0 0 · · · Dm AmDm
A1D1 A2D2 · · · AmDm
∑
iA
2
iDi

.
Define
fT = (f1, f2, · · · , fm, h),
φT = (φ1, φ2, · · · , φm, ψ),
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followed by
f ⊗ φ =

f1φ1 f1φ2 · · · f1φm f1ψ
f2φ1 f2φ2 · · · f2φm f2ψ
...
...
. . .
...
...
fmφ1 fmφ2 · · · fmφm fmψ
hφ1 hφ2 · · · hφm hψ

.
According to Assumption 2.10, i.e.,
fiφj = 0, i 6= j,
thus
f ⊗ φ =

f1φ1 0 · · · 0 f1ψ
0 f2φ2 · · · 0 f2ψ
...
...
. . .
...
...
0 0 · · · fmφm fmψ
hφ1 hφ2 · · · hφm hψ

,
and
Σ + 2f ⊗ φ =

D1 + 2f1φ1 0 · · · 0 A1D1 + 2f1ψ
0 D2 + 2f2φ2 · · · 0 A2D2 + 2f2ψ
...
...
. . .
...
...
0 0 · · · Dm + 2fmφm AmDm + 2fmψ
A1D1 + 2hφ1 A2D2 + 2hφ2 · · · AmDm + 2hφm
∑
iA
2
iDi + 2hψ

,
in which
AiDi + 2hφi = bi + diri − drevi +
∑
j
2(fj∂xj + gj∂yj )φi − ∂xi(Di + 2fiφi).
Using Skorohod’s representation theorem [71], then there exist {(X˜2,εt , K˜2,ε,Rt )}
and {(X˜2t , K˜2,Rt )}, defined on a common new probability space (Ω˜, F˜ , P˜ ), such
that {(X˜2,εt , K˜2,ε,Rt )} has the same distribution as {(X2,εt ,K2,ε,Rt )}, {(X˜2t , K˜2,Rt )}
has the same distribution as {(X2t ,K2,Rt )}, and {(X˜2,εt , K˜2,ε,Rt )} converges to385
{(X˜2t , K˜2,Rt )} almost surely. Here, ·˜ · · denotes the corresponding processes or
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functionals in this new probability space, which shares the same distribution
with · · · in the original probability space.
We turn to consider the first part L2,ε,Rt = log p
2(X2,ε0 , 0) − log p2(X2,εt , t).
Since {X˜2,εt } converges to {X˜2t } almost surely, the corresponding functional390
L˜
2,ε,R
t = log p
2(X˜2,ε0 , 0) − log p2(X˜2,εt , t) almost surely converges to L˜2,Rt =
log p2(X˜20 , 0) − log p2(X˜2t , t). Therefore, {X˜2,εt , L˜2,ε,Rt + K˜2,ε,Rt } converges to
{(X˜2t , L˜2,Rt + K˜2,Rt )} almost surely.
Since L˜2,ε,Rt + K˜
2,ε,R
t and L˜
2,R
t + K˜
2,R
t are the same functionals of {X˜2,εt }
and {X2,εt }, respectively, {(X˜2,εt , L˜2,ε,Rt + K˜2,ε,Rt )} has the same distribution as395
{(X2,εt , L2,ε,Rt + K2,ε,Rt )}. Similarly, {(X˜2t , L˜2,Rt + K˜2,Rt )} has the same distri-
bution as {(X2t , L2,Rt + K2,Rt )}, in which L2,Rt = log p2(X20 , 0) − log p2(X2t , t).
Therefore, {(X2,εt , L2,ε,Rt +K2,ε,Rt )} weakly converges to the averaged joint pro-
cess {(X2t , L2,Rt +K2,Rt )} in C([0, T ],Rm ×R) for any T > 0.
Finally, under Assumption 2.11 and 2.12, using the same techniques in the
proof of Lemma 3.2, we have for any t ≥ 0,
lim
ε→0
[
log
p2,ε(X2,εt , Y
2,ε
t , t)
ρ∞(Y 2,εt ;X
2,ε
t , t)
− log p2(X2,εt , t)
]
= 0, in probability. (32)
Then {Q2,ε,Rt } converges to zero in probability, leading to the weak convergence400
of {(X2,εt , F 2,ε,Rt )} due to Theorem 3.30 in [66].
More specifically, {(X2,εt , F 2,ε,Rt )} weakly converges to the averaged joint
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process {(X2t , F 2,Rt )} in C([0, T ],Rm ×R) for any t > 0, and
F
2,R
t = L
2,R
t +K
2,R
t
d
= log p2(X20 , 0)− log p2(X2t , t)
+
∑
i
(∫ t
0
1
2
D−1i (bi + d
ir
i − drevi −
∂
∂xi
Di −Di ∂ log ρ
∞
∂xi
)2ds
+
∫ t
0
1
2
∂xi(bi + d
ir
i − drevi +
∑
j
2(fj∂xj + gj∂yj)φi −
∂
∂xi
(Di + 2fiφi))ds
−
∫ t
0
1
2
∂xi(bi − diri + drevi )ds+
∫ t
0
hψds
+
∫ t
0
[
bi + diri − drevi +
∑
j 2(fj∂xj + gj∂yj )φi − ∂xi(Di + 2fiφi)
(Di + 2fiφi)1/2
]
dBis
)
+
∫ t
0
(
2hψ +
∑
i
[
D−1i (bi + d
ir
i − drevi −
∂
∂xi
Di −Di ∂ log ρ
∞
∂xi
)2
− (bi + d
ir
i − drevi +
∑
j 2(fj∂xj + gj∂yj )φi − ∂∂xi (Di + 2fiφi))2
Di + 2fiφi
])1/2
dξs,
in which ξt is a Brownian motion, independent with X
2
t .
We can split F 2,Rt into two terms: F
2,R,a
t and F
2,R,b
t . F
2,R,a
t is the log of
the Radon-Nikodym derivative of the averaged probability measure P 2[0,t] with
respect to the other averaged probability measure P̂ 2,R[0,t] in which the probability
measure P̂ 2,R[0,T ] is introduced on (W1,B1t ) as the distributions of {ǫX̂2,RT−t}0≤t≤T ,
and {X̂2,Rt }0≤t≤T is the solution of
dX̂
2,R
t = d+ (f · ∇x + g · ∇y)φ(X̂2,Rt , T−t)dt+(D+ 2fφT (X̂2,Rt , T−t))1/2dB˜t,
with Brownian motion B˜t.405
40
Using the same techniques as that in Lemma 3.1, one can obtain
F
2,R,a
t = log p
2(X20 , 0)− log p2(X2t , t)
+
∑
i
(∫ t
0
[
bi + diri − drevi + 2(
∑
i fi∂xi +
∑
j gj∂yj )φi
Di + 2fiφi
]
◦ dxis
−
∫ t
0
[
∂xi log(Di + 2fiφi)
] ◦ dxis
−
∫ t
0
1
2
(bi + diri − drevi + 2(
∑
i fi∂xi +
∑
j gj∂yj )φi)(bi − diri + drevi )
Di + 2fiφi
ds
+
∫ t
0
1
2
(∂xi(Di + 2fiφi))(bi − diri + drevi )
Di + 2fiφi
ds
−
∫ t
0
1
2
∂xi(bi − diri + drevi )ds
)
,
followed by the integral fluctuation theorem
EP 2 < e
−F 2,R,at >= 1, ∀t > 0.
The remaining term
F
2,R,b
t = F
2,R
t − F 2,R,at d=
∫ t
0
1
2
lds+
∫ t
0
l1/2dξs.
in which
l = 2hψ +
∑
i
(
D−1i (bi + d
ir
i − drevi −
∂
∂xi
Di −Di ∂ log ρ
∞
∂xi
)2
−
(
bi + diri − drevi +
∑
j 2(fj∂xj + gj∂yj )φi − ∂∂xi (Di + 2fiφi)
)2
Di + 2fiφi
 .
It remains to show that l ≥ 0. First, define
h⊥ = h−
∑
i
hφi
fiφi
· fi
and let ψ⊥ be the solution of
−L0ψ⊥ = h⊥.
41
Recalling L0 = u · ∇y + 12G : ∇2y results in
h⊥ψ⊥
=
∫
Y
(−(L0ψ⊥)ψ⊥)ρ∞(y;x, t)dy
=
∫
Y
|β(x, y, t)T∇yψ⊥|2ρ∞(y;x, t)dy
≥ 0.
According to Assumptions 2.6 and 2.10,410
h⊥ψ⊥ ≥ 0
⇔ −(h−
∑
i
hφi
fiφi
· fi)L−10 (h−
∑
i
hφi
fiφi
· fi) ≥ 0
⇔ (h−
∑
i
hφi
fiφi
· fi)(ψ −
∑
i
hφi
fiφi
· φi) ≥ 0
⇔ hψ ≥
∑
i
(hφi)
2
fiφi
,
in which φi is defined in Eq. (6), and ψ is defined in Eq. (31). Here, we used
hφi = ψfi according to Remark 2.3.
On the other hand, for each i, according to the Cauchy-Schwartz inequality,
D−1
i
(
bi + diri − d
rev
i
−
∂
∂xi
Di −Di
∂ log ρ∞
∂xi
)
2
≥ Di
−1
(
bi + diri − d
rev
i
−
∂
∂xi
Di
)
2
.
Therefore, using the inequality
a21
b1
+
a22
b2
≥ (a1 + a2)
2
b1 + b2
and the relation (integration by parts)
hφi =
∑
j
fj∂xj +
∑
j
gj∂yj
φi − ∂
∂xi
fiφi,
we have for each i, the first two terms in l is greater than
2 · (hφi)
2
fiφi
+
(bi + diri − drevi − ∂∂xiDi)2
Di
≥
(
bi + diri − drevi +
∑
j 2(fj∂xj + gj∂yj )φi − ∂∂xi (Di + 2fiφi)
)2
Di + 2fiφi
,
42
which is the remaining term of l.415
According to the above three inequalities, we obtain the sufficient and nec-
essary condition for F 2,R,b = 0, which contains three parts:
1. h⊥ = 0, i.e.,h =
∑
i
hφi
fiφi
· fi, which means h belongs to the subspace
spanned by the vectors {fi}, or in the other words, h is a linear combina-
tion of the components of {fi} with coefficients hφifiφi independent of the420
fast variables.
2. D−1i (bi + d
ir
i − drevi − ∂xiDi −Di∂xi log ρ∞) does not depend on the fast
variable y for each i.
3. For each i,
bi + diri − drevi − ∂xi(Di)
Di
=
hφi
fiφi
.
Hence, e−F
2,R,b
t is a standard exponential martingale w.r.t. (W1,B1t , P 2),
which also satisfies the integral fluctuation theorem
EP 2 < e
−F 2,R,bt >= 1, ∀t > 0.
This completes the proof.
4. Physical Applications425
To define certain thermodynamic functionals of interest, we must first intro-
duce the infinitesimal generator of the so-called adjoint dynamics. For a given
time interval [0, T ], suppose {Zt}[0,T ] is a stationary Markov process, and we
define the time-reversed process of {Zt}[0,T ] as {Z−t = ǫZT−t}[0,T ], which is also
a stationary Markov process. Denote ρss as the invariant distribution of {Zt}.430
Lemma 4.1. Let A be the generator of {Zt}[0,T ] and A− be the generator of
{Z−t }[0,T ], we have
A−f = 1
ǫρss
ǫA∗L(ǫfρss),
for any f ∈ L2(Rm ×Rn, ρss), and A∗L is the adjoint operator of A in L2(Rn)
with respect to the Lebesgue measure.
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Proof. Note that for any f, g ∈ L2(Rn, ρss) and t > 0,
E[f(Z0)g(Zt)] = 〈f, T (t)g〉ρss ,
in which T (t) is the transition operator of {Zt}, i.e., the semigroup.
Recall that ǫ reverses all the odd variables, then we can rewrite
E[f(Z0)g(Zt)] = E[ǫf(Z
−
t )ǫg(Z
−
0 )].
We assume that the transition operator of {Z−t } is T−(t). Hence,
E[ǫf(Z−t )ǫg(Z
−
0 )] = 〈ǫg, T−(t)ǫf〉ǫρss ,
i.e., ∫
f(T (t)g)ρssdx =
∫
ǫg(T−(t)ǫf)ǫρssdx.
Then, we have ∫
f(Ag)ρssdx =
∫
ǫg(A−ǫf)ǫρssdx.
Substituting f with ǫf and g with ǫg results in∫
ǫf(Aǫg)ρssdx =
∫
g(A−f)ǫρssdx.
Then, since∫
ǫf(Aǫg)ρssdx =
∫
A∗L(ǫfρss)ǫgdx =
∫
ǫA∗L(ǫfρss)gdx,
we have ∫
g(A−f)ǫρssdx =
∫
ǫA∗L(ǫfρss)gdx.
Finally, noticing that g is arbitrary, we arrive at
A−f = 1
ǫρss
ǫA∗L(ǫfρss).
The process with the generator A− is called the “adjoint dynamics” of435
the process with the generator A. The definition and derivation of the adjoint
dynamics without odd variables can be found in [4].
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4.1. First-order diffusion process
We consider a multi-scaled stochastic process, {Xεt , Y εt }0≤t≤T , which is the
solution of the following first-order stochastic differential equations440 dX
ε
t = b(X
ε
t , Y
ε
t , t)dt+ σ(X
ε
t , Y
ε
t , t)dB
(1)
t ,
dY εt = ε
−1u(Xεt , Y
ε
t , t)dt+ ε
−1/2β(Xεt , Y
ε
t , t)dB
(2)
t ,
(33)
where b = (bi) is a vector field onR
m, u = (ui) is a vector field onR
n, σ = (σij)
is a m × m matrix with rank m, β = (βij) is an n × n matrix with rank n,
{B(1)t } is an m-dimensional Brownian motion, {B(2)t } is another independent
n-dimensional Brownian motion, and dB
(1)
t , dB
(2)
t correspond to the stochastic
integral of Itoˆ type. The probability measure induced on (W1 × W2,BT ) by445
{Xεt , Y εt }0≤t≤T is P[0,T ]. Here, we assume that both x and y are even variables.
In the presence of odd variables, the situation is rather the same as that in the
second-order diffusion process that will be discussed in the next subsection, in
which the velocity is a natural odd variable.
Next, denote {X̂εt , Ŷ εt }0≤t≤T as the solution of the following first-order stochas-450
tic differential equationsdX̂
ε
t = b(X̂
ε
t , Ŷ
ε
t , T − t)dt+ σ(X̂εt , Ŷ εt , T − t)dB(1)t ,
dŶ εt = ε
−1u(X̂εt , Ŷ
ε
t , T − t)dt+ ε−1/2β(X̂εt , Ŷ εt , T − t)dB(2)t ,
(34)
and another probability measure P̂R[0,T ] is introduced on (W1 ×W2,BT ) as the
distributions of {X̂εT−t, Ŷ εT−t}0≤t≤T .
Define the total entropy production Sεtot as [31]
Sεtot(ω) = ln
dP[0,T ](ω)
dPR[0,T ](ω)
.
Under Assumptions 2.5 and 2.6 as well as Lemma 3.1, the total entropy
45
production can be expressed as455
Sεtot = log p
ε(Xε0 , Y
ε
0 , 0)− log pε(XεT , Y εT , T )
+
∑
i
(∫ T
0
[
2biri (X
ε
t , Y
ε
t , t)
Di(Xεt , Y
ε
t , t)
− 1
Di(Xεt , Y
ε
t , t)
∂
∂xi
Di(X
ε
t , Y
ε
t , t)
]
◦ dX i,εt
−
∫ T
0
(
2biri (X
ε
t , Y
ε
t , t)
Di(Xεt , Y
ε
t , t)
− 2
Di(Xεt , Y
ε
t , t)
∂Di(X
ε
t , Y
ε
t , t)
∂xi
)
brevi (X
ε
t , Y
ε
t , t)dt
−
∫ T
0
∂
∂xi
brevi (X
ε
t , Y
ε
t , t)dt
)
+
∑
i
∫ T
0
[
2ui(Xεt , Y
ε
t , t)
Gi(Xεt , Y
ε
t , t)
− 1
Gi(Xεt , Y
ε
t , t)
∂
∂xi
Gi(Xεt , Y
ε
t , t)
]
◦ dY i,εt ,
in which pε(x, y, s) is the distribution density function of (Xεs , Y
ε
s ).
The total entropy production can be decomposed into free energy dissipation
and housekeeping heat [72, 73, 33]. Using Lemma 4.1, or the same theorem in
[4] for even variables, one can obtain the generator of its adjoint process as
A−f = (b+D∇x log ρss,ε +∇xD) · ∇xf + 1
2
D : ∇2xf
+
1
ε
[(u+G∇y log ρss,ε +∇yG) · ∇yf + 1
2
G : ∇2yf ],
in which D = σσT , G = ββT are the diffusion matrices and ρss,ε(x, y, t) is the460
distribution that makes the right side of the Fokker-Planck equation vanish at
time t, called a quasi-stationary distribution.
This implies that the adjoint process is a diffusion process with drift term
bad(x, y, t) in the x-dimension and uad(x, y, t) in the y-dimension, in which
bad = b+D∇x log ρss,ε +∇xD,
uad = u+G∇y log ρss,ε +∇yG.
A third probability measure P ad[0,T ] is defined on (W1×W2,BT ) as the distribution465
of the adjoint process.
Denote {X̂ε,adt , Ŷ ε,adt }0≤t≤T as the solution of the following stochastic dif-
ferential equationsdX̂
ε,ad
t = b
ad(X̂ε,adt , Ŷ
ε,ad
t , T − t)dt+ σ(X̂ε,adt , Ŷ ε,adt , T − t)dB(1)t ,
dŶ
ε,ad
t = ε
−1uad(X̂ε,adt , Ŷ
ε,ad
t , T − t)dt+ ε−1/2β(X̂ε,adt , Ŷ ε,adt , T − t)dB(2)t .
(35)
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A fourth probability measure P ad,R[0,T ] can be introduced on (W1×W2,BT ) as the
distributions of {X̂ε,adT−t, Ŷ ε,adT−t }0≤t≤T .470
Now we can define the free energy dissipation [72, 73, 33]
Sε1(ω) = ln
dP[0,T ](ω)
dP
ad,R
[0,T ] (ω)
.
Under Assumptions 2.5 and 2.6, as well as Lemma 3.1,
Sε1 = log p
ε(Xε0 , Y
ε
0 , 0)− log pε(XεT , Y εT , T )
+
∑
i
∫ T
0
∂ log ρss,ε(Xεt , Y
ε
t ; t)
∂xi
◦ dX i,εt +
∑
i
∫ T
0
∂ log ρss,ε(Xεt , Y
ε
t ; t)
∂yi
◦ dY i,εt .
If the system is stationary, which means pε(x, y, t) = ρss,ε(x, y) for any t, then
Sε1 = 0 holds for every trajectory.
Then, define the housekeeping heat as [72, 73, 33]
Sε2(ω) = ln
dP[0,T ](ω)
dP ad[0,T ](ω)
.
Under Assumptions 2.5 and 2.6 as well as Lemma 3.1,
Sε2 =
∑
i
(∫ T
0
[
2bi(X
ε
t , Y
ε
t , t)
Di(Xεt , Y
ε
t , t)
− 1
Di(Xεt , Y
ε
t , t)
∂
∂xi
Di(X
ε
t , Y
ε
t , t)
]
◦ dX i,εt
−
∫ T
0
(
2biri (X
ε
t , Y
ε
t , t)
Di(Xεt , Y
ε
t , t)
− 2
Di(Xεt , Y
ε
t , t)
∂Di(X
ε
t , Y
ε
t , t)
∂xi
)
brevi (X
ε
t , Y
ε
t , t)dt
−
∫ T
0
∂
∂xi
brevi (X
ε
t , Y
ε
t , t)dt
)
+
∑
i
∫ T
0
[
2ui(X
ε
t , Y
ε
t , t)
Gi(Xεt , Y
ε
t , t)
− 1
Gi(Xεt , Y
ε
t , t)
∂
∂xi
Gi(X
ε
t , Y
ε
t , t)
]
◦ dY i,εt
−
∑
i
∫ T
0
∂ log ρss,ε(Xεt , Y
ε
t ; t)
∂xi
◦ dxit −
∑
i
∫ T
0
∂ log ρss,ε(Xεt , Y
ε
t ; t)
∂yi
◦ dY i,εt .
One can easily check that
Sεtot(ω) = S
ε
1(ω) + S
ε
2(ω).
We can also define the dissipative work W εd in the Jarzynski equality [25],
i.e.,
W εd = −
∫ T
0
∂ log ρss,ε(Xεt , Y
ε
t ; t)
∂t
dt.
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Applying Theorem 2.2 gives the weak convergence of Sεtot as ε→ 0, i.e.,
Sεtot ⇒ S˜tot + Sanom,
in which S˜tot is the corresponding total entropy production defined on the av-
eraged dynamics {Xt}0≤t≤T which satisfies the following stochastic differential
equations
dXt = b(Xt, t)dt+ (D(Xt, t))
1/2dBt,
namely,475
S˜tot = log p(X0, 0)− log p(XT , T )
+
∑
i
(∫ T
0
[
2biri (Xt, t)
Di(Xt, t)
− 1
Di(Xt, t)
∂
∂xi
Di(Xt, t)
]
◦ dX it
−
∫ T
0
(
2biri (Xt, t)
Di(Xt, t)
− 2
Di(Xt, t)
∂Di(Xt, t)
∂xi
)
brevi (Xt, t)dt
−
∫ T
0
∂
∂xi
brevi (Xt, t)dt
)
,
and Sanom is the anomalous part. Here p(x, s) is the distribution density func-
tion of Xs. More specifically,
Sanom
d
=
∫ T
0
1
2
ldt+
∫ T
0
l1/2dξt,
in which ξt is an independent Wiener process and l is defined by
l =
∑
i
(
D−1i (2bi −
∂
∂xi
Di −Di ∂
∂xi
log ρ∞)2 −Di−1(2bi − ∂
∂xi
Di)
2
)
.
It is easy to check Se−anom is an exponential martingale, which satisfies the
integral fluctuation theorem
EP e
−Sanom = 1.
Next, the functional W εd can be expressed as
dW εd = −
∂ log ρss,ε(Xεt , Y
ε
t ; t)
∂t
dt,
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and then using Theorem 2.2 to the joint process (Xεt ,W
ε
d , S
ε
tot), for ε → 0,
(Xεt ,W
ε
d , S
ε
tot) ⇒ (Xt, W˜d, S˜tot) in the sense of weak convergence, the weak
limit of W εd is W˜d, which satisfies
dW˜d = −∂ log limε→0 ρ
ss,ε(Xt, y; t)
∂t
dt.
Since limε→0 ρ
ss,ε(x, y; t) = ρss(x; t)ρ∞(y;x, t) for each x and y, we have:
W εd → W˜d = −
∫ T
0
∂ log ρss(Xt; t)
∂t
dt.
Using Itoˆ’s lemma results in
log ρss,ε(XεT , Y
ε
T ;T )− log ρss,ε(Xε0 , Y ε0 ; 0)
=
∑
i
(∫ T
0
∂ log ρss,ε(Xεt , Y
ε
t ; t)
∂xi
◦ dX i,εt +
∫ T
0
∂ log ρss,ε(Xεt , Y
ε
t ; t)
∂yi
◦ dY i,εt
)
+
∫ T
0
∂ log ρss,ε(Xεt , Y
ε
t ; t)
∂t
dt.
Thus,
Sε1 = log p
ε(Xε0 , Y
ε
0 , 0)− log pε(XεT , Y εT , T )
− log pss,ε(Xε0 , Y ε0 , 0) + log pss,ε(XεT , Y εT , T ) +W εd .
Using the same technique as in the proof of Theorem 2.2, we have that Sε1
weakly converges to the corresponding free energy dissipation S˜1 of the averaged
dynamics, which is expressed as
S˜1 = log p(X0, 0)− log p(XT , T ) +
∑
i
∫ T
0
∂ log ρss(Xt; t)
∂xi
◦ dX it .
Finally, for the housekeeping heat, we have
Sε2 = S
ε
tot −W εd − log
pε(Xε0 , Y
ε
0 , 0)
pss,ε(Xε0 , Y
ε
0 , 0)
+ log
pε(XεT , Y
ε
T , T )
pss,ε(XεT , Y
ε
T , T )
.
The weak convergence of Sεtot −W εd has been guaranteed by the weak con-
vergence of (Xεt ,W
ε
d , S
ε
tot). Then using the same technique as in the proof of480
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Theorem 2.2 gives the weak limit of Sε2 is S˜2 + Sanom, in which
S˜2 =
∑
i
(∫ T
0
[
2bi(Xt, t)
Di(Xt, t)
− 1
Di(Xt, t)
∂
∂xi
Di(Xt, t)
]
◦ dX it
−
∫ T
0
(
2biri (Xt, t)
Di(Xt, t)
− 2
Di(Xt, t)
∂Di(Xt, t)
∂xi
)
brevi (Xt, t)dt
−
∫ T
0
∂
∂xi
brevi (Xt, t)dt
)
−
∑
i
∫ T
0
∂ log ρss,ε(Xt, t)
∂xi
◦ dX it
is the housekeeping heat of the averaged dynamics.
In conclusion, the anomalous term only emerges in the housekeeping heat
rather than the free energy dissipation and dissipative work. This has already
been noticed in the physics literature [59], and now we rigorously prove it.485
4.2. Second-order diffusion process
We consider another multi-scaled process {Xεt , V εt }0≤t≤T , which is the solu-
tion of the following stochastic differential equationsdX
ε
t =
1
εV
ε
t ,
dV εt = [
1
εg(X
ε
t , V
ε
t , t) +
1
ε2u(X
ε
t , V
ε
t , t)]dt+
1
εβ(X
ε
t , V
ε
t , t)dBt,
in which g = (gi) and u = (ui) are vector fields on R
n, β = (βij) is an n ×
n matrix with rank n, {Bt} is an n-dimensional Brownian motion, and dBt490
corresponds to the stochastic integral of Itoˆ type.
Similar to the first-order diffusive case, all the thermodynamic functionals
that we are interested in can be expressed as the Radon-Nicodym derivatives of
certain defined probability measures. Here, we use four of them:
• P[0,T ]: the probability measure induced by the original dynamics {Xεt , V εt }0≤t≤T ;495
• PR[0,T ]: the probability measure induced by the reversed dynamics under
the reversed protocol;
• P ad[0,T ]: the probability measure induced by the adjoint dynamics of the
original one;
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• P ad,R[0,T ] : the probability measure induced by the reversed adjoint dynamics500
under the reversed protocol,
in which the reversed protocol means the drift and diffusion coefficients at time
t are replaced by the ones at time T − t.
Then, we can define the total entropy production
Sεtot(ω) = ln
dP[0,T ](ω)
dPR[0,T ](ω)
,
the free energy dissipation
Sε1(ω) = ln
dP[0,T ](ω)
dP
ad,R
[0,T ] (ω)
,
and the housekeeping heat
Sε2(ω) = ln
dP[0,T ](ω)
dP ad[0,T ](ω)
.
Since velocity in the second-order diffusive case is an odd variable, the gen-
erator of the adjoint dynamics is not the same as that in the first-order diffusive
case. However, we can still use Lemma. 4.1 to obtain its expression, i.e.
A−f = 1
ε
[v ·∇xf+ǫg ·∇vf ]+ 1
ε2
[(ǫu+G∇v log ǫρss,ε+∇vG) ·∇vf+ 1
2
G : ∇2vf ],
in which ρss,ε is the quasi-stationary distribution that makes the right side of
the Fokker-Planck equation vanish at time t.505
Under Assumptions 2.5, 2.6 and 2.9, as well as the same techniques in Lemma
3.1, the total entropy production
Sεtot = log p
ε(Xε0 , V
ε
0 , 0)− log pε(XεT , V εT , T )
+
∑
j
(∫ T
0
[
2ui
Gi
− 1
Gi
∂
∂xi
Gi
]
◦ dV i,εt −
1
ε
∫ T
0
1
ρ∞
∂vj (gjρ
∞)
)
dt,
which can be split into three terms [74]: the free energy dissipation
Sε1 = log p
ε(Xε0 , V
ε
0 , 0)− log pε(XεT , V εT , T )
+
∑
i
(∫ T
0
∂ log ρss,ε(Xεt , V
ε
t ; t)
∂xi
◦ dX i,εt +
∫ T
0
∂ log ρss,ε(Xεt , V
ε
t ; t)
∂vi
◦ dV i,εt
)
,
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the housekeeping heat
Sε2 =
∑
j
(∫ T
0
[
2ui
Gi
− 1
Gi
∂
∂xi
Gi
]
◦ dV i,εt −
1
ε
∫ T
0
1
ρ∞
∂vj (gjρ
∞)dt
)
−
∑
i
(∫ T
0
∂ log ρss,ε(Xεt ,−V εt ; t)
∂xi
◦ dX i,εt +
∫ T
0
∂ log ρss,ε(Xεt ,−V εt ; t)
∂vi
◦ dV i,εt
)
,
and a remaining part510
Sε3 =
∑
i
(∫ T
0
∂ log ρss,ε(Xεt ,−V εt ; t)
∂xi
◦ dxit +
∫ T
0
∂ log ρss,ε(Xεt ,−V εt ; t)
∂vi
◦ dvit
−
∫ T
0
∂ log ρss,ε(Xεt , V
ε
t ; t)
∂xi
◦ dxit +
∫ T
0
∂ log ρss,ε(Xεt , V
ε
t ; t)
∂vi
◦ dvit
)
,
arising due to the asymmetry of the quasi-stationary distribution ρss,ε towards
the odd variables[75].
Additionally, the dissipative work is[25]
W εd = −
∫ T
0
∂ log ρss,ε(Xεt , V
ε
t ; t)
∂t
dt.
Similar to the first-order diffusive case, we have
Sε1 = log p
ε(Xε0 , V
ε
0 , 0)− log pε(XεT , V εT , T )
− log pss,ε(Xε0 , V ε0 , 0) + log pss,ε(XεT , V εT , T ) +W εd ,
Using Theorem 2.4 and the same proof as in the first-order diffusive case,
we have that for ε→ 0,
(Xεt ,W
ε
d , S
ε
tot)⇒ (Xt, W˜d, S˜tot),
in the sense of weak convergence.
More specifically,
W εd ⇒ W˜d = −
∫ T
0
∂ log ρss(Xt; t)
∂t
dt,
in which W˜d is the dissipative work of the averaged dynamics {Xt}0≤t≤T satis-
fying the following stochastic differential equations
dXt = (v · ∇x + g · ∇v)φ(Xt, t)dt+
(
2vφT (Xt, t)
)1/2
dBt.
52
and515
Sεtot ⇒ S˜tot + Sanom,
in which S˜tot corresponding to the total entropy production defined on the
averaged process {Xt}0≤t≤T , i.e.,
S˜tot = log p(X0, 0)− log p(XT , T )
+
∑
i
∫ T
0
[
(
∑
i v
i
t∂xj +
∑
j gj∂vj )φi(Xt, t)
vitφi(Xt, t)
− 1
vitφi(Xt, t)
∂
∂xi
vitφi(Xt, t)
]
◦ dX i,εt .
The anomalous part is
Sanom
d
=
∫ T
0
1
2
ldt+
∫ T
0
l1/2dξt,
in which ξt is an independent Wiener process and
l = 2hψ − 2
∑
i
(
(
∑
i vi∂xi +
∑
j gj∂vj )φi − ∂xi(viφi)
)2
viφi
.
h and ψ are defined in Eq. (30) and Eq. (31).
It can also be shown that e−Sanom is a standard exponential martingale,
which satisfies the integral fluctuation theorem
EP e
−Sanom = 1, ∀t > 0.
Using the same techniques as in the proof of Theorem 2.4, we have that Sε1
weakly converges to the corresponding free energy dissipation S˜1 of the averaged
dynamics, which is expressed as
S˜1 = log p(X0, 0)− log p(XT , T ) +
∑
i
∫ T
0
∂ log ρss(Xt; t)
∂xi
◦ dX it .
Due to the symmetry of ρ∞(v;x, t) with respect to v, which is guaranteed
by Assumption 2.6, we have that the weak limit of Sε3 is zero.520
Finally, for the housekeeping heat, we have the relation:
Sε2 = S
ε
tot −W εd − log
pε(Xε0 , V
ε
0 , 0)
pss,ε(Xε0 ,−V ε0 , 0)
+ log
pε(XεT , V
ε
T , T )
pss,ε(XεT ,−V εT , T )
.
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Similar to the first-order diffusive case, the weak limit of Sε2 is S˜2 + Sanom,
in which
S˜2 =
∑
i
∫ T
0
[
(
∑
i v
i
t∂xj +
∑
j gj∂vj )φi(Xt, t)
vitφi(Xt, t)
− 1
vitφi(Xt, t)
∂
∂xi
vitφi(Xt, t)
]
◦ dX i,εt
−
∑
i
∫ T
0
∂ log ρss(Xt, t)
∂xi
◦ dX i,εt
is the housekeeping heat of the averaged dynamics.
In conclusion, even in the presence of odd variables, the anomalous entropy525
production still only contributes to the housekeeping heat[59].
In the case g is independent of v, u = −γVt and β =
√
2T (Xt)γ, our results
reduce to the anomalous contribution in [55], and
l =
∑
i
n+ 2
3γT (x)
(
∂T (x)
∂xi
)2
,
which is also contained in [68].
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