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Structured Abstract 25 
INTRODUCTION: Individual processes that shape geographical patterns of biodiversity are 26 
increasingly understood, but their complex interactions on broad spatial and temporal scales remain 27 
beyond the reach of analytical models and traditional experiments. To meet this challenge, we built 28 
a spatially-explicit, mechanistic model that simulates the history of life on the South American 29 
continent, driven by modeled climates of the past 800,000 years. Operating at the level of 30 
geographical ranges of populations, our simulations implemented adaptation, geographical range 31 
shifts, range fragmentation, speciation, long-distance dispersal, competition between species, and 32 
extinction. Only four parameters were required to control these processes (dispersal distance, 33 
evolutionary rate, time for speciation, and intensity of competition). To assess the effects of 34 
topographic heterogeneity, we experimentally smoothed the climate maps in some treatments.  35 
RATIONALE: The simulations had no target patterns. Instead, the study took a fundamental 36 
approach, relying on the realism of the modeled ecological and evolutionary processes, theoretical 37 
derivations of parameter values, and the climatic and topographic drivers to produce meaningful 38 
biogeographical patterns. The model encompassed only the Late Quaternary (last 800,000 years), 39 
with its repeated glacial-interglacial cycles, beginning at a time when South America was already 40 
populated with a rich biota, comprising many distinct lineages. Nonetheless, current consensus 41 
holds that the contemporary flora and vertebrate fauna of South America include numerous lineages 42 
that have undergone rapid diversification during the Quaternary, particularly in the Andes. In our 43 
model, over the course of each simulation, a complete phylogeny emerged from a single founding 44 
species. Based on the full historical records for each species range, at each 500-year interval, we 45 
recorded spatial and temporal patterns of speciation (cradles), persistence (museums), extinction 46 
(graves), and species richness. 47 
RESULTS: Simulated historical patterns of species richness, as recorded by maps of the richness 48 
of persistent (museum) species, proved remarkably successful in capturing the broad features of 49 
maps of contemporary species richness for birds, mammals, and plants. Factorial experiments 50 
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varying parameter settings and initial conditions revealed the relative impact of the evolutionary 51 
and ecological processes we modeled, as expressed in spatial and temporal patterns of cradles, 52 
museums, graves, and species richness. These patterns were most sensitive to the geographical 53 
location of the founding species and to the rate of evolutionary adaptation. Experimental 54 
topographic smoothing confirmed a crucial role for climate heterogeneity in the diversification of 55 
clades, especially in the Andes. Analyses of temporal patterns of speciation (cradles) and extinction 56 
(graves) emerging from the simulations implicated Quaternary glacial-interglacial cycles as drivers 57 
of both diversification and extinction on a continental scale. 58 
CONCLUSION: Our biogeographical simulations were constructed from the bottom up, by 59 
integrating mechanistic models of key ecological and evolutionary processes, following well 60 
supported, widely accepted explanations for how these processes work in nature. Despite being 61 
entirely undirected by any target pattern of real-world species richness and covering only a tiny 62 
slice of the past, strikingly realistic continental and regional patterns of species richness emerged 63 
from the model. Our simulations confirm a powerful role for adaptive niche evolution, in the 64 
context of diversification and extinction driven by topography and climate. 65 
  66 
Rangel et al.: Modeling the ecology and evolution of biodiversity        Main Text, page 4 
Figure Legend: 67 
Figure 0. Observed species richness versus modeled richness. Left map: Contemporary South 68 
American bird richness (2,967 species). Right map: The simulated spatial pattern for museum 69 
richness. 70 
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Abstract:  25 
Individual processes shaping geographical patterns of biodiversity are increasingly understood, but 26 
their complex interactions on broad spatial and temporal scales remain beyond the reach of 27 
analytical models and traditional experiments. To meet this challenge, we built a spatially-explicit, 28 
mechanistic simulation model implementing adaptation, range shifts, fragmentation, speciation, 29 
dispersal, competition, and extinction, driven by modeled climates of the past 800,000 years in 30 
South America. Experimental topographic smoothing confirmed the impact of climate 31 
heterogeneity on diversification. The simulations identified regions and episodes of speciation 32 
(cradles), persistence (museums), and extinction (graves). Although the simulations had no target 33 
pattern and were not parameterized with empirical data, emerging richness maps closely resembled 34 
contemporary maps for major taxa, confirming powerful roles for evolution and diversification 35 
driven by topography and climate. 36 
[124 words] 37 
One-sentence Summary: 38 
Mechanistic simulations of climate dynamics, speciation, and adaptive evolution yield realistic 39 
geographical patterns of biodiversity. 40 
  41 
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Main Text:  42 
Despite continually improving documentation of the global distribution of biodiversity and 43 
increasing awareness of its vulnerability, we remain confronted by our ignorance of the 44 
fundamental ecological and evolutionary processes that have shaped the diversity and complex 45 
biogeography of continental biotas (1-3). Narrative accounts (4) and correlative studies (5-10) 46 
suggest underlying causes, and theoretical models demonstrate possible mechanisms (7, 11-17), but 47 
spatially- and temporally-explicit, process-based models (18, 19), founded on a comprehensive 48 
suite of well-studied, widely-accepted mechanisms, have the greatest potential to assess the 49 
complex and sometimes indeterminate interactions among underlying processes (20-25). Here, we 50 
offer such a comprehensive model, for a simulated biota. We applied it to a fine-scale topographical 51 
representation of South America—the most climatically and biologically diverse continent on 52 
Earth—driven by a spatially-explicit paleoclimate model for the past 800 ka, for both temperature 53 
and precipitation. 54 
In a changing climate, the geography of species distributions is governed by many 55 
interacting environmental and biological processes. These processes include the shifting spatial 56 
pattern of environmental variables (16, 26), range shifts (27), dispersal (28), the geographical 57 
effects of competition between species (29), niche evolution (30), range fragmentation and re-58 
joining (31, 32), speciation (33-35), and extinction (36). Our biogeographical simulation model 59 
(Fig. 1) incorporated all these processes at the level of geographical ranges of populations, as 60 
realistically as feasible, given the inevitable computational limitations. Our principal objective was 61 
to evaluate, experimentally, the relative importance of these mechanisms in a multifactorial 62 
framework.  63 
Current understanding of South American biogeography 64 
The crucial role of the Andes 65 
The rise of the Andes, beginning 25 Ma ago (37), launched a biogeographical experiment unique in 66 
Earth’s history (38, 39)— the juxtaposition of a long, trans-tropical mountain chain and a tropical 67 
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rainforest (40). Throughout their history, the environmental heterogeneity of the Andes is thought 68 
to have driven species diversification by (1) providing novel, high-altitude mountain environments; 69 
(2) erecting dispersal barriers that promoted vicariant speciation, both between east and west slopes 70 
(41, 42) and between internal valleys and peaks along the mountain chain (43, 44); (3) offering a 71 
north-south, climatically driven, biogeographical corridor; (4) sheltering species threatened with 72 
extinction by reducing regional climate velocity (45, 46); and (5) offering refugia from climatic 73 
extremes (4, 47-49).  74 
Our model (Fig. 1) encompasses all of these drivers of Andean diversification. Separately 75 
from our assessment of the relative importance of these processes, we investigated the role of 76 
Andean climate heterogeneity, itself, as a driver of diversification, within the experimental design. 77 
To do so, we simulated the biogeographical consequences of gradually smoothing the topography 78 
of South America, with the expectation that these diversification processes would be progressively 79 
eliminated.  80 
Historical biome dynamics 81 
Although biogeographers unequivocally view the Andes as a driver of species diversification (38-82 
41), historical linkages among South American biomes are still under debate. The present-day 83 
northeast–southwest Caatinga-Cerrado-Chaco “hot-dry diagonal” poses a dispersal barrier between 84 
Amazonian and Atlantic rainforests for vertebrates and plants (50-52). However, multiple cases of 85 
disjunct distributions across this barrier (53-56) support Por’s (57) proposal of an ephemeral 86 
connection between the Amazon and Atlantic Rainforest during late Quaternary climate cycles (58-87 
60). Seasonally dry tropical forests have also been viewed as important drivers of plant diversity in 88 
South America, and they offer a potential explanation for disjunct distributions of woody plants 89 
between Atlantic Forest and the Amazon and Andes (50, 61). 90 
Within the Amazon, recent empirical and model-based studies have suggested the existence 91 
of a large-scale dipole in hydroclimate dynamics between Western and Eastern Amazonia—a 92 
consequence of the regionally discordant effect of glacial cycles on patterns of precipitation (62, 93 
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63). Together with smaller-scale, patchy dynamics of forest canopy density (64), recent lineage 94 
diversification in the Amazon Basin may have occurred principally as a consequence of sporadic 95 
dispersal events and subsequent persistence in isolation (32). While not at the scale of local forest 96 
dynamics, our simulations allow us to assess the degree to which these regional patterns may have 97 
been driven by each of the processes we modeled (Fig. 1), in the context of Quaternary climate 98 
cycles.  99 
Strategy and scope of the study 100 
Predecessors of our simulation model (22, 23) targeted documented patterns of species richness and 101 
range size distributions to guide the exploration of parameter space and to assess the sensitivity of 102 
outcomes to individual parameters and their values. The present study takes a more fundamental 103 
approach, relying on the realism of the modeled climatic and topographic drivers and modeled 104 
ecological and evolutionary processes (Fig. 1) to produce meaningful biogeographical patterns. The 105 
simulations had no target pattern and were not parameterized with empirical data. Remarkably, as 106 
we will show, richness maps nonetheless emerged from the simulations that closely resemble 107 
contemporary richness maps for South American birds, mammals, and plants, including regional 108 
details that mirror conjectures in the biogeographical literature, as outlined above.  109 
While our paleoclimate model extends further into the past than any three-dimensional 110 
atmosphere model previously applied at this temporal resolution, the model nonetheless 111 
encompasses only the Late Quaternary (800 ka to the present), with its repeated glacial-interglacial 112 
cycles, extending as far into the past as the high-precision CO2 record from Antarctic ice core data 113 
(65). South America was, of course, already populated with a rich biota comprising many distinct 114 
lineages—some quite ancient—at the beginning of this period(66) (66).  115 
Nonetheless, current consensus among biogeographers and paleoecologists is that the 116 
contemporary flora (67, 68) and vertebrate fauna (4, 33, 34, 69, 70) of South America include 117 
numerous lineages that have undergone rapid diversification during the Quaternary, particularly in 118 
the Andes. In contrast, the flora and fauna of the South American tropical lowlands, including the 119 
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Amazon, are generally considered to be more ancient (33, 40, 70). It is likely, however, that the 120 
geographical distributions of most species, whether belonging to an old lineage or a young one, 121 
have been shaped by Quaternary climate cycles (71, 72) (Movie 1 and Fig. S2).  122 
Cradles, museums, and graves 123 
Although conceptually simple (Fig. 1), the model yielded extraordinarily complex patterns of 124 
diversity in space and time. To make sense of the simulations, we examined the history of each 125 
simulated species and its contribution to these patterns. Over the course of each simulation, a 126 
complete phylogeny emerges from a single founding species. Based on this phylogeny and on full 127 
historical records of each range and range fragment at each 500-year interval of the modeled 128 
paleoclimate data (Movie 1), we analyzed and illustrated spatial and temporal patterns of speciation 129 
(cradles), persistence (museums), extinction (graves), and species richness within South America.  130 
Stebbins (73) began a long tradition of referring to locations with unusually high rates of 131 
speciation as “cradles” of diversity, and to locations with unusually low rates of extinction as 132 
“museums.” Although these terms have previously been applied almost exclusively to broad 133 
comparisons between tropical and boreal latitudes (16, 74-78), here we follow Fjeldså et al. (4) in 134 
downscaling these analogies to the regional level, within South America. In addition, the full 135 
evolutionary and biogeographical records that arise from our simulations allow us to define and 136 
map a third biogeographical category, “graves”—locations with unusually high extinction rates—137 
and to document not only where, but also when cradles, museums, and graves were most and least 138 
active. 139 
As we define them here, cradles are about speciation, museums about persistence, and 140 
graves about extinctions. Previously, cradles and museums have generally been viewed as fixed 141 
geographical places (4). Because our simulations take place in both space and time, we treat all 142 
three patterns as driven dynamically by the processes of speciation, persistence, and extinction. A 143 
cradle, museum, or grave has extension and intensity in both space and time, and may move though 144 
space and change shape, size, and intensity as time passes.  145 
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Lifetime trajectories 146 
Every species in the simulation has a lifetime trajectory, in space and time (Fig. 2). Temporally, 147 
each species’ lifetime trajectory extends from its time of origination (a range fragmentation event 148 
that leads subsequently to speciation) to one of three endpoints: the point in time when the species 149 
splits into two isolated populations (range fragments) that eventually become daughter species, the 150 
point in time of its extinction, or the present time—if the species is still alive at the end of the 151 
simulation. Each species’ lifetime trajectory is subdivided into three consecutive, distinct, and fully 152 
inclusive segments: a speciation trajectory, a persistence trajectory, and, if the species goes extinct 153 
during the simulation, an extinction trajectory (Fig. 2). (Species that give rise to daughter species or 154 
persist into the present lack an extinction trajectory.) The speciation trajectory covers the period of 155 
population isolation between range fragmentation and full genetic isolation, Tmin years later. The 156 
extinction trajectory begins when a species starts an inexorable decline (defined statistically) toward 157 
extinction. The persistence trajectory comprises the time interval between the consolidation of 158 
speciation at Tmin and the beginning of the extinction trajectory.  159 
 160 
Occupancy maps and time series  161 
At the end of each simulation, we determined the lifetime trajectory of each species (Fig. 2) and its 162 
component segments (speciation, persistence, and extinction) by moving backwards in time through 163 
the records of the simulation. We recorded the number of time steps that each map cell was 164 
occupied by each species for each segment of its lifetime trajectory. We then summed these records 165 
for all species—separately for speciation, persistence, and extinction trajectories—to produce five 166 
cumulative occupancy maps for the entire simulation: a cradles map, a museums map, a graves 167 
map, a net diversification map (cradles minus graves), and a total richness map (Fig. S15). Each of 168 
these maps is a summation over time. The cumulative total richness map is simply the spatial 169 
overlay (summation) of the cradles, museums, and graves maps—a map of total occupancy by all 170 
descendants of the founding species, summed over the course of the simulation. Each species in the 171 
simulation, whether extinct, an ancestor of other species, or living at the end of the simulation, 172 
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contributes to these maps. To visualize the temporal pattern behind these cumulative maps, in 173 
relation to climate and to each other, we plotted occupancy time series for cradles, museums, 174 
graves, net diversification, and total richness, by summing occupancy over all cells for each time 175 
step, for each map (Fig. S13).  176 
Cumulative occupancy maps provide a deep compilation of historical information on 177 
emerging patterns of richness and their dynamics, summed over the time course of a simulation. 178 
Occupancy time series, in contrast, represent cradles, museums, graves, or total richness, summed 179 
over the entire continent, for each time step of a simulation. 180 
Results 181 
We carried out 10,500 simulations, each spanning the entire 800 ka scope of the paleoclimate time 182 
series, to assess sensitivity of the model to its parameters and to a battery of initial conditions. As 183 
detailed below in Methods, we treated the four model parameters (Fig. 1) and two sets of initial 184 
conditions (founder location and climate smoothing) as factors in a fully realized factorial design, 185 
specified in Table S5. Movie 2 illustrates the structure and dynamics of these simulations for a 186 
small clade, together with a corresponding phylogeny. The temporal and spatial dynamics of 187 
species richness, cradles, graves, and net diversification for a larger clade are illustrated in Movie 3.  188 
Impact of parameters and initial conditions 189 
To assess the impact of parameters and initial conditions on emerging spatial and temporal patterns 190 
in biodiversity, we partitioned sources of variation (79, 80) among these patterns, based on matrices 191 
of quantitative Bray-Curtis dissimilarities computed between pairs of cumulative occupancy maps 192 
for cradles, museums, graves, and total richness generated by each simulation (Table S7, Figs. S16-193 
S19). In these analyses, a parameter or initial condition was judged to be influential if it yielded 194 
consistent spatial patterns for any particular parameter setting or initial condition, and different 195 
patterns for different settings, regardless of the settings of other parameters or initial conditions. 196 
Factors that varied little in their influence on the mean behavior of the simulations, regardless of 197 
their settings, were judged less important. 198 
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Model parameters and initial conditions varied greatly in their impact on the simulations, 199 
but none was as influential, overall, as founder location (Figs. 3-5; Figs. S16-S19; Table S7), 200 
suggesting an underappreciated impact of historical contingencies in current patterns in species 201 
richness (81). The second-most-influential model parameter was the maximum sustainable 202 
evolutionary rate realizable by a population (Hmax), which limits the adaptability of niche limits and 203 
evolutionary rescue (82-85) in the face of changing climates (Figs. S16-S19; Table S7). Low Hmax 204 
values indicate that niche traits have low genetic variance, low population growth rates, or both—205 
preventing species from tracking and adapting to changing climates. On evolutionary time scales, 206 
this limitation yields a pattern of niche conservatism. Although the balance varied among founders, 207 
intermediate levels of adaptive evolution promoted the greatest diversification. If Hmax was too low 208 
(strong niche conservatism), species and lineages were subject to extinction. If too high (fast niche 209 
evolution), a few species became ubiquitous and little diversification occurred.  210 
The effect of spatial and temporal heterogeneity in climate, as assessed by sequential levels 211 
of experimental climate-smoothing, ranked third in its capacity to drive variation among simulation 212 
outcomes (Fig. 6 and S14-S19; Table S7), as higher levels of heterogeneity promoted faster 213 
diversification.  214 
Maximum dispersal distance (Dmax) ranked somewhat lower in overall impact. Greater 215 
dispersal capacity increased speciation (cradle richness) by promoting occupation of disjunct, yet 216 
climatically suitable regions that initially lay within Dmax but that later became isolated through 217 
climate change (Figs. S14-S19; Table S7). Extinction rates (grave richness), in contrast, decreased 218 
with greater Dmax, as declining populations were rescued from extinction by dispersal to suitable 219 
climates. Thus, net diversification increased with larger Dmax, by its combined effects in increasing 220 
speciation and decreasing extinction rates. 221 
The remaining model parameters, minimum time in isolation for speciation (Tmin) and 222 
maximum intensity of competition allowing coexistence (Cmax), proved to have surprisingly little 223 
effect on the simulations, compared with the other parameters (Figs. S14-S19; Table S7). 224 
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Regardless of the rate of speciation, similar spatial patterns eventually emerged. We surmise that 225 
competitive exclusion at the map cell level, as we modeled it, tends to have only local and probably 226 
ephemeral effects, as climates change and species adapt to these changes, with little net impact on 227 
large-scale patterns of species richness.  228 
Founder location, cradles, and graves 229 
Figs. 3-5 show the results for Andean, Atlantic Forest, and Amazon founders (each figure 230 
summarizes 375 simulations—all those without experimental topographies), and Fig. 6 combines 231 
the results for all three founders. The maps in these figures display cumulative occupancy, summed 232 
over the course of the simulations, for cradles, graves, net diversification, and species richness. The 233 
corresponding occupancy time series plots in these figures capture the temporal dimension of 234 
speciation and extinction by summing occupancy over all cells in South America for each time step, 235 
based on the time-specific occupancy maps of cradles and graves.  236 
In space, Figs. 3-5 illustrate the strong influence of founder location. The initial niche of the 237 
single founder, in each region, necessarily differed among regions for initial survival, and 238 
constraints on niche evolution limited continental-scale convergence in pattern, but these figures 239 
share many features of spatial pattern and temporal dynamics, independent of starting location.  240 
With regard to time, the most striking feature shared by all simulations is the obvious quasi-241 
periodicity of peaks and valleys of speciation (cradles) and extinction (graves), as shown in the 242 
occupancy time series plots in Figs. 3-6. Time-series analysis of log-transformed, de-trended data 243 
for cradles and graves, in relation to mean annual continental temperature, yielded many significant, 244 
time-lagged, cross-correlations (Table S6), confirming a subtle but certain role for glacial-245 
interglacial temperature cycles (and thus, for orbital forcing (86)) in driving cycles of speciation and 246 
extinction for all founders. Both speciation and extinction tended to peak during glacial 247 
terminations, as warming climates returned. Peaks of extinction closely followed peaks of 248 
speciation for all three founders—by 18 ka for an Andean founder (Fig. 3), by 20 ka for an Atlantic 249 
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Forest founder (Fig. 4), and by 24.5 ka for an Amazon founder (Fig. 5). (Time-series analysis for 250 
precipitation variables yielded very low correlations, so was not pursued further.)  251 
A striking feature of these simulations—for the Atlantic Forest and Amazonian founders 252 
(Figs. 3 and 4)—is the spatial coincidence of cradles and graves, best illustrated by the net-253 
diversification maps, which plot net spatial differences in magnitude between speciation and 254 
extinction. In contrast, cradles for the Andean founder are concentrated along the Andean slopes, 255 
whereas graves tend to be at lower elevations in the upper Amazon Basin (Fig. 3). Population 256 
decline drives both speciation and extinction—speciation through range fragmentation and 257 
extinction by range contraction. We conjecture that environmental heterogeneity (driven by 258 
topographic complexity and elevational climate gradients) in the Andes promotes range 259 
fragmentation, while at the same time offering climatic refugia from extinction compared with 260 
lower elevations (46, 49), thereby focusing cradles at mid-elevations and graves at lower elevations.  261 
Experimental topographies 262 
Our experiments with climate-smoothing, as a proxy for decreased topographic heterogeneity, 263 
yielded clear-cut evidence for the role of spatial heterogeneity in the location and intensity of 264 
cradles of speciation and net diversification, with considerably less effect on graves of extinction 265 
(Figs. 7 and S21). Overall, non-smoothed (realistic) climates promoted three times 266 
more diversification than spatially smoothed climates, with the effect tapering off for smoothing 267 
kernels larger than 250km. The strongest effects were experienced by the Andean founder clade 268 
(Fig. 7), where even the smallest possible kernel radius reduced diversification by a factor of seven, 269 
whereas the reduction for Atlantic Rainforest founder was only by half.  270 
Biogeographical interpretations 271 
Emerging role of the Andes 272 
By mapping the distribution of South American cradles of diversification, in time and space, our 273 
simulations offer strong support for the role of the Andes as an episodic “species pump” (38, 69, 274 
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87). This phenomenon has been documented not only for endemic Andean clades (43), but also for 275 
clades later centered in the Amazon and Atlantic Rainforest (40, 52, 88).  276 
By experimentally smoothing South American topography, we gradually eliminated all of 277 
diversification processes driven by Andean topography. The extent and magnitude of Andean 278 
cradles declined drastically, while South American graves broadened and intensified (Figs. 7 and 279 
S21) and net diversification decreased (Figs. 7, S14, S20). With experimentally smoothed 280 
topography, the simulations ceased to produce realistic spatial patterns of species richness (Fig. 281 
S21). These experiments offer compelling evidence that topographic complexity—or more 282 
accurately, the fluctuating climatic complexity that constantly mirrors it—drives diversification and 283 
biogeographical patterns. This result shows unambiguously not only that climatic complexity 284 
promotes diversification, but also that diminished complexity drastically slows diversification. 285 
Emerging regional patterns 286 
Regional biogeographical dynamics in our simulations, on a broader scale, also conform to many 287 
expectations from empirical studies. Our simulations (Movie 3) directly support Por’s (57) proposal 288 
of an ephemeral connection between the Amazon and Atlantic Rainforest during late Quaternary 289 
climate cycles (58-60), as well as recent suggestions that Atlantic Rainforest birds may have 290 
dispersed through the Cerrado during glacial maxima and through the Chaco during interglacial 291 
periods (52, 59).  292 
Our simulations display a pattern of ephemeral, circum-Amazonia “arcs” of seasonally dry 293 
climates—sometimes patchy and sometimes continuous—connecting the tropical Andes and 294 
Atlantic Forest (50, 61, 89). In our simulations, these episodic biogeographical bridges acted for 295 
some species as dispersal corridors, for others as refugia from extinction, but for many others as 296 
graves. We did not find evidence, at the scale of our current analysis, for the Amazonian dipole 297 
hypothesis (63, 64), although a specific, local investigation might be fruitful. 298 
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Emerging patterns of speciation and extinction 299 
Our analyses of temporal patterns of speciation (cradles) and extinction (graves) offer strong 300 
support for both generative and erosive effects on biodiversity arising from continental-scale 301 
climate change driven by Quaternary glacial-interglacial cycles (Figs. 3-6). As warming accelerated 302 
following glacial episodes, first speciation, then extinctions spiked. These results are in accord with 303 
accumulating evidence for episodes of heightened extinction during Quaternary deglaciations (90-304 
92), and support concerns about extinction under rapid anthropogenic climate warming.  305 
In space, cradles and graves closely coincided for Amazonian clades (Fig 5), suggesting that 306 
gradual warming promoted speciation, and more rapid or extensive warming in the same region 307 
drove extinctions. For an Andean clade (Fig. 3 and Movie 3), cradles were concentrated in the 308 
highlands, while graves accumulated the adjacent Amazonian lowlands, perhaps suggesting that 309 
high climate velocity (93) or climatic divergence (94) in the warming lowlands overwhelmed their 310 
capacity to escape to the Andean slopes. This process is also likely to have been a cause of 311 
Amazonian extinctions. 312 
Comparison with contemporary patterns of richness  313 
If the processes that we have modeled are realistic representations of the processes that have shaped 314 
contemporary biogeography, then a comparison between simulated, historical patterns and 315 
empirical, contemporary patterns of species richness should be instructive. Our simulations were 316 
not carried out with regard to the richness pattern of any particular real-world taxon, nor were 317 
model parameters fitted by targeting such patterns. Indeed, not only the model design, but also the 318 
ranges of parameter values were defined strictly on first principles of biogeography, ecology, and 319 
evolutionary biology, without regard to any empirical data. Thus, any resemblance between model 320 
output and real-world richness patterns must be attributed to (1) the underlying processes built into 321 
the model, (2) the topographic and modeled climatic milieux in which they operated, and (3) 322 
theoretically estimated parameter values that regulated the simulated ecological and evolutionary 323 
processes.  324 
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Each simulation began with a single founder, 800 ka ago, and unfolded over a geologically 325 
brief period of time until the present. Thus, in principle, the present time in each simulation might 326 
seem the most appropriate for comparison with the empirical maps of contemporary richness. 327 
However, preliminary tests showed that many simulated maps of contemporary richness, especially 328 
for Andean founders, were surprisingly species-poor, following massive extinctions in post-last-329 
glacial-maximum warming. Fig. 3 shows that this Holocene extinction peak is just one of several, 330 
each associated with an interglacial warming period for the Andean simulation. In contrast, Amazon 331 
founders (Fig. 5) do not show this pattern. We conjecture that the model, as it stands, exaggerates 332 
episodes of clade extinction by failing to account for the survival of species under outlier climates 333 
in some regions, perhaps supporting a role for micro-refugia (4, 49) that lie under the radar of the 334 
spatial scale of the model. Moreover, our paleoclimate model exhibits LGM cooling at the high end 335 
the range of full-complexity climate models (see Comparisons against other paleoclimate models in 336 
in (95)), perhaps contributing to the high rates of extinction simulated during deglaciations. Finally, 337 
our model does not account for potentially important factors hypothesized to promote speciation, 338 
such as sub-canopy forest dynamics (64) and the historical origins of the hydrographic network, 339 
which are thought to have promoted isolation and vicariance effects in some clades (96). 340 
In contrast with the simulated contemporary map of species richness, cumulative maps 341 
(Figs. 3-6) provide a richer compilation of historical information on emerging patterns of richness 342 
and their dynamics over the time course of the simulations. By aggregating patterns from every 343 
phase of the diverse (97) glacial-interglacial cycles and averaging over all parameter values, these 344 
maps represent the broader range of possible patterns arising from local and regional processes 345 
captured by the model. Thus, cumulative maps of species richness offer a much more representative 346 
historical account of model behavior than any single point in time in the simulation, including the 347 
present, which represents contemporary climatic conditions—an outlier within the distribution of 348 
Quaternary climates. 349 
Cumulative cradle maps record the frequency and location of species origination, grave 350 
maps point to regions where species tend to collapse under climate change, and museum maps show 351 
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where species tend to persist over longer historical periods. Thus, if contemporary patterns of 352 
species richness for large clades are representative of deep and persistent historical patterns, we 353 
should find stronger correspondence with simulated patterns of museum species richness. For 354 
rapidly-speciating clades, in contrast, we would expect stronger correspondence with cradle 355 
richness, and for clades on the decline we might expect a better correspondence with grave richness. 356 
Because continental-scale maps of contemporary species richness for South America are 357 
scarce and fraught with sampling and data quality problems (98), we used a lower resolution 1° 358 
latitude x 1° longitude grid of 1659 cells to develop maps for 2967 species of birds, 1342 species of 359 
mammals, and 61,724 species of plants. To compare our simulation outputs with these maps of 360 
contemporary richness, we re-scaled our hybrid-scale richness maps (Fig. S1 and S15-S19) to the 361 
same, uniform 1° x 1° resolution.  362 
Simulated historical patterns of species richness, as recorded by maps of cumulative 363 
museum richness, proved remarkably successful in capturing, proportionally, the broad outlines of 364 
the empirical richness maps (Fig. 8 and Movie 4) for birds (r2 = 0.6337 for an Atlantic Forest 365 
founder, Fig. S22), mammals (r2 = 0.6548 for an Atlantic Forest founder, Fig. S23), and plants (r2 = 366 
0.4146 for an Andean founder; Fig. S24 and S25). Tables S12-S14 provide more detail, and make 367 
clear that the maps in Figs. 8 and S22-S25 represent the best of strong patterns, not one-off 368 
accidents.  369 
This high level of correspondence between modeled and empirical richness raises an 370 
obvious question about time scales. Although several lineages are known to have diversified 371 
actively during the timespan of our Quaternary simulations, particularly in the Andes (67, 68), most 372 
living species in South America are much older than any species in our simulations (33, 40, 70). We 373 
do not suggest that our simulations over the geologically brief period of 800 ka might reproduce the 374 
actual ranges, evolutionary dynamics, or phylogeny of any living species in the South American 375 
biota. Our simulated “species,” however, may just as well be viewed as independent evolutionary 376 
units below the level of taxonomic species, nonetheless subject to the same ecological and 377 
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evolutionary processes. As phylogeographical studies (88) and tools for studying ancient DNA 378 
reach farther into the past (91), models such as ours can be expected to take on even greater realism. 379 
A second question is why richness patterns of living species, from the present (outlier) 380 
interglacial climate—a single point in time, should correspond so well with cumulative richness 381 
patterns from the simulations. Our cumulative richness maps pool both glacial and interglacial 382 
distributions, and we know from paleoecological studies that Quaternary temperature cycles 383 
(including Holocene warming) shuffled many extant species over elevational (71) and latitudinal 384 
(72) gradients, just as in our simulations (Movies 3 and 4). We conjecture, first, that the 385 
geographical core of richness patterns may have been more persistent over geological time than 386 
generally thought, and, second, that the maps of residuals between simulated and empirical richness 387 
(right column in Figs. 8 and S22-S24) may correspond, at least in part, to regions where past 388 
richness differed from present empirical patterns—a topic that merits further research.  389 
What does it all mean?  390 
Our simulations have three strengths. First, they take place in a topographically realistic continental 391 
landscape, driven by a paleoclimate model built on well-established principles. Second, the 392 
biogeographical simulations were constructed from the bottom up, by integrating mechanistic 393 
models of key ecological and evolutionary processes, following well supported, widely accepted 394 
explanations for how these processes work in nature (Fig. 1). Third, despite being entirely 395 
undirected by any target pattern of species richness, covering only a tiny slice of the past, and being 396 
controlled by only four parameters (two of which turned out not to be very important), remarkably 397 
realistic biogeographical patterns nonetheless emerged from the simulations, not only on 398 
continental scale (Fig. 8), but also on regional scales.  399 
Adaptive niche evolution as a biogeographical force 400 
Phylogenetic niche conservatism (30) is the universal tendency of descendant species to retain the 401 
fundamental niche of their ancestors (99-101). It may be strong or weak. By modeling adaptation to 402 
climate in the trailing edge of a shifting range, our simulation model explicitly regulates the 403 
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capacity of a species’ climatic niche to respond to climate change by adaptive evolution 404 
(evolutionary rescue) (102, 103). When the potential for adaptive evolution is weak (low Hmax, Fig. 405 
1), a pattern of strong niche conservatism emerges. Descendant species accumulate in regions that 406 
are climatically similar and geographically close to the original range of the ancestor, with a gradual 407 
decline in richness of descendant species with increasing distance and decreasing climatic similarity 408 
(104). The distribution of descendant species is constrained by higher extinction rates, as species 409 
fail to adapt to changes in trailing-edge conditions. In contrast, when the potential for adaptive 410 
evolution is strong (high Hmax,,weak niche conservatism) a pattern of niche evolution emerges, with 411 
adaptive shifts to novel climates and a broader geographical spread of descendant species, but little 412 
diversification, because ranges rarely fragment, as niches adapt to all challenges. Our simulations 413 
provide unequivocal support for intermediate levels of adaptive niche evolution as a key factor 414 
driving realistic patterns of species richness (Fig. S16, Table S7, S12-S14), confirming the findings 415 
of previous simulations (22, 23).  416 
Emerging patterns on a continental scale 417 
In the simulations, the facilitating influence of adaptive niche evolution, acting within the 418 
constraints of topography and climate, yielded cumulative patterns of species persistence (museum 419 
richness) that correspond well with contemporary richness patterns of birds, mammals, and plants 420 
(Figs. 8 and S22-S24; Movie 4). The inference that contemporary empirical patterns of richness 421 
have their origins in the same underlying processes, driven by climatic changes in the same 422 
landscapes, seems nearly inescapable.  423 
By revealing the regions and periods of speciation, persistence, and extinction that underlie 424 
richness patterns, our results illuminate the role of history in shaping contemporary patterns of 425 
species richness on broad spatial scales—an emerging theme in the recent macroecological 426 
literature (104-106). Observed statistical correlations between contemporary richness patterns and 427 
current climate variables (9) should be viewed not as a direct causal link, but rather as a 428 
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consequence of accumulated historical events driven by geographically-structured climate dynamics 429 
(86, 107). 430 
Methods 431 
Geographical domain  432 
The simulations took place on a gridded map of contemporary South America. The computational 433 
demands of spatially and temporally explicit simulations impose a limit on the complexity of 434 
simulation models at very high spatial resolutions. Nonetheless, at the large spatial and temporal 435 
scales at which we model ecological and evolutionary systems here, topographic heterogeneity, 436 
expressed as habitat diversity, is thought to be a key driver of species distributions and evolutionary 437 
niche dynamics. Thus, to capture as much of the climate heterogeneity of South America as 438 
feasible, while accounting for computational limits imposed by the spatial resolution of the 439 
geographic domain, we developed a map grid of “hybrid” spatial scale, in which the 4820 square 440 
map cells vary in size in inverse relation to topographical complexity. Cell sizes ranged from 625 441 
km2 in rugged areas of the Andean slopes, where environmental conditions vary greatly within short 442 
distances, to 10,000 km2 in flatter regions, such as the Amazon Basin and Patagonia, where large 443 
areas have relatively similar environmental conditions (Fig. S1). Given the ecological and 444 
evolutionary mechanisms implemented in our simulation model (see below), the spatial resolution 445 
of our hybrid grid constitutes a balanced tradeoff between (1) the computational demand imposed 446 
by the number of map cells; (2) the inherent uncertainty in reconstructing terrestrial paleoclimate 447 
dynamics at high spatial resolution; (3) the organizational level of the mechanisms that drive the 448 
evolutionary dynamics of geographical ranges and climatic niches; and (4) the low resolution of 449 
current data on the distribution of real-world species (which we used to evaluate the predictions of 450 
the simulation model), and the consequent uncertainty of mapping empirical spatial patterns of 451 
biodiversity at higher resolutions. 452 
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Paleoclimate simulations  453 
A paleoclimate emulator was developed to overcome the computational challenge of simulating 454 
800,000 years of climate. The emulator was built around the PLASIM intermediate-complexity 455 
atmospheric general circulation model, coupled to the ENTS dynamic land surface model and to 456 
flux-corrected ocean and sea-ice models, at a 5° latitude-longitude resolution (108). Orbitally-457 
forced climates at 500-year intervals were estimated using principal component emulation (109). A 458 
transient 800 ka simulation (110) with the faster GENIE-1 model was applied to scale these 459 
emulated climates for CO2 and ice sheet climate forcing. Spatial resolution matching the hybrid-460 
scale map was achieved by treating modeled climate variables as anomalies from contemporary 461 
climate data, spatially referenced to each map cell.  462 
For each 500-year time interval, from 800 ka to the present (1600 time steps through the 463 
Late Quaternary glacial-interglacial cycles), the paleoclimate model assigned to each of the 4280 464 
map cells an estimate of the mean temperature of the warmest and coolest quarters (henceforth 465 
minimum and maximum annual temperature) and the mean daily precipitation of the wettest and 466 
driest quarters (henceforth minimum and maximum annual precipitation) (Movie 1 and Fig. S2). 467 
The temporal resolution of the 500-year interval between time steps is compatible with the 468 
macroecological framework used in this study. Assuming a species with a generation time of 5 469 
years, one time step would encompass 100 generations, a reasonable resolution for the population-470 
level biogeographical processes that we are modeling, such as dispersal, competition, range 471 
dynamics, and niche evolution. Thus, the full temporal scope of the simulation would encompass 472 
~160,000 generations, well beyond a reasonable time for the emergence of medium-sized lineages  473 
(4, 33, 34, 69, 70). Indeed, a finer temporal resolution would probably convert the current model 474 
from the population/species level closer to the individual level of organization, requiring a full 475 
redesign of the implemented mechanisms (e.g. individual movement, birth-death processes).  476 
Our 500-year resolution is also compatible with currently available knowledge of 477 
paleoclimate dynamics and the complexity of our paleoclimate emulator. In fact, our climate model 478 
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does not capture shorter-timescale variability in climate dynamics, because the emulator is built 479 
from quasi-equilibrium snapshots, forced by only orbit, CO2, and ice-sheets and therefore does not 480 
capture variability due to relatively short-term phenomena such as glacial meltwater-driven ocean 481 
circulation changes, ENSO, or volcanic eruptions. 482 
To evaluate the reliability of our paleoclimate emulator we compared spatial patterns of 483 
temperature and precipitation variables, at specific time steps, against multi-model predictions 484 
carried out by the Paleoclimate Model Inter-comparison Project, phases two and three 485 
(PMIP2/PMIP3) (see Comparisons against other paleoclimate models in (95)). We focused the 486 
validation of our emulator at three specific moments of the Quaternary: the Last Interglacial (LIG) 487 
at ~126.5 ka (111, 112), the Last Glacial Maximum (LGM) at 21 ka (112, 113), and the mid-488 
Holocene (MH) climate optimum at 6 ka (112, 113). The LIG and MH interglacial states, with CO2 489 
and ice sheets similar to present day, provide an opportunity to validate our emulated response to 490 
orbital forcing, while our estimates of paleoclimate at the LGM test the emulated response to very 491 
different CO2 and ice-sheet forcings. The climate patterns predicted by our model correspond 492 
closely with existing predictions from complex, multi-model paleoclimate reconstructions, 493 
suggesting that our emulator can be reliably used in biogeographical simulations, given currently 494 
available parallel evidence from independent models. 495 
Biogeographical simulations  496 
In the simulations, geographical space was represented by the gridded map of South America (as 497 
detailed above), with each grid cell characterized by its area and geographical position. Each 498 
simulation began 800,000 years ago, advancing at 500-year time steps. At each time step, each map 499 
cell was characterized by four climatic conditions (minimum and maximum temperature and 500 
precipitation), as reconstructed by the paleoclimate simulations (Fig. 1, Movie 1) 501 
Populations and species 502 
The smallest biological unit explicitly modeled was regarded as a population, characterized as a 503 
geographically isolated and continuous species range or range fragment. Thus, the complete range 504 
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of a species might consist of a single population or of multiple, isolated populations. At each time 505 
step, the niche of each population was defined as a two-dimensional region within temperature and 506 
precipitation axes, in the same space as the modeled paleoclimate of South America,. 507 
Climatic niche and geographic distribution 508 
We model the evolution of the fundamental climatic niche (114) of populations, which defines the 509 
extremes of temperature and precipitation that a population can tolerate at any given time step 510 
(Movie 2 and Fig. S7). Thus, cells occupied by a population must have climatic conditions within 511 
the limits of its fundamental niche. The realized climatic niche is an emergent property of the 512 
population, defined by the climatic conditions that it actually experiences across the whole set of 513 
occupied cells (e.g. population’s range). However, not every cell with suitable climatic conditions is 514 
necessarily occupied by the population (Movie 1). Indeed, the bounds of the population’s evolving 515 
fundamental climatic niche may at times extend beyond the limits of its realized niche (115), owing 516 
either to dispersal limitation (additional, climatically suitable regions currently exist, but cannot be 517 
reached), niche conservatism (the fundamental niche has not yet responded to the disappearance of 518 
previously suitable climates) (26), or exclusion by competing species (see below). 519 
Founders 520 
In each realization of the biogeographical simulation, an evolutionary lineage develops on the grid 521 
from a single founding species—initially a single population. The initial geographical range of the 522 
founder is determined by its assigned geographical location (a single map cell—an initial condition 523 
of the model, Table S2), and by a preset environmental niche (see section “Initial conditions” 524 
below). 525 
Dispersal 526 
Within each time step, each existing population expands its range to occupy not only adjacent cells, 527 
but also disjoint cells with suitable climates, as long as these cells are not separated by cells with 528 
unsuitable climate spanning a distance greater than Dmax (a model parameter; Fig. 1 and Table S1). 529 
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All subsequent events are autonomous and deterministic (repeatable), driven by the interaction 530 
between climate, topography, and modeled processes.  531 
Evolutionary niche dynamics and evolutionary rescue 532 
The four paleoclimatic conditions in each cell change asynchronously over time and space. Climate 533 
dynamics may open opportunities for range expansion by turning an unsuitable cell into a suitable 534 
one (a leading edge cell of a shifting range). In this case, the population simply expands its range to 535 
occupy any newly suitable cell, whether contiguous or not, as long as the cell lies within Dmax of the 536 
existing range. Climate change, however, may also render a suitable cell unsuitable (a trailing edge 537 
cell of a shifting range), imposing selection pressure on the population in the grid cell. The outcome 538 
of trailing-edge selection may be (1) local population extirpation in the trailing edge cell, if the 539 
population cannot adapt, or (2) niche evolution (partial or full adaptation to the new environmental 540 
conditions), allowing continued occupation of the trailing edge cell. In nature, selection pressure 541 
from climate change, especially in the trailing edge, may cause a gradual adaptive niche shift, 542 
bringing niche limits closer to new climatic limits within the current geographic range of the local 543 
population (30, 116). This process has been called “evolutionary rescue” (82-85), as it promotes 544 
species persistence by means of evolutionary changes in niche limits in response to selection 545 
pressure imposed by climate change. 546 
We implemented niche evolution as a response to climate change in a simple, quantitative 547 
evolutionary genetics framework (117, 118). The evolutionary rate (H) required for sufficient niche 548 
adaptation to allow the population to persist in the trailing edge cell c may be estimated by 549 
comparing the magnitude of climate change between two consecutive time steps (t and t + 1) in cell 550 
c, 551 
Hc = [(Ec,t+1 – Ēt) / t)] / t  , 552 
where Hc is the adaptive rate necessary for evolutionary rescue (measured in units of Haldanes, 553 
(119, 120)), Ec,t+1 is the value of an environmental variable (e.g., maximum annual temperature) in 554 
cell c after climate change (time t+1), and Ēt and t are the average and standard deviation of the 555 
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same environmental variable, before climate change (time t), in all cells occupied by the local 556 
population within the genetic neighborhood of c (modeled as a circle centered at c, with radius 557 
Dmax). Thus, in our model, genetic variation within a species’ range is geographically structured, so 558 
that the evolutionary potential of each trailing-edge cell is set, at each time step, by the genetic 559 
variation for climate (standard deviation) within the genetic neighborhood of the cell. 560 
In the simulation model, a maximum (critical) evolutionary rate in response to climate 561 
change (model parameter Hmax, Table S1) is defined for all species, in all trailing-edge cells, 562 
uniformly throughout the entire time span of the simulation. Thus, for a trailing-edge cell c, if Hc < 563 
Hmax the population is rescued at c by adapting to the new climate, expanding its niche. Conversely, 564 
if Hc > Hmax the evolution required for persistence is beyond the maximum evolutionary potential of 565 
the population in cell c, and the population is extirpated from the cell. 566 
Competition 567 
In classical ecology, species with excessively similar resource requirements cannot coexist in 568 
sympatry (121). However, models on broad spatial scales must somehow account for the resources 569 
for which species compete, without modeling individual consumers and a myriad of resources and 570 
their respective depletion rates. We modeled interspecific competition, without explicitly modeling 571 
resources, by implementing the classic assumption that competition is an inverse function of 572 
phylogenetic relatedness (122), as measured by the explicit phylogeny generated by our model 573 
(123). Assuming that the use of resources by species (e.g. food items, foraging time/strategy) 574 
evolves at a constant average rate with variance proportional to time (i.e. a Brownian motion model 575 
of trait evolution), the expected intensity of competition between two species declines with 576 
phylogenetic distance (PD) between species. Once a pair of sister species achieves a threshold 577 
phylogenetic age of Pmin (a model parameter, Fig. 1 and Table S1) since divergence, they may 578 
coexist in sympatry without competing. 579 
Among the species in each map cell, each species competes against all others from which its 580 
phylogenetic distance is less than Pmin. We quantified the intensity of competition between a pair of 581 
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species as 1 – (PD / Pmin). Thus, the total diffuse competition affecting a particular species in a cell 582 
is the summation of the pairwise intensities of competition between that species and all other 583 
species present in the cell. 584 
Climatic stress 585 
Assuming that the environmental niche of a population is analogous to a fitness function, 586 
individuals occurring in cells with extreme environmental conditions (with respect to the 587 
environmental tolerances of the population) have lower fitness than conspecific individuals in 588 
climatically more-suitable cells, leading to a lower population density. Conversely, because grid 589 
cells with environmental conditions near the center of a population's environmental niche are more 590 
suitable for the population, individuals in these cells are assumed to have higher fitness, leading to 591 
higher population density. Thus, the cells mapping to the niche center for a species can be 592 
considered to offer the most suitable (least stressful) environmental conditions, whereas cells 593 
mapping near the niche limits can be considered as the most stressful environmental conditions that 594 
nonetheless permit persistence. 595 
We calculated an environmental stress index for each population, in each grid cell, at each 596 
time step, as the ratio between (1) the environmental distances between maximum and minimum 597 
environmental conditions within the cell and the niche center, and (2) the maximum environmental 598 
scope tolerated by the population. (See Environmental niche and ecological stress in (95).) Thus, in 599 
a cell with little seasonality and with average climatic conditions similar to the niche center of the 600 
population, the population has a small environmental stress index. Conversely, a population has a 601 
large environmental stress index if the scope of conditions in the cell spans the full range of the 602 
climatic tolerance of the population (its niche breadth).  603 
Competitive exclusion 604 
If two coexisting species compete intensely in a particular cell, one of them may be extirpated from 605 
the cell. The excluded species is likely to be the competitor under stronger environmental stress, as 606 
its population density is likely to be lower. Thus, if the intensity of competition and/or 607 
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environmental stress is high, the population under greater environmental stress will be excluded 608 
from the cell (see Competitive exclusion in (95)). 609 
For our simulation model, the index of environmental stress and the index of the intensity of 610 
competition were calculated for each population, in cell c, at each time step. These two indexes 611 
were then added, for each population, resulting in a single index of competition, Cc, for each 612 
population in each cell. All populations occupying a particular cell were then sorted according to 613 
the magnitude of this combined index Cc. If the population with the highest competition index Cc 614 
had a value greater than the maximum intensity of competition allowing coexistence, parameter 615 
Cmax, then that population was eliminated from the cell. The competition index was then re-616 
calculated for all remaining populations in the cell c, assuming the absence of the eliminated 617 
population, and remaining populations were sorted again. If the population with the highest 618 
competition index Cc again had an index greater than Cmax, then that population is also removed. 619 
The algorithm iterated until the population with highest competition index in the cell had an index 620 
Cc that fell below the threshold Cmax. 621 
Extinction 622 
The potential geographic distribution of species in our model at any given time step was constrained 623 
by available climate, niche limits, dispersal limits, and competitive exclusion. A species became 624 
extinct if, at any time step, its entire range was extirpated from all map cells, because of either 625 
climate change or competition. 626 
Range fragmentation and coalescing populations 627 
Climate dynamics and competition may cause range fragmentation by imposing barriers of 628 
unsuitable climate (Movie 2). When the geographic distribution (range) of an ancestor population 629 
became fragmented into independent populations, all smaller populations inherited the 630 
environmental niche of the ancestor population (Movie 2). However, due to founder effects and the 631 
spatial structure of genetic variability, smaller populations did not inherit exactly the same niche 632 
properties as larger populations. Thus, in our model, in the event of range fragmentation of an 633 
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ancestor population, the niche limits of the newly isolated, descendant populations were determined 634 
by the ancestral population’s niche limits, local environmental conditions, and population size. (See 635 
Environmental niche dynamics of fragmenting and coalescing populations in (95).) Each population 636 
(range fragment) subsequently followed its own evolutionary course. 637 
When the ranges of two populations of the same species were separated by a distance less 638 
than Dmax, it was assumed that gene flow was reestablished, therefore coalescing the two 639 
populations. Although the niches of the two populations each contributed to the definition of the 640 
environmental niche of the newly coalesced population, smaller populations contributed less to the 641 
coalescent niche than larger populations. To account for this asymmetry, the contribution of each 642 
population was weighted by its range size (total area of occupied cells). Thus, the maximum and 643 
minimum tolerance limits of the newly coalesced population, for each niche dimension, were the 644 
average of the maximum and minimum tolerance limits of all coalescencing populations, weighted 645 
proportionally by their respective range sizes. See Environmental niche dynamics of fragmenting 646 
and coalescing population in (95). 647 
Speciation 648 
Populations that persisted in isolation beyond a threshold age for speciation Tmin (a model 649 
parameter, Fig. 1 and Table S1) were assumed to be reproductively isolated and were thus 650 
subsequently treated as distinct species (Movie 2). As time passed in the simulation, surviving 651 
descendant lineages generated an explicit phylogeny and populated the gridded map, developing 652 
patterns of species richness, as species ranges came to overlap following evolutionary divergence 653 
(secondary sympatry). 654 
Initial conditions 655 
Certain initial conditions for the model were specified before launching each simulation (Table S2). 656 
A center of origin (one map cell) was defined for the original founder species, as well as its initial 657 
niche (minimum and maximum annual precipitation and temperature tolerated). The historical 658 
influence of founder species is believed to have great impact across all scales of spatial and 659 
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temporal biodiversity patterns (124-126). However, because our simulations did not aim to 660 
reconstruct any specific real-world lineage, we evaluated spatial patterns in South American 661 
biodiversity that emerged from four hypothetical founder lineages, covering the major climatic and 662 
geographic zones in South America: high-elevation tropical Andes, lowland Amazonia, lowland 663 
Atlantic rainforest, and lowland temperate Patagonia. (See Experimental design and parameter 664 
exploration in (95).) 665 
Spatial and temporal environmental heterogeneity, particularly in the context of climate 666 
change, is widely believed to drive both the extinction and diversification of lineages (81, 127-129). 667 
In South America, the most extreme climatic heterogeneity is driven by the steep and rugged 668 
topography of the Andean mountain chain. Our simulations offer a unique opportunity to assess and 669 
quantify the role of topography-driven climatic heterogeneity in ecological and evolutionary 670 
modeled mechanisms, as manifested in patterns of cradles, museums, and graves. Thus, we applied 671 
a spatial smoothing function to the paleoclimate series, effectively simulating alternative 672 
experimental topographies in South America. The climate smoothing factor (an initial condition of 673 
each simulation), a specifies a smoothing level for all minimum and maximum annual precipitation 674 
and temperature maps in the paleoclimate series, thereby generating levels of experimental climatic 675 
heterogeneity that defined alternative South American topographies. 676 
Experimental design and model evaluation 677 
To understand the role of the mechanisms implemented in the model (Fig. 1) on emergent patterns 678 
of biodiversity, we ran 10,500 distinct simulations, with varying combinations of parameter settings 679 
and initial conditions. The factorial design of our simulation experiment consisted in running the 680 
model with all possible combinations of parameter values, as listed in Summary of explored 681 
parameter levels and initial conditions in (95). In our experimental design we integrated two 682 
strategies to define the range of values to be explored for each parameter: (1) a biologically 683 
informed definition of the minimum, maximum, and intermediate levels for each parameter, based 684 
on the biological interpretation and realism of the implemented process; and (2) a preliminary 685 
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experimental evaluation of the feasibility of the simulation, carried out by testing the proposed 686 
extreme levels of each parameter. Here, we provide a summary of parameter exploration, but the 687 
full conceptual justification may be found in (95). 688 
Parameter exploration 689 
 (1) Maximum dispersal distance (Dmax) is a parameter that sets the maximum geographic map 690 
distance that a population can disperse across unsuitable climate, over one simulation step of 500 691 
years, to occupy a climatically suitable cell. We specified three intermediate steps between the 692 
minimum possible Dmax, given our spatial resolution (150km), and the maximum Dmax that we 693 
considered biologically reasonable, given our temporal resolution (750km): 200km, 350km and 694 
500km. (2) Maximum niche evolutionary rate (Hmax) is a parameter that sets the upper limit of 695 
potential climatic adaptation of the population in a trailing edge cell. After a preliminary 696 
exploration for a meaningful range of Hmax values, we set five levels, ranging between 0.005 and 697 
0.02 Haldanes, which is, respectively, half and twice the theoretical expectation under natural 698 
conditions (117, 118). (3) Minimum time for speciation (Tmin) is a parameter that regulates the time 699 
that a population must remain in genetic isolation before being declared a new species. Although 700 
there are no theoretical bounds to Tmin values (except zero), we set three levels for this parameter 701 
(17.5, 20, and 22.5 kyr—or 3,500, 4,000, and 5,500 generations, assuming a generation time of 5 702 
years), which we considered sufficient for an experimental exploration of meaningful variation in 703 
simulated diversification rates. (4) Maximum intensity of competition allowing coexistence (Cmax) 704 
is a parameter that sets the maximum intensity of competition that nonetheless permits coexistence 705 
among competing species. We set the minimum experimental value of Cmax to 1.5 units, which in 706 
practice specifies that a species under maximum tolerable environmental stress can nonetheless 707 
coexist with just one competing species that is phylogenetically close. We gradually explored larger 708 
values of Cmax, up to 5 units, a level at which a species under maximum tolerable environmental 709 
stress would nonetheless be capable of coexisting with up to four very closely related species. (5) 710 
Minimum phylogenetic divergence for coexistence without competition (Pmin) is a parameter that 711 
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regulates the phylogenetic distance (PD) beyond which a pair of sister species could no longer 712 
compete. Because of the mechanistic association between Pmin and Cmax, we held Pmin at the fixed 713 
value of 30,000 generations (150,000 years), to optimize the use of computational resources. 714 
Quantifying the importance of modeled mechanisms 715 
Our experimental design for parameter exploration allowed us to estimate the relative importance of 716 
the ecological and evolutionary processes implemented in the simulation model, as they were 717 
regulated by parameters and initial conditions. The relative importance of these processes was 718 
assessed by quantifying the relative magnitude of divergence among the species richness patterns 719 
produced by the model as a consequence of experimental variation of model parameters, each of 720 
which regulates one or more of the processes implemented. To quantify the relative influence of 721 
initial conditions and parameters we employed a series of Analyses of Molecular Variance 722 
(AMOVA) analyses of the simulated spatial patterns in species richness. 723 
Evaluating model performance 724 
The exploration of parameter space was not designed to replicate the real-world diversity pattern of 725 
any extant or extinct group of species or lineages. Nonetheless, we evaluated the correspondence 726 
between the predictions of our model and contemporary, empirical patterns of species richness of 727 
birds, mammals, and plants of South America. To compare our results with published 728 
macroecological data at similar spatial resolution, and because of uncertainty in the geographic 729 
distribution of real-world species, we created a regular grid of 1659 square cells, each measuring 1 730 
degree of latitude-longitude. We re-projected the maps of simulated species, from the higher 731 
resolution grid used for simulation, into this lower-resolution grid, and re-calculated spatial patterns 732 
in total, cradle, museum, and grave species richness. Because we aimed to compare predictions of 733 
our model against empirical richness patterns, we included in this analysis only the patterns in 734 
species richness emerging from the 1500 simulations that used real-world South American 735 
topography, excluding from the analysis all simulations that assumed alternative, experimental 736 
South American topographies. We used simple OLS regression to estimate the coefficient of 737 
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determination (r2) of the relationship between empirical maps of species richness (response 738 
variable) and simulated maps of species richness variables (predictor variable) See Contrasting 739 
empirical and simulated spatial patterns in species richness in (95). 740 
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Figure Legends: 1149 
Figure 1. Simulation model structure. The processes and parameters implemented in the model, 1150 
all illustrated here, link climate dynamics and topography to emerging biodiversity patterns. Key 1151 
entities and patterns (Tables S3 and S4) appear in rectangles at the population, species, and 1152 
assemblage levels. Processes are shown in ovals. Control knobs (Table S1) represent the four model 1153 
parameters: Dmax, maximum dispersal distance; Hmax, maximum niche evolutionary rate; Tmin, 1154 
minimum time for speciation; and Cmax, maximum intensity of competition allowing coexistence, 1155 
estimated as a function of phylogenetic distance. Climate change, on a realistic topographical 1156 
template, drives ecological and evolutionary processes, interacting with each population’s 1157 
environmental niche to determine range dynamics. Dispersal promotes range shift and range 1158 
expansion. Interactions between climate change, niche, and geographic distribution may result in 1159 
adaptive niche evolution, range fragmentation, or extinction. Fragments that remain isolated long 1160 
enough become new species. Closely related species, in sympatry, may coexist or undergo 1161 
competitive exclusion. Starting from a single, founding species (and its initial climatic niche), the 1162 
simulation produces temporal and spatial patterns of biodiversity, including times and places of 1163 
speciation (cradles), extinction (graves), and persistence (museums). See the Methods section, 1164 
below, and the section Model specification: process sequence in (95). 1165 
Figure 2. Lifetime trajectory of species. Initially, the species on the left (labeled ancestral 1166 
population) is in a persistence trajectory (thick black line), as a single, viable population. Driven by 1167 
climate change, the population experiences range fragmentation, yielding two, isolated descendant 1168 
populations (blue and red dashed lines). These two daughter populations enter speciation 1169 
trajectories. Once they have remained isolated for at least Tmin years, they are considered 1170 
independent species (speciation event). Each descendant species then enters its own persistence 1171 
trajectory (blue and red solid lines). In this example, after a short period of persistence, the red 1172 
species enters an extinction trajectory (thin dashed red line), as its geographic range continuously 1173 
contracts in a changing climate, ending in full range collapse (species extinction). The blue species 1174 
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will eventually give rise to two daughter species, undergo extinction, or survive to the end of the 1175 
simulation. 1176 
Figure 3. Simulation results for an Andean founder. Upper panel: Occupancy time series for 1177 
speciation (cradle richness, green), extinction (grave richness, red), and mean continental 1178 
temperature (blue) over the course of the simulation (time moves from left to right). The highest 5 1179 
to 7 peaks of speciation (green dashed lines) and extinction (red dashed lines) were marked 1180 
manually, but time series cross-correlations were analyzed rigorously (Table S6). Precipitation time 1181 
series appear in Fig. S2. Lower panel: Cumulative richness maps for cradles, graves, net 1182 
diversification (cradles minus graves), and total richness. Each map is a summation over the course 1183 
of the simulation. The figure shows the average of all parameter values for an Andean founder, 1184 
excluding the climate-smoothing experimental treatments. 1185 
Figure 4. Simulation results for an Atlantic Rainforest founder. See the caption for Fig. 3. 1186 
Figure 5. Simulation results for an Amazon founder. See the caption for Fig. 3. 1187 
Figure 6. Pooled simulation results for the Andean, Atlantic Rainforest, and Amazon founders of 1188 
Figs. 3–5. See the caption for Fig. 3. 1189 
Figure 7. The effect of topographic smoothing on rates and cumulative spatial patterns of 1190 
speciation (cradles), extinction (graves), net diversification (cradles minus graves), and total 1191 
richness, for Andes, Atlantic Forest, and Amazon founders, pooled. Upper panel: Occupancy time 1192 
series for speciation (cradle richness, green), extinction (grave richness, red), and mean continental 1193 
temperature (blue) over the course of the simulation (time moves from left to right). Black time 1194 
series are for smoothed topographies. Red and green time series are the same as in Fig. S13. Rates 1195 
of speciation (cradles) and extinction (graveyards) were both suppressed by smoothing. 1196 
Figure 8. Observed species richness versus modeled richness. Left column of maps: 1197 
Contemporary spatial patterns for South American bird richness (2,967 species, upper map) and 1198 
mammal richness (1,342 species, lower map). Middle column map: The simulated spatial pattern 1199 
for cumulative museum richness, arising from the model (Fig. 1), averaged over all parameter 1200 
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values for an Atlantic Rainforest founder. Right column of maps: The differences between observed 1201 
(left maps) and simulated (middle map) richness for birds (upper map) and mammals (lower map). 1202 
Red indicates that the model underestimates richness, and blue indicates overestimation. Simulated 1203 
species richness is highly correlated with observed species richness for birds (r2 = 0.6337) and for 1204 
mammals (r2 = 0.6548). Observed species richness was not targeted in any way by the simulations. 1205 
A qualitative comparison of modeled richness with South American plants appears in Contrasting 1206 
empirical and simulated spatial patterns in species richness in (95).  1207 




Supplementary Materials for 
 
Modeling the ecology and evolution of biodiversity: Biogeographical cradles, 
museums, and graves 
 
Rangel, T.F., Edwards, N.R., Holden, P. B., Diniz-Filho, J.A.F., Gosling, W.D., Coelho, M.T.P., 
Cassemiro, F.A.S., Rahbek, C., and Colwell, R.K. 
 
Correspondence to: thiago.rangel@ufg.br and robert.colwell@uconn.edu 
 
 
This PDF file includes: 
 
Model description and justification 
Supplementary description of analyses 
Figs. S1 to S25 
Tables S1 to S10 
Captions for databases S1 
Movie legends 
 
Other Supplementary Materials for this manuscript includes the following:  
 
Databases S1 as zipped archives: model source code available at 
www.ecoevol.ufg.br/rangel/SASQuat 
  






Model overview and justification .................................................................................................... 4 
Geographical domain ...................................................................................................................... 4 
Temporal dynamics of environmental (climatic) factors .................................................................. 5 
Palaeo-climate reconstruction ......................................................................................................... 5 
Atmospheric general circulation model ....................................................................................... 5 
Scaling for global climate ........................................................................................................... 6 
Comparisons against other paleoclimate models ......................................................................... 7 
Simulated biogeography ................................................................................................................ 10 
Climate change and geographic distributions ................................................................................ 11 
Leading edge: range expansion ................................................................................................. 12 
Trailing edge: niche evolution or extirpation ............................................................................. 12 
Climate change and niche evolution .............................................................................................. 13 
Evolutionary rates and climate change ...................................................................................... 13 
Evolutionary rescue .................................................................................................................. 14 
Niche heritability and selective pressure ................................................................................... 14 
Geographic structure of implicit genetic variation .................................................................... 15 
Dispersal, range fragmentation/coalescence, and environmental niche dynamics ........................... 15 
Dispersal and geographical range dynamics ............................................................................. 15 
Environmental niche dynamics of fragmenting and coalescing populations ............................... 16 
Allopatric speciation ................................................................................................................. 17 
Interspecific competition and competitive exclusion ..................................................................... 17 
Intensity of competition and phylogenetic distance .................................................................... 17 
Environmental niche and ecological stress ................................................................................ 18 
Competitive exclusion ............................................................................................................... 20 
Model specification: process sequence .......................................................................................... 21 
Summary of model parameters and initial conditions .................................................................... 23 
Speciation, persistence, and extinction: Species’ lifetime trajectories ............................................ 24 
Speciation trajectory ................................................................................................................. 25 
Extinction trajectory.................................................................................................................. 25 
Persistence trajectory ................................................................................................................ 25 
Emergent multi-species patterns from single-species trajectories ................................................... 25 
Cradles, graves and museums ................................................................................................... 26 
Temporal patterns: time series of cradles, museums, graves, and richness ................................ 26 
Time-specific occupancy maps of cradles, museums, graves, and total richness ........................ 26 
Static space-time patterns: cumulative maps of cradles, museums, graves, and total richness ... 26 





Summary of emergent properties and patterns ........................................................................... 27 
Experimental design and parameter exploration ............................................................................ 28 
Maximum dispersal distance (Dmax) ........................................................................................... 29 
Maximum niche evolutionary rate (Hmax) ................................................................................... 30 
Minimum time for speciation (Tmin) ........................................................................................... 30 
Maximum intensity of competition allowing coexistence (Cmax).................................................. 31 
Minimum phylogenetic divergence for coexistence without competition (Pmin) ........................... 32 
Founder’s niche and geographic center of origin ...................................................................... 32 
Experimental topographies (effect of environmental heterogeneity by smoothing climate) ......... 33 
Summary of explored parameter levels and initial conditions .................................................... 35 
Temporal rates of speciation and extinction................................................................................... 36 
Drivers of spatial rates of biodiversity dynamics ........................................................................... 41 
Most important model mechanisms: maximum niche evolutionary rate, founder location, and 
climate heterogeneity ................................................................................................................ 47 
Least important model mechanisms: competition and time for speciation .................................. 49 
Factors driving cumulative total species richness ...................................................................... 50 
Factors driving cumulative cradle species richness ................................................................... 50 
Factors driving cumulative museum species richness ................................................................ 50 
Factors driving cumulative grave species richness .................................................................... 51 
Contrasting empirical and simulated spatial patterns in species richness ........................................ 53 
Birds ......................................................................................................................................... 53 
Mammals .................................................................................................................................. 55 
Plants ........................................................................................................................................ 56 
Movie legends............................................................................................................................... 59 
 
  





Model overview and justification 
In a changing climate, the geography of species distributions is governed by many interacting 
processes. These include the shifting spatial pattern of environmental variables, dispersal, niche 
evolution, interspecific competition, range fragmentation and rejoining, speciation, and extinction. 
We aim to model all these processes in the most realistic way we can, given computational 
limitations. The sections below outline the rationale for each component of the model, followed by 
a step-by-step specification of the procedural sequence. In addition, we summarize the model 
algorithm, parameters, initial conditions and emergent properties. We also describe the parameter 
exploration and experimental design. Finally, we provide a full account of the simulation results 
and analyses. 
Geographical domain 
In our spatially explicit simulation model, the geographical domain, South America, is described by 
a spatial grid composed of discrete regular areas (grid cells). However, the grid definition imposes a 
tradeoff between computational effort (fine scale spatial resolution increases the number of cells, 
increasing the computational burden) and representation of environmental heterogeneity (coarse 
scale spatial resolution is unable to capture the dramatic topography of the Andes). 
To balance this tradeoff, we used a recursively defined, hybrid-scale spatial grid that captures the 
environmental heterogeneity of mountainous regions, while reducing the computational burden of 
unnecessary cells in more-homogeneous, flatter areas such as the Amazon and Patagonia. We 
started with an equal-area grid composed of 1868 cells, each one comprising 10,000 km2. We then 
used a high-resolution digital elevation model (130) to estimate topographic heterogeneity within 
each cell, measured as the standard deviation of elevation at a 1km2 resolution (pixel size). We 
identified 423 cells with very high topographic heterogeneity, defined by a standard deviation of 
elevation exceeding 250m. Each one of these 423 highly heterogeneous cells was then split into 
four equal-area grid cells, yielding 1692 smaller cells, each 2500 km2. We iterated the procedure by 
re-calculating topographic heterogeneity in the 1692 cells of 2,500km2, identifying 561 cells with 
very high topographic heterogeneity (standard deviation in elevation exceeding 500m). Each of 
these 561 cells was then split into four cells, each 625km2 in area. Thus, the final grid was 
composed of 4820 cells of different areas: 1445 cells of 10,000 km2, 1131 cells of 2,500km2, and 
2244 cells of 625km2 (Fig.  S1A). As expected, larger cells are distributed in topographically flatter 
areas (whether in the highlands or lowlands), whereas smaller cells were located in regions of steep 
slopes, particularly the mountainous terrain of the Andean region (Fig. S1B). 
It is widely recognized in the ecological literature that spatial and temporal scales of analysis 
influence the perception of patterns and processes (10). As explained below, climate heterogeneity 
in space and time is a driver of many processes and patterns emerging from our model. The hybrid 
grid was an attempt to capture as much climate heterogeneity in South America as possible, given 
the current understanding of paleoclimatic dynamics and the computational limits imposed by the 
number of grid cells and the processes that take place in them. Given the ecological and 
evolutionary dynamics implemented in our model, if a large cell is split into four sub-cells, but all 
the four sub-cells share the same average climate as the large cell would have had at any given time 
step, the patterns emerging from the model would not be changed. However, the purpose of 
splitting large cells into smaller cells is to capture smaller-scale climatic heterogeneity, which is 
universally agreed to be driven in large part by topographic heterogeneity. Thus, large cells were 
split hierarchically in regions of higher topographic heterogeneity. 






Because cells have geographic positions (they are spatially referenced), it is possible to calculate the 
geographic distance between pairs of cells. We used the geographic coordinate of the centroid of 
cell as a reference to calculate geodesic distances between cells. 
Temporal dynamics of environmental (climatic) factors 
For each 500-year time interval from 800 Ka (years ago) to the present (1600 time steps), the 
paleoclimate model (described below) assigns to each of the 4820 map cells an estimate of the 
mean temperature of the warmest and coolest quarters (henceforth minimum and maximum annual 
temperature) and the mean daily precipitation of the wettest and driest quarters (henceforth 
minimum and maximum annual precipitation). These four factors, on two environmental axes 
(annual temperature and annual precipitation) characterize the changing climate in each grid cell 
over the time-course of the simulation.  
Palaeo-climate reconstruction 
Atmospheric general circulation model 
PLASIM-ENTS (108) is an intermediate complexity atmospheric general circulation model coupled 
to a dynamic land surface model and to flux-corrected slab ocean and sea-ice models. The 
atmosphere is PLASIM (131), itself built around the 3D primitive equation model PUMA (132). 
PLASIM’s radiation scheme considers two wavelength bands in the short wave spectrum and uses 
the broad-band emissivity method for long wave. Other parameterized processes include large-scale 
precipitation, cumulus and shallow convection, dry convection and boundary layer heat fluxes. 
Fractional cloud cover is diagnosed. The land surface model is ENTS (133), which models 
vegetative and soil carbon densities, assuming a single plant functional type. Photosynthesis 
depends upon temperature (with a double-peaked response representing boreal and tropical forest), 
atmospheric CO2 concentration, and soil moisture availability. Self-shading is also parameterized. 
Land surface albedo, moisture bucket capacity, and surface roughness are parameterized in terms of 
the simulated carbon pool densities. We ran PLASIM-ENTS at T21 resolution (~5°) and with 9 
vertical layers in the atmosphere. 
Figure S1. Hybrid-scale geographic grid used in the simulation 
model. Left (A): topographically homogeneous regions are 
gridded with larger cell areas, whereas topographically 
heterogeneous regions are gridded with smaller cell areas. Right 
(B): average elevation of each grid cell. 
 





An ensemble of 50 PLASIM-ENTS 100-year, quasi-equilibrium simulations was performed (109). 
Orbital forcing inputs of eccentricity, obliquity, and precession were fixed in each simulation but 
varied randomly between simulations over their ranges in the Quaternary. Emulators were built for 
four bioclimatic outputs of this ensemble: the mean temperature of the warmest and coolest quarters 
and the mean daily precipitation of the wettest and driest quarters. These emulators were built using 
the dimensionally reduced approach of Holden and Edwards (134), following the “one-step 
emulator” algorithm described by Holden et al. (109). In summary, we performed a singular vector 
decomposition of the ensemble of output fields and then regressed the Principal Component scores 
against the orbital input parameters. This approach enabled the climate from any specified, arbitrary 
orbital configuration to be approximated. We applied the temporally-evolving orbital parameters of 
Berger (135) at 500-year intervals to generate a spatio-temporal description of orbitally-driven 
climate over the last 800,000 years. Emulator error occasionally produced negative dry-season 
precipitation in arid regions; these were set to zero. In regions with low seasonality, emulator error 
can lead to a warm-season temperature that is lower than the cool-season temperature; to correct for 
this occasional problem (~0.5 % of the calculations), we applied the constraint max = max(min, 
max) to both temperature and precipitation. 
Scaling for global climate 
The intermediate complexity model GENIE-1 (136) provides the computational efficiency required 
to perform long transient simulations. The physical model comprises a 3-D frictional geostrophic 
ocean with eddy-induced and isopycnal mixing, coupled to a 2-D fixed wind-field energy-moisture 
balance model atmosphere, a dynamic thermodynamic sea-ice component, and the land surface 
model ENTS. 
An 800,000-year transient GENIE-1 simulation was performed (137), varying orbital parameters 
(135), atmospheric CO2 from Antarctic ice-core records (138), and Northern hemisphere ice sheets, 
with self-consistent freshwater exchange with the ocean. Ice sheets were derived by interpolating 
the spatio-temporal distribution of the Ice-4G deglaciation reconstruction (139) onto the benthic 
δ18O record (140), and assuming that this relationship holds throughout the Quaternary (137). 
We used this transient simulation to approximate large-scale climate response to the non-orbital 
forcings that are neglected in the PLASIM-ENTS emulator. At each time step of the model we 
calculated mean surface air temperature and precipitation over all GENIE-1 land cells in the latitude 
band 30°S to 30°N. This latitudinal range was chosen to be symmetric about the equator, so that 
orbitally-induced inter-hemispheric effects were largely cancelled, and to ensure adequate isolation 
from regions directly affected by North American ice-sheets. We calculated the temperature 
anomalies relative to the preindustrial and added these to the emulated values of maximum and 
minimum temperature, thereby approximating the effect of non-orbital forcing as spatially and 
seasonally uniform (but temporally evolving through the glacial cycles). For precipitation, we 
applied a multiplicative anomaly approach, thereby assuming that non-orbital forcing does not 
change the distribution of precipitation, only the strength of the hydrological cycle. 
Contemporary climate variables, for each grid cell, were derived from WorldClim (130), which 
provides temperature and precipitation estimates at 1 km2 resolution, interpolated from temporally 
averaged measurements (1950 to 2000) from ~15,000-50,000 weather stations globally (depending 
upon the variable). 
The emulated bioclimatic variables were linearly interpolated onto the spatial grid and converted 
into anomalies with respect to the present day. Interpolation of climate model anomalies onto finer-
resolution climatological data is a widely-used approach in future-impact assessment (e.g. (141)). 
We applied temperature anomalies additively to the WorldClim present-day climatology. 
Precipitation anomalies, in contrast, were applied multiplicatively to the climatology. While 





multiplicative and additive anomaly methods would be equivalent, in theory, if the present-day 
modeled climate were identical to the observed (WorldClim) climatology, in practice precipitation 
fields are subject to a high degree of small-scale, topographically induced variability that is better 
represented by a multiplicative term. For instance, the extreme topographic discontinuity that leads 
to hyper-aridity of the Atacama Desert is automatically preserved under multiplicative 
transformation of the climatology. Most notably in our application, PLASIM-ENTS does not have 
the spatial resolution to simulate the hyper-aridity of the narrow Atacama Desert, so that applying 
an additive anomaly would inevitably lead to an unrealistic climate. Fig. S2 shows the average 
maximum and minimum annual temperature and precipitation across South America. Movie 1 




Figure S2. Time-series of average minimum and maximum temperature (top) and precipitation 
(bottom) for South America. See Movie 1. 
 
 
Comparisons against other paleoclimate models 
To evaluate the reliability of our emulator we contrasted spatial patterns of temperature and 
precipitation variables, at specific time steps, against multi-model predictions carried out through 











































focused the validation of our emulator at three specific moments of the Quaternary: the Last 
Interglacial (LIG), at ~126.5 ka (111, 112), the Last Glacial Maximum (LGM) at 21 ka (112, 113) 
and the mid-Holocene (MH) climate optimum at 6 ka (112, 113). The LIG and MH interglacial 
states, with CO2 and ice sheets similar to present day, provide an opportunity to validate our 
emulated response to orbital forcing, while our estimates of paleoclimate at the LGM test the 
emulated response to very different CO2 and ice-sheet forcing. 
During the LIG (peaking at ~126.5 ka), high eccentricity and the phasing of precession and 
obliquity resulted in positive annual insolation anomalies at high latitudes and negative anomalies 
at low latitudes. PMIP3 inter-comparison simulations predict a global change in temperature 
ranging from -0.5 to +0.5 K (111). In addition, a data synthesis suggests global temperatures were 
up to ~2 K warmer during the LIG than today (142, 143). Our paleoclimate emulator predicts 0.3 K 
warming during the LIG (Fig. S3). 
 
 
Figure S3: Emulated Last Interglacial (LIG) mean annual surface air temperature at 126.5 
ka (approximated as the mean of maximum and minimum seasonal temperatures). For 
comparison, see IPCC AR5 Figure 5.6b(112). 
 
During the Quaternary, global temperature change was characterised by oscillations between glacial 
and interglacial states. Based on a range of sources of evidence, IPCC AR5, concluded it is very 
likely (>90% probability) that global temperature at the LGM (21 ka) was between 3 K and 8 K 
colder than today, while PMIP3 and PMIP2 models estimate 3.1 to 5.9 K colder (112). Our 
paleoclimate emulator estimates global temperature ~5.5 K colder than today (Fig. S4). The 
precipitation estimates of our emulator are also consistent with PMIP2 (Fig. S4), suggesting 
reduced maximum (wet-season) precipitation across the whole of South America, but with an 
increase in minimum precipitation in southern Amazon. 






Figure S4: Emulated Last Glacial Maximum (21 ka) climate. Plotted data are the 
paleoclimate estimates used in this study, derived by interpolating emulated climate 
anomalies onto present day climatology. For comparison, see PMIP2 synthesis maps 
(https://pmip2.lsce.ipsl.fr)  
There is general agreement between the estimated temperature patterns of our paleoclimate 
emulator and PMIP ensembles during the MH (6 ka) (Fig. S5). Although our emulator estimates a 
maximum temperature (warm-season) cooling over the Amazon, which disagrees with the average 
prediction by PMIP2, our estimates are still within the spread (uncertainty) of the ensemble of 
models. There is also an agreement between patterns of precipitation predicted by our emulator and 
PMIP2 during the MH. According to these models, maximum (wet-season) precipitation is reduced 
in southern Amazon, while it is increased in the north, reflecting an increase in the southerly 
expansion of dry-season monsoon (Fig. S6). 
 
Figure S5: Emulated Mid Holocene (6 ka) surface air temperature anomalies of the 
warmest and coolest quarters. For comparison, see IPCC AR5 Figure 5.11 (112). 







Figure S6: Emulated Mid Holocene (6 ka) climate. Plotted data are the paleoclimate 
estimates used in this study, derived by interpolating emulated climate anomalies onto 
present day climatology. For comparison, see PMIP2 synthesis maps 
(https://pmip2.lsce.ipsl.fr). 
Simulated biogeography 
The smallest biological unit explicitly modeled is regarded as a population, characterized as a 
geographically isolated and continuous fragment of a species range. The complete range of a 
species may be represented by a single population or by multiple populations (see below). 
At each time step, each population of each species is characterized by an environmental tolerance 
limit for each of the four environmental variables (minimum and maximum annual temperature and 
precipitation). This population-specific set of four environmental tolerances defines the 
fundamental environmental niche of the population. Thus, at any given time, a population 
occupying a given cell must have the appropriate environmental tolerances to all four 





environmental conditions of the cell (i.e. similar to a climate envelope niche model). In other words, 
the fundamental niche of the population must be as broad or broader than environmental conditions 
of the cell. Cells with environmental conditions that lie within the population’s environmental niche 
are, hereafter, called suitable. Conversely, if one or more of the four environmental conditions lies 
outside the niche of a population for a cell, the cell is declared unsuitable for that population. 
The figure below (Fig. S7) represents the two environmental axes used in our model (annual 
temperature and annual precipitation). The dashed square represents the environmental niche of a 
hypothetical population. The left and right sides of the square represent the minimum and maximum 
annual temperature tolerated by the population, whereas the lower and upper sides of the square 
represent the minimum and maximum precipitation tolerated by the species. 
 
Figure S7. Graphical representation of the climatic niche of a hypothetical population (dashed square in 
the center), indicating minimum and maximum tolerance of temperature and precipitation, in relation to 
the climate in three grid cells (crosses) at a given time step of the simulation. Each cross represents a grid 
cell in the map, in which the horizontal length indicates the seasonality in temperature and the vertical 
length indicates the seasonality in precipitation. The green and blue grid cells are climatically suitable for 
the population, as they are enclosed within the population niche. The red grid cell is climatically 
unsuitable, because it is colder and drier than the limits tolerated by the population. 
 
Analogously, the four environmental variables that characterize the environment of any cell can be 
depicted as a cross, defining the limits of a rectangular climate space. In Fig. S3, we represent two 
cells with suitable environmental conditions for the population (green and blue), each with 
environmental variables lying completely within the niche of the population. In contrast, the red cell 
is unsuitable because the minimum (coldest) temperature of the cell over an annual cycle is too 
extreme for the environmental tolerance of the population, and the minimum seasonal precipitation 
is too dry for the population to persist. 
Climate change and geographic distributions 
The four environmental conditions in each map cell are asynchronously dynamic over time. A 
change in environmental conditions may open opportunities for range expansion by turning an 





unsuitable cell into a suitable one (a leading edge cell of a shifting range). Conversely, climate 
change may render a suitable cell unsuitable (a trailing edge cell of a shifting range). 
Leading edge: range expansion 
When climate dynamics change the condition of a cell from unsuitable to suitable, allowing the 
species to expand its range and occupy the newly suitable cell, then the cell is part of the leading 
edge of the population’s range. In our model, the population simply expands its range to occupy any 
newly suitable cell, whether contiguous or not, that lies within the maximum dispersal distance of 
the population (see below, Movie 2). 
Trailing edge: niche evolution or extirpation 
When climate dynamics change the condition of an occupied cell from suitable to unsuitable, the 
cell is part of the trailing edge of the population’s range, and the population in the cell is under 
selection pressure. The outcome of selection may be (1) niche evolution (adaptation to the new 
environmental conditions), allowing continued occupation of the trailing edge cell; or (2) local 
population extirpation in the trailing edge cell, if the population cannot adapt. 
In the figure below (Fig. S8), climate change has increased minimum and maximum annual 
temperature and precipitation in all three cells, as indicated by the arrows. Because the red cell is 
now newly suitable (it now lies within the niche limits of the population), it is considered a leading 
edge cell. Conversely, because the green cell has become newly unsuitable (it now lies beyond the 
niche limits of the population), the green cell is part of the population’s trailing edge. Although 
climate change has altered environmental conditions in the blue cell, it remains occupied by the 
population, because it continues to lie within the niche of the population. 
 
 
Figure S8. Graphical representation of the climatic niche of hypothetical population (dashed 
square in the center), indicating minimum and maximum tolerance of temperature and 
precipitation, in relation to the climate in three grid cells (crosses), after climate change (compare 
to Fig. S3). Dashed crosses indicate the climate in the cells in the previous time step, and solid 
lines indicate the climate in the same cells after climate change. The red cell has become warmer 
and wetter, with increases in both temperature and precipitation seasonality. The blue cell has 
become drier and warmer, from an increase in precipitation seasonality and a decrease in 
temperature seasonality. The green cell has become warmer and wetter, with an increase in 
temperature seasonality and a reduction in precipitation seasonality. Notice that, after climate 





change, the red cell has become climatically suitable (inside the population niche), whereas blue 
cell has become climatically unsuitable (warmer and wetter than suitable for the species). 
Climate change and niche evolution 
Most studies dealing with effects of climate change simply assume perfect niche conservatism. 
Under this assumption, each species simply tracks climatic conditions by reconfiguring its 
geographic range (Movie 2). Of course, changes in climate may eventually promote species 
extinction (range collapse) or the rise of a widespread species. However, in nature, it may be 
possible that selective pressure from climate change, especially at the trailing edge, may cause a 
gradual adaptive niche shift, bringing niche limits closer to new climatic limits within the current 
geographic range of the local population (30, 116). This evolutionary process may promote 
persistence of species even under climate changes so severe that they would otherwise lead to 
extinction. Because the evolutionary changes in niche limits under selection pressure may prevent 
species extinction, this process has been called “evolutionary rescue,” particularly in the context of 
recent anthropogenic climate changes (82, 84, 85, 144). 
Like all adaptive evolution, the evolutionary potential of the climatic niche depends fundamentally 
on two factors: the strength of selection and the level of heritable variation in the selected trait that 
would allow adaptation to the new environment. As suggested by (30) and others, individuals at the 
trailing edge of a shifting population's range are under stronger selective pressure arising from 
climate change than those at the leading edge, which instead simply disperse into newly suitable 
habitat. In our simulations, we incorporate niche shifts by applying a simple quantitative 
evolutionary genetics framework (145, 146) to evaluate the potential for adaptation in each cell of 
the trailing edge of a shifting range at each time step.  
Evolutionary rates and climate change 
For each trailing-edge cell c, we estimated the evolutionary rate (Hc, in units of Haldanes, (119, 
120)) that would be required to allow niche adaptation sufficient for the population in that cell to 
persist in the new climate.  This evolutionary rate can be estimated by comparing the environment 
in a trailing-edge cell before (time t) and after (time t + 1) climate change, for each climatic 
variable. Thus, we assumed that individuals of each local population, in each cell, are at their 
environmental optimum at time t, given by the climatic conditions at time t. When the climate 
changes, the individuals in the trailing-edge cell may (or may not) be able to adapt genetically to 
new climatic condition that they face at time t + 1. The evolutionary rate in a focal trailing-edge cell 
(c) to allow persistence in that cell between two successive time steps is then given by: 
Hc = [(Ec,t+1 – Ēt) / t)] / t 
where Ec,t+1 is the value of an environmental variable (e.g., maximum annual temperature) in a focal 
trailing-edge cell c after climate change (time t+1), and Ēt and t are the average and standard 
deviation of the same environmental variable in all cells occupied by the local population within the 
genetic neighborhood of the cell. We define the genetic neighborhood of each trailing-edge c cell as 
all occupied cells within the maximum dispersal distance (Dmax) from the cell. Thus, in our model, 
genetic variation within a species’ range is geographically structured, so that the evolutionary 
potential of each trailing-edge cell is set, at each time step, by the genetic variation for climate 
(standard deviation) within the genetic neighborhood of the cell. 
Traditionally, evolutionary rate H is calculated for a single generation of an organism. However, 
each time step in our simulation model comprises 500 years, which is far beyond the generation 
time of most organisms. To allow a direct and more plausible comparison against theoretical and 
empirical measures of evolutionary rates (118), we assumed that the generation time of the 





simulated species is 5 years. Thus, we divided all Hc by 100. 
Evolutionary rescue 
In the simulation model, a maximum (critical) evolutionary rate in response to climate change 
(model parameter Hmax, Table S1) is defined for all species, in all trailing-edge cells, constant 
throughout the entire time span of the simulation. For each trailing-edge cell c, from time t to t + 1, 
and for each environmental variable, the local population may continue to occupy a trailing edge-
cell if and only if Hc < Hmax.  Thus, although the environment of the trailing-edge cell c at t + 1 lies 
outside the climatic niche of the population at time t, the amount of climate change lies within the 
maximum evolutionary potential (Hmax) of the population of cell c if this condition is met. Thus, if 
Hc < Hmax, the population of the trailing-edge cell persists because its climatic niche is expanded to 
encompass the new climate at time t + 1. Once the test is performed for all trailing-edge cells, the 
entire climatic envelope of the species is recalculated to reflect the maximum expansion of niche 
limits in the trailing edge, with these new limits applied to the entire population.  
Conversely, if Hc > Hmax for any of the environmental variables in cell c, the required evolution for 
persistence is beyond the maximum evolutionary adaptability of the population in that cell, and the 
population is therefore extirpated from that trailing-edge cell. Thus, if Hmax is infinitely large, the 
local population has an infinite evolutionary potential and will respond to any rate of climate 
change, however extreme, by expanding its climatic niche. In this case, climate change would never 
promote any local extirpation, as the geographic range would never contract. Conversely, if Hmax is 
zero, the local population has no evolutionary potential, and will always be extirpated from all 
trailing-edge cells. In our simulations, we applied several values of Hmax to study how evolutionary 
rescue may affect the patterns of biodiversity that emerge from the simulated ecological and 
evolutionary processes. 
Niche heritability and selective pressure 
Because Hc is a local measure of the environmental distance between two consecutive time steps in 
the trailing-edge cell c under climate change, under the assumption that the average environmental 
conditions Ēt may be considered as a phenotypic trait, it is possible to interpret Hc in units of 
Haldanes (119, 120), and show how Hc may be used to describe evolutionary niche shifts (147). 
Because we scale Hc to represent evolutionary rate between two generations, and because Hc is 
standardized by variation in the genetic neighborhood t, then 
Hc = h2 β , 
where h2 is the heritability of the trait, given by the proportion of additive genetic variance in 
relation to total phenotypic variance, and β is the selection gradient standardized by standard 
deviation t (i.e., the slope of the relationship between fitness and environmental variable E (118). 
Thus, under very high heritability, say h2 ~ 1, (i.e., most of the variation is inherited between 
consecutive generations), a Haldane may approach 0.1, indicating that a shift of one standard 
deviation in the tolerance for variable E would shift relative fitness by 10% (148). Unfortunately, 
there are few empirical analyses of these genetic parameters calculated from experimental data of 
wild populations, and it is still challenging to directly predict responses to climatic adaptations 
based on genetic models (149). Thus, the threshold value Hmax may be interpreted as the 
combination of selection strength (β) and heritability (h2). In fact, a critical Hmax value simulates the 
limits of evolutionary rescue (niche adaptation) imposed by the balance between (i) maximum 
tolerable intensity of selection pressure imposed by climate change and (ii) available additive 
variance in the population, as measured by the variation of realized climate niche in the genetic 
neighborhood of the focal cell c. Finally, assuming that the average intensity of selection pressured 
imposed by climate change is moderate for most populations (147), a critical Hmax value of 0.01 





would capture an evolutionary rate that is close to the maximum expected in most natural situations 
(117, 118). 
Geographic structure of implicit genetic variation 
Given that t is the standard deviation of E within the genetic neighborhood of the trailing-edge cell 
c, as defined by maximum dispersal distance Dmax, the model assumes the existence of a geographic 
structure in the genetic variation of the local population, which increases the potential of adaptation 
at a regional level and minimizes long-distance central-peripheral dynamics that can constrain 
adaptive potential (150). Thus, climate change in trailing-edge cell c (i.e. Ec,t+1 – Ēt) is relative to the 
geographic variation in E realized by the local population at time t within the reach of its dispersal 
distance from the trailing-edge cell c. Although more complex theoretical models have been 
proposed for evolutionary rescue and adaptation to shifting environments (e.g., (102, 118), these 
models have a much higher number of parameters and are difficult to apply in spatially and 
temporally explicit scenarios, especially at macroecological and macroevolutionary levels. We 
believe that our simplified approach for Hmax is the most parsimonious model for evaluating how 
variation in relative evolutionary potential may affect patterns of biodiversity under complex and 
stochastic climate fluctuations. 
Dispersal, range fragmentation/coalescence, and environmental niche dynamics 
As in Kirkpatrick and Barton's (150) model, we assume that geographic structure of implicit genetic 
variation and gene flow within the range of a population normally prevents unlimited genetic 
divergence in response to environmental heterogeneity, while simultaneously allowing a certain 
degree of local adaptation. Climate change can create barriers of unsuitable environment that 
fragment the population’s range. If such a barrier is wider than the maximum dispersal distance of 
the population, Dmax, the fragment becomes demographically and genetically isolated. The resulting 
lack of gene flow allows independent niche evolution within each range fragment. If populations 
come into secondary contact before speciation occurs, however, they coalesce, and their respective 
niches are blended, proportionally, to become one again (Movie 2). All coalescing populations 
contribute to redefining the niche of the newly reconstituted population, as explained below. 
Dispersal and geographical range dynamics 
In our model, at time step t + 1, each population initially colonizes all suitable cells that lie within a 
maximum distance Dmax (maximum dispersal distance, a population-specific character; Table S1) 
from any cell that the population occupied in time step t. After trailing-edge selection for adaptation 
to changed climate (see the previous section), evolutionary rescue (still within time step t +1) 
allows re-colonization of any cells within distance Dmax of a trailing-edge cell that were made newly 
suitable by adaptive evolution. (No second round of dispersal is allowed for leading-edge cells, thus 
ensuring that, within a single time step, only cells within Dmax of previously-occupied cells become 
newly occupied.) In nature, of course, dispersal and trailing-edge selection take place continuously, 
but we are forced by the limitation of discrete time steps to take this two-step approach. The first 
dispersal episode is required before selection, because the genetic neighborhood of trailing-edge 
cells may include newly-suitable cells reached by dispersal (Movie 2).  
Consider two map cells occupied by a population at time t, located a geographic distance apart 
greater than the dispersal limit of the population (Dmax), but separated by a contiguous sequence of 
colonized cells (i.e. no barriers between the two cells). If climate change at time t + 1 allows the 
two cells to continue to be occupied, but removes all suitable habitat between the two occupied 
cells, then the range of the population is declared fragmented. In addition, the two newly-isolated 
cells (those located at a distance greater than Dmax) become part of the range of evolutionarily 






Conversely, consider two populations of the same species at time t, which, by definition of an 
independent population, are separated geographically by a distance at least as large as the maximum 
dispersal distance (Dmax) of the population. If climate change creates environmentally suitable 
habitat in a cell that is at least as close to both populations as the dispersal limit (Dmax), then the 
populations coalesce. Coalescing populations lose their distinct identity and become a single 
population. 
Environmental niche dynamics of fragmenting and coalescing populations 
When the geographic distribution (range) of an ancestor population becomes fragmented into 
independent populations, all smaller populations inherit the environmental niche of the ancestor 
population (Movie 2). However, due to founder effects and spatial structure of genetic variability, 
smaller populations do not inherit exactly the same niche properties as larger populations. Under 
either a center-to-periphery model of gene flow or an isolation-by-distance model, it is not expected 
that populations located in regions of different environmental conditions would inherit the same 
environmental niche, without any specialization to the local climate. In addition, if the 
fragmentation of the ancestor population yields sub-populations of varying sizes, it is unlikely that 
each sub-population would harbor the same amount of genetic variation. 
Thus, in our model, in the event of range fragmentation of an ancestor population, the niche limits 
of the newly isolated, descendant populations are determined by the ancestral population’s niche 
limits, local environmental conditions, and population size, according to the following formulas 
(applied to each niche dimension independently): 
PopNicheMax = AncestorNicheMax – [(AncestorNicheMax – PopRangeEnvMax) × (1 – FracAreaAncestorPop)] 
PopNicheMin = AncestorNicheMin + [(AncestorNicheMin – PopRangeEnvMin) × (1 – FracAreaAncestorPop)] 
where (1) PopNicheMax and PopNicheMin are the new maximum and minimum tolerance limits of 
the new population to a given environmental factor, (2) AncestorNicheMax and AncestorNicheMin 
are the maximum and minimum tolerance limits of the ancestor population to the same 
environmental factor, (3) PopRangeEnvMax and PopRangeEnvMin are the maximum and minimum 
environmental conditions within the geographic range of the new population, and (4) 
FracAreaAncestorPop is the ratio between range size of the descendant sub-population (each new 
fragment, after fragmentation) and the ancestor population (the whole population, before 
fragmentation). 
This model assumes that, after fragmentation, a newly isolated population of large area (similar to 
the range size of the ancestral population) inherits an environmental niche similar to its ancestor, 
because most of the genetic variation of the ancestral population is transmitted to this large 
descendant population. Conversely, a newly isolated population that represents only a small fraction 
of the original area of the ancestral population should hold a proportionally smaller fraction of the 
ancestral genetic variation. Thus, if genetic variation is spatially structured, the small sub-
population is more prone to niche specialization, both in terms of niche optimum and niche breadth. 
Conversely, when fragments rejoin and the populations coalesce, their respective niches contribute 
to the definition of the environmental niche of the newly coalesced population. However, smaller 
populations contribute less than larger populations. To account for this asymmetry, the contribution 
of each population is weighted by its range size (sum of area of occupied cells). Thus, the maximum 
and minimum tolerance limits of the newly coalesced population, for each niche dimension, are the 
average of maximum and minimum tolerance limits of all coalescencing populations, weighted 
proportionally by the respective range size of each coalescencing population. 






If a population remains isolated long enough from all other populations of its species, independent 
evolution will likely create reproductive barriers, consolidating allopatric speciation. Because the 
minimum time in isolation required for speciation is unknown, we model it as a free parameter 
(Tmin). Thus, if a population (or lineage of populations) has been continuously geographically 
isolated from all other populations of the same species for a length of time equal to Tmin, the 
population is declared a new and independent species (Movie 2). Because the new species has no 
further chance of future coalescense with other populations of its ancestral species, it has the 
potential for secondary sympatry with its sister species. 
Interspecific competition and competitive exclusion 
In classical ecology, two species with the very same resource use/requirements (i.e. same niche) 
cannot coexist (151-155). Until now, however, models on broad spatial, temporal, and taxonomic 
scales have failed to incorporate the effects of interspecific competition on biodiversity patterns 
through simulation of competitive mechanisms. The principal challenge has always been modeling 
the resources for which species compete, without modeling individual consumers and the myriad of 
resources and their respective depletion rates. Here we incorporate resource competition, without 
explicitly modeling resources. In our model, the potential geographic distribution of a population is 
a function of climate, but realized geographical distributions can be modified by interspecific 
competition and dispersal. 
In the sections that follow, we describe the construction of a multi-part measure of population 
vulnerability to interspecific competition, which we call the index of competition, C. At each time 
step in the model, the fate of each population, in each cell, is determined by its index of competition 
in relation to Cmax, a model parameter that sets the maximum intensity of competition in a given cell 
that nonetheless permits coexistence. Thus, if C for one or more species in a cell exceeds Cmax, 
competition prevents one or more species from occupying that cell. 
Intensity of competition and phylogenetic distance 
Assuming that the use of resources by species (e.g. food items, foraging time/strategy) evolves at a 
constant average rate with variance proportional to time (i.e. a Brownian motion model of trait 
evolution), the expected intensity of competition (0 < Comp < 1) between two species declines with 
phylogenetic distance (PD) between the two species, which increases steadily with time. With that 
assumption, the actual resources for which the species compete for do not need to be explicitly 
modeled, for our purposes, because the overall effect of competition between species will 
consistently decrease with phylogenetic distance. This simplification assumes that competition is 
approximately symmetric between a pair of species (the intensity of competition of species A on 
species B is the same as intensity of competition of species B on species A), because phylogenetic 
distance between two species is also symmetric. 
As the intensity of competition decreases with increasing phylogenetic distance (linearly in the case 
of a Brownian motion model of evolution, or non-linearly for a more complex evolutionary model), 
it is reasonable to assume a threshold in time after which resource competition between two species 
would become negligible and sympatry may occur, unimpeded by competition. Thus, we assume 
that a pair of species that are phylogenetically more distant than a minimum threshold Pmin would 
have no resource overlap and therefore no resource competition between the two species. In this 
case, their environmental niches may continue to overlap without restriction; indeed, they must 
overlap, for sympatry. 
Thus, the intensity of competition (Comp) suffered by a particular species can be calculated as: 









For example, if species A and B are 10 phylogenetic units apart, and the phylogenetic threshold for 
no competition Pmin is 30 phylogenetic units, we calculate the intensity of competition imposed by 
species A on species B (or species B on A, since competition between any pair of species is 
symmetric) as: 







In the simplest traditional approaches (e.g. Volterra-Gause models), competition and its effects on 
equilibrium population size are usually modeled between two species. However, all co-occurring 
species that share resources should be considered competitors (121, 156). Assuming that the 
presence of each additional competitor in a particular map cell causes an additive effect on the 
overall intensity of competition. To take account of all competing species, we calculate diffuse 
competition (157) as: 






 𝑓𝑜𝑟 𝐴 ≠ 𝑖, 𝑓𝑜𝑟 𝑃𝐷஺ି௜ < 𝑃௠௜௡ 
where i is one of the p species present in a given cell. 
For example, given the phylogeny below, one can calculate the following expressions to arrive at 
the total diffuse competition on each of four species, A-D, with a threshold of Pmin = 30 
phylogenetic units for escape from competition: 
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Environmental niche and ecological stress 
Assuming that the environmental niche of a population is analogous to a fitness function, 
individuals occurring in cells with extreme environmental conditions (with respect to the 
environmental tolerances of the population) have lower fitness, leading to a lower population 





density. Conversely, grid cells with environmental conditions near the center of a population's 
environmental niche are more “suitable” for the population, therefore individuals in these cells 
would have higher fitness, leading to higher population density. Thus, the niche center can be 
considered as the most suitable environmental conditions (e.g. less stressful), whereas niche limits 
can be considered as the most stressful environmental conditions still permitting persistence. 
On one hand, if the maximum and minimum annual environmental conditions in a cell 
(CellEnvMax and CellEnvMin) are very different from the niche center of the population 
(PopNicheMid), then the cell is subject to extreme environmental conditions over the course of a 
year. On the other hand, if the maximum and minimum environment conditions in a cell are similar 
to the optimal environment of the population’s niche center, then the environmental conditions in 
the cell are less stressful to the population. However, to judge the degree of similarity of the cell’s 
environment to a population’s niche, we must also take into account the overall size of the 
population’s niche, based on niche limits PopNicheMax and PopNicheMin. Thus, we compute an 
environmental stress index of the following form: 
𝐸𝑛𝑣𝑆𝑡𝑟𝑒𝑠𝑠 =
൫(|𝐶𝑒𝑙𝑙𝐸𝑛𝑣𝑀𝑎𝑥 − 𝑃𝑜𝑝𝑁𝑖𝑐ℎ𝑒𝑀𝑖𝑑|) + (|𝐶𝑒𝑙𝑙𝐸𝑛𝑣𝑀𝑖𝑛 − 𝑃𝑜𝑝𝑁𝑖𝑐ℎ𝑒𝑀𝑖𝑑|)൯
൫(|𝑃𝑜𝑝𝑁𝑖𝑐ℎ𝑒𝑀𝑎𝑥 − 𝑃𝑜𝑝𝑁𝑖𝑐ℎ𝑒𝑀𝑖𝑑|) + (|𝑃𝑜𝑝𝑁𝑖𝑐ℎ𝑒𝑀𝑖𝑛 − 𝑃𝑜𝑝𝑁𝑖𝑐ℎ𝑒𝑀𝑖𝑑|)൯
 
This equation calculates the ratio between (1) the environmental distances between maximum and 
minimum environmental conditions of the cell and the niche center, and (2) the maximum 
environmental scope tolerated by the population, defined as the distance between niche limits and 
the niche center. The same calculations can be extended to a multi-dimensional environmental 
space by averaging the environmental stress index of multiple environmental factors (e.g. 
temperature and precipitation): 
 
 
Figure S9. Graphical representation of the environmental stress index. The dashed box 
represents the population niche, in which the center of the box represents the niche center 
(optimum). The crosses represent two grid cells occupied by the population, in which the 
vertical line in each cross is precipitation seasonality (minimum and maximum), and the 
horizontal line is the temperature seasonality. The sum of the lengths of dashed colored 
lines, measuring the environmental distance between the climatic extremes of a grid cell to 
the niche center of the population, is divided by half the perimeter of the niche box. In this 
hypothetical example, the population is under more intense environmental stress in the 







In the example illustrated above (Fig. S9), the niche of the population is depicted as the outer square 
(dashed black line). The niche optimum is depicted as the blue dot at the center of the square, and 
the niche amplitude is illustrated as the narrow-dashed lines connecting the optimum of the niche 
(center of the square) to the niche limits (sides of the square). The environments of two cells are 
represented by the blue and green crosses. The magnitude of stress imposed on the population by 
occupying each cell is represented by the dashed lines connecting each of the environmental 
extremes for the cells (the tips of the crosses) to the niche center. In this example, the average 
length of the blue dashed lines indicates the average stress of the population occupying the blue 
cell. It is clear from this figure that the population is under more intense stress in the blue cell than 
in the green cell, because the average length of the dashed green lines is greater than the average of 
the dashed blue lines. Finally, the environmental stress in any cell (the average length of the dashed 
blue and green lines) is standardized by the niche amplitude (half the perimeter of the niche box). 
Competitive exclusion 
Two species may coexist if the resources that they utilize are sufficiently distinct. In our model, two 
recently diverged species are assumed to utilize the same resources and therefore compete 
maximally. However, in the model, the degree of resource use overlap between the two species 
decreases linearly with time since divergence (i.e. with phylogenetic distance). However, if the two 
coexisting species compete (i.e. they are phylogenetically closer than Pmin), one of them may be 
extirpated from the cell. The excluded species is likely to be the competitor that is under stronger 
environmental stress in the cell where the two species overlap. Thus, if the intensity of competition 
and/or environmental stress is high, the more environmentally stressed population will be removed 
from the cell. Assuming that the effects of intensity of competition and environmental stress are 
additive, their interaction is illustrated below. 
 
 
Figure S10. A population occupying a given grid cell, at a given time step, will be under some degree of 
environmental stress (given its niche and the current climate in the cell, as measured by the 
environmental stress index) and the local intensity of competition (given the co-occurring species in the 





same cell, as measured by the competition index). If the population in the cell falls in the green zone of 
low environmental stress and/or weak competition, it persists in the cell. If the population in the cell falls 
in the red zone of high environmental stress and/or strong competition, it is eliminated from the cell 
(extirpated) as a consequence of competitive exclusion. 
 
In the diagram above (Fig. S10), each cell occupied by a given species can be plotted according to 
the intensity of competition with all co-occurring populations of other species (X axis) and 
environmental stress (Y axis). Thus, a population, in a given cell, will be located in the green zone if 
it is under low environmental stress (the environmental condition of the cell is close to the niche 
center of the population) and/or if the intensity of competition is low (all other populations 
coexisting in the cell are phylogenetically distant). Conversely, populations under high intensity of 
competition and/or high environmental stress (red zone) become locally extirpated (removed from 
the cell). 
For our simulation model, the index of environmental stress and the index of the intensity of 
competition are calculated for each population, in each cell c, at each time step. These two indexes 
are then added, for each population, resulting in a single index of competition, Cc, for that 
population, in that cell c. All populations occupying a single cell are then sorted according to the 
magnitude of this combined index Cc. If the population with highest competition index Cc has a 
value greater than the maximum intensity of competition allowing coexistence, parameter Cmax, 
then the population is removed from the cell. Next, the competition index is re-calculated for all 
remaining populations in the cell c, now assuming the absence of the population that has been 
previously extirpated by competitive exclusion. The competition index Cc is re-calculated and 
populations are sorted again. If the population with the highest competition index Cc has again an 
index greater than Cmax, then that population is also removed. The algorithm iterates until the 
population with highest competition index in the cell has an index Cc that falls below the threshold 
Cmax. 
Model specification: process sequence 
In our model, we are forced to implement continuous ecological and evolutionary processes in 
discrete time steps. At each time step, a series of operations must be performed sequentially, to 
mimic the inherently interacting processes that drive species distributions and evolution. The order 
of these operations is necessarily somewhat arbitrary, but we have endeavored to choose an order 
that makes the most sense. In designing the process sequence, we have made the following 
assumptions. (i) Dispersal processes are faster than evolutionary processes; thus adaptation to 
climate change (step (6) below) occurs only after dispersal has responded to changed climatic 
conditions (step (1)). (ii) Intraspecific processes are faster than interspecific ones; thus interspecific 
competition is reckoned only after adaptation to climate change. (iii) Explicit evolutionary 
adaptation occurs only through trailing-edge selection on niche limits. 
Assume that the gridded geographical map is occupied by a number of geographical ranges (each of 
which represents a population of a surviving species) at the end of time step t. Each population has 
its own fundamental niche for time t, specified by its minimum and maximum annual temperature 
tolerance and minimum and maximum annual precipitation tolerance. Likewise, at time t, each map 
cell has a specified minimum and maximum annual temperature and a specified minimum and 
maximum level of annual precipitation. 
At time t+1, the following steps are taken, in the order indicated below: 
(1) Climate specification. The climatic conditions for time t + 1, for each cell in the map, are 
specified by the stand-alone paleoclimate model outlined earlier. Four values are provided by the 





climate model for each map cell, at each time step: minimum and maximum annual temperature and 
minimum and maximum annual precipitation (Movie 1). 
(2) Persistence. For each population, each cell that was occupied by the population at time t is 
evaluated by comparing the climatic conditions at time t + 1 with the population’s fundamental 
niche limits for time t. If the new conditions in a cell lie within the time-t niche (tolerance) limits of 
the population, it continues to occupy the cell. 
(3) Dispersal and leading edge specification. Each cell that was occupied by the population at 
time t is considered for dispersal to neighboring cells, whether contiguous or not, that are 
climatically suitable at time t + 1, given the time-t niche limits of the population. Dispersal is 
controlled by a parameter Dmax, which sets the maximum geographic map distance that a population 
can disperse. Thus, all cells that are climatically suitable at time t + 1 that lie within distance Dmax of 
each cell occupied at time t by the population are colonized in this step of the process sequence. All 
cells newly occupied through dispersal, in this step of the sequence, are hereafter designated as 
leading edge cells (Movie 2). 
(4) Trailing edge specification. Any cell that was occupied by the population at time t but that has 
become climatically unsuitable at time t + 1 and that lies more than distance Dmax from a 
climatically suitable cell (occupied cell) is designated a trailing edge cell for the range. The 
population in each trailing edge cell is under selection, and must go through adaptive evolution of 
one or more niche limits to stay in the cell. Sub-populations in newly-unsuitable cells that lie within 
distance Dmax of a suitable cell are assumed to have dispersed to a suitable cell. 
(5) Climate change and evolutionary rates. The evolutionary rate (Hc) required to allow a 
population to persist in a trailing edge cell c is computed separately for each of the four niche traits 
for each trailing-edge cell. Hc is defined as the difference between the environmental condition in 
the trailing edge cell c, at time t + 1, and the environmental condition averaged over all cells 
occupied by the population at time t, within the genetic neighborhood of cell c—a region defined by 
maximum dispersal distance Dmax from trailing edge cell c. This environmental difference is then 
scaled by dividing by the standard deviation of environmental conditions in the genetic 
neighborhood at time t (as described in in the narrative section above, “Climate change and niche 
evolution”). 
(6) Adaptation: response to selection. A parameter Hmax defines the upper limit of potential 
evolutionary rate (adaptation) of the population in a trailing edge cell. Populations are extirpated 
from trailing edge cells in which Hc is greater than Hmax. Conversely, evolutionary rescue allows the 
persistence of populations in trailing edge cells in which Hc is less than Hmax. The new niche trait of 
the population (e.g. maximum annual temperature) then becomes that of the trailing-edge cell with 
largest post-selection niche limit. The altered trait then applies to the entire population, as described 
next. 
(7) Evolutionary rescue. Each trailing edge cell, that was occupied by the population at time t, but 
became unsuitable at t + 1 due to climate change, is considered for re-occupation, given any new 
niche limits of the population as specified in Step 6, above. As before, dispersal is controlled by the 
parameter Dmax , which sets the maximum geographic map distance that a population can disperse. 
All trailing-edge cells that are climatically suitable, after niche adaptation, and that lie within 
distance Dmax of each cell occupied at in Step 3 are colonized. 
(8) Interspecific competition and competitive exclusion. For each map cell, interspecific 
competition among all occupying populations is assessed, potentially leading to competitive 
exclusion, according to the rules specified in the narrative section above, “Interspecific competition, 
dispersal, and competitive exclusion.” 





(9) Range coalescence and environmental niche dynamics. Following the application of 
competition rules, each surviving population is evaluated for potential coalescence and 
environmental niche consolidation, following the rules specified in the narrative section, above, 
“Range fragmentation/coalescence and environmental niche dynamics” (Movie 2). 
(10) Allopatric speciation. Each population that has not coalesced with another population of its 
own species is evaluated as a candidate for speciation, following the rules specified in the narrative 
section, above, “Allopatric speciation.” If the two populations of the same species have maintained 
geographic isolation for Tmin time steps, an speciation event is declared, and the populations become 
independent sister species, which can no longer coalesce (Movie 2). 
See Fig. 1 (Main Text) for a graphical representation of the model. 
Summary of model parameters and initial conditions 
The simulation model depends upon and requires initialization of the five parameters and the initial 
conditions detailed in Tables S1 and S2, below. 
 
Table S1. Model parameters. 




Sets the maximum geographic map distance that a population can 
disperse to occupy a climatically suitable cell. Thus, all cells that are 
climatically suitable and lie within distance Dmax of each cell already 




Sets the upper limit of potential climatic adaptation of the population 
in a trailing edge cell. Hc is the required evolutionary rate (niche 
adaptation) that would ensure the persistence of the local population 
at the trailing-edge cell c. If Hc does not exceed Hmax in the trailing 
edge cell, the population persists in the cell by adaptive evolution of 
the population niche limits. 
Minimum time for 
speciation 
(Tmin) 
Sets the minimum time in isolation for a new species to arise. Once a 
population (or lineage of populations) has been continuously 
geographically isolated from all other populations of the same species 







Sets the minimum phylogenetic divergence for negligible 
interspecific competition. Once a pair of sister species achieves the 
phylogenetic distance of Pmin, resource competition between them 
becomes negligible and they may coexist in sympatry without 
competing. 
Maximum intensity of 
competition allowing 
Sets the maximum intensity of competition (Cmax) that still permits 
coexistence among competing species. If the population under the 







highest competition and environmental stress has a Cc value greater 
than Cmax, then the species is eliminated from the cell by competitive 
exclusion. 
Table S2. Initial conditions. 
Initial condition Description 
Center of origin of 
ancestral species 
At the beginning of the simulation, one map cell is defined as the 
place of origin of the ancestral species of the simulated clade. 
Niche of ancestral 
species 
At the beginning of the simulation, the climatic tolerances (niche 
limits) of the ancestral species are defined setting the climatic 
conditions (minimum and maximum annual precipitation and 
temperature) that the species can tolerate. The ancestral species 
initiates its geographic range by occupying all cells within maximum 




To investigate the effect of spatial heterogeneity in climate variables 
we applied a mathematical smoothing filter, at different strengths, to 
minimum and maximum precipitation and temperature variables (see 
Experimental design and parameter exploration) 
 
Speciation, persistence, and extinction: Species’ lifetime trajectories 
From the beginning of the simulation at 800 ka, when only the founder species is present, to the 
final time step, the lifetime trajectory of each species (and its population or populations) is recorded 
in space and time. Each species is characterized by the duality between its climatic niche and its 
geographic distribution. The ecological and evolutionary events and processes that affect the niche 
and distribution of a species include the time and place of its origination (speciation), climate 
change driving range dynamics and niche evolution, competitive exclusion, range fragmentation, 
speciation and/or extinction. 
In our simulation, the three possible fates of a species are (1) a cladogenetic split into two daughter 
species, (2), extinction due to range collapse or (3) survival until the end of the simulation. Thus, 
the lifetime trajectory of a species may be subdivided into three, mutually exclusive conditions: a 
speciation trajectory, a persistence trajectory, and, if the species goes extinct during the simulation, 
an extinction trajectory (Fig. 2 Main Text). 
The lifetime trajectories of all species are fully known only once the simulation is completed. Thus, 
we first run the simulation forward to record all the biogeographical information generated by the 
simulation, such as the distribution of all species, their evolutionary relationships, cladogenetic 
events, and extinction. Once the full simulation is completed and the history of all species has been 
recorded, the life stages of each species (i.e. speciation, persistence, and extinction) are identified 
by stepping backwards through the completed simulation results. From the backward analysis of a 
simulation, each species, at each time step, may be classified in either a speciation, persistence, or 





extinction trajectory. Species that give rise to daughter species or persist into the present lack an 
extinction trajectory. Once a species is classified as in a speciation or extinction trajectory, the 
species is soon removed from the simulation, either as a result of speciation or extinction, because 
of the transient nature of these two categories. Conversely, a species may remain in the persistence 
category during an indefinite period of time, as long as it neither speciates nor goes extinct. Finally, 
the change of category of one species does not affect the classification of any other species, nor 
does classification affect the events in the simulation. 
Speciation trajectory 
A species is classified in the speciation trajectory from the moment of range fragmentation into sub-
populations until the consolidation of speciation, Tmin time steps later (Fig. 2 Main Text, thick 
dashed lines,). Thus, by definition of a range fragment, the geographic distribution of a species in 
the speciation stage must comprise two or more isolated populations. By running the simulation 
backwards, we can identify the time step of speciation of each species, and track the geographic 
distribution of its range backwards in time until the time step of range fragmentation. As explained 
above, the duration of the speciation trajectory is regulated by model parameter Tmin. Species 
composed of incipient populations that remained in isolation for less than Tmin are not classified in 
the speciation trajectory, either because these populations later coalesced with another population of 
the same species, or because their range contracted until collapse into extinction. 
Extinction trajectory 
A species is in its extinction trajectory during the process of range contraction, which is defined as a 
continuous downward temporal trajectory of its range size, ending in total range collapse (Fig. 2 
Main Text, thin dashed red line). Thus, the length of an extinction trajectory of a species depends 
upon the rate of its range contraction. Using the full record of each simulation, we analyzed the 
temporal trend of range size of each extinct species, running the simulation backwards to define and 
record the period between the extinction event and the beginning of the process of range 
contraction, as defined by a negative slope between range size and time step. 
Persistence trajectory 
A living species is classified as in a persistence trajectory if it is neither in an extinction trajectory 
nor in a speciation trajectory (Fig. 2 Main Text, thick solid lines). Thus, range fragmentation that 
does not lead to speciation (because range fragments may collapse or re-coalesce with other 
fragments) is not sufficient to classify a species in the cradle trajectory. Likewise, range contraction 
that does not lead to extinction (because range size may later increase or stabilize) is not sufficient 
to classify the species in the extinction trajectory. 
 
Emergent multi-species patterns from single-species trajectories 
In our model, interactions among niche, dispersal capacity, competition among species, and climate 
dynamics shape the geographic distribution of species, which in turn may drive niche evolution, 
range fragmentation, speciation, and extinction (Fig. 1, Main Text). From the interplay among these 
interlinked processes many biogeographic events take place, and, at each step of the simulation, 
each species is classified at each time step according to the three fundamental, lifetime trajectories: 
speciation, extinction or persistence. By aggregating the spatial and temporal trends of the 
combined lifetime trajectories of sets of species that compose an assemblage, we can study 
emergent biodiversity patterns, including adaptive radiations, mass extinctions, rates of net 
diversification, and the formation of patterns in species richness. Here we focus on the emerging 
patterns of time and place of speciation (cradles), persistence (museums) and extinction (graves) 





(Fig. 2 Main Text). 
Cradles, graves and museums 
As explained above, at every time step, each and every extant species is classified in one, and only 
one, portion of its lifetime trajectory: either speciation, persistence, or extinction (Fig. 2). During 
the period that a species is classified in one of these three life stages, its spatial occupancy is 
recorded on the map, as defined by the geographic distribution of the species, and its temporal 
occupancy is recorded in a timeline. For example, one could count the number of species that are in 
the process of speciation (i.e. classified in the speciation lifetime trajectory) in a given location 
(spatial occupancy), or the number of species in the processes of extinction (i.e. classified in the 
extinction lifetime trajectory) in a given moment (temporal occupancy). We define a cradle by the 
number of species classified in the speciation trajectory and a grave by the count of all species 
classified in the extinction trajectory, in a given place or time. A museum is defined by the number 
of species classified in the persistence trajectory that coexist in a given location or time. Thus, at 
any given moment or location, the sum of cradles, graves and museums equals the total number of 
species (richness), because each species must be classified, without exception, as in a speciation, a 
persistence, or an extinction trajectory. In other words, cradles, graves and museums are 
decompositions of patterns of total species richness into the most fundamental biogeographic 
processes (speciation, persistence, and extinction) at the species level. Finally, the difference 
between cradles and graves (speciation minus extinction) defines the net diversification of the clade 
at a given location or time. 
Temporal patterns: time series of cradles, museums, graves, and richness 
At any given step in the simulation, one can calculate the time-specific cradles (total number of 
species in speciation trajectory at that time step), museums (total number of species in the 
persistence trajectory at that time step), and graves (total number of species in the extinction 
trajectory at that time step). A temporal pattern (an occupancy time series) of these components of 
biodiversity may be generated by calculating the total number of cradles, museums, or graves for 
each and every time step in the simulation. Likewise, we can also calculate a time series of net 
diversification (cradles – graves) and total richness (cradles + graves + museums). 
Time-specific occupancy maps of cradles, museums, graves, and total richness 
The time series of cradles, museums, and graves may be calculated not only for the entire set of 
species in the simulation, but also only for the assemblage of species occupying a given map cell. 
At any given time step, each species contributes to the map of cradles, museums, or graves, for 
every map cell that it occupies at that time step. Thus, we may construct a sequence of time-specific 
occupancy maps for cradles, museums, and graves, on a continental scale. By recording and 
chronologically displaying these time-specific maps of richness, calculated for each simulation time 
step, we created movies that describe spatial and temporal rates of species richness (e.g. Movie 2). 
Static space-time patterns: cumulative maps of cradles, museums, graves, and total richness 
A time series of time-specific cradle richness, grave richness, or museum richness maps may be 
integrated as the summation of species richness over the entire course of the simulation (e.g. the 
total number of species in the extinction trajectory in each map cell throughout the simulation). We 
define a cumulative richness map as the summation, for each map cell, over all time steps, of cradle, 
museum, or grave species richness. Thus, a cumulative cradle richness map plots, in each map cell, 
the total number of species in the speciation trajectory that ever existed throughout the entire course 
of the simulation in that map cell. The overlay (summation) of cumulative cradle, museum, and 
grave species richness maps yields the cumulative total richness map, as the sum of cradles, 
museums and graves defines the total number of species. 





Summary of emergent properties and patterns 
Given the ecological and evolutionary mechanisms built into the model, the parameter settings, and 
the initial conditions, Tables S3 and S4, below, specify the emergent properties at the level of 
species and lineages, and the spatial and temporal patterns at the assemblage level that emerge from 
the simulation. Fig. 1 (Main Text) provides a graphical summary of the interaction among modeled 
processes on the emerging properties and patterns. 
 
Table S3. Emergent properties and patterns at the population level. 
Emergent properties at 
the level of population, 
species and lineages 
Description 
Climatic niche 
Each species inherits its climatic niche from its ancestors, but over 
time, its niche can be modified in two ways. First, climate dynamics 
may impose selection pressure on niche limits in trailing-edge cells, 
expanding the niche by adaptive evolution, in turn affecting the 
species’ geographic distribution. Second, climatically-imposed 
fragmentation of species ranges can contract the niche of a 
geographically isolated population, which is assumed to remain 
adapted only to the extremes of conditions prevailing within the 
range of the fragment at the time of fragmentation.  
Species geographic 
distribution 
The geographic distribution of each species is a consequence of the 
interaction between a dynamic climate, the species niche, and 
competition with phylogenetically related species. As climate 
changes, each species responds by re-shaping its geographic range 
through dispersal and local extirpation and by adapting its climatic 
niche. Climate dynamics also fragment species ranges, and ultimately 
drive allopatric speciation. The place of origin and the niche and 
geographic distribution of a descendant species is a consequence of 
evolutionary history of its ancestors 
Species temporal 
distribution 
The time of origin, time of extinction, and longevity of a species are 
the consequences of a complex chain of events, including the 
inherited niche and place of origin, ecological and evolutionary 
response to climate dynamics and dispersal capacity, and competition 
with phylogenetically related species 
Segments of species 
lifetime trajectory 
Each species, at each step of the simulation, is classified as in (i) a 
speciation trajectory if its population is geographically isolated, and 
will remain isolated for Tmin time steps; (ii) an extinction trajectory if 
its range size is continuously contracting, and eventually collapses; or 
(iii) a persistence trajectory if the species is in neither a speciation nor 
an extinction trajectory 








A full phylogeny emerges from simulation model, describing all the 
events of speciation and extinction, ancestrality relationships and 
longevity of species 
 
Table S4. Emergent spatial and temporal patterns at the assemblage level. 
Emergent spatial and 
temporal patterns at 
the assemblage level 
Description 
Cradle richness 
The number of species in the speciation trajectory at a given location 
or point in time defines a cradle. We explored the spatial (map) and 
temporal (time series) patterns of cradles. 
Grave richness 
The number of species in the extinction trajectory at a given location 
or point in time defines a grave. We explored the spatial (map) and 
temporal (time series) patterns of graves. 
Net diversification 
The difference between the number of species in the speciation and 
extinction trajectories at a given location or point in time defines net 
diversification at that place or time, which is the subtraction of graves 
from cradles. We explored the spatial (map) and temporal (time 
series) patterns of net diversification. 
Museum richness 
The number of species in the persistence trajectory at a given location 
or point in time defines a museum. We explored the spatial (map) and 
temporal (time series) patterns of museums. 
Total richness (cradle + 
museum + grave 
richness) 
The number of species at a given location, or point in time, regardless 
of lifetime trajectory, defines total richness. Total richness is the sum 
of cradles, graves, and museums. We explored the spatial (map) and 
temporal (time series) patterns of total species richness. 
Cumulative richness 
(of cradle, museum, 
grave, or total richness) 
The overlay (sum) of all time-specific maps of species richness 
throughout the course of the simulation is a cumulative richness map. 
Thus, the presence of each species, in each map cell, is counted in a 
cumulative richness measure for as many time steps as the species 
occupies the map cell. Cumulative maps may be computed for cradle, 
museum, grave, or total richness.  
 
Experimental design and parameter exploration 
To understand the role of the mechanisms implemented in the model (Fig. 1) on emergent patterns 
of biodiversity, we ran 10,500 distinct simulations, with varying combinations of parameter settings 





and initial conditions. The factorial design of our simulation experiment consisted in running the 
model with all possible combinations of parameter values, as listed in Summary of explored 
parameter levels and initial condition (below). Thus, the exploration of parameter space was not 
designed to replicate a real-world diversity pattern of an extant group of species or lineages. 
Instead, our goal was to quantify the relative impact of each model parameter on emerging spatial 
and temporal patterns of biodiversity. Nonetheless, we show the correspondence between the 
predictions of our model and empirical patterns in species richness in the section Evaluating the 
correspondence between empirical and simulated patterns in species richness. 
The designed experiment allows us to estimate the relative importance of ecological and 
evolutionary processes implemented in the simulation model (e.g. dispersal, niche evolution, 
competition). The relative importance of these processes may be assessed by quantifying the 
relative magnitude of divergence among the species richness patterns produced by the model as a 
consequence of experimental variation of model parameters, each of which regulates one or more of 
the processes implemented. For example, consider two simulations, with settings differing only in 
having widely different levels of the competition parameter Cmax (i.e. very intense versus mild 
competition between coexisting sister species). If these two simulations, nonetheless produce very 
similar biodiversity patterns, then competition may be judged to have relatively little importance to 
the emergence of the biodiversity patterns, because the experimentally varied parameter Cmax, 
which regulates the process of competition, did not produce any substantial change in the 
predictions of the model. Conversely, if simulations differ in parameter settings only with respect to 
values of the dispersal parameter Dmax produce radically different biodiversity patterns, then we 
may infer that maximum dispersal distance is an important driver of biodiversity patterns. Because 
the model was built upon widely-accepted ecological and evolutionary processes and their 
underlying mechanisms, the relative importance of parameters that regulate these processes 
suggests corresponding differences in their relative significance in natural systems. 
Of course, the full parameter space is infinite, as most of these parameters are continuous and 
boundless variables. However, on one hand, the exploration of parameter space is strictly 
constrained by computational limits, both in processing power (computational speed) and storage 
capacity (size of RAM and ROM memories). On the other hand, the parameters that regulate the 
modeled processes have ecological and evolutionary interpretations, which may be used to 
conceptually limit the range of meaningful parameter values. Thus, acknowledging the tradeoff 
between scientific interest in a deeper and broader exploration of parameter space and the 
constraints on computational capacity, we obviously had to limit to the range of parameter values 
explored. 
Although application of an experimental approach to quantify the relative importance of factors 
(parameters or initial conditions) is conceptually and statistically well established, the estimated 
relative importance of a factor depends not only on the range of values (levels) explored for that 
factor, but also on the range of values explored for the entire set of parameters under consideration. 
Thus, in our experimental design we employed two integrated strategies to define the range of 
values to be explored for each parameter: (i) a conceptual definition of the minimum, maximum and 
intermediate steps of each the levels for each parameter, based on the biological interpretation and 
realism of the implemented process; and (ii) preliminary experimental evaluation of the feasibility 
of the simulation, carried out by testing the proposed extreme levels of each parameter. 
Maximum dispersal distance (Dmax) 
Our model is both spatially and temporally discrete, which limits and defines the behavior and 
interpretation of all model parameters. Maximum dispersal distance (Dmax) is the parameter that sets 
the maximum geographic map distance that a population can disperse, over one simulation step of 





500 years, to occupy a climatically suitable cell. Thus, all cells that are climatically suitable, and lie 
within distance Dmax of an already occupied cell, at time step t, are colonized by dispersal in time 
step t + 1 (500 years later). In addition, populations may be able to colonize climatically suitable 
cells that are isolated by barriers of unsuitable habitat, as long as the suitable cells lie within Dmax 
distance from the currently occupied area. Although there is no available empirical data on the 
maximum dispersal distance of species over a period of 500 years (a single time step of our model), 
we know from observation of living species that dispersal distance may vary substantially, even on 
and ecological time scale. In addition, there is abundant published evidence that adjacent 
mountaintops (i.e. “sky islands”, (158, 159) may harbor isolated sister lineages that are unable to 
cross climatically unsuitable valleys (Hughes and Eastwood 2006). In our model, the minimum 
feasible value for Dmax is the geographic distance between the centers of the largest pairs of adjacent 
grid cells, 150 kilometers between cells each 10,000 km2 in area. Thus, if Dmax is set to 150 
kilometers, over a period of 500 years, a population will have very limited capacity to disperse over 
climatically unsuitable habitat, generally able to expand its range only over continuously suitable 
habitat. Conversely, there is no theoretical limit for the maximum possible value of Dmax, although 
the commonplace absence of extant species in suitable areas in nature is evidence that the 
geographic range of most species is somewhat constrained by dispersal capacity (160). Preliminary 
tests of the model indicated that Dmax larger than 750 kilometers would stop range fragmentation of 
populations, therefore promoting continuous gene flow over the entire domain. Under that scenario, 
no speciation-by-isolation would ever happen, and islands of suitable habitat would never emerge in 
the simulation, as the founder species would immediately become geographically ubiquitous. Thus, 
we set three intermediate steps between the minimum possible Dmax (150km), and the maximum 
reasonable Dmax (750km): 200km, 350km and 500km. 
Maximum niche evolutionary rate (Hmax) 
The upper limit of potential climatic adaptation of the population in a trailing edge cell is set by the 
parameter maximum niche evolutionary rate (Hmax). To ensure the persistence of a local population 
in a trailing-edge cell c (evolutionary rescue), the population requires a niche adaptation 
(expansion) of at least Hc. Thus, if Hc exceeds Hmax in the trailing edge cell, then the population is 
unable to adapt and is consequently extirpated from the trailing edge cell c. Conversely, the 
population will persist in the trailing edge cell c by adaptive evolution if its niche limits can expand 
to a level of Hc or greater. Empirically, the degree of niche conservatism/evolution is generally 
studied as an observed pattern, using comparative phylogenetic analyses (161). Previous simulation 
studies have shown that some degree of niche conservatism is a condition to the emergence of 
spatial patterns in species richness (23, 25). To our knowledge, no evolutionary study has tracked 
the adaptive capacity of the climatic niche of real-world species in natural environments. However, 
theoretical studies have shown that a critical Hmax value of 0.01 would capture an evolutionary rate 
that is close to the maximum expected in most natural situations (117, 118). Thus, we ran 
preliminary simulations with trial values of Hmax greater and lesser than 0.01 Haldanes, until 
diversification ceased when clades failed to adapt to climate change (Hmax too low), or the founder 
species became ubiquitous by rapidly adapting to any level of climate change (Hmax too high). After 
these preliminary explorations of a meaningful range of Hmax values, we set the range between 
0.005 and 0.02 Haldanes, which is, respectively, half and twice the theoretical expectation for 
natural situations. 
Minimum time for speciation (Tmin) 
The time that a population must remain in isolation before being declared a new species is set by 
the parameter minimum time for speciation (Tmin). Once a population (or lineage of populations) has 
been continuously geographically isolated from all other populations of the same species for Tmin 
generations (assuming a generation time of 5 years), the population (or lineage) is declared a new 





and independent species. Speciation is a widely studied subject in evolutionary biology (162), and 
empirical evidence suggests that the process may reach completion over the course of only few 
dozen generations in genetic isolation (68, 158, 160, 163, 164), or that it may take hundreds of 
thousands of years (165). In our model, if Tmin is too low, then diversification rates will surge, as 
even ephemeral isolation of two populations would promote speciation. In addition, a high 
diversification rate would promote an exponential increase in species richness, which could easily 
overload currently available computational capacity. Conversely, if Tmin is too high, diversification 
rate would plunge, as repeated cycles of climate change would rejoin isolated populations before 
the minimum time for speciation. In addition, a lack of speciation events increases the chance of 
full clade collapse, caused by extreme cycles of climate change. Preliminary, but thorough, analysis 
of the impact of Tmin on the behavior of the model showed that Tmin values lower than 3,500 
generations, under some experimental conditions, boosted the number of species to a 
computationally intractable level, without causing any substantial difference in the emerging 
patterns of species richness. At the other extreme, these analyses showed that Tmin values greater 
than 4,500 generations substantially decreased the diversification rate, so that clades remained very 
small. Thus, although there are no theoretical bounds to Tmin values (except zero), we set three 
levels for this parameter (3,500, 4,000 and 5,500 generations, assuming a generations time of 5 
years), which is sufficient to an experimental exploration of meaningful variation in simulated 
diversification rates. 
Maximum intensity of competition allowing coexistence (Cmax) 
The intensity of competition (Cc) that nonetheless permits coexistence of the species potentially 
present in cell c is set by the parameter maximum intensity of competition allowing coexistence 
(Cmax). If the population under the highest competition and environmental stress has a Cc value 
greater than Cmax, then that species is eliminated from the cell by competitive exclusion. Because 
the index of intensity of competition (Cc) is new to this study, there are no empirical studies that we 
can use to support an empirical basis for the range of experimentally explored Cmax values. 
However, the index Cc does have an intuitive ecological interpretation; it is fundamentally based on 
the widely accepted assumption that phylogenetically closely-related species compete more 
intensively than more distantly-related species (123, 166, 167). The Cc index is the additive 
combination of (1) the level of competition with phylogenetically related and co-occurring species 
in cell c, and (2) the level of environmental stress experienced by each species in cell c. Thus, in 
cell c, a species with a low level of Cc (i.e. Cc < 1) is simultaneously (1) not faced with competition 
from phylogenetically closely-related species and (2) has a climatic niche optimum (niche center) 
close to the local environmental conditions in cell c. Conversely, if Cc is high for a species in cell c, 
then (1) closely-related species also occur in the cell, and/or (2) the climatic conditions in the cell c 
are close to the tolerance limits of the species. If a species reaches its climatic tolerance limits in 
surviving annual seasonality of cell c, then stress imposed by the environment alone contributes to 1 
unit of Cc. In addition, if a species occurs in cell c with a closely-related species (at the extreme, its 
sister species), then the presence of that species adds another 1 unit to its Cc. Of course, the value of 
Cc continues to increase with additional closely related species also occupying and competing in 
cell c. Thus, if Cmax is set to less than 1 unit, no species would be capable of expressing its full 
climatic niche, even in the absence of competitors, as environmental stress alone would extirpate 
the species from cell c. Therefore, we set the minimum experimental value of Cmax as 1.5 units, 
which means that a species under its maximum tolerable environmental stress can nonetheless 
coexist with a competing species that is phylogenetically related at 0.5 Pmin units (see below). We 
gradually explored greater values of Cmax, up to 5 units, a level at which a species under its 
maximum tolerable environmental stress would nonetheless be capable of coexisting with up to four 
very closely related species. Preliminary model tests indicated that Cmax > 5 would not produce any 
substantial difference in emerging patterns in species richness. 





Minimum phylogenetic divergence for coexistence without competition (Pmin) 
The phylogenetic distance (PD) beyond which a pair of sister species would no longer compete is 
defined by the parameter minimum phylogenetic divergence for coexistence without competition 
(Pmin). Once a pair of sister species achieves PD = Pmin, resource competition between them 
becomes negligible and they may coexist in sympatry without competing. Conversely, a pair of 
recently diversified species (PD = 0) has the highest intensity of competition, which decreases 
linearly with the increasing PD, until competition ceases when PD = Pmin. Unfortunately, empirical 
estimates of Pmin are not available in the literature, and in fact may vary substantially among taxa. 
However, the decrease in the intensity of competition with the increase in phylogenetic distance is a 
widely assumed fact, beginning, at least, with Darwin (123, 166, 167). Preliminary tests of the 
model indicated that Pmin and Cmax had exactly the same qualitative effect on predicted patterns of 
species richness. The close relationship between these two model parameters is expected both 
mathematically and intuitively, as the intensity of competition, which depends on Pmin, has an 
additive effect on Cc, which is regulated by Cmax. Thus, whereas increasing Cmax allows a greater 
number of phylogenetically related species to coexist, decreasing Pmin produces the same effect by 
decreasing the estimated intensity of competition among coexisting species. Because of the 
mechanistic association between these two parameters, which was tested and confirmed with 
preliminary runs of the model and to maximize use of computational capacity, we set Pmin to the 
fixed value of 30,000 generations (150,000 years), a very conservative value for the cessation of 
competition between sister species. 
Founder’s niche and geographic center of origin 
The historical influence of founder species is believed to have great impact across all scales of 
spatial and temporal biodiversity patterns (124-126). For example, the time and place of founding 
lineage is thought to drive the biogeographic distribution of clades, population dynamics of species, 
invasive potential, and structure of genetic variation (126). Indeed, a longstanding objective in 
historical biogeography is the inference of time (phylogeny) and place (center of origin) of lineages 
from observed spatial and temporal patterns of biodiversity (104). 
To study the founder effect on emerging spatial and temporal biodiversity patterns, we simulated 
four different independent lineages, each one characterized by a different founder species, with 
different initial niches and geographic distributions (Fig. S11). The climatic niche and location of 
the four lineage founders were designed to cover four major contemporary South American biomes: 
the Amazon, Atlantic Rainforest, Upper Andes, and Patagonia. The minimum and maximum 
tolerance of annual temperature and precipitation (climatic niche), and a seed location, allow the 
founder species to spread its geographic distribution according to the climatic conditions at the 
beginning of the simulation (800 ka). Then, the founder species must cope with climatic dynamics 
through the course of the simulation, according to the ecological and evolutionary processes 
implemented in the model. Thus, in our simulation, the spatial and temporal trajectory of a clade, 
regardless of how diversified the clade becomes, can be traced back to a single founder species, 
with known initial distribution (center of origin) and initial niche. 
These four founder species were not defined to re-create the biogeographical history of any existing 
lineage, nor to test any specific hypothesis of tempo and center of origin of a clade. Instead, the 
simulation was designed to quantify, experimentally, the effect of variation in the biogeographic 
properties of founder species, therefore testing a widely accepted general assumption about the 
impact of founder effect on biodiversity patterns. 
To control for the effect of niche breadth and range area, the niche of the four founders were 
approximately standardized, given the climate patterns at the initial time step of the simulation (800 
ka). However, because the Amazon is relatively climatically homogenous, the range size of the 





Amazonian founder was substantially larger than the other three founders, although niche breadth is 
relatively equivalent. Preliminary analyses showed that standardization of range area of the 
Amazonian founder would require the definition of a very narrow niche, which increases 




Figure S11. Initial geographic distribution and niche of the four ancestral species used in 
this simulation to study the effect of founders on the emerging biodiversity patterns. Niche 
breadth and range size of founders were approximately standardized. The Amazonian 
founder has larger initial range area because the climate in the Amazon region is relatively 
homogeneous (preliminary analyses showed that the larger initial range does not disturb 
model results). 
 
Experimental topographies (effect of environmental heterogeneity by smoothing climate) 
The topography of South America is broadly characterized by the Andes (the world’s longest 
mountain range), the Amazonian and Rio de la Plata lowlands (the world’s two largest river basins), 
and the extensive Brazilian and Guiana highlands. The dramatic topography of South America 
drives spectacular climatic heterogeneity, including the wettest region in the world (Colombian 
Chocó) and the driest (Chilean Atacama Desert), and great extremes of temperature, both latitudinal 
and elevational. 
To study the effect of actual climatic heterogeneity on spatial and temporal patterns of biodiversity, 
we simulated the evolution of biotas on experimentally-smoothed South American topographies 
and climates, applying a spatially weighted average kernel smoother on the elevation, temperature, 
and precipitation variables. The “strength” of the kernel smoother is regulated by the kernel radius 
(λ, measured in kilometers), an arbitrary parameter value. Thus, the experimentally-smoothed 
environmental variable X (i.e. topography, minimum and maximum temperature, and minimum and 
maximum precipitation) at grid cell i, is re-calculated (X’) as the weighted average wij of the value 
of X in all grid cells j lying at a distance dij < λ from cell i. In addition, because cells may have 
different areas, the weight of cell j on cell i is also a function of its area (Aj): 





,           
The effect of the kernel smoother on the topography of South America is analogous to that of a 
bulldozer: mountaintops are gradually leveled by scattering soil into adjacent valleys (Isaiah 40:4). 
Thus, the bulldozer does not remove soil, it just relocates it to produce a smoother terrain. In this 
analogy, the kernel radius is proportional to the amount of bulldozing work in the terrain, so that a 
larger radius is analogous to moving soil over longer distances. Statistically, the spatial kernel 
smoother increases spatial autocorrelation of the smoothed variable, because adjacent grid cells 
reciprocally influence each other’s value, and are influenced by a similar set of grid cells in the 
neighborhood. 
We applied seven increasingly larger kernel radii to actual, contemporary topography, to minimum 
and maximum precipitation by time intervals, and minimum and maximum temperature by time 
intervals (Fig. S12). For both temperature and precipitation variables, the spatially weighted kernel 
smoother was applied independently to each step in the entire time series, beginning at 800,000 











































Figure S12. Topographies of South America (top) under different levels of smoothing 
(kernel radii), used to experimentally test the effect of climatic heterogeneity on emergent 
patterns of biodiversity. The smoothing kernel increases short scale spatial autocorrelation 
(bottom) by homogenizing climate and topography of nearby cells. 
 
 
Summary of explored parameter levels and initial conditions 
Table S5, below, summarizes the levels of model parameters and the scope of initial conditions 
explored in the factorial model. 
 
 
Table S5. Parameter levels and initial conditions explored 
Parameter / condition Values / conditions explored 
Maximum dispersal 
distance (Dmax) 150 km, 200 km, 350 km, 500 km, 750 km 
Maximum niche 
evolutionary rate (Hmax) 
0.005 Haldanes, 0.0075 Haldanes, 0.01 Haldanes, 0.015 Haldanes, 
0.02 Haldanes 
Minimum time for 
speciation (Tmin) 
3,500 generations (17,500 years, 35 simulation steps) 
4,000 generations (20,000 years, 40 simulation steps) 




































Maximum intensity of 
competition allowing 
coexistence (Cmax) 
1.5, 2, 3, 4, 5 
Center of origin and 
niche of founder (seed) 
species 
Amazon (Temp. [18 - 28] oC, Precip. [3 - 13] mm/yr) 
Atlantic Rainforest (Temp. [14, 25] oC, Precip. [0.5, 10.5] mm/yr) 
Patagonia (Temp. [-6, 8] oC, Precip. [0.5, 11] mm/yr) 
Upper Andes (Temp. [9, 20] oC, Precip. [1, 11] mm/yr) 
Topography / climate 
heterogeneity 
(strength of smoothing 
kernel) 
0 km (no smoothing), 100 km, 150 km, 200 km, 250 km, 350 km, 
500 km 
 
Temporal rates of speciation and extinction 
The full history of each of the 10,500 simulations was recorded for detailed analyses of emerging 
biodiversity patterns, as well as a complete, time-registered phylogeny. For each simulation, we 
calculated total species richness and its biodiversity components (cradles, museums, and graves) at 
each time step, generating a total of 10,500 time series of species richness for each biodiversity 
measure (Fig. S13). In addition, Figure S14 shows temporal patterns of total species richness, 
averaged among all simulations that share each parameter setting.  
 
 
Figure S13. Temporal patterns of total, cradle, museum and grave species richness, averaged among all 10,500 
simulations. 
 
To study the effect of initial conditions and parameters on the temporal patterns of biodiversity 
simulated by the model, we also computed time series of averaged total species richness for all 
simulations that shared each experimental parameter value (Figs. S14). A relatively small difference 
among time series generated by models with different parameter levels for a particular parameter 
indicates the relatively low influence of that parameter on the emerging temporal patterns of species 
richness. Conversely, if differences in the levels of a parameter produced a relatively large variation 




























emerging patterns of species richness. 
The upper panel in Figs. 3-5 (Main Text) shows the paleoclimate time series for mean continental 
temperature for South America, together with occupancy time series for speciation (cradles) and 
extinction (graves) for Andes, Atlantic Forest, and Amazon founders. Fig. 6 shows the combined 
data for all three of these founders. The occupancy time series captures the temporal dimension of 
speciation and extinction by summing occupancy over all cells in South America for each time step, 
based on the time-specific occupancy maps of cradles and graves. The figures show the average of 
all parameter values for each founder, but without including any of the topography-smoothing 
experimental treatments. The highest 5 to 7 peaks of speciation and extinction were marked in Figs. 
3-6 (Main Text), manually, as visual aids only, and were not used in any quantitative analysis.  
We employed time series correlation analysis to evaluate if the degree to which the quasi-
periodicity (repeated, but varying cycles) of extinctions and speciation were driven by glacial-
interglacial oscillations in continental temperature and precipitation (or perhaps by internal 
dynamics of the model). First, we log-transformed the richness data (to equalize the relative role of 
large and small peaks) and detrended the transformed values (to compensate for the progressive 
increase in richness over time in several of the occupancy-through-time plots) by taking residuals 
from a simple OLS regression on time. We then computed Pearson product-moment cross-
correlation coefficients, with time lags (delayed responses) from 500 to 100,000 years, for the 
delayed effects of temperature and precipitation on cradles, graves, and net diversification. In 
addition, we computed cross-correlation coefficients, for time lags up to 100,000 years, for cradle 
richness lagging grave richness, and grave richness lagging cradle richness. Statistical significance 
of both maximum (positive) and minimum (negative) lagged Pearson’s cross-correlation 
coefficients was assessed by means of a randomization algorithm. 
 
 




Total species richness 
Figure S14. Temporal patterns of total species richness, averaged over all parameter levels for each parameter. The Y-axis indicates the average 
























































































The results of the time series correlation of cradles and graves in relation to temperature appear in 
Table S6 (including results for a Patagonian founder, not illustrated in Figs. 3-6), including both 
maximum (positive) and minimum (negative, when significant) correlations separately. Correlations 
for precipitation were very low, so are not reported. 
Roughly speaking, a strong positive cross-correlation at lag L means that the peaks and valleys of 
the lagged variable (e.g. cradle richness) follow, respectively, the peaks and valleys of the leading 
variable (e.g. temperature) by L time units. A strong negative cross correlation at lag L means that 
the lagged variable tends to reach its peaks L time units after the leading variable reaches its valleys, 
whereas the lagged variable tends to reach its valleys L time units later after the leading variable 
reaches its peaks. If two time series have very different underlying periods (that are not multiples of 
each other), cross-correlations will be small and insignificant. 
Lagged cross-correlations between speciation and temperature, and between extinction and 
temperature, revealed a subtle role for glacial-interglacial temperature cycles in driving cycles of 
speciation and extinction for all founders. That so many of the correlations were significant (despite 
what amounts to a very small sample size of oscillations, and modest correlation coefficients) 
suggests that the periodicity of cradle and grave richness and the periodicity of the temperature 
oscillations must be roughly similar, strongly implying that temperature oscillations are driving 
biogeographical patterns through the mechanisms selection, adaptation, range fragmentation, 
extinction and speciation. Strong cross-correlations between cradle richness and grave richness 
(except for Patagonia) support this inference.  
More specifically, for the Andean founder (Fig. 3), both speciation (cradles) and extinction (graves) 
tended to peak during glacial terminations, as warming climates returned. Speciation (cradles) 
peaked about 10 ka (r = -0.475, P = 0.0005) and extinctions (graves) about 26.5 ka (r = -0.422, P = 
0.0005) after glacial maxima (Table S6). It makes sense, then that graves lagged cradles by 18 ka (r 
= 0.330, P = 0.0005) for the Andean founder. For the Atlantic Forest founder (Fig. 4), graves 
lagged cradles by 20 ka (r = 0.528, P = 0.0005) and for the Amazon founder (Fig. 5), graves lagged 
cradles by 24.5 ka (r = 0.261, P = 0.0005) presenting a consistent pattern, despite striking 
differences between the founders in other regards.  




Table S6. Time-series correlations (Pearson’s r) between species richness and temperature (rows cradles and graves), 
net diversification rates with temperature (rows diversification), and between cradles and graves (rows graves lag 
cradles and graves lag cradles), for each founder and for combinations of founders. For lagged-correlations we 
determined maximum (positive, indicated in red) and minimum (negative, indicated in blue) correlation coefficients 
separately. Time lag of lagged-correlations are indicated in number of years (positive lags). All correlations are 
statistically significant (P < 0.05), except for cells indicated in yellow. All significant lagged correlations are P < 
0.0005 except for Cradles lag Graves for a Patagonian founder. 
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Cradles -0.192   0.392 71000   -0.475 10000 
Graves -0.161   0.322 83500   -0.422 26500 
Diversification -0.088   0.222 70500   -0.304 92500 
Cradles lag Graves 0.242   0.230 500   -0.146 60500 
Graves lag Cradles 0.242   0.330 18000   -0.247 50000 
















Cradles 0.032   0.448 68000   -0.223 29500 
Graves -0.022   0.192 98000   -0.041 38000 
Diversification 0.046   0.291 68000   -0.324 100000 
Cradles lag Graves 0.270   0.270 83500   0.150 66000 
Graves lag Cradles 0.270   0.528 20000   0.093 56000 










Cradles 0.133   0.333 14500   -0.155 64000 
Graves -0.138   0.188 50500   -0.248 100000 
Diversification 0.169   0.319 13500   -0.197 52000 
Cradles lag Graves -0.111   0.292 63000   -0.201 36500 
Graves lag Cradles -0.111   0.261 24500   -0.175 97500 























Cradles -0.111   0.470 71000   -0.384 10500 
Graves -0.149   0.291 84500   -0.291 26500 
Diversification -0.017   0.257 70500   -0.273 94500 
Cradles lag Graves 0.147   0.225 90000   -0.226 62000 
Graves lag Cradles 0.147   0.329 20000   -0.364 50500 
 











Cradles 0.501   0.484 500   -0.309 33500 
Graves 0.203   0.204 500   -0.127 85000 
Diversification 0.195   0.276 83500   -0.202 29000 
Cradles lag Graves 0.093   0.084 500   -0.072 54500 
Graves lag Cradles 0.093   0.147 4000   -0.171 69500 






s Cradles -0.067   0.486 71500   -0.381 11000 
Graves -0.117   0.272 84500   -0.288 28500 
Diversification 0.001   0.294 70500   -0.258 95000 
Cradles lag Graves 0.141   0.252 90000   -0.234 62000 
Graves lag Cradles 0.141   0.301 20000   -0.368 50500 




Drivers of spatial rates of biodiversity dynamics 
As explained in the section “Experimental design and parameter exploration”, here we focus on the 
quantification of the relative importance of the model parameters that regulate the functioning of 
modeled ecological and evolutionary mechanisms. To understand the spatial structure of 
biodiversity dynamics, we calculated, for each map cell, for each simulation, the total richness and 
its biodiversity components (cradles, museums, and graves) through time. The series of time-
specific maps of species richness generated at each time step, of each simulation, were then 
summed to produce cumulative maps. To summarize the emergent 10,500 maps of cumulative total 
species richness species richness, we first computed the average among all maps (Fig. S15). 
 
 
Figure S15. Spatial patterns of cumulative total species richness averaging all 10,500 simulations. Total richness equals 
the sum of cradle, grave and museum richness. Net diversification equals cradle minus grave richness. 
 
To study the effects of initial conditions and parameters on the spatial patterns of biodiversity 
produced by the model, we also computed averages of cumulative total richness, cumulative cradle, 
richness, cumulative museum richness, cumulative grave richness, and net diversification, among 
all simulations that shared each experimental parameter value (Fig. S16 – S20). 
 





Figure S16. Spatial patterns of cumulative total species richness, averaged among all simulations sharing each experimental parameter level. 





Figure S17. Spatial patterns of cumulative cradle species richness, averaged among all simulations sharing each experimental parameter value. 





Figure S18. Spatial patterns of cumulative museum species richness, averaged among all simulations sharing each experimental parameter value. 





Figure S19. Spatial patterns of cumulative grave species richness, averaged among all simulations sharing each experimental parameter value. 





Figure S20. Spatial patterns of cumulative net diversification (cradles – graves), averaged among all simulations sharing each experimental parameter value. 




To quantify the relative influence of initial conditions and parameters on emerging spatial patterns 
of biodiversity, we employed a series of Analyses of Molecular Variance (AMOVA) of the spatial 
patterns species richness. AMOVA is equivalent of an Analysis of Variance, but the input variates 
were in the form of a dissimilarity matrix. The AMOVA is able to quantify the explanatory power 
of the sources of variation— the model initial conditions and parameters—in the simulated maps of 
species richness. Thus, a model parameter that accounts for large variation in the AMOVA is a 
parameter that, when experimentally manipulated, generates large differences in simulated patterns. 
Therefore, AMOVA decompose the variation in the dissimilarities (distances) among simulated 
maps according to the parameter settings of the model used in the experimental design. 
For the AMOVAs we computed a dissimilarity matrix between all pairs of the 10,500 simulated 
maps of species richness, using the quantitative Bray-Curtis dissimilarity index: 
 , 
where xij and xik are the corresponding raw counts of species in map cell i of simulation j and k. A 
separate set of analyses was performed for cumulative spatial patterns of (1) total richness, (2) 
cradle richness, (3) museum richness, and (4) grave richness, generated by each of the 10,500 
simulations. 
Most important model mechanisms: maximum niche evolutionary rate, founder location, and 
climate heterogeneity 
In our model, the geographic distribution of a founder species may promote or prevent 
diversification of the clade. Because diversification is driven by climate dynamics, which may 
promote range fragmentation and isolation of populations, founders located in spatially 
heterogeneous areas (i.e. Andes) are more prone to diversification. Conversely, if a founder is 
located in a spatially more homogenous area, range fragmentation may not occur. Instead, the 
ancestor species may go extinct as a consequence of climate change. Figure S16, which describes 
the average of simulated maps of cumulative total species richness, shows a clear signal of the 
original distribution of the different founders on simulations that shared the same founder 
definition, despite experimental variation in all other model parameters. Figure S14 shows a 
continuous increase in total species richness for the Andean founder, while the Atlantic Rainforest 
clade went through a rapid increase of total species in the beginning of the simulation (700 – 500 
ka), leveling off during the rest of the simulation. 
In our model, climate change drives range fragmentation, which may lead to extinction, speciation, 
or niche evolution, depending on properties of the species (model parameters). While greater 
climate heterogeneity may promote speciation and reduce rates of extinction, extreme levels of 
maximum niche evolutionary rate (Hmax) can prevent both speciation and extinction, leading to 
biodiversity stasis. High levels of niche evolutionary rate (weak niche conservatism, e.g. 0.02 
Haldanes) promote rapid expansion of niche limits throughout repeated climate cycles, generating 
broad-ranged species, therefore decreasing rates of speciation and extinction. In contrast, very low 
maximum niche evolutionary rates (strong niche conservatism, e.g. 0.001 Haldanes) increased the 
probability of extinction under climate change, therefore also decreasing rates of diversification. 
However, intermediate levels of maximum niche evolutionary rate (e.g. 0.01 Haldanes) 
simultaneously reduced the probability of extinction by promoting some degree of niche evolution, 
while preventing the emergence of climate generalist species, but allowing some degree of range 
fragmentation.  
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been suggested as the main driver of plant diversification (38, 39, 160, 168, 169), because it (1) 
provides high-elevation habitats that are unavailable elsewhere in South America, (2) presents 
vicariance barriers that isolate populations, and (3) creates a North-South corridor along the Pacific 
coast. In addition, we also suggest that a high-altitude mountain chain, located adjacent to a diverse 
tropical forest, (4) provides temporary refugia for species during cyclic climate change, therefore 
reducing extinction. By experimentally smoothing the topography and climate of South America 
(Fig. S12) we eliminated these four effects of the Andes, simultaneously. As expected, an 
experimentally smoothed climate decreases the total number of simulated species (Fig. S14), as a 
consequence of the decrease in the rates of speciation and increase in rates of extinction. The net 
result of reduced climate heterogeneity on spatial patterns in species richness is depicted in Fig. 
S21, which shows the gradual disappearance of cradles and the broadening of graves. As a 
consequence of climate-smoothing with a kernel radius of 500km, the hyper-diversity of the Andes 
is reduced to less than half of the expected species richness that arises in simulations when actual 
topography is used. 
 
 





Figure S21. The effects of topographic smoothing on cradles, graves, net diversification, and total species 
richness, for an Andean founder. 
 
Least important model mechanisms: competition and time for speciation 
Maximum tolerable competition (Cmax) and minimum time for speciation (Tmin) were consistently 
the model parameters responsible for the least variation in simulated spatial patterns in biodiversity. 
As implemented in our model, competition had an ephemeral effect on the distribution of species, 
not causing substantial variation in simulated patterns in species richness. When two closely related 
species co-occurred in the same map cell, then the species that was under higher environmental 
stress in that cell tended to be locally extirpated by competitive exclusion. Because environmental 
stress is measured as the environmental distance of the cell to the center of the species’ niche, 




species tended to be extirpated only from cells at the edge of their respective geographic ranges, 
where some climatic factor tended to limit distribution. However, given the natural dynamics of 
climate cycles, a species that was extirpated from a cell by its competitors in one time step, because 
local climate was close to the limit of the species’ tolerance, may have recolonized the same cell 
and excluded its competitors in a subsequent time step, if change in local climate made the cell, 
once again, more suitable. Thus, in our model, although competition had a local and transient 
influence on the geographic distribution of species, climate dynamics had a much stronger influence 
on emerging spatial patterns in species richness. 
Factors driving cumulative total species richness 
Variation in simulated spatial patterns in cumulative total species richness (Fig. S15, Fig. S16) was 
mostly driven by the parameters (1) founder, (2) maximum niche evolutionary rate, and (3) the 
interaction between founder and maximum niche evolutionary rate. The combined explanatory 
power of these three factors sums up to ~71% of the total variation in spatial patterns of cumulative 
total species richness among the 10,500 simulations. In addition to the effect of founders on 
emerging patterns of cumulative total species richness, maximum rate of niche evolution had a 
strong influence on these patterns. 
The result of the complex historical interaction between climate change and niche evolution is 
documented in Figure S16, where the average cumulative total species richness is computed 
separately for each of the five levels of maximum niche evolutionary rate. When maximum niche 
evolutionary rate was too small (e.g. 0.005 Haldanes), then cumulative total species richness was 
modest, and the clade failed to occupy much of the geographic domain. Conversely, when 
maximum niche evolutionary rate was too large (e.g. 0.02 Haldanes), broad-ranged species emerged 
as a result of selective pressures imposed by climate change, and the spatial pattern in cumulative 
total species richness was relatively flat over the domain. 
Factors driving cumulative cradle species richness 
Variation among simulated spatial patterns in cradles species richness (Fig. S15, Fig. S17) was 
mostly driven by the parameters (1) maximum niche evolutionary rate, (2) founder, and (3) the 
interaction between founder and maximum niche evolutionary rate. The combined explanatory 
power of these three factors sums up to ~50% of the total variation in spatial patterns of cumulative 
cradle species richness among the 10,500 simulations. Maximum niche evolutionary rate emerged 
as the single most important driver of the spatial patterns in cumulative cradle species richness 
(~21%). Indeed, figure S17 indicates that very large maximum niche evolutionary rate (e.g. > 0.01 
Haldanes) substantially reduced rates of speciation, as species were easily able to adapt to the 
environmental pressures imposed by climate change. Because species with evolutionarily plastic 
niches could adapt to climate changes, their ranges were rarely fragmented, therefore generating 
fewer opportunities for genetic isolation of populations and speciation. Notice that the two most 
important factors driving spatial patterns in cumulative cradle species richness are the same factors 
driving spatial patterns in cumulative grave species richness. 
Factors driving cumulative museum species richness 
Variation in simulated spatial patterns in cumulative museum species richness (Fig. S15, Fig. S18) 
was principally driven by (1) maximum niche evolutionary rate, (2) founder, and (3) the interaction 
between founder and maximum niche evolutionary rate. The combined explanatory power of these 
three factors sums up to ~63% of the total variation in spatial patterns of cumulative museum 
species richness among the 10,500 simulations. The rank order of the three most important drivers 
of spatial patterns in museum species richness was the same as for spatial patterns in cradles species 
richness, although the direction of the effect of maximum niche evolutionary rate was reversed. 
Whereas high maximum niche evolutionary rate tended to reduce rates of speciation, therefore 
reducing cradles species richness, high maximum niche evolutionary rate tended to increase the 




probability of persistence of species. 
Factors driving cumulative grave species richness 
Variation in simulated spatial patterns in cumulative grave species richness (Fig. S15, Fig. S19) was 
principally driven by (1) maximum niche evolutionary rate, (2) founder, and (3) the interaction 
among climate heterogeneity, founder, maximum time for speciation, and maximum niche 
evolutionary rate. The combined explanatory power of these three factors sums up to ~48% of the 
total variation in spatial patterns of cumulative grave species richness among the 10,500 
simulations. A quarter of all variation in cumulative grave species richness was driven by maximum 
niche evolutionary rate. Notice that the two most important factors driving spatial patterns in 
cumulative grave species richness are the same factors driving spatial patterns in cumulative cradles 
species richness. 




Table S7. Analytical results of AMOVA models, evaluating the relative importance of initial conditions and model parameters on the variation (dissimilarity) among emergent 
spatial patterns (maps) of cumulative species richness simulated by the model. Dissimilarity among pairs of cumulative species richness maps was calculated using the quantitative 
Bray-Curtis dissimilarity index. The AMOVA models included all 63 factors and their respective interactions at all orders, but we show here only first-order interactions, combining 
all higher-order interactions into “other interactions” term. Cell color scales linearly to the relative values of cell entries. SSD is the sum of squares of deviation, and R2 is the 
coefficient of determination. Rank refers to the relative rank of explanatory power (R2) among all 63 factors that compose the full model 
  Total Richness Cradle Richness Museum Richness Grave Richness 
SSD R2 Rank SSD R2 Rank SSD R2 Rank SSD R2 Rank 
Climate smoothing 72.50 0.0226 8   54.50 0.0182 11   93.90 0.0281 7   80.20 0.0199 12 
Founder 914.80 0.2851 1   516.16 0.1725 2   761.90 0.2281 2   505.70 0.1252 2 
Dmax (dispersal capacity) 29.90 0.0093 13   41.98 0.0140 16   37.30 0.0112 14   81.00 0.0201 11 
Tmin (speciation) 0.40 0.0001 30   1.85 0.0006 30   0.40 0.0001 32   1.00 0.0002 49 
Cmax (competition) 0.10 0.0000 44   0.11 0.0000 53   0.10 0.0000 43   0.20 0.0000 61 
Hmax (niche evolution) 860.30 0.2681 2   628.77 0.2102 1   894.60 0.2678 1   990.80 0.2453 1 
Climate:Founder 220.70 0.0688 4   139.05 0.0465 7   296.70 0.0888 4   216.60 0.0536 6 
Climate:Dispersal 19.90 0.0062 15   42.42 0.0142 15   31.00 0.0093 15   73.00 0.0181 16 
Founder:Dispersal 39.00 0.0122 11   133.18 0.0445 8   42.10 0.0126 12   117.90 0.0292 10 
Climate:Speciation 0.20 0.0001 35   3.64 0.0012 23   0.40 0.0001 32   2.20 0.0005 37 
Founder:Speciation 0.60 0.0002 25   2.53 0.0008 27   0.80 0.0002 26   2.10 0.0005 39 
Dispersal:Speciation 0.20 0.0001 35   0.87 0.0003 33   0.30 0.0001 36   1.40 0.0003 43 
Climate:Competition 0.00 0.0000 54   0.13 0.0000 50   0.00 0.0000 56   0.50 0.0001 55 
Founder:Competition 0.10 0.0000 44   0.22 0.0001 44   0.10 0.0000 43   0.60 0.0001 54 
Dispersal:Competition 0.00 0.0000 54   0.06 0.0000 58   0.10 0.0000 43   0.40 0.0001 56 
Speciation:Competition 0.00 0.0000 54   0.01 0.0000 63   0.00 0.0000 56   0.10 0.0000 63 
Climate:Evolution 47.00 0.0146 10   52.49 0.0175 12   57.30 0.0172 10   78.00 0.0193 13 
Founder:Evolution 513.30 0.1600 3   370.60 0.1239 3   463.50 0.1388 3   282.40 0.0699 4 
Dispersal:Evolution 29.20 0.0091 14   43.97 0.0147 13   37.40 0.0112 13   74.90 0.0185 15 
Speciation:Evolution 0.40 0.0001 30   0.82 0.0003 34   0.40 0.0001 32   1.30 0.0003 45 
Competion:Evolution 0.10 0.0000 44   0.10 0.0000 54   0.10 0.0000 43   0.30 0.0001 58 
Climate:Founder:Speciation:Evolution 119.00 0.0371 6   267.77 0.0895 4   169.40 0.0507 6   454.50 0.1125 3 
Other factors 340.70 0.1062     690.76 0.2309     452.50 0.1355     1074.60 0.2660   
Total 3208.40 2991.98 3340.10 4039.60 
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Contrasting empirical and simulated spatial patterns in species richness 
To improve comparability of the spatial resolution used in our analysis with published 
macroecological studies, and because of uncertainty in the geographic distribution of real-world 
species, we created a regular grid of 1659 square cells, in which the length of the side of each cell 
measures 1 degree of latitude-longitude. We re-projected occurrence of simulated species, from the 
higher resolution grid used for simulation, into this lower-resolution grid, and re-calculated spatial 
patterns in total, cradle, museum, and grave species richness. Because we are correlating predictions 
of our model against empirical richness patterns, we include in this analysis only the patterns in 
species richness emerging from the 1500 simulations that use current empirical South American 
topography (no climate smoothing), therefore excluding from the analysis all simulations that 
assume alternative, experimental South American topographies. We used simple OLS regression to 
estimate the coefficient of determination (r2) of the relationship between empirical maps of species 
richness (response variable) and simulated maps of species richness variables (predictor variable). 
 
Birds 
Distributional data for the breeding range of 2967 species of South American birds were extracted 
from a comprehensive global geographic range database for all land and non-pelagic species (170), 
see also supplementary material of (171) for additional details). In this database, the geographic 
range of each species was mapped at a resolution of 1° × 1° latitude-longitude grid cells, following 
the approach outlined in (172). Maps represent a conservative extent-of-occurrence of the breeding 
ranges based on museum specimens, published sight records, and spatial distribution of habitats 
between documented records, which have subsequently been validated by ornithological experts. 
Data from more than 1600 references were used to map the species distributions (170, 171). We 
calculated living bird species richness (Fig. S22) as the sum of species occurrences in each of the 
1659, 1° × 1° square grid cells. 
Empirical spatial patterns in South American bird richness are highly correlated with simulated 
patterns of species richness (Table S8, Fig. S22). Considering all 1,500 simulations, bird species 
richness is much better predicted by total and museum richness (r2 = 0.4501 and 0.4873, 
respectively), when compared to cradle and grave species richness (r2 = 0.2519 and 0.2051, 
respectively). 
  





Table S8. Statistical relationship between estimated spatial patterns in South American bird richness and 
simulated spatial patterns in species richness. Cells indicate the coefficient of determination (r2) of linear 










Avg. all 1,500 simulations 0.4501 0.2519 0.2051 0.4873 
Avg. Amazonian founder 0.4929 0.3403 0.1565 0.5197 
Avg. Atlantic Rainforest founder 0.5937 0.3376 0.1196 0.6337 
Avg. Patagonian founder 0.1608 0.0827 0.0704 0.1639 
Avg. Andean founder 0.2727 0.1806 0.2155 0.2912 
Avg. 0.005 Haldanes niche evol. 0.2989 0.2904 0.1908 0.2974 
Avg. 0.0075 Haldanes niche evol. 0.2567 0.2052 0.2099 0.2630 
Avg. 0.01 Haldanes niche evol. 0.4944 0.2597 0.1526 0.5337 
Avg. 0.015 Haldanes niche evol. 0.6481 0.2606 0.0021 0.6499 
Avg. 0.02 Haldanes niche evol. 0.4979 x x 0.4979 
 
Averaged museum richness of Atlantic Rainforest and Amazonian founders are highly correlated 
with empirical patterns of bird richness (r2 = 0.6337 and 0.5197, respectively. Fig. S22). 
Conversely, the bird richness and average patterns of museum richness of Andean and Patagonian 
founder are substantially less correlated (r2 = 0.2912 and 0.1639, respectively). Simulations starting 
with Atlantic Rainforest and Amazonian founders still predict high diversity in the Andes, as the 
climatically heterogeneous and dynamic Andean mountain chain may promote species 
diversification regardless of the clade ancestor. Indeed, most parameter combinations produce peaks 
of both total and cradle species richness in the Andes. However, if the model is set with an Andean 
founder, then peaks of species richness in the Andes are even higher, with substantially less species 
richness in the neighboring Amazon basin. Conversely, a simulation set with an Atlantic Rainforest 
founder predicts peaks of species richness in the Andes, but also allow a substantial number of 
descendant species to colonize and occupy the Amazon basin. 
 
 




Figure S22. Left. Observed spatial patterns in contemporary South American bird species richness (2,967 species), 
Center. Simulated spatial pattern in cumulative museum species richness, averaged for the Atlantic Rainforest founder. 
Simulated species richness is highly correlated with observed species richness (r2 = 0.6337). Right. The differences 
between observed and simulated richness (red indicates underestimation and blue indicates overestimation).  
Mammals 
A digitized distribution database of terrestrial mammals (173) was processed to record each species’ 
presence, as defined by its breeding range, in the 1° × 1° grid cells covering South America. We 
identified 1,342 mammal species in South America, and calculated observed spatial patterns in 
species richness by summing the number of species presences in each cell. 
As for birds, empirical spatial patterns in contemporary South American mammal richness are also 
highly correlated with simulated patterns in species richness (Table S9, Fig. S23). Considering all 
1,500 simulations, mammal species richness is better predicted by museum and total richness (r2 = 
0.4538 and 0.4139, respectively) when compared to cradles and grave species richness (r2 = 0.2047 
and 0.2199, respectively). 
 
Table S9. Statistical relationship between estimated spatial patterns in South American 
mammal richness and simulated cumulative spatial patterns in species richness. Cells 
indicate the coefficient of determination (r2) of linear regressions, and their colors scale 










Avg. all 1,500 simulations 0.4139 0.2047 0.2199 0.4538 
Avg. Amazonian founder 0.5706 0.3943 0.2015 0.5990 
Avg. Atlantic Rainforest founder 0.6083 0.3177 0.1309 0.6548 
Avg. Patagonian founder 0.2026 0.1012 0.0846 0.2069 
Avg. Andean founder 0.2176 0.1318 0.1882 0.2356 
Avg. 0.005 Haldanes niche evol. 0.2590 0.2489 0.2057 0.2561 
Avg. 0.0075 Haldanes niche evol. 0.2164 0.1622 0.2304 0.2219 
Avg. 0.01 Haldanes niche evol. 0.4826 0.2129 0.1479 0.5327 
Avg. 0.015 Haldanes niche evol. 0.6604 0.2002 0.0062 0.6653 
Avg. 0.02 Haldanes niche evol. 0.4440 x x 0.4440 
 
As we have found for birds, averaged museum richness of Atlantic Rainforest and Amazonian 
founders are also highly correlated with empirical patterns of mammal richness (r2 = 0.6548 and 
0.5990, respectively. Fig. S23). Conversely, mammal richness and average patterns of museum 
richness of Andean and Patagonian founder are substantially less correlated (r2 = 0.2356 and 
0.2069, respectively). Although mammal richness peaks along the slopes of the Andes (Fig. S23), 
simulations starting with an Upper Andean founder tend to produce patterns with species richness 
extremely concentrated along the Andes. Conversely, if these simulations start with an Atlantic 
Rainforest or Amazonian founders, the balance in species richness between the Andean region and 
other tropical regions more similar to the observed in nature. 
 





Figure S23. Left. Observed spatial patterns in contemporary South American mammal species richness (1,342 species). 
Center. Simulated cumulative museum species richness, averaged for the Atlantic Rainforest founder. Simulated species 
richness is highly correlated with observed species richness (r2 = 0.6548). Right. The differences between observed and 
simulated richness (red indicates underestimation and blue indicates overestimation).  
 
Plants 
We estimated plant richness by overlaying the predicted geographic distribution maps of 61,724 
species of South American plants (Fig. S24), available through the Botanical Information and 
Ecological Network (BIEN3+ database, biendata.org, (174). Occurrence records and environmental 
variables were used in species distribution models (SDMs) to predict the geographic distribution of 
each species at 10 km spatial resolution. The SDM employed in the prediction of the distribution of 
each species varied according to the number of occurrence records of the species: bounding boxes 
were used as SDM of species with 2-3 records, convex hulls were used as SDM of species with 4-9 
records, and Maxent was used as SDM of species with more than 9 records (175). 
Spatial patterns in plant richness developed from species distribution models using occurrence 
records (the BIEN database) reflect strong biases in the current availability of species occurrence 
data (Fig. S24, left). According to this estimate, the southeastern and central Amazon biome have as 
few species as the Atacama Desert and the temperate shrub steppes of Argentina, which is clearly a 
gross underestimate of Amazonian plant species richness. In contrast, spatial patterns in estimated 
empirical plant richness successfully capture the high diversity of plants along the Andes and 
Atlantic Rainforest. 
Spatial patterns in estimated plant species richness are more correlated with cumulative total, cradle 
and museum species richness (r2 = 0.355, 0.3575 and 0.3507, respectively, Table S10) than with 
grave species richness (r2 = 0.1333, Fig. S24). The interpretation of this result must necessarily 
consider the under-sampling of species occurrences in central Brazil, which biased downward the 
estimate of plant richness in that region (especially in the Amazon Basin). However, estimated plant 
richness nonetheless captured high plant diversity along the upper Andean region. Coincidentally, 
our model predicts that the most prominent cradle in South America is also in the upper Andes. 
Thus, the apparent high correlation between estimated plant richness and simulated cradle richness 
may be caused in part by sampling bias in the plant richness data, and in part by the confirmed 
existence of many recently diversified plant clades in the Andes (160). 





Table S10. Statistical relationship between estimated spatial patterns in contemporary South American plant 
richness and simulated spatial patterns in cumulative species richness. Cells indicate the coefficient of 










Avg. all 1,500 simulations 0.3550 0.3575 0.1333 0.3507 
Avg. Amazonian founder 0.0986 0.0733 0.0194 0.1054 
Avg. Atlantic Rainforest founder 0.2321 0.2161 0.1740 0.2223 
Avg. Patagonian founder 0.0633 0.0377 0.0321 0.0640 
Avg. Andean founder 0.4107 0.3815 0.1546 0.4146 
Avg. 0.005 Haldanes niche evol. 0.3562 0.3634 0.1285 0.3574 
Avg. 0.0075 Haldanes niche evol. 0.3282 0.3412 0.1204 0.3266 
Avg. 0.01 Haldanes niche evol. 0.3414 0.3482 0.1105 0.3307 
Avg. 0.015 Haldanes niche evol. 0.1324 0.0834 0.0246 0.1302 
Avg. 0.02 Haldanes niche evol. 0.0735 x x 0.0735 
 
Simulated patterns of species richness averaged among all simulations that have an Andean founder 
are the most highly correlated with estimated patterns in plant species richness, especially total and 
museum richness (r2 = 0.4107 and 0.4146, respectively). 
 
 
Figure S24. Left. Spatial patterns in contemporary plant species richness (61,724 species) estimated from species 
distribution models. Low species richness in the Amazon may reflect under-sampling biases of species occurrence data. 
Center. Simulated spatial pattern of cumulative museum species richness, averaged for the Upper Andean founder. 
Simulated species richness is correlated with observed species richness (r2 = 0.4146). Right. Differences between 
observed and simulated richness (red indicates underestimation and blue indicates overestimation). The large 
overestimation of species richness in central South America is caused by the underestimation of empirical species 
richness patterns. 
 
Barthlott et al. (176), in their thorough review of the global centers of vascular plant diversity, 




provided a proposed global map of plant richness (Fig. S25, left: reproduced from Barthlott et al. 
(176), their Fig. 1, page 66), which is less affected by sampling bias than the map of species 
richness estimated by species distribution models using BIEN dataset (Fig. S24). A visual 
comparison between the Barthlott et al. (176) hypothesized plant richness map and the simulated 
map of museum species richness (averaged for the Andean founder) shows a strong correspondence 




Figure S25. Left. Spatial patterns in contemporary plant species richness proposed by Barthlott et al. (176) (reproduced 
from their Fig. 1). Right. Simulated spatial pattern of cumulative museum species richness, averaged for the Upper 
Andean founder. Despite the lack of a statistical analysis of the correspondence between hypothesized and simulated 
plant richness, visual comparison between the maps show strong similarity in large scale spatial patterns. 
  






Movie 1. Spatial and temporal dynamics of South American climates. The four dynamic maps on the left display 
minimum and maximum annual precipitation (upper maps) and temperature (lower maps) in South America over the 
last 800 ka. The colored lines in the corresponding time-series plots (center) indicate, from the top to bottom, (1) 
maximum, (2) third-quartile, (3) median, (4) first-quartile and (5) minimum annual precipitation (upper time-series) and 
temperature (lower time-series) among map cells. For precipitation, minimum and first-quartile time-series overlap. In 
the dynamic temperature-precipitation climate space (right), each cross corresponds to one grid cell in the map. All cells 
are illustrated. The width of the cross indicates the annual precipitation seasonality (difference between maximum and 
minimum), while the height of the cross indicates annual temperature seasonality. The grey scale of individual crosses 
varies to allow climatically overlapping cells to be visually distinguished. 
 
Movie 2: Demonstration of simulated geographic and evolutionary dynamics for a small clade of Andean origin. 
In the temperature vs. precipitation climate space diagram (top left), the climatic niche of each extant population is 
indicated by a rectangle, defined by the population’s maximum and minimum climatic tolerance for temperature and 
precipitation. As the simulation progresses, and populations become fragmented, the niche of each fragment is 
represented by its own rectangle. Niches of different populations of the same species share the same color, whereas 
different species’ niches are shown in different colors. The dynamic map (top right) shows the richness of species at 
each time step. The phylogeny (bottom) records the events of speciation and extinction that emerge from the interaction 
of climate dynamics, geographic distribution, and the evolutionary response of species. 
 
Movie 3. Emerging spatial and temporal patterns of species richness, cradles, museums, and net diversification 
for a rapidly speciating Andean clade. Spatial patterns of instantaneous (top row) and cumulative (bottom row) total 
species richness (first column), cradle richness (second column), grave richness (third column) and net diversification 
(fourth column; the difference between cradle richness and grave richness). Cumulative richness is the sum of 
instantaneous richness over time, capturing—in a single map—an overview of historical spatial patterns. 
 
Movie 4: Emerging spatial and temporal patterns in museum species richness, averaged for the Andean, 
Amazonian, and Atlantic Rainforest founders. Cumulative patterns of cradle, grave, and museum species richness 
(first three columns), for Andean, Atlantic Rainforest, and Amazonian founders (rows), from model simulations. Static 
empirical maps (on the right) show contemporary patterns of plant, bird, and mammal species richness. Simulated 
patterns of cumulative museum richness, over the course of 800 ka, closely resemble current patterns in species 
richness. 
