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Актуальность темы. Предлагаемая работа посвящена задаче упра-
вления динамической системой, которая описывается дифференциаль-
ными уравненями. Задача рассматривается в случае неполной информа-
ции о помехе. Предполагается, что помимо разумно организуемого упра-
вления на систему действуют силы, которые заранее можно лишь гру-
бо оценить. Качество процесса оценивается подходящим функционалом
(показателем качества) на реализациях движения системы. Возникает
задача конфликтного управления, т.е. задача об управлении по принци-
пу обратной связи, которое гарантиирует оптимально значение заданного
показателя качества. Названная задача включается в круг антагонисти-
ческих дифференциальных игр.
В настоящее время теория дифференциальных игр представляет со-
бой самостоятельную дисциплину, имеющую прочные связи со многими
разделами механики и математики. Существенный вклад в развитие те-
ории дифференциальных игр внесли работы Р. Айзекса, Э.Г. Альбрехта,
В.Д. Батухтина, Т. Башара, Р.Беллмана, В.Г. Болтянского, А. Брайсо-
на, Р.Ф. Габасова, Р.В. Гамкрелидзе, В.И. Жуковского, М.И. Зелики-
на, Н. Калтона, Ф.М. Кирилловой, А.Ф. Клейменова, А.Н. Красовского,
Н.Н. Красовского, М.Г. Крендала, А.В. Кряжимского, А.Б. Куржанско-
го, Дж. Лейтмана, Дж. Лина, П.Л. Лионса, М.Д. Локшина, Н.Ю. Луко-
янова, А.А. Меликяна, Е.Ф. Мищенко, М.С. Никольского, Ж.П. Обена,
Г. Ольсдера, Ю.С. Осипова, B.C. Пацко, Н.Н. Петрова, Л.А. Петросяна,
В.Г. Пименова, Г.К. Пожарицкого, E.G. Половинкина, Л.С. Понтряги-
на, Б.Н. Пшеничного, Н.Ю. Сатимова, А.И. Субботина, Н.Н. Субботи-
ной, A.M. Тарасьева, В.Е. Третьякова, В.И. Ухоботова, В.Н. Ушакова,
У. Флеминга, А. Фридмана, Хо Ю-ши, А.Г. Ченцова, Ф.Л. Черноусько,
А.А. Чикрия, Р. Эллиотта и многих других ученых.
Диссертация базируется на концепции дифференциальных игр, разви-
ваемой в Екатеринбурге [1-4]. В основе этой концепции лежат понятия
стабильных функций и множеств, метод экстремального прицеливания
на стабильные множества (мосты) или на сопутствующие точки, опреде-
ляемые по функции цены игры, методы построения величины цены игры
на базе вспомогательных программных конструкций. В регулярных слу-
чаях эти конструкции являются детерминированными и тесно связаны
с конструкциями из теории оптимального программного управления. В
нерегулярных случаях для вычисления цены игры (оптимального гаран-
тированного результата) в рамках принятой концепции был предложен
метод стохастического программного синтеза [3, 5] и идейно связанный
с ним метод выпуклых сверху оболочек [4, б, 7]. В тоже время для мно-
гих задач минимаксного управления, в том числе, для задач с нетер-
минальным показателем качества процесса управления, когда следует
учитывать информацию об истории этого процесса, остается ряд невыяс-
ненных вопросов. Прежде всего, это вопросы, связанные с построением и
обоснованием процедур стохастического программного синтеза, а также
вопросы, касающиеся прояснения взаимосвязи таких процедур с другими
известными процедурами вычисления цены игры. Исследование назван-
ных проблем является целью представляемой работы.
Рассматривается следующая задача конфликтного управления. Ди-
намическая система, подверженная воздействиям управления и некон-
тролируемой помехи описывается обыкновенными линейными диффе-
ренциальными уравнениями. Ограничения на мгновенные воздействия
управления и помехи носят геометрический характер. Промежуток вре-
мени процесса управления зафиксирован. Показатель качества выбран
как функционал от реализации движения, типа некоторой нормы, оце-
нивающей совокупность фазовых состояний системы, реализовавшихся
в наперед заданные моменты времени. Такой показатель может быть
задан изначально, либо такой функционал вводится в качестве аппрок-
симирующего для исходного показателя, который оценивает континуум
значений фазовых состояний системы. Ставится задача об управлении,
которое доставляет показателю качества оптимальный гарантированный
результат. Подобная задача возникает, например, когда требуется в усло-
виях неопределенно действующей помехи с гарантией провести движе-
ние объекта в наперед заданные моменты времени как можно ближе
к началу координат, или же вблизи заданной траектории. Исследуются
два случая. В первом случае показатель качества обладает позиционной
структурой [8]. поэтому информационным образом, который определя-
ет управление по принципу обратной связи, является текущее состояние
объекта. Во втором случае показатель качества уже не является пози-
ционным. Здесь информационным образом в текущий момент времени
является история движения системы от начала движения до текущего
момента.
Цель работы. Разработка и обоснование стохастических программ-
ных процедур для вычисления цены игры, анализ их взаимосвязи с дру-
гими процедурами вычисления цены игры.
Методика исследований. Методы исследования опираются на до-
стижения теории дифференциальных уравнений, теории устойчивости
движения, теории оптимального управления, выпуклого анализа. Ис-
пользуются идеи стохастического программного синтеза и связанного с
ним метода выпуклых сверху оболочек для вычисления цены игры; ме-
тод экстремального сдвига на сопутствующие движения для построения
оптимальных стратегий.
Научная новизна. Все существенные результаты работы являются
новыми. Приведем основные из них.
1. Для задачи конфликтного управления динамической системой с не-
терминальным но позиционным показателем качества, оценивающем ли-
бо суммарное, либо максимальное, либо среднее отклонение от начала
координат фазовой точки системы в выбранные моменты времени, пред-
ложена и обоснована стохастическая программная процедура для вы-
числения оптимального гарантированного результата (цены игры). Под-
черкнем, что функционалы от реализации движения оценивают совокуп-
ность отклонений фазовой точки системы, поэтому построение стохасти-
ческих процедур представляет здесь более сложную задачу, чем, напри-
мер, для случая дифференциальных игр с терминальной платой.
2. Разработаны и детально обоснованы стохастические конструкции
для решения задачи конфликтного управления с непозиционным функ-
ционалом - представляющим сумму двух слагаемых, которые оценивают
соответственно суммарное и максимальное отклонение фазовой точки си-
стемы в выбранные моменты времени.
3. В данных задачах дано прямое доказательство предельного равен-
ства цены игры стохастическому программному максимину от математи-
ческого ожидания функционала качества на случайных движениях вспо-
могательной стохастической модели. Доказано, также, что стохастиче-
ский максимин совпадает с величиной, вычисляемой на основе постро-
ения выпуклых сверху оболочек для вспомогательных детерминирован-
ных функций. Таким образом, установлена естественная связь общих те-
оретических конструкций метода стохастического программного синтеза
в данных позиционных и квазипозиционных играх с известными детер-
минированными процедурами вычисления цены игры.
4. Полученные общие конструкции для вычисления цены игры проил-
люстрированы на примере задачи конфликтного управления с эллипти-
ческими ограничениями на управляющие воздействия. Возникающая при
этом процедура вычисления оптимального гарантированного результата
является по сути предельной схемой дискретных конструкций, получае-
мых для рассматриваемой задачи на основе метода стохастического про-
граммного синтеза и связанного с ним метода выпуклых сверху оболочек.
Приведены результаты симулирования процесса управления на ЭВМ.
Теоретическая и практическая ценность. Основные общие утвер-
ждения о цене игры обоснованы по стандартам математики. Результаты
диссертации носят конструктивный характер и применимы к достаточно
широкому кругу задач. Предлагаемые конструкции и процедуры могут
быть положены в основу для разработки эффективных алгоритмов и про-
грамм, реализуемых на ЭВМ, для решения типичных задач управления.
Апробация работы. Материал по теме диссертации докладывался
на следующих научных конференциях: III Международный семинар "Не-
гладкие и разрывные задачи управления и оптимизации и их приложе-
ния" (Санкт-Пертербург, 1995); Международный семинар "Негладкие и
разрывные задачи управления и оптимизации" (Челябинск, 1998); 26-
30 Региональные молодежные конференции "Проблемы теоретической и
прикладной математики" (Екатеринбург, 1995-1999 гг.). Работа обсужда-
лась на научных семинарах кафедры теоретической механики и кафедры
вычислительной математики Уральского госуниверситета, отдела дина-
мических систем Института математики и механики УрО РАН.
Публикации. По теме диссертации опубликовано 4 статьи и 10 тези-
сов докладов на научных конференциях. Все работы написаны без соав-
торов. Список публикаций приведен в конце автореферата.
Структура и объем работы. Диссертация состоит из введения, трех
глав, приложения и списка цитированной литературы. Нумерация пара-
графов сквозная. Общий объем диссертации 112 страниц. Библиография
содержит 86 названий.
СОДЕРЖАНИЕ РАБОТЫ
Первая глава состоит из шести разделов. В разделе 1 дается постанов-
ка рассматриваемой задачи игрового управления. Пусть система описы-
вается уравнением
dx/dt = A(t)x -+ B(t)u + C(t)v, t 6 [t0, #], (1)
x <E Rn, и 6 P С Rr, v&QcR",
где х фазовый вектор, и и v - векторы управления и помехи соот-
ветственно, A(t), B(t), C(t) - непрерывные матрицы-функции; to и $ ~
фиксированные моменты времени (to < $); Р и Q - выпуклые компакты.
В момент to состояние системы x[to] = XQ удовлетворяет соотношению
|^ о| < -Ro> гДе -Ro ~ достаточно большое число. Обозначим
R(t) = (1 + Д0) exp{A*(t -
Л* = max{A.4, \вс}, Ад = max
XBC — max ).£?(*) |„, max |u| -f |C(£)|* maxju|(o<t<w I u£P u6Q
Символ I • I означает евклидову норму соответствующего вектора,
Назовем позицией системы (1) пару {t,x}. Введем множество К воз-
можных позиций [3]:
K = { { t , x } : t
n
< t < i 9 , я;|<Л(*)}. (2)
Пусть выбрана некоторая исходная позиция {t,,x*} 6 К. Допустимы из-
меримые по Борелю реализации u[t»[-]$) = {u[t] 6 Р, t, < t < i9} и
u[t*[-]tf) - {UW 6 <<?' t, < t < d}- Такие реализации из позиции {t,,z,} в
согласии с (1) (при и = u[t], v — v[t}) порождают единственным образом
абсолютно непрерывные движения i[t,[-]i9] = {x[t], t, < t < •&, x [ t t ] = xt},
для которых справедливо включение {£,£[£]} G К при всех t £ (<„,$].
Пусть выбраны N моментов времени f W G [to,'?], № < t'*+Il, i =
1, . . . , N - 1, *f-v) = 1? и нормы x[ i l(z), я 6 Д", г = 1, •. •,ЛГ. Показатель ка-
чества движений является функционалом 7 — 7(Х[М']^1)> который имеет





g(tt) - min{i : t[i) > t»}- (6)
Показатель качества 7 (3) (5) может быть задан априори, либо он вво-
дится [4] как аппроксимирующий для исходного показателя 7*1 который
оценивает континуум значений x[t], реализовавшихся в процессе движе-
ния системы:
г
7(2) = 7(*2)(:r[^:*['l^]) — SUP
где х(*!:г) ~ кусочно-непрерывная по t норма-функция (x(t, •) - норма в
пространстве n-мерных векторов при каждом фиксированном t). Функ-
ционал 7 из (З)-(б) является позиционным [4, 8, 9], т.е. может быть пред-
ставлен в виде
где функционал cr(x[i»[-]i*)./j) (при каждой допустимой фиксированной
истории х[**[-]Г) — {х[т}, i» < т < t*}) является непрерывным и неубы-
вающим по J3.
Задача требует найти управление (или помеху), нацеленное минимизи-
ровать (максимизировать) показатель качества 7(0- Задача построения
таких управлений формализуется [3, 4] как антагонистическая диффе-
ренциальная игра двух лиц (управление - трактуется как действие пер-
вого игрока, а помеха - как действие второго) в классе чистых позици-
онных универсальных стратегий u(t,x,e), v(t,x,e), где {t,x} € К, а е > О
- параметр точности [3]. Для каждой исходной позиции {tf,xt} £ К дан-
ная игра имеет цену р (tt, я») и седловую точку, которая складывается из
оптимальных стратегий u°(t,x, e), vn(t, x,e]. Известно, что оптимальные
стратегии могут быть определены методом экстремального сдвига [3, 4]
по значениям цены игры в окрестности текущей позиции. Следующие
разделы главы 1 посвящены вопросам вычисления цены игры (1) - (6)
для возможных текущих позиций, как исходных.
Замечание. Укажем общие черты [10] в строении функционалов (3) -
(5). Каждый из функционалов можно записать в виде
7 = 7ИМ'№) = />(М1 (Ы№'\ . . . , х[№}}) , (7)
где - /Л1' ({У*', . . • , у^}} , г = <?(£.); • • • , N заданные нормы в простран-
стве п х ДГ-мерных векторов наборов {у^, . . . , y''v'} из n-мерных векторов
у'
я1 (s = г, . . . , N); (при г — N символ {у'1', - . . , у'л'} означает просто век-
тор У'
Л
'). Кроме того, можно указать функции сг' г '(г/М,/3), j/!' £ Rn, /3 £ R,
/3 > 0, для которых справедливы равенства
^(У^0), (8)
Функции a'
1! (j/l1' , /5) можно без ограничения общности доопределить при
в < 0 равенствами аИ(уи,/3) = стй(г/!1, -/3). Теперь (тИ(уИ,/3) - четные по
/3 и в силу (8) являются нормами в пространстве п + 1-мерных векторов.
В разделе 2 на основе метода стохастического синтеза [3, 4] предлагает-
ся программная стохастическая процедура для вычисления цены игры.
По сравнению с каноническим случаем (см. например [3]) особенность
данной задачи составляет многомерная по времени структура показате-
ля качества. Это в свою очередь усложняет возникающие здесь стохасти-
ческие максиминные конструкции. Рассмотрим ги-модель, описываемую
дифференциальным уравнением
dw/dr = A(r)w + B(r)u + С(т)и, т £ [t0, 0], (9)
w е Я", и е Р, v e Q.
Пусть {т», го,} € А', г» < д -- - исходная позиция для модели (9). Назначим
разбиение
Д* = ДА^Т,} = (т, : n = т,, т,- < rj+1, Tt4l = т?}, (10)
в которое включим все моменты i'1' > т,. Рассмотрим вероятностное
пространство {£1,В,Р}, элементарные события которого и> — {£j, . . . , &}.
Здесь £,- 6 [0,1], j = l , . . . , f c - равномерно распределенные случайные
величины, связанные с моментами т,- разбиения (10), П — {о>} - единич-
ный куб в fc-мерном пространстве, В - борелевская ст-алгебра для этого
куба, Р— Р(В) - лебегова мера, В 6. В. Введем стохастические неупрежда-
ющие [3] программы
и[] = {и[т, и] = и[т, f ь . . . , £,-] 6 Р, TJ < т < rj+1, j = 1, . . . , k, u> €
(И)
(12)
которые по совокупности аргументов являются измеримыми по Борелю
функциями. Символами DU(T x Q) и DV(T х П) (здесь Т = [т»,$)) обо-
значим множества всех допустимых программ (11) и (12) соответствен-
но. Из исходной позиции {т,,ш„ = «;[т,]} программы u(-) £ DU(T x П) и
и(-) 6 Д. (Т х П) порождают случайные движения [3, 11] го-модели
= Х[т,т.]и;. + Xtr.ijKB^Hr/.w] + C^rfr/.wDdjj, (13)
т,
где т 6 [т,,!?], ш е П, Х[г, rj] - фундаментальная матрица решений урав-
нения dx/dr — А(т)х. Функции ги[т,о>;г;[-],и[-]] измеримы по совокупно-
сти переменных т, ал На базе {$1,В,Р} определим линейные простран-
ства L, (П), г — 1, . . . ,Л Г , элементами которых будут s(-) = {s(o>), u> £
П}, s(w) = (5^(0;), . . . ,s'A'l(w)}, где компоненты 5^(0;), d - i,...,N -
n-мерные случайные величины, определенные на {П,В,Р}, для кото-
рых M{/i!'l({s'l'(w),. .. ,s!'vl(o>)})} < 00. Здесь и далее символ М{. . .} =
,fa...P(du>) означает математическое ожидание (интеграл Лебега [11]).






Заметим, что {w[t^T-]\u}}, ..., w[t№,u]} € Ь^>}(П).
След^
г
я методу стохастического программного синтеза и принимая во
внимание вид рассматриваемого функционала качества 7 (7), введем
величину стохастического программного максимина
= sup i n f М { ^ ( ю [ № , и > 1 . . . , ы ( ^ \ и , } ) } , (15)
а = э(т*), t0 <rt < -в.
Удобно перейти к двойственному описанию величины (15). Через L,- ($7),
г = 1, . . . .N обозначим пространства случайных величин !(•) = {1(ш) =
{/l ' l (w), . . . ,/!ЛТ1(ш)}, w £ П}, где компоненты /^(w), d = i,...,N - п-
мерные случайные величины, определенные на {fl,£?,P}, для которых
vraimaxwgjiд*М ({/'*'(ш),... ,/'^(0;)}) < сю. Здесь /^''(-) - норма, сопря-
женная с нормой /Л!'(')- Норму в LJ (П) введем по формуле
w^Si
Пусть
h(r) = тах{г : № < г}, т е [т,,т?). (17)




r.(!(•)) = Е A"r[tf'l,i?]M{i' i l(w)}, (18)
i=S(r.)
N
Здесь М{. . . | . . .} - условное математическое ожидание; !(•) 6
Определим величину программного экстремума
(20)






шей", j = i , . . . , f c ,
где ( . . . . . . . ) - скалярное произведение векторов.
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Лемма 2.1. Для всякой исходной позиции {т., и;*} 6 А', т
г
 6 [<0,$) при
всяком разбиении Д^ (10) справедливо равенство
/>(т,.а>.,Д*) = е(т.,и;„ Д*). (23)
Обратимся теперь к случаю, когда {т*, го»} 6 К, т, = t?. В этом случае
величины р(-) и е(-) определим равенством р($, и;», Д/t) — e(j9,u,'», Д/ь) =
//'Л1(гу,), в котором теперь символом Д^ обозначено множество, состоящее
из одной точки {TI = rt — i?}.
В разделе 3 устанавливаются используемые в дальнейшем свойства
стохастической программной конструкции. Доказывается, что программ-
ный максимин /з(т,,ад», Д/t) удовлетворяет условию Липшица по w, для
всех позиций из К. Рассматриваются свойства максимизирующих после-
дователыюстей {1(я)(.), в = 1,2,...} 1(в)(.) е Ь^(П), ||1(в)(-)||; < 1,
<7 = <?(т»), которые отвечают верхней грани в (20).
В разделе 4 приводится обоснование свойства и- стабильности [3, 4]
величины р(-) = е(-) (лемма 4.1). Доказательство базируется на теореме
Какутани о неподвижной точке многозначного отображения и на свой-
ствах конструкции, установленных в предыдущем разделе.
Разделы 5 и 6 являются основными в главе 1. Содержанием разде-
ла 5 является обоснование предельного равенства цены рассматриваемой
игры р°(г,,ги«) стохастическому программному максимину /э(т»,w t, Д^).
Рассмотрим предельный переход в обсуждаемых конструкциях при из-
мельчении шага Afc, Используя лемму 2.1. лемму 4.1. и определения
(15), (20), приходим к оценкам цены игры p°(tt,xt) через стохастический
программный максимин p(tt,xt, Д^) сверху и снизу. Именно, для любой
начальной позиции {т*,ш*} = {t.,,xt}, и последовательности разбиений
{Д^ = A^T]**}}, (fc = 1,2....) отрезка [*.,й], r^ - i., r^ = )9 с шагом
6k = maxj(r|+\ - т]*') -> 0 при k —> оо, (при этом все точки *W, ft'l > it
включены в каждое разбиение Д/t) справедливы соотношения
iim.p(t,,z,,Afc) = .Шпе(г„х.,Д*) > p ° ( t t , x f ) , (24)
л \ l'v»i (I ъ* /\ ^ ^ ^I'-t i-p \ ffy^\
k—>эсг ч ' fc-voc ~
Из (24) и (25) вытекает справедливость следующего утверждения.
Теорема 5.1 Каковы бы ни были исходная позиция {т4,гу*} = {<»,х.}
и последовательность разбиений {Д^}, (k = 1,2,...), (lim^ = 0, k -> оо)
справедливо равенство
lim p ( t f , xt, Д^) — lira e(t», x». Д^) = p°(t«, x»),fc->oc fc-voo '
где /3°(i t,Xt) — цена рассматриваемой дифференциальной игры (1)-(6).
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В разделе 6 решается задача о вычислении программного экстрему-
ма (20). Доказывается, что стохастический экстремум совпадает с ве-
личиной [4, 6. 10], вычисляемой на основе построения выпуклых сверху
оболочек для вспомогательных детерминированных функций. Пусть ре-
ализовалась позиция {i»,x*} и выбрано разбиение Д^{т,} (10) отрезка
[<„, $]. Для каждого номера j = 1, . . . , k определим области Gj(t*) С R"
Gj(t.) = {m0) : ти) = m(l(-)), l(-) 6 Lf\U), ||1(.)|Ц < 1, h = h(Tj) + 1},
(26)
где
Множества Gj(i») — непустые выпуклые компакты в Rn. Пусть Дт/>Д<«; m)
— функции (22). Построим рекуррентную последовательность функций
6 G j ( t t ) . При j = k полагаем
.; m(fc)) = {^k(tt; •)}ck(t,), m(t) € Gt(t.). (27)
Символом v
?(7Tl) — {^(Olc, здесь обозначена выпуклая сверху оболочка
функции гр(-) в области (?», т.е. функция, минимальная из всех вогнутых
функций, мажорирующих т/>(т), т С G». Далее по индукции. Пусть для




где в случае h(rj] — /I(TJ_I), (t^'rj" < TJ_I < TJ), полагаем
rn^^!)), (29)
а в случае ^I(TJ) — h(Tj^i) + 1, (T,-_I < TJ = tWT ' 'l), определяем
Здесь
^(t.irrif^!)) = max i^(*,;m(j)), (31)
где максимум берется при условии
^my) -+ Х
Т[№]\0]1 = my.D, Hh^«(*,f) < 1, f e [0,1],
(32)
Введем
e*(t,,z»,A f c) = sup [(m(1),X[i?,t,]x,)+
m(1,eG,(t.)
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sup M{£A^( t . ,m r ' ( l ( - ) ;£ i , . . . ,u ) )} i Л = ММ+1- (33)
=™<i>
Лемма 6.1. Каковы бы ни были позиция {tt,wf} G и", i, < ti и разби-
ение Д^ (10) отрезка времени [i,,$], имеем
e(t w дл _{«*('*. «>..**), если t,
«(*"«'*. д*)- |
 e
,to(r.)l(U J t ) e. ( t. j U ; t i A j t) ) ) если t.
Далее доказывается справедливость равенства
sup
!|1(-)К<1, m(K-))=m<i) j = l
h = h(t.) + 1. (35)
Таким образом, вычисление программного экстремума е(-) (20) в силу
леммы 6.1 и равенства (35) сводится к решению задачи о нахождении сто-
хастических вектор-функций, доставляющих максимальное значение не-
которому вспомогательному функционалу. При этом доказывается, что
максимум достигается на конечнозначной случайной векторной величи-
не, построение которой базируется на каратеодориевых точках и весах,
отвечающих рекуррентной последовательности выпуклых сверху оболо-
чек из вспомогательной программной конструкции (26) - (32) для вычи-
сления цены игры (1) - (6).
Вторая глава состоит из четырех разделов. Рассматривается задача
конфликтного управления с квазипозиционным функционалом [4].
В разделе 7 дается постановка задачи. Пусть система описывается
уравнением (1) и имеются два разбиения отрезка времени [to, т?]:
Д(Ы - {*£•! : *W > t0, i^+1' > tW, ta = 1, . . . , N0 - 1}, a = 1, 2 (36)
t , = , . . . ,
 Ь
 t2 = , . . . , 2
Заданы нормы Xaa '(x)> x ^ - "^' *<* = l > - - - ) N
a
, a = 1,2. Такие реализа-
ции пороясдают единственным образом абсолютно непрерывные движе-
ния xjto[']i9] = {x[t\, t0 < t < t9, x[to] = XQ} системы (1) (x0 - задано).
Показатель качества движений дан в виде функционала
7(4) = 7(4)(*М-]0]) - L X { l l ] ( x [ t [ i l ] } } + ,max. {^Wl)}. (37)
Функционал 7(4) (37) состоит из аддитивной комбинации позиционных
функционалов i(i) (3) и 7(2) (4), но не является позиционным. Задача те-
перь формализуется как антагонистическая дифференциальная игра [4]
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на базе стратегий, для которых информационным образом служит исто-
рия движения x[<u[-jt] — {^[r]- 'о < т < *Ь сложившаяся к текуще-
му моменту времени t (t, < t < т)). Для всякой исходной истории
x[*o[']^«]i (*о 5: ** < $) эта игра имеет цену р'^Д^оНМ) и седловую точку
{и^Дх^оН^],^), г;(4)(х1'о[-]^],£)}- Здесь е > 0— некоторый параметр точно-
сти [3. 4]. Оптимальные стратегии {Ц^Д-)) w(4)(')}' строятся как экстре-
мальные [4] к функционалу /9?4)(-)- Для такого построения оптимальных
стратегий достаточно уметь эффективно вычислять цену игры. Вторая
глава посвящена вопросам вычисления цены игры (1), (37) для каждой
возможной текущей истории z[to[-]*j. как исходной.
В разделе 8 обсуждаются изменения, которые вносятся в стохасти-
ческую программную конструкцию по сравнению с позиционным случа-
ем. В данном случае «..'-модель, описывается также дифференциальным
уравнением (9). Пусть реализовалась история u'[to[-]r,] движения моде-
ли (9), to < т* < i9. Назначим разбиение Дц- (10) отрезка времени [t»,j9], в
которое теперь включим все моменты t{j"I > т, разбиений Д([«>!, а = 1,2.
Снова рассмотрим вероятностное пространство {$1,В,Р} и введем стоха-
стические неуцреждающие программы и[-] (11) и v[-] (12). Из исходной
позиции {т*, го* = гу[т«]} программы и[-} £ ДДТ х Q) и и[-] € Д,(Т х П)
порождают случайные движения ги-модели, W[T, ш] (13), т £ [T»,I?],U; € П.
На базе {П, Б,Р) определим линейное пространство Ь(1)(П) с элементами
8(.) - {sH.w £ О}, sM - {.^Н,...,^711^),^1^).---,^21^)}, где
компоненты ^(ш] (г„ — 1, . . . , N
a
 а — 1, 2) — n-мерные случайные ве-
личины. определенные па {П,Б,Р}, для которых М {х^Н8^"^))} < °°-






 : i^ >т}. те [*„,0], а = 1,2. (38)
Реализовавшаяся история ги[<о[-]т»] и пара стохастических программ (11),
(12) порождают в силу (13) элемент
из Г/^П) с компонентами yW(w) = w[tM], i
a
 = 1, - . . ,ff
a
(r*) - 1, J / i H =
u)[t['tn',u;; i'[-], u[-]], i = 5о(т«), . . . ,JVQ, a = 1,2. Введем величину стохасти-
ческого программного максимина
, Afcb-}) - sup inf ||y(.)||, <o < г. < 19, (39)
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Через L'°°'(fi) обозначим пространство случайных величин !(•) =
{1Н,о; £ П}, 1И = {/'"(о;),...,/^1^),^1^),...,/^1^)}, где компонен-





nXal°'('cH(u')) < со. Здесь х*а'°Ч') ~ норма, сопря-










 : tg°l < т}, r 6 [to, 0], a = 1,2. (40)
(Если нет ни одного номера i
a





) ; 6 , - - - , ^ ) = Е
Н^,...,^-}. J = l , . . - , f e . (42)
i2 = h,(r.,) + l
Определим величину программного экстремума
= sup K(4)Hfo[-b],Afc{Tj},l(-)). «о<т, <t?. (43)
l|i(-)il '<i
Здесь





При этом в (45) результат суммирования по убывающему индексу пола-
гаем равным нулю. Справедливо следующее утверждение.
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Лемма 8.1. Для всякой исходной истории W[(Q[-]T»], т, 6 [<о,$) при
всяком разбиении Д^ (9) справедливо равенство
Р(4)М*оНт,], А*) =
 е(4)(гф0[-]т»], A t). (46)
В случае, когда т* = $ величины рщ(-) и е( 4)(-) определим формаль-
но равенствами ^(4)(гфо[-Н, A f c) - e ( 4 )(iu[*o[-]tf], А*) = 7(4)(Ц<о[-]0]), ГДе
теперь символом Д^ обозначено множество, состоящее из одной точки
{т, = т, = -в}.
Содержанием раздела 9 является прямое доказательство свойства it-
стабильности величины /9(4)(-) = е(4)(') (лемма 9.1). Это доказательство
по сути уточняет и развивает доказательство аналогичного свойства из
раздела 4 теперь для квазипозиционного случая.
Раздел 10 являтся основным в главе 2. Пусть реализовалась история
z[to[-]t*] (tt < т?) и выбрано разбиение Д/ь{т}} (10) отрезка [t»,i?]. Перейдем
теперь к задаче о вычислении e(4)(x[to[-]t»]; Ajt) (43). Для этого на веро-
ятностном пространстве {£1,В,Р} для каждого j — l , . . . , f c определим
вспомогательные случайные и - мерные величины
9Ць1Н = 9&.1( .^ •••-&). 1„=--Ла(г,-) + 1,...,Л'
а
, а -1,2
и случайную скалярную величину
которые при почти всех ш 6 П удовлетворяют условиям
о < д
й
,о(^) < 1, (47)
Х^'ФН) <l,«i = ^,(TJ) + 1, . . . , ЛГ„ (48)
Е Х^(9&Н)<9и].оН- (49)
"2 = '»2(Tj)+l
Через Qj(fl) обозначим множества всех многомерных случайных величин
удовлетворяющих (47)-- (49). Множествам Qj(fi) поставим в соответ-
ств
Д:





Множества Gj (t,) - непустые выпуклые компакты в Я""1"1. Из (40) -
(45), (47) - (49) (при j = 1) и определения области G
x
 ' (£») (50) следует
равенство
sup ( l - f ( i ) ) , max
„(1))*а1Л<.) 1<«><М
+ sup
q ( i ; (-)eQ:ii(n)Hm, 1 : , i/ u ) ) j-l
где внутренний sup вычисляется по случайным вектор-функциям q[i](-) £
Q[i](fl), таким, что m(q[,](-)) = m(1), M{q^fl(u]} - f (i). Далее показано,
что решение задачи поиска точной верхней грани функционала из (51) на
множестве случайных вектор-функций q[i](-) £ Q[i](^)' m(4[i](')) = m(i)i
M{q\i] ,о(ш)} — v(i) приводит к известной процедуре построения выпу-
клых сверху оболочек для вспомогательных функций из детерминиро-
ванной программной конструкции [7] . Приведем здесь эту конструкцию.
Определим рекуррентную последовательность функций </?,(£, ;
(wiy), f(j)) £ GJ (tt). При j — k полагаем
; <?П*.)- (52)
Символом </?(£,,; m, г/) = {^(**; •, ОК.») здесь обозначена выпуклая сверху
оболочка функции il>(tt;-,-) в области G^. Далее по индукции. Пусть для
J (1 < j < k) уже построена функция </?j-(t«; m(j), i/(;-)), (m(j), i/(j)) e G}4)(t,).




^•_1(г,;т0_1), !/(_,_!>) = A^ J -i(i,;m ( j _ 1 ) ) + ^(t,;m0-_1), I/O_D). (54)
Здесь в первом случае (когда h\(r}) — /II(T,-_I), ^(т}) — h 2(r ;_i)) полагаем
rn^..!), ^ц). (55)
Во втором в случае (когда /II(TJ) = /I!(TJ_I) + 1, ^(TJ) = ^(TJ-I)) опреде-
ляем
(j_1)), (56)
при этом максимум вычисляется при условии
m( j ) + X
T(^\-S\l = my.,,,
 Mf
 1(TJ)1(0 < 1, H;,,^-!)) € Gf («.)•
(57)
В третьем случае (когда /II(T ;) = /II(TJ_I), /12 (т,- ) = /г2(т?_1) + 1) полагаем
^-(^jm^i).^-!)) = max w ;(<,;mu), 1/и)), (58)
(mO)'"(j))
где максимум вычисляется при условии
G ( t . ) . (59)
Справедливо равенство
sup
/(1)) 6 G ! ( t t ) . (60)
Величина e(4)(x[to[-]t*], Д^) (43) согласно равенствам (51) и (60) совпада-
ет с величиной [7], вычисляемой на основе построения выпуклых сверху
оболочек вспомогательных функций в детерминированной конструкции
(52)-(59), и поэтому обладает свойством ^-стабильности [7]. Используя
лемму 8.1, свойства и-стабильности (лемма 9.1) и ^-стабильности вели-
чины (43) приходим к следующему утверждению.
Теорема 10.1. Каковы бы ни были исходная история го [£(>[•] т,] =
x[to[-]t*], и последовательность разбиений (10) {Д*: = Ajt{rj}}, (fe =
1,2, .. .) отрезка [£*,$], r\ — t*, r/t-ц — i? с шагом S^ = maxj(r;-+i - TJ) -> 0
при k — > схз, справедливо равенство




(x[ta[-]tt\) - цена игры (1), (36), (37).
Рассматриваемые стохастические или детерминированные процедуры
вычисления величин, аппроксимирующих цену игры являются дискрет-
ными, так как базируются на выбранном (достаточно мелком) разбиении
отрезка времени процесса управления. Естественным представляется во-
прос о переходе от данной дискретной по времени схеме, к некоторой пре-
дельной (при измельчении шага разбиения отрезка времени) схеме вычи-
сления цены игры. В главе 3 такой переход осуществляется на примере
одной задачи конфликтного управления с эллиптическими ограничени-
ями на управляющие воздействия игроков [4] и терминальным показате-
лем качества.
Третья глава содержит четыре раздела. В разделе 11 дается поста-
новка задачи. Движение объекта описывается уравнением (1), при этом
х G R", п > 2, и £ Я2, v G Д2. Величины и и v стеснены ограничениями
4 + Й<1, а 2 >6 2 1, (61)
1, »! J
i2 Ь2 ]
Здесь ai, 61, аз, 62 - заданные действительные числа. Показатель качества
- терминальный, является частным случаем функционалов (7), (37) и
имеет вид
Предположим, что для матриц X[$,t], B(l), C(t) выполняются равенства
«i, i = l,2, (64)
где символ { }i означает г-тую компоненту матричного произведения; g ( t ]




»п2) = minmax(m, (д(т)и + f ( r ) v ) ) -
(65)
т" € [£о, $]) т £ S, S = {т = (т^та) € Л2 : |т| < 1}. Определим
функцию Ф(г, т2), т € [to,»?], та £ [0, 1] из соотношения
(r.mi,m2) =т2Ф(т,т2). (66)
В дальнейшем предполагаем, что выполняются следующие условия:
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1) существует т е [to.$], такой, что для любых s 6 (т, г)} m-i 6 [0,1]
Ф(8,тп2) > 0;
2) для любых я С (t0, т] Ф(в, 1) < О, Ф(«,0) > 0;
3) существует т е (to, т], такой, что для любых та € [0, 1]
f(s,m2)j s=f = 0, f (s,m,) > 0 при s 6 (т,0] и f (s,m2) < 0 при s € [<о,т]-
Пусть реализовалась позиция {t»,x» — x[t»j} (Е К и выбрано разбиение
Д)е = Ajt{rj} (10) отрезка [t,, $] в которое вклчены моменты времени г и т
из свойств 1) - 3). Области G j ( t t } (26) удовлетворяют равенствам Gj(t») =
5, j = 1, . . . , k. Величина, аппроксимирующая цену для реализовавшейся
позиции {t,,z, = x[i«]} и выбранного разбиения Д^ имеет вид
e(t.,x,,A f c) = max((m,y,) + </7i(f,,Tn)), (67)
где в согласии с принятыми обозначениями у, — {у»1.2/*г}Г € Л2, j/»i =
{Х[0,*,]я,Ь, 1 = 1,2.
В разделе 12 предлагается и далее (в разделе 13) обосновывается пре-
дельная (при стремлении диаметра разбиения Д^ (10) к нулю) схема вы-
числения цены игры (1), (61) - (64). При таком предельном переходе со-
ответствующая последовательность выпуклых сверху оболочек i^j(t»;m)
j = 1, ..., k (26) - (32) трансформируется в непрерывную по времени функ-
цию </?'а'(т, m), r g [t*,$], т Е 5 конструкция которой описывается с
помощью системы обыкновенных дифференциальных уравнений.
Лемма 13.1. Для любого числа е > 0 найдутся числа S(s) > 0 и
а(е,(5(е)), 0 < а(е,6(е)) < <5(е), такие, что для любого разбиения Д& С
{Д^, k = 1,2, ...} с диаметром (Sfc < S(e) справедлива оценка
|Vi(t.;m)-^a>(t,,m)|<e, (68)
равномерная по всем {tt,m} £ [и,д] х 5, если только 0 < а < а(е,(5(е)).
Рассмотрим величину
e
(Q>(t»,z,) = sup((m,j/,) + </'>(*„ m)), {t,,i.} € К (69)
Теперь из равенства (67) и леммы 13.1 в силу теоремы 5.1 заключа-
ем, что величина e'
0
'(t«,x,) (69) аппроксимирует цену игры p0(tt,x»), т.е
верно утверждение.
Теорема 13.1. Для любого числа г > 0 найдется число а° > 0, такое,
что для любой исходной позиции {t»,x*} € К справедлива оценка
если 0 < а < а°.
В разделе 14 приводится пример симуляции процесса управления на
ЭВМ.
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