Abstract-Traditionally, simultaneous localization and mapping (SLAM) algorithms solve the localization and mapping problem in explored regions. This paper presents a prediction-based SLAM algorithm (called P-SLAM), which has an environmental-structure predictor to predict the structure inside an unexplored region (i.e., look-ahead mapping). The prediction process is based on the observation of the surroundings of an unexplored region and comparing it with the built map of explored regions. If a similar environment/structure is matched in the map of explored regions, a hypothesis is generated to indicate that a similar structure has been explored before. If the environment has repeated structures, the mobile robot can use the predicted structure as a virtual mapping, and decide whether or not to explore the unexplored region to save the exploration time. If the mobile robot decides to explore the unexplored region, a correct prediction can be used to speed up the SLAM process and build a more accurate map. We have also derived the Bayesian formulation of P-SLAM to show its compact recursive form for real-time operation. We have experimentally implemented the proposed P-SLAM on a Pioneer 3-DX mobile robot using a Rao-Blackwellized particle filter in real time. Computer simulations and experimental results validated the performance of the proposed P-SLAM and its effectiveness in indoor environments.
environments. They cause uncertainties and result in a search problem in high-dimensional spaces, which are composed of a large number of possible maps and robot trajectories. To make the search problem manageable, researchers have used various probabilistic techniques [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] to solve the SLAM problem in explored regions with little emphasis on unexplored regions. This paper proposes a SLAM algorithm, called the prediction-based SLAM (P-SLAM) algorithm, which focuses on predicting the structure inside an unexplored region and using the predicted information for SLAM. The proposed P-SLAM has an environmental-structure predictor to generate hypotheses of unexplored regions before the mobile robot actually explores them. Specifically, P-SLAM focuses on unexplored regions that are in the neighborhood of the explored regions because they are the next exploration targets, and the mobile robot can use the information in these unexplored regions immediately. The prediction process is based on the observations of the surroundings of an unexplored region, comparing them with the built map of explored regions. If a similar structure is matched in the built map, a hypothesis is generated to indicate that a similar structure has been explored. If a mobile robot can predict the structure in an unexplored region correctly to a certain degree, then it can decide not to explore the unexplored region, and use the predicted structure as a virtual mapping to save the exploration time. If the robot decides to explore the unexplored region, then a correct prediction will reduce the search space to speed up the SLAM process and build a more accurate map. We have implemented the proposed P-SLAM with a Rao-Blackwellized particle filter (RBPF), and demonstrated that P-SLAM used fewer particles, resulting in a faster SLAM process.
The effectiveness of P-SLAM depends on the characteristics of an environment with repeated features, similar shapes, or symmetric structures. We usually can find an indoor environment with these characteristics (e.g., straight walls, right-angle corners, similar rooms, and symmetric layout in a building). With these characteristics, P-SLAM uses a built map to predict unexplored regions. If an environment is structurally irregular, then the environment is unpredictable. The consequence is that the built map will be difficult for use in predicting the environmental structure, and the mobile robot has no choice but to fully cover the unexplored regions to construct the map with a traditional SLAM algorithm.
A successful environmental-structure prediction can be used in many areas of mobile robotics research. In P-SLAM, we use it to save exploration time or construct a more accurate map and speed up the SLAM process. With correct predictions, a mobile robot can dynamically change its sensing frequency or exploration velocity to save energy. Our previous work has shown that coordinating an ant-like, multirobot system by a simple environment estimation can explore an unknown area with energy and time efficiency [13] . Schroter et al. presented a detection and classification method of gateways in an office environment before a mobile robot fully observed these features [14] . This prediction scheme allows a mobile robot to obtain better localization and mapping results.
The mobile-robot exploration is another research area related to the unexplored-region prediction. During the exploration, a mobile robot needs to decide the next exploration target that provides the most information gain of an unexplored region. Therefore, the robot predicts and compares the information gain of different exploration targets. From this concept, the frontiercell-based navigation method [15] is widely applied to the mobile-robot exploration. This method assumes that every frontier cell provides the same information gain, and the robot chooses a frontier cell as the next exploration target with the shortest traveling distance. One advantage of the frontier-cell-based navigation is that a mobile robot can explore every accessible region, but it suffers from longer exploration time due to rough information-gain predictions.
To improve the frontier-cell-based method, Grabowski et al. proposed "the next-best view" approach [16] , [17] , which provided a better information-gain prediction and thus speeded up the exploration process. For the multirobot exploration, it is even more urgent to correctly predict the information gain because it dominates the exploration time and energy. In [18] and [19] , the authors employed a utility index to predict the information gain in target locations and used it to coordinate a team of mobile robots. In [20] , frontier cells are clustered into groups and assigned to different mobile robots depending on the distance to targets and the predicted information gain. Although these exploration methods predict the information gain, they do not predict environmental structures inside unexplored regions and do not use the information to speed up the SLAM process.
To use the structure prediction in SLAM, we need to integrate the predictions in current SLAM algorithms. Most of the existing probabilistic approaches to the SLAM problem are all based on Bayesian filters [1] , [21] . They use previous sensory information and motion commands to estimate mobile-robot poses (i.e., positions and orientations) and to build a map. The Bayesian formulation results in a compact recursive form suitable for real-time computation. In P-SLAM, we further use predicted maps for localization and mapping. Since P-SLAM differs from the traditional SLAM algorithms, it will be of interest to derive the Bayesian formulation of P-SLAM and compare it with the Bayesian formulation of traditional SLAMs. Like the Bayesian formulation of traditional SLAM algorithms, we show that the Bayesian formulation of P-SLAM also results in a compact recursive form, which incrementally solves the SLAM problem.
This paper is organized as follows. In Section II, we first formulate the prediction problem as a search problem and a similarity measurement problem, then we discuss how to use the predicted maps in SLAM. In Section III, we describe the environmental-structure predictor, including searching similar regions, similarity measurement, and hypothesis generation. In Section IV, we present the architecture and the Bayesian formulation of P-SLAM, and its implementation using a RBPF. We also discuss the worst-case scenarios and propose a recovery mechanism for P-SLAM. In Section V, computer simulation results and experimental results are presented and discussed. Conclusions are summarized in Section VI.
II. PROBLEM FORMULATION
In this section, we formulate the environmental-structure prediction problem as two subproblems: how to perform the prediction and how to use predicted maps.
A. Prediction of an Unexplored Region With a Built Map
The central problem of the proposed P-SLAM is how to predict the structure of an unexplored region. To identify where the unexplored region is, P-SLAM adopts the occupancy-grid map, and this allows it to easily distinguish both the explored and unexplored regions. With the occupancy-grid map, the prediction process can be divided into four major steps:
1) locate a target frontier cell to predict; 2) collect structure information near the target region; 3) search for similar structures in the built map; 4) generate a hypothesis if a similarity match exists. In the first step, a target cell is selected for prediction. To prevent repeated or unnecessary predictions, P-SLAM adopts the following two criteria to select a target cell: the target is a frontier cell (i.e., a cell between an explored region and an unexplored region), and the cell is the next possible exploration goal. The first criterion guarantees that there is a nearby unexplored region, and the second criterion avoids unnecessary predictions because we want to use the predicted information immediately. If needed, the prediction process can be easily extended to predict several possible targets for coordinating the robot.
In the second step, P-SLAM collects the structure information near the target region. The information is defined as a region surrounding the target cell . The region is formed within a range , as shown in Fig. 1(a) . The range defines the surroundings and also determines the prediction range. Next, the third step is formulated as a search problem. Given and , search for a reference cell with the reference region in the built map such that (1) where is a similarity measurement function. The corresponding and are shown in Fig. 1(b) . In the fourth step, if the similarity measurement is larger than a predefined threshold, then we say that a match exists and a hypothesis is generated. If several matches are above the threshold, the best match will be selected. As shown in Fig. 1(b) , the generated hypothesis corresponds to the unexplored region in Fig. 1(a) . In Section III, we shall present the proposed environmental-structure predictor, including how to search for reference regions, how to design a similarity measurement function, and how to generate a hypothesis.
B. Use of Predicted Maps
With the predicted map of an unexplored region, the next question is how to use it in SLAM. For mapping purposes, P-SLAM uses the predicted map as a virtual map (look-ahead mapping). If the environment has repeated structures, the robot can decide not to explore the predicted regions to save the exploration time. For the SLAM purpose, P-SLAM uses the predicted map to update the particle weights when the robot first enters the predicted region, which is different from the traditional SLAM approaches. Most of the current SLAM algorithms process sensory readings and localize a robot in a built map. Thus, the correctness of the localization process heavily depends on the overlapping of sensor readings and the built map. If there is no overlapping, the robot only can use the noisy odometry readings to localize itself. In some cases, especially when the robot suddenly has a sharp turn or moves into a new unexplored region, the overlapping between the built map and the new sensor measurements could be very small. This may result in an inaccurate localization and an inconsistent map. The localization with an accurate prediction of an unexplored region eliminates this problem. Nevertheless, we shall be very careful to apply the prediction-based localization, because it may also induce extra noise due to inaccurate predictions.
The major difference between traditional SLAM algorithms and the proposed P-SLAM is the look-ahead mapping, as shown in Fig. 2 . The details on how to merge the look-ahead mapping into a traditional SLAM will be discussed in Section IV.
III. ENVIRONMENTAL-STRUCTURE PREDICTOR
In this section, we introduce the proposed environmental-structure predictor. Since the prediction was formulated as a search problem and a similarity-measurement problem, the predictor consists of three major functions: search for a reference region; similarity measurement; and hypothesis Fig. 2 . Difference between the proposed P-SLAM and a traditional SLAM. P-SLAM has a look-ahead mapping, which is not included in a traditional SLAM algorithm.
generation. The details of these functions are presented in the following subsections.
A. Search for a Reference Region
Because the possible reference region could exist in any location in the built map (i.e., position and rotation), the search space could be enormously large and could overwhelm our algorithm. For instance, the total number of cells is in a 10 m 10 m region with 0.1 m resolution. If the comparison resolution in rotation is 1 and each comparison takes 1 ms, then the search time for one prediction is s. Although the theoretical computational bound is proportional to the size of the map, it is impractical to realize it in real time, especially in an embedded mobile platform.
To overcome this searching problem, we use image-processing techniques in image registration to search for a reference region. The image registration is a process of establishing point-by-point correspondence between two images of a scene [22] . The image registration consists of feature extraction, feature correspondence, and calculating transformation matrices. Because we use the features for the search for a reference region, the computational cost now is proportional to the number of extracted features. In a typical indoor environment, the number of features is around hundreds, and usually can be handled by a computer in real time. Although we greatly scale down the computational requirement by using extracted features, the feature number still can be proportional to the size of the environment. One possible way to solve the problem is to set a fixed searching bound and obtain a suboptimal solution. Next, we shall briefly describe the steps of the image-registration method for this searching problem.
1) Feature Extraction: Lines and corners are selected as extracted features because they are the elementary representation of walls, hallways, or rooms. The line features are extracted from Hough transform, and the corner features are extracted from image gradients. It should be pointed out that the proposed method is not bounded to a corner or a line feature. As long as the extracted feature or the registration algorithm can provide the information to align the target and reference regions (i.e., obtain the homogenous transformation matrix), then the prediction process can proceed. Fig. 3 shows an example of the feature extraction from a partial mapping result.
2) Homogenous Transformation Matrix: From the extracted corner features, we obtain a pair of control points, where one point is in the target region and the other is in the reference region. With a pair of control points, we form 3 3 homogenous-coordinate-transformation matrices to align these two control points. For example, as shown in Fig. 4 , let and be a pair of control points from extracted corner features. The represents an angle to align the orientation of these two control points, where is obtained from the extracted line features connected to the control points. Because a corner feature is formed by two line segments, a control point usually has two different angles for alignment. For instance, the control point has two angles, and . For the control point , it also has two angles, and . Thus, we have four different 's for alignment. For each , we can establish and use a homogenous-coordinate-transformation matrix for alignment (2) We use the transformation matrix and the pair of control points to obtain one possible reference cell with aligned reference region for similarity measurement. Note that the selected target cell may not be the control point. Therefore, we search for the nearest corner feature as the control point in a preset range. If there is no corner feature found, we will not start the prediction process. This prevents an unnecessary search process if there is no appropriate feature providing correspondence information.
B. Similarity Measurement
Once we obtain one possible reference region and a target region , the next step is to calculate the similarity of these two regions. Most of the existing similarity measurements, such as the sum of absolute differences, cross-correlation, and invariant moments do not fit our needs. This is because the major part of the map is identified as empty cells in an ordinary map. If we simply compare two maps by these methods, the results would be highly similar to each other due to the presence of many empty cells. Hence, instead of counting all the cells, we only consider occupied cells which are the structures of an environment. Consider the filters and for filtering out the occupied cells if and are occupied else
if is occupied else (4) where is an input region, and are the position indexes of the cell. Using (3) and (4), the similarity measurement of these two regions, , and can be established as (5) where is the size of the input region obtained from scale , and the scale is the resolution of the map.
C. Hypothesis Generation
With extracted features and homogenous transformation matrices, we search for every possible reference region and calculate their similarity measurements. We then obtain the reference region with the highest similarity measurement value and use it to generate a hypothesis. If the similarity measurement of every possible reference region is below the threshold, the prediction process is terminated until the next target is determined. An example of hypothesis generation is shown in Fig. 5 . The original built map is shown in Fig. 3(a) . The selected target region and the found reference region are shown in Fig. 5(a) and (b) , respectively. The calculated similarity measurement value is 0.53. To obtain the hypothesis, the transformation matrix is used to align the reference region and the target region. Then the hypothesis is generated from the reference region, which covers the unexplored parts in the target region. The generated hypothesis is shown in Fig. 5(c) . In Fig. 5(d) , the prediction result is "merged" into the built map for comparison with Fig. 3(a) . In Fig. 5(d) , the scantily explored Fig. 3(a) . The hypothesis is merged into the built map for comparing with Fig. 3(a) . Since the scantily explored parts are still considered "explored regions," they are not covered by the hypothesis. (e) The simulation environment (23 m220 m). parts are not covered by the hypothesis because they are still considered "explored regions." As indicated in Section II-A, P-SLAM only predicts unexplored regions, therefore, only the unexplored parts are covered by the hypothesis. Compared with the simulated environment in Fig. 5(e) , the prediction result shows that the environmental-structure predictor correctly predicts the structures in the unexplored rooms and part of the corridor.
To prevent low-quality predictions, a threshold value of similarity measurement is selected between 0.4 and 0.7 to warrant the quality prediction. If a robot does not have a priori information about the environment, the threshold value can be set conservatively to 0.7, which usually yields a good result in an indoor environment. This is based on our observations from extensive computer simulations. We also found that a similarity measurement value above 0.4 usually indicates that a reasonable-quality similar structure is found.
IV. P-SLAM
The proposed P-SLAM consists of two major components as shown in Fig. 6 : the environmental-structure predictor (i.e., the look-ahead mapping); and a traditional SLAM algorithm working with generated hypotheses. The proposed P-SLAM differs from traditional SLAM algorithms in the use of predicted maps for localization and mapping. We shall derive the Bayesian formulation of P-SLAM and compare it with the Bayesian formulation of traditional SLAM algorithms to see the effect of predicated maps to traditional SLAM algorithms. Like the Bayesian formulation of traditional SLAM algorithms, the Bayesian formulation of P-SLAM also results in a compact recursive form, which incrementally solves the SLAM problem. We also combine our environmental-structure predictor with a RBPF to realize the proposed P-SLAM in our computer simulations and experimental work.
A. Bayesian Formulation of P-SLAM
We shall first review the Bayesian formulation of traditional SLAM algorithms and then extend it to derive the Bayesian formulation of P-SLAM. Consider the set of robot locations, motion commands, and observations, respectively, as follows: (6) (7) (8) where denotes the discrete-time index, denotes the robot pose, denotes the motion command, and denotes the observation. Given the motion commands and the observations , the SLAM problem is to calculate the distribution as (9) where is the built map at time and is the initial location of the robot. One possible way to estimate (9) is to consider all the possible maps and poses. However, the high-dimensional spaces in maps and poses make the SLAM problem intractable. To reduce the dimensionality of the search space, two assumptions are made: the motion model is Markov, and the environment is stationary. Then (9) can be derived from the Bayesian formulation in a recursive form [23] (10) where is the posterior probability at time , is a normalizing constant, is the sensor model, is the motion model, and is the posterior probability at time . The Bayesian formulation incrementally solves the SLAM problem, making it solvable in real time. Now, we can consider the SLAM problem with hypotheses (i.e., predicted maps). The set of hypotheses is expressed as (11) The posterior probability of P-SLAM at time is expressed as (12) To distinguish observations in explored and unexplored regions, is decomposed into two parts (13) where is part of the observation overlapped with the built map (i.e., in the explored region), and is the observation in the unexplored region which overlaps with hypothesis . From our assumption that the environment is stationary, the observation in the explored region shall have been already represented in . For observation in the unexplored region, will become a new part of the built map, therefore, can be obtained as (14) From (13) and (14), we factor out in (12) and obtain (15) In (15) , is independent from . In addition, because of the Markov assumption, and are conditionally independent given . Thus, the term can be simplified as or using (14) . Using the product rule, and applying that and are conditionally independent given and , the last term of (15) can be derived as (16) The term depicts how likely it is that one would observe . To further simplify this term, we observe that is independent from , and . Furthermore, although is generated from , the similarity measurement or the hypothesis-generation process cannot actually tell us how likely we would observe in an unexplored region. For the other two variables, and , the new observation directly overlaps with in the unexplored region, which depends on the current robot pose . Hence, by assuming that is independent from , (16) can be rewritten as (17) Finally, using (15) and (17), can be obtained as (18) The recursive form of P-SLAM is derived from the total probability theory and expressed as (19) where is a normalizing constant.
Equation (19) is the P-SLAM Bayesian formulation. Comparing it with the traditional SLAM in (10), P-SLAM has an additional term . This term only exists when a robot explores a region covered by the hypothesis . After the exploration, the hypothesis will no longer exist in the explored region. This means that will only take effect when the robot enters a region the first time. The physical meaning of is how likely it is that one can observe when and are given. It also can be considered to shrink the search space of maps and poses; in other words, P-SLAM speeds up the SLAM process. However, it is not easy to obtain directly, thus, we use the likelihood function to approximate
. By treating as sensing data and as a built map, we now can reuse the same sensor model in to obtain . In summary, similar to (10), the P-SLAM Bayesian formulation is also in a recursive form. The result indicates that P-SLAM has the same structure as the original SLAM Bayesian formulation, and incrementally solves the SLAM problem. Equation (19) also shows that the predicted maps can be easily fused into any Bayesian filter technique by adding . For example, if we consider to be the predicted information, such as an object, a feature, or a landmark, the formulation generalizes to using in a landmark-based SLAM algorithm (e.g., extended-Kalman-filter-based SLAM).
B. P-SLAM With an RBPF
To implement the proposed P-SLAM, we need to consider two important requirements: real-time processing and a clear map representation. The real-time processing is usually required in an exploration task, and the clear map representation allows a robot to easily distinguish explored and unexplored regions. Here, we use an RBPF as the backbone of P-SLAM [24] , [25] . The RBPF has been successfully applied in real-time SLAMs such as FastSLAM [10] and DP-SLAM [26] . In addition, the RBPF also works well with the occupancy-grid map representation [27] , which satisfies the second requirement.
The RBPF has two components to compute the joint posterior distribution over possible maps and possible trajectories of a robot. The first component represents a distribution over possible trajectories, and this distribution is estimated by a particle filter in which each particle represents a possible trajectory. The second component represents the distribution over possible maps and hypotheses, which are conditioned on the trajectories given by the particle filter. One can consider that RBPF computes an individual map for each particle based on a known trajectory. Because RBPF only applies particles on the robot trajectory and not on the map estimation, the required number of particles can be greatly reduced. Moreover, the raw odometry reading is stabilized by a laser-scan matching algorithm before sending to the RBPF [28] .
In the particle filter, each particle is a tuple of , where is the robot pose at time , is the constructed map, is the hypothesis map, is the particle weight for resampling, and is the exploration target at time . With action command and observation , the updates of each particle at time are (20) where and are the action and map models, respectively, is the hypothesis-validation model, and is the hypothesis-generation model, which is the look-ahead mapping. More details about models and can be found in [29] . For the hypothesis-validation model , the validation is done by comparing and , and removing explored parts from the hypothesis. For the hypothesis-generation model, , it uses the built map from the current best particle, denoted by the superscript (best), and the next movement target . Note that the hypothesis is only generated when a new target is selected, and the similarity measurement value is higher than the threshold. In addition, the generated hypothesis for each particle is also adjusted to the relative pose of the best particle. This avoids extensive prediction in each particle, since the map in each particle is similar to the others.
In [29] , represents the sensor model , which equals , due to and being conditionally independent given and . For in P-SLAM, we have an additional term in (19) , which is approximated by . Therefore, the weight in the th particle is updated as (21) where we assume that the proposal distribution used in the RBPF is the action model as in FastSLAM [10] . Then can be rewritten as (22) where is the same sensor model in [29] , is the same function as , and and are substituted for and , respectively. Different from the traditional RBPF-based SLAM, includes a hypothesis-observation model . Hence, the hypothesis assists the robot to update the importance weight of each particle, and the update takes effect in localization and mapping after the resampling process. If the hypothesis correctly represents the structure inside the unexplored region, then the hypothesis minimizes the search space of SLAM. Therefore, we can have fewer particles to estimate the distributions of the robot poses. Moreover, the number of particles also determines the required computational power in a particle filter. Hence, a correct hypothesis speeds up the SLAM process. In some cases, if the hypothesis is incorrect, this prediction results in an inaccurate weight updating of particles. To avoid this situation, we shall present a recovery mechanism to recover from incorrect predictions.
C. Worst-Case Scenarios and Recovery Mechanism
As mentioned in Section II-B, we need to be cautious of errors induced from the prediction process. We identify two different cases of worst-case scenarios in P-SLAM. The first one is that an environment is totally irregular without any common structure. This results in no knowledge that can be used from a built map, and no hypothesis can be generated. In this extreme case, the penalty is the computational cost of the look-ahead mapping of the P-SLAM algorithm. The mapping result will be exactly the same with the embedded SLAM algorithm, since we will only have in the RBPF. The second worst-case scenario is that the prediction is inaccurate or incorrect and the robot uses it in (20) . To prevent this situation from happening, we propose a recovery mechanism for P-SLAM. The key idea of the mechanism is that if a prediction is unlikely to an actual observation, we should not use the prediction in the RBPF. For example, if a robot predicts a room structure, but the real sensory data represents a hallway, then the robot should not use the prediction in the RBPF. To implement this idea, we propose a hit-ratio index to measure how far it is from a prediction to an observation. For the th particle, the index is considered to be a proportion of the intersection between and as (23) We check before we use the prediction in an RBPF. If (i.e., a hit-ratio threshold) in all particles, we will not use the prediction in the RBPF. This prevents incorrect predictions from influencing the localization and mapping results.
V. EXPERIMENTAL RESULTS
We performed extensive computer simulations as well as experiments on an ActivMedia Pioneer 3-DX mobile robot (P3-DX) to evaluate the performance of the proposed P-SLAM. The computer simulations verified the look-ahead mapping, the reduction of exploration time, and the correctness of generated hypotheses. The experiments demonstrated the improved mapping results in the same number of particles compared with traditional particle-filter-based SLAM algorithms in a real indoor environment. 
A. Computer Simulations
To validate the effectiveness and correctness of the proposed P-SLAM, we have performed computer simulations on Player/ Stage [30] , which is a popular mobile-robot simulator and control software. We simulated a P3-DX mobile robot with a SICK LMS-200 laser ranger, running at a top speed of 0.2 m/s. For the mapping parameters, the resolution of the occupancy grid map was 0.1 m, the surrounding range for prediction was 10 m, and the threshold of the similarity measurement was 0.6. A symmetric square maze was selected as a testing environment to demonstrate the look-ahead mapping. An indoor-office environment was selected to test the correctness of the predictions. Both Fig. 10 . Distribution of the number of hypotheses and the similarity measurement with the built map. Fig. 11 . Map generated by the proposed P-SLAM of the upper-office environment in Fig. 8 . The predictions in the unexplored regions were also added in this map, such as the leftmost part, which cannot be reached by the robot.
of them have many common features/structures, which can be used in P-SLAM.
1) Simulation in a Symmetric Square Maze:
In this simulation, we demonstrated the prediction capability of P-SLAM when the environment is highly regular. In addition, we showed that a robot can reduce the exploration time by leaving out some predicted regions from exploration. As shown in Fig. 7(a) , the selected square maze has an area of 625 m (25 m 25 m) and has many repeated similar structures. The width of the square obstacles is 3.5 m, and the corridor width is 2.2 m. We performed a full coverage with a scan-line exploration strategy. It took 684 s to explore the environment, and the mapping result from a traditional SLAM is shown in Fig. 7(b) . Instead of the full coverage, we navigated the robot movement to avoid exploring the predicted regions generated by the proposed P-SLAM. The exploration took 457 s, and the mapping result is shown in Fig. 7(c) . In Fig. 7(d) , the hypotheses are "merged" to the P-SLAM mapping result assuming that the environmental boundary is known. Fig. 7(d) shows that P-SLAM predicted the structures inside the unexplored regions reasonably well. Since we did not explore the predicted regions, the exploration time was reduced by 227 s, which is a 33% reduction compared with the full exploration. If the environmental boundary is unknown, then the mapping result is shown in Fig. 7(e) , where some hypotheses are outside the square maze (e.g., upper-left corner). This is because the environmental-structure predictor did not know the boundary, and considered those regions as unexplored regions and generated hypotheses for them.
2) Simulation in an Office Environment: In order to verify the proposed P-SLAM, we simulated an indoor office environment to test the correctness of generated hypotheses from different kinds of structures. The simulated environment was a blueprint of a regular office environment selected from [31] , as shown in Fig. 8 . The robot was navigated to explore all accessible regions of the upper-half office environment.
During the exploration, 56 hypotheses were generated, and the covered area of the upper-half office environment was about 2000 m . Fig. 9(a) shows the map for generating the first hypothesis, and in Fig (9b) , the hypothesis is "added" to the map and correctly predicts the structure in the unexplored region. The hypothesis also shows that the environmental-structure predictor is not designed for any specific structure such as the symmetric square maze in the previous simulation.
The total predicted size of the 56 hypotheses was 605.76 m , which was 30% of the covered area. To verify the correctness of the predicted hypotheses, we navigated the robot to explore the predicted regions. When we obtained the built map of the predicted area, we compared the map and the hypotheses by using the similarity measurement described in Section III-B. The similarity measurement values of these hypotheses and the final built map varied from 0.10 to 0.86, and the distribution is shown in Fig. 10 . In addition, there were 36 hypotheses with similarity-measurement values higher than 0.4 and the average similarity-measurement value was 0.51, which indicated the predictions were very effective in this office environment. In addition, most of the successful predictions happened at the location of repeated structures such as the rooms or the hallways. As shown in the final map in Fig. 11 , some of the predicted regions cannot be reached by the robot; however, these regions can be removed by postprocessing with a path-planning algorithm.
B. Experiments on a Pioneer 3-DX Robot
In this subsection, three experiments were performed to show how the proposed P-SLAM improved the accuracy of a map and speeded up the SLAM process. The first two experiments were conducted at a corridor and a floor inside an office building at Purdue University (West Lafayette, IN). The third experiment was performed by running a data set downloaded from the Robotics Data Set Repository (Radish) [31] . In these experiments, the mobile robot was equipped with a SICK LMS-200 laser ranger and obtained odometry readings from two 500 ticks encoders. A laptop computer with a 2.0 GHz Pentium-M processor and 2 GB memory handled all the required computations from the environmental-structure predictor and the RBPF. Since the prediction process was only executed when the next exploration target was selected, we used a different program thread to parallel process the prediction. This allowed the mobile robot to execute the prediction and the RBPF in real time.
1) Experiment in a Corridor Environment:
The first testing environment was a corridor inside an office building, as shown in Fig. 12 . The corridor only has very few corner features and similar segments of parallel lines, which were examined through static laser measurements with a resolution in 10 mm. This resulted in no similar structures being found due to the lack of corner features. Thus, we arbitrarily broke down the parallel lines into several segments by manually adding boxes in the corridor, as shown in Fig. 13 . These boxes provided additional corner features, which were used as control points in P-SLAM. With these boxes, P-SLAM could detect the corridor with repeated similar structures. Fig. 14(a) and (b) shows the final maps generated by the RBPF and by P-SLAM, respectively. Comparing these two final maps, P-SLAM provided a better result with less bending. The reason is that the map of corridor in Fig. 12 provides a good template for future predictions in corridor . Hallway is a good template because is shorter, and the laser ranger can have additional laser readings at location B for scan matching. Fig. 15 shows how the generated hypothesis assists a traditional SLAM. The location marked by "I" indicates the built map without considering the hypothesis, and the location marked by "II" indicates the generated hypothesis. Here, the hypothesis affected the importance weight update of the particle filter and resulted in a better map. Since we need the tem- plate to correctly predict the corridor , it reveals that a well-built map is critical to the proposed P-SLAM. is shown in Fig. 16 . The threshold of the similarity measurement was set to 0.7, the number of particles is set to 200. Fig. 17 (a) and (b) shows the final maps generated by an RBPF and by P-SLAM, respectively. In Fig. 17(a) , the inconsistent global map was caused by incorrect angle estimations of the corners. The reason is that when the robot was turning, it injected some large rotation uncertainty into the system state. If the number of particles is not large enough to cover the spread of the system state, the particle filter will not be able to close the loop. On the other hand, in Fig. 17(b) , P-SLAM successfully closed the loop due to correctly predicting the corner structures, which means that P-SLAM reduced the required number of particles. To see how many particles are needed to obtain a convergence result in an RBPF, we increased the number of particles by 100 each time. The offline simulation results showed that we needed 1000 particles to obtain the converged mapping result, which is shown in Fig. 17(c) .
2) Experiment in an Office
To quantitatively show the map improvement in accuracy, we used the Kullback-Leibler (KL) divergence to measure the distribution distance from one map to another. In (24), we used the map built by 1000 particles as the ground-truth distribution , and one built map as given distribution . The KL divergence of the map in Fig. 17(a) is , and the KL divergence of the map Fig. 17(b) is (the lower the better). The result shows the significant improvement made by P-SLAM (24) 3) Experiment in a Nonempty Office Environment: In this experiment, we ran P-SLAM on a data set downloaded from the Radish. This data set is the raw sensory data acquired by a robot during a tour of part of the Intel Laboratory in Hillsboro, OR. The laboratory is an environment of multiple loops and has nonempty office rooms, which were selected to test the proposed recovery mechanism. The threshold of the similarity measurement was set to 0.7. In Fig. 18(a) , P-SLAM with the proposed recovery mechanism performed well with 40 particles. Next, we deactivated the recovery mechanism, and ran the data set again. The mapping result is shown in Fig. 18(b) , and part of the mapping results were inconsistent in the central corridors. The reason is that the office rooms were nonempty and irregular, some of the predictions for these office rooms were incorrect, and they influenced the RBPF. On the other hand, Fig. 18(c) shows the inconsistent mapping result of a traditional RBPF with 40 particles. To obtain a consistent mapping result, the traditional RBPF requires 200 particles, and the map is shown in Fig. 18(d) . We also calculated the KL divergences to show the accuracy of these mapping results. We used the map built by 200 particles as the ground truth, and the KL divergences of Fig. 18(a) , (b), and (c) are , , and , respectively. These KL divergences showed that P-SLAM with the recovery mechanism indeed gave a better result.
VI. CONCLUSIONS
In this paper, we have presented the proposed P-SLAM algorithm based on the environmental-structure prediction. With P-SLAM, a mobile robot can predict an unexplored region for a look-ahead mapping. This allows a mobile robot to reduce the exploration time and to speed up the SLAM process. In addition, we have also derived the Bayesian formulation of P-SLAM, which merges the predicted maps into the traditional SLAM Bayesian formulation. The Bayesian formulation generalizes how to use the predicted information in the SLAM problem. Computer simulations have shown that P-SLAM is very effective in an indoor environment. Finally, we implemented P-SLAM on a Pioneer 3-DX mobile robot in real time, and the experimental results showed that P-SLAM improved the mapping results.
For future work, we will address two possible improvements for the prediction process. First, one can consider using a set of control points to obtain a more accurate transformation matrix. The matrix will improve the accuracy of the predictions when we align a reference region and a target region. The second possible improvement is an object-based prediction. Instead of using an occupancy grid map, the object-based prediction estimates a structure by recognizing objects such as doors, chairs, or rooms. To perform the object-based prediction, a robot requires a database containing the structure information of these objects. The database can be given before an exploration task begins, or the robot can build the database online during the exploration task. Finally, for the improvement of the robot exploration, current frontier-cell-based exploration strategies can be incorporated into the predicted maps to estimate more accurate information gain. This will allow a robot or a team of robots to explore an environment more efficiently. 
