Guaranteeing stability of a designed control system is a challenging problem in data-driven control approaches such as Gaussian process (GP)-based control. The reason is that the inequality conditions, which are used in ensuring the stability, should be evaluated for all states in the state space, meaning that an infinite number of inequalities must be evaluated. Previous research introduced the idea of using a finite number of sampled states with the bounds of the stability inequalities near the samples. However, high-order bounds with respect to the distance between the samples are essential to decrease the number of sampling. From the standpoint of control theory, the requirement is not only evaluating stability but also simultaneously designing a controller. This paper overcomes theses two issues to stabilize GP-based dynamical systems. Second-order bounds of the stability inequalities are derived whereas existing approaches use first-order bounds. The proposed method obtaining the bounds are widely applicable to various functions such as polynomials, Gaussian processes, Gaussian mixture models, and sum/product functions of them. Unifying the derived bounds and nonlinear optimal control theory yields a stabilizing (sub-)optimal controller for GP dynamics. A numerical simulation demonstrates the stability performance of the proposed approach.
Introduction
A data-driven approach in the design of control law is a timely topic of considerable interest in machine-learning communities. Trending are Gaussian Process (GP) based methods [9, 20, 23] which have the capability to identify complex nonlinear dynamics with almost no prior knowledge of the underlying systems [22, 11] . In the systems identified by this promising technique, some control methods have been proposed based on model predictive control (MPC) [16] , explicit MPC [13] , and the iterative linear quadratic regulator [6] . Successful applications can be found in robotics [5, 9, 10] , aircraft [14] , and various artificial systems [8, 20] .
The above frontier works provide a path to guaranteeing stability. However, such bounds have a first order O(τ ) of τ , which means that the bound approaches to its true value with the order of the distance τ between the sampled states [15, 4] . For small τ , many sampled states are required to describe the whole region of state space. This clearly results in a significant increase in computational complexity to evaluate the stability of the space.
Another major problem is that previous studies assume a pre-defined controller [2, 3, 4, 23] . From the control-theory point of view, building a stabilizing control law is of fundamental importance. The previous works do not answer the basic question: "How can we obtain a stabilizing control law for GP systems?".
Contributions. For the above-mentioned problems, this work provides a powerful theory in which, given a GP based system, its stability can be evaluated with modest computational complexity, and a stabilizing control law can also be obtained. To achieve the complexity reduction, we introduce the continuous piecewise affine (CPA) methods [12] , which achieve the bounds with O(τ 2 ). Unlike the existing CPA methods [18, 1] , our method derives the O(τ 2 ) bounds explicitly for the fundamental form of the Gaussian kernel based functions Φ : S x → R, which is the linear combination of the basis function Φ j : S x → R with the constants c j ∈ R
where φ j,k : S x → R, M > 0, N j > 0, and x ∈ S x is the state. The set S x ⊂ R n is a sum set of n-simplexes. Suppose that φ j,k (x) is a linear function of x or the Gaussian kernel K (i) (x) (which will be exactly defined in (5) below). In this sense, this function is often observed in the control of the GP-based model. Of note is that the class of Φ(x) includes various types of flexible functions such as polynomials, Gaussian processes (means and variances), Gaussian mixture models, and sum/product functions of them. Because Φ(x) can be non-convex in x, it is difficult to find lower and upper bounds Φ L ,Φ U in general. The bounds of Φ(x) are efficient for evaluating inequality constraints for all x ∈ S x . In Sec. 3, we derive the second-order bounds of Φ(x).
There are only a few assumptions regarding the controller in the derivation of the bound with O(τ 2 ). This is hugely advantageous because the stability of various controllers can be evaluated. This provides the framework for building GP system control laws. Let us consider a nonlinear system model that is affine with respect to its input:
where x(t) ∈ R n and u(t) ∈ R m are the state and control input at time t, respectively. Suppose all components of both the passive dynamics modelf : R n → R n and the control dynamics model ĝ : R n → R n×m are included in the class of Φ(x). The actual dynamics f (x) and g(x) of unknown systems are identified as the GP models in (2) . Let us assume that f (x) and g(x) are deterministic and f (0) = 0.
The objective of this work is to control the system of (2) with stability. We focus on the following optimal control problem, in which the cost function J(x(0), u) is minimized by the optimal control input u * u * := arg min
where the state cost q : R n → R and control cost matrix R : R n → R m×m are designed such that q(x) is a positive definite function and R(x) > 0 for all x ∈ R n . Suppose that S x includes x = 0. The goal is finding the (sub-)optimal control input which converges the state toward an equilibrium point (x = 0). It is defined by asymptotic stability for a given region S x as
In Sec. 4, a design method of a stabilizing (sub-)optimal controller is proposed to solve the above problem. The proposed method is based on nonlinear optimal control theory, specifically the Hamilton-Jacobi-Bellman (HJB) equation and the Lyapunov inequality. By employing a Gaussian kernel based parametric controller, the derived second-order bounds of Φ(x) can be applied to the stability analysis. A numerical simulation demonstrates the stability performance of the proposed approach in Sec. 5.
Preliminaries
Let [v] i be the i-th component of a vector v ∈ R n . For a matrix A ∈ R n×m , [A] i,j ∈ R is the component in the i-th row and j-th column, [A] i,· ∈ R m is the i-th row vector, and [A] ·,j ∈ R n is the j-th column vector. For a symmetric matrix A sym ∈ R n×n , λ min (A sym ) and λ max (A sym ) are the minimum and maximum eigenvalues of A sym .
Let us consider the Gaussian kernel function
where x (i) ∈ S x is a data point of the state. The coefficient σ f > 0 ∈ R and the positive definite matrix Σ w ∈ R n×n are hyperparameters. The form of (5) is commonly used in various models such as kernel based linear models, Nadaraya-Watson models, and Gaussian processes. The following definitions are used in the main parts of this theory.
Definition 1 (Simplexes) Given N = n + 1 sampled statesx k ∈ S x (k = 1, 2, ..., N ), which are affinely independent, let us define the distance τ and the statex on the simplex Sx constructed byx k τ := max
Definition 2 (Linear interpolations) For a continuous function ξ : S x → R, let us define a linear interpolationξ : Sx → R of ξ(x) on the simplex Sx
Definition 3 (Lower and upper bounds ǫ(τ, Sx)) For a continuous function ξ : 
Proof Because
holds. Substituting this inequality into (9) yields (10) . This completes the proof.
Remark Let us define the simplex Sx ,l with the samplesx k,l such that
are given for all Sx ,l , the lower and upper bounds Φ L and Φ U of Φ(x) are obtained only by evaluating Φ(x k,l ) for finite samplesx k,l
On the basis of Lemma 1, the first contribution stated in Sec. 1 is obtained by finding the secondorder bounds ǫ
We derive the following two theorems to obtain the bounds. First, Theorem 1 derives the second-order bounds of the Gaussian kernels K (i) (x) included in the class φ j,k (x). Thus, the bounds of φ j,k (x), which is linear or
. Theorem 2 describes a general property of bounds of functions, which are sum of products of φ j,k (x). Their bounds are explicitly derived as O(τ 2 ). By iterating φ j,k (x), a linear combination of the basis function Φ j (x) is found, and the bound of Φ(x) in (1) is finally derived (see Remark in Theorem 2).
Theorem 1 (Second-order bounds of Gaussian kernels) There exist lower and upper bounds ǫ
Proof The full proof is given in Appendix A.1.
The proof sketch. First, the case of N = 2 is considered. For a givenτ :
on Sx can be expressed as the Gaussian function of a scalar variable s 1 ∈ [0, 1]
where
w )/2 are functions ofx 1 andx 2 . Next, let us consider a C 2 function Ψ : R → R such that max y∈R |Ψ(y)| < ∞, −∞ < min y∈R ∂Ψ(y)/∂y < 0, 0 < max y∈R ∂Ψ(y)/∂y < ∞, and max y∈R |∂ 2 Ψ(y)/∂y 2 | < ∞ hold. For a given s ∈ [0, 1], y 1 ∈ R, y 2 := y 1 + 2τ ∈ R, and y(s) := sy 1 + (1 − s)y 2 ∈ R, we extend the property with respect to the linear interpolation in [7] as followŝ τ
Finally, these results are extended. Multiplying (17) and (18) by (N − 1) yields the bounds in the cases of N ≥ 3. This completes the proof.
Theorem 2 (Bounds of sums and products of functions) For given Lipschitz continuous functions φ j : S x → R and ψ j :
then the lower and upper bounds ǫ
2 ) (see the details (69) and (70) in Appendix A.2).
Proof The full proof is given in Appendix A.2.
The proof sketch. We focus on φ j (x){ψ j (x) −ψ j (x)} andψ j (x){φ j (x) −φ j (x)} and derive their boundsǭ which satisfy
The relation betweenφ
where R(s 1 , ..., s N ) ∈ R is a function of (s 1 , ..., s N ) which is bounded due to Lipschitz continuity of φ j (x) and ψ j (x). Calculating the sum of (21) and (22) for all j and substituting (23) yields
Here, the right hand side of (24) is still depended onx and (s 1 , ..., s N ). By proving that the right hand side is a convex function, the its maximum is derived as the upper bound ǫ
is derived in a similar manner. This completes the proof.
Remark Based on Theorem 2, for a given Φ(x) in (1), the bounds ǫ L Φ (τ, Sx ,l ) and ǫ U Φ (τ, Sx ,l ) are derived for any set Sx ,l ⊆ S x . For example, the following recurrence formula is defined
The bounds of χ(
Iterating this process obtains the bounds of
Finally, applying c j and Φ j (x) instead of φ j (x) and ψ j (x) to Theorem
The bounds derived via these theorems are O(τ 2 ) while Lipschitz bounds of O(τ ) are used in [4] . The CPA methods [18, 1] require the values of
l can be non-convex in this paper, it is difficult to obtain its maximum. The proposed method employing Theorem 1 and Theorem 2 can obtain the O(τ 2 ) bounds of Φ(x) even if the Gaussian kernel based function Φ(x) is non-convex.
Main results 2: stabilizing (sub-)optimal control using Gaussian Processes
This section solves the second main problem stated in Sec. 1, designing a stabilizing (sub-)optimal control law for GP dynamics. Before solving, Sec. 4.1 identifies the actual dynamics f (x) and g(x)
as the GP models (2). The nonlinear optimal control problem is re-formulated in Sec. 4.2. In Sec. 4.3, we propose a method using the results in Sec. 3 to obtain a (sub-)optimal input which stabilizes the GP model (2).
GP-based modeling of system dynamics
In the following part, the passive dynamics f (x) is identified as the GP modelf (x). A training dataset to identify the passive dynamics f (x) is assumed to be given. The dataset consists of pairs of the states x (i) and the corresponding passive dynamics output f
where D is the number of pairs (
The GP mean is expressed as a linear combination of the kernels K (i) (x) [22] as followŝ
n with the Kronecker delta δ ij . The hyperparameters {σ n , σ f , Σ w } are determined so as to maximize the log-likelihood function of the conditional distribution with a regularization (see details in Appendix B). The (local) optimal hyperparameters can be obtained via optimization methods such as the conjugate gradient method [19] . Consequently, f (x) is modeled as the mean predictionf (x) in (28), which is included in the class of Φ(x). If the control dynamics g(x) is also modeled as a GP model,ĝ(x) is obtained in a similar manner, assuming that the training dataset {(
are given, where g
is known 3 and included in the class of Φ(x), we can obtainĝ(x) = g(x).
Reformulation of the nonlinear optimal control problem
To solve the optimal control problem with stability, we focus on the HJB equation [17] and the Lyapunov stability. They provide the conditions for optimality and stability of the optimal input u * in (3). The HJB equation is the necessary condition of u * , which is introduced as
where the values function V (x) is a C 1 function satisfying lim x →∞ V (x) = ∞. If a positive definite V (x) satisfying (30) exists, the optimal input u * (x) in (3) is given by
Alternatively, the Lyapunov stability is an efficient approach to discuss the asymptotic stability in (4). If u * (x) in (31) is applied to the GP model (2), the sufficient condition for the asymptotic stability is satisfying both the positive definiteness of V (x) and the Lyapunov inequality defined as
where suppose that S V is a bounded connected component of {x ∈ R n |V (x) ≤ max x∈Sx V (x)} and satisfies S V ⊇ S x . Consequently, the optimal control problem reduces to deriving V (x) such that (29), (32), and (33) hold. However, it is generally difficult to solve such a problem because of the nonlinearities off (x),ĝ(x), R(x), and/or q(x). Instead of solving V (x) exactly, the next section attempts to obtain the (sub-)optimal control law u * which stabilizes the GP model (2).
Proposed method: design of a stabilizing (sub-)optimal control law
To obtain the (sub-)optimal input, the value function V (x) is parameterized asV (x; α) with parameters α ∈ R nα . The partial derivative ofV (x; α) is defined asp(x; α). A (sub-)optimal input of (31) is defined asû * (x; α) :
Tp (x; α). We propose the following optimization of α to minimize the residual of the HJB equation (29) and to satisfy the Lyapunov inequality (33)
wherex k ∈ S x (k = 1, 2, ...,Ď) are pre-defined states and κ ≥ 0 is a coefficient. The margin function η(x) ≥ 0 ∈ R in (34) is employed to help satisfying the Lyapunov inequality (33). An example of setting η(x) is described in Appendix B.
While the optimization of (34) can give a (sub-)optimal inputû * (x; α), the most difficult obstacle is evaluating the stability conditions (32) and (33) ofû * (x; α) because of the following two aspects. First, (32) and (33) must be satisfied for all x, hence an infinite number of the states must be evaluated. Second, it is difficult to analyze the Lyapunov inequality (33) which includes the kernels and their products and sums. To overcome these, we note that the bounds of the Gaussian kernel based functions have been derived in Sec. 3. By parameterizingV (x; α) as a Gaussian kernel based function, the results in Sec. 3 can be applied to the asymptotic stability evaluation problem.
Theorem 3 (The value function for stability analysis via finite samples) Suppose that the all components off (x) andĝ(x) and R(x) −1 are included in the class of functions Φ(x) in (1). If V (x; α) is included in the class of Φ(x), then the following relations hold
where the bounds ǫ Proof The proof is given in Appendix A.3.
Remark If the derived bounds satisfyV L (τ, Sx; α) > 0 and H U V (τ, Sx; α) < 0, the stability conditions of (32) and (33) hold for allx ∈ Sx. Consequently, by evaluating them for all simplexes only via finite samplesx k , the state region satisfying the stability conditions is ascertained.
Remark The parameterizedV (x; α) can represent a variety of functions since it is included in the class of Φ(x). An example ofV (x; α) is shown in Sec. 5 below. If the input u(x) for other control problems is included in the class of Φ(x),V (x; α) and HV (x,V (x; α)) are determined.
Remark In practice, developers may want to design controllers by trial and error to confidently establish a desirable stability region. The proposed method can iterate designing the controller parameter α via (34) and evaluating the stability via Theorem 3.
Numerical example

Plant system and setting
Let us consider a pendulum with some equilibrium points as a partially unknown nonlinear systeṁ
where Θ is the angle of the pendulum and x = [2kπ, 0] T , (k = 0, ±1, ...) are the equilibrium points without control. Suppose that f (x) is unknown and g is known, and thusĝ := g. Using the training dataset {(
with D = 81, the passive dynamics f (x) can be identified aŝ f (x), where the GPML package [21] was used. We sampled x In the controller setting, R = 1 and q(x) := x 2 .The value functionV (x; α) is parameterized
D is optimized via (34) by a gradient method. 10000 iterations were performed on 441 statesx k sampled at regular intervals on S x . To initialize the controller, the linearized GP model near the origin and its optimal linear quadratic regulator (LQR) are calculated. The initial estimate α ini of the controller parameter α is determined such thatû * (x; α ini ) is close to the LQR by least squares minimization with respect to the sampledx k with a regularization of α ini . In the stability analysis,x k are sampled at regular intervals on S x . The sum set of all simplexes with N = 3 corresponds to S x . Each simplex consists of the three pointsx k such that
T hold. These details are described in Appendix B.
Simulation results
In the numerical simulation, not the GP model (2) but the actual system (37) was controlled with discretization using a forward difference approximation with a sampling time of ∆t = 0.005. Figure  1 shows the performance and stability of the proposed and initial controllers, where the proposed controller is determined through the optimization in (34). Figures 1(a), (b) , and (c) give the results for the initial controller while (d), (e) and (f) are for the proposed controller. The white regions in Figs. 1 (b), (c) , (e), and (f) satisfy the stability conditions in (33) and (32). Comparing Figs. 1(d) and (a) shows that from several initial states, evolution is stable with the proposed controller but unstable with the initial controller. The black unstable regions are wide for the initial controller, as seen in Fig. 1(b) . But by using the proposed controller, most regions except the near the origin satisfy the stability conditions, as shown in Figs. 1(e) and (f).
Discussion and Future work
This paper has focused on designing a stabilizing (sub-)optimal controller of GP-based dynamics, a challenging problem in the field of data-driven control approaches. Our contributions are summarized as follows. First, we derived the second-order O(τ 2 ) bounds of Gaussian kernel based
functions Φ(x) with respect to the distance τ between the sampled states in Theorems 1 and 2. The derived bounds of Φ(x) are widely applicable to various functions such as polynomials, Gaussian processes (means and variances), Gaussian mixture models, and sum/product functions of them. Second, a design method of a stabilizing (sub-)optimal controller was proposed based on the HJB equation and the Lyapunov inequality. By parameterizing the value function, the derived bounds of O(τ 2 ) can be applied to the stability analysis in Theorems 3.
The proposed approach can be applied to models included in the class of Φ(x). Although the variance of GP models is not covered in this paper, GP models are still advantageous because they can avoid overfitting through nonparametric Bayesian estimation. In future work, we will take account of GP variance for controlling stochastic dynamical systems.
For a given s ∈ [0, 1], y 1 ∈ R, y 2 := y 1 + 2τ ∈ R and y(s) := sy 1 + (1 − s)y 2 ∈ R, we apply the following property with respect to the linear interpolation in [7] to Ψ(y)
whereŷ ∈ [y 1 , y 2 ]. Because of 0 ≤ (y(s) − y 1 )(y 2 − y(s)) ≤τ 2 , Ψ(y) − sΨ(y 1 ) + (1 − s)Ψ(y 2 ) is bounded for any y, y 1 and y 2 as followŝ
Substituting Ψ(y) =σ f exp(−σ w y 2 ), s = s 1 and y 1 = z (i) − 2τ into (45) yields,
(46) The derivatives of Ψ(y) are as follows
From (46), (47), and (48), the lower bound ǫ
The upper bound ǫ
Finally, the above results are extended to the cases N ≥ 3. The kernels are bounded by settingś k andx k appropriately
is bounded from below in a manner similar to the above derivation
By substituting (49) and (50) into (51) and (52), Theorem 1 is proved. This completes the proof.
A.2 The proof of Theorem 2
Multiplying the form (9) (with respect to ψ j (x)) by φ j (x) gives the relations:
Merging the above inequalities yields
(55)
In a similar manner, multiplying the form (9) (with respect to φ j (x)) byψ j (x) yields
(56) Therefore, the sum of (55) and (56) are
Here,φ j (x)ψ j (x) is transformed as follows
where because x k −x l ≤ 2τ and φ j (x) and ψ j (x) are Lipschitz continuous,
As
Substituting (58) into (57) yields
Consequently, the sum of (62) for all j is
Here, the following property holds. vec is defined such that the k-th component is 1 and the other components are 0. This property gives
(65)
In a similar manner, the following inequalities are obtained using the bounds of 
Consequently, the lower and upper bounds ǫ
This completes the proof.
A.3 The proof of Theorem 3
To begin, the partial derivative of the Gaussian kernel (5) is included in the class of Φ(x) as follows
Also, all components of the partial derivative of φ j,k (x) are included in the class of Φ(x). Thus, the partial derivative of Φ(x) is included in the class of Φ(x). Also, products and sums of Φ(x) are included in the class of Φ(x).
From the assumptions in Theorem 3, all components off (x),ĝ(x), R(x) −1 , andV (x) are included in the class of Φ(x). All components ofp(x; α), which is the partial derivative ofV (x; α), are included in the class of Φ(x). The function HV (x,V (x; α)) is included in the class of Φ(x) because HV (x,V (x; α)) consists of sums and products of the functions in the class of Φ(x). Therefore, by iterating Theorem 2, the O(τ 2 ) bounds ofV (x) and HV (x,V (x; α)) are explicitly obtained. This completes the proof.
In the following, we derive the bound in the case thatf (x) obeys (28),ĝ and R are constant, and V (x; α) is defined asV (x; α) := {
The closed loop f cl (x; α) with the (sub-)optimal input in (31) andp(x; α) are given by
[f cl (x; α)] j :=f (x) − gR
d , ..., f
Based on Theorem 2, the bounds of f cl (x) andp(x; α) are
The Lyapunov inequality is given by HV (x,V (x; α)) = 
Therefore, the bounds ofV (x; α) and HV (x,V (x; α)) are 
