Abstract. We consider reflection of a pulse incident on a layered halfspace whose density and bulk modulus vary randomly. We show that when the pulse width is long compared to the average time it takes to travel over one correlation length, the reflected signal is approximately a Gaussian random process. The parameters of this process change slowly on a scale long compared to the pulse width. We give a full characterization of the power spectrum of the Gaussian process in terms of a universal function that does not depend on the medium.
1. Introduction. Consider a layered elastic halfspace whose density and bulk modulus are stationary random functions with given mean values. A plane-parallel pulse disturbance is normally incident on this halfspace from the adjoining homogeneous halfspace so that the pulse reaches the interface at time 0. A reflected signal is generated at the interface at > 0. It is a random function of time since it is produced by the random inhomogeneities. What are the statistical properties of this process? This is the question we address in this paper.
Our main result is that when the pulse width of the incident pulse is long compared to the time it takes to travel over one inhomogeneity, the reflected signal is approximately a Gaussian stochastic process. Its parameters vary slowly on time scales of several pulse widths. We show that the power spectrum of this Gaussian process can be expressed in terms of a universal function of frequency that does not depend on the particular random medium. We assume of course that the random perturbations of the density and bulk modulus have some general properties like rapidly decaying correlation functions. The slow modulation of the power spectrum on the longer time scales is given explicitly. The medium properties enter the Gaussian process via the power spectrum through a single scalar parameter, essentially a correlation length. We believe that our result is the first to give precise statistical characterization of pulses reflected by a layered random halfspace starting from first principles, i.e., the wave equation with random coefficients.
Our result is based on an asymptotic analysis for the relevant stochastic equations (formulated in 2) in the small parameter e which is the ratio of the time to travel one correlation length to the pulse width. The analysis follows well-known methods which we review briefly in the appendix. The argument we give in 5 to establish the Gaussian nature of the process is heuristic and more analysis is required to fully substantiate this.
Our attention to the problem of pulse reflection from a layered random halfspace was drawn by the numerical simulation of Richards and Menke [1] . They did not realize that reflected pulses have the structure we give here but one can see that their computations are in qualitative agreement with our results, including the modulation on the long time scales. Furthermore, they computed the Green's function for the problem which, in our formulation, is smoothed by the incident pulse shape. We are presently conducting our own numerical simulations and the results and comparison with the theory will be given elsewhere. For pulse reflection from a statistically homogeneous halfspace with no mean discontinuity at the interface, the reflected pulse contains information only about fluctuations in the medium. What if the density and bulk modulus have some nontrivial mean structure plus random fluctuations ? What is the form of the reflected pulse then? Our methods of analysis extend to the special but important case when the mean density and bulk modulus are not constant but piecewise constant. This will also be given in a subsequent paper.
In 2 we formulate the problem under consideration, introduce the scaling and state the results. We reformulate the problem in the frequency domain since we do our analysis there. In 3 we carry out the frequency domain asymptotics following [2] and [3] . Some relevant facts about asymptotics for stochastic equations that we need are given in the appendix. In 4 we analyze further the canonical reflection process, i.e., the process obtained in the limit e --> 0. It is in this section that the power spectrum is characterized. To get useful numerical information from our theory, one must implement the construction of the power spectrum by numerically solving the problem in 4.2. This has not been done yet. Finally in 5 we give a heuristic argument which indicates that the canonical reflection process is Gaussian.
2. Pulse reflection.
2.1. Problem formulation and scaling. We first formulate the problem for the Green's function characterizing the reflected wave at the surface z 0 when a plane wave is normally incident from above (z < 0). It is assumed that the medium is plane stratified, so that the density, p, and the bulk modulus, K, are functions of z alone.
Let w be the z-component of particle velocity, and let p be the pressure. The p=1/26(t-z) We will assume that r/and t, are mixing processes (el. the Appendix). This means that if Zl, z are far apart then r/(z), r/(z2) are approximately independent. Furthermore, we will assume that the autocorrelation functions of /and t, decay sufficiently rapidly so that the following integrals converge:
The inequalities (2.1.9) can be interpreted as requiring r/ and u to have finite (nondimensional) correlation lengths.
We next obtain equations for the downward and upward traveling waves A(z, t), B (z, t) where (2.1.10)
A(z, t)= w(z, t)+p(z, t), Here/x(to) is a universal function, independent of parameters in the problem, to be determined from the equations for u.
Similar calculations for the higher moments of B,s show that the limit process is Gaussian as is discussed in 5.
3. Propagator matrices and their asymptotic properties. lai-ibi-= 1, z->0.
This relation means physically that wave energy flux is conserved.
The reflection coefficient R[(to) in (2.3.9) can be expressed simply in terms of Y(L; to). In fact from (2.3. We get all the results we need here by extensions of this theorem. As we remark in the appendix, various forms of this theorem are well known, and our extensions follow from a mild modification of well-known methods. At the level of generality of the theorem in the appendix, the importance of some special features in (3.1.1) is lost.
For example, the random coefficients in (3. Similar remarks can be made about e -1 e-2i'Z/n(z/e2), which has the additional trigonometric factor. The presence of the trigonometric factor is not a serious complication in the general theory, as is seen in the Appendix. However it has very important consequences in applications [2] and in particular for the present problem. This is because in computations like (3.2.2) the limits will be zero unless the phases cancel.
We apply now the theorem of the appendix to characterize the limiting diffusion process Y(z; to) of the propagator matrices. A convenient way of doing this is as follows [2] .
Let B, B2, rt be the 2 x 2 Pauli spin matrices with Y the solution of (3. The scaling property (2.3.14) cannot be seen immediately from (3.4.8) and (3.4.2) but will be derived in 4.3. In particular we show there that the solution of (3.4.8) is independent of the coefficient y in the operator _Lz,o,.h. 4 . The canonical reflection process. 4 D p>-we conclude that the cross frequency terms in (3.3.5) disappear when they act on functions of(0(1), 0(2), ., 0(")) and ((), (2) In the case of distinct frequencies the reflection coefficients R(tol)""" ReL(tok)
tend to independent random variables as e-0.
This property is not maintained to higher order in e in (5.3.1). In a neighborhood where one pair of frequencies, say to and 0)2, are nearly identical we can still integrate by parts on the remaining k-2 frequencies which are distinct. So such terms are also negligible in (5.1.4). implicit here is the assumption that the reflection coefficient at a pair of nearly coalescing frequencies become independent ofthe remaining k 2 distinct frequencies, which are themselves mutually independent, to leading order in e. We verify this at the end of this section.
The asymptotic behavior of the reflection coefficient at the nearby frequencies was The sO-average in (5.4.7) extends over the entire right-hand side.
We return now to (5. To see the form of this seemingly order one term, let us look at the form of W1 when (5.4.8) is used to evaluate the right side in (5.4.7). W will be a sum of terms that are either independent of h, h2 and z or contain a single trigonometric factor cos (2hlZ) or sin (2hz), l= 1, 2. Thus, the h integration will produce generalized functions of -which vanish if -is positive as we assume. They will not make a contribution.
6. Remarks and conclusions. For pulses which are wide compared to a correlation length, the well-known method of averaging can predict the statistics of the reflection process from a randomly stratified half-space, for time scales on which the propagation distances are not too long. The reflection process we have described here characterizes the returned signal at longer times, when the method of averaging is no longer applicable. The resulting limit process, although more mathematically complex in its derivation, has a simple characterization.
The limit process is universal. That is, only a single parameter, an averaged second moment, of the random medium affects the statistics of the process, and this parameter enters only as a scale factor. If a time window is extracted from the returned signal, with the duration of the window on the order of the pulse length, then the process therein is (locally) stationary, Gaussian, with mean zero. Its power spectrum (2.2.5) involves, as well as the pulse shape, the universal function,/x, which we have derived mathematically.
The effect of the position of the time window is explicit in our equations, entering only as a scale factor in the power spectrum. There is a fall-off of the spectrum inversely proportional to time, and a shift to lower frequencies at later times. This shift is in accord with localization theory, which predicts more attenuation of higher frequencies, as they penetrate to lower depths, and is accounted for explicitly in our characterization of the return process.
Appendix. Limit theorems for stochastic equations. We shall review briefly some results in the asymptotic analysis of stochastic equations that are used in this paper.
The results can be found in compact but self-contained form in the survey paper [3] where earlier literature is cited. A more recent account is given in Kushner's book [4] . Results specific to system (3.1.1) are given in [2] and [5] . Very general and technically advanced versions of the theorems are found in [6] and [7] . The origin of the asymptotic analysis goes back to the work of Stratonovich [8] and the theorems first proved by Khasminskii [9] . Extensive use of asymptotics for wave propagation problems is made in Klyatskin's book [10] . Systems Condition (4) is stated in a rough way here because it is somewhat technical and is in any case fully treated in the literature we cited above (the sharpest condition is in [6] ).
Let us make some general remarks about the suitability of (1)-(4). Condition (1) says simply that on the fast scale the process is statistically homogeneous. In the examples this says that the random media are locally homogeneous. Spatial and temporal dependence of the statistical properties must necessarily be on a slower scale, as with F above, or else there can be no asymptotic theory. Condition (2) simply assures that (A.1) has a solution. Condition (3) is a centering condition. It means that the original physical system is such that it can be brought to the form (A.1) with zero mean on the right. Of course there could be terms like G(x(t), t, t/e, tie 2, to) on the right side of (A.1) as well. These are of lower order in e (no e -factor) and can be handled easily. Condition (4) is necessary and it is the only condition that distinguishes a truly random system from, say, a system with periodic coefficients. The results are not valid if (4) 
