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Abstract 
The Electrical Conductivity ru1d D~adation o:f_.§i~r Azide . 
C.J. Robinson. 
The res earch described in this dissertation is a study of the electrical 
properties of single crystals and pressed powders of the explosive ionic solid, 
. s ilver azide (AgN3 ). The study has included an analysis of the fundamental bulk 
electrical parameters of the material as well as an investigation into the possible 
mechanisms of electrically induced decomposition. Bulk properties have been 
measured by low field D. C. techniciues and the A. C. method of complex- plane analysis. 
The use of the latter techniciue in the study of silver azide is uniciue to this wo1'k 
and has provided for the first time a reliable method of clearly separating bulk 
material properties from the po l arization effects of electrodes and the influence 
of grain boundaries in polycrystalline sa~ples. It has been possible to characterize 
the electrical properties of the electrode/silver azide interfacial region and show 
that it is this which l eads to a rather unusual mechanism of slow electrical 
decomposition. 
For the case of applied D.C. fields of high fie l d strength, the current 
behaviour of the material is no longer similar to that of conventional ionic solids. 
Instead, the current increa.ses non-ohmicaly and shows rapid non- periodic fluctuations. 
Under these conditions, the material is seen to decompose, producing metallic silver 
and gas veous nitrogen as the end products. In this work the current characteristics 
during the decomposition processes have been studied and possible mechanisms have 
been discussed. In addition an investigation has been made into the nucleation and 
growth of metallic silver on the surface of single crystals using, transmission 
electron microscopy in conjunction with surface extraction replicas to observe the 
earliest stages of particle formation. The results are discussed in terms of the 
· suggested mechanisms for decomposition. 
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1.1 General Background. 
The work described in this thesis is the result of a study 
into the electrical properties and associated electrical decomposition 
processes in the material silver azide (AgN3). Silver azide was 
first isolated by Curtius (1891) and is one of a group of heavy metal 
azides which show similar properties. These azides b~ing Pb 2N6 , 
AgN 3 and ThN3. Since its discovery, silver azide has been recogni zed 
as a primary explosive and has found many uses as a detonating 
material for high explosive devices. During the years 1956-1960 
research into the inorganic azides reached a peak and much work was 
published by authors of this laboratory at that time e.g. Evans and 
Yoffe (1959) on the physics and chemistry of the inorganic azides . 
Of particular relavance to the work of this thesis was a paper by 
McLaren and Rogers (1957 and also 1958) on the optical and electrical 
properties of silver azide with relation to decomposition. The work 
of this period has been summarized in book form (Bowden and Yoffe 1958) 
and provides the essential background reading for this subject. In 
the twenty or so years following this period until the present day 
the work on azides has been split mainly between two groups. These 
being the Energetic Mateials Division of the Armament Research and 
Devolopment Corrnnand in the U. S.A. (formerly Picatinny Arsenal), and 
a group under Yu.A. Zakharov in the Kirov Tomskogo Polytechnic 
Ins titute, U.S.S.R .. An exhaustive review of the work of this period 
is given by Fgir and Walker (1977) and thus need not be repeated here. 
It is clear that most research has been directed at the 
Chemistry of the azides rather than the Physics . For example see 
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Patai (1971) and Yaffe (1966). However, other studies have been 
aimed at more specific areas,such as slow thermal decomposition 
(Young 1966, Tang and Chaudhri 1979b) and initiation of fast decompo-
sition (Chaudhri and Field 1977). Silver azide is generally regarded 
as an unstable compound and is known to decompose by a number of 
different mechanisms. These can be induced in a variety of ways 
to give photolytic decomposition, therma~ decomposition, decomposition 
by ionizing radiation, chemical decomposition and electrical decompo-
sition. Since all of these reactions are exothermic each one may 
lead to the initiation of a self propagating explosion if the 
initial decomposition rat~ is sufficiently high. The project of 
this thesis is concerned specific~lly with the last of these 
mechanisms, namely electrical decomposition, and from here onwards 
the discussion will be aimed primarily at this subject. 
The first observations of electrical decomposition were made 
by McLaran and Rogers (1957) when they reported that single crystals 
of silver azide could be made to explode when subjected to a 
moderately high electric field (~ 250 V.cm-'1). It was later shown 
by Bowden and McLaran (1958) that prece~ding this expl6sion there 
was a breakdown in electrical insulation which took place over some 
period of time. The exact length of this induction period was seen 
to vary with applied field and could be up to several hours (or as 
later reported by Tang 1979, several days) for the lower fields. 
The physical processes involved in this slow electrical 
decomposition have formed the basis of a study which has been recently 
revived by Tang (1979) of this laboratory . The work presented in 
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this thesis therefore follows on directly from tha.t of Tang and 
e xtensive reference to his work ha s been made where relevant. How-
ever, before going into the de tails of this thesis a brief background 
is given to the already known electrical properties of silver azide. 
1 . 2 Electrical P>~perties of Silver Azide. 
Silver azi de is an ionic solid with a body centred orthorhombic 
crystal .structure which is described in chapter 5. The band gap 
of the material is approximately 4 eV and thus at room temperature 
in the dark it may be considered a good electronic insulator. How-
ever , like most ionic solids 1 silver azide does show a substantial ionic 
conductivity. This fact has been verified by the work of Bartlet 
et . al . (1958), Young (1964) and Zakharov (1964) and is based on 
observations of conductivity changes as a function of divalent anion 
or cation doping. Their conclusions are that conduction occurs by 
+ the migration of interstitial Ag. In this thesis we will therefore 
begin by making the basic assumption that these findings are correct 
and that in the pure state AgN3 shows interstitial cationic conduction . 
Having established this fact we must now examine two pieces of 
evidence which suggest that a simple ionic picture is not the whole 
story. Firstly, it has been shown (Tang 1979 and chapter 2 of this 
work ) that ohmic conduciton is only found in silver azide when the 
applied field 1.s relatively low (< 80 V. cm-1). At higher field 
'\, 
strengths the curren t is s een to increase super-linearly with applied 
voltage , an observation which 1.s not easily explained in terms of 
purely ioni c conduction . Secondl y , it is known that for high applied 
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fields irreversible decomposition occurs . This may be in the form 
of fast decomposition (i .e . explosion) or slow decomposition as 
_reported by Tang. Either way the decomposition products are metallic 
silver and mole cular nitrogen and, since the undecomposed material 
is ionic, it is clear that some transfer of electrons must have 
taken place. The decomposition reactions can be represented as 
follows. 
+ e 
+ Ag + e + Ag 
On the basis of these observations it seems reasonable to suppose 
that the two are connected and that the increased current seen at 
high fields is due to free electrons which are the result of decompo-
sition. Of course at this stage we have said nothing about the 
mechanisms involved but merely state the observations. However, 
in doing this we have already established that conduction in silver 
azide can be divided into two sepcirate cat~ories, that of low field 
ohmic conduction and that of high field non-ohmic conduction. The 
transition from one category to the other and the processes involved 
forms the subject of this thesis and will be discussed in due course . 
As mentioned earlier the band gap ft>r silver azide is~ 4 eV. 
and in the dark may be considered an electronic insulator. In 
addition it can be noted that pure single crystals appear transparent 
and colourless and thus the optical absorption edge lies beyond the 
visible region of the spectrum. However, it has been shown by 
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McLaren and Rogers (19.57) that the absorption edge is only just 
beyond the visible, at a ·wavelength of~ 3600 R. Thus silver azide 
does show considerable photoconductivity even in normal room lighting. 
Associated with photoconduction is photolytic decomposition and so 
once again the connection between free ·electrons and decomposition 
can be made . In this work our interest lies sp ecificly in purely 
electrical decomposition and here we draw attention to photolytic 
decomposition only by way of analogy. Thus in all of the experiments 
described in this thesis, electrical measurements were made in the 
dark so as to avoid any photochemical processes. 
Another experimental result of particular relevance to electrical 
decomposition in silver azide was provided by Bowden and McLaren (1958) . 
They showed that although silver azide could be made to explode in 
'r 
a moderately high D.C. field, no explosion occu~ed in an A.C. field 
when the frequency was greater than 1 ~Hz. In discussing this 
observation they suggested that in the first instance conduction was 
by electrons derived from impurities and that in the D. C. field these 
would migrate towards the anode. Since they considered holes to be 
immobile they predicted that electronic space-charges would be set 
up within the crystal . The resulting high field strength created 
at the cathode would be sufficient to cause electrons to flow into 
the crystal and increase the measured current . If these electrons 
gained enough energy from the field to produce secondary ionization 
within the material then an electron avalanche would occur resulting 
in complete breakdown and explosion. As the fr equency of the applied 
field is increased the electrons tend to oscil late about their positive 
hole and are less likely to become free. In this case the probability 
• 
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of forming a strong space-~harge is greatly reduced and thus the 
time to explosion is increased. At low temperatures, the initial 
conductivity .would be reduced and , consequently, a higher field 
strength would be required to provide the strong space charge near 
the cathode. This model thus also explained the observation that, 
at lower temperature, higher fields are required to produce explosion. 
The main objections to this model were that no account was 
made of the ionic component of the current and that it predicted the 
point of initiation of explosion to always be at the cathode. 
Chaudhri (1973) and Tang (1979) both showed quite conclusively that 
the point of initiation was generally at some site situated well 
away from the electrodes. In (1973) Sukhushin et. al. proposed a 
model in which ionic space-charges were produced near to the cathode 
as a result of partially[ blocking electrodes. Again they suggested 
that electron injection would occur as a result of the high field 
strengths produced but did not give any experimental measurements to 
prove the possibility of this mechanism. Tang (1979) extended this 
model to _include the trapping of injected electrons which in turn 
leads to the formation of metallic silver on the crystal surface away 
from the electrodes . His model has been used as the basis for the 
work in this thesis and is as follows~ 
Under a D.C. field interstitial silver ions move towards the 
cathode , but cation and anion vacancies are immobile , and space charges 
are formed as the contacts are partially blocking. When the applied 
field is considerable, the magnitude of the accumulation and the 
depletion space charge .fields at the cathode and the anode are 
sufficiently high to cause field injection of electrons into the 
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conduction band of the crystal at the cathode. At the anode, this 
is accompanied by the injection of holes into the valance band, and 
the crystal remains electrica lly neutral. Nitrogen is evolved due 
to the combination of pairs of holes (i.e . azide radicals). Some 
of the injected electrons are localised at traps to which interstitial 
cations are attracted . The ions discharge and silver atoms are 
produced which have high diffusivity on the crystal surface. With 
the passage of time more and more silver accumulate,s on the surface 
and eventually paths of low electrical resistance are formed . -;Jou.le 
heating of these paths creates 'hot spots' where thermal decomposition 
and then initiation of fast decomposition occur , . 
In this thesis the aim has been to provide experimental evidence 
to verify the plausibility and modify where necessary the above 
model. 
1.3 Outline of this work. 
A good starting point for understand the electrical characteristics 
of silver azide is to consider the current versus time graphs shown 
1n fig 1.1. This set of curves has been reproduced from chapter 6 
and s hows the current behaviour with time for a series of voltages 
applied to a sample. Broadly speaking the data can be divided into 
two regions, that of low field conduction (region 1) and that of 
high field conduction (region 2). In the low field region the current 
appears constant with time and is quite clear ly ohmic . In the high 
field region the current rises super-linearly wi th applied voltage 
and also shows rapid non-periodic fluctuations . In additi on , the 
- 9 -
conduction band of the crystal at the cathode. At the anode, this 
is accompanied by the injection of holes into the valance band, and 
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to verify the plausibility and modify where necessary the above 
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1.3 Outline of this work . 
A good starting point for understand the electrical characteristics 
of silver azide is to consider the current versus time graphs shown 
1n fig 1.1. This set of curves has been reproduced from chapter 6 
and shows the current behaviour with time for a series of voltages 
applied to a sample. Broadly speaking the data can be divided i nto 
two regions, that of low field conduction (region 1) and that of 
high field conduction (region 2). In the low field region the current 
appears constant with time and 1s quite clear ly ohmic. In the high 
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average current level tends to increase with time and at the higher 
fields this ultimately leads to initiation of fast decomposition. 
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fig 1.1 Current versus time curves for a series of voltages applied 
to a pressed powder sample of AgN3 (taken from chapter 6) 
It will be argued in chapter 2 that conduction in the low field 
region is purely ionic while in the high field region electron injection 
occurs and this provides an additional electronic component to the 
current. It is the high field region in which decomposition is seen 
to take place, The structure of this thesis is founded on the sepqrate 
regions (1) and (2) in fig 1 . 1 . The first and major part consists 
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of chapters 2, 3, 4, and 5 and is devoted entirely to a fundamental 
study of the bulk electrical properties of silver azide. That is, 
these chapters are concerned only with the low field, region (1) of 
fig 1.1. It was considered that a study of decomposition processes 
could not be sensibly made until a good knowledge of the more basic 
properties had been acquired. Having done this, the latter part of 
the thesis, i.e. chapters 6 and 7, then discusses the details of 
current injection and electrical decomposition which occur in the 
high field, region (2) of fig. 1.1. The layout of the thesis can 
thus be represented by chapters as follows:-
Ch 1 Introduction. 
Ch 2 Low field D.C. measurements. 
Ch 3 
Ch 4 
Theory of analysisJA.C. 
E . 1 d measurements xperimenta ata 
Ch 5 Discussion of ch's 2, 3, & 4. 
Ch 6 
Ch 7 
High field D.C. measurements. 
Electron microscopy of surface 
Ch 8 Concluding remarks. 
Low field Region (1) 
fundamental properties 
of AgN3 
- High field Region (2). 
}- Decomposition properties 
silver. - of AgN3 
Chapter 2 describes both theo~y and experimen~al procedures 
for the low field D~C. measurements. The A.C. method of complex plane 
analysis was considered to be more detailed than that of D.C. and 
thus a separate chapter is devoted to describing the theroy of the 
method (i.e. chapter 3) . Chapter 4 presents the results of the A.C. 
analysis and these are discussed further in chapter 5 in conjunction 
with the D.C. results of chapter 2. Chapter 6 moves on to describe 
the high field D.C. experiments and gives a discussion of the models 
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for current injection and decomposition. Chapter 7 forms a sep arate 
study by electron microscopy of the formation of the solid product 
of de composition i . e. metallic silver . By observing the earliest 
stages of silver formation it is possible to gain considerable 
information concerning the various mechanisms of decomposition . 
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CHAPTER 2 
THE LOW FIELD DC ELECTRICAL CHARACTERISTICS OF SINGLE CRYSTALS 
OF SILVER AZIDE 
2.1 Introduction 
2.2 Conduction in Ionic Solids 
2.3 Conduction in Silver Halides 
2.4 Electrical Conduction in Silver Azide 
2.5 Electrode effects in AgN3 single crystals. 
2. 1 Introduction 
Some fundamental e lectrical properties of silver azide single 
crystals have been investigated using low field (< 100 V. c;:;1) DC 
techniques . The basic voltage versus current characteristics are 
given for a variety of samples and the conductivity has been 
measured as a function of temperature . The results are in support 
of a conduction mechanism based on the migration of interstitial 
silver ions produced by Frankel disorder in agreement with other 
published work . The intrinsic activation energy for conduction has 
been measured over six orders of magnitude of conductivity and is 
shown to be constant at a value of 0.73 ± 0.05 eV. 
In all of the experiments reported in this chapter the field 
strength applied to the samples was always low so that electrical 
degradation was avoided. It was intended that the results should 
be representative of the bulk properties of undecomposed material . 
Some low field experiments are described which shown that interfacial 
polarization occurs in varying amounts depending on the electrode 
material used . This is an important observation because it is centr al 
to our understanding of electrical decomposition in silver azide . 
In this chapter the concern is not with decomposition or break-
down and silver azide samples are thus regarded in the same way as 
any conventional ionic solid for the purpose of electrical 
measuremen t s . In this way it is possible to use other , more simple 
ma t er i a l s s uch a s t he alkali and si l ver halides to provide a basis 
on which t o i nter pret t he expe r imenta l data obtaine d . Th i s chapter 
thus begins with a brief discussion of the electrical properties of 
t he se more conventional ioni c so l i ds. 
- 15 _ . 
2.2 Conduction 1n Ionic Solids 
Most ionic solids have a wide band gap and are therefore 
good electronic insulators. However, it can be demonstrated that 
the application of an electric field to these materials will 
generally result in the flow of a current brought about by the 
migration of ions (or ion vacancies or both). In a perfect crystal 
eQcii la~~i~e ion is strongly bound to its nearest neighbours and is 
not free to move and thus carry a current. The only ions which can 
migrate freely and carry charge are those which result from defects 
or imperfections in the lattice structure. In reality all ionic 
materials contain large numbers of such defects and these are 
responsible for the observed electrical conductivity. The nature of 
these defects is therefore important to our understanding of the 
bulk properties of the material and will now be described. 
The two fundamental types of point defect are shown in Fig. 2.1. 
They are the Frankel defect and the Schottky defect. The crystal 
lattice shown is an idealised two dimensional array and will be 
used to describe the basic properties of these defects. In the 
case of a Schottky defect an ion is removed from the bulk of the 
material and placed on the surface. This leaves a vacancy within 
the crystal lattice which can become filled at some later stage 
by a neighbouring ion of the correct charge sign. In this way the 
vacancy moves from one site to another by random thermal motions, 
governed by the laws of diffusion. The application of an electric 
field puts a bias on this random motion and a net drift of charge 
in the direction of the field results . Schottky defects are produced 
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C - Frenkel defect producing interstitial cation 
D - Frenkel defect producing interstitial anion 
Figure 2. 1 Schottky and Frenkel defects in an ionic solid 
in pairs in order to preserve charge neutrality between the surface 
and the bulk of the solid. In the case of a Frankel defect an ion 
is removed from the lattice and placed at some interstitial site. 
In this way the interstitial ion is free to diffuse through the 
solid and so too is the vacancy which is simultaneously created . 
Thus for Frenkel defects an ionic current can be produced by either 
vacancy or interstitial ion migration. In p~actice however the 
activation energies for each mechanism will be different and one 
will generally dominate the other. Although the~e are two possible types 
of Frenkel defect (C and Din Fig. 2. 1) it is not a requirement that 
they are formed as a pair since by their nature charge neutrality 
is preserved in each case. In real materials the differences in 
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size between the anions and cations is such that the lattice will 
only accommodate the smaller ion as an interstitial. 
From thermodynamics it can be seen that the presence of defects 
is energetically desirable. Consider the internal energy of a 
solid, 
G E TS (2. I) 
where G is the Gibbs free energy, Eis the internal enthalpy, T the 
temperature and S the entropy. By introducing defects into a 
perfect crystal lattice the configurational entropy is increased as 
a result of the greater disorder. Hence G is decreased. The 
change in E and the thermal entropy Sth will be relatively small 
in this process. At any finite temperature the number of defects 
in thermodynamic equilibrium is given by the Boltzmann equation, 
n N exp 
0 
-E. 
(-f) 
kT 
(2.2) 
where n is the number of defects per unit volume and N is the total 
0 
number of lattice sites per unit volume. Ef is the energy of formation 
of the defect. 
In the alkali halides point defects are predominantly of the 
Schottky type and ionic conduction is by migration of cation and 
anion vacancies. At low temperatures it is · found that the mobility 
µ of the cation vacancy is considerably higher than that of the 
CV 
anion vacancy and the conductivity a can be simply expressed as; 
(J n eµ 
CV CV 
(2. 3) 
r 
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The mobility is temperature dependent in the same way as n and is 
derived from diffusion theory. It is conveniently expressed by 
the Nernst-Einstein equation 
eD µ = kT (2. 4) 
where; 
-E 
m D = D· exp ( kT ) 0 (2.5) 
D is the diffusion coefficient and E is the activation energy for 
0 ID 
migration of the diffusing species. Substituting (2.2) and (2.5) 
into (2.3) gives the conductivity due to the migration of cation 
vacancies as; 
2 -E 
(J 
e ID 
kT Do exp ( kT) (2.6) 
The factor of 2 in the first exponent is necessary because Ef is 
the formation energy to create a pair of Shottky defects and here 
we are considering only the motion of cation vacancies. Thus, 
N e 2D Ef E 0 0 m (2. 7) (J = exp 
-(2kT + kT) kT 
ipcrT + (2.8) 
-1 Thus a plot of £naT vs. T gives a straight line of gradie·nt 
£n (N e 2D /k) . 
0 0 
This is the familiar 
Arrhenius equation for intrinsic ionic conduction. 
In the alkali halides the concentration of cation vacancies 
can be increased above the thermal equilibrium value by the 
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introduction of divalent impurities. Consider the case where NdCl 
is doped with MgC1 2 . In order to preserve charge neutrality it is 
necessary that a cation vacancy is introduced into the NaCl lattice 
for every MgC1 2 molecule (see Fig .. 2 . 2). For NoCl the 
+ + + + + divalgnt 
-1- + + + -yimpurity 
+ + + ++ - + 
+ + + 
+ + + cation 
+ + + + + 
vacancy 
+ + + + + 
+-Na+ , --Cl ++-Mg2+ 
Figure 2.2 The addition of a divalent impurity creates a cation 
vacancy to conserve charge neutrality. 
formation energy for Schottky 
number of lattice sites is N 
' 0 
defects is Ef 
21 -3 ~ 10 cm • 
+ 
= 2. 3 - 0.01 eV and the 
Thus , at a temperature 
of 550 K the number of intrinsic cation vavancies is given by the 
B lt~ · 3 x 1010 cm-3 and 'at a f o . mann equation as n ~ temperature o 
1000 K1n ~ 2 x 10 15 cm- 3 . Now suppose that the NaCl is doped with 
10 12 molecules of MgC1 2 . This provides 10
12 
extrinsic cation 
vacancies which is suffi cient to dominate the conductivity at 550 K 
by nearly two orders of magnitude. In this temperature region and 
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below, · the number of charge carriers N 1.s essentially constant e 
and depends only on the doping concentration of divalent impurities. 
In this example the impurity concentration is 10
12 /1021 i.e . 1 
part per billion. Thus even this very low toncentration of 
impuri ties is sufficient to dominate the conductivity at low 
temperatures. The low temperature extrinsic conductivity is thus 
given by; 
(J = 
2 
11 e D 
e o 
kT 
(2.9) 
At high temperatures the intrinsic number of cation vacancies 
becomes large and the conductivity is again given by (2.6). Fig. 2.3 
shows a schematic Arrhenius plot exhibiting both intrinsic and 
extrinsic conduction. It can be seen that if Ef and Em are to be 
Ol 
.9 
Figure 2.3 
intrinsic region 
gradient=-( _Et + Em) 
2k k 
at Tc , 
nintrinsic = n<?xtrinsic 
region 
gradient = - (Et) 
-, 
Tc 
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evaluated then both regions of the plot must be obtained. Usually 
a series of experiments are performed on a variety of crystals, 
each containing a different concentration of impurities. In this 
way a complete set of data is obtained from which both the intrinsic 
and extrinsic conductivities are deduced. 
The description of ionii conduction given here has been very 
brief and has neglected the effects of interactions between defects 
which can occur at high temperaturesJi.e. Debye-Huckel interactions. 
The classic papers of Lidiard (1957) review the early work in this 
field and a more recent review is given by Barr and Lidiard (196~). 
Although the alkali halides provide useful models they are not 
always representative of other materials. Silver azide for example 
is considered . to be an ionic conductor at low fields in which the 
charge carrying species is the interstitial cation (see Bartlett, 
Tompkins and Young (1958) and Zakharov and Kabanov (1964)). For 
this reason better model materials for silver azide are provided 
by the silver halides and will now be considered. 
2.3 Conduction in Silver Halides 
In the -silver halides, for example AgCl or AgBr the dominant 
point defects are those of the Frenkel type where the interstitial 
ion is + Ag . Ionic conduction in these materials is more complex 
since the migration of interstitial Ag+ can take place by at least 
three different mechanisms . Firstly there is the direct jump 
between sites through a (100) crystal face . This mechanism has a 
high activation energy and is not considered to play an important 
,.. 
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role except possibly at very high temperatures. Secondly there is 
the interstitialcy collinear mechanism which takes place in <111> 
direc tions in the crystal lattice (see Fig. 2.4). This is 
+ 
considered to be the usual mechanism for transport of the Ag . The 
interstitial Ag+ moves in a <Ill> direction and replaces an Ag+ 
already occupying a lattice site. The former occupant being 
"pushed on" into the next interstitial site in the same <111> 
direction. The third mechanism is similar to the last except that 
+ the Ag which is "pushed on" moves in a non-collinear direction. For 
a cubic lattice this would be at an angle of 70°32' to the <111> 
direction, see Fig. 2.4. To complicate matters still further, 
conduction can again take place by the migration of cation vacancies 
which exist because of both Frenkel defects and also Schottky 
defects at high temperatures. 
I 1 
I I 
I 
I I 
I I I 
.0 ..1-----1- --0------'----
.,, I I ..,.,,. I I ;""' 0"' I I I ,," I I ..,,,,,. 
.,./V --t+----~~---,- ----,y 
--~ ---f-- --~ I '-'~--~\-- -:- _,. I 
I I I : 
I \ I I I 
0 I I I I I i o: _____ _: ____ 3_;_ _ _____ : ___ _ 
I ," I I ,,' : 
-~:'----~----A" .. ---- I 
, I ,..,,.\J 
' ..,,'.., 
+ 
o -Ag 
0-ct-
Figure 2 . 4 Interstitial migration mechanisms in AgCl 
1) Direct jump through (100) face 
2) Interstitialcy collinear mechanim , <111) directions 
3) Interstitialcy non-col l inear mechanism, 70°32' from 
2 (after Henderson 1972) 
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A detailed study of the conduction mechanisms in AgCJ. has been 
given by Corish and Jacobs (1972). Their model is based on the 
mechanisms 2 and 3 in Fig. 2.4 and also includes cation vacancy 
conduction. The exact combination of mechanisms is temperature 
dependent and thus the Arrhenius plot for AgCJ. does not show a 
perfectly straight line. However, intrinsic and extrinsic regions 
are clearly defined and these have approximate gradiants of 0.97 eV 
and 0.36 eV respectively. It should be noted that these values are 
low by comparison with those obtained from the alkali halides. 
c.f. for NaCl the intrinsic gradient is 1.83 eV and the 
extrinsic gradient is 0.68 eV (after Kitk and Pratt (1967)). In 
general the energy of formation Ef and the activation energy for 
migration E are lower in silver salts because the silver ion is m 
very small (Ag+ ionic radius= 1.26 R) and can easily be 
accommodated within the relatively large sub-lattice created by the 
anions. In silver azide the anion is molecular i.e. N3 in the 
form (N-N-N) where the bonding between the nitrogen atoms is 
covalent. The unit cell dimensions are relatively large as a 
result (i.e. A = 5.54 R, b = 5.91 R, C = 6.01 R) and it may be 0 0 0 
expected that Ef and Em should be correspondingly small. The 
slope of the Arrhenius plot for intrinsic conduction in AgN3 has 
been measured in this work to be 0.73 ± 0.05 eV and this should be 
compared with the value for AgCl quoted above (i.e. 0.97 eV). 
When AgCl is doped with a divalent impurity such as MgC1 2 
the conductivity initially decreases. This is in contrast to NaCl 
where the conductivity increased. The excess cation vacancies 
introduced by the impurities act as traps for the interstitial 
I 
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cations in AgCl and thus the conductivity is lowered. Fig 2.5 (a) 
shows how the conductivity varies with impurity concentration for 
these two types of ionic conductor. For the case of the silver ion 
T = canst. 
cation 
concentration= cons t. 
i o vacancy --._ 
o conductor 6' eg. NaCl. 
cation 
interstitial 
conductor 
eg. AgCl '--... 
intrinsic 
--interstitial conduction 
-~ 
--
l) 
::, 
u 
C: 
0 
l) 
0) 
..9 
Ag C!__-. 
1 ------ - · - - -------- ------ doped with 
extrinsic 
vacancy 
--cond. 
(a) 
MgCl2 
( b) 
concentration of MgCl2 
Figure 2.5 (a) conductivity isotherms showing effect of doping 
NaCl and AgCl type materials with a divalent impurity. 
(b) schematic Arrhenius plot for AgCl type material 
doped with a divalent impurity 
(after Barr & Lidiard 1969) . 
conductor it can be seen that the conductivity reaches a minimum at 
some specific impurity concentration . At this point the number of 
divalent impurities is equal to the equilibrium number of interstitial 
cations. A further increase in doping can no longer reduce the 
• • P. • • + conductivity by trapfng interstitial Ag and thus a steady rise in 
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conductivity results from cation vacancy migration. 
Ionic conduction mechanisms in both the alkali halides and 
the silver halides provide a background to which our studies on the 
more complex azides may be referred. This is useful because the 
quantity of fundamental research which has been put into the study 
of electrical conduction in the azides is far less than that for 
the halides . As~ result, ionic conduction in the halides has been 
well characterized, while for the azides there is much which is still 
unknown . The azides in general are difficult materials on which to 
perform the fundamental measurements which have been made so 
successfully on the halides. Silver azide in particular has the 
following properties which increase the complexity of the analysis 
beyond that of say silver chloride; 
i) The crystal structure of silver azide is base-centred ortho-
hombic as compared with the fee structure of AgCl or NaCl. 
ii) The anion in AgN3 is molecular and occupies a relatively large 
and irregular volume of the unit cell, (see crystal structure in 
chapter 5). 
iii) The band gap for AgN3 is ;::::::. 4 eV which is low for an ionic 
solid (cf . ~ 8 eV for NaCl). A significant consequence of this is 
that photoconduction takes place in normal lighting, producing an 
electronic component to the total conductiv~ty. 
iv) AgN3 is photosensitive and irreversible decomposition takes 
place if the material is left exposed to room lighting for long 
periods of time. As a result of photo-decomposition, silver atoms 
are produced within the AgN3 and these create impurity energy levels 
and exitons localized within the band gap of the solid . It is not 
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known to what extent this occurs or how seriously the electrical 
properties are affected, Some decomposition of this nature is 
inevitable since there are times when the AgN3 must unavoidably be 
exposed to degrading light intensities e.g. for the application of 
electrodes. 
v) AgN3 undergoes thermal decomposition with an activation 
energy of 1.23 ± 0 .. 2 eV (see Tang and Chaudhri 1979b). This again 
is low and the kinetics of the reaction are such that the rate of 
decomposition is unacceptably high for temperatures> 150° C. In 
this work electrical measurements have been restricted to temperatures 
below 120° C. 
vi} Simple crystals of AgN3 are difficult to obtain which are 
large enough to be useful for electrical measurements. The largest 
crystals obtained by the method described in appendix Bare 
;::::::; 300 µ x 100 µ x 2ctr\,, The crystals grow as long thin needles 
and thus their geometry is not idealy suited for electrical 
measurements. In addition the crystals are far from being crystal-
lographically perfect and contain many imperfections and internal 
structures (see plate 2.1) 
vii) Since AgN3 electrically decomposes with the application of a 
-1 
moderately high DC field (ea > 150V.cm ) , it is essential that 
fundamental measurements are carried out at low field strengths. 
This, together with the low conductivity means that the currents 
being measured are also very small ( ~ -12 10 amps at room 
temperature) and are ultimately limited at low temperature by the 
inherent electJ;"ical noise level. The lowest current levels 
measured in these experiments were~ -14 10 amps. 
Plate 2. 1 
Typical single crystals of Silver Azide grown by the method 
described in Appendix B and used thro,ughout this work. 
(a) Needle shaped single crystals of AgN3 
(b) Internal features are visible when the crystals are 
viewed in transmission under the optical microscope 
(c) 
(d) 
Cross section of a broken crystal of AgN3 
Single crystal of AgN3 showing that only one end is 
usually sufficiently perfect for electrical measurements 
r 
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With such difficulties as these a number of studies have been m
ade 
and ar e recorded in the literature. A good review of the physic
al 
properties of the_ azides is given . by Fair and Walker (1977). Almost 
all of the published electrical data for silver azide has been 
obtained from pressed powders or other polycrystalline samples. 
This too causes additional difficulties because of grain bounda
ries 
etc. It is not surprising therefore that the literature is not
 
always in agreement and experimental results have often not been
 
reproducible. A brief discussion of the literature is now given
 by 
way of an introduction to the experimental details of this work.
 
2.4 Electrical Conduction in Silver Azide 
It was pointed out in the introduction that provided the applied
 
field strength is low(< 100 V.cm-
1) the voltage-current characteristics 
for silver azide are on.miC'. In the experiments reported in thi
s 
section all the measurements are made under this condition. It 
has 
been deduced from the band structure of silver azide (see Zakharov, 
Gasmaev and Kolesnikov (1976)) and by doping experiments (see 
Zakharov and Kabanov (1964)) that the dark electrical conductivity 
in AgN3 is . ionic w
ith interstitial Ag+ as the charge carrying species. 
The band structure for poljycrystalline AgN3 after Zakharov 
et.al . is shown in Fig. 2.6. The Fermi level F and main acceptor
 
level E are shown for silver azide prepared by two different a 
methods . The levels F and E correspond to t he method of a 
preparation used in this work (see appendix B) , while the levels 
F' and E ' correspond to silver azide prepared by bubbling ga seo
us 
a 
I 
I 
· I 
/' 
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hydrozoic acid through an AgN03 solution. The main acceptor levels 
in this diagram are considered by Zakharov et.al. to be localised 
energy states at sites where interstitial silver nuclei are present. 
The thermal promotion of an electron from the valence band to the 
acceptor level explains the formation of silver particle.sin the 
0 temperature range 90-130 C where there is non-type electrical 
0 r---------------------VaC. 
1·6 L conduction band 
\exiton l0v0Ls 
A 
0) 
L 
QI 
C 
w 
- ------------ -- --- - - --Ea 
-------------~-----F.:, 
- - - - - - ,~ - - - - · - - - - - - - - - --- - - - - - - Ea 
O·S . O·<I JI 
- - -0·4-T - .. - - - - - - - ~ - - - - - '- - - - - - - - - F 
5·4 " }Yal0nc0 band 
- - 2p (N 3-) 
7·6 
Figure 2 . 6 Electron energy levels i n silver azide after Zakharov et .. 
al. (1978); the Fermi level F and acceptor level Ea are from AgN3 
prepared by the method described in appendix B. These results were 
obtained by electron photoemission f rom a polycrystalline sample. 
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conduction. For electronic conductivity to take place at room 
temperature some mechanism must exist whereby electrons are 
promoted into the conduction band. Thermal band-to-band transitions 
are not possible since the energy gap is at least 3.5 eV. 
Similarly it does not seem likely that transitions occur in the 
dark to the intermediate acceptor levels since this implies thermal 
decomposition at room temperature. It has been found in some 
instances that silver azide crystals can be stored for years provided 
care is taken to keep them in a dark,moisture free atmosphere. 
The presence of impurities may introduce shallow donor or 
acceptor levels and thus conduction could take place by the drift of 
electrons or holes. This would be a similar mechanism to that seen 
in doped semiconductors. The objections to this however are two-
fold. Firstly it is unli~ely that the impurity concentrations are 
sufficiently high to produce the observed dark conductivity 
(a :t 10- 9 ( ohm. cm)-l at room temperature, see results of this 
chapter). Secondly the activation energy for this type of electronic 
conduction should be of the order of~ 0.1 eV. The values quoted 
in the literature for the activation energy for intrinsic conduction 
in silver azide are in the range 0.46 - 1.11 eV and measured in this 
work as 0.73 ± 0.05 eV. These are more typical of the values found 
for conduction by ion transport. 
Investigations by Bartlett Tompkins and Young (1958) and later 
by Young (1964) of conductiv ity and thermoelectric power also provided 
evidence for the ionic nature of the observed conductivity . In 
addition to the high activation energies (1.09 eV for Bartlett et. 
al . and 1 . 08 eV for Young) , Young (1964) observed that the thermo-
e l ectric power wasp- type. 2akharov and Kabanov also in (1964) 
- 30 -
showed that the conductivity of AgN3 could be greatly influenced 
by the addition of divalent impurity ions. Their results are 
shown in Fig. 2.7. . . 2+ . It can be seen that the addition of Pb ions 
(i.e. by coprecipitation of AgN3 with PbN6) reduces the conductivity 
2-
while the addition of co3 ions (i .e. AgN3 with Ag 2co3) increases 
the conductivity. This is strong evidence for Frenkel disorder 
+ in AgN3 with interstitial Ag as the charge carrier. The activation 
energy for intrinsic conduction was reported by Zakharov et.al. 
T = con st. O-pure 
cr-impure 
2·0 
-6 -4 -2 0 2 4 6 
co;- .g-ion °/o Pb2+ . 0/ g-1on /o 
Figure 2.7 Isotherm for relative conductivity of AgN3 containing 
impurities of Ag 2co3 and PbN6; After Zakharov and Kabanov (1964) . 
(1964) as 0.82 ± 0.05 eV. This is in closer agreement with the 
values found in this work . 
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The most recent measurements of the conductivity in AgN3 have 
been made by Tang (1979), and this was the first attempt to perform 
such experiments on single crystals. The intrinsic activation 
energy recorded was 1.11 ± 0.05 eV, the highest value quoted 
anywhere. It was decided that .because of the variability encountered 
in the literature concerning the electrical data for AgN3 , further 
experiments should be performed. In particular it was considered 
that the work on single crystals should be continued since there 
are several inherent problems with polycrystalline samples (e.g. 
the presence of grain boundaries, deformation of grains, extent of 
decomposition etc.). The remainder of this chapter is thus 
concerned with an investigation of the fundamental low field 
electrical properties of fresly prepared single crystals of silver 
azide. 
Experimental 
The main piece of apparatus which is central to many of the 
experiments reported in this thesis is shown in Fig. 2.8. It 
consists of a rig which is versatile and can be used in a variety 
of different- applications. The sample is mounted in the main 
chamber which is made from brass and has walls of!" in thickness. 
This large thermal mass together with the high thermal conductivity 
of the brass ensures that the inside surfaces of the chamber reach 
a uniform temperature. The high thermal inertia of this design also 
means that the apparatus is insensitive to the external environment. 
The chamber is heated by means of four 75W soldering iron heaters 
He 
~ 
'o' ring 
c::----- 10 cm s. -·----.:o 
electrical 
connections 
thermal 
insulator 
BNC connectors 
thick walled brass chamber 
4 x 75 \V. 
heaters 
heat sink to 
liquid N2 
00 
FIG.2.8 Temperture contron!ed chamber 
used for all electrical measurements. 
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which were bought from Henley Solon Ltd. Heat is removed from the 
chamber by radiation and by conduction through al" diameter brass 
rod to some fonn of cold sink. 
For chamber temperatures greater than o0 c the cold sink was 
usually a container of iced water. For lower temperatures a dewiil-r 
of liquid nitrogen was used. The level of liquid nitrogen could be 
raised or lowered to adjust the rate of heat flow from the chamber. 
In this way a continuous range of temperature could be achieved 
from -60°C to+ 200°C. The rate of heat input to the soldering 
iron heaters was controlled by a Eurotherm 072 temperature controller 
and a stability of± O.l°C could be achieved after a one hour 
stabilization period. Although the temperature stability of the 
Eurotherm was good the calibration was inaccurate and temperature 
was thus measured by separate thermocouples which included both 
hot and cold junctions. All thermocouple junctions were of spot-
welded chrome.1-Alumel type. 
Electrical feed through connections were quartz glass to 
metal seals which were hard soldered into the chamber wall. The 
electrical connections were mounted 6" away from the chamber and 
the interconnecting leads were screened within a I!" diameter brass 
tube. A tuffnOl spacer was mounted between the screening tube 
and the main chamber. In this way the electrical connections were 
electrically screened but thermally insulated from the main chamber. 
This design prevented condensation from forming on the connections 
when the chamber was at low temperatures. 
The chamber could be e.vacuated and a gas inlet value was 
provided so that it could be f i lled wi th dry helium. In practice 
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-1 the chamber was evacuated to rotary pump pressure C ~ 10 torr) 
and flushed with helium about ten time~ before establishing a final 
overpressure of approximately 5 psi. A~ well as providing an 
inert, moisture free atmosphere the helium was also a good heat 
exchanger so that it could be assumed that the volume within the 
chamber was maintained at a uniform temperature . The complete 
apparatus is shown in plate 2.2 and Fig. 2.8. 
The circuit diagram used for the DC measurements is shown in 
Fig . 2 . 9. The power supply used was a Fluke 412B, which produced 
0-2 kV at a current rating of 30 rnA. The supply was continuously 
r-- ----
r-----
Rv power 
supply 
sample 
current 
meter 
-- - --r 
----, I 
I I 
I I 
I I 
I I 
I I 
I I 
I 
•...... 
I 
. 
' I 
_ Figure 2 . 9 Circuit diagram used for DC measurements 
chart 
recorder 
var iable and cal ibrated to± 0 . 05 Vat all output levels . The 
internal resistance of the supply Rv was less than an ohm and could 
be ignored. The current meter was a Keithley 616 digital electro-
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meter. The shunt resistor R1 was determined by the range selected 
on the electrometer and was generally chosen to be at least three 
orders of magnitude lower than the sample resistor R. In this 
s 
way the potential drop across R1 could be ignored. The 10
7 
ohm 
series resistor served purely as a current limiter to protect the 
power supply in the event of a short circuit occu{ing in the 
sample. Again the potential drop across this resistor could normally 
be ignored. The input capacitance CI to the current meter was quoted 
by the manufacturers as 20 pf. and this together with the stray 
capacitances of cables etc. probably produced a total capacitance 
to ground of ~100 pf. The sample capacitance C varied according 
s 
-2 to the mounting configuration used but was typically ~10 pf. 
(see chapter 4). Neither of these capacitances were of any 
significant to the DC measurements. 
The sample resistance R was always high ( ~ 10 12 ohms at s 
room temperature) and thus the currents being measured were always 
small. For this reason considerable care was taken to ensure 
complete electrical screening of the various circuit elements. The 
interconnecting cables ...,ere Rodio spares low noise BNC Coax. This 
cable contains a conducting sheath between the insulation and the 
outer screening so that tribo-electrostatic effects are reduced to 
a minimum. It was possible with this arrangement to measure currents 
-14 
as low as 10 amps. The analogue output from the current meter 
was monitored with a chart recorder (Rikadenki 13281) and this 
provided a permanent record of the current behaviour of the sample. 
Experiments were always conducted under constant voltage conditions 
and thus the power supply was initially calibrated using the 
e lectrometer . 
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Single crystals of silver azide were prepared for these 
experiments by the method described in Appendix B. Plate 2.1 shows 
a variety of the typical crystal forms obtained. It is clear that 
these crystals are far from perfect since many structural features 
can be seen within them and the nature of these is unknown . The 
exact concentration of impurities in these crystals is also 
unknown and again ·this may have an important influence on the 
electrica l behaviour of these crystals. It was considered however 
that these crystals were as near perfect as could be obtained and 
were nonetheless better than using pressed powders. 
The DC voltage-current characteristics of these crystals were 
obtained separately for fields applied parallel to the crystallographic 
band c-axis. The application of electrodes and mounting of the 
crystals required much care owing to their nature and small size. 
The details of this will now be described for the two mounting 
configurations. 
1) Crystals mounted for measurements parallel to the crystallographic 
-------------- --- - - ---- . --- -,- - - - --- -----
c-axis. 
Crystals were mounted on low conductivity glass substrates 
(Corning 7059 glass slides) which had been thoroughly cleaned by 
vapour degreasing in acetone. The electrodes consisted of evaporated 
silver contacts made at each end of the crystal. A silver colloidal, 
high conductivity paste was then applied to the evaporated film 
to make a more substantial contact with the copper wire and also 
to secure the crystal to the substrate, see Fig . 2 . 10(a). The 
mounted crystals was placed inside the main chamber of the apparatus 
Plate 2.2 
Apparatus used fot DC electrical measurements. 
(A) DC power supply (Fluke 412B) 
(B) Current meter (Keithley 616 digital electrometer) 
(C) Temperature controller (Eurotherm 072) 
~) Thermocouple microvoltmeter 
(E) Thermocouple cold junction (0°C) 
(F) Sample chamber 
(G) Vacuum system 
(H) X - Y recorder 
Plate 2 . 3 
El ectrode arrangements for DC me asurements on silver azide 
(a) Single crystal sample for the field applied parallel to 
the b-axis 
(b) Pressed pellet sample 
(c) Electrode arrangements for 4-probe experiment 
(d) Central portion of (c), typical for 2-terminal DC 
measurements 
Plate 2.4 
Apparatus used for measurements with AgN03 solution electrodes 
(a) 
(c) 
400 }' (b) 
" 2 mm (d) 1 mm 
PLATE 2·3 
1 cm 
PLATE 2·4 
..,.. 
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and final connection of the fine copper wires made . (guage of wire 
used wa~ 40 s . w.g. ). 
2) Crystals mounted for measurements parallel to the crystal-
------------------------ ------
____ lographic b-ax is . 
In order to apply an electric field in this crystallographic 
direct i on, electrodes must be applied to the side faces of the 
crystals (see plate 2.3). This was done by evaporating silver under 
vacuum and depositing a thin film through a mask. The mask was 
simply a fine slit of 60JJ in width and 2 rmn in length milled into 
a brass plate. By laying the AgN3 crystal on the back surface of 
the mask it was possible to deposit a thin film silver electrode 
onto the crystal such that the contact area could easily be measured 
(as in plate 2.3). A similar electrode was applied to the opposite 
face of the cryst~l. ~lectrical contacts were made to the silver 
AgN3 crystal light 
colloidal 
silver paste ._-P.T.F.E. 
(a) 
steel rod 
+ I 
low conductivit lass 
low conductivity glass 
( b) 
Figure 2. 10 Mounting arrangement for AgN3 crystals, (a) field 
applied / / c-axis, (b) field applied // b -axis 
8 
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film electrodes by mounting the crystals in a jig as shown in 
Fig. 2. JO(b). Contact to the top surface electrode was made by 
the tip of the silver steel rod (Qr lead sphere 1n the case of 
crystals 2h and 3b, see Table 2.1), and contact to the bottom 
surface electrode was made by a second evaporated silver film 
deposited on the glass substrate. The jig plus mounted crystal 
was installed in the main apparatus as before. 
Results 
1) Voltage-current characteristics for DC field applied 
parallel to the b-axis of AgN3 crystals. 
------------------------
Voltage vs current measurements were made at various 
temperatures in the range 20°C-80°C. At each temperature the 
voltage was raised from zero in half volt intervals and the current 
measured. The crystals were found to be ohmic to a voltage of 
6.0 volts when an obvious departure from linearity was observed. 
At this field strength (~ 2000 V.cm-1 ) the current would rise 
superlinearly with applied voltage and would also fluctuate with 
time. The higher the applied field the greater the amplitude of 
the fluctuations. The field was removed from the crystals as 
soon as this current instability was observed so as to prevent 
degrQdation by electrical decomposition. 
Figure 2 . ll(a) shows a typical set of data obtained from the 
above measurements. At each temperature the gradient of the 
linear part of the curve gives the conductance and hence conductivity 
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a by normalising for crystal dimensions. Similar data were taken 
for three separate crystals. It tan be ~een from Figure 2.JJ(a) 
that the field for which the current becomes non-ohmic (Noisy) 
decreases slightly as the temperature is increased, The data 
obtained from each sample are summarized in Table 2.1. 
The Arrhenius plots for each_ sample are shown in Figure 2. J 2 (a). 
It can be seen that.considerable discrepancy exists between the 
various samples and in one case (crystal lb) a "knee" can be seen 
in the plot. The intrinsic activation energies for each sample are 
given in Table 2.1. 
2) Voltage-current characteristics for DC field applied 
parallel to the c-axis of AgN3 crystals. 
- - - - - - - - - -- - -- - --- - - - - - -
The same measurements as above were made for four crystals 
mounted in this configuration. A typical set of V-I data is shown 
in Fig. 2.ll(b) and,as can be seenJis very similar to the previous 
case. The major difference being in the value of the applied 
voltage. For the field applied parallel to the c-axis of the 
crystal it is found that the current becomes non-ohmic and begins 
to fluctuate at a voltage of ~20 volts (see Table 2.1). This 
-1 
corresponds to a field strength of ~ 80 V. cm which is in good 
agreement with the results of Tang (1979) for similar experiments. 
It is also noted that this value is some 20 times lower than for 
the previous configuration, thus implying that the onset of current 
instability is voltage dependent ra ther than field dependent. 
The Arrhenius plots for these c-axis measurements are shown 
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3c 2401.0 C 16 47 7.8 x 10-iO 
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Table 2. 1 Details of electrical measurements made on single crystals of silver azide. 
Intrinsic 
activation energy 
E (eV) 
a 
1. 07 
0.88 
0.76 
0.58 
0.47 
o. 72 
0.76 
w 
\0 
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1.n Fig . 2.J2(b). Again there is a considerable discrepancy in the 
gradients of these graphs and hence in the activation energies 
(see Table 2.1). A second and more important observation is that 
the absolute values of conductivity are on average over 102 times 
lower in the direction parallel to the b-axis than in the direction 
parallel to the c-axis. This is shownmore clearly in Fig. 2.13 
which. is a reproduction of the graphs 3b and 4c in Fig. 2. 12. The 
two sets of data are from measurements taken separately from each 
of the two halves of a single AgN3 crystal. In this way any 
differences between samples are eliminated. In this example the 
difference between the conductivities in the two crystallographic 
directions 1.s 350 times. . This is a surprising result since the 
anis~tropy 1.n the dimensions of the AgN3 unit cell is small (unit 
cell is; a= 5.6170 R, b = 5.9146 R, c = 6.0057 R ). It would 
normally be expected that an anisotropy in ionic conductivity 
would follow from an anisotropy in the crystal structure. However, 
this observation will be discussed in greater detail, together 
with results from AC measurements, 1.n chapter 5. 
It was noticed that the data taken on the first heating of 
some of the crystals was not representative of the true properties 
of the sample . This was most likely caused by tra~d water, either 
l 
within the crystals or on the surfaces. After the first heating 
to approximately 80°C this water was driven away and the subsequent 
measurements were quite reproducible (see temperature cycling in 
Figure 2. 13). The practice was thus adopted of always heating 
samples to the highest experimental temperature and recording data 
on a cooling curve. 
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Summary 
The results of the above experiments can be summarized as 
follows; 
1) The minimum applied field strength EMIN at which fluctuating 
currents are observed is strongly dependent on the axis of measurements 
as follows, 
-1 ~ 2000 V.cm parallel to the b-axis 
80 V.cm-l parallel to the c-axis. 
However, it can be seen from Fig, 2.11 that these current 
instabilities occur for applied voltages VMIN of~ 6 volts and 
~ 16 Volts for the two directions of measurement. Thus it 
appears that the onset of current instability is voltage dependent 
rather than field dependent. 
2) The values of EMIN or VMIN decrease with increasing temperature 
(Fig. 2. 1 l) . 
3) The electrical conductivity as deduced from these experiments 
is at least 102 times higher in the direction parallel to the 
c-axis than parallel to the b-axis. 
4) The activation energy E varies from sample to sample in the 
a 
range 0.5 - 1.1 eV. This shows considerable inconsistency but it 
is considered that these values are typical of those expected for 
intrinsic ionic conductivity . 
5) The activation energy E is independent of the direction of 
a 
measurement (see Fig. 2. 13) 
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Discuss i on 
The results presented in the for egoing section, although 
preliminary, show the typical electrical characteristics of silver 
azide. The errors involved in the measurements of conductivity 
arise from three sources. Firstly in the V vs. I graphs of Fig. 
2 . 11 there is instr umentation error of both the voltage supply 
and the current meter . The se errors are likely to arise from 
calibration or zero inaccuracies and are probably constant. Thus 
the gradients of the V-1 plots (i.e. conductance) will be unaffected. 
These errors are considered to be small and certainly better than 
1%. The second source of error is in the measurement of temperature 
and for a chromel-.,.lumel thermocouple this should be<± 0.2°C. The 
third and by far the most serious source of error is in the 
measurement of the dimensions of the crystals. A calibrated 
graticule in the eyepiece of an optical microscope was used for these 
measurements but as can be seen from plate 2. 1 the crystals 
invariably show a non-uniform cross sectional area and various 
other shape irregularities . These errors can be as high as 20% and 
almost cer t ainly account for the variability in the measured values 
of conduct i vity be t ween samples . However , the gradien~ and hence 
values of the activitaion energies E of the Arrhenius plots should a 
remain unaffected . 
The f act that t he act iva t ion energy appears to be sample 
dependent i mp l ies on underlying physical error rather than an 
experimental error. As already men tione d , one reason for t h i s i s the 
f possibility of water being traped within the crystal or on the surface. 
~ 
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This can be eliminated in all future experiments by temperature 
cycling. Alternatively it is suggested that the samples are 
inevitably decomposed to some extent and that this may affect the 
activa tion energy. An experiment to investigate this possibility 
has been done and the result is shown in the Arrhenius plot of 
Fig. 2;14 
In performing this experiment a freshly prepared silver azide 
crysta l was selected and conductivity measurements made in the 
c-axis direction as before. At the start of the experiment the 
crystal was colourless, transparent and showed specular reflection 
from the surfaces. The crystal was heated to 60°C and conductivity 
data recorded at various intervals on cooling to a temperature of 
0 . 
-32 C (see A-symbols of Fig. 2. 14). Electrical degro.dation to 
the crystal was then made at room temperature by the application of 
a high voltage. The voltage across the sample was ~300 V (-::::: 1.15 
-1 
KV. cm ) and the average current -::::::. 0.2 µA. Under these conditions 
the current displayed considerable instability and fluctuations as 
described in chapter 6 were obvious. To prevent initiation of a 
self-propagating reaction, the current level was limited by a series 
resistor of 200 M. ohms. The sample was left under these conditions 
for a perioq of 5 hours. 
After this period of time the field was removed and the 
temperature raised for a second time to 60°,c. Conductivity data 
were again recorded on cooling and is shown by the Cl -symbols in 
Fig. 2.4. It can be seen that the data are still in good agreement 
with those obtained before the high field electrical treatment. The 
0 
s_ample was heated once more to a temperature of 50 C and further 
conductivity data recorded .at higher temperatures up to~ ·160°C 
1- 1 cf7 
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0 
150 100 
T °C 
50 
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A= 12575 µ:t 
I/A::: 2070 cm-1 
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2·5 
FIG. 2·14 
Arrhenius plot of AgN 3 single crys t al before and afte.r electrical decomposition. 
30 
4·0 
(see O-symbols of Fig. 2.] 4). Again it can be seen that the 
Arrhenius plot remains unchanged in gradient. At the highest 
• 
r 
temperatures reached a small depar .ture from linearity occurrd and 
it was found that as the temperature was raised towards 180°C the 
electrodes became shorted. 
On cooling to .room temperature it could be seen that some 
r 
extent of decomposition had occu\ed. The crystal appeared dark brown 
in colour and the surface was covered with a thin silver film which 
had caused the electrodes to become shorted. This appearance is 
indicative of the early stages of thermal decomposition as described 
by Tang (1979). However, from Fig. 2.14 it is evident that the 
conductivity plot remains linear over at least six orders of 
0 
magnitude in crT in the temperature range -32 to +135 C. Neither 
·electrical nor thermal decomposition below 135°C (if any) has made 
any effect on the Arrhenius plot and the activation energy of this 
sample is seen to be constant with temperature at 0. 73 ± ~ 0. 05 eV. 
The data obtained form this sample are in good agreement with the 
previous data obtained from samples 3C and 4C (see Fig. 2. 12(b) and 
because of the extended temperature range these are considered to 
be the most reliable DC data obtained to date. It will also be 
shown in chap·ter 4 that these data are in excellent agreement with 
the AC data obtained from pressed powders of AgN3 by the complex 
impedance method of analysis. The material parameters derived from 
the crystal used in this experiment are summarized in Fig. 2.14. 
The value of 0.73 eV for the activation energy E is typical of 
a 
intrinsic silver ionic conduction. In silver chloride for example 
the intrinsic activation energy is found to be~ 0 . 97 eV (Corish 
and Jacobs 197 2) while in $-Agl (low temperature phase of the 
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superionic conductor a-Agl) the intrinsic activation energy in the 
c-axis direction is 0. 73 eV (Govindachargulu, Bose and Suri (1978)). 
In the absence of further information it 1.s assumed that the 
Arrhenius plot of Fig. 2. 14 is a measurement of the intrinsic 
ionic conductivity in silver azide. Even at the lowest temperatures 
there is no indication of an extrinsic region and it must therefore 
be inferred that the impurity concentration in these crystals is 
very low. Without a measurement of the activation energy for 
extrinsic conduction it is not possible to make a quantitative 
analysis of such parameters as defect concentration n, energy of 
defect formation Ef, migration energy Em or ionic mobilityµ • 
However, this difficulty will be discussed in chapter 5. 
Although it has been argued that the measurements made in 
this experiment are of the bulk ionic conductivity, it is interesting 
to question why the formation of surface silver as a result of 
decomposition does not influence the Arrhenius plot of Fig. 2.14. 
Intuitively it may be expected that as decomposition proceeds 
metallic silver is formed on the surface and this provides an easy 
conduction path and thus increases the measured conductivity. To 
take this one stage further, it could be suggested that the entire 
plot of Fig. 2.14 is a measurement of the conductivity in a surface 
film and therefore have no relevance to silver azide. Particularly 
as it was noted in this experiment that at high temperature the 
crystal ultimately because shorted by the silver film. That this 
should not be the case can be argued as follows, Firstly, the 
activatio~ energy of 0.73 eV is too high to be conduction in a thin 
(also discontinuous) film of silver. Such conduction usually has a 
very low activation energy which varies with film thickness. For 
- 46 -
the case of discontinous gold films the activation energy for 
conduction has been given by Andersson (1976) as 2-70 meV . This 
applies to a film of approximately 50% surface cover age. Secondly, 
it would be expected that a s decomposition progresses the conductivity 
should increase, r esulting in a non-linear Arrhenius plot. This 
was not found to be so, as clearly the plot in Fig. 2 . 14 is linear 
even during temperature cycling. 
In genera l , the conductance of a me tal film is a complex 
function of thickness and is greatly affected by nucleation 
characteristics, which 1.n turn are influenced by the substrate and 
deposition conditions. However, in the initial stages of film 
formation when nuclei and stable clusters of atoms are first 
produced, the conductance is irrnneasureably small. As clusters 
grow in size the spaces between them decrease until quantum 
mechanical tunnelling can take place across the gaps . At this 
stage the conductance increases but is still at a low level. As 
clusters coalesce, high conductivity paths are formed and the 
conductance then increases very sharply, almost as a step function 
of film thickness . 
I n the experiments describe d in this chapter it is uncertain 
why decomposition should not affect the conduc t ivity data . It can 
only be assrnned that in the early stages of decomposition , the 
conductivi ty of the silver film produced (ie. a discontinuous £ilm) 
i s very much smaller t han that of bulk AgN3 . The transit i on to the 
h ighly conduct i ng, short circuit condition , reached in the l a st 
experiment is pre s umed to have occurfd very rapidly during the final 
period at high temperature when the decompo s i t ion ra t e was highest. 
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However, without further analysis it is not possible to discuss 
this phenomena in greater detail. 
Having established at least some of the more fundamental 
properties of silver azide it re~ains to investigate mechanisms by 
which. electrical decomposition occurs. As discussed in the 
introduction to this thesis our ideas on this subject are based 
on the assumption that a space charged region exists near to the 
cathode and that the field strength across this region is sufficient 
to produce current injection into the AgN3 (i.e. field emission of 
electrons into the conduction band of the solid) as proposed by 
Tang and Chaudhri (1979). In the absence of experimental evidence 
however these ideas remain little more than a hypothesis. For 
the remainder of this chapter the experiments described are aimed 
at providing evidence to support this model. It is considered that 
the presence of a space charged region could be revealed by 4-probe 
measurements on the single crystals and that the use of different 
electrode materials should enhance or reduce the field strength across 
this region. The details of these experiments are described in the 
following section. 
2.5 Electrode Effects in AgN3 single crystals 
i) Four-terminal measurements. 
Investigation into the presence of a space charged region 
near to the electrodes in AgN3 crystals was made using the four 
terminal arrangement shown in Fig. 2.15 and plate 2.3. A static 
field was applied to the crystal by connecting a voltage source 
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(in this experiment a battery box was used to ensure complete 
isolation from ground potential) to electrodes A and D. The 
p otent ial v1 between electrodes Band C wa~ me asured using a 
Kiethley 616 digital electrometer. The current in the circuit was 
measur ed using the. same electrometer connected in the junction E 
and Fin the diagram. Because of this arrangement the voltage 
v1 and current I could not be me a sured simultaneously. The use 
AgN3 
single 
crystal 
I 
Figure 2. 15 
lo 
l1 
V1 
C 
~,-----'!:;o 
670 _µ. 910 JJ 649 J' 
. -1 1 = 2. 229 x 10 cm 
0 
11 = 9 . 10 x 10-
2 
cm 
A = 7. 315 x 10-5 2 cm 
silver 
film 
electrodes 
E 
F 
of separa t e me ter s wa s no t poss i ble s i nce it was foun d that the 
i s ol a ti on from ground poten tia l of these i nstrument s was not o f a 
sufficiently high impedance C ~ 109 ohms). The input impedance to 
I I 
I 1 
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15 
the electrometer used was however ~10 ohms. 
The field E
0 
applied to the crystal is simply E0 = V0 /1 0 • 
Similarly the field between electrodes Band C is E1 = v1/1 1 . If 
a space charge region exists near the electrodes A or D then this 
will have the effect of reducing the field strength across the 
bulk of the sample. By deducing the potential gradient E1 this 
effect can be eas'ily observed. There will be no space charge build 
up at the electrodes Band C because no current is drawn from these 
contacts (the current drawn by the electrometer can be neglected). 
The bulk conductivity of the sample can thus be measured free from 
any effects of the electrode interface. 
A typical set of data obtained from this experiment is shown 
in Table 2.2 below. It can be seen that the potential gradient 
applied to the sample E is almost identical to the measured potential 
0 
gradient E1 . In fact it is evident that the field 
E1 is slightly 
greater than E and this is attributed to experimental error, either 
0 
in the measurement of V 1 (± 0. 05 volts would be sufficient to 
V (volts) v1 (Volts) E (Volts/ E1 (Volts/ E,-FaCVol ts / I (Amps) 0 0 
cm) cm) cm) 
3.25 1. 38 14.58 15 . 16 0.58 18.2 X 10-l 2 
4.93 2.07 22 . J 2 22.75 0.63 27.5 
6.48 L68 29.07 29.45 0.38 35 . 7 
8.12 3.32 36.43 36.48 0. 05 45.4 
9.80 4.00 43.97 43.96 0.01 55.2 
11. 4 4.69 51.14 51. 54 0.4 0 65.7 
12.8 5 . 28 57.42 58.02 0.60 76.0 
14.4 5.92 64.60 65.06 0. 45 88 . 1 
Table 2.2 4-termina l data obtained from a single crystal of AgN3 
at T = 63 . 5°C . 
1 I 
I 
I f 
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cause this level of error) or in the measurement of the crystal 
dimensions. It is thus concluded that E0 ~ E1 and that the existence 
of a space charge region cannot be detected. This either means 
that it does not exist or that the field difference produced is 
too small to be resolved by this experiment. If such a region 
does exist then it must be very thin (probably of the order of a 
few atomic planes adjacent to the electrode interface) with a 
low resistance so that the voltage dropped is very small. Of course 
the field strength across such a region may nonetheless be very 
high. In chapter 4 it is shown by using AC techniques (complex 
impedance analysis) that precisely this situation is found. 
In addition to the experiment above, the bulk conductivity 
data were obtained as a function of temperature by the four-probe 
method. The Arrhenius plot of these data are shown in Fig. 2.16 
together with the usual two-terminal data. At the temperatures 
used the four-probe data shows a slightly lower conductivity and 
a higher activation energy of~ 0.81 eV. This again is considered 
to be an erroneous result since it would be expected that this 
conductivity should be higher if a space charge region exists. 
Such a reduction in the conductivity as shown here would only result 
if the electrode region of the sample was of a higher conductivity 
than the bulk. It is unlikely that such a condition is possible 
for silver ionic conduction. The activation energy of the two-
terminal plot is however in excellent agreement with the previous 
data of Fig. 2.14 at a value of 0.74 eV. 
A further series of experiments was carried out on this same 
sample using the four electrode configuration. These involved 
.... 
,_ -6 
E 10 
u 
E 
.c 
0 
2·4 
FIG. 2 ·16 
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A - four probe measurement 
· 0 - two probe measurement ( before decomposition ) 
o - two probe measurement ( after decomposition ) 
Ea = 0 · 81 eV 
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T-1 ( X 1 o-3 K-1) 
Arrhenius plot of AgN3 single crystal for 4-prob e and 2-probe measurements. 
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applying high fields and observing the temperature dependence of 
current instability and will thus be described in detail in chapter 
6. However, it is worth noting that at the conclusion of these 
high field experiments a. final two-terminal conductivity plot was 
obtained. This is also shown in Fig . 2.16 and again it can be 
seen that the agreement with the initial plot is excellent. As with 
the experiments of the previous section it can be concluded that 
any electrical degr4dat ion of the material has not affected the 
conductivity parameters. 
ii) Interfacial polarization with electrodes of different materials 
Interfacial polarization in AgN3 was studied by observing the 
time dependence of current for a static field using electrodes of 
different materials. In all previous experiments the electrodes 
used were of silver thin films produced by evaporation under vacuum. 
It was considered that to some extent these electrodes would be 
reversible to ionic transport and thus minimise polarization at the 
electrodes. The use of more blocking electrodes should enhance the 
polarization and this should be observable in the current versus 
time response. 
The electrode materials used in this experiment in order of 
increasing reversibility were as follows; carbon (colloidal paste), 
silver(colloidal paste), silver(vacuum deposited thin film) and 
l 
AgN3 (silver nitrate solution). The experimental arrangement for 
the solid electrodes was the same as ,for the c-axis ~onductivity 
measurements already described. For the use of AgN03 solution 
electrodes the apparatus shown in Fig. 2. 17 and plate 2.4 was devised. 
I 
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The solution was contained in two reservoirs machined from PTFE and 
mounted on a low conductivity glass slide. The crystal of AgN3 
was placed so that it bridged the gap between the reservoirs and 
each end was immersed in the solution . The field was applied to 
the solution (and hence the AgN3 crystal) by silver wire electrodes, 
see Fig. 2. 17. 
P.T.F.E. 
res0rvoir 
e 
AgN3 
crystal 
meniscus of 
AgN03 solution 
silver 
wire 
0lectrode 
______.__,1......----' / 
;i I 
\ :: I 
\ !! I 
' / 
' / 
'..... .,,,,, ...... __ _.... 
corning 7059 glass subs trote 
Figure 2.17 Experimental arrangement for polarization study using 
solution electrodes of AgN03 
For each electrode material used the current versus time response 
is shown in Fig. 2.18. Upon application of the field the ionic 
current makes a steep increase with a response time determined by 
the associated measuring electronics and then decays as a function 
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of time to a tempe rature dependent steady state value. This 
response is typical of that found in many ionic solids and 
et: . a.l 
identical with that described by De PanafieuA(l976) for potass ium 
azide. The amount by which the c·urrent decays from a maximum to 
a steady state value is a measure of the electrode polarization. 
It can be seen that for the most blocking electrode (carbon, see 
Fig. 2.l8(a)) the current decays by ::::::. 20% of the peak value. 
For the colloidal silver electrode the decay is~ 18%, for the thin 
film silver electrode the decay is down to~ 7% and for the 
solution electrode the decay is~ 2% and is thus almost perfectly 
reversible. In all cases the steady state current remains constant 
over long periods of time. In one experiment the current was 
monitored for a period of ten days with 1 Volt applied to the crystal. 
There was no decrease in current level. Steady state ionic current 
of this nature is usually attributed to either reversible ion 
transfer or electrolysis . In these experiments it is more likely 
that the low field conduction is due to electrolysis because 
reversible ion transfer could not take place with carbon electrodes. 
However, the electrolysis mechanism cannot be verified by Faraday's 
-12 law because the current level is so low ( ~ 10 amps) that the 
associated transport of silver could never be detected. Similarly, 
the rate of evolution of N2 is equally undetectable . 
From the above experiment it was clear that the most reversible 
electrodes were those of silver nitrate solution. This was not 
+ surprising as the Ag is highly mobile in solution . It was decided 
therefore to conduct a further conductivity experiment using these 
electrodes. The temperature range was limited at the low end by 
the freezing point of the solution at and the high by vaporization 
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of the solution. However, some data were obtained and these are 
shown in the Arrhenius plots in Fig. 2.19. Two samples were 
measured but only the dimensions of one were recorded accurately. 
The data in each caie fit to reasonably straight lines and the 
least squares fit gives values for E of 0.78 eV and 0.70 eV. For a 
the sample of which the dimension factor R;A was known (487 cm-1) 
the absolute co~ductivity was found to be in good agreement with 
the data of the previous experiments. 
Summary 
The _ electrical conductivity of silver azide single crystals 
has been measured in directions parallel to the b-axis and 
c-axis direction. The results show an activation energy for 
conduction of 0.73 ± 0.05 eV and this has been attributed to an 
intrinsic ionic conduction in agreement with the results of others. 
Table 2.3 summarizes the results in the literature and shows that a 
range of values for the intrinsic activation energy have been 
reported. The value given by this work has been reproducible in a 
variety of different experiments (see also results from AC analysis 
in chapter .4) and over a temperature range covering at least six 
orders of magnitude in conductivity . The directional anisotropy 
observed in these experiments was unexpected on the grounds of 
lat tice parameter considerations but may be a result of interfacia l 
polarization : This result has been left as inconclusive but will 
be discussed further in chapter 5 . 
Var i ous experimen ts have been made to test the hypothesis that 
a space charge region exists near t o a t leas t one e lec trode . By 
. 
E 
..c 
0 
80 60 
2·8 3·0 
FIG. 2·19 
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T °C 
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Ea=0·70 eV 
Ea =0·78 eV 
3·2 3·4 3·6 
0 
exact xtal. 
dimensions 
unknown . 
3·8 4·0 
Arrhenius plots for AgN 3 crystals using AgN03 solution e l ectrodes, 
Sample Eorm Electrodes Activation energy Temp Range Reference 
pressed pellet ? 0.46 eV 453-523 K Gr~y & Waddington(1957) ·' 
sintered powder ? 1. 09 eV 433-453 K Bartlett et. al.{1958L 
pressed pellet graphite 0.82±0.05 eV 293-388 K Zakharov & Kabanov{l964) ( i n vacuum) Zakharov et. al.(1964) 
sint ered powder silver wire 1. 08 eV 293-453 K Young (1964) (i n vacuum) pressure contact 
Pres sed pellet ? 1. 08 ·eV 293-? K ShecRhov & Zakharov{1969) 
Pressed pellet sputtered silver 0.80±0.08 eV 293-%388 K Gasmaev & Zakharov(1972) 
Pres sed pellet sput t ered silver ~l.87eV 388-430 K Zakharov et. al.(1976) 
Single crystal si l ver paste 1.11±0.05 eV 262-343 K Tang(I979) 
Single crystal vacuum deposited 0 . 73±0.05 eV 241-417 K This work thin film silver 
Table 2.3 Publ i shed data for the activation energy of conduction in silver azide (taken from Tang 1979). 
V, 
V, 
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using different electrode materials the space charge · region has 
been detected as an interfaciai polarization . However, experiments 
using the four electrode method have not verified this result. 
These experiments are thus also ~nconclusive but it is thought that 
a weak space charge region does exist such that it does not dominate 
the bulk properties of the sample. Because the space charge. region 
is central to our ideals of electrical decomposition it was 
considered important that a thorough analysis of this should be 
made. The complex plane method of AC analysis was used and this 
is described in the following chapter. The experimental details 
and results are given in chapter 4 and in chapter 5 the results are 
discussed together with the DC results of : this chapter. 
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CHAPTER 3 
· ANALYSIS OF THE RESPONSE OF IONIC CONDUCTORS TO ALTERNATING FIELDS 
3.1 
3.2 
3.3 
3.4 
3.5 
3.6 
3.7 
3.8 
3.9 
BY USE OF THE COMPLEX PLANE METHOD 
Introduction 
The Response of Materials to Alternating Fields 
The Respons'e of Ionic Conductors to Alternating Fields 
The Response of Simple RC circuits to Alternating Fields 
Calculations for two-Component RC circuits 
Representation of Electrode Effects in the Equivalent circuit 
Relative Usefulness of Complex Plane Plots 
. * Simulated Complex Plane Plots of Z and M 
Bridge measurements and the equivalence of circuits 
Non-Ideal Behaviour in Real Materials 
I' 
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3.1 Introduction 
In order to inve.sti1a.t·e. fuH:t,,~-,.. the electrical behaviour of 
silver azide it was decided that an AC method of analysis should be 
made. Provided that the frequency of the applied field is sufficiently 
high the AC conductivity will not be influenced by such factors as 
space charges. By comparing the AC conductivity with the DC 
conductivity already measured,the presence of any space charge 
region should be made apparent. In this way the AC analysis provides 
information on tre bulk properties as well as the interfacial phenomena 
of the sample . 
The method of AC analysis used in this study is known as the 
"complex plane method" and provides a technique by which various 
polarization mechanisms within a material can be resolved separately. 
The analysis is made by measuring the electric impedance of the 
sample over a wide range of frequencies . This is achieved by using 
a bridge method to balance the impedance of the sample against the 
known standard impedance of an idealized electrical circuit. The 
measuring bridge provides a value for the sample resistance and 
capacitance as a function of frequency . The data are represented 
in the complex plane as any of the following parameters; complex 
impedance, complex admittance , complex permittivity or complex 
modulus. Having established the full frequency response of the 
sample it is possible to propose an electrical equivalent circuit 
which will respond in the same way (i.e. present the same 
impedance) as the sample at all frequencies. The interpretation 
of this equivalent circuit is then left to the individual to decide 
on the basis of physical processes within the material . 
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The use of this method of analysis has been of value 1.n this 
study by providing data on the bulk conductivity of silver azide 
the interfacial polarization at the electrodes and the effects of 
differing electrode materials and grain boundaries. The results 
obtained are considered to be the most complete set of electrical 
measurements of silver a zide that exist. For this reason the theory 
of the method of complex pla.i.,e analysis will be described in detail 
1.n this chapter as a separate entity. The experimental details and 
results are given in chapter 4 and an overall discussion in relation 
to other work is given in cha~te r 5. In this chapter the response 
of materials to alternating fields is also discussed by way of a 
general background to the method described. 
3.2 The Response of Materials to Alternating Fields 
The application of an alternating field to a material requires 
that the material be placed within some arrangement of electrodes. 
The simplest and most usual configuration is to place the sample 
or the material between two parallel conducting plates to which an 
alternating voltage can be applied. In this way it 1.s clear that 
the system constitutes a capacitor and the material to be studied 1.s 
regarded as a dielectric. The material parameter being investigated 
is therefore the relative permittivity E:r. 
The capicitance of a parallel plate capacitor in which no 
dielectric material is present is given by 
C = 
0 
d 
(3 . 1) 
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h . h . . . f f (8 854 1 - 12 . ·-l) wereE 1steperm1.tt1v1tyo·- ·reespace . x O F.m , 0 
A is the geometric area of the electrodes over which the field is 
applied and dis the distance between the electrodes. When a 
dielectric is introduced between .the plate s of the capacitor the 
material polarizes under the influence of an applied field and the 
quantity of stored charge increases. Thus the new capicitance is 
given by 
C = E 
r 
E A 
0 d = E r C 0 
The quantity t can thus be defined as the ratio C/C r o 
(3.2) 
and for a 
static applied field represents the total relative permittivity of 
the material. E is sometimes given the name 'dielectric constant' r 
and for most materials takes a dimensionless value of between say 
1 and 20. 
In practice it is found that the value off is not constant 
r 
but varies with the frequency of the applied field. This is because 
in real materials there is often more than one polarization 
mechanism contributing to the total. Each separate mechanism has 
its own upper frequency limit to which it will respond. In a static 
(DC) field clearly all the polarization mechanisms will be additive 
and t will be a maximum. As the frequency is increased from zero, r 
one by one each polarization mechanism will cease to respond and 
the value of E will decrease in a stepwise fashion (see Fig. 3.1). r 
Ultimately at very high frequencies the pol~rization reduces to 
zero and E = 1. 
r 
A large number of polarization mechanisms exist and many of 
them are rather obscure . However, the most important and fundamental 
processes of polarization are few in number and these will now be 
I' 
11 
I 
I 
€,,.. [ (5) ~terfacial 
€0 
1 
© 
dipoles 
D< J. 
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,-dispersion -
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log10 frequency 
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o<:~ o<(l. 
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(2) 
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electrons 
inner 
electron 
c<e 
CD 
...._~~~-resonances~~~~~--
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€i 
f.o 
FIG. 3.1 The various types of polarisation which result from the interaction of matter wi th an electric field. 
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considered separately, starting from the high frequency end of the 
spectrum. Of course the exact frequency of a given response will 
depend on the relative masses of the particles involved and the 
magnitudes of the elastic restoring and frictional forces present. 
i) Electrortic_Eolarization a.e 
This can .be subdivided again into inner electron and valence 
electron polariza tion. The electrons of the inner atomic shells 
are tightly bound to the atomic nucleus and have resonant frequencies 
of the order of 1019Hz (x-ray range). Thus for an applied field of 
greater than 1019Hz no polarization will occur. Below 10
19Hz the 
inner electrons will vibrate and thus polarize the solid. The 
relative permittivity will thus rise above unity to the point(Din 
Fig. 3. 1. As the frequency is decreased further the valence electrons 
begin to oscillate and constitute a second polarization of the solid. 
The frequency range in which this occurs is from 3 x 10
14 to 
3 1 15 · h ' 1 f l f x O Hz i.e. t e optica part o tie spectrum ram IR to UV 
(see point@ in Fig. 3.1). The two mechanisms of electron polari-
zation are often lumped together and called the 'electronic' or 
'optical' polarization a.e . 
ii) Atomi·c_or_ionic_Eolarization a.a 
A diatomic molecule consisting of atoms A and B may well 
possess an electron distribution which is asymmetrical. Thus . the 
molecule has a permanent dipole moment and is said to be polar. 
Under 'the influence of an applied alternating field the +ve and 
-ve regions of the molecule oscillate about their electrostatic 
centre and produce a further polarization of the solid. This 
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mechanism occurs predominantly J.n the far IR and is at point G)in 
Fig. 3.1. 
A most important group of materials to show this type of 
polarization are · the ionic solids. The alkali halides in particular 
show strong polarization in the IR and silver azide also falls 
into this group of materials. 
iii) Dirolar_(or_orientational)_polarization ad 
The diatomic molecule of (i'.i1hbove may in addition to its atomic 
polarization be able to rotate about its axis of symmetry and align 
wi th the applied field. This rotation of molecular dipoles is 
called orientational polarization and usually takes place in the 
RF to microwave region of the frequency spectrum. See section© 
of Fig. 3.1. 
It should be noted here that the restoring forces on a dipole 
in this model are not usually elastic and thus unlike the previous 
mechanisms mentioned the motion of a dipole cannot be regarded as a 
resonance in the applied field. Instead this type of polarization 
is called a relaxation. A fundamental difference getween a resonance 
and a relaxation lies in the frequency bandwidth over which the 
process occurs. A resonance is a sharply defined loss peak in the 
frequency spectrum whereas a relaxation occurs over a much broader 
frequency range. In fact the frequency ran2'e. of a relaxation is 
called its dispersion, see Fig. 3.1 . 
iv) Interfacial_Eolarization a. 
i 
Interfacial polarization occurs in materials where free charge 
carriers can migrate through the solid and accumulate near the 
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electrodes where they form regions of concentrated charge. This 
type of polarization is very important in ionic materials where the 
format ion of such space charge r egions can dominate the electrical 
characte ris tics of the materials . Since ions are relatively massive, 
this type of polarization will generally only occur at very low 
frequencies approaching DC, (point{I)in Fig. 3 . 1). It should be 
noted that interfacial polarization need not be confined specifically 
to the electrod~ regions of the material . It is quite possible that 
charge accumulation can occur at impurity sites within the material 
or at grain boundaries etc . Interfacial polarization is particularly 
important to the subject of this thesis and will be discussed in 
de tail later (chapters 4 and 5). 
3.3 The Response of Ionic Conductors to Alternating Fields 
When considering the motion of ions (or vacancies) in an 
ionic solid as a result of an applied electric field, it is often 
convenient to draw a mechanical analogue as follows. The ion in 
a solid may be regar ded as a particle of mass m moving in a 
viscous medium due to some mechanical driving force fo<: sin wt 
The viscosity of the medium is important since it introduces a 
phase lag in the motion of the particle . The displacement dis 
thus 
d o<. sin (wt + o) 
where o i s the phas e lag. 
Retun1ing now to the ionic s ol i d , we see that the presence of 
a phase lag introduces the concept of a comp l ex permittivity. 
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Consider first an ideal capacitor which contains a pure lossless 
dielectric material. As already stated the total capacitance is 
given by 
C = £. C 
r o 
The reactance of such a capacitor is given by 
X = L. 
C tu(. 
J 
wE C 
r o 
I 
j E w C 
r o 
(3. 3) 
Thus when an alternating emf vis applied to the capacitor, an 
alternating current i will flow, its value being 
1. = 
1. = jwE C V 
r o 
and is exactly n;z out-of-phase with v. 
(3. 4) 
Suppose now that the dielectric is not ideal and shows some 
conductivity. There will now be a resistive current which will 
appear in-phase with the voltage and the phase lag will decrease. 
The conductivity of the material is a genuine property of it and 
can only be incorporated into (3.4) by replacing e: with a complex 
r 
quantity such that 
€ = E: f - jE 11 
_r (3 . 5) 
The relative permittivity thus becomes a complex parameter and 
(3.4) is replaced by 
or 1. = wE"C V + jwE'C V 0 0 (3 . 6) 
I 
I 
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The current now contains a real component which is in-phase with 
v and represents the DC conductivity of the material or the 
dielectric loss (see Fig. 3.2) 
loss angle 
s 
'{ 
Figure 3.2 
From (3.6) it is clear that the imaginary part of the complex 
permittivity provides the real part of the complex current. This 
ih turn provides the purely ~esistive component of the material 
such that 
R = V 
1 
1 (3 . 7) = 
where R is the DC resistance between the electrodes. In addition 
the imaginary part of (3 . 6) is representative of an ideal lossless 
capacitor of value £ ' C . Thus the electrical response of the 0 
material is seen to be identical with that of a parallel RC circuit. 
By drawing this analogy we are now in a position to model the real 
I 
I 
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material in terms of an electrical equivalent circuit. This 
concept forms the basis on which the AC analysis of ionic materials 
is made. By direct analogy the properties and response of the 
parallel RC circuit will now be discussed. 
3.4 The Response of Simple RC Circuits to AC Fields 
Consider the simplest of circuits shown in Fig. 3.3. For 
either circuit a phase lag will exist between the applied voltage 
and the current as represented on a rotating vector (phasor) diagram. 
C 
R C 
(a) R (b) 
Figure 3.3 
As the value of R is increased,so the loss angle o increases and 
the reactive component 1/jwC becomes less significant . From 
elementary circuit theory the complex impedance is defined as 
z = V 
I 
where I is the complex current and V the voltage applied to the 
circuit. Likewise the inverse of Z or the complex admittance is 
f . d y· - 1 de ine as = Z . 
. / 
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So far, there has been no distinction made between the series 
or parallel circuits of Fig. 3.3 (a) and (b). In fact it is true 
to say that either circuit configuration will produce the desired 
respon~e provided that the correct values are chosen for the R's 
and C's. The equivalence of these circuits will be discussed in 
detail in due course. The important point here is that the circuit 
which is to be used as a model is purely a matter of choice and 
will depend only on what is considered to be the best representation 
of the physical properties of the material. In general the series 
circuit is used to represent the response of purely dielectric 
materials while the parallel circuit is representative of materials 
which show a DC conductivity. Thus for ionic conductors the parallel 
network is the more appropriate and will be considered in greater 
detail from now on. 
For any single RC network the impedance Zand admittance Y 
depend only on the relative magnitude and.phase d:the applied voltage 
and current. They are simply extensions of the familar concepts of 
resistance Rand conductance S. It is also possible and instructive 
to introduce the quantities of capacitance and inverse capacitance 
into complex notation. The quantities that result in this case 
are the complex permittance Kand the complex modulus M, defined as 
follows; 
K - jY and 
w 
M 1 K 
jwZ , (3.8) 
Thus the quantities of resistance, capacitance, im~dance, admittance, 
permitt ance and modulus may be tabulated as follows: 
. I 
I 
I 
, I 
I 
I 
- 68 -
Impedance z Admittance y Perrnittance K Modulus M 
Resistance R R 1/R 1/jwR jwR 
Capacitance C 1/jwC j(JJC C 1/C 
The inverse relationships between quantities is obvious. 
Note; one importance point at this stage concerning the units; 
The geometrically normalized permittance K is simply K/€ i.e. the 
0 
permittivity€ already discussed. However, the literature is in 
r 
some confusion with the modulus since neither the terms 'modulance' 
nor 1 modulivity' occur anywhere as might seem logical. Instead 
the term modulus is used for either and is thus often to be found 
defined in its normalized form, i.e. 
M 1 jwC Z 
0 
3 . 5 Calculations for two component RC circuits 
1) First consider the case for the parallel circuit of 
Fig . 3.5 
C 
R 
Figure 3 . 5 
(3. 9) 
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It is assumed that C and Rare ideal frequency independent components. 
For a parallel circuit the Admittanc~ Y and permittivity E 
(or permittance K) are additive, thus 
i) complex admittance y 1 + jwc ::, -R 
ii) complex impedance 1 
-1 
z = - = c1 + jwCR) y R 
z R (1 - jwCR) = 
+ jwCR - jwCR) 1 (1 
z R - jwCR
2 
= 
1 + (wcR/ 
z R wcR
2 
= 
- J 
(wCR) 2 1 + (wCR) 2 1 + 
and is of the form Z Z' - jZ" 
i.e. Z' and Z" are the real and imaginary parts of (3.11) 
iii) complex permittance 
and complex permittivity 
iv) complex -modulus 
K C 1 = + jwR 
C 1 
£ = - + jwC R C 
0 0 
1 M=-= K (C + _l_) jwR 
M = jwR X l + jwCR 
2 2 • 
M = w CR + JWR 
-----2·-
l + (wCR) 
-1 
(1 - jwCR) 
(1 - jwCR) 
(3.10) 
(3.11) 
(3.] 2) 
(3.13) 
(3. 14) 
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M = + 
and again is of the form M = M' + jM" 
j {ll R 
2 1 + (wCR) 
(3. 15) 
(3.16) 
Likewise, normalizing for geometrical dimensions of the 
material (i.e. L/A) 
w 
2cc R2 
M = ___ o__ -=-
2 1 + (wCR) 
+ j 2 1 + (wCR) 
(3. 17) 
where C is the vacuum capacitance of C if no dielectric where 0 
present; 
i.e. C = 
0 
L 
The equations (3.10), (3.11), (3.14) and (3.17) are all of the 
form A == A' + jA" and thus Y, Z, f and M can each be plotted on an 
argand diagram as a function of w. If this is done the diagrams 
of Fig. 3.4 are obtained . 
!I 
I 
j Y" 
j M" 
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C 
r 
R 
Admittance y 
j Z" Impedance 
* l 
~ R R 
Modulus M 
j e'' 
Permittivit 
~ C 
Figure 3.4 Representation in the argand diagram (complex plane) of 
i, the various parameters of the parallel RC circuit. The* in Z 
denotes that the plot is of the complex conjugate. 
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It can be seen from Fig. 3.4 that the admittance and 
permittivity plots result simply as vertical lines i.e. the real 
component in each case is independent of w. However, the impedance 
and modulus diagrams each describe a perfect semicircle. By 
inspection of the appropriate equations, i.e. (3.11) and (3.17) 
it is not immediJately obvious that a plot of Z' vs Z" (or M' vs M") 
will reveal such a semicircle. Since this result is fundamental 
to this study the proof will now be given: 
Consider equation (3.11) for the complex impedance of the 
parallel circuit. 
R z = ------
1 + (wCR/ 
Z' R 1.e. = 
1 + (wCR) 2 
and Z" w CR
2 
= 
1 + (w CR) 2 
from (3, 18) U) 2c2 = JI 1 
R2 
J 2 1 + (wCR) 
2 2 . This 1.s a quadratic 1.n (w C ) ; thus, solving for wC; . 
(3.18) 
(3.19) 
(3.20) 
we = 
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R2 ± /R4 - 4R2z112 
2R2Z" 
dividing out gives; 
R2 ± h_4 - 4R2Z"2 
2R2z112 
substituting from (3.20); 
1.e. 
i.e. 
1 
RZ' 
= 
2RZ" 2 -
4R2z114 
R2 ± h_4 - 4R2Z"2 
2R2z112 
R2Z' = Z' /R4 
4R3z112z' + R4z,2 
1 ;2 
4R2z112 
= Z'2(R4 
i.e . 4R2z114 - 4R3z112z 1 = -4R2z112z 12 
z
112 
- RZ' + z 12 = 0 
- 4R2z112) 
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add R2/4; 
2 
Z" 2 + (Z I - ~) 
2 = (3. 21) 
This is the equation of a circle in Z' and Z" with radius R/2 and 
centre at (R/2, O). For w, C and Rall greater than zero all the 
points lie above the +ve Z' axis. A similar treatment obviously 
applies to M. 
2) Now consider the case for the series circuit of Fig. 3.6 
R C 
Figure 3.6 
For the series circuit the parameters which are additive are 
the impedance Zand the modulus M, thus 
i) complex impedance 
ii) complex admittance 
z R 1 = +--jwC 
1 (R + . \) y - -z Jw 
y = 
jwC 
1 + jwCR X 
y = w2c2R + jwC 
1 + (wCR) 2 
(1 
(1 
(3.22) 
-1 
- jwCR) 
- jwCR) 
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w
2c2R y =-----
1 + (wCR/ 
and again is of the form Y = Y' + jY" 
iii) complex Modulus M 1 jwR = - + C 
C 
M 0 jwc R or =- + C 0 
we 
+ j 
1 + GD CR) 2 
1 (i + jwR) -1 iv) complex Permittance K = - = M 
K C = 1 + jwCR 
K C - jwC
2R 
= 
1 + (wCR) 2 
C K =-----
1 + (WCR) z 
and again is of the form K = K' - jK" 
and complex permittivity E: is thus 
C 
e: = ------- - J 
C (1 + (wCR) 2) 
0 
(1 
(1 
- j wCR) 
- jw CR) 
J 2 1 + (wCR) 
Again the quantities Z, Y, M and E: can each be plotted on an 
(3.23) 
(3 . 24) 
(3.25) 
(3.26) 
argand diagram as was done for the parallel circuit. The resulting 
diagrams are as shown in Figure 3.7. 
j M'' 
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Modulus 
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Impedance 
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-
'--~~~~~~~~~~~-4--~ £' 
C 
co 
Figure 3.7 Representation in the complex plane of the various 
* electrical parameters of the series RC circuit. The ~·~ in€ denotes 
the complex conjugate of E. 
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By comparison of Figs. 3.4 and 3. 7 it can be seen that only 
two major types of diagram are obtained. Namely the vertical line 
and the semicircular arc. These can be typified by the impedance 
and admittance plots for the parallel circuit as follows 
j y II 
C 
R 
y 
--~~~~-'-~~~~~~-y' 
1 
R 
R 
The pv~elj additive quantities for the circuit give rise to the 
straight line i.e. the admittance Yin this case. Since Z = 1/Y 
I 
l 
by definitipn it is apparent that the straight line transforms into 
* a semicircle in the process of inversion. Strictly speaking the Z 
plot is the complex conjugate of the impedance since jZ" in this 
case is - ve. Thus a common transformation exists between Zand Y 
which may be defined as the complex conjugate inversion i.e. 
(Z-l)* = Y. The value of this transformation becomes more apparent 
when considering more complex equivalent circuits . 
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By inspection of (3.21) the maximum height of the semicircle 
1.s where Z" = Z' + R/2. By substitution into (3.18) 
l.. e. 
or 
R R 
w = 
1 
CR 
(3.27) 
I 
(3. 28) 
* Thus by plotting Y or Z the value of R may be found directly and 
by use of (3.28) the value of C may also be determined. 
If the original circuit were simply a parallel RC network 
then this procedure would be pointless since the values of Rand C 
would already be known. However, the full value of this method 
of analysis is realized when more complicated equivalent circuits 
are involved. In general it is a great over simplification to assume 
that an ionic material can be modelled simply by a parallel RC 
circuit. In practice it is found that the electrode contract with 
the material 1.s non-ideal and this introduces additional components 
into the equivalent circuit model. Likewise other non-idealities 
introduce their own response to the applied alternating field e.g. 
grain boundaries and two phase systems. These individual contributions 
can each be modelled by separate circuit elements so that the 
total response of the circuit exactly matches that of the material 
at all frequencies. The major usefulness of this complex plane 
analysis is its ability to separate and distinguish between all the 
influencing factors to the observed electrical data . In this 
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study the analysis has proved particularly useful in determining 
the electrical properties of the interfacial space charge regions 
thought to be instrumental in the electrical decomposition of 
silver azide (see chapter 4). In addition it has been possible 
to study the bulk electrical properties of silver azide without 
interference from electrode effects. The space charge regions 
mentioned here are considered to arise from low-frequency interfacial 
polarization as discussed at the beginning of this chapter. 
3.6 Representation of Electrode Effects in the Equivalent Circuit 
The simplest form of electrode/ionic solid interface to 
consider is that of a perfectly blocking contact. In this case the 
contact is blocking to both electrons and ions and the steady state 
current is zero. Under DC and very ' low frequency AC (a few Hz) 
conditions an ionic space charge region builds up in the material so 
as to exactly mirror the electronic charge applied to the electrodes 
by the voltage generator . These opposing layers of charges thus 
form a capacitance across the interface. If the ionic conductivity 
of the material is high and the frequency of the applied field low 
(or DC) then a large amount of charge can accumulate in this region 
and a large value of capacitance will result. This new capacitance 
will add to the bulk circuit in series as shown below: 
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EB + 8 + + 
Ag+r>- + + 
+ 
+ 
l 
-y A-y--1 
I ~ space ~harge region C1 
CJ C2 11 
R 
bulk interface 
:21 ~2 
Figure 3.8 
It has already been shown that the impedance plot for the parallel 
RC results in a semicircle and for a single capacitor is simply a 
vertical line. Since z1 and z2 in Fig. 3.8 are in series the total 
impedance is additive and the resulting plot is simply a combination 
of a semicircle with a vertical line. This is shown in Fig. 3.lO(a) . 
For situations where the electrodes are not perfectly blocking 
there will be some rate of charge flow across the space charge 
region. In this case a current flow will exist across c2 in Fig. 3.8. 
The equivalent circuit can thus be modified by the addition of a second 
resistor R2 across c2. The steady state DC current will be limited 
by the larger of R1 or R2 (see Fig. 3. 9). The impedance plot will 
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· + Ag~ 
Figure 3.9 
+ 
+ +"' 
+ 
+ 
+..-,\ 
+ ' 
e 
now consist of two semicircles as shown in Fig. 3.lO(b). 
As already stated the interfacial capacitor c2 is likely to 
be considerably larger than c1 due to the larger amount of charge 
stored in the electrode region. Thus the reactance of c2 will be 
lower than that of c1 since reactance XC = -1/WC. As the frequency 
of the app;ied field is increased the reactance of c2 decreases 
still further until it becomes insignificant. Thus the bulk 
properties of the material dominate. Alternatively, at low 
frequencies the interfacial properties will be dominant since the 
reactance of c2 then becomes high. The exact frequency at which 
the change over occurs will of course depend on the relative values 
of the conwonents . In practice it may be necessary to go to 
,,. jY 
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FIG. 3.10 Complex plane pl.ots of circuits useful for modeling ionic 
conductors with interfacial polarisation. 
I y 
~,( 
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-1 extremely low frequencies (< 10 Hz) in order to observe the inter-
facial behaviour e.g . Jonscher (1978) has used frequencies as low 
-4 
as 10 Hz to study the response of boracite (Li4B7o12B~ ) . 
3. 7 Relat ive Usefulness of Complex Plane Plots 
From wha t has been said so far it is clear that for any circuit 
configuration the four complex plane plots of Z, Y, Mand E can be 
derived . Fig . 3 . 10 shows these plots for the three and four 
component circuits shown. In practice, however, it is unusual to 
obtain the complete set of diagrams in their entire form. For 
example, if the frequency range of the experimental measuring equipment 
is limited then clearly only a limited portion of each plot will 
be obtained . If this is the case then some of the plots may not be 
sufficiently complete for the values of C and R to be found. Since 
the whole object of this exercise is to evaluate C and R, such plots 
may be considered useless. Now suppose that some low frequency 
data have been obtained and are plotted in the impedance plane and 
the admittance plane as shown below. 
j i(' j y" 
R 
I 
~ 
/ 
* 
w 
---> 
y 
---
' 
' 
' 
' 
' 
' \ 
\ 
I 
' 
"-------------------~-----·~---y ' 
1 
R 
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* It is a simple matter to extrapolate the data in the Z plot and 
thus find the intercept on the Z' axis and hence the value of R. 
However, it is much more difficult and certainly less accurate to 
attempt to extrapolate the data of the Y plot since the data here 
lie on a circular a~c. In this case the Y plot serves no useful 
purpose. 
In general when studying the behaviour of ionic solids it is 
the low frequency response that is of most interest and hence most 
* data in the literature are presented in the Z plane. It should be 
noted that the various complex plane plots are just different 
manifestations of the same thing. They each represent exactly the 
same data but in a different form. Clearly if one plot is obtained 
then all of the others can be derived from it. It is left to the 
individual to select which plots he finds most convenient, One of 
the first attempts to use complex plane plots for the study of 
electrode polarization in ionic solids was that of Bauerle (1969). 
In his paper he has presented his data in complex admittance form 
and then calculated circuit parameters from them. For the equivalent 
circuits he used (RC parallel networks connected in series) the 
impedance plots would have been much more useful and a lot easier 
to analyse. 
For the purposes of this study I have represented my data 
* predominantly in the impedance plane and the modulus plane, The Z 
plane is the most useful for determining the values of R's while 
the M plane is more useful for determining the values of C's. For 
this reason my discussions from here onward will be mostly concerned 
* with Z and M plo t s . 
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* 3.8 Simulated Complex Plane Plots of Z and M 
In order to ,..u1derstand full'! the results obtained from the 
·complex plane analysis and to become familiar with the finer details 
of the plots it was decided that some simulations would be 
* instructive. In this exercise the complex impedance Z and the 
complex modulus M were calculated for a number of simple circuits 
and plotted for different frequencies. The calculations were done 
by computer (IBM 370/165), the program for which is given in Appendix 
A. 
Figs. 3.11 and 3.12 show once again the frequency response of 
the simple R-C parallel circuit. In Fig. 3.11 the effects of varying 
R with constant Care shown. It can be seen that the diameter of 
* the semicircle in the Z plot varies with R while that in the M 
plot remains constant. Conversely in Fig. 3.12 the M plot varies 
* * 
while the Z remains constant. Fig. 3.13 shows the Z plot for the 
three component circuit mentioned earlier. The important feature 
of this plot is the degree of separation between the semicircle 
and the vertical line. It is clear that for good separation the 
values of c1 and c2 must be widely different. In practice this 
condition is usually satisfied since, as already stated, a space 
charge capacitance (C2 in the equivalent circuit) wi 11 generally be 
larger than the bulk capacitance. However, it is worth noting that 
if the difference is slight then the plot may not be easy to interpret. 
Figs. 3 . 14 and 3 . 15 are an extension of this feature into the 
four component ci rcuit shown . In Fig . 3 . 14 R1 = R2 and the ratio 
of the C's i s changed in each of the plots. Again it is c l ea r that 
I . 
1 I 
I 
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for a good separation between arcs a large difference in the value 
of the C's is necessary. In the corresponding modulus plot of 
Fig. 3. 14 (not shown) only one semicircle would be resolved (since 
) .h . 1 l l . 3 R = R2 wit a diameter equa to - + -C . Fig. . 15 shows the M 1 
. cl z 
plots of the reverse situation where c1 = c2 and the R's are varied. 
By careful consideration of these two figures the following conclusions 
can be made. 
i) Separation between semicircles is best achieved when the time 
constants for the circuits differ as widely as possible, i.e. 
Tl f- T2 where Tl = RlCl and T2 = R2C2 
ii) In cases where the difference in time constants is due primarily 
to differences in the R's, separation of data is best observed 
1.n the M plot 
iii) In cases where the difference in time constants 1.s due primarily 
to differences 1.n the C's, separation of data is best observed 
* 1.n the Z plot. 
iv) For the special case where R1 = R2 and c1 = c2 the combined 
circuit becomes equal to a single R,:CT parallel network and 
only one semicircle 1.s observed 1.n each plot. Here 
In the absence of any other information, the first step in this 
* kind of analysis should always include both the Mand the Z plots. 
As pointed out by Hodge et.al. (1975) it is .usually found that if 
good separation is shown in one of the plots then only one semicircle 
will appear in the other and vice versa. It must not be forgotten 
that always there are two semicircles present but their relative 
I 
I 
(/) 
::c 
I 
0 
... ,_ 
If) 
0 
a: 
et: 
a: 
lJ_ 
::c 
0 .600 06 
0,400 06 
0.200 06 
0.000 01 
0.000 01 
0.600 10 
0,400 10 
0 .200 10 
I 
ll(' 
ll( 
I 
J( 
I 
d 
, 
/ 
/ 
J( 
I 
, 
, 
. l!( 
, 
/ 
/ 
J!E ·-- ll( , 
0.200 06 
ll( 
ll( 
J( 
,.. 
R1 
(a) 0·9 x 106 ohms 
( b) 6 0 ·6 x10 II 
(c) 6 Q· 3 X 10 
" 
COMPLEX IMPEDANCE Z=ZR+JZI 
2·5 k/fa. 
* 
Z•5kH-.. 
ll( - - -
',ll(t· , kli~ 
' 
' ll( 
'*if<~ 
* (c) 
---- l!( -
.... 
.... 
.... 
' 
' 
' lklfle 
' 
' 
' I kfla ill( 
' \ 
\ 
ll( 
\ 
I 
ll( 
I 
JI( 
I ( b) 
' 
' 
C1 
100 
" 
" 
\ 
\ 
0,400 06 fl.600 06 
ZR (OHMSJ 
0,800 06 
I 
COMPLEX MODULUS M=MR+JMI 
* - - -· ll( * - - -- * --
J( ll( 
J( 
ll( ' 
' 
' ll( 
ll( 
pf 
I 
ll( 
I 
I ll( 
~ IDOH., 
* (a} -
' 
' 
ll( 
13.100 07 
\ 
ll( 
ll( 
\ 
\ 
l 
' 
-J 
ll( 
\ 
\ 
I 
* 
l 
;..... (a).(b) & (c) 
0.000 01 
0.000 01 
FIG. 3.11 
0 .200 10 0 ,400 10 0 .600 10 
MR ( FRRROS f 1 
0 ,800 10 
Complex impedanc.e and modulus diagrams for a parallel 
R-C circuit where C is constant and R is variable. 
(f) 
:E: 
I 
0 
N 
.... 
I 
~ 
(f) 
0 
a: 
er 
a: 
lJ... 
::E 
0,600 06 
0,400 06 
0.200 06 
0.000 01 
0.000 01 
0.600 10 
0.400 10 
0 .200 10 
R1 C1 
(a) 0·9 x 106 ohms 100 pf 
( b) II 
( C) II 
COMPLEX l~1PEDANCE Z=ZR+JZI 
I 
* )I( 
I 
I 
, 
)!( 
' 
I 
/ 
0.200 06 
)I( -- -- ----'11:- __ )I( 
_)!(·-- ....--- . -. 
0,400 06 
w 
0.600 06 
ZR (OHMSJ 
COMPLEX MDDULUS M=MR+JMI 
____ JI(------ --- --
~~~ - - - - - - - - )I( 
, 
)I( 
I~ )I(., 
I I 
I /' 
I , 
I / 
)I( )I( * _ _ _ I k~il /, , .. -.. - * ... , 
/, .,* ', 
, , , JI( 
~ , ', 
' 1.·!> i<H.: )I( 
' 
' 
' 
' 
' JI( 
\ 
\ 
' ll( 
1f+O pf 
250 pf 
-r-r-r-r-
', 
'IIE 
•,)I( 
\ 
\ 
\ 
' )I( 
~ (a),(b) &(c)~ 
I I I I . 
0.800 06 0.100 07 
.. 
.... 
' ', 
' 
' 
' ' 
)I( 
\ 
\ 
\ 
\ 
. , 
/0/(H._ JI( 
I 
I 
I 
1
/ *H• 11 • ' 
µ/ ~ ' \ )I( IOK/lz. 
I 
* I 
0.000 01 
0.000 01 
. FIG. 3.12 
0 .200 10 
\ 
JI( 
(c) ~ IHH, 
I i I 
0.400 10 0,600 10 
MR ( FARADS J-1 
( b): 
ilJ 
0 ,800 10 
Complex impedance and modulus diagrams for a parallel 
R-C circuit where R is constant and C i s variable . 
(a) ~ 
' 
I 
(f) 
:I:: 
:c 
0 
0,140 07 
0 .120 07 
0 .100 07 
0.800 06 
0,600 06 
0 .400 06 
0.200 06 
0.000 01 
0.000 01 
FIG . 3.13 
; 
ll( 
; 
.,. 
R1 C1 C2 
(a} 0·9 x106ohms 20 pf 0·012 pf 
{b} II II 300 pf 
(c} II II 80 pf 
COMPLEX IMPEORNCE Z=ZR+JZI 
IOKfiz., .,."" 
, 
.,. 
., 
ll( 
.,. 
ll( 
/ 
I 
I 
I 
I 
I 
I 
I 
I ,, 
,. 
I 
J( 
\ ll( 
\ I 
ll( I 
\ ll( 
fk/lz.~ 
I 
0.200 06 0,400 06 0,600 06 0.800 06 0.100 07 0.120 07 0.140 07 
ZR (OHMSJ 
Complex impedance diagram for a three element circuit 
containing a series blocking capacitor. Good separation 
between features is obtained when the values of C1 and C2 
are widely different . 
~ 
(f) 
l:'. 
:r: 
0 
...... 
N 
0 .100 08 
0. 500 07 
I 
I 
I 
J( 
I , 
I 
,. 
/ 
COMPLEX IMPEDANCE Z=ZR+JZI 
---
- - - - -
10 kl-le 
J( - -
--
' ,, 
' 
' 
' 
I" I(~... f 101.. !I( 
* - - - - * - . J( - - - - ' {a) 
- - - - - llE - - - JI( - - • l!( ......... ( b) \, 
llE ,, 
--·- IE --, ... \ * ----- Ji; --- ......... );E ' \ 
»( .,,.,,,, J(,, )K 
' 
I -' JI( 
I / /, 
' ll( ,. 
/ / ll( 
JI( , , 
' if,' 
I ll( 
ri 
0.000 01 
0.000 01 
R1 
ZR 
ZI 
= 
= 
(a ) 7·5x 106 ohms. 
(b) II 
( C) 
" 
10 '(II,. 
...... / { )' ' ' 
, 1t C ',* \ 
'llE / 100 l+l J( \ \ 
I I I 
0.500 07 
R1 
R1 
1 + (WC1Ri) 2 
WC1R1 
1+(WC1R1) 2 
C1 
2 ·0 pf 
II 
II 
\ / ,, * 
\J( '! ' : \ 
\ I 
J( :!( \ ., 
'J ~ 
IKI,,¥ 
I I I I I I I I 
0 .100 08 0 .150 08 
ZR (OHMS) 
' R 2 
+ 
R2 
2 1 + (c.uC2R2 ) 
+ 
WC2R2 
2 1 + (CJJC 2R2) 
R2 C2 
7. 5 X 106 0 h m S 2·0 pf 
II 20·0 pf 
II 500 ·0 pf 
FIG. 3.1~. Compl ex impedance diagrams of a four element circuit showing 
that separation between 8'2micircles is on ly obtained when 
the values of c1 and c2 are widely different. 
'"' I 
-(f) 
(J 
a: 
Cl:'.'. 
a: 
LL.. 
~ 
-:,: 
0,600 12 
0,400 12 
0.200 12 
0.000 01 
0.000 01 0.200 12 
/ 
., 
COMPLEX MODULUS M=MR+JMI 
1(- -------- JI( 
0.400 12 
2 
0-600 12 
MR l FRRROS f 1 
/0 1<Hc 
2 
' JI( 
0.800 12 
MR - ( uJ C1 RtJ + (wC2R2) - 2 2 1 + ( w Ci R 1 ) 1 + ( WC2R 2) 
MI = 
WR1 
+ 
WR2 
1 + ( WC1R1)2 2 1 + (WC2R2 } 
R1 c1 R2 
(a} 7 1·0x10 ohms 2·0 pf 1-0 x107 ohms 
( b) II II 10·0 x107 ohms 
( C) II II 200·0x107 ohms 
I 
' 
' 
' 
' 
(a) 
0.100 13 
C2 
2·0 pf 
II 
II 
FIG. 3,15 Complex modulus diagrams of a four element circuit showing 
that separation between semicircles is only obtained when 
the values of R1 and R2 a re widely different. 
(/J 
l:: 
:c 
, 0 
N 
... 
'~ (/J 
0 
a: 
et: 
a: 
lJ_ 
..... 
0.150 07 
0 .100 07 
0-500 06 
0.000 01 
0.000 01 
0.300 11 
0.200 11 
, 
* I 
I 
,J.l 
,. 
II, 
I 
I 
, 
I 11 
COMPLEX IMPEORNCE Z=ZR+JZI 
/ 
I / I / . 
I 100Ho I 
ll( / 
, ll( ,oo /i-r, 
/ 
/ 
l!( 
, 
/ 
I _1_ ..i-r 
,*- :.-"' 
., 
I I 
- l.1:-----
: I 100 11) - - ll( ..._ 
I I / J( ", 
ll( ,,/ / 'J(' (c) 
--*----ll(--, ,, X/,/ 1001-!z. ' 
'llE, I I / _ -JI! - _ \ 
(J.500 06 
, 
,. 
,. 
,. 
/ 
,. 
, I( 
--, ., ... 
', 'ifi I ,* - ""'-'l!(, J( 
¥ ·~ f * ""' .. , \ \ ,, , ,. l!( \ 
\ ):j(~/ \ JI( IO H 
,~1 , JE, ( d ) I \(,llE* lK I 
\ I ---~ (ri.) l!( I 
,' ""§., 'C' , to Ha. 
I 
0 .100 07 0. !50 07 
ZR (OHMS) 
r I I I I I I I I 
COMPLEX MODULUS M=MR+JMI 
----------- ;II( -
... 
" ... !I( 
' ', 
0.200 07 
' 
' 
' 
' 
' llE \ 
' 
' 
0.250 07 
::E: 0 .J0Q 11 
, 
I 
I 
• I 
\ 
ll( 
\ 
\ 
I 
I 
I 
~ (al(b),(d 
t (d)&(e). 
,,,.__,__~ _ _,____,___,____,___~I _l_ .._l __,___.___._1 __._I --'---'-----'----L---L-'--'--'--''-'--'-.u.__,____,____,___,___, 0.000 01 
0.000 01 0 .100 11 0.200 11 0.300 11 0.400 11 0.500 11 0-600 11 
MR ( FRRROS t1 
R1 C1 R2 C2 
( Q) 1·0x106 ohms 20 pf 7 ' 0·8 x1 0 ohms 2000 pf 
{ b) II II 0·3 X 107 ohms II 
(c) 6 ohms " II 1 • f+ X 10 II 
(d ) 6 ohms II II 0·8 X 10 ,, 
(e) II 
" 1 ·8 X 10 5 ohms II 
·-FIG. 3. 1 6 Complex impedance an d mo dulus di ag r ams of a four element circui t 
wh ere t he valu e of R2 i s var iabl e. 
. 0 .600 07 I I 
~ 
er.. 
:r: 
I 
0 
N 
.. 
·~ (f) 
0 
a: 
er:: 
a: 
u.. 
COMPLEX IMPEDA NCE Z=ZR+JZ I 
-- ---- ~: ---- --
ll( ...:c- w JI! ,,. 
/ " 
' 0,400 07 / ... ,. 
' 
/ 
' 
,. 
' 
)I( 
I( / 
' / 
' I \ I 
' 
I 
' 
l!E 
llE I 
I 0.200 07 
\ I 
\ I l!( 
I 
I 
~ 
Ill 
• I 0.000 01 
0.000 01 
0 . 100 12 
0.500 11 
I 
I 
' I 
I 
ll( 
, 
, 
I 
1 
IOD !/;. 
0.200 07 
ll( 
, 
, 
l!E ,,. 
I I 
0 ,400 07 0.600 07 0.800 07 
Zf~ ( OHMS l 
COMPLEX MODULUS M=MR+JMI 
I 
I( 
I 
li< 
' 
· ~ (a1(bt(ct t & (d). 
0 .100 08 0 . 120 08 
I 
I 
/ 
/ 
/ 
/ 
/ 
(a) / 
/ 
/ 
lf( 100 t<lh 
/ 
(b 
---· ---
100 kH, 
----- ~ ----- ... I ,,. / ll( 
ii;.......... ' ., / 
' I , 
... I( ,, 
' I , I( ll( 
' ,' .,' 
_. - - - :II( - - - -.. ( ) 
', I / .,. * It .... C 
' • ~*.I "', toOk'Hl."', 
\ /1,* ', 
' •~' , ll( - - .. _ 
' 
l!\IE ,ll( ' IIE, 
10 l{f/2c ',1e loo kf-1 .. 
\ 
\(d) 
' ='~o =V.,,~I ~~I _L.1.I _.l.l _.l.l _.l.l _.l._.l.--1.--1.---1..l --1.I ----11. --1.I ---'-'---'-'---'----'----'---'----1---'----'----'-I__._~ --'-'--'--'--' 0.000 01 
0.000 01 
(a) 
( b ) 
(c) 
(d} 
FIG. 3.17 
R, 
0,500 11 0.100 12 
-1 MR (FRRROSJ 
c, R2 
1 · 0 x105ohms 5 pf 1·0x1 07 ohms 
II 9 pf II 
II 15 pt II 
II 25 pf II 
0 . 150 12 
C2 
10 pf 
II 
JI 
II 
Complex impedance and modulus diagrams of a four e l ement circuit 
inwhich the value of c1 is variable. 
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sizes may be so different that one will completely dominate the 
other. For example if R1 = 100 R2 then the ratio of semicircle 
,•c 
diameters in the Z plot will be 100:1 and the real axis intercept 
of R1 + R2 will essentially be just R1 
i.e. R + R ~ R1 if R1 >> . 1 2 ~ 
In Fig. 3.16 R1 is constant while R2 varies, resulting in a 
* sen.es of semicircles in the Z plot as shown. The C' s vary by a 
ratio of 103 : 
;'c 
and thus show good separation in the Z plot and one 
dominating semicircle in the M plot. In Fig. 3.17 the converse 
situation is shown in which c1 is constant, c2 is variable, R1 and 
R2 are constant and in the ratio of 10
3
:1. 
Careful consideration of Figs. 3.11 to 3.17 provide the basic 
insight necessary for the analysis of the frequency response of this 
type of circuit. Thus experimental data can be compared with these 
diagrams as a starting point for attempts to model real materials. 
It should be noted that these diagrams are only relevant to the 
circuits shown. If it is decided to model a real material on the 
basis of some other circuit then new set of diagrams must be produced. 
For the purposes of the data presented in this thesis (see next 
chapter) the series combination of two RC parallel networks provides 
an adequate model. 
3. 9 Bridge Measurements and the Equivalence of Circuits 
* Before calculations of Z , M,etc.can be made it is first 
necess a ry to measure experimenta lly the values of cap acitance and 
re s istance at various f requencies. Th i s is usua lly done by means 
of a b ridge i n which the samp le forms one arm and some standard 
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R-C circuit for!JlS the other . When the bridge 1.s balanced the total 
impedance of the sample is exactly matche d by that of the standard 
circuit. Fig. 3.18 shows a hi ghly simplified circuit diagram of 
the type of bridge used in this work. It 1.s known as a transformer 
ratio bridge and the exact details of its operation are not r equired 
for this discussion . However it 1.s important to realize that in this 
bridge the standa rd circuit used to bal ance the sample is of a 
paral l e l R-C type . Some comme rcial bridges choose to use a series 
R-C circuit and thus require an alternative method of analysis. 
The bridge used for this work was a General Radio 1621 with a 
frequency range of 10 Hz to 100 KH~. 
Consider the circuit of Fig. 3.18 and suppose that the bridge 
1.s balanced. The values of C and R (or G where G = 1/R) are 0 0 0 0 0 . 
read from the bridge and the signal frequency noted. 
sample 
ls 
Fig. 3.18 
detector 
balance 
circuit 
lo 
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The impedance of the balance circuit is thus: 
z 
0 
R 
0 
=------
1 + (we R ) 2 
0 0 
j 
we R 2 
0 0 
1 + (we R ) 2 
0 0 
(3. 29) 
This is also equal to the impedance of the san~le. Thus the 
sample impedance is obtained from (3.29) but note that at this 
stage no assumptions have been made about the equivalent circuit 
of the sample. 
Suppose now that the sample can be represented by substitution 
of 
in 
and 
Cp 
sample 
ls 
a parallel R-e 
this case will 
C = 
0 
R = 
0 
(a) 
Figure 3.19 
circuit as in Fig. 3.19(a). The balance equations 
simply be: 
C } p at all frequencies R p 
( b) 
C and R in this case do not vary with frequency. Consider the 0 0 
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alternative where the sample is represented as a series R-C 
combination as shown in Fig. 3. 19 (b) . When the balance conditions 
are met the sample impedance z is equal to '7 thus L, 
o' s 
z = z 
s 0 
and z 1 (3.30) = R - J s s we 
s 
equating real and imaginary parts with (3.29) 
R 
R 0 (3. 31) = s 1 (we R ) 2 + 
0 0 
1 wC R 
2 
and 0 0 = 
we 1 + (we R ) 2 
s 0 0 
1 + (we R / (3.32) i.e. C 0 0 = s 
. w2c R 2 
0 0 
C 
similarly C s (3.33) = 0 2 1 + (wCsRS) 
1 + (we R / 
and R s s (3.34) = 0 
w
2c 2R 
s s 
(3.33) and (3.34) are the new balance equations and note the 
dependence on w. In particular the value of C increases rapidly 
0 
at low frequencies as sketched below. 
1 / 
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f 
__ Figure 3.20 
This behaviour of C vs f is purely a result of the transformation 0 
from a parallel to a series circuit. The individual components 
are of course all frequency independent. It will be seen in the 
following chapter that the data obtained for silver azi4e pressed 
pellets do indeed show precisely this kind of behaviour. The 
iesults are taken to represent the presence of a series capacitor 
and not any kind of frequency dependent component. 
The concept of a series and parallel RC circuit being 
equivalent can now be extended into the four component network 
described earlier. The calculations for evaluating component values 
are lengthy and will not be given here. However the final result 
is that the circuits of Fig. 3.2l(a) and (b) are shown to be 
identical in their response to an alternating field , -
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( a) ( b) 
Ftgure 3.21 
Each of these circuits will balance in the bridge circuit and will 
produce identical sets of readings for C and R at all frequencies. 0 0 
The important outcome of this is that the individual is left to 
decide upon which circuit to use as a model. This will clearly 
depend on the nature of the material and to some extend the 
individuals own interpretation of his data. These circuits are at 
best only models. In this thesis I have chosen the circuit (a) to be 
the more appropriate since it clearly separates into two lumped 
circuits, one of which to represent bulk properties and the other 
to represent ·interfacial properties. Circuit (b) on the other hand 
is known as the Maxwell model and is conventionally used to describe 
a r elaxa tion situation where a distribution of relaxation times are 
present in dielectric materials ( see J .R. Macdonald (1975)). 
I 
I I 
I 
I I 
------------------,..,, 
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3.10 Non-Ideal Behaviour in Re a l Materials 
It is often found that for real ma terials the representation 
of data in the complex plane does not describe perfect semicircles 
or vertical lines. Instead the semicircles become skewed and the 
vertical lines are tilted through some angle a. The exaplanation 
usually given for this kind of behaviour is that the material 
exhibits a non-Debye response to the alternating field. For ideal 
Debye dielectris it is assumed that molecular dipoles are free to 
rotate with some viscous resistance (giving rise to loss) in a 
fluid-like medium. This implies that the dipoles have a well-defined 
period of oscillation or relaxation time t. The original analysis 
by use of the complex plane method was made by Cole and Cole (1941) 
on both solid and liquid dielectric materials. From the beginning 
they found distortion of semicircular plots (in their case the 
complex permittivity£) but could not propose a physical explanation. 
As an alternative they modified the original formula from the complex 
permittivity by mathematical technique so that it would fit the 
experimental observations . The complex pennittivity as originally 
defined is given as 
£ - .£ 
£ = 0 co 1 + (jw,) (3.35) £ + 00 
where £
0 
and £
00 
are respectively the low and high frequency dielectric 
constants and T is the relaxation time. In this form the complex 
permittivity will describe a perfect semicircle. By modifying (3.35) 
as follows ; 
E: 
where 0 < a < 
mr / 2 as shown 
= E: + 
00 
1, the 
below. 
, 
; 
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E: - E: 
0 00 
1 + C ) 1-a J WT 
semicircular plot 
The introduction 
(3.36) 
lS rotated through an angle 
of the parameter a does in 
ideal debye 
/response 
--------, 
,,. 
, 
,,. 
,,. .... 
----~ 
' 
' 
'· 
' 
' \ 
non-ideal 
-skGWGd 
semicircle 
Figure 3.22 Original Cole-Cole plot for a dielectric material 
showing Ideal Debye and non-Debye response. 
many cases allow experimental data to be fitted to the formula of 
(3.36), however, as yet there has been no satisfactory phys i cal 
explanation for a. The most recent views concerning non-ideal 
dielectric response are put forward by Jonsher (1975), (1978) and 
(1980) in a variety of papers proclaiming a "Universal Dielectric 
Response" . 
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Skewed semicircles are also commonly found in the complex 
impedance and complex modulus planes. In general they are the 
rule rather than the exception. The existence of non-Debye 
behaviour as introduced 1.n (3.36) implies that instead of a single 
relaxation time T there is a "distribution of relaxation times". 
This term has been used loosely in the literature and again no real 
physical model has been proposed by way of explanation. Also, 
there exists no analogy in an electrical equivalent circuit by which 
* to simulate this behaviour. Fig. 3.23 shows the effect in the Z 
plane of a non-ideal capacitor in the parallel R-C equivalent circuit 
used so far. The "distribution of relaxation times" present in the 
capacitor material introduces a frequency dependence of C. Thus C 
0 
is replaced by C(w), although the precise nature of C(w) is not known. 
The 11 Warburg Impedance" in Fig. 3.23(c) consists of an infinite chain 
of R-C elements and 1.s an attempt at an electrical model for the 
non-ideal material. As can be seen the rotation of the semicircle 
in this case is 45° and would represent severe distortion in the 
experimental data. In practice the angle of rotation is variable 
0 between materials and samples but is rarely more than about 20 . 
* For the data presented in the following chapter the Z plots are 
skewed through an angle of approximately 15°. It should be noted 
that the value of Ras deduced from these diagrams is still taken 
as the intercept of the arc with the real axis and not the true 
diameter of the semicircle. 
Further discussions concerning skewed and distorted semi-
circles can be found in Jonscher (1975l (1977), (1980) and (1981) 
and Coelho (1979) but these only relate specifically to dielectric 
Cc C (w) 
jZ~ ~ j z" ~ Ro Ro 
w 
-
w 
-
R z' 0 
(a) (b) 
jZ 
,, 
where the warburg impedance Vis; 
-~00 
-· _T__. __ T_.__~T- _____ _ 
z' 
(c) 
FIG. 3.23 (a) z* plot of parallel R-C circuit with ideal c0 . (b) Z'' plot of same circuit with non-idea l,freque ncy 
dep e ndant C {w) . 
(c) z-l< plot of parallel circuit containing a Warburg Impedan cL, . 
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materials and the complex permittivity plots. As pointed out by 
Jonscher (1978) there is absolutely no connection between the 
* distortions observed in the E plot and those in the Z plot. Thus, 
* so far as the Z plot is concerned there is no explanation for 
the skewness. 
The data presented in the following chapter have been obtained 
from silver azide single crystals and pressed powders. The plots 
* of Z derived from the pressed powders show a skewness which is 
considered usual and is similar to other plots in the literature. 
The single crystal data, strangely, are not skewed and a true semi-
circle diameter can be measured to obtain R. However, these data 
are distorted in two other ways. Firstly the centre of the semi-
circle is raised above the real axis. An observation which appears 
unique to this work and for which no explanation is given. Secondly, 
the high frequency data departs somewhat from the true semicircle. 
This is almost certainly due to stray inductances in the leads to 
the sample as a result of a difficult experimental arrangement (see 
chapter 4). The conclusion so far as this work is concerned is that 
the departure from ideality is sufficiently small that the use of 
frequency independent components in the equivalent circuits is valid. 
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CHAPTER 4 
ExEerimental Results -obtained from A. C. Measureme·nts 
on Single Crys tals and Pre-ssed Powders of Silver Azide. 
4 . 1 Introduction 
4.2 
4.3 
4 .L~ 
4.5 
Experimental Procedure 
Measurements along c-ax1.s and Data analysis 
Measurements along b-axis and Data analysis 
Measurements on pressed powders and Data analysis 
(i) Sample preparation 
(ii) Electrical measurements 
(iii) The effect of using carbon electrodes 
(iv) The effect of grain boundaries on the A.C. 
conductivity of pressed pellets of silver azide 
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4.1 Introduction 
In this chapter the method of complex plane analysis is applied 
to single crystals and ~ressed powdersnf silver azide. The aims of 
the experiments described are two fold. Firstly, to investigate the 
bulk properties of the material, and secondly to investigate whether 
a space charge region exists in the vicinity of the electrodes. The 
measurement of bulk properties is useful because to the authors know-
ledge this method of A._ C. analysis has never been used to study silver 
azide. Thus it is important to compare the results obtained with 
those of other methods i.e. the D.C. results of chapter 2 and other 
published results. 
It is shown that the A.C. conductivity is in general slightly 
higher than the D.C. conductivity (the extenc being dependent on sample 
geometry) and this is interpreted in terms of a space charge region. 
The bulk conductivity . is g1. ven as a function of temperature in the 
form of Arrhenius plots (i.e. log aT vs T- 1) and the activation energy 
for conduction is found to be 0. 73 eV ± 0.05 eV. The data obtained 
from pressed powders indicates that a space charge region at the 
electrodes does exist and can be characterised by an equivalent circuit 
. consisting ·of a resistance R in parallel with a capacitor C. The 
circuit values are such that R is sn~ll and C 1.s large by comparison 
with the bulk values. It is also shown that the value of the space 
charge capacitance is frequency dependent i.e. C(f) with C increasing 
as frequency decreases. 
Further experiments have taken into account such factors as the 
electrode material and the effect- it has on the electrical behaviour 
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of the solid. The effects of grain boundary conduction have been 
considered for the case of pressed powders and results are given which 
show that the grain boundary resistance can be neglected if the powders 
are pressed into pellets of sufficiently high density(~ 95% of that of 
the bulk). For low density pellets where grain boundary resistance 1.s 
dominent a model for the conduction between grains is given. 
Because the complex plane method of analysis clearly separates 
the various mechanisms which go to make up the total conductivity it 1.s 
considered that the results given here for the bulk conductivity of 
silver azide are the most reliable obtained to date. In this chapter 
the data from experiments are given and the major results and 
conclusions are discussed. A further discussion of these results 1.s 
given 1.n relation to the overall aims of this thesis 1.n chapter 5. 
4.2 Experimental Procedure 
The method of complex plane analysis requires that the following 
three parameters are measured; frequency of the applied A.C. field (f), 
sample capacitance (C) and sample conductance (G) (or resistance (R)) . 
In addition, for the complete study, these measurements are made over as 
wide a range of temperatures as possible . The only other measurements 
required are those of the geometrical dimensions of the sample. 
is 
The most usual method of measuring f, , C, and GAwith a tunable 
capacitance/conductance A.C. bridge of which there are many types commercially 
available. The bridge used in this study was the particularly sensitive 
"General Radio GR 1621 Measuring System". The frequency range of this 
bridge was from 10 Hz to 100 ~Hz. The sensitivity for capacitance 
measure.:!,ent was ± 10- 7 pf . and for conductance was ± 10-1 O ·µmho. The basic 
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bridge circuit was of the transformer ratio type using a parallel 
capacitance/conductance configuration as the balancing circuit. Fig 4.1 
shows the wiring arrangement of . the apparatus. Connection of the 
sample to the bridge is three terminal, that is, both sides of the 
sample are 'floating' with respect to earth potential. The design of 
the bridge is such that the stray capacitances C can be neglected e 
since they are electrically balanced out internally. The stray 
capacitance C may not be ignored but can sometimes be reduced to an s 
insignificant value by careful design of the sample holder. 
In this study measurements were made on single crystals and 
pressed pellets of silver azide. For single crystals two methods of 
sample mounting were necessary because measurements were made parallel 
to both band c-axis. Fig 4.2 shows the mounting of the single crystals 
1n each of these orientations. It must be noted that the geometry of 
the c-axis mounting is far from ideal owing to the "needle like" crystal 
habit of AgN3 . In this configuration the cross-sectional area of the 
sample is very small (% 10- 4 cm2 ) and the interelectrode distancs is 
comparatively large (~ 0.15 mm). This gives a vacuum capacitance of 
% 10-16 farads (10-4 pf) which although very low is none the less within 
the measuring range of the bridge used . For measurements along the 
b-axis of tlie crystal the geometry is more ideal but the vacuum 
capacitance is still very small i.e.~ l0-15 farads (10~ pf). Although 
there are many inherent problems with using pressed powders they do 
overcome the problems of geometry since they can be formed of any 
desired dimensions. The pressed powders used in this study were 
cylindrical in shape wi th diameter of 0.30 cm and thickness of 
approximately 0 . 05 cm . The resulting vacuum capacitance was 
I 
11 
.1 
I 1 
I 
-vac. 
FIG. 4.1 
LN2 
heaters 
----'-~-
r-· --- - ........ -~ ~----C5: '' 
--~- -- Ce 
cold 
junction 
0° C 
calibrated thermocoupl~ 
cold 
sink 
i 
frequency meter 
---------
AC bridge 
-·------
l, " i 
temperature 
controler 
Schematic diagram uf the apperat us used for measuring electrical parameters. 
Plate 4 . 1 
Sample mounting arrangements for AC measurements on silver azide 
(a) Sample holder for measurements on single crystals with the 
field applied parallel to the c-axis 
(b) Sample holder for measurements on pressed powders and single 
crystals with the field applied parallel to the b-axis 
(c) A mounted pressed powder sample . c.f. Fig. 4.2 
(d) A mounted single crystal sample . c.f. Fig. 4.2 
(a) 
(c) 
- -·--- -------
II / 
2cm, (b) 2cm 
3 mm (b) 3 mm 
PLATE 4·1 
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% 2.0 x 10-13 farads (i.e.% 0 . 2 pf); the samples also presented almost 
i deal geometry. +ve 
electrode J
p.t.f.e. 
steel 
corning 
7059 
glass 
FIG. 4.2 
?!--...;;u;:.;._...., 
I I 
2 mm. 
1cm. -ve 
..____....___. electrode 
(a) (b) (c} 
Contact arrangement for AC measurements on AgN 3 • (a) Single crystal with fi e ld app li ed paral l e l to c-axis. (b) Sing l e crys tal with field applied parallel to b-axis. (c) Pressed powder s ample. 
Temperature control of the samples was achieved by using the same 
apparatus as was described in chapter 2. Again all the electrical 
measurements were made in an atmosphere of dry helium and with a 
temperature stability of better than 0.5°c. Having mounted a sample 
in the temperature rig the chamber would typically be evacuated to 
~ 0.1 torr (roughing vacuum) and flushed with helium approximately 
t~n times before establishing a final over pressure of about 
0.35 kg cm-2 (5 psi). The desired temperature was set on the 
Eurotherm Controller and left for a period of at least 30 minutes to 
stabilize bef o.re any electrical measurements were made. 
The A.C. electrical data obtained f rom the bridge was tabulated 
into columns of frequency (f, Hz), capacitance(C, farads) and 
conductance (G, ohms ) and entered into the computer for analysis. The 
prograrruneis given in appendix A and a typical output is shown in fig 4 . 3 . 
The columns of data list frequency, capacitance and resis t ance as 
obtianed from the bridge followed by the computed values of the various 
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complex parameters. Each complex quantity is listed with separate 
real and imaginary components, for example the complex impedance Z is 
listed as ZR for the real component and ZI for the imaginary component. 
All the calculated values are based on the formula derived from the 
two component parallel R-C circuit as given in the previous chapter. 
However it should be noted that at this stage no assumptions have been 
made regarding the equivalent circuit of the sample. 
In addition to the output shown in fig 4.3 the computer also 
provides a plotter output giving graphs of all the complex plane plots 
and frequency spectra of any of the individual parameters e.g. ZR (real 
part of Z) versus f. For each set of data this amounts to ten graphs 
as follows; 
ZR 
MR 
YR 
ER 
vs 
VS 
VS 
vs 
Tanovs 
C 
R 
ZR 
ZI 
MI 
VS 
VS 
VS 
VS 
VS 
ZI 
MI 
YI 
EI 
f 
f 
f 
f 
f 
f 
complex impedance plot 
complex modulus plot 
complex admittance plot 
complex permittivity plot 
loss tangent versus frequency 
capacitance versus frequency 
resistance versus frequency 
real part of impedance versus frequency 
imaginary part of impedance versus frequency 
imaginary part of modulus versus frequency 
It is neither practical nor necessary to present all ten plots for each 
temperature and for each sample studied. However, by representing 
the data in all possible ways in the first instance it is easier to 
establish the general pattern of behaviour of the sample. As mentioned 
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in the last chapter many of these plots are of little use and will 
therefore be ignored. Only those plots which are of direct relevance 
to the subject of this thesis will be considered. 
For direct comparison, D.C . d~ta were obtained from all samples 
and at all the temperatures used for A.C. measurements. The Arrhenius 
plots given in tnis chapter show both the A.C. and D.C. conductivity 
as a function of temperature and in general the agreement is good. 
The D.C. conductivity was obtained at low fields by plating voltage 
versus current as described in chapter 2. Ohmic behaviour was observed 
-1 
on all samples (in the field range% 0 - 80 V.cm ) . 
Electrical contact was made to all samples (both single crystals 
and pressed powders) by thin films of silver condensed from the vapour. 
To provide a more substantial mechanical contact the thin films were 
coated with silver paint before attaching copper wires, see fig 4.2. 
4.3 Measurements along c-axis and Data Analysis 
A single crystal of silver azide was mounted as shown in fig 4.2 
and analysed at nine different temperatures as described in the last 
section. The dimensions of the crystal were measured using an optical 
microscope with a calibrated graticule eyepiece. The length and 
cross-sectional area of the crystal were as follows; 
t=63~319µ 
YA 955·86 
. / 
0 ~/(:(7 _silver film ~~: ·.·:·· electrodes ~ . . . . . . ·. 
- W= 220 µ 
Co= ~oA 
l 
-5 9·26 X IQ pf. 
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Although the vacuum capacitance C was very low the resulting imaginary 0 
component of the complex impedance was large enough to produce the 
desired complex plane diagrams . . Figure 4.4 shows the impedance plane 
diagrams obtained for each temp erature . In each plot there is 
cons iderable departure from the ideal s emicircles described in the 
previous chapter . The high frequency side of the curve s lie on a 
spiral which departs further from a semicircle as the frequency 
increases. At intermediate frequencies the data points fit more 
closely to a circular arc and intersect the circle diameter at right 
angles, pass below the circle diarneter,then rise again to -form the 
low frequency spur. The spur is more apparent at higher temperatures. 
The diagram below illustrates the general form of the data. 
FIG. 4·5 
I 
I 
I---------+------ /f. I l.f. spur 
The points A and A' in the diagram both lie on a verticle line and 
indicate that for a single value of Z' there ex ists two separate 
values for jZ". This situation is not possible for circuits containing 
only R-C components and thus may be caused by the influence of a stray 
inductance in the equivalent circuit. The reactance of an inductor 
being of opposite sign to that of a capacitor. 
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c.f. ~ = wL and XC = -(1/wC). 
The best fit semicircle has been drawn on each diagram by trial-and-
error with a compass. This method was considered sufficiently accurate 
considering the degree of distortion already present in the data. 
The centre of the circular arc is seen to be a little way above the 
real axis of the plot. This type of distortion has not been encountered in the literature and appears unique to this work . No explanation is 
given for this but it is unlikely to result from any physical phenomena. 
Experimental error is probably the cause because of the very non-ideal 
geometry of sample mounting. 
Despite the various ways in which these plots appear distorted 
there are two features which emerge as being useful in our analysis. 
Firstly it is possible to fit one semicircle to a large proportion of 
the data. This has been done and it is considered that at least this 
part of the impedance diagram describes a relaxation process within 
the material, i.e. the oscillatory migration of the charge carrying 
ions from one potential well to another . In this model the purely 
ionic conductivity is accounted for by the diameter of the semicircular 
arc . The second feature of these plots is the low frequency spur 
which becomes more apparent at the higher temperatures and disappears 
below about 30°c. If it is assumed that the spurs are arcs of much 
larger semicircles which would eventually cut the real axis at some 
very low frequency (approaching D. C.), then these semicircles would 
describe a second relaxation process within the material. This could 
well be attributed to some interfacial polarization mechanism i.e. the 
formation of a space charge region. 
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In these experiments the lowest frequency that could be attained 
was 10 Hz and clearly one would need measurements at much lower 
frequencies to investigate the spurs further. Jonsher (1978) has used 
frequencies as low as 10-4 Hz to observe interfacial polarization in 
ionic conduct ors. However, as an alternative to low frequency 
measurements the same effect should be observed by increasing the 
temperature. As can be seen from figure 4.4 the low frequency spurs 
do ' increase as the temperature is raised. Again, in these diagrams 
the low frequency spurs show considerable departure from .. the ideal plots 
described in the previous chapter. They appear to be centred well 
below the real axis in contrast to the major semicircles of the diagrams. 
This behaviour is best explained by suggesting that the response of 
the low frequency mechanism . is highly frequency dependent and thus 
results in a highly skewed semicircle as decribed earlier. The bulk 
relaxation mechanism which dominates at the higher frequencies is less 
frequency dependent and thus results in a more complete semicircular 
plot. Clearly this ·. is a very empirical argument and because of the 
non-idealities mentioned it is not possible to make a quantitative 
study of the low frequency data . However the low frequency spurs do 
exist, as is clearly shown, and the best explanation is that of a 
space charge polarization mechanism. This is an important conclusion 
because the existance of a space charge region is essential to our 
ideas of an overall decomposition mechanism. It is also probable that 
the quantity of charge stored in a space charge region will increase 
as the frequency of the applied fi eld decreases. Thus the capacitance 
as measured across the S . C. region will also increase and therefore be 
highly frequency dependent . In this way the non-ideality of the 
106 -
Crystal Dimensions 
1 == 1 . 3 2 x I O - 1 cm A == I .386 X 10-4 cm2 J;A == 9.56 x 102 cm-1 
T(°C) T(K) R(fl) 1/T (K- 1) crT(AC) crT (DC) 
- 0.7 272.3 1. 55 x 1013 3.67 X 10-3 1. 68 x 10- 8 I. 06 x 10-8 
8 . 0 281 . 0 3.66 X 1012 3.56 X 10-3 7.34 X 10- 8 2.66 X 10-s 
23.0 296.0 8.05 X 1011 3.38 X 10-3 3.51 X 10-7 1.32 X 10·-7 
33.5 306.5 2. 98 X 1011 3.26 X 10-3 9.85 X 10-7 3.48 X 10-7 
38.9 311. 9 1. 73 X 1011 3.21 X 10-3 I. 72 x 10-6 5.66 X 10-7 
50.2 323.2 6.95 X 1010 3.09 X 10-3 4.45 X 10-6 1.48 X 10-6 
62.2 335.2 2. 72 X 1010 2.98 X 10-3 1.18 X 10-5 3. 78 X 10-6 
72.5 345.5 1.10 . x 1010 2.89 X 10-3 3.00 X 10-5 7.91 X 10-6 
81. 6 354.6 5.70 X 109 2.82 X 10-3 5.95 X 10-5 1 .65 X 1 o-·s 
Table 4 .1 Conductivity data obtained from the complex impedance 
diagrams of fig. 4.4. 
l 
T °C 150 10 0 80 60 4 0 20 0 ,----~---~---
DC data 
Ea=0·80 GV 
Ea=0·74 eV 
~ 
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data given here are in themselves evidence for the behaviour that may 
be expected from the responce of ·a space charge region. 
Returning now to the higher. frequency side of the impedance 
diagrams a more quantitative analysis can be made. The best fit 
semicircles drawn on the diagrams give the value of A.C. resistance 
at each temperature. Thus by converting into conductivity the 
Arrhenius plot can be drawn. This is shown in figure 4.6 and tabulated 
in table 4.1. Also shown are the data for the D.C. conductivity of 
this sample, obtained at the same set of temperatures. It can be 
seen that the D.C. conductivity is lower than the A.C. by a factor 
of about three. This would be expected if a space charge region were 
limiting the current flow. The activation energy EA is also somewhat 
lower for the D.C. than for the A.C. and this at present is left 
unexplained since similar variations were observed in the D.C. 
measurements described in chapter 2. It is considered however, that 
the A.C. data and D.C. data are in good agreement and that the method 
of complex plane analysis has provided a completely separate method 
for the study of ionic conductivity . This is reassuring since the 
simple two pole D.C. method can often be misleading especially when 
space charges are present. 
Figure 4.7 shows the complete set of complex plane data obtained 
0 from this sample at a temperature of 62.2 C. Although some of the 
plots are of l i ttle use in this instance there is still more infor-
mation to be gained by constructing an equivalent circuit . The best 
fit semicircle in the impedance plot provides the circuit parameters 
relevant to the bulk of the sample. In this case the diameter of the 
semicircle gives~ = 2 . 72 x 1010 ohms and the peak of the semicircle 
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gives CB= 1/w~. By reference to the plot of Z:C vs f (imaginary part 
of the impedance versus frequency) in figure 4.7 (f) the peak value 
off is found to be 2.1 kHz. 
Thus C . = 
B . 2 X TIX 2.1 X 10 3 X 2.72 X 10lO 
1 
= 2.79 x 10-1 5 farads 
The equivalent circuit for the bulk of the sample is thus; 
-3 C8 =2·79x10 pf. 
The value for CB is erroneously large because, C
0 
= 9.3 x 10-17 F and 
the low frequency dielectric constant for silver azide is 9.4 (see 
Bowden and Yoffe 1958). · Thus the value expected for CB would be given 
by 
CB=€ C = 8.74 x 10-1 6 farads. r o 
However, this has ignored any effects due to stray capacitances and 
fringing of the electric field at the crystal faces. Again the non-
ideal sample geometry is such that these effects may be large , None 
the less the value for CB is calculated as separate from the total 
capacitance CT of the sample which may be ob.tained from the right 
hand (high frequency) intercept in the modulus plot of figure 4 . 7(b) . 
This gives the value for CT as follows; 
C 
0 
111 
I 
I 
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where c1 is some interfacial capacitance . 
Thus 
CT 2.45 x 10-15 farads 
and 
CBCT 
= 2.01 x 10-1 4 farads. 
The value of c1 is thus an order of magnitude greater than CB. 
Although this derivation provides a value for c1 it cannot be 
assumed that this is a true physical representation of an interfacial 
capacitance . The order of magnitude difference quoted between CB and 
c1 could quite easily be attributed to experimental error in the form 
ii 
of stray capacitances or fringing effects. A more accurate measurement / I 
could be made by changing the sample geometry and thus reducing these 
errors. It is concluded that this analysis has provided a reliable 
value for~ and hence the conductivity (to a factor of three as 
compared with D.C. measurements), but that no significance can be 
attached to the values obtained for CB or c1 . 
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4.4 Measurements along b-axis and Da ta Analysis 
I n order to remove the pr oblem of the non- ideal geomet ry of 
the previous exper imental arrangement an attempt was made to measure 
the AC conductivity in a dire ction para llel to the b-axis of .the 
crystals . The measurements were made in a similar way to those of 
the DC conduct~vity described in chapter 2, That is, the crystals 
were mounted in a jig and the field applied parallel to the 
crystallographic b-axis . For the AC measurements the extra 
precaution of screening was necessary . The modified sample holder 
is shown in figure 4,2 (b) and as can be seen the leads are well 
screened right to the point of contact with the crystals (see figure 
4 . 2 (b) and plate 4 . J) . 
Electrodes were applied to the faces of the crystals by 
evaporation of silver through a mask. The electrode area could 
easily be obtained by measurement of the mask dimensions . Two 
crystals were analysed, their shape factors £/A being 13 . 85 cm-1 
-1 and ]2.19 cm · . Although the geometrical arrangements of these 
b-axis measur ements was consider ably better than fo r the c- axis, 
the measured capa citances .were still very small . The vacuum 
capacitance for the crystals was 6 . 395 x I0-15 farads and 
7.260 x 10-rs far ads respective l y. 
Complex impedance data were obtained and are plotted in figures 
4. 8 (_a ) and (b) . The semici rcl es are incomple t e and are limited 
by the lowest frequency obtai nable on the measur ing bridge. By 
i ncreas ing t he temperature the conduc tivity i ncreases and t he semi-
circle diame t er decreases . This can be seen in the Z* plo t s bu t even 
at the highest . temperatures the semicircles are only arcs. Thus 
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in this experiment itwas not possible to evaluate resistance and 
hence conductivity from the impedance plots. 
For one of the crystals studied it was found however, that 
the conductivity could be obtained from the complex modulus data . 
This is shown graphically in figure 4.8 (c). For all temperatures 
the modulus data should fit to the same semicircle (since the 
sample capacitance is independent of temperature). Measurements 
were made at four temperatures and all the data are seen to fit 
approximately to the one semicircle in figure 4.8 (c). The high 
frequency intercept .(right hand side) of this plot gives a sample 
capacitance of C ~ 2.07 x I0- 13 farads. At each temperature the 
sample resistance is obtained from the relation; 
R = 
wMAXC 
where wMAX is the angular frequency at the semicircle maximum (i .e. 
where the imaginary component of the modulus is a maximum). Precise 
values for the wMAX are obtained fonn the M11 spectra shown in 
figure 4.9. For each temperature a reasonably well defined maximum 
is seen and thus the values for resistance and conductivity can be 
deduced. 
The resulting Arrhenius plot from this method of analysis is 
shown in figure 4.10. The data show considerable error due to the 
inaccuracies of the modulus plots and the~e are insufficient points 
to fit a good straight line. However, one striking feature is 
apparent. The AC conductivity is two orders of ma~nitude higher 
than the DC conductivity. The DC data shown for comparison in 
figure 4 . 10 were obtained as routine procedure at each temperature 
,- I 12 -
together with the AC data. It will be remembered from chapter 2 
that the DC conductivity in this crystallographic direction was 
seen to be over two orders of magnitude lower than the conductivity 
parallel to the c-axis. In the absence of any other evidence this 
discrepancy was considered to be due to an anisotropy in the 
conductivity of the material. The results shown in figure 4.10 
suggest that this is not the case. The AC conductivity shown here 
appears to be comparaEile . withboth AC and DC data obtained from 
the earlier c-axis measurements. Since this agreement is good it 
is presumed that the b-axis DC data is the result of some current 
limiting process. Although a space charge region at the electrodes 
could produce this behaviour it would be expected that it should be 
apparent in both the b-axis and c-axis directions alike. 
In this chapter it is not intended that a lengthy discussion 
of these results is given. Only that the experimental procedure 
is described and the maJor results pointed out. The following 
section is concerned with measurements on pressed powders and chapter 
5 gives a complete discussion of all the results taken as a whole. 
The data shown in figure 4.10 are preliminary and it was not 
possible to reproduce these results from the other crystal studied 
(since the modulus spectra did not show clearly defined maxima). 
Clearly it would be desirable to reproduce these data over a wider 
temperature range before drawing any final conclusions. It is thus 
suggested that a repeat of this experiment would form the basis of 
further study. 
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4.5 Measurements on Pressed Powders and Data Ana lysis 
i) Sample preparation 
Silver azide was prepared by precipitation from solution in 
the manner described in appendix B. The reaction is as follows; 
The AgN 3 precipitate was filtered and washed with distilled water 
before drying on a filter paper in the dark. The silver azide at this 
stage is a fine white powder of extremely small particle size. 
Individual grains could not be resolved by optical microscopy and 
were probably sub-micron in size. 
The powder was pressed into pellets in a 3 mm die as shown in 
figure 4.11. The die was evacuated to rotary pump pressure and a 
liquid N2 cold trap was installed in the vacuum line to condense 
any oil vapours. Pellets were cold pressed at various pressures 
and their densities measured and recorded as in table 4.2 below. 
It can be seen that densities of at least 95% of the bulk can be 
achieved by pressing to a pressure of about 10,000 kg cm- 2 • The pellets 
were approximately 0.3 mm in thickness and had a shape factor 
Electrodes were applied to the upper and lower faces of the 
pellets by deposition of a thin silver film followed by a coating 
of silver paint. The faces of the die in which the pellets were 
pressed were polished to optical fl a tness and thus t he electrodes 
.were equally smooth . The pellets were than mounted in the same 
specimen holder that was used for the b-axis electrical measurements 
(see figure 4.2 (c) and plate 4.1). 
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rollers 
to L N2 
cold trap 
& vac. "'- ~---1 
press 
f 
FIG. 4.11 Die for pressing pell ets . 
Pressure Density Density as a percentage 
on die of pellet of bulk cq 
3440 kg/cm2 3 . 576 g/cm3 70 . 1 % 
3440 II 3.637 II 71.3 % 
5734 II 4 . 386 II 86.0 % 
9749 II 4 . 905 II 96.2 % 
9749 II 4 . 924 II 96 .5 % 
12042 II 4.834(2) II 94 . 8 % 
12042 II 4.994 II 97. 9 % 
( l) Bulk density of silver azide = 5 .1 0 g/cm3. 
(2) Low density probably due to voi ds or cracks . 
Table 4.2 Density Measurements of pressed powders . 
ii) ~l~c!ric~l_m~a~u!e~e~t~ 
Several pellets were prepared as described above with dens ities 
gr eater than 95% of the bulk . For the essential electrical 
measurements it was found that the results were reproducible to good 
r - l] 5 -
accuracy from one sample . to another. Since the data collected from 
each sample are lengthy the full analysis of only one sample will 
be given here, Results from other samples will only be quoted when 
important differences arise. 
Figure 4.12 shows the complete set of complex impedance and 
complex modulus data obtained from the first pellet studied, The 
temperature range covered is from s0 c to 112°c and the applied AC 
field constant at 1.5 volts peak to peak. The Z* and M plots shown 
for these samples are considerably more ideal than those obtained 
from the single crystal measurements shown so far. The reason 1.s 
almost certainly due to the now ideal geometrical arrangements of 
the pressed powders. The details of the pellet used to obtain 
the results of figures 4.12, 4.13, 4.15, 4. 16 and 4.17 are given 
below; 
0·318 mm 
~--t 
2·980 mm 
density f = 4·826 g.cm-3 ( 94·6 °/o of bulk) 
YA= 0·456 cm-t 
C0 :: eo A/l = 0·194 pf. 
--Both Z* and M plots show the usual semicircular arcs, skewed through 
some angle about the origin. As the temperature is increased the 
diameter (or more correctly the cord) of the Z* semicircle decreases 
and thus resi stance and conductivity are deduced as a function of 
temperture. The modulus plots shown in figure 4.12 remain constant 
in diameter for ali temperatures. The Arrhenius plot derived from 
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ANALYS1S OF AC DIELECTRIC DATA 
VACUUM CAPACITANCE = O. 194E-12· TEMPEPATUPE = f.o. s DF.GPFE5 CE'lTI G'lADf: 
COMPLEX ADMITTANCE COMPLEX IM'>LDANCC: COMPLF. X MODULUS 
C R VF, Yl ZR Z I MR Ml TAN-D 
0 0 4:l2E-10 Ool61E+O:l o.c21E-07 Oo309c-O:l Ool61F+08 Oo79Af+Ot, O o 992F-05 Oo200E-03 0, 20 l E + 0 2 
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o. 2 4ti=-10 0.1:. ~!:+J~ 0,62 9F -07 0 ,314 C:-0'3 0,15<;E"+08 0,791F+06 0,1 9 7 E -04 0 .3ctiE' -03 0,200E+02 
O,!P. 2i" - 10 o.1sf'=+o~ 0,63~c:-07 0, 3 t19C: - 08 O,l57f+08 0 • f.(;f.E"+Of, 0, 322f.'-04 0,5t1 5E -ci3 O, lf.l 2F.+Cl?. 
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0,104 • -!0 0,l::Qic+03 O,t,4c; E' -07 0,6b2E-O'l 0 , 1 52f'+08 o.is t, E:+o7 o.i9li=-03 0,1 8,C,f -02 0,9RIE+Ol 
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0,7?. tf- 11 O,l<12F+05 0,70JE-07 0,?.0P.E-07 0, 131F+Or< o.3e7r:·+01 0, 2141: -0? 0,726F-02 0, J30E+Q 1 
O,t27f-ll 0.t32E+Ol:l 0, 7 5(,f:-0 7 0,33C/E-07 O.tlOF+08 0,4<.:'•[+07 0,517E-02 O,ll 5F -Ol 0,223E.+01 
O, E.49!:' -ll Ool2JE+0'3 0,8311:'.-07 G,522E-07 0, 863F.t07 0,5421c+07 O, lOOE-01 0,159f -Ol o. i59F.. +01 
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Table 4.3 Tabulated AC data from measurements on the pressed powder of AgN3 presented in 
Figs. 4. 12, 4. 15, 4. 16 and 4. 17 (output from program 1 in Appendix A). 
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Tabulated AC data from measurements on the pressed powder of AgN3 presented in 
Figs. 4. 12, 4 . 15, 4. 16 and 4. 17 (output from program I in Appendix A). 
COMPLE X P::PMITTI VITY 
ER EI 
o.24eE+03 o.5JJE+Ji 
0.2C4 E +03 0.4?0E+D4 
0 • 170 f.+(, 3 0.33t E+ 0 4 
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o. 4 f.l 1 c: +c 2 0.355E+03 
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0 • 3 7 4 E +O 2 o.1?7E.+o3 
0.323E +02 Oo721F.+02 
O.?f<3E+D2 0.450E+02 
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the Z* data is shown in figure 4 . 13 together with DC conductivity 
data for this sample (see also Table 4 . 3). The agreement is 
particularly good and since 9./A for this sample is known to great 
accuracy (better than 1%) it is considered that this plot is a 
good representation of the electrical conductivity of silver azide. 
The activation energy for conduction derived from this plot is 
0,720 eV. 
Figure 4. 14 shows. the Arrhenias plot of a separate set of Z* data 
derived from another sample not shown here. The agreement again 
is very good and the activation energy for conduction here is 
0.735 eV. The basic accuracy of the measuring bridge is quoted as 
± 0.1 % for conductivity and the temperature is stable to at least 
0 0.5 C. The errors in the activation energies derived from these 
plots are considered to be less than± 0.05 eV. 
On first inspectibn of the Z* and M plots of figure 4.12 at any 
temperature, it would appear that the data could be represented 
by an equivalent circuit consisting of just one R-C parallel network. 
This is because there is only one semicircle in each diagram. 
. 0 Consider the Z* and M plots at the temperature of 60.5 C. The low 
frequency intercept of the Z* plot provides a value of R % 1.6 x 107 
ohms, and the high frequency intercept of the M plot provides a 
value of c % 2.4 x 10- 12 farads. Thus the equivalent circuit could 
be drawn as follows; 
C = 2·!. pf 
-0-
R=1·6x108 n 
I 
I 
jl 
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There are however, two basic objections to adopting this 
simple circuit. Firstly, it is noticed that the value of wMAX 
in the Z* plot 1.s not exactly equal to wMAX in the M plot. The 
result of this 1.s that the value of C obtained from the v, plot 
by the use . of 
C = 1/wMAX R 
is not equal to the value of C obtained from the M plot. The second 
objection comes from the Co vs f graph shown in figure 4.16 (b). 
This graph shows that Co rises steeply at low frequencies. This 
behaviour can arise either by considering C to be a frequency dependent 
capacitor or by including a second capacitor in series with the above 
circuit. In the last chapter it was shown that a series circuit 
can be balanced against the parallel circuit of the bridge but 
that the balance equations become . frequency dependent. (see 
equations 3.33 and 3.34). Since Co is the value for capacitance 
read directly from the bridge it must be assumed that some series 
capcitor exists in the equivalent circuit of the sample. The 
argument for a strongly frequency dependent capacitance in the 
above circuit is not good because if this were the case the Z* 
and M plots would become distorted and not show circular arcs. 
The equivalent circuit shown below represents a better model 
for the sample. Here C1 and R1 are the bulk values for the material, 
while c2 is the series capacitor mentioned above. The resistor 
R2 is necessary since we know that a DC conductivity is always 
present . 
•. 1 18 -
The response of this circuit was discussed in the previous chapter 
with simulations of the Z* and M plots for a variety of component 
values. In general the circuit will show two distinct semicircles 
in both the Z* and the M plots. However, the compoent values can 
be so arranged that in each plot one semicircle will dominate 
over the other so that only one is apparent. Consider the following 
relative compoent values 
C1 = low 
R1 = high 
C1 = high 
Rz. = low 
M'' 
w 
--
w 
--
M 
~~~~~~~~~..__~~Mi 
-Ye; Ye, 
The semicircle in the Z* plot is essentially described by the value 
of R1 and if R2 << R1 the effects of R2 will be insignificant. 
Likewise the major semicircle in the M plot is described by the 
component value C1 and if C2 » C1 the effects of C2 will be 
insignificant . This is an interesting situation because both the 
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Z* and M plots are described by the values of R1 and C1 which we 
have said represent the bulk values for the sample. If the minor 
semicircles in these diagrams are too small to .be seen (which is 
the case in practice when the component values differ by anything 
much more than an order of magnitude) then the information regarding 
C2 and R2 is lost. 
Returning to the sample of silver azide being studied the 
following more complete model is proposed. 
silver 
elGctrodes d "'----~~~~~~~~~-~-1 ...,....space 
'\. + ______.v- charge 
pressed 
pellet 
of AgN3 
where 
and 
+..-+ 
R, 
bulk 
+ 
+ 
+ 
+ 
+ 
+ 
R2 
spa~e charge 
region 
I 
jl 
I 
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The component value inequalities can be justified for the model 
of a space charge region as follows; the capacitance C2 can 
safely be assumed to be greater than C1 on two accounts. Firstly, 
the quantity of charge stored in the space charge region will be 
high by its own nature and this will present a high value for C2. 
Secondly, the thickness dis very small in comparison to the sample 
thickness and this too will provide a high value of C2. The resistance 
R2 may be conveniently small because although the space charge is 
produced by a region of high resistivity (or some energy barrier) 
the distanced is sufficiently small that R2 may well be less than 
R1. It will be remembered from the four probe DC measurements 
described in chapter 2 that no voltage drop could be detected across 
the electrode regions. This again suggests that any space charge 
region is of low resistance. 
Having now proposed an equivalent electrical circuit and a 
physical model to explain the relative component values, it 
remains to verify that this circuit will respond in a similar way 
to that of the sample under test. It has already been shown that 
the Z* and M plots will each describe a single semicircle, the 
diameters of which will be given by the values of R1 and l/C1 
respectively. At high frequencies the reactance of the capacitor 
c2 is very low (i.e. 1/wc becomes small) and is therefore a short 
circuit to the applied signal. Thus the capacitance Co as measured 
by the bridge is just C1. At lower frequencies the reactance of 
C2 increases and ultimately becomes blocking to the applied signal. 
The value of Co therefore increases at low frequencies in the manner 
described in the last chapter and by equation 3.33. Examination of 
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the sample data for Co vs f shown in figure 4.16 (b) confirms 
these predictions. 
So far the discussion presented here has been empirical 
because it is considered that at best an equivalent circuit can 
only model the general form of the response of a real material. 
However, having arrived at a qualitative conclusion it was felt 
that the final analysis should include a quantitative simulation 
of the sample data already given. Thus the following study was 
made. based upon the. data presented in figures 4.12, 4.15, 4.16 
and 4.17 for the silver azide pressed powder at a temperature of 
60.2°c. 
The z,'< and M plots of figure 4. 12 (i) and (j) provide component 
values for C1 and R1 (the bulk values for the material) as follows; 
C1 = 2.4 pf 
R1 = 1.6 x 107 ohms 
Since it is predicted that C2 >> C1 and R2 << R1 the following values 
for c2 and R2 have been found by trial arid error to produce a 
satisfactory simulation. 
Thus C2 = 20,000 pf 
R2 = 8.0 x 10 5 ohms 
The final - circuit is therefore as follows; 
2·4 pt 
h 
7 1·6 x10 n 
2Q,OOO pf 
8- Q X 1(Y S1 
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The total impedance of this circuit was computed over a range of 
frequencies from JO Hz to JOO kHz and equated with the impedance 
of a parallel circuit Ro - Co, The values for Co and Ro so 
obtained are equivalent to the values that would have been measured 
if the equivalent circuit were connected to the bridge in place 
of the sample. 
The values for Co and Ro derived this way (each as a function 
of frequency) were then used in place of sample data in the 
original computer programme to compute the various complex parameters 
and dtawn the required complex plane plots. The results 
from this are shown in figures 4.19 and 4.20. Figure 4.19 shows 
the Z* and M plots of the simulated data. Each plot clearly shows a 
perfect single semicircle and the Z* plot shows also the beginnings of 
a second very small semicircle at the low frequency side. This 
should be compared with the sample data of figure 4.12 (i). Also 
the low frequency intercepts should be noted as these are in good 
agreement. The frequency response of Co is given in figure 4.20 (b) 
and again this should be compared with the sample data of figure 4. 16 (b). 
The agreement between these two sets of data is particularly good 
and it is considered that this is conclusive evidence for the existance 
of the. interfacial capacitance C2. By comparison of figure 4.20 (a) 
and figure 4.17 (a) it can be seen that the response of the real part of 
the compex impedence is also in good agre~ment between the two sets 
of data . Thus the resistive elements of the equivalent circuit match 
those of the sample. 
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Conclusions 
The following conclusions have been made from the foregoing 
electrical measurements and simulation on pressed powders of silver 
azide. 
(a) That the complex plane method of analysis has provided a reliable 
measurement of the bulk conductivity of silver azide as a 
function of temperature. 
(b) The activation energy for conduction is 0.73 eV ± 0.05 eV. 
(c) There exists an interfacial polarization mechanism which gives 
rise to the capacitance C2 in this discussion. 
(d) This interfacial capacitance is attributed to the presence of 
a space charge region. 
(e) The resistance of this region is small by comparison with the 
bulk of the sample. 
A discussion of these conclusions in relation to other work and 
the DC experiments of chapter 2 is given in chapter 5. 
iii) The effect of using carbon electrodes 
Having established some basic information about the space charge 
region in silver azide it was decided to investigate the effects 
of changing the electrode material. The use of silver electrodes 
had provided the possibility that the electrode/silver azide 
interface could be to some extent reversible to the flow of silver 
ions. By using carbon electrodes (carbon <lag painted onto the 
faces of the pressed pellet) it was insured that they would be blocking 
and may thus increase the degree of charge accumulation in the space 
charge region. The method of AC analysis described here should show 
this difference as an J_ncrease in the space charge capacitance 
C2 and/or an increase in R2 , 
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Freshly prepared silver ·azide powder was pressed into a 
pellet and provided with carbon electrode s . The pellet wa s 
mounted 1n the temperature rig . and set to a temperature of 60.2°C 
so that the data would be directly compar able with those already 
presented in this chapter. Figure 4.21 shows the results obtained 
in the form of Z* , M, Co vs f and Ro vs f . These plots can be 
compared with those shown 1n figures 4. 12(i) and (j) and 4.16, 
obtained using electrodes of thin film silver. Close examination 
of the two sets of data shows that the results are remarkably 
similar. In fact it is not possible to observe any significant 
change in the data whether caused by the differing electrode 
materials or otherwise. Since each of the pellets were pressed 
to the same pressure and thickness, the equivalent component values 
of R1 and C1 are identical in each case as well as the general 
frequency response of the material . 
Clearly then, the change of electrode material has made no 
effect on any of the equivalent circuit parameters. This is an 
interesting observation because it suggests that the height of the 
energy barrier which causes the space charge to accumulate is the 
same for both the silver and the carbon electrodes . In chapter 2 
it was shown that the curren t versus t ime char acterist i cs for an 
applied low field (DC), were to some extent influenced by the electrode 
material . If this was a genuine measure of a space charge field 
under DC condi tions then it .has certainly had no effect on the AC 
response of t he mate rial for frequencies greater than 10 Hz . 
As a conclusion to this experiment . it can be s t ated that t he 
change of electrode mat erial has made no difference to t he space 
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charge region as measured by AC techniques at frequencies down to 
10 Hz. However, it may still be possible that the more blocking 
carbon electrodes enhance the space charge region when a static 
field is applied. This point i s discussed further in chapter 5. 
(see figure 5. 4) 
iv) .!_h~~f_!.e~t_o_!. grain boundaries on the AC conductivity of pressed 
pellets o{ silver azide 
Although the use of pressed pellets has proved useful in this 
work it should be pointed out that some factors may effect the 
results which are not present in single crystals. Firstly, when a 
powder is pressed into the form of a pellet the high localised 
pressures at the points of contact between grains almost certainly 
cause pl~stic deformation to occur. For pellets such as those used in 
these experiments where the pressed density is near to that of the 
bulk/the degree of grain deformation will be high. Such deformation 
will prod~ce lattice defects within the grains (i.e. point defects 
and/or dislocations) and this may dramatically affect the ionic 
conductivity. Of course, the non-equilibrium concentration of defects 
can be annealed _ and this will be governed by diffusion processes. 
A second effect on the conductivity of pellets is brought about 
by the prepence of grain boundaries. Two possibilities exist. Either 
the grain boundaries are blocking to the transport of ions (or 
vacancies), or they act as channels of high conductivity. Bauerle 
(1969) was the first to studi grain boundary conduction by use of a 
complex plane method. He used the complex admittance to investiage 
the AC conductivity of zirconia-yttria solid electrolyte and proposed 
a grain boundary model which was mostly blocking but with small areas 
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of high conductivity at points of contact where the lattice of 
individual grains could be matched. Lilley and Strutt (1979) 
have separated the grain boundary conductivity from the bulk 
conductivity in polycrystalline s'' -Alumina by the complex impedance 
method. 0 Their results show that at high temperatures (above 220 C) 
the resistance. of the grains is exceeded by that of the grain ;, 
boundaries. At lower temperatures . the grain bounda ry impedance 
is short-circuited by some high conductivity paths through the 
grain boundaries or by some other form of low resistance boundary. 
The results presented in this chapter for silver azide have 
so far shown no signs of grain boundary conduction . The evidence 
for this is that the complex impedance plots show only one semi~ 
circular arc and the resistivity derived from this is in good 
agreement with that of the bulk. However, some measurements have 
been made on pressed pellets of silver azide where the pressure used 
to produce the pellets were much lower, (of the order of 3440 kg.cm- 2 ) 
thus producing pellets of a lower density. Typical densities 
-3 . produced for these pressures being ~3.5 g.cm (i.e. about 70% of 
the bulk density, see table 4.2). When these pellets were studied 
in the same way it was found that evidence for grain boundary 
conduction could be seen. Figure 4.22 shows some complex imp edance 
diagrams obtained from these pellets. It can be seen that there 
is no longer just one single semicircle for each temperature 
studied. Instead the impedance plots become distorted and take on a 
shape which can be interpreted as the sum of two separate 
semicircles . These have been drawn in on the diagrams . It is 
considered that the total conductivity now measured is the sum of 
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Table 4. 5 Conductivity data obtained from the above complex impedance diagr ams. 
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the bulk and grain boundary components. Each component being 
separated as shown. Neglecting any electrode effects the equivalent 
circuit for these plots consists of two parallel R-C combinations 
connected in series as shown below. The component values given 
have been derived from the Z* plot at the temperature of 66.8°c. 
Rgb 
grain boundary 
Rgb = 1·03 x 108 n 
cb z 1·96 pf Cgb = 19·31 pf 
The amount of plastic deformation that would have taken place 
between grains in these pellets would be lower than for the high 
density pellets. It is proposed that the area of contact between 
grains is smaller and thus in these pellets the grain boundaries 
would present a higher impedance. Fo~ pellets where the density 
is near that of the bulk the grains will have been deformed to 
such an extent that the area of contact is large. 
The Arrhenius plot of figure 4. 23 shows separately log o T vs 
1 /T for each component of the Z-:< diagrams. Also shown are the plots 
obtained from the high density pellets described earlier. It can 
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be seen that the conductivity provided by the smaller diameter 
semicircles in the Z* plots is in close agreement with the earlier 
results (plot (a) in figure Lf.23). Thus it will be assumed that 
this is due to the bulk conductivity of the grains . The larger 
semici rcJes provide a conductivity which is lower than the bulk and 
this is shown as plot (b) in figure 4.23. The total conductivity 
of the low den~ity pellet ~lot (c) in figure 4.23) is thus a factor 
of about four down on that of the high density pellet due specifically 
to the presence of grain boundaries. 
Further evidence that the smaller diameter semicircles in these 
Z* plots are representative of the bulk conductivity can be grained 
by inspection of the frequency distribution of the data points. 
Consider the Z* plot of figure 4.22 (d) and compare this with the 
Z* plot of figure 4.12 (k) of similar temperature. Firstly.,it can 
be shown that the diameter of the small semicircle in figure 4. 22 (d) 
provides a value for the conductivity which is in close agreement 
with that given by the right hand intercept of figure 4.12 (k) 
(since the Arrhenius plot (a) in figure 4.23 is in agreement with 
those of figures 4 . 13 and 4.14). Secondly, the frequency distribution 
of the data points are such that wMAX at the peak of the small semi.-
circle in_ figure 4.22 (d) is in reasonably good agreement with WMAX 
at the peak of the semicircle in figure 4.12 (k) (i.e.~ 5 kHz 
as compared with~ 6 RHz). If we now look at the frequency at the 
peak of the larger semicircle in figure 4.22 (d) we see that this 
is very low (i.e.~ 200 Hz. for this plot) . This . is far too low 
to be comparable with the plot in figure 4.12 (k) and it is therefore 
considered that the time constant TB for charge transport across a G . 
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grain boundary is considerably longer than 'B for charge transport 
within the bulk material. With thes.e ideas in mind the following 
model for grain boundary conduction in silver azide is proposed. 
Consider two grains of a pressed pellet in contact as shown 
in figure 4. 24 below. In (a) the pellet has been pressed to 
a lower density and the degree. of plastic deformation is small. 
The effective area of contact between the grains is relatively 
low and the pellet contains many voids. The real cross sectional 
area of . the pellet is thus .reduced to below that of the electrode 
area. However, it is difficult to accurately determine the extent 
to which this occurs. In (b)_ the pellet has been pressed to a 
high density and the amount of deformation is large. Since the 
density of these. pellets is close to that of the bulk it may be 
assumed that there are few voids (< 5% of total volume) and that 
the contact between grains is almost total. 
In silver azide, electrical conduction at low fields occurs 
+ by the transport of interstitial Ag. When grain boundaries are 
present there are two separate mechanisms by which they can control 
the current flow. Firstly, conduction can take place by ion 
transport 'through' the area of contact between grains. In this 
case the activation energy of migration for grain boundary conduction 
will be the same as that for bulk conduction (assuming perfect contact 
between grains). The total conductivity will vary in proportion 
to the area of contact and thus to the pellet density . Secondly, 
conduction may take place by ion transport 'along' the grain boundaries 
i.e. on the surface of grains. In this case the mechanism will be 
quite different from that of conduction between grains and the 
- ]30 -
activation energy of migration will bear no relation to that of 
the bulk. 
A 
small area 
of contact 
(a) 
large area 
of contact 
A B 
( b) 
Figure 4.24 (a) grains of pellet pressed to low density. 
(b) grains of pellet pressed to high density. 
In figure 4.23, separate Arrhenius plots are given for grain 
boundary and bulk components of the total conductivity. It is 
considered that the activation energies of these plots are sufficiently 
similar that we may assume the former mechanism of conduction 
suggested above. That is, that conduction occurs by ion transport 
across grain boundaries and that the con~uctivity is predicted to 
be proportional to the area of contact . 
Returning now to the equivalent electrical circuit already 
given, the following physical explanation for the circuit components 
is proposed. Consider an idealised grain boundary of low contact 
·area as shown in figure 4 . 25 . 
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- - --
EB 
----
______ .:,,,-----
---r--
grain boundary 
conduction ~e 
- 131 -
d 
-...+ 
+ 
/ 
/ 
/ 
,r" 
/ 
- -
grain B 
----
---
->- - -
-/ 8 
- · -----------------
contact 
ar0a ·a' 
--
---
+ /+ 
---
-
' 
' 
' 
' 
-- -.,i.. 
-~----
~~-':=L.. --
bulk conduction oa 
charg0 accumulation produc0s 
a grain boundary capac itancG Clr8 
Figure 4.25 Schematic diagram of a low contact area grain boundary. 
The grain boundary capacitance CGB is produced by the accumulation of 
migrating ions at the grain surface as shown. These results in charge 
being stored across the distance 'd' between the grains. Since 'd' 
is small it may be assumed that the grain boundary capacitance CGB 
will be large compared with that of the bulk. Similarly if the area 
of contact 'a' is small this provides that the grain boundary resistance 
RGB is large as compared with that of the bulk. The component values 
given by the equivalent circuit are in agreement with this model . 
It should also be aknowledged that because the grain boundary 
capacitance CGB is large, the response of the grain boundary part 
of the model is more predominent at low frequencies. Thus, the gra i n 
boundar y semicircles lie to the low frequency sides of the Z* plots 
in figure 4.22. 
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To conclude this section on grain boundary conduction the 
following remarks can be made. 
(a) The activation energy of migration for grain boundary conduction 
. is equal to that of bulk conduction. 
(b) Grain boundary resistance is the result of reduced contact 
area bet~een grains . 
(c) It follows that grain boundary resistance can be neglected 
provided that the area of contact between grains is high. In 
practice this means that pellets are pressed to a high density 
of at least 95% of the bulk. 
(d} The plastic deformation of grains which occurs during pressing 
does. not affect the bulk conductivity. This means that after 
pressing, the defect concentration has returned to thermal 
equilibrium at the temperatures used in these experiments. 
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CHAPTER 5 
DISCUSSION OF AC AND DC LOW FIELD CONDUCTIVITY DATA FOR SILVER AZIDE 
5. 1 Introduction 
5.2 Low Field Conduction in Silver Azide 
5.3 Anisotropic conduction in Silver Azide 
5.4 Interfacial Polarization in Silver Azide. 
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5.1 Introduction 
The aim of this chapter is to present a general discussion 
of the experimental results obtained in the preceding chapters. 
Both AC and DC data are presented together with some final 
conclusions concerning the low field conductivity of silver azide. 
The AC complex impedance data are further discussed and the 
importance of interfacial polarization is stressed. A quantitative 
analysis is given for some of the parameters of the space charge 
region based on the use of thin film silver electrodes and a 
0 temperature of 60 C. It is concluded that high field strengths 
are produced in the region adjacent to the electrodes and that 
these are sufficient to cause current injection which is considered 
to be the first stage in the process of electrical decomposition. 
5.2 Low Field Conduction in Silver Azide 
It will be assumed throughout this section that at low 
temperatures and low field strengths the dark conductivity 1.n silver 
azide is ionic. The dominant defect system is presumed to be of 
Frenkel disorder with interstitial Ag+ as the charge carrying 
species. This model is thus in accordance with other silver ionic 
solids. These assumptions are based on the work of Bartlett et.al. 
(1958), Young (1964) and Zakharov and Kabanov (1964) as discussed 
in chapter 2. In this section the results of chapters 2 and 4 are 
interpreted in terms of this ionic model and the contribution of 
electronic (or hole) conductivity is considered to become important 
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only at high field strengths (as wi 11 be discussed in chapter fr). 
Indeed it wo~ld be very unusual if silver azide did not show ibnic 
conductivity since it is generally accepted that all ionic solids 
show this kind of conduction, especially those containing silver 
ions. Thus, with this assumption made, we may proceed. 
For very low applied static field strengths (~ 5 Volts/cm) 
it was shown that the flow bf current through single crystals of 
AgN3 remained constant over long periods of time (see section 
2.S(ii)), The polarization curves in Fig, 2.18 show that a steady 
state current was reached after ~ 30 seconds irrespective of the 
electrode material used. 
This current-time characteristic is in contrast with the 
result of Tang (1979) where he found that for silver paste electrodes 
the low field current decayed at a rate of ~ 1% per min. from an 
initial maximum value. The result is significant because it implies 
that the materials is in steady state decomposition in order to 
allow a constant current to flow. Consider the case where the 
electrodes are perfectly blocking to ion transport. On application 
of a field the Ag+ will migrate towards the cathode and accumulate 
without any discharge process taking place. In this event the 
current will exponentially decay from a maximum to zero with a 
time constant determined by the conductivity parameters of the 
material. If however, the electrodes are verfectly reversible then 
+ Ag is both discharged at the cathode and released by the anode. 
The material then behaves as an electrolyte and displays reversible 
ionic transport. As time progresses material (in this case silver) 
is lost from the anode and is deposited at the cathode. The 
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electrolyte rema ins unchanged and the current flow is constant. 
The observation made in this work is that the current flow is 
constant even when electrodes of carbon (assumed to be blocking) 
.are used. The suggested me chanism here is simply electrolysis 
where the electrode reactions are as follows; 
Ao+ 
0 + e Ag Reaction at cathode 
- ] N3 e N3 Reactions at anode N3·:· + N3 .1 H 3N2 
Nitrogen gas is evolved at the anode, silver metal is deposited 
at the cathode and the material decomposes. It should be noted 
that in the experiments described, the low field current is of the 
-11 
order of 10 amps and thus the rate of electrolytic decomposition 
is extremely slow. Indeed, by Faradays law the rate of deposition 
of silver for this current level is ~ 6 x 107 atoms/second and is 
thus undetectable. Similarly, the rate of evolution of nitrogen 
gas is equally undetectable. The decomposition process in this 
current regime is clearly quite distinct from that discussed later 
in chapters 6 and 7. In this instance the rate of decomposition is 
too low to account for the existence of even the smallest nuclei of 
silver seen to cover the crystal surface (see chapter 7). 
One more possible explanation for conduction exists. If it is 
.,.. 
assumed that in all crystals of AgN3 some decomposition has occu\ed 
such that there is always metallic silver present at the interface 
between the electrode and the crystal, then it is possible that 
whatever the electrode material, there is always a Ag-AgN3 interface 
+ which is reversible to the transport of Ag . In view of the low 
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current densities involved a mass of silver of -8 ~ 10 grams at 
+ the anode wo~ld be sufficient to prov ide a constant current of Ag 
6 for :::::::: 10 seconds (_two weeks), assuming that no further decomposition 
occured. The initia l mass of sil~er would need to be the result 
of some previous decomposition process which may be thermal or 
photolytic in origin or the result of a chemical reaction with the 
electrode material. Although it is not possible to verify the 
existence of such small quantities of silver in the electrode region 
it can be seen from Fig. 2.18 that a definite increase in polarization 
occurs when thin film silver electrodes are replaced by carbon 
electrodes. Th~re : is evidence that the electrode material is an 
influencing factor and the above mechanism is probably not dominant. 
To conclude the above discussion we consider that the low 
field conductivity in silver azide is most likely to be electrolytic 
in nature and that the associated decomposition proceeds at an 
immeasureably slow rate. + The mechanism for migration of Ag is 
unknown but is assumed to be interstitial collinear in agreement with 
other silver ionic conductors (e.g. AgCl). 
In Fig. 5.1 the collective results of both DC and AC analysis 
are shown on one diagram. These are the same data presented in 
chapters 2 and 4 reproduced for ease of comparison. Discounting the 
DC data for measurements parallel to the b-axis, it can be seen 
that the remaining data are grouped together in reasonably good 
agreement . Table 5. l lists the gradients and room-temperature 
conductivities and ac tivation energies are in agreement and in 
particular the AC data for the bulk material are considered the most 
reliable measurements made to date . 
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le single crystal DC data II c-axis silver thin film 2380 - 9 0.58 G poor data lsee fig. ~1 3.0xl0_8 2c " II " " " " " II 1471 2.3x l 0_ 10 0.47 3c " " " " " " " " 2401 7.8xl0_ 10 o. 72 2. 12 (b) 4c II " " " " 
" " " 1628 8.2x l 0_9 0.76 A fre sh single crystal DC data over wide temp. " " " 20 70 0.73 see fig. 2. 14 I range l .4x10 _ 10 CJ) B single crystal 4 probe DC measurement 
" " " 1244 0,81 
~see fig. 
·.-< 3.07xl0_ 10 2. 16 X C single crystal, 2 probe before & after decomposition " tl " 3047 6. J4xl0_ 10 0.74 co I D single crystal DC data AgN03 solution 487 6.83xl0 0.78 5see fig. 
u E single crystal DC data unknown unknown_ 10 0.70 
2. 19 
----
AgN03 s ol ution 
----
F single crystal AC data from Z* plots silver thin fi lm 956 7.85xl0_ 10 0.80 }see fig. co 4.6 ...., G DC da ta of F II " " 956 3.24xl0_9 0.74 cj H Pre ssed powder AC data from Z* plots II 
" " 0.456 l.18xl0_ 10 0. 72 see fig. 4. 13 tt I Pre s sed powder AC data from zn plots 
" " " 0.565 7. 17x10_ 10 0.74 see fig. 4. 14 ,r... CJ) J singl e crystal AC data // b-axis 
" 
II 
" 12 . 19 4.27xl0_ 12 - }s ee fig . ·g K single crysta l DC data of J II " " 12 . 19 4. 10 I 8.19xl0_ 12 -
.D 
1B single crys tal DC data // b-axis tl 
" " 2.54 l.67xl0_ 13 1.07 
\s ee fig . ----
----
2B " " II II " " " " 2.47 8.1 9xl0_ 12 0. 88 2.12(a) co 
~, 
3B II II 
" 
II 
" " 
II 
" 2.06 2.39x l0 0.76 
' 
Tabl e 5.1 Collect ive Arrhenius data from chapters 2 and 4. 
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It was pointed out in chapter 2 that the published values for 
the intrinsic activation energy (Ea) for conduction in AgN3 showed 
considerable variation (see taole 2.3). The reasons for these 
· discrepancies can only be surmised b ecause previous authors have 
failed to describe the details of their experimental techniques. 
The majority of published data have been obtained from pressed 
powders for which the density has not been stated and the extent 
of decomposition is unknown. Young (1964) and (1966) made DC 
conductivity measurements on microcrystalline material which he 
descrioed as "loosely compacted powder". He suggested the ionic 
conductivity could only be detected after individual grains had 
become bounded together by sintering. In his experiments the silver 
azide samples were heated to high temperatures (180°C) and were 
often thermally cycled above 190°C where a crystallographic phase 
change occurs. It is not known what effects this phase change will 
have on the electrical conductivity. In chapter 2 it was shown that 
for temperatures above 1S0°C the conductivity departs from the linear 
Arrhenius plot (see Fig. 2.14) and it is not known whether this 
effect is reversible on cooling. For the case of pressed powders 
the results of chapter 4 have shown that the density of the pellet 
and hence the area .of contact between grains is important. For 
high density pellets the electrical data are in agreement with single 
crystal data (see Fig . 5 . 1) without the need for sintering beyond 
that which may occur during the pressing process. Returning to the 
high temperature conductivity, it was shown, again by Young (1964), 
that ~bove 210°c silver azide displays n-type conductivity with an 
activation ene rgy of 0.28 eV. At such temperatures conduction is 
by electrons and the material is unavoid ably decomposing. On 
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the intrinsic activation ener gy (Ea) for conduction in AgN3 showed 
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described as "loosely compacted powder". He suggested the ionic 
conductivity could only be detected after individual grains had 
become bounded together by sintering. In his experiments the silver 
azide s ample s were heated to high temp eratures (180°C) and were 
often thermally cycled above 190°C where a crystallographic phase 
change occurs . It is not known what effects this phase change will 
have on the electrical conductivity . In chapter 2 it was shown that 
for temperatures above 1S0°C the conductivity departs from the linear 
Arrhenius plot (se e Fig. 2.14) and it is not known whether this 
effect is r eversible on cooling . For the case of pressed powders 
the results of chapter 4 have shown that the density of the pellet 
and hence the area of contact between grains is importan t . For 
high dens i ty p e l l ets the electrical data are in agreement with single 
crystal data (s ee Fig. 5 . 1) without the need for sintering beyond 
t hat which may oc cur d uring the p r ess i ng p r oce ss . Re t urni ng to the 
h i gh temperature conduc tivi t y, it was shown , aga in by Yo ung (19 64 ) , 
t hat ~hove 210°c si l ve r az ide displays n-type conductivi ty wi th an 
activation energy of 0.28 eV. At such tempera tures conduction is 
by electrons and the mater i al i s unavoidab l y decomposing. On 
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cooling , the conducting electrons fall into traps associated with 
colloidal centres produced as a result of thermal decomposition. 
Subsequent reheating thus provides an electronic component to the 
observed conductivity. Young concludes that in partially decomposed 
silver azide the mobile species are '50th. electrons and interstitial 
cations. 
In this work we conclude that the conductivity ooserved, in 
IS 
chapters 2 and 4 ~due only to interstitial cations. Firstly, because 
the material used has been freshly prepared single crystals and 
secondly because the samples were not heated to high temperatures. 
An obvious source of error arises from the method used to 
measure the conductance of a sample at each temperature. In this 
I; 
work the measured current was plated versus voltage and the gradient A 
taken as the conductance. This procedure was used to evaluate . every 
data point and thus a series of V - I graphs similar to those shown 
in Fig. 2.11 were obtained for every Arrhenius plot shown. It 
was considered that this was necessary because ohmic conduction only 
occurs over a relatively limited voltage range and to some extent 
is sample dependent. The V - I characteristis do not always pass 
through the origin and often become non-linear above 10 volts (see 
Fig. 2. 11). The literature very rarely states the voltage-current 
conditions under which conductivity measurements are made. Very 
often a constant field is applied to the material and the current 
monitored as a function of temperature. Alternatively, the applied 
voltage is varied in order to maintain a constant curren t as the 
temperature varies . At low temperatures the applied voltage can 
rise to an unacceptable level and produce erroneous data resulting 
from non-ohmic conduction. It is considered that both of these 
methods are inadequate for the case of silver azide. 
Let us now discuss further the accumulated data shown in Fig. 
5.1. It is clear that for all IDeasurements made parallel to the 
c-axis, one single linear plot is obtained. This is unfortunate 
since the data therefore do not allow the separation of intrinsic 
and extrinsic ionic conduction. We are thus l eft to decide upon 
an interpretation of the plots obtained. The temperature range 
over which all these measurements are made (i.e. 241-417 K) would 
normally be considered low and in the extrinsic r egion for many 
ionic solids (e.g. NaCl). However, as was pointed out in chapter 
2, it is generally found that for silver ionic solids the intrinsic 
region extends to lower temperatures. This is because the presence 
of diva lent cation impurities doesnot have such a dramatic effect 
on the conductivity in these materials (see Fig. 2.5 in chapter 2). 
It can also be seen that the Arrhenius plots in this work remain 
linear even at the higher temperatures where decomposition may 
occur. Thus in the absence of additional information we assume 
that the data obtained in these experiments are of intrinsic ionic 
conduction. 
er 
For intrinsic ionic conduction we know that the conductivity 
is given by; 
er = No exp 
-E . 
(~) exp k'l; 5 . 1) 
and that the gradient of the Arrhenius plot is therefore given by; 
gradient = 1 (Efi k 2 + Emi) (5. 2) 
Thus from the plots obtained in this work it is only possible to 
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derive the quantity (Ef./2 + E .). In these equations Ef. and E . i ~ i ~ 
are the activation energies of formation and migration respective ly, 
+ for conduction due to interstitial Ag. In order to evaluate the se 
energies as separate quantities it is necessary to measure one of 
them by some other means . In the alkali halides (where conduction is 
due to the migration of cation vacancies) this is usually done by 
obtaining E from a plot of the extrinsic conductivity data. However, mv , 
here E refers to the migrational energy of a cation vacancy .
1 In mv 
the case of silver ionic conductors the extrinsic data again provide 
a value for E but this is of little relevance since we now require mv 
the parameter E . (i.e. the migrational energy of an interstitial mi 
cation). Thus, in order to determine E . some other method must be mi 
sought, for example, by experiments involving diffusion of the 
conducting species in the solid, since 
-E . 
D D (~) o exp kT (5.3) 
In this work no attempt has been made to evaluate E . because 
mi 
even if it were known there is no evidence that equation 5.1 holds 
true for silver azide. It should be noted that equation 5. 1 only 
applies to a simple model where interstitial Ag+ migrates by just 
one mechanism and has no interaction with other defects. For the 
case of s ilver chloride it is known (Corish and Jacobs 1972) that 
the complete model for ionic conduction includes at least three 
separate conduction mechanisms plus long range coulombic interactions 
between defects. The complex analysis is therefore highly de tailed . 
For the case of silver azide the amount of conductivity information 
available is limited and we have no choice but to restrict our 
model of conduction accordingly. The data presented in the· plots of 
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Figure 5. I are the best we have and we suggest that 
these are consistant with the ideas discussed throughout 
this thesis. It is considered that the gradienbof thes e 
plots, a t best only approximate to t he quantity (Ef1./2 + E .) ID]_ 
and that a more detail ed investigation into the separate 
conductivity parameters would be too time-consuming to include 1n 
the present study. 
5.3 Anisotropic Conduction 1n Silver Azide 
In chapter 2 it was pointed out that an anisotropy 1n the DC 
conductivity was observed 1n directions parallel and perpendicular 
to the crystallographic c-axis (see Figs. 2.13 and 5.1). This 
result is surprising in view of the near cubic crystal structure. 
However it has been observed that anisotropies do exist for other 
properties of AgN3 . The optical absorption spectra for polarized 
light for example, is anisotropic showing an increased transmission 
1n the direction parallel to the c-axis, see Bowden and Yoffe (1958). 
Although the unit cell of AgN3 is very nearly cubic, it can 
be seen from Fig. 5.2 that the Ag+ and N; lie in separate planes 
1n the lattice. + The planes are arranged in alternate layers of Ag 
-
and N3 and there are four layers to each unit cell. Each plane 
1s at right angles to the crystallographic ~-axis. Thus there exists 
an obvious anisotropy in the lattice structure of AgN3 which is 1n 
directional agreement with the observed anisotropy 1n electrical 
conductivity. 
If the existence of Frenkel defects are now considered it can 
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+ be seen that there are two roost likely sites where interstitial Ag 
d d h • . + . can be accornmo ate . T ese are, s1 te-1 in the Ag plane and SJ. te-2 
in the N3 plane (see Fig. 5.2). For conduction to occur in the 
direction of the c-axis Ag+ must migrate b.etween planes, whereas 
+ for conduction parallel to the b-axis Ag can migrate within planes. 
Thus, there must exist at least two separate mechanism for the 
+ + transport of Ag , . Because of the size cliff erences between Ag and 
the molecular N3 it is unlike ly that conduction will take place within 
the N3 planes, i.e. the coplanar site 2 -<f--),,,, site 2 jump is probably 
of a high activation energy (see Fig. 5.2). The two most likely 
mechanisms are; (i) interstitial within the Ag+ planes, i.e. 
site l ~site + and (ii) interstitial between Ag planes, i.e. 
site 1- site 2 or direct site 2 +--+site 2 in the c-axis direction. 
Each of these mechanisms may take place as collinear or non-collinear 
with the exception of the direct site 2 ~site 2 which must be 
co linear. 
Associated with each conduction mechanism there will be an 
activation energy of migration E and the dominant mechanism will 
ID 
be that with the lowest value of E . If the dominant mechanism is 
. m 
different in each crystallographic direction (i.e. anisotropic) then 
it would be reasonable to expect that the values for E would also 
ID 
be directionaly dependent. This, however, is not found to be true. 
The results of chapter 2 Figure 2.13 clearly show th~t the activation 
energy for conduction is identical in each of the directions of 
measurements. I t must therefore be assumed that the same transport 
mechanism is operative in directions both parallel and perpendicular 
to the c-axis and that some other explanation must be found for the 
observed anisotropy in conductivity. 
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Before continuing further with these ideas of anisotropy 
let us consider the results obtained ' from the AC analysis in chapter 
4. For the field applied in the directions parallel to the c-axis 
of the crystal the AC conductivity data are within a factor of 
three of the DC data, (see Fig. 4.6). In view of the distortion of 
the complex impedance plots (and thus the errors associated with 
the measurement bf AC resistance), this is considered to be a 
reasonable agreement. However, for the field applied parallel to 
the h-axis direction it can be seen from Fig. 4.10 that the AC 
and DC data are separated by two orders of magnitude. This is the 
same magnitude of difference that was observed for the anisotropy 
in the DC conductivity. In addition, the AC conductivity in this 
crystal direction is in closer agreement with the other results of 
this work (see curve Jin Fig. 5.1). Although only a limited 
quantity of data was obtained (see Figs. 4.8 and 4.9) and the 
Arrhenius plots in Fig. 4.10 show only four data points, the general 
separation of the AC data from the DC data is quite obvious. The 
result is suggestive that the true conductivity of AgN3 , as 
measured by AC, is in fact isotropic and that the lowering of the 
DC conductivity in this crystal direction is brought about by some 
secondary current limiting process . 
It is possible that the observed anisotropy occurs because 
of interfacial polarization in the static field. If this is the 
case there will be a reduction in field strength across the bulk 
of the sample due to the drop in potential across the interfacial 
region. If this potential drop is small then the polarization 
will only be noticeable when the interelectrode distance is of 
- ] lf5 -
the same order as the thickness of the interfacial region. For the 
experiments reported in chapter 2 where the reduced conductivity 
was observed, the interelectrode dis-tance was indeed small at ~ 50 µ. 
However, as will be argued in the following section, even this 
distance may be considered large since the interfacial region is 
likely to be only a few atomic planes in thickness. 
Despite the various anisotropie s in the properties of silver 
azide we will finalise this section by stating that the electrical 
conductivity is after all isotropic. The two pieces of experimental 
evidence leading to this conclusion are; 
(i) that the activation energy for conduction is identical for 
each direction of measurement, 
(ii) that the conductivity is isotropic when measured by the AC 
technique of chapter 4. 
5.4 Interfacial Polarization in Silver Azide 
In the last section it was suggested that the observed 
anisotropy in the DC conductivity was due to an interfacial polari-
zation at the electrodes. By far the most convincing evidence for 
this is derived from the AC analysis described in chapter 4. As 
has already been stated, our ideas concerning the electrical 
decomposition of silver azide are based on the assumption that an 
interfacial space charge region exists, across which the electric 
field strength is sufficiently high to cause electron injection into 
the conduction band of the material. It is therefore important 
that we should investigate the properties of the interfacial region 
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and establish whether it is feasible that sufficiently high fields 
can exist for thi~ process to occur . For this reason the following 
more quantitative analysis of interfacial polarization is given; 
In chapter 4 it wa~ concluded that the electrical response 
of a pressed powder of silver azide was analogous to the response 
of an equivalent electrical circuit consisting of a series 
combination of twoparallel R-C networks. The proposed model and 
equivalent circuit are shown in Fig. 5.3. The circuit values were 
V 
voltage gradients 1n 
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calculated in chapter 4 for a sample temperature of 60°C. Although 
an interfacial region is shown only at the cathode due to the 
accumulation of Ag+ it is equally probable that a similar region 
+ 
will be produced at tha anode due to a depletion of Ag . Strictly 
speaking the equivalent circuit should consist of three circuit 
elements but if it is assumed tha t the two electrode regions are 
identical (as must be the case) then they can be lumped into one 
circuit element. Thus the components c2 and R2 in Fig. 5.3 represent 
the combination of both interfacial regions. 
The response of the equivalent circuit and the response of 
the silver azide pellet at T = 60.5°C were compared in chapter 4. 
* It was found that the complex impedance Z , the complex modulus M, 
and the frequency dependence of both R and C were in good 
0 0 
agreement. The main discrepancy in the comparison of the data is 
* the fact that the Z and M plots are skewed so that the centrei of 
curvature are depressed below the real axis (see Fig. 4.12(i) and 
(j)). It was shown in chapter 3 that this occurs when the components 
used in the equivalent circuit are not ideally frequency independent. 
Taking this effect into account, it is considered that even using 
frequency independent components the equivalent circuit provides a 
good model for further analysis . 
Consider then the situation depicted in Fig. 5.3. The inter-
facial capacitance c2 was found by compute! simulation to have a 
value of 20,000 pf. If the assumption is made that the relative 
permittivity of the interfacial region remains equal to the bulk 
value, then the thickness d of the region can be calculated as 
follows 
Since C = (5. 1) 
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where A is the electrode area (A = -6 6.97 x 10 m\see chapter 4) 
and er = 9. 4 (Bowden and Yoffe 1958) 
8.854 X -12 6.97 X 10-6 Then d 10 x9.4x = meters 
20,000 .x 10-12 
d 2.90 X -8 = 10 meters 
Since dis the combined thickness of the interfacial regions of each 
electrode we may assume that each region is a half of this value. 
Thus the thickness of a single interfacial region is; 
d 
2 145 R (5, 2) 
Predictably, this is very thin and implies that the electrode pola-
rization occurs over a region of ~24 unit cells in distance since 
the unit cell is ~ 6 R (see Fig. 5.2). The value for e_ in equation 
r 
(5 . 1) is taken to be 9.4 from Bowden and Yoffe (1958). Although 
this may not be a valid assumption in the interfacial region we 
argue that for most ionic materials e. is generally within the range r 
1 to 20. From the total value of the sample capacitance, t can 
. r 
be calculated as 12.35 but this again is not accurate since no 
account of fringing has been made. Whatever the variation in e.. 
r 
it is unlikely to make an important difference to this order-of-
magnitude calculation. 
It can be seen that even with a potential difference of 0.1 
Volt across this interfacial region the field strength Eis very 
high, i .e.; 
E V = = 
d 
0.1 
145 X 10-lO 
- 1 0.07 MVcm (5 . 3) 
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The calculation given here for the thickness of the interfacial 
region is based on the ~easurernent of the equivalent circuit 
capacitance c2 in Fig. 5.3. If we assume that the interfacial 
+ region consists of an accumulation of interstitial Ag at the 
cathode (likewise a depletion of Ag+ at the anode) then what we 
have is a space charge region in which c2 is a measure of the 
quantity of charge stored. In this model we would expect the 
stored charge and hence c2 to increase as the frequency of the 
applied field is decreased. Thus implying a frequency dependent 
c2 (w) in contradiction with the results of chapter 4. In fact this 
may still be the case since all our AC measurements were made at 
frequencies above 10 Hz and from Fig. 2. 18(c) in chapter 2 it can 
be seen that the time constant for polarization in a DC field is of 
the order of 10 seconds. Thus for the complete AC response of the 
space changed region it would be necessary to make measurements at 
-1 -2 frequencies as low as 10 ~ 10 Hz. Such measurements are 
possible but only with specialised equipment which was not available 
in this laboratory. The "Solatron" transfer function analyser is 
capable of measuring values of capacitance and conductance at 
-4 frequencies dmm to 10 Hz. It may be assumed then that our value 
for c2 is only tentative and is , if anything, an underestimate of 
the true value. If this is the case, then the thickness of the 
space charge region will be reduced and the associated interfacial 
field strength increased. 
The us e of carbon electrodes in place of silver was seen to 
increase the polarization in a static field (see Fig . 2.18(a)). 
However, in the alternating field no difference was observed between 
the two electrode materials (see Fig . 4.21 and 5.4) . Once again 
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the reason for this is clearly that the frequency of observation 
was too high, even at 10 Hz. Fig . 5.4 shows the complex impedance 
diagrams obtained in chapter 4 for the two electrode materials at 
T ~ 60°C . The AC response is identical but the DC resis tance for 
the case of carbon electrodes is significantly higher . Clearly 
the complex impedance plots must intersect the real axis at the 
DC value, and it is unfortunate that low frequency data could not 
be obtained between 10 Hz and DG. It would be interesting to note 
the shape of the impedance diagram in this region since a perfect 
second semicircle would indicate a frequency independ en t inter-
facial capacitance c2 . Alternatively, a distorted impedance diagram 
would show this capacitance to be frequency dependent. 
Having made an estimate of the thickness of the space charge 
region it is possible to calculate the field strength by considering 
the value of R2 in Fig. 5 . 3 . This is the resistance of the space 
charge., region and is obtained by subtracting the AC resistance 
from the DC resistance as in Fig. 5.4. The conductivity of the 
bulk material is given by: 
1 t 3.18 X 10-2 -8 -1 
OB = = = 2.85 X 10 (ohm.cm) 
R1 A 1.6 X 10
7 
X 6.97 X 10-2 
(5. 4) 
Similarly the conductivity of the space charge region is given by 
a 
SC 
145 X 10-8 -] ] -1 
----------- = 2.60 x 10 (ohm.cm) 
8,0 X 105 X 6.97 X 10-2 
(5.5) 
The ratio of t hese conductivities provides the ratio of the field 
strengths in the bulk material and space charge, regions. 
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E crB 
Thus SC = 
EB 0 
(5. 6) 
SC 
i.e. 2.85 X 10-8 1097 = 
10-11 
(_5. 7) 
2.60 X 
Thus the field strength across the space charged region is 1097 
times that across the bulk material. In chapter 2 it was shown 
that for a field . applied parallel to the c-axis of the crystal the 
departure from ohmic conductivity occurs at a mimimum field 
-1 
strength of E . ~ 80 V.cm , At this value the field across the 
min 
space charge region is; 
E 
SC 
i.e. E = SC 
EMIN x 1097 
0.0877 MV.cm-l (_5. 8) 
which J.s in good agreement with the estimated value of 0.07 MV. 
given by equation (5.3). 
Conclusions 
-1 
cm 
The conclusions of this chapter may be summarised as follows: 
(i) At low field strengths the conductivity in silver azide is due 
+ to interstitial Ag . Continuous current flow under these conditions 
is most probably provided by electrolytic d_ecomposition of the 
material. 
(ii) Conduction in silver azide is isotropic, at least in the two 
crystallographic directions discussed in this chapter. 
I 
11 
I 
I i 
I 
I 
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(iii) Interfacial polarization octurs in single crystals and pressed 
powders of silver azide and this is attributed to the formation of 
ionic space charges adjacent to the elec trodes. 
(iv) On the basis of equivalent circuit calculations an estimate 
has been made of the thickness d of the space charged region. It 
is found that d ~ 145 Rat T 60°C. 
(v) The ratio of the conductivities aB/a gives the ratio of the SC 
field strengths across the bulk and interfacial regions of the 
material. It is found that current instability and departure from 
ohmic conduction occurs at applied field strengths of -1 ~ 80 V. cm . 
For this applied field, the field strength across the interfacial 
region is -1 ~ 0. 088 MV. cm . 
The above conclusions have all been based on measurements 
made on silver azide under low field conditions. The maximum 
field strengths used never exceeded the limit for ohmic conduction 
except for the cases where this limit was being investigated (see 
Figs. · 2.ll(a) and (b) in chapter 2). Thus, in our discussions so 
far we have been concerned only with the fundamental electrical 
properties of the material and not with the characteristics of 
decomposition . For the remainder of this thesis we shall investigate 
the properties of silver azide under conditions of high electric 
fields where decomposition is clearly taking place. In the 
following chapter the high f ield current behaviour is studied 
together with ideas on the processes of electrical decomposition 
and in chapter 7 observations are made on the solid product of 
decompo s ition i.e . the growth of metallic silver nuclei . 
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CHAPTER 6 
ELECTRICAL DECOMPOSITION AND BREA..T{])OWN IN SILVER AZIDE 
6.1 Introduction 
6.2 High Field Conduction in Silver Azide 
6.3 Experimental 
6.4 Current Injection i n Silver Azide 
6.5 The Thermal Decomposition of Silver Azide 
6.6 The Electrical Decomposition of Silver Azide 
6.7 Electrical Breakdown in Silver Azide 
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6.1 Introduction 
In this chapter the current behaviour in single crystals and 
pressed powders of silver azide :is described for high DC field 
strength conditions. Large amplitude , non-periodic current 
fluctuations are observed for long periods of time (seconds to 
weeks depending on the applied field) before final breakdown of 
the mater:ral occurs. During this induction period silver azide 
undergoes irreversible chemical decomposition producing metallic 
silver and gaseous nitrogen as the final products. Thus there are 
three separate methods for making studies of electrical decomposition 
processes, listed as follows; 
(1) Observations of current characteristics during the decomposition 
process. 
(2) Observations of formation of the metallic silver product. 
(3) Observations of formation of the gaseous nitrogen product. 
Experiments of type (1) have been made by Tang (1979) and in this 
.work we have extended some of his results to include the use of 
pressed powders and the temperature dependence of the observed 
current behaviour. The aim of the work is to provide experimental 
evidence to support a proposed model for the electrical decomposition 
in silver azide. Experiments of type (2) have been made in 
considerable detail and these will be presented in chapter 7. Type 
(3) experiments have been made by Tang (1979) and have not been 
repeated or extended in this work . We t her efore make reference to 
Tang' s wor k on several occasions in our discussions as his is the most 
recent in the field. 
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In conditions of high electric field strength we consider 
silver azide to be a predominatly electronic conductor. In this 
wor k we have therefore studied . the transition from low field ionic 
conduction to high field electronic conduction in some detail. The 
origin of the electonic component of the current was first proposed 
by Zakharov and Sukushim (1970) and Sukushim et al. (1973) as 
electron injection at the cathode resulting from a high interfacial 
field strength caused by the accumulation of a space charge. This 
model was later adopted by Tang and reported by Tang and Chaudhri 
(1979 a). In this work we have aimed specifically to make an 
experimental contribution to, and where necessary, modify the 
proposed model. The first part of the chapter is thus a summary 
of the already published ideas on this subject. This is followed 
by our own experimental observations and results. The final sections 
then discuss the various aspects of electrical decomposition and 
breakdown with the further considerations of our own findings 
6.2 High Field Conduction in Silver Azide 
(1 The term 'high field' is taken in this chapter to meanADC field 
strength which is sufficiently high to cause departure from ohmic 
conduction in a particular sample of silver azide. For example, in 
chapter 2 it was shown that for a single ~rystal this field was at 
minimum, EMIN :t 80 V cm- 1 (for the fie l d applied parallel to the 
c-axis). At high field strengths the following ba.sic observations 
of the current behaviour in silver azide have been made by Tang 
( 1979) and reported by Tang and Chaudhri (1979 a); 
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i) The current rises superlinearly with applied voltage (i.e. 
non-ohmic) and shows time variation, 
ii) The average value of the current increases with time at a rate 
determined by the appli~d field, i.e. the rate of increase is 
higher for the stronger fields. 
iii) Superimposed on the average current level are large amplitude, 
non-periodic fluctuations. 
iv) Associated with the observed current instability are the products 
of decomposition of the material. That is, metallic filament-
like films of silver are seen to form on the surface of the 
sample and nitrogen gas can be detected in large quantities using 
a mass spectrometer if the experiment is performed in UHV. 
v) As time progresses the average current increases to a level where 
initiation of fast decomposition occurs (i.e. explosion). The 
induction time until initiation being shorter for higher field 
strengths. Above 4 kV cm- 1 the time to breakdown is less than 
l second whereas at 0.15 kV cm- 1 the induction time increases 
to 5 days. 
The authors suggest that the high current levels are the result 
of electron and hole injection into the material from the electrodes. 
The injection being by field emission in the electrode interfacial 
region where the ionic space charge field strength is much higher 
than the bulk. The gradual increase in the average current level is 
thought to be caused by the formation of metallic filaments of silver 
on the crystal surface which provide high conductivity paths for the 
current. The proposed mechanism for the formation of metallic silver 
is as follows. Electrons injected into the conduction band of the 
I 
II 
11 
I 
II 
I 
I 
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azide constitute a non-equilibrium concentration and thus, in their 
migration towards the anode, a finite number of them may be localised 
at electron traps. Such traps may be due to impurity levels, defect 
levels, surface energy states or any other source of localised 
energy levels which lie below the conduction band edge. A trapped 
electron attracts a mobile interstitial Ag+ which, after combination 
becomes a neutral atom of silver and the trap is reset. At the 
crystal surface neutral atoms combine to form stable nuclei of 
metallic silver. The nuclei grow by continued addition of neutral 
silver forming larger clusters of atoms and eventually thin film 
patches which form high conductivity paths over the surface of the 
crystal. The dielectric breakdown is identified as current runaway 
arising from increasing conduction and thus joule heating in the 
surface silver. Localised hot spots finally cause the thermal 
initiation of fast decomposition. 
Accompanying the formation of silver, the process of nitrogen 
evolution is described as follows. Holes are injected into the 
solid by the extraction of valence electrons into the anode. The 
holes drift towards the cathode, some of them combining bimolecularly 
on the way. The reaction being; 
N3 + N3 -+ 3N2 
The process maintains stoichiometry and leads to the formation and 
evolution of nitrogen away from the electrode. 
The ideas presented above thus provide a working model for the 
electrical decomposition of silver azide and account for the observed 
current characteristics from the point of current instability to final 
breakdown . The first step in this series of processes is thus the 
I i 
11 
I 
111 
I 
I I 
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injection of electrons into the conduction band of the material from 
the cathode. Because this is of fundamental importance to the mode l 
we have made considerable studies to establish that this process can 
in fact occur under the given experimental conditions. Section 6 . 4 
describe~ th~ details of this injeciion. 
Explanations as to the cause of non·-periodic current fluctuations 
are less precise. Tang (1979) accounts for this as a result of 
€ 
instability in the qights of energy barriers at the electrode 
interfaces. That is, the interfacial field strength producing 
injection is continually fluctuating due to a process of trapping 
and detrapping of the injected charge carriers. A finite number 
of injected electrons are trapped in the positive space charge region 
and the net interfacial field strength is reduced, thus lowering the 
electron current. However, the ionic current continues to increase 
the space charge field strength and injection is again resumed. 
Electrons are also considered to be thermally released from traps 
(i.e., detrapping) and this again enhances the interfacial field 
strength . Tang (1979) does not consider that an equilibrium situation 
ever exists and predicts that the average time period for the 
trapping - detrapping process is similar to that of the observed 
current fluctuations. 
Finally, it has been reported (again by Tang and Chaudhri 1979 a) 
that breakdown does not occur when the field is applied with only 
one conducting electrode. This indicates the necessity for an 
injecting contact to produce breakdown. In one experiment a single 
crystal of silver azide was seen to withstand an estimated applied 
fi e ld of 3 kV cm- 1 (crystal i n air ) or 10 kV cm- 1 (crystal in oil ) 
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for several minutes without breakdown occuiing. A similar 
" observation was made by Avrami et al. (1976) for the case of lead 
azide with both contacts insulated with M~lar film. 
Before continuing further with our ideas of decomposition and 
breakdown we describe a series of experiments, the results of 
which may be taken as being additive to those observations already 
described. 
6.3 Experimental 
The following experiments were made using the same apparatus 
as described in chapter 2. The aim was to reproduce some of the 
results of Tang (1979) and Tang and Chaudhri (1979 a) and extend 
the study to include the temperature dependence of the observed 
current instabilities. Most of the measurements were made on single 
crystals and in all cases the field was applied parallel to the 
c-axis direction. Electrodes of thin film silver were used through-
out and samples were mounted as shown in figure 2.10 (a) (chapter 2). 
i} _ _!~E:_ _onset of current_instability ~n_E~l_v~~-a~~~E:.-
The aim of this experiment was to investigate the transition 
from ohmic to non-ohmic conduction at various temperatures . The 
transition -was seen to occur in figures 2.11 (a) and (b) (chapter 2), 
but they are misleading since they do not show the time dependence 
of the current. The details of the departure from linearity are 
best shown on the current-time graphs as in figure 6 . I (a), (b) and 
(c). The dimensions of the crystal used for this experiment were 
as follows; 
I 
I 
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length between electrodes 
cross sectional area of crystal = 7 . 32 x 10-5 cm2 
Current versus time characteristics were recorded at various voltages 
0 0 0 and at temperatures of 2 C, 20 C and 60 C. 
In figure 6.1 it can be seen that at low fields the current 
remains constant with time and is ohmic . As the field is increased 
the current rises disproportionatly and becomes unstable. In general 
there is an initial delay period where the current rises with time 
before showing violent fluctuations. The duration of this induction 
period is temperature dependent, being approximately 4 minutes at 
T = 2°c d 1 f d T an on y a ew secon sat 60°c. It will be shown 
later (in experiment number (iv) of this section) that this induction 
period is also dependent on the electrical history of the sample. 
The first signs of current instability appear as soon as the applied 
field is increased beyond the ohmic region. At this stage the current 
fluctuates over a relatively long time period (minutes) and shows 
occasional sharp increases which we shall refer to as current 'spikes' 
or 'blips' . (See for example the 16.l volt trace in figure 6.1 (b)). 
At higher fields the fluctuations become more rapid with a time period 
of a few tenths of a second. Once the current fluctuations have 
begun, as in the 19.3 volt trace in figure 6. 1 (b), the mean value 
may either rise, fall or remain constant with time. The precise 
behaviour is not reproducible between samples and not always even 
in the same sample. In general, if the mean current level decreases 
then the fluctuations die out and if it increases then they persist. 
It is uncertain whether the onset of current instability is 
caused by the applied field strength or by the current density 
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FIG. 6·1 (c) TIME (mins.) 
Current - time characteristics for a single crystal of AgN3 , field lil!PP~ied parallel to c-axis. 
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within the material. In some experiments it appears to be field 
dependent whilst in others it appears to be current density dependent. 
For example, in figure 6.1 it can be seen that rapid current 
fluc t uations occur at a field strength oft 90 V cm- 1 for each of 
the temperatures studied. The corresponding current density at 
each temperature is widely different and thus it appears from this 
experiment that 'the onset of instability is field dependent. Table 6. 1 
below gives the details for this sample. 
Onset of rapid current fluctuations 
Temp 
voltage current Field current density 
2 oC 20 V 1. 8 X 10-12 A 90 v.cm- 1 2.5 X 10-
8 A. cm-2 
20 19.3 3.0 X 10-12 87 4. 1 X 10-8 
60 24 1.8 X 10-10 107 2.5 X 10-
6 
, __ J 
Table 6.1 Electrical parameters at onset of current instability, 
Details taken from figure 6.1. 
In a separate experiment a similar investigation was made using 
samples of pressed powders. Silver azide powder was prepared and 
pressed into high density pellets as described in section 4.5 (i) of 
chapter 4. The advantage of using pellets is that the dimensions 
can be measured more accurately and reproduced in different samples. 
However, it was still found that the high field current-time 
characteristics were not always reproducible. 
As with th e single crystals the low field conductivity is ohmic 
and the current remains constant with time. As the field is 
increased the current rises non-linearly and shows time variation . 
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In most cas es it is found that the current r i ses with time and afte r 
some period, depending on the field, rapid fluctuations occur. The 
general behaviour is qualitatively similar to that described for 
single crystals and that given by Tang and Chaudhri (1979 a). However, 
because the r esults show some variation between sampl es a variety 
of current-time graphs are given (see figure 6.2 (a) - (f). Inspection 
of these traces 'gives the general idea of current behaviour in the 
pellets studies. 
Although the onset of current instability in pressed pellets is 
similar to that in simple crystals, there are however some important 
differences . Firstly, it can be seen that much higher current levels 
can be present in the pellets before fluctuations begin. This is 
also true for the current density. Secondly, the corresponding field 
strengths are much higher, being of the order of a few kV.cm-1. 
Table 6.2 below gives the values obtained from the graphs in figure 6.2 
at the onset of current instability. 
-
onset of current instability Pellet 
Reference thick-
Voltage Current Field Current density ness 
fig 6.2 (a) 150 V 1.3 µA 4.7 kV.cm -1 I. 8 X .10-s A.cm- 2 318 
fig 6.2 (b) 70 I. 2 2.4 I. 7 X 10-s 295 
fig 6.2 (cl 70 0.8 4.4 I. 1 X 10- 5 159 
fig 6.2 (d) 110 4.0 2 : 4 5.6 X 10-5 455 
fig 6 . 2 (e) 40 1.0 I . 2 1.4 X 10-5 318 
fig 6.2 (f) 110 1. 0 3. 1 1.4 X 10-s 352 
Table 6 . 2 Electrica l pa r ameters at onset of current' instability , t aken 
from figure 6 . 2 . Cr oss sectiona l area of pe ll e ts = 0 . 071 cm2 • 
All measurements were made a t r oom tempera ture ~ 22 °c. 
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In this experiment it can be seen that with one exception 
(figure 6.2 (d)) the current instability occurs at a level of 
~ 1 . O µA i.e. a current density of 1.4 x 10-s A cm-2 . This appears 
reasonably consistant and suggests that the onset of instability 
is current density dependent. Thus, the experiments with single 
crystals and pellets provide contradictory conclusions in this respect. 
The absolute values of current levels in the pellets are very much 
higher than for the single crystals c.f. ~ 10-12 A and~ 10-6 A. This 
clearly shows that the voltage-current behaviour in the pellets is 
ohmic to a much higher field strength and current density than in the 
single crystals. Indeed it can be seen from figure 6.2 that in 
several cases the current levels are so high that explosion occurs 
soon after the onset of fluctuations (see for example figure 6. 2 (f)). 
It should be noted that typical current levels for explosion in 
pellets are a few microamps and this is in reasonable agreement with 
the figures given by Tang (1979) for explosion in single crystals. 
In general it is found that single crystals will explode when the 
current level reaches some value over about 10 fiA, irrespective of 
the applied field. The physical explanation for this phenomena is 
discussed in section 6.6. 
Returning now to the current behaviour in single crystals. At 
room temperature fluctuations begin at% 10- 11 A and continue as the 
mean current level rises, either with time or increasing field, to 
the point of explosion at several microamps. Thus, there are five 
orders of magnitude of current level over which the fluctuations occur . 
This is clearly a very important characteristic to be considered in 
our ideas on electrical decomposition and breakdown in this material. 
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For this reason the nature of the current instability has been 
investigated at higher fields as follows. 
i!~-~~:~e.?!_instability at_high field_strengths_ 
Because of the random nature of the current fluctuations and 
the non-rep r oducability of the r esults it is not possible to make 
a thorough analysis of this phenomenon. However, a brief study has 
been made to investigate the effects of both increasing field strength 
and temperature. Figures 6.3 (a), (b) and (c) show the current 
traces obtained at three field strengths at temperatures of 20°c, 49°c 
and 78°c. All measurements were obtained from the same single crystal, 
the dimensions of which were as follows; 
Distance between electrodes 
Cross sectional area = 
0.223 cm 
7.32 x 10-s cm 2 
The aim was to make an estimate of the average frequency and amplitude 
of the current oscillations under the various conditions of study. 
Although a complete investigation of this kind would involve a Foui-ier 
analysis of the wave forms1 it was considered that the final results 
would not be sufficiently useful to justify the time spent. Instead 
it was decided to make a rough estimate by simply counting the number 
of current peaks or troughs in a given time period. Alternatively, 
an estimate can be made by counting the number of times the current 
crosses a mean in a given period. By inspection of a series of 
current traces and those shown in figure 6 , 3 the general conclusion 
was made that the frequency of the flucuations can be claimed as a 
few hertz i.e.~ 5 ± 5 Hz . The most significant result however, is 
that the average frequency appears constant, regardless of both the 
applied field and the temperature. 
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Current fluctuations with time in a single crystal of AgN3 . 
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As for the amplitudes of the oscillations, it appears from 
figure 6.3 that they remain, on average, reasonably constant with 
time and applied field. However, it is our experience that the 
amplitude of the oscillations increases as the mean current level 
increases. In practice, the amplitude is found to be a more variable 
quantity than the frequency and is usually between approximately 
5% and 50% of the mean current level, 
iii) 4-Pole electrical measurements 
--------- --------------
This experiment is an extension into high fields of that described 
in section 2.5 (i) of chapter 2. The experimental arrangement is 
identical and the sample is that shown in figure 2.15 and plate 2.3. 
As with the previous experiment the aim was to investigate the 
presence of a space charge region near to one or both of the electrodes. 
Although such a region could not be detected by the low field 
experiment of section 2,5 (i) it was considered that a high field 
experiment may prove successful, At high fields, (i.e. above ,;:::::; 
100 V.cm'."" 1 ) current fluctuations occur and if these are attributed 
to electron injection at the cathode due to a space charge region 
(Tang and Chaudhri 1979 a) then it is reasonable to assume that the 
space charge region will be most easily detected under these conditions. 
In the ~xperiment a voltage Vo was applied to electrodes A and 
D (see figure 2.15) from a battery box isolated from ground potential. 
The current in the circuit was measured using a 'Kiethley 616' 
digital electrometer and the voltage V between electrodes Band C 
was measured with . a second electrometer of type 'KietPley 602'. 
The 602 electrometer was battery operated and could therefore be 
properly isolated from ground potential . Measurements were made at 
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two field strengths (~ 133 V.cm- 1 and 206 V .cm- 1) at temperatures 
0 0 0 0 of 2 C, 21 C, 42 C and 63 C. The results are recorded in table 6.3 
below which is analagous to table 2.2 in chapter 2. 
T(°C) Vo(volts) V1(volts ) E (V cm-1) 
0 
E1 (V cm-1) E1~E0 (V cm"l.) I (amps) 
·-
2 29.6 13.4 133 147 !Li. 6.0xI0- 12 
2 46.0 21.0 206 231 25 I .Ox!0- 1 o 
21 29.7 12.5 133 137 4 2.0x!0-11 
21 46.0 21 .2 206 231 25 1.5x!0-10 
42 29.7 11.0 133 121 -12 8. OxJ0- 11 
42 46.0 19 .o 206 209 3 3.5xlo- io 
63 29.7 10 .0 133 110 -23 2.5xlo- 10 
63 46 . 0 18.0 206 198 -8 6.0x!0-10 
Table 6.3 4-Terminal data obtained from a single crystal of AgN 3 as 
shown in figure 2.15 and figure 6.4. 
On application of the field the current increased with time and 
showed fluctuations as shown in the traces in figure 6.4 (a) to (p). 
The voltage V1 increased in accordance and is also shown in figure 6.4. 
After v1 had reached a stable value the field E1 was recorded. At 
the lower temperatures and field strengths it can be seen that the 
field E1 is greater than E . This was also found to be the case in 0 
the earlier experiment and was attributed to error since it is not 
reasonable to consider the interfacial regions to have a higher 
conductivity than the bulk. However, from table 6.3 it can be seen 
that this error is reduced as the temperature is increased. At 
T = 
0 . 63 C the field E1 is in fact reduced to a lower value than 
the applied field E . 
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FIG. 6 ·4 
4 - probe current and voltage - time characteristics of an AgN 3 single c rystal. 
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If t he lowering of the fie ld E1 is attributed to the formation 
of an ionic space charge region then this behaviour would be 
predicted, As the temperature is . increased, so too is the ionic 
mobility and the rate of charge transport within the material. Thus~ 
the rate of arrival of charge into the space charge region increases 
but the rate of removal of charge remains relatively unchanged since 
this is determined by the nature of the electrode - AgN3 contact . 
(Details of the electronic structure of the Ag - AgN3 contact are 
given in section 6.4). The field E1 in the bulk of the material 
therefore decrease s, lowering the bulk ionic current, until equilibrium 
is again achieved, 
The temperature dependence of the bulk field E1 is thus as 
predicted if we assume that a space charge region does exist. The 
amount by which E1 decreases clearly depends on how blocking the 
electrode contact is, and consequently on how high is the resistance 
of the electrode region . From the AC analysis of chapter 4 it was 
shown that the contact resistance is relatively low and thus He 
lowering of E1 is expected to be small , especially at low temperatures. 
It should be noted that the values for V1 quoted in table 6.3 
are the mean values obtained from the traces in figure 6.4. Since 
the current in this experiment shows fluctuations and the bulk 
resistance of the sample is assumed to remain constant, then clearly 
the potential V1 must also fluctuate with ti.me. In practice it can 
be seen that the voltage (V 1) oscillations do not follow the current 
as may be expected (see figure 6.4), The reason for . this is that the 
time constant of the voltage measuring circu i t is much longer than 
that of the current measuring circuit . Thus, the rapid oscillations 
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in the current do not appear to affect the voltage V1. At high 
temperatures the resistance of the sample 1.s lower and the time 
constant of the voltage measuring circuit is shor ter . Thus, at 
high temperatures the voltage V1 can be seen to fluctuate, although 
still with a longer time period than the current (see for e xample 
the V1 trace o~ figure 6.4 (M)). 
A s e cond observation conce rning the time constant of the circuits 
is the initial transient r esponse of both the current I and the 
voltage V1. At low temperature, I and V1 each take several miimtes 
to reach equilibrium. For the voltage circuit the time constant Tv 
is given by; 
= 
where Rs is the sample resistance between electrodes Band C (see 
figure 2 . 15) and Cs includes the s amp le capa citance plus all the 
stray capacitance s in the leads etc. At room temperature Rs may be 
estimated to be% 10 12 ohms and Cs«:: 100 pf. Thus; 
= 100 seconds 
This seems reasonable from the V1 traces in figure 6.4 ( e ) and (g). 
However , for the current measuring circuit the time constant -r 1 is 
much shorter since at most the imput impedance of the current 
measuring electrometer is «:: 10 9 ohms. Thus, at most; 
= 0. 1 seconds 
The long rise time of the current is therefore not due to the 
electrical circuit but seems to be a true physical response of the 
material. For this reason the transient current response has been 
studied in greater detail as follows . 
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iv) Transient response of currents at high field strengths 
The observation was first made by Tang (1979) that the initial 
rise time of the current in AgN single crystals was affected by 
3 . 
the recent electrical history of the sample. He demonstrated that 
when the field is removed from a sample and reapplied soon afterwards 
the second rate of rise of the current is greater than the first. 
He called this phenomena a 'memory effect' and noted that it was 
only present when the applied field was sufficiently high to cause 
-1 current instability (i.e.;;:, 100 V cm for single crystals). The 
only other reference to this effect in the azides is made by Cornelis 
(1974) for the case of lead azide. However, no detailed account 
or physical explanation for the effect is given. 
In this section some details of the 'memory effect' are given 
for temperatures of 3°c, 20°c, 40°c and 60°c. The crystal used 
for this experiment was the same as that used for the 4-pole 
measurements and the field was applied between electrodes A and D 
in figure 2.15. Figure 6.5 (a) to (d) shows the current-time 
· traces for the first and subsequent applications of the field. In 
each case the applied field was 206 V cm- 1 • 
The memory effect is best observed at low temperature, see for 
example figµres 6.5 (a) for T = 3°C. On first application of the 
field the current rises very slowly showing small amplitude current 
fluctuations. The rate of current rise is ,not constant but reaches 
a value of~ 3.2 x 10- 11 A after a period of 18 minutes (see figure 
6.5 (a)) . The second application of the field (5 minutes after the 
removal of the first) shows a more rapid rise in current, reaching 
a value of 5.4 x 10- 11 A in the same time period . The third 
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application of the field shows a current rise to 6.8 x 10- 11 A 
again in the same time period. 
At r oom temperature the s ame effect can be seen but here the 
response of the current to the field is faster and thus less 
noticable. The current reaches equilibrium in approximately 4 
minutes, see figure 6.5 (b). It is also shown here that the memory 
effect is not permanent. That is, if a long time period is left 
between the successive applications of the field then the rate of 
current rise returns to the original value. At higher temperatures 
i.e. 40°C and above the memory effect is not easily observed since 
the current response is too rapid. It can be seen from figure 6.5 (d) 
that the rise time for the current at 60°c is of the order of a few 
seconds. 
The explanation for the memory effect is given by Tang (1979) 
as follows. At high field strengths the current instability is 
accompanied by decomposition of the material (the details of this 
process are discussed in section 6.5). The solid product of this 
decomposition (i.e. silver) is seen to form on the surface of the 
silver azide crystals as small 'islands' of metallic silver (see 
sections 6 . 5, 6. 6 and chapter 7). As decomposition progresses the 
islands increase in size by the capture of individual silver atoms 
which are mobile on the crystal surfac1~. Eventually the islands 
combine and form paths of hi gh electrical conductivity which are the 
cause of the gradual increase in the mean current value. The memory 
effect is exp lained as being caused by the presence of silver atoms 
which have not yet aggregated after the removal of the field for the 
first t ime. Whe,n the. field is ap]Jlied for the second tim,~ the grcwth 
( 
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of the conduction fil aments is faster owing to the already prese
nt 
and mobile silver atoms. Thus the rate of current increase is also 
higher. After long periods of time (several hours) in the absence 
of a field the silver atomi eventually all aggregate and growth 
of the silver films ceases. Reapp lication of the field results 
in the original decomposition rate and the original rate of curr
ent 
increase. 
The explanation is tentative and specific details of the mechani
sm 
were not given. We argue here that if surface silver atoms are
 
thought to be highly mobile in order to form large stable nucle
i, 
then complete accretion will occur in some small fraction of a 
second 
as is the case for the condensation of atoms from the vapour. I
n 
chapter 7 we treat this subject in greater detail and propose an 
alternative explanation. 
We continue now with a more detailed discussion of the processes
 
which lead to decomposition resulting from high field conduction
 
in silver azide. 
6.4 Current Injection in Silver Azide 
It was first proposed by Mott and Gurney (1940) that, based 
on the energy-band viewpoint, it should be possible to obtain 
injection of electrons from a suitable contact into an insulator in 
a manner very similar to the field emission of a thermionic cath
ode 
into a vacuum. It was also pointed out that such injected electrons 
would very like l y be captured by traps consisting of localized e
nergy 
levels lying within the band gap of the insulator. Rose (1955) gave 
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a detailed description of the effects of trapping electrons on the 
form of the reduction of the injected current. More recently 
Lampert and Mark (1970) have reviewed the whole subject of current 
inj ection in solids ~nd give theoretical predictions for voltage-
current characteristics under various conditions of injection. Electron 
injection in silver chloride was studied by Brown (1955) but in 
thi s case inj ec tion was the result of S-particle impact rather than 
emission from an electrode. 
Before considering the plausability of electron injection we must 
first consider the energy diagram for the particular contact in 
question. Figure 6,6 shows a simplified energy diagram predicted for 
a silver-silver azide contact. The band structure of the azide is 
as given most recently by Zakharov et.al. (1978) (see also figure 2.6 
in chapter 2). For metallic silver the work function~ depends on 
crystal orientation and has been deduced by Dwe!jdari and Mee (1975) 
and (1973) as follows; 
Crystal face 
(100) 
(110) 
( 1 11) 
Work function~ 
4.64 eV 
4.52 eV 
4.74 eV 
Since in our_case the silver electrode is polycrystalline we may 
take the smallest of these values i.e. 4.52 eV. From figure 6.6 the 
electron affinity 1/J of the silver azide is s·een to be, 1/J = 1.6 eV. 
Thus for electrons a schottky barrier exists of height (~-1/J) = 2.92 eV. 
We may therefore have electronic conduction if electrons at the 
fermi level in the electrode can gain sufficient energy to overcome 
this barrier to the conduction band of the silver azide. In the 
o---,-r-o/-- 1-·6-eV-- · --------.-1-
cb~--,-~~~~~~-,-~~~~~~-
f6 =4·52 eV 
Eg = 3·5 eV 
f--- ------- --·--
silver oz id e metallic silver 
FIG. 6·6 
Schema.tic energy band diagram for the silver--silver azide 
c ontact neglecting band bending. The electron affinity <f' 
and band gap Ea,- for silver azide are taken from Zakharov 
et. al. ( 1978). The work function tjf for silver is taken 
from Dweyderi and Mee ( 1975). 
f 
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Eg = 3·5 eV 
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silver oz id e metallic silver 
FIG. 6-6 
Schematic energy band diagram for the silver--silver azide 
contact neglecting band bending. The e lectron affinity<(/ 
and band gap £it' for silver azide are taken from Zakharov 
et. al. (1978). The work function r;J for silver is taken 
from Dweyderi and Mee ( 1975). 
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absence of an applied field the number No of electrons which can 
surmount this barrier by thermionic emission is given by Mott and 
Gurney as, 
No~ 2 (2nrnkTJ f exp - (~-~)/kT .... 
. h2 
( 6. 1) 
where m is the effective mass of the charge carrier and his Planck's 
constant. In general the pre-exponential term is of the order of 
10 19 , thus we may write; 
No~ 10 1 9 exp - (~-~J) /kT (6. 2) 
-31 At room temperature and (~4J) = 2.92 eV, No~ 10 , i.e. the~e 
are no electrons in the conduction band. Indeed, for an appreciable 
current to be observed, No would need to be of the order of 1010 and 
from (6.2) at room temperature this gives a value for(~-~) of ~0.5 eV. 
Although this value is possible for some combinations of metal-insulator 
contacts it is clear that f6r the case of silver-silver azide, 
thermionic emission of electrons is out of the question. 
We now consider the separate mechanism of field emission. In 
this process electrons in the metal gain energy from the applied 
field and are injected into the conduction band of the insulator. 
The process is similar to the field emission of electrons from a cold 
cathode into a vacuum. In the alkali halides field emission can 
-1 occur for applied field strengths in the range O .5 to 1. 5 :t,fv. cm and 
usually results in spontanious dielectric breakdown of the material. 
Von Rippel ( 1938) and (1939) has measured the breakdown strengths 
of some alkali halides and these are given in table 6.4. 
At such high field strengths electrons injected from the cathode 
are accelerated in the conduction band to the anode and undergo 
collisions with lattice ions on the way . Further electrons are 
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NaCl NaBr Nal KCl KBr Kl RbCl RbBr RbI 
Theory 1.5 I. 3 l . 4 0 . 89 0.73 0.63 0.84 0.54 0.47 
Observed 1.5 1.0 0.8 0.7 0.6 0.7 0.6 0.7 0.5 
Table 6.4 Breakdown strengths in the (100) direction of some alkali 
-1 halides in MV.cm at 300 K (from Mott and Gurney (1940)). 
produced as a result of the collisions and the current rapidly 
increases. The 'electron avalanche' so produced causes joule 
heating of the material and breakdown ultimately occurs 1.n a 
similar manner to a spark discharge through a gas. 
Now consider the case for NaCl in contact with a silver electrode. 
The electron affinity for NaCl has been given by Mott and Gurney 
as~= 0.5 eV. The quantity(~-~) as discussed above for this 
contact 1.s thus; 
(~-~) ~ (4.52 - 0.5) = 4.02 eV (6. 3) 
This is clearly a considerably greater energy barrier than that 
of 2.92 eV for silver azide as shown in figure 6.6. However, from 
table 6.4 above it can be seen that the breakdown strength of NaCl 
-1 is given as 1.5 MV.cm and we may therefore predict that breakdown 
1.n silver azide should occur at a lower field strength than this . 
Indeed we have already stated that breakdown occurs in less than 
second for fields in excess of 4 KV cm- 1 • 
For the case of silver azide however, we do not consider that 
breakdown occurs by this 'electron avalanche' mechanism. The analo gy 
with sodium chloride (and other ionic materials) is made only to 
illustrate the magnitude of field strength required to produce 
electron injection. I n silver azide we propose that such high 
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field strengths occur only at the electrode interface, thus allowing 
injection, but that in the bulk the field strength is insufficient 
to cause avalanching. 
In the las t section of chapter 5 the results of the AC analysis 
were discussed and it was clearly shown that the field strength in 
the interfacial r egion was estimated to be more than 103 times that 
applied to the bulk (see equation (5.6) and (5 .7 )). Thus for an 
applied field of % 80 V. cm-1 ( the field strength at which current 
fluctuations and non-ohmic conduction occur~ see figure 6.1 (a) and 
-1 (b)) the interfacial field expected is of the order of O. 1 MV.cm . 
For the reasons given in section 5.4 this value is taken to be a 
minimum and thus by comparison with the values given in table 6 . 4 it 
is considered that this field strength is sufficiently high to produce 
electron injection in silver azide. 
Below the critical field strength of% 80 V,cm- 1 , injection 
does not occur and conduction is only by ions and is ohmic. Above 
the critical field st! ength, injection begins and conduction is both 
ionic and electronic. Thus the voltage current . characteristic becomes 
non-linear and follows some other law i.e. 
In other materials where electron injection is found to occur the 
value of x has been deduced and is usually in the range 1 < x < 8 
(Lampert and Mark (1970)). For silver azide however , it is not 
possible to derive a value for x. Since very soon after the onset 
of injection the current displays time variability as shown in figure 
6.1 and described in section 6.3. 
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The picture of high field conduction is therefore not a simple 
one and we consider that the process of electron injection is only 
the first in a series of events which give rise to the observations 
previously described. From the work of previous authors, alieady 
mentioned, it is known that chemical decomposition of the material 
occurs at the high field strengths considered here. Thus we 
conclude that the onset of injection (and therefore the presence of 
electrons in the conduction band) not only increases the current 
level in the material but also provides the first step for decomposition . 
Of course, at this stage we have not given an explanation for the nature 
of the current fluctuations but it seems likely that these occur 
either as a result of injection (as in the mechanism of trapping 
and detrapping proposed by Tang) or as a result of decomposition. 
An example of the latter might be unstable conduction in the surface 
silver film, but this will be discussed latter in section 6.6 
Whilst discussing the subject of electron injection we must also 
consider the accompanying process of hole injection at the cathode. 
In chapter 4 the equivalent circuit analogue contained one R-C element 
which was attributed to interfacial polarization. This does not 
mean that polarization occurs only at one electrode but simply that 
the effects _of both electrodes are lumped together in the same circuit. 
If we assume that the polarization results from ionic currents then 
we may also assume that a similar space cha·rge region will exist 
at each electrode. At the cathode, interstitial Ag+ accumulates 
and forms a positive space charge region as already discussed. At 
+ the anode a similar region will be produced by the deple tion of Ag 
and therefore the effective surplus of N3 . Thus a negative space 
' II 
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charge region exists at the anode. The quantity of charge stored 
in each region is identical and we may thus assume tha t a similar 
high field strength region exists at the anode. The energy barrier 
for hole injection is given by the quantity (~ + Eg - ~) in figure 
~he 
6.6. For A silver-silver azide contact this quantity is less than 
(~-~) for electrons i . e. 
(~ + Eg - ~) = 0.58 eV 
C' f. (~-~) = 2.92 eV 
Thus we may expect hole injection to occur more readily than electron 
injection and also contribute to the current flow. The mobility 
of a hole is of course much less than that of an electron and this 
contribution may only be small. 
The injection of a hole, in the band diagram of figure 6.6, 
a 
corresponds to the removal of1,..valence electron from the azide ion 
into the anode, thus producing a free N3 radical, As holes migrate 
towards the cathode some of them combine, forming free nitrogen 
i.e. N3 + N3 ~ 3N2 , which escapes from the crystal at the surface 
and internal cracks or voids . The removal of nitrogen in this way 
+ leavs behind a non-stoichiometric excess of Ag. This increases 
the ionic current and in turn the positive space charge at the cathode, 
thus assisting the injection of electrons and further decomposition . 
Before continuing with the mechanisms of electrical decomposition 
it is relavent to briefly consider the pre;ent theories of thermal 
decomposition since this has been studied in greater detail and 
provides a basis for our further discussions. 
I I 
- 178 -
6.5 The Thermal Decomposition of Silver Azide 
Silver azide decomposes on heating , forming metallic silver 
as the solid product and evolving gaseous nitrogen. The reaction 
is exothermic and can be written as; 
2Ag N3 7 2Ag + 3N2 + 6H (6.4) 
where i1H is 148;3 kcal. (Bowden and Yoffe 1958). Isothermal 
decomposition occurs in the range of % 150°C (423l<) to the melting . 
point (5241{) and has been investigated by a number of authors (for 
example, Bartlett et.al. 1958 and more recenlty Tang and Chaudhri 
1979 b). General reviews of the subject appear in Young (1966), 
Fox and Hutchinson (1977) and Jacobs and Tompkins (1955). In this 
section we shall describe only briefly the details of decomposition 
with our interest mainly in the formation of the solid silver product. 
The suggested mechanism put forward by Tang and Chaudhri (1979 b) is 
based on the earlier theories of Mott (1939) for the decomposition 
a.nJ. 
of barium azideAis as follows. 
The initial and rate-limiting step in the process is taken to be 
the thermai eIDJ.ssion of valence electrons into metallic silver 
particles which have already formed in the nearby azide. The process 
can be viewed as the emission of a hole from the partly filled band 
of the silver into the valence band of the azide. The hole diffuses 
away from the interface and eventually combines with another at the 
crystal surface to form free nitrogen gas. The remaining silver 
nucleus is left in a negativly charged state and thus attracts mobile 
interstitial silver ions from the lattice. A silver ion making 
contact with the nucleus is thus neutralized, the nucleus has grown 
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and the situation has returned to its original state. The whole 
process is then repeated. The various stages of the mechanism can 
be sunnnarized as follows; 
(i) N3 + Agn -+ -<!·- N~ + Agn 
(ii) + Agn + Ag -+ Agn+t 
(iii) N~ 0 + N3 -+ 3N2 
After stage (i) has occu{ed the hole (N°) diffuses away from the 
interface and so does not interfere with the process of stage (ii). 
Combination of N° radicals is considered to take place only at the 
crystal surface or internal cracks or voids since within the bulk 
the associated strain energy would be prohibitivly high . . In fact 
cracking at the crystal surface is usually seen to accompany thermal 
decomposition and is likely to be caused by strain energy of this 
origin. Similarly, silver nuclei are only seen to form on the surface 
and it may thus be inferred that the entire decomposition process 
is a surface phenomena. Once growth of silver has begun there is 
no further nucleation. This has been shown by observing the fact 
that 'no silver is formed on the surface of new cracks which occur in 
later stages of decomposition. It is thus energetically more 
favourable for continued growth rather than further nucleation, an 
observation -in keeping with general theories of thin film formation 
(see Hirth and Pound 1963). 
It is now well established that the dominant defects in silver 
azide are interstitial silver ions (see chapter s 2 and 5). Thus, it 
is considered that the concentration of mobile Ag+ is sufficiently 
high to maintain the stage (ii) r eac tion (especially at the 
temperatures at which decomposition takes place). The stage (iii) 
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reaction is exothermic by 9.5 ± 0.5 eV (Tang and Chaudhri (1979 b)) 
and is expected to have a small activation energy of less than 0.2 eV 
(Thomas and Tompkins (195 I)) . 
The fact that decomposition takes place via the fermi level of 
metallic silver can be inferred from an energy band point of view. 
According to Gray and Waddington (1957) the thermal energy EkT 
required to excite an electron from the valence band into the 
conduction band is given by; 
2.05 2 Eg/9.5 (6.5) 
If we again take Eg ~ 3.5 eV (Zakharov 1978), then EkT % 1.5 eV. 
This value is significant l y higher than the energy required to 
promote an electron from the valence band to the fermi level of 
silver which as we calculated in the l ast section is given by the 
quantity (1/J + Eg -cp) 0.58 eV. It should be pointed out here that 
these values are approximate and serve only to i l lustrate the 
discussion. The values for EkT and .(1/J + Eg-cp) are given by Tang 
and Chaudhri (1979) as 1.8 ± O. 1 eV and I. 1 ± 0.3 eV respectively. 
The discrepancy arises purely from the choice of values in the 
literature. The band gap Eg, for example has been given the values 
4.32 eV (McLaren and Rodgers 1957), 4.27 eV (Evans and Yaffe 1959), 
4.1 eV (Dubovitskii et.al. 1976), 3.9 eV (Zakharov et . al. 1976) and 
3.5 eV (Zakharov et.al. 1978). We could of course simply take 
the average for the purpose of our discussions but instead we have 
chosen the most recent value of 3.5 eV. In all cases however, it 
clearly requires less energy to transfer an electron into the metallic 
silver than to make a direct band to band transition. 
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In the case of a perfectly fresh and undecomposed crystal there 
is no metallic silver present for the above mechanism to take place . 
Thus, in the very first instance a valence electron must be excited 
directly into the conduction band. This electron must become trapped 
at some localized energy level, attract a mobile interstitial Ag+ 
and produce the first neutral atom of silver. On its own such a 
single atom is unstable and may dissociate after some time. Thus, 
sufficient atoms must be produced in this way. Such that combination 
into a stable nucleus becomes a likely probability within this 
lifetime. For the case of silver on a NaCl substrate a stable 
nucleus need consist of only two atoms (Venables and Price 1975). 
The energy required for nucleation is thus higher than that required 
for growth, so that once silver is formed the process becomes 
autocatalytic. 
On the surface neutral atoms are thought to be highly mobile 
and nucleation takes place in a similar fashion to the condensation 
of silver vapour in a vacuum. Nucleation occurs uniformally over 
the surface of the crystal and after an initial growth period 
individual clusters of silver atoms appear which are approximately 
equal in both size and number density. As decomposition becomes 
more advarrced the growing clusters of silver atoms seem to aggregate 
and from into larger 'pebbles' of silver. The process by which 
this happens is unclear but the final product is a distribution of 
silver pebbles which can be of the order of 20 µ in size (see Tang 
and Chaudhri 1979b) . The exact size depends on the temperature of 
decomposition . Individual pebbles are roughly spherical but show 
very angular and distinct crystal faces . They are thus thought to be 
single crystals . 
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In the case of electrical decomposition the formation of 
surface silver takes on a different form and this will be studied 
in greater detail in chapter 7. 
6,6 The Electrical Decomposition of Silver Azide 
Electrical decomposition,or more correctly, electrically 
induced chemical decomposition, is discussed in this section in 
terms of a model which, in essence, is similar to that used to 
describe thermal decomposition. The major differences being in 
the initial stages of silver formation, For the case of electrical 
decomposition we now assume that the first stage of the process is 
the injection of electrons into the conduction band as described 
in section 6,4 Thus, having achieved electronic conduction we can 
also assume that a finite number of electrons become localized in 
traps throughout the bulk of the material. A trapped electron 
attracts a mobile interstitial Ag+ and forms a neutral silver atom . 
. Silver atoms migrate by diffusion to the crystal surface and there 
form metallic silver in the form of islands and filamentary structures 
as will be described in chapter 7. Islands of silver act as efficient 
electron traps and thus grow in a similar manner so that described 
for thermal decomposition. The maJor difference being that in this 
case the trapped electrons originate from the conduction band, 
whereas in the thermal case, electrons were excited from the valence 
band . In the very first instance when no metallic silver has formed, 
electrons are assumed to be localized in alternative traps. These 
may be surface states, impur i ty or exciton levels etc. It is also 
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possible that such traps may be provided by the interstitial Ag+ 
since these are the dominant defects in the system and will 
certainly have localized energy .levels associated with them. If 
this were the case then neutral silver atoms would be produced 
directly without the need for mobile Ag+ to migrate towards a 
trapped electron as a secondary process. Such a process also implies 
that neutral silver atoms are produced within the bulk of the material 
rather than at the surface. 
For the case of thermal decomposition the rate limiting step 
has been identified as the thermal excitation of a valence electron 
into the unfilled band of metallic silver. In our model for 
electrical decomposition this process does not occur and we therefore 
have some other rate limiting step. The transfer of an electron 
from the conduction band into silver is a decaying process and is 
assumed to occur spontaneously with no energy barrier involved. It 
seems likely that the rate limiting step is the injection of an 
electron into the conduction band, in which case the decomposition 
rate should be approximately proportional to the current at high 
fields. In fact this conclusion was reached by Tang (1979) when he 
tentatively deduced that the rate of evolution of nitrogen gas 
(and hence the decomposition rate) was roughly proportional to the 
current . 
An interesting point can be made here r egarding the transition 
of an electron from the conduction band to the fermi level of metallic 
silver. The energy difference involved is once again the quantity 
(~-1/;) in figure 6.6, and this we have seen is~ 2.92 eV. In making 
such a transition an e l ectron may be expected to emit a photon of this 
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energy. Since E(eV) hv (where his planck's constant and v 
the photon frequency) and A= c/v (where c is the velocity of 
li ght A the photon wavelength), .it turns out that the wavelength 
of the emitted photon is A% 425.2 nm. This is just inside the 
visibl e spectrum (at the blue end) and we conclude that the crystal 
should emit blue light whilst decomposing in an electric field. The 
intensity would almost certainly be very low and would account for 
the fact that the observa tion has not been made, Also there may 
be some error in our estimation of the quantity (<ji-ij;) and the 
emitted light may thus lie beyond the visible spectrum. Nonetheless, 
it should be possible to expose a photographic film over a long time 
period in order to verify this prediction. We therefore propose 
such an experiment for future work. 
As already mentioned, the accompanying process of hole injection 
leads to the formation of nitrogen gas away from the anode. We 
have made no study of the formation of nitrogen in this work but 
have made the observation that single crystals crack in the c-axis 
direction when high fields are applied. The cracks do not appear 
immediately and occur only if the current is high i.e. of the order 
of a few microamps so that the rate of decomposition is high. The 
cracks are -considered to be produced by the formation of nitrogen 
within the bulk of the crystal, thereby setting up high levels of 
strain energy within the lattice . The crystal cracks after some 
induction period when the internal pressure exceeds some critical 
limit for fracture. Plate 7.1 shows cracking of this nature . 
A diagramatic representation of the . various stages of the 
proposed mechanism for electrical decomposition is shown in Figure 6.7. 
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FIG. 6.7 Schematic diagram of the various stages of electrical decomposition in AgN3 . 
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It can be seen that this mechanism allows the formation of both 
metallic silver and nitrogen gas at regions away from the electrodes 
in accordance with the observat~ons of Sukhushin et. al. (1973), 
Tang (1979) and this work (chap ter 7). Each of these authors have 
ruled out the possiblity of purely thermal decomposition by joule 
heating of the current. For the low current levels at which decomposition 
is seen to occur ( ~ 10-9 A) the temperature rise it seen to be 
negligible. Furthermore, Sukhushin et.al . (1973) placed a nucro-
thermocouple directly on the surface of a crystal and saw no rise 
in temperature during decomposition. Similarly, the decomposition 
by a purely electrolytic process has been eliminated by this author 
since the rate of evaluation of nitrogen is observed to be 3 - 6 
orders of magnitude (for different azides) hieher than that predicted 
by electrolysis. Also, an electrolysis mechanism would only allow 
the formation of nitrogen and metallic silver at the electrode contacts, 
and this we have seen is in contradiction with observations. 
An experiment performed by Sukushin et.al. (1973) was to place 
a crystal of silver azide in oil and observe the macroscopic physical 
changes that took place when a high field was applied. He does not 
record the values of the field strength used but does mention that 
the average currents were~ 10-9 A. He notes the formation of 
bubbles on the surface of the crystal away from the electrodes 
(i.e. nitrogen gas) and an area of darkening on the crystal surface . 
After etching, the dark area appears violet in colour and he 
attributes this to the presence 'Of surface silver." In fact it is 
well-known that thin discontinuous films of silver (~ 10 R ave rage 
thickness) do appear as a redish-pink colour due to the scattering 
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of light by individual clusters of silver. Sukushin et.al. does 
not extend his observations beyond this macroscopic level nor 
does he make a detailed analysis . of the current behaviour. However, 
he does mention the existance of current spikes or 'blips' and 
goes on to propose a mechanism of decomposition which involves 
the development of discrete electron avalanches. He suggests that 
electrode polarization (i.e. a space charge region) causes current 
injection as a result of the increased interfacial field strength. 
Injected electrons are accelerated in the high field region and 
discrete electron avalanches occur which give rise to the current 
spikes. He suggests further that the region of the space charge 
may move through the crystal by a mechanism analogous to the Gunn 
mechanism and create conditions necessary for pair ionization 
within the material. Presumably by his model decomposition arises 
as the result of recombination of electrons and Ag+ in a similar 
manner so that which we describe here. 
We argue here that a Gunn type mechanism seems very unlikely 
since it is rarely observed and only occurs in a few semiconducting 
materials under certain specific conditions. We also suggest that 
the occur1:ence of an electron avalanche in the interfacial region 
would be likely to cause initiation of explosion. A more simple 
model would be to just accept that electron injection alone gives 
rise to the high current and that the superimposed fluctuations 
result from the ·space charge region being unstable. The necessity 
for electron mutiplication by impact ionization is thus not 
required. However, since we do not have any experimental evidence 
to s upport these ideas we cannot be sure that impact ionization does 
I I 
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not take place, If it does, then we must assume that the process 
is rapidly 'quenched' by the positive space charge, region so that a 
cascading avalanche does not initiate an explosion. It may be 
that a restricted ionization of this nature 1s the cause of the 
occasional sharp spikes ('blips') seen in the current. Such 
mechanisms are of course speculative since we do not have any direct 
evidence to support: these ideas. It may be expected that at higher 
temperatures where the ionic mobility is higher, the rate of formation 
and collapse of the space charge region will be more rapid and 
thus the frequency of the current fluctuations should also be higher. 
However, such a temperature dependence has not been seen and so 
these ideas will be left open until further experimental evidence 
arises. 
An alternative and rather different mechanism to explain the 
. current fluctuations is to consider a current being conducted 
through metallic silver on the surface of the crystal. Such a 
current only begins to flow after decomposition is well under way and 
considerable surface silver is formed. As filamentary structures 
of silver are produced so the mean value of the current increases 
as observed (see for example figure 6.1 (a)). Joule heating of 
the silver filaments causes local breaking at 'hot spots' and 
continued decomposition causes subsequent rejoining. The current 
thus fluctuates with ti.rne. In fact we have made an experiment in 
which the current through a discontinuous silver film, vacuum 
deposited onto a glass slide, was monitored during the growth of the 
film. Initially no current flows, but as the film increases 1n 
thickness the conductivity rapidly increases. For high applied fields , 
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local melting of the film did occur and violent current fluctuations 
were observed. Thus, it was shown that such a mechanism can be 
made to reproduce the current behaviour seen in silver azide. 
However, such an experiment does not prove that this is the 
situation we have and again we only speculate as to the causes for 
the current instability. 
In this section we have proposed a model for the electrical 
decomposition of silver azide and suggested mechanisms to explain 
the observed current behaviour previously described in section 6.3. 
As yet we have given no explanation of the 'memory effect' as 
described in part (iv) of section 6.3. Since our ideas on this 
subject are related to the formation of surface silver the explanation 
will be given in chapter 7. 
6.7 Electrical Breakdown in Silver Azide 
C 
It was first shown by M Laren and Rogers (1957) and Bowden 
and McLaren (1958) that silver azide could be made to explode if 
placed between two electrodes and an electric field of% 250 V.cm-
1 
applied. They noted that there was a time delay to explosion which 
increased with the frequency of the field source. The results and 
conclusions of this early work are reviewed in Bowden and Yoffe (1958). 
They believed that electrons originating from impurities in the material 
were accelerated to the anode creating positive space charge fields 
at the cathode, leading to further electron injection into the 
mate r ial . The electron injection lead to exothermic decomposition 
followed by self heating and explos ion. Zakharov and Sukushin 
(J,970) and Sukushin et .. al. ( 1970) made exp e riments on pr·essed powders 
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of the materials Cu(N3 )2 and TtN3 . They concluded that breakdown 
1n mate1-lal resistance took place by the injection of holes from 
the anode for the case of Cu(N3)2, and by injection of electrons 
from the cathode for the case of T1N3 . The initiation of fast 
decomposition was considered to be caused by a similar mechanism 
C to that proposed by Bowden and M Laren. Melnikov et.al. (1970) 
made an alternative suggestion that in T£,N3 and AgN 3 the initiation 
of fast decomposition was due to heating of the material around 
regions where electrical discharges occur, i.e. a purely thermal 
initiation. Further experimental evidence provided by Chaudhri 
(1973) showed that in single crystals of AgN3 the point of initiation 
was not generally at the electrodes but at some point along the length 
of the crystal. This result tended to rule out the possibility that 
initiation was the result of impact ionization caused by electron 
injection at the cathode. More recently Tang and Chaudliri (1979 c) 
have confirmed these findings and propose an alternative model for 
breakdown in silver azide as follows:-
At the onset of current instability electrical decomposition 
occurs in the manner described in the previous section. The result 
of decomposition is the production of metallic surface silver which 
forms into filamentary structures ,providing paths of high conductivity. 
The exact nature of these surface silver structures is not known 
but they propose that single atoms of silver have a high surface 
mobility and can therefore migrate for considerable distances , before 
coalescing to form stab l e structures. As a result, the silver is not 
uniformally distributed over the surface, as was the case for thermal 
decomposition, but instead forms as localized features which seem 
11 
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to grow 1.n preference to further nucleation (even when the field 
1.s removed and reapplied with reverse pola~ity). As decomposition 
progresses the formations of silver increase in both surface 
coverage and thickness , The total current therefore increases by 
metallic conduction on the surface. This explains the gradual 
increase 1.n ayerage current observed during the prebreakdown 
induction period. Occasionally joule heating causes local breaking 
in the continuity of the silver filaments. If the silver is thick 
enough however,che heating is sustained and thermal decomposition 
occurs in the surrounding material. This results in a sudden burst 
of both current and nitrogen evolution superimposed on the continuous 
electrical decomposition. As more surface silver is produced and 
the current increases still further, the energy in these 'thermal 
spikes' becomes greater. Ultimately, a 'hot spot' is created of 
sufficient thermal energy to cause the initiation of fast decomposition 
1.n the crystal. 
In this model it can be seen that initiation need not occur at 
the electrodes . In general the point of intiation is randomly placed 
anywhere along the length of the crystal. It can also be seen that 
as the current level rises due to conduction through the surface 
film, the rate of decomposition of the material remains constant 
(since the bulk current is unchanged). This fact has been verified 
by Tang (1979) in an experiment in which he monitored the rate 
of nitrogen evolution at the same time as the current in the sample . 
He concluded tha t while the current showed a gradual increase with 
time the rate of nitrogen production remaine d constant . 
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In our own experiments, reported 1.n this chapter (section 6.3), 
it was observed that for the cases of both single crystals (c-axis 
measurements) and pressed powders the current levels at breakdown 
were always of the order of a few microamps. Clearly, the geometry 
of the bvo sample types is very different and it follows (as stated 
1.n section 6 . 3) that the current densi ty (and also the field) is also 
very different. This explains the reason why it is not possible 
to say whether the breakdown is field dependent or current density 
dependent. What we have is a surface phenomena which is independent 
of the bulk parameters. The only requirement for breakdown in this 
model is that the current through the surface film must be of such 
a level as to cause sufficient joule heating to thermally initiate 
the sample. From our experimental evidence this seems to be the 
situation that we have. 
It was pointed out in the last section that the observed rapid 
current fluctuations may also be explained in terms of a model 
based on conduction through a surface film. Once again the same 
phenomena was noted (see section 6.3 (i)) that the onset of current 
fluctuations could not be directly attributed to either the current 
density or the applied field. We tentatively suggest therefore, that 
the current" instability is also a surface effect and is similarly 
independent of the bulk parameters. 
As a final note, it must be stated that at much hi gher fields 
-1 
where breakdown occurs in less than a microsecond(~ I MV.cm , there 
is clearly insufficient time fo r a surface film to be produced. In 
this situation it has been shown (Tang and Chaudhri 1979 c) that for 
a crystal in air the point of initiation of fast decomposition is 
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at either one or both of the electrodes. We therefore suggest that 
at these extreme field strengths the breakdown is probably of an 
avalanche type mechanism. 
To conclude thi~ section we state that the production of 
metallic silver on the surface of silver azide appears to be an 
important process in both electrical decomposition and breakdown 
of the material. The following chapter is thus devoted entirely 
to a study of the formation and growth of this surface film. 
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CHAPTER 7 
· The Formation of Metallic Surface Silver on Single Crystals 
of AgN3 as a result of Electrical Decomposition 
7.1 Introduction 
7.2 Optical Microscopy 
7.3 The formation of Surface Silver 
7.4 Eh~erimental 
(i) electrical decomposition 
(ii) preparation of carbon extraction replicas 
7.5 Results and Discussion 
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7.1 Introduction 
The formation of surface silver resulting from electrical decompos 
tion has been studied by transmission electron microscopy using a 
surface relication technique. The results of the work are 
presented in the form of micrographs and electron diffraction 
patterns. There are clearly two types of silver produced, one consisti 
of small clusters of atoms showing a preferred orientation to each 
other and the parent lattice, the other consisting of larger 
accumulations of silver in the form of filaments and pebbles showing 
a random crystallographic orientation. Various models for film 
growth are discussed and an outline of classical nucleation theory 
is given. There is no single model which satisfactorily explains 
all of _the observations made and it is suggested that several, 
quite separate mechanisms may be involved. 
Experimentally, the process of producing carbon replicas may 
in itself cause some decomposition of the crystal surface. However, 
it was found that for perfectly fresh single cyrstals the surface 
replicas made showed no signs of silver formation. It is therefore 
assumed throughout this chapter that the observed features are the 
result of purely electrical decomposition. 
7.2 Optical Microscopy 
Evidence for electrical decomposition can be found by observing 
the formation of surface silver in the optical microscope. Such 
observations have been made on a variety of single cyrstals of silver 
azide and some typical results are shown in Plate 7. I. The crystals 
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were subjected to an applied field of~ 1.5 ~V cm- 1 for a period 
of R:; 16 hours. During this time the current displayed rapid 
fluctuations in the manner previously described and was limited to 
a maximum value of 0.5 µA (i.e. a current density of% 7 x 10- 3 A.cm- 2 ) 
by art external series resistor. The experiment was performed in the 
dark so as to avoide the influence of photo~currents. After 
removing the field, patches and filament-like structures could 
be seen on the crystal surface which have been identified by Tang (1979) 
as metallic silver. It is clear that the silver had formed in 
areas situated well away from the electrodes, showing again that 
the decomposition process is not electrolytic. 
From Plate 7.1 little information can be gained as to the 
mechanism of growth of the silver except to note that in some cases 
the silver appears to 'decorate' the macroscopic surface steps on 
the crystals. Tang has shown that when the field is reapplied, the 
already formed silver continues to grow in preference to the 
formation of new silver patches. This is also the case if the 
polarity of the field is reversed on the second application. Such 
observations suggest that the silver has a high surface mobility and 
that the energy requirement for continued film growth is lower than 
that for further nucleation. The formation of silver at localised 
areas on the crystal is in contrast with the situation for thermal 
decomposition where silver is produced as a uniform distribution of 
'pebbles', believed to be single crystals. 
Although it is possible to follow the growth of silver under the 
optic~l microscope it is clear that the initial stages of film 
formation occur long before the first silver becomes visible. For 
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this reason an extensive study of the macroscopic form of surface 
silver has not been made. Instead our attentions have concentrated 
on observing the earliest possible formations of silver, since 
these provide the most useful information on the decomposition 
process~ Optical microscopy has th~refore not been used for 
observations beyond those of Plate 7.1 
However, in addition to silver, it can be seen from Plate 7. 1 
that considerable internal cracking takes place within the crystals. 
The cracks can be seen to occur spontaneously at some time interval 
after the initial application of the field. The induction time 
before cracking is not easily reproducible but for the electrical 
conditions quoted here it is of the order of a few minutes. The 
cracks always appear to run lengthways along the crystal (i.e. parallel 
to the c-axis). 
It is considered that cracking is the result of decomposition 
products forming within the bulk of the material and setting up 
internal strain. It is probably the formation of nitrogen gas from 
the reaction N3 + N3 + 3N2. The reaction may occur at the surface of 
internal voids in which case the pressure in the voids will increase 
as decomposition proceeds. By this process it can be seen that 
an induction time will preceed the failure of the material as 
observed. By assuming the presence of internal voids in this model, 
the implication is made that cracking would not occur if the material 
were crystallographically perfect. Unfortunately, this is not possible 
to check since all the crystals used in this work ccintain many 
imperfections. 
j I 
I 
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Within a perfect lattice it is thought that the formation of 
either 3N2 or silver particles is prohibited by the high strain 
energy involved. Instead, N3 diffuses in the lattice by the 
migration of holes until a free surface is encountered where N2 
gas can be evolved. Similarly, neutral silver atoms are thought 
to diffuse within the lattice so that the formation of stable 
silver clusters is again a surface process. 
7.3 The Formation of Surface Silver 
In chapter 6 (section 6.5) the theory of nucleus growth due 
to Mott (1939) was described, Originally, this theory was proposed 
as a mechanism to explain the formation of barium nuclei in the 
decomposition of bariam azide. However, it was pointed out by 
0 Young (1966) that at 100 C the ionic conductivity of barium azide 
is 6. 3 x I 0- 12 ohm -1. cm - 1 and that according to Thomas and Tompkins 
(1952) a conductivity of about 9 x 10-6 ohm-1. cm-1 would be required 
for Motts mechanism to be applicable for reasonable rates of growth. 
Young therefore excluded Motts mechanism of nucleus growth on the 
grounds of this millionfold discrepency. For the case of silver 
azide, it has been shown in this work that at I00°C the ionic 
conductivity is~ 5 x I0-7 ohm- 1. cm- 1 (see figure 4.13, chapter 4) 
and the discrepency he.re is only one to two orders of magnitude. We 
thus consider that in silver azide at least, the Mott mechanism 
plays an important role in nuclus growth . 
This does not mean that all other models are excluded from our 
discussions since it is also probable that nuclus growth may occur 
by the addition of neutral silver atoms on the surface ln a process 
I I 
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very similar to that of condensation from a vapour. The only 
difference is that individual atoms arrive at the surface from 
the bulk side rather than from the vacuum (or air) side. The 
processes of nucleatiort and growth of thin films of gold and silver 
on substrates of alkali halide crystals have been extensively 
studied by a great many authors and from a subject in their own 
right. It is considered that such processes provide a useful 
analogy with the situation we have in silver azide since they give 
information about such details as surface mobility of atoms, rate 
of formation of nuclei, critical cluster size, distribution of 
clusters, epitaxy, etc. In this section we therefore give a brief 
description of thi~ film formation from the vapour. 
Consider the diagram in figure 7.1. Atoms of silver impringe 
on the substrate from the vapour, migrate over the substrate surface 
and desorb. At equilibrium the incident flux of atoms is equal to 
the rate of desorption. The average lifetime of an atorr- on the 
surface can be designated Ta. For nucleation of the solid phase to 
occur, atoms of silver must be present on the surface in sufficient 
number density that they can combine to form stable clusters within 
the lifetime T • In practice this is usually found since the temperature s 
of the subst~ate is low relative to that of the vapour. As 
combination between atoms takes place (i.e. by the formation of 
metallic bonds) so clusters begin to grow. In the early stages, a 
metastable cluster may dissociate into individual atoms. However, 
this process serves to increase the number of free atoms on the surface 
and so increases the probability of further nucleation. Eventually 
clusters grow to such a size that they are stable i .e. their own 
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Figure 7.1 Schematic diagram for the nucleation of a solid phase from 
a vapour phase at a surface. 
internal energy is sufficiently high to prevent dissociation. A 
stage is reached where the probability of an adatom finding a stable 
cluster is higher than that of finding another free adatom. Nucleation 
then ceases and growth of the stable clusters continues. The number 
density of the clusters thus remains constant throughout this 
period until such a point is reached where cbalescence occurs. At 
this stage two or more clusters comb ine into one and the number 
density decreases. Ultimately a continuous thin film is formed as 
continued growth takes place. A detailed description of the whole 
process is given by Donohoe and Robins (1972) for the case of gold 
condensation on substrates of NaCl. 
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Traditionally, the formation of clusters was treated as a purely 
conventional thermodynamic phase change from a vapour to a solid 
precipitate. Hirth and Pound (1963) described a nucleation theory 
on this basis using the Gibbs-Thomson law for neucleus stability. 
The Gibbs free energy G of a cluster of atoms is given by the difference 
between a surface energy term and a volume energy term. In general 
the difference in Gibbs free energy in changing from a vapour to 
a solid can be expressed as:-
(7. 1) 
where sis the surface area of the cluster, a the surface energy, 
v the volume, bGv is the Gibbs free energy difference per unit 
volume of the new cluster arid bG0 is the Gibbs free energy of 
formation of the cluster. If we assume that a cluster is hemispherical 
in shape we may write; 
(7. 2) 
where r is the radius of the cluster. A plot of equation 7.2 is shown 
in figure 7.2 below. Clear~y, 6G0 reaches a maximum value at some 
critical radius r*. 
By setting the first differential of equation 7.2 to zero the 
critical radius r* can be found i.e.: 
d_bG0 
= 4nrcr - 2nr2bGv = 0 dr (7. 3) 
r1" 2a = 6.Gv (7.4) 
and 
6.G * 8n cr3 
3 7J;7 0 V (7.5) 
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Figure 7.2 Change in Gibbs free energy of a cluster as a function 
of radius r. 
Thus, below r* a cluster grows with increasing free energy and will 
therefore be unstable. If growth ceases before r* is reached the 
cluster will dissociate and the atoms will remain free or join 
other clusters of radius greater than r*. Above r* a cluster grows 
with decreasing free energy and will thus . be stable. The value of 
* 
~G0 represents an energy barrier which must be overcome before nucleation 
can take place. 
Although this theory predicts a critical radius, it is found in 
practice that · r* is very small, i.e. of the order of 10 R. With s uch 
small cluster sizes the use of the thermodynamic quantities a and ~G 
V 
is no longer justified since they are bulk properties. Indeed there 
is increasing evidence that for condensing gold or silver atoms the 
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critical nucleus consists of just two or thre e atoms (see Venables 
and Price 1975). Thus, in recent years there has been a surge of 
activi ty in an effort to develop a new quantitative theory for thin 
film nucleation based on £11\ atomistic model. A review of this work 
is given by Venables (1973). 
In this section it is necessary only to describe the processes 
of film forma tion in a qualitative way. In particula r it should 
fie noted that in all theories of film nuclea tion surface adatoms 
are always assumed to be mobile. This is quite justifiable s:;__nce 
the formation of discre te nuclei or clusters , as opposed to a 
continuous film , necessarily implies such a mobility. In the 
fol lowing section it will be seen that for the case of silver 
formation on silver azide, the appearance of clusters is very 
similar in nature to that of condensation from a vapour. Thus, 
we may assume that during electrical decomposition, silver atoms 
are mooile on the surface and nucleation and growth occur by . the 
same mechanisms as for thin film formation. 
Surface mobility is clearly a diffusion process and may be 
quantified in the following way. Consider an atom arriving at a 
surface, diffusing some distanced and then desorbing. The lifetime 
of the atom on the surface , 8 is given by 
T = ..!..exp [~Gdes] s V kT (7. 6) 
where v is the adatom surface- vibrational frequency and ~Gdes is 
the energy required for the adatom to de sorb from the surface. The 
mean relaxation time ' e required for an adatom to reach thermal 
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critical nucleus consists of just two or three atoms (see Venables 
and Prici 1975). Thus, in recent years there has been a surge of 
activity in an effort to develop a new quantitative theory for thin 
film nucleation based on <11\ atomistic model. A review of this work 
is given by Venables (1973). 
In this section it is necessary only to describe the processes 
of film formation in a qualitative way. In particular it should 
be noted that in all theories of film nucleation surface adatoms 
are always assumed to be mobile. This is quite justifiable s:..nce 
the formation of discrete nuclei or clusters, as opposed to a 
continuous film, necessarily implies such a mobility. In the 
following section it will be seen that for the case of silver 
formation on silver azide, the appearance of clusters is very 
similar in nature to that of condensation from a vapour. Thus, 
we may assume that during electrical decomposition, silver atoms 
are mobile on the surface and nucleation and growth occur by . the 
same mechanisms as for thin film formation. 
Surface mobility is clearly a diffusion process and may be 
quantified in the following way. Consider an atom arriving at a 
surface, diffusing some distance d and then desorbing. The lifetime 
1
!11 
of the atom .on the surface Ts is given by 
T =]__exp [~G<les] 
s V kT (7. 6) 
where vis the adatom surface-:-vibrational frequency and ~Gdes · is 
the energy required for the adatom to desorb from the surface. The 
mean relaxation time Te required for an adatom to reach thermal 
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equilibrium with the surface has been estimated by Lennard-Jones 
(1937) to be ~ 2/v, thus 
Te ~ 2 T s exp . [ ~) (7. 7) 
If the binding energy betwen the adatorn and the substrate is high or 
if the degree of supersaturation is high then ti.Gdes >> kT. Thus, 
T >> Te and thermal equilibrium is reached long before desorption s 
occurs. In this case (as is usually found) the condensation 
coefficient is unity i.e. all surface atoms condense. On the other 
hand it may be that ti.Gdes ~ kT and desorption will then occur, 
reducing the condensation coefficient to considerably less than unity. 
As the migration of adatoms is a diffusion process we can 
calculate the distanced travelled in time T from the Einstein s 
relation for Brownian motion. That is; 
I 
d = (2DT ) 2 
s 
where Dis the surface diffusion coefficient given by; 
D = a 2 v exp [-ti.~¥) 
'a' is the jump distance between adsorption sites on the surface 
and li.Gd is the activation energy for a surface diffusion jump. 
Substituting (7.9) into (7.8) gives 
d = (2vT 5) ! a exp [-~~i.J 
and substituting (7.6) into (7.10) gives; 
d = 12 a exp [ ti.Gdes 2~T li.Gd) 
Clearly, the magnitudes of ti.Gaes and ti.Gd are of great importance 
(7. 8) 
(7. 9) 
(7. JO) 
(7. 11) 
in the surface diffusion process and for s ome systems precise values 
have beeri calculated (see Chopra 1969). However, both ti.Gdes and ti.Ga 
' 
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are very sensitive to surface conditions and vary considerably 
according to surface structure, contamination etc. Quantitative 
experiments must be performed in UHV (better than 10- 4 torr) 
and surfaces must not be exposed to atmospheric pressure. This 
is usua lly achieved for alkali halide ~ubstrates by cleaving 
fresh surfaces from single crystals in situ in the vacuum chamber, 
followed by some baking treatment. 
For silver azide crystals grown from solution and exposed to 
atmospheric conditions, the surfaces are certainly contaminated 
to an extent which will seriously affect the surface migration of 
atoms. It would therefore not be possible to make a meaningful 
quantitative study of the silver azide system unless highly 
elaborate techniques were used, Nonetheless, the results of this 
work show that in the early stages of film formation the appearance 
of silver clusters formed by electrical decomposition is very similar 
to those formed by condensation from a vapour. It is proposed 
that the kinetics for surface diffusion are the same in each case 
and we may therefore envisage the situation shown in fieure 7.3. 
The decomposing silver azide provides a constant flux of silver atoms 
to the surface in a similar way to the condensing vapour. The 
subsequent_ surface processes are then identical to those previously 
described and shown in figure 7.1. In this model we have assumed that 
+ - 0 the reaction Ag + e ~ Ag takes place in ·the bulk and diffusion 
provides the flux to the surface. In Mott's model this reaction 
occurs at the Ag - AgN3 interface, presumably on the underside of 
a surface cluster. 
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Figure 7.3 Schematic diagram for the nucleation and growth of 
surface silver on decomposing AgN3. 
In the electrical decomposition of silver azide it is considered 
that each of these mechanisms play an important role in the formation 
of surface silver. However, before continuing further with these 
discussions the experimental details and results will be given 
7. 4 · Experimental 
(i) Electrical decomp osition: 
-------------------------
In these experiments it was es sential that the crystals were 
initially in an undecomposed state, To ensure that this was the case 
fresh crystals were grown fr om solution i mmediate l y before the 
start of a decomposition experiment. In this way it could be ensured 
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that the observed decomposition was due to the applied electric 
field and not the result of normal age ing . . In some cases, aged 
crystals were used and reliable resul ts could b e obtained provided 
that the £rystal surfaces were washed fr ee of any silver deposits. This 
was achieved simply by dipping the crys tals into a dilute ammonia 
solution and allowing the surfaces to dissolve slightly. Any silver 
deposits formed as a result of ageing could be seen to float away 
from the crystals on the surface of the solution. The crystals 
were finally washed in distilled water and a llowed to dry on a 
filter paper kept in the dark. 
Electrodes of thin film silver were evaporated onto the ends 
of the trystals as described in chapter 2. The central parts of 
the crystals were masked for this purpose and this also s erved to 
screen the surfaces from degrading radiation from the evapora tion 
source , In one experiment electrodes of silver paste were used to 
avoid this problem but no difference in the final results was 
seen, 
Crystals were mounted on low conductivity glass slides (Corning 
7059 glass) inside an aluminium screening box. The experiments were 
performed in air and at room temperature , Fields of approximately 
1.5 KV. cm-1 were applied via, an external series resistor to limit 
the current to % 0 , 5 µA (i .e. a current density of ~ 7 x 10-3 A.cm-2 ) , 
The voltage drop across the cry sta ls was typically~ 500 V but this 
would decrease with time to~ 400 Vas decomposition progressed, In 
all cases the field was applied paral l el to the c-axis of the crystal 
Electrical decomposi_tion continued f or periods of I hour, % 16 hours 
and% 3 days. After this time the fi e ld was removed and carbon replicRs 
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of the crysta l surfaces were prepared as follows: 
(ii) Preparation of carbon extraction replicas 
- -- -----~---- - - -- - -- - -- -i'"71 - -.-,- ---~- -
Electrically decomposed crystals, still mounted on glass slides, 
were transfered (in the dark) to a vacuum chamber for coating with 
carbon , The chamber was evacuated to% 104 torr and carbon vapour 
was produced from a low voltage arc between two carbon electrodes. 
The duration of the arc was typically 5 seconds and the distance 
between the source and substrate was 20 cm, In this way a carbon 
films was deposited onto the crystal surface and the surrounding 
glass slide. The film thickness is not important but in general 
should be as thin as possible (so as to m1n1m1se the attenuation of 
the electron beam 1n the microscope) whilst still being self 
supporting. The thickness of one such film was measured using a 
multiple beam interferrometer and found to be~ 250 R. 
The coated crystals were then floated onto the surface of a 
dilute arrrrnonia solution (one part ammonia solution to 10 parts 
distilled water) and allowed to dissolve. At this stage the carbon 
film (now a surface replica) is left floating and can be lifted 
from the solution on a strip of filter paper, The replicas were 
washed by repeatedly lifting and refloating onto the surface of 
distille d water. This was found to be necessary in order to remove 
all traces of annnonia and dissolved silver azide . If the replicas were 
not washed it was found that small quantities of silver azide would 
r e crystalli ze on the car bon after dr ying and produce misleading 
patterns in the diffraction c amera. After the final rinse the 
replica was lifted f r om the water on a 3 mm copper electron microscope 
grid and allowed to dry . This l ast process was found to be difficult 
I I 
I i 
Plate 7. 1 
Optical micrographs of silver azide crystals before and after 
electrical decomposition showing surface silver and internal 
cracking 
(a) Sample 1 before electrical decomposition 
(b) Sample 1 after electrical decomposition 
(c) Sample 2 before electrical decomposition 
(d) Sample 2 after electrical decomposition 
See text for the electrical conditions of decomposition 
CRACK · SILVER 
(a) 
I 250 _)JI (I:>) 1250 }JI 
I 
CRACK SILVER 
(c) ( d) 1-100 )I. ,100µ. 
PLATE 7· 1 
(a) 
Pla t e 7.2 
Discontinuous silver film produced by vacuum deposition , 
(Mag. 300,000 times) 
(b) Diffraction pattern of above for use as a control 
a 
b PLATE 7·2 
Plate 7.3 
Sur f ace extraction replicas of an electrically decomposed silver 
azide crystal (decomposition time ~ 3 days see t ext) 
(a) 
(b) 
lines of silver 'pebbles' are seen to decorate surface 
steps (Mag. 6,000 times) 
lines of metallic silver 'pebbles' , as above, plus 
patches of filamentary structures of silver (Mag . 8,000 
times) 
PLATE 7·3 
I 
I 
II 
11 
Plate 7. Lf 
As plate 7 . 3 
(a) 
(b) 
Filamentary structures of metallic silver, (Mag. 6,000 
times) . 
As above (Mag. 20,000 times). A uniform covering of 
background silver clusters is now visible at this 
magnification. 
a 
I 1 
PLATE 7·4 
Plate 7 . 5 
As plate 7.3 
(a) Patches of surface silver, showing some filament formations 
and larger 'pebbles' of silver (Mag. 6,000 times) 
(b) Higher magnification of the center region of (a) above, 
(Mag. 30, OOO times) . Silver clusters are clearly visible. 
PLATE 7·5 
I 
I 
,I I 
,I 
I]' 
I, 
Plate 7.6 
As plate 7.3 
(a) Higher magnification of the center region of plate 7.S(b), 
(Mag. 100,000 times). 
(b) Diffraction pattern of above. The rings are produced from 
the randomly oriented filament structures of silver and the 
arcs are produced from the clusters showing preferred 
orientation. Note that the arcs lie just inside and not on 
the (111) silver ring showing that the clusters have a 
slightly larger lattice parameter than silver, see text. 
a 
PLATE 7·6 
Plate 7. 7 
As pla te 7. 3 (decomposition time ~ 16 hours, see text) 
(a) Silver clusters covering the entire surface of the decomposed 
silver azide crystal, (Mag. 200,000 times) 
(b) Diffraction pattern of above showing clearly defined arcs. 
which result from the preferred ori entation of the clusters . 
a 
b PLATE 
: i 
I 
Plate 7.8 
As plate 7.3 (decompo s ition time :::::: 16 hours, see text) 
(a) Silver clusters can be seen to coalesce and show the early 
stages of filament formation. The clusters are no longer 
uniformly distributed , the spacing be tween them has become 
larger and they have grown in size. Each of these observations 
suppor t the idea that the clusters have a high surface mobility 
see text, (Mag . 60,000 time s) 
(b) More advanced stages of filament fo rmation can produc e 
delicate 'tree like' structures. Decomposition time :::::: 3 days 
(Mag . 10,000 times) . 
a 
... 
b 
I I 
.:., .. ;f · 
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.... . 
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PLATE 7·8 
" 
Plate 7.9 
As plate 7.3 
(a) Dentritic formations of surface silver show that larger 
structures can grow with a variety of preferred orientations 
(Mag. 30,000 times ) 
(b) Diffraction pattern of above. Several preferred orientations 
are present but here all reflections lie exactly on the silver 
rings showing that the lattice parameter is now that of norma l 
silver i.e. 4.0862 R. 
' 
a 
PLATE 7·9 
Plate 7.10 
As pla te 7.3 
(a) 
(b) 
Further example of silver filament formations, (Mag. 
10,000 times) 
Larger pebble formation of metallic silver. This feature 
was too thick to allow the transmission of the electron 
beam and thus no diffraction pattern could be obtained . 
that these pebbles result from the continued 
It 
1s assumed 
growth of the thinner filamentary structures (Mag. 20,000 times). 
a 
b PLATE 7· 10 
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because the surface tension of the water create d a meniscus which 
prevented the replica from floating accur a tly onto the centre of 
the grid, The difficulty was eas ily averted however by a dding one 
small drop of a soap solution to the wa t er , After drying. The 
replicawas ready for observation in the transmission electron 
microscope. 
The microscope used was a JEOL , JEM JOOB and was operated at an 
acceleration voltage of JOO KV for all observations, 
7,5 Results and Discussions 
The formation of surface silver can be seen at various stages 
of film growth in the electron micrographs of plates 7,2 to 7.10, 
There are three distinct variations in the form of silver visible 
which become apparent at different magnifications. These can be 
summarized as follows; 
(i) On the small est scale, clusters of silver atoms can be seen 
ranging in size from JO R - 200 R. These appear as a uniform 
covering over the entire surface of the crystal , Plate 7 . 7 (a) 
shows the appearence of these clusters and it can be seen that 
coa.lescence occurs when growth exceeds a size of% 200 R. A 
diffraction pattern of these clusters is shown in Pate 7 . 7 (b) and 
~ it is clear that they show a prefered cry~tallographic orientation . 
(ii) Larger, fi l amentary structures of silver are seen to occur in 
patches ranging in size fro~~ 1000 R to~!µ. These structures are 
very irregular in shape and distribution. Examples are shown in Plates 
7.4 (a) and (b), 7.5 (a) and (b), 7.6 (a) and 7.8 (b), A diffraction 
pattern of these filaments shows that they are silver with a random 
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crystallographic orientation, Plate 7.6 (b) shows the characteristic 
ring pattern for an f. c. c. metal and this should be compared with 
the silver film pattern of Plate 7.2 (b), The rings in Plate 7.6 (b) 
appear spotty because although the silver has a random orientation, 
there are insufficient orientations present to produce complete 
rings. 
(iii) On a large-rsca l e, 'pebbles' of silver can be seen which are in 
the size range 0,5 - 5.0 v, These larger structures are too thick 
to allow the electron beam to be transmi tted and thus it is not 
possible to obtain diffraction patterns. These pebbles are the 
features which were visible in the optical microscope as mentioned 
in section 7.2. In general they are seen to occur in straight lines 
which traverse the crystal surface in a direction parallel to the 
a-axis. It is assumed that they decorate surface steps and 
imperfections. Plate 7.3 (a) and (b) shows the typical appearance 
of the pebbles. 
In Plate 7.3 (b) it is possible to distinguish the three types 
of silver present. The lines of pebbles and filament structures 
are quite obvious and the smaller silver clusters constitute a 
uniform background film which covers the remaining surface . In the 
proposed model for film formation, it is assumed that the first 
step is the nucleation and growth of individual clusters of silver 
atoms. The mechanism by which this happens was discussed in the 
previous section . It was also pointed out that the appearance of 
discrete clusters necessarily implies a high surface mobility of 
silver atoms. At this stage each cluster is a single crystal of 
silver which grows epitaxially on the AgN3 substrate, Such 
- 210 -
epitaxial growth is corrunonly observed when gold or silver is 
deposited onto a lkali halide substrates, see for example Patel 
and Mahana ( 19 73). As growth continues to a size of % 200 R 
coalescence takes plac~ and 'chains' of islands begin to form, 
Plate 7.8 (a) shows this in detail. These chains form the 
beginings of the larger filament structures shown in Plates 7 . 4 and 
7.5 . As chains and filaments grow and coalesce so the silver 
clusters loose their preferred orientation. Eventually large patches 
of filamento ,-g silver cover the crystal surface. In some cases 
particularly delicate structures are formed of the type shown 
in Plate 7 .8 (b). Here growth of the filament seems to be more 
rapid at the tips of the formation, Thus a branching, tree like 
structure results. 
The subject of epitaxial growth is of interest and relavence 
to the process of filament formation just described. For the case 
of cluster growth it is believed that epitaxy is a postnucleation 
phenomenon. This arises because as mentioned in the last section a 
critical nucleus of silver may contain only two atoms and it would be 
unreasonable to speak of an epitaxial pair. Thus, it is not until the 
growth stage that preferred orientations are formed and this implies 
that clusters, which form the nucleation point of view are quite 
'stable', (i.e. above critical nucleus size) can rotate themselves 
and move over the substrate. This type of movement has been seen 
by many authors and has been made into a quantitative study of Masson 
et.al. (1971). They clearly believe that it is the migration) 
rotation and coalescence of stable clusters that eventually produces 
a film in epitaxial orientation. Metais et. al . (1972) have shown 
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that . ep itaxial growth occurs in gold clusters deposited onto KC£ 
0 at room temperature (20 C) and similar results have been obtained 
for silver films deposited on NaCl by Vook and Chung (1976) and 
Henry et . a 1 • ( 1 9 7 7) . 
The point about these studies,is that they show quite clearly 
that small clusters of atoms can migrate on a substrate at room 
temperature even after deposition of material has ceased. For the 
case of silver azide we envisage a model which allows cluster 
mobility as the mechanism for the formation of silver filaments. 
Isolated clusters initially grow with a prefeied orientation but 
as coalescence takes place they migrate and rotate and so form 
into filaments .which lose their epitaxy. Continued growth results 
in a polycrystalline film of silver which produces a diffraction 
pattern of complete rings. 
Plate 7. 6 (b) shows such a diffraction pattern taken from a 
circular area of a replica surface approximately 5µ in diameter and 
containing a silver filament on a background of clusters. The pattern 
shows both rings from the polycrystalline silver and arcs from the 
epitaxial clusters. It is interesting to note that the four major 
arcs lie just inside, and not on, the (111) silver ring. This shows 
a small bu~ significant change in lattice parameter between the 
two types of silver. Now, since the d spacing for the (111) silver 
reflection is known to be 2.359 R we can use this to calibrate the 
pattern and evaluate the camera length (i.e. the specimen to image 
distance). Working in reverse we can calculate the d spacing for the 
arcs to be 2,438 R (taking the electron wavelength at 100 KV as 
\ = 3.7 x I0- 12m). The lattice parameter of the clusters is thus e 
1
,1 
II 
II 
111
11 
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slightly larger than that of normal silver, 
This same observation has been made by Sawkill (1955) and 
McAuslan (1957) for the case of si .lver azide flakes decomposed 
in the beam of an electron microscope. In their experiments, thin 
flakes of AgN3 (]Of x 10!' x Ip) were put into an electron microscope 
with the c-axis parallel to the beam. The initial diffraction pattern 
was simply that of a silver azide single crystal. However, as time 
progressed this gave way to two forms of metallic silver, one 
oriented (single crystal) and one polycrystalline. The oriented 
pattern showed a slightly larger lattice parameter than the 
polycrystalline silver. Sawkill proposed a model in which silver 
atoms initially at sites on the AgN~ lattice collapsed via. a 
tpseudolattice' into silver. He imagined the pseudolattice to be 
quite stable and have the lattice parameter given by the silver 
showing preferred orientation. As decomposition progressed further, 
the pseudolattice finally collapsed into normal silver. Camp (1959) 
extended this work and demonstrateed that decomposition in the electron 
microscope occurred by two separate mechanisms. One was decomposition 
by the impact of energetic electrons and the other was purely thermal 
decomposition arising as a secondary process. In his work he 
used a cold stage in the microscope and in a series of experiments 
suceeded in separating the two types of decomposition. He showed 
that decomposition by electron impact produced silver nuclei with 
preferred orientation whilst purely thermal decomposition always 
resulted in polycrystalline silver. 
It is apparent then , tha t the electrical decomposition investigated 
in this work produces (at least in t he earliest stages) surface 
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silver in the same form as that for electron beam decomposition 
investigated by Camp (1959). . That is , individual silver clusters 
with preferred orientation and a slightly larger lattice paramete r, 
This suggests that the mechanisms of decomposition are the same 1.n 
each case, an observation we find acceptable in view of the 
similarities. For e lectron beam decomposition, e l e ctrons are 
excited into the conduction band by impact ioni zation of N3 
(Camp 1959), whereas for electrical decomposition, electrons are 
supplied to the conduction band by injection at the electrodes, 
The processes which follow are then considered identica l for each 
case . 
The problem we have in explaining the observations of this 
work 1.s as follows. If we conside r a cluster to be free to 
migrate and rotate on the surface then we have a situation which 
is similar to · condensation from the vapour. In this case, although 
epitaxy is obse rved it is not usual to find a lattice parameter 
which differs from the bulk. In fact, in the few cases where such 
a difference is found, the lattice parameter is seen to decrease 
with partical size (see Nepijko 1980) and is explained by classical 
thermodynamics in terms of a surface tension model. Thus, in order 
to explain ari increase in lattice parameter we suggest that clusters 
are first formed within the surface rather than on the surface. 
In this model,silver a toms are initialli located at sites on 
the AgN3 lattice. As decomposition proceeds nitrogen 1.s l iberated 
from the surface and excess silver co llapses to form ·clusters. 
However, if the collapse is not total, (as may be the case if there 
are influencing forces from the surrounding undecomposed AgN3), then 
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the lattice parameter of the cluster will be larger than th a t of 
normal silver. In this state the cluster 1s considere d to be 
a "part" of the surface with som~ bonding, and there fore attachment 
to the unde rlying lattice. As decomposition progres s es, more 
nitrogen is liberate d and the surface receeds, . at the same time 
adding more silver to the clusters. In this way the clusters 
protrude from the surface and eventually become detached and free 
to migrate and coalesce. When this happens the final collapse 
into me tallic silver takes pla.ce. Finally, clusters coales ce forming 
chains and filaments of polycrystalline silver. Figure 7.4 shows 
a schematic diagram of the stages in cluster formation. 
Of course this mode l is very empirical and no details of the 
nature of the bonding between cluster and lattice are given. It 
1s also assumed that in taking a carbon replica of the decomposed 
surface, the exact lattice spacing of atoms is preserved, Clearly, 
further work is required in order to verify the nature of these 
observations. One proposed experiment for the future is to anneal 
the clusters and establish whether or not they lose their preferred 
orientation or undergo a change in lattice parameter. Although 
the information contained in Plates 7.2 to 7. 10 is insufficient 
to quantify ·a theory for film formation, it is nonethe l ess, considered 
useful to establish in a broad sense, the main features of the surface 
silver film. For example, the 'memory effect' in the current behaviour 
of silver azide as described in chapter 6 has been tentatively 
explained by Tang and Chaudhri (1979 a) as being a result of film 
formation and disruption. Their model required surface silver atoms 
and clusters to be highly mobile and it has been shown in this chapter 
(a) 
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Partial collapse of r emaining silver . 
Some bonding with the underlying AgJ'J 3 
lattice is present . A cluster is 
produced with an increased lattice 
parameter a.D.d a preferre d ori entation. 
Surface receeds due t o further loss 
of nitrogen and mo re s i lver is added 
to the cluster. Bon ding with AgN ~ 
l attice decreas es as the cluster~growes . 
Collapse of the silver becomes total , 
cluste r b ecor:1es detached and migrates 
a cross surface. Th.e cluster still has 
a preferred or ientation . 
Coalescence between clusters produces 
chains and filaments. Silver becomes 
polycrystalline. 
Schematic diagram showing the suggested stages of cluster 
formation. 
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that this does appear to be the case. However, we do add the 
connnent that as well as surface diffusion, there is also present 
a bulk diffusion of silver atoms so that when an electric field 
is removed, silver atoms continue to arrive at the surface from the 
bulk for . some period of time. Thus the growth and change of silver 
formations after the removal of a field may be controlled by 
diffusion in the bulk rather than on the surface, 
To summarize the observations of this chapter we will conclude 
by saying that no single mechanism for film growth has been 
identified, However, we have considered three mechanisms which 
can be listed as follows; 
i) film formation by a nucleation and growth model. 
ii) film formation by the collapse of the AgN 3 lattice into silver. 
iii) the Mott mechanism for nucleus growth, 
Without a highly detailed study it would not be possible to state 
which process is dominating but in practice it is likely that all 
of these mechanism occur together. 
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CHAPTER 8 
Concluding remarks 
- 217 -
Throughout this thesis the electrical properties of silver azide 
have been described and discussed in terms of a conventional 1.om.c 
model simila r to that developed for materials such a s silver chloride. 
Thus, the approach has been one of the physics of electrical processes 
rather than of the chemistry of silver azide. The study has been 
broadly divided into two sections, tha t of low field conduction and 
that of hi gh field e lectrical decomposition. In the analysis under 
low field conditions it has been possible to study the more fund amen tal 
material properties, whereas, under high field conditions the study 
has been of decomposition mechanisms. In particular the work described 
in chapters 3 and 4 on A.C. complex plane analysis has provided an 
entirely new approach to the study of silver azide and this technique 
has been sucessfully used to separate bulk material properties from 
the influencing effects of electrodes (and grain boundaries 1.n poly-
crystalline samples) . The results have been useful because we believe 
that it is the electrode effects which give rise to the onset of 
electrical decomposition. In all of the cases mentioned in this thesis 
the electrode contact with silver azide has been at least partially 
blocking to the transport of silver ions and the resulting formation 
of space charge regions is the first stage in the process of electrical 
decomposition. 
Chapters 2,3 and 4 have been concerned with the bulk properties 
of silver azid~ and the results from these' have been dis cussed in 
chapter 5 . The conclusions from the low field electrical analysis 
can be summarised as follows; 
i) The low field conduction 1.n silver azide is ionic with the 
interstitial cation Ag+ as the charge carrying species. 
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ii) The room temperature (293 K) conductivity is 1.0 ± 0.5 x 10-·9 
(ohm.cm)- 1 and the activation energy for conduction is 
0 , 73±0.0SeV. 
iii) Under low field conditions silver azide passes a constant current 
and undergoes electrolytic decomposition. 
iv) The conductivity is isotropic in the c-axis and b-axis directions 
even though the D.G. results of chapter 2 showed an anisotropy 
of two orders of magnitude. This conclusion is based on the 
observations that the activa tion energy for conduction is the 
same in each .crystallographic direction and that no anisotropy 
is observed in the A.G. experiment reported in chapter 4. 
v) Even under low field D.G. conditions (and A.G. below 10 Hz), 
some ionic polarization occurs at the electrodes. 
vi) The voltage drop across the polarization region is very small 
by comparison with the applied voltage (undetectable by 4-probe 
D.G . technique). 
vii) The polarized space charge region is very thin(% 140 Ras 
measured in chapter 5) and as a result the interfacial field 
strength in this region is over three orders of magnitude higher 
than that applied to the bulk. 
viii) By comparison with the breakdown· field strength of other ionic 
solids it is considered that the interfacial field strength in 
silver azide can be sufficiently high ' to cause current injection 
into the solid. This process leads to elec t rical decompos i tion 
as described in chapter s 6 and 7. 
Each of these conclusions has been reached as a result of the 
A.G. complex plane analysis of chapters 3 and 4. Although the low 
·- 219 -
field D.C. data of chapter 2 have provided a useful comparison, it 
is none the less true to say that very little can be achieved from 
D.C. work which cannot be gained from the A.C. analysis. With this 
in n~nd, we therefore argue that future work should be concerned 
mostly with extending the complex plane analysis, begun in this thesis. 
It has been shown that the A.C. and D.C. conductivity data are in 
excellent agreement but that the A.C. equivalent circuit me thod provides 
additional information regarding the electrode contact with the material. 
It has also been shown that the use of pressed powders is perfectly 
satisfactory provided that the density is high, i.e. of approximately 
95% of the bulk density of silver azide. In this case the presence 
of grain boundaries have no detectable infl uence on the electrical 
conductivity. Further, it has been shown that even when the pellet 
density is low, the complex plane method of analysis quite clearly 
separates the bulk conduction from the grain boundary conduction. 
Although only a preliminary study of this observation has been made 
in this work it is pointed out that grain boundary conduction may be 
of considerable technological importance. This is because in most 
applications, silver azide is used in a powdered form where its 
properties may well depend on the pressed density. In this work only 
one low density - sample was studied and it is therefore proposed that 
future work should include a similar analysis over a wide range of 
pellet densities. 
Similarly, for the case of varying electrode materials there is 
much work which can be done in the future. In this work~ electrode 
materials were of silver paste, evaporated silver films, carbon dag 
and silver nitrate solution . In fact, each of the solid electrodes 
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used were quite similar in their photoe lectric work funciton and thus 
did not give widely differing results. It was shown that the A.C. 
analysis used could clearly separate the electrode effects from the 
bulk and thereby characterise the contact impedance. It is suggested 
that future work would look at other electrode materials with widely 
differing work functions and exaIIllne their influence on electrical 
decomp os ition. Such a study may also be of a more technological 
import ance than the more fundamental work of this thesis . 
A further use for the A.C. complex plane method which was not 
touched on in this work is the study of the high temperature conductivity 
in silver azide. The method is ideally suited to the study of phase 
transformations of the kind which occur in AgN3 at a temperature of 
191°c. Although thermal decomposition is a problem at such . temperatures 
it is thought that rapidly conducted experiments could provide useful 
result s. Likewise there are many early experiments on silver azide 
which could usefully be repeated using the A.C. technique. In 
particular these would include the experiments where divalent impurities 
are added substitutionaly into the AgN3 lattice to produce extrinsic 
ionic concuction . The A.C. complex plane method is far more suited 
to these experiments than the early D.C. techniques of Zarkharov and 
Kabanov (1964). 
More closely related to this work and of immediate interest 
would be a repeat of the experiment to measure the A.C. conductivity 
in the b-axis direction of a single crystal. In this work it was 
pointed ou t that an anisot ropy in the D.C. conductivity of single 
crystals was observed . This point is stil l not clearly understood 
and the A.C. experiment performed in this crystal direction was only 
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preliminary and therefore not entirely conclusive. It is considered 
that the A.G. me thod is the most reliable for the measurement of 
conductivity and should therefo.re be repeated so as to verify this 
exp erimental result. 
Also 6£ interest but untouched on in this work is the field 
dependance of the A.G. electrical behaviour. In this work the applied 
A.G. signal was always of constant amplitide (1.5 volts peak to peak) . 
If any field effects were present they would be easily observed in 
the complex plane and could immediately be related to either the 
bulk response or the interfacial region near the contacts. If the 
latter situation were found, the results would be of importance to 
the understanding of electrical decomposition. 
Clearly then the complex plane analysis has proved useful in 
this work and there still remain many experiments to be done. How-
ever, since the aim of this thesis has been to investigate the 
decomposition of silver azide, it ultimately became nec2ssary to 
characterise the high field D.G. electrical behaviour. Under these 
conditions the material is seen to decompose irreversibly producing 
both metallic silver and gaseous nitrogen. During this process the 
the electrical properties were studied and can be summarized as 
follows: 
i) At field strengths of greater than~ 80 V. cm- 1 for single 
crystals and ~ 3 RV cm-1 for pressed powders the current rises 
non-ohmicaly and shows rapid non-periodic fluctuations with time. 
ii) The average current level under these condit1ons is generally 
seen to. incre as e with time. 
- --· 
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iii) At random intervals of time sharp curr ent spikes of large 
amplitude are seen superimposed on the average current level . 
iv) After some induch on per iod which is dependent on the applied 
field (higher fields give shorter induct-ion periods) the current 
rises to a level which is sufficiehtly high to cause the 
inibiat/on of the f ast decomp<?sition . 
v) During the induc&ion period the ma terial is seen to undergo 
slow decomposition, producing both silver and nitrogen gas as 
the reaction products. 
vi) The tr ansient c~rrent response to high fields is influenced 
by the recent electrical history of the sample arid·thus shows 
a 'memory' effect. 
The ab ove summary clearly outlines the obs erved general electrical 
proper ties of silver azide . However, it should be stressed thit 
quantifying these observations is a difficult task as many of the 
results are not exactly reproducible and show consider.able sample 
dependence . For example in chapter 6 it was shown that both single 
crysta ls and pressed powders displayed the sam.e general current 
characteristics but that there was -no connection between the 
quantitative data in each case. For this reason it is not possible 
to draw direct conclusions form the work on decomposition and instead 
an attempt has been made to provide a discussion of the various 
decomposition mechanisms .which could exp l ain the experimenta l ob ser -
vations. In chapter 7 different models of film formation are given 
in a qualitative manner and it will remain for fu t ure work to establish 
which (if any) is the msot likely of the proposed mechanisms. In 
this work we conclude that film formati on occur·s · by a combination of 
more than one process. 
- 223 -
~endix~ 
Listings of the various comput er p rograms written for the method of complex 
plane analysis . 
Program l 
C PROGr AM TC A NA LY ~E AC DtTA TAKEN F~OM CAPACITANCE/CONDUCYANCE C BQI)G~c P~INTOU T S OF A_ L CO~PLFX PL ANf DATA. 
C 
D I "1 E I\J S I C1 N F ( l O O ) , C ( 1 0 0 ) , G ( l O O ) dd 1 0 0 ) , W ( 1 0 0 ) , Z R ( 1 Cl J } , Z H 1 0 0 } , l "i R ( 1 C O ) , M I { 1 0 0 ) , YR ( 1 0 0 } , Y ! ( l O O l • T AN D { 1 C• 0 ) , r.:. R ( 1 0 0 l • :: 1 ( 1 0 0 ) 
F.. E f. L F , C • G ,. r~ , v, • Z Fi , l I , Mr:._ , MI • Yr:, • Y l , CO 9 T • M H ! • MR H I • MI HI • r AND 
wRITF ( f . ,1 ) 
l FOF'. 1>.1 f.o, T ( lH1,4t'>~,30 HAN/1:....Y S IS OF AC DIE' L E CT RIC DATA ) 
i="< E /J. f) ( 5 , * ) CO , T 
W R I T E { 6 • .3 ) C O , ·-· 
3 =o F . \P, T ( 1HC,20X,2 1 HV AC LJU1,, Cll,PACIT A NC F. = ,F<?o3,20X, 
11 4-HTc. MPfRAT URE = .r-sd.1 9H DF Gf'; E E.S CE'. t'1TIGRAD2.) 
W!~I T::" ( c., 4 ) 
t } FO r<MA1 ( 1HC,36 X, 1 8 HC OMPL i.:: X /\D fv1 ITT/t.NCF,4X,17HCOMPL;::X J\1PEDt1.NCE , 
l ?X, 15HCQM FL E X. /v,D DULU S , l 5X ,2C,HCO MDL t:; X PERM1TT1VI1 Y/7X , 
1 l HF-' • 1 0 X , 1 HC , 1 0 X , 1 H D , 9 X , 2H Y ~ , 9 X, 
12HY I, S X,2HZR,SX,2HZI,SX,2H~P.9X,2H MI.ax.sHT AN - D~7X,2~ER,SX,2H~I ) J ='.) 
DO 10 I = l .100 
J:, E': t, D ( 5 , * • Et~ D = 1 5 ) F ( I ) • C ( I ) , G ( ! ) 
J=J +l 
10 C:) ,\!Tlt\JU E 
15 DO 20 K= l,J 
R ( K ) =1 -&0 / G ( f<. ) 
W(K) =2c 0*3•1 41 59*F ( K ) 
Y r-dK )= G( I< ) 
YI ( K }::: \v ( K ) *C ( K ) 
Z t::' ( K ) = R ( K ) / ( 1 C; ·'.) + W ( I< ) -~* 2' ,~c { '< ) * * 2 * R ( K ) * *2 ) 
ZI( K )= W( K ) *C ( K ) *F ( K)**2/(loO+W ( K ) **2* C(K)**2 *R ( K ) **2 ) 
MR ( K ) = C O ,:, C ( K ) * l'i ( K } * ,:, 2 * o ( K } ,,~ '~ 2 / ( l • 0 + /.J ( K ) * * 2 ·4, C ( K ) * *' 2 * F.: ( K ) * ~< 2 ) 
"-1 I ( K ) = C C ,:,~·, ( K ) * R ( K ) / ( 1 • 0 + l.'1 ( K ) * * 2 * C ( K } * * 2 :t~ r.; ( K ) * ,:, 2 ) 
T A \l D ( K ) = G ( K ) / ( W ( K ) *C { '< ) ) 
::: R ( l( )= C(K )/C O 
EI ( K) = 1 ~ 0 / ( /./ ( K ) * C G *R { K) ) 
20 CO\lTlNUE 
WR I T f.' ( f:. • 3 0 ) ( F { L ) , C ( L) , ;; ( L ) , YR ( L ) • YI { L ) , 
lZ R { L) , Zl (L) , .V. R(L ) ,MI (L) ,Tti.\JD(L) , t:~ (L) , E. l {L) ,L=l ,J) 
30 F0 ~•,1A T(1X.12 E l1.3) 
C 
C Plo t cut g raph of ZR against Zl 
C 
40 
C 
C 
C 
:>O 4 0 N=l ,J 
Z R VI A X = t,. M A X 1 ( Z R "1 t , X , ? R ( '~ ) } 
Zl \1 AX= AMAX1 ( ZIMP.X,ZI ( N )) 
ZHI=o.o 
IF(Z ~MA X.GE .ZI MAX)ZHI=Z RMA X 
I.:: ( zc;: M /.IX. LT.ZIM A X } ZH1 = Z l "<iA X 
C A LC S CLC HG(C.6,C. 6 1 
C6.LL GFM~4S ( Oe0,ZH1, 5 , 0 o0 ,END1 , E.ND 2 ,R l N C l 
C .ALL G t:/ L 1\,\ :?5 C 1 5 • C , 1 1 5 • J , 4 0 ~ 0 , 1 40 • 0 ) 
CA 1_L GF L M7S(l) 
C AL L G~LM3S(O.O,ENC2,0.0,~\JD2 ) 
CALL G ~T Y5S(-1,'* 1 ) 
CAL L GkA~2S(10,- 2 I 
CALL GRAN3S(10, - 2) 
CALL GP F T 3S ( - 3 • C· , - 1 • 5 , 5 , :? 5, 0 • 0 , 0 ) 
CA LL G ~ FT bS ( - 3e0, -1 ~5,5,25,0.0, 0 ) 
CAi...L GFGF<tS(Z k ,7I ,J) 
C A :... L G k A N f 3 ( • C O ,\1 P L E. X I .\1 Pc: D A N C E Z = Z R + J Z l •, , 2 6 , ' Z R ( O H MS ) ' , '"' , 
l'Zl (C1 HMS ) 1 ,S' ) 
Plot out gr aph of MR a gai nst Ml 
:; o 60 r..: = 1 • J 
~P ~l=~ ~A Xl(M P Hl,M~ ( N l) 
60 ~l~I=A MA Xl( MIHl,~I(N)) 
"1 H I =O • 0 
IF ( MG HI~Gf.MIHI ) ~ ~I= MPHI 
IF ( r-1R H I • L 1 ,, ,\1 I HJ ) Vi HI= \ 1 l rl I 
C A~ L G~MS~-:3 ( 0.C , MH J,:1,:) .C,JLC,UHJ • "lNC2 ) 
CAL. L. G F- L fi ? S ( 1 I+ 2 • C) • 2 4 2 e O t I'; 0 • 0 t 1 I+.:) • 0 ) 
C/.!LL GFLfl.'. :5= CO~O,UH1,S.'.) ,UH:i) 
C o _ L ·G i::. r r:: f ~ ( 1 ) 
CALL Gr- G kc::' ( '-1 f:. , ·~ J , J) 
(t\_L G F<ANCS ('C ON'.PL.fX r-,.j(JQU LJS M= MR +JMI',2'h' MR ',2~' i-1 1' ,2 ) CALL. G~ MS3S ( ~OQ.OI 
C 
C 
8 0 
C 
C 
C 
C 
C 
C 
90 
C 
C 
C 
C 
C 
C 
C 
PLC'; OUT Gf:;AP H OF Y k AGA INST YI 
) 0 80 N ==l ,J 
Y~~l=AMAX] ( YPYI ,YP ( N }} 
Y l -; 1 = A M f,, X l ( Y I H I , Y I ( 1'1 ) l 
YHI= O.,O 
IF(YPHJ~G l . YIHI)YHI=Y RH I 
IF ( YF<" H I ~ LT • Y 1 HI ) Y H 1 =Y I HI 
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C~ -L G~MS4S(O.O,YH1 , 5 , C aO .J L CW.UHIGH,RIN C3 ) 
C/~LL G f-s L tv2S { 1 5e0, ll'::i e0. 40.0 .ll{OoO ) 
C~L L GK L M2S ( O.O, U HIGri• uO, JH IG H) 
C ALL GPFR(S( 1 ) 
Cf.\ LL Gi=GPt S (Y P ,YI t J) 
C A_L GKAN tS ['CO MP L EX ADMITTANCE Y=YR+JYI',27,'YR 
1.'YI (CHMS)l,9 ) 
PLOT OUT GR APH OF f t,,ND AG~!N~T F 
CALL G ~ LM2~(1 42c0 ,242r0•40~0,14 0s O) 
C A LL GRLME-S 
CALL G SFFtS (l} 
C AL L G~GR9S ( F ,TAND,J ) 
{ C1 Hl.1 S l • • 9, 
C A. _ L G F, f,, N c~ ~ ( • T 1\ l'i D V f P 5 US F ' , 1 4 , ' F ( HZ ) ' , 6 , ' T .A t'-l D ' • ~ ) CA L L GRMS3S( 500~0 ) 
PL_OT GUT GR/1,PH OF ER AG.AI NST EI 
DO 90 N =l ,J 
ER HI = AMAXl ( ER HI ,ER (~}) 
f I~I=AMAXl ( ~ IHI.EI ( N)) 
f"Hl = c~ o 
IF( EP HioGE ~EI HI) E Hl=F RHI 
IF(~ RHI.L l .~I HI) E ~ I = EI HI 
C 4!.._ L GF:MSLfS(O~O,EHl,5,J o0, JL01,UH I 1, R INC4) 
Ct>. L L GP L M2S { 15.o,11s~o.t.O.G ,lL:.Q.O} 
C ALL G k L tv'. 3S ( 0 ~ 0 • UH 11 , 0 • 0 • ~.H I l ) 
CA. L L G RF R(S (l) 
CALL G R G R tS ( E. R , E I , J) 
C/.\LL GFAN6S ( 'CCl /vl PL E.X ::, =RM ITTIV!TY E = fR+ J E I 1 ,29, 1E R 1 .2, 'E"I 1 , 2 ) 
PLOT OUT GP APH OF C AG AINST F 
C A LL GR L M2s c1 42.,o,24.2.,o,4o Gc,1 i:. o.c> 
CALL GP LMES 
CALL G;:;:F Rc·S ( 1) 
C f , L L G F, GR f . S ( F • ::: , J} 
C/>, LL . GRANcS ( 'C6.PAClTANCE V ERS U S FP t'O UENCY'1128 ,'F (H Z ) 1 ,6, l ' C (FA PAOS ) ', l J ) 
C ALL GRMS3S ( 50J.O) 
PLOT OUT GF.A~H CF R AGA I NST F 
CALL GRLM2S (1 s.0~ 11s ~o,40.o.1 40.o) 
C AL L GRL McS 
CALL G F. F RES (l) 
CALL GR GRBS CF, R ,J) 
C ALL GRAN 6 S ( • i:;: = S IS T AN C E V E R SU S F ~ :'" 0 J EN C Y 1 , 2 7, 1 F { HZ ) • , 6 , l 'f:. (OH,\.1 S)', 8 ) 
C PLOT OUT GRAOH OF ZR AGAI N ST F 
C 
C 
C 
C 
C 
C A L L G R L ~, 2 S ( 1 4 2 • 0 t 2 ' • 2 • 0 , 4 0 • 0 • 1 4 0 c O ) 
CALL GR L!vl t:S 
CALL G R F Rf ~ (-1) 
C AL L GRGR SS ( F,ZR,J) 
Cft,L L GrANt: S (' ?.R VZkSU S F',11,'F (HZ)', 6,'ZR ( GH"1S} 1 ,9l 
CALL GRM S3 S ( 50Ja 0) 
PLOT OUT GRAPH OF ZI AGAI NS T F 
C ~L L GRL~2S(l5.0,115.0,40.0,140.0) 
CALL GPLMc-5 
CALL GPFR fS (l) 
C ALL G~GR85 ( F,Z I ,J ) 
CALL GRAN6S('ZI VERSUS F',11 ,'F (HZ)',t•'Zl (CH M~· >',9) 
C PLOT OUT GPf~H OF M! V E~S U S F~ EQ U ~ NCY 
C 
C~L L GRL~2~(142,G,242~0,4De0,14Ce0) 
CALL GPL 1"1e S 
CALL GRFRc '.:' (l) 
CALL Gr~GK?~' (F,\11,J) 
C.tl.L L GF:A.!\lcS( 'Ml Vi:FSUS FRF.ClUE1':CY• ,1c;, •F-· (H ERTZ )', 
1 ·0, 1 ,,11 ' , 2) 
150 sTnP 
E f'-ID 
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Program 2 
Program to simulate the complex impe dance and complex modulus,between 
10 Hz and 100 KHz,for a parallel R-C circuit of the form .. . 
DI ~E~SIJ~ Z~(1JO),ZJ (1 00),M~(l00 ), ~I(100 ) 
F:o E A L 6.. , F , ,~ , ) 1 , ')? r ~ 1 , R ? , C 1 , C 2 , Z "< , Z I , Ii R , M J , 
1 Z H J , .,.,, ~ H I , ,1 I ·1 I , . .,, rl I 
I:: 0 
5 "<ED.f)(5r*l~1,C1 
IF(~t.LT.J.l)~JTJ 50 
J :;: 0 
I::Jtl 
A=0.3 
10 A:::\;0.2 
F=10.0**A 
r4=2.0><3.1415!11,::-
)1=1.0+(~kk2*:1 **2*~1**2 ) 
J:: J t- 1 
z~~cJl=c~11)1 l 
LI ( J) :: ( .,; x : l * ~ 1 * k 2 I D 1 ) 
'-1 9 C J ) :: ( ti * * ? * C l ~ ~ 1 * * 2 / D 1 ) 
1H(J)::( l\;1; :n1 r:> 1) 
r::-cA.SE.5.0)GlTJ 2n 
GJTJ 10 
20 CJ 1nr·~u:: 
C d P I T :: C 6 , 2 2 ) C 7- ~ ( L ) , Z 1 ( L ) , t'. R ( ~ ) , '1 I C L) , L = 1 , J) 
C2 FJ~~~lCl~ ,! X,4~11.3) 
C 
C ~lot ~~t ~ r~J~ ~f 7~ vs ZI 
C 
IF(I.ST.l)~JTJ 35 
DJ 30 i\i::: 1,J 
7~~4X::A~AX1(Z~~AX,ZR C~)) 
3 0 Z l 101 c, X :: t 1,1 t,. X 1 ( 7. I , l ~ X , Z I C r,: ) ) 
Zi-iJ:: O.O 
IF(Z~ "14X.; ~.7J~ ~X )ZHJ= Z~~~X 
I ::- ( Z ~ ~, /' X •.. T • Z I 11 ti. X ) Z • \ I :: Z I M f\ X 
ChLL SCLC~~cn.5,0.6) CALL ;~~S~SCO.O,Z~I,5,0.0,E~Dl,::ND?,RINC) 
Ct.LL :; RTY53(-1, '*') 
C4L!.. :;qA~2S(10,-?) 
CALL :;~A~33(1'..l,-2) C!\LL :;qc-r33(-3.'.'1,-1.s,~,?2, ,0.0,I)) 
C ,'\ L L :; ~ ;:- T 4 S C - 1 • '..l , •• 1 • 5 , ~ , 2 5 , :) • 0 , 0 ) 35 C4LL :;PL~2S(d0.0,1SO.O,A0.0,220.n) 
CAL L :;RL~3SC0.0,~~D~,O.O,EN)2 ) CALL :;~G~5S(7~,Z!,J) 
1::-(J~;T.1):;JTJ 35 C~LL :;R 4~ 5SC':J~~_EX I ~PEDA~C~ Z=ZR+JZI',26, 
l'Z~ ( JH~S) ',9, '71 (JH ~S) ',9) 
3 6 C J ,,J T I 'J U E. 
C 
C Pl :)t c).Jt ;;r:i=>, Jf ''1 ~ vs \lJ 
r 
\., 
40 
45 
46 
50 
IF(I.:;T.t);JTJ 45 
D J 4 0 '.J = l , .J 
·-1 =i -1 I = t, v ,\ X 1 ( ,, ? -l T , \1 ~ ( 'J ) ) 
~IrlI=4V4Xl(~I~T,~I( N)) 
\-iri f ::'.'l.O 
J F ( 1-1 ~ -, I . :; :: . v I ~ t ) ,,, ~ I :: "1 ? ~ I I 
IF( ~~.,I.LT. ~I -lT) ~~I=~JHI 
({l,L1_ :;'<~::/53(1) 
C t\ L L :; R ·., S 4 S ( 0 • 0 , '-1 -l I , 5 , G • 0 , l l !.. J , !. I ~ T , R I r JC 2 ) 
c aLL :;RL'-123( 40 .G,lg o .n,33 0 .0, 470.G) 
CALL GRL~3S(0.0,UHI,O.O,DHI) 
CALL :;R3R6S(~ R,~J,J) 
IFC[.GT.l)GJTO 46 
C A. L L. ; R ll N 6 S C ' co v1 P L E X '-1 J ) !J L lJ S "1 = "1 R + J M I ' , 2 4 , 1 '~R CFA~ADS)',11, '~I CF~ RADS)',11) 
CCJ NTI\!LJ:: 
GJT'.:l 5 
CJ f~ TI \JUE: 
S HlP 
E ~rn 
- - - ----- ---
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Program 3 
Program to simul ate the complex impedance and complex modulus ,between 
10 Hz and 100 KHz, for a 3-elernent circuit of the form... . C, 
· ~Fl I~ 
D I vi:: \J S T J \! Z ~ ( l O O ) , l J ( 1 0 0 ) , :.1 ~ ( 1 0 0 ) , M I ( 1 0 0 ) 
KE r, L "· , F, tJ , ) 1, ) 2, ~ 1 , R 2, c 1 , c:,, z R, 7 I, 'J\R, r-1 I , Ri l ? :-1 I , Vi~ H I , ,~ I -, I , •.1 :-l T 
I=O 
5 R:: 1\)(5,:1<)~ !,Cl,C:?. 
IF(~t.LT.O.t);JTJ 50 
J= O 
J =I+ 1 
A :- 0 • ~ 
1 0 {\ = :1 t O • 2 
F::::10.C>**CI 
r/ = 2 • 0 k 3 • 1 11 5 9 * =-
D l :::1. Ot ( N *- *2*C l "*2*~ 1 **2) 
J ::: J + 1 
Z'<(J)::( ~( 1 l)l) 
ZICJ)=C ~*:1*~1**? 181 ) + (1 .0 /( ~*C2 )) 
~~(J ):( Nk*2 •Cl*~l*•2/D1 ) +(1.0/C~ ) 
vjJ ( J) :;:( ,,; 1<~J / ;)1 ) 
IF(A.~ E.5.J)GJTJ 20 
GJTJ j O 
20 CJ\JTT'W~ C tJ ~ I T ~ C f. , 2?) ( Z::;, ( L_ l , 7. I ( L ) , ti R ( :.. ) , '·I I C L. ) , L:: 1 , J) C2 FJR~~T(lrl ,1X,4~l l. J ) 
C C Plot ~~t Jr3 ~~ ~f Z~ vs ZI 
C 
30 
35 
36 
C 
C 
C 
40 
45 
46 
50 
IFCI.~T .1 ) ;JTJ 35 
DJ 3 0 ~I :: 1 , J 
Z '< "i .'.l. X :: ;' '.': l1 x 1 ( Z => v, ~ X , Z ~ ( i;) ) 
Z Iv, ti. X:: ti. \·1 A.~: 1 ( Z I '1 t, X , Z I ( :J) ) 
ZHI=O .O IF ( z;~ ax.;~.z1~ ~X)?YI=?P ~AX 
r~cz~ YAX ._T.ZI ~6~ )7 HJ=ZTMAX CA LL SCLC--l~(0.5,0. 5 ) CALL ~~~S4S CO.O ,Z--lI, 5 ,0.0,f\JDl,~ ND2 ,RJNC ) CALL ::;rnYSS(-1,'k') CALL S~A~?S(lJ,-2) CllLL :;Rt1\J33( l 0, -?) 
CALL ::; RFTJS(-3.0,-l.5,5,25,).0,0) C t1 L L :; P F T 4 S ( - ) • 0 , - 1 • 5 , 5 , ;:: 5 , J • 0 , 0 ) CfLL :;qL02S(1G.0,130.0,f0.0,??0.0) CALL :; QL 0 3SC0.0,~~D2,0.0,EN)2) 
· C(LL :; 0 :;~5srz~,7I, J) 
r~cr.:;1.1J;JTJ 35 CALL :; R~\J 53C':J u~~E X J ~ 0 ED~\J C~ Z=ZR+JZI',26, 
1 ' ? ~ ( J rl vj S ) ' , 9, ' Z 1 ( J H '-1 S ) ' , ? ) 
CJ 'H I'~Ui: 
r~cr.:;r.1);JTJ ~s 
D J '.l O r,1 = 1 ., J 
Y~-1I=~~~X1(~~-1T,~~(~) ) 
"i I -1 I = A v t. X t ( '1 I 1 I , •1 I ( '.'.i ) ) 
'viH I= 0. 0 JF( ~~--ll.3~.0I--lT) ~--ll=~ RHI IF(~~ ~I.LT.~T--lI)~--ll:::~IhI 
CtLL :; ;-.; ::-~53(1) 
C l't L L :; R \,1 S 4 S ( 8 • 0 , 'vl --l I , 5 , 0 • n , ! I '- J , l J '-I t , R I /\I C 2 ) CAL L ~~LV?S (40. D,1 ~0 . Q,330 . 0 , 470.0 ) 
CALL SRL'-':3S(O.O,LlrlI, O.O,U HI ) CALL G~3R6S(~R,'vil,J) 
IFCI.GT.1)SJTO 46 CALL GRftN6S('COMPLEX ~J9ULUS ~=~R+JMI',24, l'~R (F A~ADS )',11, 1 ~I ( FA~ADS )',11) 
CJI\J rI '~ U:: 
GJTJ 5 
C,J N TPJU:: 
STOP 
END 
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Program 4 
Progr am to s i mul at e the compl ex impe danc e and complex modulus, 
10 Hz and 100 KH z , for a 4- e l ement circuit of the form.~ 
DJ ~::~ SJJ~ Z~ C100 l ,ZT (10n), ~ ~ (1 00 ), MI (1 00 ) R E A l_ f1. , F , t/ , ") l , ) 2 , ~ 1 , R 2 , C l , C 2 , Z R , l J , .._1 R , H I , 1 Z H I , \1 '< H I , vi I -1 T , ,1 -l I 
I :: 0 . 
5 RE f-. ) ( 5 ,• ) ::;>1,C l , '< 2, C > 
I FC~l . LT .O . l);JT J 50 
J=O 
I ::: I t 1 {\ = lJ e 3 
10 A::li.+0 . ? 
F :: 1 0 . 0~, AA 
tJ=2.0•3. 1 1 1 50;1; :: 
D1=1.0+ ( Nrt2*:1* * )* R1 k*2 ) 
D2= 1 . 0 + C~ ** 2*C2t*2*~2 * *2 ) 
J =J +1 ZR (J):::( ~1 /)l ) +r ~? / 02 ) 
Z T C J) = C ,: <:. l * R 1 ,u, 2 1 ) 1 ) t ( 1J * C ;:u -R? * * 2 1 O? ) 
~RCJ ) ::: ( N** 2 *C 1 t~ Jt:1<:2 / D1) + ( ~** 2*C2* R2**2 /D2) 
,i T. ( J ) :: C tJ * ~ 1 I D 1 ) t C f! k ·~ ? I D '.? ) 
I ~C t.~f.5.D ) GJ TJ 20 GJT J lf, 
20 CYHJ 'JU E C r, ~ I T :: ( r , 2 2 ) ( 1 ~ ( L ) , Z I ( L ) , ,'-'1 P C '- ) , ~ t I ( L ) , L :: 1 , J ) 
c2 FJ~~n rc1-1 ,1 x , 4::11. 3 J ,.. 
l, C P]~t ~Jt Jr a ~h ~f 1~ vs ZI 
C 
30 
35 
36 
C 
C 
C 
40 
45 
.:1 6 
50 
I~(J . ~T.l) ~J TJ 35 
DJ 30 \ = 1 , J 
Z q '-1 A X: = f: \'J ,A, >'. 1 ( 7 ~ '" f1. X , Z q ( '. I) ) 
ZI ~A X=A ~A Xl( ZJ ~OX,Z I( ~)) 
Z~I= Q. O IF(Z ~~A x .::;:: .7I ~QX)7 HI=7 Q~ tx I F ( Z~ ~4X._ T.Z T~4X ) 1H I=Z I~A X CtLL SC L:-l ~ C0.5 , 0 . A) C !, L L :::; R v. 3 -1 3 ( n • n , Z -I J , 5 , 0 • 0 , E 'J D 1 , ~ r~ D 2 , R I r~ C ) 
Ct;L L ::; PTY SS ( - 1, ' * ') 
CALL GRt~2S C1 0 , - 2) 
C~ LL :::; RQ ~J 3 ( 1i , - 2 l 
C;', L L ~ "' ;::T 3 SC -3.2 ,-1.5,~,?'>, 0.0,C ) C t, L L ::; R i:- T 1 3 C - 3 • 0 , •· l • 5 , 5 , :::1 5 , 0 • 0 , 0 ) C~LL GPL ~~3 ( 1 0 . G,l ?C . 0 , S0 .0,2 20.C) 
c I\ L L :; R L 11 3 s c n • o , :: 'D 2 , o • o , E ~n 2 1 C\LL G~G~5S ( Z~ ,ZI ,J ) 
IF(I.:::;T.t)::; J TJ 35 
C~L L ::;~ A~5S C':J ~~-E X ! ~ Pf ~A~ CE Z=7 RtJZl',2 5 , 1 ' Z R ( J f- ' ',l S ) ' , ? , ' Z T C J i-1 ' 1 S ) ' , q ) 
C J \l T I 1JU E 
~lot J~t ]r 3 ~ ~ ,f ~ ~ vs MI 
IFC I . GT . t )::;1 TJ 45 
DJ 4 0 rJ =l,J 
v1 q H 1 = t v <}, x 1 c 11 =1 -1 r , ,1 =x c , 1 1 J 
'-i I rl I = !\ qt.. X 1 C ·-1 I -I T , ',1 I C 'J ) ) 
"1YI=O.O 
I .:- ( '-1 ~ -l I • :::; :: • 'v1 T -1 I ) ·~ -1 T ::: ·.1 o HI 
1 F c \~ ~ '1 r • L r • 1 T -t r 1 \1 -1 r = ,., r 11 r 
C!.t l.L G~ F q 5 S C1 ) 
C 4 L L :; t:,· '-13 -'.l S ( 0 • O , ~1 "11 , 5 , 0 • 0 , 1.l L '.J , U -t I , R I r, : C 2 ) 
CALL G~L~2 SC 40.0, 1 A0 . 0,3 3 0 . 0 ,4 70.0) 
CALL GQ_~3S CO.O,UHI, O.O, UH I) CAL L G~:::;qfisC~P,MI, J) 
IFC I.G T. l ) GJ TO d6 
CALL S~ AN6 S ( ' c n vi PLEX '-lJDJL LJ S \1=:ViR+ J MI ' , 2 4, l '~ R ( FA~ AD S) ' , l l ,'~ l ( F4~ADS ) ', 11) 
CJ tH I \JU :: 
G~H O 5 
cnn I "i U:: 
ST CJP 
· E :'J D 
b etween 
111 
1111 
-228 -
·Appendix B 
The Pr eparation and G~6wth of Silver Azide Sing l e Cryst~ls 
One of the problems of any experimental project involving 
silver azide is that of preparation of the material. Good 'tuality 
single crystals are not easy to produce and thus many experimentalists 
have taken the option to work entirely with pressed powders and 
pellets. In this work a concerted effort has been made to obtain 
measurements from single crystals and as a result much time has 
been spent in attempts to grow good samples, The method of preparation 
is based on that given by Brooks (1968) and is as follows. 
Silver azide is prepared by reacting aqueous solutions of 
silver nitrate and sodium azide. The reaction is given by, 
silver azide is formed as a white microcrystalline precipitate of 
very fine particale size (< ]µ) which can be filtered and washed, 
The starting solutions are contained in glass beakers and mixed 
slowly (drop by drop) behind the safety of a thick perspex screen. 
The final solution containing silver azide is filtered through a 
sintered glass filter with the aid of a vacuum force pump. The 
separated AgN3 is then washed rep eatedly and vigorously with distilled 
water so as to remove all excess ions which may be contaminating 
in the final crystallization, At this stage the powder may be 
dried on a filter paper and used for pressing into pellets as 
described in chapter 4 . Alternatively, the powder is redis solved 
in annnoni a hydroxide containi ng 28-30 % armnonia and r ecrysta ll ized . 
,1 
' 
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It should be noted that all sta ge s of preparation mentioned so far 
are carrie d out under photo graphic safe light conditions so as to 
minimise photolytic decomposition. 
For recyrstalli zation, silver azide solution is again filtered 
and. allowed to stand for some days in a wide-mouth evporation 
dish until crystals have fully gorwn. In the case of this work the 
evaporation dishes used were of stainless steel and 2" or 3" in 
diameter . Being of a conducting material was considered a safety 
aspect since it would prevent electrostatic charging which could lead 
to initiation and explosion of the cyrstals. As arrunonia evaporates 
form the solution, silver azide crystals are formed and generally 
grow as long, thin needles which may be more than I cm in length 
but are seldom greater than 500µ in width or thickness. Crystals 
grown by this method vary in quality and size and the whole process 
becomes one of trial and error until suitably perfect crys.tals are 
obtained . The main factors influencing the final form of the crystals 
are the evap:Jration rate and the concentration of the starting 
solution. Clearly, crystallization will not b egin until the ammonia 
solution is concentrated with AgN3 , however the quantity of distilled 
water added for diluation is also an important factor. The usual 
' ;re cipe" adopted for crystal growi ng is as follows; 
0.5 g of AgN3 were dissolved in 5 cm3 of ammonia hydroxide 
(strength 28-30 % ammonia) and then diluted further with distilled 
water to approxima tely one t enth of this concentration. The final 
solut ion was divided be t ween f our evaporation dishes and covered with 
filter pape r to crude l y control the evaporation rate . Usually one 
di sh was stored i n a dessicator with the stopcock opened-s li ght l y 
\ 1 
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to provide a very slow .evporation rate. Each dish was mounted on 
fo am rubber to absorb mechanical .vibra t ion and kept in the dark 
- J <. 
at ro om t empera ture . for a period of several days. After this . time 
sing l e crystals would have fo rmed and could be inspe cted for 
qua lity. Good crysta ls were considered to be large, show specular 
reflection from the faces and contain a minimum of v i sib le internal 
features . 
,. 
Twinning of crys tals often occu1ed and these were 
rejected as unsuitab le for electrical measurements. It was often 
found that from a complete batch only a few single crysta ls would 
be selected for use . The remainder would be redissolved, filtered 
and crysta llized again. Repeated crystallizat ion usually provided 
the better samples. 
Typica l crystals grown by this method are shown in van_ous 
photographs throughout this thesis , see for example Plates 2. 1, 
2.3 and 4 . 1. In general crystals would not be comple tely perfect 
and thus only small portions of the needles would be used. 
Finally it should be noted that silve r azide can be sifely 
destroyed by dissolving in a so l ution of eerie ammonium nitrate. 
This should be done in a fume cupboard and enough eerie aIITIIlorn. um 
nitrate should be added so that the final solution remains a 
yellow/orange colour. The solution is then safe to wash down a 
sink . 
I, 
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App endix C 
Accident~! Detonati6n 6f Silv~r Azide 
During the course of this project there have been three 
occasions on which silver azide has exploded accidentally and these 
will be recorded for future reference. In each case the incident 
f-involved silver azide powder and occured behind the protection 
~ 
of a safety screen. 
i) Newly precipitated AgN3 powder had been allowed to dry in the 
bottom of a glass beaker. Explosion occuied when a glass stirring 
/... 
rod was used to remove some of the powder from the beaker. The 
friction involved in rubbing the two glass surfaces together was 
sufficient to cause detonation resulting in the complete destruction 
of both beaker and stirring rod. The quantity of AgN3 involved 
was% 0.2 g. 
ii) Similar to above except that in this case the newly precipitated 
AgN3 had just been filtered and was still moist with distilled water. 
The silver azide was being removed from the sintered glass filter 
with a glass rod and again the friction was created between two glass 
surfaces. The quantity of azide involved was% 0.5 g and again 
resulted in destruction of the glass filter. 
iii) In this incident silver azide powder was being pressed into a 
high density pellet in the manner described in chpater 4. 
Approximately 0.01 r; exploded inside the die while pressure was being 
applied to the anvils. The peculiarity in this case was undoubtedly 
the fact that the powder was old (:ta few weeks) and some decomposition 
r had occured . In all other experiments pellets were produced from 
/... 
11111 
i 
I 
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freshly prepared (and perfectly white) silver azide powder. It is 
well known that the presence of metallic silver particals (and 
colloids as the result of decomposition) cause sensitization of 
AgN3 powder, see Bowden and Yoffe . (1958). The explosion in this 
instance was easily contained by the strength of the die but as 
a result the die was distorted (and hence rendered useless) and the 
rollers on either side of the AgN3 could not be removed. 
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