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When designing a computer system, benchmark programs are used with
cycle accurate performance/power simulators and HDL level simulators to
evaluate novel architectural enhancements, perform design space exploration,
understand the worst-case power characteristics of various designs and find
performance bottlenecks. This research effort is directed towards automati-
cally generating synthetic benchmarks to tackle three design challenges: 1) For
most of the simulation related purposes, full runs of modern real world parallel
applications like the PARSEC, SPLASH suites cannot be used as they take
machine weeks of time on cycle accurate and HDL level simulators incurring
a prohibitively large time cost 2) The second design challenge is that, some of
these real world applications are intellectual property and cannot be shared
with processor vendors for design studies 3) The most significant problem in
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the design stage is the complexity involved in fixing the maximum power con-
sumption of a multicore design, called the Thermal Design Power (TDP). In
an effort towards fixing this maximum power consumption of a system at the
most optimal point, designers are used to hand-crafting possible code snip-
pets called power viruses. But, this process of trying to manually write such
maximum power consuming code snippets is very tedious.
All of these aforementioned challenges has lead to the resurrection of
synthetic benchmarks in the recent past, serving as a promising solution to all
the challenges. During the design stage of a multicore system, availability of
a framework to automatically generate system-level synthetic benchmarks for
multicore systems will greatly simplify the design process and result in more
confident design decisions. The key idea behind such an adaptable benchmark
synthesis framework is to identify the key characteristics of real world parallel
applications that affect the performance and power consumption of a real pro-
gram and create synthetic executable programs by varying the values for these
characteristics. Firstly, with such a framework, one can generate miniaturized
synthetic clones for large target (current and futuristic) parallel applications
enabling an architect to use them with slow low-level simulation models (e.g.,
RTL models in VHDL/Verilog) and helps in tailoring designs to the targeted
applications. These synthetic benchmark clones can be distributed to archi-
tects and designers even if the original applications are intellectual property,
when they are not publicly available. Lastly, such a framework can be used
to automatically create maximum power consuming code snippets to be able
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to help in fixing the TDP, heat sinks, cooling system and other power related
features of the system.
The workload cloning framework built using the proposed synthetic
benchmark generation methodology is evaluated to show its superiority over
the existing cloning methodologies for single-core systems by generating minia-
turized clones for CPU2006 and ImplantBench workloads with only an average
error of 2.9% in performance for up to five orders of magnitude of simula-
tion speedup. The correlation coefficient predicting the sensitivity to design
changes is 0.95 and 0.98 for performance and power consumption. The pro-
posed framework is evaluated by cloning parallel applications implemented
based on p-threads and OpenMP in the PARSEC benchmark suite. The aver-
age error in predicting performance is 4.87% and that of power consumption is
2.73%. The correlation coefficient predicting the sensitivity to design changes
is 0.92 for performance. The efficacy of the proposed synthetic benchmark gen-
eration framework for power virus generation is evaluation on SPARC, Alpha
and x86 ISAs using full system simulators and also using real hardware. The
results show that the power viruses generated for single-core systems consume
14-41% more power compared to MPrime on SPARC ISA. Similarly, the power
viruses generated for multicore systems consume 45-98%, 40-89% and 41-56%
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Performance evaluation and benchmarking of computer systems has
been a challenging task for designers and is only expected to increase in future
due to the ever increasing complexity of modern computer systems. Under-
standing program behavior through simulations is the foundation for computer
architecture research and program optimization. Thus, it is very common to
have models written for the designed systems at various levels of abstrac-
tions in the design stage of a processor to enable simulations. Functional
models, which stand at the highest level of abstraction are typically written
using higher level languages like C, C++ and could be of varying levels of
accuracy based on the models being cycle-accurate, trace or execution driven,
bare-metal or include a full system. At the lowest level of abstraction, are
the most detailed models written at the Register Transfer Level (RTL) us-
ing languages like VHDL or Verilog. These aforementioned models play a
key role in evaluating novel architectural enhancements, perform design space
exploration, understand the worst-case power characteristics and identify per-
formance bottlenecks of various designs by enabling an architect to simulate
the runs of the most representative set of target workloads.
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Identifying the correct set of workloads to use with these models is in
itself a more challenging task than even developing the models for the pro-
cessors. Though microbenchmarks and kernels, which are hand coded code
snippets that represent the most commonly used algorithms in real world
applications are small and easy to use with the performance models, they
may not be comprehensive enough to cover various execution behaviors to be
representative of the real target applications. For this purpose, there have
been benchmark suites, developed and maintained by academia and organiza-
tions like Standard Performance Evaluation Corporation (SPEC) containing
the most commonly used applications in various domains. Some of the most
popular benchmark suites are SPEC CPU2006 [1] [2], Splash-2 [3] [4], PARSEC
[5], EEMBC and ImplantBench [6], which represent the most commonly used
desktop, embedded and futuristic applications. The SPEC CPU2006 suite, re-
leased in Aug 2006 is a current industry-standard, CPU-intensive benchmark
suite, created from a collection of popular modern single-threaded workloads.
The EEMBC benchmarks contain workloads from the embedded domain tar-
geting telecom/networking, digital media, Java, automotive/industrial, con-
sumer, and office equipment products. The ImplantBench suite proposed by
Jin et al. [6] is a collection of futuristic applications that will be used in futuris-
tic bio-implantable devices. Splash-2 is a collection of multithreaded workloads
developed at Stanford targeting shared memory systems. The Princeton Appli-
cation Repository for Shared-Memory Computers (PARSEC) is a benchmark
suite developed at Princeton University composed of emerging multithreaded
2
workloads and was designed to be representative of next-generation shared-
memory programs for chip-multiprocessors.
There are many challenges involved in using these real applications
with the various performance models in the design stage to analyze the per-
formance and power characteristics of the designs under study. The most
significant challenges addressed by this dissertation are that these workloads
have a prohibitively large run time on the performance models, some of them
are not available to architects as they are proprietary and most of them cannot
be of much use in analyzing the worst-case power characteristics of designs.
This dissertation addresses each of these challenges by distilling the most im-
portant characteristics of real world applications and using them to construct
an adaptable synthetic benchmark generation framework, which will be a valu-
able tool in the design stage of processors.
1.1 Motivation
1.1.1 Prohibitive Simulation Time
For most of the simulation related purposes, full runs of modern real
world applications like the SPEC CPU2006, PARSEC suites cannot be used
as they take machine weeks of time on cycle accurate and HDL level simula-
tors incurring a prohibitively large time cost. The prohibitive simulation time
of the real-world applications [5] [2] can be attributed to the fact that they
contain thousands of billions of instructions [1]. Design models of modern
multicore systems at RTL level are many orders slower than cycle accurate
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simulators. For example, the design of IBM POWER6 has 3.3 million lines
of VHDL to model 790 million transistors and it is almost impossible to use
full runs of modern workloads for design studies. The advent of the multicore
processors and heterogeneity in the cores has made the simulations for design
space exploration even more challenging. This has driven architects to use
samples/traces of important parts of the target applications instead of com-
plete runs. It is to be noted that even after 5 years after the release of the
SPEC CPU2006 suite, we do not see many simulation based papers using these
more representative modern workloads and rather architects tend to use the
older version CPU2000 due to the availability of miniaturized samples/traces.
To reduce simulation time, sampling techniques like simulation points
[7] and SMARTS [8] are well known and widely used. But, the problem with
such sampling techniques is that most of them are restricted to phase behavior
analysis and check-pointing of single-threaded applications and none of them
can be directly used for sampling multithreaded applications or simultaneous
execution of independent programs. Though there has been some efforts to-
wards extending such sampling techniques for multicore architectures as in the
work by Biesbrouck et al [9], but it is all still in infancy. Another problem with
such sampling techniques is that huge trace files for the particular dynamic
execution interval have to be stored or they require the simulator to have the
capability to fast-forward until it reaches the particular interval of execution
that is of interest to the user. The problem with other techniques like bench-
mark subsetting [10] is that the results are still whole programs and are too
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big to be directly used with design models.
1.1.2 Proprietary Applications
The previously mentioned simulation time problem is augmented with
the unavailability of some of the real target applications due to being pro-
prietary. For example, in case where a vendor is designing a system for a
defense application or for military purposes, it is not possible to have these
target applications in hand for performance analysis. In such cases, the archi-
tect will end up using the publicly available similar applications or the most
generic benchmark suites. But, these proprietary target applications may have
some unique characteristics that is not accounted for, and could result in the
architects ending up with a non-optimal design.
1.1.3 Worst-case Power Characteristics
Excessive power consumption and heat dissipation have been a critical
problem faced by computer designers in the past decade. Due to power de-
livery, thermal and cooling issues along with a world-wide initiative towards
green computing, power consumption is a first class design parameter in high
end server systems and it has always been a significant constraint in low end
embedded system design. More specifically, the maximum power consumption
for which computer systems are designed, called the Thermal Design Power
(TDP) is one of the most important of the different design parameters and is
something that is very carefully determined by the computer architects. This
5
worst-case power consumption has a direct impact on attainable micropro-
cessor performance and implementation cost. Current generation multi-core
performance is almost universally limited by power delivery, cooling and reli-
ability rather than critical path delay. The cooling systems of these modern
processors/memories are designed in such a way, that these systems are deemed
to safely operate only within this power cap and are equipped with the capa-
bility to automatically throttle down the operating frequency when the system
is driven to reach this maximum power. This maximum power consumption
for which a system is designed cannot just be fixed as the sum of the power
consumption of the various components in the system, but rather it has to be
the maximum attainable power consumption that a user workload could prac-
tically achieve in the system under design. This is due to the fact that this
maximum attainable power consumption is quite low compared to the sum
of the power consumption of various micro-architectural components as it is
almost impossible to keep all these components of a system simultaneously
active by any workload. The process of determining the maximum power for a
design is very complicated due to it’s dependence on multiple factors like the
workload that could be executed, the configuration of the system, the power
saving features implemented in hardware and the way some of these features
are exercised by the operating system.
If the maximum power of a design is fixed too high, a designer will end
up wasting a lot of resources by over-provisioning the heat sinks, cooling sys-
tem, power delivery system and various other system level power management
6
utilities. A related example will be the design of external power supplies to
server systems. Due to incognizance of the precise maximum attainable power
of a system, a power supply could be designed to handle a high load and when
the typical usage scenario is far below that load, the efficiency of the power
supply is known to drop many folds [11]. It is to be noted that over provi-
sioning of these power related utilities could result in substantial increase in
maintenance costs. The recent trend towards consolidation in server systems
(e.g. blade servers), has resulted in an explosion in power density leading to
high costs related to electricity and cooling system. The ’power dissipation
per square foot’ of recent server systems is estimated to be 160 Watts per
square foot. Data center energy costs are starting to exceed hardware costs
and it was estimated that in 2010, the power a server burns over its lifetime
will cost more than the server itself. It is estimated that for every watt of
power used by the computing infrastructure in a data center, another 0.33 to
0.5 watt of power is required by the cooling system [12] [13] due to the on-
going rack-level compaction [14]. This problem has driven data center based
companies to set up sites near power stations and design some of them to be
wind-cooled naturally to save on cooling costs. On the other hand, if this
maximum power consumption is underestimated, the architect will be unnece-
sarily limiting the performance of the system due to frequency throttling or in
case of unavailability of such features, it results in affecting the overall system
reliability and availability due to overheating. When the ambient temperature
increases beyond the safe operating limits, it could result in early failure of
7
the micro-architectural components resulting in sporadic system freezes and
crashes.
Identifying this attainable worst-case power in current generation mi-
croprocessors is a challenging task that will only become more daunting in the
future. As additional system components are integrated into single packages, it
becomes increasingly difficult to predict aggregate worst-case power. Existing
designs integrate multiple cores and memory controllers on a single die. The
trend for future designs is to include a wider array of components including
graphics processors and IO bus controllers [15] [16]. It is to be noted that the
worst-case power of a system is not simply the sum of the maximum power
of each component. Due to underutilization of resources and contention for
shared resources, such as caches or memory ports, the aggregate worst-case is
significantly less than the sum.
In an effort towards fixing the maximum power consumption of systems
at the most optimal point, architects are used to hand-crafting possible code
snippets called power viruses [17] [18]. But, this process of trying to manually
write such maximum power consuming code snippets is very tedious [19]. This
tedium is due to the fact that there are so many components that interact when
a workload executes on a processor/system making it intractable to model all
these complex interactions and requires a profound knowledge about these
interactions to be able to write a code snippet that will exactly exercise a
given execution behavior. Adding to this complexity are the various power
saving features implemented in the hardware like clock gating, demand based
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switching, enhanced speed step technology and the various power states of
the CPUs exercised by the operating system. Lastly, one cannot be sure that
the manually written power virus is the practically possible maximum case
to be able to safely design the processor for this particular maximum power.
As a result of this, designers tend to end up in the aforementioned wasteful
over-provisioning.
1.2 Objectives
During the design stage of a multicore system, availability of a frame-
work to automatically generate system-level synthetic benchmarks for multi-
core systems will greatly simplify the design process and result in more con-
fident design decisions. The key idea behind such an adaptable benchmark
synthesis framework is to identify the key characteristics of real world applica-
tions such as instruction mix, memory access behavior, branch predictability,
thread level parallelism etc that affect the performance and power consump-
tion of a real program and create synthetic executable programs by varying
the values for these characteristics as shown in Figure 1.1. Firstly, with such
a framework, one can generate miniaturized synthetic clones for large target
(current and futuristic) applications enabling an architect to use them with
slow low level simulation models (e.g., RTL models in VHDL/Verilog) and
helps in tailoring designs to the targeted applications. These synthetic bench-
mark clones can be distributed to architects and designers even if the original








































































ADD R3, R2, R5
DIV R10, R2, R1
SUB R3, R5, R6
ADD R1, R2, R3
SUB R3, R5, R1
…………
ADD R1, R2, R3
SUB R3, R5, R1…………
DIV R5, R6, R2
ADD R8, R1, R2
MUL R1, R1, R6
DIV R3, R8, R1





ADD R1, R4, R5
SUB R5, R0, R5
MUL R3, R3, R2














Figure 1.2: Breakdown of power consumption of the PARSEC benchmark
fluidanimate on typical octcore and sixteen core systems
not be reverse engineered in any way to obtain any useful information about
their original counterparts. Secondly, such a framework can be used to auto-
matically create maximum power consuming code snippets to be able to help
in fixing the Thermal Design Point, heat sinks, cooling system and other power
related features of the system. The synthetic benchmarks that are provided
are space efficient in terms of storage and do not require any special capability
in a simulator as required by other simulation time reduction techniques [7]
[8].
Though the applications of an automatic system-level synthetic bench-
mark generation framework are numerous, there has not been any efforts to-
wards synthesizing workloads at system-level or for multicore systems. All
the previous efforts towards synthesizing workloads [20] [21] [22] are all re-
stricted to only the behavior of a single core CPU. It is to be noted that
there are many components like the interconnection network, shared caches,
memory subsystem and cache coherence directory other than the CPU that
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significantly contribute to the overall performance and power consumption of
a multicore parallel system. To emphasize the importance of the components
other than the CPU, the breakdown of power consumption of the PARSEC
[5] benchmark fluidanimate is shown on two typical modern multicore systems
with eight and sixteen cores in Figures 1.2(a) and 1.2(b) respectively. The eight
core system has eight 4-wide out-of-order cores with 4MB L2 and 8GB DRAM
and the sixteen core system has sixteen 2-wide out-of-order cores with 8MB
L2 and 16GB DRAM. One can see that the total power consumption of all the
cores sum up to only 41% and 21% of the whole system power for the oct-core
and sixteen-core systems showing the importance of the other components in
the system. In today’s multicore systems, it is important to characterize the
behavior of the workloads in the shared caches, inter-connection network, co-
herence logic and the DRAM to be able to generate reasonable proxies for
modern workloads. To achieve this, the synthetic benchmarks should be mul-
tithreaded and access shared addresses to be able to exercise various shared
data access patterns.
1.2.1 Power Virus Generation
The objective is to automatically generate stressmarks by using a ma-
chine learning based search through a workload space constructed with mi-
croarchitecture independent characteristics broadly classified into instruction
mix, thread level parallelism, instruction level parallelism, control flow behav-
ior, shared and private memory access patterns and memory level parallelism.
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Joshi et al. [22] also presented an automatic approach to the generation of
power viruses, but Joshi’s work was limited to the power consumption of the
CPUs and has a few more limitations: 1) they had not modeled the burstiness
of memory accesses or the Memory Level Parallelism (MLP) of the workloads
3) the framework was tested only by comparing with SPEC workloads and
not with industry standard hand crafted power viruses 4) the results were
only based on a simulator and was not validated on real hardware 5) it was
done only for the Alpha ISA.
This dissertation aims at overcoming the aforementioned limitations
and generating system level power stressmarks including components outside
the CPU. Though the CPU consumes the maximum power among the various
subsystems of a system, recent trends have shown that the power consumption
of other subsystems like the DRAM is also significantly high [23] [24] and is
predicted to increase in the future. Thus, it is important to characterize the
power consumption of the entire system rather than just the CPU while con-
structing max-power viruses. Our metrics include the burstiness of accesses to
DRAM by characterizing the memory level parallelism of the synthetic. The
metrics used in this dissertation also include characteristics of workloads to
stress the shared caches, coherence logic and the interconnection network. The
granularity of the instruction mix in the generated synthetic is very important
to generate good power viruses and our synthetic benchmark generation is
more robust in terms of the number of instruction types generated than com-
pared to Joshi et al’s work [22]. In this work, we validate the power virus
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generation framework using real hardware than just simulators. Three ISAs
namely Alpha, SPARC and x86 are used for validation against industry grade
power viruses than regular workloads.
The results in this work has shown that running multiple copies of these
single-core power viruses like MPrime [25] on multiple cores is not even close
to the power consumption of a power virus generated specifically for a given
multicore parallel system. This is due to fact that such a single-core power
virus like MPrime is very compute-bound lacking in data movement resulting
in a reduced activity in the shared caches and the interconnection network.
Due to upcoming memory hungry technologies like virtualization, the continu-
ously more memory-seeking nature of today’s search and similar Internet based
applications along with a shift in paradigm from multicore to many-core, we
see that only the power levels of processors being controlled and capped, while
we do not see any signs of slow down in the increase in power consumption
of memory and interconnects making it more important to be aware of their
worst-case power characteristics. This is the first attempt towards answering
many questions about how to efficiently search for a power virus for multicores
viz., i) which are the most important dimensions of the abstract workload
space that should be modeled for a multicore system, ii) what is the required
amount of granularity in each dimension and especially the detail at which
the core level out-of-order execution related workload characteristics should
be modeled iii) if it is worthwhile to make the threads heterogeneous and deal
with state space explosion problem or should the threads be homogeneous iv)
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what are the data sharing patterns (producer-consumer, migratory etc) that
should be exercised to stress the interconnection network, shared caches and
DRAM effectively, and many other similar questions, each of which are further
elaborated later in this paper.
1.2.2 Workload Cloning
In terms of workloads cloning, the objective is to characterize the long
running original workloads for the identified metrics of interest. Then, these
metrics are fed to the synthetic benchmark generation framework to generate
a clone for each of these workloads. The fidelity of each of these clones are
verified by comparing the most important microarchitecture dependent metrics
like Instruction Per Cycle (IPC), total power consumption, missrates at caches,
branch predictability etc. These clones should also be evaluated for their
relative accuracy or the sensitivity to design changes, proving their utility
in design space exploration for systems. The speedup achieved in using the
provided miniaturized clones over using the original applications are reported
to show the reduction in runtime.
The cloning framework is validated by cloning applications in three
benchmark suites namely SPEC CPU2006, ImplantBench and PARSEC, rep-
resenting the single threaded compute intensive application, embedded appli-
cation and multithreaded parallel application domains respectively.
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1.3 Thesis Statement
With knobs for thread-level parallelism, memory level parallelism, com-
munication characteristics, synchronization characteristics and data sharing
patterns included, a parameterized workload synthesis framework is a valu-
able tool in the design stage of multicore computer systems to generate rep-
resentative miniaturized clones for long running modern applications and to
automatically generate max-power stressmarks to help in fixing the Thermal
Design Power for a given microarchitecture design.
1.4 Contributions
In this research, a system-level synthetic benchmark generation frame-
work targeting both single-core and multicore systems is proposed. Amongst
the different applications of such a framework, its efficacy for miniaturized
workload clone generation and power virus generation are evaluated, each of
which is elaborated below:
The workloads cloning framework will be very useful for architects, val-
idation engineers, benchmarking engineers and performance architects in the
design stage to miniaturize the long running workloads. Also, it should be
noted that such a workload cloning framework will be more useful to software
vendors who would like to disseminate their software to processor manufactur-
ers even if it is proprietary. The synthetic clones that are generated cannot be
reverse engineered in anyway as they only have the performance characteristics
of the applications and do not retain any of the higher level information like
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identifier names, function names or even instruction sequences. This cloning
framework can significantly miniaturize applications and will also promote ar-
chitecture research in both industry and academia by making simulations more
feasible.
The power virus generation framework will be very useful for architects
who manually write code snippets for power virus generation. This automation
can reduce a lot of tedium and also provide enough confidence in the worst
case behavior exercised by the synthetic power virus, avoiding the need to
over-provision power related utilities. This need to over-provisioning the power
related utilities will save a lot of power in data centers and reduce the cooling
costs significantly.
The major contributions of this dissertation are,
• Proposal of the system-level synthetic benchmark generation framework,
which includes an abstract workload model and a code generator to syn-
thesize workloads for modern systems including multicores.
• The proposed framework is evaluated to show its superiority over the ex-
isting cloning methodologies for single-core systems by generating minia-
turized clones for CPU2006 and ImplantBench workloads with only an
average error of 2.9% in performance for up to five orders of magnitude
of simulation speedup. The correlation coefficient predicting the sen-
sitivity to design changes is 0.95 and 0.98 for performance and power
consumption.
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• The proposed framework is evaluated by cloning parallel applications im-
plemented based on p-threads and OpenMP in the PARSEC benchmark
suite. The average error in predicting performance is 4.87% and that of
power consumption is 2.73%. The correlation coefficient in tracking the
performance for design changes by the synthetic is 0.92.
• The proposed framework is further leveraged with the help of machine
learning to build SYstem-Level Max POwer (SYMPO) and MAximum
Multicore POwer (MAMPO) to automatically generate power viruses for
single-core and multicore systems respectively.
• Validation of these power virus generation frameworks using SPARC,
Alpha and x86 ISAs using full system simulators and also using real
hardware. The results show that the usage of SYMPO results in the
generation of power viruses that consume 14-41% more power com-
pared to MPrime on SPARC ISA for single-core systems. Similarly,
the MAMPO power viruses consume 45-98%, 40-89% and 41-56% more
power than PARSEC workloads, running multiple copies of MPrime and
multithreaded SPECjbb respectively.
1.5 Organization
• Chapter 2 elaborates on the synthetic benchmark generation framework
starting with the most significant metrics relevant to the performance
and power consumption of systems that are used in the abstract work-
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load model for this dissertation. Later in the chapter, the synthetic code
generation is explained, which is the process of translating the charac-
teristics provided in the abstract workload model into synthetic code.
• Chapter 3 first provides an overview of the workload cloning framework
which includes a profiler to profile the characteristics of the original ap-
plication, the benchmark generator and the processor simulators used
to evaluate the representativeness of the synthetics. The chapter also
provides the accuracies of the clones generated for SPEC CPU2006, Im-
plantBench and PARSEC workloads.
• Chapter 4 discusses the power virus generation framework including the
genetic algorithm toolset, simulators used to estimate the power con-
sumption, the experimental setup to evaluate the power virus generation
framework along with the results.
• Chapter 5 provides a brief overview of previous research in this area and
along with related work.




Related Research and Background
2.1 Statistical Simulation, Benchmark Synthesis
and Workload Cloning
Oskin et al. [26] and Nussbaum et al. [27] introduced the idea of sta-
tistical simulation to guide the process of design space exploration. Eeckhout
et al [28] proposed the use of Statistical Flow Graphs (SFG) in characterizing
the control flow behavior of a program in terms of the execution frequency
of basic blocks annotated with their mutual transition probabilities. A SFG
consists of nodes that are the basic blocks in the program and the edges rep-
resent the mutual transition probabilities between the basic blocks. Wong et
al. introduced the idea of synthesizing benchmarks [29] [30] [31] based on
the workload profiles. Bell and John [21] and Joshi et al. [20] synthesized
benchmark clones for the workloads in the SPEC CPU2000 suite by using a
technique in which one loop is populated with embedded assembly instructions
based on the instruction mix, control flow behavior, the memory behavior and
the branch behavior of the original workload. This generated synthetic loop
was iterated until the performance characteristics became stable. In the work
by Bell and John [21], most of the metrics that were used to characterize the
behavior in the caches were based on microarchitecture dependent metrics like
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miss rates. They used branch misprediction rate to characterize the control
flow predictability, which is also a microarchitecture dependent metric. Since
the synthetic clones that are generated are proposed to be used for design
space exploration, a more robust framework was employed by Joshi et al. [20]
by using metrics that were independent of the underlying microarchitecture
like branch transition rate, a stride access pattern in terms of static load stores
etc.
Even for single-core systems, the previous synthetic benchmark gen-
eration efforts [20] [21] suffer from a major limitation. Their methodologies
characterize the memory access, control flow and the instruction level paral-
lelism information of the workload, but do not characterize or use the miss
pattern information of the last level cache, viz., Memory Level Parallelism
(MLP) information. As a result, the synthetics generated using these previous
approaches always have misses in the last level cache happening at a constant
frequency without much burstiness. For example, when cloning workloads
that have high MLP (bursty misses), the generated synthetic results in hav-
ing an entirely different execution behavior compared to the original workload
even in single core systems as shown in Figure 3.2. The proposed system-level
multithreaded synthetic benchmark generation methodology overcomes this
important shortcoming by modeling the MLP in the synthetic using load-load
dependencies.
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2.2 Other Simulation Time Reduction Techniques
Simulation time problem has been addressed by the computer architec-
ture community and there has been a lot of previous work aimed at solving
this problem. To reduce simulation time, sampling techniques like simulation
points [7] and SMARTS [8] are well known and widely used. Considerable
work has been done in investigating the dynamic behavior of the current day
programs to address the prohibitive simulation time problem. It has been seen
that the dynamic behavior varies over time in a way that is not random, rather
structured [32] [33] as sequences of a number of short reoccurring behaviors.
The SimPoint [7] [34] tool tries to intelligently choose and cluster these rep-
resentative samples together, so that they represent the entire execution of
the program. These small set of samples are called simulation points that,
when simulated and weighted appropriately provide an accurate picture of the
complete execution of the program with large reduction in the simulation time.
To analyze the similarity between two execution intervals in a microar-
chitecture independent manner, the Simpoint tool uses a signature for an ex-
ecution interval called as a Basic Block Vector [35]. A basic block vector
characterizes an execution interval based on the parts of the underlying static
code, which is absolutely microarchitecture independent. The SimPoint tool
[34][7][36] employs the K-means clustering algorithm to group intervals of ex-
ecution such that the intervals in one cluster are similar to each other and
the intervals in different clusters are different from one another. The Man-
hattan distance between the Basic Block Vectors serve as the metric to know
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the extent of similarity between two intervals. The SimPoint tool takes the
maximum number of clusters as the input and generates a representative sim-
ulation point for each cluster. The representative simulation point is chosen
as the one which has the minimum distance from the centroid of the cluster.
Each of the simulation points is assigned a weight based on the number of
intervals grouped into its corresponding cluster. These weights are normalized
such that they sum up to unity.
But, the problem with such sampling techniques is that huge trace files
for the particular dynamic execution interval have to be stored or requires the
simulator to have the capability to fast-forward until it reaches the particular
interval of execution that is of interest to the user. But rather, the synthetic
benchmarks that we provide are space efficient in terms of storage and do not
require any special capability in a simulator. Also, most of these sampling
techniques are restricted to single threaded applications and there has been
very little work regarding runtime reduction for multithreaded applications.
It is to be noted that most of these sampling techniques, when applied to
different threads of multithreaded applications separately, still result in so
many combinations of execution scenarios due to different possible starting
points for each threads in the multithreaded program. The problem with
other techniques like benchmark subsetting [10] is that the results are still
whole programs and are too big to be directly used with design models.
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2.3 Power Virus Generation
Joshi et al. [22] introduced the idea of automatic stressmark generation
using an abstract workload generator. Joshi et al. also show that the char-
acteristics of stressmarks significantly vary across microarchitecture designs,
emphasizing the fact that separate custom stressmarks should be developed
for different microarchitectures. In the same paper, they also show that ma-
chine learning can be used to generate stressmarks with maximum single cycle
power. They also generated dI/dt stressmarks that will have an alternating
behavior of maximum power in one cycle and minimum power in the next
cycle, causing ripples in the power delivery network. Similarly, hotspots were
created in various parts of the chip using the same methodology.
In the VLSI community, there has been a lot of research to estimate
the power consumption of a given CMOS circuit [37] [38]. To maximize the
switching activity in these circuits, test vector patterns are generated using
heuristics and statistical methods. Our approach and goals in this paper are
similar to these previous research, except the fact that we generate embedded
assembly instructions that can be compiled into a legal program instead of the
generation of test vectors. The advantage of using legal programs to search
for a stressmark is that it guarantees that the maximum power consumption
is achieved within the normal operating constraints. Industry has developed
hand-crafted power viruses [39] [40] [41] [42] [43] to estimate the maximum
power dissipation and thermal characteristics of their microprocessors. Hand-
crafted benchmarks are also used in generating temperature differentials across
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microarchitecture units [44]. Stability testing tools written for overclockers
like CPUBurnin [17] and CPUBurn [18] are also popular power viruses. The
program MPrime [25], which searches for mersenne prime number is popularly
called the torture test and is a well known power virus used in the industry.
2.4 Hiding Intellectual Property in Applications
There has been a lot of efforts towards hiding the intellectual property
in software applications [45] [46] [47] when distributing the binary. Most of
these techniques try to confuse some one that is trying to reverse engineer
the application by using many code obfuscation techniques. Some of the most
popular techniques are,
• Layout Obfuscation: The higher level information like the identifier
names, comments etc are altered to make them less meaningful. The
C shroud system [48] is an example of a code obfuscator that does lay-
out obfuscation.
• Data Storage Obfuscation: This technique aims at garbling the way in
which data is stored in the memory to confuse some one that is reverse
engineering. The data structures used by the program are altered for
obfuscation. For example a two dimensional array can be converted to
a one dimensional array, convert local variables to global variables etc.
• Control Aggregation Obfuscation: This technique tries to change the
way in which the statements of a program are grouped together. A good
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example is inlining some procedures.
• Control Ordering Obfuscation: Control ordering obfuscations change the
order in which the statements of a program get executed. A good exam-
ple is to iterate a loop backward instead of forward.
• Control Computation Obfuscation: These techniques try to alter the
control flow of the program by performance code changes. Some ex-
amples are inserting dead code, adding unnecessary loop termination
instructions that will not possibly happen etc.
All of the aforementioned techniques are used to avoid reverse engi-
neering of code without any concern about changing the performance or power
characteristics of the workloads. But, our aim in this approach is to dissemi-
nate intellectual property applications with the same power/performance char-
acteristics for better processor design. Though the aforementioned techniques
throw perspectives on what are the characteristics that should be looked at
when it comes to hiding intellectual applications, they are aimed at something
completely different than what is targeted in this dissertation.
2.5 ImplantBench Workloads
Further in this Section, we provide some background on the Implant-
Bench suite. The ImplantBench suite proposed by Jin et al. [6] is a col-
lection of futuristic applications that will be used in bio-implantable devices.
Bio-implantable devices are planted into human body to collect, process and
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communicate realtime data to aid human beings in recovering from various
types of defects. A few examples are retina implants, functional electrical
stimulation implants and deep brain stimulation implants. ImplantBench is a
collection of applications falling into the categories: security, reliability, bioin-
formatics, genomics, physiology and heart activity. Security algorithms are
used in these devices for a safe and secure transfer of data from these im-
planted devices to the outside world. Reliability algorithms take care of the
integrity of the data transferred to and from the implanted devices due to us-
ing wireless techniques. Bioinformatics applications are the ones that extract
and analyze genomic information. At times a part of a genomic application
may be added into the implanted device for some real time uses. Physiology
includes the job of collecting and analyzing physiological signals like Electro-
cardiography (ECG) and Electroencephalography (EEG). Heart activity ap-
plications diagnose heart problems by analyzing the heart activity. Jin et al.
[6] provide a detailed characterization of these applications, but most of their
characterization is based on microarchitecture dependent metrics, whereas our
characterization is mostly independent of the microarchitecture.
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Chapter 3
Synthetic Benchmark Generation Framework
Our synthetic benchmark generation framework consists of two main
components, namely, an abstract workload model and a code generator. The
abstract workload model is formulated based on the most important character-
istics of modern workloads in terms of performance and power consumption.
A code generator is developed to synthesize workloads for a given set of char-
acteristics in terms of the defined abstract workload model.
3.1 Abstract Workload Model
For both the purposes of cloning and power virus generation, the effec-
tiveness of the synthetic benchmark generation framework lies in the efficacy
of the abstract workload model that is formulated. The dimensions of this
abstract workload space should be as much microarchitecture independent as
possible to enable this framework to be able to generate synthetic benchmarks
for different types of microarchitectures for the purposes of design space ex-
ploration. These dimensions should also be robust enough to be able to vary
the execution behavior of the generated workload in every part of a multicore
system. In earlier approaches for synthetic benchmark generation at core-level
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for uniprocessors, researchers came up with metrics to characterize the execu-
tion behavior of programs on single core processors [20] [49] [50] [21]. In this
research, we come up with similar metrics for the generation of system-level
synthetics and for multicore systems. We first begin by explaining the intu-
ition behind the design of this abstract workload space in terms of our memory
access model, branching model and shared data access patterns.
Investigation in previous research [51][52][53][54][55] about the commu-
nication characteristics of the parallel applications has showed that there are
four significant data sharing patterns that happen, namely,
1. Producer-consumer sharing pattern: One or more producer threads
write to a shared data item and one or more consumers read it. This
kind of sharing pattern can be observed in the SPLASH-2 benchmark
ocean.
2. Read-only sharing pattern: This pattern occurs when the shared
data is constantly being read and is not updated. SPLASH-2 benchmark
raytrace is a good example exhibiting this kind of a behavior.
3. Migratory sharing pattern: This pattern occurs when a processor
reads and writes to a shared data item within a short period of time and
this behavior is repeated by many processors. A good example of this
behavior will be a global counter that is incremented by many processors.
4. Irregular sharing: There is not any regular pattern into which the this




















































Figure 3.1: List of metrics to characterize the execution behavior of workloads
that significantly affect the performance and power consumption
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task queue, which can be enqueued or dequeued by any processor which
does not follow a particular order.
Though the above said patterns are the most commonly occurring shar-
ing patterns, subtle variations of each one or more than one sharing pattern
may be occurring in a multicore system.
3.1.1 Stride Based Memory Access Behavior
Capturing the data access pattern of the workload is critical to replay
the performance of the workload using a synthetic benchmark. The data
access pattern of a benchmark affects the amount of locality that could be
captured at various levels of the memory hierarchy. Though locality is a global
metric characterizing the memory behavior of the whole program, our memory
access model is mainly based on a ’stride’ based access pattern [20] in terms
of static loads and stores in the code. When profiling a modern workload,
one can observe that each of the static loads/stores access the memory like in
an arithmetic progression, where the difference between the addresses of two
successive accesses is called the stride. It is known that the memory access
pattern of most of the SPEC CPU2000 and the SPEC CPU2006 workloads
can be safely approximated to be following a few dominant stride values [56]
[49].
In our abstract workload model, the stride values of the memory ac-
cesses to the private and shared data are handled separately. Each of the
static loads and stores in the synthetic benchmark walk one of the allocated
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shared/private memory arrays in a constant strided pattern until the required
data foot print of the application is touched and after which, they again
start from the beginning of the array. The other integer ALU instructions in
the generated synthetic are used to perform the address calculation for these
loads/stores. Along with the stride access patterns, the proportion of loads
and stores in each thread also affect the data sharing pattern of the synthetic
workload. For example, to achieve the producer-consumer sharing pattern be-
tween two threads, one will have to configure the instruction mix in such a
way that the loads to shared data in the consumer and the stores to shared
data in producer are in the right proportion and also configure the remaining
knobs like the percent memory accesses to shared data, strides to shared data,
thread assignment to processors and data footprint to enable these threads
to communicate the right amount of data between each other in a given pat-
tern. Though our model is robust enough to model parallel applications and
their behavior, it can also be configured to model loosely related threads of
commercial applications by increasing the private data accesses high enough.
3.1.2 Model for the Memory Level Parallelism
Even for single-core systems, the previous synthetic benchmark gen-
eration efforts [20] [21] suffer from a major limitation. Their methodologies
characterize the memory access, control flow and the instruction level paral-
lelism information of the workload, but do not characterize or use the miss

















Figure 3.2: Comparison of the MLP behavior of synthetics generated by pre-
vious approaches to that of a real single-threaded workload
(MLP) information. The memory model used by the previous approaches [20]
[21] consists of a set of static loads/stores that access a series of memory lo-
cations in a stride based access pattern. Even though the loads within this
single loop are populated in such a way that they match the miss rates of the
original application, they may not necessarily match the performance of the
original application precisely. We classify loads into two categories. The loads
that miss in the last level of the on-chip cache and result in an off-chip memory
access are called ’long-latency’ loads and the other set of loads that hit in the
caches. Since these previous synthetic benchmark generation approaches do
not model the burstiness of these long-latency loads, the long-latency loads are
distributed randomly throughout the synthetic loop. These long-latency loads
keep missing in a constant frequency as this loop is being iterated without
much overlap in their execution. But the original workloads with the same
miss rates may not necessarily have such a behavior. As already shown in
Figure 3.2, the typical memory access behavior of the synthetics generated by
the previous techniques can be entirely different compared to the case of many
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of the original workloads. The original workloads can have a set of bursty
long-latency loads in one time interval of execution and none of them at all
for another interval of execution. In the original, though the pipeline may
be clogged in this first interval due to the long-latency miss, the instructions
may flow freely through the pipeline in the second. Rather, in the synthetic
generated by previous approaches, there is a constant clog in the pipeline
throughout the execution resulting in an entirely different execution behavior.
In Section 3, we characterize the burstiness of misses in the target workloads
and show real cases with the behavior (high MLP) as shown in Figure 3.2.
Since a long-latency load incurs hundreds of cycles due to the off-chip
memory access, the performance of a workload varies significantly based on the
amount of overlap present in the execution of these long-latency load instruc-
tions. The average number of such long-latency loads outstanding when there
is at least one long-latency load outstanding is called the Memory Level Par-
allelism (MLP) present in a workload. Both of the cited previous approaches
only characterize and model the Instruction-Level-parallelism in the workloads
and fail to characterize and to model the Memory Level Parallelism (MLP) in
the workloads. Eyerman and Eeckhout [57] show the impact of MLP on the
overall performance of a workload. They show that there can be performance
improvements ranging from 10% to 95% for various SPEC CPU2000 workloads
if we harness the amount of MLP in the applications efficiently. This brings
out the importance of characterizing the MLP in workloads. We character-
ize and model this MLP information in our synthetic generation framework.
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For some workloads, we also require more than one loop to mimic the MLP
behavior of the original workloads, upon which we elaborate in Section 3.
3.1.3 Transition Rate Based Branch Behavior
The branch predictability of the benchmark can be captured indepen-
dent of the microarchitecture by using the branch transition rate [58]. The
branch transition rate captures the information about how quickly a branch
transitions between taken and not-taken paths. A branch with a lower transi-
tion rate is easier to predict as it sides towards taken or not-taken for a given
period of time and rather a branch with a higher transition rate is harder to
predict. First, the branches that have very low transition rates, can be gener-
ated as always taken or always not taken as they are easily predictable. The
rest of the branches in the synthetic need to match the specified distribution
of transition rate, which is further explained in the next Subsection.
3.1.4 Dimensions of the Abstract Workload Model
Our workload space consists of a set of 17 dimensions falling under
the categories of control flow predictability, instruction mix, instruction level
parallelism, data locality, memory level parallelism, shared access patterns,
synchronization as shown in Figure 3.1. Further in this Subsection, each of
these dimensions or what we call as the ’knobs’ of our workload generator in
this framework are explained along with their importance based on their power
consumption compared to the overall power of the processor:
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1. Number of threads: The number of threads knob controls the amount
of thread level parallelism of the synthetic workload. This varies from
only one thread up to 32 threads executing in parallel.
2. Thread class and processor assignment: This knob controls how
the threads are mapped to different processors in the system. There are
many thread classes to which each thread gets assigned. The threads
in the same class share the same characteristics. This dimension is very
useful when searching for a power virus, which will be detailed in Chapter
4.
3. Number of basic blocks: The number of basic blocks in the program
combined with the basic block size determines the instruction footprint
of the application. The number of basic blocks present in the program
has a significant impact on the usage of the instruction cache affecting
the performance and power consumption based on the Instruction cache
missrates.
4. Shared memory access stride values: As mentioned earlier, two bins
of stride values are specified for the shared memory accesses and every
such memory access can be configured to have any one of the two bins
with equal probability. This knob can also be configured separately for
each of the different threads, to be able to allow each one of them to
uniquely stress differ levels in the memory hierarchy.
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5. Private memory access stride values: Similar to the stride values to
the shared memory, two bins of stride values are specified for the private
memory accesses and every such memory access can be configured to
have the stride from any one of the two bins with equal probability.
This knob can also be configured separately for each thread class to be
able to stress different levels of the memory hierarchy separately.
6. Data footprint: This knob controls the data footprint of the synthetic.
The data footprint of the application controls the number of cache lines
that will be touched by the different static loads and stores. Also, it has
a direct impact on the power consumption of the data caches. The cor-
respondence of this knob to the real implementation in terms of number
of iterations of one of the nested loops in the synthetic will be explained
in detail in the next Subsection. This knob can be configured separately
for different thread classes to be able to allow various cache resource
sharing patterns in terms of varying data footprints.
7. Memory Level Parallelism (MLP): This knob controls the amount
of Memory Level Parallelism (MLP) in the workload, which is defined
as the number of memory operations that can happen in parallel and
is typically used to refer to the number of outstanding cache misses
at the last level of the cache. The number of memory operations that
can occur in parallel is controlled by introducing dependency between
memory operations. The memory level parallelism of a workload also
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affects the power consumption due to its impact on the DRAM power
and also the pipeline throughput. This knob can also be configured
separately for every thread class to enable the threads to have various
access patterns to the DRAM.
8. MLP frequency: Though the MLP knob controls the burstiness of the
memory accesses, one needs one more knob to control how frequently
these bursty behaviors happen.
9. Basic block size and execution frequency: Basic block size refers
to the average and standard deviation of number of instructions in a
basic block in the generated embedded assembly based synthetic code.
Execution frequency of basic block is used when detailed instruction
pattern information has to be reproduced in the synthetic while cloning.
The power consumption of a typical branch predictor which depends on
the basic block size is usually around 4%-5% of the overall processor
power.
10. Branch predictability: The branch predictability of a workload is an
important characteristic that also affects the overall throughput of the
pipeline. When a branch is mispredicted, the pipeline has to be flushed
and this results in a reduced activity in the pipeline.
11. Instruction mix: The Instruction mix is decided based on the propor-
tions of each of the instruction types INT ALU, INT MUL, INT DIV,
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FP ADD, FP MUL, FP DIV, FP MOV and FP SQRT. Each of the in-
struction type in the abstract workload model has a weight associated
with it ranging from 0 to 4. The proportion of this instruction type in
the generated synthetic is not only governed by this weight, but also
based on the weights associated with the remaining instruction types
as they are correlated with each other. As different instruction types
have different latencies and power consumption, the instruction mix has
a major effect on the overall power consumption of a workload. Since
the code generator generates embedded assembly, we have direct control
over the instruction mix of the generated workload. Based on a static
analysis of the power consumption, the typical power consumption of in-
teger and floating point ALUs for an out-of-order superscalar processor
is around 4%-6% and 6%-12% respectively. Some restrictions are placed
on the instruction mix by writing rules in the code generator like a min-
imum number of INT ALU instructions should be present if there are
any memory operations in the code to be able to perform the address
calculation for these memory operations.
12. Register dependency distance: This knob refers to the average num-
ber of instructions between the producer and consumer instruction for
a register data. The proportion of instructions that have an immediate
operand is also used along with this distribution. This distribution is
binned at a granularity of 1, 2, ... 20, 20-100 and greater than 100. This
knob is required to be configured separately for different thread classes,
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as different threads having different memory latencies may need to have
different amounts of ILP. If the register dependency distance is high, the
Instruction Level Parallelism (ILP) in the synthetic is high resulting in
a high activity factor in the pipeline of the core. But, if the register
dependency distance is low, the out-of-order circuitry like the ROB and
other buffers may have higher occupancy resulting in a higher activity
factor in these parts of the core. The activity factor also affects the clock
power of a processor. The instruction window and the clock power are
significant contributors to the power consumption of a processor ranging
around 8% and 20% respectively.
13. Random seed: This knob controls the random seed that is used as
an input to the statistical code generator, which will generate different
code for the same values for all the other knobs. It mostly affects the
alignment of the code or the order in which the instructions are arranged.
14. Percentage loads to private data: This dimension refers to the pro-
portion of load accesses are to the private data and the rest of the memory
accesses are directed to shared data. This knob can be configured sepa-
rately for each thread class to allow the sharing percentage to be hetero-
geneous across thread classes. This heterogeneity may help the threads
to be configured to differently stress the private and shared caches.
15. Percentage loads to read-only data: This dimension refers to the
percentage of loads that access read-only data. Since this part of the
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data does not have any writes, they do not cause any invalidation traffic
in the interconnection network. The main traffic that will be generated
by this kind of data will be capacity misses and data refills from other
caches.
16. Percentage migratory loads: This dimension refers to the percentage
of loads that are coupled with stores to produce a migratory sharing
pattern. We not separately use a knob for migratory store percentage
as it is co-dependent on this knob. This migratory sharing pattern can
create huge amounts of traffic when coherence protocols like MESI is
used where there is not a specific state for a thread to own the data.
17. Percentage consumer loads: This dimension refers to the percent-
age of loads that access the producer consumer data. The stores are
configured to write to this producer consumer data and some loads are
configured to read from them to reproducer the producer-consumer shar-
ing pattern.
18. Percentage irregular loads: This dimension refers to the percentage
of loads that fall into the irregular sharing pattern category and they
just access the irregular data pool based on the shared strides specified.
19. Percentage stores to private data: This knob controls what propor-
tion of stores access the private data and the rest of the memory accesses
are directed to shared data. This knob can be configured separately for
each thread class to allow the sharing percentage to be heterogeneous
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across thread classes. This heterogeneity may help the threads to be
configured to differently stress the private and shared caches.
20. Percentage producer stores: This dimension refers to the percent-
age of stores that write to the producer consumer data to replay the
producer-consumer sharing pattern.
21. Percentage irregular stores: This dimension refers to the percentage
of stores that fall into the irregular sharing pattern category and they
write to the irregular data pool.
22. Data pool distribution based on sharing patterns: This dimen-
sion controls how the spatial data is divided in terms of the different
sharing pattern access pools. It determines the number of arrays that
are assigned to private, read-only, migratory, producer-consumer and the
irregular access pools for the synthetic.
23. Number of lock/unlock pairs: This dimension refers to the number of
lock/unlock pairs present in the code for every million instructions. This
dimension is very important to make synthetics that are representative
of multithreaded programs that have threads synchronizing with each
other using locks.
24. Number of mutex objects: This dimension controls the number of
objects that will be used by the locks in the different threads. It controls
































































         allocate_arrays(sizes[]);
 //Barrier synchronization
 init_barrier(barr,
          number_of_threads);







   private_array_ptrs =
            allocate_arrays(sizes[]);
   processor_bind(My_threadID,
                       prscr_number);
pthread_barrier_wait(&barr);
   while(out_cntr <= loop_count)
   {
      out_cntr++;
    /*....EMBEDDED...
            ....ASSEMBLY...
            ..INNER LOOPS..*/
   Reset_array_pointers();
    }
 }
:
Figure 3.3: Multithreaded synthetic workload generation
The more the number of mutex objects, lesser is the conflict density and
in turn the workload executes much more efficiently resulting in a higher
per-thread IPC.
25. Number of Instructions between lock and unlock: This dimension
controls the number of instructions in the critical section of the workload.
The bigger the critical section, the longer will be the wait to acquire locks
by threads as it takes longer to finish executing all the instructions in
the critical section and release a lock.
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3.2 Code Generation
This section elaborates on how the final code generation happens based
on the knob settings given in terms of the abstract workload parameters. Fig-
ure 3.3 shows an overview of code generation. The generated code consists of
the main function and a function for each thread that is spawned from the
main function using the pthread create() system call. The required amount
of shared data is declared and allocated in the main function as a set of in-
teger/floating point arrays and the pointers to these arrays are available to
each of the threads. The private data that is supposed to be used by every
thread is declared and allocated within the function for each thread. Each of
the threads also bind themselves with the processor number specified when
the code was generated based on the thread class and processor assignment
knob. A barrier synchronization is used to synchronize all the threads after
they finish their respective system calls for allocating their private data arrays
and binding themselves to the assigned processor.
The body of each thread consists of two inner loops filled with embed-
ded assembly and one outer loop encompassing these inner loops. As previ-
ously mentioned, our memory model is a stride based access model, where
the loads and stores in the generated synthetic access the elements of the pri-
vate/shared arrays, each static load/store with a constant stride. The address
calculation for the next access of each load/store is done by using other ALU
instructions in the generated code for each of the array pointers by using the
assigned stride value. When the specified data footprint is covered, the point-
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ers that are used are reset to the beginning of the array. This pointer reset is
done outside the inner loops and inside the encompassing outer loop enabling
us to control the data footprint with the number of iterations of the inner loop
and the number of dynamic instructions with the number of iterations of the
outer loop. The embedded assembly contents of the two inner loops are the
same if the MLP frequency knob is set to high. If the MLP frequency knob is
set to low, the memory operations in the second loop are removed so that the
bursty memory access behavior happening in the first loop occurs at a lower
frequency.
Out of the total number of registers in the ISA, a set of registers are
allocated to hold the base addresses of these allocated memory arrays and an-
other set of registers are used to implement the predictability of the branches.
The structure of our inner most loop is similar to that of the one proposed
by Bell, et al. [21], but with an improved memory access, branching and ILP
models. The required branch predictability or the control flow behavior in the
synthetic is achieved by grouping branches into pools with each pool assigned
to a constantly incremented register and a modulo operation on the register is
used to decide if that branch is taken or not taken. The only information that
is required to generate the main function is the biggest shared data footprint
amongst the different threads to be able to allocate the shared arrays. The
following steps are followed to generate the code for every thread based on the
corresponding knob settings for each:
1. Generate the code to allocate the required amount of space for private
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data accesses based on the percent private accesses, proportion of mem-
ory operations in instruction mix and the data footprint. The number
of 1-D shared arrays are further subdivided into pools for each of the
sharing patterns based on the spatial shared data access information.
2. Generate the processor bind() system call using the assigned processor
number and then a barrier synchronization system call is generated.
3. Generate the code for outer-loop based on the dynamic number of in-
structions desired taking into account the average basic block size and
the number of basic blocks.
4. Fix the code spine for the first inner loop based on a fixed number of
basic blocks and the average basic block size knob.
5. For each of the basic block in the first inner loop, configure the instruc-
tion type of each instruction by stochastically choosing from the instruc-
tion mix information. If the coupled load-stores is true, the instructions
are swapped based on a bubble sort fashion in such a way that a store
is made to follow a load and they are made to access the same address.
6. The basic blocks are bound together by using conditional branches at
the end of each of the basic block. The number of branch groups and
the modulo operation are fixed based on the required average branch
predictability. The modulo operation for each of the branch groups are
generated at the beginning of the inner loop based on the loop count
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and a register is set/unset to decide if those branches for this particular
group are going to be taken or not taken for this loop iteration. Branches
are generated to fall through or take the target to another basic block
based on their assigned register value.
7. Using the average dependency distance knob, each of the operands of
every instruction is assigned with a previous producer instruction. Some
rules are used to check the compatibility between producer and the con-
sumer in terms of the data that is produced by the producer instruction
and that consumed by the consumer. If two instructions are found to be
not compatible, the dependency distance is incremented or decremented
until a matching producer is found for every instruction. The memory
level parallelism information is also used to assign load-load dependen-
cies in this process.
8. Based on the percent private accesses knob, each of the memory opera-
tions are classified into the ones that access shared data and the ones that
access private data. Based on the stride value of the corresponding mem-
ory operation (shared or private and based on the assigned bin), their
corresponding address calculation instructions are given the stride val-
ues as immediate operands. If a load, store is classified to access shared
data, the sharing pattern pool that they should access is determined by
rolling a dice and using the shared data access pattern information.
9. Register assignment happens by first assigning the destination registers
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in a round robin fashion. The source register for each operand of an
instruction is assigned as the destination register of the producer in-
struction based on the corresponding dependency assignment.
10. The loop counters for the inner loops are set based on the specified
data footprint and the compare instructions for loop termination are
generated by choosing an integer ALU instruction in the code.
11. The second inner loop is also generated, which is a copy of the first loop
without the memory operations if the MLP frequency is low or if it is set
to be high, the second loop is generated just as a copy of the first loop.
12. Outside each of these inner loops, the memory base registers are reset
to the first element of the memory arrays to enable temporal locality for
the next loop or the next iteration of the outer wrapper loop.
13. Based on the number of locks, instructions between lock/unlock pairs
provided as input to the code generator, the pthread lock and pthread unlock
function calls are inserted in between the embedded assembly instruc-
tions. The mutex object to be used is determined by rolling a dice and
choosing from the number of mutex objects specified.
During the synthesis of the workload, one can achieve the desired MLP
in the synthetic by having control over the following: 1) the placement of highly
strided loads (closer to each other or farther from each other) 2) the number
of load-load dependencies. The highly strided loads are the long-latency loads
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which miss in the last level of the cache. By grouping these long-latency loads,
MLP of the synthetic can be controlled. When a load is dependent on another
load, these two load instructions cannot be outstanding misses at the same
time and thus, this also controls the amount of MLP in the synthetic. Though
the first of the above said techniques are relatively easier to implement, it is not
trivial to make a load instruction dependent on another load in our memory
model due to walking an uninitialized memory array. If such a dependency is
assigned directly, the ’consumer’ load could access an invalid memory location.
Initializing the memory array in the header of the synthetic alters the locality
behavior of the synthetic. These special dependencies are handled as indirect
dependencies in our framework by introducing an existing ALU instruction in




Figure 4.1 shows the cloning methodology that is used. As the first
step, the target application is profiled to collect the range of characteristics as
specified in the abstract workload model. Then, this information is fed to the
code generator to generate the synthetic. This final synthetic is compared with
the original and the accuracies are reported for various machine configurations.
4.1 Improved Workload cloning for Single-cores
To clone the workloads for single core systems, a subset of the metrics
(first 20) that are only relevant to single core systems in the abstract workload
model are used.
4.1.1 Benchmark Characterization
To capture the various profile information of the workloads, we use
modified versions of the different simulators in the SimpleScalar [59] simula-
tion framework. Figure 3.1 delineates the different metrics, amongst which a
subset of the metrics relevant to single-core systems are recorded for each of
the workloads. Further in this Section, we explain each of these metrics and
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Figure 4.1: Overall workload cloning methodology
in tandem, provide the corresponding information captured for each of the
metrics for the target workloads.
To capture the control flow behavior of a workload, the locality in the
underlying static code being executed needs to be captured. A Statistical Flow
Graph (SFG) [28] of the workload is constructed for capturing the control flow
behavior of the workload. A SFG consists of nodes that are the basic blocks
in the program and the edges represent the mutual transition probabilities be-
tween the basic blocks. We also record the average and the standard deviation
of the size of the basic block along with the instruction pattern in the basic
block in terms of the instruction type. The instruction mix of the original
workload is a significant microarchitecture-independent metric that captures
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the frequencies of various instruction types, namely: integer ALU operation,
integer multiply, integer divide, floating point ALU operation, floating point
multiply, floating point divide, load, store and branch.
For our experiments, we use the alpha binaries generated on an alpha
machine running the Tru64 UNIX operating system using gcc 4.2 with an
optimization level of -O2. A few of the SPEC CPU2006 workloads could not
be compiled on the alpha architecture and we show the results for a set of 22
SPEC CPU2006 workloads. The tables in Figures 4.2(a) and 4.2(b) show the
SFG information captured for the most representative 100 million instruction
simulation point of the workloads in the CPU2006 benchmark suite and that
of the ImplantBench suite respectively. We can see that the number of basic
blocks that account for 90% of execution are only 6% of the total number of
basic blocks in that interval of execution showing the amount of redundancy.
The tables also show the average basic block size calculated based on both the
number of instructions in each of the basic blocks and their dynamic execution
frequency. As seen in 4.2(a), the floating point benchmarks of CPU2006 tend
to have bigger basic block sizes compared to their integer counterparts in the
same suite. The average number of successor basic blocks is another measure of
the control flow complexity of the program. Programs that have complicated
switch statements result in more successors and predicting the control flow
becomes complicated. Also, when a function is called at multiple sites and
each time it returns to different locations, it results in more successors.
The branch predictability of the benchmark can be captured indepen-
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(a) SPEC CPU2006 workloads
(b) ImplantBench workloads
Figure 4.2: Captured SFG information and branch transition rate for CPU2006
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Figure 4.3: Dependency distance distribution for SPEC CPU2006 on a single-
core system
dent of the microarchitecture by using the branch transition rate [58]. The
branch transition rate captures the information about how quickly a branch
transitions between taken and not-taken paths. A branch with a lower tran-
sition rate is easier to predict as it sides towards taken or not-taken for a
given period of time and rather a branch with a higher transition rate is
harder to predict. The branch transition rates for the CPU2006 workloads as
given in Figure 4.2(a) average around 0.11 with few benchmarks like 433.milc,
410.bwaves having a transition rate above 0.25. Similarly, the branch tran-
sition rates of the ImplantBench suite are shown in Figure 4.2(b). It can be
noted that the a few reliability applications have branches with high transition
rates.
To capture the Instruction Level Parallelism (ILP) in the workload, we
capture the dependency distance or the register reuse distance of the workload
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Figure 4.4: Dependency distance distribution for ImplantBench workloads on
a single-core system
This corresponds to the number of instructions between the production and
the consumption of a data value at the register level. The proportion of in-
structions that have an immediate operand is also recorded along with this dis-
tribution. This distribution is binned at a granularity of 1, 2, ... 20, 20-100 and
greater than 100. The Figures 4.3 and 4.4 show a histogram of the dependency
distances for the workloads in CPU2006 and the ImplantBench respectively. It
can be observed that a few benchmarks like 436.cactusADM and 435.gromacs,
which have very large basic block sizes (518 and 247 respectively), tend to
have larger dependency distances. 435.gromacs and 436.cactusADM have re-
spectively 50% and 40% of their dependencies that can be potentially resolved
before 100 instructions. Still, it is to be noted that 436.cactusADM has more
than 20% of dependencies just before one instruction. Such benchmarks with
high instruction level parallelism will be sensitive to the out-of-order resources
available in a processor and modeling their dependency distance distribution
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plays a key role in mimicking the behavior of the original workload. In general,
it can be observed that the ImplantBench and SPEC CINT2006 workloads that
have smaller basic block sizes have shorter dependency distances compared to
the SPEC CFP2006 workloads that have larger basic block sizes. For the Im-
plantBench and the CINT2006 workloads, more than 50% of their dependency
distances are within 2-3 instructions.
Capturing the data access pattern of the workload is critical to re-
play the performance of the workload using a synthetic benchmark. The data
access pattern of a benchmark affects the amount of locality that could be cap-
tured at various levels of the memory hierarchy. Though locality is a global
metric characterizing the memory behavior of the whole program, previous
studies [20] have resorted to characterizing the access behavior at per static
load/store basis in terms of strides (differences between two consecutive effec-
tive addresses) to effectively model it again in the synthetic. Joshi et al. [49]
identify that for the SPEC CPU2000 workloads, most of the load and store
instructions have a dominant stride based memory access. We also observe
a similar behavior in the SPEC CPU2006 workloads. Figure 4.5 shows the
breakdown of the stride access patterns at a granularity of a 64Byte block by
different load/store instructions binned into categories 0, 1-3, 4-7, 8-15, 16-31
and > 31. This way of characterizing and portraying the stride access patterns
in terms of 64 byte block sizes is similar to the previous work as in Joshi et
al. [49] for SPEC CPU2000. It is clearly evident that most of the benchmarks


























































































































































Figure 4.5: Memory access stride distribution for SPEC CPU2006 on single-
core systems
tusADM have a dominant stride of zero for more than 90% of the memory
accesses meaning that 90% of their accesses are within the same 64 byte block
and will probably result in a lot of hits in the cache due to spatial locality. To-
tally, 12 benchmarks out of the 22 benchmarks studied have dominant stride
for more than 75% of the memory accesses. For the ImplantBench suite, Fig-
ure 4.6 shows the break down of the stride at a 64 byte block granularity and
it can be observed that the ImplantBench suite also has the same dominant
stride behavior as CPU2006 and CPU2000 suites.
Capturing Memory Level Parallelism Information: Memory Level Parallelism
information of the workloads is captured and the Figures 4.7 and 4.8 show
the distribution of number of outstanding long-latency loads as box plots for
the different workloads in the CPU2006 and ImplantBench suites respectively.
By using the stride information, the synthetics mimic the hit/miss rate be-




























































































































Figure 4.6: Memory access stride distribution for ImplantBench workloads on
single-core systems
execution time is taken care of by capturing the memory level parallelism in-
formation. It can be noted that 483.xalancbmk, 410.bwaves, 436.cactusADM,
433.milc, 437.leslie3d, 459.GemsFDTD, 462.libquantum have relatively higher
amounts of MLP compared to other benchmarks. It is to be noted that most
of these benchmarks are floating point benchmarks except 462.libquantum and
483.xalancbmk. We also record the number of consecutive dynamic instruc-
tions when there are no outstanding long-latency loads to model the frequency
of the bursty misses.
Also, to match the MLP of the original workloads, recording and mod-
eling the load-to-load dependencies that exist in the original application plays
a significant role. When a long-latency load is dependent on another long-
latency load, there cannot be any overlap in execution between these loads.
The previous synthetic benchmark generation approaches modeled the depen-
dency distances only at the detail of the consumer instruction type and did
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Figure 4.7: Captured MLP information as box plots showing the distribution
of the burstiness of long-latency loads for CPU2006 workloads on a single-core
system
Figure 4.8: Captured MLP information as box plots showing the distribution
of the burstiness of long-latency loads for ImplantBench workloads on a single-
core system
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Figure 4.9: Machine configurations used for cloning experiments on singlecore
systems: Machine-A for SPEC CPU2006 and Machine-B for ImplantBench
workloads
not record the type of the producer. Our experimental results (next section)
show that, at least this information has to be captured for load instructions
to be able to match the memory behavior of some of the modern workloads.
By feeding this profiled data to the code generator as described in the pre-
vious chapter, clones were generated for SPEC CPU2006 and ImplantBench
workloads. In the rest of this chapter, we compare both the microarchitecture
dependent and microarchitecture-independent characteristics of the synthetic
benchmark to that of the original workload.
To show the superiority of the proposed framework over previous cloning
methodologies, SPEC CPU2006 and the ImplantBench workloads are cloned

























































































































































Figure 4.10: Comparison of the basic block size between the synthetic and the
original workloads for CPU2006 on single-core systems
4.9.
4.1.2 Results and Analysis
4.1.2.1 Accuracy in the representativeness of the synthetic clones
The accuracies of the synthetic benchmarks in capturing the perfor-
mance of the original application is evaluated by comparing both microarchi-
tecture dependent and independent metrics. First, we compare the microarchitecture-
independent metrics like the basic block size, instruction mix, and dependency
distance distribution of the original to that of the synthetic. Figure 4.10 shows
the arithmetic mean of the basic block sizes of the original and the synthetic
in the logarithmic scale. These arithmetic means were calculated based on the
number of instructions in the basic blocks and the dynamic frequency of exe-
cution of each of the basic blocks. It can be observed that the basic block sizes
































































































































































Figure 4.11: Comparison of the Instruction mix of the original (bar on left)






















































































































Figure 4.12: Comparison of the Instruction mix of the original (bar on left)
and the synthetic workloads (bar on right) for ImplantBench
62
The Figures 4.11 and 4.12 show the instruction mix of the synthetic
benchmark and that of the original benchmarks for the CPU2006 and Implant-
Bench workloads. It can be found that the instruction mix of the synthetic
matches that of the original very closely and the average errors are within 5%.
Even the minimal error in the instruction mix occurs when the effective ad-
dress calculation for loads/stores or the modulo operation for the branch needs
to be done and there are not enough integer ALU instructions in the original
benchmark. The dependency distances of the original and the synthetic are
compared based on each of the instruction type and the error is evaluated.
Usually the dependency assigning algorithm does not have to move up/down
more than 2-3 instructions before it successfully assigns the dependency for our
target workloads. While the average error in dependency distances for various
types is within 7%, the main source of the error is the first operand of the in-
teger ALU operations. This is due to the changes in the dependency distances
that happen when an integer ALU instruction is made as a load/store effective
address calculation instruction. In that case, the original dependency distance
of the integer instruction is overridden by the distance from the producer of
the base address.
The execution time and power consumption of a benchmark are the first
class performance metrics used in computer architecture to assess the perfor-
mance of a benchmark on a processor/system. Since, we aim at miniaturiza-
tion of the workloads in terms of the execution time, Instruction-Per-Cycle
(IPC) and power-per-cycle are the metrics that we have used to compare the
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Figure 4.13: Machine configurations used: Machine-A for SPEC CPU2006 and
Machine-B for ImplantBench workloads
performance of the original and the synthetic workloads to show the efficacy
of the generated synthetics. We determine both the accuracies of using the
synthetics as proxies to evaluate the performance of a given microarchitecture
and the sensitivity to various micro-architectural design changes. To evaluate
the performance of the CPU2006 workloads, we simulate both the original and
the synthetic on the simoutorder simulator of SimpleScalar [59] for a typical
modern machine configuration (Machine-A) given in the figure 5.10. For the
experiments on ImplantBench, we use a typical configuration of an embedded
processor (Machine-B) as given in Figure 5.10. These machine configurations
are the same as used in some previously published work [49].
As shown in Figure 4.14(a), the synthetics for CPU2006 have an aver-



























































































































































































































































Figure 4.14: Comparison of IPC between the synthetic and the original work-
loads on single-core system configurations for Alpha ISA
65
when using the MLP information in the synthetics. While using the previous
synthetic generation methodologies (without MLP information) as in previous
work [21] [20], the average error in IPC is 15.3% clearly showing the impor-
tance of an MLP aware workload generation. It should be noted that the
benchmarks 410.bwaves, 456.cactusADM and 483.xalancbmk that have high
MLP as shown in Figure 4.7 have decreased error rates while using our MLP
aware synthetic clone generation. The importance of modeling the type of
the producer instruction for a consumer load instruction while modeling the
dependency distances can be explained with 450.soplex as an example. The
benchmark 450.soplex solves a linear program using a simplex algorithm and
sparse linear algebra and it has a lot of load instructions that are dependent on
other load instructions. When this load-load dependency information is not
incorporated into the synthetic, this benchmark results in 40% error compared
to 2.7% when using this information. For IPC and power results, 15 bench-
marks benefit from the 3 automated MLP techniques, 4 benchmarks benefit
from all the 4 MLP techniques (with two loops) and 6 benchmarks do not ben-
efit from the MLP techniques. There is an error of 4.43% in IPC when only
automatic MLP techniques are used as opposed to 15.3% for MLPunaware.
The usage of two loops with manual intervention reduces the IPC error further
to 2.8%. The accuracies in the IPCs of the ImplantBench suites are given in
Figure 4.14(b). The average IPC error for the workloads in the ImplantBench
suite is 2.9% and a maximum error of 7.2%.


































































































































































Figure 4.15: Comparison of power-per-cycle between the synthetic and the
original workloads for CPU2006 on single-core system configuration for Alpha
ISA
workloads, we use the Wattch [60] simulator extension of the SimpleScalar tool
set. We use the most aggressive clock gating setting in Wattch and compare
the average power consumption per cycle of the synthetic and that of the orig-
inal workload. Figure 4.15 shows this comparison for CPU2006 and it is to be
noted that the average error in power per cycle is 14% and the maximum error
is 33% for the benchmark 435.gromacs. The average size of basic blocks in this
benchmark is 512 instructions in the original and when we try to miniaturize
the benchmark based on the execution frequencies of the basic blocks, we lose
some long basic blocks that have a significant impact on the power characteris-
tics. If a user is more concerned about the errors in these benchmarks being so
high, the only solution is to compromise on the speedup to achieve higher accu-
racies by including more basic blocks into the synthetic. The other significant
source of error in power-per-cycle for the remaining benchmarks is due to the










































































































Figure 4.16: Comparison of power-per-cycle between the synthetic and the
original workloads for ImplantBench on single-core system configuration for
Alpha ISA
tion in the instruction cache than these relatively very small synthetic clones.
It can be observed that power consumption is mostly underestimated by the
synthetic, bringing up the possibility of correcting it. For the ImplantBench
suite, the average error in power consumption is 2.5% and a maximum error
of 9.2% which can be seen in Figure 4.16. This error is less than CPU2006,
since these workloads have relatively lower dynamic number of instructions.
Figures 4.17(a) and 4.17(c) show the error in the miss rates in the Data
Level 1 (DL1) cache and the branch misprediction rates of the synthetic com-
pared to the original workload for SPEC CPU2006. The average error in the
DL1 hit rate for CPU2006 is 1.06% and that in the branch predictability is
1.7%. The DL1 miss rate comparison for ImplantBench is shown in Figure
4.17(b). Most of the ImplantBench workloads being simple have very low L2
miss rates and high branch predictability. Thus, we only show the accura-
















































































































































































































































































































































































































































































































(d) UL2 miss rate comparison for CPU2006
Figure 4.17: Comparison of DL1 missrate, UL2 missrate and branch mispredic-
tion rate for CPU2006 and ImplantBench on single-core system configurations
for Alpha ISA 69
workloads. Figure 4.17(d) shows the error the miss rate in the Unified Level
2 (UL2) cache compared to the originals for those benchmarks that have at
least more than 3% of the DL1 accesses reaching UL2. When the number of
UL2 accesses are too small, the impact of the accuracy in UL2 miss rates on
IPC is also small. The benchmark 434.zeusmp has a high error in the UL2
miss rate compared to the original benchmark. It is a computational fluid dy-
namics application that is used for the simulation of astrophysical phenomena.
This benchmark has a very large data footprint compared to any of the other
benchmarks that we have used in this study. It has an almost 1GB of data foot
print for the top 100 million instruction simulation point. This benchmark has
a miss rate of 8.5% in the DL1 and has a miss rate of only 10% in the UL2. A
very detailed modeling of the working set size at a much smaller granularity
in terms of the dynamic execution interval is required for this benchmark to
capture its overall memory access behavior more precisely than what is dealt
with, in this paper. We do not show the error rates in the Instruction Level 1
cache because we found that the number of misses is very small for a typical
modern processor configuration.
4.1.2.2 Accuracy in the sensitivity to design changes
In an architecture study, the accuracy in assessing the performance
impact of design changes [61] [62] is more important than assessing the per-
formance for a particular microarchitecture. We evaluate the synthetics to see
the sensitivity to various design changes. We study accuracies for changes in
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the size of the Register Update Unit (RUU), Load Store Queue (LSQ), Branch
Target Buffer (BTB), the type of the branch predictor used, size of the Uni-
fied L2 cache, Unified L2 associativity, Data L1 cache size, Data L1 associa-
tivity, issue width, decode width and the commit width of the machine. The
IPC and power variation for the CPU2006 floating point benchmark 433.milc
to design changes are given in the Figures 4.18(a) and 4.18(b) respectively.
433.milc is one of the benchmarks that is very sensitive to the different design
changes under study. The IPC and power variation for the CPU2006 bench-
mark 445.gobmk to design changes are given in Figures 4.19(a) and 4.19(b)
repectively. 445.gobmk is one of the benchmarks that has the least of the
correlation coefficients in terms of IPC.
The correlation coefficients in IPC between the synthetic and the orig-
inal for the set of 19 design points as used in Figure 4.18(a) are shown in the
Figure 4.20(a) for CPU2006 workloads. The correlation coefficient is directly
proportional to correctness of the synthetic in following the trends of the orig-
inal for the different design points. The average of the correlation coefficient
for IPC is 0.95 for all the workloads in CPU2006. Similarly, Figure 4.20(b)
shows the correlation coefficients of the synthetic with the original in assessing
the power per cycle metric for CPU2006 workloads. The average correlation
coefficient for power is 0.98 for all the workloads in CPU2006. Figures 4.20(c)
and 4.20(d) show the correlation coefficients for IPC and power consumption
for the ImplantBench workloads. The average correlation coefficient for IPC

































































































































































































































































Figure 4.18: Comparison of the variation of IPC and power-per-cycle for
433.milc between the synthetic and the original on single-core system con-































































































































































































































































Figure 4.19: Comparison of the variation of IPC and power-per-cycle for
445.gobmk between the synthetic and the original on single-core system con-





































































































































































































































































































































































































































(d) Power-per-cycle for ImplantBench
Figure 4.20: Correlation coefficient between synthetic and the original for













Figure 4.21: Comparison of IPC between the synthetic and the original full
runs for CPU2006 on single-core system configuration for Alpha ISA
4.1.2.3 Cloning selected full runs of CPU2006
Previously, we have shown the efficacy of our synthetic benchmark gen-
eration methodology by cloning the top simulation point of the different work-
loads in the SPEC CPU2006 suite. This was due to the prohibitive simulation
time that is required to profile the CPU2006 workloads completely for vari-
ous machine configurations used in this study. To bring out the effectiveness
of the methodology for cloning complete runs, we have profiled the complete
runs of six workloads that have relatively less simulation time than others and
generated synthetics for these workloads. We have compared the performance
of these synthetics with the original complete run in terms of the IPC. Figure
4.21 shows the IPC comparison results. The average error is 3.74% in IPC.
The table in Figure 4.22 shows the dynamic number of instructions in the full
run and that of the synthetic and the speedup that is achieved. An average




# of Instns 
in billions 
(original) 




400.perlbench 184.5 0.19 936238  
456.hmmer 2593.1 0.29 8724843 
458.sjeng 3187.7 0.30 10357323 
462.libquantum 1989.0 0.56 3495214 
471.omnetpp 730.0 0.12 5692522 
473.astar 966.5 0.25 3830291 
Figure 4.22: Speedup information for complete runs of some CPU2006 work-
loads on single-core system configuration for Alpha ISA
Our methodology is found to be superior in both accuracy and minia-
turization compared to simulation points. For the 100 Million instruction
simpoints used in the study [1], the average error when using all the simula-
tion points (generated with max number of simpoints=30) is around 5%. If,
say a typical benchmark had 15 simulation points, the number of dynamic
instructions simulated will be 1500 million instructions. It is very common
to use only one simulation point and the error should be much higher when
only one simulation point is used. Rather our methodology gives only an
error of 3.7% for synthetics of length less than a million instructions. This
could be attributed to the reason that these synthetic instruction sequences
are constructed based on characteristics of the whole program, rather simpoint
methodology is forced to leave some characteristics to be able to choose one
contiguous dynamic instruction chunk.
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4.2 Workload cloning for Multicores
Amongst the various applications that target Multicore systems, mul-
tithreaded applications are becoming increasingly common. Multithreaded
applications have a varied set of characteristics in terms of the sharing pat-
terns etc that have an impact in the performance of the shared caches, the
interconnection network, coherence logic and DRAM. We use all the charac-
teristics as specified in the abstract workload model specified in 3.1 in Chapter
3. The cloning methodology is the same as specified for the single threaded ap-
plications, consisting of a profiler that is used to get the characteristics of the
long running original applications, which are fed to the synthetic benchmark
generation framework to generate clones. These clones are compared with the
original applications based on both micro-architecture dependent and inde-
pendent characteristics to evaluate their representativeness to their original
counterparts.
To show the efficacy of the proposed multithreaded synthetic bench-
mark generation to clone the multithreaded applications, clones are generated
for the benchmarks of the PARSEC suite. The PARSEC benchmark suite is a
collection of applications targeting a shared memory multicore systems. Most
of these applications are representative of the workloads that will be running
on multicore desktop and server systems. The PARSEC suite also includes
many emerging workloads that are expected to be more commonly used in
the future than today. The benchmarks in the suite are not restricted to any
single application domain, rather they are quite varied in terms of that usage.
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For example, PARSEC includes applications from the finance domain namely
Blackscholes and Swaptions, that target option pricing using partial differential
equations and a portfolio of swaptions respectively. The suite includes data
mining applications like Streamcluster, Freqmine and Ferret targeting data
clustering algorithms, itemset mining and content similarity search server re-
spectively. The suite includes a workload Canneal that is used extensively
in the chip design industry for optimizing routing cost of a chip design using
simulated annealing. Compression algorithms are included like the benchmark
Dedup. Image processing, video encoding and real time ray tracing algorithms
are included, which are Vips, X264 and Raytrace respectively in the suite. A
few applications from the physics domain like fluid dynamics for animation
(Fluidanimate), body tracking of a person (Bodytrack) and simulation of face
movements as in Facesim are also included. Further in this chapter, the first
step in cloning, which is the benchmark characterization is explained followed
by clone generation and analysis.
4.2.1 Benchmark Characterization
This subsection elaborates on how each of the different metrics of the
abstract workload model are captured and also provide the characterized data
for the PARSEC workloads. The full system simulator called Windriver Sim-
ics is used along with the processor, memory and interconnection network
simulation model called GEMS from Wisconsin Madison University for profil-































































































Figure 4.23: Instruction mix distribution for a 8-threaded version of various
PARSEC workloads
are captured to record most of the significant characteristics. The instruction
mix, register dependency distance distribution and the various synchronization
characteristics are recorded based on the instruction trace. The figure 4.23
shows the distribution of the instruction into various categories of instruction
types for the Parsec workloads. It can be noted that most of the PARSEC
applications are quite compute intensive in terms of the integer operations.
Only a few workloads have a considerable amount of floating point operations
namely Blackscholes, Bodytrack and Canneal. Most of the Parsec workloads
have 20% to 25% load operations and mostly less than 10% stores operations.
It can be noted that Raytrace is the only application that has a considerable
amount of stores of 29%, which is even greater than the percentage load oper-
ations in Raytrace. Most of these workloads have a high percentage of branch



























































































Figure 4.24: Spatial distribution of the accessed memory addresses into sharing
patterns for various a 8-threaded version of PARSEC workloads
instructions, showing that these workloads will be quite sensitive to the branch
predictability of a machine configuration.
For the synchronization characteristics, the calls to the system call
functions pthread mutex lock and pthread mutex unlock are recorded using
the instruction trace. The number of instructions between the lock and unlock
calls is recorded and is averaged to be the size of the critical section. Inside the
lock and unlock function calls, the mutex object address to which the exclusive
locks and unlocks happen are also recorded. This information gives an idea
about the conflict density in across the synchronization events happening in
various threads of the workload. All the synchronization metrics are recorded
relative to the dynamic number of instructions to be able to replay it in the
synthetic to clone these workloads.
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The memory access trace is post processed to record the memory ac-
cess strides. The same memory access trace is then post processed to classify
the different addresses that are accessed into various categories of producer-
consumer, migratory, read-only and irregular sharing patterns. Each address
is examined to see if the accesses follow any of the three major sharing pat-
terns and are added to that particular class. If the addresses do not show
any conceivable pattern, they are classified to be following an irregular access
pattern. Based on the spatial distribution of this data, i.e, the number of
addresses that belong to each of the sharing pattern classes, the data foot-
print of the synthetic will also be distributed. The category irregular is once
again broken into two classes, one which has a high communication overhead
and the one that has low communication overhead based on the fact whether
the data is accessed by more than one processors within a given number of
accesses. The figure 4.24 shows this spatial distribution of the accesses data
in terms of various sharing patterns. Based on this data, we can see that the
private data footprint of applications like Blacksholes, Facesim, Fluidanimate,
Freqmine, Vips and X264 are considerably high compared to the shared data
footprint. The workloads Canneal, Bodytrack and Streamcluster are the only
workloads where the shared data footprint is higher than the private data
footprint. In the cases of Canneal and Bodytrack the read-only shared data
content is considerably high compared to other workloads. Bodytrack also has
a considerable amount of data that are classified into migratory pattern.

































































































Figure 4.25: Temporal distribution of the various memory accesses in a 8-
































































































Figure 4.26: Temporal distribution of the various memory accesses in a 8-
threaded version of PARSEC workloads into different sharing patterns for
writes
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proportion of load accesses and store accesses to each of these sharing patterns
is determined. This information is much more important than the spatial
distribution of the data into different sharing patterns. Many workloads may
not have a huge shared data footprint, but can have more shared data accesses
than private data accesses. The Figures 4.25 and 4.26 show this temporal
distribution of the accesses into various sharing patterns. Good examples of a
workloads with a low shared data footprint, but with a high amount of accesses
to shared data are Facesim, Freqmine and Vips. The memory level parallelism,
control flow predictability metrics are recorded using the information provided
by the processor and memory models in the GEMS infrastructure.
4.2.2 Results and Analysis
The characterized data for the PARSEC applications are fed to the
synthetic benchmark generation framework to generate clones for the differ-
ent PARSEC applications. To be able to assess the efficacy of the cloning
methodology for multithreaded applications, the next step is to assess the rep-
resentativeness of the generated clones to that of their original counterparts.
This is accomplished by comparing the microarchitecture dependent and in-
dependent characteristics of the clones to the original applications.
4.2.2.1 Accuracy in assessing performance
An typical 8-core modern system configuration is used to get the mi-




















Figure 4.27: Comparison of IPC between original and synthetic for various



































































Figure 4.28: Average Error in IPC between synthetic and original for the
PARSEC benchmarks on a 8-core system configuration
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that is used has a 8GB DRAM, 32KB, 4-way, 1 cycle latency L1 cache, a 4MB,
8-way 8-banked L2 cache, 32 MSHRS, 64 entry reorder buffer size with a ma-
chine width of 4 instructions per cycle. The branch predictor used is a YAGS
branch predictor with a 11 bit addressable Pattern History Table (PHT). The
configuration has a 512 entry Branch Target Buffer (BTB), 3 integer ALUs
with one integer divide, 2 floating point ALUs with one FP multiply and one
FP divide units. The topology that is used to connect the various memory com-
ponents is a hierarchical switch. The original and the synthetic workloads are
run on this configuration and the execution time in terms of number of cycles
is recorded. Based on the number of instructions executed, the Instruction-
Per-Cycle is computed for each of the threads. The Figure 4.27 shows the
comparison of IPC between the synthetic and the original for various threads
of a randomly chosen PARSEC benchmark Blackscholes. The average error
when considering all the threads is 2.9% for Blackscholes. The Figure 4.28
shows the comparison of IPC between original and synthetic averaged over all
the threads. The error in the IPC when averaged over all the 13 benchmarks
is 4.87% with a maximum error of 10.8% for the workload Raytrace. It should
be noted that Raytrace is unique in terms of the number of writes that it does
to memory as previously discussed about the instruction mix of Raytrace.
Other microarchitecture metrics like the miss rates in L1 and the branch
prediction rates are also compared between the original and synthetic work-
loads for various PARSEC applications. The Figure 4.29 shows the comparison







































































Figure 4.29: Comparison of L1 missrate between the synthetic clones and that
of the original PARSEC workloads on a 8-core system configuration
Since the L1 missrates for many of the applications are quite small, the average
in the L1 hit rate is computed to assess the representativeness. The average
error in the L1 hit rate across all the PARSEC workloads is 0.67% with a
maximum of 1.83% for the application Facesim. The Figure 4.30 shows the
comparison of the branch prediction rate between the original and the syn-
thetic applications. The average error in the branch prediction rate is 0.52%.
4.2.2.2 Accuracy in assessing power consumption
To see how effectively the synthetic benchmarks can be used as proxies
for the original PARSEC workloads for power modeling, the power consump-
tion of various workloads is compared to that of their synthetic clones. The
figure 4.31 shows the comparison of the total system power consumption be-
tween the original and synthetic workloads. To show how effectively the syn-














































































Figure 4.30: Comparison of branch prediction rate between the synthetic
clones and that of the original PARSEC workloads on a 8-core system config-
uration
same figure is also annotated with the breakdown of the power consumption
in the different system components for both the synthetics and the originals.
The average error in the total power consumption between the synthetic and
the original workloads is 2.73% with a maximum error of 5.5% for the ap-
plication Raytrace. It should be noted that Raytrace is the application that
also has a maximum error in performance and in most of the cases the power
consumption of workloads are quite proportional to their performance.
4.2.2.3 Accuracy in assessing sensitivity to design changes
In computer architecture, estimating the performance of a workload on
one machine configuration is less important comparing to the ability to esti-
mate the sensitivity of a workload’s performance to various design changes.
Thus, it is important to evaluate the representativeness of the synthetic work-


























































































































































Figure 4.31: Power-per-cycle for various PARSEC workloads along with a
breakdown of the power consumption in various components on a 8-core system
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Figure 4.32: Multicore machine configurations used to evaluate the accuracy

















































































Figure 4.33: Correlation coefficients for the sensitivity to design changes be-
tween the synthetic and the original using various multicore machine configu-
rations for the workloads in the PARSEC suite
changes. To accomplish this, we use three system configurations as shown
in Figure 4.32 to analyze performance variations for design changes. The
three system configurations have varying microarchitecture settings in terms
of cache sizes, machine width, branch predictor, topology of the interconnec-
tion network etc. To make more design points, the system configuration B was
mutated as following to form nine more configurations: 0.5X L1 cache size, 2X
DRAM size, 2X L2 cache size, 2X machine width and ROB size, 2X PHT size
for branch predictor, more ALUS, ICN crossbar and 0.5X L2 cache size. The
performance of the workloads on each of these configurations were recorded for
both original and synthetic workloads using the metric IPC. The correlation
between the trends followed by original and the synthetic is determined by




















































































Figure 4.34: Comparison of sensitivity to design changes using various multi-
core machine configurations for the workload Streamcluster in PARSEC suite
The Figure 4.33 shows the correlation coefficient between the trends
followed by the synthetic and the original workloads for the various design
changes. The average of the correlation coefficient for all the workloads in
the PARSEC suite is 0.92. The Figures 4.35 and 4.34 show the comparison of
sensitivity to design changes using various multicore machine configurations by
mutating system configuration B for the randomly chosen workloads Raytrace
and Streamcluster in PARSEC suite respectively. This brings out the utility
value of the synthetics to be used as proxies for the PARSEC workloads for
the most invasive design space exploration studies.
4.2.2.4 Speedup achieved in using the synthetics
The most important advantage of using the synthetic proxies over the
























































































Figure 4.35: Comparison of sensitivity to design changes using various multi-
core machine configurations for the workload Raytrace in PARSEC suite
No. of Instructions (Millions) Benchmarks 
Synthetic Original 
Speedup 
Blackscholes 3.80 13028 3429  
Bodytrack 5.96 56918 9552  
Canneal 8.29 10484 1264  
Dedup 4.41 8428 1912  
Facesim 7.45 1151026 154450  
Ferret 4.42 58398 13227  
Fluidanimate 7.81 72669 9300  
Freqmine 6.93 5588 807  
Raytrace 4.02 223560 55585  
Streamcluster 4.51 52527 11641  
Swaptions 7.01 11020 1572  
Vips 7.50 37135 4952  
X264 3.75 13001 3465  
!
Figure 4.36: Speedup achieved by using the synthetic proxies over the full run
of the PARSEC workloads on a 8-core system configuration
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lations when using these miniaturized clones. The table in Figure 4.36 shows
the speedup achieved in terms of reduction in the number of instructions when
using the synthetic proxies over the original PARSEC applications. The syn-
thetic benchmarks generally have three to eight million instructions, when the
original workloads have a few thousand million instructions. The speedup
achieved is at least four orders of magnitude to a maximum of about 5 orders
of magnitude for the application Facesim.
4.2.3 Proxies for Proprietary Applications
As described before, one of the applications of our cloning methodol-
ogy is to disseminate proprietary applications to processor architects for better
performance analysis of target workloads. The most important feature about
our synthetic benchmark generation is the claim that they cannot be reverse
engineered to find any information about the original applications. There has
been a lot of related research in terms of code obfuscation techniques where
one tries to obfuscate the code to hide the intellectual property in applications
when distributing binaries to make it harder to reverse engineer. Though these
techniques have been researched a lot, most of them suffer from increasing the
execution time of the program or code size in some way. In our synthetic
benchmark generation case, it is to be noted that only the performance char-
acteristics of the workloads are distilled into the synthetic benchmark and all
the other higher level information about the original workload are lost, making
any kind of reverse engineering quite meaningless. We majorly obfuscate the
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organization of the data in the original applications, which is popularly called
’Data storage obfuscation’ by converting all the data structures into a single
one dimensional array. This removes the information like the presence of a
class (in C++ or Java) and the presence of a structure in C. Also the name of
the identifiers, function calls etc are also not passed on to the synthetic. This
final piece of code is independent of most of the higher level constructs of loops,
function calls and other possible organization in the code. The most relevant
information related to reverse engineering that is passed on the synthetic are
instruction sequence information and control flow behavior. But, it is to be
noted that the instruction sequence information is in terms of instruction types
than real instruction at all. For example, in our synthetic benchmark genera-
tion, all single cycle latency integer operations are grouped into one category,
and are generated as just integer adds. Regarding the control flow informa-
tion, reverse engineering any algorithm just based on the basic block size or
branch predictability is quite impossible. Thus, the proposed synthetic bench-
mark cloning is quite robust to disseminate proprietary applications without





A power virus for a modern multicore system has to stress different
parts of the system in such a way that the overall power consumption is max-
imized. As mentioned already, keeping all the components of a system simul-
taneously active is not possible. For example, to be able to stress the DRAM
of a system, the processor may have to stall for many cycles for those long-
latency loads to complete. Any program that is completely memory-bound
cannot consume much power in the cores and a program that is completely
compute-bound cannot consume much power in the memory, caches or the
interconnection network. Thus, the power virus has to strike the right balance
between stressing different power consuming components in the system to be
able to maximize the overall power. There are many latency hiding mecha-
nisms implemented throughout a modern computer system starting from the
out-of-order execution circuitry in the cores, various buffers, the miss status
handling registers in the caches, pipelining in the interconnection network to
various optimizations implemented in the DRAM controller and all these nu-
merous features should be exploited to the right extent by this power virus to
achieve maximum overall power. Mainly to avoid the need to model all these
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Figure 5.1: Multithreaded power virus generation framework
a machine learning based search technique along with the previously proposed
multithreaded workload generator to automatically search for a power virus
given a system configuration. Our power virus generation framework to gen-
erate power viruses for multicores is called Multicore MAx POwer (MAMPO)
and the same for single-core systems which uses only a subset of the abstract
workload parameters is called SYstem-level Max POwer (SYMPO).
The main components of the MAMPO framework are, i) the machine
learning technique employed in the framework, Genetic Algorithm (GA), ii)
the abstract workload model along with the code generator, compiler and the
assembly post processor iii) the full system simulator with detailed power mod-
els used to evaluate the power consumption of the multithreaded synthetics.
Figure 5.1 shows the flowchart of the power virus generation framework. The
95
Genetic Algorithm (GA) [63] generates the parameter values for the potential
candidates for the synthetic power virus case as it iteratively searches through
the abstract workload space. These generated abstract workload characteris-
tics are fed to the code generator that generates a multi-threaded synthetic
workload based on these specified characteristics. This multi-threaded C code
is then translated to direct assembly code with the help of a compiler. At
times, the compiler introduces some spurious stack operations amidst the set
of instructions that are incorporated as embedded assembly and this assembly
code has to be post processed to remove such unnecessary instructions and
then it is further compiled into a binary. This multi-threaded binary is then
executed on a full system simulator with cycle accurate power models for var-
ious system components to evaluate the power consumption of the generated
synthetic on the system configuration under study. These power consumption
numbers are fed back to the Genetic Algorithm to intelligently choose the next
set of potential candidates for the power virus and this process iteratively con-
tinues until the search converges to find the best power virus for a given system
configuration. Each of the components of this framework will be explained in
detail further in this Section.
5.1 Abstract Workload Model
The effectiveness of this kind of power virus generation framework lies
mainly in the efficacy of the abstract workload space that is being searched
through by machine learning. Firstly, the dimensions of this abstract workload
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Figure 5.2: Abstract workload space searched through by the machine learning
algorithm including the range of values used for each of the different knobs
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space should be as much microarchitecture independent as possible to enable
this framework to be able to generate the best power virus for different types of
microarchitectures. It is the job of the machine learning algorithm to take care
of tailoring the parameters of the abstract workload model to maximize the
power consumption for a given microarchitecture based on power estimates
provided by the simulator for this microarchitecture under study. But, it
is also important that these dimensions of the abstract workload space be
robust enough to be able to vary the execution behavior of the generated
workload in every part of the multicore system. It is to be noted that the
dimensions should also not be too many as it could also result in a situation
where the search would never converge due to a state space explosion. The
characteristics of real-world programs that affect performance and in turn the
power consumption are carefully studied and is used as a guide to design these
dimensions as it is important that the generated power virus should still be a
realistic workload depicting the practically attainable maximum power.
In the abstract workload model, we have the choice of searching for a
multithreaded power virus with homogeneous thread characteristics or provide
the GA with the flexibility to configure the threads to be heterogeneous. It is to
be noted that, when the threads are made heterogeneous, almost we multiply
the number of dimensions in the abstract workload space for every thread by
the number of threads. This could possibly result in a state space explosion
and the GA may never converge. But, on the other hand, most of the real world
parallel applications have heterogeneous thread characteristics [5] at least in
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their data access pattern. For example, one of the most commonly used data
access pattern is the producer-consumer relationship between simultaneously
executing threads, where one or more producer threads write data, which is
read by one or more consumer threads. To be able to exercise such a behavior
in the synthetic, there should be some amount of heterogeneity in the threads
to be able to act as a producer and a consumer thread. At a minimum, there
should be some heterogeneity in the instruction mix in terms of the number of
loads or stores. But, due to this heterogeneity in the instruction mix, the other
core-level dimensions may also need be adjusted heterogeneously to be able
to consume maximum power. For example, the producer threads may need to
have a different register dependency distance or branch predictability than the
consumer thread to be able maximize the power consumption of the core, in
turn to keep the system at its maximum attainable power. Figure 5.2 shows
the different dimensions of our abstract workload model and their granularity.
Further in this Section, we explain each of these dimensions or what we call
as the ’knobs’ of our workload generator. We first begin by explaining the
intuition behind the design of this abstract workload space.
In our abstract workload model, we have a controlled amount of hetero-
geneity, where only a few heterogeneous classes of threads can be configured
and all the threads in the system have to belong to one of these few heteroge-
neous classes. The threads within a class are homogeneous. This controls the
state space explosion and we will also be able to mimic the communication
characteristics of the real parallel applications. We have found that a rea-
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sonable number for heterogeneous classes is four, up to which the state space
is tractable and also allows to control power for the major power consuming
components.
5.2 Genetic Algorithm
The machine learning approach we use in our framework is popularly
called the Genetic Algorithm (GA) [63]. Among the various machine learning
techniques, Genetic Algorithm (GA) is known to be very effective with respect
to global optimization problems. GA is a particular class of search heuris-
tics that use techniques like mutation, crossover, inheritance and selection to
solve optimization problems. GA is a search technique inspired by evolution-
ary biology where problem solutions are encoded as chromosomes and these
chromosomes are mutated and recombined to form newer chromosomes. A
population in the genetic space is defined as a set of chromosomes or possible
outcomes of the problem under investigation. The algorithm proceeds by first
choosing a set of D random chromosomes as the initial population, where D is
the deme size or the population size used in the algorithm. These D random
chromosomes (multithreaded synthetics) form the first generation of individ-
uals for the algorithm to get started. These individuals of the first generation
are evaluated for their fitness and the fitness values represent the quality of
these individuals in the population and are fed back to the GA. Based on the
fitness values of these synthetics, there are different operators that are applied
on them like mutation, crossover and elite reproduction to produce the chro-
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mosomes of the individuals of the next generation, which are again evaluated
for their fitness and fed back to the GA. This evolutionary process continues
until the Genetic Algorithm converges with the same value for each of the
different dimensions and is repeated by seeding the GA with different random
seeds to make sure that the results are robust. Though one may argue that
this process of GA does not necessarily guarantee to achieve the best theoret-
ically maximum power virus as it is still a heuristic based global optimization
technique, by seeding the GA with different starting points and running it un-
til convergence does guarantee a tight upper-bound for the maximum power
for practical purposes.
The GA tool set, IBM SNAP [64] [65] takes in the description of the
search space in terms of the bounds for the various parameters in the abstract
workload model given as input by the user. For our power virus search, a chro-
mosome will refer to the set of parameters in the abstract workload space for a
candidate multithreaded synthetic workload. SNAP initializes the individuals
of the first population with random workload characteristics and these indi-
viduals are crossed over or randomly mutated to form a new population for the
next generation. After the workload parameters of the individuals for the next
generation are constructed, they are fed to the code generator to generate the
synthetic clone. This synthetic clone is automatically compiled and run on the
corresponding processor/full-system simulator to evaluate the fitness, which is
the power consumption for the design under study. These power consumption
values are used as feedback to generate the next generation of individuals and
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this process of evolution continues until each characteristic of the workloads
converge to the maximum power consuming synthetic workload.
The most significant operators used in GA are mutation and crossover.
Mutation operator probabilistically chooses parts of the chromosome and mod-
ifies them to form new chromosomes. In our case, the specifications of the
multithreaded synthetics in terms of abstract workload parameters are modi-
fied randomly to form new multithreaded synthetics. The crossover operator
recombines parts of two chosen chromosomes in some way to form a new chro-
mosome for the offspring. The specifications of two chosen multithreaded syn-
thetics are combined in a meaningful way to form the specifications of the new
multithreaded synthetic offspring. SNAP provides the following parameters
to control how the individuals are chosen for the next generation, i) Mutation
rate: number of individuals that should be probabilistically chosen to mutate
ii) Reproduction rate: number of individuals that should be probabilistically
chosen to copy into new population iii) Elite reproduction rate: number of
fittest individual of previous generations that should be copied into new gen-
eration iv) Crossover rate: number of individuals probabilistically chosen to
serve as parents for point crossover, where a crossover point within a parent
is selected and then interchange the two parent chromosomes at this point to
produce two new offsprings. v) Uniform crossover rate: number of individuals
probabilistically chosen to serve as parents for uniform crossover. Uniform
crossover is the process in which individual bits in the chromosome are com-
pared between two parents and are swapped with a fixed probability of 0.5.
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The values used for these GA parameters like the mutation rate, crossover rate
and reproduction rate for our power virus search problem will be explained in
next section.
In this Subsection, we further explain why we chose GA over other
search techniques. Firstly, as a general rule of thumb, a directed search tech-
nique like Genetic Algorithm (GA) is more efficient than a random search
technique or a brute force methodology. Through various experiments, we
have found that the crossover operator employed in GA is very effective when
searching through the workload space for a power virus. This is because when
we cross over two good solutions in our space, the characteristics of the parents
can be very meaningfully merged and hence the offspring is also usually good,
when compared to a random sample in the same space. In the rest of this
Section, we elaborate on the abstract workload model that is employed and
the process of code generation for the multithreaded synthetic workload.
5.3 Simulation Infrastructure
To evaluate the power consumption of a synthetic workload on a given
design, the Virtutech Simics full system simulator is used along with Wisconsin
Multifacet GEMS [66] to evaluate the power consumption of the multithreaded
synthetic workloads for the SPARC ISA using Solaris 10 operating system.
The cycle accurate out-of-order processor simulator Opal, the detailed memory
simulator Ruby and the network simulator Garnet, all of which are a part of
GEMS was used to model a typical Chip-MultiProcessor (CMP). The power
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consumption in the core is evaluated using the power models provided by
Wattch [60] for the most aggressive clock gating ’cc3’ in Wattch. The power
consumption of the shared L2 cache and the directory is modeled with help of
the latest power models for caches using CACTI [67].
The power consumption of the network was evaluated using the net-
work power model Orion [68]. The DRAMsim [69] is integrated with Ruby
to accurately simulate the memory controller and a DDR2 DRAM and also
provides power consumption estimates. The power models used for all the
components of the CMP are for a 90nm technology. It is to be noted that
this power virus generation methodology aims to help a system designer in
the design stage of a system, when only the simulators will be available than
real hardware. The GNU gcc compiler for SPARC ISA with the optimization
level of O2 is used for compiling the synthetics and an optimization level of O3
for compiling other workloads. For the experiments using the Alpha ISA, the
Sim-wattch [60] simulator built on the SimpleScalar [59] simulation framework
is used to evaluate the CPU power consumption and the workloads are com-
piled on an alpha machine running the Tru64 UNIX operating system using
gcc 4.2 with an optimization level of -O2.
5.4 State-of-the-art Power viruses
There have been many industry efforts towards writing power viruses
and stress benchmarks. Among them, MPrime [25], CPUburn-in [17], CPUb-
urn [18] are the most popular benchmarks.
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MPrime [25] is a BSD software application that searches for a Mersenne
prime number using an efficient Fast Fourier Transform (FFT) algorithm. For
the past few years, MPrime has been popularly called the torture test and
has been used for testing the stability of a computer system by overclockers,
PC enthusiasts and the processor design industry. This is because of the fact
that this program is designed to subject the processor and memory to an in-
credibly intense workload resulting in errors. The amount of time a processor
remains successfully stable while executing this workload is used as a measure
of that system’s stability by a typical overclocker. MPrime has been used in
testing the CPU, memory, L1 and L2 caches, CPU cooling, and case cooling
efficiencies.
CPUburn-in [17] is advertised as an ultimate stability testing tool
written by Michal Mienik, which is also written for overclockers. This program
attempts to heat up any x86 processor to the maximum possible operating
temperature. It allows the user to adjust the CPU frequency to the practi-
cal maximum while still being sure that stability is achieved even under the
most stressful conditions. The program continuously monitors for erroneous
calculations ensuring the CPU does not generate errors during calculations. It
employs FPU intensive functions to heat up the CPU.
CPUburn [18] is a power virus suite written in assembly language,
copyrighted but freely licensed under the GNU Public License by Robert Re-
delmeier. The purpose of these programs is also to heat up x86 CPUs as much
as possible. Unlike CPUburn-in, they are specifically optimized for different
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Figure 5.3: Single-threaded power viruses widely used in the industry
processors. FPU and ALU instructions are coded at the assembly level into an
infinite loop. The goal has been to maximize CPU temperature, stressing the
cooling system, motherboard and power supply. The programs are BurnP5,
BurnP6, BurnK6, BurnK7, BurnMMX. The description of each of the power
viruses are given in Figure 5.3.
But, all these power viruses are single-threaded benchmarks targeting
single-core systems. Due to the unavailability of any power viruses for multi-
core systems, as a first step, our power virus generation framework is evalu-
ated by generating single-threaded power viruses and compare them with the
aforementioned state-of-the-art viruses. The effectiveness of the power viruses
generated using our singl-core power virus generation framework SYstem-level
Max-POwer (SYMPO) are validated on the SPARC and the Alpha ISAs by
comparing with the industry grade power virus MPrime torture test along
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with measurements on the instrumented quadcore AMD system. Among the
different industry grade power viruses discussed previously, MPrime is the only
benchmark for which the source code is available. Most of the other power
viruses discussed were handcrafted using x86 assembly and can only be used
on x86 machines. Due to this limitation, we compare the power consumption
of the SYMPO viruses only with that of MPrime on SPARC and Alpha ISAs.
But, on x86 ISA, we use all the industry grade power viruses for comparison.
5.5 SYstem-level Max POwer (SYMPO) - Power Viruses
for Single-core systems
In the process of generation of power viruses for single-core systems,
we only use a subset of the knob of the abstract workload model that are only
relevant to single-core systems excluding the knobs falling under the category
thread level parallelism, shared memory access patterns and communication
characteristics.
5.5.1 Results on SPARC ISA
To see the efficacy of using SYMPO to find power viruses, we compare
the power consumption of the industry grade MPrime torture test with that of
the individuals chosen by SYMPO for a set of 3 entirely different microarchi-
tecture configurations using the GEMS full system processor simulator. The 3
microarchitecture configurations used are given in Figure 5.10. The microar-
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Figure 5.4: Evaluation of SYMPO on SPARC ISA for single-core systems
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(b) Alpha ISA
Figure 5.5: Single-core machine configurations used to evaluate SYMPO
window size, DRAM size and the machine width. Figures 5.4(a), 5.4(c) and
5.4(d) show the increase in the power consumption of the best power virus as
SYMPO progresses with each generation for each of the 3 microarchitectures
respectively. The same figures also show the power consumption of MPrime
torture test for comparison. The power viruses generated by SYMPO con-
sume 14%, 24% and 41% more power than MPrime for microarchitectures 1,
2 and 3 respectively. For the above results, the genetic algorithm was seeded
with random workloads and run for 91, 69 and 79 generations for each of the
microarchitectures resulting in 728, 552 and 632 simulations. The number of
dynamic instructions in the power viruses were set to be 10 million. It is to be
noted that the caches get warmed up in just a few thousand instructions in the
synthetic and the power consumption converges to steady state in not more
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than 10 million dynamic instructions. Since these simulations were done on a
Xeon parallel machine, the fitness evaluation for the individuals in a genera-
tion were let to run in parallel resulting in an efficient exploration consuming
a total simulation time of 15 hours, 11 hours and 13 hours for SYMPO to gen-
erate the viruses for the machine configurations 1, 2 and 3 respectively. The
genetic algorithm parameters that were used and found to be well suited to
explore this particular search problem are a mutation rate of 0.03, reproduc-
tion rate of 0.01, elite reproduction rate of 0.125, crossover rate of 0.825 and
a uniform crossover rate of 0.01. Since many parameters in our search space
are correlated with each other, having a higher non-disruptive point crossover
rate performs better than having higher disruptive uniform crossover rate.
To further compare the power consumption of the generated power
virus to that of the real world applications, the SPEC CPU2006 workloads
were simulated on our full system simulation infrastructure for 1 billion dy-
namic instructions after fast forwarding for 2 billion instructions on machine
configuration 1. Figure 5.4(b) shows the power consumption of the SYMPO
virus compared to real world SPEC workloads. The SPEC workloads have an
average power consumption of 53.4 Watts compared to 89.8 Watts consumed
by the SYMPO virus.
It is to be noted that the power viruses generated for each of the con-
figurations are different. For instance the characteristics of the power virus
generated for machine configuration 1 are a basic block size of 10 instructions,
200 static basic blocks, the memory pointers are reset to beginning every 200
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iterations, a branch transition rate of 0.98, 10% of the memory access instruc-
tions having a stride of 12 and 90% of the memory access instructions have
a stride of zero, a memory level parallelism of 1. The instruction mix of this
power virus was int ALU-19.5%, int mul-6.5%, int div-19.5%, FP mov-19.5%,
load-6.5%, store-19.5% and branch-10%. The characteristics of the virus gen-
erated for machine configuration 3 was significantly different in its instruction
mix compared to that generated for machine configuration 1. The instruc-
tion mix of the power virus generated for machine configuration 3 was int
ALU-18%, load-36.3%, store-36.3% and branch-10%. It is very hard to make
general inferences about the importance of the characteristics of the synthetics
for the various hot cases as they vary extensively based on the targeted ma-
chine configuration. The main aim of using micro-architecture independent
characteristics along with machine learning for this problem is to be able to
have a black box approach towards the generation of the power virus and avoid
making models/inferences about how the power virus should be designed given
a machine configuration.
5.5.2 Results on Alpha ISA
Figures 5.6(a) 5.6(b) 5.6(c) show the results of using SYMPO for gen-
erating power viruses in the Alpha ISA to maximize the power consumption
in the processor core for configurations 1, 2 and 3 as given in Figure 5.5(b).
The machine configurations used for the experiments on the Alpha ISA are
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(d) Comparison with SPEC CPU2006
Figure 5.6: Evaluation of SYMPO on Alpha ISA using SimpleScalar for single-
core systems 112
do a direct comparison of the power consumption of the generated viruses.
The power virus generated using SYMPO consumes 30%, 7.5% and 29% more
power in the processor core than MPrime torture test on Alpha ISA. To be
able to make a fair comparison to the stressmarks of the previous approach [22]
we compare only the CPU power for all the experiments in the Alpha ISA. It
is to be noted that the power viruses generated using SYMPO consume 15%,
9%, and 24% more power than the stressmarks generated for the same set of
machine configurations using the Sim-Wattch simulator by the previous ap-
proach. This improvement in the power consumption is attributed to the fact
that we model the instruction mix at a finer granularity and we also model the
memory level parallelism in the synthetic. The memory level parallelism of a
workload is shown to be a very significant factor when modeling the perfor-
mance and power consumption of a workload even at the core level by Ganesan
et al [56]. Ganesan et al show an improvement of 12.5% in the accuracy of the
workload model when including the Memory Level Parallelism. It should also
be noted that our genetic algorithm framework (SNAP) is more sophisticated,
enabling us to explore a larger search space than what was used in [22].
Figure 5.6(d) shows the power consumption of the SYMPO virus com-
pared to real world SPEC workloads. The SPEC workloads have an average
power consumption of 63.22 Watts compared to 111.79 Watts consumed by the
SYMPO virus. The sum of the power consumption numbers of all the units
present in a machine defines the ’theoretical maximum’ for this max-power
search problem. Since all the units of a machine cannot be kept busy all the
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time by any practical real world workload, reaching this theoretical maximum
is almost an impossible event. For example, the theoretical maximum for the
machine configuration 3 is 220 Watts and the power virus generated for this
configuration consumes a sustainable average power of 112 Watts. Designing
a system with a worst case power behavior equal to that of the theoretical
maximum can result in highly wasteful over provisioning. This further moti-
vates the necessity towards using an automatic search to be able to design a
system for a reasonable worst case behavior.
5.5.3 Suitability of Genetic Algorithm for SYMPO
Figures 5.7(a) and 5.7(b) show the break down of the power consump-
tion in each individual component of the system including the DRAM for the
SPARC configurations 1 and 3 respectively. From this breakdown, It can be
observed that SYMPO leverages the power consumption in the DRAM to max-
imize the overall system level power consumption. This shows that a power
virus generated specifically for the CPU may not be the best power virus at
the system level. It is to be noted that the virus generated by SYMPO does
not always consume more power than MPrime in various components. This is
due to the reason that the fitness function that the search algorithm targets to
maximize is the total power consumption of the system. The same framework
can be used to generate different types of stressmarks as in [22] by changing
the fitness function evaluation.
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For the Alpha ISA, Figures 5.7(c) and 5.7(d) show the components of
the power consumption in the various parts of the CPU. These power con-
sumption breakdown results shows that each of the synthetic workloads have
interacted with the different microarchitectures in a unique fashion. This
shows that how non-trivial it is to hand craft a max-power virus by speculat-
ing about this complex interaction, thus emphasizing the need for an automatic
search methodology. Machine learning based approaches are considered to be
more efficient than most of the brute force searches and genetic algorithm has
proven to be a promising solution to this problem. In the machine configura-
tions, SPARC config-3 has a lesser access latency for L1 cache than config-1
and one can observe that SYMPO is aware of this and generates a power virus
that stresses the L1 cache effectively.
These breakdown results show that how non-trivial it is to hand craft
a max-power virus by speculating about these complex interactions, thus em-
phasizing the need for an automatic search methodology.
5.5.4 Validation of SYMPO using measurement on instrumented
real hardware
Having validated the power consumption of the viruses generated using
SYMPO on 2 simulators and 2 ISAs, the next step is to measure the power
consumption of the viruses on real hardware. To see the effectiveness of these
power viruses on real hardware, we measure their power and thermal charac-



























































































































































































































































(d) Alpha config 3
Figure 5.7: Breakdown of power consumption of SYMPO and MPrime for
single-core systems on SPARC and Alpha ISAs
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Figure 5.8: Machine configuration of AMD Phenom II
shows the configuration of this system. The CPU core power of this system
is measured using in-system instrumentation. A specialized AMD-designed
system board is used which provides fine-grain power instrumentation for all
power rails, including CPU core. Each high-power rail, such as CPU core, con-
tains a Hall-Effect current sensor connected at its origin. The sensor provides
a 0-5V signal that is linearly proportional to the power flowing into the rail.
The 5V signal is measured by a National Instruments PCI-6255 data logger.
The data logger attaches to the current sensor through a small twisted pair
conductor. The data logger samples current and voltage applied to each rail
at a rate of 10KHz. Since the voltage cannot be assumed to be a constant due
to droops, spikes and drifts, we measure both voltage and current to calcu-
late power. Using the data logs, application power is calculated off-line with
post-processing software.
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Figure 5.9: Power measurement on quad-core AMD Phenom II
Figure 5.9. Four copies of these benchmarks were run on the quad-core hard-
ware until the power consumption reached a stable state, which was around
200 seconds. Among the industry standard power viruses, it can be noted
that burnk7 consumes the maximum power on this hardware of 72.1 Watts
after reaching a steady state. Even the maximum power consuming two SPEC
CPU2006 workloads, 416.gamess and 453.povray consume only 63.1 and 59.6
Watts respectively. Burnk7 consuming high power on this hardware can be
attributed to the fact that the machine configurations of the AMD Phenom
II (K10) and K7 are to some extent similar to each other. It can be observed
that the power viruses generated for other machines like the burnp5, burnp6
do not consume as much power as burnk7, again showing the importance of
developing a specialized power virus for each of the microarchitectures.
Since our code generator was not equipped to generate code using CISC
ISAs, we constructed a microarchitecturally equivalent system for the instru-
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mented AMD Phenom II system on GEMS full system infrastructure and first
generated power viruses in SPARC ISA. These viruses were ported to x86 ISA
with the help of the LLVM [70] compiler infrastructure and the power con-
sumption was measured on real hardware. These indirectly generated virus
has a power consumption of 72.5 Watts on the cores, which is more than all the
other hand crafted power viruses that were executed on this hardware, viz.,
CPUburnin-68.42 W, MPrime-68.1 W, CPUburnK6-64.2 W, CPUburnK7-72.1
W, CPUburnMMX-58.4 W, CPUburnP5-48.7 W and CPUburnP6-62.4 W as
in Figure 5.9. The difference in the way the power viruses were generated for
the SPARC/Alpha ISAs and the x86 ISA is that the automatic feed back loop
was complete in the case of SPARC/Alpha ISAs due to the usage of the cycle
accurate simulators and there was no automatic feedback to SYMPO in the
case of x86. The hardware power readings were manually fed to the genetic
algorithm and since this process was too tedious, the genetic algorithm was
run only for 3 generations. If the feedback loop could have been automated in
x86, the generated power virus is expected to consume much high amounts of
power. This shows the importance of automating the process of a max-power
virus generation as compared to the usage of enormous human effort.
5.6 MAximum Multicore POwer (MAMPO) - Power
Viruses for Multicores
The power virus generation framework targeting multicores is called
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& Figure 5.10: Multicore system configurations for which power viruses are gen-
erated to evaluate the efficacy of MAMPO on SPARC ISA
ified in the abstract workload model other than the ones related to synchro-
nization. Since having locks, mutex in the code will only slow down the appli-
cations resulting in lesser power consumption, we do not include these knobs
in the power virus search.
5.6.1 Experimental Setup
The Figure 5.10 shows the three multicore system configurations that
are used to evaluate the efficacy of MAMPO. Figure 5.11 shows the various
interconnection networks used in these multicore systems. We use the most
popular MOESI cache coherence protocol for all our experiments, which has
the states Modified, Owned, Exclusive, Shared and Invalid for every cache
block. We use a multibanked shared L2 cache and a Non-Uniform Memory
Access protocol with a directory size of 1 MB. Our power models were val-
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Figure 5.11: Interconnection networks used in the multicore system configu-
rations for evaluating the efficacy MAMPO
idated against published power numbers for the Sun Microsystem’s Niagara
and the Rock systems by constructing an equivalent system using our infras-
tructure. For the machine learning, we use IBM’s Genetic Algorithm toolset
called SNAP [65] [71]. We have used a mutation rate of 0.05, crossover rate
of 0.85 and a reproduction rate of 0.10. A population size of 48 individuals
per generation was found to be the most optimal deme size for this problem.
Increasing it beyond 48 does not help as the execution time of each generation
becomes high due to the increased number of chromosomes to evaluate and
when the deme size is smaller than 48, the population size is not big enough
to search such a large abstract workload space in the same time.
We compare the power consumption of the generated MAMPO virus
with that of the power consumption of the PARSEC workloads. In the mul-
tithreaded synthetic, we use a feature called MAGIC instruction in Simics to
be able to perform detailed simulation for only the core part of the synthetic
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code. We start the detailed simulation after all the threads have reached the
barrier after the initial memory allocation and processor bind system calls.
The first thread that reaches the end of it’s execution signals Simics to stop
the simulation and the profiled data is used to calculate the power consump-
tion using the power models. Typically the number of dynamic instructions
in the multithreaded synthetic is around a few million instructions per thread.
For PARSEC workloads, we use the input set provided for detailed microar-
chitectural simulations called ’simsmall’.
5.6.2 Results and Analysis
Figure 5.12(a) shows the power consumption of the best power virus
at the end of each generation for approximately 30 generations, after which
there is negligible increase in power consumption due to the convergence of
the GA. It is to be noted that there are not any known power viruses targeting
multicores and so we compare our generated viruses against running multiple
copies of single-core power viruses. MPrime [25], which is popularly called the
torture test is one of the system-level industry grade power viruses for single-
core systems. SYMPO [71] is the most recent previous work by Ganesan
et. al to generate a max-power virus for a given single-core system. We have
implemented the SYMPO framework to enable us to generate SYMPO viruses
for each of our configurations and compare the overall power consumption of
running multiple copies of SYMPO viruses, one on each core, with that of
MAMPO viruses. Other than these power viruses, we also compare our power
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viruses with that of the commercial Java benchmark SPECjbb. The number
of threads in SPECjbb was set to be equal to the number of processors in the
system configuration.
Figures 5.12(b), 5.12(c) and 5.12(d) show the comparison of the power
consumption of MAMPO viruses with that of the power consumption of the
workloads in the PARSEC benchmark suite, MPrime, SYMPO, multithreaded
Linpack and that of SPECjbb for the three machine configurations as in Figure
5.10. It can be noted that the MAMPO viruses consume 45%, 52% and 98%
more power than the average power consumption of the workloads in the PAR-
SEC suite. The MAMPO viruses consume 63%, 72% and 89% more power than
that of MPrime and 40%, 49% and 69% more power than that of the SYMPO
virus for the three machine configurations respectively, clearly bringing out the
importance of such a multithreaded synthetic power virus generation frame-
work compared to running multiple single-core power viruses. The MAMPO
viruses consume 41%, 48% and 56% more power than that of the SPECjbb.
The MAMPO viruses consume 68%, 76% and 85% more power than that of
the Linpack. From these results, it can be observed that the MAMPO virus
outperforms the other workloads as the number of cores increases due to the
reason that MAMPO is very effective in stressing the interconnection network.
It is to be noted that the energy spent in terms of data transfer through the
interconnection network is predicted to increase many folds [72] due to global
wire scaling problems compared to the energy spent in computation bringing
out the significance of their contribution to the power consumption of future
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systems.
Since the fitness evaluation of the individuals in a generation is inde-
pendent of each other, they can be run in parallel. Thus, when we use a
modern parallel system with many cores, this process of finding a power virus
can be done with a good amount of parallelism resulting in a quicker conver-
gence of the GA. The time taken for MAMPO to generate these power viruses
for the three system configurations range between 8 to 12 hours on a 3.4 GHz
Intel Xeon system with 16 cores. Though we use a full system simulator with
cycle accurate models to evaluate the power consumption, the total number
of dynamic instructions in the synthetic is restricted to be less than 16 mil-
lion instructions, to enable this search happen within a reasonable time frame.
Rather, to find the same virus manually, a system architect will have to typi-
cally spend a few weeks of manpower and can still not be sure if it is a good
power virus or not.
The power viruses generated for each of these configurations are found
to be having exactly the same number of threads as that of the number of
processors. For example, a four-threaded workload is found to be a more
suitable candidate for a quad-core system than an eight or sixteen threaded
workload. This can be attributed to the fact that the time taken for even a
DRAM access in our framework is not enough to force a context switch in the
thread scheduler used in Solaris 10. But, a knob like number of threads may
be utilized more effectively when a hard disk access is also modeled, where the
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Figure 5.12: MAMPO virus generation and evaluation on multicore systems















































































Figure 5.13: Breakdown of power consumption of MAMPO virus for various
multicore system configurations and comparison to MPrime on SPARC ISA
model the components like the chipset and the disk subsystem in this study
due to the reason that they have nearly constant power consumption over
various range of workloads [73].
It would be interesting to see how the characteristics of the finally gen-
erated power viruses vary across the different system configurations. Figures
5.13(a), 5.13(b) and 5.13(c) show the breakdown of the power consumption
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of the MAMPO viruses, SYMPO, MPrime and SPECjbb in various parts of
the system. It can be noted that the single-core power viruses SYMPO and
MPrime consume maximum power in the cores, rather the MAMPO viruses
stress different parts of the system in such a way that the total power is max-
imized. Some common characteristics of these power viruses are that they
have 10-20% of the memory accesses to shared data and they try to move as
much data as possible through the interconnection network, besides making
sure that the slowdown caused to the CPUs due to this is minimum. The
maximum power achieved by our tool is still ‘realistically attainable‘ as the
characteristics of the power viruses still map to the range for the abstract
workload model parameters of realistic workloads. It is to be noted that the
power viruses for each of these systems configurations have different settings
for most of the knobs other than the aforementioned ones and it is wasteful to
analyze this further due to their sensitivity to the microarchitecture changes
and the aim of this whole machine learning based framework is to make this
power virus generation a completely automated black-box approach to avoid
the need to model the complex interactions involved in the execution of a
workload within a multicore system.
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Chapter 6
Conclusions and Future Research
Automating computer system design has been a major area of research
in the past few decades due to the ever increasing complexity involved in
designing modern systems. This has resulted in the usage of simulation models
at varying levels of abstraction to characterize the performance and power
consumption of designs. Most of these simulation models are slower than real
hardware by several orders of magnitude and running a typical user workload
on them completely has become almost impossible due to longer run times.
Generating synthetic benchmark clones for target applications has proven to
be a very good solution to this prohibitive run time problem. Todays ever
increasing number of applications and a need to design processors tailored to a
particular class of applications along with a faster time-to-market necessitates
the need for a framework to automate the process of generating synthetic
benchmark clones for the target workloads. Such a framework will enable
architects to be up-to-date with their applications, as they keep evolving and
also have proxies for futuristic applications generated. Such a framework can
also be a valuable tool to exercise different execution behaviors to specifically
test and understand the working of different subsystems. For example, with
our synthetic benchmark generation framework, one can generate various types
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of Inter-Connection Network (ICN) traffic, which can be very valuable in ICN
design. Also,
Modern computer systems are limited by power delivery and cooling
costs than critical path delay, bringing out the importance of design param-
eters like the Thermal Design Power (TDP). One of the applications of the
synthetic benchmark generation framework proposed in this dissertation is to
simplify the effort to find the practically attainable maximum power for a de-
sign. Though this dissertation is limited to finding power viruses that have
maximum sustained power, a small change to the way in which the fitness
function is evaluation for the power virus search can open doors to exercise
many other types of workload behaviors. Some examples are to generating
dI/dT stressmarks that will create cycles of maximum and minimum power
droops, causing ripples in the power delivery lines. One can also use such a
framework to cause hotspots in the chip to test various heat sinks and cooling
features.
Thus, in this dissertation, I propose a system level synthetic benchmark
generation framework targeting single core and multicore systems. This frame-
work is evaluated for it’s efficacy for two major applications namely, workload
cloning and max-power stressmark generation. Each of these contributions are
elaborated further in this section.
129
6.1 Workload Cloning
A characterization of the SPEC CPU2006 workloads mostly based on
microarchitecture-independent characteristics have been provided and minia-
turized synthetic clones [74] for these workloads have been formulated and pro-
vided to aid in accelerating architecture simulations with simulation speedups
of up to 6 orders of magnitude. Along with that, the absolute and the relative
accuracies of these synthetics in predicting the performance and the power
consumption of various microarchitectures is provided. The proposed MLP
aware synthetic benchmark generation methodology is compared with previ-
ous approaches [20] [21] and is shown that the synthetic benchmarks generated
using this proposed methodology have 12.5% more accuracy in terms of IPC
in the representativeness of the synthetics to that of the original workloads.
The synthetics generated using this methodology have a correlation coefficient
of 0.95 and 0.98 for IPC and power-per-cycle for the sensitivity to changes in
microarchitecture. The availability of the provided synthetic clones will enable
computer architects to use these latest workloads instead of the older SPEC
suites for future studies. The futuristic workloads to be used in bio-implantable
systems have also been characterized and the clones are provided.
A characterization of the PARSEC workloads have been provided and
miniaturized clones for these workloads have been generated and provided
to help solve the prohibitive runtime problem of multithreaded applications.
These clones have been validated by assessing their performance in comparison
to the original applications on a 8-core typical modern system configuration.
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The average error in the IPC for these workloads is 4.87% and maximum error
is 10.8% for Raytrace in comparison to the original workloads. Similarly, the
average errors in the L1 cache hitrates and branch prediction rates are 0.67%
and 0.53% respectively. It is also shown that the generated synthetic clones
also have very similar power consumption to that of the original workloads,
opening the doors for using these synthetic clones for power modeling. The
average error in the power-per-cycle metric is 2.73% with a maximum of 5.5%
when compared to original workloads. To further show how faithfully the
synthetic benchmark follows the execution behavior of the original workloads
in various system components, the breakdown of the power consumption of
the synthetic is graphically compared with that of the original workloads. The
representativeness of the synthetic clones to that of the original workloads in
terms of their sensitivity to design changes is also shown to be quite good by
finding the correlation coefficient between the trends followed by the synthetic
and the original for design changes. The correlation coefficient is 0.92 for
performance. Finally, the speedup achieved by using the synthetic proxies
instead of the original workloads is shown to be around 4 orders of magnitude
and up to 6 orders of magnitude for some specific workloads. A small amount
of manual intervention in terms of tuning the code generator was done during
generation of clones. It would be a good extension to this work if this tuning
process can be automated using machine learning.
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Figure 6.1: Summary of the power consumption of the single-threaded power
virus generated by SYMPO in comparison to MPrime on Alpha, SPARC and
x86 ISAs
6.2 Power Viruses for Single-core Systems
In this dissertation I have proposed the usage of SYMPO, a framework
to automatically generate system level max-power viruses for a given machine
configuration. I have shown that with the proposed workload space along with
the machine learning based search, I can automatically generate reasonably
good power viruses for any given microarchitecture within a few hours. I have
shown the efficacy of the power viruses by comparing their power consumption
with that of MPrime for various microarchitectures in the SPARC, Alpha
and x86 ISAs. A summary of these results are shown in Figure 6.1. These
results clearly show that SYMPO is very effective in leveraging the power
consumption on the SPARC, Alpha ISAs compared to the x86 ISA. If the
feedback loop could have been completed in x86, the generated power virus
might have consumed much high amounts of power. This shows the importance
of automating the process of a max-power virus generation as compared to the
usage of time consuming human effort.
I also show that the power viruses generated by SYMPO are superior
compared to the automatically generated power viruses using the previously
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proposed methodology as in [22]. I measure the power consumption of the
various industry grade hand crafted power viruses on an instrumented AMD
Phenom II system and compare it with that of an x86 power virus generated
by SYMPO. I also provide a detailed analysis of these various industry grade
hand crafted power viruses and the x86 virus generated by SYMPO based on
a set of microarchitecture independent characteristics.
6.3 Power Viruses for Multicore Systems
In this dissertation, I proposed the usage of MAMPO, which is a mul-
tithreaded synthetic power virus generation framework targeting multicore
processors. I validate the efficacy of MAMPO by comparing the power con-
sumption of the generated virus with that of the workloads in PARSEC for
three different multicore system configurations and show that the MAMPO
virus consumes 45%, 52% and 98% more power than the average power con-
sumption of the PARSEC workloads. I also show that the single core power
viruses, when run on muticore systems do not serve the purpose as a multi-
core system virus by comparing the power consumption of the MAMPO virus
with that of the previously proposed SYMPO viruses and the well known
power virus MPrime. The MAMPO virus consumes 40% to 89% more power
than running multiple copies of single-core viruses in parallel. I also provide
a comparison of the power consumption of the MAMPO virus with that of
SPECjbb and show that the MAMPO virus consumes 41%, 48% and 56%
more power than that of SPECjbb. Though the power viruses generated by
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MAMPO cannot theoretically guarantee to be the absolute worst-case, based
on the convergence of the Genetic Algorithm run with multiple seeds, we can
be sure that the generated power viruses will serve as a tight upper-bound for
the maximum power for all practical purposes and such a framework will be a
very useful tool for the system designers.
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