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Abstract. In this paper, we introduce a new concept: the transfinite fractal dimension
of graph sequences motivated by the notion of fractality of complex networks proposed
by Song et al. We show that the definition of fractality cannot be applied to networks
with ‘tree-like’ structure and exponential growth rate of neighborhoods. However, we
show that the definition of fractal dimension could be modified in a way that takes into
account the exponential growth, and with the modified definition, the fractal dimension
becomes a proper parameter of graph sequences. We find that this parameter is related
to the growth rate of trees. We also generalize the concept of box dimension further and
introduce the transfinite Cesaro fractal dimension. Using rigorous proofs we determine the
optimal box-covering and transfinite fractal dimension of various models: the hierarchical
graph sequence model introduced by Komjáthy and Simon, Song-Havlin-Makse model,
spherically symmetric trees, and supercritical Galton-Watson trees.
Keywords: fractal dimension, growth rate, hierarchical graph sequence model, Song-
Havlin-Makse model, spherically symmetric tree, Galton-Watson tree
AMS Mathematics Subject Classification (2010): 05C82, 90B10, 90B15, 91D30, 60J80.
1 Introduction
The study of complex networks has received immense attention recently, mainly because net-
works are used in several disciplines of science, such as in Information Technology (World Wide
Web, Internet), Sociology (social relations), Biology (cellular networks) etc. Understanding the
structure of such networks has become essential since the structure affects their performance,
for example the topology of social networks influences the spread of information and disease.
In most cases real networks are too large to describe them explicitly. Hence, models must be
considered. A network model can be static, i.e., it models a snapshot of the network, such as
[9,15,24] or dynamic, i.e., the model mimics the evolution of the network on the long term [5].
Many networks were claimed to show self-similarity and fractal behaviour [17]. Heuristically,
fractality of a network means that the network looks similar to itself on different scales: if one
zooms in on a sub-network, one is expected to see the same qualitative behaviour as in the
whole network. Unfortunately, most of the classical random graph models (e.g. the Chung-Lu
model [9], the configuration model [7] or the preferential attachment model [5]) do not model
the phenomenon of hierarchical or self-similar structure in the network. To solve this problem,
Barabási, Ravasz and Vicsek introduced deterministic hierarchical scale-free graphs constructed
by a method which is common in generating fractals [6]. Their proposed deterministic, hierar-
chical network (that we call "cherry") can be seen in Figure 2, Ravasz and Barabási improved
this original "cherry" model to further accommodate clustering, that is, the presence of local
triangles; and obtained similar clustering behavior to many real-world networks [30].
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A similar fractal based approach was introduced by Andrade et al. [1], the Apollonian
networks. The name comes from the generating method of the model, that uses Apollonian circle
packings to obtain the network. Apollonian networks were generalized to higher dimensions
and investigated by Zhang et al. [39,41]. For further fractal related network models see e.g.
[13,20,40]. The first and last authors of the present paper generalized the "cherry" model of [6]
by introducing a general hierarchical graph sequence derived from a graph directed self-similar
fractal [22]. We mention that there are also some natural, namely, spatial, random network
models where a hidden hierarchical srtructure is embedded in the graph: Heydenreich, Hulshof
and Jorritsma showed the existence of a hierarchical structure in the scale-free percolation
model [19].
To accommodate the observed fractality in network models is one side of the coin. The other
side is to identify fractality and the presence of self-similarity of complex networks beyond the
heuristics. A method was proposed by Song, Havlin and Makse [35]; they suggested that the
procedure for networks must be similar to that of regular fractal objects: using the box-covering
method. Once a network is covered with boxes, the notion of fractality stands for a polynomial
relation between the number of boxes needed to cover the network and the size of the boxes. The
polynomial relation was verified in many real-world networks, e.g. the World Wide Web, actor
collaboration network and protein interaction networks [21,32,36]. The (approximate) exponent
of this relation gives, heuristically, the box-covering dimension of the network. The fractality
and self-similarity of complex networks was investigated in several further articles [17,33,34,36]
and we give a short review of this topic in Section 2.
While many real life-networks do satisfy an approximate polynomial relationship between
box sizes and the number of boxes needed, for example, the Internet at router level or most of the
social networks [17,27] do not. In these and many other cases, at least locally, the neighborhood
of a vertex grows exponentially as the radius grows. In these cases, no polynomial relationship
can be found. On the other hand, for network models with non-polynomial local growth rate a
new definition of box dimension is needed, that is the transfinite fractal dimension developed
by Rozenfeld et al. in [18,32] (see (3) below). As the main point of this article, we make the
heuristic definition mathematically rigorous.
To obtain a mathematically rigorous yet natural definition, we consider the dimension of
graph sequences. This is natural for two reasons. The first reason is that for finite networks,
once the box size exceeds the diameter of the network, a single box is enough to cover the whole
network, and any relation between the sizes of the boxes and their number can only be valid
in a given range of box sizes, hence, no true ‘dimension’ concept can exist in a mathematical
sense that resembles box-covering. The second reason is that many networks grow in size as
time passes, hence, it is natural to consider sequences of graphs with more and more vertices.
We test our definition of transfinite fractal dimension on some of the above mentioned
models that intuitively contain hierarchical structures. Namely, we test the definition on the
above mentioned "cherry" model by Barabási et al. [6] and its generalisation, the hierarchical
graph sequence proposed by Komjáthy and Simon [22], and a recursively defined hierarchical
model, proposed by Song, Havlin and Makse [36]. We further test our definition on random and
deterministic trees: branching processes and spherically symmetric trees. Recursively defined
trees naturally contain hierarchy; namely, a subtree of a vertex may resemble the whole tree.
While there is no obvious direct relationship between the optimal number of boxes to cover
a network and the exponential growth rate of neighborhood sizes, on the studied models we
confirm that the two parameters are indeed intimately related. Our definition of transfinite
fractal dimension gives a natural parameter that indeed captures the exponential growth of the
neighborhoods of the model in a quantitative way. On trees, we show that the box-covering is
indeed related to the (exponential) growth rate; introduced by Lyons and Peres [23].
In the literature, box-covering is determined mostly by approximation algorithms [12,34],
while our method is rigorous on the above mentioned models. It is an interesting further di-
rection of research to see how well approximation algorithms perform on the models that we
rigorously study in this paper. We mention that due to the exponential scaling; our definition
is robust in the sense that if an approximation algorithm is able to approximate the optimal
number of boxes of a network up to finite constant factors, than the empirical box dimension
will confirm the theoretical value that we derive here.
We mention that other graph dimension concepts have been also generalized to the infinite
case such as the metric and partition dimensions [8,37]. In [3] the Minkowski and Hausdorff
dimensions are defined for unimodular random discrete metric spaces while [4] sheds light on
the connections between these notions and the polynomial growth rate of the underlying space.
In this work, we focus on the generalization of the box-covering dimension. For a recent survey
about other notions of dimension we refer to [31].
Structure of the paper. After a short review of the topic of network fractality by Song et al.
[35], in Section 2 below we introduce the definition of box dimension for graph sequences, the
transfinite fractal dimension and a generalized version, the transfinite Cesaro fractal dimension.
In Section 3 we determine the optimal number of boxes needed to cover the hierarchical graph
sequence model [22]. We find that the hierarchical graph sequence model [22] does not have
a finite box dimension (based on the usual definition assuming polynomial growth) but the
transfinite dimension exists (based on our new definition assuming exponential growth). In
Section 4 we investigate the optimal boxing and transfinite dimension of a fractal network
model introduced by Song, Havlin and Makse [36]. In Section 5 we determine the optimal
boxing and the transfinite dimension of some deterministic and random trees, in particular,
spherically symmetric trees and Galton-Watson branching processes, and relate the obtained
dimension to the growth rate of trees introduced by Lyons and Peres [23]. Section 6 concludes
the work.
2 Fractal scaling in complex networks and concepts of box dimension
In this section, we review the concepts of box dimension of networks proposed by Song et al.
in [35] and the transfinite dimension proposed by Rozenfeld et al. [18,32], and make the two
concepts rigorous by giving mathematically precise definitions. These yield Definitions 2 and
3 of box dimension and transfinite fractal dimension, respectively. The technique Song et al.
in [35] proposed for identifying the presence of fractality in complex networks is analogous to
that of regular fractals. Namely, for ‘conventional’ fractal objects in the Euclidean space (e.g.
the attractors of iterated function systems), a basic tool is the box-covering method [16]. This
method works as follows: one covers the fractal set by smaller and smaller sizes of boxes, and
finds the polynomial relationship between the optimal number of boxes used versus the side-
length of the boxes; as the side-length goes to zero. A similar method can be applied to networks
that we describe now. Since the Euclidean metric is not relevant for graphs, it is reasonable
to use a natural metric, namely the shortest path length between two vertices. In the case of
unweighted graphs this metric is called the graph distance metric.
The method works as follows [34]: For a given network G with N vertices, we partition
the vertices into subgraphs (boxes) with diameter at most ℓ − 1 (it is illustrated in Figure 1).
The minimum number of boxes needed to cover the entire network G is denoted by NB(ℓ).
Determining NB(ℓ) for any given ℓ ≥ 2 belongs to a family of NP-hard problems but in practice
various algorithms are adopted to obtain an approximate solution [34]. In accordance with
regular fractals, Song et al. proposed to define the fractal dimension or box dimension dB of a
finite graph by the approximate relationship:
NB(ℓ)/N ≈: ℓ−dB , (1)
i.e., the required number of boxes scales as a power of the box size, and the dimension is the
absolute value of the exponent. In their reasoning, the relationship in (1) should hold for a wide
range of values ℓ with the same exponent dB .
According to this method, the power form of (1) (with a finite dB) can be verified by plotting
and fitting in a number of real-world networks such as WWW, actor collaboration network and
protein interaction networks [36]. For these networks, a finite box-dimension exists. However, a
large class of complex networks (called non-fractal networks) is characterised by a sharp decay
of NB with increasing ℓ, i.e., has infinite fractal dimension, for example, the Internet at router
` = 2, NB = 5 ` = 3, NB = 4
` = 4, NB = 3 ` = 5, NB = 2
Fig. 1. The box-covering algorithm as employed in a network demo of eleven nodes for different box
sizes ℓ. The figure was adapted by the author from [35].
level or most of the social networks [17,27] falls into this category. To distinguish these cases,
they introduced the concept of fractality as follows [35]:
The fractality of a finite network (also called fractal scaling or topological fractality) means
that there exists a power relation between the minimum number of boxes needed to cover the
entire network and the size of the boxes.
In other words, as mentioned above, equation (1) must hold for a dB for a wide range of ℓ
for a network to show fractality. Although it is possible to ascertain the fractal dimension with
this description and (1) using approximation methods, here we develop a rigorous mathematical
definition shortly below. The need for a rigorous definition arises naturally: first, the relation (1)
is approximate, and second, it is hard to quantify what may one call a wide range of ℓ.
To motivate our choice of definition, when considering regular fractal objects (that is, sets
embedded in Rd for some integer d) the box dimension4 is defined as the limit of the reciprocal
of the ratio of the logarithm of the number of boxes and the logarithm of the box size, as the box
size tends to 0. This definition would make no sense with respect to networks, since the graph
distance can not be less than 1. On the other hand, tending to infinity with the box size might
be a solution if the network itself grows, or is infinite to start with. For this reason, we should
consider graph sequences. Several real-world networks (collaboration networks, WWW) grow in
size as time proceeds, therefore it is reasonable to consider graphs of growing size, denoted by
{Gn}n∈N (where N stands for the set of natural numbers). For infinite networks such as Zd,
one can choose a root vertex (e.g. the origin) as a point of reference and consider subgraphs of
the underlying infinite network centered around the reference vertex that exhaust the infinite
graph (e.g. Gn := [−n, n]d for Zd).
To be able to define the box dimension of a graph sequence, we define the above mentioned
boxes of size ℓ first.
Definition 1 (ℓ-box). Consider two vertices u, v in a graph G. Let Γ (u, v) denote the set of
all paths connecting u, v within G. The length of a path π is defined as the number of edges on
π and is denoted by |π|. The graph distance between two vertices u, v in a graph G is defined
as dG(u, v) = min{|π| : π ∈ Γ (u, v)}. We say that a subgraph H of a graph G is an ℓ-box if
dH(u, v) ≤ ℓ− 1 holds for all u, v ∈ H.
Our first definition is the rigorous form of (1):
4 Also called Minkowski-dimension.
Definition 2 (Box dimension). The box dimension dB of a graph sequence {Gn}n∈N is de-
fined as
dB
({Gn}n∈N) := lim
ℓ→∞
lim
n→∞
log (NnB(ℓ)/|Gn|)
− log ℓ , (2)
if the limit exists; where NnB(ℓ) denotes the minimum number of ℓ-boxes needed to cover Gn,
and |Gn| denotes the number of vertices in Gn.
Note that this definition indeed gives back (1), since it means that, for each ε > 0, there
exists ℓ(ε), n(ε, ℓ) such that whenever ℓ ≥ ℓ(ε), every Gn with n ≥ n(ε, ℓ) can be convered with
|Gn|ℓ−dB±ε many ℓ-boxes. We comment on the order of the limits in the previous definition.
It is natural question to ask whether the limiting operations can be interchanged. Considering
the fact that the number of boxes needed to cover Gn is N
n
B(ℓ) = 1 if ℓ > diam(Gn), it is
meaningless to change the order of the limits.
It is not hard to see that this definition of fractality cannot be applied to networks with
exponential growth rate of neighborhoods. Indeed, in this case the optimal number of boxes
does not scale as a power of the box size. On the other hand, the box-covering method yields an-
other natural parameter if we modify the required functional relationship between the minimal
number of boxes and the box size as in the transfinite fractal cluster dimension by Rozenfeld
et al. [18,32]). Namely, we might consider finding τ that satisfies
NB(ℓ)/N ≈: e−τ ·ℓ (3)
for a wide range of ℓ. Again, we make this concept rigorous and quantifyable by defining the
transfinite fractal dimension of graph sequences similarly:
Definition 3 (Transfinite fractal dimension). The transfinite fractal dimension τ of a
graph sequence {Gn}n∈N is defined by
τ
({Gn}n∈N) := limℓ→∞ limn→∞ log (N
n
B(ℓ)/|Gn|)
−ℓ , (4)
if the limit exists; where NnB(ℓ) denotes the minimum number of ℓ-boxes needed to cover Gn,
and |Gn| denotes the number of vertices in Gn.
Remark 1. We call τ the transfinite fractal dimension or ‘growth-constant’ since it captures
how spread-out neighborhoods of vertices are, on an exponential scale.
We shall see in Section 5.1 that for some models with exponentially growing neighborhood
sizes the limit in (4) does not exist but the limit of the Cesaro means does. This yields the
transfinite Cesaro fractal box dimension. We modify Def. 3 by considering the Cesaro-sum
instead of the pure limit in n:
Definition 4 (Transfinite Cesaro fractal dimension). The transfinite Cesaro fractal di-
mension τ∗ of a graph sequence {Gn}n∈N is defined by
τ∗
({Gn}n∈N) := lim
ℓ→∞
lim
n→∞
1
n
n∑
i=1
log
(
N i+ℓB (ℓ)/|Gi+ℓ|
)
−ℓ , (5)
if the limit exists; where NnB(ℓ) denotes the minimum number of ℓ-boxes needed to cover Gn,
and |Gn| denotes the number of vertices in Gn.
The definition of box dimension for graph sequences with exponentially growing neighborhood
sizes was first introduced in the Bachelor thesis of the second author [25], that is an unpublished
work. Dai et al. [10] studied the transfinite fractal dimension of the weighted version of the model
in [22] and a similar weighted fractal network [11]. In what follows we investigate graph sequences
with exponentially growing neighborhood sizes, and determine their transfinite fractal as well
as transfinite Cesaro fractal dimension. These examples shall demonstrate that our definition
is a natural one.
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Fig. 2. The first three elements of the “cherry” model: HM1, HM2 and HM3. The figure was adapted
by the authors from [22].
3 Optimal boxing of a hierarchical scale-free network model based
on fractals
3.1 Description of the model
This model was introduced by the first and last author of this article. In this section, we follow
the notation of [22]. We start with an arbitrary initial bipartite graph G, the base graph, on N
vertices and we define a hierarchical sequence of deterministic graphs {HMn}n∈N in a recursive
manner. Let V (HMn), the set of vertices of HMn be {0, 1, . . . , N − 1}n. The construction of
HMn from HMn−1 works by taking N identical copies of HMn−1, corresponding to the N
vertices of the base graph G. Next, we construct the edges between the copies described in
Def. 5 below. Along these lines, HMn contains N
n−1 copies of HM1, connected in a hierarchical
way.
LetG, our base graph, be any labeled bipartite graph on the vertex setΣ = Σ1 = {0, . . . , N − 1}
with bipartition Σ = V1 ∪ V2, such that one of the end points of any edge in G is in V1, while
the other one is in V2. We write ni := |Vi|, i = 1, 2 and E(G) for the edge set of G. We denote
edges as
(
x
y
)
. The vertex set of HMn is then given by Σn = {(x1x2 . . . xn) : xi ∈ Σ}, all words
of length n above the alphabet Σ. In order to define the edge set of HMn, we need to introduce
some further definitions [22].
Definition 5.
1. We assign a type to each element of Σ. Namely, typ(x) :=
{
1, if x ∈ V1;
2, if x ∈ V2.
2. For i = 1, 2, we say that the type of a word z = (z1z2 . . . zn) ∈ Σn equals i and write
typ(z) = i, if typ(zj) = i, for all j = 1, . . . , n. Otherwise typ(z) := 0.
3. For x = (x1 . . . xn), y = (y1 . . . yn) ∈ Σn we denote the common prefix by
x ∧ y := (z1 . . . zk) s.t. xi = yi = zi, ∀i = 1, . . . , k and xk+1 6= yk+1,
4. and the postfixes x˜, y˜ ∈ Σn−|x∧y| are determined by
x =: (x ∧ y)x˜, y =: (x ∧ y)y˜,
where the concatenation of the words a, b is denoted by ab.
Next, we define the edge set E(HMn). Two vertices x and y in HMn are connected by an edge
if and only if the following criteria hold:
(a) One of the postfixes x˜, y˜ is of type 1, the other is of type 2,
(b) for each i > |x ∧ y|, the coordinate pair (xiyi) forms an edge in G.
Remark 2 (Hierarchical structure of HMn). For every initial digit x ∈ {0, 1, . . . , N−1}, consider
the set Wx of vertices (x1 . . . xn) of HMn with x1 = x. Then the induced subgraph on Wx is
identical to HMn−1.
The following two examples satisfy the requirements of our general model.
Example 1 (Cherry). The “cherry” model was introduced in [6], and is presented in Figure 2:
Let V1 = {1} and V2 = {0, 2}, E(G) = {(1, 0), (1, 2)}.
Example 2 (Fan). Our second example is called “fan”, and is defined in Figure 3. Note that here
|V1| > 1.
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32 34
Fig. 3. The first two elements of the “fan”. Here V1 = {2, 4} and V2={0,1,3,5}. (They contain addition-
ally all loops.) The figure was adapted by the authors from [22].
3.2 The optimal box-covering
In this section, we determine the optimal box-covering of the hierarchical graph sequence model
introduced before. We find that the optimal number of boxes does not scale as a power of the
box size, meaning that this graph sequence has no finite box dimension, on the other hand, the
transfinite fractal dimension exists and is a meaningful parameter.
Theorem 1. The hierarchical graph sequence {HMn}n∈N is not fractal, but transfractal. That
is, its fractal dimension (as in Def. 2) does not exists, while its transfinite fractal dimension
(as in Def. 3) exists and equals
τ
({HMn}n∈N) = (logN)/2, (6)
where N denotes the number of vertices in the base graph G of {HMn}n∈N.
In the rest of this section we investigate the optimal boxing of the model for certain box
sizes, namely those that can be expressed as diam(HMk) + 1. We thus define
ℓk := diam(HMk) + 1. (7)
Using this notation, we prove Theorem 1. The analysis of the box-covering consists of two main
parts: giving upper and lower bound on NnB(ℓk).
111
112110
121
122120
101
102100
211
212210
221
222220
201
202200
011
012010
021
022020
001
002000
Fig. 4. The third iteration of an instance of the hierarchical graph sequence model, called "cherry"
model: HM3. The boxing of the graph is also highlighted: the green boxes illustrate an optimal 3-
boxing and the dashed boxes show an optimal 7-boxing of the graph, i.e. NB(3) = 9 and NB(7) = 3.
The transfinite dimension of the model is τ ((HMn)n∈N) = (logK)/2, here the base graph is on K = 3
vertices.
Upper bound on the optimal number of boxes. The following lemma is a useful tool to
examine the box dimension of the graph sequence. Here we use the notation of Section 3.
Lemma 1. The diameter of the hierarchical graph sequence model HMn (defined in Section
3.1) is diam(HMn) = 2(n− 1) + diam(G).
The proof can be found in the Appendix. Its heuristics is as follows: between any two vertices
with names x = (x1 . . . xn), y = (y1 . . . yn) one can construct a path by gradually changing the
coordinates of the names starting from the end of the name. In total, one needs to change all
the coordinates of x and y at most once (using 2(n− 1) edges) in order to reach the same copy
of the base graph G. In this copy, one needs to take at most diam(G) steps to connect the two
paths.
Recall ℓk from (7). The following lemma gives an upper bound on N
n
B(ℓk), the number of
boxes needed to cover HMn with boxes of diameter at most ℓk.
Lemma 2 (Upper bound on the number of boxes). For all k ≥ n, NnB(ℓk) = 1, while for
all n > k,
NnB(ℓk) ≤ Nn−k (8)
Proof. Recall that by construction, HMn consists of N
n−k copies of HMk. Indeed, each vertex
in HMn has a code of length n, where each letter in the code is in {0, . . . , N − 1}. Let us define
the ℓk-boxes as follows: every vertex, starting with the same word of length n− k, constitutes
to one box. This box is a copy of HMk by the definition of the model. There are N
n−k possible
ways to start an n-length code, hence the number of boxes is Nn−k. The diameter of each box
is then diam(HMk) = ℓk − 1 per definition, hence, these are proper ℓk-boxes.
We continue giving lower bounds. Note that lower bounds are not that easy, since the ‘long’
edges connecting different copies of HMk within HMn might allow for a better boxing than
using the directly observable hierarchical structure, see Figures 3 and 4. First we investigate
the case k = 1, i.e., ℓ = ℓ1 = diam(G).
Lemma 3 (Lower bound on NnB(ℓ1)). For all n ≥ n1 + 1,
NnB(ℓ1) ≥ Nn−n1 , (9)
where nq := |Vq |, q ∈ {1, 2} and we assume that n1 ≤ n2 without loss of generality.
Proof. We start observing that diam(G) ≤ 2n1 since we assumed that G is bipartite and
connected. It is enough to show that we can find Nn−n1 witness vertices in HMn for all n ≥
n1 + 1, such that the pairwise distances between these witnesses are greater than 2n1 (hence
greater than diam(G)) so they all must be in distinct ℓ1-boxes
5.
First we investigate the case when n = n1 + 1. In this case we need N
n−n1 = N witnesses.
For each base letter {0, 1, . . . , N−1} := [N ] we construct one witness vertex. Recall from Def. 5
that the type of a letter x ∈ [N ] is i ∈ {1, 2} if the vertex x ∈ G is in partition Vi, i ∈ {1, 2}. We
say that a vertex z = zx is a witness for x ∈ [N ] if its code starts with x and the consecutive
letters keep alternating the type, i.e., in case x was type 1 than the next letter is type 2, then
again type 1 and so on. Formally, let us find a zx = (z1, . . . , zn) a witness for x that has z1 = x
and typ(zj) 6= typ(zj + 1) for all j ≤ n. Let us pick an arbitrary zx witness for every x ∈ [N ].
We explain that this collection of vertices is a good witness set, i.e., the distance between
any two of them is at least ℓ1 + 1. To see this, consider zx and zy for x 6= y and note that
the codes have no prefix in common (|zx ∧ zy| = 0) and alternating types later on. By point
(a) after Def. 5, an edge is between two codes if they start with some common prefix and their
postfixes have a type that is different for the two ends of the edge. Since the types of the letters
in zx, zy are alternating, any path that tries to connect them needs to change the postfixes 2n1
times, once for each length, starting from zx and once for each length starting from the code
zy. This means in total at least 2n1 in-between vertices, that is, i.e., 2n1+1 edges
6. Hence, the
distance between zx, zy is at least 2n1 + 1. Using that diam(G) ≤ 2n1 these witnesses must be
in distinct ℓ1-boxes, so we need at least N ℓ1-boxes to cover HMn1+1. This proves the lemma
for n = n1 + 1.
Next, we extend this procedure for arbitrary n ≥ n1 +1. Let n = n1 +1+ j for some j > 0.
Recall the hierarchical structure, i.e., the fact that HMn1+1+j consists of N
j copies of HMn1+1.
Note also that Σj = [N ]
j, all possible words of length j. In HMn1+1+j the corresponding
witnesses can be chosen as follows: For every v ∈ Σj , we define N witnesses that are the
concatenation of v with the witnesses above, i.e., vzx ∈ Σn1+1+j for all x ∈ Σ. In words,
this means that we find our original N witnesses (zx)x∈[N ] in every copy of HMn1+1 that is
embedded within HMn1+1+j . This way we created N · N j = Nn−n1 witnesses. Thus, once we
confirm that their pairwise distance is at least ℓ1 = diam(G), the proof is finished by noting
that all of them must be in separate boxes and hence NnB(ℓ1) ≥ Nn−n1 .
To investigate the pairwise distance between the witnesses, we distinguish two cases: either
two witnesses are in the same copy of HMn1+1, or not. In the first case, the code of the two
witnesses is of the form vzx and vzy for some v ∈ Σj , x, y ∈ Σ. We have shown in the previous
paragraph that the distance between zx and zy is at least ℓ1 for all x 6= y, i.e., the witnesses
within the same copy of HMn1+1 must be in separate ℓ1-boxes. The pairwise distance between
any witnesses vzx and v
′zx′ for v 6= v′ is also at least diam(G), by the same argument as the
proof of Lemma 3: any path trying to connect them needs to change the types of the postfixes
at least 2n1 times, yielding at least 2n1 in-between vertices and 2n1 + 1 edges.
The next lemma extends Lemma 3 for ℓk.
Lemma 4 (Lower bound on NnB(ℓk)). Using the notation of the previous lemma, the follow-
ing inequality holds if n− k ≥ n1 :
NnB(ℓk) ≥ Nn−k+1−n1 = Nn−k · C, (10)
where C = N1−n1 is a fixed constant determined by the base graph G.
Proof. We start by switching variables. Let i := n− k + 1. Apply Lemma 3 with this i, to see
that N iB(ℓ1) ≥ N i−n1 for all i ≥ n1+1. There, we created N i−n1 vertices in HMi with pairwise
5 By the definition of diameter, in any given copy of HM1 there are two vertices that are at distance
diam(G) from each other, but it is unclear that once having many copies of HM1, how far are vertices
in different copies of HM1 from each other, allowing for a possibly better boxing.
6 More formally, one can apply the construction of the shortest path between any two vertices, ex-
plained in the Appendix in the Proof of Lemma 1, here, q = r = i = n1 + 1 in the notation of the
proof of Lemma 1, thus we need at least r − 1 + q − 1 + 1 = 2n1 + 1 steps on any path between zx
and zy.
distance greater than diam(G). It is enough to show that we can find the same number of
witnesses (i.e., N i−n1 many) in HMk+i−1 = HMn for all k ≥ 1, such that the pairwise distances
between them is at least (by Lemma 1)
ℓk = diam(HMk) + 1 = 2(k − 1) + diam(G) + 1, (11)
this implies (10). Recall also that diam(G) ≤ 2n1. Hence it is enough to show that the pairwise
distance is at least 2(k − 1) + 2n1 + 1.
Now we create the N i−n1 many witnesses. For every witness vzx in HMi that we created
in the proof of Lemma 3, we define a witness in HMn: Continue the code of a witness vzx in
a way that the type is changed at every character (otherwise arbitrarily), obtaining the word
vzxwx. One needs n letters in total so that the concatenated word wx is of length k − 1 with
alternating types. Recall also that zx has length n1 + 1. As a result, any witness vertex has
k − 1 + n1 + 1 many characters of alternating types at the end of its code.
It is left to show that the pairwise distance between any two vertices is at least 2(k − 1) +
2n1 + 1 ≥ ℓk. There are two cases: namely, either the common prefix is of length i or not. In
the first case, the distance between vzxwx and vzywy is at least 2(k − 1 + n1) + 1 ≥ ℓk. This
can be seen by the same argument as in the proof of Lemma 3. Namely, any path that tries to
connect two of these witnesses must change the type of the postfix at least k− 1+ n1 times on
both sides of the path and one needs an extra edge in the middle (since x 6= y), obtaining the
required distance.
When the common prefix is shorter, then v 6= v′, and the witnesses are of the form vzxwx
and v′zywy with possibly x = y. In this case point (a) after Def. 5 applies and even if x = y, one
needs to change the letters in the postfix one-by-one to obtain a postfix of length n1+1+ k− 1
that has a type starting from both codes. This is at least 2(n1 + 1+ k − 1) changes again, and
there is at least 1 extra edge necessary since the common prefix is shorter than i characters. As
a result the distance is again at least ℓk.
Now we can prove the existence of the transfinite fractal dimension of the hierarchical graph
sequence model and determine the value of τ .
Proof (Proof of Theorem 1). The first statement follows since NB(ℓ)/N in this case is not
polynomial but exponential in ℓ by Lemma 4. For the transfinite fractal dimension, we note
that it is enough to determine a subsequential limit in ℓ along the sequence ℓk = diam(HMk)+1
since NnB(ℓ) is monotone decreasing in ℓ. Hence we have
τ
({HMn}n∈N) = limℓ→∞ limn→∞ log (N
n
B(ℓ)/|HMn|)
−ℓ = limk→∞ limn→∞
log (NnB(ℓk)/|HMn|)
−ℓk .
Recall that |HMn| = Nn and from Lemma 1 we have ℓk = diam(G)− 1 + 2k from (11). Using
Lemma 4 we give an upper bound on τ :
τ
({HMn}n∈N) ≤ limk→∞ limn→∞ log (N
n)− log (Nn−k+1−n1)
diam(G)− 1 + 2k
= lim
k→∞
(k − 1 + n1) logN
diam(G)− 1 + 2k =
logN
2
. (12)
Similarly, Lemma 2 yields a lower bound on the value of τ :
τ
({HMn}n∈N) ≥ (logN)/2. (13)
Combining (12) and (13) we can conclude that τ
({HMn}n∈N) = (logN)/2.
4 Song-Havlin-Makse model
In this section, we analyze the model proposed by Song, Havlin and Makse in [36] to generate
graphs with and without fractal scaling of Eq. (1). The motivation of the model is that the main
feature that seems to distinguish the fractal networks is an effective “repulsion” (dissortativity)
between nodes with high degree (hubs), this idea was first suggested by Yook et al. based on
empirical evidence [38] and developed by Song et al. with analytical and modeling confirmations
[36]. To put in other words, the most connected vertices tend to not be directly linked with
each other but they prefer to link with less-connected nodes. In contrast, in case of non-fractal
networks, hubs are primarily connected to hubs. The model {SHMpn}n∈N defined below can
capture the main features (e.g. scale-free [26]) of real-world networks and the presence of fractal
scaling is governed by a parameter of the model.
– Initial condition: We start at n = 0 with an arbitrary connected simple graph of a few
vertices (e.g. a star shape of five nodes as in Figure 5).
– Growth: At each time step n+ 1 we link m · degn(v) new vertices to every v vertex that
is already present in the network, where m > 1 is an input parameter and degn(v) is the
degree of vertex v at time n.
– Rewiring edges:At each time step n+1we rewire the already existing edges as a stochastic
combination of Mode I (with probability p) and Mode II (with probability 1− p)
• Mode I: we keep the old edge generated before time n+ 1.
• Mode II: we substitute the edge (u, v) generated in one of the previous time steps by
a link between newly added nodes, i.e., by an edge (u′, v′), where u′ and v′ are newly
added neighbors of u and v respectively, as shown in Figure 5.
(a)
(b) Mode I (c) Mode I I
(d) Combinat ion of the modes
Fig. 5. Different modes of growth with m = 2. In (a) the initial stage is illustrated, (b), (c) and (d)
demonstrates Mode I, Mode II and the combination of the two modes respectively. The figure was
adapted by the authors from [36].
The model evolves by linking new nodes to already existing ones as follows: those nodes that
appeared in the earlier stages form the hubs in the network. Consequently, Mode I leaves the
direct edges between the hubs leading to hub-hub attraction, i.e. there are edges between vertices
with high degrees. On the contrary Mode II leads to hub-hub repulsion or anticorrelation. It
is interesting to investigate how the connection mode affects the fractality of the model, what
happens if only one of the modes is used (p = 0 or p = 1) or the combination of the two modes
(i.e. p ∈ (0, 1)).
Here we note that using only Mode I (p = 1) results in a tree (assuming that the initial
graph contained no cycles) but this tree is not a rooted locally finite tree in contrast with the
trees considered in Section 5. The model with parameter p = 0 (i.e. using only Mode II) has a
finite box dimension with dB = log(2m+1)/ log 3 [36]. On the other hand, with parameter p = 1
the box dimension is not finite but the transfinite fractal dimension is still a valid parameter,
that is the content of the next result:
Theorem 2. The graph sequence
{
SHM1n
}
n∈N
is not fractal, but transfractal. That is, its fractal
dimension (as in Def. 2) does not exists, while its transfinite fractal dimension (as in Def. 3)
exists and equals
τ
({
SHM1n
}
n∈N
)
= log(2m+ 1). (14)
Further, the diameter of the network generation model with parameter p = 1 is
diam(SHM1n) = Θ(n). (15)
The first half of the assertion above was claimed in [36] with heuristic explanation, here we
give a more analytical argument and prove that the model is transfractal.
Proof (Proof of Theorem 2). Let V (n) and E(n) denote the number of nodes and edges in
the network at time n, respectively. Observe that V (n) is deterministic, namely, it satisfies the
recursion V (n) = V (n− 1)+ 2mE(n− 1). Assuming that E(0) = V (0) = c for a fixed constant
c then
V (n) = (2m+ 1)n · c. (16)
Combining (16) with (15) yields that {SHMpn}n∈N with parameter p = 1 (i.e. using only
Mode I) leads to a small-world network, i.e., the diameter of the graph grows proportionally to
the logarithm of the number of vertices.
Now, we show (15). If we use only Mode I (p = 1), the diameter increases by 2 in every step,
thus diam(SHM1n+1) = diam(SHM
1
n) + 2, i.e. diam(SHM
1
k) = diam(SHM0) + 2k.
In order to handle fractality we should examine the boxing of the network. Note that Mode
I yields to a tree-like structure: assuming that the initial graph was a tree, the network is a
tree itself. Clearly only one ℓk-box is enough to cover SHM
1
n if n < k + 1. Following from
the hierarchical structure of the model, we cover SHM1n with V (n − k − 1) ℓk-boxes, with
ℓk := diam(SHM
1
k) + 1 if n− k− 1 ≥ 0. Namely, an appropriate boxing of SHM1n with ℓk-boxes
if we choose the centers of the boxes as the vertices generated (k + 1) steps ago. Let NnB(ℓk)
denote the minimum number of ℓk-boxes needed to cover SHM
1
n, so we have
NnB(ℓk) ≤
{
V (n− k − 1) if n ≥ k + 1
1 if n < k + 1.
(17)
Next, we turn to a lower bound. In case of covering SHM1n with ℓk-boxes, with ℓk = diam(SHM
1
k)+
1, we find V (n− k − ⌈diam(SHM0)/2⌉) witness vertices such that the pairwise distances be-
tween the vertices are greater than diam(SHM1k). Namely, at time n, consider the vertices gen-
erated at time n− k− ⌈diam(SHM0)/2⌉ ago, and call these seeds. For each seed vertex, choose
a descendant of this vertex that was generated at step n with distance of k+ ⌈diam(SHM0)/2⌉
from the seed. From the tree structure, any path that connects two of these witnesses must
go to the seed of the witness vertex first. Hence, the path connecting two witnesses is at least
2(k + ⌈diam(SHM0)/2⌉) + 1 long, that is at least ℓk, since 2(k + ⌈diam(SHM0)/2⌉) + 1 ≥
2k + diam(SHM0) + 1 = diam(SHM
1
k) + 1 = ℓk. Hence, we have
NnB(ℓk) ≥
{
V (n− k − ⌈diam(SHM0)/2⌉) if n ≥ k + ⌈diam(SHM0)/2⌉
1 if n < k + ⌈diam(SHM0)/2⌉ .
(18)
Therefore, combining (17) and (18) we can conclude that N tB(ℓk) = Θ (V (n− k)), this together
with the exponential growth of V (n) and the linear grow of diam(SHM1n) = diam(SHM0)+2n =
Θ(n) yields that no finite dB exists in the sense of Def. 2, thus Mode I leads to a small-world
non-fractal topology.
On the other hand, we can consider the transfinite fractal dimension τ along the subsequence
of box sizes ℓk = diam(SHM
1
k)+1 = diam(SHM0)+2k+1 due to the monotonicity of N
n
B(ℓ) in
ℓ. It is clear from (17) and from (18) combined with the fact that V (n) = Θ ((2m+ 1)n) that
τ
({
SHM1n
}
n∈N
)
= lim
k→∞
lim
n→∞
log
(
(2m+ 1)n−k−1/(2m+ 1)n
)
−ℓk = log(2m+ 1).
We can conclude that the transfinite fractal dimension of the graph sequence {SHM1n} is
log(2m+ 1).
Remark 3. Unfortunately, our current techniques are not able to handle the case when Mode
II is also present. Heuristically, Mode II destroys this exponential growth so much that the
growth rate becomes polynomial. As further research, it would be interesting to study rigorously
the interpolation between these two very different growth rates by studying where the phase
transition takes place between the two regimes. We pose the following open question: Is there
such a pc ∈ [0, 1] such that τ
({SHMpn}n∈N) exists and nonzero for all p ≥ pc while the usual box
dimension exists for all p < pc? It was claimed in [36] with heuristic explanation that pc = 1.
5 Boxing of trees and connection to the growth rate
In this section, we calculate the transfinite fractal dimension τ for some rooted evolving trees
and compare it to the value of growth rate defined by Lyons and Peres [23]. We find that the
transfinite fractal dimension of infinite trees is strongly related to the growth rate. While growth
rate is defined only on trees, our concept of transfinite fractal dimension is defined on any graph
sequences. Next, we define the growth rate, and to be able to do so, we need some notation.
Let us denote an infinite tree by T∞, and its root by ̺. We assume that the degree of each
vertex is finite. Let Ln denote the set of vertices at distance n from the root, and its size by
Ln.
Definition 6 (Growth rate of trees, [23]). The growth rate of an infinite tree T∞ is defined
as
gr (T∞) = lim
n→∞
L1/nn , (19)
whenever this limit exists.
Note that an infinite tree needs infinitely many boxes of any size. To be able to define a
proper transfinite dimension, we need to ‘chop off’ the tree to make it finite. We also provide
some definition of basic expression related to trees.
Definition 7 (Basic definitions). Consider a rooted and infinite tree T∞. We obtain a se-
quence {Tn}n∈N from T∞ by truncating at height n:
Tn := ∪i≤nLi (20)
We define the (transfinite) fractal dimension of an infinite tree as the (transfinite) fractal di-
mension of the graph sequence (Tn)n≥1.
The generation of a vertex is its graph distance from the root. The subtree of a vertex v,
denoted by T (v), is defined as the vertices w that have the property that the shortest path to the
root passes through v. The descendants of v are the vertices in T (v). We write T
(v)
k = {w ∈
T (v) : d(v, w) ≤ k}. The vertices in T (v)1 \ {v} are called the children of v.
Observe that the diameter of T
(v)
k is at most 2k, hence, T
(v)
k is a 2k + 1-box.
We shall use the notation introduced in the definition above throughout the rest of paper.
In the rest of this section we investigate the optimal boxing of various trees for certain box sizes
– along the subsequence ℓk := 2k+1 and we write N
n
B(ℓk) for the minimal number of ℓk-boxes
that we need to cover Tn. We compare the transfinite fractal dimension and the growth rate
of some trees. Let us start with some examples; later we will generalise them to spherically
symmetric trees.
Example 3 (Complete d-ary tree). A complete d-ary tree T d∞ is a rooted tree where each vertex
has exactly d (d ≥ 2) children.
Example 4 (“2-3”-tree). A “2-3”-tree T 2,3∞ is a rooted tree such that vertices at even distances
from the root have 2 children while all other vertices have 3 children [23].
An important tool for the boxing of trees is the greedy boxing method.
Definition 8 (Greedy boxing starting from the leaves). Let n + 1 := a(k + 1) + b for
some a, b ∈ N, b < k + 1. We define the greedy boxing of a rooted tree Tn with 2k + 1-boxes as
follows:
Greedy(n, k) :=

 a⋃
i=1
⋃
v∈Ln+1−i(k+1)
T
(v)
k

 ∪ T (̺)b−1. (21)
That is, every vertex v at generation n+1− i(k+1), for i = 1, . . . , a and its subtree T (v)k forms
one box, and the box of the root might be somewhat smaller. When b = 0 the box of ̺ is included
in the first union hence the last box (T
(̺)
b−1) is not there in the expression.
Fig. 6. The boxing of rooted trees. The dashed boxes illustrates the greedy boxing and the orange
boxes show an optimal boxing with box size ℓ = 3. Using the notation of Def. 8, here n = 4, k = 1,
a = 2, b = 1.
Lemma 5. Consider a rooted tree Tn, where each vertex not in generation n has at least one
child. NnB(ℓk), the minimal number of (2k + 1)-boxes, satisfies
Ln−k ≤ NnB(ℓk) ≤ G(n, k) ≤
n−k∑
i=0
Li, (22)
where G(n, k) is the number of boxes in the greedy boxing, and Li is the size of generation i.
Proof. The fact that NnB(ℓk) ≤ G(n, k) follows from the optimality of NnB(ℓk). The last in-
equality is established by observing that G(n, k) uses vertices in Ln−k to cover generations
n − k, . . . , n. The sum of earlier generations is a somewhat crude upper bound, since not all
vertices in every generation before n− k are put in a separate box.
For the lower bound, we find Ln−k witness vertices, that is vertices with pairwise distance
at least 2k + 1 away. We choose a witness vertex from each box T
(v)
k , v ∈ Ln−k: let w(v) be
any of the vertices in T
(v)
k that is in generation n. We show that when u 6= v are two distinct
witnesses, then d(w(u), w(v)) ≥ 2k + 1. Indeed, since w(u), w(v) are in different subtrees in
generation n− k, the shortest path between w(u), w(v) travels through both u and v and so it
contains at least d(w(u), u) + d(w(v), v) + 2 = 2k + 2 edges.
Theorem 3. The complete d-ary tree and “2-3”-tree have finite transfinite fractal dimension,
namely τ
(
T d∞
)
= (log d)/2 and τ
(
T 2,3∞
)
= (log
√
6)/2. The growth rate of these trees are d and√
6 respectively.
Proof. A direct application of Def. 6 yields that gr
(
T d∞
)
= d. For the transfinite fractal dimen-
sion, by monotonicity it is enough to consider the subsequence 2k + 1 for ℓ. Applying Lemma
5 for this case yields that
dn−k ≤ NnB(ℓk) ≤
n−k∑
i=0
di =
dn−k+1 − 1
d− 1 . (23)
Because
∣∣V (T dn)∣∣ = (dn+1 − 1)/(d − 1), using the bounds from Lemma 5 we can calculate the
limit
τ (T∞d ) = lim
k→∞
lim
n→∞
log(NnB(ℓk)/ |V (Tn)|)
−(2k + 1) =
log d
2
.
The proof works similarly for the “2-3”-tree. It is shown in [23] that gr
(
T 2,3∞
)
=
√
6. Elementary
calculation shows that
∣∣V (T 2,3n )∣∣ =
{
3 · (6(n+1)/2 − 1)/5 if n is odd
3 · (6n/2 − 1)/5 + 6n/2 if n is even. (24)
A simple calculation yields that
Ln =
{
2 · 6(n−1)/2 if n is odd
6n/2 if n is even.
(25)
Combining the results above with Lemma 5 yields that
τ
(
T 2,3∞
)
= (log
√
6)/2.
Observe that for these examples, the relation τ (T∞) = ln gr (T∞)/2 holds. The question nat-
urally arises that under which conditions it is true that this relation is valid? We will answer
this question in the following sections.
5.1 Spherically symmetric trees
Let T f∞ be a spherically symmetric tree, that is an infinite rooted tree such that for each h,
every vertex at distance h from the root has the same number of children, namely, f(h) many,
f(h) ∈ N+ = {1, 2, . . .}. Examples 3 and 4 are also spherically symmetric trees. For spherically
symmetric trees, Ln =
∏n−1
h=0 f(h) and
∣∣T fn ∣∣ =∑ni=0 Li.
In what follows, we investigate the assumptions needed on the sequence f = (f(h)h∈N) so
that the transfinite fractal dimension of a spherically symmetric tree exists and equals the half
of the logarithm of the growth rate. This question is nontrivial, as demonstrated by the following
examples.
Example 5. Let
f(i) =
{⌊
ej
⌋
if i = j! for some j
fixed c ∈ N otherwise.
Example 6. Let
log f(h) :=
{
a if m(m+ 1) < h ≤ (m+ 1)2 for some m ∈ N
b 6= a otherwise.
In Example 6 we have blocks of ′a′s and blocks of ′b′s with linearly increasing lengths, while in
Example 5 f takes on a very large value ‘occasionally’. We show below that while the growth
rate of these trees exists, the transfractal dimension is not even defined, i.e., the limit in Def. 3
does not exists. First, we need the following definition.
Definition 9 (Length of the maximum contiguous subsequence of the same ele-
ment). Let s = (si)
∞
i=0 be an arbitrary sequence with codomain
7 S and a ∈ S. The length of
the maximum contiguous subsequence of sequence s with respect to element a (i.e., the length
of the longest block of consecutive ′a′s:
lmcs(s, a) := max{n ∈ N | ∃i ∈ N : a = si = si+1 = si+2 = · · · = si+n}+ 1.
Condition 1 (Regularity assumption) Let us assume that f = (f(h))h≥0 in a spherically
symmetric tree T f∞ satisfies for some K ∈ N that
lmcs(f , 1) = K <∞. (26)
Lemma 6. Condition 1 implies that for all n ≥ 1 it holds that
Ln ≤ |T fn| =
n∑
i=0
Li ≤ 2(lmcs(f , 1) + 1) · Ln, (27)
that is, the total size of the tree is the same order as the size of the last generation.
Proof (Proof of Lemma 6). The first inequality of the lemma is trivial. Now we express Li in
terms of Ln:
Li = Ln
n−1∏
h=i
f(h)−1 ≤ Ln
n−1∏
h=i
f∗(h)−1, (28)
where we define f⋆ := f⋆(f) as
f∗(h) :=
{
1, if f(h) = 1
2, if f(h) ≥ 2.
By denoting ⌊x⌋ := sup{y ∈ Z : y ≤ x} the lower integer part of a real number x, and
K := lmcs(f , 1),
n−1∏
h=i
f∗(h)−1 ≤
(
1
2
)⌊(n−i)/(K+1)⌋
(29)
since the product is maximized when f⋆ is such thatK 1’s are followed by a single 2 periodically.
Combining (28) and (29) yields that
n∑
i=0
Li ≤ Ln
(
1 +
n−1∑
i=0
(
1
2
)⌊(n−i)/(K+1)⌋)
≤ Ln(K + 1)
∞∑
i=0
2−i, (30)
since ⌊(n− i)/(K + 1)⌋ takes on each integer ≤ ⌊n/(K + 1)⌋ at most K + 1 times. The sum of
the geometric series is at most 2 and thus (27) is established.
7 The codomain of a sequence is the set into which all of the elements of the sequence is constrained
to fall.
Remark 4. Condition 1 is not only sufficient but necessary for Lemma 6. If lmcs(f , 1) > M,
∀M ∈ N, then for some n, f(n−M) = · · · = f(n) = 1; and then ∑ni=n−M Li = (M + 1)Ln.
Corollary 1. Under Condition 1 the transfinite fractal dimension and growth rate of a spher-
ically symmetric tree T f∞ can be expressed as follows, if the limits exist:
τ
(
T f∞
)
= lim
k→∞
lim
n→∞
∑n−1
h=n−k log f(h)
(2k + 1)
, (31)
log
(
gr
(
T f∞
))
= lim
n→∞
1
n
n−1∑
h=0
log f(h). (32)
Proof (Proof of Corollary 1). Let us write c+ := 2(lmcs(f , 1) + 1). Combining Lemma 5 with
Lemma 6 yields
Ln−k ≤ NnB(ℓk) ≤
n−k∑
i=0
Li ≤ c+Ln−k. (33)
Using Lemma 6 once more yields that Ln ≤ |T fn| ≤ c+Ln and combining this with (33) we can
observe
NnB(ℓk)
|T fn|
∈ [1/c+, c+]Ln−k/Ln = [1/c+, c+]
n−1∏
h=n−k
f(h)−1. (34)
Using these bounds in Def. 3 we see that the constant prefactor will vanish when taking loga-
rithm, yielding (31). Eq. (32) is a direct consequence of Def. 6.
With Corollary 1 at hand, we arrive to:
Claim. The growth rate of Examples 5 and 6 exists, while they are not transfractal.
Proof. We start with Example 6. The limit in (32) exists, since it equals
log gr(T f∞) = limm→∞
1
m2
m∑
h=1
((h+ 1)a+ hb) = (a+ b)/2.
On the other hand, the inner limit (as n → ∞) on the RHS of (31) does not exist for fixed k,
since we see oscillations of a’s and b’s when k ≤ m, thus τ is undefined. For Example 5,
lim
n→∞
1
n

∑
i≤n
log(c)−
∑
j:j!≤n
j

 ≤ log gr(T f∞) ≤ limn→∞ 1n

 ∑
j:j!≤n
j +
∑
i≤n
log(c)

 ,
and hence the growth rate exists and equals c since both the lower bound as well as the upper
bound tend to log c. On the other hand, the transfinite dimension does not exist, since, for
each fixed k, as n grows the inner sum
∑n−1
h=n−k log f(h) occasionally encounters a factorial and
hence a value other then log c as one of its terms, hence, the inner limit as n → ∞ does not
exist.
Example 6 led us to a natural generalization of the transfinite fractal dimension in such a
way that it agrees the half of the logarithm of the growth rate for spherically symmetric trees
under a mild condition on the growth of the degree sequence. This is the transfinite Cesaro
fractal dimension in Def. 4.
Theorem 4. Let T f∞ be a spherically symmetric tree with degrees f = (f(h))h≥1 that satisfies
Condition 1 and that
lim
h→∞
log f(h)
h
= 0. (35)
Then, τ⋆(T f∞) = log(gr(T
f
∞))/2.
Remark 5. The growth condition (35) means that the degrees grow sub-exponentially. For in-
stance, f(h) = ⌊exp(hγ)⌋ for any γ < 1 satisfies this criterion.
Proof. By Def. 4 we obtain for any spherically symmetric tree satisfying Condition 1, using (34)
τ∗
(
T f∞
)
= lim
k→∞
lim
m→∞
1
m
m∑
i=1
log(Bi+kk /
∣∣T fi+k∣∣)
−(2k + 1) = limk→∞ limm→∞
1
m
m∑
i=1
log(Li/Li+k)
−(2k + 1) . (36)
Observing that Ln =
∏n−1
h=1 f(h) and limk→∞(2k)/(2k + 1) = 1 we obtain that
τ∗
(
T f∞
)
= lim
k→∞
lim
m→∞
1
2mk
m∑
i=1
i+k−1∑
j=i
log f(j). (37)
Exchanging sums yields that the RHS inside the limits equals
1
2m
k−1∑
j=1
j
k
log f(j) +
1
2m
m−1∑
j=k
log f(j) +
1
2m
m+k−1∑
j=m
(
1− j −m
k
)
log f(j). (38)
The first term in (38) tends to zero as evaluating the inner limit (m→∞) in (36) for any fixed
k. For the second term in (37) we have:
lim
k→∞
lim
m→∞
1
2m
m−1∑
j=k
log f(j) = lim
k→∞
lim
m→∞
1
2m
m−1∑
j=1
log f(j)− lim
k→∞
lim
m→∞
1
2m
k−1∑
j=1
log f(j)
= lim
m→∞
1
2m
m−1∑
j=1
log f(j),
(39)
since the second term tends on the RHS to zero for each fixed k, and the first term does not
depend on k. Regarding the third term in (37), assumption (35) implies that for any fixed k,
lim
m→∞
1
2m
m+k−1∑
j=m
(
1− j −m
k
)
log f(j) = 0, (40)
since the bounds 0 ≤ (1− j−mk ) log f(j) ≤ log f(j) gives the desired result using the squeeze
theorem. The question arises whether condition (35) could be weakened to the condition in
(40). For this, note that each term in (40) must tend to zero. The term with j = m equals
(log f(m))/2m, that is 1/2 of the term in (35). In other words, the limit (40) being equal to
zero is equivalent to (35).
Combining (38), (39), (40) with Corollary 1 we obtain that
τ∗
(
T f∞
)
= lim
m→∞
1
2m
m−1∑
j=1
log f(j) =
log gr(T∞)
2
.
5.2 Supercritical Galton-Watson trees
In this section, we will consider the supercritical Galton-Watson trees.
Definition 10 (Galton-Watson branching process). Let q = (q0, q1, q2, . . . ) be an infinite
vector of nonnegative real numbers with
∑∞
i=0 qi = 1 and let Pq be the probability measure on
rooted trees such that the number of offspring (children) of each vertex is i.i.d. and the probability
that a given vertex has i children is qi.
Let Zn denote the number of vertices at distance n from the root. We write µ for the mean
of the offspring distribution µ = E(Z1) =
∑∞
i=0 iqi.
A Galton-Watson branching process (BP) with mean offspring µ is said to be supercritical
if µ > 1, critical if µ = 1 and subcritical if µ < 1.
It is well-known that in the subcritical case (µ < 1) and in the critical case (µ = 1), the BP
dies out eventually (i.e. ∃ n : Zn = 0) with probability 1, while in the supercritical case
(µ > 1), the BP survives (i.e., ∀ n : Zn ≥ 1) with positive probability [2]. When q0 = 0, the
BP survives with probability 1, since each vertex has at least one child. For further discussion
and characterization of Galton-Watson BPs we refer the reader to [2] and [14]. A supercritical
Galton-Watson BP behaves similarly to a deterministic regular tree of the “same growth” that
suggests that the transfinite fractal dimension should be logµ where µ is the mean of the
offspring distribution. When µ is an integer, this deterministic tree is just the µ-ary tree, but
when µ is nonintegral, it is a virtual tree, in the sense of Pemantle and Peres [28,29].
Theorem 5. Let GW∞ be a supercritical Galton-Watson tree with the following assumptions
q0 = 0, q1 6= 1 and
E(Z1| log(Z1)|+) <∞, (41)
where |x|+ := max{x, 0} denotes the positive part of the expression. Then, τ (GW∞) → (log(µ))/2
almost surely.
The following elementary fact will be needed to prove Theorem 5.
Lemma 7. Let ξk be an arbitrary convergent sequence of real numbers, that is, limk→∞ ξk = A
for some A ∈ R. For β ∈ (0, 1) let Sn :=
∑n
k=0 β
n−kξk. Then
lim
n→∞
Sn =
∞∑
k=0
βk · A = A
1− β ∈ R.
Proof. Using the convergence of ξk, by definition ∀ǫ > 0 : ∃ N∗ s.t. if i > N∗ then |ξi−A| < ǫ.
Now we consider the following sum
n∑
i=N∗
ξiβ
n−i ∈ (A− ǫ, A+ ǫ) ·
n−N∗∑
k=0
βk.
Hence,
lim
n→∞
n∑
i=N∗
ξiβ
n−i ∈ (A− ǫ, A+ ǫ) ·
∞∑
k=0
βk =
(
A− ǫ
1− β ,
A+ ǫ
1− β
)
. (42)
Now let us consider the remaining part of the sum, namely
∑N⋆−1
i=0 ξiβ
n−i. Due to the fact that
ξi is convergent thus for some K : ξi < K, ∀i and limn→∞
∑n
k=n−N∗ β
k = 0 we have
N∗∑
i=0
ξiβ
n−i < K ·
n∑
k=n−N∗
βk
n→∞−−−−→ 0. (43)
Using (42) and (43) we can conclude that limn→∞ Sn = A/(1− β).
Proof (Proof of Theorem 5). By writing Wi := Ziµ
−i, [2, Chapter I, Part C, Theorem 1], the
limit W = limi→∞Wi exists and is in (0,∞) almost surely under the x log x assumption in (41)
and that q0 = 0. With this notation, we bound the ratio B
n
k / |V (GWn)| using Lemma 5 (note
that Zi has the notation Li there):
Wn−kµ
n−k∑n
i=0Wiµ
i
=
Zn−k∑n
j=0 Zj
≤ B
n
k
|V (GWn)| ≤
∑n−k
i=0 Zi∑n
j=0 Zj
=
∑n−k
i=0 Wiµ
i∑n
i=0Wiµ
i
. (44)
Dividing both the numerators and denominators with µ−n, the bound turns into
(1/µ)k
Wn−k∑n
i=0Wi(1/µ)
n−i
≤ B
n
k
|V (GWn)| ≤ (1/µ)
k
∑n−k
i=0 Wi(1/µ)
n−k−i∑n
i=0Wi(1/µ)
n−i
(45)
Applying now Lemma 7 with ξk := Wk, β := 1/µ, we see that the almost sure limits exists for
each fixed k
lim
n→∞
∑n−k
i=0 Wi(1/µ)
n−k−i∑n
i=0Wi(1/µ)
n−i
=
W/(1− 1/µ)
W/(1− 1/µ) = 1,
lim
n→∞
Wn−k∑n
i=0Wi(1/µ)
n−i
=
W
W/(1 − (1/µ)) = 1− (1/µ).
(46)
Therefore, for almost surely
(1/µ)k(1− (1/µ))/2 ≤ B
n
k
|V (GWn)| ≤ 2(1/µ)
k. (47)
Substituting these bounds into Def. 3 of transfinite fractal dimension, with ℓ = 2k+1, yields
that
τ
({GWn}n∈N) = limk→∞ limn→∞ log(B
n
k / |V (GWn)|)
−(2k + 1) =
log(µ)
2
. (48)
Remark 6. It is clear that gr (GW∞)
a.s.−−→ µ which implies that the almost sure limit of the
transfinite fractal dimension and the logarithm of the growth rate of Galton-Watson trees differ
only in a factor of 2 under the assumptions of Theorem 5.
Remark 7. Under some regularity assumptions the transfinite fractal dimension of Galton-
Watson trees is well-defined in contrast with spherically symmetric trees where we had to
introduce the concept of transfinite Cesaro transfinite fractal dimension. This phenomena arises
from the fact that the random growth of the Galton-Watson branching process is smoother than
the deterministic growth of spherically symmetric trees.
6 Conclusion and discussion
In this paper, we have investigated the heuristic statement that networks with hierarchical
structure are fractal (i.e., self-similar) objects. In particular, we considered a graph sequence
with strict hierarchical structure, and investigated its fractal properties. Doing so we showed
that the definition of fractality cannot be applied to networks with locally ’tree-like’ structure
and exponential growth rate of neighborhoods. However, the box-covering method gives a pa-
rameter that is related to the growth rate of trees. We also introduced a more general concept,
the transfinite Cesaro fractal dimension. We investigated various models: the hierarchical graph
sequence model introduced by Komjáthy and Simon, Song-Havlin-Makse model, spherically
symmetric trees, and supercritical Galton-Watson trees. We determined bounds on the optimal
box-covering and calculated the transfinite fractal dimension of the aforementioned models us-
ing rigorous techniques. It would be also interesting to apply our method to other locally tree
like graphs such as Erdős-Rényi graph, preferential attachment graph or configuration model.
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Appendix
Proof (Proof of Lemma 1). The proof is a rewrite of [22] that we include for completeness. For
two arbitrary vertices x, y ∈ Σn we denote the length of their common prefix by k = k(x, y) :=
|x ∧ y|. Furthermore, let us decompose the postfixes x˜, y˜ into longest possible blocks of digits
of the same type:
x˜ =: b1b2 . . . br, y˜ = c1c2 . . . cq, (49)
with
{1, 2} ∋ typ(bi) 6= typ(bi+1) ∈ {1, 2}, and {1, 2} ∋ typ(cj) 6= typ(cj+1) ∈ {1, 2}.
We denote the number of blocks in x˜, y˜ by r and q, respectively. From the definition of the edge
set of E(HMn), it follows that for any path P (x, y) = (x = q
0, . . . , qℓ = y), the consecutive
vertices on the path only differ in their postfixes, and these have different types. That is, each
consecutive pair of vertices can be written in the form
∀i, qi = wizi, qi+1 = wiz˜i, with typ(zi) 6= typ(z˜i) ∈ {1, 2}.
Now we fix an arbitrary self-map p of Σ such that
(x, p(x)) ∈ E(G) ∀x ∈ G.
Most commonly, p(p(x)) 6= x. Note that x and p(x) have different types since G is bipartite.
For a word z = (z1 . . . zm) with typ(z) ∈ {1, 2} we define p(z) := (p(z1) . . . p(zm)). Then, Def. 5
implies that
(tz, tp(z)) is an edge in Gℓ+m, ∀t = (t1 . . . tℓ). (50)
Using (50), we construct a path P (x, y) between two arbitrary vertices x and y that has length
at most r + q + diam(G)− 2. Starting from x the first half of the path P (x, y) is as follows:
xˆ0 = x = (x ∧ y)b1 . . . br−1br
xˆ1 = (x ∧ y)b1 . . . br−1p(br)
. . .
xˆr−1 = (x ∧ y)b1p(b2 . . . p(br−1p(br))),
Starting from y the first half of the path P (x, y) is as follows:
yˆ0 = y = (x ∧ y)c1c2 . . . cr
yˆ1 = (x ∧ y)c1 . . . cr−1p(cr)
. . .
yˆq−1 = (x ∧ y)c1p(c2 . . . p(cr−1p(cq))).
It follows from (50) that Px := (xˆ
0, xˆ1, . . . , xˆr−1) and Py := (yˆ
q−1, · · · yˆ1, yˆ0) are two paths in
HMn. To construct P (x, y), it remains to connect xˆ
r−1 and yˆq−1. Using (50) this can be done
with a path Pc of length at most diam(G). Indeed, since the postfixes c1p(c2 . . . p(cr−1p(cq)))
and b1p(b2 . . . p(br−1p(br))) both have a type, one can connect them in at most as many edges
as the diameter of the base graph8.
Clearly,
Length(P (x, y)) ≤ r + q + diam(G)− 2 ≤ 2(n− 1) + diam(G).
For the lower bound on the diameter of HMn, we show that we can find two vertices in
HMn of distance 2(n− 1) + diam(G). Pick two vertices with |x ∧ y| = 0, so x1 6= y1 so that the
distance between x1 and y1 in G is exactly diam(G), and set each blocks bi and ci of length 1.
Note that in each step on any path between two vertices, the number of blocks in (49) changes
by at most one. Further, since x1 6= y1 to connect x to y, we have to reach two vertices that
have a type. Starting from x, to reach the first vertex a = (x1 . . . ) of this property, we need
at least n− 1 steps on any path P˜ . Similarly, starting from y, we need at least n − 1 steps to
reach the first vertex b = (y1 . . . ) where all the digits are of the same type. Since the distance
of x1 and y1 in G is diam(G), and we can change the first digit of a vertex on a path only to a
neighbor digit in G in one step on any path, we need at least diam(G) edges to connect a to b.
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