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Cooperative Hypothesis Testing by Two Observers with
Asymmetric Information *
Aneesh Raghavan and John S. Baras
Abstract— In this paper, we consider the binary hypothesis
testing problem with two observers. There are two possible
states of nature (or hypotheses). Observations are collected by
two observers. The observations are statistically related to the
true state of nature. Given the observations, the objective of
both observers is to find out what is the true state of nature.
We present four different approaches to address the problem.
In the first (centralized) approach, the observations collected
by both observers are sent to a central coordinator where
hypothesis testing is performed. In the second approach, each
observer performs hypothesis testing based on locally collected
observations. Then they exchange binary information to arrive at
a consensus. In the third approach, each observer constructs an
aggregated probability space based on the observations collected
by it and the decision it receives from the alternate observer
and performs hypothesis testing in the new probability space. In
this approach also they exchange binary information to arrive at
consensus. In the fourth approach, if observations collected by the
observers are independent conditioned on the hypothesis we show
the construction of the aggregated sample space can be skipped.
In this case, the observers exchange real valued information to
achieve consensus. Given the same fixed number of samples, n,
n sufficiently large, for the centralized (first) and decentralized
(second) approaches, it has been shown that if the observations
collected by the observers are independent conditioned on the
hypothesis, then the minimum probability that the two observers
agree and are wrong in the decentralized approach is upper
bounded by the minimum probability of error achieved in the
centralized approach.
I. INTRODUCTION
Hypothesis testing problems arise in various aspects of
science and engineering. The standard version of the problem
has been studied extensively in the literature. The inherent
assumption of the standard problem is that even if there are
multiple sensors collecting observations, the observations are
transmitted to single fusion center where the observations are
used collectively to arrive at the belief of the true hypothesis.
When multiple sensors collect observations, there could be
other detection schemes as well. One possible scheme is that,
the sensors could send a summary of their observations as
finite valued messages to a fusion center where the final de-
cision is made. Such schemes are classified as “Decentralized
Detection”. One of the motivations for studying decentralized
detection schemes is that, when there are geographically
dispersed sensors, such a scheme could lead to significant
reduction in communication cost without compromising much
on the detection performance.
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In [1], the M-ary hypothesis testing problem is considered.
A set of sensors collect observations and transmit finite
valued messages to the fusion center. At the fusion center,
a hypothesis testing problem is considered to arrive at the
final decision. For the sensors, to decide what messages they
should transmit, the Bayesian and Neyman-Pearson versions of
the hypothesis testing problem are considered. The messages
transmitted by the sensors are coupled though a common cost
function. For both versions of the problem, it is shown that
if the observations collected by different sensors conditioned
on any hypothesis are independent, then the sensors should
decide their messages based on likelihood ratio test. The
results are extended to the cases when the sensor configuration
is a tree and when the number of sensors is large. In [2],
the binary hypothesis testing problem is considered. The
formulation considers two sensors and the joint distribution of
the observations collected by the two sensors is known under
either hypothesis. The objective is to find a decision policy for
the sensors based on the observations collected at the sensor
locally through a coupled cost function. Under assumptions
on the structure of the cost function and independence of the
observations conditioned on the hypothesis, it is shown that
likelihood ratio test is optimal with thresholds based on the
decision rule of the alternate sensor. Conditions under which
threshold computations decouple are also presented. In [3], the
binary decentralized detection problem over a wireless sensor
network is considered. A network of wireless sensors collect
measurements and send a summary individually to a fusion
center. Based on the information received, the objective of the
fusion center is to find the true state of nature. The objective
of the study was to find the structure of an optimal sensor
configuration with the formulation incorporating constraints on
the capacity of the wireless channel over which the sensors are
transmitting. For the scenario of detecting deterministic signals
in additive Gaussian noise, it is shown that having a set of
identical binary sensors is asymptotically optimal. Extensions
to other observation distributions are also presented. In [4],
sequential problems in decentralized detection are considered.
Peripheral sensors make noisy measurements of the hypothesis
and send a binary message to a fusion center. Two scenarios
are considered. In the first scenario, the fusion center waits for
the binary message(i.e., the decisions) from all the peripheral
sensors and then starts collecting observations. In the second
scenario, the fusion center collects observations from the
beginning and receives binary messages from the peripheral
sensors as time progresses. In either scenario, the peripheral
sensor and the fusion center need to solve a stopping time
problem and declare their decision. Parametric characterization
of the optimal policies are obtained and a sequential method-
ology for finding the optimal policies is presented.
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We consider the binary hypothesis testing problem. There
are two possible states of nature. There are two observers,
Observer 1 and Observer 2. Each observer collects its indi-
vidual set of observations. The observations collected by the
observers are statistically related to the true state of nature.
After collecting their sets of observations, the objective of
the two observers is to find the true hypothesis and to agree
on their decision as well. The motivation of this paper is to
understand decentralized detection problem from scratch.
Let us consider the construction of the probability space
(Kolmogorov construction) when there is single observer. Let
E be an experiment that is performed repeatedly. Let the
outcomes of the experiment be O. The observer observes a
function of the outcome of the experiment, Y = f (O). Let the
set of values that can be observed by the observer be S, i.e.,
Y ∈ S. Based on a model for the experiment or the data it
collects, the observer builds the distribution of its observation.
If S is a finite set, then the distribution will be of the form
µ(Y = y),y ∈ S. If S = R, then distribution is of the form
µ(Y ∈U), where U is an open subset of R. Such a distribution
would be possible only if it is possible to assign measures to all
open subsets of R from the model. Given the set S, a semiring
F of subsets of S and a distribution µ on F ( µ is finitely
additive and countably monotone), by the Caratheodory - Hahn
theorem, the Caratheodory measure µ¯ induced by µ , is an
extension of µ . Let M be the σ algebra of sets which are
measurable with respect to µ∗ (the outer measure induced
by µ). The probability space constructed by the observer
after observing the experiment is (S,M, µ¯). Suppose each
trial of the experiment is observed over time and multiple
observations are collected, then the observation space is S×T ,
where T denotes the instances at which the observations are
collected. If T is finite then the probability space construction
can be done by following the methodology above. If T is a
countable or uncountable set, then the distributions need to
satisfy the Kolmogorov Consistency conditions. Further, the
measure obtained by extending the distributions is a measure
on the σ algebra generated by the cylindrical subsets of S×T .
Now we consider the scenario where the experiment is ob-
served by two observers, Observer 1 and Observer 2. Observer
1 observers a function of the outcome of the experiment,
Y = f (O), while Observer 2 observes a different function
Z = g(O) of the outcome of the experiment. Observer 1
(Observer 2) can find the distribution of its observation Y (Z)
form the data or the model. Neither observers can find the
joint distribution of Y,Z as Observer 1 and Observer 2 do not
know Z and Y respectively. Even if both of the observers share
the same model for the experiment, Observer 1 (Observer 2)
cannot find the distribution of Z (Y ) without knowing the g ( f )
function. Hence, without sharing information, the observers
cannot build the joint distribution of the observations. If the
joint distribution does not exist, it is incorrect to state that
Y and Z are observations of a common probability space.
To build the joint distribution, the observers could send their
observations or the functions f and g to a central coordina-
tor. If the observers do not exchange information then they
could build their individual probability spaces from their local
observations.
In our work, we do not assume that the observations of
the two observers belong to the same probability space, as
such an assumption implies the existence of joint distribution
of the observations and hence information exchange between
the observers. We emphasize on probability space construc-
tion from the data. Another key motivation is to understand
the information exchange between the observers to perform
collaborative detection.
We present four different approaches. In each approach there
are two phases: (a) probability space construction: the true
hypothesis is known, observations are collected to build em-
pirical distributions between hypothesis and the observations;
(b) In the second phase, given a new set of observations, we
formulate hypothesis testing problems for the observers to find
their individual beliefs about the true hypothesis. We discuss
consensus algorithms for the observers to agree on their beliefs
about the true hypothesis. In the first approach (standard) the
observations collected by both observers are sent to a central
coordinator, the joint distribution between the observations
and hypothesis is built and hypothesis testing is done using
the collective set of observations. It should be noted that the
joint distribution between the observations collected by the
observers is found only for the purpose of comparison between
the centralized and decentralized detection schemes. It is not
available to observers for processing any information they
receive. In the second approach, each observer builds its own
probability space using local observations. Hypothesis testing
problems are formulated for each observer in their respective
probability spaces. The observers solve the problems to arrive
at their beliefs about the true hypothesis. A consensus algo-
rithm involving exchange of beliefs is presented. In the third
approach, the observers build aggregated probability spaces by
building joint distributions between their observations and the
alternate observer’s decisions. The decisions transmitted by the
observers for probability space construction are the decisions
obtained in the second approach. Hypothesis testing problems
are formulated for each observer in their new probability
spaces. The original decision of the observers is a function
of their observations alone. The construction of the aggregated
probability space enables an observer to update its information
state based on the accuracy of the alternate observer. Based on
the updated information state the observer updates its belief
about the true hypothesis. A modified consensus algorithm
is presented where the observers exchange their decision
information twice; the first time they exchange their original
beliefs and the second time time their updated beliefs. In the
fourth approach, we assume that the observations collected by
the observers are independent conditioned on the hypothesis.
In such a case the construction of the aggregated sample space
can be skipped. An observer receives the accuracy information
(to update its information state) from the alternate observer.
Hence, the observers exchange real valued information. In this
approach also the observers solve the detection problem twice;
once with information state obtained from the observations
alone and the second time with the information state updated
form the accuracy information. The consensus algorithm in-
volves exchange of (i) original decision (ii) accuracy infor-
mation (iii) updated decision. In our previous work, [5], we
considered the first and second approaches (mentioned above).
We proved the convergence of the consensus decision to the
true hypothesis and hence the convergence of the consensus
scheme in the second approach. We compared the performance
of the two approaches numerically for specific simulation
setups.
The contributions of the paper are: (i) probability space
construction in distributed detection (ii) consensus algorithm
involving exchange of binary information and its convergence
in distributed detection. (iii) comparing the rate of decay of
probability of error in centralized and decentralized approach
to detection (iv) consensus algorithm incorporating alternate
observer’s accuracy and its convergence in distributed detec-
tion.
In the next section, we present the sample space construction
and hypothesis testing problems for the first two approaches. In
section III, we discuss the solution for the first two approaches
and the consensus algorithm for the second approach. In
section IV, we compare the rate of decay of probability of error
achieved using the two approaches. The third approach and
fourth approaches are studied in detail in section V. Simulation
results have been presented in the section VI. We conclude
and discuss future work in section VII. The proof of the main
result of the paper has been discussed in VIII.
II. PROBLEM FORMULATION
In this section, we discuss the probability space construction
and hypothesis testing problems for the first two approaches.
A. Assumptions
1) Both the observers operate on the same time scale.
Hence their actions are synchronized.
2) The observations collected by Observer 1 are denoted by
Yi, Yi ∈ S1 where S1 is a finite set of real numbers or real
vectors of finite dimension. The observations collected
by Observer 2 are denoted by Zi, Zi ∈ S2, where S2
is a finite set of real numbers or real vectors of finite
dimension. Let M = |S1|× |S2|.
3) State of nature is the same for both observers. The two
states of nature are represented by 0 and 1.
The observers collect data strings which are obtained by
concatenating the observations and the true hypothesis.
B. Centralized Approach
In this approach both the observers send the data strings
collected by them to a central coordinator. The central coordi-
nator generates new strings by concatenating the observations
from Observer 1, observations from Observer 2 and the true
hypothesis. From the data strings, the empirical joint distribu-
tions are found. The joint distribution when the true hypothesis
is 0 is denoted by f0(y,z) and when the true hypothesis is 1 is
denoted by f1(y,z). We assume, 0 < DKL( f0|| f1) < ∞, where
DKL( f0|| f1) denotes the Kullback Leibler divergence between
distributions f0 and f1. The prior distribution of the hypothesis
is denoted by ph for h = 0,1. Let Ω = {0,1} × S1 × S2.
ω ∈ Ω, is given by the triple (h,y,z),h ∈ {0,1},y ∈ S1 and
Fig. 1. Schematic for centralized approach
z ∈ S2. Let F = 2Ω. Since Ω is finite it suffices to define
the measure for each element in Ω. Hence the measure, P is
defined as follows : P(ω) = ph fh(y,z). The probability space
constructed by the central coordinator is (Ω,F,P). Consider
the case when the central coordinator receives observations
which are i.i.d. conditioned on the hypothesis, {Yi,Zi}ni=1,
n∈N. In such a case, these observations are studied as random
variables in the product space. The product space is defined
as (Ωn,Fn,Pn), where Ωn = {0,1}× Sn1 × Sn2, Fn = 2Ωn and
Pn(ω) = ph∏ni=1 fh(yi,zi). The schematic for the centralized
approach is shown in figure 1. Given an observation sequence
{Yi,Zi = yi,zi}ni=1, the objective is to find Dn : Sn1 × Sn2 −→
{0,1} such that the following cost is minimized
EPn [C10H(1−Dn)+C01(Dn)(1−H)],
where H denotes the hypothesis random variable.
The joint probability space is extended as follows.
A sample space consisting of sequences of the form
(H,(Y1,Z1),(Y2,Z2),(Y3,Z3), . . .) is considered. For n ∈ N,
Let B be a subset of ({0,1}× {S1×{S2}}n). A cylindrical
subset of ({0,1}×{S1×{S2}}∞) is:
In(B) = {ω ∈ {0,1}×{S1×{S2}}∞ :
(ω(1), ...,ω(n+1)) ∈ B}.
Let F∗ be the smallest σ Algebra generated by all cylindrical
subsets of the sample space. Since the sequence of product
measures Pn is consistent, i.e.,
Pn+1(B×S1×S2) = Pn(B) ∀ B ∈ Σ1n,
by the Kolmogorov extension theorem, there exists a measure
P∗ on ({0,1}×{S1×S2}∞,F∗), such that,
P∗(In(B)) = Pn(B) ∀ B ∈ 2{0,1}×{Si×S2}n ,
C. Decentralized Approach
In this approach each observer constructs its own probability
space. From the data strings collected locally, the observers
find their respective empirical distributions. For Observer 1,
the distribution of observations when the true hypothesis is
0 is denoted by f 10 (y) and when the true hypothesis is 1 is
denoted by f 11 (y). Similarly, Observer 2 finds f
2
0 (z) and f
2
1 (z).
We assume that the prior distribution of the hypothesis remains
Fig. 2. Schematic for decentralized approach
Fig. 3. Sufficient Statistic
the same as in the previous approach. We assume, for i= 1,2,
0 < DKL( f i0|| f i1)< ∞. For consistency we impose:
∑
z∈S2
fh(y,z) = f 1h (y),∀y ∈ S1,h= 0,1.
∑
y∈S1
fh(y,z) = f 2h (z),∀z ∈ S2,h= 0,1.
Based on these distributions, the probability space constructed
by Observer 1 is (Ω1,F1,P1). Ω1 = {0,1}×S1, F1 = 2Ω1 and
P1(ω) = ph f 1h (y). As in the previous approach, when Observer
1 receives observations which are i.i.d. conditioned on the
hypothesis, the observations are treated as random variables in
the product space (Ω1n,F1n,P1n). For Observer 2 the probability
space is (Ω2,F2,P2) = ({0,1}× S2,2Ω2 , ph f 2h (z)), while the
product space is denoted (Ω2n,F2n,P2n). Given the observation
sequences {Yi= yi}ni=1 and {Zi= zi}ni=1 for Observer 1 and Ob-
server 2 respectively, the objective is to find Din : S
n
i −→{0,1}
such that following cost is minimized
EPin [C
i
10Hi(1−Din)+Ci01(Din)(1−Hi)],
where Hi denotes the hypothesis random variable for observers
in their respective probability spaces. Since the sequences
of product measures ({Pin}n≥1, i = 1,2) are consistent, by
the Kolmogorov extension theorem, for i = 1,2, there exists
measures P∗i on ({0,1}×{Si}∞,F∗i ), where F∗i is the σ algebra
generated by cylindrical sets in ({0,1}×{Si}∞), such that,
P∗i (Iin(B)) = Pin(B) ∀ B ∈ 2{0,1}×{Si}
n
,
where
Iin(B) = {ω ∈ {0,1}×{Si}∞ 3 (ω(1), ...,ω(n+1)) ∈ B}.
Thus, the extended probability space at Observer i is ({0,1}×
{Si}∞,F∗i ,P∗i ).
Consider the scenario where fh(y,z) = f 1h (y) f
2
h (z), h= 0,1.
Consider the estimation problem, where H is estimated from
{(Y1,Z1), ...,(Yn,Zn)}. Let T : Sn1 × Sn2 → Sn1 ×{0,1}n be the
mapping T (Y1,Z1), ...,(Yn,Zn) = Y1,D21), ...,(Yn,D
2
n. We can
consider another Bayesian estimation problem of estimating
H from Y1,D21), ...,(Yn,D
2
n. T is a sufficient statistic(figure 3)
for original estimation problem if and only if
∏ni=1 f 21 (zi)
∑zn1∈Sd ∏
n
i=1 f
2
1 (zi)
=
∏ni=1 f 20 (zi)
∑zn1∈Sd ∏
n
i=1 f
2
1 (zi)
,∀ zn1 ∈ Sd ,∀ Sd ,
where Sd is set of sequences in S2n which leads to a decision
sequence {D21 = d21 , ...,D2n = d2n}. The above condition is very
stringent and might not be true in most cases. Even though
the T is not a sufficient statistic, our objective is to design a
consensus algorithm based on just the exchange of decision
information. The advantage of such a scheme is that, the
exchange of information is restricted to 1 bit and the observers
do not have do any other processing on their observations.
III. SOLUTION
We now discuss the solution for the hypothesis testing prob-
lems formulated in the previous sections and the consensus
algorithm.
A. Centralized Approach
The problem formulated in section 2.B is the standard
Bayesian hypothesis testing problem. The decision policy is
a threshold policy and is function of the likelihood ratio. The
likelihood ratio is defined as, pin = ∏ni=1
f1(yi,zi)
f0(yi,zi)
. Then the
decision is given by
Dn =
{
1, if, pin ≥ Tc,
0, otherwise.
where Tc =
C01
C01+C10
.
B. Decentralized Approach
The information state for the observers is defines as ψ in =
EPin [H|I in], i= 1,2, whereI 1n denotes the σ algebra generated
by Y1, ...,Yn and I 2n denotes the σ algebra generated by
Z1, ...,Zn. The decisions are memoryless functions of ψ in. More
precisely, they are threshold policies. Let pi1n = ∏ni=1
f 11 (yi)
f 10 (yi)
and pi2n = ∏ni=1
f 21 (zi)
f 20 (zi)
. Hence, ψ in =
p1pi in
p1pi in+p0
. For 0 < ti < 1,
ψ in≥ ti⇔ pi in≥ tip0p1−tip1 . Hence the decision policy for Observer
i can be stated as function of pi in as:
Din =
{
1, if, pi in ≥ Ti,
0, otherwise.
For an observer, a variable is said to be exogenous random
variable if it is not measurable with respect to the probability
space of that observer. When Observer 1 receives the decision
of Observer 2 (and vice-versa), it treats that decision as an
exogenous random variable as no statistical information is
available about the new random variable. Based on this 1
bit information exchange we consider a simple consensus
algorithm: Let n= 1,
1) Observer 1 collects Yn while Observer 2 collects Zn.
2) Based on Y1, ...,Yn, D1n is computed by Observer 1 while
D2n is computed by Observer 2 based on Z1, ...,Zn.
3) If D1n = D
2
n , stop. Else increment n by 1 and return to
step 1.
C. Convergence to Consensus
{ψ in,I in}n≥1 are martingales in ({0,1} × {Si}∞,F∗i ,P∗i ).
Hence by Doob’s theorem [6], it follows that
lim
n→∞ψ
i
n = Hi, P∗i a.s.
Hence there exist integers N(ω i) such that Din = Hi ∀ n ≥
N(ω i), ω i ∈ {0,1}×{Si}∞. The result can be interpreted as
follows: For observer i, for any sample path (or any sequence
of observations),ω i, there exists a finite natural number N(ω i)
such that the decision after collecting N(ω i) observations or
more will be the true hypothesis. Hence, after both observers
collect max(N(ω1),N(ω2)) number of samples, both their
decisions will be the true hypothesis. Hence convergence of
the consensus algorithm is guaranteed. Figure 2 depicts the
scenario where consensus occurs at stage n.
IV. COMPARISON OF ERROR RATES
In this section we study the rate at which probability of
error decays as more observations are collected. We compare
the rates achieved using the two approaches.
A. Centralized Approach
In this subsection we define probability of error and its
optimal rate of decay for the centralized approach. Let,
An = {(Yi,Zi)ni=1 ∈ Sn1×Sn2 3 Dn = 1},
κn = Pn(An|H = 0),ξn = Pn(A cn |H = 1).
Then, probability of error γn is
γn = Pn(Dn 6= H) = p0κn+ p1ξn.
The optimal rate of decay of probability of error for the
centralized approach is defined as,
R∗c = limn→∞−
1
n
log2
(
min
An⊆Sn1×Sn2
γn
)
We define the following distributions which will help us
characterize R∗c ,
Qhτh(y,z) =
( fh(y,z))1−τh( f1−h(y,z))τh
∑y,z( fh(y,z))1−τh( f1−h(y,z))τh
(1)
Then,
R∗c = maxτ0,τ1≥0
min
[
DKL(Q0τ0 || f0),DKL(Q1τ1 || f1)
]
. (2)
B. Decentralized Approach
To compare the rate of decay of the probability of error in
the second approach to that in the first approach, we consider
that in the second approach there is a hypothetical central
coordinator where the joint distribution was built. Let,
B1n = {(Yi,Zi)ni=1 ∈ Sn1×Sn2 3 D1n = 1 and D2n = 1}. (3)
B2n = {(Yi,Zi)ni=1 ∈ Sn1×Sn2 3 D1n = 0 and D2n = 0}. (4)
µn = Pn(B1n |H = 0),νn = Pn(B2n |H = 1).
For the probability space (Ωn,Fn,Pn), the algebra Fn contains
all possible subsets of the product space. Hence B1n and
B1n are measurable sets. Note that, the decision regions B
1
n
and B2n depend on thresholds T1 and T2 respectively. Hence
by changing the thresholds different decision regions can
be generated. Given a fixed number of samples, n, to both
the observers, let D1n and D
2
n denote their decisions. The
probability that the two observers agree on the wrong belief
is, ρn,
ρn = Pn(Dc 6= H) = p0µn+ p1νn,
where Dc = D1n = D
2
n. The rate of decay of probability of
agreement on wrong belief for the decentralized approach is
defined as:
Rd = limn→∞−
1
n
log2 (ρn) .
The optimal rate of decay of probability of agreement on
wrong belief for the decentralized approach is defined by
optimizing over thresholds :
R∗d = limn→∞−
1
n
log2
(
min
B1n ,B
2
n⊆Sn1×Sn2
ρn
)
.
Define, the following probability distributions: for h= 0,1,
Qhλh,σh(y,z) =
Kh fh(y,z)( f 10 (y))
s(h)λh( f 20 (z))
s(h)σh
( f 11 (y))
s(h)λh( f 21 (z))
s(h)σh
,
Kh =
[
∑
y,z
fh(y,z)( f 10 (y))
s(h)λh( f 20 (z))
s(h)σh
( f 11 (y))
s(h)λh( f 21 (z))
s(h)σh
]−1
, (5)
where s(h) = 1 if h= 1 and s(h) =−1 if h= 0. Then,
R∗d = maxλh≥0,σh≥0,h=0,1
min
[
DKL(Q0λ0,σ0 || f0),DKL(Q
1
λ1,σ1 || f1)
]
.
(6)
Further, if f0(y,z) = f 10 (y) f
2
0 (z) and f1(y,z) = f
1
1 (y) f
2
1 (z), then
R∗d ≥ R∗c . (7)
For the proof of equations (1),(2),(5),(6) and the above result
we refer to the appendix.
C. Probability of Error
First, we note that the number of samples collected by the
two observers before they stop is random. Let the random
number of samples collected by the observers before they stop
be τd . τd is a stopping time of the filtration generated by the
sequence, {Yn,Zn}n∈N, and hence is random variable in the
extended joint probability space,({0,1}×{S1×S2}∞,F∗,P∗).
Let Dτd denote the decision at consensus. We note that Dτd is
also a random variable in the extended joint probability space.
Then the probability of error for the consensus scheme is:
P∗(Dτd 6= H) =
∞
∑
n=1
P∗((Dτd 6= H)∩ τd = n)
=
∞
∑
n=1
P∗(({D1i 6= D2i }n−1i=1 )∩ (D1n = D2n)∩ (D1n 6= H))
=
∞
∑
n=1
Pn(({D1i 6= D2i }n−1i=1 )∩ (D1n = D2n)∩ (D1n 6= H))
≤
∞
∑
n=1
Pn((D1n = D2n)∩ (D1n 6= H))≈
∞
∑
n=1
2−nRd =
1
2Rd −1 .
The first equality follows from the law of total probability.
The second equality follows from the stopping rule of the
consensus algorithm. Let B= {{h}×(yi,zi)ni=1 ∈ {0,1}×Sn1×
Sn2 3 {d1i 6= d2i }n−1i=1 ,d1n = d2n 6= h}. ω such that {D1i (ω) 6=
D2i (ω)}n−1i=1 ,D1n(ω) =D2n(ω) 6=H} are the set of sequences for
which {(H,(Yi,Zi)ni=1)} ∈ B which corresponds to cylindrical
set with, B, B ∈ {0,1} × Sn1 × Sn2. Hence the third equality
follows. The usefulness of the approximate upper bound for
the probability of error depends on Rd . By choosing different
values for the thresholds, T1 and T2, different values of Rd
can be obtained. Hence the upper bound is function of the
thresholds. Given the distributions under either hypotheses and
the thresholds for the observers, it is difficult to numerically
compute the probability of error (given by the first equality
above) as it requires an exhaustive search over the observation
space for high values of n. We estimate the probability of
error empirically using simulations and the results have been
presented in section VI.
The result of equation 7 can be interpreted as follows: Given
a fixed number of samples n, the minimum probability of
error achieved in the centralized approach is approximately
2−nR∗c . Given the same number of samples for the decentralized
approach, the minimum probability that the observers agree
and are wrong is 2−nR
∗
d . Hence the above result implies
that, for sufficiently large n, the minimum probability of
the observers agreeing and being wrong in the decentralized
approach is upper bounded by the minimum probability of
error in the centralized approach. The result can be understood
heuristically as follows: The observation space after collecting
n observations is Y n × Zn. In the centralized approach, the
observation space is divided into two regions, one where
decision is 1 (An) and the other is where the decision is 0
(Acn)(figure 4a). In the decentralized approach, the observation
space is divided into four regions (figure 4b) : (1) Decision
of Observer 1 is 1 and Decision of Observer 2 is 1 (B1n) (2)
Decision of observer 1 is 0 and Decision of observer 2 is 0.
(B2n) (3) Decision of observer 1 is 0 and Decision of observer
2 is 1 (B3n) (4) Decision of Observer 1 is 1 and Decision of
observer 2 is 0 (B4n). The observers can be wrong only in
regions B1n and B
2
n depending on the true hypothesis. Since
the measure of regions B1n and B
2
n are likely going to be less
than the measure of the regions An or Acn the probability of the
observers agreeing and being wrong in the second approach
Fig. 4. Observation space divided in to (a) two regions (b) four regions
is going to be likely less than the probability of error of the
central coordinator.
Remark 1. The consensus algorithm presented in section
III-C translates to considering sets of the form {(Yi,Zi)ni=1 ∈
Sn1 × Sn2 3 {D1i 6= D2i }n−1i=1 ,D1n = D2n = 1} and {(Yi,Zi)ni=1 ∈
Sn1 × Sn2 3 {D1i 6= D2i }n−1i=1 ,D1n = D2n = 0} in section IV-B. It
is essential that these sets can equivalently captured by a
set of distributions in the probability simplex in R|S1×S2| for
computation of the rates as done in section VIII. Since these
sets cannot be equivalently captured by a set of distributions,
we consider a superset of the sets described in (3) and (4).
Thus we are able to only obtain an upper bound for the
probability of error in section IV-C.
Remark 2. Since the two observers are operating on different
probability spaces, when Observer 1 (Observer 2) receives D2n
(D1n) information it treats it as an exogenous random variable
as D2n (D
1
n) is not measurable with respect its own probability
space. Since it does not posses any statistical knowledge about
the information it receives, it cannot process it and just treats
it as a “number”. in the next section we discuss an approach
where the observers build aggregated probability spaces by
empirically building the statistical knowledge.
Remark 3. There could be other possible schemes for decen-
tralized detection. For example each observer could individu-
ally solve a stopping time problem. The times at which they
stop are a functions of the probability of error they want to
achieve. Hence the observers stop at random times and send
their decision information when they stop. The same consensus
protocol could be used, i.e., the observers stop only when they
both arrive at the same decision. In this scheme the probability
of error of the decentralized scheme is upper bounded by the
max of the probability of error of the individual observers.
V. ALTERNATIVE DECENTRALIZED APPROACH
In the previous section, the decision from the alternate
observer was considered as an exogenous random variable by
the original observer. In this section we propose a scheme
where the observers build joint distributions between their
own observations and the decision they receive from the
alternate observer. The assumptions mentioned in section II-A
are retained.
A. Probability Space Construction
The probability space construction for Observer 1 is de-
scribed as follows: Observer 1 collects strings of finite length:
[H,Y1,D21,Y2,D
2
2, ...,Yn,D
2
n], where Yn ∈ S1 and D2n is the de-
cision of Observer 2, after repeating the hypothesis testing
problem n times. This is done by Observer 1 for every n ∈ N.
Y1, ...,Yn are assumed to be i.i.d. conditioned on the hypothesis
and hence can be interpreted in the product space described
before (section II-C). The decisions, D21, ...,D
2
n are obtained
by Observer 2 using the decision policy described in section
III-B. Since pi in are controlled Markov chains, Din are corre-
lated. From the data strings, Observer 1 finds the empirical
joint distribution of {H,{Yi,D2i }ni=1} denoted as P1,n. Hence,
Observer 1 builds a family of joint distributions, {P1,n}n≥1.
We assume that the family of distributions is consistent:
P1,n+1(B×S1×{0,1}) =P1,n(B) ∀ B ∈ 2{0,1}×{S1×{0,1}}n .
Let B belong to 2{0,1}×{S1×{0,1}}n . Then a cylindrical subset
of ({0,1}×{S1×{0,1}}∞) is:
I1n (B) = {ω ∈ {0,1}×{S1×{0,1}}∞ :
(ω(1), ...,ω(n+1)) ∈ B}
Let F1 be the smallest σ algebra such that it contains all
cylindrical sets, i.e., for all n and all B. By the Kolmogorov
extension theorem there exists a measure P1 on ({0,1} ×
{S1×{0,1}}∞,F1) such that,
P1(I1n (B))) =P1,n(B) ∀ B ∈ 2{0,1}×{S1×{0,1}}
n
,
where, I1n (B) is defined as above. Thus, two aggregated proba-
bility spaces are constructed. For Observer 1, (Ω¯1,F1,P1) is
constructed where Ω¯1 = {0,1}×{S1×{0,1}}∞. For Observer
2, (Ω¯2,F2,P2) is constructed where Ω¯2 = {0,1} × {S2 ×
{0,1}}∞. The sequence of measures {P1,n}n≥1 is function
of the thresholds T1 and T2. Thus, when the thresholds for the
decentralized scheme in III-B change, the probability space
constructed as above also changes.
B. Discussion
We consider the sample space constructed for observer 1.
Let n be a natural number. The observation space at sample
n is Sn1×Sn2. Two sequences {yi,zi}i=ni=1 and {yi, z¯i}i=ni=1 are said
to be related,i.e., {yi,zi}i=ni=1 ∼ {yi, z¯i}i=ni=1 if {zi}i=ni=1 and {z¯i}i=ni=1
lead to the same decision sequence, {d2i }ni=1. The relation ′ ∼′
is:
• reflexive: {yi,zi}i=ni=1 ∼ {yi,zi}i=ni=1,
• symmetric: {yi,zi}i=ni=1 ∼ {yi, z¯i}i=ni=1 ⇒ {yi, z¯i}i=ni=1 ∼
{yi,zi}i=ni=1,
• transitive:{yi,zi}i=ni=1 ∼ {yi, z¯i}i=ni=1, {yi, z¯i}i=ni=1 ∼
{yi, zˆi}i=ni=1⇒{yi,zi}i=ni=1 ∼ {yi, zˆi}i=ni=1.
Hence ′ ∼′ is a equivalence relation. Let En = Sn1×Sn2/∼ be
the collection of equivalent sets, i.e., collection of sets where
each set contains all sequences which are equivalent to each
other. E¯n = {{0,1}×C,C ∈ En}, E¯n is the collection of sets
obtained by taking the Cartesian product of {0,1} and sets in
En. Let Σ1n be the σ algebra generated by the sets in E¯n. Since
are pair of sets in E¯n are mutually exclusive, Σ1n is obtained
by taking finite unions of sets in E¯n. For Observer 2, similar
equivalence relation can be defined and Σ2n can be found. Let
Eˆn be the set of all sequences of the forms (0,{yi,d2i }i=ni=1)
and (1,{yi,d2i }i=ni=1). Since each set in E¯n corresponds to a
unique sequence from Eˆn, there is an injection φ , from E¯n on
to Eˆn. The mapping need not be surjective as some decision
sequences need not be observed. The measure on (E¯n,Σ1n) can
be defined as,
P¯1n (E) =P
1
n (φ(E)),∀ E ∈ E¯n
From the consistency of P1n , it follows that
P¯1,n+1(B×S1×S2) = P¯1,n(B) ∀ B ∈ Σ1n.
Let B belong to Σ1n. Then a cylindrical subset of ({0,1}×
{S1×S2}∞) is:
In(B) = {ω ∈ {0,1}×{S1×S2}∞ :
(ω(1), ...,ω(n+1)) ∈ B}
Let G1 be the smallest σ algebra such that it contains all
cylindrical sets, i.e., for all n and all B. By the Kolmogorov
extension theorem there exists a measure P¯1 on ({0,1} ×
{S1×S2}∞,G1) such that,
P¯1(In(B)) =P1,n(B) ∀ B ∈ Σ1n,
where,
In(B) = {ω ∈ {0,1}×{S1×S2}∞ :
(ω(1), ...,ω(n+1)) ∈ B}.
Let G2 be the smallest σ algebra which contains all the
cylindrical sets constructed from {Σ2n}∞n=1. For Observer 2, the
probability space constructed is ({0,1}×{S1×S2}∞,G2,P¯2),
where P¯2 is the measure obtained from Kolmogorov extension
theorem. Now let us consider the central coordinator (men-
tioned in section II.B). We recall that F∗ is the smallest σ
algebra which contains all the cylindrical sets constructed from
{2{0,1}×Sn1×Sn2}∞n=1 and the extended probability space associ-
ated with central coordinator is {0,1}×{S1×S2}∞,F∗,P∗.
First, we note that the sample space for the two observers
and the central coordinator are the same. The associated
σ algebra’s are different. If |S1| > 2 and |S2| > 2, then,
for all n, Σ1n,Σ2n ⊂ {2{0,1}×S
n
1×Sn2}∞n=1. Hence the set of all
cylindrical subsets for Observer 1 (and Observer 2) is a strict
subset of the set of all cylindrical subsets for the central
coordinator, which implies that G1⊆G3 and G2⊆G3. Suppose
{yi,zi}i=ni=1 ∼ {yi, z¯i}i=ni=1, then the cylindrical set,
Cˆs = {ω ∈ {0,1}×{S1×S2}∞ :
(ω(1), ...,ω(n+1)) = (0,{yi,zi}i=ni=1)}
belongs to G3, but does not belong to G1. Suppose X1 =
{{yi, zˆi}i=ni=1} : {yi, zˆi}i=ni=1 ∼ {yi,zi}i=ni=1. Then, the cylindrical set,
C˜s = {ω ∈ {0,1}×{S1×S2}∞ :
(ω(1), ...,ω(n+1)) ∈ {0}×X1} ∈ G1
Cˆs cannot be obtained from C˜s as set X1\{yi,zi}i=ni=1 6∈Σ1. Hence
G1 ⊂ G3. By similar arguments we can prove that G2 ⊂ G3.
Thus in the approach mentioned in section V.A, probability
measure is not assigned to every subset of the observation
space, but is assigned to those subsets which correspond to an
observable outcome. The same concept has been emphasized
in [7], i.e., models often require coarse event sigma algebra.
Through examples, it is shown that in certain experiments
it might not be possible to assign measure to Borel sigma
algebra.
C. Decision Scheme
Based on the new probability space constructed, the ob-
servers could find a new pair of decisions. Given the observa-
tion sequences {Yi = yi,D2i = d2i }ni=1 and {Zi = zi,D1i = d1i }ni=1
for Observer 1 and Observer 2 respectively, the objective is to
find Oin : {Si×{0,1}}n −→ {0,1} such that following cost is
minimized
EPi [C
i
10Hi(1−Oin)+Ci01(Oin)(1−Hi)].
To solve the problem for Observer 1, we define a new set of
filters as:
α11 = EP1 [H1|Y1,D21], α1n = EP1 [H1|{Yi,D2i }ni=1].
α11 =
P1(D21 = d
2
1 |Y1 = y1,H1 = 1)P1(Y1 = y1,H1 = 1)
∑i=0,1P1(D21 = d
2
1 |Y1 = y1,H1 = i)
P1(Y1 = y1,H1 = i)
=
ψ11
(1−β 21 )ψ11 +β 21
,
where,
β 21 =
P1(D21 = d
2
1 |Y1 = y1,H1 = 0)
P1(D21 = d
2
1 |Y1 = y1,H1 = 1)
.
The decision by Observer 1 after finding α11 is O
1
1 = 1 if α
1
1 ≥
T3 =
C101
C101+C
1
10
else O11 = 0. O
1
1 is sent to Observer 2 which treats
it as an exogenous random variable. O21 is found by Observer 2
and sent to Observer 1 which treats it as an exogenous random
variable. Suppose β 21 = 1+ x, then α
1
1 =
ψ11
1+x(1−ψ11 )
. Consider
the case where D21 = 0 and D
1
1 = 1. If β
2
1 > 1, i.e., x> 0, then
α11 < ψ
1
1 , α
1
1 could be less than the threshold, which implies
O11 = 0. If O
2
1 = 0 then consensus is achieved. If β
2
1 < 1, i.e.,
x < 0, then α11 > pi
1
1 , α
1
1 remains greater than the threshold,
which implies O11 = 1. Hence β
2
1 could be interpreted as an
estimate of the accuracy of Observer 2 by Observer 1.For any
n,
α1n =
P1(Yn = yn,D2n = d
2
n |{Yi = yi,
D2i = d
2
i }n−1i=1 ,H1 = 1)α1n−1
∑ j=0,1P1(Yn = yn,D2n = d2n |{Yi = yi,
D2i = d
2
i }n−1i=1 ,H1 = j)[1 j=1α1n−1+1 j=0(1−α1n−1)]
and the decision policy is :
O1n =
{
1, if, α1n ≥ T3,
0, otherwise.
Using a similar procedure, {α2n}n≥1 can be defined and
{O2n}n≥1 can be found by Observer 2. The consensus algorithm
can be modified as follows. Let n= 1,
Fig. 5. Schematic for decentralized approach with new probability space
1) Observer 1 collects Yn while Observer 2 collects Zn.
2) Based on Yn,pi1n−1, D
1
n is computed by Observer 1 while
D2n is computed by Observer 2 based on Zn,pi2n−1.
3) If D1n = D
2
n , stop. Else O
1
n is computed by Observer 1
using α1n−1,{Yi,D2i }ni=1 and O2n is computed by Observer
2 using α2n−1,{Zi,D1i }ni=1.
4) If O1n = O
2
n, stop. Else increment n by 1 and return to
step 1.
Figure 5 captures this approach. Even though the two ob-
servers do not share a common probability space, to compare
the probability error we consider the same joint distribution
as the centralized scenario. The probability of error is given
by:
Pe,n = ∑
{yn,zn3(α1n≥T3 ∩ α2n≥T4)}
f0(y,z)+
∑
{yn,zn3(α1n<T3 ∩ α2n<T4)}
f1(y,z),
where T4 =
C201
C210+C
2
01
. In this scenario, it is difficult to character-
ize the error rate. In the previous section the method of types
was used to find the error rate. The sets used to characterize
the error rate would now depend on the decision sequence
from the alternate observer. For a particular type, there could
be multiple decision sequences. Hence, the same approach
cannot be extended. The convergence of the above consensus
algorithm follows from the convergence of the consensus algo-
rithm mentioned in the previous section, III-C. The advantage
of this algorithm is that it has faster rate of convergence due to
step 4 of the consensus algorithm. The drawback of the above
mentioned scheme (i.e., the third approach) is the construction
of the aggregated probability space. Finding the collection of
distributions, {Pi,n}n≥1, i= 1,2, might be expensive. In such
a scenario, an alternate approach would be the following: The
probability space construction can be done by finding the joint
distribution of the observations. Hence both observers will
have the same probability space. The hypothesis testing can
be done in a decentralized manner. The same approach can be
used, if instead of empirically finding {Pi,n}n≥1, i= 1,2, they
are computed from the joint distribution.
D. Alternative Decentralized Approach with > 1 Bit Exchange
Suppose for Observer 1 the observations collected are inde-
pendent of the decisions received from Observer 2 conditioned
on either hypothesis, i.e., for j = 0,1,
P1({Yi = yi,D2i = d2i }ni=1|H1 = j) =
P1({Yi = yi}ni=1|H1 = j)P1({D2i = d2i }ni=1|H1 = j)
=
[
n
∏
i=1
P1(Yi = yi|H1 = j)
]
P1({D2i = d2i }ni=1|H1 = j).
Similarly for Observer 2, for j = 0,1,
P2({Zi = zi,D1i = d1i }ni=1|H2 = j) =[
n
∏
i=1
P2(Zi = zi|H2 = j)
]
P2({D1i = d1i }ni=1|H2 = j).
A sufficient condition for the above is that under either hypoth-
esis the observations collected by Observer 1 and Observer 2
are independent. The α1n computation can be simplified as:
α1n =
[∏ni=1P1(Yi = yi|H1 = 1)]
P1({D2i = d2i }ni=1|H1 = 1)p1
∑ j=0,1 [∏ni=1P1(Yi = yi|H1 = j)]
P1({D2i = d2i }ni=1|H1 = j)p j
=
P1(Yn = yn|H1 = 1)P1(D2n = d2n |
{D2i = d2i }n−1i=1 ,H1 = 1)α1n−1
∑ j=0,1P1(Yn = yn|H1 = j)P1(D2n = d2n |{D2i =
d2i }n−1i=1 ,H1 = j)[1 j=1α1n−1+1 j=0(1−α1n−1)]
=
P1(Yn = yn|H1 = 1)α1n−1
P1(Yn = yn|H1 = 1)α1n−1+
P1(Yn = yn|H1 = 0)(1−α1n−1)β 2n
.
Hence, the main component needed for the computation is
β 2n =
P1(D2n = d
2
n |{D2i = d2i }n−1i=1 ,H1 = 0)
P1(D2n = d2n |{D2i = d2i }n−1i=1 ,H1 = 1)
.
Since the distributions where found statistically, β 2n can be
approximated by P
2
n(D
2
n=d
2
n |{D2i =d2i }n−1i=1 , H2=0)
P2n(D2n=d2n |{D2i =d2i }n−1i=1 , H2=1)
, which can be
computed by Observer 2 from the product probability space
created by it.
P2(D21 = 1) = ∑
{ j=0,1}
∑
{z1∈S2:pi21≥T2}
P2(Z1 = z1|H2 = j)p j.
P22(D21 = 1,D22 = 1) = ∑
{ j=0,1}
∑
{z1∈S2:pi21≥T2}
∑
{z2∈S2:pi22≥T2}
P2(Z2 = z2|H2 = j)P2(Z1 = z1|H2 = j)p j.
For any n, given {D2i = d2i }ni=1,
P2n({D2i = d2i }ni=1) = ∑
{ j=0,1}
∑
{z1∈S2:1d21=1
(pi21≥T2)+1d21=0
(pi21<T2)}
∑
{z2∈S2:1d22=1
(pi22≥T2)+1d22=0
(pi22<T2)}
...
∑
{zn∈S2:1d2n=1(pi
2
n≥T2)+1d2n=0(pi
2
n<T2)}
[
n
∏
i=1
P2(Zi = zi|H2 = j)
]
p j.
Fig. 6. Schematic for decentralized approach, > 1 bit exchange
Using the above joint distributions, {β 2n }n≥1 can be computed.
Similarly {β 1n }n≥1 can be computed by Observer 1. From the
above discussion, we propose a modified scheme for detection
using two observers: Following the steps discussed in section
II-C, each observer constructs its own collection of product
spaces, {(Ωin,Fin,Pin)}n≥1. Then the following algorithm is
executed: Let n= 1,
1) Observer 1 collects Yn while Observer 2 collects Zn.
2) Based on Yn, pi1n−1, pi
1
n is found by Observer 1. Using
pi1n , D1n is found by Observer 1. Based on Zn, pi2n−1, pi
2
n is
found by Observer 2. Using pi2n , D2n is found by Observer
2.
3) The observers exchange their decisions. D1n is treated as
an exogenous random variable by Observer 2 while D2n
is treated as an exogenous random variable by Observer
1. If D1n=D
2
n, then stop. Else β 1n is sent by Observer 1 to
Observer 2 while β 2n is sent by Observer 2 to Observer
1.
4) Using Yn,α1n−1 and β
2
n , α1n is computed by Observer
1 while using Zn,α2n−1 and β
1
n , α2n is computed by
Observer 2. Using α1n , O1n is computed by Observer 1
while using α2n , O2n is computed by Observer 2.
5) The observers exchange their new decisions. O1n is
treated as an exogenous random variable by Observer
2 while O2n is treated as an exogenous random variable
by Observer 1. If O1n = O
2
n, then stop. Else increment n
by 1 and return to step 1.
Figure 6 captures the above modified algorithm. The advantage
of this scheme is that the construction of the aggregated prob-
ability space is not needed. The scheme can be executed even
when conditions on the joint distribution of the observations
and decisions from the alternate observer do not hold, though
it might not be useful.
VI. SIMULATION RESULTS
Simulations were performed to evaluate the performance
of the algorithms. The setting is described as follows. The
cardinality of the sets of observations collected by observer
1 and 2 are 3 and 4 respectively. The joint distribution of
the observations under either hypothesis is given in table 1.
Note that under either hypothesis, the observations received
by the two observers are independent. The prior distribution
f0(y,z) Z = 1 Z = 2 Z = 3 Z = 4
Y = 1 0.02 0.05 0.07 0.06
Y = 2 0.03 0.075 0.105 0.09
Y = 3 0.05 0.125 0.175 0.15
f1(y,z) Z = 1 Z = 2 Z = 3 Z = 4
Y = 1 0.18 0.135 0.09 0.045
Y = 2 0.1 0.075 0.05 0.025
Y = 3 0.12 0.09 0.06 0.03
TABLE I
JOINT DISTRIBUTION OF OBSERVATIONS UNDER EITHER HYPOTHESIS
of the hypothesis was considered to be p0 = 0.4 and p1 = 0.6.
DKL( f1|| f0) = 0.7986 and DKL( f0|| f1) = 0.7057. The empir-
ical probability of error achieved by using the centralized
scheme as n increases has been plotted in figure 7 (Algo-
1). The empirical probability of the observers agreeing on
the wrong belief conditioned on the observers agreeing in
the decentralized scheme(III-B) has been plotted in figure
7(Algo-2). In order to construct the aggregated sample space,
the joint distribution of the observations and decision was
found by the frequentist approach. 2× 107 samples were
used to construct the aggregated sample space. The empirical
probability of error achieved by the centralized sequential
hypothesis testing scheme (using sequential probability ratio
test), by the decentralized scheme in section III-B, by the
decentralized scheme in section V-C, by the decentralized
scheme in section V-D has been plotted against the expected
stopping time in figure 8, Algo-1, Algo-2, Algo-3, and Algo-4
respectively. It is clear that the centralized sequential scheme
performs the best among the four schemes. 13 aggregated
probability sample spaces ware constructed by varying T1
and T2. The pairs of T1 and T2 which were considered
are {(1,1),(2, 12 ),( 12 ,2), ...,(n, 1n ),( 1n ,n), ...,(7, 17 ),( 17 ,7)}. By
varying T3and T4 and choosing the best pair of expected
stopping time and probability of error, the graphs Algo-
3 and Algo-4 were obtained in Figure 8. The construction
of the aggregated probability space (V-A) is helpful as for
given expected stopping time the probability of error achieved
by the second decentralized scheme(V-C) is lower than the
probability of error achieved by the first decentralized scheme
(III-B). As discussed in section V-D, the performance of the
decentralized scheme with greater than 1 bit exchange (figure
8, Algo-4) is similar to that of the decentralized scheme
with the construction of the aggregated probability space
(figure 8, Algo-3) as observations received by the observers
are independent conditioned on the hypothesis. Thus there
is a trade off between the following:(i) repeated exchange
of observations for finding the joint distribution and better
performance (than distributed schemes) in hypothesis testing
problem;(ii) exchange of real valued information only during
hypothesis testing and lower performance (than centralized
scheme) in hypothesis testing problem.
Consider the scenario where both the observers know the
joint distribution of the observations. When observer 1 needs
to compute α1n , it needs to find the conditional probability of
receiving Yn = yn and D2n = d
2
n given its own past observations
Y1, ...,Yn−1 and the past decisions it receives from observer 2
D21, ...,D
2
n−1. This computation can be carried out in more than
Fig. 7. Probability of error / conditional probability of agreement on wrong
belief ) vs number of samples
Fig. 8. Probability of error vs expected stopping time
two ways. The first approach would be to search over the ob-
servation space, Y n×Zn for sequences which lead to observed
observation and decision pairs ((Y1,D21), ...,(Yn,D
2
n)) and then
use the joint distribution with the appropriate sequences to find
the conditional probability. This is not an efficient approach
as computation time increases exponentially with increase in
number of samples. An alternate approach would be store the
sequences found at stage n and then use them to find the
sequences at stage n+ 1. In this approach the memory used
for storage increases exponentially. Hence even upon knowing
the joint distribution of the observations, the computation of
α1n is intensive. For the fourth approach, Observer i needs
to compute β in which requires the joint distribution of the
Di1, ...,D
i
n, and H. Again, each observer needs to search over
its observation space for finding the observation sequences
which lead to that particular decision sequence. Since this
approach is computationally intensive, the joint distribution of
the decisions was estimated by the frequentist approach. For
each observer, 2× 27 = 256 decision sequences are possible.
From 2× 107 samples, the joint distribution of the decision
sequence and hypothesis is estimated.
We considered another setup, where the cardinality of the
sets of observations collected by observers 1 and 2 are 2
and 3 respectively. The joint distribution of the observations
under either hypothesis is given in table 2. Under either
hypothesis, the observations received by the two observers are
not independent. The prior distribution of the hypothesis was
f0(y,z) Z = 1 Z = 2 Z = 3
Y = 1 0.1 0.15 0.2
Y = 2 0.15 0.2 0.2
f1(y,z) Z = 1 Z = 2 Z = 3
Y = 1 0.15 0.15 0.25
Y = 2 0.18 0.14 0.13
TABLE II
JOINT DISTRIBUTION OF OBSERVATIONS UNDER EITHER HYPOTHESIS
Fig. 9. Probability of error / conditional probability of agreement on wrong
belief ) vs number of samples
considered to be p0 = 0.4 and p1 = 0.6. DKL( f1|| f0) = 0.0627
and DKL( f0|| f1) = 0.0649. The empirical probability of error
achieved by using the centralized scheme as n increases has
been plotted in figure 9 (Algo-1). The empirical probability of
the observers agreeing on the wrong belief conditioned on the
observers agreeing in the decentralized scheme has been plot-
ted in figure 9 (Algo-2). 2×107 samples were used to construct
the aggregated probability space, while the maximum number
of possible sequences is 2×27×37 = 559872. The empirical
probability of error achieved by the centralized sequential
hypothesis testing scheme (using sequential probability ratio
test), by the decentralized scheme in section III-B, by the
decentralized scheme in section V-C, by the decentralized
scheme in section V-D has been plotted against the expected
stopping time in figure 10, Algo-1, Algo-2, Algo-3, and
Algo-4 respectively. There is a significant difference between
performance of the centralized and the decentralized schemes.
One possible reason is that the marginal distributions are
closer, i.e., DKL( f 11 || f 10 ) = 0.0290 and DKL( f 20 || f 21 ) = 0.0244.
The performance of the first decentralized scheme ( III-B) and
the second decentralized scheme are almost similar. Hence the
construction of the aggregated probability space is not helpful
in this example.
VII. CONCLUSION AND FUTURE WORK
In this paper, we considered the problem of collaborative
binary hypothesis testing. We considered different approaches
to solve the problem with emphasis on probability space con-
struction and the information exchanged for the construction.
The first approach was the centralized scheme. In second
approach, we presented a decentralized scheme with exchange
of decision information. It was shown that, if the observation
collected by Observer 1 was independent of the observation
Fig. 10. Probability of error vs expected stopping time
collected by Observer 2 conditioned on either hypothesis then
the rate of decay of the probability of agreement on the wrong
belief in decentralized scheme is lower bounded by rate of
decay of probability of error in the centralized scheme. The
third approach included construction of aggregated probabil-
ity spaces and a decentralized detection scheme similar to
the second approach. However, the construction of the new
probability space could be costly. We presented an alternate
scheme where the construction of the bigger probability space
could be avoided. Simulation results comparing the different
approaches were presented.
The binary hypothesis testing problem with two observers
and asymmetric information can also be studied as co-
operative game with two agents. We plan to develop game
theoretic approaches to this problem following the methods of
Topsoe and Grunwatd in [8], [9], [10], and [11].
VIII. APPENDIX
A. Centralized Approach
Before we get to the proofs, we mention some standard re-
sults from the method of types [12], [13]. Notation: (Y n,Zn) =
[(Y1,Z1), ...,(Yn,Zn)]. 1{·} is the indicator function. For an
observation sequence (Y n,Zn= yn,zn), the type associated with
it is :
QY n,Zn(y,z) =
1
n
n
∑
i=1
1(yi,zi)=(y,z)∀(y,z) ∈ S1×S2.
With the above definition, when (Y1,Z1), ...,(Yn,Zn) are i.i.d.
conditioned on the hypothesis, for h= 0,1,
Pn(Y n,Zn = yn,zn|H = h) = 2−n(H(QYn ,Zn )+DKL(QYn,Zn || fh)).
Let TU = max
(y,z)∈S1×§2
log2
f1(y,z)
f0(y,z)
and TL = min
(y,z)∈S1×§2
log2
f1(y,z)
f0(y,z)
.
For threshold T such that TL < log2T < TU the likelihood ratio
test can be equivalently written as :
DKL(QY n,Zn || f0)−DKL(QY n,Zn || f1)≥ 1n log2T.
We present the proof for equation 2.
Proof. Let S denote the set of probability distributions on
S1×S2. For vector Q∈S , Q= [Q(1),Q(2), . . . ,Q(|S1|×|S2|)],
the element Q(i) corresponds to the joint probability of ob-
serving yl and zk, where l = d i|S2|e, k = i− b
i
|S2|c × |S2|. If
i−b i|S2|c× |S2| = 0, then k = |S2|. Q(i) and Q(y,z) are used
interchangeably. For set S, let int(S) denote the interior of the
set and S denote the closure set. Let,
V =
[
log2
f1(y1,z1)
f0(y1,z1)
, log2
f1(y1,z2)
f0(y1,z2)
, . . . , log2
f1(y|S1|,z|S2|)
f0(y|S1|,z|S2|)
]
.
For the given threshold T , the objective is to find the rate of
decay of probability of error. The set of distributions for which
the decision in the centralized case is 1 is
S1 =Q ∈S 3
{
DKL(Q|| f0)−DKL(Q|| f1)≥ log2T
}
,
Let ei(ey,z),1≤ i≤ |S1|× |S2| represent the canonical basis of
R|S1|×|S2|. The set S1 can also be described as:
S1 = {Q ∈ R|S1|×|S2| :−V TQ+ log2T ≤ 0,
∑
y,z
Q(y,z) = 1,−eiQ≤ 0, 1≤ i≤ |S1|× |S2|}
Since TL < log2T < TU , int(S1) 6= /0 and int(Sc1) 6= /0. Since
S1 and Sc1 are closed, connected sets with nonempty interiors
they are regular closed sets i.e., S1 = int(S1) and Sc1 = int(Sc1).
Thus by By Sanov’s theorem [12], it follows that
lim
n→∞−
1
n
log2(κn) = DKL(Q0τ0 || f0),
lim
n→∞−
1
n
log2(ξn) = DKL(Q1τ1 || f1),
Q0τ0 = argmin
Q∈S1
DKL(Q|| f0),Q1τ1 = argmin
Q∈Sc1
DKL(Q|| f0).
Since the optimization problems are convex, to solve them the
Lagrangian can be setup as follows:
Kh(Q(y,z),τh,υh,εh) =
[
∑
y,z
Q(y,z) log2
(
Q(y,z)
fh(y,z)
)]
+
s(h)τh
[
∑
y,z
Q(y,z) log2
(
f1(y,z)
f0(y,z)
)
− log2T
]
−[
∑
y,z
υh(y,z)eTy,zQ(y,z)
]
+ εh
[
∑
y,z
Q(y,z)−1
]
.
where s(h) = −1 if h = 0 and s(h) = 1 if h = 1. Setting
∂Kh(Q,τh,υh,εh)
∂Q(y,z) = 0, for (y,z) ∈ S1×S2,
log2
(
Q(y,z)
fh(y,z)
)
− shτh log2
(
f1(y,z)
f0(y,z)
)
+ εh−υh(y,z) =−1.
log2
(
Q(y,z)( f0(y,z))
s(h)τh
fh(y,z)( f1(y,z))
s(h)τh
)
=−εh−1+υh(y,z).
Hence the equation 1 follows. The dual functions for the above
optimization problems are:
Jh(τh,υh,εh) =Kh(Qhτh ,τh,υh,εh),
and the dual optimization problems are:
∆∗h = max
τh∈R,υh∈R|S1|×|S2 |,εh∈R
Jh(τh,υh,εh)
s.t − τh ≤ 0,−eiυh ≤ 0, 1≤ i≤ |S1|× |S2|
Since the interior of the sets S1 and Sc1 are non empty, Slater’s
condition holds and hence strong duality holds. Suppose τ∗h is
such that:
d
dτh
[
∑
y,z
Qhτh(y,z) log2
(
Qhτh(y,z)
fh(y,z)
)
+ s(h)τh×[
∑
y,z
Qhτh(y,z) log2
(
f1(y,z)
f0(y,z)
)]]∣∣∣∣∣
τh=τ∗h
= s(h) log2T. (8)
Then, since strong duality holds,
lim
n→∞−
1
n
log2(κn) = ∆
∗
0, limn→∞−
1
n
log2(ξn) = ∆
∗
1,
∆∗h = Jh(τ∗h ,0,0)
Thus, for the given threshold T , the rate of decay of probability
of error is:
lim
n→∞−
1
n
log2(γn) = min
[
DKL(Q0τ∗0 || f0),DKL(Q
1
τ∗1
|| f1)
]
.
By changing the threshold T (or equivalently τ0 and τ1)
different decay rates can be achieved. Thus the optimal rate
of decay is achieved by searching over pairs (τ0,τ1) such
that τ0 ≥ 0 and τ1 ≥ 0. Further if R∗c is achieved by the pair
τ¯0, τ¯1,i.e.,
R∗c = min
[
DKL(Q0τ¯0 , || f0),DKL(Q1τ¯1 || f1)
]
,
then R∗c =DKL(Q0τ¯0 , || f0) or R∗c =DKL(Q1τ¯1 || f1). The threshold
which achieves the optimal decay rate is found by evaluating
the L.H.S of equation 8 at the appropriate τ¯h(the one that
achieves R∗c).
B. Decentralized Approach
In the decentralized scenario, the observation sequence
(Y n,Zn = yn,zn) induces a type on S1 and S2:
Q1Y n(y) =
1
n
n
∑
i=1
1yi=y = ∑
z∈S2
QY n,Zn(y,z) ∀ y ∈ S1,
Q2Zn(z) =
1
n
n
∑
i=1
1zi=y = ∑
y∈S1
QY n,Zn(y,z) ∀ z ∈ S2.
Let T 1U = maxy∈S1
log2
f 11 (y)
f 10 (y)
,T 2U = maxz∈S2
log2
f 21 (z)
f 20 (z)
, T 1L =
min
y∈S1
log2
f 11 (y)
f 10 (y)
and T 2L = minz∈S2
log2
f 21 (z)
f 20 (z)
. Let T1 and T2 be
such that T 1L < log2T1 < T
1
U and T
2
L < log2T2 < T
2
U . The
individual likelihood ratio tests for the observers with
thresholds T1 and T2 are :
DKL(Q1Y n || f 10 )−DKL(Q1Y n || f 11 )≥
1
n
log2T1,
DKL(Q2Zn || f 20 )−DKL(Q2Zn || f 21 )≥
1
n
log2T2.
Now, we present the proof for equation 6.
Proof. Let,
v= [1,1, ...,1] ∈ R|S2|, v1 = [1,1, . . . ,1] ∈ R|S1|×|S2|
u=
[
log2
f 21 (z1)
f 20 (z1)
, log2
f 21 (z2)
f 20 (z2)
, ..., log2
f 21 (z|S2|)
f 20 (z|S2|)
]
∈ R|S2|,
v2 =
[
log2
f 11 (y1)
f 10 (y1)
× v, log2
f 11 (y2)
f 10 (y2)
× v, ..., log2
f 11 (y|S1|)
f 10 (y|S1|)
× v
]
∈ R|S1|×|S2|, v3 = [u,u, ...,u] ∈ R|S1|×|S2|, ||Q||∞ =
max
i
|Q(i)|,Q ∈ R|S1|×|S2|, M1 =
[
∑
y∈S1
∣∣∣∣log2 f 11 (y)f 10 (y)
∣∣∣∣
]
×|S2|.
For the given pair of thresholds T1,T2, the objective is to find
the rate of decay of probability of false alarm and probability
of miss detection. We first focus on the rate of decay of
probability of false alarm. The set of distributions for which
the decisions of both observers is 1 is
S1 =Q ∈S 3
{
DKL(Q1|| f 10 )−DKL(Q1|| f 11 )≥ log2T1
DKL(Q2|| f 20 )−DKL(Q2|| f 21 )≥ log2T2
}
,
where Q1 and Q2 are types induced by Q on S1 and S2
respectively. The set S1 can also be described as :
S1 = {Q ∈ R|S1|×|S2| :−vT2 Q+ log2T1 ≤ 0,vT1 Q= 1,
− vT3 Q+ log2T2 ≤ 0, −eiQ≤ 0, 1≤ i≤ |S1|× |S2|}
The first objective is to find threshold pairs T1,T2 for which
S1 is non empty. Note that,
max
Q∈S
vT2 Q= maxy∈S1
log
f 11 (y)
f 10 (y)
, max
Q∈S
vT3 Q= maxz∈S2
log
f 21 (z)
f 20 (z)
,
min
Q∈S
vT2 Q= miny∈S1
log
f 11 (y)
f 10 (y)
, min
Q∈S
vT3 Q= minz∈S2
log
f 21 (z)
f 20 (z)
.
Since T 2L < log2T2 < T
2
U , and g(Q) = v
T
3 Q is continuous,
∃ Qa ∈ S such that vT3 Qa = log2T2. For a feasible T2, we
would like to find the set of feasible T1 so that that the set S1
is nonempty. Consider:
Ψ(T2) = max
Q∈R|S1 |×|S2 |
vT2 Q
s.t − vT3 Q+ log2T2 ≤ 0, vT1 Q= 1,
− eiQ≤ 0, 1≤ i≤ |S1|× |S2|
Φ(T2) = min
Q∈R|S1 |×|S2|
vT2 Q
s.t − vT3 Q+ log2T2 ≤ 0, vT1 Q= 1,
− eiQ≤ 0, 1≤ i≤ |S1|× |S2|
Since the above optimization problems are linear programs
for every T2, the maximum and the minimum occur at one of
the vertices of the convex polygon, S2 =S ∩{Q : −vT3 Q−
log2T2 ≤ 0}. Let int(S) denote the interior of a set S. Let Q
be a boundary point of the set S. Let C(Q,S) = {h : ∃ε¯ >
0 s.t Q+ εh ∈ int(S)∀ε ∈ [0, ε¯]}. Since the set S is convex,
for any point Qa in the interior of the set and Q on its
boundary, the vector Qa−Q belongs to C(Q,S ). For a given
T1,T2, if Φ(T2) < log2T1 < Ψ(T2) then the pair is feasible
pair. If not, we choose an alternative T1 which satisfies the
above inequalities. Further we choose T be such that Φ(T2)<
log2T1 < log2T < Ψ(T2). Since the function f (Q) = vT2 Q
is continuous, ∃ Qa ∈ S2 such that f (Qa) = log2T . Hence
Qa ∈ S is such that vT2 Qa > log2T1 and vT3 Qa ≥ log2T2.
Hence the set S1 is nonempty. If Qa is an interior point
of S2 then it is an interior point for S1. Suppose Qa is a
boundary point of S2, such that vT3 Qa = log2T2 and Qa(i)> 0
for all i. There exists a direction h such that vT3 h> 0 and for
epsilon small enough, (Qa+ εh) belongs to interior of S2.
Suppose Qa is a boundary point of S2, such that Qa(i) = 0
for some i. The set C(Qa,S )∩ {h : vT3 h ≥ 0} is nonempty.
Indeed, if the set is empty then C(Qa,S ) ⊆ {h : vT3 h < 0}
which implies that vT3 Q < log2T2 ∀Q ∈ int(S ), which is a
contradiction as log2T2 < T
2
U . This can be proven by the
following argument. Let Qc be such that vT3 Qc = T
2
U . Note
that Qc is boundary point of S . Let ε =
T 2U−log2T2
4 . By
continuity of vT3 Q, there exits δ > 0 such that ||Q−Qc||∞ < δ
implies |vT3 Q− vT3 Qc| < ε . This implies for every Q such
that ||Q−Qc||∞ < δ , vT3 Q > T 2U − ε > log2T2. Since Qc is a
boundary point of S , there exists atleast one interior point of
S in the ball, ||Q−Qc||∞ < δ . Hence there exists an interior
point, Qd such that vT3 Qd > log2T2, which contradicts our
conclusion that vT3 Q< log2T2 ∀Q ∈ int(S ).
Thus, there exits Qb an interior point of S , such that Qb(i)>
0 ∀ i, vT3 Qb > log2T2, ||Qa−Qb||∞ < ε and
vT2 Qb = v
T
2 Qa+ v
T
2 Qb− vT2 Qa
≥ log2T −||Qa−Qb||∞×M1
≥ log2T − ε×M1.
We choose ε such that ε < log2 T−log2 T12×M1 . Then, v
T
2 Qb >
log2 T+log2 T1
2 > log2T1. Hence Qb is an interior point of S1.
Thus, for the T1, T2 pair, there exists Q ∈ S such that
Q(i)> 0 ∀ i, vT2 Q> log2T1, vT3 Q> log2T2. Hence the interior of
the set S1 is also nonempty. Clearly, S1 is closed and convex.
Since S1 is connected, closed set with nonempty interior it is
a regular closed set (S1 = int(S1)).[A connected set is a set
which cannot be partitioned into two nonempty subsets such
that each subset has no points in common with the set closure
of the other. Using this definition and a contradiction argument
we can show that a closed,connected set with nonempty
interior is a regular closed set.]
By Sanov’s theorem [12], it follows that :
lim
n→∞−
1
n
log2(µn) = DKL(Q0λ0,σ0 || f0),
where,
Q0λ0,σ0 = argmin
Q∈S1
DKL(Q|| f0).
To find Q0λ0,σ0 , the Lagrangian can be set up as follows :
L(Q,λ0,σ0,ζ0,θ0) =
[
∑
y,z
Q(y,z) log2
(
Q(y,z)
f0(y,z)
)]
+
λ0
[
log2T1−∑
y
(
∑
z
Q(y,z)
)
log2
(
f 11 (y)
f 10 (y)
)]
+
σ0
[
log2T2−∑
z
(
∑
y
Q(y,z)
)
log2
(
f 21 (z)
f 20 (z)
)]
−[
∑
y,z
ζ (y,z)eTy,zQ(y,z)
]
+θ0
[
∑
y,z
Q(y,z)−1
]
.
Setting ∂L(Q,λ0,σ0,ζ0,θ0)∂Q(y,z) = 0, for (y,z) ∈ S1×S2,
log2
(
Q(y,z)
f0(y,z)
)
−λ0 log2
(
f 11 (y)
f 10 (y)
)
−
σ0 log2
(
f 21 (z)
f 20 (z)
)
+θ0+1−ζ (y,z) = 0.
log2
(
Q(y,z)
(
f 11 (y)
)−λ0 ( f 21 (z))−σ0
f0(y,z)
(
f 10 (y)
)−λ0 ( f 20 (z))−σ0
)
=−θ0−1+ζ (y,z).
Hence the definition of Q0λ0,σ0 as in equation 5 follows. The
dual function is defined as:
G(λ0,σ0,ζ0,θ0) = L(Q0λ0,σ0 ,λ0,σ0,ζ0,θ0).
The dual optimization problem is defined as
d∗ = max
λ0∈R,σ0∈R,ζ0∈R|S1|×|S2 |,θ0∈R
G(λ0,σ0,ζ0,θ0)
s.t −λ0 ≤ 0,−σ0 ≤ 0,
− eiζ0 ≤ 0, 1≤ i≤ |S1|× |S2|
Since the interior of the set S1 is nonempty, Slater’s condition
holds and hence strong duality holds. Hence,
lim
n→∞−
1
n
log2(µn) = d
∗.
Suppose λ ∗0 and σ
∗
0 are such that:
∂
∂λ0
[[
∑
y,z
Q0λ0,σ0(y,z) log2
(
Q0λ0,σ0(y,z)
f0(y,z)
)]
−
λ0
[
∑
y
∑
z
Q0λ0,σ0(y,z) log2
(
f 11 (y)
f 10 (y)
)]
−
σ0
[
∑
z
∑
y
Q0λ0,σ0(y,z) log2
(
f 21 (z)
f 20 (z)
)]]∣∣∣∣∣
λ ∗0 ,σ∗0
=− log2T1
∂
∂σ0
[[
∑
y,z
Q0λ0,σ0(y,z) log2
(
Q0λ0,σ0(y,z)
f0(y,z)
)]
−
λ0
[
∑
y
∑
z
Q0λ0,σ0(y,z) log2
(
f 11 (y)
f 10 (y)
)]
−
σ0
[
∑
z
∑
y
Q0λ0,σ0(y,z) log2
(
f 21 (z)
f 20 (z)
)]]∣∣∣∣∣
λ ∗0 ,σ∗0
=− log2T2 (9)
By solving above equations, the optimizers λ ∗0 and σ
∗
0 can be
found as functions of T1 and T2 and the distribution which
achieves the optimal rate for this pair of thresholds is Q0λ ∗0 ,σ∗0 .
To study the rate of decay of probability of miss detection we
consider the set of distributions for which the the decision of
both observers is 0, S3,
S3 = {Q ∈ R|S1|×|S2| : vT2 Q− log2T1 ≤ 0,vT1 Q= 1,
vT3 Q− log2T2 ≤ 0, −eiQ≤ 0, 1≤ i≤ |S1|× |S2|}.
It is clear that S3 is closed, convex and has nonempty interior
(as T 2L < T2 and Φ(T2)< log2T1). Again by Sanov’s theorem,
lim
n→∞−
1
n
log2(νn) = DKL(Q1λ1,σ1 || f1),
where,
Q1λ1,σ1 = argmin
Q∈S1
DKL(Q|| f1).
The optimization problem can be solved to show that Q1λ1,σ1
satisfies equation 5 for h= 1. The dual problem can be solved
to find λ ∗1 and σ
∗
1 . Thus for the given thresholds (and hence
decision policy), the error rate is
lim
n→∞−
1
n
log2 (ρn) = min
[
DKL(Q0λ ∗0 ,σ∗0 || f0),DKL(Q
1
λ ∗1 ,σ∗1
|| f1)
]
,
since the exponential rate is determined by the worst exponent.
By changing the thresholds (and hence λh, σh, h = 0,1),
different error rates can be obtained. Thus the best error rate is
obtained by taking maximum over λh ≥ 0 and σh ≥ 0, h= 0,1.
Thus, equation 6 follows. Suppose the above maximum is
achieved at (λ¯0, σ¯0),(λ¯1, σ¯1). Then R∗d = DKL(Q0λ¯0,σ¯0 || f0) or
R∗d = DKL(Q1λ¯1,σ¯1 , || f1). Suppose R
∗
d = DKL(Q0λ¯0,σ¯0 || f0). Then
the thresholds which achieve the optimal rate of decay can be
found by evaluating the L.H.S of 9 at (λ¯0, σ¯0). For the other
case, the thresholds can be found from equations analogous to
(9) which arise from the dual optimization problem obtained
while finding the rate of decay of probability of miss detection.
Suppose the observation collected by Observer 1 is inde-
pendent of the observation collected by Observer 2 un-
der either hypothesis, i.e., f0(y,z) = f 10 (y) f
2
0 (z), f1(y,z) =
f 11 (y) f
2
1 (z). Let C1 be a subset of the positive cone, C1 =
{(λ0,σ0,λ1,σ1) ∈ R4λ0,σ0,λ1,σ1 ≥ 0,λ0 = σ0,λ1 = σ1}. For
such quadruplets,
Qhλh,σh
∣∣∣
λh=σh=τh
=Qhτh .
Thus,
R∗d = maxλh≥0,σh≥0,h=0,1
min
[
DKL(Q0λ0,σ0 || f0),DKL(Q
1
λ1,σ1 || f1)
]
≥ max
(λh≥0,σh,h=0,1)∈C1
min
[
DKL(Q0λ0,σ0 || f0),DKL(Q
1
λ1,σ1 || f1)
]
= max
τ0,τ1≥0
min
[
DKL(Q0τ0 || f0),DKL(Q1τ1 || f1)
]
= R∗c
The above result can be understood as follows: in the central-
ized case, the probability simplex is divided into two regions
by a hyperplane, while in the decentralized case the simplex is
divide into 4 regions by two hyperplanes. Hence, the minimum
of the Kullback - Liebler divergence between the decision
Fig. 11. Bifurcation of the probability simplex in the two approaches: (a)
Centralized (b) Decentralized
regions(in the probability simplex) and the observation distri-
butions in the centralized scenario is likely to be lower than in
the decentralized case as the sets are “larger” in the centralized
scenario (figure 11).
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