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1 Einleitung
Mathematik wird zur Chemie, wenn topologische Eigenschaften einer Potentialenergie-
fläche (PES) als Interpretationsgrundlage für chemische Molekül- oder Reaktionsver-
halten genutzt werden. Eine Potentialenergiefläche beschreibt in Verbindung mit dem
kinetischen Energieoperator den Zusammenhang zwischen einer oder mehreren Mole-
külgeometrien und der Gesamtenergie des Systems. Ist eine solche Fläche bekannt, so
können verschiedenste Informationen daraus gezogen werden. Beispielsweise kann ein
tieferes Verständnis für chemische Reaktionen oder Bindungsgeometrien in Übergangs-
zuständen gewonnen werden. Ebenso könnten mithilfe einer PES und deren Minima
physikalisch stabile Verbindungen gefunden werden. Das Aufstellen und Interpretieren
einer Potentialenergiefläche ist ein zeitintensiver Prozess und kann im weitesten Sinne
der Thematik der Simulation zugeordnet werden. Simulationen finden über die Chemie
hinaus in vielen Feldern der Physik, Biologie und Meteorologie ihren Einsatz. Dabei gilt
es stets Erkenntnisse über ein reales System zu gewinnen, wofür Operatoren oder Mo-
delle benötigt werden, die das System physikalisch richtig beschreiben. Die Grundlagen
vieler Simulationen innerhalb der Chemie wurden im goldenen Zeitalter der Quanten-
mechanik um 1930 gelegt. Dies schließt auch Operatoren ein, die Molekülschwingungen
beschreiben können, welche den Arbeitsschwerpunkt im Arbeitskreis Rauhut bilden. Da
eine Simulation wissenschaftlich Sinn ergeben muss, müssen alle zugehörigen Berechnun-
gen in einem vernünftigen zeitlichen Rahmen durchführbar sein. Einschränkungen oder
Näherungen an die Operatoren, die das System beschreiben, sind somit oft unabding-
bar. Durch neueste Hochleistungscomputer mit immenser Rechenkraft, großen Mengen
an schnellem Arbeitsspeicher und mehreren tausend Prozessorkernen können die Ein-
schränkungen an die Operatoren aber gering gehalten werden. Dadurch und durch sich
immer weiter entwickelnde Methoden werden Simulationen jeglicher Art Jahr um Jahr
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immer exakter und dadurch wichtiger für die Wissenschaft. Aber nicht nur theoreti-
sche Simulationen sondern auch die Möglichkeiten Experimente durchzuführen und zu
analysieren werden stets besser. Die höhere Auflösung bei beispielsweise der Infrarot-
Spektroskopie führt aber auch dazu, dass immer mehr Schwingungsfrequenzen beobach-
tet werden können, womit die Zuordnung zu den Schwingungsbanden immer schwieriger
wird. Durch die theoretische Schwingungsspektroskopie können unter anderem genau
diese Zuordnungsprobleme angegangen werden. Simulationen der Schwingungsspektren
können heutzutage bis auf wenige Wellenzahlen Abweichungen experimentelle Daten
verifizieren. Die Zuordnung der Schwingungsbanden zu den Schwingungsfrequenzen ist
damit ein Leichtes. Mit Hilfe der theoretischen Spektroskopie können aber nicht nur
experimentelle Daten verifiziert werden, sondern auch komplett und unabhängig vom
Experiment vorhergesagt werden. Eine hochgenaue Vorhersage ist allerdings ein zeit-
aufwendiger und schwieriger Prozess. Meist sind Einschränkungen an den potentiellen
Energieoperator, wie sie bei der harmonischen Näherung zur Bestimmung der Schwin-
gungsfrequenzen gemacht werden, unzureichend. Der Operator zur potentiellen Energie,
die Potentialenergiefläche, muss deswegen besser und physikalisch korrekt beschrieben
werden. Dazu sind zum einen ab initio Methoden, wie das coupled cluster (CC) Ver-
fahren, von Nöten und zum anderen optimierte und effiziente Tools, um aus diesen
ab initio Energiepunkten eine PES zu generieren. Ist eine PES einmal aufgestellt, so
können beispielsweise sehr genaue Schwingungsspektren mit dem Schwingungskonfigu-
rationswechselwirkungsverfahren (VCI) bestimmt werden.
Diese Arbeit befasst sich mit der effizienten, jedoch genauen Bestimmung der Poten-
tialenergiefläche für die Verwendung innerhalb der theoretischen Schwingungsspektro-
skopie. Damit sich die Rechenzeit in einem vernünftigen Rahmen hält, gilt es beim
Bestimmungsprozess der PES viele Aspekte zur Beschleunigung optimal auszunutzen,
beispielsweise die Parallelisierung, die Symmetrie und eine geeignete Koordinatenwahl.
Die Qualität, beziehungsweise die physikalisch richtigen Eigenschaften, dürfen dabei
nicht verloren gehen. Einige der Aspekte, die erarbeitet wurden, können die Bestim-
mung beschleunigen ohne, dass es einen Qualitätsverlust gibt. Andere hingegen können
zu Qualitätsverlusten führen, weshalb es wichtig war, eine ständige Balance zwischen
Qualität und Rechenzeit zu finden. Die Grundlagen für alle in dieser Arbeit entwickelten
Methoden werden im Kapitel 2 behandelt. Neben der Einführung in die Quantenmecha-
nik und die Definition verschiedener Koordinatensysteme wird in Kapitel 2 vor allem
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die Potentialenergiefläche eingeführt und das Schwingungsproblem erläutert. Nach ei-
nem kurzen Kapitel zur Motivation (Kapitel 3) werden in Kapitel 4 die entwickelten und
optimierten Methoden präsentiert. Speziell die Abschnitte zur Symmetrie (Unterkapi-
tel 4.3), zur Bestimmung einer analytische Darstellung der PES (Unterkapitel 4.4.2) und
zur Selektion vernachlässigbarer Teilflächen (Unterkapitel 4.4.4) sind die Herzstücke die-
ser Arbeit. Im Ergebnisteil (Kapitel 5) werden neben der Funktionalität der einzelnen
entwickelten Methoden zusätzlich verschiedene Koordinatensysteme auf ihre Eignung
zur Bestimmung von theoretischen Schwingungsspektren untersucht. Außerdem gibt es
zwei Anwendungsbeispiele, das Nitrosamin und das Diboran, deren lückenhafte experi-
mentelle Schwingungsspektren durch diese Arbeit ergänzt werden konnten.
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2 Theorie
In diesem Kapitel werden die theoretischen Grundlagen erläutert, die für die Erzeu-
gung von Potentialenergieflächen (PES) nötig sind. Bedeutend dafür sind die wichtigs-
ten Definitionen und Sachverhalte der Quantenmechanik, welche zu Beginn beschrieben
werden. Sie sind wichtig um später verstehen zu können, woher die einzelnen Terme
des Watson-Operators kommen und warum andere Terme vollständig vernachlässigt
werden können. Der Watson-Operator ist einer der am häufigsten verwendeten Ope-
ratoren, wenn Schwingungsfrequenzen berechnet werden sollen. Er wird allerdings in
sogenannten Normalkoordinaten aufgestellt. Deren Definition und Herleitung neben an-
deren Koordinatensystemen in diesem Kapitel eingeführt werden sollen. Schlussendlich
wird aufbauend auf allen Grundlagen das Schwingungsproblem eingeführt und die Be-
deutung der Potentialenergiefläche innerhalb der Berechnung von Molekülschwingungen
herausgearbeitet.
2.1 Grundlagen der Quantenmechanik
Die grundlegenden Konzepte der Quantenmechanik sind heutzutage in vielen Lehrbü-
chern nachzulesen. Für diesen Abschnitt wurde das Buch von Atkins und Friedmann [1]
und das Vorlesungsmanuskript von Werner [2] herangezogen.
Die goldenen Jahre der Quantenmechanik waren von 1926 bis 1935. Wissenschaftler
wie Erwin Schrödinger, Werner Heisenberg, Wolfgang Pauli, Niels Bohr und viele an-
dere machten sich durch ihre völlig neuen Konzepte einen Namen. Während ihrer Zeit
in Kopenhagen formulierten Bohr und Heisenberg die Kopenhagener Interpretation zur
Deutung der Quantenmechanik. Gemäß ihres ersten Postulat ist jedes System kom-
plett durch eine Wellenfunktion Ψ beschrieben [2]. Die Grundlage aller quantenmechani-
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scher Anwendungen ist die sogenannte nicht-relativistische zeitabhängige Schrödinger-
gleichung.
i~
∂Ψ(~x, t)
∂t
= HˆΨ(~x, t) (2.1)
Mit dieser partiellen Differentialgleichung wird, durch den Hamilton-Operator Hˆ, die
Gesamtenergie eines Systems beschrieben. Die Wellenfunktion Ψ hängt dabei von den
Koordinaten ~x und der Zeit t ab.
Für die in dieser Arbeit betrachteten spektroskopischen Anwendungen werden hochge-
naue Potentialenergieflächen benötigt deren zeitabhängige Beschreibung nicht, im be-
nötigten Maße, möglich ist. Außerdem spielt die zeitliche Änderung der PES bei der
Betrachtung von Energieübergängen ohnehin einen untergeordnete Rolle. Deshalb kann
der Hamilton-Operator als zeitunabhängig angenommen werden. Diese Zeitunabhängig-
keit kann dazu genutzt werden, durch einen Separationsansatz die Schrödingergleichung
wesentlich zu vereinfachen. Als Ansatz für die Wellenfunktion wird ein Produkt aus ei-
ner Funktion, die nur von den Koordinaten ~x abhängt, und einer Funktion von der Zeit
t verwendet.
Ψ(~x, t) = ψ(~x)θ(t) (2.2)
Durch das Einsetzen dieses Produktes in die Schrödingergleichung 2.1 ergibt sich
i~
∂ψ(~x)θ(t)
∂t
= Hˆψ(~x)θ(t) . (2.3)
Da der Hamilton-Operator als zeitunabhängig angenommen wird, können die Variablen
getrennt werden. Schließlich wird eine Seite der Gleichung ausschließlich von t abhängen
und die andere Seite von ~x. Dem entsprechend müssen beide Seiten konstant sein. Diese
Konstante wird mit E bezeichnet.
i~
1
θ(t)
∂
∂t
θ(t) =
1
ψ(~x)
Hˆψ(~x)
!
= E (2.4)
⇒ i~ ∂
∂t
θ(t) = Eθ(t) (2.5)
Hˆψ(~x) = Eψ(~x) (2.6)
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Aus der ursprünglichen zeitabhängigen Schrödingergleichung resultiert somit die zeitun-
abhängige Schrödingergleichung 2.6 und eine Differentialgleichung für den zeitabhängi-
gen Anteil 2.5. Die Lösung der Differentialgleichung 2.5 ist bereits bekannt und gegeben
durch θ(t) = exp(−iEt~ ). Eine Lösung der zeitabhängigen Schrödingergleichung erhält
man somit durch das Lösen des Eigenwertproblems 2.6 und der Multiplikation mit dem
zeitabhängigen Anteil.
Ψ(~x, t) = ψ(~x) exp
(−iEt
~
)
(2.7)
Im Weiteren wird die Zeitabhängigkeit vernachlässigt, da sie von der Problemstellung
separiert werden kann.
In einem nächsten Schritt wird der molekulare, zeitabhängige, nicht-relativistische Hamil-
ton-Operator in atomaren Einheiten angegeben. Für atomare Einheiten wird die Elek-
tronenladung e, die Elektronenmasse me, das reduzierte Planksche-Wirkungsquantum ~
und 1
4piε0
mit der elektrischen Feldkonstante ε0 auf den Wert Eins gesetzt. Zusätzlich
soll eine weitere Notation eingeführt werden. Jedes Molekül besteht aus n Elektronen
und N Kernen. Elektronen und zugehörige Operatoren werden mit Kleinbuchstaben
i, j, · · · indiziert. Die Kerne werden entsprechend mit Großbuchstaben K,L, · · · indi-
ziert. In einem raumfesten Koordinatensystem haben die Elektronen die Koordinaten
~xi = (xi, yi, zi) und die Kerne die Koordinaten ~RK = (XK , YK , ZK). Der ursprüngliche
Koordinatenvektor ~x wird entsprechend in die Elektronen- und Kernkoordinaten aufge-
teilt. Für die Kerne sind zusätzlich die Massen mK und Kernladungen zK gegeben. Als
Darstellung des Hamilton-Operators wird die Ortsdarstellung verwendet. In ihr gilt für
den Ortsoperator ~ˆxi = ~xi und für den Impulsoperator der Elektronen ~ˆpi = i~~∇i. Entspre-
chendes gilt auch für die Operatoren der Kerne. Mit dieser Notation kann der molekulare,
zeitunabhängige, nicht-relativistische Hamilton-Operator angegeben werden.
Hˆ = Tˆ (nu) + Tˆ (el) + Vˆ (el,nu) + Vˆ (el,el) + Vˆ (nu,nu) (2.8)
17
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Dabei ist:
Tˆ (nu) = −~
2
2
N∑
K=1
1
mK
∇2K = −
1
2
N∑
K=1
1
mK
∇2K (2.9)
Tˆ (el) = − ~
2
2me
n∑
i=1
∇2i = −
1
2
n∑
i=1
∇2i (2.10)
Vˆ (el,nu) = − 1
4piε0
n∑
i=1
N∑
K=1
e zK
|~xi − ~RK |
= −
n∑
i=1
N∑
K=1
zK
|~xi − ~RK |
(2.11)
Vˆ (el,el) =
1
4piε0
n∑
i<j
e2
|~xi − ~xj| =
n∑
i<j
1
|~xi − ~xj| (2.12)
Vˆ (nu,nu) =
1
4piε0
N∑
K<L
zKzL
|~RK − ~RL|
=
N∑
K<L
zKzL
|~RK − ~RL|
(2.13)
Der Operator besteht aus fünf Termen. Zum einen sind die kinetischen Energieopera-
toren Tˆ (nu) und Tˆ (el) der Kerne und Elektronen enthalten. Zum anderen sind die Ope-
ratoren für die Coulomb-Wechselwirkung zwischen Elektronen und Kernen enthalten.
Die Wechselwirkung zwischen zwei Elektronen wird durch Vˆ (el,el) beschrieben, die zwi-
schen zwei Kernen durch Vˆ (nu,nu) und die Wechselwirkung zwischen einem Kern und
einem Elektron wird durch Vˆ (el,nu) beschrieben. Die Energie des Systems wird durch den
Operator 2.8 exakt wiedergegeben.
Die Gleichung 2.6 mit dem molekularen Hamilton-Operator kann wegen der hohen Di-
mensionalität der Potentialterme V selbst mit effizienten numerischen Verfahren nur für
sehr kleine Systeme exakt gelöst werden. Ohne die Einführung von Näherungen kann
dieses Problem für praktische Anwendungen somit nicht gelöst werden. Als Grundla-
ge einiger sehr bedeutender Näherungen dient der große Massenunterschied zwischen
Elektronen und Kernen. Diese Näherungen gehen auf Born und Oppenheimer zurück.
Der große Massenunterschied sorgt dafür, dass sich während der schnellen Bewegungen
der Elektronen die Kerne nur sehr langsam bewegen. Die Kernbewegung geht deshalb
näherungsweise nur parametrisch in die Gleichung der Elektronenbewegungen ein. An-
dersherum ist die genaue Position der Elektronen für die Kernbewegung unbedeutend.
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Der molekulare Hamilton-Operator wird nun in einen elektronischen und einen Kernan-
teil aufgespalten:
Hˆ = Tˆ (nu)(~R) + Vˆ (nu,nu)(~R) + Tˆ (el)(~x) + Vˆ (el,nu)(~x, ~R) + Vˆ (el,el)(~x)︸ ︷︷ ︸
= Hˆ(el)(~x, ~R)
(2.14)
Zu beachten ist dabei, dass der elektronische Hamilton-Operator nur parametrisch von
den Kernkoordinaten ~R abhängt. Diese parametrische Abhängigkeit wird durch einen
fett gedruckten Buchstaben symbolisiert. Außerdem sei angemerkt, dass der Coulomb-
Wechselwirkungsterm der Kerne Vˆ (nu,nu) in manchen Werken in den elektronischen Ha-
milton-Operator mit aufgenommen wird. Die Lösung des elektronischen Anteils der mo-
lekularen Schrödingergleichung zum Eigenwert Ei(~R) ist die elektronische Wellenfunk-
tion ψi.
Hˆ(el)(~x, ~R)ψi(~x, ~R) = Ei(~R)ψi(~x, ~R) (2.15)
Die elektronischen Wellenfunktionen können näherungsweise über quantenchemische
Methoden, wie beispielsweise die Hartree-Fock-Methode [3,4], bestimmt werden. Da dies
nicht der Schwerpunkt dieser Arbeit ist, soll nicht genauer darauf eingegangen werden. Es
sei jedoch auf die Fachbücher von Helgaker [5] und Dykstra [6] verwiesen. Angenommen
für alle Energieeigenwerte Ei(~R) seien die elektronischen Wellenfunktionen bestimmt
und sie bilden eine Orthonormalbasis, d.h. 〈ψi|ψj〉 = δi,j. Dann kann in dieser Basis die
Lösung der (Gesamt-)Schrödingergleichung als Linearkombination geschrieben werden:
Ψk(~x, ~R) =
∞∑
i=1
ψi(~x, ~R)χki (~R) (2.16)
Die Entwicklungskoeffizient χki (~R) sind von den Kernkoordinaten abhängig und werden
als Kernwellenfunktion bezeichnet. Der Index k nummeriert dabei die verschiedenen
Zustände des Systems. Um die Bestimmungsgleichung für die Kernwellenfunktion her-
zuleiten, wird der Ansatz 2.16 in die molekulare Schrödingergleichung eingesetzt.
∞∑
i=1
[(
Tˆ (nu) + Vˆ (nu,nu) + Hˆ(el)
)
ψi(~x, ~R)χki (~R)
]
= Ek
∞∑
i=1
ψi(~x, ~R)χki (~R) (2.17)
Die Gleichung wird nun von links mit ψj(~x, ~R) multipliziert und anschließend bezüglich
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der elektronischen Koordinate integriert. Um die folgenden Umformungen übersichtlicher
zu gestalten, wird allerdings erst ein einzelner Term betrachtet.
〈
ψj(~x, ~R)|Tˆ (nu)|ψi(~x, ~R)χki (~R)
〉
= −
N∑
K=1
1
2mK
〈
ψj(~x, ~R)|∇2K |ψi(~x, ~R)χki (~R)
〉
(2.18)
= −
N∑
K=1
1
2mK
[ 〈
ψj(~x, ~R)|∇2K |ψi(~x, ~R)
〉
χki (~R)
+ 2
〈
ψj(~x, ~R)|∇K |ψi(~x, ~R)
〉
∇Kχki (~R)
+
〈
ψj(~x, ~R)|ψi(~x, ~R)
〉
∇2Kχki (~R)
]
(2.19)
=
(
Θji + δi,jTˆ
(nu)
)
χki (~R) (2.20)
Dabei ist zu beachten, dass die elektronischen Wellenfunktionen orthonormal sind. Au-
ßerdem sei der nicht-adiabatische Operator Θij über den folgenden Zusammenhang de-
finiert:
Θji = −
N∑
K=1
1
2mK
[
〈ψj(~x, ~R)|∇2K |ψi(~x, ~R)〉+ 2〈ψj(~x, ~R)|∇K |ψi(x,R)〉∇K
]
(2.21)
Die oben angesprochene Multiplikation von links und anschließende Integration führt
angewandt auf die molekulare Schrödingergleichung zu folgender Gleichung.
∑
i 6=j
Θjiχ
k
i (~R) +
(
Θjj + Tˆ
(nu) + Vˆ (nu,nu) + Ej(~R)
)
χkj (~R) = Ekχkj (~R) (2.22)
Der Diagonalterm Θjj liefert meist nur einen sehr kleinen Anteil und kann daher ver-
nachlässigt werden. Neben dieser kleinen Näherung werden außerdem die nicht adia-
batischen Kopplungsterme Θji, die die Wechselwirkungen zwischen zwei elektronischen
Zuständen beschreiben, vernachlässigt. Als Motivation für diese Näherung wird die Tat-
sache herangezogen, dass elektronische Grundzustände nahe der Gleichgewichtsstruktur
große Energiedifferenzen zu anderen elektronischen Zuständen aufweisen. Daraus resul-
tiert, dass die nicht-adiabatischen Kopplungsterme ohnehin sehr klein sind, womit sie
auch vernachlässigt werden können. Ohne die nicht-adiabatische Kopplungsterme und
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die Diagonalterme ergibt sich die folgende Eigenwertgleichung für die Kernwellenfunk-
tion.
(
Tˆ (nu) + Vˆ (nu,nu) + Ei(~R)
)
χkj (~R) = Ekχkj (~R) (2.23)
Die Born-Oppenheimer-Näherung, also die Vernachlässigung der nicht-adiabatischen
Kopplungsterme, ist die vielleicht wichtigste Näherung in der Quantenchemie. Durch
sie ist es möglich, auch größere Systeme adäquat zu beschreiben.
In den verschiedenen Elektronenstrukturmethoden werden noch weitere Näherungen
vorgenommen, auf die in dieser Arbeit nicht weiter eingegangen werden kann. Die Güte
des Ergebnisses hängt dann davon ab, wie gut diese Näherungen sind. Je besser allerdings
eine Näherung ist, desto aufwendiger sind im Allgemeinen auch die Berechnungen und
so gilt es stets ein gutes Gleichgewicht zwischen Berechnungszeiten und Qualität des
Ergebnisses zu finden.
2.2 Koordinatensysteme
In diesem Kapitel sollen verschiedene Koordinatensysteme für die Kernpositionen vor-
gestellt werden. Das vorherige Kapitel hat gezeigt, dass die Bewegungsgleichungen der
Elektronen und der Kerne näherungsweise getrennt werden können. In den nächsten bei-
den Unterkapiteln werden die Bewegungen der Kerne in ihre Translations-, Rotations-
und Schwingungsanteile zerlegt. Durch die Wahl eines geeigneten Koordinatensystems
wird dann die Bewegungsgleichung zwischen den unterschiedlichen Bewegungsarten best-
möglich separiert. In den anderen beiden Unterkapiteln werden die Normalkoordina-
ten eingeführt. Normalkoordinaten sind ein Koordinatensystem, das die Schwingungen
größtmöglich von einander trennt. Alle diese Unterkapitel orientieren sich an den Dis-
sertationen von Meier [7] und Tatchen [8] sowie dem Vorlesungsmanuskript von Jensen [9].
2.2.1 Verschiedene Koordinatensysteme
Ein Molekül mitN Atomen besitzt im Allgemeinen 3N Freiheitsgrade, da jeder Kern sich
in alle drei Raumrichtungen bewegen kann. Jedes Koordinatensystem kann so gewählt
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werden, dass drei dieser Freiheitsgrade aus der translativen Bewegung des gesamten
Molküls bestehen, d.h. wenn die Struktur eingefroren ist und sich das System im ganzen
bewegt. Bei eingefrorener Struktur kann sich das Molekül außerdem drehen. Auch hier
gibt es drei Freiheitsgrade, beziehungsweise zwei Freiheitsgrade bei linearen Molekülen.
Um das Kapitel übersichtlich zu halten, werden nur nicht-lineare Moleküle betrach-
tet. Für die Schwingungen, d.h. Bewegungen innerhalb des Moleküls, bleiben 3N − 6
Freiheitsgrade. Durch eine geeignete Wahl eines Koordinatensystems werden die Bewe-
gungen voneinander separiert. Es ist allerdings anzumerken, dass es nicht möglich ist,
in den Energiegleichungen die Rotation vollständig von den Schwingungen zu trennen.
Im kinetischen Energieoperator wird stets ein Kopplungsterm zurückbleiben.
Im folgenden werden verschiedene Koordinatensysteme vorgestellt, die benötigt werden,
um das Schwingungsproblem so weit wie möglich zu vereinfachen. Vereinfachen bedeutet
dabei stets, dass die Bewegungen so gut es geht von einander getrennt werden, letztend-
lich sind hier nur die Schwingungen von Interesse.
Raumfestes Koordinatensystem: (X,Y,Z)
Das raumfeste Koordinatensystem dient als Inertialsystem und hat keinen Bezug zum
Molekül. In den kommenden Abbildungen ist es in schwarz dargestellt. Ein Wassermo-
lekül ist beispielhaft in Abbildung 2.1 (links) im raumfesten Koordinatensystem abge-
bildet. Aus Gründen der Darstellbarkeit liegt das Molekül stets in der Y-Z-Ebene und
die X-Achse steht aus der Zeichenebene heraus.
Massenschwerpunktzentriertes Koordinatensystem: (X,Y ,Z)
In einem ersten Schritt wird die Translationsbewegung von anderen Bewegungen se-
pariert. Dazu wird ein Punkt innerhalb des Moleküls festgesetzt, der von nun an im
Ursprung des neuen Koordinatensystems liegen soll. Das neue Koordinatensystem wird
diesem Punkt stets folgen. Geeignet dafür ist der Schwerpunkt des Moleküls. Berück-
sichtigt man den großen Massenunterschied zwischen Elektronen und Kernen und lässt
eine kleine Näherung zu, so kann auch der Schwerpunkt der Kerne verwendet werden.
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Abbildung 2.1: Wassermolekül im raumfesten Koordinatensystem (schwarz) und
massenschwerpunktzentrieten Koordinatensystem (blau). Die beiden Koordinaten-
systeme gehen durch eine Translation des Ursprungs des raumfesten Systems in den
Massenschwerpunkt des Moleküls über.
Dies vereinfacht auch die Bewegungsgleichung deutlich, denn es gibt keine Kopplungs-
terme bei der kinetischen Energie der Kerne. Damit der Massenschwerpunkt der Kerne
im Ursprung liegt, müssen die folgenden Gleichungen erfüllt sein.
N∑
K=1
mKXK = 0,
N∑
K=1
mKYK = 0,
N∑
K=1
mKZK = 0 (2.24)
Die Separation der Translation führt zu einem Koordinatensystem, das parallel zum
raumfesten Koordinatensystem verschoben ist. In Abbildung 2.1 und allen folgenden
Abbildungen ist es stets in blau eingezeichnet. Die Gleichungen 2.24 werden auch als
erste Eckart-Bedingung bezeichnet (siehe Kapitel 2.2.2).
Molekülfestes Koordinatensystem: (x,y, z)
Rotationen von Schwingungen zu trennen ist, wie bereits angesprochen, nur bedingt
möglich. Das molekülfeste Koordinatensystem wird bezüglich des raumfesten Systems
stets so gedreht, dass das Molekül im molekülfesten Koordinatensystem immer die glei-
chen Koordinaten besitzt, vorausgesetzt man betrachtet schwingungsfreie Bewegungen.
Dabei ist die Festlegung der neuen Achsen nicht eindeutig. Die dafür benötigten Be-
stimmungsgleichungen werden im nächsten Kapitel hergeleitet. Drei Rotationswinkel,
die sogenannten Eulerwinkel, legen diese Rotation fest. In Abbildung 2.2 ist ein mole-
külfestes Koordinatensystem in grün eingezeichnet. Um die Definitionen der verschie-
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Abbildung 2.2: Wassermolekül im massenschwerpunktzentrierten Koordinatensys-
tem (blau) und molekülfesten Koordinatensystem (grün). Jede beliebige Position des
Wassermoleküls definiert die rotierte Lage des molekülfesten Koordinatensystems.
Gibt es keine internen Schwingungen, dann hat das Molekül im molekülfesten Koor-
dinatensystem stets die gleiche Form.
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Abbildung 2.3: Wassermolekül für verschiedene Lagen in allen Koordinatensys-
temen. Das raumfeste Koordintensystem ist in schwarz eingezeichnet, das massen-
schwerpunktzentrierte in blau und das molekülfeste Koordinatensystem in grün. Der
translatorische Anteil der Bewegung wird von dem massenschwerpunktzentrierten
Koordinatensystem absorbiert. Darüber hinaus werden die Rotationen durch das mo-
lekülfeste Koordinatensystem separiert.
denen Koordinatensysteme noch besser zu veranschaulichen, sind in Abbildung 2.3 alle
Koordinatensysteme für verschiedene Positionen und Drehungen des Moleküls im Raum
eingezeichnet.
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2.2.2 Eckart-Bedingungen
Im molekülfesten Koordinatensystem werden lediglich interne Bewegungen der Kerne
zueinander berücksichtigt. Die aktuelle Position der Kerne sei durch ~rK gegeben und be-
steht aus 3N Koordinaten. Diese müssen dann aber teilweise voneinander abhängig sein,
denn es darf nur 3N − 6 Freiheitsgrade geben. Die Eckart-Bedingungen sind zusätzliche
Bedingungen, die diese überzähligen Freiheitsgrade eliminieren. Als Koordinatensystem
soll hier nicht direkt die Position ~rK verwendet werden, sondern die Position ~∆K relativ
zu einer Gleichgewichtsstruktur ~r0,K .
~∆K = ~rK − ~r0,K (2.25)
Die ersten drei Freiheitsgrade der Translation werden durch die erste Eckart-Bedingung
eliminiert, dazu wird der Massenschwerpunkt in den Ursprung verschoben.
N∑
K=1
mK~rK = ~0 (2.26)
Zu beachten ist dabei, dass in einem molekülfesten Koordinatensystem dies stets der Fall
ist, denn jedes molekülfeste Koordinatensystem ist auch ein massenschwerpunktzentrier-
tes System und erfüllt daher per Definition die erste Eckart-Bedingung. Mit der zweiten
Eckart-Bedingung soll die Rotation bestmöglich von den Schwingungen getrennt werden.
Um zu verstehen, warum diese Trennung nicht exakt durchgeführt werden kann und was
die Motivation für die zweite Bedingung ist, wird der klassische kinetische Energieterm
der Kernbewegungen betrachtet.
T =
1
2
N∑
K=1
mK
(
∂
∂t
~RK
)
·
(
∂
∂t
~RK
)
(2.27)
Für die zeitliche Änderung der instantanen Kernkoordinate ~RK im raumfesten Koordi-
natensystem gilt:
∂
∂t
~RK =
∂
∂t
~R0,K + ~ω × ~rK + ∂
∂t
~rK (2.28)
Die Translation des Ursprungs des raumfesten Koordinatensystems in den Massen-
schwerpunkt wird durch den Term ~R0,K beschrieben. Der zweite Term ~ω × ~rK ergibt
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sich aus der Rotation des massenschwerpunktzentrierten Koordinatensystems in das
molekülfeste System. Letztendlich bleibt dann noch die zeitliche Änderung der Schwin-
gungen, die durch den dritten Term beschrieben wird. Die Details zur Umformung und
die Definition der Winkelgeschwindigkeit ~ω können im Kapitel 8.1.1 nachgelesen werden.
Für die kinetische Energie ergibt sich unter Vernachlässigung des Translationsanteils der
Geschwindigkeit, der für diese Umformungen nicht benötigt wird:
T =
1
2
N∑
K=1
mK
(
~ω × ~rK + ∂
∂t
~rK
)
·
(
~ω × ~rK + ∂
∂t
~rK
)
(2.29)
=
1
2
N∑
K=1
mK
(
(~ω × ~rK) · (~ω × ~rK)︸ ︷︷ ︸
= Trot
+
(
∂
∂t
~rK
)
·
(
∂
∂t
~rK
)
︸ ︷︷ ︸
= Tvib
+
2 (~ω × ~rK) ·
(
∂
∂t
~rK
)
︸ ︷︷ ︸
= Trot-vib
)
(2.30)
Die ersten beiden Terme Trot und Tvib beschreiben die Rotations- und Schwingungsan-
teile der kinetischen Energie. Der letzte Term Trot-vib ist der Rotations-Schwingungs-
Kopplungsterm oder auch Coriolis-Kopplungsterm. Er beinhaltet sowohl die Rotations-
geschwindigkeit als auch die Geschwindigkeit mit der sich die Schwingungen ändern.
Würde dieser Term verschwinden, so wären Rotations- und Schwingungsbewegungen
beziehungsweise Rotations- und Schwingungsenergien vollständig getrennt, was im All-
gemeinen aber nicht möglich ist. Es bleibt eine Bedingung zu definieren, um diesen
Term möglichst klein zu halten. Dazu wird der Kopplungsterm nach den Rechenregeln
des Spatprodukts umgeschrieben als:
Trot-vib =
N∑
K=1
mK~ω ·
(
~rK × ∂
∂t
~rK
)
(2.31)
Der essentielle Teil wird anschließend mit Hilfe der Definition 2.25 und der Tatsache
∂
∂t
~rK =
∂
∂t
~∆K umgeformt.
N∑
K=1
mK
(
~rK × ∂
∂t
~rK
)
=
N∑
K=1
mK
(
(~r0,K + ~rK − ~r0,K)× ∂
∂t
~∆K
)
(2.32)
=
N∑
K=1
mK
(
~r0,K × ∂
∂t
~∆K
)
+
N∑
K=1
mK
(
~∆K × ∂
∂t
~∆K
)
(2.33)
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Die zweite Eckart-Bedingung
N∑
K=1
mK
(
~r0,K × ~∆K
)
= ~0 (2.34)
sorgt dafür, dass der erste Term aus 2.33 verschwindet. Dies ist einzusehen, wenn die
Gleichung 2.34 nach der Zeit t abgeleitet wird:
N∑
K=1
mK
(
~r0,K × ∂
∂t
~∆K
)
= ~0 (2.35)
Gilt die zweite Eckart-Bedingung, so gilt:
Trot-vib =
N∑
K=1
mK~ω ·
(
~∆K × ∂
∂t
~∆K
)
(2.36)
In einem Koordinatensystem, das beide Eckart-Bedingungen erfüllt, verschwindet der
Kopplungsterm vollständig in der Gleichgewichtsstruktur, da dort ~∆K gleich Null ist.
Nahe der Gleichgewichtsstruktur sind aus Stetigkeitsgründen die Kopplungsterme sehr
klein, aber nicht zwingend minimal. Lediglich für große Auslenkungen ist eine Eckart-
System nicht mehr optimal und es kann zu großen Kopplungstermen kommen. Im Allge-
meinen gibt es kein Koordinatensystem in dem die Schrödingergleichungen für Rotation
und Schwingung separiert gelöst werden können. Mit den Eckart-Bedingungen wird des-
halb versucht die Kopplungsterme so klein wie möglich zu halten.
2.2.3 Normalkoordinaten
Nachdem Translation und Rotation bestmöglich von den Schwingungen getrennt wur-
den, wird nun der molekulare Hamilton-Operator durch eine geeignete Entwicklung der
potentiellen Energie und einer geeigneten Koordinatenwahl vereinfacht. Der potentiel-
le Energieterm der Kernbewegungen wird dazu quadratisch angenähert. In diesem Fall
wird von einer harmonischen Näherung gesprochen. Das Kapitel stützt sich auf den
Büchern von Bunker, Jensen [10] und Wilson, Decius, Cross [11]. Außerdem sei auf die ma-
thematisch ausführliche Zusammenfassung zum Thema Normalkoordinaten von Zak [12]
hingewiesen.
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Für die bessere Darstellbarkeit der folgenden Sachverhalte, wird weitere Notation be-
nötigt. Jedes Molekül besteht aus N Kernen, deren Position (relativ zu einer Gleichge-
wichtsstruktur) über ~∆K beschrieben wird. Alle diese ~∆K werden in einem Vektor ~∆
zusammengefasst, der das ganze Molekül beschreibt.
~∆ =

~∆1
~∆2
...
 ∈ R3N mit ~∆K =

∆K,x
∆K,y
∆K,z
 (2.37)
Die Auslenkungsvektoren ~∆K bestehen aus drei Einträgen. Sie werden über folgende
Indextransformation auf ~∆ übertragen.
∆K,x = ∆(K−1)3+1 , ∆K,y = ∆(K−1)3+2 , ∆K,z = ∆(K−1)3+3 (2.38)
Im wesentlichen findet hier eine Transformation von zwei Indizes (K, x) auf einen Index
(K−1)3+1 statt. Weiter sei die Massenmatrix M als folgende Diagonalmatrix definiert.
M = diag(m1,m1,m1,m2,m2,m2, · · · ) (2.39)
Mit Mi bezeichnen wir den i-ten Diagonaleintrag. Diese Notation erlaubt es den mole-
kularen Hamilton-Operator zu vereinfachen. In einem ersten Schritt wird dazu der po-
tentielle Energieterm in einer quadratischen Taylor-Entwicklung um die Gleichgewichts-
struktur dargestellt. Eine Entwicklung um eine Gleichgewichtsstruktur hat zur Folge,
dass die ersten Ableitungen bezüglich aller Koordinaten verschwinden. Darüber hinaus
kann die Potentialenergiefläche relativ zur Energie in der Gleichgewichtsstruktur ver-
schoben werden, d.h. V (~0) = 0.
V = V (~0)︸︷︷︸
= 0
+
3N∑
i
(
∂V
∂∆i
)
~0︸ ︷︷ ︸
= 0
∆i +
1
2
3N∑
i,j
(
∂2V
∂∆i∂∆j
)
~0︸ ︷︷ ︸
= Fij
∆i∆j (2.40)
Die Matrix F der zweiten Ableitungen wird als Hesse-Matrix bezeichnet. In quadrati-
scher Näherung hat der molekulare Hamilton-Operator der Kerne die Form:
Hˆ = −1
2
3N∑
i
1
Mi
∂2
∂∆2i
+
1
2
3N∑
ij
Fij∆i∆j (2.41)
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Der zweite Schritt zur Vereinfachung ist die Massegewichtung der Koordinaten.
∆mi =
√
Mi∆i =⇒ ∂
∂∆i
=
∂
∂∆mi
∂∆mi
∂∆i
=
∂
∂∆mi
√
Mi (2.42)
Unter Berücksichtigung der inneren Ableitungen führt dies zu:
Hˆ = −1
2
3N∑
i
∂2
∂(∆mi )
2
+
1
2
3N∑
ij
1√
Mi
√
Mj
Fij∆
m
i ∆
m
j︸ ︷︷ ︸
= (~∆m)TM−
1
2FM−
1
2 ~∆m
(2.43)
Es wird teilweise zwischen der Element- und der Matrixschreibweise gewechselt, um
einen besseren Überblick zu behalten. In einem dritten und letzten Schritt wird die-
se massegewichtete Hesse-Matrix diagonalisiert, um Koordinaten zu erhalten, die die
Bewegungsgleichungen separieren.
M−
1
2FM−
1
2 = LΛLT , Λ = diag (λ1, λ2, · · · ) (2.44)
Der dadurch entstehende Basiswechsel ~∆m = L~q in die Basis aus Eigenvektoren, se-
pariert den Hamilton-Operator 2.43 vollständig in eindimensionale Operatoren. Dabei
ist zu beachten, dass der erste Term des Hamilton-Operators, nämlich der Laplace-
Operator, unabhängig von der Basis ist (Details siehe 8.1.2).
Hˆ = −1
2
3N∑
i
∂2
∂qi2
+
1
2
~q T LTM−
1
2FM−
1
2L︸ ︷︷ ︸
= Λ
~q (2.45)
= −1
2
3N∑
i
∂2
∂qi2
+
1
2
3N∑
i
λiqi
2 (2.46)
In einer harmonischen Näherung können also die Schwingungsgleichungen separiert wer-
den. Die dadurch gewonnenen Koordinaten werden als Normalkoordinaten bezeichnet
und dienen später als universelles Koordinatensystem zur Entwicklung der Potentia-
lenergiefläche. Aufgrund dessen, dass die Koordinaten ~∆ die Eckart-Bedingungen er-
füllen, erfüllen auch die Normalkoordinaten die Bedingungen. Folglich sind sechs der
Eigenwerte der massegewichteten Hesse-Matrix Null.
Am Beispiel von Diboran B2H6 sollen noch einige dieser Koordinaten graphisch dar-
gestellt werden. Die beiden Wasserstoffe zwischen den Boratomen bilden sogenannte
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Abbildung 2.4: Strukturformel für Diboran B2H6.
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Abbildung 2.5: Normalkoordinaten für die sechs höchsten harmonischen Schwin-
gungsfrequenzen des Diborans. Sie sind aufsteigend angeordnet von links nach rechts
und von oben nach unten, d.h. die höchste harmonische Frequenz besitzt die Koordi-
naten ganz rechts unten.
2-Elektronen-3-Zentren-Bindungen aus, die hier mir gestrichelten Linien dargestellt sind.
In Abbildung 2.5 sind die zu den sechs größten harmonischen Frequenzen zugehörigen
Normalkoordinaten energetisch aufsteigend dargestellt. Normalkoordinaten sind Aus-
lenkungen die zum einen rektilinear sind und zum anderen im Allgemeinen über das
ganze Molekül delokalisiert. Die dadurch entstehenden Vor- und Nachteile werden in
Kapitel 5.5 angesprochen.
2.2.4 Lokalisierte Normalkoordinaten
Einer der Vorteile von Normalkoordinaten ist, dass das Koordinatensystem in den meis-
ten Fällen eindeutig festgelegt ist. Lediglich bei Entartungen kann es zu Uneindeutigkei-
ten kommen (siehe Kapitel 4.1). Diese Eindeutigkeit ist für die Reproduzierbarkeit von
Ergebnissen sehr wichtig. Falls der Watson-Operator verwendet wird, ist bei der Wahl
der Koordinaten für die Erzeugung einer PES und die anschließende Schwingungskor-
relationsrechnung nur wichtig, dass das Koordinatensystem orthonormal ist und die
Eckart-Bedingungen erfüllt sind. Aus diesem Grund gibt es verschiedene Ansätze für
andere Koordinatensysteme. Zu nennen sind dabei lokalisierte Normalkoordinaten [13–18],
optimierte Normalkoordinaten [19–21] oder Hybridansätze [22].
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In diesem Abschnitt wird nur auf lokalisierte Normalkoordinaten eingegangen, ein Kon-
zept basierend auf der Idee der Lokalisierung von Molekülorbitalen. Die Auslenkungen
sollen dazu weitestmöglich auf einzelne, beispielsweise CH-Streckschwingungen, redu-
ziert werden. Durch die Lokalisierung von Koordinaten verspricht man sich bessere und
schnellere Konvergenz in der später wichtigen Entwicklung der Potentialenergiefläche.
Auf Vor- und Nachteile beziehungsweise Unterschiede zwischen Normalkoordinaten und
lokalisierte Normalkoordinaten wird in Kapitel 5.5 genauer eingegangen.
Die lokalisierten Normalkoordinaten versprechen eine schnellere Konvergenz der PES
hinsichtlich der Kopplungsterme. Da hohe Kopplungsterme beispielsweise bei den CH-
Streckschwingungen wichtig werden, wird die Lokalisierung auf diese eingeschränkt. Zur
Bestimmung lokalisierter Koordinaten wird deshalb wie folgt vorgegangen. Es werden
aus allen Basisvektoren L (vgl. Gleichung 2.44) diejenigen ausgewählt, die einen großen
Beitrag zu den CH-Schwingungen oder ähnliches liefern. Die Indizes a der ausgewählten
Vektoren ~`a werden in der Menge A zusammengefasst. Nun folgt ein iterativer Prozess
mit dem die Koordinaten lokalisiert werden. Das Kriterium anhand dessen entschieden
wird, ob die Konvergenz der Lokalisierung erreicht ist oder nicht, ist das Kriterium ana-
log zu Pipek, Mezey [23]:
∑
a∈A
N∑
K=1
(∥∥∥~`a,K∥∥∥2)2 → max (2.47)
Pseudocode zum Lokalisierungsalgorithmus:
1 for Iteration bis Selbstkonsistenz erreicht ist
2 for a1 ∈ A
3 for a2 ∈ A
4 - Jacobi -Rotation der Vektoren ~`a1 und ~`a2 um
5 verschiedene Winkel
6 - Berechnung des Kriteriums analog zu Pipek , Mezey
7 - Bestimmung des optimalen Drehwinkels
8 - Neue Vektoren ~˜`a1 und
~˜
`a2 speichern
9 end
10 end
11 end
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Der Lokalisierungsalgorithmus wird bis zur Selbstkonsistenz wiederholt oder nach einer
fest vorgegebenen Anzahl an Iterationen abgebrochen. Für ein ausgewähltes Koordina-
ten Paar (a1, a2) werden die zugehörigen Vektoren ~`a1 und ~`a2 durch eine Jacobi-Rotation
um den Winkel α gedreht. Eine Jacobi-Rotation wird deshalb verwendet, da sie Ortho-
normalität und die Eckart-Bedingungen erhält.
Jacobi-Rotationsmatrix:
 cos(α) − sin(α)
sin(α) cos(α)
 (2.48)
Als Winkel α werden alle Werte von 0.5◦ bis 180◦ mit einer Schrittweite von 0.5◦ ver-
wendet. Für jedes rotierte Koordinatensystem wird die Formel aus 2.47 ausgewertet.
Da sich der optimale Winkel aber sicherlich nicht unter den berechneten Werte befin-
det, werden alle Werte durch ein Polynom angenähert (siehe Kapitel 2.3.1), um eine
Approximation an die Zwischenwerte zu bekommen. Der optimale Winkel wird dann
durch den Hochpunkt des Polynoms bestimmt, denn das Kriterium 2.47 soll maximiert
werden, um maximale Lokalität zu erreichen. Ist der optimale Drehwinkel bestimmt, so
werden die beiden Vektoren ~`a1 und ~`a2 dem entsprechend rotiert und gespeichert. Durch
die Schleifen über alle Kombinationen von zwei Vektoren, wird das Koordinatensystem
sukzessive verbessert, d.h. lokalisiert. Im Allgemeinen stellt sich schon nach wenigen
Iterationen die Selbstkonsistenz ein und der Algorithmus bricht ab.
Das Resultat sind Basisvektoren, die auf einzelne Schwingungen lokalisiert sind. Als
Beispiel wurden die oben dargestellten Koordinaten des Diborans lokalisiert (siehe Ab-
bildung 2.6). Sehr deutlich ist die Lokalität der Auslenkungsvektoren zu erkennen.
2.3 Das Schwingungsproblem
Normalkoordinaten bilden für starre Moleküle ein ideales Koordinatensystem zur Be-
schreibung des Schwingungsproblems. Sie separieren in der harmonischen Näherung
nicht nur die Schwingungen vollständig, sondern erfüllen auch die Eckart-Bedingungen.
In diesem Abschnitt wird das Schwingungsproblem genauer betrachtet. Dazu wird zu-
nächst der Watson-Operator für nicht-rotierende Moleküle betrachtet. Er beschreibt aus-
schließlich die Schwingungen, auf Rotationen wird hier nicht weiter eingegangen (Jˆ = 0),
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Abbildung 2.6: Lokalisierte Normalkoordinaten für die sechs höchsten harmoni-
schen Schwingungsfrequenzen des Diborans. Die zugrunde liegenden sechs Normal-
koordinaten sind in Abbildung 2.5 dargestellt. Alle diese Normalkoordinaten wurden
gleichzeitig lokalisiert. Das Resultat sind zwei äquivalente Schwingungen in der obe-
ren Zeile und in der unteren Zeile weitere vier äquivalente B-H-Streckschwingungen.
denn sie haben keinen Einfluss auf die potentielle Energie. Anschließend werden Me-
thoden zur Berechnung von Schwingungswellenfunktionen und Schwingungsfrequenzen
vorgestellt. Um möglichst exakte experimentelle Daten vorherzusagen oder zu reprodu-
zieren, reicht es nicht aus die PES quadratisch anzunähern. Quadratische Näherungen,
wie sie in Abschnitt 2.2.3 vorgestellt wurden, versagen beispielsweise, wenn Moleküle
Doppelminimumpotentiale ausbilden. Ein solches Doppelminimumpotential bildet zum
Beispiel das Nitrosamin aus. Außerdem versagen sie, wenn lokalisierte Koordinaten ver-
wendet werden, denn die zugehörigen Potentialflächen besitzen starke Anharmonizität.
Für eine genaue Beschreibung des Systems sind die durch das Potential beschriebenen
anharmonischen Effekte besonders wichtig. Deshalb beginnt dieser Abschnitt auch mit
der Beschreibung der PES und der damit verbundenen Darstellung in einer endlichen
Basis.
2.3.1 Potentialenergieflächen
Mehrmoden-Entwicklung
Die PES V (~q) ist mit ihren 3N−6 Freiheitsgraden schon bei kleinen Molekülen so hoch-
dimensional, dass sie ohne eine Näherung numerisch nicht beschrieben werden kann. Der
sogenannte „Fluch der Dimensionalität“ spiegelt sich beispielsweise schon bei einem sech-
satomigen Molekül wieder. Auf einem regulären Gitter mit lediglich vier Punkte würde
man dafür bereits 16.7 Millionen Elektronenstrukturrechnungen benötigen, um die PES
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darzustellen. Brook Taylor legte deshalb im Jahre 1712 die Grundlage für die wohl be-
kannteste und vielleicht wichtigste Darstellung von hochdimensionalen Flächen [24]. Es
handelt sich dabei um die nach ihm benannte Taylor-Reihe oder Taylor-Entwicklung.
Um die Notation zu vereinfachen wird die potentielle Energie V (~q) so verschoben, dass
sie in der Gleichgewichtsstruktur Null ist. Die Energiewerte, die eine beliebige Elektro-
nenstrukturmethode liefert, werden mit V (ab) bezeichnet. Eine Taylor-Entwicklung der
PES hat damit die Form:
V (~q) = V (ab)(~q)− V (ab)(~0) (2.49)
=
3N−6∑
i
(
∂V
∂qi
)
~0
qi +
1
2
3N−6∑
i,j
(
∂2V
∂qi∂qj
)
~0
qiqj +
1
6
3N−6∑
i,j,k
(
∂3V
∂qi∂qj∂qk
)
~0
qiqjqk + · · ·
(2.50)
Die Koeffizienten dieser Entwicklung sind Ableitungen des Potentials nach den Normal-
koordinaten. Im Allgemeinen werden diese Ableitungen numerisch bestimmt, es gibt
allerdings auch analytische Ableitungen für verschiedene Elektronenstrukturmethoden,
die sich aber meistens auf Ableitungen niedriger Ordnung beschränken. Angenommen
diese Ableitungen können bestimmt werden, dann hat diese Darstellung trotzdem einen
entscheidenden Nachteil für verschiedene chemische Anwendungen. Es zeigt sich näm-
lich, dass Kopplungsterme niedriger Ordnung, d.h. aller Terme der Form qki oder qki qsj
besonders wichtig sind. Dies hat zur Folge, dass die Entwicklung sehr weit geführt werden
muss, da beispielsweise der Term q51 noch wichtig ist. Gleichzeitig werden dann aber auch
Terme in die Entwicklung mit aufgenommen, die unwichtig sind, zum Beispiel q1q2q3q4q5.
Dies liegt daran, dass fünffach gekoppelte Terme für die Schwingungsfrequenzen eine
eher untergeordnete Rolle spielen. Um für unsere Zwecke eine bessere Beschreibung des
Potentials zu finden, soll eine Umsortierung der Terme dazu führen, dass es zu einer
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gleichmäßigeren und schnelleren Konvergenz kommt. Dazu wird die Taylor-Entwicklung
so aufgeschrieben, dass in jeder Zeile eine konstante ganze Ordnung steht.
V (~q) =
(
∂V
∂q1
)
~0
q1 + · · ·
+
(
∂2V
∂q21
)
~0
q21 +
1
2
(
∂2V
∂q1∂q2
)
~0
q1q2 + · · ·
+
(
∂3V
∂q31
)
~0
q31 +
1
6
(
∂3V
∂q21∂q2
)
~0
q21q2 +
1
6
(
∂3V
∂q1∂q22
)
~0
q1q
2
2 + · · ·
+ · · ·
(2.51)
Diese Entwicklung enthält natürlich auch alle anderen Terme qi etc., die aber aus Über-
sichtlichkeitsgründen weg gelassen wurden. Die Idee ist es nun die Terme „spaltenweise“
zusammenzufassen. Für die erste Ordnung werden dann alle eindimensionalen Terme
berücksichtigt, für die zweite Ordnung alle zweidimensionalen und so weiter. Werden
die in rot eingefärbten Terme betrachtet, so ergibt sich eine eindimensionale Taylor-
Entwicklung in der Koordinate q1.
V1(q1) =
∞∑
n=1
1
n!
(
∂nV
∂qn1
)
~0
qn1 = V
(ab)(q1)− V (ab)(~0) (2.52)
Hier wird die vereinfachte Notation V (ab)(q1) = V (ab)(q1, 0, · · · ) verwendet. Auch die in
blau eingefärbten Terme lassen sich als Taylor-Entwicklung darstellen, allerdings fehlen
zur Taylor-Entwicklung von V (ab)(q1, q2) die Terme erster Ordnung.
V12(q1, q2) =
∞∑
n=1
1
n!
∑
n1+n2=n
n1,n2≥1
(
∂nV
∂qn11 ∂q
n2
2
)
~0
qn11 q
n2
2 (2.53)
= V (ab)(q1, q2)− V1(q1)− V2(q2)− V (ab)(~0) (2.54)
Zusammenfassend lässt sich somit eine mehrdimensionale Taylor-Entwicklung in Taylor-
Entwicklungen bezüglich der Kopplungsterme qi, qiqj, etc. umsortieren. Die dadurch ent-
stehende Entwicklung wird als Mehrmoden-Entwicklung bezeichnet und wird von Carter
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und Bowman [25,26] erstmal zur Darstellung der PES innerhalb des Schwingungsproblems
verwendet. Sie hat die Form:
V (q1, · · · , q3N−6) =
3N−6∑
i
Vi(qi) +
3N−6∑
i<j
Vij(qi, qj) +
3N−6∑
i<j<k
Vijk(qi, qj, qk) + · · · (2.55)
Vi(qi) = V
(ab)(qi)− V (ab)(~0) (2.56)
Vij(qi, qj) = V
(ab)(qi, qj)−
∑
r∈{i,j}
Vr(qr)− V (ab)(~0) (2.57)
Vijk(qi, qj, qk) = V
(ab)(qi, qj, qk)−
∑
r,s∈{i,j,k}
r<s
Vrs(qr, qs)−
∑
r∈{i,j}
Vr(qr)− V (ab)(~0)
(2.58)
Wegen dieser Definition spricht man bei den Termen Vi, Vij, · · · von Differenzflächen, da
die Terme niedrigerer Dimension stets abgezogen werden. Diese Entwicklung ist nach der
Anzahl der Kopplungsterme sortiert und hat ein besseres Konvergenzverhalten, denn im
Allgemeinen reichen Terme bis zu den vierdimensionalen Kopplungstermen aus, wohinge-
gen Taylor-Entwicklungen meist deutlich weiter geführt werden müssen. In Kapitel 4.4.4
wird später noch genauer diskutiert, warum meist nur wenige Koordinaten miteinander
gekoppelt werden müssen. Ein weiterer Vorteil der Mehrmoden-Entwicklung ist, dass
die Differenzflächen niedrige Dimension haben, beispielsweise sind für Vij nur die zwei
Koordinaten qi und qj involviert. Es gilt diese nun adäquat anzunähern. Dazu wird kei-
ne Taylor-Entwicklung verwendet, sondern es werden einzelne Energiepunkte auf der
Fläche berechnet und diese werden dann mit der Methode der kleinsten Fehlerquadrate
angenähert. Der Vorteil entsteht dadurch, dass für Flächen mit stark anharmonischen
Charakter keine hohen Ableitungsterme numerisch bestimmt werden müssen, sondern
lediglich einzelne ab initio Punkte. Numerisch stabiler ist dies, da die Schrittweiten
deutlich größer gewählt werden können, als bei numerischen Ableitungen.
Methode der kleinsten Fehlerquadrate
Die Problemstellung ist die folgende: Gegeben sind n ausgelenkte Molekülgeometrien ~Qη,
η = 1, · · · , n und die zugehörigen Energiewerte V ( ~Qη). Außerdem sind m Basisfunktio-
nen bk, k = 1, · · · ,m gegeben. Das Ziel der Methode ist es, einen Satz an Koeffizienten ck
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yη
bk(x)
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ckbk(x)
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Abbildung 2.7: Schemata zur Veranschaulichung der Methode der kleinsten Feh-
lerquadrate. Links sind die lokalen Basisfunktionen bk(x) (kubische B-Splines) und
die Datenpunkte yη eingezeichnet. Das Resultat der Methode der kleinsten Fehler-
quadrate, nämlich die bestmögliche Approximationskurve durch die Datenpunkte, ist
rechts in Rot eingezeichnet. Außerdem wurden die Basisfunktionen mit ihren Koeffi-
zienten ck multipliziert und eingezeichnet, um den Einfluss der einzelnen Funktionen
besser erkennen zu können.
zu bestimmen, sodass die Linearkombination
∑m
k=1 ckbk(~q) die gegebenen Energiepunk-
te optimal annähert. Diese Problemstellung kann als Minimierungsproblem formuliert
werden [27,28]:
yη = V ( ~Qη) , Aηk = bk( ~Qη) → Gesucht: min
~c∈Rm
‖A~c− ~y‖ (2.59)
Der optimale Koeffizientenvektor ~c kann unter Zuhilfenahme der Moore-Penrose-Pseu-
doinversen [29] berechnet werden ~c = A+~y. Um dieses abstrakte Verfahren zu verdeutli-
chen sind in Abbildung 2.7 auf der linken Seite die Datenpunkte yη und Basisfunktionen
bk eingezeichnet. Es handelt sich hierbei um lokale Basisfunktionen. Rechts ist die opti-
mal angenäherte Linearkombination aus diesen Basisfunktionen eingezeichnet. Als Ba-
sisfunktionen eigenen sich alle Funktionen, die linear unabhängig sind. Die Wichtigsten
werden nun vorgestellt.
Basisfunktionen: Polynome, Gauß-Funktionen und B-Splines
Die Vor- und Nachteile der hier definierten Funktionen werden in Kapitel 5.1 beschrie-
ben. Verwendet werden nur eindimensionale Funktionen, die für höhere Dimensionen
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über einen Produktansatz zusammengefügt werden. Der Produktansatz hat nicht nur
bei der Bestimmung der PES viele Vorteile (siehe Kapitel 4.4.2), sondern auch bei der
mehrdimensionalen Integration innerhalb der Schwingungsmethoden. Die Anzahl der
eindimensionalen Basisfunktionen wird mit nbas bezeichnet.
Eine klassische Wahl der Basisfunktionen sind Polynome, bzw. Monome bk(x) = xk−1
mit k = 1, · · · , nbas. Monome sind global definierte Funktionen, die sich meistens sehr
gut eignen, um die Differenzflächen zu beschreiben.
Sollen die Basisfunktionen hingegen einen lokalen Definitionsbereich oder zumindest
einen lokalen Charakter haben, so bieten sich kubische B-Splines [30,31] und verteile Gauß-
funktionen an. Gaußfunktionen haben die Form:
bk(x) = exp(−a(x− xk)2) (2.60)
Meist werden die Funktionen noch normiert. Der Normierungskoeffizient ist dann völlig
vom Exponenten a bestimmt, der in unserer Publikation [32] definiert wird. Die Auf-
hängepunkte xk definieren den Extrempunkt der Gaußfunktionen und werden über den
betrachteten Bereich verteilt. Als Alternative für die Gaußfunktionen können B-Splines
verwendet werden. Sie können rekursiv über die nachfolgende Formel definiert werden.
bn(x) =
x
n
bn−1(x)− n+ 1− x
n
bn−1(x− 1) (2.61)
b0(x) =
1 , x ∈ [0, 1[0 , sonst (2.62)
bk(x) = b
3
(x
h
− k
)
(2.63)
Es werden kubische B-Spline verwendet, d.h. n = 3, die über eine Schrittweite h über
den Approximationsbereich verteilt werden. Da B-Splines nicht sehr geläufig sind, sind
in Abbildung 2.8 die niedrigsten B-Splines dargestellt. Für die Abbildung 2.7 wurden
übrigens auch B-Splines verwendet.
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Abbildung 2.8: Graphische Darstellung von B-Splines bis zum Grad drei. Bei-
spielsweise besteht der B-Spline b3(x) auf jedem Intervall [n, n + 1] mit n ∈ N aus
einem Polynom vom Grad drei. Durch die Defintion gehen diese Teilabschnitte stetig
und differenzierbar bis zur Ordnung zwei ineinander über. Außerhalb des Definitions-
bereichs sind die B-Splines konstant Null, was später Vorteile haben wird.
Zusammenfassung
Jeder molekulare Hamilton-Operator für das Schwingungsproblem enthält einen Term
für die potentielle Energie. Da eine harmonische Näherung der PES im Allgemeinen
nicht ausreichend ist, wird sie mit einer Mehrmoden-Entwicklung 2.55 angenähert. Die
einzelnen Differenzflächen werden anschließend mit der Methode der kleinsten Fehler-
quadrate in einer endlichen Basis approximiert. Letztendlich kann die PES somit über
die nachfolgende Formel dargestellt werden.
V (q1, · · · , q3N−6) =
3N−6∑
i
nbas∑
r
cirb
i
r(qi) +
3N−6∑
i<j
nbas∑
r,s
cijrsb
i
r(qi)b
j
s(qj)+
3N−6∑
i<j<k
nbas∑
r,s,t
cijkrstb
i
r(qi)b
j
s(qj)b
k
t (qk) + · · · (2.64)
2.3.2 Watson-Operator
Im Abschnitt 2.2.2 wurde der klassische, kinetische Energieoperator definiert und ver-
einfacht. Unter Zuhilfenahme der Definition der Normalkoordinaten und mit weiteren
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Umformungen und Definitionen kann dieser Operator über den klassischen Schwingungs-
drehimpuls piα und den µ-Tensor dargestellt werden. In diesem Abschnitt geht es aber
nicht um die klassische Form, sondern um das quantenmechanische Pendant, den soge-
nannten Watson-Operator. Ursprünglich geht die Formulierung in Normalkoordinaten
auf Wilson [33] zurück. Watson konnte diese ursprüngliche Formulierung weiter vereinfa-
chen [34,35]. Eine häufig verwendete Formulierung des Watson-Operators für sowohl linea-
re als auch nicht-lineare Moleküle ist im Buch von Papoušek und Aliev [36] zu finden. In
dieser Arbeit wird auf den nachfolgenden Watson-Operator für nicht-rotierende, nicht-
lineare Moleküle genauer eingegangen.
Hˆ =
1
2
∑
α,β∈{x,y,z}
pˆiαµαβpˆiβ − 1
8
∑
α∈{x,y,z}
µαα − 1
2
3N−6∑
i
∂2
∂q2i
+ V (q1, · · · , q3N−6) (2.65)
Die beiden letzten Terme, die kinetische und die potentielle Energie der Schwingung,
sind hinreichend bekannt. Als vibrational angular momentum (VAM)-Term wird der ers-
te Term bezeichnet, der zweite wird als Watson-Korrekturterm bezeichnet. Der Watson-
Korrekturterm hat kein klassisches Gegenstück und resultiert aus dem sogenannten
Podolski-Trick [37]. Als pseudopotentialartiger Term wird der Watson-Korrekturterm meist
mit der PES V zusammengefasst, obwohl er zur kinetischen Energie gehört. Diese Zusam-
menlegung der Terme führt dazu, dass die PES durch den µ-Tensor masseabhängig wird.
Kopplungen zwischen Rotationen und Schwingungen werden von den VAM-Termen be-
schrieben. Um dies verstehen zu können, müssen die Coriolis-Kopplungsterme pˆiα und
der µ-Tensor definiert werden. Über die nachfolgende Definition sind Erstere gegeben.
pˆiα = −i
3N−6∑
r,s
ζrs,αqr
∂
∂qs
(2.66)
ζij,α = −ζji,α =
∑
β,γ∈{x,y,z}
eαβγ
N∑
K=1
`i,Kβ`j,Kγ (2.67)
Die sogenannten ζ-Konstanten oder Coriolis-Kopplungskonstanten werden mit Hilfe des
Levi-Civita-Tensors eαβγ definiert.
exyz = +1, ezxy = +1, eyzx = +1,
exzy = −1, ezyx = −1, eyxz = −1, (2.68)
eααβ = 0, eαβα = 0, eβαα = 0
40
2.3 Das Schwingungsproblem
Für die Definition der ζ-Konstanten ist die Koordinatenkomponente α aus der Men-
ge {x, y, z}. Außerdem wird beispielsweise die x-Komponenten des Kerns K zum i-ten
Koordinatenvektors ~`i mit `i,Kx bezeichnet. Als µ-Tensor wird der inverse effektive Träg-
heitstensor I′ bezeichnet. Bei dessen Definition beschreibt I den Trägheitstensor.
µαβ =
(
I′−1
)
αβ
, mit α, β ∈ {x, y, z} (2.69)
I′αβ = Iαβ −
3N−6∑
i,j,k
ζik,αζjk,βqiqj (2.70)
Da der µ-Tensor eine 3N − 6-dimensionale Funktion ist, kann er ohne weitere Annä-
herungen nicht berücksichtigt werden. Analog zu den Potentialenergieflächen kann der
µ-Tensor ebenfalls in einer Mehrmoden-Entwicklung dargestellt werden.
µαβ = µαβ(~0) +
3N−6∑
i
µαβ,i(qi) +
3N−6∑
i<j
µαβ,ij(qi, qj) + · · · (2.71)
µαβ(~0) = δαβI
−1
αβ(~0) (2.72)
µαβ,i(qi) =
(
I′αβ(qi)
)−1 − µαβ(~0) (2.73)
µαβ,ij(qi, qj) =
(
I′αβ(qi, qj)
)−1 − ∑
k∈{i,j}
µαβ,k(qk)− µαβ(~0) (2.74)
Für viele Anwendungen ist es ausreichend, nur den konstanten Term 2.72 zu berück-
sichtigen. Speziell für kleine Moleküle müssen aber oft auch höhere Entwicklungsterme
berücksichtigt werden, da dort der Trägheitstensor klein ist und damit der µ-Tensor
groß wird. Auch für stark ausgelenkte System, beispielsweise bei einem Doppelmini-
mumpotential, können höhere Entwicklungsterme bei den VAM-Termen wichtig sein.
Detailliertere Betrachtungen, wie diese Terme speziell für die Berechnung von Schwin-
gungswellenfunktionen und -frequenzen berücksichtigt werden können, sind in der Dis-
sertation von Neff [38] zu finden.
2.3.3 Schwingungs-Selbstkonsistentes-Feld-Methode
Mit Hilfe des Watson-Operators (Gleichung 2.65) und der Potentialenergiefläche in ei-
ner Mehrmoden-Entwicklung (Gleichung 2.55) können Ansätze formuliert werden, mit
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ϕ01
ϕ11
ϕ21
ϕ31
ϕ41
ϕ02
ϕ12
ϕ22
ϕ32
ϕ42
Abbildung 2.9: Die fünf niedrigsten Modals ϕnii für die beiden Koordinaten q1 und
q2 in einem unsymmetrischen (links) und einem symmetrischen Potential (rechts).
Ausgezeichnet sind hier außerdem zwei Modals auf die beispielsweise innerhalb der
VSCF-Methode optimiert werden kann.
denen Schwingungswellenfunktionen und Schwingungsübergänge, die auch Schwingungs-
frequenzen genannt werden, effizient berechnet werden können. In diesem Abschnitt soll
es um die Schwingungs-Selbstkonsistentes-Feld-Methode (VSCF) [25,26,39–41] gehen, die
das Analogon zur Hartree-Fock-Methode darstellt und im Prinzip eine Optimierung
der Basisfunktionen für spätere Korrelationsrechnungen ist. Essentiell für diese Metho-
de ist die Wahl des Wellenfunktionansatzes. Beachtet man, dass die Normalkoordina-
ten unterschieden werden können, so kann für die Schwingungswellenfunktion φ(I) ein
Einteilchen-Produktansatz aus sogenannten Modals ϕn
(I)
i
i verwendet werden. Der Schwin-
gungszustand wird dabei über die Variable I beschrieben, die als Vektor zu interpretieren
ist. Dieser zeichnet aus, in welchen Zustand n(I)i ∈ N0 sich die einzelnen Modals befinden.
I =
(
n
(I)
1 , n
(I)
2 , · · · , n(I)3N−6
)
(2.75)
Um dies zu verdeutlichen, sind in Abbildung 2.9 für die ersten beiden Schwingungsmo-
den die energetisch niedrigsten Modals eingezeichnet. Für I = (1, 0, · · · ) ist die Schwin-
gungswellenfunktion entsprechend das Produkt der in rot eingezeichneten Funktionen.
Im Allgemeinen lässt sich der Produktansatz über folgende Formel definieren:
φ(I)(~q) =
3N−6∏
i
ϕ
n
(I)
i
i (qi) (2.76)
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Der Watson-Operator wird gemäß der Entwicklung der PES in Operatoren aufsteigender
Ordnung aufgeteilt und ergibt sich durch:
Hˆ =
3N−6∑
i
hˆi(qi) +
3N−6∑
i<j
hˆij(qi, qj) +
3N−6∑
i<j<k
hˆijk(qi, qj, qk) + · · · (2.77)
hˆi(qi) = −1
2
∂2
∂q2i
+ Vi(qi) (2.78)
hˆij(qi, qj) = Vij(qi, qj) (2.79)
hˆijk(qi, qj, qk) = Vijk(qi, qj, qk) (2.80)
Der Watson-Korrekturterm wurde dabei vollständig in der PES absorbiert. Des weite-
ren werden die VAM-Terme störungstheoretisch berücksichtigt, d.h. sie sind nicht Teil
des Operators, sondern werden nach der Berechnung der Schwingungsenergien durch
einen Korrekturterm berücksichtigt. Wenn die Mehrmoden-Entwicklung bis zum vierten
Grad durchgeführt wird, so hat der Watson-Operator bis zu 4-Teilchen-Operatoren. Aus
Gründen der Übersichtlichkeit werden hier nur 2-Teilchen-Operatoren betrachtet, d.h.
es werden alle Formeln nur bis zu den zweidimensionalen Kopplungstermen formuliert.
Alle verallgemeinerten Terme ergeben sich durch analoge Umformungen.
Die Grundidee der VSCF-Methode ist es, eine Energieminimierung bezüglich einer Mo-
dalvariation durchzuführen. Dazu wird der Energieeigenwert zuerst als Erwartungswert
zum Watson-Operator dargestellt.
EI = 〈φ(I)|Hˆ|φ(I)〉 (2.81)
=
3N−6∑
i
〈ϕn
(I)
i
i |hˆi|ϕn
(I)
i
i 〉
3N−6−1∏
k 6=i
〈ϕn
(I)
k
k |ϕn
(I)
k
k 〉
+
3N−6∑
i<j
〈ϕn
(I)
i
i ϕ
n
(I)
j
j |hˆij|ϕn
(I)
i
i ϕ
n
(I)
j
j 〉
3N−6−2∏
k 6=i,j
〈ϕn
(I)
k
k |ϕn
(I)
k
k 〉
· · · (2.82)
Neben der Minimierung der Energie sollen außerdem alle Modals normiert sein. Es wird
keine Orthogonalität der Modals gefordert. Sie folgt später aus der Hermitizität des Ope-
rators. Eine Minimierung mit Nebenbedingung kann über die Methode der Lagrange-
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Multiplikatoren durchgeführt werden. Das zugehörige Lagrange-Funktional ist gegeben
durch:
L = EI −
3N−6∑
i
εi
(
〈ϕn
(I)
i
i |ϕn
(I)
i
i 〉 − 1
)
(2.83)
=
3N−6∑
i
〈ϕn
(I)
i
i |hˆi|ϕn
(I)
i
i 〉+
3N−6∑
i<j
〈ϕn
(I)
i
i ϕ
n
(I)
j
j |hˆij|ϕn
(I)
i
i ϕ
n
(I)
j
j 〉 −
3N−6∑
i
εi
(
〈ϕn
(I)
i
i |ϕn
(I)
i
i 〉 − 1
)
(2.84)
In der Methode der Lagrange-Multiplikatoren wird nach den Variablen variiert. Hier
bedeutet dies eine Variation δ nach einem beliebigen Modal ϕn
(I)
k
k . Um die folgende Um-
formung besser Verstehen zu können, wird die Variation nach ϕn
(I)
k
k auf die Terme aus 2.84
einzeln angewandt.
δ
(
3N−6∑
i
〈ϕn
(I)
i
i |hˆi|ϕn
(I)
i
i 〉
)
= 〈δϕn
(I)
k
k |hˆk|ϕn
(I)
k
k 〉+ 〈ϕn
(I)
k
k |hˆk|δϕn
(I)
k
k 〉 (2.85)
= 2〈δϕn
(I)
k
k |hˆk|ϕn
(I)
k
k 〉 (2.86)
Bei diesen Umformungen ist darauf zu achten, dass die Operatoren hˆ hermitesch sind
und damit die auftretenden Erwartungswerte reell. Der zweite Term und alle nachfol-
genden lassen sich völlig analog bestimmen.
δ
(
3N−6∑
i<j
〈ϕn
(I)
i
i ϕ
n
(I)
j
j |hˆij|ϕn
(I)
i
i ϕ
n
(I)
j
j 〉
)
= 2
3N−6∑
j
j>k
〈δϕn
(I)
k
k ϕ
n
(I)
j
j |hˆkj|ϕn
(I)
k
k ϕ
n
(I)
j
j 〉
+ 2
3N−6∑
i
i<k
〈ϕn
(I)
i
i δϕ
n
(I)
k
k |hˆik|ϕn
(I)
i
i ϕ
n
(I)
k
k 〉 (2.87)
= 2
3N−6∑
j
j 6=k
〈δϕn
(I)
k
k ϕ
n
(I)
j
j |hˆkj|ϕn
(I)
k
k ϕ
n
(I)
j
j 〉 (2.88)
Resultierend daraus ergibt sich für die Variation des Lagrange-Funktionals nach einem
bestimmten Modal ϕn
(I)
k
k im stationären Punkt δL = 0:
|hˆk|ϕn
(I)
k
k 〉+
3N−6∑
j
j 6=k
〈ϕn
(I)
j
j |hˆkj|ϕ
n
(I)
j
j 〉
︸ ︷︷ ︸
= V¯
(I)
k
|ϕn
(I)
i
k 〉 = εk|ϕn
(I)
k
k 〉 (2.89)
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Aus Konventionsgründen wird der Index k im Folgenden aber wieder durch i ersetzt.
Die Funktion V¯ (I)i wird als effektives Potential bezeichnet. Letztendlich resultiert daraus
der Einteilchenoperator hˆ(I)i und ein gekoppeltes Eigenwertproblem.
hˆ
(I)
i = hˆ
(I)
i + V¯
(I)
i (qi) (2.90)
hˆ
(I)
i |ϕn
(I)
i
i 〉 = εn
(I)
i
i |ϕn
(I)
i
i 〉 (2.91)
Methoden zur Lösung solcher gekoppelter Probleme gibt es viele. Sie unterscheiden sich
meist in der Darstellung und Verwendung der PES. Ist die Potentialenergiefläche auf ei-
nem Gitter dargestellt so können beispielsweise die Discrete Variable Representation [42]
oder die Collocation Methode [43] verwendet werden. Mit einer analytischen Darstellung
der PES, wie sie hier oft verwendet wird, kann die Finite Basis Representation [42] ver-
wendet werden. Aufgrund der Kopplungen zwischen den Modals durch das effektive
Potential wird iterativ vorgegangen, bis Selbstkonsistenz erreicht ist. Selbstkonsistenz
ist genau dann erreicht, wenn für eine VSCF-Wellenfunktion zum Zustand J die Zu-
standsenergie minimal ist. Der Zustand J kann im Prinzip beliebig gewählt werden, oft
wird dafür aber der VSCF-Grundzustand verwendet, oder der Zustand J, der in einer
späteren Schwingungskorrelationsrechnung betrachtet werden soll. Die VSCF-Methode
liefert aber nicht nur die Wellenfunktion zum Zustand J, sondern alle Modals zu jeder
Schwingungsmode, womit letztendlich jede Wellenfunktion nach Gleichung 2.76 erzeugt
werden kann. Zu beachten ist dabei, dass sich die Modals unterscheiden werden, wenn
auf verschiedene Zustände J optimiert wurde.
Es bleibt zu zeigen, dass die Modals orthogonal sind. Dazu werden zwei Modals ϕri und
ϕsi zur gleichen Schwingungsmode betrachtet.
hˆ
(I)
i |ϕri 〉 = εri |ϕri 〉 , hˆ(I)i |ϕsi 〉 = εsi |ϕsi 〉 (2.92)
Durch Multiplikation des jeweils anderen Modals von links ergibt sich:
〈ϕsi |hˆ(I)i |ϕri 〉 = εri 〈ϕsi |ϕri 〉 , 〈ϕri |hˆ(I)i |ϕsi 〉 = εsi 〈ϕri |ϕsi 〉 (2.93)
Die Hermitizität der Operators hˆ(I)i und die Symmetrie des Skalarprodukts liefern:
(εsi − εri )〈ϕri |ϕsi 〉 = 0 (2.94)
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Da sich die Modalenergie für verschiedene Anregungen unterscheiden, sind alle Modals
zueinander orthogonal.
Nachdem die Wellenfunktionen nun bestimmt sind, lässt sich die Zustandsenergie durch
folgende Formel bestimmen.
E
(I)
VSCF =
3N−6∑
i
ε
n
(I)
i
i −
1
2
3N−6∑
i
〈ϕn
(I)
i
i |V¯ (I)i |ϕn
(I)
i
i 〉 (2.95)
Dies waren die grundlegenden Ideen zur VSCF-Methode. Um sie programmiertechnisch
umsetzen zu können, müssen die Modals in einer Basis dargestellt werden, d.h. als Li-
nearkombination von beispielsweise Gaußfunktionen oder harmonischen Oszillatorfunk-
tionen [1].
ϕ
n
(I)
i
i =
nfun∑
µi
c(I)µi χµi(qi) (2.96)
Die Basisfunktionen werden mit χµi bezeichnet, wobei für jede Schwingungsmode i eige-
ne Funktionen verwendet werden. Außerdem wird mit nfun die Anzahl der verwendeten
Funktionen bezeichnet.
Die VSCF-Methode liefert somit über einen Einteilchen-Produktansatz Schwingungs-
wellenfunktionen und Schwingungenergien für alle Zustände I, wobei ein Zustand J op-
timal beschrieben wird. Für die nun folgende Schwingungskorrelationsmethode werden
die VSCF-Wellenfunktionen als Basis verwendet, um die Schwingungsenergien noch ge-
nauer beschreiben zu können. Das Problem in der VSCF-Methode ist nämlich, dass es
keine direkte Wechselwirkung zwischen den verschiedenen Wellenfunktionen gibt, son-
dern lediglich eine gemittelte Wechselwirkung zwischen den Modals über das effektive
Potential.
2.3.4 Konfigurationswechselwirkungsverfahren
Zur Berücksichtigung der direkten Wechselwirkung zwischen den Wellenfunktionen gibt
es verschiedene Ansätze. Einige wie die Schwingungs Møller-Plesset Theorie 2.Ordnung
(VMP2) [44,45] basieren auf einer VSCF-Wellenfunktionsbasis und behandeln die Korre-
lationseffekte störungstheoretisch. Andere ebenfalls störungstheoretische Verfahren, wie
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die Schwingungsstörungstheorie 2.Ordnung (VPT2) [36], basieren auf einer harmonischen
Oszillatorbasis und verzichten damit auf die optimierte Wellenfunktionsbasis. In diesem
Unterkapitel wird eine der wichtigsten Schwingungskorrelationsmethoden, das Konfigu-
rationswelchselwirkungsverfahren (VCI) [26,46–49], betrachtet. Das VCI-Verfahren liefert
im Prinzip exakte Schwingungsfrequenzen und basiert, wie die VSCF-Methode, auf dem
Variationsprinzip. Dazu muss die VCI-Wellenfunktion Ψ als Linearkombination in ei-
ner beliebigen Basis dargestellt werden. Als Basis können und werden oft die im VSCF
berechneten Wellenfunktionen verwendet, um eine besser Konvergenz zu bekommen.
Ψ =
NKonf∑
I
cIφ
(I) (2.97)
Die Anzahl aller verschiedener Konfigurationen sei NKonf. Zu Beachten ist, dass die
VSCF-Wellenfunktionen alle bezüglich einer einzigen, beliebigen Konfiguration J opti-
miert wurden. Wie diese Konfiguration zu wählen ist, wird im Laufe dieses Abschnittes
verdeutlicht. Die Methode der Lagrange-Multiplikatoren mit der Nebenbedingung der
Normalität 〈Ψ|Ψ〉 = 1 ergibt das folgende Eigenwertproblem.
H~c = E~c (2.98)
Wobei E eine Diagonalmatrix der Energieeigenwerte ist und H die Einträge
HI,J = 〈φ(I)|Hˆ|φ(J)〉 (2.99)
besitzt. Nachdem die Matrix H diagonalisiert wurde, ergeben sich die Koeffizienten und
Schwingungsfrequenzen. Das Problem dabei ist die Größe der Matrix H, da die Dimen-
sion NKonf×NKonf ist. Wird der volle Raum der VSCF-Wellenfunktionen berücksichtigt,
so sind die n3N−6fun verschiedene Basisfunktionen. Als Standardwerte hat sich nfun = 20
als sinnvoll erwiesen. In Tabelle 2.1 ist diese Anzahl für verschieden große Moleküle in
der Spalte zu NKonf,max eingetragen. Schon bei sehr kleinen Molekülen resultieren extrem
viele Konfigurationen, sodass das Problem nicht ohne weitere Einschränkungen lösbar
ist. Die Schwierigkeit bei der VCI-Methode ist es also, die Anzahl der Konfigurationen
sinnvoll zu reduzieren.
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N NKonf,max NKonf Nsel
3 8000 206 / 100
4 6.4 · 107 8031 / 1000
5 5.1 · 1011 55336 / 5000
6 4.1 · 1015 202736 / 10000
Tabelle 2.1: Größe des Konfigurationenraumes für verschieden große Moleküle
(Anzahl der Atomen N). Die maximale Anzahl an möglichen Konfigurationen wird
mit NKonf,max bezeichnet. NKonf ist die standardmäßig verwendete Größe des Raum-
es mit levex = 5, citype = 4 und cimax = 12. Mit Nsel ist die Anzahl der selektier-
ten Konfigurationen im zustands-spezifischen konfigurationsselektiven VCI.
Um den Raum der Konfigurationen zu beschränken werden nun drei wichtige Kenngrö-
ßen definiert, die den Kofigurationenraum einschränken sollen. Zuerst wird die Beset-
zungszahl innerhalb einen Schwingungsmode beschränkt, d.h. es werden nur Modals ϕki
berücksichtigt mit k ≤ levex. Standardmäßig beschränken wir uns auf fünffach ange-
regte Modals (levex = 5):
n
(I)
i ≤ levex , ∀ I , i = 1, · · · , 3N − 6 (2.100)
Weiter wird der Anregungsgrad citype der VSCF-Wellenfunktionen beschränkt, d.h.
es gibt eine Beschränkung an die gleichzeitig angeregten Modals. Für citype = 2 wird
beispielsweise die VSCF-Wellenfunktion ϕ11ϕ12ϕ13 nicht berücksichtigt, da drei der Modals
gleichzeitig angeregt sind. Der Anregungsgrad sollte immer mindestens eins größer sein
als der höchste Kopplungsterm im Potential. Für ein dreidimensionales Potential wird
daher standardmäßig der Grad citype = 4 gewählt. Zu guter Letzt wird außerdem die
Summe der Besetzungszahlen cimax beschränkt. Als guter Wert für ein dreidimensiona-
les Potential hat sich dafür der Standard cimax = 12 durchgesetzt.
3N−6∑
i
n
(I)
i ≤ cimax (2.101)
Unter diesen Einschränkungen sinkt die Anzahl der Konfigurationen stark. Entsprechen-
de Zahlen sind in der Spalte zu NKonf in Tabelle 2.1 präsentiert. Aber selbst mit diesen
Einschränkungen ist es nur für kleine Moleküle möglich das Eigenwertproblem zu lösen.
Für größere Moleküle muss der Raum der Konfigurationen entsprechend weiter einge-
schränkt werden. Dazu wird ausgenutzt, dass nicht alle Konfigurationen gleich wichtig
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sind um eine VCI-Wellenfunktion zu beschreiben. So gibt es beispielsweise eine große An-
zahl an Konfigurationen mit verschwindend kleinen Koeffizienten cI, die vernachlässigt
werden können, ohne die Genauigkeit der Ergebnisse zu vermindern.
Ein Verfahren, das dies ermöglicht, wird konfigurationsselektives VCI genannt. Der
Raum der Konfigurationen wird dazu iterativ aufgebaut, bis die Konvergenz der VCI-
Wellenfunktion erreicht ist. Bei jeder Iteration werden dafür über ein Energiekriterium
neue Konfigurationen hinzugefügt und anschließend wird das Eigenwertproblem gelöst.
Durch das iterative Vorgehen können auch indirekte Kopplungen der verschiedenen Kon-
figurationen berücksichtigt werden. Je besser die VSCF-Wellenfunktion zur gesuchten
VCI-Wellenfunktion passt, desto kleiner bleibt der Raum der Konfigurationen. Soll also
die VCI-Wellenfunktion zum Zustand J berechnet werden, so ist es sinnvoll die VSCF-
Wellenfunktion hinsichtlich dieses Zustandes zu optimieren. Eine solche Vorgehensweise
wird als zustandspezifisches VCI bezeichnet und reduziert die Anzahl der Konfiguratio-
nen enorm. Oft sind es nur wenige Prozent des ganzen Raumes (siehe dazu in Tabelle 2.1
die Spalte zur Anzahl an selektierten Konfigurationen Nsel). Durch die Vergrößerung des
Konfigurationenraumes können die Ergebnisse beliebig verfeinert werden und stimmen
bei der Verwendung eines guten Potentials meist bis auf wenige cm−1 Abweichungen mit
den experimentellen Daten überein.
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3 Motivation
Jeder Operator aus Kapitel 2, der die Gesamtenergie eines Molekül beschreibt, hat
einen potentiellen Energieterm. Dieser Term wird dabei durch die Potentialenergiefläche
(PES) repräsentiert. Deren optimale Beschreibung ist ein aufwendiger und langwieriger
Prozess. Werden die auf der PES aufbauenden Schwingungsfrequenzen dazu benutzt,
experimentelle Daten unterstützend auszuwerten oder zu verifizieren, so ist es inak-
zeptabel die Erzeugung der PES nicht völlig zu optimieren, um die benötigten Daten
schnellstmöglich zu erhalten. Ziel ist es also eine benutzerfreundliche Software zu ge-
stalten, mit der sehr schnell PES mit einstellbarer Genauigkeit erzeugt werden können.
So können, je nach Bedarf, sowohl qualitative als auch quantitative Ergebnisse erzeugt
werden. Im Vordergrund steht dabei aber stets die Rechenzeit bei gleich bleibender
Qualität zu minimieren. Neben einer effizienten Nutzung von modernen Computerclus-
tern in Verbindung mit effizienten und verallgemeinerten Programmiertechniken wurden
theoretische Konzepte zur Beschleunigung entwickelt. Zu diesen theoretischen Konzep-
ten gehören die Erkennung und Nutzung von Symmetrie sowie die Einschränkung und
Vernachlässigung einzelner Differenzflächen. Hinzukommend sollte neben Geschwindig-
keit auch Wert auf Stabilität und verallgemeinerte Koordinatensysteme gelegt werden.
Anwendung findet die Software bei der Berechnung sehr unterschiedlicher Potentialener-
gieflächen. Beispielsweise werden einige interessant durch ihren starken anharmonischen
Charakter, der nicht mehr mit einfachen harmonischen Ansätzen beschrieben werden
kann, wie es beim Nitrosamin der Fall ist. Letztendlich geht es aber immer darum, ein
effizientes Tool zur Erzeugung von PES anzufertigen, das über unsere Anwendungen
hinaus Einsatz in Forschung und Wissenschaft findet.
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4 Entwickelte und optimierte
Methoden
Normalkoordinaten bilden das Koordinatensystem in der die Potentialenergiefläche ent-
wickelt wird. In diesem Kapitel wird auf die neu entwickelten, optimierten und verall-
gemeinerten Methoden eingegangen, die zur effizienten Erzeugung einer Potentialener-
giefläche (PES) notwendig sind. Dazu wird zunächst erläutert, wie Normalkoordinaten
numerisch erzeugt werden. Im zweiten Abschnitt 4.2 wird anschließend ein Überblick
über den Ablauf der Potentialenergieflächenerzeugung gegeben. Ein Schwerpunkt dieser
Arbeit ist die Symmetrieanalyse und -nutzung, die in Kapitel 4.3 dargestellt sind. In
den letzten beiden Unterkapiteln dieses Kapitels werden verschiedene Teilabschnitte der
Erzeugung der PES betrachtet. Insbesondere werden die anderen beiden Schwerpunkte,
die Erzeugung feiner Gitterpunkte durch mehrdimensionale Approximationsmethoden
und die Vernachlässigung einzelner Differenzflächen, betrachtet. Alle Methoden wurden
im Programmpaket Molpro [50] implementiert und getestet.
4.1 Erzeugung von Normalkoordinaten
Die allgemeine Theorie zur Erzeugung von Normalkoordinaten wurde in Kapitel 2.2.3
behandelt. Hier wird die numerische Umsetzung betrachtet, da nicht für jede Elek-
tronenstrukturmethode analytische Ableitungen zur Verfügung stehen. Sollten dennoch
analytische Ableitungen zweiter Ordnung vorhanden sein, so ist es vorteilhafter diese
zu verwenden, da diese die Hesse-Matrix, also der Matrix der zweiten Ableitungen (ver-
gleiche Gleichung 2.40), besser beschreiben. Für dieses Unterkapitel werden Begriffe aus
der Symmetrie und Gruppentheorie benötigt, die teilweise erst in Kapitel 4.3 erklärt und
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eingeführt werden. Falls Verständnisprobleme auftreten, kann dieses Kapitel vorgezogen
werden.
Das Kapitel zur Erzeugung von Normalkoordinaten besteht aus drei Teilen. Im ers-
ten Teil werden numerische Differentiationsmethoden vorgestellt, die für die Bestim-
mung der Hesse-Matrix und bei den quartischen Kraftfeldern (siehe Kapitel 4.5.3) be-
nötigt werden. Spezielle symmetrieadaptierte Koordinaten und die Erfüllung der Eckart-
Bedingungen werden im zweiten Abschnitt betrachtet. Im letzten Teilabschnitt wird er-
läutert, wie diese symmetrieadaptierten Koordinaten zur Eindeutigkeit entarteter Nor-
malkoordinaten beitragen. Spezielle Teilaspekte dieses Abschnittes werden später immer
wieder aufgegriffen.
Numerische Differentiation
Aufgrund der Komplexität mancher Elektronenstrukturmethoden sind noch keine Gra-
dienten und höheren Ableitungen hergeleitet worden. Alternativ werden deswegen nu-
merische n-Punkte-Ableitungsformeln zur Differentiation verwendet. Dafür werden stets
Mittelpunktsformeln verwendet, die über einen Interpolationsansatz implementiert wur-
den. Dieser Ansatz ermöglicht es ohne explizites Implementieren von Ableitungsformeln
beliebige Ableitungen zu bestimmen. Die Tatsache, dass beliebige Ableitungen bestimmt
werden können, hat allerdings den Nachteil, dass numerische Ableitungen immer fehler-
behaftet sind. Die Größe des Fehlers ist dabei von der Schrittweite h der Ableitungs-
formeln bestimmt. Wird die Schrittweite zu groß gewählt, so stimmen die numerischen
Ableitungen schlecht mit den echten Werten überein und bei einer zu kleinen Schritt-
weite können numerische Fehler zu großen Abweichungen führen. Nichtsdestotrotz sind
numerische Ableitungen oft die einzige Möglichkeit, um überhaupt Normalkoordinaten
bestimmen zu können.
Im nachfolgenden Abschnitt sollen für die Funktion f Ableitungen im Punkte x0 be-
stimmt werden. Zur Bestimmung numerischer Ableitungen wird eine Schrittweite h und
die geläufige Notation f(x0− h) = f−1, f(x0) = f0 und f(x0 + h) = f1 benötigt. Außer-
dem sei aus Gründen der Übersichtlichkeit x0 = 0 gesetzt, jedoch kann jeder beliebige
Punkt gewählt werden.
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Angenommen die erste Ableitung von f sei mit Hilfe der Funktionswerte f−1, f0 und f1
zu bestimmen. Dann wird ein Interpolationspolynom zweiten Grades bestimmt. Es hat
die Form:
p(x) = f0 +
f1 − f−1
2h
x+
f1 − 2f0 + f−1
2h2
x2 (4.1)
Näherungsweise beschreibt das Interpolationspolynom p die Funktion f . Entsprechend
sind auch die Ableitungen von p gute Näherungen der Ableitungen von f .
∂f
∂x
∣∣∣∣
x=0
≈ ∂p
∂x
∣∣∣∣
x=0
=
f1 − f−1
2h
(4.2)
Die Koeffizienten des Interpolationspolynoms bestehen stets aus den klassischen zen-
tralen Differenzenformeln für Ableitungen. Sollten fünf Funktionswerte zur Verfügung
stehen, so ergibt sich folgendes Interpolationspolynom:
p(x) = f0 +
−f2 + 8f1 − 8f−1 + f−2
12h
x+ · · · (4.3)
Auch hier lässt sich die 5-Punkte-Ableitungsformel leicht erkennen. Vorteilhaft ist, dass
sich dieses Konzept auf höhere Ableitungen übertragen lässt. Beispielsweise ergibt sich
das zweidimensionale Interpolationspolynom durch die Punkte fi,j mit i, j ∈ {−1, 0, 1}
durch:
p(x, y) = f0 +
f1,0 − f−1,0
2h
x+
f0,1 − f0,−1
2h
y
+
f1,0 − 2f0,0 + f−1,0
2h2
x2 +
f0,1 − 2f0,0 + f0,−1
2h2
y2
+
f1,1 − f1,−1 − f−1,1 + f−1,−1
4h2
xy + · · · (4.4)
Für die erste gemischte Ableitung gilt dann:
∂2f
∂x∂y
∣∣∣∣
x=0,y=0
≈ ∂
2p
∂x∂y
∣∣∣∣
x=0,y=0
=
f1,1 − f1,−1 − f−1,1 + f−1,−1
4h2
(4.5)
Der Vorteil dieser Vorgehensweise ist die allgemeine Gültigkeit und die leichte und uni-
verselle Implementierung.
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Abbildung 4.1: Schematische Darstellung der Blockstruktur der Hesse-Matrix bei
Verwendung symmetrieadaptierter Koordinaten und einem Molekül mit C2v Symme-
trie. Die Hessematrix ist außerdem symmetrisch und außerhalb der Blöcke Null.
Symmetrieadaptierte Koordinaten
Nachdem nun bekannt ist, wie numerische Ableitungen bestimmt werden können, kann
die Hesse-Matrix aufgestellt werden. Zur Aufstellung werden meist keine Koordinaten
verwendet, die die Eckart-Bedingungen erfüllen. Die Eckart-Bedingungen werden nach-
dem die Hesse-Matrix berechnet wurde, durch eine Projektion erzwungen.
Die Hesse-Matrix ist für die hier betrachteten Anwendungen symmetrisch. Wird sie mit
kartesischen Koordinaten berechnet, dann hat sie keinerlei weitere Struktur, d.h. alle
Einträge müssen berechnet werden. Im Gegensatz dazu hat die Hesse-Matrix in der
Basis der Normalkoordinaten maximale Struktur, denn dann ist sie diagonal, d.h. es
müssten entsprechend auch nur die Diagonalelemente berechnet werden. Allerdings sind
die Normalkoordinaten vorher nicht bekannt. Die Struktur kann somit nicht genutzt
werden. Jedoch besitzen die Normalkoordinaten Eigenschaften mit denen die Hesse-
Matrix strukturiert werden kann. Auf diese Eigenschaften wird nun genauer eingegangen,
wobei die Definitionen in Kapitel 4.3 zu finden sind. Jedes Molekül gehört zu einer
ganz speziellen Symmetriegruppe und jeder Eigenvektor der Hesse-Matrix kann einer
irreduziblen Darstellung in dieser Symmetriegruppe zugeordnet werden. Die Grundidee
besteht nun darin, für jede irreduzible Darstellung eine eigene Basis zu verwenden und in
diesen sogenannten symmetrieadaptierten Koordinaten die Hesse-Matrix zu berechnen.
Das Resultat ist eine Matrix in Blockstruktur, wie es in Abbildung 4.1 für ein Molekül
mit C2v-Symmetrie schematisch dargestellt ist. Vorteilhaft ist, dass einige Elemente nicht
bestimmt werden müssen und so Rechenzeit eingespart werden kann. Je ähnlicher die
Blockgrößen sind, desto mehr Zeit kann bei der Bestimmung der Matrix eingespart
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werden. Einen weiteren entscheidenden Vorteil gibt es, wenn es um die Eindeutigkeit
der Normalkoordinaten geht. Zuerst soll allerdings kurz erklärt werden, wie die Basen
zu den irreduziblen Darstellungen bestimmt werden.
Symmetrieadaptierte Koordinaten können aus kartesischen Koordinaten bestimmt wer-
den. Dazu werden die einzelnen kartesischen Koordinaten mit einem Projektionstheo-
rem (beispielsweise dem Theorem aus Gleichung 4.9) in ihre irreduziblen Anteile zerlegt.
Diese Anteile werden anschließend für alle Koordinaten zusammengefasst und orthonor-
miert. Nach der Orthonormierung ergeben sich Basen für die einzelnen Unterräume der
irreduziblen Darstellungen.
Nachdem die Matrix in Blockstruktur FBlock berechnet wurde, werden die Eckart-Be-
dingungen über eine Projektion P = E−RRT erzwungen. Dazu steht in der Matrix R
sowohl der Translationsanteil wie auch der Rotationsanteil. Eine genaue Definition dieser
Matrix R ist in Buch von Wilson, Decius, Cross [11] in Kapitel 2.5 zu finden.
F = PTM−
1
2FBlockM
− 1
2P (4.6)
Eindeutigkeit entarteter Normalkoordinaten
Ein essentieller Sachverhalt bei der Betrachtung von Koordinatensystemen wie den Nor-
malkoordinaten ist Eindeutigkeit. Leider liefert eine Diagonalisierung nicht immer ein-
deutige Ergebnisse. Das Vorzeichen (die Phase) des Eigenvektors sind beispielsweise
nicht eindeutig festgelegt. Diese Problematik konnte allerdings durch die Einführung
spezieller Konventionen behoben werden (siehe Kapitel 8.3). Ein viel größeres Problem
stellen zwei Eigenvektoren zum selben Eigenwert dar, denn dann ist jede Linearkombina-
tion der zugehörigen Eigenvektoren wieder ein Eigenvektor. Moleküle mit beispielswei-
se einer D3h-Symmetrie besitzen solche entarteten harmonischen Frequenzen, wodurch
die Eindeutigkeit der Normalkoordinaten nicht gegeben ist und somit auch nicht die
Reproduzierbarkeit von Ergebnissen. Das Aufstellen der Hesse-Matrix in symmetriead-
aptierten Koordinaten bringt dabei erst einmal keine Vorteile. Jedoch gibt es für viele
Punktgruppen, wie auch die D3h-Gruppe, eine Trick um Eindeutigkeit im Zusammen-
hang mit symmetrieadaptierten Koordinaten zu erzwingen. Dazu betrachte man die
Korrelationstabelle zwischen D3h und der Untergruppe C2v.
57
Kapitel 4 Entwickelte und optimierte Methoden
Tabelle 4.1: Korrelationstabelle zwischen D3h und C2v. Jedes Paar an E-Moden
aus der D3h-Gruppe zerfällt in der C2v-Gruppe in zwei verschiedene irreduzible Dar-
stellungen.
D3h A′1 A′2 E ′ A′′1 A′′2 E ′′
C2v A1 B2 A1 +B2 A2 B1 A2 +B1
Beispielsweise sind zwei entartete Koordinaten, die in der D3h-Symmetrie im E ′-Block
liegen, in der C2v-Untergruppe in einem A1- und einem B2-Block und damit getrennt
voneinander. In einer niedrigeren Symmetrie können die beiden Koordinaten also nicht
linearkombinieren und die Ergebnisse sind stets eindeutig. Leider ist dieser Trick nicht
in allen Fällen anwendbar. Beispielsweise kann die Korrelationstabelle zwischen C3h und
Cs betrachtet werden:
Tabelle 4.2: Korrelationstabelle zwischen C3h und Cs. Die E-Moden aus der C3h-
Gruppe zerfallen nicht in zwei verschiedene, sondern immer in zwei gleiche irreduzi-
ble Darstellungen in der Cs-Gruppe.
C3h A′ E ′ A′′ E ′′
Cs A′ 2A′ A′′ 2A′′
Dort gehören die beiden entarteten Koordinaten auch in der Cs-Untergruppen zur glei-
chen irreduziblen Darstellung. Dies ist immer der Fall für die Symmetriegruppen Cn,
Cnh und S2(n−1) für n ≥ 3. Die Eindeutigkeit der Koordinaten kann in diesen Fällen
nicht garantiert werden. Im Falle, dass Berechnungen wiederholt werden, muss darauf
geachtet werden, dass stets derselbe Satz an Normalkoordinaten verwendet wird, was
nur durch einen Vergleich sichergestellt werden kann.
4.2 Übersicht der Potentialenergieflächenerzeugung
Die verallgemeinerte und optimierte Erzeugung von Potentialenergieflächen ist ein kom-
plexer Prozess, der anhand des Schaubildes 4.2 erklärt wird. Die Nummerierung im
Schaubild 4.2 dient als Orientierungshilfe für alle weiteren Kapitel. Im Schaubild sind
in blau alle wichtigen Teilschritte eingezeichnet, wobei die rein technischen Schritte
schraffiert dargestellt sind. Wichtige Verzweigungen und Entscheidungsblöcke sind in
rot eingezeichnet. Außerdem sind in orange die Vorbereitungsschritte hervorgehoben.
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Geometrieoptimierung
Harmonische
Frequenzrechnung
Initialisierung;
Speicherplatzverwaltung;
Inputmanagment
Punktgruppenerkennung;
Symmetrieelemente;
Irreduzible Darstellungen
1
Rotationen und
Lokalisierung
Potfile Datenkopf
schreiben
Auswahl der Fla¨chen
6
Erkennung von
Fla¨chensymmetrie
2
Auswahl der Auslenkungen
Erzeugung der Arbeitsliste
3
Aussortierung
symmetrischer Punkte
Ab initio Berechnungen Restartfile schreiben
Kopieren sym-
metrischer Punkte
Erzeugung feiner
Gitterpunkte
4
Iterative Approximation;
Erho¨hung Punkteanzahl
5
Erho¨hung Anzahl
Kopplungsterme
Selektion
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6
1D
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Skalieren und Shiften
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Potfile schreiben
Abbruch
Entwicklungs-
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Potentialenergiefla¨che
Ja NeinNein
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Abbildung 4.2: Schematische Darstellung des Potentialenergieflächengenerators.
Die einzelnen Schritte sind detailiert in Kapitel 4.2 beschrieben.
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Dazu gehört die Geometrieoptimierung, denn das Molekül sollte sich in einem energeti-
schen Minimum oder in einem Übergangszustand (Doppelminimumpotential) befinden,
um die Modelle besser fitten zu können. Außerdem gehört zu den Vorbereitungsschritten
die harmonische Frequenzrechnung, die die Normalkoordinaten liefert. Auf diesen bei-
den Grundlagen aufbauend kann nun der Potentialenergieflächengenerator durchlaufen
werden. Wie bei jeder Software besteht der erste Schritt aus Initialisierungen, Speicher-
platzverwaltung und der Analyse der Eingangsdaten des Benutzers. Gleich zu Beginn des
Programms wird dann die Punktgruppe des Moleküls bestimmt (Kapitel 4.3.1). Ist die
Punktgruppe bestimmt, so können über ein Projektionstheorem die Normalkoordinaten
ihren irreduziblen Darstellungen zugeordnet werden (Kapitel 4.3.2). Dies ist vor allem in
den Methoden zur Lösung des Schwingungsproblems für die Zuordnung der Symmetrie-
bezeichnungen wichtig. Im nächsten optionalen Schritt können die Normalkoordinaten
beliebig linearkombiniert und lokalisiert werden. Um die berechneten Daten zur Wie-
derverwendung zu speichern, wird eine Potentialdatei (Potfile) angelegt, in die im Laufe
der Berechnung alle fertig berechneten Differenzflächen gespeichert werden. Mit der Aus-
wahl der Flächen beginnt der iterative Prozess der Flächengenerierung. Dazu werden aus
der Menge aller Differenzflächen einer festen Ordnung diejenigen ausgewählt, die benö-
tigt werden, um die PES physikalisch richtig zu beschreiben. Im Kapitel zur Selektion
vernachlässigbarer Flächen (Kapitel 4.4.4) wird erläutert, wie diese Flächen gefunden
werden können. Aus der Menge der zu berechnenden Differenzflächen wird nun jede
Fläche auf Symmetrie untersucht (Kapitel 4.3.3). Darüber hinaus werden alle Symme-
trieinformationen in einer komplexen Struktur gespeichert, sodass sie für die folgenden
Schritte stets zur Verfügung stehen (Kapitel 4.3.4). Die nächsten Schritte beziehen sich
alle auf die Erzeugung einzelner Flächen für eine feste Anzahl an Kopplungen, beispiels-
weise alle zweidimensionale Terme aus der Mehrmoden-Entwicklung. Zu Beginn werden
die Punkteschemata, anhand derer die ausgelenkten Molekülgeometrien festgesetzt wer-
den, aufgestellt (Kapitel 4.4.1). Alle diese Geometrien werden in einer Liste gespeichert,
in der die symmetrischen Punkte markiert werden. Die so markierten Punkte können
dann bei der Berechnung der Energien übersprungen werden. Die ab initio Berechnun-
gen durch Elektronenstrukturmethoden sind in der Regel der zeitaufwendigste Schritt,
weshalb auch genau dieser parallelisiert ist. Rechenzeiten von Tagen bis Wochen zur
Bestimmung der PES sind eher die Regel als die Ausnahme. Um vor dem Verlust der
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Daten durch unvorhersehbare Programmabstürze durch äußere Einflüsse, wie Netzwerk-
probleme, zu schützen, werden nach einem festgelegten Zeitabschnitt alle Daten in ein
sogenanntes Restartfile geschrieben. Sind die aufwendigen ab initio Berechnungen be-
endet, so werden die markierten und fehlenden Punkte ergänzt. Für die Überprüfung
auf Konvergenz wird anschließend ein sogenannten feines Gitter erzeugt (Kapitel 4.4.2).
Im eindimensionalen Fall besteht die Möglichkeit, die Differenzflächen zu skalieren oder
zu verschieben (Kapitel 4.5.1). Dadurch wird garantiert, dass die Potentialwände etwa
gleich und ausreichend hoch sind, um die Berechnung der VSCF-Modals zu stabilisie-
ren. Das Verfahren ab der Auswahl der Auslenkungen wird so oft wiederholt, bis die
Flächen eine ausgeglichene Form haben und hinsichtlich eines der Konvergenzkriterien
aus Kapitel 4.4.3 konvergiert sind. Sind sie nicht konvergiert, werden zusätzliche Aus-
wertungspunkte hinzugefügt (siehe dazu die schematische Abbildung 4.3).
q
E
Skalieren
−→
Shiften
q
E
Punkte
−→
erhöhen
q
E
Punkte
−→
erhöhen
q
E
Abbildung 4.3: Schematische Darstellung zum Aufbau einer eindimenionalen Diffe-
renzfläche mit zusätzlicher Verschiebung und Skalierung. Im ersten Schritt wird der
Bereich, in dem die PES bestimmt werden soll, solange verschoben, bis die Potenti-
alwände etwa gleich und ausreichend hoch sind. Anschließend werden sukzessive ab
initio Punkte hinzugefügt, bis die Konvergenz erreicht ist.
Bei der Auswahl der Auslenkungen wird darauf geachtet, dass möglichst alle Bereiche
mit gleicher Qualität beschrieben werden. Die Auswertungspunkte sind deshalb nicht
äquidistant verteilt, sondern werden genau dort hin gesetzt, wo sie benötigt werden.
Nachdem alle Differenzflächen konvergiert sind, werden die Daten im Potfile gespeichert
und es wird überprüft, ob höherdimensionale Differenzflächen berechnet werden müssen.
Das Kriterium zur Selektion vernachlässigbarer Flächen (Kapitel 4.4.4) oder die Nut-
zereingabe sind dafür relevant. Hiernach wird bei Bedarf die Anzahl der Kopplungsterme
erhöht und der Prozess der Flächengenerierung beginnt erneut bei der Auswahl der Flä-
chen. Ist die Konvergenz der Mehrmoden-Entwicklung erreicht oder wird sie durch den
Nutzer limitiert, ergibt sich als Resultat die gesuchte Potentialenergiefläche.
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4.3 Symmetrieanalyse
Symmetrie ist die Existenz von Regelmäßigkeiten, die oft eine große Stabilität, Ordnung
und bestimmte Eigenschaften nach sich zieht. Viele kleine Moleküle besitzen Rotations-
achsen und/oder Spiegelebenen, wodurch sie gewisse Symmetrieeigenschaften besitzen.
Darüber hinaus führt das Vorhandensein von Symmetrie zu äquivalenten CH-Bindungen
innerhalb vieler Kohlenwasserstoffverbindungen, wodurch weitere Symmetrieeigenschaf-
ten vorhanden sind. Durch die Kenntnis der Symmetrieinformationen können immense
Mengen an Elektronenstrukturberechnungen eingespart werden, wodurch die Symmetrie
ein wichtiges Hilfsmittel zur Beschleunigung der Erzeugung der PES ist. Um Symmetrie-
informationen effizient nutzen zu können, verlangt es einiger allgemeiner Vorarbeiten,
wie die Erkennung von Symmetrieelementen und die Zuordnung der Punktgruppen.
Diese allgemeinen Grundlagen können im Buch von Lorenz [51] nachgelesen werden. Spe-
zifischere Sachverhalte, wie die Zuordnung der irreduziblen Darstellungen, können im
Buch von Wilson, Decius und Cross [11] oder dem Buch von Bunker und Jensen [10] ge-
funden werden. Über die Grundlagen hinaus beschäftigt sich dieses Kapitel mit der
Anwendung dieser Theorien auf die Flächenberechnung und zudem mit der Erkennung
und Speicherung der einzelnen Flächensymmetrien.
4.3.1 Erkennung der Punktgruppe
Das Programmpaket Molpro kann bei der Berechnung einzelner Energiepunkte Symme-
trie berücksichtigen. Bei der Implementierung hat man sich allerdings auf die Abelschen
Punktgruppen, die keine entarteten irreduziblen Darstellungen besitzen, eingeschränkt.
Es werden somit die Symmetriegruppen
C1, Cs, C2, Ci, C2v, C2h, D2, D2h (4.7)
erkannt. Bei der Benennung von Symmetrieelementen und Punktgruppen wird in dieser
Arbeit die Notation nach Schoenflies [52] verwendet. Unser Flächengenerator soll aber
mit allen Punktgruppen und Symmetrien umgehen können, was bislang nicht vorgese-
hen war und somit für diese Arbeit implementiert werden musste. Durch die neue Im-
plementierung kann nun jede Art von Symmetrie erkannt und genutzt werden, wodurch
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C4
C ′2C ′′2
i
C4
σh
C4
σd
σv
Abbildung 4.4: Verschiedene ausgewählte Symmetrieelemente am Beispiel von Cy-
clobutan. In allen drei Abbildungen ist die höchste Drehachse C4 eingezeichnet. In
der linken Abbildung sind zusätzlich das Inversionszentrum i und zwei orthogonale
zweizählige Drehachsen C2 dargestellt. Eine Auswahl der Spiegelebenen σ ist in der
mittleren und der rechten Abbildung dargestellt. Dabei ist die Unterscheidung, or-
thogonal zur höchsten Drehachse oder nicht, besonders wichtig. Diese Grafik wurde
mit der open-source Software Jmol [53] erstellt.
Tabelle 4.3: Definition der verschiedenen Symmetrieelementen nach Schoenflies.
Bezeichnung Bedeutung
Cn n-zählige Drehachse um den Winkel 2pin
C ′2 2-zählige Drehachse durch Atome
C ′′2 2-zählige Drehachse durch Verbindungsstrecke zwischen Atomen
i Inversionszentrum
σ Spiegelebenen
σh horizontale Spielebene zur höchstzähligen Drehachse; σh⊥Cn
σv vertikale Spielebene zur höchstzähligen Drehachse; σv ‖Cn
σd diagonale Spielebene zur höchstzähligen Drehachse; σv ‖Cn;
verläuft durch Verbindungsstrecke
Sn Drehspiegelachsen, Drehung um Cn und Spiegelung an σh
es zu enormen Rechenzeitvorteilen kommen kann. In Abbildung 4.2 ist dieses Kapitel
bei Nummer l1 einzuordnen.
Begonnen wird dabei mit der Suche nach Symmetrieelementen oder auch Symmetrie-
operationen. Gemeint sind damit alle Operationen, die ein Molekül in sich selbst über-
führen. Beispiele sind in Abbildung 4.4 gezeigt und werden in der folgenden Tabelle 4.3
genauer erklärt. Für das betrachtete Molekül müssen immer alle Symmetrieoperatio-
nen bestimmt werden. In diesem Beispiel sind dies neben den sieben eingezeichneten,
die Identität und acht weitere, also insgesamt 16 Operationen. Die technischen Details
zur Identifikation der Symmetrieelemente können in der Publikation von Largent, Polik
63
Kapitel 4 Entwickelte und optimierte Methoden
D∞h C∞v Ih I Oh O Th Td T Dnh Dnd Dn Cnh Cnv S2n Cn Cs Ci C1
∃ S2n
∃ σ ∃ σd ∃ σv
∃ i ∃ i ∃ σh ∃ σh ∃ i
∃ i ∃ C4 ∃ C2 ⊥ Cmax ∃ σ
∃ C5 ∃ Cn
∃ i ∃ mehr als 2 Cn, n > 2
linear
Ja
Nein
Abbildung 4.5: Flussdiagramm zur Bestimmung der Punktgruppe eines Moleküls
anhand der Symmetrieoperationen. Die Bestimmung der Punktgruppe des in Abbil-
dung 4.4 betrachteten Beispiels ist gestrichelt hervorgehoben. Ist die Fragestellung
an den Kreuzungen mit Ja zu beantworten, so muss der grüne Pfad verfolgt werden,
bei einem Nein entsprechend der rote Pfad. Durch ∃ muss auf die Existenz des ange-
gebenen Symmetrieelement geprüft werden.
und Schmidt [54] nachgelesen werden. Nachdem alle Symmetrieelemente bestimmt wur-
den, kann das Molekül einer sogenannten Punkt- oder Symmetriegruppe zugeordnet
werden. Dazu wird ein Flussdiagramm, wie in Abbildung 4.5 zu sehen ist, verwendet.
Der Weg, der im Beispiel des Cyclobutans (Abbildung 4.4) zur richtigen Punktgruppe
führt, ist gestrichelt eingezeichnet. Das Cyclobutan ist hierbei nicht linear, hat nur eine
höherzählige Drehachse mit orthogonalen C2-Achsen und eine horizontale Spiegelebene.
Infolgedessen, und da die höchste Drehachse eine C4 ist, gehört das Molekül zur D4h
Punktgruppe.
4.3.2 Zuordnung irreduzibler Darstellungen
Sind alle Symmetrieoperationen bekannt, so können die Normalkoordinaten ihren irre-
duziblen Darstellungen zugeordnet werden (vergleiche Abbildung 4.2 l1 ). Mit diesen
Informationen könnte man gruppentheoretisch die Symmetrie der Differenzflächen be-
stimmen. Da über die klassische Symmetriebetrachtung hinaus gegangen werden soll,
wird in dieser Arbeit kein gruppentheoretischer Ansatz verfolgt, denn damit kann bei-
spielsweise nicht die Permutationssymmetrie bei lokalisierten Koordinaten beschrieben
werden. Nichtsdestotrotz wird die Zuordnung zu den irreduziblen Darstellungen benö-
tigt, um entscheiden zu können, welche Koordinaten entartet sind und welche nicht.
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Tabelle 4.4: Ausschnitt der Charaktertafel für D4h. Hierzu wird in jeder irredu-
ziblen Darstellung jedem Symmetrieelement ein sogenannter Charakter zugeordnet.
Die Charaktere sind die Zahlen in der Tabelle. Sie sind für verschiedene Projektions-
theoreme wichtig.
E 2C4 C2 2C
′
2 2C
′′
2 i 2S4 σh 2σv 2σd
A1g 1 1 1 1 1 1 1 1 1 1
A2g 1 1 1 −1 −1 1 1 1 −1 −1
Eg 2 0 −2 0 0 2 0 −2 0 0
...
Mit entarteten Koordinaten sind alle Koordinatenpaare gemeint, die zu einer irredu-
ziblen Darstellung E (oder bei höheren Symmetrien zu T ) gehören. Außerdem können
durch Lokalisierung Koordinaten entartet sein. Da lokalisierte Koordinaten nicht in ei-
ner eindeutigen irreduziblen Darstellung liegen, werden diese der formellen irreduziblen
Darstellung X zugeordnet. Diese Zuordnung ist für die spätere Symmetrieerkennung
wichtig (vergleiche Kapitel 4.3.4).
Bevor das für die Zuordnung wichtige Projektionstheorem angegeben wird, wird eine
Notation eingeführt und es wird eine für jede Punktgruppe spezifische Charaktertafel
(siehe Tabelle 4.4) angegeben. In der Charaktertafel stehen alle Symmetrieoperationen in
der ersten Zeile und die irreduziblen Darstellungen der entsprechenden Punktgruppe in
der ersten Spalte. Charaktertafeln können in jedem Lehrbuch über Symmetrie gefunden
werden und sind im Programmcode hinterlegt.
Zur Notation sei die Punktgruppe mit G bezeichnet. Ihre Dimension NG0 ist die An-
zahl der unterschiedlichen Symmetrieelemente, die mit g bezeichnet werden. Mit dem
heruntergestellten Index in NG0 werden später die Untergruppen von G indiziert. Die
Null symbolisiert daher lediglich, dass die Größe der gesamten Gruppe gemeint ist. Die
irreduziblen Darstellungen, also zum Beispiel A1g oder Eg, werden mit Γi benannt. Die
in der Charaktertafel auftauchenden Zahlen werden als Charaktere χΓi [g] bezeichnet.
Beispielsweise ist dann in einer D4h Punktgruppe χEg [C2] = −2. Zuletzt wird jeder
irreduziblen Darstellung Γi eine Entartungszahl κi zugeordnet.
κi = 1 keine Entartung:A,B
κi = 2 zweichfache Entartung:E (4.8)
κi = 3 dreifache Entartung:T
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Der Projektionsoperator zu einer irreduziblen Darstellung besitzt in dieser Notation die
Form:
P Γi =
κi
NG0
∑
g∈G
χΓi [g]∗g (4.9)
Eine Herleitung und genauere Informationen sind im Buch von Bunker und Jensen [10]
in Kapitel 6.3 zu finden.
Da jede Normalkoordinate eindeutig einer irreduziblen Darstellung zugeordnet werden
kann, gilt für die Basisvektoren ~`j zur Koordinate qj (vergleiche Gleichung 2.44) stets:
P Γi ~`j = ~`j oder P Γi ~`j = ~0 (4.10)
Mit diesem Projektionsoperator kann aber nicht nur eine Zuordnung vorgenommen wer-
den, es kann sogar eine Aussage über die Qualität der Koordinaten getroffen werden.
Denn Normalkoordinaten können numerische Ungenauigkeiten enthalten, die zu Arte-
fakten führen können. Beispielsweise können Koordinaten zu verschiedenen irreduziblen
Darstellungen schwach linearkombinert sein, was zu Problemen bei der Symmetrieer-
kennung führen kann. Die Abweichung von den exakten Koordinaten können mit Glei-
chung 4.10 berechnet werden. Bei Bedarf können dann andere Elektronenstrukturme-
thoden verwendet werden oder es kann versucht werden, das Molekül durch symmetrie-
erhaltende interne Koordinaten zu definieren. Während dieser Arbeit wurde außerdem
versucht, die numerischen Ungenauigkeiten innerhalb der Normalkoordinaten durch ein
Gradientenverfahren zu minimieren. Dies führte aber zu keinen Verbesserungen, da es
wegen der Orthogonalität nur zu Verschiebungen der Fehler kam.
4.3.3 Erkennung von Flächensymmetrie
Die Erkennung von Flächensymmetrie, d.h. die Symmetrieeigenschaften innerhalb einer
Differenzfläche, ist ein komplexer Prozess bei dem viele Details betrachtet werden müs-
sen. Anhand einiger Beispiele wird erläutert, wie die Symmetrieeigenschaften optimal
erfasst werden. Mit der entwickelten Vorgehensweise können nicht nur Symmetrien in-
nerhalb einer Differenzfläche erkannt werden, sondern auch Symmetrien, die sich über
mehr als eine Fläche erstrecken. Um die beiden Eigenschaften besser unterscheiden zu
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Abbildung 4.6: Verschieden stark ausgelenkte Molekülgeometrien entlang einer lo-
kalisierten Koordinate. Mit + bzw. q+ werden positive Auslenkungen bezüglich des
Auslenkungsvektors ~` bezeichnet. Die Auslenkungen sind der Größe nach geordnet,
d.h. q+ < q++ und die positiven und negativen Auslenkungen unterscheiden sich nur
in ihrem Vorzeichen. Gleich lange Bindungen sind durch die gleiche Farbe symboli-
siert.
können, sprechen wir im zweiten Fall von Permutationssymmetrie. Die Theorie und al-
le Daten wurden im Rahmen der Publikation „Rigorous use of symmetry within the
construction of multidimensional potential energy surfaces“ veröffentlicht [55]. Im Ver-
laufsdiagramm 4.2 ist dieses und das nächste Kapitel 4.3.4 dem Punkt l2 zuzuordnen.
Notation
Bevor die einzelnen Beispiele betrachtet werden, soll die verwendete Notation am Bei-
spiel einer lokalisierten Koordinate q am Wassermolekül erklärt werden. In diesem Ka-
pitel werden die Flächenindizes i, j, k vernachlässigt, da sie keinen Einfluss auf die Sym-
metriebetrachtung haben. In einem eindimensionalen Beispiel entspricht dann q der
Koordinate qi. Bei den höheren Dimensionen werden die Koordinaten durchnummeriert.
In Abbildung 4.6 sind verschieden stark ausgelenkte Wassermoleküle entlang der lokali-
sierten Koordinate q dargestellt. Auf der Achse sind Auslenkungen q zum zugehörigen
Auslenkungsvektor ~` aufgetragen. Die Gleichgewichtsstruktur ist für q = 0 durch ~r0
gegeben. Auslenkungen in die positive Koordinatenrichtung werden durch q+ und q++
beschrieben, wobei diese der Größe nach geordnet sind, d.h. q+ < q++. Gleiches gilt für
q− und q−−. Außerdem dürfen sich beispielsweise q+ und q− nur durch ihr Vorzeichen
unterscheiden.
q− = −q+ , q−− = −q++ (4.11)
Gleich lange Bindungen sind in allen nachfolgenden Abbildungen stets durch die gleiche
Farbe symbolisiert.
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Abbildung 4.7: Verschiedene Auslenkungen des Wassermoleküls entlang der an-
tisymmetrischen Streckschwingung (links) und einer lokalisierten Streckschwingung
(rechts). Gleichlange Bindungen sind durch gleiche Farben gekennzeichnet.
Symmetrie innerhalb einer Differenzfläche und Energiekriterium
Bei den eindimensionalen Flächen ist die Bestimmung der Symmetrie sehr einfach, denn
diese Flächen sind entweder symmetrisch oder unsymmetrisch. Dies kann an zwei ausge-
lenkten Strukturen festgelegt werden. In Abbildung 4.7 sind dafür links die ausgelenkten
Moleküle der antisymmetrischen Streckschwingung abgebildet und rechts die Auslen-
kungen für einen lokalisierte OH-Schwingung. Diese Auslenkungsvorschriften werden als
Symmetrieschema bezeichnet und spielen eine zentrale Rolle bei der Bestimmung der
Symmetrie.
Es ist leicht zu erkennen, dass in Abbildung 4.7 links die beiden Geometrien energetisch
äquivalent sind, denn sie lassen sich durch eine Spiegelung ineinander überführen. Die
zu der antisymmetrischen Streckschwingung zugehörige Potentialenergiefläche ist daher
symmetrisch. In der rechten Abbildung hingegen ist keine Gemeinsamkeit zu erkennen
und so werden sich die zugehörigen Energiewerte auch unterscheiden. Entsprechend ist
das Potential einer CH-Streckschwingung des Wassermoleküls unsymmetrisch. Im eindi-
mensionalen Fall reicht es zwei mit unterschiedlichen Vorzeichen ausgelenkte Geometrien
auf Äquivalenz zu überprüfen, um die Symmetrieeigeschaften der ganzen Fläche zu be-
stimmen. Die Überprüfung auf Äquivalenz kann auf verschiedene Weisen vorgenommen
werden.
Bei Normalkoordinaten kann ein analytischer gruppentheoretischer Ansatz verfolgt wer-
den. Dieser scheitert aber an lokalisierten Koordinaten, denn sie können keinen irredu-
ziblen Darstellungen zugeordnet werden. Da ein universelles Konzept entwickelt wer-
den sollte, musste deshalb auf den analytischen Ansatz verzichtet werden. Alternativ
dazu können die Geometrien auf Äquivalenz überprüft werden. Dieser Ansatz ist auf-
grund der Kombinatorik aber sehr rechenintensiv, denn dazu muss versucht werden die
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Moleküle durch Kombinationen aus Symmetrieoperationen ineinander zu überführen.
Die Idee hinter dem in dieser Arbeit verwendeten Ansatz ist es, Energiewerte zu be-
stimmen, die das richtige Symmetrieverhalten aufweisen, und die Werte anschließend
zu vergleichen. Dazu können nicht die Elektronenstrukturmethoden verwendet werden,
mit denen die Differenzflächen berechnet werden, da diese viel zu rechenzeitintensiv
sind. Der Wert der Energie ist allerdings auch nicht von Interesse, sondern nur ob
zwei Energien gleich sind oder nicht. Außerdem spielen für die Flächensymmetrie in-
nerhalb der Differenzflächen nur die Kernpositionen eine Rolle. Deshalb wird über die
Coulomb-Wechselwirkungsenergie der Kerne (Gleichung 2.13) bestimmt, ob die Ener-
giewerte gleich sind und damit die Symmetrieeigenschaften.
Das Vorgehen zur Bestimmung der Symmetrieeigenschaften für obiges Beispiel ist das
folgende. Zuerst werden die zu betrachtenden Geometrien erzeugt (Details siehe Kapi-
tel 4.3.4) und es werden die Kern-Kern-Wechselwirkungsenergien berechnet. Sind diese
gleich, so ist die eindimensionale Fläche symmetrisch. Unterscheiden sie sich, dann ist
die Fläche unsymmetrisch. Das Energiekriterium über die Kern-Kern-Wechselwirkungen
wird für alle Dimensionen verwendet und hat sich als zuverlässige Möglichkeit zur Sym-
metriebestimmung etabliert. Nichtsdestotrotz besteht hier stets die Gefahr, dass zwei
ausgelenkte Geometrien zufällig den gleichen Energiewert liefern und dann eine Sym-
metrie falsch erkannt wird. Speziell bei größer werdenden Molekülen kann dies durchaus
auftreten, deshalb prüft der Programmcode jede Symmetrie auf Konsistenz. Die Kon-
sistenzprüfung nutzt dabei aus, dass es immer eine Mindestanzahl an symmetrischen
Punkten innerhalb einer Fläche geben muss. Dies kann beispielsweise in Abbildung 4.8
links, die noch genauer betrachtet wird, erkannt werden. Hier gibt es eine Symmetrie-
achse entlang der Koordinatenachse q1, deswegen muss es mindestens zwei symmetrische
Punkte geben. Falls allerdings doch einmal eine Symmetrie falsch erkannt und verwendet
wird, führt dies in der Regel zu einer Differenzfläche die keines der beiden Konvergenz-
kriterien aus Kapitel 4.4.3 erfüllt. Solche nicht konvergenten Flächen werden dann ohne
Symmetrie erneut berechnet, um sicher stellen zu können, dass es sich nicht um eine
Artefakt aus der Symmetriebestimmung handelt. Innerhalb dieser Vorgehensweise muss
in Ausnahmefälle zwar eine Fläche doppelt gerechnet werden, die sich ergebende Zeiter-
sparnis bei den anderen Differenzflächen ist aber deutlich größer. Durch die doppelte
Absicherung können symmetriebedingte Fehler fast völlig ausgeschlossen werden.
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Abbildung 4.8: Verschiedene zweidimensionale Auslenkungen entlang mehrerer Ko-
ordinatenkombinationen. Die Kombination links wird zu einer symmetrischen Fläche
entlang der ersten Koordinatenachse q1 führen. Die Kombination rechts führt zu ei-
ner unsymmetrischen Fläche.
Nachdem das Energiekriterium eingeführt wurde, sollen weitere Beispiele betrachtet
werden. Dazu wird die Dimension der Differenzflächen um eins erhöht und es werden
zweidimensionale Flächen betrachtet. In Abbildung 4.8 sind zweidimensionale Symme-
trieschemata für Normalkoordinaten dargestellt. Links kann die Symmetrie über eine
Koordinatenachse q1 hinweg erkannt werden, rechts hingegen ist keine Symmetrie zu er-
kennen. Für diese beiden Flächen wurden zwei ausgelenkte Geometrien für jede Raum-
richtung verwendet. Diese vier Punkte bestimmen die volle Symmetrie der Differenzflä-
chen, sofern die Koordinaten nicht entartet und damit unabhängig voneinander sind.
Bei Koordinatenpaaren, die nicht unabhängig sind, beispielsweise durch Entartung oder
Lokalisierung, werden im Allgemeinen mehr Auslenkungen benötigt. Ein Beispiel dazu
ist in Abbildung 4.9 zu sehen. Dort sind zwei durch Linearkombinationen von Normal-
koordinaten entartete Koordinaten eingezeichnet. Die vier Auslenkungen im markierten
Bereich reichen nicht aus, um die Symmetrie zu beschreiben, denn es wäre sowohl eine
Punktsymmetrie zum Ursprung als auch eine Symmetrie entlang beider Winkelhalbie-
renden möglich. Erst durch die Hinzunahme weiterer Auslenkungen kann festgestellt
werden, dass es sich um eine Symmetrie über beide Winkelhalbierenden handelt und
nicht um eine Punktsymmetrie. Wie viele Auslenkungen letztendlich für eine Differenz-
fläche verwendet werden müssen, hängt von den involvierten Koordinaten ab (Details
siehe Kapitel 4.3.4).
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Abbildung 4.9: Verschiedene zweidimensionale Auslenkungen entlang zweier Koor-
dinaten. Die resultierende Fläche hat einen Symmetrieachse entlang der ersten und
der zweiten Winkelhalbierenden. Gleich lange Bindungen werden durch gleiche Far-
ben symbolisiert.
Permutationssymmetrie
Bis hierhin wurde nur Symmetrie innerhalb einer Fläche betrachtet. Für entartete oder
lokalisierte Koordinaten können aber auch Symmetrien über zwei oder mehrere Flä-
chen hinweg auftreten. In diesem Fall sprechen wir von Permutationssymmetrie. Ein
Beispiel anhand vier lokalisierter Koordinaten q1, · · · , q4 soll dies verdeutlichen. In Ab-
bildung 4.10 sind Ausschnitte aus den Symmetrieschemata für zwei verschiedene Dif-
ferenzflächen gezeigt. Dabei ist leicht zu erkennen, dass es auch eine Symmetrie über
die Differenzflächen hinweg geben kann. Auf diese flächenübergreifende Symmetrie muss
aber nicht jedes Paar an Flächen untersucht werden, sondern nur ausgewählte, die mit
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Abbildung 4.10: Ausschnitt aus dem Symmetrieschema für zwei verschiedene Dif-
fernzflächen zu vier lokalisierten Koordinaten. Es ist sowohl einen Symmetrie inner-
halb der Flächen zu erkennen, als auch einen Permutationssymmetrie über die bei-
den Flächen hinweg.
den irreduziblen Darstellungen bestimmt werden können. Die Details sind im folgenden
Unterkapitel zu finden.
Die Thematik der Symmetrie ist, wie schon zu erahnen, sehr komplex. Speziell für höhere
Dimensionen sind sehr viele Fälle zu betrachten. Mit den hier dargestellten Auslenkungs-
schemata können allerdings alle für uns wichtigen Symmetrieeffekte erkannt werden. Die
technischen Details werden nun im nächsten Abschnitt erklärt.
4.3.4 Symmetriedatenverarbeitung
Die Vorgehensweise zur Bestimmung von Flächen- und Permutationssymmetrie ist in
drei Abschnitte aufgeteilt, die detailliert erläutert werden.
Analyse der Modenkombination
Zu jeder Differenzfläche Vijk gehört eine Modenkombination (i, j, k). Abhängig von der
Anzahl der gekoppelten Koordinaten müssen die Symmetrieschemata aufgestellt wer-
den. Sind beispielsweise entartete Modenpaare enthalten, so müssen mehr Auslenkun-
gen berechnet werden. Um die Anzahl der Auslenkungen zu minimieren, wird daher
für jede Differenzfläche die Modenkombination analysiert. Am Beispiel von CH3F mit
lokalisierten CH-Streckschwingungen soll dies erklärt werden. Das Molekül besitzt neun
Schwingungsfreiheitsgrade, die in den folgenden irreduziblen Darstellungen liegen.
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Koordinate: q1 q2 q3 q4 q5 q6 q7 q8 q9
irred. Darst.: A1 E E A1 E E X X X
harm. Freq. in cm−1: 1073 1204 1204 1491 1507 1507 3113 3113 3113
Mit X wird dabei formell die irreduzible Darstellung der lokalisierten Moden bezeichnet.
Bei Bedarf können die lokalisierten Koordinaten weiter unterteilt werden (X1, X2, · · · ).
Dies ist dann sinnvoll, wenn Koordinaten blockweise lokalisiert werden [16]. Durch Entar-
tung gekoppelt sind die Koordinaten q2, q3 sowie q5, q6. Außerdem sind die Koordinaten
q7, q8, q9 durch Lokalisierung gekoppelt. Mit der Zahl m wird angegeben, wie hoch
die maximale Entartung innerhalb einer Modenkombination ist, um anschließend 2m
Auslenkungen für jede Koordinatenrichtung zu berechnen.
Modenkombination: (1, 2, 4) (1, 3, 5) (2,3, 7) (3,5,6) (7,8,9) (2 , 3 ,7,9)
m: 1 1 2 2 3 2
Mit der Modenkombination sind die Flächenindizes gemeint, beispielsweise gehört zur
Fläche Vijk (vergleiche Gleichung 2.55) die Modenkombination (i, j, k). Die Bestimmung
der Zahl m wird nun genauer erläutert. Im ersten Beispiel (1, 2, 4) tauchen keine gekop-
pelten Tupel auf. Ebenso ist dies bei der Kombination (1, 3, 5) der Fall. Dort gehören
zwar die Koordinaten 3 und 5 beide zur irreduziblen Darstellung E, sind aber nicht mit-
einander gekoppelt. Falls keine gekoppelten Paare vorkommen, so ist m stets als eins zu
wählen. Kommt in der Modenkombination ein gekoppeltes Paar vor, beispielsweise das
Paar 2, 3 in (2, 3, 7) oder das Paar 5, 6 in (3, 5, 6) so ist m als zwei zu wählen. Die Anzahl
m wird erhöht, wenn drei oder mehr gekoppelte Koordinaten in einer Modenkombination
vorkommen, beispielsweise in (7, 8, 9). Bei der Bestimmung der Zahl m wird aber immer
nur das größte Tupel berücksichtigt. Im vierdimensionalen Beispiel (2, 3, 7, 9) gehören 2,
3 und 7, 9 zusammen, beide Paare führen zu m gleich zwei, welches letztendlich auch
verwendet werden muss. Es geht also nicht um die irreduziblen Darstellungen selbst,
sondern um die entarteten Paare, die über die irreduziblen Darstellungen identifiziert
werden.
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Abbildung 4.11: Symmetrieschema an mehreren Beispielen. Gleiche Symmetriei-
dentifikationsszahlen bedeuten dabei, dass die entsprechenden Geometrien äquivalent
sind, bzw. das die Kern-Kern-Wechselwirkungen gleich sind.
Aufstellung des Symmetrieschemas
Nachdem die Anzahl der Auslenkungen bekannt ist, können die benötigten Geometrien
bestimmt werden. Die Koeffizienten q+ beziehungsweise q++ usw. können für die Sym-
metriebestimmung beliebig gewählt werden. Aus Konsistenzgründen werden dieselben
Auslenkungskoeffizienten verwendet, mit denen später die Differenzflächen berechnet
werden, die Definition ist in Kapitel 4.5.1 zu finden. Angenommen das Schema ist auf-
gestellt und die zugehörigen Kern-Kern-Wechselwirkungen sind bestimmt, dann wird
daraus ein Symmetriezahlenschema erstellt.
Tabelle 4.5: Schwellen-
werte für thrsym
Dimension thrsym
1D 5 · 10−5
2D 1 · 10−5
≥ 3D 5 · 10−6
Die Coulomb-Wechselwirkungsenergien verschiedener Ener-
gie werden dazu miteinander verglichen. Für die verschiede-
nen Dimensionen werden unterschiedlich starke Abweichun-
gen thrsym erlaubt. Dies liegt daran, dass die Wahrscheinlich-
keit eine Symmetrie falsch zu erkennen bei höheren Dimen-
sionen größer wird, was durch kleinere Schwellwerte kompen-
siert wird. Bis auf die Abweichung thrsym gleiche Werte bei
den Coulomb-Wechselwirkungsenergien bekommen dann die
gleiche Symmetrieidentifikationszahl (SID) zugeordnet. Die Abbildung 4.7, 4.8 und 4.9
übertragen sich dadurch in die SID-Schemata aus Abbildung 4.11. Anhand dieser Sche-
mata kann jederzeit entschieden werden, welche ab initio Punkte zu welchen äquivalent
sind. Betrachtet wird dazu das Beispiel zu Abbildung 4.9 und eine beliebige ausgelenkte
Geometrie ~r:
 ~r = ~r0 + a~`1 + b~`2 (4.12)
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Um das Schema verwenden zu können, werden die Koeffizienten analysiert, dabei spielt
das Vorzeichen und die Reihenfolge einen Rolle. Seien also a, b < 0 und |a| < |b| (man
beachte, a =̂ q1 und b =̂ q2). Im Zahlenschema entspricht diese Geometrie der roten SID
zwei, denn beide Koeffizienten sind negativ und der Koeffizient zur ersten Koordinate ist
betragsmäßig kleiner (−) als der Koeffizient zur zweiten Koordinaten (−−). Da es eine
weitere in blau eingezeichnete SID zwei im Schema gibt, gibt es auch einen energetisch
äquivalenten Punkt mit der Geometrie:
 ~r = ~r0 + b~`1 + a~`2 (4.13)
Man beachte, dass bei einer Spiegelung über eine Diagonale die Koeffizienten ihre Rei-
henfolge vertauschen, d.h. der Koeffizient zum Auslenkungsvektor `1 vertauscht mit dem
Koeffizient von `2.
Mit diesen Informationen kann jede Art von Symmetrie innerhalb einer einzelnen Diffe-
renzfläche berücksichtigt werden.
Verknüpfung der Schemata für Permutationssymmetrie
Die Erfassung der Permutationssymmetrie kann über eine Verknüpfung der Symmetrie-
schemata vorgenommen werden. Beispielsweise erhält man nach Vervollständigung des
Beispiels aus Abbildung 4.10 das verknüpfte Schema aus Abbildung 4.11. Die entspre-
chenden SIDs sind dann nicht mehr nur für eine Fläche relevant, sondern für zwei
Differenzflächen. Um das obige Beispiel wieder aufzugreifen, gibt es vier äquivalente
Geometrien zur SID " 2 ":
 ~rrot = ~r0 + a~`1 + b~`2 (4.14)
 ~rblau = ~r0 + b~`1 + a~`2 (4.15)
 ~rorange = ~r0 − a~`3 + b~`4 (4.16)
 ~rgrün = ~r0 − b~`3 + a~`4 (4.17)
Zu beachten ist dabei der Vorzeichenwechsel von V12 zu V34 der in den Schemata durch
ein Wechsel von − auf + kodiert ist.
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V12(q1, q2)
q2
++ 4 7 9 10
+ 3 6 8 9
- 2 5 6 7
- - 1 2 3 4
- - - + ++ q1
!
V34(q3, q4)
q4
++ 10 9 7 4
+ 9 8 6 3
- 7 6 5 2
- - 4 3 2 1
- - - + ++ q3
Abbildung 4.12: Verknüpftes Symmetrieschema für das Beispiel aus Abbil-
dung 4.10. Alle Geometrien zu den eingefärbten SID " 2 " sind äquivalent.
Es bleibt noch zu klären, welche Flächen auf Permutationssymmetrie zu untersuchen
sind. Dazu wird das Beispiel des CH3F erneut aufgegriffen. Das Kriterium, anhand
dessen die Flächen ausgewählt werden, ist, ob es einen Austausch entarteter Koordinaten
in den Modenkombinationen gibt oder nicht. Beispielsweise müssen die Flächen V12 und
V13 auf Permutationssymmetrie untersucht werden, denn beide Flächen besitzen eine
Koordinate des entarteten Paars q2, q3. Im Gegensatz dazu müssen die Flächen V12 und
V24 nicht untersucht werden, denn hier wurden nicht entartete Koordinaten ausgetauscht.
Als letztes Beispiel soll die Fläche V57 betrachtet werden, bei der es entsprechend fünf
andere Flächen zu untersuchen gilt:
V58 , V59 , V67 , V68 , V69 (4.18)
Alle Schemata, egal zu welcher Symmetrie, müssen pro Dimension einmal bestimmt
werden und können anschließend für den kompletten iterativen Prozess der Flächenge-
nerierung verwendet werden.
4.4 Aufbau der Potentialenergiefläche
In der Literatur sind über unseren Flächengenerator hinaus auch andere Konzepte zur
Potentialenergieflächenerzeugung vorgestellt worden. Die zentrale Frage ist die nach der
Auswahl der ab initio Punkteverteilung. Im ersten Unterkapitel wird ein kurzer Vergleich
verschiedener Vorgehensweisen gemacht und die hier verwendete Systematik erklärt. Ver-
schiedene mehrdimensionale Approximationsmethoden zur Erzeugung einer analytische
Darstellung des Potentials und zur Berechnung einer diskreten Darstellung der PES wer-
den im zweiten Unterkapitel vorgestellt. Anschließden wird der iterative Prozess erklärt
und erläutert, wie vernachlässigbare Flächen aus der Mehrmoden-Entwicklung erkannt
und selektiert werden.
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4.4.1 Systematik der Punkteverteilung
Neben der in dieser Arbeit verwendeten Systematik werden hier kurz die alternative
ADGA-Methode von Christiansen [56,57] und zwei nicht dynamische Schemata vorgestellt.
Im Verlaufsdiagramm 4.2 ist diese Kapitel dem Punkt l3 zuzuordnen.
In der ADGA-Methode wird die Position neuer ab initio Punkte durch ein Wellenfunk-
tionskriterium bestimmt. Dazu wird nach jeder Iteration der Flächenerzeugung durch
Interpolation eine analytische Darstellung des Potentials bestimmt, mit der eine VSCF-
Rechnung durchgeführt wird. Die Idee besteht darin, die VSCF-Wellenfunktionen zweier
aufeinander folgender Iterationen zu vergleichen. Dort wo die Wellenfunktionen stark
voneinander abweichen werden neue Punkte für die nächste Iteration gesetzt. Bei dieser
Methode handelt es sich also um einen adaptiven Prozess, bei dem die weiteren ab initio
Punkte immer genau dort hingesetzt werden, wo sie benötigt werden. Was meist zu einer
Verbesserung der Wellenfunktion führen wird. Der Nachteil ist, dass diese Vorgehenswei-
se für höhere Dimensionen nicht mehr effizient realisierbar ist und die Übertragbarkeit
der eindimensionalen Punkteverteilung zu höheren Dimensionen vermutlich zu keiner
Verbesserung führt.
Die ADGA-Methode bestätigt allerdings eine unserer Grundannahmen, dass es für nied-
rige Dimensionen vorteilhaft ist, die Punkte dichter um die Gleichgewichtsstruktur her-
um zu verteilen. Für höhere Kopplungsterme hingegen werden die Bereiche, die entfern-
ter von der Gleichgewichtsstruktur sind, immer wichtiger. Dies liegt an der Stetigkeit
und der Entwicklung der PES. Denn je näher man am Entwicklungspunkt ist, desto we-
niger Entwicklungsterme werden benötigt, oder umgedreht je höher die Entwicklungs-
terme werden, desto besser müssen die äußeren Bereiche der PES beschrieben werden.
Diese wichtigen Erkenntnisse wurde bei vielen statischen Ansätzen berücksichtigt. Bei-
spielsweise kann die Punkteverteilung an die Gauss-Hermite Quadraturpunktevertei-
lung angelehnt werden [58]. Eine andere Möglichkeit ist es die Harris-Engerholm-Gwinn
Punkteverteilung zu verwenden [58,59]. Die Verteilungen sind dabei fest durch Schemata
vorgegeben, die sich daran orientieren für niedrige Dimensionen den Bereich nahe der
Gleichgewichtsstruktur gut zu beschreiben.
Ein gute Beschreibung nahe der Gleichgewichtsstruktur für die niedrigen Dimensionen
und eine gute Beschreibung der äußeren Bereiche des Potentials für höhere Dimensionen
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E
q
I
01 12 23 34 45 56 67 7
8 89 910 1011 1112 12
Abbildung 4.13: Ab initio Punkteverteilung und Zuordnung zum jeweiligen Ite-
rationsschritt I. In blau sind die notwendigen Punkte eingezeichnet. In grün ist der
Bereich markiert in dem sich meist die Konvergenz einstellt. Optional sind die Punk-
te in orange, die nur bei sehr komplexen Flächen benötigt werden.
q
E
q
I
0
11 2 25 3 7 7 4 5 3 6 4 6
12 109 9 8 10 8 11 11 12
Abbildung 4.14: Ab initio Punkteverteilung und Zuordnung zum jeweiligen Ite-
rationsschritt I. In blau sind die notwendigen Punkte eingezeichnet. In grün ist der
Bereich markiert in dem sich meist die Konvergenz einstellt. Optional sind die Punk-
te in orange, die nur bei sehr komplexen Flächen benötigt werden. Außerdem ist die
Potentialfläche stark anharmonisch wodurch das Schema zur mittleren Verschiebung
verwendet wurde.
soll in den hier verwendeten Schema realisiert werden. Eine eindimensionale Verteilung
ist in Abbildung 4.13 eingezeichnet, die Zahlen bedeuten dabei in welcher Iteration I ein
Punktepaar hinzugefügt wird. Das gesamte Gitter ist durch die äußeren Punkte festge-
legt und wird in 24 Segmente unterteilt, das heißt, dass es auch maximal 12 Iterationen
geben kann. Die ersten beiden Iterationsschritte werden dabei immer gerechnet und sind
in blau eingezeichnet. Im grünen Bereich stellt sich in der Regel die Flächenkonvergenz
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0
1D-, 2D-Systematik der Punkteverteilung
Keine
Verschiebung
Kleine
Verschiebung
Mittlere
Verschiebung
Große
Verschiebung
1 12 23 34 45 56 67 7
8 89 910 1011 1112 12
01 12 23 34 45 56 67 7
8 89 9 10 1011 11 12 12
01 12 23 34 45 5 6 67 7
8 89 910 10 11 1112 12
01 12 2 3 34 4 5 56 67 7
8 89 9 10 1011 1112 12
Abbildung 4.15: Systematik der Punkteverteilung für die ersten beiden Dimensio-
nen und verschieden stark verschobenen Potentialflächen.
(siehe Kapitel 4.4.3) ein, das heißt hier wird die Berechnung meist abgebrochen. Op-
tional kann bei sehr komplexen Fläche, wie beispielsweise Doppleminimumpotentialen,
die orange eingefärbten Punkte zusätzlich hinzugefügt werden. Die ab initio Punkte für
niedrige Dimension werden immer von innen nach außen verteilt, was im Allgemeinen
zu einer schnellen Flächenkonvergenz führt. Letztendlich handelt es sich hier aber um
eine willkürliche Reihenfolge, die über Jahre optimiert und verfeinert wurde.
In einer statischen Punkteverteilung muss berücksichtigt werden, wo die Referenzstruk-
tur liegt, denn stark anharmonische Potentiale haben einen anderen Charakter als sym-
metrische Potentiale (siehe dazu Abbildung 4.14 bei der eine stark anharmonische Flä-
che und die verwendete Punkteverteilung eingezeichnet sind). Es ist klar, dass nicht
auf beiden Hälften des Potentials gleich viele Punkte gewählt werden sollten. Die ver-
wendeten Schemata sind in Abbildung 4.15 und 4.16 visualisiert. Durch die Lage der
Referenzstruktur und die Dimension der Fläche wird das Schema festgelegt. Bei hö-
heren Dimensionen ist in Abbildung 4.16 gut zu erkennen, dass ein größerer Wert auf
die äußeren Potentialbereiche gelegt wird, die bei der Bildung der Differenzflächen für
höhere Dimensionen immer wichtiger werden.
Trotz der Tatsache, dass die Verteilungen nur bedingt an das Potential angepasst sind,
haben sie sich als effizient herausgestellt und so konvergieren die Flächen meist schon
nach wenigen Iterationen. Ein wichtiger Punkt wurde hier allerdings nicht angespro-
chen und zwar die Wahl der ersten Iterationspunkte, d.h. der äußersten Punkte. Die
Bestimmung dieser Punkte wird im Kapitel 4.5.1 besprochen.
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0
3D-, 4D-Systematik der Punkteverteilung
Keine
Verschiebung
Kleine
Verschiebung
Mittlere
Verschiebung
Große
Verschiebung
1 12 23 34 45 56 6
7 78 89 910 1011 1112 12
01 12 23 34 45 56 6
7 78 8 9 910 10 11 1112 12
01 12 23 34 45 56 6
7 78 8 9 910 1011 1112 12
01 12 23 34 45 56 6
7 78 8 9 910 1011 11 12 12
Abbildung 4.16: Systematik der Punkteverteilung für die Dimensionen, die größer
als zwei sind, und verschieden stark verschobenen Potentialflächen.
q2 q1
E
q2 q1
Abbildung 4.17: Schematische Darstellung einer zweidimensionalen Potentialener-
giefläche und das zugehörige Gitter der ab initio Punkte (rechts). Die Gitterpunkte
sind nicht äquidistant verteilt und um den Entwicklungspunkt enger gelegen, wo-
durch die Fläche dort besser beschrieben wird. Bei den zusätzlich rot markierten
Punkten ist eine der Koordinaten qi Null, das heißt es handelt sich um eindimensio-
nale Punkte, die aus vorausgegangenen Berechnungen bereits zur Verfügung stehen.
4.4.2 Analytische Darstellung und Erzeugung feiner Gitterpunkte
Nach jedem Iterationsschritt für die Flächengeneration bei jeder einzelnen Fläche sind
die Potentialflächen auf einem groben ab initio Gitter gegeben. Ein Beispiel dazu ist
in Abbildung 4.17 gegeben. Das ab initio Gitter ist ein nicht äquidistantes Gitter, bei
dem sich in jeder Iteration die Anzahl der berechneten Punkte verändert. Wegen diesen
ständigen Veränderungen ist es nicht ratsam ein Konvergenzkriterium auf den groben
Gitterpunkte zu definieren. Deutlich besser eignet sich dafür ein sogenanntes feines Git-
ter mit mehr Punkten, die alle äquidistant im Approximationsbereich verteilt sind. Dann
können innerhalb der Iterationen zur Bestimmung der Fläche, die Differenzflächen immer
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an den gleichen Stellen verglichen werden. Zur Berechnung dieser feinen Gitterpunkt,
gibt es zwei Möglichkeiten. Zum einen kann eine analytische Darstellung der PES be-
stimmt werden, die anschließend an beliebigen Punkten ausgewertet werden kann. Zum
anderen können die feinen Gitterpunkte direkte bestimmt werden. In diesem Unterka-
pitel wird neben der selbst entwickelten Methode zur Berechnung einer analytischen
Darstellung der PES, der POTFIT-Algorithmus von Meyer vorgestellt [60–62]. Außerdem
wird ein Verfahren vorgestellt, mit dem die feinen Gitterpunkte direkt erzeugt werden
können. Im Verlaufsdiagramm 4.2 ist dieses Unterkapitel der Nummer l4 zuzuordnen.
Der POTFIT-Algorithmus ist ein Verfahren, das ein Potential auf einem ab initio Git-
ter durch eine Entwicklung in einer Produktbasis approximiert. Es unterscheidet sich
somit in der Grundidee nicht von unserem Verfahren. Der Unterschied entsteht in der
Auswahl der Basisfunktionen. Während in dieser Arbeit Polynome, B-Splines oder ver-
teilte Gauß-Funktionen verwendet werden, werden im POTFIT-Algorithmus sogenann-
te single-particle potentials verwendet. Um eine optimale Approximation zu erlangen,
werden sowohl die Basisfunktionen als auch die Koeffizienten der Entwicklung einzeln
optimiert. Für diese Optimierung wird eine sogenannte verallgemeinerte Niedrigrangap-
proximation [63,64] verwendet. Der große Unterschied ist also neben der Optimierungsme-
thode die Optimierung der Basisfunktionen, auf die in dieser Arbeit verzichtet wird.
Die für diese Arbeit entwickelte Methode zur Bestimmung einer analytischen Darstel-
lung der Potentialenergiefläche basiert auf der Methode der kleinsten Fehlerquadrate
(Kapitel 2.3.1) und resultiert in einer mehrdimensionalen Approximation der PES [32].
Mit dieser analytischen Darstellung kann das Potential dann an beliebigen Punkten
ausgewertet werden. Außerdem wird eine zweite Methode vorgestellt, die ohne mehr-
dimensionale analytische Darstellung auskommt. Die feinen Gitterpunkte werden bei
dieser zweiten Methode durch lokale lineare Approximationen bestimmt.
Mehrdimensionale Approximation
In diesem und im folgenden Unterkapitel wird jeweils eine einzelne Differenzfläche be-
trachtet. Die Flächenindizes i, j, k, ... (vergleiche Gleichung 2.55) werden deshalb nicht
zusätzlich angegeben. Wann immer eine Variable von ihnen abhängig ist, wird dies im
Text gekennzeichnet sein. Die Grundlage der mehrdimensionale Approximation ist die
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Methode der kleinsten Fehlerquadrate. Sei dafür d die Dimension der Potentialfläche
und seien fett gedruckte Kleinbuchstaben Multiindizes:
Basisfunktionen: k = (k1, · · · , kd) , kj = 1, · · · , nbas (4.19)
Gitterpunkte: ηab =
(
ηab1 , · · · , ηabd
)
, ηabj = 1, · · · , nab (4.20)
Dabei ist nbas die Anzahl der linear unabhängigen eindimensionalen Basisfunktionen
bkj ,j mit j = 1, · · · , d und nab ist die Anzahl der ab initio Punkte für jede Dimension.
Die Anzahl der ab initio Punkte kann sich für jede Fläche unterscheiden. Auch eine
unterschiedliche Anzahl an Punkten innerhalb einer Fläche (für verschiedene Koordina-
tenrichtungen) ist mit diesen Verfahren möglich. Auf diese allgemeinere Variante wird
aber aufgrund einer deutlich komplexeren Schreibweise verzichtet. In Abbildung 4.17
wäre beispielsweise d = 2 und nab = 7. Mit ~Q werden die ab initio Punkte mit den
zugehörigen Energien V ( ~Q) bezeichnet.
~Qηab =
(
Qηab1 ,1 , Qηab2 ,2 , · · ·
)
(4.21)
V
(
~Qηab
)
= V
(
Qηab1 ,1 , Qηab2 ,2 , · · ·
)
(4.22)
Die Variablen Qηabj ,j beschreiben die Einträge des Vektors
~Q. Die mehrdimensionalen
Basisfunktionen setzen sich aus einem Produkt eindimensionaler Funktionen zusammen.
bk
(
~Qηab
)
=
d∏
j=1
bkj ,j
(
Qηabj ,j
)
(4.23)
Es gilt nun das nachfolgende Gleichungssystem mit der sogenannten Designmatrix A,
deren Einträge durch Aηabk = bk
(
~Qηab
)
gegeben sind, zu lösen.
A~c = ~V (4.24)
Über die Methode der kleinsten Fehlerquadrate hinaus wird die Definition des Kronecker-
Produkts oder auch direkten Produkts benötigt. Sei dazu ganz allgemein A eine
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(n1 × m1)-Matrix und B eine (n2 × m2)-Matrix. Das Kronecker-Produkt A ⊗ B ist
dann eine Matrix der Dimension n1n2 ×m1m2 und definiert durch:
A⊗B =

A11B . . . A1m1B
...
...
An11B . . . An1m1B
 (4.25)
Es ist assoziativ und vertauscht sowohl mit dem Bilden der Transponierten AT als auch
der Inversen oder allgemeiner Pseudoinversen A+.
(A⊗B)⊗C = A⊗ (B⊗C) (4.26)
(A⊗B)T = AT ⊗BT (4.27)
(A⊗B)+ = A+ ⊗B+ (4.28)
Das Problem beim Lösen des Gleichungssystem 4.24 ist die Dimension der Matrix A.
Die Designmatrix hat die Dimension (nab)d × (nbas)d und ist damit schon für kleine
Beispiele aufwendig zu berechnen und zu invertieren. Aufgrund des Produktansatzes
der Basisfunktionen und des regulären ab initio Gitters muss die Designmatrix aber
auch nicht komplett aufgestellt werden. Sie hat einen gewisse Struktur, die ausgenutzt
werden kann, um die Berechnung sehr effizient zu gestallten. Diese Struktur ist am
besten an einem Beispiel zu erkennen. Für eine zweidimensionale PES mit nbas = 2 und
nab = 2 hat A folgende Form:
b1,1(Q1,1)b1,2(Q1,2) b1,1(Q1,1)b2,2(Q1,2) b2,1(Q1,1)b1,2(Q1,2) b2,1(Q1,1)b2,2(Q1,2)
b1,1(Q1,1)b1,2(Q2,2) b1,1(Q1,1)b2,2(Q2,2) b2,1(Q1,1)b1,2(Q2,2) b2,1(Q1,1)b2,2(Q2,2)
b1,1(Q2,1)b1,2(Q1,2) b1,1(Q2,1)b2,2(Q1,2) b2,1(Q2,1)b1,2(Q1,2) b2,1(Q2,1)b2,2(Q1,2)
b1,1(Q2,1)b1,2(Q2,2) b1,1(Q2,1)b2,2(Q2,2) b2,1(Q2,1)b1,2(Q2,2) b2,1(Q2,1)b2,2(Q2,2)

=
 b1,1(Q1,1) b2,1(Q1,1)
b1,1(Q2,1) b2,1(Q2,1)
⊗
 b1,2(Q1,2) b2,2(Q1,2)
b1,2(Q2,2) b2,2(Q2,2)
 (4.29)
Durch die Definition des Kronecker-Produkts kann die Designmatrix durch zwei wesent-
lich kleinere Matrizen dargestellt werden. Man beachte außerdem, dass die erste Matrix
nur von der ersten Koordinate Q∗,1 abhängt und die zweite Matrix nur von der zweiten
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Koordinate Q∗,2. Diese Zerlegbarkeit der Matrix wird nun ausgenutzt, um aus dem un-
handlichen linearen Gleichungssystem 4.24 einen Matrixgleichung herzuleiten. Für das
benötigte mathematische Theorem werden zwei weitere Definitionen benötigt. Dabei
geht es um das Umsortieren von Matrizen in Vektoren und umgekehrt.
Sei A eine (n × m)-Matrix und ~Ai seien die Spaltenvektoren von A, dann ist vec(A)
definiert durch:
vec(A) =

~A1
~A2
...
~Am
 (4.30)
mat(~v) beschreibt die Umkehrung und wandelt einen Vektor in eine Matrix um. Sei ~v
ein Vektor der Länge n = n1n2, dann ist mat(~v) definiert durch:
mat(~v) =

v1 vn1+1 · · · v(n2−1)n1+1
v2 vn1+2 · · · v(n2−1)n1+2
...
... . . .
...
vn1 v2n1 · · · v(n2−1)n1+n1
 (4.31)
Das nun folgende Theorem für strukturierte Matrix-Gleichungen ist die Schlüsselstelle
dieses Abschnittes und im Buch von Horn und Johnson [65], Lemma 4.3.1 zu, finden.
Theorem: Strukturierte Matrixgleichungen
Sei A eine (n1 ×m1)-Matrix, B eine (n2 ×m2)-Matrix und V eine (n3 ×m3)-Matrix.
Außerdem sei C eine (m2 × n1)-Matrix. Das lineare Gleichungssystem in vec(C) kann
dann in folgende Matrixgleichung umgeformt werden:
(BT ⊗A)vec(C) = vec(V) ⇔ ACB = V (4.32)
Wie bereits gezeigt wurde, hat die Designmatrix und damit Gleichung 4.24 die benö-
tigte Struktur. Diese wird nun ausgenutzt, um das Gleichungssystem umzuformen. Im
Allgemeinen hat die Matrix A die Form:
A =
d⊗
j=1
Aj = A1 ⊗ · · · ⊗Ad (4.33)
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Das lineare Gleichungssystem lässt sich daher schreiben als:
A~c =
d⊗
j=1
Aj~c = ~V (4.34)
Man wähle sich nun einen Parameter ` min 1 ≤ ` ≤ d, der die Struktur von A teilt.
Idealerweise bietet sich für ` ein Wert um oder exakt d
2
an.
(
d−⊗`
j=1
Aj ⊗
d⊗
j=d−`+1
Aj
)
~c = ~V , 1 ≤ ` ≤ d (4.35)
Das entstehende Gleichungssystem kann nun mit dem Theorem für strukturierte Ma-
trixgleichungen umgeschrieben werden.(
d⊗
j=d−`+1
Aj
)
mat(~c)
(
d−⊗`
j=1
ATj
)
= mat
(
~V
)
(4.36)
Durch bilden der Pseudoinversen kann diese Gleichung nach den Koeffizienten aufgelöst
werden.
mat(~c) =
(
d⊗
j=d−`+1
A+j
)
mat
(
~V
)( d−⊗`
j=1
(
A+j
)T) (4.37)
In mat(~c) stehen alle notwendigen Koeffizienten für einen analytische Darstellung des
Potentials:
∑
k
ckbk(q1, · · · , q3N−6) (4.38)
Alle auftretenden Matrizen in Gleichung 4.37 haben eine deutlich kleinere Dimension
als in Gleichung 4.24, beispielsweise hat ⊗d−`j=1
(
A+j
)T die Dimension (nab)d−`× (nbas)d−`.
Der extreme Geschwindigkeitsvorteil wird in Kapitel 5.1 vorgestellt.
Bis zur Dimension d = 4 kann dieser Trick wie dargestellt verwendet werden, für höhere
Dimensionen bietet sich eine rekursive Anwendung an. Die Details für höhere Dimen-
sionen und ein Pseudo-Code wurden in der Publikation [32] veröffentlicht.
Ist eine analytische Darstellung des Potentials einmal bestimmt, so kann die Funktion an
beliebigen Gitterpunkten ausgewertet werden. Damit kann die Darstellung des Poten-
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Abbildung 4.18: Schematische Darstellung der Vorgehensweise zur linearen Appro-
ximation. Links sind jeweils die PES-Flächen mit einzelnen eindimensionalen Schnit-
ten eingezeichnet. Rechts sind die resultierenden Gitter zu den jeweiligen Teilschrit-
ten dargestellt. In rot ist ein intermediäres Gitter gezeigt. Das Resultat ist einen Da-
trstellung des Potentials auf einen äquidistanten feinen Gitter, das wiederum in grün
eingezeichnet ist.
tials an einem beliebigen feinen Gitter bestimmt werden. Eine weitere Möglichkeit das
Potential an dem feinen Gitter zu bestimmen, ist die lineare Approximationsmethode.
Lineare Approximation
Genau wie im vorherigen Abschnitt geht es auch bei der linearen Approximation um das
Bestimmen der Energiewerte an einem feinen Gitter. Hierzu wird allerdings nicht eine
mehrdimensionale analytische Darstellung bestimmt, sondern es werden eindimensionale
Schnitte durch die hochdimensionale PES gemacht. Anhand dieser Schnitte können dann
die Auswertungen am feinen Gitter vorgenommen werden.
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Angenommen es wird das Beispiel aus Abbildung 4.17 betrachtet. Mit einem eindimen-
sionalen Schnitt wird die Approximation entlang einer Koordinate, beispielsweise q1
bezeichnet. In Abbildung 4.18 oben links kann ein solcher eindimensionaler Schnitt er-
kannt werden. Die rote Schnittkurve ist dabei einen Approximation an die blauen ab
initio Punkte. Nachdem die Kurve bestimmt wurde, wird sie an den roten feinen Git-
terpunkten ausgewertet. Wiederholt man diese Vorgehensweise an allen Schnitten, so
ergibt sich ein Gitter, das in die Richtung q1 eine äquidistante Punkteverteilung besitzt
und in die Richtung q2 noch die Verteilung der ab initio Punkte (siehe Abbildung 4.18
oben rechts). Das Verfahren wird für alle Koordinaten wiederholt, bis das resultierende
Gitter eine äquidistante und gleichmäßige Form hat, wie sie in Abbildung 4.18 unten
rechts zu sehen ist.
Die Bildung eindimensionaler Schnitte ist keine echte mehrdimensionale Approximation,
aber eine einfache Möglichkeit schnell die Energien an den feinen Gitterpunkten zu
berechnen. Verglichen werden die beiden Methoden in Kapitel 5.1.
Die beiden Methoden werden für die Berechnungen innerhalb der PES-Generierung häu-
fig benötigt und wurden daher bei Verwendung optimierter Bibliotheken zur Berechnung
von Matrix-Multiplikationen hinsichtlich geringer Rechenzeit implementiert. Sie werden
allerdings nicht nur beim Aufstellen der PES verwendet, denn um Speicherplatz zu spa-
ren, werden im Potfile die ab initio Punkte und Energie gespeichert. Die nachfolgenden
Schwingungsmethoden verwenden aber entweder eine analytische Darstellung des Po-
tentials oder eine Beschreibung auf einem feinen Gitter, denn auf dem groben Gitter
ist die Informationsdichte über das Potential nicht dicht genug. Daher wird bei jeder
Schwingungsrechnung auch eine Approximation der PES benötigt, die durch die mehr-
dimensionale Approximation bei geringer Rechenzeit bestimmt wird.
4.4.3 Iterative Approximation
Der iterative Prozess zur Erzeugung der Differenzflächen (vergleiche l5 im Verlaufsdia-
gramm 4.2) besteht aus zwei Teilen. Zum einen müssen die ab initio Punkte für jeden
Iterationsschritt ausgewählt werden, was bereits in Kapitel 4.4.1 behandelt wurde. Zum
anderen muss es mindestens ein Konvergenzkriterium geben, anhand dessen entschieden
werden kann, wann keine weiteren ab initio Punkte mehr hinzugefügt werden müssen. In
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q2 q1
Abbildung 4.19: Schematische Darstellung des feinen Gitters und äußere Bereiche,
die bei der Berechnung der Konvergenzkriterien vernachlässigt werden und hier in
grau eingezeichnet sind.
diesem Kapitel geht es um zwei dieser Konvergenzkriterien. Die beiden Kriterien berech-
nen sich jeweils aus einer Darstellung der Differenzflächen auf einem feinen Gitter. Da
die Konvergenz für jede Differenzfläche einzeln überprüft wird, werden die Flächenindi-
zes i, j, k, ... (vergleiche Gleichung 2.55) weggelassen. Betrachtet wird eine Fläche der
Dimension d aus dem I-ten Iterationsschritt. Für jede Koordinatenrichtung werden nfine
feine Gitterpunkte gebildet. Es gibt somit insgesamt ndfine feine Punkte. Darüber hin-
aus sei V fine,I eine Darstellung von beispielsweise Vij(qi, qj) (Gleichung 2.57) auf einem
feinen Gitter und V˜ fine,I eine Darstellung von dem groben ab initio Gitter V (ab)(qi, qj).
Der Unterschied ist, ob die Terme niedrigerer Dimension bereits abgezogen wurden oder
nicht. Die Summation über η in den folgenden Definitionen ist eine Summation über
alle feinen Gitterpunkte. Ist das Summenzeichen zusätzlich markiert, das heißt Σ′, so
handelt es sich um eine Summation, bei der die äußeren Gitterpunkte vernachlässigt
werden. Um dies zu verdeutlichen sind in Abbildung 4.19 die Punkte, die vernachlässigt
werden, in grau eingezeichnet. Diese Vernachlässigung der äußeren feinen Gitterpunkte
wurde aus Gründen der Stabilität eingeführt. Das erste Kriterium kann nun formuliert
werden und ist über das Verhältnis zweier Größen τI gegeben:
τI =
1
(nfine − 2)d
∑
η
′ ∣∣V fine,Iη ∣∣ , τI−1τI − 1 ≤ thr1,d (4.39)
Im Wesentlichen wird dabei überprüft, wie stark sich die beiden Darstellungen V fine,I
und V fine,I−1 voneinander unterscheiden. Ändert sich die Fläche durch Hinzufügen neuer
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ab initio Punkte nur noch minimal, so werden die Größen τI und τI−1 nahezu gleich sein.
Mit dem ersten Kriterium wird also gemessen, wie stark sich die Fläche relativ verändert,
wenn neue Punkte hinzugefügt werden. Im Gegensatz dazu soll mit dem zweiten Krite-
rium gemessen werden, wie stark die Koordinaten miteinander gekoppelt sind. Flächen
zu schwach gekoppelten Koordinaten besitzen nämlich verschwindend kleine bis niedrige
Energiewerte. Die Summation im zweiten Kriterium läuft deshalb über die echten ab
initio Energiewerte V˜ fine,I und nicht über die feinen Energiewerte V fine,I , wie bei τI .
τ˜I =
τI
(nfine − 2)d
∑
η
′ ∣∣∣V˜ fine,Iη ∣∣∣ ≤ thr2,d (4.40)
Um sicherzustellen, dass die Fläche nicht doch signifikante Beiträge liefert, wird zusätz-
lich mit τI multipliziert.
Tabelle 4.6: Konvergenzschwel-
lenwerte für die iterative Bestim-
mung einzelner Differenzflächen.
d thr1 thr2
1 0.002 0.0
2 0.005 5·10−7
3 0.010 1·10−6
≥4 0.020 2·10−6
Eine Differenzfläche gilt als konvergiert, wenn sie ei-
nes der beiden Kriterien τI oder τ˜I erfüllt. Speziell
für die Flächen höherer Dimension, d.h. die Dimen-
sionen drei und vier, ist das zweite Kriterium wich-
tig. Nicht selten werden über 70% der vierdimensio-
nalen Flächen nach der ersten oder zweiten Itera-
tion als konvergiert betrachtet. Die standardmäßig
gesetzten Schwellenwerte sind in Tabelle 4.6 zu fin-
den und können für spezielle Anwendungen im Input
verändert werden.
4.4.4 Selektion vernachlässigbarer Flächen
Nachdem alle Differenzflächen durch den iterativen Prozess für eine gegebene Dimen-
sion bestimmt wurden, können durch die Selektion und Vernachlässigung ausgewählter
Flächen die Terme der Mehrmoden-Entwicklung (Gleichung 2.55) für die nächstgrößere
Dimension eingeschränkt werden. Im Verlaufsdiagramm 4.2 ist dieser Abschnitt der Zahll6 zuzuordnen. Bei der Vernachlässigung ist klar, dass nicht alle Differenzflächen gleich
wichtig sind. Beispielsweise werden tief liegende Biegeschwingungen nicht so stark mit
den hoch liegenden CH-Streckschwingungen koppeln, wie CH-Streckschwingungen unter
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Tabelle 4.7: Anzahl der ab initio Punkte für die ersten beiden Iterationen der Flä-
chenbestimmung für verschiedene Dimensionen d der Differenzflächen und Größen an
Molekülen. Damit ist die Anzahl der Gitterpunkt pro Fläche auf 4d festgelegt. Die
Anzahl der Atome in einem Molekül sei N . Bei diesen Zahlen ist keinerlei Symmetrie
berücksichtigt, denn es soll hier lediglich der exponentielle Anstieg der Gesamtanzahl
an Gitterpunkten veranschaulicht werden.
N 1D 2D 3D 4D
6 48 1 056 14 080 126 720
7 60 1 680 29 120 349 440
8 72 2 448 52 224 783 360
sich. Gleichzeitig nimmt auch die Anzahl der benötigten ab initio Punkte zur Bestim-
mung der Flächen exponentiell zu (siehe dazu Tabelle 4.7). Idealerweise sollten somit so
viele Flächen wie möglich vernachlässigt werden, um die benötigten Rechenzeiten klein
zu halten, jedoch muss noch eine ausreichende Repräsentierung der Physik gewährleistet
sein. Die Einschränkung der Mehrmoden-Entwicklung, die vorgenommen wird, entsteht
durch das Entfernen von Differenzflächen aus der Entwicklung. Entfernt werden können
allerdings nur Beiträge, die einen sehr geringen Einfluss haben, d.h. Differenzflächen,
deren Energiebeiträge nahezu Null sind. Ein entscheidender Faktor dafür ist, wie schon
angesprochen, wie stark einzelne Koordinaten miteinander gekoppelt sind. Dafür werden
hier zwei Kriterien vorgestellt, die auf heuristischen Ansätzen beruhen und empirisch so-
lange verändert wurden, bis die Resultate überzeugend waren. Permutationssymmetrie
wird dabei implizit berücksichtigt, da gleiche Flächen auch gleich Kenngrößen zugeord-
net bekommen.
Bei der ersten Vorgehensweise wird eine Aussage über die Wichtigkeit einer Differenz-
fläche getroffen, bevor auch nur ein einziger ab initio Punkt für diese Fläche gerechnet
wird. Die Entscheidungsgrundlage besteht deshalb aus allen zugehörigen Differenzflä-
chen niedrigerer Dimension. Damit sind alle Flächen gemeint, die bei der Bestimmung
der Differenzfläche benötigt werden. Beispielsweise soll die Fläche V fineijk untersucht wer-
den, dann spielen die Flächen V fineij , V fineik , V finejk und V finei , V finej , V finek eine wichtige Rolle.
Für alle zugehörigen Flächen wird die skalierte euklidische Norm Vi1,··· ,id der Fläche mit
den Flächenindizes i1, · · · , id bestimmt:
Vi1,··· ,id =
1
ndfine
∥∥V finei1,··· ,id∥∥ (4.41)
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Das Kriterium, anhand dessen entschieden wird, ob V fineijk berechnet werden soll oder
nicht, ist:
Vi,j
Vi + Vj ·
Vi,k
Vi + Vk ·
Vj,k
Vj + Vk ·
1
λiλjλk
≤ thrskip1,3 (4.42)
Mit λi wird dabei die harmonische Frequenz zur Koordinate i bezeichnet. Der Schwell-
wert thrskip1,d ist der erste von zwei Schwellwerten und hat einen zusätzlichen Index für
die verschiedenen Dimensionen. Die Fläche V fineijk wird also genau dann vernachlässigt,
wenn eine der zweidimensionalen Flächen relativ zu den darunter liegenden eindimen-
sionalen Flächen verschwindend klein ist. Das ist immer genau dann der Fall, wenn zwei
Koordinaten voneinander entkoppelt sind. Im Allgemeinen wird eine Fläche also aus-
sortiert, wenn eine der darunter liegenden Kombinationen sehr geringe Beiträge liefert.
Die Idee für dieses Kriterium stützt sich auf der Definition der Differenzflächen, des-
wegen wird durch die Summe der niedriger dimensionalen Differenzflächen geteilt. Eine
zusätzliche Skalierung mit den harmonischen Frequenzen brachte weitere Verbesserung,
da die wichtigen, hoch liegenden CH-Streckschwingungen zusätzlich gewichtet werden.
Innerhalb dieser Arbeit wurden über diesen Ansatz hinaus mehrerer andere Kriterien
angetestet, wobei sich das präsentierte Kriterium als das zuverlässigste erwies.
Für die Verallgemeinerung des Konzepts wird weitere Notation benötigt. Es sei, wie
bereits definiert, i ein Flächenindexvektor der Länge d. Weiter sei A die Menge aller
Teilindexvektoren, die für die Bestimmung einer Differenzfläche wichtig sind. Beispiels-
weise wäre für i = (i1, i2, i3) die Menge A gegeben durch:
A = {(i1, i2); (i1, i3); (i2, i3); (i1); (i2); (i3)} (4.43)
= {(i1, i2); (i1, i3); (i2, i3)} ∪ {(i1); (i2); (i3)} (4.44)
= A2 ∪ A1 (4.45)
Die Menge A zerfällt stets in disjunkte Teilmenge von Indizes verschiedener Länge, hier
die Indexmenge der zweidimensionalen Indizes A2 und der eindimensionalen A1. Mit
dieser Definition kann das Kriterium aus Gleichung 4.42 verallgemeinert werden. ∏
j∈Ad−1
Vj
d−2∑
d′=1
∑
k∈Ad′
Vk
 ∏
α∈{i1,··· ,id}
1
λα
≤ thrskip1,d (4.46)
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Diese Vorhersagen stützen sich somit völlig auf die Differenzflächen niedrigerer Dimen-
sion. Als Motivation diente die Tatsache, dass wenn, wie im obigen Beispiel, alle zwei-
dimensionalen Differenzflächen eine kleine skalierte Norm haben, sie alle untereinander
schwach gekoppelt sind. Die dreidimensionale Differenzfläche der entsprechenden Kom-
bination enthält nur Auslenkungen entlang der Koordinaten, von denen bekannt ist,
dass sie paarweise nur schwach gekoppelt sind. Als Resultat wird im Allgemeinen die
dreidimensionale Fläche ebenfalls nur schwach gekoppelt sein. Es ist allerdings zu be-
achten, dass dies in Ausnahmefällen nicht zwingend der Fall sein muss. Beispielsweise
könnte eine dreidimensionale Fläche am Rand durch eine andere elektronische Fläche
beeinflusst werden, die keinen Einfluss auf die niedriger dimensionalen Flächen hat. In
einem solchen Szenario würde die dreidimensionale Fläche plötzlich am Rand ansteigen
oder abfallen und das Kriterium würde versagen.
Den Einfluss auf die Schwingungsrechnungen und Effizienz werden in Kapitel 5.4 dar-
gestellt. Der Vorteil dieser Vorgehensweise ist, dass sie ohne erhöhten Rechenaufwand
realisiert werden kann und im Allgemeinen sehr gute Ergebnisse liefert. Der Nachteil ist,
dass sie zum einen, wie es oben beschrieben ist, versagen kann und zum anderen nur
Aussagen anhand der niedriger dimensionalen Flächen treffen kann. Es könnte aber auch
der Fall sein, dass eine dreidimensionale Fläche vernachlässigt werden kann, obwohl die
zweidimensionalen Flächen noch einen signifikanten Beitrag liefern. Um genau diesen
Nachteilen entgegenzuwirken, wurde eine zweite Vorgehensweise implementiert.
Die zweite Vorgehensweise verfolgt den Ansatz, die Flächen der nächst höheren Dimen-
sion anzutesten. Antesten bedeutet, dass ab initio Punkte auf der Fläche berechnet
werden, anhand derer der Energiebeitrag bestimmt werden kann. Die verwendete Elek-
tronenstrukturmethode kann dafür vom Benutzer frei gewählt werden. Es bietet sich
aber eine einfache und schnelle Methode an. Sehr gute Ergebnisse konnten beispiels-
weise durch semiempirische Rechnungen (AM1 [66]) erzielt werden (siehe Kapitel 5.4).
Bestimmt werden dazu alle Flächen V (ab) durch den ersten Iterationsschritt. Die Ge-
samtbreite des Intervalls zu Koordinate i sei dabei Li. Ob die Fläche V (ab) zugehörig zu
V
(ab) wichtig ist oder nicht, wird durch folgendes Kriterium entschieden:
1
2d
∑
η
∣∣∣V (ab)i1···id,η∣∣∣ ∏
α∈{i1,··· ,id}
L1
Lα
≤ thrskip2,d (4.47)
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Dabei ist 2d die Anzahl der Gitterpunkte, da im ersten Iterationsschritt nur zwei Punkte
pro Dimension gesetzt werden. Mit dem zusätzlichen Produktterm werden die hoch lie-
genden Schwingungen, die besonders wichtig sind, zusätzlich gewichtet. Dies liegt daran,
dass im Allgemeinen die niedrigsten Schwingungen die größten Auslenkungen der Koor-
dinaten besitzen und damit das größte L. Angemerkt sei hier, dass alle Schwingungsfre-
quenzen immer der Größe nach sortiert werden. Details zur Wahl der Auslenkung sind
in Kapitel 4.5.1 zu finden.
Zusammenfassend existieren somit zwei unabhängige, empirische Kriterien, wobei das
erste völlig auf vorhergehenden Differenzflächen basiert und damit ohne größere Rechen-
zeit realisierbar ist. Im zweiten Verfahren werden die Flächen durch schnelle Methoden
angetestet und damit wird entschieden, ob die Fläche vernachlässigt werden kann. Bei
beiden Methoden ist aber stets darauf zu achten, dass, wenn ein Term Vijk aus der Ent-
wicklung entfernt wurde, es keine Terme der Form Vijk` mehr geben kann, da zu deren
Bestimmung ein Term fehlen würde. Die Schwellenwerte für die beiden Kriterien werden
in Kapitel 5.4 bestimmt. Außerdem gibt es dort einige Tests zur Wirksamkeit und zur
Verlässlichkeit der Methoden.
4.5 Weitere Optimierungen und Verfeinerungen
Im letzten Kapitel zu den optimierten und entwickelten Methoden werden Ansätze und
Vorgehensweisen angesprochen, die nur geringfügig optimiert und verallgemeinert wur-
den. Trotzdem sind sie sehr wichtig bei der Bestimmung einer Potentialenergiefläche und
für das Verständnis nachfolgender Kapitel. Zuerst wird das Skalieren und Verschieben
angesprochen, womit der Approximationsbereich festgelegt wird, indem es die PES zu
bestimmen gilt. Anschließend wird der Multi-Level-Ansatz erläutert, durch den auch
PES für größere Moleküle effizient und qualitativ hochwertig bestimmt werden können.
Zum Schluss wird außerdem betrachtet, wie mit der vorgestellten Vorgehensweise ein
Potential in der Form eines quartischen Kraftfelds bestimmt werden kann.
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4.5.1 Skalieren und Verschieben
Im Kapitel 4.4.1 wurde die Punkteverteilung zur Bestimmung der PES vorgestellt. Ein
essentieller Sachverhalt, nämlich die Auswahl der ab initio Punkte der ersten Iteration,
das heißt der Randpunkte, wurde allerdings nicht angesprochen. Wie diese Randpunkte
gewählt werden, ist das Thema dieses Unterkapitels. Es handelt sich dabei um einen
iterativen Schritt, bei dem das Potential bei Bedarf verschoben oder skaliert wird. Diese
Verschiebungen und Skalierung sollen dafür sorgen, dass die VSCF-Modals möglichst
gut durch das Potential beschrieben werden, damit sie eine gute Basis für nachfolgende
Schwingungskorrelationsrechnungen liefern. Verschiebungen der PES sind dann notwen-
dig, wenn die eindimensionale Fläche stark anharmonisch ist. In diesen Fällen steigt das
Potential auf der einen Seite stark an und auf der anderen Seite steigt es nur langsam an.
Die beiden äußeren Randpunkte sollten in diesem Fall nicht den gleichen Abstand zur
Gleichgewichtsgeometrie haben, denn dann wäre die eine Seite des Potentials sehr hoch
und die andere sehr niedrig, was zu Problemen bei der Bestimmung der VSCF-Modals
führen wird. Durch eine Verschiebung der äußeren Punkte wird somit stets gewährleis-
tet, dass die Potentialwände etwa gleich hoch sind. Eine zusätzliche Skalierung wird
dann vorgenommen, wenn die Potentialwände zu niedrig oder zu hoch sind. Sind sie
zu niedrig, dann versagt das VSCF-Verfahren und die hoch angeregten Modals werden
physikalisch nicht mehr richtig vom Potential beschrieben, was zu einer schlechten Basis
für die Korrelationsrechnung führt. Im Gegensatz dazu werden bei zu hohen Potential-
wänden eventuell mehr Punkte als nötig berechnet und die Approximation der PES kann
an Genauigkeit verlieren. Eine ausgeglichene Form der eindimensionalen Flächen ist also
vor allem für die nachfolgenden Schwingungsrechnungen von besonderer Wichtigkeit. Im
Verlaufsdiagramm 4.2 ist dieses Unterkapitel dem Punkt l7 zuzuordnen.
Wahl der Randpunkte
Jeder iterative Prozess beginnt mit einem Anfangswert. Dafür werden als Orientierung
die Nullstellen der harmonischen Oszillatorfunktionen, die durch die skalierten Nullstel-
len der Hermite-Polynome gegeben sind, verwendet. Genauer wird als Anhaltspunkt die
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betragsmäßig größte Nullstelle xzero des Hermite-Polynoms vom Grad nfine betrachtet.
Als anfängliche Werte werden die Randpunkte wie folgt gewählt:
qmaxi = 1.65 ·
xzero
3
√|λi| , qmini = −qmaxi (4.48)
Für den Skalierungsfaktor zur Nullstelle hätte man eventuell die quadratische Wurzel
der harmonischen Frequenz λi erwartet, allerdings hat sich die angegebene Darstellung
in Verbindung mit dem empirischen Parameter 1.65 über jahrelange Anpassung als deut-
lich besser erwiesen [67]. Diese anfänglichen Randpunkte sind für symmetrische Potentiale
sehr oft so gut, dass der iterative Prozess bereits hier beendet ist.
Die Kriterien zum Abbruch des Prozesses zur Berechnung der Randpunkte, wie auch
zur Entscheidung ob die Randpunkte verschoben oder skaliert werden sollen, werden
im Folgenden dargestellt. Dabei wird auch darauf eingegangen, wie das in dieser Arbeit
angepasste neue Kriterium zur Skalierung, das alte Skalierungskriterium verbessert.
Verschiebung der Randpunkte
Nachdem für die ersten gesetzten ab initio Punkte die Energiewerte berechnet wurden,
wird aus ihnen und der Referenz ein harmonisches eindimensionales Potential bestimmt.
Mit diesem Potential wird eine VSCF-Rechnung durchgeführt. Diese VSCF-Rechnung
muss nicht iterativ gelöst werden, da es keinen effektiven Potentialterm gibt. Als Re-
sultat ergeben sich alle VSCF-Modals, wobei das erste Modal ϕ1i verwendet wird, um
zu entscheiden, ob die Randpunkte verschoben werden müssen oder nicht. In Abbil-
dung 4.20 ist das erste Modal in blau eingezeichnet. Dort ist außerdem ein Potential
dargestellt, dessen Potentialränder unterschiedlich hohe Energiewerte besitzen. Ob die
Potentialfläche verschoben werden muss oder nicht, wird anhand des ersten Modals ent-
schieden. Falls das Quadrate der Wellenfunktionen ϕ1i an dem Randpunkt qmini größer
ist als an dem Randpunkt qmaxi (
ϕ1i
(
qmini
))2
>
(
ϕ1i (q
max
i )
)2 (4.49)
so muss die Fläche nach links verschoben werden, das heißt qmini bzw. qmaxi werden klei-
ner. Eine Verschiebung nach rechts wird entsprechend vorgenommen, wenn(
ϕ1i
(
qmini
))2
<
(
ϕ1i (q
max
i )
)2 (4.50)
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q1
qmin1 q
max
1
ϕ01
ϕ11
ϕ21
ϕ31
ϕ41
Abbildung 4.20: Verschiedene VSCF-Modals in einem anharmonischen eindime-
nionalen Potential. Der gestrichelte Bereich beschreibt den Extrapolationsbereich des
Potentials. In Rot und Blau sind die für die Verschiebung und Skalierung wichtigen
Modals eingezeichnet (levex = 4). In grün ist zusätzlich das Quadrat des Modals ϕ41
und die darunter liegende Fläche eingezeichnet. Bei einem optimalen Potential sind
beide Ränder etwa gleich hoch und das höchste betrachtete Modal liegt vollständig
im Interpolationsbereich. Der Bereich muss somit etwas nach links verschoben und
skaliert werden, womit qmin1 und qmax1 betragsmäßig vergrößert werden.
gilt. Die äußeren ab initio Punkte werden bei Bedarf immer um einen feinen Gitterpunkt
verschoben. Diese Verschiebungen werden genau dann abgebrochen, wenn erstmals ver-
sucht wird in die entgegengesetzte Richtung zurück zu verschieben.
Skalierung der Randpunkte
Die Skalierung der Randpunkte soll sicherstellen, dass alle VSCF-Modals, die für nach-
folgende Korrelationsrechnung benötigt werden, gut beschrieben werden. Sollen also bei-
spielsweise für eine nachfolgende VCI-Rechnung alle VSCF-Modals bis zu einem Anre-
gungsgrad von levex = 4 berücksichtigt werden, so sollte das Potential auch hoch genug
sein, um diese Modals richtig beschreiben zu können. Durch die sogenannte Skalierung
der Randpunkte wird die Gesamtlänge des Approximationsbereichs vergrößert oder ver-
kleinert, das heißt, dass im wesentlichen der empirische Skalierungsfaktor 1.65 (vergleiche
Gleichung 4.48) angepasst wird. Ob der Approximationsbereich verändert werden muss
oder nicht, wird an den höchsten, später benötigten VSCF-Modals ϕlevexi festgelegt.
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Mit dem ursprüngliche Kriterium wurde über die Funktionswerte des höchsten Modals
ϕlevexi an den Randpunkten entschieden, ob skaliert werden musste oder nicht. War die
Funktion bereits zu weit abgeklungen
(
ϕlevexi
(
qmin;maxi
))2
≤ 10−4 , (4.51)
so wurde der Skalierungsfaktor verkleinert. Dies soll verhindern, dass das Potential in
einem Bereich beschrieben wird, der nicht benötigt wird. Waren die Funktionswerte
hingegen noch zu groß
10−2 ≤
(
ϕlevexi
(
qmin;maxi
))2
, (4.52)
dann war der Approximationsbereich zu klein gewählt und der Skalierungsfaktor musste
erhöht werden. Für einen gut bestimmten Skalierungsfaktor mussten die Funktionswerte
der Modals ϕlevexi also folgende Ungleichungen erfüllen:
10−4 ≤
(
ϕlevexi
(
qmin;maxi
))2
≤ 10−2 (4.53)
Diese Kriterium hat aber eine Schwachstelle, die in Abbildung 4.20 zu sehen ist. Liegt
einer der Randpunkt nahe an einer Nullstelle des Modals ϕlevexi , so kann das Kriterium
aus Gleichung 4.53 erfüllt sein, obwohl ein großer Teil des Modals im Extrapolations-
bereich des Potentials liegt. Um solche Fälle auszuschließen, wurde das Kriterium zur
Skalierung der Randpunkte innerhalb dieser Arbeit modifiziert. In Abbildung 4.20 ist
bereits die Grundidee zu erkennen. Für das höchste Modal ϕlevexi wird zusätzlich zu den
Funktionswerten das nachfolgende Integral bestimmt.∫ qmaxi
qmini
(
ϕlevexi
)2
dqi (4.54)
Da die VSCF-Modal normiert sind, ist dieses Integral im Grenzfall (
∫∞
−∞ · · · ) gleich
Eins. Weicht das Integral aus Gleichung 4.54 um mehr als 3% von Eins ab, so muss
der Approximationsbereich vergrößert werden. Letztendlich müssen also für einen guten
Skalierungsfaktor die beiden folgenden Bedingungen erfüllt sein.
10−4 ≤
(
ϕlevexi
(
qmin;maxi
))2
und
∫ qmaxi
qmini
(
ϕlevexi
)2
dqi ≥ 0.97 (4.55)
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Das Problem, dass einer der Randpunkte nahe einer Nullstelle liegt, konnte damit gelöst
werden. Außerdem ist das neue Kriterium für hohe Anregungsgrade levex deutlich
zuverlässiger, da über das Integral aus Gleichung 4.54 besser entschieden werden kann,
ob die gesamte Wellenfunktion im Interpolationsbereich liegt.
Zusammenfassend wird somit eine nicht-dynamische Verteilung der ab initio Punkte
verwendet, trotzdem wird der physikalisch sinnvolle Bereich dynamisch bestimmt. Beide
Vorgehensweisen zusammen ergeben ein einfaches und schnelles Verfahren zur Festlegung
der ab initio Punkte. Für die höher dimensionalen Differenzflächen werden dann die
Randpunkte der eindimensionalen Flächen verwendet. Dies muss so gewählt werden,
dass sonst die Differenzflächen nicht konsistent bestimmt werden können, denn diese
beruhen auf Flächen niedrigerer Dimensionen (vergleiche Gleichung 2.55).
4.5.2 Multi-Level-Ansatz
Wie in einigen vorangegangenen Kapiteln geht es auch hier um die Beschleunigung der
Potentialenergieflächenerzeugung bei nahezu gleichbleibender Qualität. Im Kapitel zur
Symmetrie 4.3 war die Grundidee, dass zu äquivalenten ausgelenkten Molekülstruktu-
ren möglichst nur einmal eine Energie berechnet wird. Gegensätzlich dazu wurde in Ka-
pitel 4.4.4 untersucht, welche Differenzflächen komplett vernachlässigt werden können,
ohne signifikant an Genauigkeit zu verlieren. Der Multilevel-Ansatz [68] verfolgt einen
Zwischenweg, bei dem ausgenutzt wird, dass Flächen hoher Dimension weniger wichtig
sind wie Flächen niedriger Dimension, was an der Wahl der Koordinaten liegt (ver-
gleiche Kapitel 2.2.3) und der Konvergenz der Mehrmoden-Entwicklung. Die Grundidee
besteht darin, für die verschiedenen Entwicklungsterme der Mehrmoden-Entwicklung
unterschiedliche Elektronenstrukturmethoden zu verwenden. Für die niedrigen Dimen-
sionen eins und zwei sollten sehr hoch korrelierte Elektronenstrukturmethoden mit er-
weiterten Basissätzen verwendet werden. Steigt durch die höherdimensionalen Flächen
dann die Anzahl der ab initio Punkte exponentiell an, wie es in Tabelle 4.7 zu sehen
ist, so sollte auf weniger aufwendige Methoden mit kleineren Basissätzen gesetzt wer-
den, um diesen Anstieg zu kompensieren. Der Multilevel-Ansatz führt zu signifikanten
Zeitersparnissen bei kleinen Abweichungen in den Schwingungsfrequenzen, sofern die
Methoden und die Koordinaten geeignet gewählt wurden. [68,69]
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Für die Berechnung hochgenauer anharmonischer Schwingungsfrequenzen haben sich
zwei Ansätze für die Erstellung der PES besonders etabliert. Ansatz A wird verwendet,
um besonders gute Ergebnisse in den Schwingungsrechnungen zu erzielen. Bis zur vier-
ten Dimension werden dafür explizit korrelierte Coupled-Cluster-Methoden (CC) [70] mit
störungstheoretischen Dreifachanregungen verwendet.
Multilevel-Ansatz A
1D + 2D CCSD(T)-F12/cc-pVTZ-F12
3D + 4D CCSD(T)-F12/cc-pVDZ-F12
Die Methoden unterscheiden sich nur in der Größe des verwendeten Basissatzes, wobei
dieser für die drei- und vierdimensionalen Differenzflächen auf double-ζ Qualität her-
abgesetzt wird. Ein Herabsetzen des Basissatzes beschleunigt die einzelnen Elektronen-
strukturrechnungen enorm. Dieser Ansatz wurde sowohl für das Nitrosamin (Kapitel 5.6)
als auch für das Diboran (Kapitel 5.7) verwendet und liefert exzellente Ergebnisse. [67]
Bei dem zweiten Ansatz B steht nicht allein die Qualität im Vordergrund, sondern ein
gutes Verhältnis aus Qualität und Rechenzeit. Es ist somit ein Ansatz, der besonders
schnell ein gutes Ergebnis liefert.
Multilevel-Ansatz B
1D + 2D CCSD(T)-F12/cc-pVTZ-F12
3D DCSD-F12/cc-pVDZ-F12
4D MP2/cc-pVDZ
Auf die besonderes gute Qualität der ein- und zweidimensionalen Flächen wird auch hier
nicht verzichtet und deshalb werden die gleichen Methoden wie beim Ansatz A verwen-
det. Die dreidimensionalen Terme werden dann mit der Methode von Kats und Manby [71]
auf einer kleineren Basis berechnet. Bei der Distinguishable-Cluster-Methode (DC) han-
delt es sich um eine CC-Variante, die bei nahezu gleicher Rechenzeit oft deutlich bessere
Ergebnisse als eine normale CCSD-Rechnung liefert. [72] Die vierdimensionalen Terme
werden schließlich noch mit der Møller-Plesset Methode [73] zweiter Ordnung (MP2) be-
rechnet. Durch die zusätzliche Wahl einer kleinen Basis können damit auch für größere
Moleküle effizient vierdimensionale Flächen berechnet werden. Die durchaus sehr guten
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Ergebnisse, die mit diesem Ansatz erzielt werden, werden unter anderem in Kapitel 5.5
vorgestellt.
Der in dieser Arbeit entwickelte und völlig verallgemeinerte Ansatz erlaubt es beliebi-
ge Elektronenstrukturmethoden zu kombinieren. So kann für jeden beliebigen Verwen-
dungszweck ein eigenes Schema ausgearbeitet und verwendet werden und es können
sowohl qualitative als auch quantitative Potentiale berechnet werden. Bei der Verwen-
dung des Multilevel-Schematas ist allerdings darauf zu achten, dass wenn zum Beispiel
der Ansatz A verwendet wird, die ein- und zweidimensionalen Terme für die kleinere
double-ζ Basis zusätzlich bestimmt werden müssen. Diese ein- und zweidimensionalen
Terme werden für die Berechnung der Differenzflächen benötigt. Für die niedrigen Di-
mensionen bedeutet dies also einen Mehraufwand. Die Zeitersparnis bei den höheren Di-
mensionen ist allerdings um Größenordnungen höher, sodass diese Doppeltberechnung
der niedrigen Dimensionen bezüglich der Rechenzeit vernachlässigt werden kann. Bei
der Implementierung wurde neben der völligen Verallgemeinerung auch darauf geachtet,
dass Zwischengrößen verwendet werden können. Wird zum Beispiel der Ansatz
1D CCSD/cc-pVDZ
2D MP2/cc-pVDZ
verwendet, so können die MP2-Energien als Zwischengröße aus den CCSD-Rechnungen
ausgelesen werden. Dadurch entsteht kein Mehraufwand für die erste Dimension.
Der Multilevel-Ansatz ist nach der iterativen Vorgehensweise zur Flächenbestimmung
der wohl wichtigste Aspekt, wenn es um einen effiziente Berechnung einer Potentialener-
giefläche geht. Denn der exponentielle Anstieg an ab initio Punkten kann zwar nicht
verhindert werden, aber durch den Wechsel zu einfacheren und schnelleren ab initio Me-
thoden kann zumindest der exponentielle Anstieg der Rechenzeit verhindert werden. Bei
der richtigen Wahl der Methoden kann dies sogar ohne deutlichen Verlust an Genauigkeit
durchgeführt werden.
4.5.3 Quartisches Kraftfeld
Mit allen bisher vorgestellten Methoden können PES in einer Mehrmoden-Entwicklung
berechnet werden. Dazu werden die Differenzflächen anhand relativ weit ausgelenkter ab
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Tabelle 4.8: Vergleich der Auslenkungen [amu1/2bohr] für eine Mehrmoden-
Entwicklung und ein quartisches Kraftfeld am Beispiel des Wassermoleküls. Es sind
jeweils der Auslenkungskoeffizienten qmin,maxi für die kleinste und größte Auslenkung
für alle drei Koordinaten eingetragen.
Koordinate Mehrmoden-Entwicklung Quartisches Kraftfeld
i qmini q
max
i q
min
i q
max
i
1 −34.03 44.51 −5.23 5.23
2 −37.70 21.83 −3.96 3.96
3 −27.99 27.99 −3.92 3.92
initio Punkte bestimmt. Für den elektronischen Grundzustand ist dies meist problemlos
durchführbar. Anders verhält es sich allerdings bei elektronisch angeregten Zuständen,
denn dort kann man durch große Auslenkungen in Multireferenzbereiche gelangen, die zu
Konvergenzproblemen innerhalb der Single-Referenz Elektronenstrukturmethoden füh-
ren können. Um dies zu umgehen wird das Potential in einer anderen Entwicklung dar-
gestellt. Eine häufig verwendete Darstellung ist das semi quartische Kraftfeld (QFF),
bei dem es sich um eine eingeschränkte Taylorentwicklung handelt.
V (q1, · · · , q3N−6) = 1
2
3N−6∑
i
fii q
2
i +
1
6
3N−6∑
ijk
fijk qiqjqk +
1
24
3N−6∑
ij
fiijj q
2
i q
2
j (4.56)
In der Entwicklung werden nur die Terme q2i , q3i , q2i qj, qiqjqk, q4i und q2i q2j berücksich-
tigt. Die Koeffizienten fij··· werden, wie bei der Taylorentwicklung, durch Ableitungen
bestimmt. Beispielsweise ist
fiij =
∂3V
∂q2i ∂qj
. (4.57)
Zur numerischen Bestimmung von Ableitungen werden nur kleine Auslenkungen benö-
tigt, wodurch die Multireferenz-Probleme umgangen werden. Die Potentialenergiefläche
wird durch die Verwendung eines QFF allerdings auch nur in einem kleinen Bereich nahe
des Entwicklungspunktes gut beschrieben.
Zu beachten ist allerdings, dass ein QFF im Allgemeinen schlechtere Ergebnisse liefern
wird als eine Schwingungsrechnung basierend auf einer Mehrmoden-Entwicklung. Nichts-
destotrotz sind QFFs vor allem dann wichtig, wenn elektronisch angeregte Zustände für
vibronische Übergänge betrachtet werden. Zum Beispiel kann bei der Betrachtung von
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0
QFF-Punktverteilung fu¨r 7-Punkteschema
3 32 21 1
Abbildung 4.21: Systematik der Punkteverteilung für eine Potentialenergiefläche
in Form eines quartischen Kraftfeldes. Bei diesem Beispiel einer 7-Punkte-Formel
zur Bestimmung von Ableitungen müssen drei Iterationsschritte durchlaufen werden.
Außerdem müssen bis zu dreifach gekoppelte Terme bestimmt werden.
Photoelektronennspektren, die Fläche des angeregten elektronischen Zustandes als QFF
dargestellt werden. [7]
In diesem Abschnitt soll es darum gehen, wie mit der entwickelten Software sehr einfach
ein QFF erzeugt werden kann. Die Ableitungen werden dazu numerisch unter Ausnut-
zung voller Symmetrie bestimmt. Im Kapitel 4.1 wurde gezeigt, wie diese Ableitungen
durch ein Interpolationspolynom bestimmt werden können. Um die benötigten ab initio
Punkte berechnen zu können, muss lediglich die Punkteverteilung aus Kapitel 4.4.1 an-
gepasst werden. Sollen die Ableitungen und damit die Koeffizienten fij··· beispielsweise
besonders gut durch eine 7-Punkte-Formel bestimmt werden, so muss das Punktesche-
ma, wie in Abbildung 4.21 zu sehen ist, angepasst werden. In diesem Falle handelt es
sich um eine äquidistantes Punkteverteilung. Die äußeren Punkte und damit indirekt
auch die Schrittweite in dem Schema aus Abbildung 4.21 werden durch den empiri-
schen Skalierungsfaktor (vergleiche 4.48) von 0.33 gesetzt. Es bleibt anschließende nur
eine mehrdimensionale Interpolation (vergleiche Kapitel 4.4.2) durchzuführen, womit die
Koeffizienten bestimmt sind.
Die sehr einfache Umsetzbarkeit ist nur deshalb möglich, weil der gesamte Programmco-
de modular und flexibel innerhalb dieser Arbeit implementiert wurde. Kleine Änderun-
gen, wie die des Punkteschemas, können dann dazu verwendet werden komplett neue
Darstellungen schnell zu verwenden oder zu testen.
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Dieses Kapitel dient zur Verifizierung der Funktionalität und Leistungsfähigkeit der
entwickelten Methoden und des implementierten Programmcodes. Im ersten Unterkapi-
tel 5.1 wird auf die verschiedenen Approximationsmethoden aus Kapitel 4.4.2 eingegan-
gen. Dabei gibt es zwei Anwendungen und zwar die Erzeugung feiner Gitterpunkte und
die Erzeugung einer analytischen Darstellung der Potentialenergiefläche (PES). Neben
der reinen Funktionalität wird auch auf die Performance und Stabilität der Appro-
ximationsmethoden eingegangen. Nach einem kurzen Unterkapitel zur Parallelisierung
(Kapitel 5.2) befasst sich dieses Kapitel weiter mit der Beschleunigung der Flächengene-
rierung unter Berücksichtigung verschiedener Koordinatensysteme. Im Unterkapitel 5.3
wird gezeigt, wie die Ausnutzung der Symmetrie die Flächengenerierung beschleunigt,
ohne dass zusätzliche Fehler entstehen oder Potentialterme eingeschränkt werden müs-
sen. Über den Beschleunigungsaspekt hinaus werden verschiedene Koordinatensysteme
unter dem Symmetrieaspekt untersucht. Das nachfolgende Unterkapitel 5.4 befasst sich
mit dem Einfluss auf die Schwingungsenergien bei der Vernachlässigung von ausgewähl-
ten Flächen aus der Potentialentwicklung. Die Betrachtungen werden ebenfalls mit un-
terschiedlichen Koordinatensystemen durchgeführt. Eine Zusammenfassung der Verglei-
che zu den unterschiedlichen Koordinatensystemen wird im Unterkapitel 5.5 gemacht.
Dort wird außerdem die Thematik verschiedener Koordinatensysteme bei der Flächen-
generierung in den Kontext aktueller Diskussionen über ein ideales Koordinatensystem
gesetzt. In den beiden letzten Kapiteln 5.6 und 5.7 werden zwei Anwendungsbeispiele
untersucht. Das einfachste der Nitrosamine H2NNO ist durch sein flach ausgebildetes
Doppelminimum ein ausgezeichnetes Testsystem und eine Herausforderung für die ent-
wickelte Software. Im Diboran B2H6 sind überbrückenden Wasserstoffe zu finden, für
die voraussichtlich hohe Kopplungsterme benötigt werden. Darüber hinaus bildet das
Diboran die Grundlage für einen Reihe höherer Borane, die in zukünftigen Arbeiten
untersucht werden sollen.
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5.1 Approximationsmethoden und Basisfunktionen
Die unterschiedlichen Approximationsmethoden (Kapitel 4.4.2) sind ein essentieller Be-
standteil der Werkzeuge zur Potentialenergieflächenerzeugung. Sie finden an zwei Stellen
ihre Anwendung. Einerseits muss die PES für den iterativen Aufbau der Differenzflächen
an feinen Gitterpunkten ausgewertet werden. Für die Erzeugung feiner Gitterpunkte
stehen drei Methoden zur Verfügung. Diese Methoden sind die mehrdimensionale Ap-
proximationen unter und ohne Berücksichtigung der Kronecker-Produktstruktur und die
lineare Approximation (siehe Kapitel 4.4.2). Andererseits ist es für die Schwingungsfre-
quenzrechnungen vorteilhaft, die PES in einer analytischen Form darzustellen. Dafür
muss eine der beiden mehrdimensionalen Approximationsmethoden verwendet werden.
Bevor der Programmcode erweitert wurde, stand für die Erzeugung der feinen Gitter-
punkte die lineare Approximation zur Verfügung und für die Erzeugung der analytischen
Darstellung die mehrdimensionale Approximation ohne Ausnutzung der Struktur. Dabei
gab es ursprünglich folgende Probleme. Es war unklar, wie gut die lineare Approxima-
tion höher dimensionale Flächen beschreibt, denn die eindimensionalen Schnitte dieser
Methode können nur bedingt mehrdimensionale Effekte erfassen. Trotzdem war diese
Vorgehensweise notwendig, denn die mehrdimensionale Approximation der höherdimen-
sionalen Flächen führte unter Verwendung einer Polynombasis zu großen numerischen
Fehlern. Aus diesem Grund konnte diese ursprüngliche Implementierung der mehrdi-
mensionalen Approximation nicht verwendet werden, um die feinen Gitterpunkte zu
erzeugen. Denn durch die großen numerischen Fehler, würden die Flächen nicht konver-
gieren. Eine Lösung dieser Problematik wurde in der Verwendung lokaler Basisfunktio-
nen, wie B-Splines und verteilten Gaußfunktionen (siehe Kapitel 2.3.1) vermutet. Diese
haben, wenn es um das Invertieren der Designmatrix A (Gleichung 4.24) geht, wesent-
lich bessere Eigenschaften durch ihren lokalen und quasilokalen Definitionsbereich und
ihre Normierung [30]. Die numerischen Fehler bei der mehrdimensionalen Approximation
können dadurch deutlich verkleinert werden. Ein weiteres Problem sind die Berechnungs-
zeiten der Inversen der Matrix A. Diese sind bei der mehrdimensionalen Approximation
wesentlich länger als bei der linearen Approximation. Über die Verbesserung der Per-
formance konnte dann eine Methode entwickelt werden (vergleiche mehrdimensionale
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Approximation Kapitel 4.4.2), die nicht nur schneller ist, sondern numerisch auch ro-
buster. Die Verwendung verschiedener Basisfunktionen verlor dadurch vorerst an Wich-
tigkeit, denn für viele relevanten Berechnungen können mit der neuen Methode unter
Ausnutzung der Kronecker-Struktur weiterhin Polynome als Basis verwendet werden.
Demungeachtet konnten im Verlauf dieser Arbeit trotzdem Anwendungsbereiche für lo-
kale Basisfunktionen gefunden werden, die in Zukunft wichtig werden könnten.
Im ersten Unterkapitel 5.1.1 werden die verschiedenen Approximationsmethoden mitein-
ander verglichen und gezeigt, dass die Ausnutzung der Kronecker-Struktur viele Vorteile
mit sich bringt. Mit der Stabilität der Methoden wird sich Unterkapitel 5.1.2 befassen.
Dabei wird im Speziellen untersucht, wie die Abhängigkeit der Stabilität von den Basis-
funktionen und von der Methode zum Invertieren der Matrix ist. Zum Abschluss werden
in Kapitel 5.1.3 noch Anwendungsbereiche für lokale Basisfunktionen erörtert.
5.1.1 Vergleich der Approximationsmethoden
Bevor in diesem Abschnitt die Methoden gegeneinander verglichen werden, sollen Ab-
kürzungen eingeführt werden.
• Methode 1 (KRON):
Mehrdimensionale Approximation unter Ausnutzung der Kronecker-Produktstruk-
tur. Eine analytische Darstellung wird mit Hilfe der Vorgehensweise aus Kapi-
tel 4.4.2 bestimmt.
• Methode 2 (LIN):
Lineare Approximation vergleiche Kapitel 4.4.2. Die feinen Gitterpunkte werden
durch eindimensionale Schnitte parallel zu den Koordinatenachsen bestimmt.
• Methode 3 (MULTI):
Mehrdimensionale Approximation ohne Ausnutzung zusätzlicher Struktur. Da-
zu wird eine analytische Darstellung des Potentials durch Lösen der Gleichung
A~c = ~V (Gleichung 4.24) bestimmt.
Unabhängig davon ob die Darstellung des feinen Gitters der PES direkt oder über eine
analytische Darstellung der PES bestimmt wird, werden als Basis in diesem Kapitel stets
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Tabelle 5.1: Vergleich der Schwingungsfrequenzen der Fundamentalbanden für das
Ethen C2H4-Molekül für verschiedene Approximationsmethoden mit den experimen-
tellen Daten. Alle Frequenzen sind in cm−1 angegeben. In den runden Klammern
sind die Abweichungen zu den experimentellen Daten angegeben, in den eckigen
Klammern die Abweichungen zu den KRON-Werten. Außerdem sind in der letzten
Zeile die mittleren Abweichungen (MAD) tabelliert.
Experiment [74] KRON ∆ Exp. LIN ∆Exp. ∆KRON MULTI ∆Exp. ∆KRON
3104.87 3102.84 (2.03) 3102.86 (2.01) [0.02] 3106.37 ( 1.50) [3.53]
3082.36 3080.79 (1.57) 3080.81 (1.55) [0.02] 3083.39 ( 1.03) [2.60]
3021.85 3020.25 (1.60) 3020.33 (1.52) [0.08] 3017.67 ( 4.18) [2.58]
2988.63 2986.42 (2.21) 2986.45 (2.18) [0.03] 2986.62 ( 2.01) [0.20]
1626.17 1623.01 (3.16) 1623.02 (3.15) [0.01] 1616.11 (10.06) [6.90]
1442.44 1438.95 (3.49) 1438.98 (3.46) [0.03] 1432.84 ( 9.60) [6.11]
1343.31 1341.29 (2.02) 1341.30 (2.01) [0.01] 1335.83 ( 7.48) [5.46]
1225.41 1224.37 (1.04) 1224.38 (1.03) [0.01] 1218.49 ( 6.92) [5.88]
1025.58 1023.41 (2.17) 1023.41 (2.17) [0.00] 1018.58 ( 7.00) [4.83]
948.77 946.92 (1.85) 946.89 (1.88) [0.03] 942.75 ( 6.02) [4.17]
939.86 934.42 (5.44) 934.27 (5.59) [0.15] 929.75 (10.11) [4.67]
825.92 822.06 (3.86) 822.08 (3.84) [0.02] 819.12 ( 6.80) [2.94]
MAD 2.54 2.53 0.03 6.01 4.12
Polynome verwendet. Wie bereits angesprochen standen vor dieser Arbeit die Metho-
den 2 und 3 bereits zur Verfügung. In diesem Abschnitt wird gezeigt, dass die entwickelte
Methode 1 beide anderen Methoden ersetzen kann und dabei wesentlich schneller und
genauer ist. Außerdem kann gezeigt werden, dass die lineare Approximation nicht zu
erwartend gute Ergebnisse produziert. Dazu wird als Testsystem Ethen C2H4 betrach-
tet. Um die verschiedenen Methoden vergleichen zu können, wurde eine PES bis zu den
vierdimensionalen Kopplungstermen bestimmt. Die ab initio Punkte wurden dafür ge-
mäß dem Multilevel-Schema B aus Kapitel 4.5.2 berechnet. Nachdem diese Punkte aus
einer Potentialdatei eingelesen wurden, wird mit den verschiedenen Methoden die PES
auf einem feinen Gitter bestimmt. Um weiter Unterschiede auszuschließen werden diese
Darstellungen der PES nicht weiter approximiert und in den weiteren Schwingungspro-
grammen (Schwingungsselbstkonsitentes-Feld (VSCF) und Schwingungskonfigurations-
wechselwirkungsverfahren (VCI)) in einer gitterbasierten Variante verwendet. Die resul-
tierenden Schwingungsfrequenzen der Fundamentalbanden, sowie experimentelle Daten
sind in Tabelle 5.1 dargestellt. Neben den Schwingungsfrequenzen der Fundamental-
banden, die alle in cm−1 angegeben sind, sind in runden Klammern die Abweichungen
zum Experiment angegeben. In eckigen Klammern sind die Abweichungen von Metho-
den 2 und 3 zur Methode 1 also der zweiten Spalte angegeben. Zuerst sollen anhand
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der Schwingungsfrequenzen Methode 1 (KRON) und Methode 2 (LIN) verglichen wer-
den. Beide Vorgehensweisen liefern im wesentlichen die selben Schwingungsfrequenzen
bei vergleichbaren Konfigurationsräumen im VCI, woraus folgt, dass die Darstellung
der PES auf dem feinen Gitter äquivalent sind. Dies ist ein nicht erwartetes Ergebnis,
denn bei der linearen Approximation handelt es sich nicht um eine mehrdimensionale
Annäherung und so wäre zumindest bei den vierdimensionalen Kopplungstermen eine
kleine Abweichung zu erwarten. Da dies nicht der Fall ist, existieren zwei Methoden,
die zur Bestimmung der PES auf einem feinen Gitter verwendet werden können. Ganz
anders verhält es sich bei Methode 3 (MULTI). Hier sind große Abweichungen zu den
beiden anderen Methoden zu erkennen. Diese Abweichungen müssen auf numerischen
Ungenauigkeiten beruhen, denn aus theoretischer Sicht, müssen Methode 1 und Methode
3 exakt gleiche Ergebnisse liefern. Die numerischen Fehler sind aufgrund der Verwen-
dung einer Polynombasis nicht unerwartet. Bei der Aufstellung der Matrix A (vergleiche
Gleichung 4.24) werden die Polynome für betragsmäßig große und kleine Auslenkungen
ausgewertet. Die Einträge in der Matrix unterscheiden sich dadurch um mehrere Zehner-
potenzen, wodurch das Invertieren der Matrix, unter anderem für höhere Dimensionen,
numerisch instabil werden kann. Der Grund, warum Methode 1 viel genauer ist, ist,
dass die zu invertierenden Matrizen durch die Zerlegung (Kapitel 4.4.2) ein kleinere Di-
mension besitzen. Dadurch sind auch die Einträge der zu invertierenden Matrix deutlich
kleiner, wodurch beim Invertieren der numerische Fehler meist zu vernachlässigen ist.
Zusammenfassend kann für die Erzeugung feiner Gitterpunkte also sowohl Methode 2
als auch Methode 1 verwendet werden. Von der mehrdimensionalen Approximation ohne
Ausnutzung der Struktur (Methode 1) sollte aufgrund großer numerische Fehler bei
höher dimensionalen Flächen abgesehen werden.
Es konnte bereits gezeigt werden, dass die neu entwickelte Methode numerisch robuster
ist als die zuvor verwendeten Methoden. Außerdem ist sie auch deutlich schneller. In Ta-
belle 5.2 sind die Zeiten in Sekunden eingetragen, die die jeweiligen Methoden benötigen,
um für alle Flächen die feinen Gitterpunkte zu berechnen. Auch in diesem Beispiel wurde
als Testmolekül das Ethen verwendet und eine PES mit vierdimensionalen Kopplungs-
termen. Es ist gut zu erkennen, dass die neu entwickelte Methode 1 (KRON) deutlich
schneller ist als die Methode 3 (MULTI). Dies liegt daran, dass die auftretenden Ma-
trizen viel kleiner sind. Die Rechenzeit steigt für größer werdende Moleküle linear mit
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Tabelle 5.2: Rechenzeiten in Sekunden für die Bestimmung der PES des Ethens
auf den feinen Gitterpunkten für die verschiedenen Methoden. Die PES wurde nach
den vierdimensionalen Kopplungstermen abgebrochen. Außerdem wird die Anzahl
der feinen Gitterpunkte nfine variiert.
nfine = 16 nfine = 24
KRON 9.6 10.8
LIN 25.3 56.7
MULTI 2251.0 7114.1
der Anzahl der Differenzflächen an. Wobei die Anzahl der Differenzflächen für beispiels-
weise vierdimensionale Terme, mit der vierten Potenz in der Anzahl der Kerne wächst.
Bei Methode 3 steigt die Rechenzeit für vierdimensionale Flächen zusätzlich mit der
vierten Potenz in der Anzahl der feinen Gitterpunkte nfine an, da die Designmatrix A
komplett bestimmt werden muss. Innerhalb der Bestimmung der PES fallen diese Re-
chenzeiten aber kaum ins Gewicht, da für die Berechnung der ab initio Punkte deutlich
mehr Rechenzeit benötigt wird. Ist die PES aber aufgestellt und werden für weitere
Berechnungen die ab initio Punkte aus der Potentialdatei eingelesen, so sollte die Be-
stimmung der feinen Gitterpunkt möglichst schnell sein, weswegen dieser Schritt auch
optimiert wurde.
Die neu entwickelte Methode 1 (KRON) bietet durch ihre erhöhte Stabilität bei Diffe-
renzflächen höherer Dimension und sehr kurzen Rechenzeiten eine ausgezeichnete Vor-
gehensweise zur Transformation der PES aus einem groben ab initio Gitter in ein feines
Gitter oder einer analytischen Darstellung. Durch die Robustheit der Methode sind
außerdem die lokalen Basisfunktionen teilweise aus dem Fokus gekommen, denn alle
für diese Arbeit relevanten Anwendungen können mit einer Polynombasis beschrieben
werden. Trotzdem zeichneten sich Anwendungen ab, für die alle drei Methoden in Ver-
bindung mit einer Polynombasis anfangs numerisch nicht mehr stabil genug waren. Wie
diese Stabilitätsprobleme gelöst werden konnten, wird im nachfolgenden Unterkapitel
behandelt.
5.1.2 Stabilität
Mit Stabilität wird der Umstand beschrieben, dass die numerischen Fehler, die es stets
gibt, einen zu vernachlässigenden Einfluss auf die Ergebnisse eines Programmteils ha-
ben. Die ursprüngliche Implementierung zur Berechnung einer analytischen Darstellung
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der PES oder der feinen Gitterpunkte ist für viele Anwendungsbereiche stabil gewe-
sen. Allerdings zeigte sich, dass es bei allen Methoden zu Stabilitätsproblemen kam,
wenn große Auslenkungen der Normalkoordinaten benötigt werden. Zu beachten ist,
dass es sich hierbei nicht um die numerischen Fehler aus Unterkapitel 5.1.1 handelt,
die durch die höherdimensionalen Differenzflächen und Methode 3 (LIN) verursacht
wurden. Ein Beispiel, bei welchem große Auslenkungen benötigt werden, sind schwa-
che Bindungen wie sie in molekularen Clustern, beispielsweise Ar· · ·CH3F, auftreten.
In molekularen Clustern existieren intermolekulare Schwingungen, die energetisch sehr
niedrig sind. Um trotzdem eine gewisse Höhe der Potentialwände zu gewährleisten, müs-
sen diese energetisch niedrigen Schwingungen weit ausgelenkt werden. Die Problematik
der Instabilitäten, die durch große Auslenkungen verursacht wird, wird an verschiede-
nen eindimensionalen Modellpotentialen in Abbildung 5.1 demonstriert. Zu beachten ist,
dass für ein eindimensionales Potential alle der drei Methoden aus dem vorangegangenen
Abschnitt gleich sind. Für die obere Abbildung wurde dazu eine Polynombasis mit ver-
schiedenen Anzahlen an Basisfunktionen nbas verwendet, um eine Parabel (f(x) = x2)
und ein Morse-Potential (f(x) = 10(1− exp(−x/4))2) eindimensional zu approximieren.
Die anzunähernden Potentiale werden für diese Test auf verschiedenen symmetrischen
Intervallen dargestellt, wobei die Breite des Intervalls stets 2qmax ist. Der Approximati-
onsfehler ist logarithmisch und farblich in die Grafik eingezeichnet. Wie zu erkennen ist,
gibt es bei den Polynomen ab einer gewissen Anzahl an Basisfunktionen maximale Aus-
lenkungen qmax die zum Versagen der Methoden führen (orange und rote Bereiche). Um
verstehen zu können worauf diese Fehler beruhen und wie sie vermieden werden können,
muss genauer untersucht werden, wie die Annäherungen bestimmt werden. Verwendet
wird die Methode der kleinsten Fehlerquadrate, die zu einer sogenannten Designmatrix
A führt, die es zu invertieren gilt (vergleiche Kapitel 2.3.1). Die Einträge der Desi-
gnmatrix sind die an den Gitterpunkten xi ausgewerteten Polynome Aij = (xi)j−1. Wie
im Kapitel 2.3.1 beschrieben ergeben sich die Koeffizienten der Approximation wie folgt:
~c = A+~V (5.1)
Jede auftretende Instabilität muss aus der Invertierung der Designmatrix kommen. In
der anfänglichen Implementierung wurde für die Bestimmung der Pseudoinversen eine
Singulärwertzerlegung verwendet. Ist die Singulärwertzerlegung von A gegeben durch
A = UΣVT , so kann die Pseudoinverse von A durch A+ = VΣ+UT bestimmt werden.
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Abbildung 5.1: Fehler bei der Approximation von einem eindimensionalen quadra-
tischen Potential und einem eindimensionalen Morsepotential durch Polynome und
B-Splines. Dabei wurden die Anzahl der verwendeten Basisfunktionen nbas und die
maximale Auslenkung der Koordinate qmax variiert. Die Approximationsfehler sind
logarithmisch und farblich in das Diagramm eingetragen. Orange und rote Bereiche
sind dabei mit großen Fehler verbunden und grüne bzw. blaue Bereiche mit kleinen
Fehlern. Zur Bestimmung der Pseudoinversen wurde eine Singulärwertzerlegung ver-
wendet.
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Wobei die Pseudoinverse der Diagonalmatrix Σ trivial durch Invertieren der Diagonal-
einträge (ungleich Null) gegeben ist.
Nachfolgend wird erläutert wie diese Stabilitätsprobleme gelöst werden konnten. Dazu
werden zwei Ansätze erklärt. Im ersten Lösungsansatz werden lokale Basisfunktionen
eingesetzt, im zweiten Ansatz wird die Pseudoinverse durch eine andere Vorgehensweise
bestimmt. Beide Ansätze führen zum Ziel, wobei anzumerken ist, dass der zweite Ansatz
zu bevorzugen ist, er aber erst deutlich später gefunden wurde.
Zuerst sollen die Stabilitätsprobleme, die bei einer Polynombasis auftreten, durch lokale
Basisfunktionen gelöst werden. Als lokale Basisfunktionen können verteilte Gaußfunk-
tionen oder B-Splines verwendet werden. Da sich beide Typen der lokalen Funktionen im
wesentlichen gleich verhalten [32], werden in diesem Unterkapitel nur B-Splines betrach-
tet. B-Splines sind auf einem lokalen beschränkten Intervall definiert. Diese Beschränkt-
heit und die Lokalität haben zur Folge, dass B-Splines unabhängig von der Auslenkung
der Koordinaten sind. Zu sehen ist dies in Abbildung 5.1 unten. Für eine feste Anzahl
nbas an Basisfunktionen ist der Fehler innerhalb der Approximationen für verschiedene
maximale Auslenkungen qmax stets gleich. Die Erhöhung der Stabilität erklärt sich da-
durch aber noch nicht. Um sie zu verstehen muss die Designmatrix genauer untersucht
werden. Betrachtet man die Matrix A in einer Polynombasis, so gibt es für qmax = 100
und nbas = 8 die Einträge A1,1 = 1000 und A1,7 = 1006. Die Einträge der Matrix un-
terscheiden sich somit sehr stark in ihrer Größe. In solchen Fällen wird von schlecht
konditionierten Matrizen gesprochen. Große numerische Fehler sind bei der Invertierung
somit nicht unerwartet. Im Falle der B-Spline ist A gut konditioniert, da alle B-Splines
normiert sind. Die Einträge in der Matrix sind somit alle in der gleiche Größenordnung,
wodurch die Stabilitätsprobleme vollständig verschwinden. Dieser Effekt ist ebenfalls in
Abbildung 5.1 zu erkennen. Lokale Basisfunktionen haben aber nicht nur Vorteile, denn
meist werden mehr Funktionen benötigt um einen gewissen Approximationsfehler zu
erreichen. Zum Beispiel ist in Abbildung 5.1 das Morsepotential durch acht Polynome
besser beschrieben als durch acht B-Splines. Die größere Anzahl an Basisfunktionen hat
zur Folge, dass mehr ab initio Punkte pro Fläche berechnet werden müssen, denn mit
n Funktionen kann nur approximiert werden, wenn auch mindesten n ab initio Punkte
vorhanden sind. Nichtsdestotrotz können die angesprochenen Stabilitätsprobleme durch
lokale Funktionen vollständig gelöst werden.
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Da für eine Polynombasis die Designmatrix besonders schlecht konditioniert ist, wurde
die Art, wie die Pseudoinverse bestimmt wird, lange Zeit nicht in Frage gestellt. Es zeigte
sich jedoch, dass eine Singulärwertzerlegung besonders anfällig auf numerische Fehler ist.
Den Anstoß zur erneuten Untersuchung der Problematik ergab sich durch die Unstetig-
keit in Abbildung 5.1 (Polynome, quadratisches Potential, nbas = 9, qmax = 100(+10)).
Der Approximationsfehler springt dort plötzlich um mehrere Zehnerpotenzen nach oben.
Genauere Untersuchungen ergaben, dass es wegen der schlechten Konditionierung der
Matrix A zu Auslöschungen einzelner Singulärwerte kommt. Durch den Verlust einzel-
ner Singulärwerte ist die Darstellung in der Polynombasis nicht mehr vollständig, sodass
im wesentlichen einzelne Monome fehlen, beziehungsweise ihre Koeffizienten verschwin-
dend klein werden. Geschieht dies, so kann diese Darstellung kein sinnvolles Ergebnis
mehr liefern. Bei der Bestimmung der Pseudoinversen sollte aus diesen Gründen auf
die Verwendung der Singulärwertzerlegung verzichtet werden. Stattdessen kann, da die
Designmatrix A vollen Spaltenrang hat, folgende Formel verwendet werden:
A+ =
(
ATA
)−1
AT (5.2)
Da ATA eine quadratische Matrix ist, kann die Inverse mit der deutlich stabileren
LU-Zerlegung bestimmt werden, wodurch auf die Bestimmung von Singulär- oder Ei-
genwerten verzichtet werden kann. In Abbildung 5.2 ist der Test aus Abbildung 5.1
für Polynome wiederholt. Die neue Methode zur Bestimmung der Pseudoinversen weist
deutlich bessere Stabilitätseigenschaften auf und wird deshalb im weiteren verwendet.
Die Stabilitätsprobleme konnten somit durch zwei verschiedene Ansätze gelöst werden.
Bevorzugt wird allerdings der zweite Ansatz, da mit ihm weiterhin Polynome als Basis
verwendet werden können. Durch die Polynome ist eine Darstellung der PES gegeben,
die global definiert ist und im Vergleich zu lokalen Funktionen mit weniger ab initio
Punkte auskommt. Eine Anwendung für lokale Basisfunktionen gibt es trotzdem und
zwar Flächen besonders hoher Dimension.
5.1.3 Anwendungen für lokale Basisfunktionen
Nachdem das Problem, verursacht durch große Auslenkungen, gelöst werden konnte,
gibt es immer noch die Problematik der Dimension. Dieses Problem kann nur durch
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Abbildung 5.2: Fehler bei der Approximation von einem eindimensionalen qua-
dratischen Potential und einem eindimensionalen Morsepotential durch Polynome.
Dabei wurden die Anzahl der verwendeten Basisfunktionen nbas und die maximale
Auslenkung der Koordinate qmax variiert. Die Approximationsfehler sind logarith-
misch und farblich in das Diagramm eingetragen. Orange und rote Bereiche sind
dabei mit großen Fehler verbunden und grüne bzw. blaue Bereiche mit kleinen Feh-
lern. Zur Bestimmung der Pseudoinversen der Designmatrix A wurde die Formel aus
Gleichung 5.2 verwendet.
lokale Basisfunktionen gelöst werden. In Abbildung 5.3 wurde ein n-dimensionales qua-
dratisches Modellpotential mit einer Polynombasis (rot) und einer B-Spline-Basis (blau)
approximiert. Aufgetragen wurde logarithmisch der Approximationsfehler gegenüber der
Anzahl der Basisfunktionen nbas für jede Koordinatenrichtung. Zu beachten ist, dass das
Modellpotential von beiden Basen exakt approximiert werden kann, da es sich um ein
quadratische Funktion handelt. Der Fehler, der durch die Erhöhung der Anzahl an Ba-
sisfunktionen bei Polynomen resultiert, ergibt sich aus numerischen Effekten bei der
Invertierung der Matrix. Die Tatsache, dass die Designmatrix für größer werdende Poly-
nomterme immer schlechter konditioniert sein wird, spiegelt sich durch das Ansteigen des
numerischen Fehlers wieder. Je größer die Dimension des Modelpotentials, umso größer
wird auch der numerische Fehler bei der Polynombasis. Als besonders stabil zeichnen sich
hier die lokalen Funktionen aus. Für höher dimensionale Differenzflächen sollten daher
lokale Basisfunktionen bevorzugt werden. Allerdings sollte dies erst ab deutlich größeren
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Abbildung 5.3: Approximationsfehler beim Annähern eines quadratischen Modell-
potentials durch Polynome (rot) und B-Spline (blau). Der Approximationsfehler ist
logarithmisch und für verschieden dimensionale Modellpotentiale aufgetragen. Mit
nbas ist die Anzahl der Basisfuntkionen für jede Raumrichtung gemeint.
Dimensionen realisiert werden, denn bis zur vierten oder gar sechsten Dimension liefern
auch Polynome sehr gute Ergebnisse. Zukünftig könnte der Einsatz von lokalen Funktio-
nen daher zwingend notwendig sein. Für alle aktuellen Anwendungen reichen Polynome
zur Bestimmung einer PES in einer analytischen Darstellung völlig aus.
5.2 Parallelisierung
Eine der einfachsten Möglichkeiten, die Flächengenerierung zu beschleunigen, ist das
Ausnutzen mehrerer Prozessorkerne. Innerhalb der Erzeugung der PES sind die Elek-
tronenstrukturrechnungen der einzelnen ab initio Punkte der zeitaufwendigste Schritt.
Da alle ab initio Punkte unabhängig voneinander berechnet werden können, kann dieser
Schritt sehr gut parallelisiert werden. Moderne Computercluster erlauben es dann, die
zeitaufwendigen Berechnungen auf 32, 64 oder sogar 128 Prozessorkernen zu verteilen,
wobei die tatsächliche Beschleunigung meist kleiner ist. In diesem Kapitel werden zwei
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Ansätze vorgestellt, wie eine Parallelisierung realisiert werden kann. Zuerst wird ein
nicht dynamischer Ansatz präsentiert, der innerhalb dieser Arbeit implementiert wurde,
in der Praxis allerdings versagt hat. Aufgrund des Versagens des ersten Ansatzes wurde
anschließend ein dynamischer Ansatz implementiert und verwendet, der gute bis sehr
gute Beschleunigungsfaktoren liefert.
Nicht dynamische Parallelisierung
Die einfachste Möglichkeit, die Menge der zu berechnenden ab initio Punkte auf die n
verschiedenen Prozessorkerne zu verteilen, ist eine zufällige Verteilung der Punkte auf
die Prozessorkerne. Alle n Kerne können dann ihre Punkte unabhängig von einander ab-
arbeiten. Eine zusätzliche Kommunikation der Prozessoren ist nicht notwendig, womit
Rechenzeit eingespart werden kann. Das Problem, das beim Abarbeiten dieser n Blöcke
entsteht, ist, dass die Rechenzeiten für die einzelnen ab initio Punkte nicht gleichlang
sind. Dies führt dazu, dass am Ende alle Prozessoren auf den langsamsten Prozess warten
müssen. Der Grund, warum nicht alle Blöcke gleich schnell berechnet werden können,
ist, dass viele der in Molpro implementierten Elektronenstrukturmethoden die moleku-
lare Punktgruppensymmetrie der einzelnen ab initio Punkte ausnutzen können. Mit der
molekularen Punktgruppensymmetrie wird die Symmetrie der ausgelenkten Moleküle
beschrieben. Wird innerhalb einer Elektronenstrukturmethode Symmetrie genutzt, so
können folgende Punktgruppen berücksichtigen werden:
C1, Cs, C2, Ci, C2v, C2h, D2, D2h (5.3)
Die Rechenzeit für die einzelnen ab initio Punkte sind deshalb nicht alle gleich, sondern
hängen stark von der Punktgruppensymmetrie des ab initio Punktes ab. In Tabelle 5.3
ist für Ethen C2H4 gezeigt, wie die Rechenzeit von der Punktgruppensymmetrie ab-
hängt. Dazu wurde für die gleiche Geometrie jeweils eine CCSD(T)-F12-Rechnung für
verschiedene Punktgruppen durchgeführt. Es ist gut zu erkennen, dass Berechnungen
mit hoher Symmetrie (hohe Anzahl an Symmetrieelementen NG0 ) schneller sind als Be-
rechnungen mit niedriger Symmetrie. Dieser Effekt verstärkt sich noch bei der größeren
quadrupel-ζ-Basis. Für sehr große Systeme ist die Rechenzeit von Matrixmultiplikatio-
nen dominiert und der Skalierungsfaktor sollte bei 1
(NG0 )
2 liegen. Aber auch für kleine
Systeme ist eine deutliche Beschleunigung zu erkennen. Durch Tabelle 5.3 wird klar,
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Tabelle 5.3: Berechnungszeiten in Sekunden eines einzelnen ab initio Punktes für
Ethen C2H4 innerhalb unerschiedlicher molekularer Punktgruppen G (Anzahl der
Gruppenelemente NG0 ). Als Elektronenstrukturmethode wurde CCSD(T)-F12/cc-
pVnZ-F12 verwendet. In Klammern sind die Beschleunigungsfaktoren zur C1-
Referenzrechnung angegeben. Alle Berechnungen wurden mit derselben Geometrie
und der gleichen Anzahl an Iterationen innerhalb der CC-Rechnungen durchgeführt.
C2H4
G NG0 VTZ-F12 VQZ-F12
D2h 8 19.9 (3.8) 94.7 (6.7)
D2 4 25.5 (2.9) 146.7 (4.3)
C2h 4 25.5 (2.9) 165.4 (3.8)
C2v 4 26.2 (2.9) 156.3 (4.1)
Ci 2 42.1 (1.8) 376.3 (1.7)
C2 2 41.5 (1.8) 378.5 (1.7)
Cs 2 44.6 (1.7) 388.3 (1.6)
C1 1 75.0 (1.0) 635.7 (1.0)
warum die ab initio Punkte sehr bewusst auf die Prozessorkerne verteilt werden sollten.
Innerhalb dieser Arbeit wurde deshalb eine Verteilung implementiert, so dass jeder Kern
gleich viele C1-Punkte, Cs-Punkte, usw. abzuarbeiten hat. Mit dieser Verteilung konn-
ten bessere Ergebnisse erzielt werden. Jedoch kam es am Ende der Berechnungen immer
noch zu langen Wartezeiten. Begründen ließen sich diese Effekte durch unterschiedliche
Anzahlen an Iterationen innerhalb einzelner Elektronenstrukturrechnungen, die dafür
sorgten, dass jede Form einer nicht dynamischen Parallelisierung nicht effizient umsetz-
bar ist. Aus diesem Grund wurde eine dynamische Parallelisierung mit allen Vor- und
Nachteilen implementiert.
Dynamische Parallelisierung
Bei der entwickelten dynamischen Parallelisierung werden die zu berechnenden ab initio
Punkte nach und nach auf die Prozessorkerne verteilt. Immer wenn ein Prozessorkern
frei ist, wird der nächste ab initio Punkt darauf berechnet. Der Vorteil ist eine einfache
Implementierung und geringe Wartezeiten am Ende einer Berechnung. Der Nachteil ist
die ständige Kommunikation der Kerne untereinander, was letztendlich zu einem schlech-
teren Beschleunigungsfaktor führen wird. In Abbildung 5.4 ist dargestellt wie sich der
Beschleunigungsfaktor unter verschiedenen Anzahlen an Prozessorkernen verhält. Als
116
5.2 Parallelisierung
0 8 16 24 32
0
5
10
15
20
25
30
Anzahl an Prozessorkernen
B
es
ch
le
u
n
ig
u
n
gs
fa
k
to
r
Abbildung 5.4: Beschleunigungsfaktoren für verschiedene Anzahlen an Prozessor-
kernen am Beispiel der Berechnung einer PES für CH3F bis zu den dreidimensiona-
len Kopplungstermen. Gestrichelt ist der bestmögliche Beschleunigungsfaktor einge-
zeichnet.
Beispiel wurde eine PES für CH3F bis zu den dreidimensionalen Differenzflächen be-
rechnet. Der verwendete Multilevel-Ansatz ist Ansatz A aus Kapitel 4.5.2. Gestrichelt
ist außerdem der perfekte lineare Faktor eingezeichnet, das heißt eine Beschleunigung
um einen Faktor n bei n verwendeten Prozessorkernen. Bei 32 Kernen gibt es in diesem
Beispiel noch einen Beschleunigung um etwa einen Faktor 25. Für größere Systeme mit
mehr Differenzflächen oder für zeitaufwendigere ab initio Punkte sind die Beschleuni-
gungsfaktoren meist etwas besser. Beispielsweise konnte beim Nitrosamin (Kapitel 5.6)
mit 128 Prozessorkernen eine Beschleunigung um etwa einen Faktor 100 erreicht werden.
Die Parallelisierung ist eine einfache Möglichkeit, die Berechnung der PES um einen be-
liebigen Faktor zu beschleunigen, vorausgesetzt die Prozessorkerne stehen zur Verfügung.
Einen Einfluss auf die PES selbst oder auch die nachfolgenden Schwingungsrechnungen
hat die Parallelisierung nicht, da die Berechnungen auf jedem Prozessorkern zum glei-
chen Ergebnis führen.
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5.3 Symmetrie unter Berücksichtigung verschiedener
Koordinatensysteme
In diesem Kapitel soll gezeigt werden, wie stark die Berechnung einer Potentialenergieflä-
che durch Ausnutzung von Flächen- und Permutationssymmetrie beschleunigt werden
kann. Viele kleine bis mittelgroße Moleküle sind symmetrisch. Beispielsweise besitzen
alle planaren Moleküle mindestens Cs-Symmetrie. Oft ist die Punktgruppe aber sogar
größer, das heißt es existieren mehr Symmetrieelemente, wodurch bei der Erzeugung der
PES viele Elektronenstrukturrechnungen gespart werden können. Die durch Symme-
trie eingesparten Berechnungen haben keinen Einfluss auf die PES, denn es werden nur
Berechnungen übersprungen, deren Ergebnis bereits bekannt ist. Da die Symmetrieei-
genschaften maßgeblich vom Koordinatensystem abhängen, werden alle Untersuchungen
innerhalb diese Kapitels für verschiedene Koordinatensysteme vorgenommen. Zu den
verschiedenen Koordinatensystemen gehören Normalkoordinaten (NC) und lokalisierte
Normalkoordinaten (LNC). Falls entartete Koordinaten vorhanden sind, werden außer-
dem sogenannte rotierte Normalkoordinaten (RNC) betrachtet. Rotiert werden dabei
die entarteten Paare um einen noch zu definierenden Winkel. Zu letzt wird außerdem
die Kombination aus Rotationen und Lokalisierung der Normalkoordinaten (RLNC)
untersucht. Bei all diesen verschiedenen Koordinatensätzen werden die Normalkoordi-
naten durch Jacobi-Rotationen verändert. Der Unterschied besteht nur darin, innerhalb
welcher ausgewählter Koordinaten diese Rotationen durchgeführt werden und welches
Kriterium erfüllt sein muss. In diesem Unterkapitel wird außerdem untersucht, ob es
unter Berücksichtigung von Symmetrie ein optimales Koordinatensystem gibt, um eine
PES zu erzeugen. Andere Koordinatensysteme wie interne Koordinaten oder optimierte
Normalkoordinaten konnten innerhalb dieser Arbeit nicht untersucht werden. Das ent-
wickelte Konzept zur Erkennung der Symmetrie ist aber auch bei ihnen anwendbar und
wird zu großen Zeitersparnissen führen.
Dieses Unterkapitel ist in drei Abschnitte unterteilt. Zuerst werden einige allgemeine
Zusammenhänge zwischen Koordinaten und der Symmetrie einer Potentialenergiefläche
erläutert. Im zweiten und dritten Abschnitt werden zwei Beispielmoleküle unter dem
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Abbildung 5.5: Potentialenergiefläche für die antisymmetrische Streckschwingung
(links) und die symmetrische Streckschwingung (rechts) des Wassermoleküls. In die
Flächen sind einzelne ausgelenkte Moleküle eingezeichnet, wobei gleichlange Bindun-
gen durch gleiche Farben symbolisiert sind.
Symmetrieaspekt betrachtet. Das erst Molekül ist das Ethen C2H4, das in der Abel-
schen Punktgruppe D2h liegt. In der nicht-Abelschen Punktgruppe C3v liegt das zweite
Beispielmolekül Fluormethan CH3F.
Allgemeine Zusammenhänge
Da die Symmetrie der Differenzflächen von den verwendeten Koordinaten abhängt, sollen
einige allgemeine Zusammenhänge untersucht werden. Außerdem wird erklärt, welche
Rolle die molekulare Punktgruppensymmetrie aus Kapitel 5.2 spielt.
Im Allgemeinen gilt für Normalkoordinaten, dass symmetrische Koordinaten zu unsym-
metrischen Potentialen und unsymmetrisch Koordinaten zu symmetrischen Potentialen
führen. Abbildung 5.5 soll dies verdeutlichen. Dort ist das Wassermolekül mit seiner an-
tisymmetrischen Streckschwingung (links) und seiner symmetrischen Streckschwingung
(rechts) abgebildet. Wie der Name schon sagt, ist die antisymmetrische Streckschwin-
gung eine unsymmetrische Koordinate, die zur irreduziblen Darstellung B2 gehört. Die
symmetrische Streckschwingung gehört zu den symmetrischen Koordinaten und der ir-
reduziblen Darstellung A1. Zuerst soll die linke Grafik auf Abbildung 5.5 betrachtet
werden. Durch die unsymmetrische Koordinate entstehen bei positiver und negativer
Auslenkung (mit gleichem Faktor) zwei äquivalente Molekülgeometrien. Die einzelnen
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Abbildung 5.6: Symmetrieelemente für verschiedene ausgelenkte Molekülstruk-
turen am Beispiel C2H4. In grün und orange sind Spiegelebenen eingezeichnet, das
Inversionszentrum ist als blauer Punkt markiert und Drehachsen werden durch ro-
te Geraden symbolisiert. Man beachte, dass die Drehachse oben links innerhalb der
grünen Spiegleebene verläuft und oben rechts senkrecht zur Spiegelebene.
ausgelenkten Geometrien besitzen allerdings nur noch die molekulare Punktgruppen-
symmetrie Cs. In der rechten Grafik resultiert aus der symmetrischen Koordinate ein
unsymmetrisches Potential. Alle ausgelenkten Geometrien haben aber die höhere mole-
kulare Punktgruppe C2v, was die Berechnungen dieser Punkte nach Tabelle 5.3 deutlich
schneller macht. Bei der Berücksichtigung der Flächensymmetrie fallen also nicht nur
eine gewisse Anzahl an ab initio Punkten weg, sondern es fallen genau die Punkte weg,
die niedrige molekulare Punktgruppensymmetrie besitzen und damit zeitintensiver zu
berechnen sind. Durch die Ausnutzung der Flächensymmetrie kann somit doppelt ge-
spart werden. Dieser eben beschrieben Effekt gilt allerdings nur für Normalkoordinaten.
Lokalisierte Normalkoordinaten resultieren im Allgemeinen in unsymmetrischen Poten-
tialen, deren einzelnen ab initio Punkte niedrige Punktgruppensymmetrie besitzen. An-
dererseits gibt es bei der Lokalisierung aber auch Permutationssymmetrie, sodass ganze
Flächen vernachlässigt werden können.
Ein zweiter Aspekt der untersucht werden soll, ist die Frage, in welchen molekularen
Punktgruppen die ab initio Punkte liegen, wenn Koordinaten für höherdimensionale
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Flächen mit einander gekoppelt werden. Dazu sind in Abbildung 5.6 (oben) zwei Normal-
koordinaten und ausgelenkte Molekülgeometrien für das Ethen dargestellt. Zusätzlich
sind alle Symmetrieelemente wie Spiegelebenen, Drehachsen und ein Inversionszentrum
eingezeichnet. Die linke Auslenkung gehört zur molekularen Punktgruppe C2v wegen
den beiden Spiegelebenen und der zweizähligen Drehachse. Die rechte Auslenkung ge-
hört zur Punktgruppe C2h, da sie ein Inversionszentrum, eine Spiegelebene und eine
orthogonale zweizählige Drehachse besitzt. Werden die beiden Normalkoordinaten aus
Abbildung 5.6 (oben) gekoppelt, so resultieren Molekülgeometrien, wie sie beispielswei-
se in derselben Abbildung unten zu sehen sind. Diese ausgelenkten Molekülgeometrien
können nur Symmetrieelemente besitzen, die in beiden Koordinaten vorhanden sind. Es
bleibt somit nur die grün dargestellt Spiegelebenen übrig und die ausgelenkte Geometrie
muss in der Cs-Punktgruppe liegen. Im Allgemeinen nimmt die molekulare Punktgrup-
pensymmetrie der einzelnen ab initio Punkte für höherdimensionale Flächen somit ab.
Nach diesen allgemeinen Zusammenhängen soll nun das Beispiel des Ethens betrachtet
werden.
Abelsche Punktgruppen am Beispiel D2h
Ethen liegt in der größten Punktgruppe D2h, die von Molpro noch erkannt wird (verglei-
che Auflistung aus Schema 5.3). Damit sollten die Beschleunigungseffekte bei der Flä-
chengenerierung unter Berücksichtigung der Symmetrie besonders hoch sein. Wie hoch
sie tatsächlich sind und welche Auswirkungen die unterschiedlichen Koordinatensyste-
me haben, wird in diesem Unterkapitel untersucht. Da es sich bei D2h um eine Abelsche
Punktgruppe ohne entartete Koordinaten handelt, werden nur Normalkoordinaten und
lokalisierte Normalkoordinaten betrachtet. In Tabelle 5.4 ist dargestellt, wie viele ab in-
itio Punkte pro Dimension benötigt wurden und in welchen molekularen Punktgruppen
die einzelnen Punkte liegen. Zuerst kann die Gesamtzahl der Punkte mit und ohne Sym-
metrie betrachtet werden. Die Gesamtanzahl ist in den einzelnen Tabellen rechts unten
zu finden. Dividiert man die Gesamtanzahl ohne Symmetrie durch die mit Symmetrie,
so ergibt sich ein Beschleunigungsfaktor. Bei den Normalkoordinaten handelt es sich um
eine Beschleunigung um mindestens einen Faktor von 4.5 und bei den lokalisierten Nor-
malkoordinaten um mindestens 4.8. Tatsächlich sind die beiden Faktoren sogar etwas
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Tabelle 5.4: Anzahl an ab inito Punkten bei der Bestimmung der PES für C2H4
für die verschiedenen Dimensionen der Differenzflächen. Oben sind die Daten für
Normalkoordinaten mit und ohne Symmetrie dargestellt, unten für lokalisierte Nor-
malkoordinaten ebenfalls mit und ohne Symmetrie.
NC
C1 Cs C2 Ci C2v C2h D2 D2h Σ
Sym. 1D 0 0 0 0 17 10 3 22 52
2D 0 248 152 25 366 208 68 108 1175
3D 772 3950 1512 188 2852 1364 96 216 10950
4D 13670 26032 5980 836 5048 2848 128 0 54542
Σ 14442 30230 7644 1049 8283 4430 295 346 66719
Keine 1D 0 0 0 0 34 20 6 22 82
Sym. 2D 0 992 608 100 732 416 136 108 3092
3D 6176 15800 6048 752 5704 2728 192 216 37616
4D 109360 104128 23920 3344 10096 5696 256 0 256800
Σ 115536 120920 30576 4196 16566 8860 590 346 297590
LNC
C1 Cs C2 Ci C2v C2h D2 D2h Σ
Sym. 1D 0 18 0 0 11 7 3 14 53
2D 96 481 100 16 126 76 36 36 967
3D 1503 6920 408 40 412 188 32 0 9503
4D 13508 30934 1508 160 524 198 0 4 46836
Σ 15107 38353 2016 216 1073 469 71 54 57359
Keine 1D 0 72 0 0 22 14 6 14 128
Sym. 2D 768 1924 400 64 252 152 72 36 3668
3D 12024 27680 1632 160 824 376 64 0 42760
4D 107296 114520 6032 640 792 396 0 4 229680
Σ 120088 144196 8064 864 1890 938 142 54 276236
größer, da vor allem die Punkte mit kleiner molekularer Punktgruppe wegfallen. Bei-
spielsweise hat die Symmetrie bei den NC keinen Einfluss auf die D2h-Punkte aber einen
großen Einfluss auf die C1-Punkte. Die oben angegebenen Faktoren gelten natürlich nur
für ein Potential auf einem Level, d.h. wenn kein Multilevel-Ansatz verwendet wird. Für
ein Potential, das mit einem Multilevel-Ansatz berechnet wird, müssen die jeweiligen
Beschleunigungsfaktoren für jede Dimension einzeln berechnet werden. Im Falle, dass
alle ab initio Punkte mit der gleichen Methode berechnet werden, ergibt sich unter Ver-
wendung der Rechenzeiten aus Tabelle 5.3 bei den NC eine tatsächliche Beschleunigung
von 5.1 und bei den LNC eine Beschleunigung um den Faktor 5.3.
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Bei der Bestimmung einer PES in lokalisierten Normalkoordinaten kann somit mehr
von Symmetrie profitiert werden als bei Normalkoordinaten. Dies liegt daran, dass die
Lokalisierung beim Ethen zu vier äquivalenten Koordinaten führt, die genau die CH-
Streckschwingungen repräsentieren. Trotz der zusätzlichen Permutationssymmetrie wer-
den verhältnismäßig viele Punkte benötigt, da die einzelnen Flächen komplexer sind
und deswegen mehr ab initio Punkte benötigen. Dies kann anhand der Gesamtanzahl
der beispielsweise zweidimensionalen Punkte (ohne Symmetrie) gesehen werden. Bei
66 zweidimensionalen Flächen werden ohne Symmetrie durchschnittlich 47 Punkte pro
Fläche bei den NC benötigt und 56 bei den LNC. Die Komplexität steigt somit beim
Übergang von NC zu LNC an, weswegen mehr ab initio Punkte benötigt werden. Wenn
die Symmetrie mit berücksichtigt wird, sind es bei den NC durchschnittlich 18 Punkte
pro berechnete Fläche und bei den LNC 25 Punkte, wobei hier wegen der Permutations-
symmetrie nur 39 Flächen berechnet werden müssen. Es werden also weniger Flächen im
lokalisierten Koordinatensystem berechnet, da ganze Flächen wegen der Permutations-
symmterie wegfallen, für die berechneten Flächen werden im Schnitt aber mehr Punkte
benötigt. Nichtsdestotrotz werden im Falle der LNC insgesamt 14% weniger Punkte
benötigt als bei den NC. Berücksichtigt man die unterschiedlichen Rechenzeiten inner-
halb der verschiedenen molekularen Punktgruppen, so schrumpft der zeitliche Vorteil
der LNC gegenüber der NC von 14% auf 5%. Die beiden Potentialenergieflächen für
die verschiedenen Koordinatensysteme sind in diesem Fall somit etwa gleich schnell zu
bestimmen.
Bevor zum Beispiel des Fluormethans übergegangen wird, soll noch auf eine Beson-
derheit der Normalkoordinaten eingegangen werden, wenn das Molekül in einer der
Punktgruppen aus der Auflistung aus Gleichung 5.3 liegt. In diesem Fall liegen alle
Normalkoordinaten in ihrer echten irreduziblen Darstellung, da bei der Berechnung der
Hesse-Matrix die richtigen Punktgruppe berücksichtigt wurde. Dass die Normalkoor-
dinaten auch in einer Untergruppe der echten Punktgruppe liegen können, wird im
nächsten Abschnitt zum Fluormethan gezeigt. Die Tatsache, dass die NC in ihren ech-
ten irreduziblen Darstellungen liegen und dass die Differenzflächen bei den NC nur über
die Koordinatenachsen Symmetrie ausbilden, führt dazu, dass eine Voraussage getroffen
werden kann, wie viele ab initio Punkte nicht berechnet werden müssen. In Tabelle 5.5
ist der Quotient berechnet aus der Gesamtanzahl der Punkte ohne und mit Symme-
trie. Wie zu sehen ist verhält sich dieser Quotient genau anders herum wie die Anzahl
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Tabelle 5.5: Gesamtanzahl der ab intitio Punkte für jede molekulare Punktgrup-
pe bei der Erzeugung einer Potentialenergiefläche für Ethen C2H4. Die PES wurde
nach den vierdimensionalen Kopplungstermen abgebrochen. Der angegebene Quoti-
ent wurde aus den Zahlen ohne und mit Symmetrie bestimmt.
G C1 Cs C2 Ci C2v C2h D2 D2h
Keine Sym. 115536 120920 30576 4196 16566 8860 590 346
Sym. 14442 30230 7644 1049 8283 4430 295 346
Quotient 8 4 4 4 2 2 2 1
NG0 1 2 2 2 4 4 4 8
der Symmetrieelemente NG0 der einzelnen Punktgruppen G. Für alle Moleküle mit D2h-
Symmetrie wird somit immer ein Faktor acht innerhalb der C1-Punkte eingespart. Wobei
der Faktor acht aus dem Unterschied zwischen der größten und kleinsten Punktgrup-
pe resultiert. Ist die Punktgruppe des Moleküls beispielsweise C2v oder Cs, so liegt der
eben angesprochen Beschleunigungsfaktor bei vier beziehungsweise bei zwei. Anhand der
Punktgruppe des Moleküls kann somit der Beschleunigungsfaktor durch die Verwendung
der Symmetrie sehr gut abgeschätzt werden.
Nach diesem Beispiel soll nun ein Molekül betrachtet werden, das entartete Koordinaten
enthält. Als Beispiel wurde Fluormethan CH3F ausgewählt. Dadurch, dass die entarteten
Koordinatenpaare sehr unterschiedlich behandelt werden können und da lokalisiert wer-
den kann, ergeben sich vier verschiedene Fälle an Koordinaten, die es zu berücksichtigen
gilt.
Nicht-Abelsche Punktgruppen am Beispiel C3v
Das Fluormethan liegt in der Punktgruppe C3v und wird deswegen entartete Koordi-
naten besitzen. In Tabelle 5.6 sind die harmonischen Frequenzen angegeben. Wie zu
erkennen ist, sind die Koordinatenpaare (q2, q3), (q5, q6) und (q8, q9) entartet.
Zuerst soll die Berechnung der Normalkoordinaten genauer betrachtet werden. Die C3v-
Punktgruppe des Fluormethans wird bei der Berechnung der Hesse-Matrix innerhalb
von Molpro nicht berücksichtigt. Vielmehr zeigt sich, dass die Koordinaten so bestimmt
werden, dass sie immer in den irreduziblen Darstellungen der größten Abelschen Un-
tergruppe ohne Entartungen liegen. In diesem Fall ist die größte Abelsche Untergruppe
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Tabelle 5.6: Zuordnung der Koordinaten qi des Fluormethans CH3F zu den irre-
duziblen Darstellungen. Mit NC werden Normalkoordinaten, mit LNC lokalisierte
Normalkoordinaten bezeichnet, mit RNC rotierte Normalkoordinaten und mit RLNC
rotierte und lokalisierte Normalkoordinaten.
Irreduzible Darstellung
Koord. harmon. Freq. NC LNC RNC RLNC
q9 3142.4 A′′ X E X
q8 3142.4 A′ X E X
q7 3049.8 A′ X A1 X
q6 1509.3 A′′ A′′ E E
q5 1509.1 A′ A′ E E
q4 1492.9 A′ A′ A1 A1
q3 1206.4 A′′ A′′ E E
q2 1206.4 A′ A′ E E
q1 1074.1 A′ A′ A1 A1
Tabelle 5.7: Korrelationstabelle zwischen C3v und Cs. Die E-Moden aus der C3v-
Gruppe zerfallen in zwei verschiedene irreduzible Darstellungen in der Cs-Gruppe.
C3v A1 A2 E
Cs A′ A′′ A′ + A′′
gegeben durch die Cs-Gruppe. Tabelle 5.7 zeigt die Korrelationstabelle von C3v und Cs.
Werden die Koordinaten den irreduziblen Darstellung der Cs-Symmetrie zugeordnet, so
liegen für jedes entartete Paar eine der Koordinaten in der irreduziblen Darstellung A′
und eine in A′′. Für die Flächengenerierung in Normalkoordinaten können somit nur die
Informationen aus den irreduziblen Darstellung der Cs-Symmetrie verwendet werden.
In Tabelle 5.6 sind die Zuordnungen eingetragen. Möchte man die Permutationssym-
metrie innerhalb der Flächengenerierung nutzen, so müssen die NC zusätzlich rotiert
werden. Wegen diesen Rotationen werden die entstehenden Koordinaten als rotierte
Normalkoordinaten (RNC) bezeichnet. In diesem Beispiel reicht es ein Paar entarteter
Koordinaten mit einer Jacobi-Rotation um 45◦ zu drehen, wie diese Rotationen im All-
gemeinen bestimmt werden, wird im Anhang 8.2 beschrieben. Nachdem die Koordinaten
rotiert wurden, müssen die irreduziblen Darstellungen der C3v-Punktgruppe verwendet
werden und die Permutationssymmetrie kann genutzt werden, so dass beispielsweise im
eindimensionalen beide Flächen des entarteten Paares gleich sind. In Tabelle 5.6 ist die
Zuordnung der irreduziblen Darstellungen dargestellt. Zusätzlich zu den NC und RNC
kann auch noch lokalisiert werden, was die obersten drei Koordinaten betrifft. Formal
wird diesen Koordinaten die Darstellung X zugeordnet.
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Tabelle 5.8: Durchschnittliche Anzahl
an ab initio Punkten zur Bestimmung
der zweidimensionalen Differenzflächen
des CH3F.
Koord. ∅ Punkteanzahl
ohne Sym. mit Sym.
NC 51 36
LNC 62 48
RNC 46 44
RLNC 62 59
Das Vorhandensein von Permutationssymme-
trie führt dazu, dass komplette Flächen ver-
nachlässigt werden können. Da die Rotation
von Koordinaten, wie sie bei den RNC gemacht
wird, nur entartete Koordinatenpaare betrifft,
wird sich dies kaum auf die Komplexität der
einzelnen Flächen auswirken. Dies lässt sich an
der durchschnittlichen Anzahl der Punkte oh-
ne Symmetrie im Falle NC und RNC erken-
nen (Tabelle 5.8). Trotzdem werden bei Be-
rücksichtigung der Symmetrie für die berechne-
ten Flächen mit RNC mehr Punkte benötigt als bei NC, da die entarteten Koordinaten
selbst nicht mehr symmetrisch sind. Bei der Lokalisierung gibt es ebenfalls Permutati-
onssymmetrie, jedoch werden dafür Koordinaten aus verschiedenen irreduziblen Darstel-
lung kombiniert. Die Komplexität der einzelnen Flächen nimmt daher zu, was ebenfalls
in Tabelle 5.8 zu erkennen ist. Das bedeutet, dass mehr ab initio Punkte pro Fläche
berechnet werden müssen als bei den NC und RNC. Je mehr die Normalkoordinaten
somit durch Jacobi-Rotationen gedreht werden, umso aufwendiger wird es die einzelnen
Differenzflächen zu berechnen (siehe Tabelle 5.8 mit Symmetrie), gleichzeitig erhöht sich
allerdings bei geschickter Rotation auch die Permutationssymmetrie um diesen Effekt
zu kompensieren.
Mit allen vier Koordinatensystemen wurden Potentialenergieflächen berechnet, die nun
unter dem Aspekt der Symmetrie verglichen werden. In Tabelle 5.9 ist die Anzahl der
benötigten ab initio Punkte für die verschiedenen Koordinatensysteme aufgelistet. Die
Gesamtzahl der ab initio Punkte mit und ohne Symmetrie führt zu einem Beschleuni-
gungsfaktor von 1.7 bei den NC, von 1.5 bei den LNC, von 2.1 bei den RNC und von
1.9 bei den RLNC. Am meisten können somit die rotierten Normalkoordinaten von der
Symmetrie des Systems profitieren. Werden die Koordinaten einzeln betrachtet, so sind
bereits bekannte Phänomene zu erkennen. Sowie lokalisiert oder rotiert wird, verschiebt
sich das Verhältnis von C1- zu Cs-Punkten in Richtung der C1-Punkte. Eine höhere
Permutationssymetrie hat somit stets ein schlechteres C1-Cs-Verhältnis zur Folge. Über
diese Beobachtung hinaus fällt auf, dass innerhalb der RNC-Rechnung sehr viele Punk-
te für die vierdimensionalen Flächen benötigt werden. Dies liegt daran, dass einige der
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Tabelle 5.9: Anzahl an ab inito Punkten bei der Bestimmung der PES für CH3F
für die verschiedenen Dimensionen der Differenzflächen. Links sind die Daten ohne
Symmetrie dargestellt und rechts die Daten mit Symmetrie. Als Koordinatensystem
wurden Normalkoordinaten (NC), lokalisierte Normalkoordinaten (LNC), rotierte
Normalkoordinaten (RNC) und rotierte und lokalisierte Normalkoordinaten (RLNC)
verwendet.
Koord. Keine Symmetrie Symmetrie
NC C1 Cs Σ C1 Cs Σ
1D 18 56 74 1D 9 56 65
2D 1072 764 1836 2D 536 764 1300
3D 19072 7880 26952 3D 9536 7880 17416
4D 129136 22320 151456 4D 64566 22320 86886
Σ 149298 31020 180318 Σ 74647 31020 105667
LNC C1 Cs Σ C1 Cs Σ
1D 51 43 94 1D 13 43 56
2D 1741 483 2224 2D 816 483 1299
3D 36064 3624 39688 3D 19918 3624 23542
4D 72568 7640 80208 4D 46428 7640 54068
Σ 110424 11790 122214 Σ 67175 11790 78964
RNC C1 Cs Σ C1 Cs Σ
1D 40 34 74 1D 20 34 54
2D 1476 184 1660 2D 738 184 922
3D 29776 784 30560 3D 14888 784 15672
4D 220720 816 221536 4D 101011 816 101827
Σ 252012 1818 253830 Σ 116657 1818 118475
RLNC C1 Cs Σ C1 Cs Σ
1D 63 31 94 1D 19 31 50
2D 2057 158 2215 2D 956 158 1114
3D 38680 904 39584 3D 20150 904 21054
4D 62640 624 63264 4D 40743 624 41367
Σ 103440 1717 105157 Σ 61686 1717 63403
vierdimensionalen Flächen durch ihre komplexere Form nur sehr langsam konvergiert
sind. Wenn wie in diesem Beispiel vier Iterationsschritte zur Berechnung der vierdimen-
sionalen Differenzflächen nicht ausreichen, so werden pro Fläche für die nächste Iteration
etwa 6000 weitere ab initio Punkte benötigt, was zu einem sehr schnellen Anstieg der
Gesamtanzahl führt. Vergleicht man in Tabelle 5.9 die NC beziehungsweise RNC mit
den LNC und RLNC, so kann erkannt werden, dass eine Lokalisierung dazu führt, dass
mehr Punkte für die dreidimensionalen Flächen benötigt werden, aber weniger Punkte
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für die vierdimensionalen Flächen. Dies ist damit zu erklären, dass durch die zusätzliche
Lokalisierung die Flächen aufwendiger zu beschreiben sind (Erhöhung in 3D), gleichzei-
tig sind die Koordinaten aber auch schwächer miteinander gekoppelt (Erniedrigung in
4D). In Kapitel 5.4 und Kapitel 5.5 wird darauf noch genauer eingegangen.
Neben der reinen Symmetriebetrachtung soll nun noch erläutert werden, mit welchem
Koordinatensystem am schnellsten eine PES erzeugt werden kann. Im Allgemeinen ist
diese Frage nicht zu beantworten, denn sie hängt von den verwendeten Multilevel-Schema
ab. Sollen beispielsweise alle Terme mit der gleichen Elektronenstrukturmethode berech-
net werden, so sollten in diesem Beispiel die RLNC verwendet werden, da die Gesamtan-
zahl an Punkten am niedrigsten ist. Ein Potential auf einem Level wird allerdings wegen
des großen Rechenaufwandes nur selten verwendet. Viel häufiger wird ein Multilevel-
Ansatz verwendet, bei dem die ein- und zweidimensionalen Flächen mit hoch korrelier-
ten Methode berechnet werden und die höheren Dimensionen mit niedriger korrelierten
Methoden. In solchen Fällen spielt die Anzahl der ein- und zweidimensionalen Punkte
eine wichtige Rolle und damit wird in diesem Beispiel auch das C1-Cs-Verhältnis wichtig.
Beispielsweise führen, falls ein Cs-Punkt um einen Faktor von 2.9 schneller ist als ein
C1-Punkt, die ein- und zweidimensionalen Berechnungen für NC und RNC zu der glei-
chen Rechenzeit. Ist der Faktor größer so sind die NC vorteilhaft, ist er kleiner die RNC.
Unter verschiedensten Voraussetzungen konnten somit drei der vier Koordinatensysteme
als vorteilhaft herausgestellt werden.
Zusammenfassend hat die Verwendung der Symmetrie immer Vorteile. Allerdings wirkt
sie sich sehr unterschiedlich auf die verschiedenen Koordinatensysteme aus. Ein op-
timales Koordinatensystem kann an dieser Stelle noch nicht ausgewählt werden. Die
Zusammenfassung der Vor- und Nachteile der verschiedenen Koordinatensysteme kann
in Kapitel 5.5 gefunden werden.
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5.4 Flächenvernachlässigung unter Berücksichtigung
verschiedener Koordinatensysteme
Bei der Berechnung von Schwingungsübergängen von kleinen bis mittelgroßen Molekülen
kann in den meisten Fällen beobachtet werden, dass für die energetisch hoch liegenden
CH-Streckschwingungen Potentialterme bis mindestens zur vierten Ordnung benötigt
werden, wegen der großen Zustandsdichten. Für viele der anderen Schwingungsüber-
gänge sind hingegen Kopplungsterme bis zur dritten Ordnung völlig ausreichend, wie
bereits an vorangegangen Beispielen gesehen wurde. In Kapitel 4.4.4 wurden zwei Kri-
terien vorgestellt, anhand derer die für die Potentialentwicklung physikalisch wichtigen
Terme bestimmt werden können. Ein essentieller Teil, die Wahl der Schwellenwerte, wur-
de dabei aber nicht angesprochen. Wie diese Schwellenwerte thrskip1,d und thr
skip
2,d bestimmt
wurden ist Thema dieses Unterkapitels. Neben der Bestimmung der Schwellenwerte wird
außerdem die Wirksamkeit beider Verfahren aus Kapitel 4.4.4 an den Beispielen C2H4,
CH3F und C2H6 demonstriert. Außerdem wird auch in diesem Kapitel auf die Auswir-
kungen verschiedener Koordinatensysteme eingegangen.
Bevor die Schwellenwerte bestimmt werden, sollen die Grundideen der beiden Kriterien
aus Kapitel 4.4.4 kurz dargestellt werden. Außerdem wird eine Notation für nachfolgende
Tabellen und Abbildungen eingeführt.
Abkürz. Schwellenw. Beschreibung
P thrskip1,d Kriterium eins aus Kapitel 4.4.4 stützt sich auf den In-
formationen aus den feinen Gitterpunkten vorangegange-
ner Dimensionen. Überschreitet das Produkt der skalierten
Normen (Gleichung 4.46) aller Flächen niedrigerer Dimen-
sion einen Schwellenwert thrskip1,d nicht, so werden alle zuge-
hörigen Fläche aussortiert.
S thrskip2,d Im zweiten Kriterium werden die betrachteten Flächen
explizit durch semiempirische Methoden angetestet. Ver-
schwindet die Summe der Absolutwerte dieser Testpunkte
(Gleichung 4.47), so wird die Fläche vernachlässigt.
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Die Abkürzungen P und S stammen von den Begriffen Prescrenning und Screening für
die Kriterien 1 und 2. Beide Kriterien zur Vernachlässigung ausgewählter Flächen kön-
nen auf beliebige Flächen angewandt werden. Sinnvoll wird die Anwendung aber erst
ab den dreidimensionalen Kopplungstermen, da die niedrigeren Dimensionen so einen
wichtigen Beitrag liefern, dass keinen einzige Fläche vernachlässigt werden darf. Sollten
die Kriterien auf eine bestimmte Ordnung der Potentialentwicklung angewandt werden,
so wird dies durch 3D bzw. 4D signalisiert. Eine Anwendung auf die drei- und vierdi-
mensionalen Terme wird mit 3D+4D bezeichnet. Es gilt allerdings zu beachten, dass die
Vernachlässigung einer dreidimensionalen Fläche immer zur Folge hat, dass alle zuge-
hörigen vierdimensionalen Flächen ebenfalls vernachlässigt werden müssen (vergleiche
Kapitel 4.4.4). Die beiden Kriterien P und S sollen nun so eingestellt werden, dass inner-
halb der VCI-Rechnungen maximal ein Fehler von etwa 1 cm−1 durch die Änderungen
am Potential entstehen soll.
Bestimmung der Schwellenwerte und Auswertungen
Für die Bestimmung der Schwellenwerte wurden mehrere verschiedene Moleküle getestet.
Exemplarisch wird in diesem Kapitel Ethen C2H4 und Fluormethan CH3F betrachtet.
Außerdem werden verschiedene Koordinatensysteme berücksichtigt. Für beide Molekü-
le und alle Koordinatensysteme aus Kapitel 5.3 wurden vollständige vierdimensionale
Potentialenergieflächen berechnet. Als Multilevel-Schema wurde der Ansatz B aus Ka-
pitel 4.5.2 verwendet.
In Tabelle 5.10 sind die experimentellen und berechneten Schwingungsfrequenzen der
Fundamentalbanden für Ethen aufgelistet. Die Vernachlässigung ausgewählter Flächen
für Ethen ist eine herausfordernde Aufgabe, denn die Unterschiede in den Schwingungs-
frequenzen beim Übergang von drei- nach vierdimensionaler Potentialentwicklung sind
nicht nur in den CH-Streckschwingungen klar zu erkennen. Auch bei einigen niedrigeren
Schwingungsmoden sind Unterschiede von über 5 cm−1 zu vermerken. Die nun folgen-
den Tests haben alle dieselbe Struktur. Aus der vollständigen Potentialenergiefläche
werden systematisch die Flächen entfernt, die nach Gleichung 4.46 und Gleichung 4.47
die kleinsten Werte aufweisen. Durch die Kriterien aus Kapitel 4.4.4 können die Flächen
geordnet werden. Systematisch entfernen bedeutet, dass zum Beispiel im ersten Schritt
130
5.4 Flächenvernachlässigung unter Berücks. versch. Koordinatensysteme
Tabelle 5.10: Berechnete und experimentelle Schwingungsfrequenzen des Ethen
C2H4. Die Potentialenergiefläche wurde nach den drei- bzw. vierdimensionalen Kopp-
lungstermen abgebrochen. Außerdem wurden verschiedenen Koordinatensysteme
verwendet: Normalkoordinaten (NC) und lokalisierte Normalkoordinaten (LNC).
Die Farbkodierung der Schwigungsmoden dient der Zuordnung in Abbildung 5.7.
Zusätzlich sind die mittleren (MAD) und maximalen (MAX) Abweichungen zu den
experimentellen Werten angegeben.
Mode Sym. Exp. [75] NC LNC
3D 4D 3D 4D
ν1 Ag  3021.85 2999.1 3018.2 3028.7 3019.5
ν2  1626.17 1624.3 1624.8 1618.4 1624.8
ν3  1343.31 1341.6 1341.4 1338.6 1341.9
ν4 Au  1025.58 1025.1 1023.2 1018.8 1025.4
ν5 B1g  3082.36 3053.7 3080.4 3091.7 3079.8
ν6  1225.41 1224.5 1224.3 1219.4 1225.7
ν7 B1u  948.77 949.4 946.7 942.7 949.2
ν8 B2g  939.86 936.5 934.0 930.1 936.5
ν9 B2u  3104.87 3070.9 3102.5 3112.5 3101.6
ν10  825.92 823.7 821.9 817.2 824.2
ν11 B3u  2988.63 2960.6 2986.1 2989.0 2985.6
ν12  1442.44 1439.3 1438.9 1434.4 1440.5
MAX 34.0 5.9 9.8 3.4
MAD 10.6 2.7 6.8 1.8
n Flächen mit den kleinsten Werten nach Gleichung 4.46 vernachlässigt werden. In ei-
nem zweiten Schritt werden weitere n Flächen vernachlässigt. Die Schrittweite n bei den
dreidimensionalen Test ist vier und bei den vierdimensionalen 20, wobei es insgesamt
220 dreidimensionale Flächen gibt und 495 vierdimensionale. Sind die Flächen entfernt,
so wird eine VSCF- und ein VCI-Rechnung durchgeführt und die Ergebnisse werden mit
denen aus Tabelle 5.10 verglichen. Durch diese Vorgehensweise kann genau bestimmt
werden, ab welcher Anzahl an vernachlässigten Flächen die Abweichungen innerhalb der
VCI-Rechnungen größer als etwa 1 cm−1 werden. Ist diese Anzahl bekannt, so kann der
zugehörige Schwellenwert ermittelt werden.
In Abbildung 5.7 sind die Ergebnisse dargestellt. Bevor diese bezüglich der Flächenver-
nachlässigung interpretiert werden, seien einige allgemeine Dinge angemerkt. Die Zu-
ordnung der Farben zu den einzelnen Schwingungsmoden ist in Tabelle 5.10 zu finden.
Wichtig sind vor allem die dunkleren Blautöne, die zu den CH-Streckschwingungen gehö-
ren. Die energetisch hoch liegenden Schwingungsmoden müssen besonders gut beschrie-
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Abbildung 5.7: Abweichungen innerhalb der VCI-Rechnungen beim Ethen C2H4
nach Vernachlässigung ausgewählter Flächen. Zur Auswahl der zu vernachlässigen-
den Flächen wurde das erste (P) und das zweite (S) Kriterium aus Kapitel 4.4.4 ver-
wendet. Die Potentialenergieflächen wurden mit Normalkoordinaten (NC) und loka-
lisierten Normalkoordinaten (LNC) berechnet. In Tabelle 5.10 werden die einzelnen
Schwingungsmoden farbkodiert.
ben werden, denn die Zustandsdichte ist in diesem Bereich besonders hoch, weshalb
eine sehr gute Beschreibung erforderlich ist. Umgekehrt ist die Zustandsdichte bei ener-
getisch niedrigen Schwingungen gering, weshalb in diesen Fällen auch Schwingungen
mit einigen Wellenzahlen Abweichung exakt den experimentellen Werten zugeordnet
werden können. Nichtsdestotrotz wäre eine genaue Beschreibung auch hier wünschens-
wert. Betrachtet wird nun die Abbildung 5.7. Es fällt sofort auf, dass sich die absoluten
Abweichungen innerhalb der VCI-Berechnungen unstetig verhalten. Dies hat mehrere
Gründe. Beispielsweise können Zustände, die eine starke Fermiresonanz aufweisen, zwi-
schen verschiedenen Zuständen hin- und herspringen. Dies wird hier aber nur selten der
Fall sein. Viel häufiger führen kleine Änderungen des automatisch generierten Konfigu-
rationsraumes zu kleinen Änderungen in den VCI-Ergebnissen. Änderungen von einer
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halben Wellenzahl führen in diesen Abbildungen aber schon zu deutlichen Knicken. Ein
weiterer Punkt, der diese Knicke erklärt, ist, dass durch die Vernachlässigung, wie sie
hier durchgeführt wird, zusammengehörige Flächen separiert werden können. Beispiels-
weise könnten für die Beschreibung einer Schwingung zwei Flächen nötig sein, von denen
aber nur eine entfernt wird, was im wesentlich an der gewählten Vorgehensweise liegt.
Nach diesen allgemeinen Anmerkungen kann Abbildung 5.7 nun unter dem Aspekt der
Flächenvernachlässigung untersucht werden. Betrachtet werden soll zuerst der Fall der
Normalkoordinaten in Abbildung 5.7. Im dreidimensionalen Fall ist bei beiden Kriteri-
en P und S zu erkennen, dass nur sehr wenige Flächen vernachlässigt werden können.
Gut ist außerdem zu erkennen, dass das Kriterium S die CH-Streckschwingungen sehr
gut isolieren kann, d.h. die Änderungen innerhalb der VCI-Rechnungen fallen sehr klein
aus. Die Fehler innerhalb der CH-Streckschwingungen bleiben beim Kriterium S selbst
bei ca. 80 vernachlässigten Flächen unter 1 cm−1. Die ausgezeichnete Wirksamkeit des
Kriteriums S ist dann bei den vierdimensionalen Termen zu erkennen. Selbst bei der
Vernachlässigung von etwa 300 Flächen von insgesamt 495 sind kaum Effekte innerhalb
der VCI-Rechnungen zu erkennen. Der Grund dafür, warum Kriterium P bereits nach
etwa 100 Flächen versagt, ist, dass die Flächen zu den CH-Streckschwingungen nicht
gut erkannt werden konnten. Bei den lokalisierten Normalkoordinaten sind ähnliche Ef-
fekte zu erkennen. Im vierdimensionalen Fall können beide Kriterien etwa gleich viele
Flächen auswählen, wobei der Fehler bei unterschiedlichen Schwingungsmoden ansteigt.
Unerwartet sind die Beobachtungen bei dem 3D LNC Test. Im Gegensatz zu den NC
reagieren die VCI-Rechnungen mit den LNC viel insensitiver auf das Aussortieren ein-
zelner Flächen und so können deutlich mehr Flächen vernachlässigt werden. Als erster
Trend ist somit zu erkennen, dass Kriterium S besser funktioniert als Kriterium P. Der
Grund dafür ist, dass durch das Antesten der Flächen zuverlässigere Aussagen getroffen
werden können. Zu beachten ist, dass wenn 300 von 495 Flächen vernachlässigt werden
dies nur etwa 27% der ab initio Punkte sind, die für die vierdimensionalen Terme be-
nötigt wurden. Die Flächen, die vernachlässigt werden, sind im Allgemeinen genau die
Flächen, die besonders schnell konvergieren und damit wenige Punkte benötigen. Um-
gekehrt beschreiben die Differenzflächen, die nicht vernachlässigt werden können, große
Kopplungen zwischen den einzelnen Koordinaten. Innerhalb dieser Flächen finden große
Änderungen der Energie statt, weshalb viele ab initio Punkte zur Beschreibung benö-
tigt werden. Obwohl somit viele Flächen vernachlässigt werden können, hat dies kaum
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Auswirkungen auf die Gesamtanzahl der ab initio Punkte. Dieser Trend wurde bei allen
getesteten Systemen beobachtet und lässt sich durch die verschiedenen Abbruchkriterien
bei dem iterativen Aufbau der Differenzflächen (vergleiche Kapitel 4.4.3) erklären. Vor
allem das Kriterium von Gleichung 4.40 sorgt für eine schnelle Konvergenz der Diffe-
renzflächen, wenn diese sehr flach sind. Genau diese flachen Flächen werden aber durch
die in diesem Unterkapitel behandelten Methoden aussortiert.
Um diese Beobachtungen zu verifizieren, wurden dieselben Tests am Fluormethan durch-
geführt. In Tabelle 5.11 sind die experimentellen und berechneten Schwingungsfrequen-
zen aufgelistet. Außerdem sind die Schwingungsmoden ihren tatsächlichen Symmetrie-
labels zugeordnet. Die berechneten Werte wurden mit verschiedenen Koordinatensyste-
men bestimmt. Beim Fluormethan sind über alle Koordinatensysteme hinweg größere
Änderungen (>3 cm−1) innerhalb der CH-Streckschwingungen zu erkennen, wenn die
vierdimensionalen Kopplungsterme hinzugenommen werden. Bei den anderen Frequen-
zen sind die Änderungen hingegen sehr klein. Es sollte deshalb möglich sein, sehr viele
vierdimensionale Flächen zu vernachlässigen. Abbildung 5.8 zeigt die von oben bekann-
ten Diagramme. Zuerst kann beobachtet werden, dass sich NC und RNC sowie LNC und
RLNC im wesentlichen gleich verhalten, weshalb nur NC und LNC andiskutiert werden.
Auch in dieser Abbildung sind die Blautöne den CH-Streckschwingungen zugeordnet. Im
dreidimensionalen Fall ist erneut gut zu erkennen, dass Kriterium S besser performt und
vor allem die CH-Streckschwingungen besser isolieren kann. So können für alle Koordi-
natensysteme im dreidimensionalen Fall mit Kriterium S mehr Flächen vernachlässigt
werden. Bei den vierdimensionalen Termen verhalten sich beide Kriterien gleich. Das
zeigt, dass auch das Kriterium P bei den vierdimensionalen Flächen ein sehr gutes Kri-
terium sein kann. Bei den vierdimensionalen Tests ist außerdem zu erkennen, dass bei
den LNC viel mehr Flächen vernachlässigt werden können als bei den NC. Dadurch,
dass bei den LNC mehr Flächen vernachlässigt werden können, kann darauf geschlossen
werden, dass durch die Verwendungen von lokalisierten Koordinaten die Kopplungen
innerhalb der Koordinaten abnehmen. Dies führt zu dem beobachteten Ergebnis, dass
mehr Flächen innerhalb der Potentialentwicklung vernachlässigt werden können. Dabei
sollte aber berücksichtigt werden, dass selbst bei der Vernachlässigung von 80% der vier-
dimensionalen Flächen bei den LNC, dies nur zu einer Reduktion der Gesamtpunktzahl
von 27% führt. Dies liegt erneut daran, dass im Allgemeinen für die wichtigen Diffe-
renzflächen deutlich mehr Punkte benötigt werden als für die unwichtigen Flächen, die
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Tabelle 5.11: Berechnete und experimentelle Schwingungsfrequenzen des Fluor-
methans CH3F. Die Potentialenergiefläche wurde nach den drei- bzw. vierdimen-
sionalen Kopplungstermen abgebrochen. Außerdem wurden verschiedenen Koordi-
natensysteme verwendet: Normalkoordinaten (NC), lokalisierte Normalkoordinaten
(LNC), rotierte Normalkoordinaten (RNC), rotierte und lokalisierte Normalkoordi-
naten (RLNC). Die Farbkodierung der Schwingungsmoden dient der Zuordnung in
Abbildung 5.8. Zusätzlich sind die mittleren (MAD) und maximalen (MAX) Abwei-
chungen zu den experimentellen Werten angegeben.
Mode Sym. Exp. [76,77] NC LNC
3D 4D 3D 4D
ν1 A1  2966.25 2958.7 2963.3 2962.3 2963.4
ν2  1459.39 1457.9 1457.7 1457.0 1458.1
ν3  1048.61 1048.4 1048.3 1048.3 1048.3
ν4 E  3005.81 3016.0 2999.5 3005.8 3002.6
ν5  3005.81 3008.5 3001.1 3005.5 3002.2
ν6  1467.81 1465.7 1466.0 1465.7 1466.3
ν7  1467.81 1466.1 1466.0 1465.8 1466.2
ν8  1182.67 1181.4 1181.2 1180.8 1181.5
ν9  1182.67 1181.3 1181.2 1180.6 1181.5
MAX 10.2 6.3 3.9 3.6
MAD 3.2 2.5 1.7 1.9
Mode Sym. Exp. RNC RLNC
3D 4D 3D 4D
ν1 A1  2966.25 2958.4 2963.1 2961.8 2962.9
ν2  1459.39 1457.9 1457.7 1456.8 1457.9
ν3  1048.61 1048.4 1048.2 1048.3 1048.3
ν4 E  3005.81 3015.9 3000.8 3005.8 3003.8
ν5  3005.81 3008.4 2999.2 3004.9 3001.8
ν6  1467.81 1465.9 1465.9 1465.7 1466.2
ν7  1467.81 1465.9 1466.0 1465.7 1466.2
ν8  1182.67 1181.4 1181.6 1180.7 1181.4
ν9  1182.67 1181.4 1180.6 1180.7 1181.4
MAX 10.1 6.6 4.4 4.0
MAD 3.2 2.6 1.8 1.9
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Abbildung 5.8: Abweichungen innerhalb der VCI-Rechnungen des Fluormethans
CH3F nach Vernachlässigung ausgewählter Flächen. Zur Auswahl der zu vernachläs-
sigenden Flächen wurde das erste (P) und das zweite (S) Kriterium aus Kapitel 4.4.4
verwendet. Die Potentialenergieflächen wurden mit verschiedenen Koordinatensyste-
men berechnet. In Tabelle 5.11 werden die einzelnen Schwingungsmoden farbkodiert.
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Tabelle 5.12: Schwellenwerte für die beiden Kriterien zur Vernachlässigung ausge-
wählter Flächen aus Kapitel 4.4.4.
P S
d thrskip1,d thr
skip
2,d
3D 10−17 10−2
4D 10−26 10−1
vernachlässigt werden können. Die hier bestimmten optimalen Schwellenwerte stehen
im Allgemeinen aber nicht zur Verfügung. Deshalb werden bei tatsächlichen Berech-
nungen auch deutlich weniger Flächen vernachlässigt, um möglichst gute Ergebnisse zu
garantieren.
Anhand der Diagramme aus Abbildung 5.7 und 5.8 und mit weiteren Molekülen konn-
ten für jedes Molekül und jedes Koordinatensystem optimale Schwellenwerte für die
Kriterien P und S bestimmt werden. Aus allen optimalen Werten wurden die kleinsten
Werte bestimmt, die als Standardparameter für die Schwellenwerte thrskip1,d und thr
skip
2,d
verwendet werden sollen. Im Allgemeinen werden daher weniger Flächen vernachlässigt
als möglich wäre, womit aber auch gewährleistet wird, dass die absoluten Abweichungen
innerhalb der Schwingungsrechnungen klein bleiben. In Tabelle 5.12 sind diese Werte ta-
bellarisiert. Beispielsweise wird bei diesen Schwellenwerten im Falle LNC 4D CH3F mit
Kriterium S nur 53 Flächen vernachlässigt und nicht die nahezu 120 möglichen Flächen.
Da dies immerhin die Hälfte der Flächen sind ist dies trotzdem ein gutes Ergebnis, auch
wenn dies nur sehr wenige ab initio Punkte betrifft.
Zusammenfassend kann somit gesagt werden, dass beide Kriterien aus Kapitel 4.4.4 ihre
Wirksamkeit bewiesen haben. Die unterschiedliche Wichtigkeit der einzelnen Flächen
für die Potentialentwicklung kann daher genutzt werden, um durch Vernachlässigung
einzelner Differenzflächen die Berechnung der PES zu beschleunigen. Das Kriterium S
konnte die wichtigen Flächen allerdings deutlich besser bestimmen, womit zu rechnen
war, da zusätzliche Informationen durch das Antesten der Fläche zur Verfügung ste-
hen. Die in Tabelle 5.12 angegebenen Schwellenwerte sollen nun in einem weiteren Test
überprüft werden. Dazu wird die Vernachlässigung einzelner Potentialterme am Beispiel
Ethan C2H6 getestet. Dort wird außerdem darauf eingegangen wie viel Rechenzeit tat-
sächlich eingespart werden kann. Denn die Vernachlässigung von 50% der Flächen einer
Dimension bedeutet nicht, dass die Hälfte der Rechenzeit eingespart werden kann.
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Tabelle 5.13: Gesamtanzahl an drei- und vierdimensionalen Differenzflächen des
Ethans und benötigte Anzahl an ab initio Punkte zur Bestimmung der PES in Nor-
malkoordinaten (NC) und lokalisierten Normalkoordinaten (LNC).
Flächen Punkte
NC LNC
3D 816 69 744 175 461
4D 3060 673 178 793 341
Vernachlässigung ausgewählter Flächen am Beispiel C2H6
Ethan ist ein Beispiel, bei dem die Vernachlässigung von Flächentermen große Aus-
wirkungen auf die Rechenzeit haben kann. Bei der Bestimmung der PES in NC und
LNC wurden große Mengen an ab initio Punkten benötigt. Die genaue Anzahl ist in
Tabelle 5.13 zu finden. Selbst unter Berücksichtigung voller Symmetrie ist mit über
einer halben Millionen ab initio Punkten die Bestimmung der vierdimensionalen Kopp-
lungsflächen sehr aufwendig. Wenn bei der Bestimmung der PES Flächen vernachlässigt
werden können, könnte dies zu großen zeitlichen Einsparungen führen. Als Multilevel-
Schema wurde, wie bei den Beispielen zuvor, das Schema B aus Kapitel 4.5.2 verwen-
det. In Tabelle 5.14 sind die experimentellen und berechneten Schwingungsfrequenzen
dargestellt. Die berechneten Werte mit einem vierdimensionalen Potential stimmen bei
beiden Koordinatensystemen exzellent mit den experimentellen Werten überein (MAD
NC=1.9 cm−1, MAD LNC=2.1 cm−1). Einige Anmerkungen sind allerdings trotzdem zu
machen. In der Publikation [78] wurde für die Schwingungsmode ν1 der Wert 2954.0 cm−1
angegeben. Diese Schwingungsfrequenz konnte in den Berechnungen ebenfalls beobach-
tet werden, gehört aber nach unserer Analyse zu dem ersten Oberton der Schwingung
ν15. Die entsprechende experimentell beobachtete Schwingungsfrequenz wurde deswegen
in Tabelle 5.14 angepasst. Durch Hinzunahme der vierdimensionalen Terme sind teil-
weise große Unterschiede erkennbar, beispielsweise bei den CH-Streckschwingungen von
um die 30 cm−1 und bei niedrigen Schwingungsfrequenzen von um die 10 cm−1. Zu letzt
sei noch auf die Symmetrie der Schwingungsfrequenzen hingewiesen. Bei den entarteten
Paaren sollten die zugehörigen Schwingungsfrequenzen stets gleich sein. In den meisten
Fällen sind sie dies auch bis auf kleine Abweichungen von wenigen Zehntel Wellenzah-
len. Nichtsdestotrotz gibt es auch Symmetriebrüche von über einer Wellenzahl. Dies
liegt daran, dass die Potentialenergiefläche durch die Mehrmoden-Entwicklung unvoll-
ständig ist. Je mehr Potentialterme also berücksichtigt werden, desto kleiner sollten die
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Tabelle 5.14: Berechnete und experimentelle Schwingungsfrequenzen des Ethans
C2H6. Die Potentialenergiefläche wurde nach den drei- bzw. vierdimensionalen Kopp-
lungstermen abgebrochen. Außerdem wurden verschiedenen Koordinatensysteme
verwendet: Normalkoordinaten (NC), lokalisierte Normalkoordinaten (LNC). In den
letzten beiden Zeilen sind die mittleren (MAD) und maximalen (MAX) Abweichun-
gen zu den experimentellen Daten gelistet.
Mode Sym. Exp. [78] NC LNC
3D 4D 3D 4D
ν1 A1g 2897.8A 2889.4 2893.3 2940.9 2900.1
ν2 1397 1396.0 1395.4 1389.1 1396.5
ν3 994.11 995.6 993.8 994.5 992.5
ν4 A1u 289.32 305.2 292.6 286.1 299.8
ν5 A2u 2895.67 2891.8 2897.1 2907.9 2898.5
ν6 1379.16 1377.2 1376.9 1370.6 1377.9
ν7 Eg 2968.69 2938.6 2968.0 2993.2 2972.3
ν8 2968.69 2955.3 2966.6 2986.2 2968.0
ν9 1468.1 1467.2 1467.0 1458.3 1467.7
ν10 1468.1 1467.1 1466.5 1459.0 1467.2
ν11 1195.3 1200.6 1195.9 1188.6 1197.4
ν12 1195.3 1201.0 1195.8 1188.1 1197.1
ν13 Eu 2985.39 2951.6 2983.7 3017.8 2985.7
ν14 2985.39 2956.0 2984.0 3008.6 2981.6
ν15 1472.03 1470.2 1470.0 1455.5 1471.2
ν16 1472.03 1470.7 1469.3 1470.4 1470.9
ν17 821.72 821.0 819.0 810.9 820.6
ν18 821.72 820.3 818.9 810.6 820.4
MAX 33.8 4.5 43.1 10.5
MAD 8.7 1.9 13.7 2.1
A Schwingungsfrequenz des ersten Obertons von ν15. Die Fundamen-
talbande von ν1 liegt laut [78] bei 2954.0 cm−1.
Symmetriebrüche werden. Dies ist auch sehr gut zu erkennen, denn bei den 4D-Spalten
sind die Brüche im Allgemeinen deutlich kleiner, als bei den zugehörigen 3D-Spalten.
Bei den LNC und beispielsweise den Moden ν13 und ν14 wären voraussichtlich sogar
fünfdimensionale Potentialterme notwendig, um den Symmetriebruch zu verringern. In
diesem Beispiel sind die Symmetriebrüche bei den LNC größer als bei den NC.
In Tabelle 5.15 sind die mittleren und maximalen Abweichungen der VCI-Schwingungs-
frequenzen eingetragen, die entstehen, wenn ausgewählte Differenzflächen aus der Poten-
tialentwicklung entfernt werden. Wie viele Flächen und ab initio Punkte dies betrifft, ist
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Tabelle 5.15: Anzahl an vernachlässigten Flächen und Punkten in Prozent bei der
Verwendung des ersten (P) und zweiten (S) Kriteriums aus Kapitel 4.4.4 am Beispiel
C2H6. Außerdem sind die mittlere (MAD) und maximale (MAX) Abweichung in-
nerhalb der VCI-Rechnungen bezüglich einer Referenzrechnung in cm−1 angegeben.
Als Referenzrechnung dient dabei jeweils eine Potentialenergiefläche, bei der keine
Flächen vernachlässigt wurden (vergleiche Tabelle 5.14).
NC
Krit. Flächen Punkte MAD MAX
3D/% 4D/% 3D/% 4D/% cm−1 cm−1
4D P 37.0 17.7 0.97 5.52
S 23.0 8.9 0.47 1.07
3D+4D P 11.9 44.6 4.2 22.5 1.13 6.06
S 7.0 26.3 2.0 11.2 0.61 1.24
LNC
Krit. Flächen Punkte MAD MAX
3D/% 4D/% 3D/% 4D/% cm−1 cm−1
4D P 56.3 45.9 0.43 2.10
S 45.8 38.1 0.61 1.80
3D+4D P 24.4 67.6 13.8 55.8 0.64 2.32
S 9.6 49.2 2.1 40.6 0.51 1.00
prozentual ebenfalls in Tabelle 5.15 aufgelistet. Da für die lokalisierten Koordinaten bei
einer dreidimensionalen PES nicht alle Frequenzen bestimmt werden konnten, wurden
in diesem Test nur VCI-Rechnungen auf vierdimensionalen Potentialen durchgeführt.
Dazu wurden einmal die beiden Kriterien nur an den vierdimensionalen Differenzflächen
(4D) getestet und einmal an sowohl den drei- als auch den vierdimensionalen Diffe-
renzflächen (3D+4D). Für die NC ist zu beobachten, dass durch das Kriterium P eine
größere maximale Abweichung als 1 cm−1 resultiert. Der eingestellt Schwellenwert aus
Tabelle 5.12 ist somit noch etwas zu groß gewählt und sollte für Systeme ähnlicher Größe
und Komplexität verringert werden. Das Kriterium S funktioniert mit den eingestellten
Schwellenwerten sehr gut. Ein maximaler Fehler von etwa 1 cm−1 und eine Vernachläs-
sigung von 26.3% der vierdimensionalen Flächen ist ein sehr gutes Ergebnis. Von der
großen Anzahl an vernachlässigten Flächen sollte man sich aber nicht täuschen lassen,
denn obwohl in einem der Beispiele 26.3% der Flächen vernachlässigt werden können,
entspricht dies nur 11.2% der ab initio Punkte. Der Grund dafür ist der iterative Aufbau
der Differenzflächen. Im Allgemeinen konvergieren die Flächen, die zur Vernachlässigung
ausgewählt werden, sehr schnell, da sie sehr flach sind (vergleiche mit den Kriterien aus
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Kapitel 4.4.4). Durch beide Kriterien P und S werden somit vor allem die Flächen aus-
gewählt für die sowieso nur wenige Punkte benötigt werden. Nichtsdestotrotz ist eine
Zeitersparnis von über 10% ein gutes Ergebnis.
Die Berechnungen mit den lokalisierten Koordinaten liefern ähnliche Ergebnisse, wobei
tendenziell mehr Flächen und damit mehr ab initio Punkte vernachlässigt werden kön-
nen. Wobei auch diese Angaben mit Vorsicht zu betrachten sind, denn es wurden auch
mehr ab initio Punkte für die Bestimmung der Fläche benötigt (vergleiche Tabelle 5.13),
die zusätzlich in einer niedrigeren molekularen Punktgruppe liegen. Die mittleren und
maximalen Abweichungen der VCI-Frequenzen zur Referenz sind teilweise etwas größer
als 1 cm−1. Vor allem der Schwellenwert für das Kriterium P sollte noch etwas ange-
passt werden. Trotzdem kann hier von einem exzellenten Ergebnis gesprochen werden.
Denn mit beiden Kriterien P und S zur Vernachlässigung ausgewählter Flächen können
sehr gut die wichtigen von den unwichtigen Flächen getrennt werden und dadurch kann
die Rechenzeit deutlich reduziert werden. Im Falle 3D+4D S und lokalisierten Koor-
dinaten führt die Flächenvernachlässigung bei den vierdimensionalen Termen zu einer
Beschleunigung von etwa 40% was ein sehr gutes Ergebnis ist.
Zusammenfassend funktionieren auch am Ethan beide Kriterien zur Vernachlässigung
ausgewählter Flächen gut bis sehr gut. Der Schwellenwert für das erste Kriterium P
sollte noch etwas herabgesetzt werden, um kleinere maximale Abweichungen zu gewähr-
leisten. Unter der Berücksichtigung, dass die vierdimensionalen Terme innerhalb der
VCI-Rechnungen zu Änderungen von um die 30 cm−1 führen und die harmonischen Fre-
quenzen über 100 cm−1 abweichen, sind aber selbst die 6 cm−1 Abweichung ein guter
Wert. Die Beschleunigungseffekte sind bei einem solchen Molekül nicht zu vernachläs-
sigen. Beispielsweise kann bei NC etwa 11% der Rechenzeit und bei LNC etwa 40%
der Rechenzeit eingespart werden. Somit ist insbesondere die Methode zur Vernachläs-
sigung ausgewählter Flächen unter Verwendung von Kriterium S eine gute und einfache
Möglichkeit große Mengen an ab initio Punkten zu sparen und trotzdem innerhalb der
VCI-Rechnungen eine fast gleichbleibende Qualität zu garantieren. Zum Ende dieses Un-
terkapitels seinen hier noch zwei Punkte angemerkt. Die Vernachlässigung ausgewählter
Flächen wird bei zunehmender Dimension der Differenzflächen immer wichtiger. In die-
sem Unterkapitel konnte beobachtet werden, dass bei den vierdimensionalen Flächen
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deutlich mehr vernachlässigt werden konnte als bei den dreidimensionalen Flächen. Die-
ser Trend wird sich sicherlich noch verstärken, wenn zu fünfdimensionalen Flächen über-
gegangen wird. Wodurch diese Ansätze immer wichtiger werden. Dies konnte leider nicht
getestet werden, da momentan die Programme zur Berechnung der Schwingungsenergien
auf vierdimensionale Terme limitiert sind. Ein weiterer Punkt ist, dass die Vernachläs-
sigung ausgewählter Flächen nicht nur einen Einfluss auf die Erzeugung der PES hat,
sondern auch auf die Schwingungsberechnungen. Dort vereinfacht sich zum einen die
Darstellung der potentiellen Energie im Watson-Operator, wodurch die Berechnung auf-
tretender Integrale beschleunigt wird, und zum anderen wird weniger Arbeitsspeicher
für die Flächen benötigt, wenn einige von ihnen vernachlässigt wurden. Die Reduktion
des Arbeitsspeichers wird zu einem entscheidenden Faktor, wenn beispielsweise für das
Ethan C2H6 auch noch fünfdimensionale Flächen berechnet werden sollen. In diesem
Fall gäbe es 8568 Differenzflächen, die bei 16 Punkten pro Dimension ca. 72 Gigabyte
Arbeitsspeicher benötigen würden. Eine Vernachlässigung von 50% wäre somit hilfreich
um die benötigte Menge an Arbeitsspeicher deutlich zu verringern.
142
5.5 Vergleich der Koordinatensysteme
5.5 Vergleich der Koordinatensysteme
Bei der Berechnung von theoretischen Schwingungsspektren ist die Wahl des Koor-
dinatensystems ein essentielles Thema. Sie beeinflusst wesentlich die Berechnung der
Potentialenergiefläche und hat damit auch einen großen Einfluss auf alle Schwingungs-
rechnungen. Ein kurzer Überblick über verschiedene Koordinatensysteme innerhalb der
theoretischen Schwingungsspektroskopie ist in Kapitel 2.2.4 gegeben. Von besonderem
Interesse ist die Publikation von Jacob [16]. In ihr werden lokalisierte Koordinaten als
deutlich vorteilhafter als Normalkoordinaten beschrieben, einen Sachverhalt der bis da-
to von uns nicht beobachtet wurde. Die Aussagen von Jacob stützen sich imWesentlichen
auf drei Behauptungen:
1. Durch die Verwendung von LNC konvergiert die Mehrmoden-Entwicklung (Glei-
chung 2.55) schneller, sodass beispielsweise keine vierdimensionalen Kopplungster-
me benötigt werden.
2. Die lokalisierten Koordinaten sind schwächer gekoppelt. Durch diese schwache
Kopplung können mehr Flächen innerhalb eines Entwicklungsterms vernachlässigt
werden.
3. Schnellere Konvergenz hinsichtlich des Konfigurationsraumes im VCI.
Da viele der Untersuchungen von Jacob Schwachstellen aufweisen, sollte innerhalb dieser
Arbeit untersucht werden, ob es tatsächlich vorteilhafter ist lokalisierte Normalkoordi-
naten statt Normalkoordinaten zu verwenden. In den vorangegangenen Kapiteln wurden
mehrfach Vergleiche zwischen den beiden Koordinatensystemen angestellt. Eine Zusam-
menfassung aller Argumente und die Klärung der Fragestellung, ob LNC ein besseres
Koordinatensystem zur Berechnung theoretischer Schwingungsspektren bilden, ist der
Hauptbestandteil dieses Unterkapitels.
Bevor die Koordinatensysteme verglichen werden, soll auf die Zielrichtung in unserer
Arbeitsgruppe bei der Bestimmung von Schwingungsfrequenzen eingegangen werden.
Primär wird versucht Schwingungsübergänge so genau wie möglich zu beschreiben. Mög-
lichst genau bedeutet dabei, dass alle Berechnungen bis auf etwa 1 cm−1 konvergiert sind.
Um innerhalb dieser Arbeit Effekte durch die VCI-Rechnungen ausschließen zu können,
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wurden alle VCI-Rechnungen mit großen Konfigurationsräumen durchgeführt, aus de-
nen alle wichtigen Konfigurationen selektiert wurden. Die wesentlichen Einflüsse auf die
Schwingungsfrequenzen werden somit aus der Potentialenergiefläche resultieren und sind
damit direkt von der Wahl des Koordinatensystems abhängig.
Tabelle 5.16: Maximale Änderung der
VCI-Schwingungsfrequenzen in cm−1
durch die Hinzunahme der vierdimensio-
nalen Kopplungsterme bei verschiedenen
Molekülen.
MAX 3D → 4D
NC LNC
CH3F 16.5 3.3
C2H4 31.6 11.9
C2H3F 15.3 20.2
C2H6 32.1 40.8
C2H5F 21.0 40.5
Es werden nun die obigen Behauptungen unter-
sucht. Begonnen wird mit der ersten Behaup-
tung, dass die Mehrmoden-Entwicklung unter
Verwendung von LNC schneller konvergiert.
Bezüglich unserer Anforderungen an die Er-
gebnisse der Berechnungen der Schwingungs-
frequenzen ist diese Aussage falsch. In Tabel-
le 5.16 kann gesehen werden, dass es zu deutli-
chen Änderungen in den Schwingungsfrequen-
zen kommt, wenn die vierdimensionalen Kopp-
lungsterme der PES hinzugefügt wurden. Im
besten Fall waren dies etwa 3 cm−1 beim Fluor-
methan, bei allen andern Molekülen in der ne-
benstehenden Tabelle sind aber Änderungen von über 10 cm−1 zu erkennen. Da die
Ergebnisse der Berechnungen auf einer vierdimensionalen Darstellung der PES bei NC
und LNC ähnliche Ergebnisse liefern (vergleiche Tabelle 5.10, Tabelle 5.11 und Tabel-
le 5.14), kann gesagt werden, dass die Mehrmoden-Entwicklung nicht schneller bezüglich
der Ordnung konvergiert. Anzumerken sei allerdings, dass, falls nur ein dreidimensiona-
les Potential verwendet wird, die mittleren Abweichungen zu den experimentellen Wer-
ten bei den LNC oft etwas kleiner sind als bei den NC (vergleiche Tabelle 5.10 und
Tabelle 5.11). Im Allgemeinen werden aber beide Koordinatensysteme gleich viele Ent-
wicklungsterme (3D, 4D) in der Mehrmoden-Entwicklung benötigen.
Nach der zweiten Behauptung von Jacob sind die lokalisierten Normalkoordinaten schwä-
cher untereinander gekoppelt, wodurch mehr Flächen vernachlässigt werden können. Die-
se Aussage ist richtig. Im Kapitel 5.4 konnte gezeigt werden, dass oft mehr Flächen bei
den LNC vernachlässigt werden können als bei den NC innerhalb einer Dimension. Dies
hat aber nicht zur Folge, dass die Berechnung der PES auch schneller ist, worauf eigent-
lich das Hauptaugenmerk gelegt werden sollte. Wenn die zweite Behauptung unter dem
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Aspekt untersucht wird, in welchem Koordinatensystem schneller eine PES aufgestellt
werden kann, dann ergeben sich einige andere Aspekte, die über die Vernachlässigung
ausgewählter Flächen hinaus berücksichtigt werden müssen. Einer der Aspekte, wenn es
um die Berechnungszeiten der PES geht, ist die Symmetrie. Durch die Lokalisierung der
Koordinaten können alle äquivalente CH-Streckschwingungen innerhalb der Flächener-
zeugung gleich behandelt werden. Die Symmetrie des Systems wird in diesen Fällen
erhöht, was die Berechnungen beschleunigen sollte. Da größer werdende Moleküle weni-
ger Symmetrie aufweisen und damit auch weniger äquivalente CH-Streckschwingungen,
werden LNC für sie uninteressanter unter dem Symmetrieaspekt. Die Lokalisierung der
Koordinaten hat allerdings nicht nur Einfluss auf die Symmetrie der Differenzflächen
sondern auch auf die molekulare Punktgruppe der einzelnen ab initio Punkte. Im Allge-
meinen führt die Lokalisierung dazu, dass die einzelnen ab initio Punkte nur noch sehr
geringe Symmetrie aufweisen (siehe Tabelle 5.4 und Tabelle 5.9). Dies hat zur Folge,
dass die einzelnen Punkte rechenzeitintensiver werden, was die Vorteile der Permutati-
onssysmmetrie völlig kompensieren kann. Ein weiterer Aspekt ist, dass die Flächen mit
lokalisierten Koordinaten komplexer sind. In anderen Worten, es werden mehr ab initio
Punkte für die einzelnen Flächen benötigt als bei den Normalkoordinaten. Dies wurde
in Kapitel 5.3 für Ethen und Fluormethan gezeigt. Unter Verwendung lokalisierter oder
rotierter Normalkoordinaten nimmt die Anzahl der ab initio Punkte pro Fläche deutlich
zu. Eine größerer Komplexität und die dadurch erhöhte Anzahl an Iterationen bis zur
Konvergenz der Differenzflächen kann dazu führen, dass selbst mit Symmetrie die Ge-
samtzahl der benötigten ab initio Punkte größer wird durch die Verwendung der LNC
(siehe Tabelle 5.13). Berücksichtigt man alle Aspekte der Symmetrie und die Ergebnisse
zum Vernachlässigen ausgewählter Flächen, so stellt sich heraus, dass bezüglich der Re-
chenzeit für die Bestimmung der PES beide Koordinatensysteme ähnlich sind. Sicherlich
gibt es aber Beispiele wie das C2H6 bei dem die NC besser sind und andere Beispiele,
wie CH3F, bei dem die LNC Vorteile bringen. Es sollte jedoch darauf geachtet werden,
dass der Vorteil der Permutationssymmetrie nur bei Molekülen mit äquivalenten CH-
Streckschwingungen vorliegt. Bei Molekülen ohne äquivalente CH-Streckschwingungen
gibt es keine Permutationssymmetrie, wodurch der Vorteil durch die Symmetrie entfällt.
Die dritte und letzte Behauptung von Jacob wurde im Rahmen dieser Arbeit nicht de-
tailliert untersucht, da es sich um einen anderen thematischen Schwerpunkt handelt.
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Tabelle 5.17: Durchschnittliche Anzahl der selektierten Konfigurationen innerhalb
der VCI-Berechnungen für die angegebenen Moleküle. Die Tabelle ist aufgeteilt in
CH-Streckschwingungen (CH) und alle anderen Schwingungen (Rest).
CH3F C2H4 C2H6 C2H3F
Typ Koord. 3D 4D 3D 4D 4D 4D
CH NC 2952 3864 3708 6316 23051 25185
LNC 4456 5037 10913 13819 43558 22434
Rest NC 1539 2216 1864 3710 7576 9338
LNC 2116 2261 5688 6513 12386 7876
Nichtsdestotrotz sollen hier die Erkenntnisse präsentiert werden, die innerhalb der VCI-
Berechnungen mit lokalisierten Koordinaten beobachtet wurden. Wie bereits erwähnt,
sind die VCI-Ergebnisse für ein dreidimensionales Potential mit LNC oft besser als
mit NC. Trotzdem sind deutliche Änderungen durch die Hinzunahme der vierdimen-
sionalen Terme bei beiden Koordinatensystemen zu erkennen. Die Unterschiede in den
VCI-Rechnungen zwischen LNC und NC ergeben sich aus der veränderten VSCF-Basis.
Wenn äquivalente CH-Streckschwingungen vorhanden sind, so resultieren aus der Loka-
lisierung äquivalente VSCF-Modals. Diese äquivalenten Modals haben bei der Selektion
innerhalb der VCI-Berechnungen zur Folge, dass wesentlich mehr Konfigurationen durch
das Energiekriterium selektiert werden. In Tabelle 5.17 sind die durchschnittlichen An-
zahlen an selektierten Konfigurationen für die VCI-Rechnung angegeben. Besonders bei
den CH-Streckschwingungen sind die Räume bei den LNC deutlich größer als bei den
NC. Das Problem dabei ist, dass die Rechenzeit der VCI-Rechnungen mit der Größe
des selektierten Raumes ansteigt. Daher sind die VCI-Berechnungen mit den lokalisier-
ten Koordinaten meist erheblich langsamer. Aber auch diese Eigenschaft hängt mit den
äquivalenten CH-Streckschwingungen zusammen. Betrachtet man ein Molekül wie das
Fluorethen C2H3F bei dem es keine äquivalenten CH-Bindungen gibt, so ergeben sich
auch keine äquivalenten VSCF-Modals und die Räume der selektierten Konfiguratio-
nen für die verschiedenen Koordinatensysteme haben vergleichbare Größe (vergleiche
Tabelle 5.17). Innerhalb unseres konfigurationsselektiven VCI-Programms konnten so-
mit keinerlei Vorteile bei der Verwendung von lokalisierten Normalkoordinaten gefunden
werden.
Zusammenfassend konnte somit festgestellt werden, dass es im Allgemeinen keine klaren
Vorteile bringt, lokalisierte Normalkoordinaten zu verwenden. Bei einigen Beispielen,
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wie dem Ethan C2H6, konnten sogar Nachteile festgestellt werden und zwar innerhalb
der Flächengenerierung und der VCI-Berechnungen. Aber selbst wenn innerhalb der
Flächengenerierung bei einigen Beispielen die LNC vorteilhaft waren, so sorgt der im-
mense Rechenzeitnachteil innerhalb der VCI-Rechnungen, der durch die deutlich grö-
ßeren Konfigurationsräume verursacht wird, dafür, dass unserer Empfehlungen klar zu
den Normalkoordinaten hingehen. Die lokalisierten Koordinaten zeigten nur unter einer
ganz speziellen Anwendung Vorteile, denn sie liefern unter Verwendung eines dreidi-
mensionalen Potentials oft bessere Resultate als die NC. Diese Resultate können dann
aber durch die Hinzunahme der vier- und höherdimensionalen Terme verbessert werden.
Abschließend sei noch angemerkt, dass lokalisierten Normalkoordinaten in zukünftigen
Anwendungen an Wichtigkeit gewinnen könnten. Innerhalb dieser Arbeit konnte gezeigt
werden, dass die LNC zu schwächer gekoppelten Koordinaten führen als die NC. Dies
brachte aber keine wesentliche Vorteile, was daran liegt, dass die betrachteten Moleküle
momentan noch relativ klein sind. Wenn zukünftig größere Moleküle betrachtet werden
können, so könnte auch der Effekt, der entkoppelten Koordinaten, zu einem entschei-
denden Faktor werden. Die Vernachlässigung großer Mengen an Differenzflächen macht
dann eventuell einige Berechnungen erst durch die Verwendung von lokalisierten Nor-
malkoordinaten möglich. Es wird somit eine kritische Molekülgröße geben, bei der die
LNC vorteilhafter werden, bei welcher Anzahl an Atomen dies aber geschieht, ist bis
jetzt eine ungeklärt Frage.
5.6 Anwendung: Nitrosamin
Die Stoffklasse der Nitrosamine R1R2NNO war in den 1950er Jahren Thema vieler öf-
fentlicher Diskussionen. Da einige von ihnen karzinogen wirken, wurden sie damals für
viele Produkte verboten. Heutzutage kommen sie lediglich in Pestiziden und einigen
Gummiprodukten zum Einsatz. In Kleinstmengen können sie aber auch bei wiederhol-
tem Erwärmen von verschiedenen Lebensmitteln entstehen. Innerhalb dieses Kapitels
wird das Hauptaugenmerk auf das kleinste der Nitrosamine H2NNO gelegt. Es ist ein
wichtiger Bestandteil der Reaktion zwischen NH2 und NO und damit innerhalb der
Atmosphärenchemie von Bedeutung [79]. Nitrosamin H2NNO ist ein instabiles Molekül,
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Abbildung 5.9: Mesomere Grenzstrukturen des Nitrosamins H2NNO. Die beiden
Strukturen werden mit Struktur A und Struktur B bezeichnet.
weshalb nur wenige Schwingungsfrequenzen mit Hilfe der Matrixisolationsspektrosko-
pie experimentell bestimmt werden konnten [80,81]. Die theoretischen Betrachtungen von
Strukturparametern und Schwingungsfrequenzen des Nitrosamins beschränken sich auf
harmonische Approximationen der Potentialenergiefläche oder schwach korrelierte Elek-
tronenstrukturmethoden [79,82–84]. Das Ziel dieses Kapitels ist es daher, genauere theore-
tische Vorhersagen des Schwingungsspektrums zur Verfügung zu stellen. Eine genauere
Vorhersage des Schwingungsspektrums erfordert eine hochgenaue PES mit hoch korre-
lierten Elektronenstrukturmethoden, deren Berechnung hier im Detail beschrieben wird.
Die Ergebnisse dieses Kapitels wurden außerdem in der Publikation [85] dargestellt.
Das Nitrosamin besitzt zwei mesomere Grenzstrukturen deren Lewis-Formeln in Ab-
bildung 5.9 dargestellt sind. Das Stickstoffatom, an das die beiden Wasserstoffatome
gebunden sind, bildet in Struktur A eine sp3-Hybridisierung aus und in Struktur B ei-
ne sp2-Hybridisierung. Dadurch ergibt sich entlang einer Normalkoordinate (Inversions-
schwingung) ein Doppelminimumpotential, wobei die planare Struktur B den energetisch
höher liegenden Übergangszustand beschreibt. Die von Stanton berechnete Barrierenhö-
he von 0.4 cm−1 [79] und die Tatsache, dass die Nullpunktsschwingungsenergie weit über
dem stationären Punkt liegt, führt dazu, dass es keine Tunneleffekte gibt. Vielmehr ist
die eindimensionale PES entlang der Inversionsschwingung um den Entwicklungspunkt
(Struktur B) sehr flach. Links in der Abbildung 5.10 ist dieses eindimensionale Poten-
tial zusammen mit der zugehörigen Auslenkung dargestellt. Der fast konstante Bereich
nahe der Gleichgewichtsstruktur führt dazu, dass die harmonische Näherung versagt.
Darüber hinaus werden sehr viele ab initio Punkte benötigt, um dieses Potential phy-
sikalisch korrekt beschreiben zu können. Die Schwierigkeiten enden allerdings nicht bei
den eindimensionalen Potentialflächen, sondern ziehen sich auch in höhere Dimensionen
durch. Dazu ist eine zweidimensionale PES entlang der Inversionsschwingung und der
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Abbildung 5.10: Eindimensionale Potentialenergieflächen entlang zweier Normal-
koordinaten des Nitrosamins H2NNO. Links ist die Inversionsschwingung mit ihrem
sehr flachen Doppelminimumpotential dargestellt, rechts die symmetrischen NH-
Streckschwingung mit ihrem verschobenen Potential.
symmetrischen NH-Streckschwingung (siehe Abbildung 5.10 rechts) in Abbildung 5.11
dargestellt. Um verstehen zu können, wie komplex der Prozess der Erzeugung einer
hochgenauen PES tatsächlich ist, wird in diesem Unterkapitel aufgelistet, wie lange die
Berechnung der PES dauert und welchen Effekt die einzelnen entwickelten Teilaspekte
haben. Außerdem werden die Details, die zur Berechnung der PES wichtig sind, darge-
stellt. Am Ende des Kapitels werden noch die auf dem erzeugten Potential berechneten
VCI-Schwingungsfrequenzen präsentiert.
Berechnung der Potentialenergiefläche
Nitrosamin hat im Übergangszustand Cs-Symmetrie. Da die Normalkoordinaten vom
Übergangszustand verwendet werden, die auf CCSD(T)-F12/cc-pVTZ-F12-Niveau be-
stimmt wurden, liegen alle ab initio Punkte entweder in der molekularen Punktgruppe
Cs oder C1. In Tabelle 5.18 sind die Rechenzeiten in Sekunden für einen einzelnen ab
initio Punkt mit unterschiedlichen Basisgrößen und molekularen Punktgruppen darge-
stellt. Das Ziel sei es eine hochgenaue Potentialenergiefläche bis einschließlich der vier-
dimensionalen Kopplungsterme zu erzeugen. Als Elektronenstrukturmethode soll dafür
mindestens CCSD(T)-F12/cc-pVDZ-F12 oder besser CCSD(T)-F12/cc-pVTZ-F12 ver-
wendet werden. Würden 16 Gitterpunkte pro Raumrichtung berechnet werden, dann
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Abbildung 5.11: Niveaulinien einer zweidimensionale Potentialenergiefläche des
Nitrosamins H2NNO. Auf der x-Achse ist die Inversionsschwingung aufgetragen und
auf der y-Achse die symmetrische NH-Streckschwingung. Die blau dargestellten Po-
tentialbereiche haben niedrige Energie, wohingegen die roten Bereiche, Bereiche ho-
her Energie sind.
Tabelle 5.18: Rechenzeiten in Sekunden für eine einzelne CCSD(T)-F12-Rechnung
mit unterschiedlich großen Basissätzen und unterschiedlichen molekularen Punkt-
gruppen in der Gleichgewichtsstruktur Struktur B (siehe Abbildung 5.9) des Nitrosa-
mins.
CCSD(T)-F12
Punktgr. cc-pVDZ-F12 cc-pVTZ-F12
C1 50 420
Cs 24 156
wären für die Erzeugung der PES 6.2 Millionen C1-Punkte und 2.4 Millionen Cs-Punkte
notwendig. Bei der Verwendung des größeren VTZ-Basissatzes würde dies auf einem
Rechenkern etwa 94 Jahre in Anspruch nehmen.
Der erste Schritt zur Optimierung ist die Einführung des iterativen Vorgehens zur Be-
stimmung der PES (vergleiche Kapitel 4.4.3). Um ein besonders gutes Ergebnis zu er-
zielen und insbesondere wegen dem Doppelminimumpotential, wurde für den iterativen
Erzeugungsprozess die minimale Anzahl der Iterationsschritte für jede Dimension er-
höht. Für die eindimensionalen Flächen wurde beispielsweise überhaupt nicht iteriert
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Tabelle 5.19: Anzahl an ab inito Punkten bei der Bestimmung der PES für Nitro-
samin H2NNO für die verschiedenen Dimensionen der Differenzflächen. Rechts wurde
die Flächensymmetrie berücksichtigt und links wurde sie vernachlässigt. Die mole-
kulare Punktgruppe der einzelenen ab initio Punkte wurde bei beiden Berechnungen
berücksichtigt.
Ohne Symmetrie Mit Symmetrie
C1 Cs Σ C1 Cs Σ
1D 48 168 216 1D 24 168 192
2D 2940 4116 7056 2D 1470 4116 5586
3D 71024 59400 130424 3D 35512 59400 94912
4D 1264288 511040 1775328 4D 632144 511040 1143184
Σ 1338300 574724 Σ 669150 574724
und es wurden immer 24 ab initio Punkte für jede Fläche bestimmt. Dies ist eine Stan-
dardwahl bei Doppelminimumpotentialen, um für jedes der beiden Minima zwölf ab
initio Punkte zur Verfügung zu stellen und die Fläche damit gut zu beschreiben. Ab
Dimension zwei wird der iterative Aufbau allerdings wieder verwendet. Nichtsdestotrotz
wurde die minimale Anzahl an ab initio Punkten pro Koordinatenrichtung bei den zwei-
dimensionalen Differenzflächen auf 14 (d.h. Iteration sieben) gesetzt. Für die höheren
Dimensionen wurden mindesten zehn Punkte (d.h. Iteration fünf) verwendet. Es wurde
aber nur die minimale Anzahl gesetzt. Bei Bedarf werden so lange neue Punkte hinzu-
gefügt, bis die Flächen konvergiert sind (siehe Kapitel 4.4.3). Es sei allerdings erneut
darauf hingewiesen, dass mit diesen Einstellungen ein extrem genaues Potential erzeugt
wird, das auch benötigt wird, um eine Barrierenhöhe von 0.4 cm−1 beschreiben zu kön-
nen. In Tabelle 5.19 (links) ist die Anzahl der benötigten ab initio Punkte für jede
Dimension aufgelistet. Die Gesamtzahl der Punkte nimmt durch das iterative Vorgehen
deutlich ab. Wobei der Effekt noch größer wäre, wenn nicht die untere Grenzen für die
Iterationen gesetzt wären, die für die hohe Genauigkeit benötigt werden. Die Rechenzeit
nach Einführung des iterativen Flächenaufbaus würde auf einem Kern aber immer noch
etwa 21 Jahre betragen.
Im nächsten Schritt soll nun die Symmetrie innerhalb der Differenzflächen berücksich-
tigt werden. Die Berücksichtigung der molekularen Punktgruppen der einzelnen ab initio
Berechnungen wird automatisch vom Programmpaket Molpro berücksichtigt. Das Nit-
rosamin hat nur Cs-Symmetrie, sodass keine großen Effekte bei der Berücksichtigung
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der Symmetrie zu erwarten sind. Außerdem gehören nur zwei Normalkoordinaten (Ko-
ordinate q1 und q3) zur irreduziblen Darstellung A′′ und haben daher ein symmetrisches
Potential. Nichtsdestotrotz fallen durch die Berücksichtigung der Flächensymmetrie die
Hälfte aller C1-Punkte weg (siehe Tabelle 5.19). Sofern Normalkoordinaten verwendet
werden, ist zu beachten, dass die ab initio Punkte symmetrischer Potentiale immer zu
den niedrigsten molekularen Punktgruppen gehören. Aus diesem Grund fallen auch keine
Punkte zur Cs-Symmetrie weg. Durch die Symmetrieberücksichtigung fallen also insge-
samt 35% der Punkte weg. Da es sich dabei aber nur um Punkte mit der molekularen
Punktgruppe C1 handelt, hat dies eine Zeitersparnis von 43% zur Folge. Auf einem Kern
würde die Rechenzeit nun mehr auf etwa 12 Jahr schrumpfen.
Eine immense Beschleunigung ist durch den Einsatz des Multilevel-Schemas A (siehe
Kapitel 4.5.2) zu erwarten. Für die ein- und zweidimensionalen Differenzflächen wird
die explizit korrelierten CCSD(T)-F12-Methode mit einer Basis auf VTZ-Niveau ver-
wendet. Der Basissatz für die Berechnung der höheren Dimensionen drei und vier wird
dann auf double-ζ-Qualität reduziert. Die Reduktion des Basissatzes wird kleine Aus-
wirkungen auf die Schwingungsfrequenzen haben. Letztendlich ist es aber wegen der
langen Rechenzeit nicht möglich, das gesamte vierdimensionale Potential auf dem hö-
heren triple-ζ-Niveau zu berechnen. Eine Einschränkung auf dreidimensionale Kopp-
lungsterme wäre die Folge. Die zu erwartenden großen Effekte durch die Hinzunah-
me der vierdimensionalen Kopplungsterme (vergleiche Tabelle 5.16) machen vierdimen-
sionale Potentialterme aber notwendig. Der einzige Ausweg ist die Verwendung eines
Multilevel-Schemas, durch das die vierdimensionalen Terme berücksichtigt werden kön-
nen. Die geringere Rechenzeit für die Dimensionen drei und vier ermöglicht es, die PES
in 562 Tagen auf einem Kern zu berechnen. Anzumerken ist, dass bei der Auswahl der
Elektronenstrukturmethoden in Betracht gezogen wurde, dass die beiden mesomeren
Grenzstrukturen zu einem Multireferenzcharakter des Moleküls führen können. Einige
Multireferenz-Konfigurations-Wechselwirkungsverfahren(MRCI)-Berechnungen und die
Coupled-Cluster(CC)-Rechnungen von McCarthy [79] zeigte aber, dass CC-Rechnungen
ausreichend sind.
Die Berechnung der PES hätte durch die Selektion vernachlässigbarer Flächen (verglei-
che Kapitel 4.4.4) eventuell weiter beschleunigt werden können. Allerdings zeigte sich,
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dass bei beiden Kriterien zur Vernachlässigung der Flächen keine dreidimensionale Flä-
chen ausgewählt wurden und bei den vierdimensionalen Flächen lediglich eine Fläche
mit dem ersten Kriterium (Gleichung 4.46) und 15 Flächen mit dem zweiten Kriterium
(Gleichung 4.47). Dies wäre ein Anteil von 0.4% und 6.5% der ab initio Punkte, die ein-
gespart werden könnten. Der kleine Anteil und die hohen Anforderungen an das Poten-
tial bezüglich der Genauigkeit führten dazu, dass auf das Vernachlässigen ausgewählter
Flächen komplett verzichtet wurde. Bestätigt wurden die beiden Kriterien zur Vernach-
lässigung der Differenzflächen durch die Tatsache, dass nahezu keine Differenzfläche der
hohen Dimensionen bezügliche des Kriteriums τ˜I (vergleiche Kapitel 4.4.3) konvergiert
sind. Mit diesen Beobachtungen ist zu erwarten, dass die meisten hochdimensionalen
Flächen wichtige Beiträge liefern. Innerhalb der Schwingungsrechnungen wird sich dies
vermutlich dadurch widerspiegeln, dass in allen Frequenzen vierdimensionale Effekte zu
beobachten sind. Dass dies tatsächlich der Fall ist, wird später verdeutlicht.
Um die benötigte Rechenzeit von 562 Tagen weiter zu reduzieren, bleibt nur noch die
Parallelisierung des Programms übrig. Das Potential wurde auf 128 Kernen berechnet,
was bei einem realistischen Beschleunigungsfaktor von etwa 97 zu einer tatsächlichen Re-
chenzeit von 5.8 Tagen geführt hat. An diesem Beispiel kann sehr gut erkannt werden,
wie jeder einzelne Teilaspekt der Implementierung die Berechnung der PES verkürzt.
Wird nur ein einziger Aspekt vernachlässigt, so würde sich die Rechenzeit mindestens
verdoppeln, wenn nicht sogar noch mehr vergrößern. Anzumerken ist, dass die Effekte
durch das iterative Vorgehen zur Bestimmung der PES verhältnismäßig klein sind, was
der Tatsache geschuldet ist, dass es sich um den Sonderfall eines Doppelminimumpoten-
tials handelt. Außerdem ist bei Molekülen mit höherer Symmetrie der Symmetrieeffekt
höher. Nichtsdestotrotz konnte durch hohe Parallelisierung und die Kombination aller
Teilaspekte eine vernünftige Rechenzeit erreicht werden.
Berechnung der Schwingungsfrequenzen
Bevor die berechneten Schwingungsfrequenzen betrachtet werden, soll auf einige Details
der verwendeten VSCF- und VCI-Methoden eingegangen werden. Für die VSCF- und die
VCI-Methode wurde die Discrete Variable Repesentation nach Hamilton und Light [42]
verwendet. Die VCI-Berechnungen wurden zustandsspezifisch durchgeführt, das heißt
für jeden berechneten Schwingungszustand wurde eine eigene VSCF-Basis bestimmt.
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Tabelle 5.20: Harmonische und anharmonische Schwingungsfrequenzen in cm−1
für Nitrosamin H2NNO. Die anharmonischen Schwingungsfrequenzen wurden mit der
Schwingungskorrelationsmethode VCI berechnet. Dabei wurde die Potentialentwick-
lung nach den dreidimensionalen bzw. vierdimensionalen Kopplungstermen abgebro-
chen. Außerdem sind die bekannten experimentellen Daten angegeben. Mit i wird
die imaginäre harmonische Frequenz ausgezeichnet. Die Strukturen A und B sind in
Abbildung 5.9. Mit MAX und MAD wird die maximale und mittlere Abweichung zu
den experimentellen Werten bezeichnet.
Harmonisch VCI
Mode Sym. Exp. [81] A B 3D 4D
ν1 A
′ 3724.0 3734.0 3520.5 3546.9
ν2 3502.6 3507.1 3331.7 3332.1
ν3 1597.8 1595.2 1601.5 1558.1
ν4 1522.2 1561.7 1557.0 1538.9 1526.3
ν5 1203.2 1239.2 1233.9 1158.9 1202.3
ν6 1059.0 1105.1 1109.6 1034.1 1057.1
ν7 631.6 633.5 604.4 623.1
ν8 A
′′ 697.7 702.6 684.7 664.2
ν9 207.7 i147.0 261.4 250.5
MAX 46.1 50.6 44.3 4.1
MAD 40.5 38.7 28.6 2.3
Die Entwicklung des µ-Tensor im Watson-Operator (Gleichung 2.65) wurde nach dem
konstanten Term nullter Ordnung abgebrochen [86]. Als Korrelationsraum für die VCI-
Rechnungen wurde ein Raum mit 1.8 · 106 Konfigurationen gewählt. Dieser Raum er-
gibt sich über die Parameter levex = 6, citype = 6 und cimax = 30 (vergleiche
Kapitel 2.3.4). Da der gesamte Konfigurationsraum viel zu groß ist, wurde die für die
Schwingungsübergänge wichtigen Konfigurationen durch den konfigurationsselektiven
Algorithmus ausgewählt [87]. Letztendlich wurde für die Bestimmung der Wellenfunktio-
nen und Energieeigenwerte der residuumsbasierter RACE Algorithmus verwendet [88].
Die harmonischen Schwingungsfrequenzen für die beiden Strukturen A und B (verglei-
che Abbildung 5.9) sowie die anharmonischen VCI-Schwingungsfrequenzen sind in Ta-
belle 5.20 dargestellt. Wie zu erwarten ist, sind die beiden harmonischen Frequenzen
sehr ähnlich, lediglich die imaginäre Frequenz unterscheidet sich stark. Die anharmoni-
schen VCI-Schwingungsfrequenzen wurden jeweils für eine PES, die nach den drei- und
vierdimensionalen Kopplungstermen abgebrochen wurde, berechnet und liefern mit dem
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vollständigeren Potential deutlich bessere Ergebnisse als die harmonischen Frequenzrech-
nungen. In diesem Unterkapitel wurde bereits angesprochen, dass die vierdimensionalen
Differenzflächen alle eine hohe Wichtigkeit aufweisen. Dies spiegelt sich in den Unter-
schieden von 3D nach 4D in Tabelle 5.20 wieder. Damit ist das Nitrosamin H2NNO
ein Sonderfall, denn bei vielen anderen Molekülen kommt es durch Hinzunahme der
vierdimensionalen Terme oft nur zu Korrekturen in den hoch liegenden beispielsweise
CH-Streckschwingungen. Beim Nitrosamin jedoch sind deutliche vierdimensionale Kor-
rekturen in fast allen Schwingungsfrequenzen zu erkennen. Aus diesem Grund müsste
sogar über fünfdimensionale Potentialterme nachgedacht werden. Diese könnten zwar
mit dem entwickelten Flächengenerator erzeugt werden, können dann aber in der ak-
tuellen VCI-Software noch nicht berücksichtigt werden. Auch wenn es zu fünfdimensio-
nalen Korrekturen kommen könnte, stimmen die VCI-Schwingungsfrequenzen mit der
vierdimensionalen Entwicklung sehr gut mit den experimentellen Daten überein. Bei den
experimentellen Daten ist allerdings zu beachten, dass sie wegen der Instabilität des Nit-
rosamins in einer Neonmatrix gemessen wurden. Es kann daher zu methodenbedingten
Matrixeffekten in den experimentell gemessenen Frequenzen kommen.
Im gleichen Stil wurde über das Nitrosamin H2NNO hinaus das doppelt deuterierte Sys-
tem D2NNO betrachtet. In Tabelle 5.21 sind die experimentellen Daten sowie die har-
monischen und anharmonischen Schwingungsfrequenzen dargestellt. Bis auf die Schwin-
gungsmode ν3 stimmen die berechneten auch gut mit den experimentellen Daten überein.
Woher die Abweichungen bei ν3 stammen, konnte nicht geklärt werden, denn sowohl die
Potentialentwicklung als auch die Selektion der Konfigurationen im VCI-Raum scheinen
bestmöglich konvergiert zu sein.
Zusammenfassend ist die Bestimmung einer PES des Nitrosamins H2NNO durch seine
sehr flachen Potentialbereiche um den Entwicklungspunkt eine herausfordernde Aufgabe.
Trotzdem konnte in unter einer Woche eine vierdimensionale Entwicklung der PES mit
hoch korrelierten Elektronenstrukturmethoden bestimmt werden. Die anharmonischen
VCI-Schwingungsfrequenzen zeigten sehr gute Übereinstimmung mit den experimentel-
len Daten, was die Qualität der berechneten PES bestätigt. Mit dieser Arbeit ist nun
eine theoretische Vorhersage der Schwingungsfrequenzen des Nitrosamins gegeben, die
bei der Bestimmung weiterer experimenteller Daten als Interpretationshilfe verwendet
werden kann.
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Tabelle 5.21: Harmonische und anharmonische Schwingungsfrequenzen in cm−1
für das deuterierte Nitrosamin D2NNO. Die anharmonischen Schwingungsfrequenzen
wurden mit der Schwingungskorrelationsmethode VCI berechnet. Dabei wurde die
Potentialentwicklung nach den dreidimensionalen bzw. vierdimensionalen Kopplungs-
termen abgebrochen. Außerdem sind die bekannten experimentellen Daten angege-
ben. Mit i wird die imaginäre harmonische Frequenz ausgezeichnet. Mit MAX und
MAD wird die maximale und mittlere Abweichung zu den experimentellen Werten
bezeichnet.
Harm. VCI
Mode Sym. Exp. [81] 3D 4D
ν1 A
′ 2660.5 2769.2 2637.3 2660.2
ν2 2527.9 2434.9 2467.1
ν3 1512.6 1547.5 1525.7 1525.9
ν4 1225.2 1270.7 1214.6 1218.4
ν5 1083.7 1096.7 1053.2 1083.2
ν6 959.5 928.6 929.1
ν7 542.6 536.3 535.6
ν8 A
′′ 549.1 540.5 523.5
ν9 i113.6 186.6 175.7
MAX 108.7 30.5 13.3
MAD 50.5 19.4 5.2
5.7 Anwendung: Diboran
Die einfachste denkbare Verbindung der Borane, das heißt der Borwasserstoffverbindun-
gen, ist das monomere Boran BH3. Monomeres Boran ist aber nicht stabil und dimerisiert
zu Diboran B2H6. Die Boratome sind dabei tetraedrisch von vier Wasserstoffatomen um-
geben, was in diesem Fall zu überbrückenden 2-Elektronen-3-Zentren-Bindungen führt.
Abbildung 5.12 zeigt das Diboran mit gestrichelten 2-Elektronen-3-Zentren-Bindungen.
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Abbildung 5.12: Strukturformel für Diboran B2H6.
Unter Laborbedingungen ist somit das Diboran die kleinste Verbindung der Borane.
Experimentell konnten von Duncan [89] und Shimanouchi [90] alle Schwingungsfrequen-
zen bestimmt werden. Da die Fehlerbalken aber bei bis zu 30 cm−1 liegen, wurden die
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vollständigen Spektren nur als Orientierungshilfe verwendet. Lafferty [91–96] und Begue [97]
konnten einige der infrarot-aktiven Schwingungsfrequenzen in Gasphase bestimmen, was
zu konsistenten Ergebnissen führte. Bestätigt und erweitert wurden die Gasphasenex-
perimente durch die Messungen von Peng [98], die in einer Neonmatrix durchgeführt
wurden. Es sind zwar kleine Matrixeffekte zu erkennen, trotzdem stimmen auch diese
Daten mit den Gasphasendaten von Lafferty und Begue bis auf wenige Wellenzahlen
Abweichungen gut überein. Für die Raman-aktiven Schwingungen fehlen aber fast alle
Schwingungsfrequenzen, wodurch die experimentell bestimmten spektroskopischen Da-
ten von Lafferty, Begue und Peng sehr unvollständig sind. Ein Ziel dieses Kapitels ist es,
die experimentell vorhandenen Daten zu verifizieren und die fehlenden Daten zu ergän-
zen. Um möglichst gute Vorhersagen treffen zu können, wurde eine Potentialenergiefläche
mit hoch korrelierten ab initio Methoden bestimmt, um anschließend mit einer Schwin-
gungskorrelationsrechnung (VCI) die Fundamentalbanden zu bestimmen. Durch dieses
Vorgehen unterscheidet sich diese Arbeit deutlich von existierenden theoretischen Vor-
hersagen für das Spektrum des Diborans und einiger Isotopologen. Beispielsweise gibt es
Vorhersagen der Spektren die auf harmonischen Schwingungsrechnungen basieren, deren
Potentialenergieflächen mit Dichtefunktionaltheorie-Methoden oder schwach korrelierten
ab initio Methoden berechnet wurden [98–100]. Der überzeugendste Ansatz wurde jedoch
von Begue verfolgt [97]. Dazu wurde ein Hybrid-QFF mit CCSD(T)-F12/cc-pVTZ und
B3LYP/6-31+G** bestimmt, wobei die harmonischen Terme auf dem höheren Niveau
bestimmt wurden. Anschließend wurde eine variationelle Schwingungsrechnung durchge-
führt. Die sich ergebenden Schwingungsfrequenzen der Fundamentalschwingungen wei-
sen aber bei allen Ansätzen große Abweichungen von den experimentellen Daten auf.
Selbst die besten Rechnungen haben im Mittel eine Abweichung von etwa 20 cm−1.
Diese Lücke zwischen experimentellen und theoretischen Daten soll durch diese Arbeit
geschlossen werden.
Neben dieser allgemeinen Motivation wurde das Diboran noch aus einem anderen Grund
ausgewählt. Die Auswirkungen von Lokalisierungseffekten der Normalkoordinaten auf
die Potentialenergiefläche, wie auch auf die Schwingungskorrelationsrechnungen, wur-
den bislang nur an rigiden Molekülen untersucht. Ob die Verwendung von lokalisierten
Normalkoordinaten bei überbrückenden Wasserstoffen Vorteile bringt oder nicht, wird
ebenfalls in diesem Kapitel untersucht. Dazu werden im nachfolgenden Unterkapitel eini-
ge Details der PES-Berechnung für das Diboran, hinsichtlich der Unterschiede zwischen
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Abbildung 5.13: Normalkoordinaten für die sechs höchsten harmonischen Schwin-
gungsfrequenzen des Diborans. Sie sind aufsteigend angeordnet von links nach rechts
und von oben nach unten, d.h. die höchste harmonische Frequenz besitzt die Koordi-
naten ganz rechts unten.
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Abbildung 5.14: Lokalisierte Normalkoordinaten für die sechs höchsten harmoni-
schen Schwingungsfrequenzen des Diborans. Die zugrunde liegenden sechs Normalko-
ordinaten sind in Abbildung 5.13 dargestellt. Alle diese Normalkoordinaten wurden
gleichzeitig lokalisiert. Das Resultat sind zwei äquivalente Schwingungen in der obe-
ren Zeile und in der unteren Zeile weitere vier äquivalente B-H-Streckschwingungen.
Normalkoordinaten und lokalisierten Normalkoordinaten, erläutert. Um die Effekte der
unterschiedlichen Koordinatensysteme weiter untersuchen zu können, wurden außerdem
VCI-Rechnungen durchgeführt und verglichen. Über die Berechnungen für das Dibo-
ran B2H6 hinaus, wurden weiter VCI-Schwingungsfrequenzen für die Isotopologe B2D6,
10B2H6 und 10B2D6 berechnet, die ebenfalls präsentiert werden.
Berechnung der Potentialenergiefläche
Die sechs Normalkoordinaten mit den höchsten harmonischen Frequenzen sind in Ab-
bildung 5.13 schematisch dargestellt. Um lokalisierte Normalkoordinaten zu bekommen,
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Tabelle 5.22: Anzahl an ab inito Punkte bei der Bestimmung der PES für Diboran
B2H6 für die verschiedenen Dimensionen der Differenzflächen. Oben wurden Normal-
koordinaten, unten lokalisierte Normalkoordinaten verwendet.
NC C1 Cs C2 Ci C2v C2h D2 D2h Σ
1D 0 0 0 0 25 15 3 24 67
2D 0 456 231 64 754 436 86 272 2299
3D 2131 10894 4156 1050 5964 2504 192 560 27451
4D 63568 79848 24952 6732 14136 5136 512 256 195140
Σ 65699 91198 29339 7846 20879 8091 793 1112
LNC C1 Cs C2 Ci C2v C2h D2 D2h Σ
1D 25 5 0 0 22 16 4 14 86
2D 1200 470 162 42 265 167 36 36 2378
3D 24997 5572 1329 338 752 344 32 0 33364
4D 261093 28854 4068 896 352 128 0 0 295391
Σ 287315 34901 5559 1276 1391 655 72 50
wurden die Koordinaten aus Abbildung 5.13 mit der Methode aus Kapitel 2.2.4 trans-
formiert. In Abbildung 5.14 ist das Resultat der Transformation zu den lokalisierten
Koordinaten dargestellt. Wie gut zu erkennen ist, entstehen zwei Blöcke an lokalisierten
Koordinaten. Der eine Block besteht aus vier äquivalenten Koordinaten (Abbildung 5.14
unten), der andere Block besteht aus zwei äquivalenten Koordinaten (Abbildung 5.14
oben). Mit beiden Sätzen an Koordinaten (also Normalkoordinaten und lokalisierte Nor-
malkoordinaten) wurde eine PES unter gleichen Einstellungen bestimmt. Als Multilevel-
Schema wurde das Schema A aus Kapitel 4.5.2 verwendet, d.h. die ein- und zweidi-
mensionalen Differenzflächen wurden auf CCSD(T)-F12/cc-pVTZ-F12-Niveau bestimmt
und die höheren Terme auf CCSD(T)-F12/cc-pVDZ-F12-Niveau. Mit diesem Multilevel-
Schema und den Standardeinstellungen des Flächengenerators wurden für beide Koor-
dinatensätze eine vollständige Potentialfläche bestimmt, die nach den vierdimensionalen
Kopplungstermen abgebrochen wurde.
In Tabelle 5.22 ist die Anzahl der benötigten ab initio Punkte für Normalkoordina-
ten (NC) und lokalisierte Normalkoordinaten (LNC) eingetragen. Um eine detailliertere
Betrachtung zu ermöglichen, wurde die Anzahl der berechneten Punkte weiter in die n-
dimensionalen Terme und die molekularen Punktgruppen der einzelnen ab initio Punkte
unterteilt. Zuerst sollen in Tabelle 5.22 die ein- und zweidimensionalen Terme betrachtet
werden. Bei den lokalisierten Koordinaten werden trotz Permutationssymmetrie mehr
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Tabelle 5.23: Anzahl an ab initio Punkten für die Bestimmung der vierdimensio-
nalen Kopplungsterme für Diboran B2H6. Mit NC werden die Normalkoordinaten
und mit LNC die lokalisierten Normalkoordinaten bezeichnet. Die benötigte Anzahl
der ab initio Punkte unter Vernachlässigung ausgewählter Differenzflächen nach Kri-
terium zwei (vergleiche Kapitel 4.4.4), d.h. durch Antesten der Flächen mit der se-
miempirischen AM1-Methode, wurde in der Zeile 4D+S eingetragen.
NC LNC
4D 195149 295391
4D + S 103212 113671
eindimensionale Punkte benötigt als bei den Normalkoordinaten. Dies hat zwei Gründe:
Zum einen müssen für die eindimensionalen Potentialterme bei den LNC mehr ab initio
Punkte bestimmt werden, da sie sich stärker anharmonisch verhalten als die NC. Zum
anderen müssen die Flächen auch deutlich verschoben und skaliert werden, was zusätzli-
che Punkte zur Folge hat. Im Vergleich zu den zweidimensionalen Punkten ist dies aber
zu vernachlässigen. Die Berechnung der zweidimensionalen Punkte ist trotz nahezu glei-
cher Anzahl an Punkten bei den LNC um einen Faktor von 2.2 langsamer als bei den NC.
Begründen lässt sich diese Tatsache, durch die deutlich größere Anzahl an C1-Punkten
bei der Berechnung mit den lokalisierten Koordinaten. Unter Berücksichtigung, dass die
ein- und zweidimensionalen Terme aber nur etwa 10% der Gesamtrechenzeit ausmachen,
kann auch dieser Effekt vernachlässigt werden. Fast die komplette Rechenzeit geht in die
Berechnung der vierdimensionalen Terme. Folglich sind die Normalkoordinaten zu be-
vorzugen, da sie nicht nur weniger Punkte für die vierdimensionalen Flächen benötigen,
sondern diese Punkte auch in höheren molekularen Punktgruppen liegen. Auf 128 Pro-
zessorkernen benötigt die Bestimmung dieser Potentialenergieflächen etwa 12 Stunden
mit Normalkoordinaten und 23 Stunden mit lokalisierten Normalkoordinaten.
Da es sich bei dem Diboran B2H6 um ein semiregides Molekül handelt mit vielen BH-
Streckschwingungen, könnte durch die Vernachlässigung ausgewählter Flächen (siehe
Kapitel 4.4.4) große Mengen an ab initio Punkten eingespart werden. In vorangegange-
nen Kapiteln hat sich das Kriterium zwei aus Kapitel 4.4.4 als das effizientere Kriterium
erwiesen. Die vierdimensionalen Differenzflächen wurden daher mit der semiempirischen
AM1-Methode angetestet, um unwichtige Flächen zu vernachlässigen. In Tabelle 5.23 ist
die Anzahl der zu berechnenden ab initio Punkte eingetragen nachdem die unwichtigen
Flächen vernachlässigt wurden. Wie zu erkennen ist, bleiben bei den NC weniger ab
initio Punkte übrig als bei den LNC. Außerdem werden bei den NC deutlich weniger
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C1-Punkte benötigt als bei den LNC. Da sowohl die vollen, wie auch die reduzierten
Darstellungen der Potentialenergieflächen ähnlich gute Schwingungsfrequenzen liefern,
wird im nachfolgenden Abschnitt dieses Unterkapitels gezeigt.
Unter Berücksichtigung aller Effekte ist es somit vorteilhafter beim Diboran B2H6 mit
Normalkoordinaten und nicht mit lokalisierten Normalkoordinaten zu arbeiten. Die Vor-
teile entstehen hauptsächlich durch niedrigere Gesamtanzahl an ab initio Punkten, die
darüber hinaus noch höhere molekulare Punktgruppensymmetrie aufweisen. Beide Po-
tentialenergieflächen können allerdings auf 128 Prozessorkernen innerhalb eines Tages
bestimmt werden. Eine schnellere Schwingungskorrelationsrechnung könnte die Nach-
teile der lokalisierten Koordinaten innerhalb der Potentialerzeugung kompensieren. Aus
diesem Grund wurden auch VCI-Rechnungen für lokalisierte Normalkoordinaten und
Normalkoordinaten durchgeführt und verglichen.
Vorbereitungen für die Schwingungskorrelationsrechnungen
Bevor die VCI-Schwingungsfrequenzen für das Diboran und die oben genannten Isoto-
pologen auf großen Konfigurationsräumen berechnet wurden, wurden am Diboran B2H6
einige Test vorgenommen. Zum einen musste untersucht werden, ob vierdimensionale
Kopplungsterme benötigt werden oder nicht. Zum anderen wurde überprüft, wie groß
die Effekte auf die Schwingungsfrequenzen sind, wenn Potentialterme vernachlässigt wer-
den. Außerdem wurde entschieden, ob Normalkoordinaten oder lokalisierte Normalko-
ordinaten für die Berechnungen der Isotopologen verwendet werden sollen.
Insgesamt waren sechs verschiedene VCI-Rechnungen notwendig, um die genannten Fra-
gestellungen zu klären. Es wurden jeweils für NC und LNC VCI-Rechnungen auf dem
dreidimensionalen Potential, auf dem vollen vierdimensionalen Potential und auf dem re-
duzierten vierdimensionalen Potential durchgeführt. Für die VCI-Rechnungen wurden,
innerhalb dieser Tests, verhältnismäßig kleine Korrelationsräume (Standardeinstellun-
gen: levex = 5, cimax = 12, citype = 5) verwendet. Außerdem wurde die Entwicklung
des µ-Tensors im Watson-Operator (Gleichung 2.65) nach dem konstanten Term abge-
brochen [86]. Die Ergebnisse sind in Tabelle 5.24 aufgelistet. Es ist sofort zu erkennen, dass
sich sowohl bei den Normalkoordinaten als auch bei den lokalisierten Normalkoordinaten
Änderungen von über 10 cm−1 bei den Schwingungsfrequenzen ergeben können, wenn
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Tabelle 5.24: VCI-Schwingungsfrequenzen des Borans B2H6 für Normalkoordina-
ten (NC) und lokalisierte Normalkoordinaten (LNC). Die Potentiale wurden nach
den angegebenen Dimensionen abgebrochen. Bei 4D + S wurden außerdem vierdi-
mensionale Differenzflächen unter Verwendung des zweiten Kriteriums aus Kapi-
tel 4.4.4 vernachlässigt. In eckigen Klammern ist die Anzahl der selektierten Konfi-
gurationen innerhalb der VCI-Rechnung angegeben.
VCI NC VCI LNC
Mode Sym. 3D 4D 4D + S 3D 4D 4D + S
ν1 Ag 2512.9 2528.0 [10374] 2527.9 2530.7 2529.0 [30885] 2528.9
ν2 2087.9 2110.7 [ 9339] 2110.2 2107.3 2109.8 [17638] 2109.4
ν3 1180.5 1179.9 [ 4346] 1179.5 1172.4 1180.9 [ 6489] 1180.4
ν4 790.9 789.2 [ 6525] 788.9 785.3 791.4 [11237] 789.4
ν5 Au 830.8 829.1 [ 4023] 828.7 825.7 829.9 [ 6557] 829.4
ν6 B1g 2576.9 2594.3 [11498] 2594.0 2604.9 2595.5 [31177] 2594.0
ν7 920.0 918.8 [ 3976] 918.3 910.9 920.1 [ 6421] 919.0
ν8 B1u 1856.1 1879.3 [ 7492] 1878.0 1879.6 1879.6 [15812] 1877.6
ν9 973.5 972.0 [ 4064] 971.5 968.7 973.1 [ 6534] 972.2
ν10 B2g 1755.9 1753.5 [ 7821] 1753.0 1764.1 1752.6 [22630] 1751.9
ν11 863.2 864.9 [ 4456] 864.3 860.1 866.0 [ 7288] 865.1
ν12 B2u 2585.0 2608.1 [10635] 2608.0 2620.1 2607.7 [21900] 2606.1
ν13 940.9 939.0 [ 4516] 939.0 935.2 938.7 [ 6651] 938.7
ν14 372.3 369.6 [ 4969] 369.2 361.6 370.8 [ 8434] 370.1
ν15 B3g 1017.4 1018.6 [ 4362] 1017.9 1015.1 1017.3 [ 6915] 1016.4
ν16 B3u 2501.6 2517.6 [ 7854] 2517.1 2531.8 2517.1 [20670] 2517.1
ν17 1573.3 1604.7 [ 5396] 1603.7 1596.6 1602.9 [ 9052] 1601.6
ν18 1169.6 1168.9 [ 4294] 1168.4 1161.0 1169.9 [ 6500] 1169.5
die vierdimensionalen Potentialterme zum Potential hinzugefügt werden. Auf die vierdi-
mensionalen Terme kann somit nicht verzichtet werden. Außerdem ist zu erkennen, dass
einzelne vierdimensionalen Terme vernachlässigt werden können, ohne die Schwingungs-
frequenzen erheblich zu beeinflussen (vergleiche dazu die Spalten 4D und 4D+S). Da für
alle nachfolgenden Berechnungen aber ohnehin ein vollständiges vierdimensionales Po-
tential verwendet werden soll, spielen diese Effekte eine untergeordnete Rolle. Was diese
Tests aber sicherlich zeigen ist, dass mit beiden Koordinatensystemen Potentialenergie-
flächen erzeugt werden können, die zu sehr ähnlichen Schwingungsenergie führen. Einen
entscheidenden Nachteil besitzen die lokalisierten Normalkoordinaten trotzdem. In ecki-
gen Klammern in Tabelle 5.24 ist jeweils die Anzahl der selektierten Konfigurationen für
die Berechnung eines Schwingungsübergangs angegeben. Wie schon in vorangegangenen
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Kapitel werden auch hier innerhalb der VCI-Rechnung mit LNC deutlich mehr Konfigu-
rationen selektiert. Dies führt dazu, dass die Schwingungsrechnungen für die lokalisierten
Koordinaten wesentlich länger dauern als bei Normalkoordinaten, da die entsprechenden
VCI-Matrizen deutlich größer werden und damit aufwendiger zu diagonalisieren.
Zusammenfassend kann gesagt werden, dass die Verwendung von lokalisierten Normal-
koordinaten bei der Berechnung der Schwingungsfrequenzen des Diborans keine Vorteile
gegenüber Normalkoordinaten hat. Die Erzeugung der PES ist für lokalisierte Koordina-
ten aufwendiger, durch eine größere Gesamtanzahl an ab initio Punkten und niedrigere
molekulare Punktgruppensymmetrie innerhalb dieser Punkte. Bei den VCI-Rechnungen
werden unter Verwendung lokalisierter Koordinaten mehr Konfigurationen selektiert als
bei den Normalkoordinaten, was die Berechnung letztendlich verlangsamt. Wird nun
noch berücksichtigt, dass die VCI-Ergebnisse bei beiden Koordinatensysteme nahezu
identisch sind, so ist klar, warum für alle nachfolgenden Berechnungen lediglich Normal-
koordinaten verwendet wurden.
Schwingungsfrequenzen des Diborans und anderer Isotopologen
In diesem Unterkapitel können nun nach einigen Voruntersuchungen die Schwingungsfre-
quenzen des Diborans und der Isotopologen angegeben werden. Alle Berechnungen be-
ruhen auf einer vollständigen, vierdimensionalen Potentialenergiefläche. Als Multilevel-
Schema wurde das Schema A aus Kapitel 4.5.2 verwendet, also durchgehend CCSD(T)-
F12-Rechnungen mit einer cc-pVTZ-F12-Basis für die ein- und zweidimensionalen Flä-
chen und der kleineren cc-pVDZ-F12-Basis für die höherdimensionalen Terme. Die Fun-
damentalbanden wurden mit der Schwingungskorrelationsmethode VCI berechnet. Um
Effekte durch zu kleine Konfigurationsräume ausschließen zu können, wurde levex = 5,
citype = 6 und cimax = 15 gewählt. Außerdem wurden die Schwellenwerte zur Kon-
vergenz des VCI-Konfigurationenraumes angezogen. Die vibrational angular momentum
(VAM)-Terme wurden, da es sich um ein sehr leichtes Molekül handelt, bis zur nullten
Ordnung entwickelt und bei allen VCI-Matrixelementen berücksichtigt [86]. Die Eigenwer-
te der VCI-Matrizen wurden mit der residuumsbasierten RACE Methode [88] bestimmt.
In Tabelle 5.25 sind die experimentellen und berechneten Schwingungsfrequenzen für
das Diboran B2H6 angegeben. Betrachtet man die berechneten Werte, so stimmen die-
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se sehr gut mit den bekannten experimentellen Daten überein. Die größte Abweichung
ist in der Schwingungsmode ν18 zu erkennen und beträgt 4.7 cm−1 (NC 4D). Die mitt-
lere Abweichung beträgt 2.6 cm−1, wobei hier jeweils gemittelte Abweichungen zu den
experimentellen Daten von Lafferty, Begue und Peng bestimmt wurden. Bei dieser mitt-
leren Abweichung konnten somit berechnete Schwingungsfrequenzen bestimmt werden,
die um eine Größenordnung bessere Genauigkeit aufweisen, als alle bislang bestimmt
theoretischen Vorhersagen.
Mit analoger Vorgehensweise wurden auch die Schwingungsfrequenzen von B2D6, 10B2H6
und 10B2D6 bestimmt. Dazu wurden zuerst neue Potentiale wie beim B2H6 berechnet,
um anschließend VSCF- und VCI-Berechnungen durchzuführen. Die Ergebnisse der VCI-
Rechnungen sowie die bekannten experimentellen Daten sind in Tabelle 5.26 und in Ta-
belle 5.27 dargestellt. Berechnete und experimentelle Daten stimmen in fast allen Fällen
bis auf wenige Wellenzahlen Abweichung überein. Beim B2D6 ergibt sich ohne die Mode
ν1, die gleich noch genauer untersucht wird, ein mittlerer Fehler von 2.4 cm−1 und ein
maximaler Fehler von etwa 3.8 cm−1. Etwa dieselben Fehler ergeben sich bei den ande-
ren beiden Isotopologen. Genauer ergibt sich für 10B2H6 ein mittlere Abweichung von
3.9 cm−1 und eine maximale Abweichung von 5.6 cm−1 und beim 10B2D6 von 3.2 cm−1
und 4.8 cm−1, wobei bei letzteren wieder die Mode ν1 vernachlässigt wurde. Für die deu-
terierten Systeme ergeben sich bei der Mode ν1 teilweise große Abweichungen verglichen
mit dem Experiment. Der Grund dafür ist bei beiden Systemen der gleiche. Die Schwin-
gungsmode ν1 weißt eine starke Fermi-Resonanz mit dem ersten Oberton der Mode ν3
auf. In Tabelle 5.28 sind die relativen Anteile dieser Moden den Schwingungsfrequen-
zen zugeordnet. Eine Zuordnung der Frequenzen ist mit dieser zusätzlichen Information
schwierig, aber möglich. In diesem Fall würden die Schwingungsenergie zu 1834.3 cm−1
zum Oberton der Schwingung ν3 gehören und die Energie zu 1882.6 cm−1 zur Funda-
mentalbande ν1. Die Fermi-Resonanz und die Tatsache, dass die Schwingungsmoden ν1
und ν3 infrarot-inaktiv sind, wird dazu führen, dass diese Frequenz auch experimentell
schwer zu bestimmen sind.
Innerhalb dieser Arbeit wurde somit für vier Isotopologe des Diborans Schwingungsspek-
tren berechnet, die exzellent mit bekannten experimentellen Daten übereinstimmen. Da
viele Schwingungsübergänge des Diborans und seiner Isotopologen experimentell noch
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Tabelle 5.27: Experimentielle und berechnete Schwingungsfrequenzen in cm−1
für das Diboran 10B2D6. Die berechneten Schwingungsfrequenzen wurden mit dem
Schwingungskorrelationsverfahren VCI und einem drei- beziehungsweise vierdimen-
sionalen Potential bestimmt. In den letzten beiden Zeilen sind die mittleren (MAD)
und maximalen (MAX) Abweichungen zu den experimentellen Daten von Peng auf-
gelistet.
VCI
Mode Sym. Duncan [89] Peng [98] 3D 4D
ν1 Ag 1860.37A 1832.6 1882.7FR
ν2 1506.9 1515.9
ν3 927.2 928.0
ν4 725.1 726.1
ν5 Au 593 590.7 590.8
ν6 B1g 1965.0 1979.3
ν7 749.8 750.7
ν8 B1u 1489 1486.90 1476.8 1485.9FR
ν9 727 724.76 727.4 729.6
ν10 B2g 1263.2 1275.0FR
ν11 725.1 725.7
ν12 B2u 1998 1997.66 1984.9 1994.9
ν13 702.6 702.9
ν14 260.7 260.4
ν15 B3g 720.7 721.4
ν16 B3u 1857 1857.96 1845.8 1853.4FR
ν17 1206 1201.65 1190.5 1205.2
ν18 880 879.75 876.4 877.2
MAX 12.8 4.8
MAD 8.7 3.2
A Nicht berücksichtigt bei der Berechnung der Abweichungen zum
Experiment (MAX, MAD).
FR Fermi-Resonanz
Tabelle 5.28: Schwingungsübergänge und Zusammensetzungen in % ausgewählter
Konfigurationen des 10B2D6. Mit ν11 wird die Fundamentalschwingung 1 bezeichnet
und mit ν23 der erste Oberton der Schwingung zum Index 3.
Schwingungsfrequenzen
Konfigurationen 1834.3 1882.6
ν11 37 49
ν23 53 37
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nicht bestimmt wurden oder einen hohen Fehlerbalken haben, können die in dieser Ar-
beit berechneten Spektren als Interpretationshilfe für künftige Experimente herange-
zogen werden. Außerdem dienen die Spektren, bis die Daten experimentell verifiziert
wurden, als Orientierungshilfe bei der Auswertung anderer Boranspektren. Über die rei-
nen Vorhersage der Schwingungsspektren dienen diese Systeme außerdem als Grundlage
weiterer Betrachtungen. Zukünftig sollen auch größere Borane wie zum Beispiel B4H10,
B5H9 oder B6H2−6 untersucht werden.
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Die theoretische Schwingungsspektroskopie bietet eine der wichtigsten Möglichkeiten zur
Unterstützung bei der Auswertung experimenteller Spektren. Sie kann aber nicht nur
unterstützend eingesetzt werden, sondern zeichnet sich auch durch die Ergänzung und
Vorhersage von Schwingungsübergängen innerhalb der Spektroskopie aus. Die Grundlage
aller quantenmechanischer Verfahren sind der kinetische Energieoperator und der Ope-
rator zur potentiellen Energie. Ist der kinetische Energieoperator im Watson-Operator
noch trivial zu implementieren, so ist die Bestimmung der sogenannten Potentialener-
giefläche (PES) eine komplexe und zeitintensive Aufgabe. Mit der Bestimmung von
Potentialenergieflächen befasst sich diese Arbeit. Das Ziel ist es eine PES in einem lo-
kalen Bereich um eine Gleichgewichtsstruktur mit hoher Genauigkeit zu beschreiben.
Zur Bestimmung der PES wurden dafür verallgemeinerte Konzepte implementiert, die
alle unter dem Hauptaspekt der Effizienz optimiert wurden. Obwohl der Prozess zur
Erzeugung einer hochgenauen PES sehr aufwendig ist, können mit der neuen Software
PES für Moleküle mit mehr als zehn Atomen effizient bestimmt werden.
Effizienz
Um Rechenzeiten von mehreren Jahrzehnten bei der Bestimmung von einer PES von
Molekülen mit über zehn Atomen zu verhindern, müssen verschiedenen Teilaspekte be-
rücksichtigt werden. Die PES eines Moleküls mit N Atomen hat 3N − 6 Schwingungs-
freiheitsgrade, womit die PES eine Fläche der Dimension 3N−6 ist. Selbst für Moleküle
mit fünf Atomen kann somit die PES nicht mehr ohne eine geeignete Entwicklung be-
schrieben werden. Als Entwicklung wird eine Mehrmoden-Entwicklung verwendet, die
meist nach den drei- oder vierdimensionalen Kopplungstermen abgebrochen wird. Die
einzelnen Terme der Mehrmoden-Entwicklung, die sogenannten Differenzflächen, werden
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durch einen iterativen Algorithmus bestimmt. Durch das iterative Vorgehen wird nur
eine minimale Anzahl an ab initio Punkten benötigt. Um die Bestimmung der einzelnen
Differenzflächen weiter zu beschleunigen, wurden im Rahmen dieser Arbeit komplexe
Symmetrieerkennungsroutinen entwickelt. Diese Routinen erlauben es, jegliche Art von
Symmetrie innerhalb der Differenzflächen und sogar Permutationssymmetrie im vollen
Maße auszunutzen. Für Moleküle mit Symmetrie führt dies zu einer deutlichen Be-
schleunigung bei der Bestimmung der PES. Nachdem die Differenzflächen auf einem ab
initio Gitter bestimmt wurden, werden sie in eine analytische Darstellung überführt.
Dazu wird die ebenfalls innerhalb dieser Arbeit entwickelte Methode verwendet, die
die Kronecker-Produktstruktur der Daten ausnutzt. Die entwickelte Methode überzeugt
durch ihre hohe Stabilität und ausgesprochen kurze Rechenzeiten. Einen Versuch die Re-
chenzeiten weiter zu reduzieren, wurde durch die Vernachlässigung ausgewählter Flächen
unternommen. Die Idee dahinter war es einzelne unwichtige Terme aus der Mehrmoden-
Entwicklung zu entfernen., dabei aber trotzdem eine physikalisch richtige Beschreibung
der PES zu gewährleisten. Motivieren lässt sich diese Vorgehen durch die Tatsache, dass
für viele Schwingungsfrequenzen dreidimensionale Potentialterme bereits ausreichend
sind. Lediglich für die hoch liegenden CH-Streckschwingungen werden die vierdimen-
sionalen Terme benötigt. In einigen Beispielen konnte gezeigt werden, dass teilweise
sehr viele Flächen vernachlässigt werden können. Aufgrund der iterativen Bestimmung
der Differenzflächen hatte dies aber zur Folge, dass nur sehr wenige ab initio Punk-
te eingespart werden können. Zusammenfassend konnte innerhalb dieser Arbeit somit
ein effizientes Tool zur Erzeugung von Potentialenergieflächen für die Bestimmung von
Schwingungsspektren ausgearbeitet werden.
Koordinaten
Neben der reinen Implementierung wurden verschiedene Koordinatensysteme darauf un-
tersucht, ob sie sich für die Bestimmung von Schwingungsspektren eignen. Insbesondere
wurden lokalisierte Normalkoordinaten (LNC) genauer betrachtet. Durch die Lokali-
sierung einzelner Schwingungen kann erhöhte Symmetrie genutzt werden. Allerdings
zeigte es sich, dass eine höhere Komplexität und niedrigere Symmetrie bei den ab in-
itio Punkten diesen Effekt kompensierte. Auch bei der Vernachlässigung ausgewählter
Flächen konnten die LNC nicht überzeugen, obwohl zu erkennen ist, dass es bei LNC
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zu schwächeren Koordinatenkopplungen als bei Normalkoordinaten (NC) kommt. Das
Fazit dieser Arbeit war, dass klassische Normalkoordinaten meist Vorteile gegenüber
lokalisierten Normalkoordinaten haben.
Anwendung
Die Effizienz und Wirksamkeit sowie das Zusammenspiel aller entwickelter Programmtei-
le wurden neben den vielen Testsystemen an zwei weiteren Beispielen demonstriert. Als
Beispiel wurde das Nitrosamin und das Diboran sowie einige Isotopologen ausgewählt.
Ihre experimentellen Spektren waren lückenhaft und konnten durch die Berechnungen
ergänzt werden. Die Übereinstimmung mit den bekannten experimentellen Daten war
außerdem bei allen Systemen durchweg sehr gut. Obwohl die theoretischen Spektren
sicher noch verbessert werden können, stellen diese Berechnungen die aktuell besten
theoretischen Vorhersagen dar.
Ausblick
Bei Projekten dieser Größe gibt es unzählige Dinge, die verbessert oder erweitert wer-
den können. Einige wenige seien hier genannt. Um die Anzahl der ab initio Punkte bei
der Bestimmung unsymmetrischer Differenzflächen weiter zu reduzieren, könnten an-
dere morsefunktionsähnliche Basisfunktionen anstatt Polynome verwendet werden. Die
Basisfunktionen würden dadurch besser zur tatsächlichen Form der Fläche passen. Dar-
über hinaus könnte über den Einsatz von internen Koordinaten nachgedacht werden.
In internen Koordinaten könnten CH-Streckschwingungen und Rotationen innerhalb
des Moleküls durch niedrigere Entwicklungsterme beschrieben werden. Zusätzlich zur
Umgestaltung der Flächenerzeugung müsste dann aber der kinetische Energieoperator
für interne Koordinaten oder eine Transformation von internen Koordinaten auf Nor-
malkoordinaten implementiert werden. Der letzte Punkt der für die Flächenerzeugung
angesprochen werden soll, ist die richtige Erkennung und Zuordnung von Energiewerten
bei Multireferenzfällen, die aktuell noch nicht realisiert ist. Über die Flächengenerierung
hinaus muss für die Schwingungskonfigurationswechselwirkungsmethode (VCI) die Nut-
zung der vollen Symmetrie für beliebige Punktgruppen implementiert werden. Außerdem
muss die Selektion der Konfigurationen innerhalb des VCI für mehrere Zustände erwei-
tert werden, um in Zukunft auch mit entarteten Moden zuverlässig arbeiten zu können.
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7 Summary and outlook
Theoretical vibrational spectroscopy offers one of the most important possibilities to
support the evaluation of experimental vibrational spectra. However, it cannot only
be used as a supporting tool, but is also characterized by the addition and prediction
of vibrational transitions. The basis of all quantum mechanical methods is the kinetic
energy operator and the potential energy operator. The kinetic energy operator in the
Watson operator is trivial to implement, but the determination of the so-called potential
energy surface (PES) is a complex and time-consuming task. This work deals with the
determination of potential energy surfaces. The goal is to describe a PES in a local
region around an equilibrium structure with high accuracy. For the determination of
the PES generalized concepts have been implemented, which were all optimized under
the main aspect of efficiency. Although the process to generate a high-precision PES is
very time-consuming, the new software can efficiently determine PES for molecules with
more than ten atoms.
Efficiency
In order to avoid calculation times of several decades when determining a PES of mo-
lecules with more than ten atoms, various details have to be considered. The PES of
a molecule with N atoms has 3N − 6 vibrational degrees of freedom, i.e. the PES is
an 3N − 6 dimensional surface. Even for molecules with five atoms the PES cannot
be described without a suitable expansion. An n-mode expansion of the PES has been
used, which has usually been truncated after the three- or four-dimensional coupling
terms. The individual terms of the n-mode expansion, the so-called difference surfaces,
are determined by an iterative algorithm. The iterative procedure requires only a mi-
nimum number of ab initio points. In order to further accelerate the determination of
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the individual difference surfaces, complex symmetry routines were developed within
the framework of this work. These routines allow to fully exploit any kind of symmetry
within the subsurfaces, even permutational symmetry. For molecules with symmetry,
this leads to a significant acceleration in the determination of PES. After the difference
surfaces have been determined on an ab initio grid, they are converted into an analyti-
cal representation. For this purpose, a method has been developed, which exploits the
Kronecker product structure of the data. This method convinces due to its high stabili-
ty and extremely short computation times. An attempt to further reduce computation
times was made by neglecting selected surfaces. The idea behind this was to remove in-
dividual unimportant terms from the n-mode expansion while still ensuring a physically
correct description of the PES. This procedure can be motivated by the fact that three-
dimensional potential terms are already sufficient for many vibrational frequencies. The
four-dimensional terms are only required for the high-lying CH stretching vibrations. In
some examples it could be shown that very many surfaces can be neglected. Due to the
iterative determination of the difference surfaces, however, this meant that only very
few ab initio points can be saved. In summary, this work presents an efficient tool for
the generation of potential energy surfaces for the determination of vibrational spectra.
Coordinates
In addition to the implementation, various coordinate systems were investigated to de-
termine whether they are suitable for the determination of vibrational spectra. In parti-
cular, localized normal coordinates (LNC) were examined very precisely. In contrast to
intuition, by localizing individual vibrations, enhanced symmetry effect can be exploited.
However, it turned out that a higher complexity and lower symmetry of the ab initio
points compensate this effect. Even the neglect of selected surfaces could not compen-
sate the problems with the LNC, although it can be seen that the coordinate couplings
are weaker with LNC than with normal coordinates (NC). The conclusion of this work
was that conventional normal coordinates usually have advantages over localized normal
coordinates at least for small systems.
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Application
The efficiency as well as the interaction of all developed program parts were demons-
trated by two examples besides the benchmark systems. Nitrosamine and diborane as
well as some isotopologes were chosen as examples. Their experimental spectra were
incomplete and could be supplemented by the calculations presented here. The agree-
ment with the known experimental data was also very good for all systems. Although the
theoretical spectra can still be improved, these calculations represent the best theoretical
predictions currently available.
Outlook
With projects of this size, there are countless things that can be improved or extended.
Here are just a few: To further reduce the number of ab initio points when determining
asymmetric difference surfaces, other basis functions similar to Morse functions could be
used instead of polynomials. The basis functions would fit better to the real shape of the
surface. In addition, the use of internal coordinates could be considered. In internal coor-
dinates, CH-stretchings and rotations within the molecule could be described by lower
expansion terms. In addition to the transformation of the surface generation, the kinetic
energy operator for internal coordinates or a transformation of internal coordinates to
normal coordinates would have to be implemented. The last point to be addressed for
surface generation is the correct recognition and assignment of energy values in multi-
reference cases, which is not yet realized. More over to surface generation, the use of full
symmetry for arbitrary point groups must be implemented for the vibration configura-
tion interaction method (VCI). In addition, the selection of configurations within the
VCI-program must be extended for several states in order to be able to work reliably
with degenerate modes in the future.
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8 Anhänge
8.1 Mathematische Details
8.1.1 Zeitliche Ableitung der Kernbewegungen
In diesem Unterkapitel wird hergeleitet, wie aus der Gleichung für die Kernkoordina-
te ~RK durch Ableiten nach der Zeit t die Gleichung (vergleiche Gleichung 2.28)
∂
∂t
~RK =
∂
∂t
~R0,K + ~ω × ~rK + ∂
∂t
~rK (8.1)
ergibt. Wie in Kapitel 2.2.1 gezeigt wurde, kann die Kernkoordinate ~RK mit einem
Translations-, einem Rotations- und einem Schwingungsanteil beschrieben werden. Der
translative Anteil sei durch ~R0,K gegeben. Darüber hinaus seien die Einheitsbasisvek-
toren im molekülfesten Koordinatensystem (also dem rotierten Koordinatensystem) für
den Kern K gegeben durch ~ex, ~ey und ~ez. Somit gilt für die Kernkoordinate ~RK :
~RK = ~R0,K + rK,x~ex + rK,y~ey + rK,z~ez (8.2)
= ~R0,K +
∑
α∈{x,y,z}
rK,α~eα (8.3)
In dieser Darstellung sind die verschiedenen Koordinatensysteme gut zu erkennen. Im
molekülfesten Koordinatensystem sind die Vorfaktoren rK,α mit α ∈ {x, y, z} zu variie-
ren, um interne Auslenkungen zu erzeugen. Die Rotation, die das massenschwerpunkt-
zentrierte Koordinatensystem in das molekülfeste System überführt, rotiert darüber hin-
aus die Einheitsvektoren ~eα. Da sich die zeitliche Ableitung des translativen Anteils R0,K
direkt ergibt, wird sie bei diesen Umformungen vernachlässigt, man beachte aber, dass
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der translative Anteil in der zeitlich konstanten Basis des raumfesten Koordinatensys-
tems angegeben wird. Betrachtet wird somit die Gleichung:
~RK =
∑
α∈{x,y,z}
rK,α~eα (8.4)
Bei der Ableitung nach der Zeit ist zu beachten, dass sowohl die Rotation des Koordina-
tensystems als auch die internen Bewegungen zeitabhängig sind. Die zeitliche Ableitung
der Gleichung 8.4 ist:
∂
∂t
~RK =
∑
α∈{x,y,z}
rK,α
∂
∂t
~eα +
(
∂
∂t
rK,α
)
~eα (8.5)
=
 ∑
α∈{x,y,z}
rK,α
∂
∂t
~eα
+
 ∑
α∈{x,y,z}
(
∂
∂t
rK,α
)
~eα
 (8.6)
Der Term in den geschwungenen Klammern wird in der molekülfesten Basis als ∂
∂t
~rK
geschrieben. Um den Term in den eckigen Klammern weiter umformen zu können, müs-
sen die Ableitungen der Einheitsvektoren genauer untersucht werden. Dazu werden die
Ableitungen der Basisvektoren in ihrer eigenen Basis dargestellt:
∂
∂t
~ex = axx~ex + axy~ey + axz~ez (8.7)
∂
∂t
~ey = ayx~ex + ayy~ey + ayz~ez (8.8)
∂
∂t
~ez = azx~ex + azy~ey + azz~ez (8.9)
Die Orthonormalität der Einheitsvektoren wird nun ausgenutzt, um Zusammenhänge
zwischen den Koeffizienten aαβ ∈ R mit α, β ∈ {x, y, z} herzustellen.
~ex · ~ex = 1 =⇒ 0 = ∂
∂t
(~ex · ~ex) = 2~ex ∂
∂t
~ex (8.10)
Wird nun Gleichung 8.7 mit ~ex skalarmultipliziert, so folgt axx = 0. Analog kann außer-
dem ayy = azz = 0 gefolgert werden. Mit der Orthogonalität der Einheitsvektoren kann
weiter der nachfolgende Zusammenhang erhalten werden:
~ex · ~ey = 0 =⇒ 0 = ∂
∂t
(~ex · ~ey) = ~ex ∂
∂t
~ey +
(
∂
∂t
~ex
)
~ey (8.11)
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Ähnlich wie im obigen Schritt wird nun Gleichung 8.7 mit ~ey multipliziert und Glei-
chung 8.8 mit ~ex. Anschließend werden die beiden Gleichungen miteinander summiert.
Mit der Implikation 8.11 folgt dann axy = −ayx. Analog kann auch axz = −azx und
ayz = −azy gefolgert werden. Durch diese Zusammenhänge ergibt sich für die Ableitun-
gen der Basisvektoren:
∂
∂t
~ex = + axy~ey + axz~ez (8.12)
∂
∂t
~ey = −axy~ex + ayz~ez (8.13)
∂
∂t
~ez = −axz~ex − ayz~ey (8.14)
Die sogenannte Winkelgeschwindigkeit ~ω sei definiert durch:
~ω =

ayz
−axz
axy
 (8.15)
Mit der Definition der Winkelgeschwindigkeit und der des Vektorprodukts kann Glei-
chung 8.6 in die gewünschte Form überführt werden.
∂
∂t
~RK =
[
rK,x ( + axy~ey + axz~ez) +
rK,y (−axy~ex + ayz~ez) +
rK,z (−axz~ex − ayz~ey )
]
+
∂
∂t
~rK (8.16)
=
[
~ex ((−axz)rK,z − axyrK,y) +
~ey ( axyrK,x − ayzrK,z) +
~ez ( ayzrK,y − (−axz)rK,x)
]
+
∂
∂t
~rK (8.17)
= ~ω × ~rK + ∂
∂t
~rK (8.18)
Zu beachten bleibt, dass beide Vektoren in der molekülfesten Basis dargestellt sind.
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8.1.2 Invarianz des Laplace-Operators
Die Invarianz des Laplace-Operators bezüglich einer orthogonalen oder im Allgemeinen
unitären Koordinatentransformation folgt im wesentlichen aus der Invarianz der Spur.
Um dies zu sehen, wird die im Kapitel 2.2.3 verwendete Transformation betrachtet:
~∆m = L~q ⇔ ~q = LT ~∆m (8.19)
Die Eingenvektoren der massegewichteten Hesse-Matrix entsprechen den Spalten der
Matrix L und mit ~∆m werden die Kernpositionen relativ zur Gleichgewichtsstruktur
beschrieben. Die transponierte Matrix wird mit LT bezeichnet. Für die Komponenten
von ~q gilt dann:
qi =
3N∑
j=1
LTij∆
m
j (8.20)
Für die Ableitungen nach ∆mi gilt wegen der Kettenregel:
∂
∂∆mi
=
3N∑
j=1
∂qj
∂∆mi
∂
∂qj
=
3N∑
j=1
LTij
∂
∂qj
= ~` Ti ∇(~q) (8.21)
Dabei ist ~`i die i-te Spalte von L und ∇(~q) der Gradientenvektor bezüglich der Koordi-
naten ~q. Für den Gradient bezüglich ∆m gilt damit:
∇(~∆m) = LT∇(~q) (8.22)
Nun kann die Invarianz des Laplace-Operators gezeigt werden:
3N∑
i=1
∂2
∂(∆mi )
2
= spur
(
∇(~∆m)T∇(~∆m)
)
(8.23)
= spur
(∇(~q)TLLT∇(~q)) (8.24)
= spur
(∇(~q)T∇(~q)) (8.25)
=
3N∑
i=1
∂2
∂q2i
(8.26)
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Tabelle 8.1: Zuordnungen der irreduziblen Darstellungen für verschiedene Symme-
trien in der echten Punktgruppe der Moleküle und in den größten Abelschen Unter-
gruppen, die keine Entartungen besitzt.
Molekül Symmetrie Irred. Darstellung
CH4 C2v A1 B1 B2 A1 A2
Td T2 T2 T2 E E
B6H2−6 D2h Bu Au Bu Ag Ag
Oh T2u T2u T2u Eg Eg
XeF4 D2h B2u B3u
D4h Eu Eu
8.2 Automatisierte Rotation entarteter Koordinaten
Um maximale Permutationssymmetrie nutzen zu können, müssen in vielen Beispielen die
Normalkoordinaten durch eine Jacobi-Rotation gedreht werden. Dies ist deshalb nötig,
da nach der Bestimmung der Normalkoordinaten innerhalb von Molpro die Normalko-
ordinaten in den irreduziblen Darstellungen der größten Abelschen Untergruppe liegen
und im Allgemeinen nicht in den irreduziblen Darstellungen der echten Punktgruppe.
Beispielsweise liegen zwei entartete Koordinaten aus der Punktgruppe Td jeweils in einer
irreduziblen Darstellung A1 und A2. Eine der Koordinaten ist entsprechend symmetrisch
und eine unsymmetrisch. Die Permutationssymmetrie kann deshalb nicht genutzt wer-
den, denn dazu müssten beide Koordinaten gleich sein. Durch eine Jacobi-Rotation von
45◦ oder pi/4 können die Koordinaten aber so gedreht werden, dass sie zu äquivalenten
Potentialen führen. Wie diese Drehwinkel bestimmt werden, wird nun behandelt. Zuerst
wird eine Startnäherung bestimmt, diese Startnäherung entspricht dem optimalen Dreh-
winkel, wenn die Normalkoordinaten exakt bestimmt sind. Durch numerische Fehler bei
der Bestimmung der zweiten Ableitungen für die Hesse-Matrix, die vor allem durch die
Elektronenstrukturmethoden verursacht werden, sind die optimalen Drehwinkel meist
leicht verschoben zu den Startnäherungen. Die Verschiebungen werden mit einer Inter-
vallschachtelungsmethode bestimmt.
Zur Bestimmung der Startnäherung werden alle relevanten und beobachteten Fälle un-
tersucht. In Tabelle 8.1 sind für verschiedene Moleküle und Punktgruppen die irre-
duziblen Darstellungen verschiedener Koordinaten aufgelistet. Begonnen wird mit den
doppelt entarteten Koordinaten zur irreduziblen Darstellung E. In den meisten Anwen-
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dungsbeispielen, wie auch beim Methan CH4, resultieren bei zwei entarteten Koordina-
ten eine symmetrische Koordinate und eine unsymmetrische Koordinate. Eine Rotation
von 45◦ führt dann immer zu zwei permutationssymmetrischen Koordinaten. Im Falle
einer Punktgruppe wie D4h, siehe XeF4, gehören beide Koordinaten zu unsymmetrischen
Koordinaten und bilden daher symmetrische Potentiale aus. Die Koordinaten gehen in
diesem Beispiel durch eine Rotation entlang der C4-Drehachse ineinander über, weshalb
jede beliebige Drehung der Koordinaten zu einem permutationssymmetrischen Koordi-
natenpaar führt. Da der Winkel beliebig ist, können die beiden anfänglichen Koordinaten
auch direkt verwendet werden. Der letzte Fall innerhalb der Zweifachentartungen kann
beim B6H2−6 beobachtet werden. Dort sind beide Koordinaten symmetrisch. Für diesen
Fall gibt zwar ein optimalen Drehwinkel von 45◦, jedoch zeigte es sich, dass schon mini-
male Änderungen an diesem optimalen Winkel dazu führen, dass die Symmetrie verloren
geht. Da es numerisch aber stets zu minimalen Änderungen kommen wird, kann in die-
sem Fall die Permutationssymmetrie nicht genutzt werden.
Ähnliche Fälle gibt es auch bei den dreifach entarteten Koordinaten zur irreduziblen
Darstellung T . Dort konnten bis jetzt allerdings nur zwei Fälle beobachtet werden. Der
erste Fall ist in der Punktgruppe Td zu beobachten. Die dreifach entarteten Koordina-
ten zerfallen in drei Koordinaten zu unterschiedlichen irreduziblen Darstellungen. Zwei
dieser Koordinaten sind bereits permutationssymmetrisch, die dritte ist es allerdings
nicht. Damit alle drei Koordinaten permutationssymmetrisch sind, müssen die beiden
permutationssymmetrischen Koordinaten um 45◦ rotiert werden. Der zweite Fall, der
beobachtet werden konnte, tritt in der Punktgruppe Oh auf. Dort zerfallen die dreifach
entarteten Koordinaten in irreduzible Darstellung, von denen zwei gleich sind. Tritt dies
ein, so sind die Koordinaten bereits permutationssymmetrisch und können zusätzlich
beliebig rotiert werden.
Sobald eine Startnäherung bestimmt ist, wird durch eine Intervallschachtelung der Dreh-
winkel optimiert. Für jedes Koordinatenpaar oder -tripel wird dazu analog zur Symme-
trieerkennung (Kapitel 4.3) eine Potentialfläche durch die Kern-Kern-Wechselwirkung
bestimmt. Die so erzeugten Flächen werden dann auf Gleichheit überprüft. Der Winkel
wird anschließend so lange weiter optimiert, bis die entstehenden Flächen gleich sind.
Dabei bedeutet Gleichheit, dass auf einen Schwellenwert von 10−6 getestet wird. Die
Koordinaten werden anschließend um die resultierenden Drehwinkel rotiert, sodass die
Permutationssymmetrie voll ausgenutzt werden kann.
182
8.3 Konventionen Normalkoordinaten
8.3 Konventionen Normalkoordinaten
Die Reproduzierbarkeit von Ergebnissen ist eine der wichtigsten Eigenschaften, die je-
der Programmcode erfüllen muss. Innerhalb der Potentialflächenerzeugung und in vielen
Teilen der Methoden zur Berechnung der Schwingungsspektren muss aus diesem Grund
gewährleistet sein, dass stets der gleiche Satz an Normalkoordinaten verwendet wird.
Die Auslenkungsvektoren zu den Normalkoordinaten, also die Eigenvektoren der Hesse-
Matrix, sind nicht eindeutig bestimmt. Beispielsweise ist die Phase, also das Vorzeichen,
nicht eindeutig definiert. Die Reihenfolge bei entarteten Koordinaten ist ebenfalls nicht
festgelegt. Um diese Problematik zu lösen wurden Konventionen eingeführt, die dafür
sorgen sollen, dass für ein und dasselbe Molekül stets die gleichen Koordinaten ver-
wendet werden. Die Transformationen durch die Konventionen werden direkt nach der
Bestimmung der Normalkoordinaten angewandt. Alle zusätzlichen Änderungen durch
Rotationen oder Lokalisierung werden dann in der sogenannten U -Matrix gespeichert.
Wie die Konventionen definiert sind, wird nun an dem Beispiel aus Tabelle 8.2 erklärt.
Für die Auslenkungsvektoren ~`i eines Moleküls mit N Kernen, werden zunächst folgende
Größe bestimmt:
Σi =
3N∑
j=1
(
~`
i
)
j
, Σiα =
N∑
K=1
(
~`
i
)
K,α
,mitα ∈ {x, y, z} (8.27)
Aufsummiert wird dabei über die Einträge der Auslenkungsvektoren, beziehungsweise
über deren x-, y- oder z-Komponenten. Zum Verständnis sind die Indizes in der letzten
Spalte in Tabelle 8.2 angegeben. Zusätzlich zu diesen Summen wird außerdem in jedem
Auslenkungsvektor die Position der Einträge bestimmt, die betragsmäßig größer als 10−4
sind. Für das Beispiel aus Tabelle 8.2 ergeben sich folgenden Werte:
i Σi Σix Σ
i
y Σ
i
z Eintrag
1 T -0.0055 0.0000 0.0000 -0.2501 (~`1)3 = +0.1145
2 T 0.0055 0.2501 0.0000 0.0000 (~`2)1 = −0.1145
3 T 0.0055 0.0000 0.2501 0.0000 (~`3)2 = −0.1145
4 E 0.0000 0.0000 0.0000 0.0000 (~`4)4 = −0.2875
5 E 0.0000 0.0000 -0.0000 0.0000 (~`5)5 = +0.4980
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Tabelle 8.2: Auslenkungsvektoren zu den ersten fünf Normalkoordinaten des Me-
thans CH4.
Koordinate: q1 q2 q3 q4 q5
Irred. Darst.: T T T E E
Harm. Freq. : 1433.2 1433.2 1433.2 1647.8 1647.8
Auslenkungen: -0.0000 -0.1146 -0.0000 0.0000 0.0000 (~`i)1 (~`i)1,x
0.0000 0.0000 -0.1146 0.0000 0.0000 (~`i)2 (~`i)1,y
0.1146 -0.0000 0.0000 -0.0000 -0.0000 (~`i)3 (~`i)1,z
0.3040 0.1263 0.0000 -0.2875 0.0000 (~`i)4 (~`i)2,x
-0.0000 -0.0000 0.5562 0.0000 0.4980 (~`i)5 (~`i)2,y
-0.3413 -0.3040 -0.0000 0.4066 -0.0000 (~`i)6 (~`i)2,z
...
...-0.3040 0.1263 0.0000 0.2875 -0.0000
-0.0000 -0.0000 0.5562 -0.0000 -0.4980
-0.3413 0.3040 0.0000 0.4066 -0.0000
0.0000 0.5562 0.0000 0.0000 0.4980
-0.3040 -0.0000 0.1263 -0.2875 0.0000
-0.3413 -0.0000 0.3040 -0.4066 0.0000
0.0000 0.5562 0.0000 -0.0000 -0.4980
0.3040 -0.0000 0.1263 0.2875 -0.0000
-0.3413 0.0000 -0.3040 -0.4066 0.0000
Konventionen für die Phase der Auslenkungsvektoren
Die Phase des Auslenkungsvektors ~`i wird so gewählt, dass Σi positiv ist. Ist Σi negativ,
so wird der Auslenkungsvektor mit −1 multipliziert. Falls Σi betragsmäßig kleiner als
10−4 ist, so wird die Entscheidung über die Phase an der Größe Σix analog bestimmt.
Kann die Phase weder an Σi noch an Σiα mit α ∈ {x, y, z} festgelegt werden, so wird
der erste betragsmäßig größere Eintrag als 10−4 verwendet. Dieser soll positiv sein. Ist
er es nicht, so wird die Phase angepasst. In diesem Beispiel muss die Phase von q1 und
q4 geändert werden. Nach Ändern der Phase ergeben sich folgende angepasst Größen:
i Σi Σix Σ
i
y Σ
i
z Eintrag
1 T 0.0055 0.0000 0.0000 0.2501 (~`1)3 = −0.1146
2 T 0.0055 0.2501 0.0000 0.0000 (~`2)1 = −0.1146
3 T 0.0055 0.0000 0.2501 0.0000 (~`3)2 = −0.1146
4 E 0.0000 0.0000 0.0000 0.0000 (~`4)4 = +0.2875
5 E 0.0000 0.0000 -0.0000 0.0000 (~`5)5 = +0.4980
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Konventionen für die Reihenfolge entarteter Auslenkungsvektoren
Die Reihenfolge wird nur innerhalb entarteter Koordinaten bei Bedarf angepasst. Zu-
erst wird dafür versucht die Koordinaten nach Σi absteigend zu ordnen. Ist dies nicht
möglich wird Σix herangezogen. In diesem Beispiel wird deswegen bei den drei entarteten
Koordinaten q1, q2 und q3 als erste die Koordinate q2 ausgewählt. Fortgefahren wird mit
Σiy, beziehungsweise Σiz. Daraus ergibt sich deshalb die Reihenfolge q2, q3, q1. Ist die
Bestimmung an den Größen Σi und Σiα mit α ∈ {x, y, z} nicht möglich, wie es beispiels-
weise bei q4, q5 der Fall ist, so werden die Positionen der Einträge (betragsmäßig größer
als 10−4) verwendet. Der Auslenkungsvektor ~`4 hat an der vierten Stelle einen solchen
Eintrag, der Auslenkungsvektor ~`5 an der fünften Stelle. Die Vektoren werden nach die-
sen relevanten Positionen aufsteigend sortiert und bleiben deshalb unverändert. Hätten
beide Auslenkungsvektoren an der Stelle vier einen nicht zu vernachlässigenden Eintrag
größer als 10−4, so würde der nächste nicht verschwindende Eintrag bei der Bestimmung
der Reihenfolge berücksichtigt werden. Die endgültigt Reihenfolge wäre damit:
q2, q3, q1, q4, q5
8.4 Symmetrie: Dipolflächen
Die Erkennung der Symmetrie innerhalb der Erzeugung von Potentialenergieflächen ist
ein zentraler Aspekt dieser Arbeit. In der dargestellten Form, unter Verwendung der
Kern-Kern-Wechselwirkungen, funktioniert sie aber nur für Energieflächen. Mit den in
dieser Arbeit entwickelten Flächengenerator können aber auch Flächen für andere Mole-
küleigenschaften berechnet werden, beispielsweise Dipolflächen und Polarisierbarkeitsflä-
chen. Um nicht auf die Symmetrie bei den Energieflächen verzichten zu müssen, muss ein
Kriterium implementiert werden, anhand dessen erkannt werden kann, ob beispielsweise
Dipolflächen symmetrisch sind oder nicht. Für Dipolflächen wurde dies realisiert, für Po-
larisierbarkeitsflächen ist dies hingegen noch eine offene Aufgabe. Der Grund warum ein
eigenes Kriterium für Dipolflächen implementiert werden muss, ist, dass Dipolflächen
andere Symmetrien aufweisen als Energieflächen. Beispielsweise können Dipolflächen
punktsymmetrisch sein, was bei den immer positiven Energieflächen nicht möglich ist.
Da es kein Analogon für die Coulomb-Wechselwirkungsenergie für das Dipolmoment
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gibt, musste ein neues Verfahren implementiert werden. Dazu wird das Dipolmoment
für die ausgelenkten Molekülgeometrie durch grobe Näherungen abgeschätzt. Die Werte
für das Dipolmoment sind dabei zwar grob falsch, sie spiegeln aber das richtige Sym-
metrieverhalten wieder. Mit dem richtigen Symmetrieverhalten kann, unter Ausnutzung
der in dieser Arbeit entwickelten Symmetrieerkennung (Kapitel 4.3), die Symmetrie der
Dipolflächen festgelegt werden. Es gilt somit eine grobe Näherung für das elektronische
Dipolmoment einer ausgelenkten Geometrie zu bestimmen.
Im Wesentlichen wird für die Bestimmung einer groben Näherung für das elektronische
Dipolmoment eine vereinfachte Hartree-Fock-Methode verwendet. Dazu werden mit ei-
ner minimalen Basis die Orbitale dargestellt. Anschließend wird die Fock-Matrix unter
Berücksichtigung von ausschließlich den Einelektronenintegralen bestimmt. Nach einer
Transformation in eine symmetrische orthogonale Basis und der Diagonalisierung der
entstehenden Matrix, ergibt sich die elektronische Wellenfunktion. Der Erwartungswert
dieser Wellenfunktion mit dem Dipoloperator führt letztendlich zu einer groben Ab-
schätzung des elektronischen Dipolmoments. Da es keinerlei Iterationen gibt und die
Zweielektronenintegrale vernachlässigt werden, ist dieses Vorgehen so schnell, dass es im
Vergleich zu den ab initio Rechnungen zeitlich vernachlässigt werden kann. Durch diese
Vorgehensweise kann die Symmetrie innerhalb der Dipolflächen ebenfalls voll genutzt
werden. An dieser Stelle sei Prof. Werner gedankt, der mich bei der Implementierung
dieses Kriteriums maßgeblich unterstützt hat.
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