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Abstract
With the explosion of long term health conditions, monitoring human daily activities
in home environment is one of the important issues in healthcare. Human action recog-
nition in videos is one of the main topics in this context. Conventional representations
are not very effective for encoding dense features extracted from videos. In this work,
we propose a novel manifold regularized sparse representation (MRSR) method to en-
code dense features for human action recognition in assisted living. The new method can
effectively incorporate a manifold regularization term to explore the geometric structure
of the improved dense trajectories, which are very effective for learning action represen-
tations. By introducing a locality constraint, our method ensures each interest point is
represented by its local closest words. Moreover, our method has an analytical solution
and low computational complexity. Experimental results on different realistic databases
show the effectiveness of the proposed algorithm for practical action recognition in as-
sisted living.
1 Introduction
The U.K., like many other countries, is faced with an explosion of long term health condi-
tions. In general, there are conditions that require condition management for many years,
outside of the hospital setting. Recognizing human daily activities in the home environ-
ment is one of the important issues in healthcare. In computer vision, this problem can
be classified as human action recognition, which is very important but also challenging
[4, 12, 14, 20, 21, 26, 27]. Action recognition can also be applied to help solve many
other real-world problems such as video surveillance, smart camera monitoring and human
computer interaction.
In general, the challenges of human action recognition in videos come from difficulties,
such as great intraclass variance, occlusion and clutter. A framework in such a field includes
video representation and classification. Video representation learning is the procedure of
acquiring features via interest point detection and representation. Action representation is
obtained by encoding these features. Then, a classification model is learned for the final
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Figure 1: The framework of practical human action recognition for assisted living
action representation, which can be used to recognize the new action. Feature representations
can be broadly divided into global representations [3, 5] and local representations [1, 7, 22].
Global representations first localize a person by background subtraction or tracking [28] and
then represent the interest region as a whole. However, they are sensitive to noise, variations
in viewpoint and partial occlusion. Local representations are based on the spatial temporal
interest points and do not need to subtract the background or tracking. This means they are
less sensitive to view-point changes, noise and partial occlusions.
In recent years, a variety of local features for data have been introduced [1, 7, 9, 10, 13,
22, 24], which have been widely applied to human action recognition [1, 7, 9, 10, 13, 22, 24].
A number of local spatial-temporal interest point detectors, e.g., Harris 3D detector [6],
Cuboid detector [1], Hessian detector [22] and different descriptors, are all combined and
then evaluated under the bag-of-features (BOF) recognition framework. Experimental results
have shown that none of these local features can perform the best on all datasets. Among
the tested descriptors, the combination of gradient and optical flow are the best choice [16]
. To obtain the final action representation, The popular BOF model was applied, in which a
class of codebook was first formed by utilizing the k-means algorithm in [1] . Each interest
point was defined as that of its closest word and finally an action representation was given
as a histogram of interest point information. However, conventional BOF representation
cannot accurately describe an action since each interest point can only be represented by
a single word, thus leading to a large reconstruction error. In BOF, the type of an interest
point belongs to the type of the closest word. Thus, significantly different interest points
may be assigned to the same type, which will decrease the performance of a human action
recognition system.
In this work, we propose a novel approach, Manifold Regularized Sparse Representa-
tion (MRSR), to encode features extracted by the state of the art improved dense trajectories
[15]. Our MRSR incorporates a manifold regularization term, which can explore the man-
ifold structure of improved dense trajectories and choose those local words that are on the
same manifold with the interest points. By introducing a locality constraint to the MRSR,
our algorithm can ensure that each interest point is represented by its local closest words.
Moreover, compared with previous methods, MRSR has an analytical solution and is easy
to calculate. Finally, Sparse Representation Classifier (SRC) is introduced to recognize the
actions of interest. An illustration of the whole systems for human action recognition in
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assisted living is given in Fig.1
The rest of the paper is organized as follows: in Section 2, we give a detailed description
of our MRSR for human action recognition. Section 3 presents the experimental setup and
a comparison of obtained results on different datasets. Section 4 concludes the paper with
discussions.
2 The proposed approach
2.1 Improved Dense Trajectories
We first use the improved dense trajectories to extract local features of videos. Here, we
briefly review the improved dense trajectories introduced in [15], which are extended from
dense trajectories [17]. Firstly, the algorithm densely samples a set of points with a grid of
5 pixels over 8 spatial scales. The motion vectors are selected by thresholding the smallest
eigenvalue of the autocorrelation matrix. These detected points are tracked by media filtering
of the dense flow field [17]:
Pt+1 = (xt+1,yt+1) = (xt ,yt)+(M⇤wt)|(x¯t ,y¯t ), (1)
where M is the median filter kernel, ⇤ is convolution operation wt = (ut ,vt) is the dense
optical flow field of the tth frame, and (x¯t , y¯t) is the rounded position of (xt ,yt). To avoid the
drift problem of tracking, the maximum length of a trajectory is set at 15 frames. Finally,
those static trajectories are removed and other trajectories with sudden large displacements
are also ignored [17]. For each trajectory, we compute several descriptors (trajectories, HOG,
HOF and MBH) with same parameters in [17]. The final dimensions of the descriptors are
30 for trajectories, 96 for HOG, 108 for HOF and 192 for MBH.
2.2 Manifold Regularized Sparse Representation
After we have obtained the dense trajectories from the videos, we can encode the local fea-
tures to obtain the action representation. Suppose we have obtained a set of d-dimensional
dense trajectories with feature representation X = [x1,x2, . . .xn] 2 Rd⇥n extracted from a
video, where n is the number of local feature descriptors. Firstly, we use k-means algorithm
to generate the codebook B= [b1,b2, . . .bn] 2 Rd⇥n and each center is called a word.
Traditional BOF model has been widely used in computer vision and achieved compara-
tively good results. It solves the following problem:
cˆi = argmin
ci
kxi Bcik22 ,
s.t.kcik0 = 1,kcik1 = 1,ci, j   0, j = 1,2, . . . , l,
(2)
where ci, j is the jth element of the vector ci. After encoding a human action from a video,
BOF uses sum pooling method [8] with the formulation z = Âni=1 cˆi as the final action rep-
resentation. Since local features from similar videos tend to lie on the same manifold, we
propose a novel coding method called MRSR.
We use all the words to represent an interest feature in order to reduce the reconstruction
error. Motivated by the fact that locality is more essential than sparsity, we use the locality
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Figure 2: The input xi and the words b1,b2,b3,b4,b5,b6,b7. Our algorithm prefers to
choose b1,b2,b3,b4, which span a low-dimensional manifold subspace around xi rather than
b5,b6,b7.
as a constraint tern. Locality must lead to sparsity but not necessarily vice versa [19]. As
discussed in [19], the locality constraint is smooth while the conventional sparse regulariza-
tion term [25] is not. In addition, it can ensure that similar interest points have similar codes.
In practice, we first find k-nearest neighbors to form a new codebook, in which the num-
ber of words should be more than 500 to accurately describe the action. Then, the coding
coefficients are calculated as follows:
cˆi = argmin
ci
kxi Bcik22+h0||ci||22+h1 kdi  cik22 , (3)
where   denotes element-wise multiplication, di = [||xi b1||22, ||xi b2||22, . . . , ||xi bl ||22]T
2 Rl⇥1,ci 2 Rl⇥1 .
To preserve the manifold geometry of local features, we introduced a manifold regular-
ization term ||pici||22 as suggested in [2]:
cˆi = argmin
ci
kxi Bcik22+h0||ci||22+h1 kdi  cik22+h2||pici||22, (4)
where pi = [pi1, pi2, . . . , pil ] 2 Rd⇥l , pi j = (xi b j)/||xi b j||2. The first term in Eq. 4 is the
reconstruction error. Unlike BOF, we use multiple words, which are the neighbors of xi to
describe the interest features. The third term is a penalty function, ensuring that the similar
patches will have similar codes. The fourth term will make the algorithm select words that
lie in the same manifold as xi [2] . An illustration of the proposed method is shown in Fig.2
Since Eq.4 is a strictly convex function, MRSR has an analytical solution:
cˆi = (BTB+diag(h01+h1di di)+l2piT pi)\BT xi, (5)
where 1 2 Rl⇥1 and \ denote left matrix division. In experiments, we empirically set pa-
rameters in Eq.5 as follows: h0 is 1e  4, which is usually set as a small number; h1 is
1e  3; and h2 is 1 thoughout the experiments. Further tuning the parameters can improve
the performance of the algorithm.
Sum pooling [8] and max pooling [19, 25] schemes have been successfully used in pat-
tern recognition. As in [29], we use a max pooling scheme to capture the global statistics
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of an action in a video sequence and increase spatial and time translation invariance. Max
pooling is defined as
zi =max(|cˆi1|, |cˆi2|, . . . , |cˆin|), (6)
These pooled features can then be normalized by sum normalization and l2 normaliza-
tion. In our work, we use the max pooling scheme combined with l2 normalization as in
[25].
2.3 Sparse Representation Classifier
To recognize human actions, we use the Sparse Representation Classifier [23] here since
it can provide a comparable performance to the Support Vector Machine (SVM) classifier
while there is only one parameter to be fixed. Suppose we have c classes of human actions
and denote the training samples as X = [X1, . . . ,Xc] where Xi is the sub-set of training data
from classes i. Let yˆ be a testing data, then the main procedure of classification using SRC
can be given as follows.
Given a testing sample y 2 Rm from the ith class, we first calculate its sparse coding
coefficients by
b ⇤ = argmin
b
||yˆ Xb ||2F + g||b ||1, (7)
Since y comes from the ith class, most nonzero coefficients are those associated with
class i. We compute the residual as
ei = ||y Dibˆi||2, (8)
where bˆi is the coding coefficients associated with class i. Finally, we can do the classifica-
tion via
label(yˆ) = argmin{ei}. (9)
3 Experiments
In experiments, we evaluate the effectiveness of our proposed algorithm on three public
datasets: KTH dataset, UCF sports database and MSR Daily activity database. We compare
different aspects of the algorithms and show the effectiveness of our scheme in encoding the
features of videos. We compared our algorithm with BOF and Locality-constraint coding
(LLC), which are two popular encoding methods for local features in computer vision. Here,
we does not compare our algorithm with iDT with feature vector [15] since we want to show
the effectiveness of the manifold structure in encoding dense features. We use the leave-
one out cross validation to the evaluate the performance of our algorithm unless otherwise
noted. Specifically it employs the actions from one person as the testing data and leave the
remaining actions from other persons as the training data.
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Figure 3: Examples of the three datasets: (a) KTH database, (b) UCF sports database, (c)
MSR Daily Activity database
3.1 Datasets
KTH database is an important benchmark dataset that has been used to evaluate various
human action recognition algorithm. It contains six actions: walking, jogging, running, box-
ing, hand waving and hand clapping. Twenty-five subjects in four different scenarios perform
these actions. The scenarios include indoor, outdoor, changes in clothing and variations in
scale. Overall it has 599 low-resolution video clips for one of the videos is missing.
UCF sports database is a set of 150 videos, which are collected from various broad-
cast sports channels such as BBC and ESPN. It contains 10 different actions: diving, golf
swimming floor, walking. This dataset is challenging, with a wide range of scenarios and
viewpoints.
MSR Daily Activity dataset is a daily living dataset captured by a Kinect device. There
are 16 activity types: drink, eat, read book, call cellphone, write on paper, use laptop, use
vacuum cleaner, cheer up, still, toss paper, play game, lay down on sofa, walk, play guitar,
stand up, sit down. If possible, each subject performs an activity in two different positions:
sitting on sofa and standing. There are totally 320 activity sequences.
Some of the example video frames from these three database are shown in Fig.3.
3.2 Comparison of BoF, LLC and MRSR
In this subsection, we aim to evaluate the performance of our method compared to previous
popular encoding methods. Improved dense trajectories are firstly used to detect and describe
the interest points. Subsequently, the k-means algorithm is employed to form words, which
are set as 1,024. Finally, BOF, LLC and MRSR are utilized respectively to obtain the final
action representation.
These three action representation methods are further compared under the same condi-
tion and the Nearest Neighbor (NN) classifier is selected for the classification stage. Table
1 shows the recognition results in the form of average recognition accuracy we find that
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Table 1: Performance comparison accuracy (%) of BoF, LLC and MRSR on KTH, UCF
Sports and MSR Daily activity databases
Method BoF LLC MRSR
KTH 86.5 88.1 90.5
UCF Sports 80.5 82.6 85.6
MSR Daily 87.3 88.7 90.4
Table 2: Performance comparison accuracy (%) among the different classification schemes
including NN, SVM and MRSR on the KTH database.
Method NN SVM SRC
Accuracy 90.2 93.2 94.8
the proposed MRSR achieves the highest average recognition accuracy, compared to BOF
and LLC. We can find that the proposed MRSR representation achieves the highest average
recognition rate on the KTH database, UCF Sports database and MSR Daily database while
the BOF model performs worst. Compared with LLC, MRSR which considers the intrinsic
manifold structure of the words, is more beneficial for recognition.
3.3 Evaluation on the KTH database
We also evaluate our algorithm on the KTH dataset with different classification schemes.
Table 2 compares different classification schemes including NN, SVM and MRSR on the
KTH dataset. As shown in Table 2, SRC achieves best result compared with the other two
classification methods.
Although there are fewer types of actions in the KTH dataset, the KTH dataset is more
challenging due to different scenarios and scale variations. As there are better sufficient
training samples for each action, we can notice that the SRC is significiantly better than NN
in terms of accuracy.
We also show the confusion matrices in Fig.4. We find that NN does not recognize
the actions "jog" and "run". While SVM and SRC show much better performance. SRC
performs slightly better than SRC in recognizing "walk", "jog", "hand wave" and "hand
clapping", which may be because the manifold constraint in MRSR has better discriminative
ability.
3.4 UCF Sports database
In this subsection, we evaluate our proposed approach on the UCF sports action database.
Compared with the KTH database, it is a more challenging database for action recognition.
The confusion matrices of LLC and MRSR methods with SRC in Fig.5. From the experi-
mental results, we can notice that MRSR with SRC can perform better on "glolf swimming",
"skating" and "swing floor" action classes because our method considers intrinsic manifold
structure of the dense features from action videos while LLC can only incorporate the local-
ity information of dense features. It can be seen that our method effectively encodes dense
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(a) (b)
(c)
Figure 4: Confusion matrices for KTH dataset for different classification methods.The rows
are the actual action label and the columns are predicted ones. (a) NN used for classification,
(b) SVM used for classification and (c) SRC used for classification
features on the same manifold and is more useful for learning action representations. Thus,
we can conclude that MRSR is more effective to encode the features than LLC.
3.5 Evaluation on the MSR Daily activity database
The MSR Daily activity database is designed to cover daily activities in a home living envi-
ronment. In this work, all experiments are conducted on the RGB channel of the database.
We apply the cross-subject setting to evaluate the proposed algorithm on this dataset. Half of
the subjects are used as training samples, while the other half are used as testing samples. We
compared the MRSR with Dynamic Temporal Warping [11] and Random Occupancy Pattern
method [18]. In Table 3, the experimental results of our proposed algorithm are compared
with two popular algorithms on the MSR Daily activity database. Compared with Dynamic
Temporal Warping [11] and Random Occupancy Pattern [18], our method can effectively
encode the dense features on the same manifold, which is more effective for recognizing the
human daily activity.
4 Conclusion and future work
In this work, we have proposed the Manifold Regularized Sparse Representation (MRSR)
method to encode the dense features for human action recognition in assisted living. The
new algorithm can incorporate the manifold regularization term to explore the manifold
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(a) (b)
Figure 5: The confusion matrices for UCF sports data: (a) LLC+ SRC (b) MRSR+SRC.
Table 3: Recognition accuracy (%) comparison for MSR Daily activity dataset.
Method Accuracy
Dynamic Temporal Warping [11] 0.423
Random Occupancy Pattern [18] 0.747
MRSR 0.885
structure of the improved dense trajectories, which are very effective for learning action
representations. By introducing a locality constraint, MRSR ensures that each interest point
is represented by its closest words. Moreover, compared with previous methods, MRSR has
an analytical solution and is easy to calculate. Experimental results on different realistic
databases have shown the effectiveness of the proposed algorithm to represent the human
action recognition in assisted living. For future work, we are planing to apply our method to
more realistic larger databases.
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