On the existence and multiplicity of solutions to fractional Lane-Emden
  elliptic systems involving measures by Bhakta, Mousomi & Nguyen, Phuoc-Tai
ar
X
iv
:1
80
9.
07
90
9v
1 
 [m
ath
.A
P]
  2
1 S
ep
 20
18
ON THE EXISTENCE AND MULTIPLICITY OF SOLUTIONS TO
FRACTIONAL LANE-EMDEN ELLIPTIC SYSTEMS INVOLVING
MEASURES
MOUSOMI BHAKTA AND PHUOC-TAI NGUYEN
Abstract. We study positive solutions to the fractional Lane-Emden system
(S)


(−∆)su = vp + µ in Ω
(−∆)sv = uq + ν in Ω
u = v = 0 in Ωc = RN \ Ω,
where Ω is a C2 bounded domains in RN , s ∈ (0, 1), N > 2s, p > 0, q > 0 and µ, ν are positive
measures in Ω. We prove the existence of the minimal positive solution of (S) under a smallness
condition on the total mass of µ and ν. Furthermore, if p, q ∈ (1, N+s
N−s
) and 0 ≤ µ, ν ∈ Lr(Ω)
for some r > N
2s
then we show the existence of at least two positive solutions of (S). We also
discuss the regularity of the solutions.
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1. Introduction and main results
In this article we consider elliptic system of the type
(1.1)


(−∆)su = vp + µ in Ω
(−∆)sv = uq + ν in Ω
u, v ≥ 0 in Ω
u = v = 0 in Ωc = RN \Ω,
2010 Mathematics Subject Classification. Primary 35R11, 35J57, 35J50, 35B09, 35R06.
Key words and phrases. nonlocal, system, existence, multiplicity, linking theorem, measure data, source terms,
positive solution.
1
2 MOUSOMI BHAKTA AND PHUOC-TAI NGUYEN
where Ω is a C2 bounded domain in RN , s ∈ (0, 1), N > 2s, p > 0, q > 0 and µ, ν are positive
Radon measures in Ω. Here (−∆)s denotes the fractional Laplace operator defined as follows
(−∆)su(x) = lim
ε→0
(−∆)sεu(x),
where
(1.2) (−∆)sε u(x) := aN,s
∫
RN\Bε(x)
u(x)− u(y)
|x− y|N+2s dy,
and aN,s =
22ssΓ(N/2+s)
πN/2Γ(1−s)
.
When s = 1, (−∆)s coincides the classical laplacian −∆ and the Lane-Emden system
(1.3)
{−∆u = vp + µ in Ω,
−∆v = uq + ν in Ω,
has been studied extensively in the literature (see [4, 11, 13, 16, 17, 20, 23, 31, 32] and the
references therein). Bidaut-Ve´ron and Yarur [4] provided various necessary and sufficient con-
ditions in terms of estimates on the Green kernel for the existence of solutions of (1.3). When
µ = ν = 0, the structure of solution of (1.3) has been better understood according to the relation
between p, q and N . More precisely, if 1p+1 +
1
q+1 ≤ N−2N then (1.3) admits some positive (radial,
bounded) classical solutions in RN (see [32]). On the other hand, the so-called Lane-Emden
conjecture states that if
(1.4)
1
p+ 1
+
1
q + 1
>
N − 2
N
then there is no nontrivial classical solution of (1.3) in RN . The conjecture is known to be true
for radial solutions in all dimensions (see [20]). In the nonradial case, partial results have been
achieved. Nonexistence was proved in [13, 31] for (p, q) in certain subregions of (1.4).
For nonlocal case, i.e. s ∈ (0, 1), Quaas and Xia [26] showed the existence of at least one
positive viscosity solution for the system of the type
(1.5)


(−∆)su = vp in Ω,
(−∆)sv = uq in Ω,
u = v = 0 in Ωc.
It has been proved in [24] that under some conditions on the exponents p and q, system (1.5)
does not admit any positive bounded viscosity solution. We also refer [12, 25] for further results
in this directions.
Nonlocal equations with measure data have been investigated in [2, 7, 8, 10, 22] and the
references therein. More precisely, fractional elliptic equations with interior measure data were
studied in [10, 8], while the equations with measure boundary data were carried out in [22] (for
absorption nonlinearity) and in [2] (for source nonlinearity).
To the best of our knowledge, there has been no result concerning nonlinear fractional elliptic
systems with measure data in the literature so far. The present paper can be regarded as one of
the first publications in this direction and our main contribution is the existence and multiplicity
result (see Theorem 1.4) which is new even in the local case s = 1. Our approach is based on
a combination of the theory of PDEs with measure data and variational method (in particular
Linking theorem).
Before stating the main results, we introduce necessary notations.
For φ ≥ 0, denote by M(Ω, φ) the space of Radon measures τ on Ω satisfying ∫Ω φd|τ | < ∞
and by M+(Ω, φ) the positive cone of M(Ω, φ). For κ > 0, denote by Lκ(Ω, φ) the space of
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measurable functions w such that
∫
Ω |w|κφdx < ∞. We denote δ(x) = dist(x, ∂Ω). When
φ = δs, we can define the space M(Ω, δs) and Lκ(Ω, δs). Let Gs = G
Ω
s be the Green kernel of
(−∆)s in Ω. We denote the associated Green operator Gs as follows:
Gs[τ ](x) :=
∫
Ω
Gs(x, y)dτ(y), τ ∈M(Ω, δs).
Important estimates concerning the Green kernel are presented Section 2.
Definition 1.1. (Weak solution) Let µ, ν ∈ M+(Ω, δs). We say that (u, v) is a weak solution
of (1.1) if u, v ∈ L1(Ω), vp, uq ∈ L1(Ω, δs) and
(1.6)


∫
Ω
u(−∆)sξdx =
∫
Ω
vpξdx+
∫
Ω
ξ dµ,∫
Ω
v(−∆)sξdx =
∫
Ω
uqξdx+
∫
Ω
ξ dν,
∀ξ ∈ Xs(Ω),
where Xs(Ω) ⊂ C(RN) denotes the space of test functions ξ satisfying
(i) supp(ξ) ⊂ Ω¯,
(ii) (−∆)sξ(x) exists for all x ∈ Ω and |(−∆)sξ(x)| ≤ C for some C > 0,
(iii) there exists ϕ ∈ L1(Ω, δs) and ε0 > 0 such that |(−∆)sεξ| ≤ ϕ a.e. in Ω, for all ε ∈ (0, ε0].
Remark 1.2. We observe that, by [22, Proposition A], (u, v) is a weak solution of (1.1) if and
only if
(1.7) u = Gs[v
p] +Gs[µ] and v = Gs[u
q] +Gs[ν].
Define
(1.8) Ns :=
N + s
N − s .
Our first result is the existence of the minimal weak solutions of (1.1).
Theorem 1.3. (Minimal solution) Let p, q > 0 with p ≤ q, pq 6= 1 and q p+1q+1 < Ns. Assume
µ, ν ∈ M+(Ω, δs) and Gs[µ] ∈ Lq(Ω, δs). Then system (1.1) admits a positive weak solution
(uµ, vν) for ‖µ‖M(Ω,δs) and ‖ν‖M(Ω,δs) small if pq > 1 and for any µ, ν ∈ M+(Ω, δs) if pq < 1.
This solution satisfies
uµ ≥ Gs[µ], vν ≥ Gs[ν] a.e. in Ω.
Moreover, it is the minimal positive weak solution of (1.1) in the sense that if (u, v) is a
positive weak solution of (1.1) then uµ ≤ u and vν ≤ v a.e. in Ω.
In addition, if q < Ns then there exists a positive constant K = K(N, s, p, q, ‖µ‖M(Ω,δs), ‖ν‖M(Ω,δs))
such that K → 0 as (‖µ‖M(Ω,δs), ‖ν‖M(Ω,δs))→ (0, 0) and
(1.9) max{uµ, vν} ≤ KGs[µ˜ + ν˜] a.e. in Ω,
where µ˜ = µ‖µ‖M(Ω,δs)
and ν˜ = ν‖ν‖M(Ω,δs)
.
The existence of the second solution is stated in the following theorem.
Theorem 1.4. (Second solution) Assume 0 ≤ µ, ν ∈ Lr(Ω) for some r > N2s and 1 < p ≤ q <
Ns, where Ns is defined in (1.8). There exists t
∗ > 0 such that if
max{‖µ‖Lr(Ω), ‖ν‖Lr(Ω)} < t∗
then system (1.1) admits at least two positive weak solutions (uµ, vν) and (uµ, vν) with uµ  uµ
and vν  vν , where (uµ, vν) is the minimal solution constructed in Theorem 1.3.
If, in addition, µ, ν ∈ Lr(Ω) ∩ L∞loc(Ω) then uµ > uµ and vν > vν in Ω.
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It is worth mentioning that the existence results in Theorem 1.3 and Theorem 1.4 rely on
completely different methods. More precisely, the proof of Theorem 1.3 is in spirit of [4], based
on a delicate construction of a supersolution. The main ingredient is a series of estimates
concerning the Green kernel (see Lemmas 2.9, 2.10, 2.11 and 2.12). Theorem 1.4 is obtained
by using a variational approach. Because of the interplay of the two components u and v, the
analysis of the associated energy functional (see (5.9)) becomes complicated and consequently
the Mountain-pass theorem is inapplicable. Therefore, we employ the Linking theorem instead.
In order to construct the second solution of (1.1), we require the data µ and ν to be sufficiently
regular, namely µ, ν ∈ Lr(Ω) for some r > N2s . This enables to deduce the boundedness of the
minimal solution constructed in Theorem 1.3, which in turn allows to establish the geometry
of the Linking theorem. As a consequence, we are able to prove the existence of a variational
solution which is in fact a weak solution due to a result in [1] and greater than the minimal
solution.
The rest of the paper is organized as follows. In Section 2, we collect some known estimates
on the Green kernel from different papers and prove important estimates regarding the Green
operator (see Lemmas 2.10, 2.11, 2.12). These estimates are the main ingredient in the proof of
Theorem 1.3 which is presented in Section 3. In Section 4, we discuss a priori estimates, as well
as regularity properties, of weak solutions. Section 5 deals with the proof of Theorem 1.4 which
is based on the Linking theorem.
Notations: Throughout the present paper, we denote by c, c′, c1, c2, C, ... positive constants
that may vary from line to line. If necessary, the dependence of these constants will be made
precise.
2. Estimates on Green kernel
We denote by Gs the Green kernel of (−∆)s in Ω respectively. More precisely, for every y ∈ Ω,
(2.1)
{
(−∆)sGs(., y) = δy in Ω
Gs(., y) = 0 in Ω
c,
where δy is the Dirac mass at y.
Lemma 2.1. ([9, Corollary 1.3]) There exists a positive constant c = c(N, s,Ω) such that
(2.2)
c−1min{|x− y|2s−N ,δ(x)sδ(y)s|x− y|−N} ≤ Gs(x, y)
≤ cmin{|x− y|2s−N , δ(x)sδ(y)s|x− y|−N}, ∀x 6= y, x, y ∈ Ω.
Lemma 2.2. ([9, Theorem 1.1] There exists a positive constant C = C(N, s,Ω) such that, for
every (x, y) ∈ Ω× Ω, x 6= y,
Gs(x, y) ≤ Cδ(y)s|x− y|s−N ,(2.3)
Gs(x, y) ≤ C δ(y)
s
δ(x)s
|x− y|2s−N .(2.4)
Remark 2.3. Let θ ∈ (0, 1], then there exists a positive constant c = c(N, s, θ,Ω) such that
Gs[λ]
θ ≥ cδs a.e. in Ω for every measure λ ∈M+(Ω, δs) such that ‖λ‖M(Ω,δs) = 1. Indeed, since
|x− y| < dΩ := diam(Ω), applying (2.2) we have
Gs(x, y) > c
−1min{d2s−NΩ , d−NΩ δ(x)sδ(y)s}.
Further, max{δ(x), δ(y)} < dΩ implies d−NΩ δ(x)sδ(y)s < d2s−NΩ . Consequently, Gs(x, y) >
c−1d−NΩ δ(x)
sδ(y)s. It follows that Gs[λ] ≥ cδs a.e. in Ω. Therefore
Gs[λ]
θ ≥ cθδθs ≥ c1δs a.e. in Ω.
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Remark 2.4. Let θ ∈ (0, 1], then there exists a constant c = c(N, s, θ,Ω) such that Gs[λ]θ ≥
cGs[1] in Ω for every measure λ ∈ M+(Ω, δs) such that ‖λ‖M(Ω,δs) = 1. Indeed, by [10, (2.18)],
we have c−11 δ
s ≤ Gs[1] ≤ c1δs in Ω for some constant c1 = c1(N, s,Ω). This, combined with
Remark 2.3, leads to the desired estimate.
Definition 2.5. (Marcinkiewicz space) Let Ω ⊂ RN be a domain and λ be a positive Borel
measure in Ω. For κ > 1, κ′ = κ1−κ and u ∈ L1loc(Ω, λ), we set
‖u‖Mκ(Ω,λ) := inf
{
c ∈ [0,∞] :
∫
E
|u| dλ ≤ c
(∫
E
dλ
) 1
κ′
, ∀E ⊂ Borel set
}
and
Mκ(Ω, λ) :=
{
u ∈ L1loc(Ω, λ) : ‖u‖Mκ(Ω,λ) <∞
}
.
Mκ(Ω, λ) is called the Marcinkiewicz space with exponent κ (or weak Lκ space) with quasi-norm
‖.‖Mκ(Ω,λ).
The next lemma establishes a relation between Lebesgue space norm and Marcinkiewicz quasi-
norm.
Lemma 2.6. ([5, Lemma A.2(ii)]) Assume 1 ≤ q < κ < ∞ and u ∈ L1loc(Ω, λ). Then there
exists C(q, κ) > 0 such that for any Borel subset E of Ω∫
E
|u|q dλ ≤ C(q, κ)‖u‖qMκ(Ω,λ)
(∫
E
dλ
)1− q
κ
.
We set
(2.5) kα,γ :=


N + α
N − 2s + γ if α <
Nγ
N − 2s
N
N − 2s otherwise.
Estimates of Green operator are presented below.
Lemma 2.7. ([10, Proposition 2.2]) Let α, γ ∈ [0, s] and kα,γ be as in (2.5). There exists
c = c(N, s, α, γ,Ω) > 0 such that
(2.6) ‖Gs[λ]‖Mkα,γ (Ω,δα) ≤ c‖λ‖M(Ω,δγ ) ∀λ ∈M(Ω, δγ).
Lemma 2.8. ([29, Proposition 1.4]) (i) If t > N2s then there exists c = c(N, s, t,Ω) such that
(2.7) ‖Gs[λ]‖
Cmin{s,2s−
N
t }(Ω)
≤ c‖λ‖Lt(Ω) ∀λ ∈ Lt(Ω).
(ii) If 1 < t < N2s then there exists a constant c = c(N, s, t) such that
(2.8) ‖Gs[λ]‖
L
Nt
N−2ts (Ω)
≤ c‖λ‖Lt(Ω) ∀λ ∈ Lt(Ω).
We recall the 3G-estimates.
Lemma 2.9. ([9, Theorem 1.6]) There exists a positive constant C = C(Ω, s) such that
(2.9)
Gs(x, y)Gs(y, z)
Gs(x, z)
≤ C |x− z|
N−2s
|x− y|N−2s|y − z|N−2s , ∀ (x, y, z) ∈ Ω× Ω× Ω.
Next we will prove some important estimates concerning the Green operator which will be
used in Section 3.
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Lemma 2.10. Let 0 < p < Ns and λ ∈ M+(Ω, δs) such that ‖λ‖M(Ω,δs) = 1. Then there exists
a constant C = C(N, s, p,Ω) > 0 such that
(2.10) Gs[Gs[λ]
p] ≤ CGs[λ] a.e. in Ω.
Proof. First, we consider the case p > 1. From Lemma 2.7 and the embedding MNs(Ω, δs) ⊂
Lp(Ω, δs), we deduce that Gs[λ] ∈ Lp(Ω, δs). We write
Gs[λ](y) =
∫
Ω
Gs(y, z)dλ(z) =
∫
Ω
Gs(y, z)
δ(z)s
δ(z)sdλ(z).
Therefore, using Ho¨lder inequality, we obtain
Gs[λ](y)
p ≤
∫
Ω
(
Gs(y, z)
δ(z)s
)p
δ(z)sdλ(z),
as ‖λ‖M(Ω,δs) = 1. Consequently,
(2.11) Gs[Gs[λ]
p](x) ≤
∫
Ω
∫
Ω
Gs(x, y)Gs(y, z)
pδ(z)s(1−p)dλ(z)dy.
Now applying Lemma 2.9 and (2.3) to the right-hand side of the above expression, we obtain
(2.12)∫
Ω
∫
Ω
Gs(x, y)Gs(y, z)
pδ(z)s(1−p)dλ(z)dy
=
∫
Ω
∫
Ω
Gs(x, y)Gs(y, z)
(Gs(y, z)
δ(z)s
)p−1
dλ(z)dy
≤ C1
∫
Ω
Gs(x, z)
∫
Ω
|x− z|N−2s
|x− y|N−2s|y − z|N−2s |y − z|
−(N−s)(p−1)dydλ(z)
≤ C2
∫
Ω
Gs(x, z)
∫
Ω
[|y − z|2s−N−(N−s)(p−1) + |x− y|−(N−2s)|y − z|−(N−s)(p−1)]dydλ(z)
≤ C3
∫
Ω
Gs(x, z)
[ ∫
Ω∩{|x−y|≥|y−z|}
|y − z|2s−N−(N−s)(p−1)dy
+
∫
Ω∩{|x−y|≤|y−z|}
|x− y|2s−N−(N−s)(p−1))dy
]
dλ(z)
≤ C4
∫
Ω
Gs(x, z)dλ(z),
where Ci = Ci(N, s, p,Ω) (i = 1, 2, 3, 4). Here in the second estimate, we have used the inequality
|x − z| ≤ |x − y| + |y − z| and in the last estimate we have used the fact that p < Ns. Hence
combining (2.11) and (2.12), we derive that
Gs[Gs[λ]
p](x) ≤ C
∫
Ω
Gs(x, z)dλ(z) = CGs[λ](x)
where C = C(N, s, p,Ω). Note that the above argument is still valid for the case p = 1.
Next we consider the case 0 < p < 1. Then we have
Gs[λ]
p ≤ C(p)(1 +Gs[λ]) a.e. in Ω.
This yields
Gs[Gs[λ]
p] ≤ C(p)(Gs[1] +Gs[Gs[λ]]) a.e. in Ω.
By applying the case p = 1, we have Gs[Gs[λ]] ≤ CGs[λ] with C = C(N, p, s,Ω). Therefore,
combining the above results along with Remark 2.4 with θ = 1, we derive (2.10). 
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Lemma 2.11. Let 0 < p < Ns, λ ∈M+(Ω, δs) with ‖λ‖M(Ω,δs) = 1. Let θ be such that
(2.13) max (0, p −Ns + 1) < θ ≤ 1.
Then there exists a positive constant C = C(N, s, p, θ,Ω) such that
(2.14) Gs[Gs[λ]
p] ≤ CGs[λ]θ a.e. in Ω.
Proof. First we assume that p > 1. In view of the proof of Lemma 2.10, we have
(2.15)
Gs[Gs[λ]
p](x) ≤ C
∫
Ω
∫
Ω
Gs(x, y)Gs(y, z)
pδ(z)s(1−p)dλ(z)dy
= C
∫
Ω
∫
Ω
Gs(x, y)
1−θGs(x, y)
θGs(y, z)
θ
(
Gs(y, z)
δ(z)s
)p−θ
δ(z)s(1−θ)dλ(z)dy.
By (2.9) and the inequality |x− z| ≤ |x− y|+ |y − z|, we have
(2.16) Gs(x, y)
θGs(y, z)
θ ≤ CGs(x, z)θ(|x− y|(2s−N)θ + |y − z|(2s−N)θ).
Combining (2.15) and (2.16) yields
(2.17) Gs[Gs[λ]
p](x) ≤ C
∫
Ω
Gs(x, z)
θδ(z)s(1−θ)
∫
Ω
Ix,z(y)dydλ(z)
where
Ix,z(y) =
∫
Ω
Gs(x, y)
1−θ
(
Gs(y, z)
δ(z)s
)p−θ
(|x− y|(2s−N)θ + |y − z|(2s−N)θ)dy.
Applying (2.2) and (2.3), we obtain
(2.18)
Ix,z(y) ≤ C
∫
Ω
|x− y|(2s−N)(1−θ)|y − z|(s−N)(p−θ)(|x− y|(2s−N)θ + |y − z|(2s−N)θ)dy
≤ C
∫
{y∈Ω:|x−y|≤|y−z|}
|x− y|2s−N+(s−N)(p−θ)dy
+ C
∫
{y∈Ω:|x−y|≥|y−z|}
|y − z|2s−N+(s−N)(p−θ)dy
≤ C.
Here in the last inequlaity we have used the fact that θ > p−Ns + 1. Thus
(2.19)
Gs[Gs[λ]
p](x) ≤ C
∫
Ω
(
Gs(x, z)
δ(z)s
)θ
δ(z)sdλ(z)
≤ C
(∫
Ω
Gs(x, z)dλ(z)
)θ
,
where in the last line we have used Ho¨lder inequality with exponent 1θ . Note that the above
approach is still valid for the case p = 1.
If 0 < p < 1 then
Gs[Gs[λ]
p] ≤ C(Gs[1] +Gs[Gs[λ]]) ≤ C(Gs[1] +Gs[λ]θ).
Then (2.14) follows by a similar argument as in the proof of Lemma 2.10 by using Remark 2.4
with θ ≤ 1. 
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In the sequel, without loss of generality, we may assume that
(2.20) 0 < p ≤ q.
Hence, if pq ≥ 1 then
(2.21) p ≤ q p+ 1
q + 1
≤ pq + 1
p+ 1
≤ q.
Put
ts := q (p−Ns + 1) .
Notice that if q p+1q+1 < Ns then ts < q
p+1
q+1 < Ns.
Lemma 2.12. Let p, q > 0, p ≤ q and λ ∈M+(Ω, δs) with ‖λ‖M(Ω,δs) = 1. Assume q p+1q+1 < Ns.
Then for any t ∈ (max(0, ts), q], there exists a positive constant c = c(N, p, q, s, t) such that
(2.22) Gs[Gs[λ]
p]q ≤ cGs[λ]t a.e. in Ω.
In particular,
(2.23) Gs[Gs[λ]
p]q ≤ CGs[λ]q
p+1
q+1 a.e. in Ω,
(2.24) Gs[Gs[Gs[λ]
p]q] ≤ CGs[λ] a.e. in Ω,
where C = C(N, p, q, s).
Proof. Since p ≤ q from (2.20), it follows that p ≤ q p+1q+1 . Therefore, from the assumption, it
follows p < Ns. Hence max(0, p−Ns+1) < 1. Let t ∈ (max(0, ts), q] then max(0, p−Ns+1) <
t
q ≤ 1. Therefore, applying Lemma 2.11 with θ replaced by tq , we obtain
Gs[Gs[λ]
p] ≤ cGs[λ]
t
q ,
which implies (2.22).
Since ts < q
p+1
q+1 ≤ q, taking t = q p+1q+1 in (2.22) yields (2.23). Next, since q p+1q+1 < Ns, combining
(2.23) along with Lemma 2.10, we have
Gs[Gs[Gs[λ]
p]q] ≤ CGs[Gs[λ]q
p+1
q+1 ] ≤ CGs[λ] a.e. in Ω.
This completes the proof. 
3. Construction of the minimal solution
Lemma 3.1. Assume p, q > 0 and µ, ν ∈ M+(Ω, δs). Assume in addition that there exist
functions V ∈ Lp(Ω, δs) and U ∈ Lq(Ω, δs) such that
(3.1)
U ≥ Gs[V p] +Gs[µ] a.e. in Ω,
V ≥ Gs[U q] +Gs[ν] a.e. in Ω.
Then there exists a positive minimal weak solution (uµ, vν) of (1.1) satisfying
(3.2) Gs[µ] ≤ uµ ≤ U, Gs[ν] ≤ vν ≤ V a.e. in Ω.
Proof. Put u0 := Gs[µ], v0 := Gs[ν] and for n ≥ 1, define
(3.3)
un := Gs[v
p
n−1] +Gs[µ],
vn := Gs[u
q
n−1] +Gs[ν].
Clearly u0 ≤ U and v0 ≤ V . Therefore,
u1 = Gs[v
p
0 ] +Gs[µ] ≤ Gs[V p] +Gs[µ] ≤ U.
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Similarly, v1 ≤ Gs[U q] + Gs[ν] ≤ V . By induction, it follows that un ≤ U and vn ≤ V for
every n ≥ 1. Also, it is easy to see that {un} and {vn} are increasing sequences. Hence
un ↑ uµ ≤ U ∈ Lq(Ω, δs) and vn ↑ vν ≤ V ∈ Lp(Ω, δs). Therefore Gs[vpn] ↑ Gs[vpν ] and
Gs[u
q
n] ↑ Gs[uqµ] a.e. in Ω. Letting n→∞ in (3.3), we deduce that
uµ = Gs[v
p
ν ] +Gs[µ] and vν = Gs[u
q
µ] +Gs[ν].
This means that (uµ, vν) is a weak solution of (1.1).
Next, let (u, v) be any positive weak solution (1.1). Then
u = Gs[v
p] +Gs[µ] ≥ u0, v = Gs[uq] +Gs[ν] ≥ v0.
Thus
u ≥ Gs[vp0 ] +Gs[µ] ≥ u1, v ≥ Gs[uq0] +Gs[ν] ≥ v1.
By induction it follows that u ≥ un and v ≥ vn for all n ≥ 1. Hence u ≥ uµ and v ≥ vν . This
completes the lemma. 
Remark 3.2. In stead of studing system (1.1), in the sequel, we will work on the following
system
(3.4)


(−∆)su = vp + ρµ in Ω,
(−∆)sv = uq + τν in Ω,
u = v = 0 in Ωc,
where ρ, τ are positive parameters and µ, ν ∈M+(Ω, δs) such that ‖µ‖M(Ω,δs) = ‖ν‖M(Ω,δs) = 1.
The advantage is when dealing with system (3.4), we can easily apply Lemma 2.11 and Lemma
2.12 for Gs[µ] and Gs[ν] and require only the smallness of the parameters ρ and τ , which improves
considerably the exposition.
We recall that in the sequel, we assume that 0 < p ≤ q and hence if pq ≥ 1 then (2.21) holds.
Theorem 3.3. Let p, q, ρ, τ > 0 and µ, ν ∈ M+(Ω, δs) such that ‖µ‖M(Ω,δs) = ‖ν‖M(Ω,δs) = 1.
Assume p ≤ q, pq 6= 1, q p+1q+1 < Ns and Gs[µ] ∈ Lq(Ω, δs). Then system (3.4) admits the minimal
weak solution (uρµ, vτν) for ρ and τ small if pq > 1, for any ρ > 0 and τ > 0 if pq < 1.
In addition, if p ≤ q < Ns, then there exists a constant K = K(N, s, p, q,Ω, ρ, τ) such that
K → 0 as (ρ, τ)→ (0, 0) and
(3.5) max{uρµ, vτν} ≤ KGs[µ+ ν] a.e. in Ω.
Proof. Fix numbers ϑi > 0, (i = 1, 2) and set
(3.6) Ψ := Gs[ϑ1µ]
q + ϑ2ν.
For κ ∈ (0, 1], put
(3.7) ρ = κ
1
q ϑ1, τ = κϑ2
and consider system (3.4) with ρ and τ as in (3.7). From the assumptions, Gs[µ]
q ∈ L1(Ω, δs)
and ν ∈ M+(Ω, δs), it follows that Ψ ∈ M+(Ω, δs). Also we note that p ≤ q and q p+1q+1 < Ns
imply p < Ns. Set
V := AGs[κΨ] and U := Gs[V
p] +Gs[ρµ]
where A > 0 will be determined later on. Then,
U q ≤ c(Gs[V p]q +Gs[ρµ]q)
= c
{
ApqκpqGs[Gs[Ψ]
p]q +Gs[ρµ]
q
}
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where c = c(p, q). It follows that
(3.8)
Gs[U
q] +Gs[τν] ≤ c(ApqκpqGs[Gs[Gs[Ψ]p]q] +Gs[Gs[ρµ]q]) +Gs[τν]
= c(ApqκpqGs[Gs[Gs[Ψ]
p]q] + κGs[Gs[ϑ1µ]
q]) + κGs[ϑ2ν]
≤ c(ApqκpqGs[Gs[Gs[Ψ]p]q] + κGs[Ψ]).
Since q p+1q+1 < Ns, applying Lemma 2.12, we have
(3.9) Gs[Gs[Gs[Ψ]
p]q] ≤ C‖Ψ‖pq−1
M(Ω,δs)Gs[Ψ]
where C = C(N, s, p, q,Ω). Combining the definition of Ψ in (3.6), Lemma 2.12, Lemma 2.7 and
the assumption that ‖µ‖M(Ω,δs) = ‖ν‖M(Ω,δs) = 1, we can estimate C−1 ≤ ‖Ψ‖M(Ω,δs) ≤ C for
some positive constant C independent of A and κ. This, combined with (3.8) and (3.9) implies
(3.10) Gs[U
q] +Gs[τν] ≤ C(Apqκpq + κ)Gs[Ψ].
for some positive constant C independent of A and κ.
We will choose A and κ such that
(3.11) Gs[U
q] +Gs[τν] ≤ V.
For that, it is sufficient to choose A and κ such that
C(Apqκpq + κ)Gs[Ψ] ≤ V.
This holds if
(3.12) C(Apqκpq−1 + 1) ≤ A.
If pq > 1 then we can choose A > 0 large enough and then choose κ > 0 small enough (depending
on A) such that (3.12) holds. If pq < 1 then for any κ > 0 there exists A large enough such that
(3.12) holds. For such A and κ > 0, we obtain (3.11). Consequently, (U, V ) satisfies (3.1). By
Lemma 3.1, there exists a weak solution (uρµ, vτν) of (3.4) for ρ > 0 and τ > 0 small if pq > 1,
for any ρ > 0 and τ > 0 if pq < 1. Moreover, (uρµ, vτν) satisfies (3.2).
Next, assuming in addition that p ≤ q < Ns, we will demonstrate (3.5). From the definition
of V and Lemma 2.11, we see that
(3.13)
V = AκGs[Ψ] = Aκ(Gs[Gs[ϑ1µ]
q] +Gs[ϑ2ν])
≤ cAκGs[µ+ ν].
It follows that
V p ≤ Cκp(Gs[µ]p +Gs[ν]p).
Therefore,
(3.14)
U ≤ Cκp(Gs[Gs[µ]p] +Gs[Gs[ν]p]) + κ
1
qGs[ϑ1µ]
≤ CκpGs[µ+ ν] + κ
1
qϑ1Gs[µ]
≤ Cmax{κp, κ 1q }Gs[µ+ ν].
Combining (3.14) and (3.13) along with (3.2) leads to (3.5). 
Remark 3.4. By Lemma 2.8(i), we see that if µ, ν ∈ Lr(Ω) with r > N2s then Gs[µ+ν] ∈ L∞(Ω).
From Theorem 3.3, if ρ and τ are small then system (3.4) admits a minimal solution (uρµ, vτν)
which satisfies (3.5). It follows that uρµ, vτν ∈ L∞(Ω). Moreover, (uρµ, vτν) → (0, 0) a.e. in Ω
as (ρ, τ)→ (0, 0).
Proof of Theorem 1.3 completed: Combining Theorem 3.3 along with Remark 3.2, the
proof of the theorem follows.
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4. A priori estimates and regularity
In this section, we provide a priori estimates, as well as regularity properties, of weak solu-
tionsof (1.1).
4.1. A priori estimates.
Lemma 4.1. Assume p > 1, q > 1 and µ, ν ∈ M+(Ω, δs). If (u, v) is a weak solution of (1.1)
then there is a positive constant c = c(N, s, p, q,Ω) such that
(4.1)
‖u‖L1(Ω) + ‖v‖Lp(Ω,δs) ≤ c(1 + ‖µ‖M(Ω,δs)),
‖v‖L1(Ω) + ‖u‖Lq(Ω,δs) ≤ c(1 + ‖ν‖M(Ω,δs)).
Proof. We prove this lemma in the spirit of [2, Lemma 4.1]. Let (λ1, ϕ1) be the first eigenvalue
and corresponding positive eigenfunction of (−∆)s in X0(Ω) (see the definition of X0 in (5.3)).
By [10, Lemma 2.1(ii)], ϕ1 ∈ Xs(Ω), and hence by taking ζ = ϕ1 in (1.6), we obtain
(4.2)
λ1
∫
Ω
uϕ1dx =
∫
Ω
vpϕ1dx+ λ1
∫
Ω
ϕ1dµ,
λ1
∫
Ω
vϕ1dx =
∫
Ω
uqϕ1dx+ λ1
∫
Ω
ϕ1dν.
By Young’s inequality, we get
(4.3)
∫
Ω
vϕ1dx ≤ (2λ1)−1
∫
Ω
vpϕ1dx+ (2λ1)
1
p−1
∫
Ω
ϕ1dx,∫
Ω
uϕ1dx ≤ (2λ1)−1
∫
Ω
uqϕ1dx+ (2λ1)
1
q−1
∫
Ω
ϕ1dx.
Substituting (4.3) in (4.2) we have
(4.4)
2
∫
Ω
vpϕ1dx+ 2λ1
∫
Ω
ϕ1dµ ≤
∫
Ω
uqϕ1dx+ (2λ1)
q
q−1
∫
Ω
ϕ1dx,
2
∫
Ω
uqϕ1dx+ 2λ1
∫
Ω
ϕ1dν ≤
∫
Ω
vpϕ1dx+ (2λ1)
p
p−1
∫
Ω
ϕ1dx.
Therefore,
3
2
∫
Ω
vpϕ1dx+ λ1
∫
Ω
ϕ1d(2µ + ν) ≤
(
(2λ1)
p
p−1
2
+ (2λ1)
q
q−1
)∫
Ω
ϕ1dx.
Since the second term on the left-hand side of above expression is nonnegative, taking into
account that c−1δs < ϕ1 < cδ
s in Ω, we have
(4.5) ‖v‖pLp(Ω,δs) ≤ C(λ1)
∫
Ω
δsdx ≤ c′.
Similarly
(4.6) ‖u‖q
Lq(Ω,δs)
≤ C ′.
Next, combining (1.7), Lemma 2.6 and Lemma 2.7 with γ = s, α = 0 we obtain
(4.7)
‖u‖L1(Ω) ≤ ‖Gs[vp]‖L1(Ω) + ‖Gs[µ]‖L1(Ω)
≤ C(‖Gs[vp]‖MNs (Ω) + ‖Gs[µ]‖
M
N
N−s (Ω)
)
≤ C(‖v‖pLp(Ω,δs) + ‖µ‖M(Ω,δs)).
Hence first expression of (4.1) holds by combining (4.5) and (4.7). Similarly, the second expres-
sion of (4.1) follows. 
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4.2. Regularity.
Theorem 4.2. Let p, q ∈ (1, Ns). (i) Assume µ, ν ∈ Lr(Ω) for some r > N2s . If (u, v) is a
nonnegative weak solution of (1.1) then u, v ∈ L∞loc(Ω).
(ii) Assume µ, ν ∈ Lr(Ω) ∩ L∞loc(Ω). If (u, v) is a nonnegative weak solution of (1.1) then
u, v ∈ Cαloc(Ω) for some α ∈ (0, 2s).
Proof. (i) We first assume that µ, ν ∈ Lr(Ω) for some r > N2s . Let (u, v) be a nonnegative weak
solution of (1.1). Then u ∈ L1(Ω) ∩ Lq(Ω, δs), v ∈ L1(Ω) ∩ Lp(Ω, δs) and (u, v) satisfies (1.7).
Let x0 ∈ Ω and r > 0 such that B(x0, 2r) ⊂⊂ Ω. For any j ∈ N, set Bj := B(x0, 2−jr). For any
j ∈ N, we can write
(4.8)
u = Gs[χΩ\Bjv
p] +Gs[χBjv
p] +Gs[µ],
v = Gs[χΩ\Bju
q] +Gs[χBju
q] +Gs[ν].
Observe that, for x ∈ Bj+1, by (2.2),
Gs[χΩ\Bjv
p](x) =
∫
Ω\Bj
v(y)pGs(x, y)dy ≤ Cδ(x)s
∫
Ω\Bj
v(y)pδ(y)s|x− y|−Ndy
≤ C2(j+1)Nr−N‖v‖pLp(Ω,δs) <∞.
Therefore,
(4.9) Gs[χΩ\Bjv
p] ∈ L∞(Bj+1) ∀j ∈ N.
Similarly,
(4.10) Gs[χΩ\Bju
q] ∈ L∞(Bj+1) ∀ j ∈ N.
Since µ, ν ∈ Lr(Ω) for r > N2s , by Lemma 2.8 (i), we deduce
(4.11) Gs[µ], Gs[ν] ∈ L∞(Ω).
Further, as u ∈ Lq(Ω, δs) and v ∈ Lp(Ω, δs), we have χB0u ∈ Lq(Ω) and χB0v ∈ Lp(Ω) and
therefore, applying Lemma 2.7 and Lemma 2.6 we have
‖Gs[χB0uq]‖Lθ(Ω) ≤ c‖Gs[χB0uq]‖
M
N
N−2s (Ω)
≤ c′‖χB0u‖qLq(Ω),
for every 1 < θ < NN−2s . This in turn implies Gs[χB0u
q], Gs[χB0v
p] ∈ Lθ(B0) for every 1 < θ <
N
N−2s . This and (4.8) – (4.11) yield u, v ∈ Lθ(B2) for every 1 < θ < NN−2s . Set,
ℓ0 :=
1
2
(1 +
Ns
p
), ℓ˜0 :=
1
2
(1 +
Ns
q
).
Then 1 < pℓ0, qℓ˜0 < Ns <
N
N−2s and hence u ∈ Lqℓ˜0(B2) and v ∈ Lpℓ0(B2). Without loss of gen-
erality, we can assume ℓ0, ℓ˜0 6= N2s . If ℓ0, ℓ˜0 > N2s , then by Lemma 2.8 (i), Gs[χB2vp], Gs[χB2uq] ∈
L∞(B2). This and (4.8) – (4.11) imply u, v ∈ L∞(B4). If ℓ0 < N2s or ℓ˜0 < N2s , then by Lemma
2.8 (ii) we obtain Gs[χB2v
p] ∈ Lpℓ1(B2) or Gs[χB2uq] ∈ Lqℓ˜1(B2) respectively, where
ℓ1 :=
1
p
Nℓ0
N − 2ℓ0s , ℓ˜1 :=
1
q
Nℓ˜0
N − 2ℓ˜0s
.
Then from (4.8) – (4.11), v ∈ Lpℓ1(B4) or u ∈ Lqℓ˜1(B4). We have
ℓ1
ℓ0
=
1
p
N
N − 2ℓ0s >
1
p
N
N − 2s > ℓ0.
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This implies that ℓ1 > ℓ
2
0 > ℓ0 > 1. Similarly, ℓ˜1 > ℓ˜
2
0 > ℓ˜0 > 1. Now if ℓ1 or ℓ˜1 6= N2s , then
continuing the bootstrap method as in the proof of [2, Theorem 1.6]), we can conclude that
u, v ∈ L∞(B2(k+1)). Consequently, u, v ∈ L∞loc(Ω).
(ii) If µ, ν ∈ Lr(Ω) ∩ L∞loc(Ω) then by part (i), we have vp + µ, uq + ν ∈ L∞loc(Ω). Further, as
u, v ∈ L1(Ω), applying Schauder estimate [28], we have u, v ∈ Cαloc(Ω), for some α ∈ (0, 2s).

5. Construction of a second solution
In this section we assume 1 < p ≤ q < Ns. Then it follows that q p+1q+1 < Ns. Using Linking
theorem, we will construct a second weak solution of (3.4) when µ, ν ∈ Lr(Ω), for r > N2s with‖µ‖Lr(Ω) = ‖ν‖Lr(Ω) = 1.
By Theorem 3.3, if ρ > 0 and τ > 0 are small then there exists the minimal positive week
solution, denoted by (uρµ, vτν), of (3.4). We would like to apply Linking theorem to find a
variational weak solution of
(5.1)


(−∆)su = (vτν + v+)p − vpτν in Ω
(−∆)sv = (uρµ + u+)q − uqρµ in Ω
u = 0 = v in Ωc,
where u+ := max(u, 0) and u− := −min(0, u).
From Remark 3.4, we observe that there exists a constant M > 0 such that
(5.2) max{uρµ, vτν} < M in Ω.
Define
(5.3) X0 := {w ∈ Hs(RN ) : w = 0 in RN \Ω},
where Hs(RN ) is the standard fractional Sobolev space on RN . It is well-known that
(5.4) ‖w‖X0 :=
(∫
Q
|w(x) − w(y)|2
|x− y|N+2s dxdy
) 1
2
,
where Q = R2N \ (Ωc ×Ωc), is a norm on X0 and (X0, ||.||X0) is a Hilbert space, with the inner
product
〈φ,ψ〉X0 :=
∫
Q
(φ(x)− φ(y))(ψ(x) − ψ(y))
|x− y|N+2s dxdy.
Put
2∗s :=
2N
N − 2s .
It is easy to check that (see [30])∫
Ω
ψ(−∆)sφdx =
∫
RN
(−∆) s2φ(−∆) s2ψ dx ∀φ,ψ ∈ X0.
It is also well known that the embedding X0 →֒ Lr(RN ) is compact, for any r ∈ [1, 2∗s) and
X0 →֒ L2∗s (RN ) is continuous.
Definition 5.1. We say that a solution (u, v) of (1.1) is stable (resp. semistable) if
(5.5)


‖φ‖2X0 > (resp. ≥) p
∫
Ω
vp−1φ2dx,
‖φ‖2X0 > (resp. ≥) q
∫
Ω
uq−1φ2dx,
∀φ ∈ X0 \ {0}.
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Proposition 5.2. Assume p, q ∈ (1, Ns) and µ, ν are positive functions in Lr(Ω) for some r > N2s
such that ‖µ‖Lr(Ω) = ‖ν‖Lr(Ω) = 1. For ρ > 0 and τ > 0 small, let (uρµ, vτν) be the minimal
solution of (3.4) obtained in Theorem 3.3. There exists t0 > 0 such that if max{ρ, τ} < t0 then
(uρµ, vτν) is stable. Moreover, there exists a positive constant C = C(N, s, p, q, t0) such that
(5.6)


‖φ‖2X0 − p
∫
Ω
vp−1τν φ
2dx ≥ C‖φ‖2X0 ,
‖φ‖2X0 − q
∫
Ω
uq−1ρµ φ
2dx ≥ C‖φ‖2X0 ,
∀φ ∈ X0 \ {0}.
Proof. Step 1: We show that there exists t0 > 0 such that (uρµ, vτν) is stable provided
max{ρ, τ} < t0.
Indeed, from Remark 3.4, it follows that for any φ ∈ X0 \ {0}, there exists t0 > 0 small such
that if max{ρ, τ} < t0, there hold∫
Ω
vp−1τν φ
2 dx ≤ ‖vτν‖p−1L∞(Ω)
∫
Ω
φ2dx ≤ 1
p
‖φ‖2X0 ,∫
Ω
uq−1ρµ φ
2 dx ≤ ‖uρµ‖q−1L∞(Ω)
∫
Ω
φ2dx ≤ 1
q
‖φ‖2X0 .
This completes Step 1.
Step 2: We prove (5.6). Assume (ρ, τ) ∈ (0, t0)× (0, t0) and put
ρ′ =
ρ+ t0
2
, τ ′ =
τ + t0
2
.
Set
α = max
{( ρ
ρ′
) 1
q ,
( τ
τ ′
) 1
p
}
< 1.
Let (uρ′µ, vτ ′ν) and (uρµ, vτν) be the solutions of (3.4) with data (ρ
′µ, τ ′ν) and (ρµ, τν) respec-
tively. Since p, q > 1 and α < 1, it is easy to see that
αuρ′µ = Gs[αv
p
τ ′ν ] +Gs[αρ
′µ] ≥ Gs[(αvτ ′ν)p] +Gs[ρµ],
αvτ ′ν = Gs[αu
q
ρ′µ] +Gs[ατ
′ν] ≥ Gs[(αuρ′µ)q] +Gs[τν].
Consequently, in view of the proof of Lemma 3.1, we deduce αuρ′µ ≥ uρµ and αvτ ′ν ≥ vτν .
Furthermore, since (ρ′, τ ′) ∈ (0, t0) × (0, t0), by Step 1, we assert that (uρ′µ, vτ ′ν) is stable.
Therefore,
(5.7)
0 < ‖φ‖2X0 − p
∫
Ω
vp−1τ ′ν φ
2dx ≤ ‖φ‖2X0 − pα1−p
∫
Ω
vp−1τν φ
2dx
= α1−p
(
αp−1‖φ‖2X0 − p
∫
Ω
vp−1τν φ
2dx
)
.
Hence,
(5.8)
‖φ‖2X0 − p
∫
Ω
vp−1τν φ
2dx = (1− αp−1)‖φ‖2X0 + αp−1‖φ‖2X0 − p
∫
Ω
vp−1τν φ
2dx
> (1− αp−1)‖φ‖2X0 .
Similarly, one can prove
‖φ‖2X0 − q
∫
Ω
uq−1ρµ φ
2dx > (1− αq−1)‖φ‖2X0 .
Hence (5.6) holds with C = min{1− αp−1, 1− αq−1}. 
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The norm of an element z = (u, v) ∈ X0 ×X0 is defined by
‖z‖X0×X0 := ‖(u, v)‖X0×X0 =
(‖u‖2X0 + ‖v‖2X0) 12 .
Definition 5.3. Let (X, ‖.‖X ) be a real Banach space with its dual (X∗, ‖.‖X∗) and I ∈
C1(X,R). For c ∈ R, we say that I satisfies Cerami condition at level c (in short, (C)c) if
for any sequence {wn} ⊂ X with
I(wn)→ c, ‖I ′(wn)‖X∗(1 + ‖wn‖X)→ 0,
there is a subsequence {wnk} of {wn} such that {wnk} converges strongly in X.
We say that {wn} ⊂ X is a Palais-Smale sequence of I at level c if
I(wn)→ c, ‖I ′(wn)‖X∗ → 0.
The energy functional associated to (5.1) is
(5.9)
I(u, v) :=
∫
RN×RN
(
u(x)− u(y))(v(x)− v(y))
|x− y|N+2s dxdy −
∫
Ω
H(vτν , v)dx
−
∫
Ω
H˜(uρµ, u)dx ∀ (u, v) ∈ X0 ×X0,
where
(5.10)
H(r, t) :=
1
p+ 1
[
(r + t+)p+1 − rp+1 − (p+ 1)rpt+
]
,
H˜(r, t) :=
1
q + 1
[
(r + t+)q+1 − rq+1 − (q + 1)rqt+
]
, r ≥ 0.
Therefore,
I ′(u, v)(φ,ψ) =
∫
RN×RN
(
φ(x)− φ(y))(v(x)− v(y))
|x− y|N+2s dxdy
+
∫
RN×RN
(
u(x)− u(y))(ψ(x)− ψ(y))
|x− y|N+2s dxdy
−
∫
Ω
h(vτν , v)ψdx −
∫
Ω
h˜(uρµ, u)φdx,
where
h(r, t) := (r + t+)p − rp and h˜(r, t) := (r + t+)q − rq, r ≥ 0.
It is easy to see that if z = (u, v) is a critical point of I then (u, v) solves (5.1). We will find
these critical points using Linking Theorem in the spirit of [15].
Lemma 5.4. (i) There hold
(5.11)
1
p+ 1
tp+1 < H(r, t),
1
q + 1
tq+1 < H˜(r, t) for r, t > 0.
(ii) Given any M > 0, there exist θ > 2 and T > 0 such that
(5.12) H(r, t) ≤ 1
θ
h(r, t)t, H˜(r, t) ≤ 1
θ
h˜(r, t)t, for 0 ≤ r ≤M, t ≥ T,
where T depend on M,p, q, θ.
(iii) Let 0 < κ < p+ 1, then there exists a constant C = C(p, q, κ) > 0 such that
(5.13) H(r, t), H˜(r, t) ≥ tκ − C for r, t > 0.
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Proof. (i) Estimate (5.11) was proved in [21, Lemma C.2(ii)].
(ii) First let us choose θ1 ∈ (2, p + 1) arbitrarily and fix it. Next, we define
y(r, t) := h(r, t)t− θ1H(r, t).
From the definition of h(r, t) and H(r, t), a straight forward computation yields that
y(r, t) = t2
[
p
(
1− θ1
2
)
rp−1 +
p(p− 1)
2
(
1− θ1
3
)
rp−2t+ · · · + (1− θ1
p+ 1
)
tp−1
]
.
Therefore, there exits 0 < T = T (p,M, θ1) such that y(r, t) > 0 for t ≥ T, r ≤M . Similarly we
can prove the other inequality by choosing θ2 ∈ (2, q + 1). Then by take θ = min{θ1, θ2}, we
obtain (5.12).
(iii) Since κ < p+ 1 ≤ q + 1, applying Young’s inequality, we have
tκ ≤ 1
p+ 1
tp+1 + c1 and t
κ ≤ 1
q + 1
tq+1 + c2
where c1 = c1(κ, p) and c2 = c2(κ, q). Taking C = max{c1, c2}, it follows
1
p+ 1
tp+1,
1
q + 1
tq+1 ≥ tκ − C.
Combining this with (i), (5.13) follows. 
Remark 5.5. Combining Lemma 5.4 along with the fact that H(r, t) = 0, for t ≤ 0, it holds
(5.14) H(r, t) ≥ 0, H˜(r, t) ≥ 0, ∀ t ∈ R, ∀r ≥ 0.
We also observe that ([21, Lemma C.2(iii)]) for any ε > 0, there exists cε > 0, such that
(5.15) H(r, t) − p
2
rp−1t2 ≤ εrp−1t2 + cεtp+1, r, t ≥ 0.
Notation: For the rest of this section, we denote by ‖ · ‖, the norm in X0, by ‖(·, ·)‖ the
norm in X0 ×X0 and by 〈·, ·〉 the inner product in X0.
Next, we prove that I has the geometry of the Linking theorem.
5.1. Geometry of the Linking Theorem. We define,
E+ := {(u, u) : u ∈ X0} and E− := {(u,−u) : u ∈ X0}.
Lemma 5.6. There exist ̺, σ > 0 such that I(u, v) ≥ σ for all (u, v) ∈ S := ∂B̺ ∩ E+.
Proof. From the definition of I(u, u), we have
I(u, u) =
1
2
(
‖u‖2 − p
∫
Ω
vp−1τν u
2dx
)
+
1
2
(
‖u‖2 − q
∫
Ω
uq−1ρµ u
2dx
)
−
(∫
Ω
H(vτν , u)dx−
p
2
∫
Ω
vp−1τν u
2dx
)
−
(∫
Ω
H˜(uρµ, u)dx−
q
2
∫
Ω
uq−1ρµ u
2dx
)
.
Applying (5.15) and (5.6) to the above line and using (5.2) and Sobolev inequality, we obtain
I(u, u) ≥ C‖u‖2 − ε
∫
Ω
vp−1τν u
2dx− Cε
∫
Ω
up+1dx− ε
∫
Ω
uq−1ρµ u
2dx− Cε
∫
Ω
uq+1dx
≥ (C −Mp−1S−1ε−M q−1S−1ε)‖u‖2 − C‖u‖p+1 − C‖u‖q+1,
where S is the Sobolev constant. Now, choosing ε > 0 and ̺ > 0 small enough, we find one
σ > 0 such that I(u, u) ≥ σ when ‖u‖ = ̺, as p, q > 1. This proves the lemma. 
Let ψ0 ∈ X0 be a fixed nonnegative function with ‖ψ0‖ = 1 and
Qψ0 := {r(ψ0, ψ0) + w : w ∈ E−, ‖w‖ ≤ R0, 0 ≤ r ≤ R1}.
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Lemma 5.7. There exist constants R0, R1 > 0, which depend on ψ0, such that I(u, v) ≤ 0 for
all (u, v) ∈ ∂Qψ0 .
Proof. We note that boundary ∂Qψ0 of the set Qψ0 is taken in the space R(ψ0, ψ0) ⊕ E− and
consists of three parts. We estimate I on these parts as below.
Case 1: z ∈ ∂Qψ0 ∩ E− and of the form z = (u,−u) ∈ E−. Then, thanks to (5.14), it follows
I(z) = −‖u‖2 −
∫
Ω
H(vτν ,−u)dx−
∫
Ω
H˜(uρµ, u)dx ≤ 0.
Case 2: z = R1(ψ0, ψ0) + (u,−u) ∈ ∂Qψ0 with ‖(u,−u)‖ ≤ R0. Thus,
(5.16) I(z) = R21‖ψ0‖2 − ‖u‖2 −
∫
Ω
H(vτν , R1ψ0 − u)dx−
∫
Ω
H˜(uρµ, R1ψ0 + u)dx.
For 2 < κ < p+ 1 ≤ q + 1, set
ξ(t) :=
{
tκ if t ≥ 0,
0 if t < 0.
Then, applying (5.14) and (5.13) to (5.16), we get
I(z) ≤ R21 −
∫
Ω
ξ(R1ψ0 − u)dx−
∫
Ω
ξ(R1ψ0 + u)dx+ C
where C = C(p, q, κ) is the constant in (5.13).
Now, using convexity of the function ξ, we obtain
I(z) ≤ R21 − 2Rκ1
∫
Ω
|ψ0|κdx+ C.
Therefore, since κ > 2, taking R1 large enough (depending on ψ0), it follows that I(z) ≤ 0.
Case 3: z = r(ψ0, ψ0) + (u,−u) ∈ ∂Qψ0 with ‖(u,−u)‖ = R0 and 0 ≤ r ≤ R1.
Then, using (5.14) it follows that
I(z) ≤ r2‖ψ0‖2 − ‖u‖2 ≤ R21 −
1
2
R20.
Choosing R0 ≥
√
2R1, we have I(z) ≤ 0.
Combining case 2 and case 3, in order that the geometry of Linking theorem holds, we choose
R0, R1 large enough with R0 ≥
√
2R1. 
Our next aim is to prove that Cerami sequences are bounded.
Proposition 5.8. Let (um, vm) ∈ X0 ×X0 such that
(i) I(um, vm) = c+ δm, where δm → 0 as m→∞.
(ii) (1 + ‖(um, vm)‖)|I ′(um, vm)(φ,ψ)| ≤ εm‖(φ,ψ)‖ for φ,ψ ∈ X0 × X0 and εm → 0 as
m→∞. Then,
‖um‖ ≤ C, ‖vm‖ ≤ C∫
Ω
h(vτν , vm)vmdx ≤ C,
∫
Ω
h˜(uρµ, um)umdx ≤ C∫
Ω
H(vτν , vm)dx ≤ C,
∫
Ω
H˜(uρµ, um)dx ≤ C.
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Proof. Choosing (φ,ψ) = (vm, 0) and (φ,ψ) = (0, um) in (ii), we have
(5.17)
∣∣∣∣‖vm‖2 −
∫
Ω
h˜(uρµ, um)vmdx
∣∣∣∣ ≤ εm‖vm‖,∣∣∣∣‖um‖2 −
∫
Ω
h(vτν , vm)umdx
∣∣∣∣ ≤ εm‖um‖.
Now choosing (φ,ψ) = (um, 0) and (φ,ψ) = (0, vm) in (ii), we have
(5.18)
∣∣∣∣〈um, vm〉 −
∫
Ω
h˜(uρµ, um)umdx
∣∣∣∣ ≤ εm,∣∣∣∣ 〈um, vm〉 −
∫
Ω
h(vτν , vm)vmdx
∣∣∣∣ ≤ εm.
On the other hand, from (i), we obtain
(5.19) 〈um, vm〉 −
∫
Ω
H(vτν , vm)dx−
∫
Ω
H˜(uρµ, um)dx = c+ δm.
Combining (5.17) and (5.19) and using (5.12), we get
2c+ 2δm = 〈um, vm〉 − 2
∫
Ω
H(vτν , vm)dx+ 〈um, vm〉 − 2
∫
Ω
H˜(uρµ, um)dx
≥ −2εm +
∫
Ω
h˜(uρµ, um)umdx+
∫
Ω
h(vτν , vm)vmdx
−2
∫
Ω
H˜(uρµ, um)dx− 2
∫
Ω
H(vτν , vm)dx
≥ −2εm + (θ − 2)
∫
Ω∩{vm>T}
H(vτν , vm)dx+ (θ − 2)
∫
Ω∩{um>T}
H˜(uρµ, um)dx+ C,
where we have used the fact
∫
Ω∩{vm≤T}
H(vτν , vm)dx < C and
∫
Ω∩{um≤T}
H˜(uρµ, vm)dx < C,
which follows from the definition of h(r, t), H(r, t) and (3.5). Therefore,
(5.20)
∫
Ω
H(vτν , vm)dx ≤ C and
∫
Ω
H˜(uρµ, um)dx ≤ C.
Using (5.12), similarly it can be also shown that
(5.21)
∫
Ω
h(vτν , vm)vmdx ≤ C,
∫
Ω
h˜(uρµ, um)umdx ≤ C.
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Observe that h(vτν , vm) = 0 if vm ≤ 0 and h(vτν , vm)um ≤ 0 if um ≤ 0. Therefore applying
Young’s inequality, (5.11), (5.20) and the fact that uρµ and vτν are bounded (see (5.2)) yields
(5.22)
∫
Ω
h(vτν , vm)umdx ≤
∫
Ω∩{vm≥0, um≥0}
h(vτν , vm)umdx
≤ 1
q + 1
∫
Ω∩{vm≥0, um≥0}
uq+1m dx+
q
q + 1
∫
Ω∩{vm≥0, um≥0}
h(vτν , vm)
q+1
q dx
≤
∫
Ω
H˜(uρµ, um)dx+
q
q + 1
∫
Ω∩{vm≥0, um≥0}
(vτν + v
+
m)
p(q+1)
q dx
≤ C1 + C(q)
(∫
Ω
v
p(q+1)
q
τν dx+
∫
Ω∩{vm≥0, um≥0}
v
p(q+1)
q
m dx
)
≤ C1 + C2 + C3
(∫
Ω∩{vm≥0, um≥0}
vp+1m dx
) (q+1)p
(p+1)q
|Ω|
q−p
(p+1)q
≤ C1 + C2 + C4
(∫
Ω∩{vm≥0, um≥0}
H(vτν , vm)dx
) (q+1)p
(p+1)q
< C.
In above estimate we have also used the fact p ≤ q implies (q + 1)p/q ≤ p+ 1.
Similarly we can show that
∫
Ω h˜(uρµ, um)vmdx < C. Therefore substituting back in (5.17),
we obtain ‖um‖ ≤ C and ‖vm‖ ≤ C. 
5.2. Finite dimensional problem. Since the functional I is strongly indefinite and defined in
infinite dimensional space, no suitable linking theorem is available. We therefore approximate
(5.1) with a sequence of finite dimensional problems.
Associated to the eigenvalues 0 < λ1 < λ2 ≤ λ3 ≤ · · · → ∞ of ((−∆)s,X0), there exits
an orthogonal basis {ϕ1, ϕ2, · · · } of corresponding eigen functions in X0 and {ϕ1, ϕ2, · · · } is an
orthonormal basis for L2(Ω). We set
E+n := span{(ϕi, ϕi) : i = 1, 2, · · · , n},
E−n := span{(ϕi,−ϕi) : i = 1, 2, · · · , n},
En := E
+
n ⊕ E−n .
Let ψ0 ∈ X0 be a fixed nonnegative function with ‖ψ0‖ = 1 and
Qn,ψ0 := {r(ψ0, ψ0) + w : w ∈ E−n , ‖w‖ ≤ R0, 0 ≤ r ≤ R1},
where R0 and R1 are chosen in Lemma 5.7. Here we recall that these constants depend only on
ψ0, p, q. Next, define
Hn,ψ0 := R(ψ0, ψ0)⊕ En, H+n,ψ0 := R(ψ0, ψ0)⊕ E+n , H−n,ψ0 := R(ψ0, ψ0)⊕E−n .
Γn,ψ0 := {π ∈ C(Qn,ψ0 ,Hn,ψ0) : π(u, v) = (u, v) on ∂Qn,ψ0},
and
cn,ψ0 := inf
π∈Γn,ψ0
max
(u,v)∈Qn,ψ0
I
(
π(u, v)
)
.
Using an intersection theorem (see [27, Proposition 5.9]), we have
π(Qn,ψ0) ∩ (∂B̺ ∩E+) 6= ∅, ∀π ∈ Γn,ψ0 .
Thus there exists an (u, v) ∈ (Qn,ψ0) such that π(u, v) ∈ ∂B̺∩E+. Combining this with Lemma
5.6, we get I(π(u, v)) ≥ σ. This in turn implies cn,ψ0 ≥ σ > 0. Our next goal is to show that
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cn,ψ0 has an upper bound. For that, we observe that the identity map Id : Qn,ψ0 → Hn,ψ0 is in
Γn,ψ0 . Thus for an element of the form z := r(ψ0, ψ0) + (u,−u) ∈ Qn,ψ0 , we compute
I(z) = 〈rψ0 + u, rψ0 − u〉 −
∫
Ω
H(vτν , rψ0 − u)dx−
∫
Ω
H˜(uρµ, rψ0 + u)dx
= r2 − ‖u‖2 −
[ ∫
Ω
H(vτν , rψ0 − u)dx+
∫
Ω
H˜(uρµ, rψ0 + u)dx
]
≤ R21,
where in the last inequality we have used (5.14). Consequently,
max
z∈Qn,ψ0
I(z) ≤ R21.
Therefore,
cn,ψ0 ≤ max
z∈Qn,ψ0
I(Id(z)) = max
z∈Qn,ψ0
I(z) ≤ R21.
Hence 0 < σ ≤ cc,ψ0 ≤ R21. We remark here that upper and lower bound do not depend on n.
Define,
In,ψ0 := I
∣∣
Hn,ψ0
.
Thus, in view of Lemmas 5.6 and 5.7, we see that geometry of Linking theorem holds for the
functional In,ψ0 . Hence applying the linking theorem [27, Theorem 5.3] to In,ψ0 , we obtain a
Palais-Smale sequence, which is bounded in view of Proposition 5.8 (also see [15, pg. 1046]).
Therefore, using the fact that Hn,ψ0 is a finite dimensional space, we obtain the following propo-
sition:
Proposition 5.9. For every n ∈ N and for every ψ0 ∈ X0, a fixed nonnegative function with
‖ψ0‖ = 1, the functional In,ψ0 has a critical point zn,ψ0 such that
(5.23) zn,ψ0 ∈ Hn,ψ0, I ′n,ψ0(zn,ψ0) = 0, In,ψ0(zn,ψ0) = cn,ψ0 ∈ [σ,R21],
(5.24) ‖zn,ψ0‖ ≤ C,
where C does not depend on n.
5.3. Existence of solution of (5.1). Step 1: Let ψ0 ∈ X0 be a fixed nonnegative function
with ‖ψ0‖ = 1. Then applying Proposition 5.9, we get a sequence {zn,ψ0}∞n=1 satisfying (5.23)
and (5.24). Consequently, there exists (u0, v0) ∈ X0 ×X0 such that
(5.25) zn,ψ0 := (un,ψ0 , vn,ψ0)⇀ (u0, v0) in X0 ×X0,
(5.26) un,ψ0 → u0, vn,ψ0 → v0 in Lr(RN ), 1 ≤ r < 2∗s and a.e. in Ω.
Further, applying Proposition 5.8, we conclude
(5.27)
∫
Ω
h(vτν , vn,ψ0)vn,ψ0dx ≤ C,
∫
Ω
h˜(uρµ, un,ψ0)un,ψ0dx ≤ C.
(5.28)
∫
Ω
H(vτν , vn,ψ0)dx ≤ C,
∫
Ω
H˜(uρµ, un,ψ0)dx ≤ C.
Next, taking as test functions (0, ψ) and (φ, 0) in (5.23), where φ, ψ are arbitrary functions in
Fn := span{ϕi : i = 1, 2, · · · , n}, we obtain
(5.29) 〈ψ, un,ψ0〉 =
∫
Ω
h(vτν , vn,ψ0)ψdx ∀ψ ∈ Fn,
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(5.30) 〈φ, vn,ψ0〉 =
∫
Ω
h˜(uρµ, un,ψ0)φdx ∀φ ∈ Fn.
Now applying (5.2), (5.26) and the fact that p < Ns < 2
∗
s, we also have h(vτν , vn,ψ0) and
h(vτν , v0) are L
1 functions. Therefore, using (5.27), (5.26) and an argument similar to the one
used in [14, Lemma 2.1], it follows that
h(vτν , vn,ψ0)→ h(vτν , v0), h˜(uρµ, un,ψ0)→ h˜(uρµ, u0) in L1(Ω).
Hence, taking the limit in (5.29) and (5.30) and using the fact that ∪∞n=1Fn is dense in X0, it
follows that
〈ψ, u0〉 =
∫
Ω
h(vτν , v0)ψdx and 〈φ, v0〉 =
∫
Ω
h˜(uρµ, u0)φdx,
for all φ,ψ ∈ X0. As a consequence,
(5.31) (−∆)su0 = h(vτν , v0) and (−∆)sv0 = h˜(uρµ, u0), u0 = v0 = 0 inΩc.
Step 2: In this step we show that u0 and v0 are nontrivial and nonnegative.
Suppose not, we assume u0 ≡ 0 in X0. Plugging back to the equation (5.31), it implies
(−∆)sv0 = 0. As a consequence
0 =
∫
Ω
v0(−∆)sv0 dx =
∫
Ω
|(−∆) s2 v0|2 dx = ‖v0‖2X0 .
Therefore, v0 ≡ 0 in X0, that is, un,ψ0 ⇀ 0 and vn,ψ0 ⇀ 0 in X0. Consequently, un,ψ0 → 0 and
vn,ψ0 → 0 in Lr(Ω) for 1 ≤ r < 2∗s. Since p+ 1, q + 1 < 2∗s, computing as in (5.22) we obtain
lim
n→∞
∫
Ω
h(vτν , vn,ψ0)un,ψ0dx ≤ limn→∞C
(∫
Ω∩{vn,ψ0≥0, un,ψ0≥0}
uq+1n,ψ0dx
+
∫
Ω∩{vn,ψ0≥0, un,ψ0≥0}
h(vτν , vn,ψ0)
q+1
q dx
)
≤ lim
n→∞
C
∫
Ω∩{vn,ψ0≥0}
[(vτν + vn,ψ0)
p − vpτν ]
q+1
q dx
≤ lim
n→∞
C
∫
Ω
[
|vn,ψ0 |p + |vτν |p−1|vn,ψ0 |
] q+1
q
dx
≤ lim
n→∞
C
[ ∫
Ω
|vn,ψ0 |
p
q
(q+1)
dx+
∫
Ω
|vτν |
1
q
(p−1)(q+1)|vn,ψ0 |
q+1
q dx
]
= 0,
where for the last inequality we have used the fact that pq (q+1) ≤ p+1 (since p ≤ q), (5.2) and the
fact that q+1q < 2
∗
s (since
N−2s
N+2s < 1 < q). Similarly it follows that
∫
Ω h˜(uρµ, un,ψ0)vn,ψ0dx → 0.
As a consequence, taking ψ = un,ψ0 in (5.29) and φ = vn,ψ0 in (5.30) yields ‖un,ψ0‖ → 0 and
‖vn,ψ0‖ → 0 respectively. Hence, un,ψ0 → 0 and vn,ψ0 → 0 strongly in X0. This in turn, implies
〈un,ψ0 , vn,ψ0〉 → (0, 0).
Further, combining (5.15) along with (5.14) and (5.2) yields
∫
ΩH(vτν , vn,ψ0)dx → 0 and∫
Ω H˜(uρµ, un,ψ0)dx → 0. Hence, cn,ψ0 = In,ψ0(un,ψ0 , vn,ψ0) → 0. This is a contradiction to the
fact that cn,ψ0 ∈ [σ,R21]. Therefore, u0, v0 are nontrivial.
Since u0 ∈ X0, by direct computation it is easy to see that u+0 , u−0 ∈ X0. Thus, taking the
test function as u−0 for the first equation in (5.31) yields 0 ≤
〈
u+0 , u
−
0
〉− ‖u−0 ‖2 ≤ −‖u−0 ‖2, i.e.,
u0 ≥ 0 a.e.. Similarly, v0 ≥ 0. As a result, step 2 follows.
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Hence we obtain the existence of a nonnegative nontrivial solution (u0, v0) ∈ X0×X0 of (5.1).
5.4. Proof of Theorem 1.4 completed. In order to construct the second solution of (3.4),
we define
(5.32) uρµ = uρµ + u0, vτν = vτν + v0,
where (u0, v0) are as defined in Step 1 of Section 5.3. Clearly uρµ ≥ uρµ and vτν ≥ vτν . Moreover,
as u and v are nontrivial element in X0, there exist two positive measure sets Ω
′,Ω′′ ⊂ Ω such
that u0 > 0 in Ω
′ and , v0 > 0 in Ω
′′. Thus uρµ > uρµ in Ω
′ and vτν > vτν in Ω
′′. Further, as
(u0, v0) ∈ X0 ×X0 is a solution of (5.1), we have
(5.33) 〈u0, ψ〉 =
∫
Ω
h(vτν , v0)ψdx, 〈v0, φ〉 =
∫
Ω
h˜(uρµ, u0)φdx, ∀φ, ψ ∈ X0.
Set
T (Ω) := {ψ˜ ∈ C∞(Ω) : there exists ψ ∈ C∞0 (Ω) such that ψ˜ = Gs[ψ]}.
This is a space of test function defined in [1, Page 41]. By [1, Lemma 5.6], T (Ω) ⊂ X0. Therefore,
we deduce from (5.33) that
(5.34)
∫
Ω
u0(−∆)sψ dx = 〈u0, ψ〉 =
∫
Ω
h(vτν , v0)ψdx ∀ψ ∈ T (Ω),∫
Ω
v0(−∆)sφdx = 〈v0, φ〉 =
∫
Ω
h˜(uρµ, u0)φdx ∀φ ∈ T (Ω).
Moreover, [1, Lemma 5.12 and Lemma 5.13] ensures that T (Ω) ⊂ Xs(Ω) and
(5.35)
∫
Ω
u0(−∆)sψ dx =
∫
Ω
h(vτν , v0)ψdx ∀ψ ∈ Xs(Ω),∫
Ω
v0(−∆)sφdx =
∫
Ω
h˜(uρµ, u0)φdx ∀φ ∈ Xs(Ω).
This means that (u0, v0) is a weak solution of
(5.36)


(−∆)su0 = (vτν + v0)p − vpτν in Ω
(−∆)sv0 = (uρµ + u0)q − uqρµ in Ω
u0 = v0 = 0 in Ω
c,
Hence, (uρµ, vτν), as defined in (5.32), is clearly a weak solution of (3.4).
If µ, ν ∈ Lr(Ω) ∩ L∞loc(Ω) then by Theorem 4.2, uρµ, vτν , uρµ, vτν ∈ Cαloc(Ω), for some α ∈
(0, 2s). Therefore, u0, v0 ∈ Cαloc(Ω). Also since we have (−∆)su0, (−∆)sv0 ≥ 0 in Ω and
0 6≡ u0, v0 ≥ 0 in RN , applying the strong maximum principle [33, Proposition 2.17], we have
u0, v0 > 0 in Ω. Hence from (5.32), we deduce uρµ > uρµ and vτν > vτν . In view of Remark 3.2,
this completes the proof. 
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