In this paper, we treat a local discrimination problem in the framework of asymmetric hypothesis testing. We choose a known bipartite pure state | as an alternative hypothesis and the completely mixed state as a null hypothesis. As a result, we analytically derive an optimal type-2 error and an optimal positive operator valued measure (POVM) for one-way local operations and classical communication (LOCC) POVM and separable POVM. For two-way LOCC POVM, we study a family of simple three-step LOCC protocols, and show that the best protocol in this family has strictly better performance than any one-way LOCC protocol in low-dimensional systems when there may exist differences between two-way LOCC POVM and one-way LOCC POVM.
Because of decoherence, we generally incur a large cost in sending a reliable quantum state to a spatially separated place. Thus, it is important to study quantum information processing in a situation where reliable quantum communication is not available across spatially separated places. This restriction for available quantum operations leads to a class of quantum operations called local operations and classical communication (LOCC) , and also to other slightly different classes of quantum operations like separable operations, positive partial transpose (PPT) operations, etc [17] [18] [19] [20] . Many researches have sought to determine how well a given partially unknown state can be identified under these restricted quantum operations [21] - [57] . Such researches are often referred to as research of "local discrimination". In this paper, we treat local discrimination in the framework of an asymmetric hypothesis testing, where we do not use any prior probability on a set of candidates.
In the hypothesis testing, we aim to certify a given hypothesis H 1 (called an "alternative hypothesis"), and for this purpose, we try to reject a hypothesis H 0 (called a "null hypothesis"), which is true when H 1 is false. Hence, we try to minimize the error probability of judging H 0 to be true when H 1 is true (type-2 error) under the condition that a fixed value α upper-bounds the error probability of judging H 1 to be true when H 0 is true (type-1 error). When both H 0 and H 1 consist of a single state, the hypothesis testing looks very similar to a normal state discrimination. However, they differ in the way errors are treated: two kinds of errors are treated in a completely asymmetric way in hypothesis testing, but in a symmetric way in state discrimination (although their prior may not be symmetric).
The amount of research on an asymmetric quantum hypothesis testing is rather small compared with that on quantum state discrimination. A partial list of studies of asymmetric quantum hypothesis testing may include [6] , [7] , and [58] [59] [60] [61] [62] [63] [64] [65] [66] [67] [68] [69] [70] . In particular, only a very small number of papers have treated hypothesis testing with local restrictions (which we call "local hypothesis testing" in this paper) [40] , [47] , [55] .
In this paper, we consider the situation where two spatially separated parties detect a signal in a known bipartite pure state | . They try to certify that what they detect is not a noise, but a state | . For this purpose, we choose | as an alternative hypothesis and the completely mixed state, which represents a white noise, as a null hypothesis. As a class of local measurements, we treat one-way LOCC positive operator valued measure (POVM), two-way LOCC POVM, and separable POVM [16] , [19] , [20] , [71] , [72] . This study can be considered as a generalization of our previous 0018-9448 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
paper [47] ; see Section II for a detailed discussion about their relation.
As a result, we analytically derive an optimal type-2 error and an optimal POVM for one-way LOCC POVM and separable POVM. In particular, in order to derive an analytical solution for separable POVM, we prove the equivalence of the local hypothesis testing under separable POVM and a global hypothesis testing with a composite null hypothesis and analytically solve this global hypothesis testing. Furthermore, for two-way LOCC POVM, we study a family of simple three-step LOCC protocols and show that the best protocol in this family has strictly better performance than any one-way LOCC protocol in all cases where there may exist differences between two-way LOCC POVM and one-way LOCC POVM.
In quantum information, so far, just a very limited number of works have treated a hypothesis testing with a composite hypothesis [55] , [57] , [61] , [65] , [70] . In this paper, on the way to derive analytical solutions to the local hypothesis testing under separable POVMs, we add one example into this category. Our example consists of a composite null hypothesis and a simple alternative hypothesis on a single partite Hilbert space. A set of the null hypotheses is generated from a single pure state by phase-flipping operations. We give an analytical solution for this global hypothesis testing with a composite null hypothesis. This paper is organized as follows: We explain notations and problem settings in Section II and then present the main results of the paper in Section III. One-way and two-way LOCC are treated in Section IV. We give an analytical solution for a global hypothesis testing with a composite hypothesis in Section V and then prove the equivalence between this hypothesis testing and the local hypothesis testing under separable POVM in Section VI. Finally, we summarize the paper in Section VII. We also add appendix to present a proof for a corollary.
II. PRELIMINARY A. Notations
First, we introduce our notations. A finite bipartite Hilbert space is expressed as H AB
respectively. Normally, we assume that two spatially separated parties, say Alice and Bob, possess these two local Hilbert spaces H A and H B , respectively. The space of all operators on H is B(H). The space of all Hermitian operators on H is P(H). The cone of all positive operators on H is P + (H). {a < ρ < b} denotes the projection onto the direct sum of eigenspaces whose eigenvalues λ satisfy a < λ < b.
In this paper, we only consider a two-valued POVM {T, I AB − T }; T ∈ B(H) satisfies 0 ≤ T ≤ I AB . Since a two-valued POVM is completely determined by fixing an element T , we often use "a POVM T " as an abbreviation of "a POVM {T, I − T }" 2 in this paper. "A global POVM" just means a POVM with no additional restriction, and we denote the set of all two-valued POVMs on H AB as g. A POVM is called a two-way LOCC POVM if it can be implemented by two-way LOCC (local operations with two-way classical communication) [16] , [19] , [20] , [72] . ↔ denotes the set of all two-valued two-way LOCC. Similarly, a POVM is called a one-way LOCC POVM if it can be implemented by one-way LOCC [16] , [19] , [20] , [72] . There are two different sets of one-way LOCCs dependently of two different directions of one-way CC; that is, one-way LOCCs with CC from Alice to Bob and those with CC from Bob to Alice. These two types of one-way LOCCs should be treated distinctly. However, in our case, any final outcome (an optimal error or success probability) with one direction can easily be derived from that with another direction by just swapping the dimension of Alice and Bob. We just treat the set of one-way LOCC POVMs from Alice to Bob, and we write this set as →.
A POVM is called a separable POVM if it can be implemented by a separable operation [16] , [19] , [20] , [71] , [72] . A POVM is separable if and only if all the POVM elements are separable [32] : in this case, a POVM {T, I − T } is separable if and only if
B. Problem Settings
In this paper, we consider a hypothesis testing between a given pure bipartite state | and the completely mixed state (or a white noise) ρ mix under different restrictions on available POVMs: global POVMs, separable POVMs, one-way LOCC POVMs, and two-way LOCC POVMs. Especially, we consider the situation where we intend to assert that the unknown state is the pure bipartite state | . To do so, we choose the completely mixed state ρ mix as the null hypothesis and the state | as the alternative hypothesis. That is, we minimize the error probability of judging the unknown state to be ρ mix while the state is actually | (type-2 error) under the condition that a fixed value α upper-bounds the error probability of judging the unknown state to be | while the state is actually ρ mix (type-1 error).
Our measurement is described by a two-valued POVM {T, I − T } so that the measurement outcome corresponding to T supports the alternative hypothesis | , and the other measurement outcome corresponding to I − T does the null hypothesis ρ mix . Thus, type-1 error is written as
and type-2 error is written as
As a result, the optimal type-2 error under the condition that the type-1 error is less than or equal to α is written as
where C is either →, ↔, Sep, or g corresponding to one-way LOCC POVMs, two-way LOCC POVMs, separable POVMs or global POVMs, respectively. The optimal success probability S α,C (| ) is defined as
We mainly discuss the optimal type-2 error β | ,C (α) by calculating the optimal success probability S α,C (| ), since the latter is slightly simpler than the former. We can easily calculate the optimal success probability for the global POVMs, which apparently does not depend on the choice of the pure state | . The result is
The optimal POVM is given by T = β | ,g (α)| |. Therefore, the purpose of this paper is to investigate β | ,C (α) for C =→, ↔, Sep, and observe the trade-off between type-1 error α and type-2 error β.
C. Swapping Null and Alternative Hypotheses
In this paper, our main concern is β | ,C (α). However, some readers may be interested in the hypothesis testing whose null hypothesis and alternative hypothesis are the converses of ours. The optimal type-2 error for this converse hypothesis testing corresponds to the the optimal type-1 error α | ,C (β) for our problem under the condition that type-2 error is less than a fixed value β:
Since the trade-off β | ,C (α) is a non-increasing function, the trade-off for the converse hypothesis testing α | ,C (β) is given as
Especially, in the region where β | ,C (α) is strictly decreasing, α | ,C (β) is given just as the inverse function of β | ,C (α):
Actually, as we will see later, β | ,C (α) strictly decreases in the whole region of α except where α satisfies β | ,C (α) = 0. Therefore, the graph for the trade-off α | ,C (β) is essentially derived just by swapping the axes of the graph for the trade-off β | ,C (α).
In [47] , we treated this converse hypothesis testing and derived the optimal type-2 error under the condition that the type-1 error is 0. In our notation, this optimal type-2 error corresponds to α | ,C (0). Thus, the main results in [47] can be written as
and α | ,↔ (0)
where d is defined as d def = min{d A , d B }, and {λ k } d k=1 represents the Schmidt coefficients of | satisfying λ k ≥ λ k+1 for all k. Therefore, from Eq. (6), we already know the smallest zero of β | ,C (α) for C =→, and Sep.
III. MAIN RESULTS
In this section, we give the main results of this paper. In what follows, we always choose computational bases of Alice's system and Bob's system (
as the Schmidt basis of | in the following way:
where d min
represents the Schmidt coefficients of | satisfying λ i ≥ λ i+1 . We often write |i A as |i when doing so will not cause confusion.
A. One-Way LOCC POVMs
For one-way LOCC POVMs, we prove that an optimal strategy is given as a combination of measurements of the unknown state in both local computational bases and a classical data-processing for the two measurement outcomes. Thus, the local hypothesis testing under one-way LOCC POVMs is essentially equivalent to the classical hypothesis testing between the probability distribution defined by the Schmidt coefficients of | and the classical white noise (Lemma 2). As a result, the optimal type-2 error is given by the following theorem:
where r is the Schmidt rank of | , and
In particular, β | ,→ (α) = 0 if and only if r
An optimal POVM can be written as {T, I − T } by using the following T ∈ B(H AB ):
B. Two-Way LOCC POVMs
Since the definition of two-way LOCC is mathematically complicated in comparison to that of one-way LOCC and separable operation [16] , [47] , [72] , it is extremely difficult to evaluate the optimal error probability among two-way LOCC POVMs. Therefore, we only investigate the optimal performance among a particular type of two-way LOCC protocols, which are written as three-step LOCCs and were used in the previous paper [47] . Hence, we only derive an upper bound for the optimal type-2 error for two-way LOCC: Defining
we derive the following theorem: Theorem 2:
This upper bound β | ,↔ (α) is in the form of a convex optimization with d A (d A +1) 2 parameters.
C. Separable POVMs
For separable POVMs, we prove that this local hypothesis testing problem is equivalent to another hypothesis testing problem with a composite null hypothesis with global POVMs. Then, by solving this simpler hypothesis testing problem, we derive the optimal type-2 error for the original local hypothesis testing problem. Here, we only give the final theorem for the local hypothesis testing under the separable condition for POVMs. First, we can assume d A ≤ d B without loss of generality. For given α > 0 and | , we introduce the following notations: A real positive number is defined as def = √ αd B . For a natural number l satisfying 1 ≤ l ≤ d A , real vector u l and v l on R d A are defined as
Further, when u l , v l , and satisfy the conditions u l ·v l > u l and u l / u l = v l / v l , we define x l ∈ R d A as
where c l is defined as c l def = u l · v l . We define the natural number η as the maximum integer 1 ≤ l ≤ d A satisfying one of the following three conditions:
and all the elements of x l are non-negative, where x l is defined by Eq. (20) . Hence, we can define three cases for η.
As we will prove later,
Then, by using the above notations, the optimal type-2 error is given by the following theorem:
Theorem 3:
The optimum performance β | ,Sep (α) can be attained by
D. Numerical Comparison
Before discussing the plots of β | ,C (α), we explain several facts which can be easily seen from the above main theorems. For the global POVM, we can trivially derive
The latter can be easily seen from Theorem 1. We also derive the following corollary from the above theorem:
The optimal POVM is given by Thus, the optimum separable, one-way and two-way LOCC POVMs just give the same optimal error for α < 1/d A d B and α > 1/ max{d A , d B } even for a non-maximally entangled state | . In particular, for a maximally entangled state | , they coincide in the whole region. Now, we present figures of graphs describing the trade-off between type-1 error α and type-2 error β for global, separable, two-way LOCC, and one-way LOCC POVMs. For twoway LOCC POVMs, we draw the graph ofβ | ,↔ (α) instead of β | ,↔ (α). Here, we always choose d A = d B for simplicity. First, we give graphs describing the trade-off for | = 2 ). The graphs for separable, one-way LOCC, and two-way LOCC coincide in regions α ≤ 1/d 2 A and α ≥ 1/d A . On the other hands, they separate in the whole region 1/d 2
In [47] , we observed an improvement of the optimal error probability from the optimum one-way (two-steps) LOCC POVM to a three-step two-way LOCC POVM, which is the same simple three-step LOCC protocol as used in this paper forβ | ,↔ (α). As we have explained, these optimal error probabilities in the previous paper correspond to the smallest Fig. 3 .
The trade-off between type-1 error α and type-2 error β for | = 10 zeros of the graphsβ | ,↔ (α) and β | ,→ (α) in the present paper. The presented graphs show that an improvement similar to [47] is observed all the region of 1/d 2
As we can observe in Fig. 3 , when | just have small entanglement, this improvement can be seen more clearly. In other words, in this case, the straight lineβ | ,↔ (α) gives an approximation of the curve β | ,Sep (α) in the region 1/d 2
Finally, we give a graph showing the variation with | of β | ,C (α) for a fixed α (Fig. 4 ). As we have explained in Corollary 1, the graphs coincide when | is a product state (λ = 0) and a maximally entangled state (λ = 0.5). On the other hand, the difference between β | ,→ (α) andβ | ,↔ (α) is maximized when β is close to 0.
IV. HYPOTHESIS TESTING UNDER LOCC
In this section, we treat the hypothesis testing under LOCC. In the first subsection, we treat one-way LOCC and give a proof of Theorem 1. In the second subsection, we give a detailed discussion of two-way LOCC protocols, including a proof of Theorem 2.
A. One-Way LOCC
The main purpose of this subsection is to give a proof of Theorem 1, which gives an optimal type-2-error probability β | ,→ (α) under one-way LOCC.
When we consider one-way LOCC on a bipartite system [16] , [47] , [72] , there are two possible directions of classical communications, from Alice H A to Bob H B and from Bob H B to Alice H A . Here, we can choose the computational bases of H A and H B as the Schmidt basis of a state | , and thus, | is symmetric under the swapping operation defined on the support of Tr A | | and Tr B | |. Therefore, we can restrict ourselves to the situation where Alice sends a classical message to Bob without loss of generality. Thus, we are interested in optimal success probability S α,→ defined as (26) where → is the set of all one-way LOCC POVMs.
We first derive the following lemma, which reduces our local hypothesis testing problem to a hypothesis testing problem defined just on a single Hilbert space:
Lemma 1:
Without loss of generality, we can choose Alice's POVM as a rank-one POVM. Thus, an optimal POVM can be written as
Then, this new one-way LOCC POVM T satisfies |T | = |T | and TrT ≤ TrT . Thus, T is also an optimal POVM. Defining
|T | can be evaluated as
On the other hand, suppose an operator M attains the optimum of the right-hand side of the above inequality and has a spectral decomposition M = m q m |e m e m |, where {|e m } d A m=1 is an orthonormal basis on H A . By defining the one-way LOCC
, we can easily see that this POVM element attains Eq. (30). Therefore, we derive Eq. (27) .
We further reduce S α,→ (| ) as follows: Lemma 2:
Proof : By the definition, ρ A can be written as
Suppose M attains the optimal in Eq. (31) . Then, we can define a new operator M by means of pinching as M
Thus, M is also optimal. Hence, we can always choose an optimal M as M = i m i |i i |. Thus, we derive Eq. (31) .
This lemma shows that the local hypothesis testing under one-way LOCC is essentially equivalent to the hypothesis testing of the two classical probability distributions:
. By means of the above lemma, we can give a proof of Theorem 1, which gives an analytical solution for the hypothesis testing under one-way LOCC as follows:
Proof (Theorem 1): From the above lemma, we can choose m i = 0 for all i > r . When r ≤ d A d B α, an optimum is attained when m i = 1 for all 0 ≤ i ≤ r , and we have S α,→ (| ) = 1. Thus, we only consider the case when
Then, there exists i 0 such that m i 0 < 1. Thus, there exists > 0 such that m i 0 + ≤ 1. By defining
is not optimal. This is a contradiction. Therefore, r i=1 m i = d A d B α. Second, we prove that an optimal {m i } r i=1 satisfies m i = 1 for all i ≤ c − 1 and m i = 0 for all i > c by contradiction, where c is defined in Eq. (13) .
For an optimal {m i } r i=1 , suppose there exists a pair of natural numbers k and l such that k < l ≤ r , m k < 1, and
also gives an optimal POVM. Thus, when k < l ≤ r and λ k > λ l , we have m k = 1 or m l = 0. Therefore, there exist c 1 and c 2 such that an optimal
is also optimal when it satisfies m i = 1 for all i < c 1 , m i = 0 for all i ≥ c 2 , and c 2 −1
Especially, we can choose an optimal {m i } r i=1 as one satisfying m i = 1 for all i < c, m i = 0 for all i ≥ c + 1 for c defined in Eq. (13) . In this case, m c can be written down as
Finally, Theorem 1, the optimal one-way LOCC strategy can be described as follows: Alice and Bob independently measure their system in the Schmidt basis. When they get the measurement result |ii for i ≤ c − 1, they judge the given state to be | . When they get |cc , they conclude | in the probability 1 − m c , and in all other cases, they judge the state to be ρ mix .
B. Two-Way LOCC
In this subsection, we treat the hypothesis testing under the restriction of two-way LOCC. The definition of two-way LOCC is mathematically complicated in comparison to that of one-way LOCC and separable operations [16] , [47] , [72] . Hence, it is extremely difficult to evaluate the optimal performance of information processing under the two-way LOCC restriction except when we are only concerned with the exponential decreasing rate of type 1 error (see [16, Sec. 3.5] ), or when the optimal performance among two-way LOCC POVMs is the same as that among oneway LOCC POVMs or separable POVMs. Therefore, we only numerically evaluate the optimal performance of a particular type of two-way LOCC protocols which are written as threestep LOCCs.
First, we give a remark about our notations. For | on H AB , without loss of generality, we can choose the Schmidt basis of | as a computational basis:
are computational bases of H A and H B , respectively. Suppose V is a partial isometry representing a correspondence between the bases
Then, when the range of an operator
Hence, we can identify the operator X with the operator V † X V under the computational bases of H A and H B so that we can abbreviate V in this context. Under the above condition, the operator X ∈ B (H A ) satisfies the following equation
where r is the Schmidt rank of | , | r
Suppose a bipartite state | ∈ H AB is shared by Alice (H A ) and Bob (H B ). Without loss of generality, we can assume that a given three-step protocol consists of the Alice's first measurement {M i } i∈I , the Bob's first measurement {N i j } j ∈J i depending on the first Alice's outcome i , and the Alice's second measurement {L i j , I A − L i j } depending on the Alice and Bob's first measurement outcomes i and j . Then, the event supporting the alternative hypothesis | can be written as i ∈ I 0 ⊂ I , j ∈ J 0,i ⊂ J i , and the Alice second measurement outcome corresponds to L i j , where the Alice and Bob's first measurement outcomes are i and j . The event supporting the null hypothesis ρ mix can be written as the complement event. Thus, we can write a POVM element supporting | as
where 0 ≤ i M i ≤ I A , 0 ≤ j N i j ≤ I B , and 0 ≤ L i j ≤ I A . First, an optimum {M i } i can be chosen so that it satisfies
The performance of any three-step protocol can be simulated by the three-step protocol with proper Alice's first measurement satisfying (35) . Second, without loss of generality, we can assume that Bob never judges whether a given state is | or ρ mix ; that is, any decision by Bob can be simulated by Alice's proper second measurement {L i j , I A − L i j }. Then, when the unknown state is | and Alice obtains the outcome i in the first measurement, Bob's non-normalized state after Alice's measurement
can be written down as
thanks to Eq. (33) . Hence, an optimal measurement by Bob can satisfy
{X > 0} is the orthogonal projection to the subspace spanned by all eigenvectors of X corresponding to strictly positive eigenvalues [16] . The optimal success probability |T | under the above restrictions is still too complicated to obtain the value by numerics. Even when d A = d B = 2, the optimization problem is non-convex nonlinear programming with an unlimited number of parameters. Thus, here, we only consider a particular type of protocol that is derived from the three-step LOCC protocol used in [47] with small modifications. The protocol is derived by means of the following three restrictions from general three-step LOCC protocols. C1) We assume that all Alice's first POVM elements {M i } i are diagonal in the Schmidt basis of | . Hence, M i = M T i , and Bob's post-measurement nonnormalized state ρ B|i with the initial state | is described in Eq. (37) and has the form k:|k ∈suppM i s k |k k| with s k > 0. Note that suppρ B|i coincides with suppM i and rank M i = rank(M i ρ A ) due to Eq. (35) . In particular, Eq. (35) guarantees that k|M|k = 0 for k > d min . C2) We choose J i and J 0,i as {0, 1, . . . , rank M i } and {1, . . . , rank M i }, respectively. We choose |ξ i j ξ i j | as Bob's measurement N i j for j ∈ J 0,i , where the basis
in suppρ B|i is mutually unbiased to the basis consisting of eigenvectors of ρ B|i in suppρ B|i [4] . That is, | ξ i j |k | 2 = 1/ rank M i for |k ∈ suppM i . We also define N i 0 as the orthogonal projection to suppρ B|i . Then, Bob applies {N i j } and sends Alice the outcome j . Here, the output probability of an element j ∈ J 0,i does not depend on j ∈ J 0,i . C3) Here, we give the final step to decide whether the true state is | or ρ mix . When Alice obtains information i and j , she has only two choices. One is supporting ρ mix without any measurement. The other is applying the two-valued measurement {L i j , I − L i j }, in which, the outcome corresponding to L i j supports | , and the other outcome supports ρ mix . The first case corresponds to the event i / ∈ I 0 , and the second case does to the event i ∈ I 0 . Hence, it is needed to decide the operator L i j for i ∈ I 0 and j ∈ J 0,i . Here, we assume only the following assumption. C3)* Alice certainly yields the final outcome corresponding to L i j for i ∈ I 0 and j ∈ J 0,i when the unknown state is | . In other words, we require that Alice never yields the final outcome corresponding to I − L i j when the unknown state is | . When the unknown state is | , by using the diagonality of M i , Alice's post-measurement state after Bob's measurement σ i j A can be written as
where |ξ i j is a complex conjugate of |ξ i j in the Schmidt basis of | , and we use Eq. (33) and the fact that ξ i j |M i ρ A |ξ i j = ξ i j |ρ A M i |ξ i j in the second equality. Since σ i j A is a rank-one projection, we have {σ Optimizing these choices, we define S α,↔ (| ) as follows.
where |ξ i j are defined in the above assumption C2). Then, S α,↔ (| ) satisfies the following lemma:
Proof : The second inequality is trivial from the definition of S α,↔ (| ). To see the first inequality, we need to choose I 0 = {1, · · · , c}, M i = |i i | for 1 ≤ i ≤ c − 1, and M c = m c |c c| in Eq. (39) , where c and m c are defined by Eqs. (13) and (14) . Then, T defined in Eq. (39) coincides the optimal one-way LOCC POVM given in Eq. (15) The optimization of S α,↔ (| ) can be reduced as follows: Lemma 4:
where P(d A ) is the power set (the set of all subsets) of {1, · · · , d A }, |i | is the number of elements in the set i , and ρ A = d A k=1 λ k |k k|. Proof : We assume that the test T is given as the form in Eq. (39) . Then, by straightforward calculations, we derive
where we use the equations ξ i j |ρ A M n i |ξ i j = 1 rank M i Trρ A M n i . Moreover, we only need to consider POVM {M i } i∈I 0 , in which support of M i is different from M j for all i = j . This can be shown as follows: Suppose M i and M j have the same support for an optimal {M i } i∈I 0 . We define a new POVM T by using
where M is an abbreviation of Trρ A M, and we use the Schwartz inequality in the first inequality. Thus, we have
TrT ≤ TrT . On the other hand, i M i = i M i guarantees |T | = |T | . Thus, T is also optimal when T is optimal. Thus, we can choose P(d A ) as I 0 . Finally, by just defining m k i as M i = k∈i m k i |k k|, we derive Eq. (41).
By direct calculation, we can check that the function
is a convex function. Therefore, the optimization problem in Eq. (41) is a convex optimization. Thus, its local optimum is the global optimum, and we can easily access the optimum by numerics at least for a low dimensional system.
Up to now, we have presented a mathematically rigorous reduction of S α,↔ (| ) and derived Eq. (41). On the other hand, although we do not have any proof, numerical calculations strongly suggest that S α,↔ (| ) can be further reduced in the following way: By adding further restrictions onto Eq. (41) as
This optimization problem is a convex optimization with just O(d 2 A ) parameters. Our numerical calculations strongly suggest S α,↔ (| ) = S α,↔ (| ). Even if this equality is not true, we trivially have S α,↔ (| ) ≤ S α,↔ (| ). Thus, S α,↔ (| ) is also a lower bound of S α,↔ (| ). We can define the optimal type-2 error under the three assumptions C1), C2), and C3)* as β | ,↔ (α) def = 1 − S α,↔ (| ). Then, we have β | ,↔ (α) ≥ β | ,↔ (α). This completes the proof of Theorem 2.
V. GLOBAL HYPOTHESIS TESTING WITH
A COMPOSITE NULL HYPOTHESIS As a preparation for the next section, we treat a global hypothesis testing having a composite null hypothesis in this section. As we will prove in the next section, this relatively simpler hypothesis testing is actually equivalent to the local hypothesis testing under the separable condition. The organization of this section is as follows: We explain the problem settings and the relation between the global hypothesis testing and the local hypothesis testing under separable POVM in subsection A. Then, we reduce the global hypothesis testing with a composite alternative hypothesis to a hypothesis testing with a simple alternative hypothesis with an additional restriction on POVM in subsection B. Finally, we derive analytical solutions for the problem in subsection C.
A. Preliminary
In conventional (classical) statistical inference, a hypothesis testing normally has a composite hypothesis (a hypothesis consisting of a set of probability distributions) in practical situations, and a hypothesis testing with simple null and alternative hypotheses is usually treated in pure theoretical motivation, like the Neyman-Pearson lemma, Stein's lemma, and the Chernoff bound. On the other hand, in quantum statistical inference, so far, just a very limited number of works treat a hypothesis testing with a composite hypothesis [55] , [57] , [61] , [65] , [70] . In this section, we add one example to this category. Our example consists of a simple alternative hypothesis and a composite null hypothesis on a single partite Hilbert-space H: A null hypothesis is a composite hypothesis, "the unknown state is in a set {|φ k } k∈Z d 2 " defined as
and an alternative hypothesis is a simple hypothesis "the unknown state is a pure state |ψ ". An optimal success probability X (|ψ ) of this problem is given as
where d is the dimension of Hilbert-space H. Here, we define so that 2 is an upper bound of the type-1 error.
Since the optimization problem in Eq.(45) is a semidefiniteprogramming, X (|ψ ) can be calculated numerically in polynomial time [73] . On the other hand, as we can easily see, this problem possesses a nice group symmetry; that is, our composite hypothesis is generated from a single state |φ 0 by a group action of phase flipping: |i → −|i . Actually, in this section, we will show that this group symmetry enables us to derive an analytical formula of X (|ψ ).
In the next section, we will prove that this optimal success probability X (|ψ ) is equal to the optimal success probability of the local hypothesis testing under separable POVM S α,Sep (| ) with just rescaling parameters:
where |ψ is defined as |ψ
The aim of this section is to derive an analytical formula for X (|ψ ) as a preparation to derive an analytical formula for S α,Sep (| ) by proving the above equality in the next subsection. Thus, we only treat a real vector |ψ in this section; that is, |ψ satisfies i |ψ ∈ R for all i . In this case, without loss of generality, we can assume i |ψ ≥ 0 for all i by changing appropriate states in the basis as |i −→ −|i . Moreover, by changing the label of the basis, without loss of generality, we can also assume
for all i . In the following discussion, we choose the standard basis of H A as above.
In order to regard an element of R d as an element of H, given a vector a = (a 1 , . . . , a d ) ∈ R d , we use the notation
B. Reduction to a Hypothesis Testing With a Simple Alternative Hypothesis
In this subsection, we show that the above global hypothesis testing with a composite null hypothesis can be reduced to a global hypothesis testing with an additional restriction on POVM.
First, we prove that the optimization problem can be restricted to a real Hilbert space ReH, which is defined as a real space including all real vectors spanned in the basis
Proof : In order to prove this lemma, it is enough to show the existence of an optimal T satisfying T = ReT , where ReT is defined as ReT
Suppose T is an optimal operator attaining X (|ψ ). Then, T defined as T def = i j i |T | j |i j | is also optimal. Thus, defining T
Thus, T is also optimal.
Second, we observe that an optimal T can be chosen as rankT ≤ 1.
Lemma 6:
Proof : From the previous lemma, we are now allowed to consider the optimization problem on the real Hilbert space ReH. When X (|ψ ) = 0, we can always choose T = 0, which satisfies rankT ≤ 1. Thus, we assume X (|ψ ) > 0, and, hence, ψ|T |ψ > 0 and rankT ≥ 1 for an optimal T . Suppose T 0 is an optimal POVM and there exists a state |ψ ⊥ ∈ RanT 0 satisfying ψ ⊥ |ψ = 0, where RanT 0 denotes the range of T 0 . Then, we define the determinants det T 0 and det(T 0 − p|ψ ⊥ ψ ⊥ |) on RanT 0 . Since det T 0 > 0 and the function p → det
Thus, T 0 is an optimal POVM whose range does not contain the state |ψ ⊥ .
By repeating the above argument, we can conclude that there exists an optimal POVM T 0 whose range does not contain any state |ψ ⊥ satisfying ψ ⊥ |ψ = 0. This optimal POVM T 0 should satisfy rankT 0 = 1. We will show this fact by contradiction. Suppose rankT 0 ≥ 2 for this T 0 . Then, there exist states |e 0 , |e 1 ∈ RanT 0 satisfying e 0 |ψ = 0, e 0 |e 1 = 0. Then, we can express these states as
where α 0 = 0, and the states |ψ ⊥ 0 and |ψ ⊥ 1 satisfy ψ ⊥ 0 |ψ = ψ ⊥ 1 |ψ = 0. Then, we can conclude that a state |ψ ⊥ defined as
satisfies |ψ ⊥ = 0. Since |ψ ⊥ ∈ RanT 0 and ψ ⊥ |ψ = 0, this is a contradiction. From the previous lemma, we can always choose an optimal POVM T as T = |φ φ| ∈ B(ReH). Moreover, from the nonnegativity of i |ψ , we can also assume i |φ ≥ 0 for all i as follows:
Lemma 7:
Proof : From the previous lemma, there exists an optimum T ∈ B(ReH) satisfying rankT = 1. That is, there exists a vector |φ satisfying T = |φ φ| and |φ ≤ 1. Actually, since i |T | j is a real symmetric matrix and a real symmetric matrix can be diagonalized by a real orthogonal matrix, we can easily see that there exists |φ ∈ ReH satisfying T = |φ φ|. Moreover, we can choose an optimal state |φ ∈ ReH as ψ|φ ≥ 0.
Next, we define the coefficients b i as |φ = i b i |i . Suppose there exists i 0 such that b i 0 < 0 for an optimal |φ satisfying ψ|φ ≥ 0. We define |φ = i b i |i as b i 0 = −b i 0 and b i = b i for all i = i 0 . Then, φ k |φ ≤ 2 for all k guarantees φ k |φ ≤ 2 , and i |ψ ≥ 0 for all i guarantees ψ|φ > ψ|φ . This is a contradiction. Therefore, an optimal |φ satisfying ψ|φ ≥ 0 must satisfy i |φ ≥ 0 for all i . This fact implies the statement of the lemma.
Finally, we can transform X (|ψ ) to the following form: Lemma 8:
where |φ j is defined as
Proof : From the previous lemma, we can always choose an optimal state |φ = i b i |i as one satisfying b i ≥ 0 for all i . Suppose there exists a pair i 0 < i 1 such that b i 0 < b i 1 . We define |φ = i b i |i as b i 0 = b i 1 , b i 1 = b i 0 , and b i = b i for all i = i 0 , i 1 . Then, |φ satisfies | φ k |φ | 2 ≤ 2 for all k ∈ Z d 2 and ψ|φ > ψ|φ . Thus, |ψ is not an optimal state; this is a contradiction. Therefore, an optimal state |φ with b i ≥ 0 satisfies b i ≥ b i+1 for all i . This optimal state satisfies, for all k ∈ Z d 2 ,
Thus, we can replace the condition | φ k |φ | 2 ≤ 2 by the condition φ d |φ ≤ for this optimal state.
The optimization problem in Eq. (50) does not contain a composite hypothesis, but is a hypothesis testing of two simple hypotheses |ψ and |φ d with an additional restriction on the form of the POVM. In the next subsection, we analytically solve this optimization problem.
C. Derivation of Analytical Solutions of X (|ψ )
Now, from Lemma 8, the optimization problem has been reduced to a maximization of a linear function under several linear and non-linear constraints in a Euclidean space R d . In order to derive analytical solutions to this optimization problem, we need two lemmas in a Euclidean space R d .
In a Euclidean space R d , for two vectors y and z, and a real number satisfying 0 < ≤ 1, we define M(y, z, ) as
Then, we derive the following Lemma:
which is attained by
where Cases D1), D2), and D3) are defined as D1) y · z ≤ y . D2) y/ y = z/ z and y · z > y . D3) y/ y = z/ z and y · z > y . Moreover, x * (y, z, ) defined by Eq. (55) is the unique solution of the optimization problem in Case D3). Note that the relation z 2 − 2 ≥ 0 follows from the common condition of Cases D2) and D3).
Proof : In Case D1), the optimal x satisfies x = 1 and is equal to the unit vector y y . Hence, we obtain the desired argument in Case D1). In Case D2), similarly, the optimal x is a constant times of x. Hence, we obtain the desired argument in Case D2). Thus, we only consider Case D3). First, we discuss the optimization on the plane def = span{y, z} as follows.M (y, z, )
In the plane , there exist two points on the intersection of a circle x = 1 and a line x · z = . It is easy to see that x * is the one attaining the maximum of x · y among them. Fig. 5 shows a portion of the plane ; the circle by x = 1; the blue line by x · z = , which is orthogonal to the half 
y} whose boundary is the red line. Then, it follows from the figure that the red line is the supporting hyper plane of V . In other words, when y/ y = z/ z , point x * is the only intersection between V and W . Hence, it follows from the definition of W and V that x * is the only point attaining the maximum of x · y on V in . Note that the optimum solution x * satisfies x * = 1. Now, we show that no vector x outside of the plane is an optimum solution of M(y, z, ) as follows. Suppose a vector x outside of the plane satisfies x · z ≤ and x = 1. Then, when P is the projection to , x def = P x also satisfies x · z ≤ , x · y = x · y, x ∈ , and x < 1. Due to the relation x < 1, x cannot attainM(y, z, ). Therefore, x cannot attain M(y, z, ), which implies M(y, z, ) =M(y, z, ). Hence, we obtain the desired argument in Case D3).
In Case D2), the red line coincides with the blue line, and all the points on the part of the line inside the circle attain the optimum. Thus, x * is again the solution, but not a unique solution.
The next lemma is about the optimization of an affine function:
Lemma 10: Let f : R d → R be an affine function and let K , L ⊂ R d be closed convex sets with non-empty intersection. If the maximum of f on K is attained at a point x 1 not in L, then the maximum of f on the intersection K ∩ L is attained at a point on the boundary of L.
Proof : Suppose x 2 attains the maximum on K ∩ L and x 2 is in the interior of K ∩ L. There exists at least one point on the intersection of the boundary of K ∩ L and the line segment x 1 x 2 . Suppose y = λx 1 + (1 − λ)x 2 with 0 ≤ λ < 1 is one such point that maximizes λ. Since f is an affine function, we can write f as f (x) = a · x + b by using d-dimensional vectors a and b. Then, since x 1 attains the maximum of f on K , we have
Therefore,
Thus, y also attains the maximum of f on K ∩ L. From Lemmas 9 and 10, we derive the following theorem, which gives a complete analytical formula for the optimal success probability X (|ψ ) and the optimal strategy of the global hypothesis testing considered in this section:
Suppose |ψ ∈ H can be written down as
For an integer l satisfying 1 ≤ l ≤ d, we define the real vector u l and v l on R l as u l
We also define the natural number η as the maximum integer 1 ≤ l ≤ d satisfying one of the following three conditions:
and all the elements of x * (u l , v l , ) defined by Eq. (55) are non-negative. Since u 1 / u 1 = v 1 / v 1 , one of of Conditions A1), A2), and A3) holds at least l = 1, i.e., η ≥ 1. Hence, we can consider three cases.
Theorem 4: Under the assumption (59), by using c η def = u η · v η , the optimum value X (|ψ ) defined in Eq. (50) is calculated as follows:
The optimum value X (|ψ ) is attained by
Note that x * (u η , v η , ) is defined in Eq. (55) and the notation |φ[ ] is defined in Eq. (47) . Proof : In this proof, we employ the notation A l def = {1, · · · , l}. For > 0, A ⊆ A d , and λ ∈ R d + , we define Y ( , A, λ) and Y + ( , A, λ) as
where K , V A , and L are defined as
From Eq. (50), it is easy to see that
where λ is given by λ i = i |ψ . It is also easy to see that
We will prove the statement of the theorem by induction with respect to an integer l satisfying 1 ≤ l ≤ d. We start the following discussion with l = d. E1) If the integer l satisfies one of Conditions A1), A2), and A3), η = l. Then, for Y + ( , A, λ) , we observe the following facts from Lemma 9. F1) When l satisfies A1), B1) holds and x = u l / u l attains the optimum
F3) When l satisfies A3), B3) holds and
E2) If the integer l does not satisfy Condition A1), A2), nor A3), η < l, u l · v l > u l , u l / u l = v l / v l , and x * (u l , v l , ) has a negative element, because the elements of x * (u l , v l , ) are in decreasing order, at least the last entry of x * (u l , v l , ) is negative. While x * (u l , v l , ) attains the optimum of
That is, x * (u l , v l , ) attains the optimum Y ( , A l , λ). Thus, from Lemma 10, the optimum of λ) . Then, we proceed to E1) with l = l − 1.
Since η ≥ 1, as a result of induction with respect to l, we conclude that
Finally, Eqs. (67) and (68) and Lemma 9 guarantee the statement of the theorem. Remember that η is the largest integer satisfying η ≤ d and one of the conditions A1), A2), or A3).
VI. HYPOTHESIS TESTING UNDER SEPARABLE OPERATIONS
In this section, we treat the local hypothesis testing under separable POVM and give a proof of Theorem 3. As we have predicted in the last section, the proof is completed by showing that the local hypothesis testing under separable POVM is essentially equivalent to the global hypothesis testing treated in the last section, which is simpler than the former. Without loss of generality, we assume d A ≤ d B in this section.
The equivalence of these two hypothesis testing problems can be written as the following theorem in terms of their optimal success probabilities X (|ψ ) and S α,Sep (| ): 
Therefore, a proof of Theorem 3 completely reduces to a proof of Theorem 5. Thus, we will concentrate on a proof of Theorem 5 in the remaining part of this section.
In order to prove Theorem 5, we need two lemmas. We remember the following notations: For a given d Adimensional non-negative vector s = (s 1 , · · · , s d A ) ∈ R d A + , a state | (s) ∈ H AB and an operator T (s) on H AB are defined in Eq. (22) and (21), respectively. Then, we derive the following lemma:
Proof : First, since the condition for s implies that 0 ≤ T (s) ≤ I , {T (s) , I − T (s)} is a POVM. To prove the separability of the POVM, we need to show the separability of both T (s) and I − T (s). We first prove the separability of T (s). For this purpose, the positive operator T 0 (s) is introduced as
where unnormalized states |a(s) and |b(s) are defined as |a(s)
√ s i |i B , respectively. By the definition, T 0 (s) is a separable operator. Further, a family of local unitary operators U θ θ parameterized by
Note that H AB , U θ is a unitary representation of the compact topological group d A U (1) × · · · × U (1); by means of a unitary representation of a compact topological group, we implement the "twirling" operation (the averaging over the compact topological group) for a state (or POVM) [74] . Then, a straightforward calculation shows that T (s) is derived as a result of this twirling operation on T 0 (s) (see [47, Proof of Lemma 1] for the details):
This equation shows the separability of T (s).
Next, we prove the separability of I −T (s). For this purpose, the positive operator T 0 (s) is introduced as
where unnormalized states |a i j (s) and |b i j (s) are defined as |a i j (s) 
This equation shows the separability of
Next, we prove the following lemma:
is a separable operator satisfying 0 ≤ T ≤ I . Then, for all maximally entangled states |τ ∈ H AB ,
(75) Proof : It is enough to prove that for a separable state σ on H AB and a maximally entangled state |τ ,
For a given |τ , a maximum of τ |σ |τ is attained at an extremal point, i.e., at a pure product state σ = |α α| ⊗ |β β|. Suppose the Schmidt decomposition of |τ is
Now, we are ready to prove Theorem 5. Proof of Theorem 5: First, we prove S α, Sep 
In the above inequalities, S E P is the set of all separable opera- 
VII. SUMMARY AND DISCUSSION
In this paper, we have treated a local hypothesis testing whose alternative hypothesis is a bipartite pure state | and whose null hypothesis is the completely mixed state. As a result, we have analytically derived an optimal type-2 error and an optimal POVM for one-way LOCC POVM (Theorem 1) and separable POVM (Theorem 3). In particular, in order to derive an analytical solution for separable POVM, we have proved the equivalence of the local hypothesis testing under separable POVM and a global hypothesis testing with a composite alternative hypothesis (Section VI) and analytically solved this global hypothesis testing (Section V). Furthermore, for two-way LOCC POVM, we have studied a family of simple three-step LOCC protocols and have shown that the best protocol in this family has strictly better performance than any one-way LOCC protocol in low-dimensional systems when there may exist differences between two-way LOCC POVM and one-way LOCC POVM (Section IV).
Due to the organization of our problem, when the projections P A and P B on H A and H B satisfy that P A ≥ ρ A and P B ≥ ρ B , our result can be extended to the case where the null hypothesis is the state P A ⊗P B rank P A ⊗P B . Further, when a projection P of the composite system H A ⊗ H B satisfies P ≥ ρ A ⊗ ρ B , our result can be extended to the case where the null hypothesis is the state P rank P . In the latter case, it is enough to restrict our test T to a non-negative operator whose support is included in the support of ρ A ⊗ ρ B . In this case, the type-1 error is written as TrT / rank P.
Although we restrict ourselves to treating the hypothesistesting problem in a single-copy scenario in this paper, we are also interested in extending our results to problem settings with asymptotically infinite copies of the hypotheses, that is, problem settings like Stein's lemma [7] and the Chernoff bound [8] . In particular, it would be interesting to examine whether the difference of optimal error probabilities under oneway and two-way LOCC survives in the asymptotic extension of the problem. Actually, we have derived new results on this asymptotic extension [75] .
APPENDIX A PROOF OF STATEMENTS

A. Proof of Corollary 1
The statement about a product state and a maximally entangled state is trivial from Theorems 1, 2, and 3. Thus, we only give a proof about non-maximally entangled states, here. To prove the corollary, we need to calculate β α,Sep (| ). Hence, we need to evaluate the value of the constant η for | . For this purpose, we first show the inequality u l · v l > u l , where we defined , u l , and v l as def = √ αd B , u l def = √ λ 1 , · · · , √ λ l , 0, · · · , 0 d A −l , and v l def = 1, · · · , 1 l , 0, · · · , 0
where we use the condition < 1/ √ d A in the first inequality. Thus,
for l ≥ 1.
To evaluate the value of η, we also need to evaluate lth element of x l defined by Eq. (20) for all l satisfying 2 ≤ l ≤ d A . For this purpose, we first need the inequality i< j 
