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Abstract
This thesis combines two major equivalence methods, Cartan’s equivalence method
and the method of the equivariant moving frame for pseudo-groups, to obtain a
more efficient tool with which to tackle a large class of equivalence and symmetry
problems. These include, for example, all equivalence problems for sections of
tensor bundles under change of variable and those arising in the calculus of vari-
ations. Furthermore, once the connection between the two original equivalence
methods has become clear, we provide a proof of termination of Cartan’s method
in these cases. To obtain this termination result, we develop a novel algorithm for
the computation of Pommaret bases for polynomial modules.
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Chapter 1
Introduction
The central goal of this thesis is developing an equivalence method that combines
Cartan’s equivalence method and the method of the equivariant moving frame for
pseudo-groups. We reach this goal for equivalence problems arising from what
we call horizontal Lie pseudo-group actions. These actions already cover many
equivalence problems of interest such as those arising in the calculus of variations
and equivalence between sections of tensor-bundles (e.g. Riemannian metrics).
The extension of our results to more general equivalence problems will appear in
a forthcoming research paper. Along the way we develop some completion algo-
rithms for differential equations by way of a novel algorithm for the computation
of Pommaret bases. We divide this introduction into subsections to discuss the
different ingredients in this modified equivalence method, and its practical value
in solving equivalence problems.
1.1 Cartan’s equivalence method
The collection of local diffeomorphisms that preserve some geometric structure
on a manifold usually forms an infinite dimensional pseudo-group rather than a
finite dimensional Lie group. Characterizing these transformations is the equiv-
alence problem for the geometric structure at hand. In studying these infinite
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2
dimensional analogs of Lie groups, Élie Cartan solved, [7], the general equivalence
problem for coframes. This equivalence problem included all known equivalence
problems as special cases, but this (perhaps) surprising situation is explained by
the fact that all equivalence problems take place in the diffeomorphism groupoid
whose Maurer-Cartan forms, properly restricted to the equivalence problem at
hand, completely characterize the equivalence maps (see Section 5.4). Cartan’s
solution also necessitated the concurrent development of the theory of exterior
differential systems, culminating in the celebrated Cartan-Kähler theorem which
extends the Cauchy-Kovalevskaya theorem on the local solvability of analytic sys-
tems of differential equations that can be written in normal form to those that can
be completed to their involutive form, [46]. Every system of differential equations
can be completed to its involutive form (perhaps after a change of independent
variables). This is the Cartan-Kuranishi theorem. However, although Cartan’s
equivalence method has, on the face of it, many things in common with the com-
pletion process of a differential equation, it has never been actually proven that
it terminates with an involutive exterior differential system, although this was
conjectured by Cartan. The source of difficulty in proving termination is the
fact that the increasing system of differential forms constructed during Cartan’s
method does not directly possess the symbol structure of a differential equation.
In this thesis, restricting to so called horizontal Lie pseudo-group actions, we re-
late the structure of the differential forms of Cartan to the structure of a certain
differential equation, and prove that Cartan’s method terminates at involution
at the same time as this differential system, (see Section 5.6). Our result is also
more general; we do not require restricting to equivalence problems of constant
type which has been a tendency in some previous treatments, e.g. [14].
Cartan’s equivalence method was applied by his disciples, most notably S.S.
Chern in proving the generalized Gauss-Bonnet theorem, [9], but, mostly because
of its immense computational complexity, was not a very active area of research
until the 1980s when its importance in solving a variety of equivalence problems in
differential equations ([4, 22, 26]), calculus of variations ([3, 15, 19, 25]) and control
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theory ([13]) became clear. However, the complexity of the calculations involved
in solving an equivalence problem using the method has remained its greatest
drawback, even with the aid of modern computational algebra systems. We shall
see how the modern theory of equivariant moving frames for pseudo-groups helps
in decreasing the computational load of the original method.
1.2 Pommaret bases
Involution of a system of differential equations is a condition on the symbol module
of the system that guarantees local solvability, and, in principle, allows for the
determination of a local power series solution. Originally, [33], this condition
was described by the vanishing of certain Koszul homology groups of the symbol
module (or, dually, its Spencer cohomology groups). The algebra involved with
the computations of these (co)homology groups is very heavy indeed as evidenced
by the fact that the Spencer-Kodaira approach, ([28, 29, 30]), to the geometry of
differential equations, and the following monograph, [32], on Lie pseudo-groups
essentially ended research into these matters. Recently, building on the classic,
early twentieth century work of Janet and Riquier ([21, 45]), a more constructive
approach to involution has been developed based on involutive divisions, [17].
These lead to special types of Gröbner bases (the involutive bases) with extra,
combinatorial, properties, that allow for a practical completion process that we
take advantage of. The involutive division that most naturally lends itself to
analysis of differential equations is the Pommaret division. A central problem in
the theory of Pommaret bases is existence of such bases: a Pommaret basis does
not exist in all variables, so a smart change of variables may be needed before
being able to compute such a basis. In Section 2 we develop a novel algorithm
that computes δ-regular coordinates, i.e. coordinates in which a Pommaret basis
exists. This algorithm is tailor-made to apply to Cartan’s equivalence method
in later sections and as such it requires computing maximal ranks of symbolic
matrices.
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We should mention that Pommaret bases have found a stunning number of ap-
plications in computational algebraic geometry. This is due to the fact that many
geometric invariants can be directly read off such a basis, including dimension,
depth and Castaelnuovo-Mumford regularity, [46]. It remains to be seen whether
our algorithm has applications in the realm of algebraic geometry.
1.3 Equivariant moving frames for pseudo-groups
Inspired by another invention of Élie Cartan, the method of moving frames, [8],
Olver and Fels developed a theory that provided theoretical underpinnings for
Cartan’s method while extending it considerably; The equivariant moving frame
for a Lie group, G, acting on a manifold, [12]. This is a powerful tool for study-
ing geometric properties of submanifolds and their invariants under the Lie group
action and has found a plethora of applications. In particular, the equivariant
moving frame computes a G-coframe for each submanifold in its domain which
completely determines the congruence problem of submanifolds. Other applica-
tions include classical invariant theory ([1, 37]), object recognition and symmetry
detection ([2, 5]), invariant finite difference numerical schemes ([6, 39]) and com-
puting minimal generating sets of differential invariants ([40, 20]). In [31] the
equivariant moving frame was used to solve the problem of constructing the in-
variant Euler-Lagrange equations from an invariant Lagrangian. Applications to
the evolution of differential invariants under invariant submanifold flows, leading
to integrable soliton equations and signature evolution in computer vision, can be
found in [27, 41].
In the series of papers [42, 43, 44], Olver and Pohjanpelto extended the equiv-
ariant moving frame to the infinite dimensional realm of a Lie pseudo-group, G,
of local diffeomorphisms of a manifold, X , and provided a practical structure the-
ory of these infinite dimensional analogs of Lie groups. Lie pseudo-groups are
determined by systems of differential equations and their approach relied on the
fact that the subset of the jet bundle that these equations determine carries a
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groupoid structure. The equivariant moving frame for pseudo-groups generalizes
its Lie group counterpart since Lie groups are special cases of Lie pseudo-groups,
but to solve the congruence problem of submanifolds in X under the action of
G the authors needed a result they called persistence of freeness of Lie pseudo-
groups, [44]. In fact, the equivariant moving frame for pseudo-groups has had to
rely on the pseudo-group action eventually becoming free after prolonging to a jet
space of high enough order (persistence of freeness then indicates that the action
on all jet spaces above this order is also free) in order to say something meaning-
ful about the equivalence problem at hand. In particular, the equivariant moving
frame has until now not utilized Cartan’s theory of involution. One purpose of this
thesis is to take the first steps towards embedding the theory of involution into
the equivarant moving frame. To this end, we prove the Lie pseudo-group analog
of a result on congruence of submanifolds in a Lie group that underlies Cartan’s
equivalence method and the equivariant moving frame approach, see Theorem
5.3.4. We then take advantage of the flexibility of exterior differential systems
(compared to differential equations) to obtain a proof of termination of Cartan’s
equivalence method for a large class of equivalence problems.
1.4 The combined equivalence method
It has remained somewhat mysterious how Cartan’s equivalence method and the
equivariant moving frame for pseudo-groups are related, even though both meth-
ods compute the same invariants, coframes and invariant derivatives. Cartan’s
method is built on computing the exterior derivative of coframes and analyzing
the structure coefficients that appear while the equivariant moving frame has re-
lied on the explicit computation of lifted invariants. Both methods have their pros
and cons. The chief difficulty in implementing the equivariant approach is that
the formulas for lifted invariants can rapidly get out of hand, overwhelming even
computer algebra systems, while Cartan’s method requires the solution of a rather
large linear system of equations at each step of the method. One contribution of
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this thesis is to clarify the precise relationship between the two methods and com-
bining them into an equivalence method that uses the best from both worlds. In
particular, the so-called intrinsic method, popularized by Gardner, [14], can be
employed without the risks it once carried of leading one down “spurious branches
of the equivalence problem” (see [36, p. 359]). See Section 6 for examples where
difficult equivalence problems are solved with relative ease using this combined
method. In the final section we take the first step toward a completely general
equivalence method, not requiring the pseudo-group to be horizontal, but devel-
opment of this method is still underway. As an application, and a showcase, of
the groupoid approach to Lie pseudo-groups we give a solution to the congruence
problem of submanifolds under a finite dimensional Lie group action.
1.5 Structure of the thesis
We begin, in Section 2, by developing a novel algorithm for the computation of
δ-regular coordinates for polynomial modules. The key idea for this algorithm
is computing an analog of Cartan’s reduced characters for the modules. Under-
standably, this section has a very different flavor than the rest of the thesis. This
algorithm has a direct application to the completion of differential equations to
involution which is presented in Section 3. Every version of the Cartan-Kuranishi
theorem, [33, 46], needs to make certain assumptions of the regularity of the
system in question. We give our own definition of regularity in Definition 3.0.6
and show, in Section 3.3, that it is, in fact, necessary for the application of the
Cartan-Kähler theorem. Further, we show that all formally integrable systems
are regular in a dense open set and in the appendix we shall prove that for Lie
pseudo-groups this open dense set is actually invariant. In proving termination of
Cartan’s equivalence method, we shall need an “exterior calculus” version of our
completion algorithm which we present in Remark 3.2.8.
Section 4 gives a rapid overview of the groupoid approach to Lie pseudo-groups
as well as setting the stage for Cartan’s equivalence method in the special case
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of horizontal actions. Section 5 forms the core of the thesis. It first introduces a
group modification of the Cartan-Kuranishi completion algorithms from Section
3 and gives a quick review of the equivariant moving frame. Section 5.3 contains
the fundamental proof of equivalence of sections in the groupoids associated with
a Lie pseudo-group. The proof is similar to its Lie group counterpart, see e.g. [18],
but this type of result has been missing in the equivariant moving frame calculus
for Lie pseudo-groups. The following section shows how this theorem provides
the classical G-structures of Cartan in the horizontal case, and connects Cartan’s
equivalence method and (partial) moving frames. Section 5.5 combines the group
modified completion algorithms with partial moving frames and the recurrence
formula to prove that Cartan’s equivalence method terminates. We then end the
chapter by showing how to construct equivalence maps, once Cartan’s method has
terminated, using the Cartan-Kähler theorem for exterior differential systems.
At this point in the thesis, having freed ourselves from the devil of the details,
we apply our work to specific, and substantial (horizontal) examples. These in-
clude equivalence of second order ODE and divergence equivalence of first order
Lagrangians under point transformations.
As mentioned above, the final section discusses the generalization of our meth-
ods to non-horizontal actions, but in order to prove termination of Cartan’s
method in general we need to grapple with the equivalence problem of subman-
ifolds under a general pseudo-group action on the ambient space. Work on this
general method is well underway and will be ready soon. As a warm-up for the
general case, we give a groupoid oriented solution to the equivalence problem for
finite dimensional Lie groups. This finite dimensional case actually turns out to
have much in common with the general method, to be presented elsewhere.
Chapter 2
A Pommaret basis algorithm
In this chapter we develop a new algorithm, based on the ideas in the original
equivalence method of Cartan in differential geometry, for the calculation of a
Pommaret basis for a polynomial ideal I ⊂ P , where P = k[x1, . . . , xn], and
k is some infinite field. The correctness and termination of this algorithm will
then directly apply to prove, in later sections, that Cartan’s equivalence method
terminates. The first subsection introduces the basic objects of study.
2.1 Involutive divisions
We assume throughout that Gröbner bases (including Pommaret bases), autore-
ductions and leading terms, monomials, and exponents are taken with respect to
the degree reverse lexicographic order, where x1 < x2 < · · · < xn, and for a poly-
nomial f ∈ P the last three are denoted by lt(f), lm(f) and le(f), respectively.
Let P(q) denote the k-linear space of qth degree homogeneous polynomials, P(≤q)
denote the k-linear space of all polynomials of degree ≤ q and P(q¯) be the set of
polynomials of degree exactly q. Also introduce the obvious projection operators
piq : P → P(q) and pi≤q : P → P(≤q). For a set F ⊂ P , we denote the k-linear
vector space it spans in P as 〈F〉k. A linear change of variables x¯ = Ax gives an al-
gebra isomorphism of P(q) and P(≤q) with their counterparts in P¯ = k[x¯1, . . . , x¯n]
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and a bijection of P(q¯) to its counterpart in the barred variables. For a multi-index
µ ∈ Nn0 , we define xµ in the obvious way, but we also sometimes identify j, for
1 ≤ j ≤ n with the multi-index with 1 in seat j, but zero elsewhere. This means,
for example, that µ− j is the multi-index obtained by subtracting 1 from the jth
coordinate of µ. Lower-case Greek letters denote multi-indexes while lower case
Latin letters are used to denote numbers in {1, 2, . . . , n}.
The set of multi-indexes, Nn0 , coupled with compontwise addition form an
abelian monoid, (Nn0 ,+). For ν ∈ Nn0 we define its cone as the set C(ν) := ν +Nn0 .
An ideal in Nn0 is a set J ⊂ Nn0 such that J + Nn0 = J . For a subset B ⊂ Nn0 , its
span is the ideal
〈B〉 := ⋃
ν∈B
C(ν). (2.1)
By Dixon’s lemma [10], every ideal, J , in Nn0 has a finite basis, i.e. a finite set B
such that 〈B〉 = J . An involutive division is a concept that aims to decompose
a monoid ideal J into a finite union of disjoint cone-like sets. Its definition may,
at first, seem convoluted but we provide some further motivation in the following
remark.
Definition 2.1.1. An involutive division L is defined on the abelian monoid
(Nn0 ,+), if for any finite subset B ∈ Nn0 and every ν ∈ B, a setNL,B(ν) ⊂ {1, . . . , n}
of multiplicative indices is defined and consequently a submonoid M(ν,B) :=
{µ | ∀j /∈ NL,B(ν) : µj = 0} such that the following hold for the involutive cones
CL,B(ν) := ν +M(ν,B).
1. For any two elements, ν, µ ∈ B such that CL,B(ν) ∩ CL,B(µ) 6= ∅, then
CL,B(ν) ⊂ CL,B(µ) or CL,B(µ) ⊂ CL,B(ν).
2. If B′ ⊂ B, then NL,B ⊂ NL,B′ .
Remark 2.1.2. In words, the involutive division L is a rule that assigns to every
pair B ⊂ Nn0 and ν ∈ B the set NL,B(ν). It is not obvious how this rather
technical definition is related to our interest in decomposing monoid ideals into
disjoint cones, but it is in fact tailor-made for such a decomposition. Here’s how.
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For a finite basis, B, for an ideal J , and an involutive division L on Nn0 , we define
the involutive span of B with respect to the division L to be the union of the
involutive cones of the elements of B,
〈B〉L :=
⋃
ν∈B
CL,B(ν). (2.2)
If the involutive span of B happens to equal the whole ideal J (warning: for a
given set B, finding an involutive basis for 〈B〉 is in general not an easy problem),
then we say that B is a weak involutive basis for J . Now, thanks to conditions 1.
and 2. in Definition 2.1.1, we can actually reduce the (weak) basis B to a strong
involutive basis B′ where all the involutive cones in 〈B′〉L are disjoint. To see this,
assume that two cones in (2.2), CL,B(ν) and CL,B(ν ′), intersect. By condition 1.
above, one is included in the other, say CL,B(ν ′) ⊂ CL,B(ν). Now simply drop ν ′
from the weak basis B to obtain the set B1 := B\{ν}. By condition 2. above, in the
involutive span 〈B1〉L, the involutive cones have all increased and so 〈B〉L ⊂ 〈B′〉L.
But both are included in the ideal J so B′ is indeed a weak basis for J . There are
only finitely many elements in B, so continuing this process will eventually lead
to a set B′, whose involutive span is still J , and all of whose involutive cones are
disjoint.
The most important involutive division for our purposes is the Pommaret di-
vision, denoted by P , and defined as follows. For a multi-index ν, define its set of
multiplicative variables NP (ν) := {1, 2, . . . , cls(ν)}, where cls(ν) := min{i | νi 6=
0}, is the class of the multi-index ν. Proving that this actually gives a division
is an easy exercise. Notice how P does not depend on the set B which ν belongs
to. Such divisions are called global. This property is convenient for computations:
In the process of determining a Pommaret basis, we do not need to constantly
calculate the change in multiplicative indices as we add or eliminate elements from
our potential basis (cf. condition 2. in Definition 2.1.1.)
We mention here another division, the Janet division, denoted by J , whose
surprising connection to the Pommaret division facilitates the existence theory of
11
Pommaret bases (see [46, Chapter 4.3]). It is defined as follows. Let B ⊂ Nn0 ,
and ν ∈ B. For (dk, dk+1, . . . , dn) ∈ Nn−k+10 define the set
(dk, dk+1, . . . , dn)B := {ν ∈ B | νi = di, k ≤ i ≤ n}.
We declare the index l to be multiplicative for ν in B if νl = max{µl | µ ∈ B, µ ∈
(νl+1, . . . , νn)B}.
Example 2.1.3. Let B = {a, b, c} = {(2, 0, 1), (1, 1, 0), (1, 0, 2)} ⊂ N30. Then
NP (a) = NP (b) = NP (c) = {1},
while
NJ,B(a) = NJ,B(b) = NJ,B(c) = {1, 2, 3}.
And so B is a Janet basis for 〈B〉 but not a Pommaret basis. In fact 〈B〉 has no
finite Pommaret basis.
An involutive division, L, is called Noetherian if every ideal in Nn0 has an
involutive basis with respect to L. The Janet division is Noetherian while the
Pommaret division is not (as seen in the previous example).
Turning to polynomials, let F = {f1, . . . , ft} be a finite subset of P that is
head-autoreduced, i.e. no two elements of F have the same leading term. For
an involutive division, L, on Nn0 , we can assign the elements of F multiplicative
variables in {x1, . . . , xn} in the following, obvious, way. Let νi = le(fi) and let
B = {ν1, . . . , νt}. Now assign to fi the set of multiplicative variables
XL,F(fi) = {xj | j ∈ NL,B(νi)} ⊂ {x1, . . . , xn}.
The subalgebra of P of polynomials that only involve the variables in XL,F(fi) is
denoted
k[XL,F(fi)],
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and the set
k[XL,F(fi)] · fi
is called the involutive span of fi. Similarly, the direct sum
⊕
fi∈F
k[XL,F(fi)] · fi
is called the involutive span of F . Notice that if F happens to be a Gröbner basis
for I = 〈F〉 and B is an involutive basis for J = 〈B〉, then we can write I as a
direct sum
I = ⊕
fi∈F
k[XL,F(fi)] · fi. (2.3)
In this case F is said to be an involutive basis for I with respect to the division
L. The converse also holds; if (2.3) is true then F is an involutive division, as can
easily be checked. We denote the complement of XL,F(fi) of non-multiplicative
variables by X¯L,F(fi). Since the Pommaret division plays a central role in this
paper, we give the following definition.
Definition 2.1.4. The set F ⊂ P , generating the ideal I = 〈F〉, is said to be
involutive if it is involutive with respect to the Pommaret division.
The algorithm that computes the involutive normal form of a polynomial f
with respect to a set H is referred to as NormalFormL(f,H) and the algorithm
that performs an involutive head-autoreduction of a set H ⊂ P with respect to
the Pommaret division is referred to as PomHeadAutoReduce(H).
2.2 Involution algorithms
The remarkable algorithms that compute involutive bases of polynomial ideals
(and some more general types of modules, see [46]) suffer, in the case of the Pom-
maret division, from the problem of δ-regularity: A given ideal does not have a
Pommaret basis in all variables. However, for any ideal I, there always exists a
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change of variables in which I indeed has a Pommaret basis. The proof of this
fact uses the surprising similarity between the Pommaret and the Janet division.
The latter division satisfies two important regularity conditions; it is Noetherian
and constructive. This guarantees, firstly, the existence of a Janet basis for any
ideal and, secondly, allows for an effective algorithm to compute such a basis. The
connection between the Pommaret and the Janet division allows for the follow-
ing strategy for obtaining a Pommaret basis. First calculate a Janet basis using
Algorithm 1. This algorithm is the standard algorithm for computing involutive
bases for Noetherian and constructive divisions, with a minor modification. In
Lines /1/ and /9/ we perform the involutive autoreductions with respect to the
Pommaret basis. The result is still a Janet basis, but it is Pommaret autoreduced.
Then we compare the multiplicative variables of the resulting basis w.r.t. both
the Pommaret and the Janet division. If all multiplicative variables agree, then
we have a simultaneous Pommaret and Janet basis. If they do not agree, then the
theory suggests a certain change of variables that is guaranteed to increase the
Pommaret span of our Janet basis asymptotically. The algebro-geometric connec-
tion of Pommaret bases to the Castelnuovo-Mumford regularity of I then proves
that this procedure will eventually terminate with a Pommaret basis. See [46,
Chapters 4-5] for the (again, remarkable) full story.
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Algorithm 1: Involutively Pommaret head-autoreduced Janet basis
Input : A finite set F ⊂ P
Output: An involutively Pommaret head-autoreduced Janet basis H of
I = 〈F〉
1 H ← PomHeadAutoreduce(F);
2 loop
3 S ← {xjh | h ∈ H, xj ∈ X¯J,H(h), xjh /∈ 〈H〉J};
4 if S = ∅ then
5 return H;
6 else
7 end
8 choose g¯ ∈ S such that le(g¯) = min le(S);
9 g ← NormalFormJ(g¯,H);
10 H ← PomHeadAutoReduce(H ∪ {g})
11 end loop
We develop a rather simple, linear algebra-based algorithm for finding δ-regular
coordinates. We begin by defining the operator
prk(F) = {xνf | f ∈ F , |ν|+ deg f ≤ k}, (2.4)
that takes F and “prolongs” it to degree k. For a finite set of polynomials, F ⊂ P
we compute a set F (q+) in the following way. First set F (q+) = F . Next perform
an autoreduction of each set pik¯
(
prq+1(F)
)
, 1 ≤ k ≤ q+1, and add each appearing
polynomial of degree ≤ q to the set F (q+). Now repeat this process, starting with
F (q+) instead of F . When we stop getting new polynomials, we terminate the
process. In words, we are collecting all polynomials in I = 〈F〉 that have order
≤ q and can be obtained by successively applying prq+1, starting with F . It is
easily seen that F (q+) is a k-linear basis (autoreduction has prevented common
leading terms) for the space of polynomials that can be obtained in this way. We
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note that this is, for complicated ideals, in practice, computationally demanding
to say the least. However, when completing a differential equation to its involutive
form, [46], one is forced to compute all prolongations of the defining equations for
the system at hand in the search for integrability conditions. Therefore one must
compute the set (2.4) for the differental equation’s symbol module anyway! The
forthcoming algorithm was designed to apply to Cartan’s equivalence method,
[14, 36], where the same principle applies; one cannot escape having to compute
entire sets of the form (2.4). We give a very simple example elucidating the
computation of the sets F (q+).
Example 2.2.1. Let F = {x2 + y, x} and work with degrevlex with x < y. Then
pr2(F) is the set consisting of
x2 + y, x2, xy, x.
Performing an autoreduction gives the set {x2, xy, y, x} and applying pr2 once
more gives {x, y, x2, xy, y2}. At this point no more autoreductions are possible.
In the language introduced above, we have
F (1+) = {x, y}.
Let I = 〈F〉 be an ideal generated by the set F = {f1(x), . . . , ft(x)} and
make the following (rather strict) assumption on the coordinates x. When we
run the set F through Algorithm 1 and find a Pommaret autoreduced Janet
basis, for each intermediate set H obtained along the way (in Line /10/), the
Pommaret and Janet multiplicative variables for le(H) agree. We say that such
coordinates are super asymptotically regular (or σ-regular for short) for F with
respect to Algorithm 1. This seems a rather luxurious assumption to make but our
forthcoming algorithm does not require us to know explicit σ-regular coordinates;
it is enough for us to know that such coordinates always exist, and, in fact,
abound as they form a Zariski open set in GL(n,k) being a finite intersection
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of asymptotically regular coordinates (see [46, Theorem 4.3.15]). For σ-regular
coordinates Algorithm 1 will terminate with a Pommaret basis, H, for I, which
according to [16] is the unique minimal Janet basis also. Notice that this algorithm
expands the original generating set F to a Pommaret basis by, at each step, looking
at “one degree increments” xjf of elements of F and doing a Pommaret head-
autoreduction. Let p + 1 be the maximal degree of all polynomials computed
during the determination of the set S in Line /3/ by Algorithm 1 (this means
that the algorithm returns a Pommaret basis of order p). Since the set F (p+) is a
k-linear basis for the space of all polynomials that can be attained by repeatedly
applying prp+1 to F , and H is obtained only by applying prolongations from
prp+1, we can write each Pommaret basis element h ∈ H uniquely as a k-linear
combination
h =
∑
f∈F(p+)
cff, cf ∈ k.
This means that there is a unique fh ∈ F (p+) with the same leading exponent as
h, le(h) = le(fh). Therefore, the subset
H˜ = {fh}h∈H ⊂ F (p+) (2.5)
is a Pommaret basis for I. We should mention that this crude method of obtaining
a Pommaret basis is not specific to Algorithm 1, but holds for any Buchberger-type
algorithm for computations of Gröbner bases.
Theorem 2.2.2. Let I = 〈F〉 be given in σ-regular coordinates for F w.r.t Algo-
rithm 1. If p is the maximal degree of a g¯ found in Line /8/ of Algorithm 1 when
applied to the set F , then F (p+) is a weak Pommaret basis for I and a k-linear
basis for I(≤p) = I ∩ P(≤p).
Proof. We have already proven that F (p+) is a weak Pommaret basis, since it
contains a Pommaret basis. To see that F (p+) is a k-linear basis for the space of
polynomials of degree at most p in I, let g ∈ I(≤p) and define the set H˜ as in (2.5)
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for H the Pommaret basis computed by Algorithm 1. We can write
g =
∑
f∈H˜
P ff, deg P ff ≤ deg g ≤ p,
but this trivially implies that h ∈ 〈F (p+)〉k since each P ff ∈ 〈F (p+)〉k.
A slightly stronger result is available for homogeneous polynomials. Remember
that in σ-regular coordinates, Algorithm 1 returns the unique minimal Pommaret
and Janet basis for I.
Corollary 2.2.3. Let the homogeneous ideal I = 〈F〉 be given in σ-regular coor-
dinates for F w.r.t Algorithm 1. If there exists a qth degree Pommaret basis for
I, then F (q+) is a weak Pommaret basis for I and a k-linear basis for I(≤q).
Proof. This will follow by Theorem 2.2.2 if we can show that the modified algo-
rithm will only compute g¯ with deg(g¯) ≤ q. The important difference between
the homogeneous and the non-homogeneous cases is that if at some point we have
deg(g¯) = p then the normal form in Line /9/ is also of degree p if I is homoge-
neous. Since this algorithm is sure to find the Pommaret basis of degree q (by
uniqueness of a minimal Janet basis), it is clear that all the normal forms g¯ also
have degree at most q.
This proof obviously will not work for non-homogeneous ideals, since then it
could happen that a normal form in Line /9/ of Algorithm 1 has much lower
degree than its progenitor g¯, and could drastically alter the degree of the set H
after autoreduction in Line /10/.
2.3 Coordinate independent quantities
Given an ideal I = 〈F〉 = 〈{f1(x), . . . , ft(x)}〉, where deg F ≤ q, in coordinates
x (not necessarily δ-regular), we wish to find coordinates in which a Pommaret
basis exists and to compute it. We know from the results in the last section that
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if x are σ-regular, and all the g¯ computed in Line /8/ in Algorithm 1 have degree
≤ q then F (q+) is a weak Pommaret basis. We begin this section by introducing
some coordinate independent quantities that will be helpful.
Let F (q+)q be the set of qth degree polynomials in F (q+), i.e. F (q+)q = piq¯
(
F (q+)
)
,
and perform a Pommaret head-autoreduction on the set
{xi · gj | 1 ≤ i ≤ n, gj ∈ F (q+)q }
to obtain a set we denote F (q+)q+1 . Let z(q+1) be the number of different leading
monomials of polynomials of degree exactly q + 1 in F (q+)q+1 and, dually, let r(q+1)
be the number of q + 1 degree monomials that are not leaders of polynomials
from F (q+)q+1 . In general we say that a monomial that is not a leader in a set of
polynomials is parametric for that set.
Example 2.3.1. Continuing our simple running example, where F = {x2 +
y, x}, we had found that F (1+) = {y, x}. During the computation of this set we
computed the autoreduced set F (1+)2 = {x2, xy, y2} and we have that z(2) = 3 and
r(2) = 0. Going up one order, we will obviously find that
F (2+) = {y, x2, xy, y2} and F (2+)3 = {x3, x2y, xy2, y3}, (2.6)
and so z(3) = 4 and r(3) = 0.
Notice that the numbers z(q+1) and r(q+1) are coordinate independent, i.e. we
obtain the same numbers if we first perform a linear change of coordinates x 7→ x¯
to obtain F¯ = {f1(x¯), . . . , ft(x¯)} and calculate F¯ (q+)q+1 . Of course, this is because
of the degree preserving algebra-isomorphism between P = k[x1, . . . , xn] and P¯ =
k[x¯1, . . . , x¯n] induced by a change of coordinates. Similarly, the dimension of the
space 〈F (q+)〉k as a subspace of the k-linear space P(≤q) is coordinate independent.
Example 2.3.2. For the initial set F = {x2 + y, x}, consider the change of
variables x = t+s, y = s. In the new variables we have F¯ = {(t+s)2 +s, t+s} =
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{t2 + 2ts+ s2 + s, t+ s} and pr2(F¯) is equal to
{t2 + 2ts+ s2 + s, t2 + ts, ts+ s2, t+ s}.
An autoreduction at each fixed order of this set gives
{t, s, t2 + ts, ts+ s2}
and applying pr2 once more and doing an autoreduction gives {t, s, t2, ts, s2}.
Therefore we have
F¯ (1+) = {t, s} and F¯ (2+) = {t, s, t2, ts, s2},
which obviously generate isomorphic k-linear spaces to their counterparts in the
variables x and y, cf. (2.6).
For a set F , in σ-regular coordinates, of maximal degree ≤ q, we can test
whether or not Algorithm 1 finds a Pommaret basis by only looking at polynomials
g¯ in Line /8/ that have degree at most q, in the following way. If it did, by Theorem
2.2.2, F (q+) would be a weak Pommaret basis for I. Now, if xµ is Pommaret
multiplicative for f and cls µ = i, then xi is Pommaret multiplicative for xµ−if .
A simple consequence of this property of the Pommaret division is that, if F (q+)
is a weak Pommaret basis, every leader of a polynomial in I(q+1) = I ∩ P(q+1) is
a Pommaret multiplicative product of a polynomial in F (q+)q . Then, the set F (q+)q+1
is actually the same as I(q+1). Let w(q)i be the number of leaders in F (q+)q of class
i. We then have the equality
z(q+1) =
∑
iw
(q)
i ,
or, dually, letting s(q)i be the number of parametric monomials of class i for F (q+)q ,
r(q+1) =
∑
is
(q)
i . (2.7)
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Conversely, if, after computing F (q+)q and F (q+)q+1 , we obtain the equality (2.7)
then, since local Pommaret bases are global ([46, Chapter 4.1]) and F (q+) is a
k-linear basis for I(≤q), F (q+) is a weak Pommaret basis for I.
Theorem 2.3.3. Let I = 〈F〉 = 〈f1(x), . . . , ft(x)〉, with F of maximal degree
≤ q. Then F (q+) is a weak Pommaret basis for I if and only if r(q+1) = ∑ is(q)i .
Since the Pommaret span of a set of polynomials is trivially smaller than the
ordinary span, we always have the inequality z(q+1) ≥ ∑ iw(q)i , or, dually,
r(q+1) ≤∑ is(q)i . (2.8)
We call the numbers s(q)i the Cartan characters of degree q for the set F (q+)q .
We can test whether there exists a Pommaret basis for I by checking (2.8) at
increasing orders q (note that if I has a qth order Pommaret basis then it has a
Pommaret basis at all orders above q). This is guaranteed to eventually work (for
q large enough) if we happen to be, serendipitously, in σ-regular coordinates for
our initial generating set. But that is certainly not always the case.
Example 2.3.4. Let F = {x2 + y, y2}. An easy computation finds that
F (2+) = F
and r(3) = 0 while s(2)1 = |{xy}| = 1 and s(2)2 = 0. Plugging these values into (2.8)
gives
r(3) = 0 <
∑
is
(2)
i = 1 · 1 + 2 · 0 = 1,
and the involutivity test fails. However, at the next order, we find that
F (3+) = {x3 + xy, x2y + y2, xy2, y3}
and r(4) = s(3)1 = s
(3)
2 = 0 so the involutivity text is passed and there is a Pommaret
basis of order three. Of course, in this simple example, this is all quite obvious
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but we will show below, using Theorem 2.3.3, that the ideal I = 〈F〉 does not
have a Pommaret basis of degree two in any variables.
Borrowing the ideas of Cartan from his theory of exterior differential systems
in differential geometry, we develop an involutivity test for polynomial ideals.
Notice that some of the quantities in Theorem 2.3.3 (namely dimk piq
(
F (q+)q
)
and
r(q+1)) are geometric invariants (i.e. coordinate independent), so maybe there is
some hope of developing a coordinate independent version of the test in Theorem
2.3.3. The problem with such a test will then concern the non-invariant numbers
s
(q)
i . Notice that s
(q)
1 , the number of parametric monomials of degree q for the set
F (q+)q having class 1, is equal to
the rank of
{
x1xJ
}
|J |=q−1
in the k-linear quotient space P(q)/〈piq
(
F (q+)q
)
〉k.
Remark 2.3.5. The above argument works because the normal form of a mono-
mial x1xJ of class 1 with respect to the set F (q+)q will still be of class 1 because
we are using the degree reverse lexicographic order which is the unique class-
respecting order. This term order has an important connection to Pommaret
bases and the fact that our algorithm only works for this choice underscores this
connection.
Similarly, the number s(q)2 , of parametric monomials for F (q+)q having class 2,
is the difference of
the rank of
{
x2xJ
}
|J |=q−1 ∪
{
x1xJ
}
|J |=q−1 (2.9)
and the previously found s(q)1 in the k-linear quotient space P(q)/〈piq
(
F (q+)q
)
〉k,
and so on.
If we consider the original generating set F for I in different variables x¯ = Ax,
for some fixed matrix A, and calculate F¯ (q+), we obtain the same number of
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parametric monomials of degree q + 1, r(q+1). On the other hand, we might very
well obtain different numbers, s¯(q)i , of parametric monomials of the different classes
i. Beginning with the number s¯(q)1 , it is equal to
the rank of
{
x¯1x¯J
}
|J |=q−1 ,
in P¯(q)/〈piqF¯ (q+)q 〉k. As before, we view P¯(q) as a k-linear space with basis con-
sisting of all x¯K , with K ∈ Nn0 with |K| = q. As mentioned above, a change of
variables induces an isomorphism between P(q) and P¯(q) and we can write each
x¯K as a linear combination of monomials in the x variables:
x¯K = AKL xL, (2.10)
where A is a certain invertible matrix whose entries are |K|th degree polynomials
in the entries of the change of variables matrix A, where x¯ = Ax. We can therefore
view the xL as vectors in P¯(q), and since A is invertible, the set {xL}|L|=q is a basis
for P¯(q). With this point of view, see that the elements of the set
{
x¯1x¯J
}
|J |=q−1
are invertible linear combination of elements from
{
x¯1xJ
}
|J |=q−1. Here, we are
writing x¯1xJ for the linear combination ∑ a1jxjxJ , where x¯1 = ∑ a1jxj for a1j in
the first line of the change of variables matrix A. It is now clear that
the rank of
{
x¯1x¯J
}
|J |=q−1 = the rank of
{
x¯1xJ
}
|J |=q−1 , (2.11)
in the k-linear space P¯(q)/〈piqF¯ (q+)q 〉k. Again, by the isomorphism between P(q) '
P¯(q), this rank is equal to
the rank of
{
a1jx
jxJ
}
|J |=q−1 , (2.12)
in the k-linear quotient space P(q)/〈piq
(
F (q+)q
)
〉k in the original variables.
Note that because of the inequality (2.8) it is desirable to minimize the sum∑
is¯
(q)
i over all coordinate changes in the search for δ-regular coordinates. In order
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to achive this, it is at least intuitive to first maximize s¯(q)1 by choosing the vector
v1 = (a11, . . . , a1n) ∈ Rn such that the rank in (2.12) is maximized. This gives a
choice of x¯1 = v1 ·x, where v1 ·x is the Euclidean inner-product of v1 and x in Rn.
Next, we wish to maximize s¯(q)2 , that is the number of parametric monomials
in piqF (q+)q of class 2, having already chosen x¯1. This means maximizing
the rank of
{
x¯1xJ
}
|J |=q−1 ∪
{
a2jx
jxJ
}
|J |=q−1 ,
in P(q)/〈piqF (q+)q 〉k over all v2 = (a21, . . . , a2n). This gives a maximal rank of r¯(q)2
and we notice that then s¯(q)2 satisfies r¯
(q)
2 = s¯
(q)
1 + s¯
(q)
2 . Again, such a v2 gives a
choice of x¯2 = v2 · x. Let us denote the set
{
x¯jxJ
}
|J |=q−1, where x¯
j = vj · x, by
C(vj). At the jth stage we maximize
the rank of C(v1) ∪ · · · ∪ C(vj) in P(q)/〈F (q+)q 〉k (2.13)
over all vj (having already fixed v1, . . . , vj−1) and obtain some number r¯(q)j . Then
we can see that s¯(q)j satisfies s¯
(q)
1 + · · ·+ s¯(q)j = r¯(q)j . We continue like this until we
have chosen new variables x¯ = (v1 · x, . . . , vn · x).
Remark 2.3.6. Let r(q) be the number of parametric monomials for piqF (q+)q and
notice that it is a coordinate independent quantity. Since, in all variables, we have
r(q) = ∑ s(q)i , after having made a choice of v1, . . . , vn−1 and obtained characters
s¯
(q)
1 , . . . , s¯
(q)
n−1, the last character s¯(q)n is strictly determined as r(q)− s¯(q)1 −· · ·− s¯(q)n−1.
Example 2.3.7. Consider the ideal in R[x, y] generated by F = {x}. As before,
we order x < y and use the degrevlex. Obviously F (1+) = {x} and s¯(1)1 is the
maximal rank of
ax+ by,
over all (a, b) ∈ R2, in the quotient space P(1)/〈F (1+)1 〉k = P(1)/〈x〉k. Obviously
this rank is 1 and is attained for all vectors (a, b) such that b 6= 0. Notice that the
original coordinates correspond to the choice (a, b) = (1, 0) and therefore land in
the Zariski closed set in R2 of non δ-regular coordinates.
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2.4 Reduced Cartan characters
Unfortunately, and somewhat surprisingly, the above described routine does not
minimize ∑ is¯(q)i over all coordinate changes x 7→ x¯. See [36, p. 354] for a counter
example. We need to make a slight modification to our routine that, unfortunately,
is quite a bit less transparent. At the first stage we maximize (2.12) and obtain
the maximal possible number, s˜(q)1 , of parametric monomials of class 1 and degree
q for F (q+)q among all coordinates. Say we have obtained s˜(q)1 , . . . , s˜(q)j−1. At the jth
stage, for j > 1, we maximize the rank in (2.13) over all j-tuples v1, v2, . . . , vj
where we have not fixed v1, . . . , vj−1. This will give some integer r˜(q)j , and we
define s˜(q)j by requiring that s˜
(q)
1 + · · ·+ s˜(q)j = r˜(q)j . Note that this method does not
give an explicit coordinate change, but we prove below that there exists a change
of coordinates x 7→ x˜ such that s˜(q)i is the number of parametric monomials for
piqF (q+)q in the variables x˜. We call the numbers s˜(q)i the reduced Cartan characters
for F (q+)q . For the time being assume that such coordinates exist and notice that
the maximal rank r˜(q)n−1 is the maximal possible number of parametric monomials
of class ≤ n− 1 over all coordinate changes. Then s˜(q)n is uniquely determined by
Remark 2.3.6 and minimal among all coordinates. This means that in x˜ we have
the maximal possible number of leaders of class n in F (q+)q . Let β˜(q)i denote the
number of leaders of class i in F (q+)q in the variables x˜. Similarly, since, in the x˜,
we have the maximal possible number of parametric monomials of class ≤ n − 2
(having maximized (2.13) for j = n−2 over all possible coordinates v1, . . . , vn−2),
we have the maximal number of leaders of class n−1, β˜(q)n−1 among those coordinates
in which there are β˜(q)n leaders of class n in F (q+)q . Iterating this argument we see
that, by definition, x˜ are asymptotically regular for the set F (q+)q . Conversely, all
asymptotically regular coordinates for F (q+)q must have the same number, β˜(q)i , of
leaders of class i as do x˜, and hence also the same Cartan characters s˜(q)i . Since
for any given Pommaret head-autoreduced set, asymptotically regular coordinates
form a Zariski open (and hence dense) set in GL(n,k), we see that the possible
coordinates x˜ are abundant.
25
Example 2.4.1. Continuing our analysis of the ideal generated by F = {x2 +
y, y2} in Example 2.3.4, let us check for involutivity at order 2 for this ideal. We
have pi2
(
F (2+)
)
= {x2, y2} and we would like to first maximize the rank of the
space generated by
{(ax+ by)x, (ax+ by)y}
in P/pi2
(
F (2+)
)
. This is easily achieved by computing the normal forms w.r.t.
pi2
(
F (2+)
)
,
(ax+ by)x→ bxy,
(ax+ by)y → axy.
(2.14)
Now, the k-linear space generated by these two normal forms is always one di-
mensional and so s˜(2)1 = 1 while s˜
(2)
2 = 0. Since r(3) = 0 we will never satisfy the
test in (2.8) in any variables.
Remark 2.4.2. If F (q+) is a weak Pommaret basis in some variables x, then
le(F (q+)q ) is a Pommaret basis for 〈le(F (q+)q )〉 (since le(F (q+)q ) is locally involutive)
and hence, x are asymptotically regular for F (q+)q . From the discussion above,
F (q+)q must have the Cartan characters s˜(q)i in the variables x, and since F (q+) is
a weak Pommaret basis, we have equality in (2.8)
r(q+1) =
∑
is˜
(q)
i .
We can combine the preceding remark with Theorem 2.3.3 to obtain our fun-
damental results. But we stress that they only hold for the degree reverse lexico-
graphic order.
Theorem 2.4.3. Let I = 〈F〉 and deg F ≤ q. There exist variables in which the
set F (q+) is a weak Pommaret basis if and only if r(q+1) = ∑ is˜(q)i .
Since Algorithm 1 terminates in σ-regular coordinates, F (q+) will eventually
become a weak Pommaret basis for I = 〈F〉 for large enough q in such coordinates.
But this means that we will eventually obtain the equality r(q+1) = ∑ is˜(q)i .
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Theorem 2.4.4. Let I = 〈F〉 and deg F ≤ q. An algorithm that successively
computes F (p+), r(p+1) and s˜(p)i for p = q, q + 1, q + 2, . . ., will eventually obtain
equality
r(p+1) =
∑
is˜
(p)
i ,
and hence a weak Pommaret basis in some variables x˜.
Remark 2.4.5. Theorem 2.4.4 provides no indication of what is the most efficient
way of carrying out the necessary computations of F (p+), r(q+1) and s˜(p)i . However,
given an initial set F , it is clear that, in more substantial examples than we shall
consider here, first computing a Gröbner basis for I = 〈F〉 with respect to the
degree reverse lexicographic order will cut down the computational load. This
is because the reduced Gröbner basis will have lower order than the Pommaret
basis so there is no danger in completing F to a Gröbner basis first. This will also
prevent any new lower order polynomials popping up during the computation of
F (p+) by the defining property of Gröbner bases.
Remark 2.4.6. We note that the above methods and theorems all hold in the
more general setting of free modules P × m· · · × P = P ⊗ km with the term over
position ordering for the degree reverse lexicographic one. Let ei be the standard
basis elements of km. A typical “monomial” in P ⊗km is then of the form xJ ⊗ ei
and the set of these for all |J | = q is a k-linear basis for P(q) ⊗ km. Now, let
I ⊂ P ⊗ km be a submodule generated by a set F ⊂ P ⊗ km, the number of
parametric monomials of degree q and class 1 for the set F (q+)q in new variables x¯
with x¯1 = ∑ a1jxj is
the rank of
{∑
a1jx
jxJ ⊗ ei
}
|J |=q−1,1≤i≤m (2.15)
in the k-linear space (P(q) ⊗ km)/〈piq
(
F (q+)q
)
〉k. Here, F (q+) is defined in the
exact same way as in the ideal case. We notice however that in the search for
asymptotically regular coordinates, nothing is gained by changing coordinates for
the space km. To see why, notice that such a change will map ei 7→ bji e¯j and
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performing elementary row operations will transform the set
{∑
a1jx
jxJ ⊗ bji e¯j
}
|J |=q−1,1≤i≤m
back to the set {∑
a1jx
jxJ ⊗ e¯i
}
|J |=q−1,1≤i≤m .
2.5 Examples
Let us finally look at a few simple examples where we implement the above ideas.
It remains to be seen whether the ideas presented above can be used to boost
the fastest current algorithms that compute Pommaret bases and δ-regular coor-
dinates.
Example 2.5.1. Let x < y < z and as always we use the degrevlex. Let I
be the ideal, in R[x, y, z], spanned by the set F = {f1, f2, f3} := {z2 − y2 −
2x2, xz + xy, yz + y2 + x2}. This ideal is an example of one that does not have
a Pommaret basis in the chosen variables. Our method detects coordinates in
which I does have a Pommaret basis of degree two and the computations are easy
enough to be done by hand. First we need to count the number of parametric
monomials of order 3 after one prolongation of the given generating set, i.e. after
one application of pr3. We do not have to worry about any new polynomials of
order ≤ 2 appearing since I is homogeneous and there will be no need to apply
pr3 more than once.
It is relatively easy to see that this number is r(3) = 3. Next, we maximize the
rank of
{x˜1xJ}|J |=1 = {x˜x, x˜y, x˜z} = {(ax+ by + cz)x, (ax+ by + cz)y, (ax+ by + cz)z},
(2.16)
modulo the set F = {z2 − y2 − 2x2, xz + xy, yz + y2 + x2}. To set up this
calculation, notice that the parametric monomials for F are E := {x2, xy, y2}
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and so each homogeneous second degree polynomial, after subtracting an R-linear
combination of elements in F , is an R-linear combination of the elements from E .
Our strategy is then to reduce each x˜1xJ in (2.16) to its normal form w.r.t. F and
then viewing the resulting combination of elements of E as a vector in R|E| = R3,
the rank of which we can maximize by elementary means. The normal forms of
the elements from (2.16) are
(ax+ by + cz)x→ ax2 + (b− c)xy ≡ (a, b− c, 0) ∈ R3,
(ax+ by + cz)y → −cx2 + axy + (b− c)y2 ≡ (−c, a, b− c) ∈ R3,
(ax+ by + cz)z → (2c− b)x2 − axy − (b− c)y2 ≡ (2c− b,−a, c− b) ∈ R3.
Maximizing the rank of these three vectors in R3 is the same as maximizing the
rank of the matrix 
a b− c 0
−c a b− c
2c− b −a c− b
 . (2.17)
There are many easy choices of a, b, c that maximize this to full rank 3. One
example is (a, b, c) = (0, 1, 0), i.e. x˜ = y, giving the rank 3 matrix

0 1 0
0 0 1
−1 0 −1
 .
The first reduced Cartan character is therefore s˜(2)1 = 3. Next, we maximize the
rank of C(v1) ∪ C(v2) in the quotient space P(2)/〈pi2
(
F (2+)2
)
〉R but by the normal
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form calculations above this is equivalent to maximizing the rank of the matrix

a b− c 0
−c a b− c
2c− b −a c− b
a′ b′ − c′ 0
−c′ a′ b′ − c′
2c′ − b′ −a′ c′ − b′

. (2.18)
Since we have already seen that (a, b, c) = (0, 1, 0) maximizes the rank of the
first three rows to 3, and since there are only 3 columns, we must have s˜(2)2 = 0.
Similarly we have s˜(2)3 = 0. Since r(3) = 3 =
∑
is˜
(2)
i = 1 · 3 + 2 · 0 + 3 · 0,
Cartan’s test is successful for any choice of y˜ and z˜, as long as the linear change
of variables is invertible. Arbitrarily, we choose y˜ = x and z˜ = z. That is, we
have just switched x and y. The generating set F in the new variables is (again,
we underline degrevlex leading terms)
F˜ = {z˜2 − x˜2 − 2y˜2, y˜z˜ + x˜y˜, x˜z˜ + x˜2 + y˜2},
which is easily seen to be involutive. The reduced Cartan characters s˜(2)1 = 3, s˜
(2)
2 =
0 and s˜(2)3 = 0 tell us the classes of the parametric monomials of degree 2, and we
can indeed check that these are
x˜2, x˜y˜, x˜z˜,
i.e. three of class 1, and none of class 2 and 3.
Notice that setting (a, b, c) = (1, 0, 0) in the matrix (2.17) would give the
suboptimal rank 2, which is symptomatic of the non δ-regularity of the original
variables x, y, z.
We have seen how our methods simplify in the homogeneous case. As expected,
further simplifications arise in the monomial case.
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Example 2.5.2. Another example of an ideal not having a finite Pommaret basis
in the given variables is I = 〈F〉 = 〈x2z, xy, xz2〉. We calculate pr4F and find
that r(4) = 6. The parametric monomials for F (3+)3 are
E3 = {x3, y3, y2z, yz2, z3}, |E| = 5,
and they will correspond to the columns of our matrices. Computing normal forms
of the elements in the set {x˜1xJ}|J |=2 w.r.t. F (3+)3 gives (for x˜1 = ax+ by + cz)
{x˜1xJ}|J |=2 →
{
ax3, by3 + cy2z, by2z + cyz2, byz2 + cz3
}
.
Setting up the corresponding matrix gives

a 0 0 0 0
0 b c 0 0
0 0 b c 0
0 0 0 b c
 . (2.19)
We obtain maximal rank s˜(3)1 = 4 by choosing, for example, (a, b, c) = (1, 1, 0).
Notice that the given coordinates correspond to the choice (a, b, c) = (1, 0, 0),
giving the far from optimal rank 1. At the next step, we need to maximize the
rank of 
a 0 0 0 0
0 b c 0 0
0 0 b c 0
0 0 0 b c
a′ 0 0 0 0
0 b′ c′ 0 0
0 0 b′ c′ 0
0 0 0 b′ c′

(2.20)
over all choices of (a, b, c), (a′, b′, c′) ∈ R3. The vectors (a, b, c) = (1, 1, 0) and
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(a′, b′, c′) = (0, 0, 1) will do, giving the matrix (2.20) full rank 5, and the reduced
character s˜(3)2 = 5− s˜(3)1 = 1. Before we perform the calculation for s˜(3)3 , which will
entail placing a copy of the matrix (2.19), with entries depending on a third vector
(a′′, b′′, c′′) underneath the matrix (2.20) and maximizing the rank, we notice that
since we have already attained full column rank of (2.20) we will find that s˜(3)3 = 0.
Now we check for involution using Cartan’s test, but we find that
r(4) = 6 =
∑
is˜
(3)
i = 1 · 4 + 2 · 1 + 3 · 0 = 6
and so there does exist a Pommaret basis of degree 3 after making the change of
variables x˜ = x + y, y˜ = z and z˜ = y. In the new variables the ideal becomes
I = 〈x2z, xy, xz2〉 7→ 〈(x˜−z˜)2y˜, (x˜−z˜)z˜, (x˜−z˜)y˜2〉 = 〈x˜y˜z˜−x˜2y˜, z˜2−x˜z˜, y˜2z˜−x˜y˜2〉
(after a little bit of autoreduction). As is easily checked, this generating set is
indeed a Pommaret basis for I.
Chapter 3
Cartan-Kuranishi completion
We can apply our results from the last chapter to the problem of completing
a differential equation to its involutive form, see [46]. Here, and in the rest of
the thesis, all diffeomorphisms, differential equations and maps are assumed real-
analytic. This is necessary since we need the Cartan-Kähler theorem to guarantee
local solvability of (well behaved) formally integrable equations, which requires
analyticity but all our constructions otherwise work in the smooth category. Let
E be the trivial bundle Rn × Rm → Rn in coordinates x ∈ Rn, u ∈ Rm, and
let Jq(E) be the space of q-jets of sections of E for 0 ≤ q ≤ ∞. We denote the
elements of Jq(E) by jqu|x or (x, u(q)).
Consider a qth order differential equation on E ,
F (x, u(q)) = 0. (3.1)
We denote the set of points in the qth order jet space that satisfy the equation
(3.1) by Rq ⊂ Jq(E).
Remark 3.0.1. We shall refer both to the equations (3.1) and the subset Rq ⊂
Jp(E) that they determine as a differential equation.
We can prolong the set (3.1) of equations to order q + 1 by adjoining to (3.1)
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all the equations
D1F = 0, . . . , DnF = 0, (3.2)
and obtain the set Rq,1 ⊂ Jq+1(E), where Di is the total derivative operator on
J∞(E),
Di =
∂
∂xi
+
∑
|J |≥0
uαJ,i
∂
∂uαJ
.
Note that every local solution to (3.1) must also satisfy the prolonged equation.
An integrability condition appearing when going from Rq to Rq,1 is an equation of
order at most q that is an algebraic consequence of the equations (3.2) but not an
algebraic consequence of the equations (3.1). That is, it is a new equation of order
(at most) q that solutions to (3.1) must satisfy and should be added to (3.1). The
set of points in Rq that also satisfy these integrability conditions is denoted R(1)q,1.
We can describe the set R(1)q,1 using the canonical projections pipt : Jp(E)→ J t(E),
0 ≤ t ≤ p ≤ ∞, between the jet spaces:
R(1)q,1 = piq+1q (Rq,1).
Note that the presence of integrability conditions is equivalent to the condition
that R(1)q,1 ( Rq.
More generally, adjoining all prolongations of (3.1) of order t, DJF = 0, J ∈ Nn0
with |J | = t, we arrive at the set Rq,t ⊂ Jq+t(E). We denote the projection
piq+tq+t−s(Rq,t) by R(s)q,t ⊂ Rq,t−s. The differential equation Rq is formally integrable
if R(s)q,t = Rq,t−s for all t ≥ s
For a qth order equation Rq ⊂ Jq(E), given by a system (3.1), we shall write
R∞ for the set of points in J∞(E) that satisfy (3.1) and all its prolongations (and
hence all integrability conditions of all orders).
Remark 3.0.2. To prevent too much degeneracy in our differential equations,
we assume that for all differential equations we encounter that the full system
R∞ ⊂ J∞(E) is fibered over all of Rn, i.e. the system does not impose any
restrictions on the independent variables alone. We shall refer to such differential
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equations as genuine differential equations.
Remark 3.0.3. If Rq is given by equations (3.1) and some equations are of order
strictly less that q we “complete” (3.1) to an equivalent qth order system in the
following way. Let Sq−1 ⊂ Jq−1(E) be the system determined by the equations in
(3.1) of order strictly less that q. Prolong all these equations to order q to obtain
Sq and replace Rq by Sq ∩Rq. Now repeat this process, prolonging each equation
of order < q to order q, and so forth. This process generates a decreasing sequence
of subspaces of Jq(E). Our regularity assumptions for the differential equations
we consider (cf. Remark 3.0.5) will guarantee that this sequence terminates at a
qth order system. This new system has an important property; if Fj(x, u(q−s)) = 0
is an equation in Sq ∩Rq, then any prolongation of it, DJFj = 0, |J | ≤ s, appears
as an equation in Sq ∩Rq. Assume Rq is complete in the above way and consider
a point (x0, u(q)0 ) ∈ Rq and let ϕ be a local solution to the equations of order
exactly q only, but such that jqϕ|x0 = (x0, u
(q)
0 ). Then we have, for any equation
Fj(x, u(q−1)) = 0 in Rq of order q − 1 that, for all i,
Di
(
Fj(jq−1ϕ|x)
)
= 0 and Fj(jq−1ϕ|x0) = 0.
But this means that ϕ is a local solution to all equations in Rq of order q − 1,
Fj(j(q−1)ϕ|x) = 0. Similarly, ϕ is a local solution to all the lower order equations
in Rq. This means that for questions of local solvability it is sufficient to consider
systems Rq that are determined by equations of order exactly q only. We assume
all differential equations Rq have been completed in this way and by the symbol
of Rq we mean the symbol of all equations of top order q.
Remark 3.0.4. We should mention that the issues alluded to in the last remark
only pose a problem globally. Locally, each equation Φ(x, u(q)) = 0 can be put in
solved form,
uαJ = Ψ(x, u(q)),
and restricting to the (dense, open) subset of Rq where it, and all the systems
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in the decreasing sequence constructed in Remark 3.0.3, can be written in solved
form obviously bypasses any issues of termination of this sequence.
Remark 3.0.5. Let Rq be a differential equation and let j∞u|x ∈ R∞. An inte-
grability condition appearing in R(s)q,t ( Rq,t−s enlarges the symbol module of the
original Rq at pi∞q (j∞u|x) and by the Hilbert basis theorem we will eventually stop
finding such integrability conditions and the symbol module eventually stabilizes
at each point. To make sure that this happens at the same time for all points
in R∞ we make the following assumption on all equations in this thesis: For all
s ≤ q+ t, R(s)q,t is a submanifold in Jq+t−s(E) and there is a p∗, called the regularity
order of Rq, such that the fibers of
R(s)q,t → piq+t−sp∗
(
R(s)q,t
)
have constant dimension for all s, t such that q + t − s ≥ p∗. This will prevent
the degeneracy mentioned above since above the regularity order the symbol mod-
ules have the same homogeneous dimensions at different points in the differential
equation.
This will also guarantee that the completion process of a differential equation
to some order q from Remark 3.0.3 will terminate with a system with the desired
properties as long as q is at least as large as the regularity order.
Definition 3.0.6. We say that Rq is regular if it satisfies the blanket assumption
from the previous remark (for some regularity order p∗) and for all s, t such that
q + t− s ≥ p∗ the symbol of R(s)q,t has constant reduced Cartan characters.
This definition is subtle and has important consequences; we shall prove in
Section 3.3 that it is equivalent to local solvability (modulo integrability condi-
tions) and it will be important when we tackle the thorny issue of tameness of Lie
pseudo-groups in the appendix.
Example 3.0.7. Consider the second order system, R2, of differential equations
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for maps
(x, y, u) 7→ (X(x, y, u), Y (x, y, u), U(x, y, u))
given by the first order equations
X = x, Y = y, U = u+ xUx + yUy,
Xx = Yy = Uu = 1, Xy = Xu = Yx = Yu = 0
(3.3)
and the trivial second order equations
Xij = Yij = Uij = 0, for all i, j ∈ {x, y, u}.
Obviously R(1)2 , given by the equations (3.3), is a manifold but the symbol of R(1)2
is non regular since for x = y = 0 the equation
U = u+ xUx + yUy
drops in degree. However, above the regularity order p∗ = 2 the symbol module is
uniform and so R2 is regular in the sense of Definition 3.0.6. Since R2 is formally
integrable it is locally solvable by our forthcoming results (in this simple example,
local solvability is obvious). We shall come back to this example in the appendix
when we discuss tameness of Lie pseudo-groups.
Definition 3.0.8. A formally integrable differential equation Rq ⊂ J∞(E) is
involutive if it has constant reduced Cartan characters and its symbol is involutive
at all points in Rq.
Remark 3.0.9. For regular differential equations, possibly after some prolon-
gation/projection, involution of the symbol at a point implies involution of the
symbol in an open neighborhood. We shall prove, in Section 3.3, that regular
equations can, again, possibly after some prolongation/projection, be written in
Cartan normal form, [46, p. 288], and therefore the Cartan-Kähler theorem applies
to obtain the structure of the local solutions. Better yet, this concept of regularity
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is essentially equivalent to being able to write the system in Cartan normal form,
thereby characterizing such equations. The motivation for our algorithm came
from the theory of Lie pseudo-groups, and we shall prove, in Appendix A, that
all Lie pseudo-groups are regular on a dense, open and invariant set.
At first sight, formal integrability (and involutivity) looks like a condition that
can only be affirmed by checking all prolongations of Rq, but fortunately there
exists a finite process for obtaining a formally integrable equation from the initial
set Rq if Rq is regular. The following theorem is the key (see [46]).
Theorem 3.0.10. Let Rq be a qth order, regular, differential equation whose sym-
bol is involutive and assume that R(1)q,1 = Rq, then Rq is formally integrable.
3.1 Completion for formally integrable equations
Assume, for simplicity, thatR := R∞ ⊂ J∞(E) is a formally integrable differential
equation given by a collection of equations
F (x, u(∞)) = 0, (3.4)
delaying the discussion of completing general PDEs to involution until the next
subsection.
Denote the standard contact forms on J∞(E) by ΥαJ := duαJ − uαJ,idxi, J ∈ Nn0 .
When we restrict the contact co-distribution on J∞(E) to R we get certain linear
dependencies among the ΥαJ according to
0 = dF = dHF + dV F = DiFdxi +
∂F
∂uαJ
ΥαJ =
∂F
∂uαJ
ΥαJ , (3.5)
where, dH is the horizontal component of d, Di is the total derivative w.r.t. xi,
dV is the contact component of the exterior derivative on J∞(E) and F is the
collection of defining equations of R. The terms DiF vanish as they are among
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the defining equations of R. Note the Einstein summation convention, which will
be employed whenever possible.
The symbol module of a differential equation, R ⊂ J∞(E), at each point in R,
transforms, under a change of variables, like a submodule of P⊗Rm. We can then
test whether there exist change of variables that make the symbol of R involutive,
at some order q, by directly applying our results from the last chapter to the
symbol of Rq = pi∞q (R). However, to prove termination of Cartan’s equivalence
method we develop an equivalent method that focuses on the exterior derivative
and contact forms.
Let Γ = ⊕q≥0Γ(q) denote the vector space generated by the one-forms ΥαJ , and
Γ(q) by those of order q, i.e. the ΥαJ with |J | = q. Assume that we assign principal
and parametric derivatives ofR according to degrevlex. We have dΥαJ = dxi∧ΥαJ,i,
so a straightforward way of counting parametric derivatives of class 1 and order
q is to calculate the rank, s(q)1 , of the collection
{γq (D1 dΥαJ) |R}|J |=q−1,1≤α≤m = {ΥαJ,1|R}|J |=q−1,1≤α≤m, (3.6)
where γq is the projection Γ→ Γ(q). This works since we are using degrevlex, so
only contact forms of class 1 appear in the collection (3.6). In the following, to
keep the notation simple, we shall simply write the subscript q − 1 instead of the
cumbersome |J | = q − 1, 1 ≤ α ≤ m. Next, to count parametric derivatives of
class 2 and order q, s(q)2 , we can find the rank, r
(q)
2 , of the collection
{γq (D2 dΥαJ) |R}q−1 ∪ {γq (D1 dΥαJ) |R}q−1 = {ΥαJ,2|R}q−1 ∪ {ΥαJ,1|R}q−1,
in the R-linear space γq
(
Γ(q)|R
)
. Then s(q)1 + s
(q)
2 = r
(q)
2 . We can continue in this
way to find all the Cartan characters s(q)1 , . . . , s(q)n .
Now, what if we change coordinates (x, u) f7→ (x¯, u¯)? First of all, by Remark
2.4.6, when computing the reduced Cartan characters for the symbol module at
some degree, there is nothing to be gained from changing dependent variables u 7→
u¯. We therefore restrict to a change of independent variable x f7→ x¯. Denote the
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standard contact one-forms in the new variables by Υ¯αK . The change of variables
f (or rather, its infinite prolongation) pulls these contact forms in the x¯ variables
to contact forms in the x variables, that is
f ∗Υ¯αK = AJKΥαJ ,
where the AJK are functions of jets of f of order at most |K| and the ΥαJ have
|J | ≤ |K|. Fixing some order q − 1, the matrix with AJK in entry (J,K) for all
|J | = |K| = q − 1 is invertible, and coincides with the matrix from (2.10) at each
point in the domain of f if we set x¯ = ∇f · x (where ∇f denotes the Jacobian
matrix of f).
For the above described routine for counting the number of parametric deriva-
tives of certain classes, instead of working with the ΥαJ with |J | = q − 1, we will
get the same answers if we instead work with the linear combinations
ΨαK :=
∑
|J |=q−1
AJKΥαJ , |K| = q − 1, 1 ≤ α ≤ m,
That is, the number of parametric derivatives of class 1 is equal to the rank of the
collection {γq (D1 dΨαK) |R}q−1 and so on. In the barred variables, the number
of parametric derivatives of class 1 is the rank of γ¯q
(
D¯1 Υ¯αK
)
|R, where γ¯q is the
obvious operator in the barred variables. Assume f∗ (ai1Di) = D¯1 at some point
and note that, since f is induces, at each order q, a diffeomorphism from Rq to
Rq in the barred variables,
rank {γ¯q
(
D¯1 dΥ¯αK
)
|R}q−1 = rank {γqf ∗
(
D¯1 dΥ¯αK
)
|R}q−1
= rank {γq
(
ai1Di df
∗Υ¯αK
)
|R}q−1
= rank {γq
(
ai1Di d
(
AJKΥαJ
))
|R}q−1
= rank {γq
(
ai1Di dΥαJ
)
|R}q−1.
In the last equality we have used the fact that AJK depends only on jets of order
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q−1 and the fact mentioned above that we can take invertible linear combinations
AJKΥαJ without affecting the ranks.
In general, if f∗
(
aijDi
)
= D¯j, 1 ≤ j ≤ n, at some point in Rq, we have
rank {γ¯q
(
D¯j dΥ¯αK
)
|R}q−1 = rank {γq
(
aijDi dΥαJ
)
|R}q−1. (3.7)
We will now use (3.7) to devise an algorithm that tests for involutivity of R at
some fixed order q. Denote the vectors (a1j , a2j , . . . , anj ) by vj and define the set
of one-forms C(vj) := {γq
(
aijDi dΥαJ
)
|R}q−1 at each point in R. Let r(q+1)
be the number of parametric derivatives of order q + 1. We can calculate the
reduced Cartan characters of the symbol module of R at a point (x0, u(∞)0 ) ∈ R
by first maximizing the rank of C(v1) to obtain s˜(q)1 . Next maximize the rank
of C(v1) ∪ C(v2) and set it equal to s˜(q)1 + s˜(q)2 , and so on. By the arguments
from Section 2.4, there is an invertible matrix A, with rows vj, for which the sets
C(v1) ∪ · · · ∪ C(vj) obtain their maximal ranks for all 1 ≤ j ≤ n. Make a change
of variables x 7→ x˜ = f(x), with f(x0) = x˜0, where the Jacobian of f at the point
x0 is equal to A (the linear change of variables x˜ = Ax will do). Then, in the x˜
variables, the number of parametric derivatives of order q and class i at x˜0 is s˜(q)i .
If R is involutive at order q in some variables, we must have r(q+1) = ∑ is˜(q)i . By
our results from Chapter 2 this involutivity test for the symbol module will be
satisfied at some finite order.
3.2 A general completion algorithm
Coupled with the involutivity test from Section 3.1, Theorem 3.0.10 suggests an
algorithm for completing a differential equation Rq locally to its involutive form.
For simplicity we assume that Rq is determined only by equations of order exactly
q and that no integrability conditions of order < q arise during the completion
algorithm, referring to Remark 3.0.3 for the more general case. As always we
assume Rq is regular.
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Algorithm 3.2.1.
(a) First check if R(1)q,1 = Rq by prolonging all the defining equations. If not,
then we replace Rq by R(1)q,1 and start over. (Recall Remark 3.0.3).
(b) When we stop getting integrability conditions in (a) compute all qth order
reduced Cartan characters (at all points in a neighborhood of interest) using
the routine from Section 3.1. If they are not constant we repeat step (a),
this time with Rq+1 := Rq,1 instead of Rq.
(c) Once we have locally constant reduced Cartan characters in step (b), for
some equation Rp, we count the number of parametric derivatives of order
p + 1 in Rp,1, r(p+1), and check whether r(p+1) = ∑ is˜(p)i . If successful, we
know that there exist coordinates in which Rp is involutive in the open
neighborhood from step (b). If this fails, we go back to (a) with Rp replaced
by Rp,1.
Remark 3.2.2. After a few loops through steps (a) and (b) in the above algorithm
we may find ourselves working with a vth order system Rv, for v > q. If R(1)v,1
provides a new equation of order p < v, we must adjoin that equation to Rp,
found previously, and repeat step (a). For sake of clarity we suppressed this point
above. Notice that this means that, when everything is unwrapped, the equations
Rp in step (c) are actually of the form R(s)q,t for some s, t. Again, for clarity, we
bypassed keeping track of the s’s and t’s in the above.
Every integrability condition found during Algorithm 3.2.1 enlarges the symbol
module of the equation and so, by the Hilbert basis theorem and regularity, we will
eventually stop finding integrability conditions. By regularity we will eventually
move past step (b) and Cartan’s test in step (c) will succeed eventually by Theorem
2.4.4. By Theorem 3.0.10, the result is, after changing variables into the δ-regular
ones, an involutive differential equation and the reduced Cartan characters contain
information on the order of freeness of a general solution to R, [46]. For example,
if Rq is involutive and contains only equations of order exactly q, then s˜(q)i is the
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number of free functions of i variables that the general solution of Rq will depend
on.
For our eventual purpose of developing a hybrid equivalence method by mixing
the methods of Cartan, [7], and the equivariant moving frame, [43], we rewrite
Algorithm 3.2.1 in an equivalent way using the contact forms on J∞(E). The next
few remarks collect the necessary facts.
Remark 3.2.3. We have seen how to deal with integrability conditions of order
less that q in Remark 3.0.3, and how we could revert back to considering a collec-
tion of equations all of the same order. When looking for integrability conditions
in R(1)q,1, where Rq is determined only by equations of order exactly q, we can pro-
ceed as follows. Compute the exterior derivative of all ΥαJ |Rq , |J | = q− 1, and set
the coefficients of the purely horizontal parts dxi ∧ dxj equal to zero. To see this,
let Rq be given by equations in solved form:
uαJ,k = ΦαJ,k(x, parametric derivatives), (3.8)
where |J | = q − 1. (We have written J, k to emphasize that the multi-index has
non-zero kth index.) If both uαJ,j and uαJ,i, i 6= j, are principal derivatives in Rq,
the coefficient of dxj ∧ dxi in dΥαJ |Rq = d(duαJ − uαJ,kdxk)|Rq will equal
Di(ΦαJ,j)−Dj(ΦαJ,i).
So we obtain the cross-derivative. If uαJ,i = ΦαJ,i is principal and uαJ,j parametric,
we obtain the coefficient
Dj(ΦαJ,i)− uαJ,j,i,
which is just the prolongation of uαJ,i = ΦαJ,i. We claim that the collection dΥαJ
provides all prolongations and cross-derivatives from Rq to Rq,1 that are needed
for finding integrability conditions. The only non-trivial point of proving this
claim is analyzing what happens to the coefficients of the repeated wedge products
dxi ∧ dxi, since these vanish when taking dΥαJ . Consider again the equation (3.8).
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When we compute dΥαJ |R the term
DkΦαJ,kdxk ∧ dxk
vanishes. We claim that the prolonged equation uαJ,k,k = DkΦαJ,k is only missing
from the collection dΥαK |Rq if u
α
J,k,k is actually the (|J | + 2)-fold derivative with
respect to xk. In this case, it is quite obvious that it will not contribute to
any integrability condition since it can not be involved in some non-trivial cross-
derivative. To prove this claim, assume that the multi-indices L, i, j and J, k, k
agree (where we can assume that j 6= k, since, otherwise, L, i = J, k and ΦαL,i =
ΦαJ,k). Then we can write J, k = N, j for N = (L − k), i and computing dΥαN |Rq
gives
dΥαN |Rq = −duαN,t ∧ dxt
= −duN,j ∧ dxj −
∑
t6=j
duαN,t ∧ dxt
= −dΦαJ,k ∧ dxj −
∑
t6=j
duαN,t ∧ dxt
= −DkΦαJ,kdxk ∧ dxj −
∑
t6=k
DtΦaJ,kdxt ∧ dxj
− duαN,k ∧ dxk −
∑
t6=j,k
duαN,t ∧ dxt.
The coefficient of the non-vanishing dxk ∧ dxj in this last expression is
−DkΦαJ,k + uαN,k,j = −DkΦαJ,k + uαJ,k,k.
So if J, k, k is not the (|J | + 2)-fold derivative with respect to xk we recover the
lost prolongation. This proves our claim.
Remark 3.2.4. Let Rq be determined by equations of order exactly q only and
assume that no integrability conditions are found going from Rq to Rq,1. Then,
when searching for integrability conditions between Rq,1 and Rq,2 we compute all
the dΥαL|Rq,1 , |L| = q, as in Remark 3.2.3, but we notice that we obtain, for the
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principal derivatives uαL in Rq, with uαL = ΦαL, that
ΥαL|Rq,1 = d(Φ
α
L)−Dj(ΦαL)dxj = dV ΦαL,
and dΥαL will be a linear combination of dΥ
β
K for u
β
K parametric in Rq. Therefore,
there is no need to bother computing dΥαL for principal derivatives uαL.
Remark 3.2.5. Recall equation (3.7), the key ingredient in our algorithm for
finding δ-regular coordinates. In order to maximize the number of parametric
derivatives of certain classes we successively maximized the rank of collections of
the form
{γq
(
aijDi dΥαJ
)
|Rq}|J |=q−1. (3.9)
Note that if ΥαJ is a principal derivative, that is, one of the determining equations
of R has the form
uαJ = ΦαJ(x, . . . , u
β
K , . . .), u
β
K parametric,
then taking the exterior derivative of both sides gives
ΥαJ |R =
∂ΦαJ
∂uβK
ΥβK + (DiΦαJ − uαJ,i)dxi.
This means that, in (3.9), every dΥαJ , for uαJ principal, can be written as a linear
combination of dΥβK for u
β
K parametric. This means that in maximizing the rank
of collections of the form (3.9) there is no need to include principal derivatives.
Coupled with Remark 3.2.4 we have shown that, modulo lower order complica-
tions, cf. Remark 3.0.3, principal contact forms ΥαJ do not enter our computations
in searching for integrability conditions or testing for involution. Since paramet-
ric derivatives parametrize the equations Rp, this is a reflection of the intrinsic
approach available to studying differential equations.
Considering the above remarks, we can rewrite Algorithm 3.2.1 in the following
way.
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Algorithm 3.2.6.
(a) First check ifR(1)q,1 = Rq by computing all dΥαK for |K| = q−1 and restricting
to Rq. If not, then replace Rq by R(1)q,1 and start over.
(b) When we stop getting integrability conditions in (a), compute dΥαK , |K| =
q − 1 (where it is sufficient to include only parametric derivatives uαK). Set
up the relevant matrices, and compute the reduced Cartan characters, s˜(q)i
in a neighborhood in Rq. If they are non constant we repeat step (a), this
time with Rq+1 := Rq,1 instead of Rq.
(c) Once we have locally constant reduced Cartan characters in step (b), for
some system Rp, we count the number of parametric derivatives of order
p + 1 in Rp,1, r(p+1), and check whether r(p+1) = ∑ is˜(p)i . If successful, we
know that there exist coordinates in which Rp is involutive in the open
neighborhood from step (b). If this fails, we go back to (a) with Rp replaced
by Rp,1. By Remark 3.2.4, when we go back to (a) we need only compute
dΥαK for |K| = p and parametric uαK only.
Remark 3.2.7. Although computing the exterior derivatives of contact forms
restricted to differential equations is sufficient for prolongation it is not, in general,
practical since it involves many unnecessary computations. However, in studying
symmetry problems for Lie pseudo-groups where the full geometric structure of
the differential system is of interest, when coupled with the recurrence formula
from the method of equivariant moving frames, [42], the above algorithm is very
valuable indeed.
In order to make an explicit connection to the original equivalence method in
later sections, we mention here the “intrinsic” approach to prolonging differential
equations.
Remark 3.2.8. The straightforward way of prolonging a differential equation
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F (x, u(q)) = 0 is applying the total derivative operator
Di =
∂
∂xi
+
∑
|J |≥0
uαJ,i
∂
∂uαJ
.
This essentially amounts to identifyingRq with its preimage (pi∞q )−1(Rq) ∈ J∞(E)
and performing the computations on this larger space (indeed, Di is only defined
on the infinite bundle J∞(E)). A more intrinsic approach to the differential equa-
tion Rq is available by looking at its contact co-distribution C q in T ∗Rq. This
is the co-distribution generated by the one-forms ΥαJ , for |J | < q, restricted (or
pulled-back) to Rq. An integral element, E, of this co-distribution at the point
(x, u(q)) ∈ Rq is an n-dimensional subspace of T(x,u(q))Rq that is transverse to the
fibration piq0 : Rq → Rn and annihilates the co-distribution,
(
ΥαJ |Rq
)
|
E
= 0, |J | < q.
We introduce the truncated total derivatives on Jq(E),
D˜qi =
∂
∂xi
+
∑
|J |<q
uαJ,i
∂
∂uαJ
.
It is easily seen that any integral element E of C q has a basis {V1, . . . ,Vn} of the
form
Vi = D˜qi +
∑
|J |=q
zαJ ;i
∂
∂uαJ
,
for coefficients zαJ ;i that must satisfy certain linear equations. These equations
arise from the fact that E must not only annihilate ΥαJ |Rq but also its exterior
derivative. For example, when confined to Rq, we have
dΥαJ = −duαJ,i ∧ dxi, |J | < q
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and the fact that E = Span(V1, . . . ,Vn) is an integral element means that
−duαJ,i ∧ dxi|Rq〈Vk,Vl〉 = 0. (3.10)
When uαJ,i is a principal derivative in Rq, i.e. if we write one of the defining
equations of Rq in a “solved form”
uαJ,i = Φ(x, . . . , u
β
K , . . .), u
β
K parametric,
we have, on Rq,
duαJ,i = D˜
q
jΦdxj +
∑
|K|=q
∂Φ
∂uβK
duβK + contact forms.
Evaluating duαJ,i〈Vk〉 then gives
D˜qkΦ + z
β
K;k
∂Φ
∂uβK
. (3.11)
We can see that identifying zβK;k with the jet-coordinate u
β
K,k, equation (3.11)
becomes the prolongation of uαJ,i = Φ. In general, the equations (3.10) will amount
to the same exact equations as if we had straightforwardly prolonged F (x, u(q)) = 0
using the non-restricted total derivatives Di. (See Proposition 2.3.19 in [46].) In
particular, the number of parametric derivatives of order q + 1 in the equations
for Rq,1 is the same as the number of free variables zαJ ;i in the equations (3.10).
The projections of all “integral vectors” Vi = D˜qi +
∑
|J |=q zαJ ;i
∂
∂uαJ
, that anni-
hilate C q, onto the top order part,
∑
|J |=q
zαJ ;i
∂
∂uαJ
,
form an algebraic object, intrinsically associated with the differential equation,
called its symbol co-module. Its Spencer cohomology was used by Spencer and
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Kodaira et al. for a geometric theory of differential equations, [32]. The Spencer
cohomology approach to differential equations is equivalent to the Pommaret bases
approach we have adopted, although it must be admitted that the former approach
is much more difficult to apply to specific examples. See [46] for the full story.
3.3 Cartan normal form and regularity
In this section we discuss the consequences of our regularity condition in Definition
3.0.6. In particular, we shall prove that it is equivalent to being able to write it
locally, possibly after some prolongation/projection, in Cartan normal form. This
is not so trivial and resolves many of the regularity issues inherent in Cartan’s
equivalence method as well as the groupoid approach to Lie pseudo-groups (see
Appendix). Since the Cartan normal form is necessary for the application of the
Cartan-Kähler theorem this regularity condition is very natural indeed.
Let Rq be regular. Algorithm 3.2.6 completes Rq to a system R(s)q,t that is
involutive. For notational convenience, we assume that Rq itself is involutive,
i.e. that s = t = 0. A great simplifying trick in the formal theory of differential
equations is rewriting Rq as a system of of order one. This is achieved by setting
the jet coordinates uαJ , |J | ≤ q− 1, as the new dependent variables and setting up
the following system of equations among them. (We shall write uαJ ;i for
∂uαJ
∂xi
.)
uαJ ;i = uαJ,i, for |J | < q − 1,
uαJ−i+j;i = uαJ ;j, for |J | = q − 1 where Ji 6= 0.
(3.12)
If Φ(x, u(q)) = 0 is one of the equations for Rq then we replace the uαJ , |J | = q,
by uαJ−k;k where k is the class of J . This specific way of rewriting Rq as an
equivalent first order system preserves the Cartan characters of the system, see
[46, Proposition A.3.1]. The first order system also has the same reduced Cartan
characters as its progenitor so the regularity of Definition 3.0.6 is also preserved.
This all means that we can assume that Rq = R˜1 is first order where the analysis
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is much easier. Notice that any equation of order < q in Rq becomes a zero order
equation in the new variables. Regularity stipulates, among other things, that
piqq−1 (Rq) be a submanifold in Jq−1(E) and so we can, locally, write these zero
order equations in solved form
uσ
1 = Φ10(x, uτ
1
, . . . , uτ
l)
...
uσ
k = Φk0(x, uτ
1
, . . . , uτ
l),
(3.13)
where n + l is the dimension of piqq−1 (Rq) as a manifold while n + l + k is the
dimension of Jq−1(E). The fact that R(1)q,1 = Rq means that any prolongation of
these zero order equations is an algebraic consequence of equations already in R˜1.
It is then routine to show that any solution to the top order equations only, that
satisfy the zero order equations at a single point, is a solution to the entire system
(see Remark 3.0.3 for this a similar argument).
Next we show that the constancy of the reduced Cartan characters of R˜1, and
its involution, means that we can, in a neighborhood of any point of interest in R˜1,
choose the same set of parametric derivatives with respect to the degree reverse
lexicographic order in the δ-regular coordinates. Although this is rather easy to
prove it is an important point. For a formally integrable equation, involution of
its symbol at a single point does not guarantee local solvability via the Cartan-
Käher theorem since the structure of the symbol can vary from point to point
preventing a Cartan normal form presentation of the system. A simple example
is the following modification of Example 3.0.7.
Example 3.3.1. Dropping all the second order equation from Example 3.0.7, we
consider the first order, non-regular, formally integrable, differential system R1
for maps
(x, y, u) 7→ (X(x, y, u), Y (x, y, u), U(x, y, u)),
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for real valued functions X, Y and U , determined by the equations
X = x, Y = y, U = u+ xUx + yUy.
The symbol of R1, and all its prolongations, changes rather drastically close to
x = 0 and y = 0 and on their intersection, the u-axis of the base manifold R3,
it assumes a more degenerate form still as the determining equations decrease in
order there. At all points in fibers above the u-axis the symbol module is all of
R[ξ1, ξ2, ξ3]⊗R3 and hence trivially involutive. However, the lack of regularity at
these points prevents an application of the Cartan-Kähler theorem at these points
(at all orders). Away from the u-axis the system is regular and hence locally
solvable (by the results below).
We have seen that the search for δ-regular coordinates (at a single point j1u|x ∈
R˜1) can be facilitated by successively maximizing the ranks of C(v1)∪ · · · ∪ C(vk),
where
C(vi) = {γq(ajiDj dΥα|R˜1)}0, vi = (a1i , . . . , ani ) ∈ Rn.
Consider the collection of one forms
C(v1) = {γ1(aj1Dj dΥα|R˜1)}0 = {γ1(a
j
1Υαj |R˜1)}0.
Now imagine we maximize the rank of this system not merely over all v1 ∈ Rn but
also all points j1u|x ∈ R˜1. Of course, since all points in R˜1 have the same reduced
Cartan characters this maximum is attained at all points, and in particular at
j1u|x. Since maximizing the rank of C(v1) boils down to maximizing the rank of
a certain matrix whose entries are functions of v1 and (x, u(1)) the same s˜(1)1 rows
can be chosen as a basis for the row space at all points in an open neighborhood U
of j1u|x and for the same vector v˜1 ∈ Rn. This is simply because a fixed set of rows
generate the row space on a set determined by the non-vanishing of certain minors
and is therefore open in Rn × R˜1. In fact, the set on which a certain collection of
rows generate the row space of C(v1) is either empty or dense in Rn × R˜1.
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The rows that generate the row space correspond to elements of C(v˜1) that are
a basis for the R vector space that C(v˜1) generates in Γ(1) (cf. Section 3.1). Let
the subcollection
γ1
(
aj1Υα
1
j |R˜1
)
, . . . , γ1
(
ajnΥα
s˜(1)
j |R˜1
)
, v˜1 = (a11, . . . , an1 ),
be such a basis. When we write our system in new variables with x¯1 = v˜1 · x and
collect those equations that only involve uαx¯1 =
∂uα
∂x¯1
we can see that according
to the above uα1x¯1 , . . . , uα
s˜(1)
x¯1 can be chosen to be parametric in the open set U .
In general, denote the number, dual to s˜(1)i , of principal derivatives of class i by
β˜
(1)
i . Continuing the above argument, the maximum rank of C(v1)∪C(v2) over all
pairs v1, v2 and all points in U is attained at v˜1, v˜2, j1u|x, for some v˜2 ∈ Rn, and
by the same arguments as above, we can choose the same s˜(1)2 derivatives with
respect to x¯2 = v˜2 ·x to be parametric in a neighborhood of j1u|x in U˜ . Continuing
this, and possibly replacing U by a smaller open set, and possibly relabeling the
uα, involutivity and formal integrability mean that we can write the top order
equations in R˜1 in the δ-regular coordinates in Cartan normal form,
uαx¯1 = Φα1 (x, u, parametric derivatives of class ≤ 1), 1 ≤ α ≤ β˜(1)1
uαx¯2 = Φα2 (x, u, parametric derivatives of class ≤ 2), 1 ≤ α ≤ β˜(1)2
...
uαx¯n = Φαn(x, u, parametric derivatives of class ≤ n), 1 ≤ α ≤ β˜(1)n .
(3.14)
Notice that involutivity implies β˜(1)1 ≤ β˜(1)2 ≤ · · · ≤ β˜(1)n . The Cartan-Kähler
theorem now applies to this system (and its lower order part (3.13)).
Remark 3.3.2. Any general discussion of the Cartan normal form will unfortu-
nately and unavoidably be somewhat notationally cluttered. The key lesson of
the above discussion is that our regularity concept guarantees that around each
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point in an involutive system Rq we can choose the same set of parametric mono-
mials of each class in an open neighborhood. This enables the fundamental Cartan
normal form and hence local solvability almost everywhere. As mentioned above
our regularity concept frees us from some historically tricky issues in Cartan’s
equivalence method, specifically relating to the concept of equivalence problems
of constant type, and allows for a more general formulation of Cartan’s method.
Remark 3.3.3. Notice that the arguments above imply that differential equa-
tions satisfying our blanket assumption from Remark 3.0.5 are regular on a dense
open subset. Similarly, in the appendix, we present a proof that the determining
equations of Lie pseudo-groups are always regular in a dense, open and invariant
set.
Remark 3.3.4. Obviously, any equation in Cartan normal form (3.14), is regular.
Conversely, Algorithm 3.2.6 completes any regular system to an involutive one
that, by the above discussion, can be written in Cartan normal form. So for a
system Rq the following are equivalent.
1. There exist s ≤ t such that R(s)q,t can be written in Cartan normal form.
2. Rq is regular.
The above shows that our notion of regularity is necessary and sufficient for any
study of local solvability via the Cartan-Kähler theorem.
Chapter 4
Pseudo-groups
This chapter gives a rapid overview of the groupoid approach to Lie pseudo-
groups, their structure equations and the all-important recurrence formula for
lifted invariants, developed in the series of papers [42, 43, 44]. We only present
a proof of the recurrence formula in the special case of horizontal actions, but
the general case is identical, see [43]. We remind the reader that all differential
equations are assumed regular in the sense of Definition 3.0.6.
4.1 Basic objects
Consider the jet bundle J∞(X ×X ) for sections of the trivial bundle X ×X σ→ X
where X is an n-dimensional manifold. Let D(X ) denote the collection of all local
diffeomorphisms of X and let D∞(X ) ⊂ J∞(X × X → X ) be the subbundle of
all infinite jets of these. We shall drop the mention of X when it is clear what
the base manifold is and simply write D and D∞ instead of D(X ) and D∞(X ).
Similarly, we denote by Dp(X ) the set of p-jets of transformations from D(X ). For
local coordinates x on X we have the induced jet coordinates (x,X, . . . , X iK , . . .)
on D∞ (and by truncation on Dp). That is, for a local diffeomorphism ϕ, we have
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j∞φ|x = (x,X, . . . , X iK , . . .), where
X iK =
∂|K|ϕ
∂xK
(x), K ∈ Nn0 .
The collection D forms a pseudo-group, since if ϕ ∈ D then ϕ−1 ∈ D and
the composition of two local diffeomorphisms is again a diffeomorphism whenever
the composition can be defined. As emphasized by Ehresmann, [11], each set
Dp ⊂ Jp(X × X ) carries a groupoid structure; we define the source and target of
a p-jet jpϕ|x = (x,X, . . . , X iL, . . .) ∈ Dp as
σ(jpϕ|x) = x and τ(j
pϕ|x) = X,
respectively. The groupoid multiplication of jpϕ|x and jpψ|X , where τ(jpϕ|x) =
σ(jpψ|X), is defined as
jp(g ◦f)|x,
where f and g are functions in D having the p-jets jpf |x = jpϕ|x and jpg|X =
jpψ|X . This definition does not depend on the choice of f and g as can be seen
from the chain rule. We write the groupoid operation as jpψ|X · jpϕ|x. The source
and target maps provide each Dp with a double fibration,
Dp
X X .
σ τ
Definition 4.1.1. A Lie pseudo-group, G, of local transformations of X is a sub-
pseudo-group of D that is determined by a set of formally integrable differential
equations called the defining equations that are regular in the sense of Definition
3.0.6.
As above, we denote the collection of transformations making up the pseudo-
group by G while subscripts will indicate the set of groupoid elements, e.g. G∞
55
is the set of infinite jets of transformations from G. Each Gp, 0 ≤ p ≤ ∞, is a
sub-groupoid of Dp. Let G be a Lie pseudo-group determined by the formally
integrable equations
F (x,X(q)) = 0, (4.1)
where X(q) denotes all jets up to order q. Let Φε be a one parameter family of
diffeomorphisms from G. The flow ε 7→ Φε(x) through points x ∈ X generates a
vector field
v(x) = ζ i(x) ∂
∂xi
(4.2)
in the Lie algebroid A of G of local vector fields on X . The components of v
satisfy the linearization of (4.1) at the identity section 1:
L(x, ζ(q)) = ∂F (x,X
(q))
∂X iK
|
1
ζ iK = 0. (4.3)
We shall prove, in the appendix, that, since we have assumed the defining equa-
tions are regular, (4.3) are locally solvable whenever (4.1) are.
Now assume that the action of ϕ ∈ G on X , given by x 7→ ϕ(x), is extended
to a trivial bundle E = X × U pi−→ X where U ⊂ Rm is an open set and the action
on U depends only on jets of order 1 (it is easy to extend all results to a general
integer N > 1 but we restrict to 1 for simplicity). This means that
j1ϕ|x · (x, u) = (ϕ(x), U(x, u, j1ϕ|x)) (4.4)
where U is a function of x, u and j1ϕ|x. Note that we could encode this by a Lie
pseudo-group of transformations, H, on E , with defining equations given by those
for G plus the first order equations
U = U(x, u, j1ϕ|x),
where ϕ is the transformation of the first n variables x ∈ X . The Lie pseudo-group
H is a one-to-one prolongation of G in the language of [47]. We call extended group
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actions of the form (4.4) horizontal group actions.
By prolongation, G acts on each Jk(E) pik−→ X , where the action on Jk(E) de-
pends only on pseudo-group jets of order 1 + k. We refer to the jet bundle J∞(E)
as the submanifold jet bundle, the submanifolds in question being the sections of
E which are central objects in what is to come. We denote the submanifold jet co-
ordinates by uαJ , where 1 ≤ α ≤ m and J ∈ Nn0 and write z|(∞)x = (x, u, . . . , uαJ , . . .)
for infinite jets.
We also form the pull-back bundle (pi∞)∗G∞ → J∞(E), with induced coor-
dinates (x, u, . . . , uαJ , . . . , X, . . . , X iK , . . .) = (z|(∞)x , j∞φ|x) and write G˜∞ for the
pull-back (pi∞)∗G∞. We extend the source and target maps to G˜ by
σ˜(z|(∞)x , j
∞φ|x) = z|
(∞)
x
, τ˜(z|(∞)x , j
∞φ|x) = j
∞φ|x · z|(∞)x ,
providing G˜∞ with a double fibration,
G˜
J∞(E) J∞(E).
σ˜ τ˜
We shall denote the target variables on J∞(E) by capital letters, that is
Z(∞) = j∞φ|x · z|(∞)x = j∞φ|x · (x, u, . . . , uαJ , . . .) = (X,U, . . . , UαJ , . . .),
and when we explicitly write out the partial derivatives in UαJ , they shall be
capitalized also, for example
j3ϕ|x · (x, u, ux, uxx) = (X,U, UX , UXX),
and so on.
Remark 4.1.2. The formula for a lifted invariant depends on the jets,X, . . . , X iK , . . .,
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of pseudo-group elements ϕ ∈ G. Since these jets must satisfy the defining equa-
tions of G we may replace each principal derivative by parametric ones in these
formulas. After a choice of principal and parametric derivatives, the latter are
thought of, and referred to as group parameters.
We give a few examples of horizontal actions. Most of these will be studied in
detail in later sections.
Example 4.1.3. Let G be the pseudo-group of point transformations on J1(R×
R→ R) with coordinates (x, u, ux) = (x, u, p). This means X and U are functions
of (x, u) only and P is given by
P = Ux + pUu
Xx + pXu
.
Say we are interested in the effect of these point transformations on second or-
der ODE uxx = q = f(x, u, p). Then, under (x, u, p) 7→ (X,U, P ), q tranforms
according to
q 7→ Q = Px + pPu + qPp
Xx + pXu
.
We are therefore in the above set-up with X parametrized by (x, u, p) and U
parametrized by q. This example generalizes, of course, to any order above two
also.
Example 4.1.4. In studying the local invariants of Riemannian metrics on, say,
two dimensional manifolds, we are interested in the effect of a smooth change of
coordinates on the components of the tensor and their jets. Let the metric in local
coordinates x ∈ U ⊂ R2 be g = gijdxidxj. A change of variables is an invertible
map ϕ : U → V ⊂ R2. This will transform g according to
(ϕ−1)∗
(
gijdx
idxj
)
= gijd(ϕ−1)id(ϕ−1)j,
and so the transformation of the components gij will depend on the 1-jets of ϕ.
We therefore have a horizontal action where G is the pseudo-group of all local
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diffeomorphisms of R2 and U is the space of symmetric, non-degenerate metrics,
parametrized by gij, 1 ≤ i ≤ j ≤ 2, with gij = gji.
More generally, the components, u, of any tensor on a manifold will transform,
under a change of variables on the base manifold, x 7→ ϕ(x), as a function of x, u
and j1ϕ|x.
Example 4.1.5. Consider the Lie pseudo-group of transformations
X = f(x), Y = fx(x)y + g(x),
extended to an additional real variable u by
U = u+ fxx(x)y + gx(x)
fx(x)
,
where f : R → R is a local, invertible, real-analytic map and g : R → R is
an arbitrary real-analytic map. This pseudo-group has the structure described
above: The transformation of the x and y coordinates form a Lie pseudo-group
G with defining equations Xy = Yy −Xx = 0 and G acts on the u coordinate by
u 7→ U = u + Yx/Xx. This pseudo-group is actually of historical interest rather
than geometric as it is related to one of Medolaghi’s pseudo-groups, [34].
Example 4.1.6. Let ∫L(x, u, p)dx be a first order Lagrangian in one variable. A
point transformation (x, u, p) 7→ (X,U, P ) transforms ∫L(x, u, p)dx according to
∫
L(X,U, P )dX =
∫
L(X,U, P ) · (Xx + pXu)dx.
We can set up the problem of equivalence of Lagrangians by extending the stan-
dard pseudo-group of contact transformations on J1(R2 → R) to act on a space
parametrized by a real variable L via
L 7→ L
Xx + pXu
.
More generally, the divergence equivalence of Lagrangians can be cast in this
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framework. In this case we require that Lpp is preserved, as opposed to L. See
Example 5.4.10 for more.
Example 4.1.7. Consider a linear second order differential operator on R,
D = fD2 + gD + h, (4.5)
where f, g, h : R → R are real-analytic, and f 6= 0. When we apply D to a
real-analytic function u : R→ R we obtain the function
fu′′ + gu′ + hu.
Now consider the pseudo-group, G, of transformations of the (x, u) of the form
(x, u) 7→ (ϕ(x), u · ψ(x)) = (X,U),
where ϕ, ψ : R → R are real-analytic. Restricting to the set X = {(x, u) ∈
R2 | u > 0} and to ψ > 0 this is a Lie pseudo-group of transformations of X that
has defining equations
Xy = 0, Uuu = 0, Uuu = U.
The elements of G preserve the space of linear operators and a transformation
from G maps (4.5) to
D¯ = FD¯2 +GD¯ +H,
where D¯ is the derivative with respect to the transformed independent variables
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X and the lifted coefficients F,G,H have explicit formulas
F = f X
2
x
Uu
,
G = −f 2UxXx −XxxUuu
uU2u
+ gXx
Uu
,
H = −f UxxUuu− 2U
2
x
u2U3u
− g Ux
uU2u
+ h
Uu
.
(4.6)
Notice that since Ux
u
and Uu are independent of u, these lifted invariants are also
independent of u (as they should be be). Each operator D defines a section,
(x, u) 7→ (x, u, f(x), g(x), h(x)),
in the trivial bundle X × R3 → X and two operators are equivalent if their
respective sections are congruent under the extended action of G given by (4.6).
4.2 Lifted invariants
A local transformation ψ ∈ G acts from the right on the set of jets j∞φ|x ∈ G∞
with x ∈ dom ψ by
Rψ · j∞φ|x = j∞ϕ|x · j∞ψ−1|ψ(x),
and from the left on the set of jets j∞φ|x ∈ G∞ with τ(j∞ϕ|x) ∈ dom ψ by
Lψ · j∞φ|x = j∞ψ|τ(j∞ϕ|x) · j
∞ϕ|x.
Note that projecting the right action onto the source coordinate gives
σ(Rψ · j∞φ|x) = ψ(x)
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and so we can extend this action to G˜∞ by
Rψ · (z|(∞)x , j∞φ|x) := (j∞ψ|x · z|(∞)x , j∞ϕ|x · j∞ψ−1|ψ(x)), (4.7)
for all x in the domain of definition of ψ. The target map τ˜ : G˜∞ → J∞(E)
provides a complete collection of all scalar invariants of this action:
R∗ψ τ˜(z|(∞)x , j
∞φ|x) = τ(j
∞ψ|x · z(∞)|x, j∞ϕ|x · j∞ψ−1|ψ(x))
= j∞ϕ|x · j∞ψ−1|ψ(x) · (j∞ψ|x · z(∞)|x)
=
(
j∞ϕ|x · j∞ψ−1|ψ(x) · j∞ψ|x
)
· z|(∞)x = j∞φ|x · z|(∞)x
= τ˜(z|(∞)x , j
∞φ|x).
This also means that the pull-back of any differential form ω on J∞(E) by the
target map is invariant under this action:
R∗ψ(τ˜ ∗ω) = (τ˜ ◦Rψ)∗ω = τ˜ ∗ω. (4.8)
In [42] a basis, {µiK}K∈Nn0 ,1≤i≤n, for the contact co-distribution on the diffeo-
morphism groupoid D∞, that is right invariant was constructed. Naturally, these
contact forms are called the Maurer-Cartan forms of the pseudo-group D. The
form µiK agrees with the standard contact form ΥiK = dX iK−X iK,jdxj on the iden-
tity section 1 of D∞ → X , and each µiK is a linear combination of ΥjJ for |J | ≤ |K|
(and conversely). When we restrict the Maurer-Cartan forms to a sub-groupoid
G∞ ⊂ D∞, we obtain certain linear dependencies among the µiK . The important
discovery, made in [42], is that these are given by
∂F (x,X(q))
∂X iK
|
1˜
µiK = 0, (4.9)
where restriction to 1˜ means first restricting to the identity section and then
replacing all source coordinates x by target coordinates X.
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Remark 4.2.1. The structure equations, or the formulas for dµiK , are rather
complicated expressions but we will mostly be interested in their top order terms.
The entire equations are
dµiK =
∑
1≤j≤n
ωj ∧ µiK,j +
∑
L+M=K
|M |≥1
(
K
L
) ∑
1≤j≤n
µiL,j ∧ µjM . (4.10)
Where we refer to ∑1≤j≤n ωj ∧ µiK,j as the top order term, L + M is the compo-
nentwise addition of multi-indices in Nn0 and(
K
L
)
= K!
L!M ! .
The Maurer-Cartan forms embed naturally into the pull-back bundle G˜∞ →
J∞(E). In fact, the space of one-forms on G˜∞ is a direct sum of two right-invariant
(recall (4.7)) subspaces. Complementing the Maurer-Cartan forms in this direct
sum are the one-forms on J∞(E), pulled back to G˜∞ by the target map τ˜ . This
direct sum imbues the differential forms on G˜∞ with a bigration. We correspond-
ingly split the exterior derivative on G˜∞ into a group- and jet-component,
d = dG + dJ ,
where dG increases the group-grade and dJ increases the jet-grade. Notice that
since ψ ∈ G acts on the group and submanifold jet coordinates separately, Rψ ·
(z|(∞)x , j∞φ|x) = (j∞ψ|x ·z|(∞)x , j∞ϕ|x ·j∞ψ−1|ψ(x)), the group and jet components of
the derivative of any invariant form are again invariant. The differential one-forms
on J∞(E) further divide into horizontal and contact forms with bases
{dx1, . . . , dxn} and {duαJ − uαJ,idxi}J∈Nn0 ,1≤α≤m,
respectively. The jet-differential dJ then splits accordingly into a horizontal and
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vertical (submanifold contact) component,
dJ = dH + dV .
Since the right action of G on G˜∞ obviously preserves horizontal and vertical forms
(being horizontal), as well as the Maurer-Cartan forms, these various differentials
of invariant forms on G˜∞ are still invariant.
Let us define an operator, γJ , that takes a general differential form on the pull-
back bundle G˜∞ → J∞(E), that is written in terms of the Maurer-Cartan forms,
horizontal forms and submanifold jet contact forms, and equates all Maurer-
Cartan forms to zero. Since the right action preserves the group and submanifold
jet components of τ˜ ∗ω we have that γJ τ˜ ∗ω is invariant. We call the operator
λ := γJ τ˜ ∗ (4.11)
the lift operator. We say that a differential form Ω on G˜∞ is concentrated on J∞(E)
if γJ(Ω) = Ω.
4.3 Recurrence formula
In the calculus of moving frames for Lie pseudo-groups, the recurrence formula
plays a fundamental role. We now deduce it for horizontal actions, but the proofs
for general Lie pseudo-group actions are identical.
Let Φε = (Φ1ε, . . . ,Φpε) be a one parameter family of diffeomorphisms from G
with Φ0 being the identity. It generates a vector field on X ,
v(x) := d
dε
|
ε=0Φ
i
ε(x)
∂
∂xi
= ζ i(x) ∂
∂xi
,
whose components, ζ i, satisfy (4.3). By prolongation, we have the flow ε 7→
τ˜(z|(∞)x , j∞Φε|x) on J∞(E) generating the vector field v̂∞(z|(∞)x ). The explicit
formulas for the different components of v̂∞ can be given by a simple recurrence
64
relation, see [38].
The lift of the flow Φε is the flow on G∞ given by ε 7→ j∞|XΦε · j∞ψ|x for
j∞ψ|x ∈ G∞ with τ(j∞ψ|x) = X in the domain of definition of Φε. Note that
it is tangent to the source fibers σ−1(x). This flow is obviously right-invariant
and analyzing it at the identity section we find the vector field that it generates:
V̂∞ =
∑
ζ iK(X)
∂
∂X iK
. Note that, by definition, V̂∞ and v̂∞ are related by
the push-forward at the identity, τ˜∗
(
V̂∞|1
)
= v̂∞, where, implicitly, we have
transferred V̂∞ from G∞ to G˜∞.
We would like to know what happens when we take the exterior derivative of
a lifted form λ(ω), where ω is a differential form on J∞(E). It is relatively easy
(by an examination of λ) to see that dJλ(ω) = λ(dω). The group component dGλ
is more difficult to establish, but we have, for a lifted Lie algebroid vector field
V̂∞, since τ˜∗
(
V̂∞|1
)
= v̂∞, at the identity section,
V̂∞(λ(ω)) = V̂∞(γJ τ˜ ∗ω) = γJV̂∞(τ˜ ∗ω) = γJ τ˜ ∗(v̂∞(ω)). (4.12)
On the other hand, we have by Cartan’s formula
V̂∞(λ(ω)) = V̂∞ dλ(ω) + d(V̂∞ λ(ω)) = V̂∞ dGλ(ω),
since V̂∞ only has group components (tangent to the σ˜-fibers). Now, V̂∞
dGλ(ω) = V̂∞
∑(µiK ∧ ΩKi ) is an invariant differential form on G˜∞, where ΩKi
are some differential forms concentrated on J∞(E). Evaluating it at the identity
section gives
V̂∞(λ(ω)) =
∑
ζ iK(X)ΩKi . (4.13)
Both (4.12) and (4.13) are invariant differential forms that agree at the identity
section, but this means they must agree everywhere. Writing γJ τ˜ ∗(v̂∞(ω)) =∑
ζ iK(X)Ω˜Ki (note that v̂∞ is a linear function of the components ζ iK), we have,
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for every vector field in the Lie algebroid of G that
∑
ζ iK(X)Ω˜Ki =
∑
ζ iK(X)ΩKi ,
and hence Ω˜Ki = ΩKi . This gives the original recurrence formula, where on the left
hand side we need to replace every λ(ζ iK) by µiK :
λ(v̂∞(ω)) = dGλ(ω). (4.14)
This is the original derivation of the recurrence formula for pseudo-groups from
[43]. But we can also calculate directly at the identity section,
V̂∞(λ(ω))|
1
=
∑
ζ iK(X)
(
∂(λ(ω))
∂X iK
)
|
1
,
to see that ΩKi |1 =
(
∂(λ(ω))
∂X iK
)
|
1
. Each ΩKi is invariant on G˜∞ and so we can
deduce that, in general,
V̂∞(λ(ω)) =
∑
ζ iK(X)λ
(
∂(λ(ω))
∂X iK
|
1
)
.
We can then write the recurrence formula
dGλ(ω) =
∑
µiK ∧ λ
(
∂(λ(ω))
∂X iK
|
1
)
. (4.15)
For our purpose of proving the termination of Cartan’s equivalence method,
we will work with the recurrence formula in this form. Notice that (4.15) is a kind
of group parameter linearization of λ(ω), e.g. if ω = uαJ we have
dGλu
α
J = dGUαJ =
∑
λ
(
∂UαJ
∂X iK
|
1
)
µiK . (4.16)
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The invariant horizontal forms ωi := λ(dxi) are especially important. We have
ωi = λ(dxi) = γJ τ˜ ∗dxi = γJdX i = γJ
(
X ijdx
j −Υi
)
= X ijdxj.
Another important identity is
dHU
α
J = UαJ,iωi, (4.17)
which can be deduced by computing
dHλ(uαJ) + dV λ(UαJ ) = dJλ(uαJ) = λ(duαJ)
= λ(uαJ,idxi) + λ(vertical forms)
= UαJ,iωi + vertical forms,
and comparing horizontal parts.
Combining (4.16) and (4.17) we have
dUαJ = UαJ,iωi +
∑
λ
(
∂UαJ
∂X iK
|
1
)
µiK + contact forms on J∞(E). (4.18)
Chapter 5
Equivalence of sections
Let G be a Lie pseudo-group that acts horizontally on the bundle E = X ×U pi−→ X
as described in previous sections. In this chapter we start exploring the problem
of local equivalence of sections of E . That is, for two sections of E , that are the
graphs of two locally defined functions from X to U , u and u¯, is there a ϕ ∈ G
such that (recall that we restrict to “first order actions” for simplicity)
j1ϕ|x · (x, u(x)) = (ϕ(x), u¯(ϕ(x)), (5.1)
for all x in some open subset of dom u, and how do we characterize all such
congruences? We saw in the previous chapter how this congruence problem models
the equivalence of sections of tensor-bundles, ordinary differential equations and
Lagrangians. One approach to finding all congruence maps ϕ would be to write
down the defining equations of G and the differential equation (5.1), and try
to complete this collection of equations to involution via our general Algorithm
3.2.6. This is not a very attractive route as the equations (5.1) are, in general,
extremely complicated. In this chapter we shall first develop a group modification
of Algorithm 3.2.6, where we exchange the standard contact forms for the Maurer-
Cartan forms. We then introduce an object called the equivariant moving frame
for pseudo-groups, which, in conjunction with the recurrence formula will be our
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fundamental tool, both for the theory as well as in practical applications in later
sections. Section 5.3 gives a proof of a pseudo-group analog of the result for
Lie groups that underlies the congruence problem in the finite dimensional case.
In the final section we collect all our findings to prove termination of Cartan’s
equivalence method in the horizontal case.
For a locally defined function u, we shall denote the section x 7→ (x, u(x)) by
j0u, and its higher jets by jpu, 0 ≤ p ≤ ∞.
5.1 A group modification of Algorithm 3.2.6
Given sections x → (x, u(x)) and x¯ → (x¯, u¯(x¯)) of E we want to characterize
those ϕ ∈ G that map one to the other. Such a ϕ must first of all be a solution to
the defining equations of G, (4.1), and second of all it must solve the differential
equation
(ϕ(x), U |u) = j
1ϕ|x · (x, u(x)) = (ϕ(x), u¯(ϕ(x))), (5.2)
where U |u denotes the restriction of U to the jets of the section determined by u,
i.e. j∞u|x. Using the jet-coordinate notation, we can write the extra condition
(5.2) as
u¯(X) = U |u. (5.3)
Denote the differential equation obtained by adjoining (5.3) to (4.1) by Guu¯∞ ⊂
G∞. We will eventually show that Cartan’s equivalence method terminates when
Algorithm 3.2.6, from Section 3.2, does for Guu¯∞ . Now, instead of prolonging (5.3)
using the standard total derivative Dxi , we will use differentiation with respect to
the target coordinates, DXi , dual to the lifted horizontal forms ωi = X ijdxj. The
two sets of differential operators are related by an invertible linear transformation
and so these two ways of prolonging give algebraically equivalent representations
of the differential equation Guu¯∞ . Applying (DX)J =
∂|J |
∂ωJ
to (5.2), the prolonged
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equations now take the form
u¯αJ(X) = UαJ |u. (5.4)
We wish to develop a version of Algorithm 3.2.6 for Guu¯ where we replace the
standard contact forms, ΥiK , used in Chapter 3 by the Maurer-Cartan forms µiK .
We have two sets of defining equations, (4.1) and (5.4), and restricting the contact
structure of J∞(X × X ) to these, using the µiK , gives (by equation (4.9) and the
recurrence formula (4.15))
0 = dF = dHF + dGF = dHF +
∂F
∂X iK
|
1˜
µiK ,
0 = dH
(
u¯αJ(X)− UαJ |u
)
+ dG
(
u¯αJ(X)− UαJ |u
)
=
(
u¯αJ,i(X)ωi − UαJ,i|uωi
)
+ u¯αJ,i(X)µi − λ
(
∂UαJ |u
∂X iK
|
1
)
µiK .
(5.5)
Notice that these equations have almost exactly the same form as if we had used
the basis of standard contact forms ΥiK and the total derivatives Dxi . The only
difference is that the above equations are all evaluated at the identity section and
source coordinates have been replaced by target coordinates. That is, replacing
every µiK by ΥiK in (5.5) will give the corresponding relations for the standard
contact forms (at the identity section).
Algorithm 3.2.6 is built on the exterior derivative, and one could presume that
working with the Maurer-Cartan forms instead of the standard contact forms
might introduce extra complications. However, we have (cf. Remark 4.2.1)
dµiK = ωi ∧ µiK,j + lower order forms, (5.6)
and so, at the top order, dµiK and dΥiK have the same structure (interchanging ωi
and dxi). Since, in the search for asymptotically regular coordinates in Algorithm
3.2.6, we project onto the space of contact forms of top order, equation (5.6)
means that we can just as well work with the Maurer-Cartan forms and the ωi.
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For example, denoting by Guu¯1 the first order determining equations for Guu¯∞ , the
number of parametric derivatives of class 1 and order 1 in Guu¯1 is equal to
the rank of {γ1
(
DX1 dµ
i
)
|Guu¯1 }i=1,...,n. (5.7)
Hence, combining (5.6) with the fact that the linear dependencies between the
Maurer-Cartan forms given by (5.5) are isomorphic to ones we obtain when using
the standard contact forms ΥiK , we notice that we will obtain the same ranks
during the implementation of Algorithm 3.2.6 whether we are using DXi and µiK
or Dxi and ΥiK . Notice also that since µiK agrees with ΥiK on the identity section,
and the collection {µiK}|K|≤q is an invertible linear combination of the {ΥiK}|K|≤q
for each q, when searching for integrability conditions and prolonged equations
for Guu¯ as in Remark 3.2.4, we can just as well use µiK as ΥiK . This includes
ignoring exterior derivatives of µiK for X iK principal (if no integrability conditions
are found going from Guu¯|K| to Guu¯|K|,1). This is because dΥiK can be ignored and µiK
explicitly depends on ΥiK since they agree on the identity section.
By our blanket, simplifying assumption, Uα depends on first order jets and
so the lowest order determining equations of Guu¯∞ are first order. Let us also
assume, purely for simplicity, that G is determined by first order equations and
has regularity order 1. Algorithm 3.2.6 for the system Guu¯∞ now takes the following
form. Recall that Guu¯1,1 is the first prolongation of Guu¯1 and Guu¯(1)1,1 is its projection
to first order.
Algorithm 5.1.1.
(a) Compute all the exterior derivatives dµi, i = 1, . . . , n, and restrict to Guu¯1
using the equations (5.5). The coefficients of the purely horizontal parts
ωi ∧ ωj are the cross-derivatives and prolongations when going from Guu¯1 to
Guu¯1,1. If Guu¯(1)1,1 ( Guu¯1 , replace Guu¯1 by Guu¯(1)1,1 and repeat.
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(b) When we stop finding integrability conditions we test for involution by com-
puting the ranks of collections of the form
{γ1
(
aj1DXj dµ
i
)
|Guu¯1 }i=1,...,n,
and counting the number of parametric derivatives of order 2. If the test
fails, then compute dµij, for all parametric X ij, restricted to Guu¯1,1, search for
integrability conditions, and so on.
Remark 5.1.2. Actually, by the general structure equations for the Maurer-
Cartan forms on the diffeomorphism groupoid D∞, we have
dωi = −dµi,
so in step (a) of Algorithm 5.1.1 we could also have computed dωi instead of dµi.
Remark 5.1.3. Recall Remark 3.2.7, where we mentioned that computing the
exterior derivatives of contact forms on differential equations is usually not the
most practical method of prolongation. In the next section, we introduce the mov-
ing frame for pseudo-groups and then we introduce an algorithm for constructing
it. In order to prove the termination of that algorithm we shall need Algorithm
5.1.1.
Although we will primarily be interested in the congruence of sections, Al-
gorithm 5.1.1 can, of course, be used to complete any Lie pseudo-group (that is
regular in the sense of Definition 3.0.6) to involution. We give a (very) simple
example of how this works.
Example 5.1.4. Consider the pseudo-group G, with determining equations
Xy = 0, Yy = Xx. (5.8)
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Prolonging once, we obtain the equations
Xxy = Xyy = Yyy = 0, Yyx = Xxx.
Therefore G(1)1,1 = G1 and r(2) = |{Xxx, Yxx}| = 2. Restricting the first order
Maurer-Cartan forms on D∞ to G1 gives
µxy = 0, µyy = µxx.
To test whether G1 is involutive we first maximize the rank of
{γ1
((
a
∂
∂ωx
+ b ∂
∂ωy
)
dµi
)
}i=x,y. (5.9)
We have
dµx = ωx ∧ µxx + ωy ∧ µxy = ωx ∧ µxx,
dµy = ωx ∧ µyx + ωy ∧ µyy = ωx ∧ µyx + ωy ∧ µxx,
and maximizing the rank of (5.9) then means maximizing the rank of the set
{aµxx, aµyx + bµxx},
which is equivalent to maximizing the rank of the matrix
a 0
b a
 .
This matrix has maximum rank 2 for example when (a, b) = (1, 0), so s˜(1)1 = 2.
And since the matrix actually has full rank we have s˜(1)2 = 0. Cartan’s test is
satisfied since
2 = r(2) =
∑
is˜
(1)
i = 1 · 2 + 2 · 0 = 2.
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From our work we can also see that the given coordinates provide δ-regular
ones, since (1, 0) and (0, 1) give maximum ranks leading to the reduced Cartan
characters. Again, in this simple example, this is obvious, but this involutivity
test will prove that it’s worth its salt before long.
As mentioned above, Algorithm 5.1.1 is not practical for more substantial
problems. The next section introduces a fundamental computational tool called
the equivariant moving frame for pseudo-groups, as we edge a little bit closer to
a practical algorithm for solving congruence problems.
5.2 The equivariant moving frame
The lifted submanifold jet coordinate functions UαJ = τ ∗uαJ are invariant under
the right action of G on the bundle G˜∞ → J∞(E), and form a complete collection
of invariants for this action. The equivariant moving frame, [43], is an object
that computes the invariants of the prolonged action of G on the submanifold jet
bundle J∞(E). Its definition is simple enough.
Definition 5.2.1. A (local) moving frame is a (local) right-equivariant section,
ρ, of G˜∞ σ˜→ J∞(E), i.e.
ρ(ψ · z|(∞)x ) = Rψ · ρ(z|(∞)x ), (5.10)
for all ψ ∈ G with x ∈ dom ψ.
We can write (5.10) as
ρ ◦ψ = Rψ ◦ρ
and so right-equivariance is the property of a section of G˜∞ → J∞(E) that its
image is invariant under the right action of G on G˜∞.
Recall that we denoted the source map on G˜∞ → J∞(E) by σ˜ and we shall
denote the bundle maps G˜t → G˜p by σ˜tp, 0 ≤ p < t ≤ ∞. Recall also that the
bundle maps on the submanifold jet spaces are denoted pitp : J t(E) → Jp(E). A
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moving frame pulls any invariant object on G˜∞ back to an invariant object on
J∞(E): Let Ω be an invariant differential form on G˜∞ and let ω = ρ∗Ω be its
pull-back on J∞(E). Then, for ψ ∈ G,
ψ∗ω = ψ∗ρ∗Ω = (ρ ◦ψ)∗Ω = (Rψ ◦ρ)∗Ω = ρ∗R∗ψΩ = ρ∗Ω = ω,
by invariance of Ω. In particular, ρ∗UαJ are a complete collection of invariants of
the action of G on J∞(E). Generalizing a little bit, we define a partial moving
frame. (Right-equivariance of a subspace of G˜∞ just means that it is preserved by
the right action.)
Definition 5.2.2. Let S ⊂ J∞(E) and denote by GS∞ the jets j∞ϕ|x, x ∈ pi∞0 (S),
that preserve S. A (local) partial moving frame on S is a fibered subspace, B σ˜→ S
of G˜∞ → J∞(E), that is right-equivariant under the action of GS∞. The set S is
called the domain of definition of B.
Remark 5.2.3. We can define a partial moving frame of any order p as a right-
equivariant subspace (under GSp ), Bp → S, of the bundle G˜p → Jp(E). Denoting
its preimage in G˜∞ by B˜p :=
(
σ˜∞p
)−1
(Bp) we notice that B˜p is a partial moving
frame in G˜∞.
Remark 5.2.4. Definition 5.2.2 is more general than previous definitions of par-
tial moving frames which are usually only defined as fibered subspaces over a base
S where S is assumed to be locally G-invariant. Our definition is strictly more
general as (locally) GS = G for locally G-invariant S. Furthermore, our key result
in the next subsection allows us to extend the moving frame technique to equiva-
lence problems for sections that have until now remained outside the scope of the
equivariant moving frame.
Just like a moving frame pulls invariant objects on G˜∞ to invariant objects on
J∞(E), restricting any invariant object on G˜∞ to a partial moving frame B → S
gives an invariant object on B under GS .
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There turns out to be a practical construction available for a partial moving
frame. It is equivalent to a choice of a cross-section to the orbits of the action of
J∞(E). A cross-section K ⊂ J∞(E) to the orbits is a (connected) subspace such
that if an orbit intersects K, it does so at a unique point and transversally. Given
such a cross-section we can construct a moving frame as follows. Let z|(∞)x ∈
J∞(E) and assume the orbit through z|(∞)x intersects K. Then define the fiber
over z|(∞)x ∈ J∞(E) to be the collection of j∞φ|x ∈ G˜∞ such that
j∞φ|x · z|(∞)x ∈ K.
If the action is free on J∞(E), then this partial moving frame reduces to a moving
frame since then j∞φ|x · z|(∞)x ∈ K uniquely determines j∞φ|x. The resulting
subspace, B, is right-equivariant. To see this note that if (z|(∞)x , j∞φ|x) ∈ B then,
for ψ ∈ G,
Rψ · (z|(∞)x , j∞φ|x) = (j∞ψ|x · z|(∞)x , j∞ϕ|x · j∞ψ−1|ψ(x)),
and
j∞ϕ|x · ψ−1|ψ(x) ·
(
j∞ψ|x · z|(∞)x
)
= j∞φ|x · z|(∞)x ∈ K,
so Rψ · (z|(∞)x , j∞φ|x) ∈ B. In practice the cross-section K is usually built, order-
by-order, as the subspace where an increasing number of the jet-coordinates on
J∞(E), uαJ , are constant. This will give a decreasing sequence of partial moving
frames
G˜∞ ⊃ B˜0 ⊃ B˜1 ⊃ B˜2 ⊃ . . . (5.11)
The partial moving frames are then described by the solutions to equations of the
form
UαJ = constant,
and we say we have normalized the lifted invariant UαJ when uαJ is constant on K.
Remark 5.2.5. When restricting a partial moving frame B˜p to a new equation
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UαJ = c, we solve UαJ = c for one of the group parameters. This group parameter
then disappears from our parametrization of B˜p, and, by a slight abuse of notation,
we say that this group parameter has been normalized.
Example 5.2.6. Consider the Lie pseudo-group action of horizontal transfor-
mations on sections of R3 → R2 obtained by extending the Lie pseudo-group of
transformations on R2, G, with determining equations
X = f(x), Y = fx(x)y + g(x),
to act on a variable u ∈ R such that
U = u+ Yx
Xx
.
G has determining equations
Xy = 0, Yy = Xx.
We build the cross-section order-by-order, first setting
K = {x = y = u = 0}.
A point (z|(∞)x , j∞φ|x) = (x, y, u, . . . , uαJ , . . . , X, Y, . . . , XK , YK , . . .) is in the corre-
sponding partial moving frame, B˜1 ⊂ G˜∞, if and only if
X = 0, Y = 0, U = 0
⇔ X = 0, Y = 0, Yy = −uXx.
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At the next order, we have lifted invariants
UX =
ux
Xx
+ YxxXx −XxxYx
X3x
,
UY = − Yx
Xx
UX +
uy
Xx
+ Yxy
X2x
.
Notice that we are using the fact that the pseudo-group jets are coming from a
pseudo-group with defining equations
Xy = 0, Yx = Xx,
and we have replaced all principal derivatives by parametric ones in our formulas
for lifted invariants. We can normalize both UX = UY = 0 to obtain a partial
moving frame B˜2 ⊂ B˜1 ⊂ G˜ on which
Yxx =
XxxYx −X2xux
Xx
, Yyx = −uyXx.
We can continue like this, normalizing UXX = UXY = 0, UY Y = 1 and UXXX =
UXXY = 0 (although it is quite a bit of work). At this point we have actually
normalized all pseudo-group parameters of order at most 4. Since each pseudo-
group parameter that can normalized can also serve as a leading term in a defining
equation UαJ = u¯αJ(X) we can be sure that all pseudo-group parameters can be
normalized; all parameters of order 5 can be normalized at the next order and so
on.
Restricting UXY Y and UY Y Y to the partial moving B˜4 we have constructed so
far gives the invariants
UXXX 7→ uxyy + uuyyy + 2uyuyy
u
3/2
yy
, UY Y Y 7→ uyyy
u
3/2
yy
. (5.12)
This gives the rough idea of how the method of equivariant moving frames pro-
ceeds. We will redo this as Example 6.3.1 and shall see how (our modification of)
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Cartan’s equivalence method drastically decreases the computational load of the
above routine.
Remark 5.2.7. Notice that in (5.12) the jet coordinate uyy must be positive, and
so, at some point of our normalization process, we made the decision to restrict
our partial moving frame to the subspace of J∞(E) where uyy > 0. For jets
with uyy < 0 some of the normalizations made in the above example were not
possible, and we could not have constructed this particular partial moving frame.
In general, the space J∞(E) must be partitioned into a collection of subsets
J∞(E) =
N⋃
i=1
Si,
where we obtain a different partial moving frame on each of Si, which we call
the domains of definition of the different partial moving frames. In the above
example, we have the partition S1 = {z(∞)|x | uyy > 0}, S2 = {z(∞)|x | uyy = 0}
and S3 = {z(∞)|x | uyy < 0}. The subset S2 is “singular” in the sense that S2 is not
locally a G-invariant set. Our combination of Cartan’s equivalence method and
the equivariant moving frame, built on the results in the next subsection, allows
for analysis of these singular jets, cf. Chapter 6.
5.3 Sections of Gp
A well known fact is that two submanifolds, of the same dimension, in a Lie
group are congruent if and only it there exists a map between them that preserves
the pulled-back Maurer-Cartan forms, [18]. In this subsection we shall prove the
infinite dimensional analog of this fact.
Consider a Lie pseudo-group, G, of local transformations on the manifold X ,
determined by formally integrable and regular (and hence locally solvable) differ-
ential equations
F (x,X(q)) = 0.
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As noted above, at each order Gq+t := Gq,t carries a groupoid structure, the
groupoid elements of Gp being the p-jets jpϕ|x for ϕ ∈ G. (In the following, it
will sometimes be convenient to denote these groupoid elements by lower case
Latin letters such as g and h.) As mentioned before, the source and target maps
endow Gp with a double fibration
Gp
X X .
σ τ
We shall denote the source and target fibers by
σ−1(x) = Gp|x and τ−1(X) = Gp|
X
.
Now consider two local sections of Gp → X , s and s¯. (Note that s and s¯ are
not necessarily (indeed, in practice, never will be) the graphs of prolongations of
transformations in G, i.e. contact forms do not vanish when restricted to their
images.) We want to know whether there exists a local transformation ϕ ∈ G such
that
Rϕ · s = s¯.
Immediate invariants for this problem are the target coordinates of s and s¯,
since the right-action leaves these invariant. For the time being we consider only
sections s and s¯ that have constant, and equal, target coordinates,
τ(s(x)) = τ(s¯(x¯)) = X0 = constant, (5.13)
but our results will trivially extend to sections with arbitrary target coordinates
(cf. Remark 5.3.6 below). Notice that s and s¯ satisfying (5.13) are sections of the
bundle Gp|X0 σ→ X , and so we restrict to these. Obviously, the tangent vectors to
the images of s and s¯ will then have zero target component. Being tangent to the
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target fibers, we shall call such vectors in TGp τ -vertical. Tangent vectors that
have zero source-components shall be called vertical. Notice that T
(
Gp|x
)
is the
space of vertical tangent vectors at the source coordinate x, while T (Gp|X) is the
space of τ -vertical vectors at the target coordinate X.
As we have seen, a local transformation ϕ ∈ G acts on Gp by the left and right
actions:
Rϕ · jpψ|x = jpψ|x · jpϕ−1|ϕ(x), for all jpψ|x with source in the domain of ϕ,
Lϕ · jpψ|x = jpϕ|τ(jpψ|x) · j
pψ|x, for all j
pψ|x with target in the domain of ϕ.
(5.14)
On the other hand, for a single groupoid element g ∈ Gp with σ(g) = x we
can define the map Rg · h = h · g−1 for all h with σ(h) = x (where · is the
groupoid multiplication), i.e. from the source fiber Gp|σ(g)=x to Gp|τ(g). This map
is real-analytic (indeed, it is algebraic) and its derivative is a map between vertical
vectors:
Rg∗ : TgGp|x → Th·g−1Gp|τ(g). (5.15)
Similarly, we can define the map Lg · h = g · h for all h ∈ Gp with σ(g) = τ(h). Its
differential is a map between τ -vertical vectors:
Lg∗ : TgGp|x → Tg·hGp|τ(g). (5.16)
A rather trivial, but important, observation is that the derivative of the right
and left actions of a local transformation ϕ ∈ G agree with the derivatives of
the groupoid actions (5.15) and (5.16) when restricted to vertical, and τ -vertical
vectors, respectively.
Lemma 5.3.1. Let g ∈ Gp be a groupoid element with source x and target X.
Given a vertical tangent vector V ∈ TgGp|x and a local transformation ϕ ∈ G with
domain including x, we have
Rϕ∗V = R(jpϕ|x)∗V,
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Where the left hand side is defined by (5.14) and the right hand side by (5.15).
Similarly, for a τ -vertical vector V ∈ TgGp|X we have
Lϕ∗V = L(jpϕ|x)∗V.
Proof. Let Φ(ε) be a path in Gp such that ddε |ε=0Φ(ε) = V and such that σ(Φ(ε)) =
x for all ε. Then we have
Rϕ · Φ(ε) = Φ(ε) · jpϕ−1|ϕ(x), (5.17)
but since each Φ(ε) has source x, this is trivially equal to
Rjpϕ|x · Φ(ε), (5.18)
and the result follows by differentiating (5.17) and (5.18) with respect to ε and
evaluating at ε = 0. The second part proceeds similarly.
Turning to the equivalence problem of sections with constant target coordi-
nates, let s and s¯ be two sections of Gp|X0 σ→ X . First assume that a local
transformation ϕ exists such that
Rϕ · s = s¯ ◦ϕ.
Taking the pull-back of a right-invariant Maurer-Cartan form µiK , |K| < p, on Gp
on both sides of this equation gives
s∗R∗ϕµ
i
K = (s¯ ◦ϕ)∗µiK ⇐⇒ s∗µiK = ϕ∗s¯∗µiK .
This means that a necessary condition for there to exist an equivalence map ϕ is
that it preserves the pulled-back Maurer-Cartan forms s∗µiK and s¯∗µiK . We shall
prove the converse, i.e. that any local transformation, f , of X that preserves the
set of pulled-back forms s∗µiK and s¯∗µiK must be a transformation from G and
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satisfy Rf · s = s¯. Note that if this result is indeed true and we are given a local
transformation f of X that preserves this collection of one-forms, we have
Rf(x) · s(x) = s¯(f(x)) ⇐⇒ s(x) · jpf−1|x = s¯(f(x)).
We can solve for jpf |x in this equation to obtain
jpf |x = s¯(f(x))
−1 · s(x). (5.19)
Given a local transformation, f , of X that preserves s∗µiK and s¯∗µiK , our method
of proof will be to define a section of Gp by setting
a(x) := s¯(f(x))−1 · s(x),
(note that this is indeed a section of Gp) and proving that all the Maurer-Cartan
forms µiK , |K| < p, on Gp vanish when restricted to it. Since the Maurer-Cartan
forms are a basis for the contact co-distribution on Gp this means that jpf |x must
indeed be the prolongation of a local transformation.
Equation (5.19) motivates the definition of the map
m : Um → Gp, m(g, h) = g−1 · h,
defined on the subset of Gp × Gp given by
Um = {(g, h) ∈ Gp × Gp | τ(g) = τ(h)},
i.e. on all pairs (g, h) with a shared target. We need to know how the differential
of this map behaves on τ -vertical vectors. Denote the inverse map on Gp by i.
This map sends a groupoid element jpϕ|x to jpϕ−1|ϕ(x) and is a diffeomorphism of
Gp. Notice that the differential i∗ maps vertical tangent vectors to τ -vertical ones,
and vice versa.
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Lemma 5.3.2. Let V ∈ TgGp|τ(g) and W ∈ ThGp|τ(h) be τ -vertical vectors on Gp
with (g, h) ∈ Um. Then
m∗(V,W ) = Rh−1∗ i∗V + Lg−1∗ W.
Proof. The τ -vertical tangent vectors at each point of Gp form a vector space, and
there must be some linear maps A : TgGp|τ(g) → Tg−1·hGp and B : ThGp|τ(h) →
Tg−1·hGp such that
m∗(V,W ) = AV +BW.
Now consider m∗(V, 0), where V ∈ TgGp|τ(g) and 0 ∈ ThGp|τ(h), and let Φ(ε) be a
path in Gp with τ(Φ(ε)) = τ(g) = τ(h) constant and with ddε |ε=0Φ(ε) = V . Then
m∗(V, 0) =
d
dε
|
ε=0m(Φ(ε), h) =
d
dε
|
ε=0
(
Φ(ε)−1 · h
)
= d
dε
|
ε=0 (Rh−1 · i(Φ(ε))) = Rh−1∗ i∗V.
This means that A = Rh−1∗ i∗. To find B, we choose a path Φ(ε) with constant
target τ(Φ(ε)) = τ(g) = τ(h) such that d
dε |ε=0Φ(ε) = W and compute (here
0 ∈ TgGp|τ(g))
m∗(0,W ) =
d
dε
|
ε=0m(g,Φ(ε)) =
d
dε
|
ε=0
(
g−1 · Φ(ε)
)
= d
dε
|
ε=0 (Lg−1 · Φ(ε)) = Lg−1∗ W.
This proves the lemma.
We need one more preliminary observation before proving our main theorem.
We denote the identity section of Gp by 1.
Lemma 5.3.3. For a τ -vertical V ∈ TgGp|τ(g), we have
m∗(V, V ) = Rg−1∗ i∗V + Lg−1∗ V = 1∗σ∗V.
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Proof. Notice that m(g, g) = g−1 · g = 1(σ(g)), and so, given a path Φ(ε) with
d
dε|ε=0Φ(ε) = V we have
m∗(V, V ) =
d
dε
|
ε=0Φ(ε)
−1 · Φ(ε) = d
dε
|
ε=01(σ(Φ(ε)) = 1∗σ∗V.
But by Lemma 5.3.2 we also have
m∗(V, V ) = Rg−1∗ i∗V + Lg−1∗ V,
proving the lemma.
Theorem 5.3.4. Let s and s¯ be two sections of Gp|X0 σ→ X and let f be a local
transformation such that
f ∗s¯∗µiK = s∗µiK , |K| < p.
Then f ∈ G and Rf · s = s¯.
Proof. Consider the section of Gp given by
a(x) = s¯(f(x))−1 · s(x) = m ◦ (s¯(f(x)), s(x)).
Notice that this section agrees with j0f(x), i.e. the zero-jet of f . We shall prove
that a is the prolongation of a local transformation by showing a∗µiK = 0, for all
|K| < p. Since a agrees with f at the zero order, we must have a(x) = jpf |x and
since (by definition of a) Ra(x) · s(x) = s¯(f(x)), we have Rf · s = s¯.
Let v ∈ TxX be a tangent vector to X in the domain of s. We compute, using
Lemma 5.3.2,
a∗µiK(v) = m∗µiK((s¯ ◦f)∗v, s∗v) = µiK(Rs(x)−1∗ i∗(s¯ ◦f)∗v + Ls¯(f(x))−1∗ s∗v). (5.20)
Consider µiK(Ls¯(f(x))−1∗ s∗v). Since the determining equations for Gp are locally
solvable, we can choose a local solution ψ ∈ G such that jpψ|X0 = s¯(f(x))−1 and
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because of Lemma 5.3.1 we have
µiK(Ls¯(f(x))−1∗ s∗v) = µ
i
K(Lψ∗s∗v) = (L∗ψµiK)(s∗v). (5.21)
But L∗ψµiK is a right-invariant contact form (of order |K|) since the left and right
actions commute and Lψ is a contact transformation on Gp. Since the µiK are a
basis for right-invariant contact forms on Gp and s∗µiK = (s¯ ◦f)∗µiK we also have
s∗(L∗ψµiK) = (s¯ ◦f)∗(L∗ψµiK). Continuing (5.21), and applying Lemma 5.3.1 again,
we get
(L∗ψµiK)(s∗v) = (L∗ψµiK)((s¯ ◦f)∗v) = µiK(Lψ∗(s¯ ◦f)∗v) = µiK(Ls¯(f(x))−1∗ (s¯ ◦f)∗v).
(5.22)
The last expression, according to Lemma 5.3.3, is equal to
µiK(1∗σ∗(s¯ ◦f)∗v)− µiK(Rs¯(f(x))−1∗ i∗(s¯ ◦f)∗v) = −µiK(Rs¯(f(x))−1∗ i∗(s¯ ◦f)∗v),
since 1∗µiK = 0, as 1 annihilates contact forms under pull-back. Plugging this
into (5.20) we arrive at
a∗µiK(v) = µiK(Rs(x)−1∗ i∗(s¯ ◦f)∗v)− µiK(R(s¯(f(x))−1∗ i∗(s¯ ◦f)∗v). (5.23)
Now, as before, choose two local transformations ϕ, ψ ∈ G such that
jpϕ|X0 = s(x)
−1, jpψ|X0 = s¯(f(x))
−1.
According to Lemma 5.3.1, we can write (5.23) as
a∗µiK(v) = µiK(Rϕ∗i∗(s¯ ◦f)∗v)− µiK(Rψ∗i∗(s¯ ◦f)∗v)
= µiK(i∗(s¯ ◦f)∗v)− µiK(i∗(s¯ ◦f)∗v)
= 0,
since R∗ϕµiK = R∗ψµiK = µiK .
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We easily obtain the following useful corollary.
Corollary 5.3.5. Let Gp be formally integrable, let X ∈ X and let Λ : Gp|X0 →
Gp|X0 be a map on a τ -vertical fiber. Then Λ preserves the Maurer-Cartan forms
µiK (restricted to Gp), |K| < p, if and only if Λ = Rϕ for some ϕ ∈ G.
Proof. If Λ = Rϕ for ϕ ∈ G it obviously preserves the µiK . Conversely, assume
Λ∗µiK = µiK for all |K| < p. Then Λ is a diffeomorphism and, since µi = −ωi on
Gp|X0 , we have Λ∗ωi = ωi. Let s be any section of Gp|X0 σ→ X and denote by s¯ the
image of Λ(s). Then s¯ is also a section of Gp|X0 since
Λ∗
(
ω1 ∧ . . . ωn|s¯
)
= ω1 ∧ · · · ∧ ωn|s 6= 0.
Then, according to Theorem 5.3.4, Λ agrees with Rϕ, for some ϕ ∈ G, when
restricted to s and since the section s was arbitrary, we also must have Λ = Rp.
Remark 5.3.6. There is a slight generalization of Lemma 5.3.2 available that
will provide the solution to the equivalence of general sections of Gp. To describe
it we define the operator t taking tangent vectors in TGp to τ -vertical ones via
t(V ) = V − τ∗V.
Note that any two tangent vectors V,W to Um satisfy τ(V ) = τ(W ).
Lemma 5.3.7. Let V,W ∈ TUm be tangent vectors at g and h, respectively. Then
m∗(V,W ) = m∗(t(V ), t(W )) = Rh−1∗ i∗t(V ) + Lg−1∗ t(W ).
The proof is identical to the proof of Lemma 5.3.2. Now, when two sections,
s and s¯, of Gp do not have fixed target coordinates, τ(s(x)) = τ(s¯(x¯)) = X0, any
equivalence map Rϕ between them must preserve the invariants
I(x) := τ(s(x)) and I¯(x¯) := τ(s¯(x¯)).
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Conversely, given a local map f : X → X that preserves the pulled-back Maurer-
Cartan coframes
f ∗s¯∗µiK = s∗µiK
and the invariants I and I¯,
I¯(f(x)) = I(x),
our proof of Theorem 5.3.4 goes through essentially unchanged; we just have to
replace (s¯ ◦f)∗v and s∗v by t ((s¯ ◦f)∗v) and t (s∗v) after the last equality in (5.20)
and throughout.
Remark 5.3.8. We mention that by the recurrence formula, on each τ -vertical
fiber G |X0 , we have
µi = −ωi,
and in the forthcoming application of the above results we shall usually work with
the ωi.
5.4 G-structures and partial moving frames
Let a Lie pseudo-group G of local diffeomorphisms on X be determined by a set
of first order equations (this is purely a simplifying, not a necessary, assumption).
Assume the right-action of G is extended to a space U such that the action in the
variables u ∈ U depends only on the first order jets of transformations from G.
As before, we ask when two sections in E = X × U → X are congruent under a
transformation from G. It will be convenient to have a running example during
this section, but this next example also introduces our key idea.
Example 5.4.1. Let G be the Lie pseudo-group of contact-transformations in the
variables z = (x, u, ux) = (x, u, p) determined by the differential equations
Xu = Xp = Up = 0, P =
Ux + pUu
Xx
, Pp =
Uu
Xx
, (5.24)
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extended to act on sections in R3×R→ R3 by letting G1 act on the fiber coordinate
by
q 7→ Q(j1ϕ|z, q) =
Px + pPu + qPp
Xx
.
Now, for the moment assume (which is actually the case) that the determining
equations (5.24) for G are formally integrable and thus locally solvable. Then
Theorem 5.3.4 says that two sections, s and s¯, with fixed target coordinates, say
Z = (X,U, P ) = 0, of G1 are congruent under the right action of a ψ ∈ G if and
only if ψ preserves the pull-backs of ωx, ωu and ωp (Recall Remark 5.3.8). In
all applications we consider it will be sufficient to work with sections with fixed
target coordinates, not needing the more general result of Remark 5.3.6 and so we
restrict this discussion to this caes. This is just for simplification; all our results
extend trivially to the more general non-transitive case.
But what has to happen to guarantee that a local transformation ψ ∈ G such
that Rψ · s = s¯ also maps a local section of E to another such section? Letting
these sections be the graphs of two locally defined functions q0, q¯0 : X → U , we
claim that this is the case if and only if Rψ also preserves the lifted invariant
Q(j1ϕ|z, q) restricted to (s|z, q0(z)) and (s¯|z¯, q¯0(z¯)). That is
Q(s|z, q0(z)) = Q(s¯|ψ(z), q¯0(ψ(z))). (5.25)
Letting ψ satisfy Rψ · s = s¯ and (5.25) we obtain:
Q(s|z · j1ψ−1|ψ(z), Q(j1ψ|z, q0(z)))
=Q(s|z, q0(z)) by right invariance of Q
=Q(s|z · j1ψ−1|ψ(z), q¯0(ψ(z))) by (5.25).
Comparing the first and last equations we can see that, if Q(g, q) is full rank in
the q variable, we have
Q(j1ψ|z, q(z)) = q¯(ψ(z)).
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But this means that ψ also maps q0 to q¯0.
The computations at the end of the last example easily generalize to prove the
following.
Theorem 5.4.2. Let G be a horizontal action on a trivial bundle E = X ×U → X
whose qth order defining equations are formally integrable. Assume also that the
zero order lifted invariants U(j1ϕ|x, u) = λ(u) are full rank in the u variables.
Given two local functions, u, u¯ : X → U , there is a map ϕ ∈ G such that ϕ ·u(x) =
u¯(ϕ(x)) if and only if there are two sections of some target fiber Gq |X0 σ→ X ,
s and s¯, such that Rϕ maps s to s¯ and such that Rϕ preserves the zero order
lifted invariants U = λ(u) and U = λ(u¯) restricted to (s|x, u(x)) and (s¯|x¯, u¯(x¯))
respectively.
Continuing Example 5.4.1, we next introduce Élie Cartan’s fundamental idea
underlying his equivalence method.
Example 5.4.3. Continuing Example 5.4.1, we are given two local functions q0
and q¯0 and wish to characterize all equivalence maps, ϕ ∈ G, between them. We
can do this, according to Theorem 5.4.2, by constructing two sections, s and s¯, of
G1 and requiring that ϕ, or, rather Rϕ, maps s to s¯ all the while preserving the
lifted invariant
Q = Px + pPu + qPp
Xx
,
restricted to (s, q0) and (s¯, q¯0). But, and here is the key observation (of Élie
Cartan), since we get to choose the sections s and s¯ ourselves, we might as well
choose them to lie in the subset of G1 where Q ≡ 0. Then, any map between s
and s¯ automatically preserves the restricted lifted invariant Q. Taking a closer
look at this, we, for example, require that the components of s satisfy
Q = Px + pPu + q0(z)Pp
Xx
= 0 ⇔ Px = −pPu − q0(z)Pp, (5.26)
and similarly for s¯ and q¯0. Referring back to our fundamental Theorem 5.3.4,
the equivalence problem has now been reduced to finding a local transformation
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f of X , and two sections, s and s¯, of the partial moving frame determined by
X = U = P = Q = 0, such that
f ∗s¯∗ωi = s∗ωi.
Since we can restrict to sections of a partial moving frame, the recurrence formula
will hold all the relevant information of the structure of the Maurer-Cartan forms
thereon. For example, by the recurrence formula, we have
0 = dQ = µpx +QXωx +QUωu +QPωp,
on Q = 0, where, from now on, we implicitly assume that the lifted invariants are
evaluated at a specific section of E → X , like in (5.26).
Generalizing the above example, we have the following corollary to Theorem
5.4.2.
Corollary 5.4.4. Let the set-up be the same as in Theorem 5.4.2 and let Bp, for
p ≥ q, be a pth order partial moving frame. Then the graphs of two local functions,
u and u¯, are congruent under G if and only if there are two sections, s and s¯ of
Bp σ→ X , such that, when they are restricted to jpu and jpu¯, respectively, they are
congruent under the right action of G.
Remark 5.4.5. When we normalize a lifted invariant the recurrence formula
(4.15) tells us what effect that has on the structure of the Maurer-Cartan forms
on the partial moving frame. We have,
0 = dUα = Uαi ωi +
∑
|K|≤1
λ
(
∂Uα
∂X iK
|
1
)
µiK + contact forms on J∞(E).
When we restrict to the graph of a specific function, u, the contact forms on
J∞(E) vanish. Since an equivalence map between the graphs of u and u¯ must
preserve all the Maurer-Cartan forms restricted to the partial moving frame, we
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can see that such an equivalence map must also preserve the lifted invariants Uαi .
We may normalize these to produce a new partial moving frame whose sections,
restricted to u and u¯, are equivalent if and only if u and u¯ are. The next subsection
continues this discussion.
Cartan’s equivalence method, and, indeed, most past approaches to Lie pseudo-
groups have been based on the concept of a G-structure.
Definition 5.4.6. A G-structure for an equivalence problem of sections of E → X
under the extended action of a Lie pseudo-group G → X is a pair {G,η} where
G is a subgroup of the general linear group GL(n) and η = {η1, . . . , ηn} is a
coframe of X (that depends on jets of sections of E), that satisfies the following.
A transformation ϕ ∈ G maps the graph of u to the graph of u¯ if and only if η,
restricted to the two graphs, is preserved, up to an element of G ⊂ GL(n), under
the pull-back of ϕ. That is
ϕ∗

η1|u¯
...
ηn|u¯
 = g ·

η1|u
...
ηn|u
 , (5.27)
for an element g ∈ G.
Remark 5.4.7. We note that the condition (5.27) is equivalent to there existing
two locally defined functions, s and s¯ from X to G ⊂ GL(n) such that
ϕ∗
s¯(x¯) ·

η1|u¯
...
ηn|u¯

 = s(x) ·

η1|u
...
ηn|u
 .
Given such s and s¯ we can let g = s¯(ϕ(x))−1 · s(x) to recover (5.27). The G-
structure approach to equivalence problems then boils down to finding two equiv-
alent sections, s and s¯ of the trivial bundle X ×G→ X , the first restricted to u
and the second to u¯, just like in our partial moving frame approach.
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Restricting the Maurer-Cartan forms µiK , |K| < p, on Gp to a partial moving
frame encodes the equivalence problem for sections as that between collections
of one-forms, pulled-back from the partial moving frame, by Corollary 5.4.4. In
favorable cases a G-structure arises from this restriction. Let us look at a few well-
known examples of where G-structures arise in this manner. (But, as emphasized
by Cartan himself, [7], his equivalence algorithm need not be restricted to G-
structures. Indeed, the hybrid equivalence method presented in Chapter 5 will
require no such restrictions.)
Example 5.4.8. Consider the point transformation counterpart to our running
example. That is, the Lie pseudo-group, G, with defining equations Xp = Up = 0
and
P = Ux + pUu
Xx + pXu
(5.28)
acting on q by
q 7→ Px + pPu + qPq
Xx + pXu
.
Normalizing the lifted invariants P and Q to zero, we get Ux = −pUu and Px =
−qPp − pPu. Notice that differentiating the defining equation (5.28) with respect
to p gives the first order integrability condition
pXu +Xx =
Uu − PXu
Pp
,
which becomes Xx + pXu = UuPp after setting P = 0. Including this integrability
condition makes G1 formally integrable. We have, on the partial moving frame
B1 = {X = U = P = Q = 0} that
ωx = Xxdx+Xudu = (pXu +Xx)dx+Xu(du− pdx) = Uu
Pp
dx+Xu(du− pdx),
ωu = −pUudx+ Uudu = Uu(du− pdx),
ωp = (−qPp − pPu)dx+ Pudu+ Ppdp = Pu(du− pdx) + Pp(dp− qdx).
(5.29)
If we further restrict to a specific function q = f(x, u, p), we obtain the G structure
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of Cartan for this problem, see [36]: set η1 = dx, η2 = du−pdx and η3 = dp−fdx
as a base coframe on J1 and note that the lifted horizontal coframe can be written
as 
ωx
ωu
ωp
 =

Uu
Pp
Xu 0
0 Uu 0
0 Pu Pp


η1
η2
η3
 =

a1
a2
a3 0
0 a1 0
0 a4 a2


η1
η2
η3
 . (5.30)
By Theorem 5.4.2 this is indeed a G-structure with G ⊂ GL(3) being the subgroup
of all matrices of the form 
a1
a2
a3 0
0 a1 0
0 a4 a2
 , a1a2 6= 0.
Example 5.4.9. Understandably, the pseudo-group of contact transformations,
G, is prominent in equivalence problems for differential equations. One facet of
which is the equivalence problem of Lagrangians
∫
L(x, u, p)dx and
∫
L¯(X,U, P )dX.
An element ϕ ∈ G transforms Lagrangians according to
∫
L¯(X,U, P )dX 7→
∫
L¯(X,U, P ) · (Xx + pXu)dx,
and we see that the equivalence problem can be written as the PDE
L¯(X,U, P ) · (Xx + pXu) = L(x, u, p) ⇔ L¯(X,U, P ) = L(x, u, p)
Xx + pXu
.
If we extend G to act on a new variable L by
L 7→ L
Xx + pXu
,
then the equivalence problem of Lagrangians is equivalent to that of sections in
this extended space. Normalizing the lifted invariant L
Xx + pXu
to 1, and, as
before, P = Ux + pUu
Xx + pXu
to 0, we have Xx +pXu = L, Ux = −pUu and recalling the
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integrability condition Xx + pXu =
Uu
Pp
we have
ωx = Xxdx+Xudu = (pXu +Xx)dx+Xu(du− pdx) = Ldx+Xu(du− pdx),
ωu = −pUudx+ Uudu = Uu(du− pdx),
ωp = Pxdx+ Pudu+ Ppdp =
Px + pPu
L
Ldx+ Pu(du− pdx) + Ppdp.
(5.31)
Letting a1 = Xu, a2 = Pp, a3 = Pu and a4 =
Px + pPu
L
we recover a G-structure
for this problem, with the base coframe {η1, η2, η3} = {Ldx, L(du− pdx), dp}:

ωx
ωu
ωp
 =

1 a1 0
0 a2 0
a4 a3 a2


η1
η2
η3
 .
Example 5.4.10. Sometimes a little work is required for the best possible formu-
lation of an equivalence problem. Expanding on Example 5.4.9, we can consider
the divergence equivalence of first order Lagrangians under point transformations
(as in the previous example). It is well known that two Lagrangians produce the
same Euler-Lagrange equations if they differ by a total derivative DxA(x, u), so
the equivalence problem
L¯(X,U, P ) · (Xx + pXu) = L(x, u, p) +DxA,
where A(x, u) is some (real-analytic) function, is of interest. For our first order
Lagrangian, L, the Euler-Lagrange expression has the form
E(L) := Lu − Lpx − pLpu − qLpp,
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where q is the second derivative of u. Under a contact transformation, the Euler-
Lagrange equations transform according to
E(L) 7→ E(L)
UuXx − UxXu =
E(L)
Pp · (Xx + pXu)2 ,
where the second equality follows from P = Ux + pUu
Xx + pXu
. It will be convenient to
define the truncated Euler-Lagrange expression E˜(L) := Lu − Lpx − pLpu. Let
us also denote the source coordinates (x, u, p) by t and the target coordinates
(X,U, P ) by T . If two Lagrangians, L and L¯, are divergence equivalent, then
their Euler-Lagrange equations are equivalent. This means that we must have
E(L¯)(T ) = E(L)(t)
Pp · (Xx + pXu)2 .
Writing this out, and remembering that q transforms according to
q 7→ Q = Px + pPu + qPp
Xx + pXu
,
we have
L¯u(T )− L¯px(T )− PL¯pu(T )−
(
Px + pPu + qPp
Xx + pXu
)
L¯pp(T )
= Lu(t)− Lpx(t)− pLpu(t)− qLpp(t)
Pp · (Xx + pXu)2 .
Viewing this as a first degree polynomial in q, and comparing coefficients we obtain
L¯u(T )− L¯px(T )− PL¯pu(T )−
(
Px + pPu
Xx + pXu
)
L¯pp(T ) =
Lu(t)− Lpx(t)− pLpu(t)
Pp · (Xx + pXu)2 ,
and
Pp
Xx + pXu
L¯pp(T ) =
Lpp(t)
Pp · (Xx + pXu)2 .
Solving for Lpp(T ) in the second equation, plugging the result into the first and
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moving some terms around gives
L¯pp(T ) =
Lpp(t)
P 2p · (Xx + pXu)
, (5.32)
and
E˜(L¯)(T ) = E˜(L)(t)
Pp · (Xx + pXu)2 +
Px + pPu
Xx + pXu
· Lpp(t)
P 2p · (Xx + pXu)
. (5.33)
The two left hand sides in (5.32) and (5.33) only depend on target coordinates
and are therefore invariant under the right action of G. We can normalize both,
setting the first to 1 and the second to zero. This gives
Xx + pXu =
Lpp
P 2p
, Px + pPu = −E˜(L)
Lpp
Pp,
where all sections are now being evaluated on the source coordinates t = (x, u, p).
Recalling the first order integrability condition Xx + pXu = UuPp we also have on
this partial moving frame that
Uu
Pp
= Lpp
P 2p
⇒ Uu = Lpp
Pp
and the lifted horizontal coframe (which is a basis for the restricted Maurer-Cartan
forms on G1 to this first order partial moving frame) is
ωx = Xxdx+Xudu =
Lpp
P 2p
dx+Xu(du− pdx) = U
2
u
Lpp
dx+Xu(du− pdx),
ωu = −pUudx+ Uudu = Uu(du− pdx),
ωp = Pxdx+ Pudu+ Ppdp = −E˜(L)
Lpp
Ppdx+ Pu(du− pdx) + Ppdp
= 1
Uu
ηc + Pu(du− pdx),
(5.34)
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where ηc is the differential form
ηc = −E˜(L)dx+ Lppdp.
We choose as group parameters
a1 = Xu, a2 = Uu, a3 = Pu,
and as a base coframe {η1, η2, η3} = { 1
Lpp
dx, du− pdx, ηc}, but with these choices,
we can write {ωx, ωu, ωp} as

ωx
ωu
ωp
 =

a22 a1 0
0 a2 0
0 a3 1a2


η1
η2
η3
 .
Remark 5.4.11. So far we have used the lift of the standard coordinate coframe
{dx, du, dp} on the base space to obtain a right-invariant horizontal coframe on
B1. Other choices of coframes on the base space can be useful in implementing
Cartan’s equivalence method. It is a simple matter to extend all our results on the
termination of various (past and future) completion algorithms to the case where
a different coframe from the coordinate one is chosen. Assume we have chosen a
coframe η that is an invertible linear combination of the coordinate coframe,
η = A ·

dx1
...
dxn
 ,
where A is a GL(n)-valued function on J∞(E). Then the lift of η is an invariant
horizontal coframe,
λ(η) = λ(A) ·

ω1
...
ωn
 ,
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and instead of computing dµi in step (a) of Algorithm 5.1.1, or dωi on B1, we
instead compute dλ(η), and so on. Since λ(η) is an invertible linear combination
of the ωi, Algorithm 5.1.1 will produce the same results independent on which
horizontal coframe we are using.
We give two illustrating examples of the above remark.
Example 5.4.12. Consider the equivalence problem of non-closed two-forms on
open sets in R3, i.e. when are two two-forms Ω and Ω¯ related under the pull-back
of a local diffeomorphism, ϕ∗Ω¯ = Ω. We could set this problem up in our usual
framework by having G be the pseudo-group of local diffeomorphisms on R3 in
coordinates t = (x, y, z). Then, writing two forms Ω in the coordinate basis,
Ω = Adx ∧ dy +Bdy ∧ dz + Cdz ∧ dx, (5.35)
a transformation ϕ ∈ G, (x, y, z) ϕ7→ (X, Y, Z), pulls Ω back according to
ϕ∗Ω|ϕ(t) = A(T ) (XxYy −XyYx) dx ∧ dy +B(T ) (YxZy − YyZx) dx ∧ dy
+ C(T ) (ZxXy − ZyXx) dx ∧ dy + · · ·
where we have omitted the coefficients of dy∧dz and dz∧dx. From these equations
we may deduce the action of G on the coefficients of Ω but this action is obviously
rather complicated. This difficulty can be avoided by a more clever choice of base
coframe. In fact, the two-form Ω can be written as a single wedge product of two
one-forms (see [36]),
Ω = η1 ∧ η2.
Completing these to a coframe by some one-form η3 such that η1 ∧ η2 ∧ η3 6= 0 we
can see that ϕ ∈ G preserves Ω if and only if
ϕ∗

η1
η2
η3
 =

a1 a2 0
a3 a4 0
c1 c2 c3
 ·

η1
η2
η3
 , where a1a4 − a2a3 = 1 and c3 6= 0, (5.36)
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for functions ai and cj. To explain where this G-structure appears in our frame-
work consider the following. The coefficients of η1 and η2 in the coordinate coframe
are somewhat complicated expressions in the A, B and C from (5.35). A general
local diffeomorphism ϕ ∈ G pulls Ω back to
ϕ∗Ω = A˜η1 ∧ η2 + B˜η2 ∧ η3 + C˜η3 ∧ η1,
where, when everything is unraveled, A˜, B˜ and C˜ are expressions in A, B, C and
j1ϕ. Normalizing the lifted invariants A˜, B˜ and C˜ to 1, 0 and 0, respectively
provides the partial moving frame on which (5.36) arises as the restricted lifted
horizontal coframe when we choose the ηi as base coframe. This shows how a
choice of base coframe can hasten the normalization process. Cartan’s equivalence
method then proceeds symbolically, not writing out the forms ηi in coordinates
but taking the exterior derivative of the right hand side in (5.36). This process is
explained in Section 5.6 below.
Example 5.4.13. Let g = ∑1≤i,j≤2 gijdxidxj be a Riemannian metric on an open
set in R2. Letting G be the collection of local diffeomorphism on R2, we have
seen how the components of the metric transform under ϕ ∈ G acting on the base
space R2 in Example 4.1.4. Normalizing all the lifted invariants j1ϕ · gij will give
an invariant horizontal coframe on a partial moving frame, B1. Alternatively, we
can diagonalize the metric, writing it in the form
g = (η1)2 + (η2)2,
for a certain choice of coframe ηi on R2 (depending on the original components
gij). Then ϕ ∈ G preserves g if and only if
ϕ∗
η1
η2
 = h ·
η1
η2
 ,
where h is an orthonormal matrix, h ∈ SO(2). This SO(2)-structure arises from
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normalizing the lifted coefficients A, B, C and D in
ϕ∗η1 = Aη1 +Bη2,
ϕ∗η2 = Cη1 +Dη2,
such that A B
C D
 ∈ SO(2),
i.e. normalizing A2 +B2 = C2 +D2 = 1 and AC +BD = 0.
The most important point of the last two examples is that they show how
the classic G-structures are special cases of the general construction of Maurer-
Cartan forms of the diffeomorphism pseudo-group restricted to partial moving
frames. Therefore, our general equivalence method (Algorithm 5.5.3 in the next
subsection) will directly apply to the equivalence problem of G-structures that
arise from horizontal actions.
5.5 Structure of a partial moving frame
To solve the equivalence problem of sections in a partial moving frame, we need to
understand the structure of the (restrictions of) Maurer-Cartan forms thereon. In
this subsection we relate this structure to the algebraic structure of the “congru-
ence equations” Guu¯ from Section 5.1. In particular, since Guu¯ can be completed
to involution by Algorithm 5.1.1, we shall prove that by successively normalizing
lifted invariants we eventually obtain an involutive coframe on a partial moving
frame. This will serve to prove termination of Cartan’s equivalence method in the
horizontal case. It should not come as a surprise that the structure of Guu¯ and the
“corresponding” (in a sense we explain below) partial moving frame are intimately
related since both objects determine the congruence problem by Corollary 5.4.4.
We delay any discussion of regularity until after presenting our partial moving
frame algorithm below.
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We have assumed that the zero order target coordinates can always be nor-
malized, X ≡ b, and have seen that this reduces the zero order Maurer-Cartan
forms µi to the lifted horizontal coframe ωi. Once we further restrict the lifted
Uα to be constants, cα, there appear certain linear dependencies among the first
order Maurer-Cartan forms. The recurrence formula tells us that on this partial
moving frame
0 = dcα = dUα = Uαi ωi +
∑
|K|≤1
λ
(
∂Uα
∂X iK
|
1
)
µiK + contact forms on J∞(E).
When we restrict the partial moving frame B˜1 to a specific section j∞u, and obtain
the space B˜u1 , the contact forms on J∞(E) vanish and we have
0 = dUα|u = U
α
i |uω
i +
∑
|K|≤1
λ
(
∂Uα|u
∂X iK
|
1
)
µiK . (5.37)
Now compare this to the linear dependencies that appear when applying Algo-
rithm 5.1.1 to Guu¯ which is determined by the equations for G and the equations
U |u = u¯(X). We have, on Guu¯1 , that
0 = d(Uα|u − u¯α(X)) = dUα|u − (u¯αi (X)ωi + u¯αi (X)µi). (5.38)
Comparing (5.37) with (5.38) we can see that the difference is in the term u¯αi (X)ωi+
u¯αi (X)µi. To find integrability conditions in Guu¯(1)1,1 , Algorithm 5.1.1 computes the
purely horizontal parts of the set dµi. Recalling that dµi = −dωi = ωj ∧ µij and
comparing with (5.38), the coefficients of purely horizontal forms will be of the
form
Uαi |u − u¯αi (X), (5.39)
that are then set to zero and solved for parametric derivatives (but note Remark
5.5.1 below). On the other hand, restricting to B˜u1 and recalling (5.37), the hor-
izontal parts will only involve Uαi |u restricted to X = b and Uα = cα. These
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expressions are invariant and may be normalized to obtain a higher order partial
moving frame B˜u1,1.
Say we normalize Uαi |u ≡ cαi . Solving these normalization equations is ob-
viously equivalent to searching for integrability conditions in Uαi |u = u¯αi (X) at
points in Guu¯1,1 with target coordinate b and for a choice of section u¯ = v such that
vα(b) = cα, vαi (b) = cαi .
Note that this means that v intersects the cross-section determining the partial
moving frame. An integrability condition now appears when, after normalizing
some of the Uαi |u, a lifted invariant U
β
j |u is no longer second order, but first or
zero order. If it happens to be first order it can be normalized and we must start
over, computing dωi restricted to our new first order partial moving frame (see
step (a) in Algorithm 5.1.1). If the invariant is zero order it represents a genuine
invariant of the problem and must be preserved by equivalence maps. Normalizing
Uαi |u = cαi introduces further linear dependencies among the Maurer-Cartan forms
which, according to the recurrence formula, are
0 = dcαi = dUαi |u = U
α
ij |uω
j +
∑
|K|≤2
λ
(
∂Uαi |u
∂X iK
|
1
)
µiK .
Assume that no integrability conditions were found, i.e. that Guv(1)1,1 = Guv1 .
This is equivalent to there not appearing any invariants of order at most one
during the normalization of Uαi |u. Next, compare the collection of first degree
forms, used to compute reduced Cartan characters, on Guv1 and B˜u1 ,
{γ1
(
aj1DXj dµ
i
)
|Guv1 } and {γ1
(
aj1DXj dµ
i
)
|B˜u1
}. (5.40)
Again, these two collections will agree when we evaluate the former at the point
of the cross-section where v intersects it. That is, points with target coordinate
X = b, since there we have vα(b) = cα and vαi (b) = cαi . Note also that the number
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of second order group parameters that we have not yet normalized is the same as
the number of second order parametric derivatives for Guv1,1 at the target coordinate
X = b.
Remark 5.5.1. Of course, when we compute horizontal parts of dµiK , prolon-
gations of the defining equations of G appear also. Since these have nothing to
do with the choice of sections j∞u and j∞v, these appear, independent of the
normalizations made, when we work on a partial moving frame.
If the involutivity test based on (5.40) for Guv1 is successful we say that the
partial moving frame B˜u1 is involutive. In general, if Bup is a partial moving frame
of order p, and we compute dµiK , for all |K| < p, and normalize all purely hori-
zontal parts, we denote the resulting partial moving frame by Bup,1. If we happen
to normalize a group parameter of order strictly less than p+ 1 during this com-
putation, we denote the pth order partial moving frame obtained by the projection
σp+1p
(
Bup,1
)
by Bu(1)p,1 . This is analogous to the notation used for differential equa-
tions. If we do not normalize any group parameter of order ≤ p, then Bu(1)p,1 = Bup
and the number, r(p+1), of non-normalized group parameters of order p + 1 is
the same as the number of parametric derivatives of order p + 1 for Guvp,1 where
v intersects the cross-section determining Bup,1. If the reduced Cartan characters
obtained by successively maximizing the ranks of unions of collections of the form
{γp
(
aj1DXj dµ
i
K
)
|B˜up}, |K| < p,
(again, these agree with the reduced Cartan characters of Guvp ) satisfy Cartan’s
involutivity test (i.e. r(p+1) = ∑ is˜(p)i ) we say that Bup is involutive. The next
section discusses the significance of obtaining an involutive partial moving frame
for the congruence problem.
Remark 5.5.2. In practice, when we construct a partial moving frame as above,
we do not fix a specific function u, but rather work with the unspecified jets of
such maps, j∞u|x = (x, u, . . . , uαJ , . . .). We then need to be careful to keep track
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of which choices of u allow for which normalizations of the lifted invariants as
this can differ from section to section, see Remark 5.2.7. If J∞(E) = ∪1≤i≤NSi is
the partition of J∞(E) into the different domains of definitions of partial moving
frames we split the equivalence problem into different branches where, in each
branch, we consider only the congruence of sections j∞u and j∞u¯ are contained
in the same set Si. Notice that two sections that lie in different sets Si are never
congruent since they can not be mapped to the same cross-section (if they were
congruent this would not be the case). Notice also that if j∞u intersects more
than one set Si, we do not attempt to say anything about the congruence problem
pertaining to u. This is because the equations Guu¯ will be non-regular in the sense
of Definition 3.0.6 and our methods break down, see next subsection.
Here then is our algorithm for the construction of a partial moving frame. We
shall elaborate on its different steps in the following remarks. Recall that for a
partial moving frame But ⊂ G˜t we denoted its inverse image under σ˜∞t as B˜ut ⊂ G˜∞.
Algorithm 5.5.3.
(a) Normalize all zero order lifted invariants X and Uα to obtain a partial
moving frame Bu1 . Compute all the exterior derivatives dωi, i = 1, . . . , n,
on B˜u1 and normalize all horizontal parts. If in that process we manage to
normalize a first order group parameter, replace Bu1 by Bu(1)1,1 and repeat this
step. (If we happen to find a genuine invariant we refer to Remark 5.5.6.)
(b) When we stop being able to normalize first order group parameters we test
for involution by computing the maximal ranks of (the union of) collections
of the form
{γ1
(
aj1DXj dω
i
)
|B˜1}i=1,...,n, (5.41)
and counting the number of group parameters of order 2 that have not been
normalized. If the test fails, replace Bu1 by Bu2 = Bu1,1 in step (a) and compute
dµij, for all parametric X ij, restricted to B˜u2 , normalize horizontal parts and
so on.
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(c) If, at some stage of this algorithm, when computing Bu(1)p,1 , we manage to
normalize a group parameter of some order t < p + 1, we replace Bup by
But := σp+1t
(
Bup,1
)
, a tth order partial moving frame, and repeat step (a)
using But .
Remark 5.5.4 (Regularity of partial moving frames). As always, local solvability
of differential equations can only be guaranteed for sufficiently regular equations.
In order for us to eventually solve the equivalence problem of sections using Al-
gorithm 5.5.3 we need to assume, first of all, that every partial moving frame But
is a manifold for all u in the domain of definition of Bt. Second, we require that
the reduced Cartan characters computed in step (b) of Algorithm 5.5.3 are con-
stant on the partial moving frames But . As in the case of Algorithm 3.2.6, these
regularity hypothesis guarantee termination of the algorithm and we henceforth
assume they hold for our partial moving frames. Equivalence problems of constant
type, see [36], are trivially regular, since the structure equations for the partial
moving frames for these problems have constant coefficients at top order and so
the reduced Cartan characters found in (5.41) will be constant. This shows that
our algorithm is more general, but one must still be careful to check that the
regularity of Definition 3.0.6 holds.
Remark 5.5.5. Let us prove that if u and u¯ are two functions whose graphs are
congruent under the action of G then the sequences of moving frames But and Bu¯t ,
computed by Algorithm 5.5.3, reach involution at the same time. Let ψ ∈ G map
u to u¯. Then, for every section s of But we have that s¯ = Rψ · s is a section of
Bu¯t . Since Rψ is a diffeomorphism on its domain of definition in Gt, we have that
Rψ : But → Bu¯t is a diffeomorphism and hence that the structure equations of the
restricted Maurer-Cartan forms on But and Bu¯t are isomorphic. Since the reduced
Cartan characters are determined by the structure equations, the sequences of But
and Bu¯t will reach involution at the same time.
Remark 5.5.6. When we stumble upon a genuine invariant for our problem, it
represents a zero order equation in Guv. That is, if I(x, jpu|x) is the invariant,
106
then the corresponding equation in Guv is of the form
I(x, jpu|x) = I(X, j
pv|X). (5.42)
In accordance with Remark 3.0.3, we need to prolong these equations and test
them for integrability conditions. Say we find a genuine invariant I when com-
puting Bu(1)p,1 , so that (5.42) is found when computing Guv(1)p,1 . Prolonging (5.42)
using differentiation with respect to the target variables gives
DXiI(x, jpu|x) =
∂I(X, jpv|X)
∂X i
. (5.43)
The right hand sides are always zero order. Since I(x, jpu|x) is preserved by
equivalence maps of sections in Bup , so is its exterior derivative, dI(x, jpu|x), but
since there are no group parameters present in I(x, jpu|x) the exterior derivative
of I will only involve the horizontal forms ωi, and the left hand sides in (5.43) as
the coefficients. Hence, by applying the exterior derivative (perhaps repeatedly)
to any genuine invariant that we obtain in the process of building a partial moving
frame, we recover the corresponding prolonged equations in Guv.
If the coefficients of dI = Iiωi (or the “iterated” coefficients dIi = Ii;jωj)
involve first order group parameters we can normalize them to obtain a smaller,
first order, partial moving frame. By step (c) in Algorithm 5.5.3 we then repeat
step (a) with this partial moving frame. The coefficients that do not involve
group parameters are further genuine invariants of the problem (representing zero
order equations in Guv) that must be prolonged also. Say we have obtained a
collection Iw(x) = Iw(x, j∞u|x), for w in some index set W , of genuine invariants
by repeatedly applying the exterior derivative on Bup . Assume that at the next
step, when computing the exterior derivatives
dIw(x) = Iw;i(x)ωi,
it turns out that the Iw;i are functions of x only, and are functionally dependent
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on the Iw(x), i.e. there are functions Hw;i such that
Iw;i(x) = Hw;i ({Il(x)}l∈W ) .
Then we can actually stop applying the exterior derivatives to genuine invariants,
since, by the chain rule, we have
dIw;i =
∂Hw;i
∂Il
Il;jω
j, (5.44)
and each new coefficient is a function of genuine invariants already obtained. Once
this happens (note that it will happen since there cannot be more than dim X
genuine invariants) we continue with Algorithm 5.5.3. We collect the invariants
{Iw, Iw,i}w∈⋃Wt,1≤i≤n
(note that we may have more than one index sets Wt) found by Algorithm 5.5.3
in a map Σu : dom u→ RA, called the signature map of u. The image Σu(dom u)
is called the signature of u. Once we stop getting new, functionally independent
genuine invariants we say that the signature has stabilized. In general, the signa-
tures for different functions u and u¯ stabilize at different times, but if u and u¯ are
to be congruent, by Corollary 5.4.4, their signatures must overlap,
Σu(dom u) = Σu¯(dom u¯). (5.45)
Remark 5.5.7. If we manage to normalize all first order group parameters, our
partial moving frame reduces to a (proper) moving frame ρ, and pulling back the
Maurer-Cartan forms to X gives a coframe (and possibly some genuine invariants)
on the base space X , namely ω1, . . . , ωn pulled back by the moving frame. The
equivalence problem has now been reduced to an equivalence problem of coframes
on X . Cartan solved the equivalence problem for coframes, [7], according to which
a generating set of invariants for the problem is given by the genuine invariants
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found during Algorithm 5.5.3 and the structure functions of the invariant coframe
ωi, i.e. the coefficients in
dωi = Rijkωj ∧ ωk.
Remark 5.5.8. Regarding the two previous remarks, it should be said that equiv-
alence problems in which we find genuine invariants before we manage to normalize
all first order group parameters are rare. These equivalence problems are said to
be of non-constant type since they may introduce some non-constant coefficients
of the top order terms in the structure equations. The analysis of such equivalence
problems is a little bit more problematic since they make it slightly more difficult
to verify regularity of the equations Guv∞ and hence of the equivalence problem.
However, since we can still recover the defining equations of the differential equa-
tions Guv∞ , Algorithm 5.5.3 will still terminate at involution at the same time as
Algorithm 5.1.1 for Guv∞ , and there is no need to panic and abandon your problem.
Remark 5.5.9. Expanding on Remark 5.5.7, assume that after normalizing all
horizontal parts in the structure equations for a partial moving frame B˜up , we notice
we have normalized all group parameters of order p + 1. Note that this happens
when the corresponding congruence equation Guvp+1 is maximally over-determined
at order p + 1. In this case, Bup and Bup+1 := Bup,1 have equal dimension and the
Maurer-Cartan forms µiK , |K| ≤ p on Bup+1 form a bona-fide coframe for Bup+1,
for any function u in the domain of definition of the partial moving frame. Let
u and u¯ be in this domain and let Λ : Bup+1 → Bu¯p+1 be any diffeomorphism that
preserves the Maurer-Cartan forms. Letting s be a section of Bup+1 σ→ dom u we
have, since Λ preserves ωi, that the map
f(x) := σ
(
Λ(s|x)
)
is a local diffeomorphism from dom u to dom u¯ (see proof of Corollary 5.3.5). Now
let s¯ be the image of s under Λ, i.e. s¯|f(x) = Λ(s|x). Since the action of Λ on the
source coordinate is a diffeomorphism, s¯ is also a section and since Λ preserves
the Maurer-Cartan forms µiK , |K| < p + 1, so does its restriction Λ : s → s¯. By
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our fundamental Theorem 5.3.4 Λ must agree with the action of Rf on s and since
this holds for any section s, we have
Λ(g) = Rf · g, g ∈ Bp+1.
Thus, when we manage to normalize all group parameters of some order p + 1,
we can reduce our equivalence problem of sections to an equivalence problem of
coframes (on Bup+1 and Bu¯p+1), to which we can apply Cartan’s solution. If the
structure functions of the coframe on Bup+1 include non-normalized group param-
eters, we may normalize them and continue with Algorithm 5.5.3. But if the
structure functions are all constant, then Bup+1 has a local Lie group structure. It
is then well known that the diffeomorphisms Λ preserving the coframe are the Lie
group elements, and, in particular, the symmetry group of the section u is this
Lie group.
Definition 5.5.10. When Algorithm 5.5.3 normalizes all group parameters of
some order p + 1, and all structure functions, and their iterated derivatives, of
the resulting coframe on Bup+1 are genuine invariants (this includes constants),
so no more normalizations happen, we say that the equivalence problem is fully
determinate at order p+ 1.
Remark 5.5.11. A generating set of invariants for an equivalence problem is a
collection of invariants such that any invariant of the problem is a function of the
generating set and its invariant differentiation, i.e. differentiation with respect
to the dual horizontal frame DXi =
∂
∂ωi
. An important feature of Algorithm
5.5.3 is that if the equivalence algorithm terminates with an invariant horizontal
coframe, so all first order group parameters have been normalized, a generating
set of invariants is apparent: It consists of all genuine invariants found during
the implementation of the algorithm plus the structure functions of the horizontal
coframe. The same obviously holds in fully determinate cases.
In general we have the following theorem for a regular equivalence problem
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(meaning that all the equations Guvt that appear during Algorithm 5.5.3 are reg-
ular).
Theorem 5.5.12. Algorithm 5.5.3 terminates either with a fully determinate
partial moving frame or at involution. Moreover, it will do so at the same time
as Algorithm 5.1.1 does for Guv∞ , where v intersects the cross-section determining
the partial moving frame.
What does involution of a partial moving frame imply for the equivalence
problem of sections thereof? In the next subsection, by applying the Cartan-
Kähler theorem, we prove that it leads to its complete solution.
5.6 Exterior differential systems
As shown in Section 5.4 and Remark 5.5.6, when Gp is formally integrable, the
equivalence problem of two local functions, u and u¯, can be reduced to that of
finding two sections of a partial moving frame Bp (restricted to j∞u and j∞u¯), s
and s¯, and a local transformation, ϕ, of the base manifold X such that
ϕ∗s¯∗µiK = s∗µiK , for all |K| < p and ϕ∗Σu¯ = Σu. (5.46)
We can recast this as a problem of finding an integral manifold for an exterior
differential system. To see how, let j∞u and j∞u¯ be two sections of J∞(E) in
the same domain of definition of a partial moving frame Bp and let Bup and Bu¯p
be involutive. Let the signatures of u and u¯ overlap (cf. Remark 5.5.6). Denote
(the restriction of) the Maurer-Cartan forms on Bup by µiK , but those on Bu¯p by
µ¯iK (note that here we are only taking those µiK with |K| < p). Let V := dom u
and V¯ := dom u¯ and note that Bup is a product space
Bup = V ×Hup ,
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where Hup is parametrized by non-normalized group parameters. Similarly, write
Bu¯p = V¯ × H¯up . Also, let γV×V¯ : Bup × Bu¯p → V × V¯ be the projection onto the
product of the domains of u and u¯. Consider an n-dimensional submanifold, N ,
of Bup × Bu¯p which satisfies the following.
(µiK − µ¯iK)|N = 0, |K| < p,(
Σu(x)− Σu¯(x¯)
)
|N = 0,
ω1 ∧ ω2 ∧ · · · ∧ ωn|N 6= 0.
(5.47)
The last condition is to ensure that the projection, γV×V¯ (N ), of N is locally the
graph of a (local) diffeomorphism ϕ : V → V¯ . Given (5.47) we can parametrize
N locally by
x 7→ (x, s(x), ϕ(x), s¯(ϕ(x))) ,
and (5.47) is equivalent to (5.46), as is easily checked. In practice, when genuine
invariants are present, we first restrict to the subspace of Bup×Bu¯p on which Σu(x)−
Σu¯(x¯) = 0 and then ask whether we can construct, on this smaller space, an
integral submanifold N satisfying
(µiK − µ¯iK)|N = 0, |K| < p,
ω1 ∧ ω2 ∧ · · · ∧ ωn|N 6= 0, |K| < p.
(5.48)
To construct such an integral manifold we need to understand the structure
equations of µiK , |K| < p, on Bp. Recall the structure equations of the Maurer-
Cartan forms on the infinite bundle D∞(X ), (4.10). We have previously restricted
these equations to the subspaces B˜up = (σ∞p )−1(Bup ) of the infinite bundle G∞ but
when solving (5.48) we are confined to a finite order partial moving frame Bp and
must set each p + 1 order group parameter still present in (4.10) to zero. We
emphasize that since Bup is involutive we may have (during the last loop through
Algorithm 5.5.3) already normalized some of the p + 1 order group parameters.
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Setting non-normalized group parameters of order p+1 to zero will obviously only
affect the top order Maurer-Cartan forms in (4.10) but we shall write αiK,j for the
differential form we obtain by setting every not-yet-normalized p+ 1 order group
parameter to zero in µiK,j on B˜up , and refer to them as truncated Maurer-Cartan
forms. The structure equations on Bup are now the restrictions of (4.10) to B˜up
where we replace the top order Maurer-Cartan forms by the αiK,j. Let us continue
our Example 5.4.1 to make this a little clearer.
Example 5.6.1. We note that the defining equations for G1 are formally inte-
grable so we need not worry about integrability conditions in G. The structure
equations on B1 determined by X = U = P = Q = 0 are obtained from those on
B˜1,
dωx = µxx ∧ ωx,
dωu = µux ∧ ωx + µuu ∧ ωu = ωp ∧ ωx + µuu ∧ ωu,
dωp = (−Qi)ωi ∧ ωx + µpu ∧ ωu + (µuu − µxx) ∧ ωp,
(5.49)
by setting every second order group parameter to zero. Doing so will result in
equations
dωx = αxx ∧ ωx,
dωu = ωp ∧ ωx + αuu ∧ ωu,
dωp = (−Q˜i)ωi ∧ ωx + αpu ∧ ωu + (αuu − αxx) ∧ ωp,
(5.50)
where Q˜i are the truncated lifted invariants (easily found by Mathematica)
Q˜U = − qpPu
UuXx
− P
2
u
U2u
+ qu
X2x
and Q˜P =
qp
Xx
+ Pu
Uu
.
The original Cartan equivalence method computes (5.50), see [36]. Conversely,
expanding each α in (5.50) as the sum of a horizontal and a contact form on B˜1
will produce (5.49).
We proceed with Algorithm 5.5.3 and set QU and QP to zero, normalizing Pux
and Uuu (sparing the reader any details of these normalizations for now). Note
that we need not concern ourselves with QX as ωx ∧ωx = 0 in (5.49) (cf. Remark
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3.2.3). On B˜1,1 we then have
dωx = µxx ∧ ωx,
dωu = µux ∧ ωx + µuu ∧ ωu = ωp ∧ ωx + µuu ∧ ωu
dωp = µpu ∧ ωu + (µuu − µxx) ∧ ωp.
(5.51)
But, when confined to B(1)1,1, we must set each second order group parameter
to zero. Doing so will simply give
dωx = αxx ∧ ωx,
dωu = ωp ∧ ωx + αuu ∧ ωu
dωp = αpu ∧ ωu + (αuu − αxx) ∧ ωp,
where αpu, αxx and αuu may have been augmented by the normalizations QU =
QP = 0 but whose precise formulas are not needed. Indeed, the symbolic com-
putations that the equivariant moving frame provides are among its most useful
features. The original equivalence method finds these same differential forms, but
the “lifted” equations (5.49) are obtained by expanding the truncated forms αij
in (5.50) as a sum of horizontal and contact forms. Since integrability condi-
tions/invariants will appear as coefficients of purely horizontal parts, the original
method replaced each
αij 7→ zij;kωk,
and plugged this into (5.50). Taking only horizontal parts gives
dωx 7→ zxx;kωk ∧ ωx,
dωu 7→ ωp ∧ ωx + zuu;kωk ∧ ωu,
dωp 7→ (−Q˜i)ωi ∧ ωx + zpu;kωk ∧ ωu + (zuu;k − zxx;k)ωk ∧ ωp.
(5.52)
Each horizontal part is an invariant (on B˜1) and may be normalized as we see
fit. These horizontal parts were referred to as torsion coefficients in the classical
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method, and normalizing them was called absorption, [36]. However, most of
these equations are simple prolongations of the first order defining equations for
G and our knowledge of these cuts down the computational load of solving these
absorption equations. Notice however that the number of parameters zij;k that
can not be normalized in (5.52) is equal to the number of second order group
parameters that can not be normalized in (5.49). This is simply because these are
two ways of computing the same thing (cf. Remark 3.2.8).
For simplicity, we shall focus on a first order problem in the following. So
assume that Bu1 and Bu¯1 are involutive. Also assume we have restricted to the
subspace F ⊂ Bu1 × Bu¯1 on which the signatures overlap (if this is not possible
then u and u¯ are not congruent and the game is over). An integral element, E,
of the exterior differential system (5.48) at a point (g, h) ∈ F is an n-dimensional
subspace of the tangent space T(g,h)F such that the differential ideal generated by
the one forms in (5.48) vanishes once restricted to E. This is equivalent to the
generating one-forms and their exterior derivatives to vanish on E. That is
(ωi − ω¯i)|E = 0,
(dωi − dω¯i)|E = 0,
ω1 ∧ ω2 ∧ · · · ∧ ωn|E 6= 0.
(5.53)
The (EDS version of the) Cartan-Kähler theorem tells us when there is a local inte-
gral manifold with tangent space equal to E at one point, see [36, Theorem 15.12].
Let us write the structure equations of ωi on Bu1 as
dωi = Aiκ,jακ ∧ ωj +Bij,kωj ∧ ωk, (5.54)
where Aiκ,j and Bij,k are genuine invariants (since each coefficient in the recur-
rence formula is invariant) depending on j∞u, and ακ, κ = 1, . . . , r(1) are the
non-normalized, truncated (and augmented by absorption/normalization in Bu1,1)
Maurer-Cartan forms µij. Similarly, and since u and u¯ land in the domain of
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definition of the same partial moving frame, we have on Bu¯1 ,
dω¯i = A¯iκ,jα¯κ ∧ ω¯j + B¯ij,kω¯j ∧ ω¯k, (5.55)
for invariant coefficient functions A¯ and B¯ that agree with the A’s and B’s since
we have restricted to the subspace F where the signatures overlap. We note that
the A’s and B’s are constant unless we are in the rare case of an equivalence
problem of non-constant type. We have, on F ,
dωi − dω¯i = Aiκ,jακ ∧ ωj +Bij,kωj ∧ ωk − A¯iκ,jα¯κ ∧ ω¯j − B¯ij,kω¯j ∧ ω¯k
= Aiκ,j(ακ − α¯κ) ∧ ωj +Bij,k(ωj − ω¯j) ∧ ωk + Aiκ,jα¯κ ∧ (ωj − ω¯j)
+Bij,kω¯j ∧ (ωk − ω¯k).
(5.56)
We can use the first set of equations in (5.53) to eliminate most of the terms in
(5.56) and (5.53) is seen to be equivalent to
(ωi − ω¯i)|E = 0,(
Aiκ,j(ακ − α¯κ) ∧ ωj
)
|E = 0,
ω1 ∧ ω2 ∧ · · · ∧ ωn|E 6= 0.
(5.57)
The reduced Cartan characters for the EDS (5.47) are defined successively by first
setting
s˜
(1)
1 = max rank{C(v1)} = max rank{γ1
(
aj1
∂
∂ωj
(dωi − dω¯i)
)
}i=1,...,n,
where the maximum is taken over all v1 = (a11, . . . , an1 ) ∈ Rn. The kth reduced
Cartan character is then defined (as before) by
s˜
(1)
1 + · · ·+ s˜(1)k = max rank{C(v1) ∪ · · · ∪ C(vk)}, (5.58)
where the maximum is taken over all k-tuples v1, . . . , vk ∈ Rn. Our “Gaussian
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elimination” of dωi− dω¯i in (5.56) resulted in the second equation in (5.57). This
equation has the same structure as dωi does on Bu1 (after replacing ακ by ακ− α¯κ)
modulo purely horizontal two-forms, see (5.54). Thus, since we project onto top
order forms when computing reduced Cartan characters, the ones for our EDS,
(5.58), agree with those of the partial moving frame Bu1 (cf. Section 5.5).
Let E be an integral element satisfying (5.57). We claim that a basis, {V1, . . . ,Vn},
for E can always be chosen to be of the form
Vi =
∂
∂ωi
+ ∂
∂ω¯i
+ wκi
(
∂
∂αk
+ ∂
∂α¯κ
)
+ zκi
∂
∂ακ
. (5.59)
The only non-trivial part of this claim is showing that such vectors are always
tangent to F = {Σu = Σu¯} ⊂ Bu1 × Bu¯1 , but if Iu and I u¯ are genuine invariants
and components of the signatures Σu and Σu¯, then
Vi
(
Iu − I u¯
)
= ∂I
u
∂ωi
− ∂I
u¯
∂ω¯i
. (5.60)
Moreover, ∂I
u
∂ωi
and ∂I
u¯
∂ω¯i
are also genuine invariants and must agree on F (since
the signature is stabilized). Hence the expression (5.60) vanishes and the Vi are
tangent to F .
Next, let us compute the dimension of the space (in the appropriate Grass-
mannian) of integral elements satisfying (5.57). It turns out that this dimension
agrees with the number of non-normalized group parameters of second order in
B1,1. We can always take the basis of E to be of the form (5.59). These basis
vectors obviously satisfy the first and third equations in (5.57). Plugging a pair
of basis vectors Va and Vb, of the form (5.59), into the second equation in (5.57)
gives
0 =
(
Aiκ,j(ακ − α¯κ) ∧ ωj
)
〈Va,Vb〉 =
(
Aiκ,jα
κ ∧ ωj
)
〈va,vb〉, (5.61)
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where
vi =
∂
∂ωi
+ zκi
∂
∂ακ
.
The dimension of the space of integral elements satisfying (5.57) is the number of
free parameters zκi in the linear, homogeneous equations (5.61). By (5.54), these
equations are the homogeneous part of the system
dωi〈va,vb〉 = 0 (5.62)
on Bu1 , and the two have the same solution space dimension. The structure equa-
tions dωi on Bu1 agree with those of Guv1 (where v is a section that intersects the
cross-section) and recalling the discussion of integral elements in Remark 3.2.8,
the dimension of the solution space to (5.62) is r(2), the number of non-normalized
second order group parameters!
The Cartan-Kähler theorem for exterior differential systems with an indepen-
dence condition, as in (5.47), says that an integral element for (5.47) can be
integrated to an integral manifold N if the dimension of the solution space of
(5.61), which we have shown to be r(2), and the reduced Cartan characters (5.58)
satisfy Cartan’s test:
r(2) =
∑
is˜
(1)
i .
What is more, the integral manifold depends on s˜(1)i free functions of i variables.
Since these quantities agree with their partial moving frame counterparts for Bu1 ,
we have shown that this test is satisfied if and only if the partial moving frame
Bu1 is involutive. Everything we have said about this first order problem trivially
carries over to a higher order one (5.47). Summing up, we have the following.
Theorem 5.6.2. The graphs of two functions, u and u¯, whose jets land in the
domain of definition of an involutive partial moving frame, Bp, constructed by
Algorithm 5.5.3, are congruent if and only if their signatures overlap. The general
congruence map depends on s˜(p)i functions of i variables where s˜
(p)
i are the reduced
Cartan characters of Bp.
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Combining this Theorem with Remark 5.5.11 we have the Lie-Tresse theorem
for horizontal Lie pseudo-groups: The algebra of differential invariants is gener-
ated, under invariant differentiation, by a finite number of invariants
Chapter 6
Examples
We now solve a few equivalence problems using Algorithm 5.5.3. But first a few
words of guidance to the reader planning to apply this algorithm to a substantial
equivalence problem.
Remark 6.0.1. The formulas for the lifted invariants UαJ quickly get out of hand
as |J | increases, and directly solving a system of normalization equations, UαJ = cαJ ,
will overwhelm computer algebra systems in most examples for |J | ≥ 3. How
then did Cartan, and his disciples solve, with no help from machines, equivalence
problems using his method? The key to effectively carry out the method is to
take advantage of a few simplifying facts.
• By far the most important fact is that the recurrence formula only involves
the linearization of lifted invariants at the identity. This provides immense
simplification since we can obtain the form of the structure equations by
computing
∂UαJ
∂X iK
|
1
µiK ,
which is very easy for computer algebra systems, even at high orders of
|J |. These linearized expressions also tell us which group parameters can be
normalized in which lifted invariant.
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• The fact that UαJ is affine in the top order group parameters helps in solving
for these and to compute the lower order part of UαJ as in Example 5.6.1.
What the original wielders of the equivalence method did was essentially
breaking each UαJ up into a top order part and lower order part and then
solve a linear system for the top order parts, never explicitly writing out
the complicated expressions for lifted invariants, see (5.52).
• The structure equations of the invariant forms µiK on partial moving frames
combined with the recurrence formula can sometimes indicate which group
parameter can be normalized in which lifted invariant UαJ . This means that
we can, without explicitly solving any normalization equations, spy impor-
tant information on the complicated normalization process.
Keeping these bullet points in mind, we now work out some examples.
6.1 Equivalence of second order ordinary differ-
ential equations
Example 6.1.1. Consider the pseudo-group G, acting on R3 with coordinates
(x, u, ux) = (x, u, p), with defining equations
Xu = Xp = Up = 0, P =
Ux + pUu
Xx
.
This is the fiber-preserving counterpart to the pseudo-group in Example 5.4.8.
We spot the obvious integrability condition Pp = Uu/Xx and the corresponding
dependency µpp = µuu−µxx, and notice it is the only integrability condition appear-
ing at the first stage, and adding it to G1 in fact makes G1 formally integrable.
The other dependencies among the Maurer-Cartan forms on G1 are
µxu = µxp = µup = 0, µp = µux + Pµuu − Pµxx. (6.1)
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We extend the action of G on itself to the extra coordinate uxx = q,
q 7→ Q = Px + pPu + qPp
Xx
= Px + pPu + qUu/Xx
Xx
,
and consider the equivalence problem for sections q, (x, u, p) 7→ (x, u, p, q(x, u, p)),
i.e. second order ordinary differential equations. We normalize all zero order lifted
invariants, X = U = P = Q = 0, resulting, first of all in
ωx = −µx, ωu = −µy, ωp = −µp.
Also, equation (6.1) reduces to µuu = µp = −ωp and, by the recurrence formula,
we have
0 = dQ = QXωx +QUωu +QPωp + µpx + Pµpu +Qµuu − 2Qµxx
= QXωx +QUωu +QPωp + µpx.
After normalizing X = U = P = Q = 0 we are working on a partial moving
frame B1 (as always we do not restrict to a specific section, working instead with
the general jet coordinates j∞q|x = (x, q, . . . , qJ , . . .)). Next we compute, on B˜1,
using all the linear dependencies among the µ from above,
dωx = −µxx ∧ ωx,
dωu = ωx ∧ ωp − µuu ∧ ωu,
dωp = (QXωx +QUωu +QPωp) ∧ ωx − µpu ∧ ωu − (µuu − µxx) ∧ ωp.
The horizontal parts we need to normalize areQUωu∧ωx andQPωp∧ωx. The lifted
invariant QX disappears due to ωx∧ωx = 0 and we can assume it is normalized to
zero also; QX depends on Pxx which does not appear in any other lifted invariant
and cannot contribute to any integral conditions/lower order invariants.
Since d2 = 0, and dµij = ωk ∧ µijk + µik ∧ µkj , we obtain, on B˜1, by taking d of
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both sides in the structure equation for dωp,
0 =dQU ∧ ωu ∧ ωx + dQP ∧ ωp ∧ ωx + (µpux ∧ ωx + µpuu ∧ ωu + µppp ∧ ωp) ∧ ωu
+ (µuux ∧ ωx + µuuu ∧ ωu) ∧ ωp − µxxx ∧ ωx ∧ ωp + lower order terms,
where “lower order terms” denotes terms involving Maurer-Cartan forms of order
at most one. Comparing terms in the above equation, we see that
dGQU = −µpxu + lower order terms,
dGQP = −µxxx + µuux + lower order terms.
This means that we can normalize QU = QP = 0 and solve both equations for Pux
and Xxx, respectively. The lower order terms from above are easily found (using a
computer algebra system!) as follows. Since the lifted invariants QU and QP are
affine in the second order group parameters, simply compute them directly and
set any second order group parameter to zero. For QU and QP , we find that the
lower order terms are the group differentials, dG, of
− qpPu
UuXx
− 2P
2
u
U2u
+ qu
X2x
and qp
Xx
+ 2Pu
Uu
, (6.2)
respectively. We obtain (since QP = Qu = 0 on B˜1,1),
dG
(
− qpPu
UuXx
− 2P
2
u
U2u
+ qu
X2x
)
= −QPµpu − 2QUµxx = 0
dG
(
qp
Xx
+ 2Pu
Uu
)
= −QPµxx + 2µpu = 2µpu.
We have
dGQU = −µpxu,
dGQP = −µxxx + µuux + 2µpu.
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By the defining equations for G we also have µuxu = µpu and the recurrence formula
now gives
0 = dQU = −µpxu +QUiωi,
0 = dQP = −µxxx + 3µpu +QPiωi.
The second order group parameters that have not yet been normalized are Uuu and
Puu, so we have r(2) = 2. The involutivity test for B˜(1)1,1 in part (b) of Algorithm
5.5.3 maximizes, over all (a, b, c) ∈ R3,
the rank of {γ1
(
(aDX + bDU + cDP ) dωi
)
|B˜(1)1,1}i=x,u,p. (6.3)
The structure equations on B˜(1)1,1 are
dωx = −µxx ∧ ωx,
dωu = ωx ∧ ωp − µuu ∧ ωu,
dωp = −µpu ∧ ωu − (µuu − µxx) ∧ ωp,
and so maximizing (6.3) is equivalent to maximizing the rank of the collection
{aµxx, bµuu, bµpu + c(µuu − µxx)},
which, again, is equivalent to maximizing the rank of the matrix

a 0 0
0 b 0
−c c b
 .
It is clear that this maximum rank is 3, but r(2) = 2 < 3 and Cartan’s test will
fail. We then need to move up one order, analyzing B2 := B1,1 next.
We compute the exterior derivative of all non-normalized Maurer-Cartan forms
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of order 1. Beginning with µxx, we have
dµxx = ωx ∧ µxxx = ωx ∧ (3µpu +QPiωi).
Taking d of both sides here and comparing terms gives
dGQUP = 3µpuu + lower order terms
dGQPP = 3µpup + lower order terms.
By the defining equations for G we know that Pup = Uuu (and µpup = µuuu) and
so we can set QUP = QPP = 0 solving for Puu and Uuu, respectively. (Note that
at this point we have normalized all second order group parameters, see Remark
5.5.9). Once we know the top order dependencies of, say, QUP we can obtain all
of dGQUP . The lower order terms in dGQUP are obtained by applying dG to
qpu
UuXx
− Puqpp
Uu2
,
and those in dGQPP from
qpp
Uu
.
Plugging all this information into the recurrence formula, we have,
0 = dQUP = 3µpuu +QUPiωi,
0 = dQPP = 3µuuu +QPPiωi.
We have normalized all second order group parameters and the equivalence prob-
lem is fully determinate of order at most 2. To obtain all the structure equations
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of our system we compute dµuu and dµpu. Now,
dµuu = ωx ∧ µuux + ωu ∧ µuuu
= ωx ∧ µpu − ωu ∧
(
QPPiω
i
)
= ωx ∧ µpu −QPPXωu ∧ ωx −QPPPωu ∧ ωp,
and so, we have to compute QPPX and QPPP on B(1)2,1 as these are invariants that
must be preserved/normalized. Computer algebra systems are good at that sort
of thing, and we find
J1 := QPPX =
−qpu + pqppu + qppx + qqppp
UuXx
,
J2 := QPPP =
Xxqppp
U2u
.
Notice that we can only normalize group parameters from J1 on sections j∞q
where
−qpu + pqppu + qppx + qqppp
is not zero. Similarly, we can only normalize group parameters from J2 if qppp 6= 0.
This is where our equivalence problem branches and we must partition J∞(E) into
subsets where different combinations of these lifted invariants can be normalized.
We still haven’t computed dµpu, but we find that
dµpu = (−QUU +
1
3QPUX)ω
x ∧ ωu + µpu ∧ µxx, (6.4)
where
−QUU + 13QPUX =
qpux + quqpp − qpqpu + qqppu + pqpuu − 2quu
3UuX2x
− Pu3U2uXx
J1.
Say we are in the branch where qppp 6= 0 and we normalize Xxqppp
U2u
= 1 obtaining
Xx = qpppU2u . At this point we have obtained an extra differential equation in Guv1
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and we need to go back to a first order partial moving frame B1 and compute its
structure equations. All the different branches of this equivalence problem have
been studied and documented, so we stop here and refer to [36] for more.
6.2 Divergence equivalence of Lagrangians
Example 6.2.1. Continuing Example 5.4.10, we extend the point-transformation
(x, u, p) 7→ (X,U, P ), where P = Ux + pUu
Xx + pXu
, to a two dimensional space of vari-
ables representing E˜(L) and Lpp. Call these variables w and z, respectively. These
variables transform according to (see Example 5.4.10)
w 7→ W = w
P 2p · (pXu +Xx)
,
z 7→ Z = z
Pp · (pXu +Xx) +
pPu + Px
pXu +Xx
·W.
The defining equations of G in this case are
Xp = Up = 0, Ux = P (Xx + pXu)− pUu.
Differentiating the last equation w.r.t. p gives the integrability condition
Uu = PpXx + pPpXu + PXu.
This makes G1 formally integrable. Prolonging these equations once and lineariz-
ing gives the following linear dependencies among the Maurer-Cartan forms, up
to second order (after setting X = U = P = 0).
µxp = µxpp = µxpu = µxpx = µup = µupp = µupu = µupx = 0,
µux = ωp, µuu = µpp + µxx, µppx = µxxx + µpu, µppp = −2µxx
µuuu = µppu, µppp = −2µxu, µuxx = µpx, µuux = µpu.
(6.5)
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In Example 5.4.10 we normalized W to 1 and Z to 0, and the recurrence formula
gives, using (6.5), that
0 = dW = Wiωi − 2µpp + µxx,
0 = dZ = Ziωi + µpx.
Computing all dωi gives
dωx = ωx ∧ µxx + ωu ∧ µxu = ωx ∧ (2µpp −Wiωi) + ωu ∧ µxu,
dωu = ωx ∧ ωp + 3ωu ∧ µpp,
dωp = ωx ∧ (−Ziωi) + ωu ∧ µpu + ωp ∧ µpp.
(6.6)
Taking d of both sides of the first equation and comparing the emerging three-
forms involving second order Maurer-Cartan forms gives, modulo terms involving
lower order Maurer-Cartan forms,
dGWU ≡ −2µppu − µxux.
And computing the lower order dependencies of dGWU shows that the entire re-
currence formula is
0 = dWU = dHWU + dGWU = WUiωi −WXµxu −WPµpu − 2µppu − µxux.
We also learn from d2ωx = 0 thatWP depends only on first order group parameters
and we solve for Xu in the equation WP = 0. We obtain
Xu = − wp3P 2p
,
and the recurrence formula is
0 = dWP = WPiωi + 3µxu.
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This gives a new first order partial moving frame and we must start over, comput-
ing dωi again. Before doing that though, we finish our analysis of the equations
(6.6). Turning to the third equation in (6.6) we take d of both sides and find that,
modulo lower order Maurer-Cartan forms,
dGZP ≡ −µppx ≡ −µxxx,
and including absorption, we have 0 = dZP = ZPiωi − µxxx + µpu. We solve for
Xxx in ZP = 0. We also discover that dGZU ≡ −µpux and we can solve for Pux in
ZU = 0. We also obtain the recurrence formula 0 = dZU = ZUiωi − µpux.
Now we return to (6.6) with our new normalization of Xu and find that
dωx = 2ωx ∧ µpp −
1
3WPiω
u ∧ ωi,
dωu = ωx ∧ ωp + 3ωu ∧ µpp,
dωp = ωu ∧ µpu + ωp ∧ µpp.
(6.7)
Taking d of both sides in the first equation, we learn that dGWPX ≡ 6µppu and
we can solve for Ppu in WPX = 0, providing recurrence formula 0 = dWPX =
WPXiω
i + 6µppu + 2µpu. We also discover that WPP , on our normalized space,
depends only on first order group parameters. We happen to be able to solve for
Pp in WPP = 1, to obtain
Pp =
√
3wwpp − 4w2p√
3w
,
if
√
3wwpp − 4w2p is not zero. Recall that w denoted Lpp and so this means we
can normalize Pp if the following expression is nowhere zero,
J :=
√
3LppLpppp − 4L2ppp.
For Lagrangians where this expression is identically zero, we cannot normalize Pp
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and our equivalence problem branches. Assume for now that we can normalize
Pp at this stage. The recurrence formula is 0 = dWPP = WPPiωi − 6µpp. This is
another integrability condition and we must repeat the computation (6.7) using
this normalization. We obtain
dωx = 13WPPiω
x ∧ ωi − 13ω
u ∧ ωp,
dωu = ωx ∧ ωp + 12WPPiω
u ∧ ωi,
dωp = ωu ∧ µpu +
1
6WPPiω
p ∧ ωi.
(6.8)
Further calculations reveal that WPPP is the genuine invariant
I =
(
−9L2ppL5p + 45LppLpppLpppp − 40L3ppp
)
√
3J3
.
We also observe from d2ωx = 0 that WPPU does not depend on any second order
group parameters, so it is either a genuine invariant or it is possible to normalize
Pu in WPPU . Computing the explicit dependence of WPPU on group parameters
at the identity and applying all our previous normalizations gives
3dGWPPU = −µpu +WPXiωi − 3WUiωi,
and so we can normalize Pu by setting WPPU = 0 to obtain
µpu = (3WPPUi +WPXi − 3WUi)ωi.
At his point we have normalized all first order group parameters so the equivalence
problem has been reduced to an equivalence problem for coframes on the base
manifold. But recall that this holds only for Lagrangians where J is nowhere
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zero. The final structure equations are
dωx = 13Iω
x ∧ ωp − 13ω
u ∧ ωp,
dωu = ωx ∧ ωp + 12WPPXω
u ∧ ωx + 12Iω
u ∧ ωp,
dωp = ωu ∧ (3WPPUX +WPXX − 3WUX)ωx + ωu ∧ (3WPPUP +WPPX)ωp
+ 16WPPXω
p ∧ ωx.
(6.9)
The coefficients of the above structure equations are all genuine invariants. By
Cartan’s solution of equivalence problems for coframes, they generate the algebra
of invariants for this problem under invariant differentiation with respect to the
frame dual to {ωx, ωu, ωp}.
Remark 6.2.2. It is very interesting how this hybrid equivalence method provides
combinations of lifted invariants, e.g.
3WPPUX +WPXX − 3WUX ,
that generate the algebra of differential invariants. Using the equivariant moving
frame method alone, finding a generating set is a daunting task indeed.
6.3 Medolaghi’s pseudo-group
Example 6.3.1. Consider the Lie pseudo-group of transformations
X = f(x), Y = fx(x)y + g(x),
with defining equations
Yy = Xx, Xy = 0,
131
extended to acting on the variable u ∈ R by
u 7→ U = u+ Yx
Xx
.
As before, we are interested in the congruence problem of sections (x, y) 7→
(x, y, u(x, y)) under this pseudo-group. We begin by normalizing X = Y = U = 0,
and the recurrence formula gives
0 = dU = UXωx + UY ωy + µyx − µxx.
We normalize Yx from U = 0 to obtain Yx = −uXx and the zero-order structure
equations become
dωx = ωx ∧ µxx,
dωy = ωx ∧ µyx + ωy ∧ µyy = ωx ∧ µxx − UY ωy ∧ ωx + ωy ∧ µxx.
(6.10)
Taking the exterior derivative on both sides indicates that, modulo lower order
Maurer-Cartan forms, dGUY = −µxxx. We can therefore normalize UY = 0 and
solve for Xxx, sparing the reader the details, we obtain Xxx = −uyXx. The
recurrence formula is 0 = dUY = UY iωi − µxxx. The lifted invariant UX vanishes
along with ωx ∧ ωx in the structure equations, but this indicates that Yxx can be
normalized in UX . There are no non-normalized second order group parameters
left so we have complete reduction on a first order partial moving frame B1. We
have only one non-normalized group parameter of order one, and we compute
dµxx = ωx ∧ µxxx = UY Y ωx ∧ ωy.
One consequence of this formula is that UY Y must depend on first order group
parameters only. Indeed, on our restricted space, we have
UY Y =
uyy
X2x
.
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Here is where our equivalence problem branches. If uyy < 0 we can normalize
UY Y = −1, but if uyy = 0 we can not normalize UY Y at all. Focusing on the
third branch, where uyy > 0, we normalize UY Y to 1 and obtain the deterministic
coframe
ωx = √uyydx,
ωy = −u√uyydx+√uyydy.
(6.11)
The only genuine invariants of this problem will appear as structure functions of
this coframe on the base manifold and their coframe derivatives. The recurrence
formula gives 0 = dUY Y = UY Y iωi − 2µxx and so
dωx = 12UY Y Y ω
x ∧ ωy,
dωy = 12(UY Y Y − UY Y X)ω
x ∧ ωy.
(6.12)
We can compute the invariants UY Y Y and UY Y X either directly from (6.11) or by
first computing their lifted form and plugging in our normalizations. In any case,
we have
UY Y Y =
uyyy
u
3/2
yy
, UY Y X =
uxyy + uuyyy + 2uyuyy
u
3/2
yy
.
Remark 6.3.2. Notice, again, that our methods have lead naturally to a gen-
erating system of invariants, namely UY Y Y and UY Y X restricted to our moving
frame.
On sections that are affine in y, i.e. uyy = 0, we have dµxx = 0 and the Poincaré-
lemma guarantees that there exists a function α such that dα = µxx. Using the
definition of the unrestricted Maurer-Cartan form,
µxx =
1
Xx
(dXx −Xxxdx) ,
we see that on our partial moving frame, where we normalized Xxx = −uyXx, we
have µxx =
dXx
Xx
+ uydx = d (log(Xx) + xuy) and the function α must have the
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form
α = log(Xx) +
∫
uydx.
The coframe can now be written
ωx = e
α
exuy
dx,
ωy = − ue
α
exuy
dx+ e
α
exuy
dy,
σ = dα,
(6.13)
The structure functions in this case are
dωx = ωx ∧ σ,
dωy = ωx ∧ σ + ωy ∧ σ,
dσ = 0.
(6.14)
All the coefficients in these structure functions are constant so, in particular, the
symmetry group of any affine section is a finite dimensional (local) Lie group with
Lie algebra structure (6.14).
Remark 6.3.3. Notice that sections satisfying uyy = 0 do not make up a locally G-
invariant set S in J∞(E). Further, the action of GS on S (cf. Definition 5.2.2) will
never be free as Xx cannot be normalized and therefore the equivariant moving
frame is, on its own, not able to deduce the symmetry properties of sections
j∞u ∈ S. Since our formulation, via Theorem 5.3.4, characterizes GS by the
collection of maps preserving restricted Maurer-Cartan forms these “singular”
sections are placed on an entirely equal footing as regular jets and their analysis
is no different.
134
6.4 Equivalence of differential operators
Example 6.4.1. Consider a linear second order differential operator on R,
D = fD2 + gD + h, (6.15)
where f, g, h : R → R are real-analytic, and f 6= 0. When we apply D to a
real-analytic function u : R→ R we obtain the function
fu′′ + gu′ + hu.
Now consider the pseudo-group, G, of transformations of the (x, u) of the form
(x, u) 7→ (ϕ(x), u · ψ(x)) = (X,U),
where ϕ, ψ : R → R are real-analytic. Restricting to the set X = {(x, u) ∈
R2 | u > 0} and to ψ > 0 this is a Lie pseudo-group of transformations of E that
has defining equations
Xy = 0, Uuu = 0, Uuu = U.
The elements of G preserve the space of linear operators and a transformation
from G maps (6.15) to
D¯ = FD¯2 +GD¯ +H,
where D¯ is the derivative with respect to the transformed independent variables
X and the lifted coefficients F,G,H have explicit formulas
F = f X
2
x
Uu
,
G = −f 2UxXx −XxxUuu
uU2u
+ gXx
Uu
,
H = −f UxxUuu− 2U
2
x
uU2u
− g Ux
uU2u
+ h
Uu
.
(6.16)
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Notice that since Ux
u
is independent of u, these lifted invariants are also indepen-
dent of u (as they should be be). Each operator D defines a section,
(x, u) 7→ (x, u, f(x), g(x), h(x)),
in the trivial bundle X × R3 → X and two operators are equivalent if their
respective sections are congruent under the extended action of G given by (6.16).
Let us apply Algorithm 5.5.3 to this problem.
Notice that the extended action does depend on the second order group pa-
rameters and so we shall, initially, be working in G˜2. We first normalize X = 0,
U = 1, F = 1 and G = H = 0 and the recurrence formula gives
0 = dF = FXωx + 2µxx − µuu,
0 = dG = GXωx − 2µxx − 2µux + µxxx,
0 = dH = HXωx − µuxx.
This is equivalent to
µuu = FXωx + 2µxx,
µxxx = −GXωx + 2µux,
µuxx = HXωx.
Since F depends only on first order group parameters we need to prolong it ac-
cording to Remark 3.0.3. We find that on our partial moving frame
dFX = FXXωx − µux + FXµxx − FXµuu + 2µxxx
= FXXωx − µux + FXµxx − FX (FXωx + 2µxx) + 2 (−GXωx + 2µux)
= (FXX − 2GX − F 2X)ωx − FXµxx + 3µux.
(6.17)
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We can therefore normalize FX = 0 and solve for Ux. Explicitly,
Ux =
2
3guX
2
x −
1
3uf
′X2x = u
2g − f ′
3 X
2
x. (6.18)
On this smaller partial moving frame the above equation (6.17) becomes
0 = dFX = (FXX − 2GX)ωx + 3µux ⇐⇒ µux =
FXX − 2GX
3 ω
x.
The equation FX = 0 was still only first order so we must prolong it again. Since
3µux = (FXX − 2GX)ωx it is convenient to try to normalize FXX − 2GX , but on
our partial moving frame we have
FXX − 2GX = 3ff
′′ + 5gf ′ − 6fg′ + 9fh− 2f ′2 − 2g2
3f 2X2x
.
This lifted invariant is only normalizable if
J := 3ff ′′ + 5gf ′ − 6fg′ + 9fh− 2f ′2 − 2g2 6= 0
and so this equivalence problem branches at this juncture. If J > 0 we can set
FXX − 2GX = 1 and solve for Xx =
√
J√
3f . In this branch we have normalized all
first order group parameters and the equivalence problem becomes an equivalence
problem the coframes on X . The recurrence formula gives
0 = d (FXX − 2GX) = (FXXX − 2GXX)ωx − 2µxx ⇐⇒ µxx =
FXXX − 2GXX
2 ω
x,
and the structure equations of the invariant coframe on X are
dωx = ωx ∧ µxx = 0,
dωu = ωx ∧ µux + ωu ∧ µuu = (FXXX − 2GXX)ωu ∧ ωx.
To obtain the explicit expression for the genuine (once restricter to our partial
moving frame) invariant FXXX − 2GXX it is convenient to directly compute the
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exterior derivative dωu. Setting
a(x) = J3f 2
the coframe ωx, ωu has the explicit form
ωx = Xxdx =
√
adx,
ωu = Uxdx+ Uudu = u
2g − f ′
3 adx+ fadu.
Now it is a relatively easy job to compute dωu and we obtain
dωu = 3fa
′ + 4f ′a− 2ga
3fa5/2 ω
x ∧ ωu.
This invariant generates the algebra of differential invariants for this problem but
these expressions were computed in [23] and the subsequent analysis was applied
to decide which differential operators can be expressed as a bilinear combination
of first order differential operators that generate a finite dimensional Lie algebra,
[24].
In the more symmetric branch where J is identically zero we have the invari-
ant coframe ωx, ωu, µxx on the fully determinate partial moving frame B2. The
structure equations are
dωx = ωx ∧ µxx,
dωu = 2ωu ∧ µxx,
dµxx = 0,
and all differential operators with J = 0 are equivalent and have a local symmetry
Lie group with this structure. A normal form for the operators in this branch is
the simple operator
D = D2.
Chapter 7
More general group actions
So far we have studied pseudo-groups of transformations on a space X that could
be extended to a trivial bundle E → X . While this horizontal case already covers
many interesting equivalence problems, it does not capture the extent of applica-
tions of Cartan’s equivalence method. Most notably, we are missing the equiva-
lence problem for partial differential equations. Therefore we now turn to a more
general case of a Lie pseudo-group of transformations on a trivial bundle E , where
we drop the assumption of the action being horizontal, and ask when two (local)
sections of E are congruent. So, let G be a Lie pseudo-group of transformations on
E , where, for now, we make no assumptions on the form of the ϕ from G. Since all
our considerations are local, we, as always, focus on sections of E that are locally
the graphs of functions from X to U . Letting u(x) and u¯(x¯) be such functions, a
transformation ϕ ∈ G maps (the graph of) u to u¯ if
u¯α(X |u) = U
α|u. (7.1)
Notice that we also need to restrict the target variable X to u as X may very well
be a function of u in this more general setting. The set of transformations that
satisfy the determining equations for G and the equations (7.1) are the equivalence
maps for u and u¯. But, and here is the difference between this case and the
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horizontal one, the equations (7.1) do not define a system of differential equations
on E . Rather, they describe the behavior of ϕ along the graph of u only, and so we
have a kind of initial value problem. How do we then proceed with this equivalence
problem? To warm up for the main discussion, let us first study the simpler case
of a finite dimensional Lie group. The congruence problem of sections of E under
the action of a Lie group on the ambient space has (when the action is effective)
a complete solution and is, as it turns out, identical to the Lie pseudo-group case
for actions that are eventually free (see [44]).
7.1 Congruence in a Lie group, a groupoid ap-
proach
Recall Theorem 5.3.4, which was the basis on which we built our solution to the
equivalence problem in earlier sections. The Lie group analog of that result is as
follows.
Theorem 7.1.1. Two submanifolds in a Lie group, S ι↪→ G and S¯ ι¯↪→ G, are
(locally) congruent under the right action of a group element g ∈ G, S · g = S¯, if
and only if there is a (local) transformation f : S → S¯ such that
f ∗ι¯∗µ = ι∗µ,
for each right-invariant Maurer-Cartan form µ on G.
Every Lie group is locally a Lie pseudo-group. To see why, let X ⊂ G be a local
coordinate chart of a Lie group G that we identify with an open neighborhood of
0 ∈ Rn. For a Lie group element g ∈ G, that is close enough to the identity to
be a diffeomorphism between two open subsets of X , we denote by ϕg the right
action of g on X , x 7→ x · g. The Lie group obviously acts freely on X , and we
assume that it acts real-analytically (this is actually no restriction, see [35]). The
Lie group also acts freely on each diffeomorphism groupoid Dp(X ), 0 ≤ p ≤ ∞,
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by the right action
g · jpψ|x = jpψ|x · jpϕ−1g |ϕg(x), (7.2)
where on the right hand side we have the groupoid operation on Dp. We define
the sets
GxX := {g ∈ G | ϕg(x) ∈ X}
for each x ∈ X , i.e. GxX are the group elements that map x into X . Each set GxX
is an open neighborhood of the identity in G. The subset of D∞, given by
G∞ :=
⋃
x∈X
⋃
g∈GxX
j∞ϕg |x (7.3)
is a differential system in J∞(X × X ) that determines a Lie pseudo-group G.
Notice that since each ϕg is real analytic, the map g 7→ j∞ϕg |x for g ∈ GxX is
one-to-one and thus a diffeomorphism from GxX into a vertical fiber in G∞. The
vertical fibers in G∞ then have the same dimension as the base space X . This
means that the determining equations of G are first order and maximally over-
determined (this is not surprising since group elements in a neighborhood of the
identity in G can be obtained by integrating (exponentiating) tangent vectors at
the identity). We then have that G0 and G∞ are diffeomorphic.
Since the right action (7.2) of G on G∞ preserves the target coordinates, the
space G∞ is partitioned into orbits; the τ -vertical fibers G∞|X . Similarly, in the
diffeomorphism groupoid D∞(X ), the right action of a local diffeomorphism ψ
preserves τ -vertical fibers, and the Maurer-Cartan forms restricted to these fibers
provide a right-invariant coframe on each fiber. Hence, restricting the right invari-
ant Maurer-Cartan forms of D∞ to a τ -vertical fiber G∞|X ∼= G0|X ∼= X (where ∼=
indicates a diffeomorphism) will give a right-invariant coframe on X , namely the
(restricted) lifted horizontal coframe, ω = {ω1, . . . , ωn}. Since the right action
of G on X agrees with that on G0|X , the horizontal coframe ω is a basis for the
Maurer-Cartan form on G in the neighborhood X .
Remark 7.1.2. Similarly, letG be an n-dimensional Lie group that acts effectively
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(and real-analytically) on an open set X ⊂ Rn, i.e. x · g = x, ∀x ∈ X means
that g is the identity. Then, writing ϕg for the transformation x 7→ x · g, the
map g 7→ j∞ϕg |x is one-to-one (by effectiveness) from the open neighborhood
GxX ⊂ G to D∞|x. We then have a real-analytic differential system as in (7.3)
that determines a Lie pseudo-group G. Since each vertical fiber in G∞ is finite
dimensional, this system is maximally over-determined at some order p + 1 and
G∞ ∼= Gp. Notice that this means that all reduced Cartan characters of order p+1
(and above) are zero and these equations are regular in the sense of Definition
3.0.6. Each τ -vertical fiber Gp|X is locally homeomorphic to G and restricting
the Maurer-Cartan forms of D∞ to Gp|X gives an invariant coframe that has the
same structure equations as the Maurer-Cartan forms on G. Corollary 5.3.5 now
guarantees that the maps Λ : Gp|X → Gp|X that preserve this coframe are precisely
the elements of G, or, rather, their right actions.
Example 7.1.3. To illustrate the previous remark, consider the projective group
PGL(2,R) acting on the projective line P 1R. In coordinates the action is via
linear fractional transformations,
x 7→ g · x = X = αx+ β
γx+ δ .
The defining equations for the maps X are found by experiment/implicitization,
but X must satisfy the well known Schwarzian equation
XxxxXx − 32Xxx = 0.
The linearization at the identity of this equation, satisfied by all Lie algebroid
elements ζ(x) ∂
∂x
, is simply
ζxxx = 0.
Therefore a basis for the Maurer-Cartan forms restricted to the τ -vertical fiber
G |0 is given by the forms
ωx, µxx, µ
x
xx.
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Plugging all these restrictions into the structure equations for the diffeomorphism
groupoid D∞(R) gives the structure equations on any τ -vertical fiber of G,
dωx = µxx ∧ ωx,
dµxx = ωx ∧ µxxx,
dµxxx = −µxx ∧ µxxx,
which agrees with the structure equations of the Maurer-Cartan forms on PGL(2,R).
Next, we need a trivial modification of Theorem 5.3.4 that will be the basis
for the rest of our discussion and of the generalization of our methods (to be
presented elsewhere). It has the same exact proof as Theorem 5.3.4.
Theorem 7.1.4. Let G be a Lie pseudo-group of transformations on the base
manifold X , and let S and S¯ be submanifolds of X . Let Gp be formally integrable
and let s : S → Gp|X0 and s¯ : S¯ → Gp|X0 be two functions into the τ -vertical fiber
Gp|X0. A local transformation f : S → S¯ preserves all the pulled-back Maurer-
Cartan forms,
f ∗s¯∗µiK = s∗µiK , |K| < p,
if and only if there is a local section, fp of Gp → X that satisfies the following.
(a) The diagram
Gp Gp
S S¯,
Rfp
σ σ
f
(7.4)
commutes, which, roughly, means that Rfp agrees with f on the base mani-
fold.
(b)
(fp)∗µiK = 0, |K| < p.
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(c) Rfp takes the graph of s to the graph of s¯.
Remark 7.1.5. The section fp annihilates the contact co-distribution on Gp,
which is an obvious necessary condition for there to exist an extension of fp to a
graph of a local diffeomorphism in G.
We now present a solution of the congruence problem of submanifolds under
an effective Lie group action based on Theorem 7.1.4.
Theorem 7.1.6. Let G be a Lie group acting effectively on a manifold X , and let
the associated differential system, G∞, be maximally over-determined at order p+1
as in Remark 7.1.2. Given two submanifolds, S, S¯ ⊂ X and a map f : S → S¯,
then f is the restriction of an element ϕg, g ∈ G, if and only if there are two
functions s : S → Gp+1|X0 and s¯ : S¯ → Gp+1|X0, for some X0 ∈ X , such that
f ∗s¯∗µiK = s∗µiK , |K| < p+ 1. (7.5)
Proof. Assume that g ∈ G maps S to S¯ and let s : S → Gp+1 be any section. Then
s¯ := Rϕg · s is the graph of a well-defined function on S¯ (which we identify with
s¯ itself) and ϕg obviously preserves the Maurer-Cartan forms of G once pulled-
back by s and s¯. To prove the converse, let S, S¯ ⊂ X be two submanifolds of X ,
s : S → Gp+1|X0 and s¯ : S¯ → Gp+1|X0 and let f : S → S¯ be a local transformation
that satisfies (7.5). The differential system G∞ is maximally over-determined at
order p + 1 and so G∞ ∼= Gp+1 ∼= Gp. By Remark 7.1.2 restricting the Maurer-
Cartan forms µiK , |K| < p + 1 to a τ -vertical fiber Gp+1|X0 will give a coframe
with the same structure equations as G. By Theorem 7.1.4 a section fp+1 of Gp+1
exists such that fp+1 annihilates the contact forms on Gp+1 and Rfp+1 takes the
graph of s to the graph of s¯, and such that (7.4) commutes. We wish to extend
(or integrate) fp+1 to an element of G, and to do that we write this problem as
an exterior differential system.
Consider the product space Gp+1|X0 × Gp+1|X0 and the submanifold thereof
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parametrized by S such that
N := {(x, s(x), f(x), s¯(f(x))} ⊂ Gp+1|X0 × Gp+1|X0 .
For the projections onto the first and second coordinates in Gp+1|X0 × Gp+1|X0 ,
denoted γ1 and γ2, we denote the pulled-back Maurer-Cartan forms by µiK = γ∗1µiK
and µ¯iK = γ∗2µiK . As is easily seen, the condition (7.5) is equivalent to
(
µiK − µ¯iK
)
|N = 0, |K| < p+ 1.
Since the structure equations of the µiK on Gp+1|X0 are the same as those for the
Maurer-Cartan forms on G, and, in particular, the structure functions are all
constant, the µiK − µ¯iK form an involutive system in the sense of the Frobenius
theorem:
d(µiK − µ¯iK) = ci,L,MK,j,k µjL ∧ µkM − ci,L,MK,j,k µ¯jL ∧ µ¯kM
= ci,L,MK,j,k µ
j
L ∧
(
µkM − µ¯kM
)
+ ci,L,MK,j,k
(
µjL − µ¯jL
)
∧ µ¯kM .
(7.6)
By the uniqueness of integral manifolds in the Frobenius theorem we can integrate
N , uniquely, to an integral manifold,M, of dimension k = dimG = dim Gp+1|X0 ≥
dim S (here we actually have to assume that k ≥ dim S but this is always the
case). Since ωi − ω¯i = µi − µ¯i vanishes on this integral manifold, we deduce that
we may parametrizeM according to
(x, t) 7→
(
x,H(x, t), f¯(x), H(x, t)
)
,
where x are in an open neighborhood of S, t ∈ Rk−n are some parameters, and f¯
is a diffeomorphism that agrees with f on S. Since the parameter t only affects
the choice of sections s and s¯, we may set these to an arbitrary value, and f¯ is
our unique extension of f that preserves the Maurer-Cartan forms µiK once pulled
back by the extensions on s and s¯. By Theorem 5.3.4, f¯ ∈ G.
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Remark 7.1.7. The most important aspect of this finite dimensional case was
the fact that we could invoke the Frobenius theorem to uniquely integrate the
submanifold supplied by Theorem 7.1.4. While this method will not be available
in general for Lie pseudo-groups, some important special cases do allow for the
integration of the maps provided by Theorem 7.1.4. See the remarks at the end
of this section.
Remark 7.1.8 (An easy proof of the congruence theorem in Lie groups). We just
mention that the “technique of the graph” we have used many times now, where
we construct the graph of our desired solutions as integral manifolds provides a
trivial proof of Theorem 7.1.1. Let S and S¯ be submanifolds of equal dimension
in a Lie group G. Let ω1, . . . , ωn be a basis for the Maurer-Cartan forms on G
and let f : S → S¯ be a map that preserves the ωi. Then f is the restriction of a
group element. To see why, consider the product G×G, and the projections onto
the first and second coordinates, γ1 and γ2.
Denote by ωi the pull-back γ∗1ωi and by ω¯i the γ∗2ωi. Consider the submanifold,
N , of G parametrized by S,
x 7→ (x, f(x)).
Then, the fact that f preserves the ωi is equivalent to
(
ωi − ω¯i
)
|N = 0.
Now, similar calculations as in (7.6) show that the differential system generated
by ωi − ω¯i is involutive in the sense of the Frobenius theorem. This guarantees
that N can be uniquely integrated to an n dimensional submanifold of G×G. It
is easy to see that this larger submanifold is the graph of a local diffeomorphism
that pulls ω¯i back to ωi. Since group elements do the same thing, the uniqueness
part of Frobenius implies that this diffeomorphism must agree with some g ∈ G.
The central issue for the development of a more general equivalence method
than for horizontal actions is in deciding for what kind of Lie pseudo-groups a
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section fp provided by Theorem 7.1.4 can be “integrated” to the graph of a bona-
fide pseudo-group element. Note that since fp annihilates contact forms there is
some hope that it can be integrated in this fashion. The solution to these issues
appears elsewhere, but we should mention that it includes Lie pseudo-groups that
eventually become free (see [44]) and all Lie pseudo-groups acting on jet spaces
by prolongation. The second case therefore covers all symmetry and equivalence
analysis of differential equations.
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Appendix A
Tameness
In [42] the Maurer-Cartan forms for (a certain definition of) Lie pseudo-groups
were defined and their structure equations computed. The authors of that paper
did not assume the same regularity assumptions as we did in our Definition 4.1.1
of a Lie pseudo-group. For them, a Lie pseudo-group is simply a pseudo-group
of local diffeomorphisms on a space X that are local solutions to a formally in-
tegrable system of differential equations, Gq, satisfying the manifold conditions
from Remark 3.0.5. For the sake of clarity of the following discussion let us call
such pseudo-groups smooth pseudo-groups. Since the deduction, in [42], of the
structure equations for the Maurer-Cartan forms required that the linearization
of Gq also be locally solvable, and since this does not follow in any trivial way
from their assumptions on Gq, they restricted to smooth pseudo-groups satisfying
this extra condition and dubbed them tame.
To better illustrate the tameness issue, let Gq be the formally integrable de-
termining equations for a smooth pseudo-group G and consider the subbundle of
TGq of vertical tangent vectors at the identity,
Wq =
⋃
x∈X
T
(
Gq |x
)
|
jq1|x
.
Similarly, we can define Wp for any q ≤ p ≤ ∞. Recall that for a flow Φε ∈ G
152
153
with Φ0 = 1 its infinitesimal generator is the local vector field on X made up of
the tangent vectors
v(x) = d
dε
|
ε=0Φε(x).
The collection of infinitesimal generators form the Lie algebroid A of G. The lift
of v is the local (vertical) vector field, V, on G∞ determined by the flow
j∞ϕ|x 7→ j∞Φε|ϕ(x) · j∞ϕ|x,
for any j∞ϕ|x with ϕ(x) in the domain of definition of Φε. In particular, V at the
identity is
d
dε
|
ε=0
(
j∞Φε|x
)
∈ W∞|x.
We say that G is tame if each tangent vector in W∞ is the lift of an infinitesimal
generator v on X . The point of this definition is that for tame pseudo-groups there
is a Lie algebra isomorphism between the Lie algebroid A andW∞. Furthermore,
since the Maurer-Cartan forms on the full diffeomorphism groupoid D∞(X ) are
dual to its Lie algebroid, ⋃
x∈X
T
(
D∞|x
)
|
j∞1|x
,
restricting them to G∞ will give the correct structure equations for the Lie pseudo-
group G, [42].
As mentioned above, it is not so clear which smooth pseudo-groups are tame
but one obvious case are those with locally solvable determining equations Gq such
that the linearization of Gq at the identity solution is also locally solvable. We
showed, in Section 3.3, that when discussing local solvability it is very natural,
indeed, necessary, to impose regularity in the sense of Definition 3.0.6: Formally
integrable systems are locally solvable via the Cartan-Kähler theorem if and only
if they are regular. In this appendix we show that linearization preserves the
regularity of Definition 3.0.6. This implies that all pseudo-groups satisfying our
Definition 4.1.1 of Lie pseudo-groups are automatically tame. Furthermore, we
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shall show that all smooth pseudo-groups are regular on an open dense and in-
variant subset of X . We should mention that we do not know if there are any
non-tame smooth pseudo-groups.
A.1 Linearization
We spend this subsection showing that formal integrability of a regular system Rq
implies formal integrability of the linearization of Rq around any local solution.
This is very simple and requires essentially only linear algebra in the form of the
next lemma.
Let
F = (F 1, . . . , F k) : Rl+p → Rk
be smooth. Let (w, y) be a typical point in Rl+p, where w ∈ Rl and y ∈ Rp.
We write ∇yF for the k × p “reduced” Jacobian matrix of y-derivatives of F .
The point of the following simple lemma is to give a condition for when we can
eliminate certain variables from a smooth equation.
Lemma A.1.1. Let F be as above with k < p and let G : Rl+p → R be smooth.
Assume ∇yF has full rank k. The vector ∇yG(w, y) is locally in the span of the
vectors ∇yF i(w, y) if and only if there exists a smooth locally defined function K
(of l + k variables) such that G − K(w,F ) is a function of w only. The map
K(w,F ) vanishes on the zero set of F , that is, K(w, 0) = 0.
Proof. Let us write y = (v, z), where v ∈ Rp−k and z ∈ Rk. By the rank theorem,
we can assume that F has the form
F (w, y) = F (w, v1, . . . , vp−k, z1, . . . , zk) = (z1, . . . , zk),
on an open neighborhood around 0. For ∇yG to be in the row space of ∇yF then
means that G is a function of w and z only, where z = (z1, . . . , zk) ∈ Rk. But since
F = z, we have G = G(w, 0, F ) so we can set K(w, z) := G(w, 0, F )− G(w, 0, 0)
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and we have
G(w, 0, z)−K(w,F (w, v, z)) = G(w, 0, 0),
and K obviously vanishes when F = 0.
Since the function K in the above Lemma vanishes when F = 0, there exist
functions Q1, . . . , Qk such that K = ∑iQiF i and Lemma A.1.1 shows that all the
y-variables can be eliminated from G(x, y) by subtracting a multiple of the F i.
That is, by a “Gaussian elimination”:
G(w, 0) = G(w, y)−K(w,F ) = G−∑
i
QiF i.
Now, let Rq be given by a collection of equations Φ = (ϕ1, . . . , ϕt) = 0, where
ϕi : Jq(E)→ R. We write the Jacobian, ∇Φ, of Φ as
[
∇JΦ | ∇HΦ
]
,
where∇JΦ is made up of the columns corresponding to differentiation with respect
to the jet coordinates (u(q)) and ∇HΦ are the columns for the (horizontal) x
derivatives of Φ. We call ∇JΦ the jet Jacobian of Rq. For 0 ≤ p ≤ q, let ∇pJΦ
be the matrix whose columns correspond to differentiation with respect to uαJ ,
|J | = p. Regularity of Rq and the non-degeneracy condition from Remark 3.0.2
imply that the jet Jacobians of all R(s)q,t are constant rank; the dimension of the
null space of ∇JΦ is equal to the dimension of each fiber of Rq → Rn, and is
therefore constant by regularity. This generalizes to all R(s)q,t since these systems
are always submanifolds.
Remark A.1.2. Lemma A.1.1 now implies that for regular and non-degenerate
equations it is necessary and sufficient, in the search for integrability conditions,
to study the jet Jacobians of Rq and the jet Jacobians of its derived equations
R(s)q,t . To see why, for sake of simplicity, consider the first order prolongation Rq,1.
Denote the system of the purely prolonged equations DiΦ = 0, 1 ≤ i ≤ n, by
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Φ,1 = 0. Choose a basis for the row space of the submatrix ∇q+1J Φ,1 and denote
by B the corresponding collection of rows in ∇JΦ,1. Let C denote the row space of
∇JΦ. The presence of an integrability condition is, by Lemma A.1.1, equivalent
to the jet Jacobian ∇JΦ,1 containing a row that is not in the span of B ∪ C.
Let v : Rn → Rm be a local solution to Rq and consider the linearization of
Rq around v, i.e. the differential equation Lv(Rq) determined by the equations
Lv(ϕi) =
∑
0≤|J |≤q
∂ϕi
∂uαJ
|
v(x)u
α
J ,
where ∂ϕi
∂uαJ
|
v(x) is the evaluation of
∂ϕi
∂uαJ
on (the jets of) v. Notice, in particular,
that ∂ϕ
∂uαJ
|
v(x) is a function of x only and therefore
(
Di
∂ϕ
∂uαJ
)
|
v(x) =
∂
∂xi
(
∂ϕ
∂uαJ
|
v(x)
)
= Di
(
∂ϕ
∂uαJ
|
v(x)
)
.
Not surprisingly, linearization commutes with prolongation.
Lemma A.1.3. DiLv(ϕ) = Lv(Diϕ).
Proof.
DiLv(ϕ) = Di
(∑ ∂ϕ
∂uαJ
|
v(x)u
α
J
)
=
∑ ∂
∂xi
(
∂ϕ
∂uαJ
|
v(x)
)
uαJ +
∑ ∂ϕ
∂uαJ
|
v(x)u
α
J,i
=
∑(
Di
∂ϕ
∂uαJ
)
|
v(x)u
α
J +
∑ ∂ϕ
∂uαJ
|
v(x)u
α
J,i
.
157
And
Lv (Diϕ) = Lv
(
∂ϕ
∂xi
+
∑ ∂ϕ
∂uαJ
uαJ,i
)
=
∑ ∂2ϕ
∂xiuβK
|
v(x)u
β
K +
∑∑( ∂2ϕ
∂uαJu
β
K
uαJ,i
)
|
v(x)u
β
K +
∑ ∂ϕ
∂uαJ
|
v(x)u
α
J,i
=
∑(
Di
∂ϕ
∂uβK
)
|
v(x)u
β
K +
∑ ∂ϕ
∂uαJ
|
v(x)u
α
J,i,
proving the lemma.
Obviously the jet Jacobian of Rq at jqv|x and the jet Jacobian of Lv(Rq) are
the same matrix,
(∇JΦ) |v(x) = ∇J (Lv(Φ)) .
What is more, the system Lv(Rq), being linear, will never impose any restrictions
on the independent variables x only, i.e. Lv(Rq) will always satisfy the non-
degeneracy condition of Remark 3.0.2. Now Lemmas A.1.1 and A.1.3 combine to
prove that prolongation and projection of regular differential equations commutes
with linearization.
Theorem A.1.4. Let Rq be regular and non-degenerate and let v : Rn → Rm be
a local solution. If Rq is formally integrable, then Lv(Rq) is formally integrable
and regular.
Proof. Lemma A.1.3 implies that the tth order prolongation of Lv(Rq), (Lv(Rq)),t
is equal to Lv(Rq,t). This means that the jet Jacobians of Lv(Rq),t agree with
those of Rq,t at jq+tv|x. By Remark A.1.2 these jet Jacobians contain all necessary
information pertaining to integrability conditions, but then formal integrability
of Rq implies that these jet Jacobians provide no integrability conditions at any
order. This means that Lv(Rq) is also formally integrable. Since R(s)q,t = Rq,t−s
for all s ≤ t, and since Lv(Rq,t−s) and Rq,t−s have the same symbol (and hence
the same reduced Cartan characters) we can see that Lv(Rq) is regular.
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By definition, the determining equations of a Lie pseudo-group are formally
integrable and regular. The above theorem shows that their linearization are also
formally integrable and regular. By the results of Section 3.3 both systems are
locally solvable. This means that, in the language of [42], our definition of a
Lie pseudo-group implies tameness. In the next section we show that, almost
everywhere, the regularity assumption in Definition 4.1.1 can be dropped.
A.2 Tameness of Lie pseudo-groups
We now shift our focus to Lie pseudo-groups, and show that, by and large, we
can drop the regularity assumption we made on their determining equations in
Definition 4.1.1. More specifically, we shall prove that a smooth pseudo-group, H,
of local diffeomorphisms of X , is regular on an open, dense, invariant set X ′ ⊂ X
and hence are Lie thereon. This means that H is a Lie pseudo-group (of Definition
4.1.1) of local transformations of X ′ and by the results from the last section it is
tame.
So, let a smooth pseudo-group G be determined by a collection of formally
integrable qth order equations, Gq,
F (x,X(q)) = F (jqϕ|x) = 0, (A.1)
and let ψ ∈ G. Then the set F (jqϕ|x) = 0 is left and right invariant under the
action of G. That is, for jqϕ|x ∈ Gq with F (jqϕ|x) = 0 , we have
F (Rψ · jqϕ|x) = F (jq
(
ϕ ◦ψ−1
)
|ψ(x)) = 0 and
F (Lψ · jqϕ|x) = F (jq (ψ ◦ϕ) |x) = 0,
(A.2)
when the various compositions are defined. This has important consequences for
the symbol of Gq. Notice that when we make a change of independent variables,
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x 7→ y = g(x), the defining equations (A.1) transform according to
F (jqϕ|x) = 0 ⇐⇒ F¯ (jq(ϕ ◦g−1)|y) = 0.
Now, if g = ψ happens to be a local transformation from G then (A.2) tells us
that the equation in the independent variables y is the same as in the x variables,
i.e. F = F¯ . Similarly, the left action of ψ ∈ G has the same effect as changing
dependent variables X 7→ Y = ψ(X). The defining equations, (A.1), are therefore
immune to either operation. Now let us consider the effect these operations have
on the symbol of F (jqϕ|x) at jqϕ|x ∈ Gq, i.e. on
∑
|J |=q
1≤i≤n
∂F
∂X iJ
|
jqϕ|x
ξJ ⊗ ei. (A.3)
Changing, say, independent variables x 7→ y = ψ(x), for ψ ∈ G, and denoting
the Jacobian of ψ by ∇ψ, ξ = (ξ1, . . . , ξn), viewed as a column vector, transforms
according to
ξ 7→ ∇ψ−T · ξ,
where −T denotes the matrix inverse transpose and ξ = (ξ1, . . . , ξn). The symbol
(A.3) then transforms according to
∑
|J |=q
1≤i≤n
∂F
∂X iJ
|
jqϕ|x
(
∇ψ−T · ξ
)J ⊗ ei. (A.4)
On the other hand, changing independent variables x 7→ y = ψ(x) “transforms”
the differential equation F (jqϕ|x) = 0 to F (jq(ϕ ◦ψ)|y) = 0, and hence the symbol
according to ∑
|J |=q
1≤i≤n
∂F
∂X
i
J
|
jq(ϕ ◦ψ−1)|y
ξ
J ⊗ ei, (A.5)
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where
X
i
J =
∂|J |
∂yJ
(ϕ ◦ψ−1).
Notice that (A.5) is simply the symbol of the determining equation at jq(ϕ ◦ψ−1)|y.
Comparing (A.4) and (A.5) we can see that the symbol of F (jqϕ|x) = 0 at
jq(ϕ ◦ψ−1)|y is obtained from the symbol at jqϕ|x by the change of variables
ξ 7→ ∇ψ−T · ξ.
Since the reduced Cartan characters for the symbol of Gq are coordinate inde-
pendent quantities we have established that they are the same at jqϕ|x and
jq(ϕ ◦ψ−1)|ψ(x). The same argument as above will show that the reduced Car-
tan characters of the symbol of Gq at jqϕ|x are the same as those at jq(ψ ◦ϕ)|x
for jqψ|ϕ(x) ∈ Gq. These considerations will provide an easy proof of our main
theorem, but first we need a definition.
Definition A.2.1. Let G be a pseudo-group of local diffeomorphisms of X . We
say that two points x, y ∈ X are in the same G-orbit if they are in the same
minimal invariant set. This means that there there is a finite sequence of ψi ∈ G
such that y = ψ1 ◦ . . . ◦ψt(x). If all pairs of points in X are in the same G-orbit,
we say that G is transitive.
Theorem A.2.2. Let G be a smooth pseudo-group determined by a formally in-
tegrable system Gq. Then Gq is regular on an invariant open dense set (and hence
tame thereon).
Proof. We already know from Section 3.3 that these equations are regular on a
dense open set U ⊂ Gq, so we only need to show them to be invariant. Consider
jqψ|x ∈ U . Then, by the above discussion, the symbol of Gq at jqψ|x has the same
reduced Cartan characters as the symbol at jq1|x. Now, for any jqϕ|x ∈ Gq, with
ϕ(x) = y, we have that
jq1|y = j
qϕx · jq1|x · jqϕ−1|y,
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as so the reduced Cartan characters of the symbol of Gq at jq1|x are the same as
those at jq1|y. This holds for all pairs of points x, y for which there is a ϕ ∈ G
such that ϕ(x) = y. Since the symbol has constant reduced Cartan characters on
each horizontal fiber Gq |z this proves the theorem.
Corollary A.2.3. Formally integrable determining equations, Gq, for transitive
smooth pseudo-groups are regular (and hence tame).
Example A.2.4. Consider the Lie pseudo-group of local diffeomorphisms of R2
whose elements solve the system of equations
Xy = 0, Yy = Xx. (A.6)
The general solution to this system has the form
X = f(x), Y = f ′(x)y + g(x),
where f is a local diffeomorphism of R and g is arbitrary (recall, though, that
we require all our maps to be real analytic). Now change independent variables
(x, y) 7→ (x¯, y¯) = ψ(x, y) where ψ ∈ G. Let A denote the Jacobian of ψ,
A =
x¯x x¯y
y¯x y¯y
 =
x¯x 0
y¯x x¯x
 .
The second equality follows from the fact that ψ ∈ G must solve the determining
equations. For a function g : R2 → R we have the change of variables formula
gx
gy
 = A−T ·
gx¯
gy¯
 ,
where
A−T =
xx¯ yx¯
xy¯ yy¯
 =
xx¯ yx¯
0 xx¯
 .
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So in the new independent variables the determining equations for elements of G
become
Xy = 0 ⇔ Xy¯ · xx¯ = 0 ⇔ Xy¯ = 0,
and (using Xy¯ = 0)
Yy −Xx = 0 ⇔ Yy¯xx¯ −Xx¯xx¯ −Xy¯yx¯ = 0 ⇔ Yy¯ −Xx¯ = 0.
So, as we expected, the determining equations have the exact same form after
changing independent variables according to ψ ∈ G.
Notice that the symbol of the equations G1, (A.6), in the polynomial module
R[ξ1, ξ2]⊗ R2 is constant on Gq,
ξ2 ⊗ e1, ξ2 ⊗ e2 − ξ1 ⊗ e1, (A.7)
where {e1, e2} is the standard basis for R2. By the discussion preceding Theorem
A.2.2 we therefore expect this symbol to be genuinely invariant under change
of variables coming from G. Changing independent variables (x, y) 7→ (x¯, y¯) =
ψ(x, y) will induce a transformation on the ξ1 and ξ2 according to
ξ1
ξ2
 = A−T ·
ξ1
ξ
2
 =
xx¯ξ1 + yx¯ξ2
xx¯ξ
2
 .
The symbol (A.7) then transforms to
(xx¯ξ
2)⊗ e1, (xx¯ξ2)⊗ e2 − (xx¯ξ1 + yx¯ξ2)⊗ e1,
which, after some autoreduction becomes
xx¯(ξ
2 ⊗ e1), xx¯(ξ2 ⊗ e2 − ξ1 ⊗ e1). (A.8)
Comparing (A.8) with (A.7), we can see that, up to autoreduction and scalar
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multiples, the symbol is the same in the new variables ξ.
Remark A.2.5. Our definition of a Lie pseudo-group, as opposed to that of
a smooth pseudo-group, has the advantage of automatically being tame. One
example of the benefits of our definition in conjunction with the results above
is a trivial proof of the fact that any effective action of a finite dimensional Lie
group, G, on a manifold is regular (and hence tame). This is simply because the
determining equations for the elements of G must be maximally over-determined
and hence the reduced Cartan characters will be constant and zero above a certain
order. See the next example for more.
The following example was used by Cartan, [7, p. 1357], to illustrate his the-
ory of essential invariants, i.e. non constant coefficients appearing in the structure
equations for a Lie pseudo-group. The Lie pseudo-group G in this example is very
simple as it comes from the action of a two dimensional abelian Lie group, G, on
R3 and this simplicity (G has trivial structure equations) should be reflected in
the pseudo-group structure equations. However these include non constant coef-
ficients. This “discrepancy” is explained by the fact that the structure equations
of G and G are only really isomorphic on each τ -vertical fiber since G acts freely
and transitively on them (and not on the entire set G∞).
Example A.2.6. Consider the following Lie pseudo-group coming from the action
of the abelian Lie group R2 on R3 given by
X = x, Y = y, U = u+ ax+ bx,
where (a, b) ∈ R2. The determining equations, G1 for these transformations is
X = x, Y = y, U = u+ xUx + yUy, Xx = 1, Yy = 1, Uu = 1,
Xy = Xu = Yx = Yu = 0
(A.9)
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but at the second order we have
Xij = Yij = Uij = 0, for all i, j ∈ {x, y, u}.
These determining equations are regular with p∗ = 2. All second order Maurer-
Cartan forms are zero and the first order forms satisfy
µx = µy = µxx = µxy = µxu = µyx = µyy = µyu = µuu = 0
and
µu = Xµux + Y µuy .
If we were to restrict our attention to the local action of G on, say, the subset of
R3 where y 6= 0, we could write
µuy =
1
Y
µu − X
Y
µux
and we can see that the structure equations on G1 will involve the coefficients
1
Y
and X
Y
. However, as is easily checked, once we restrict to any τ -vertical fiber
we obtain (taking µux and µuy as a basis on each such fiber) the correct structure
equations
dµux = dµuy = 0.
