Abstract-Optical buffering via fiber delay lines is used for contention resolution in optical packet and optical burst switching nodes. This article addresses the problem of exactly finding the blocking probabilities in an asynchronous single-wavelength optical buffer. Packet lengths are assumed to be variable and modeled by phase-type distributions, whereas the packet arrival process is modeled by a Markovian arrival process that can capture autocorrelations in interarrival times. The exact solution is based on the theory of feedback fluid queues for which we propose numerically efficient and stable algorithms. We not only find the packet blocking probabilities but also the entire distribution of the unfinished work in this system from which all performance measures of interest can be derived.
I. INTRODUCTION
O ptical packet switching-based paradigms are beginning to mature as they attempt to more efficiently utilize the fiber capacity as opposed to their optical circuit switching counterparts. Two such paradigms have recently been proposed: optical packet switching (OPS) [1] and optical burst switching (OBS) [2] . In this article, we analytically study the performance of an optical packet (or burst) switch that uses fiber delay lines.
OPS/OBS can either be synchronous (time slotted)
or asynchronous (unslotted). Optical packets are of fixed length in synchronous systems leading to a need for costly synchronization equipment. Synchronous switching is known to be efficient in terms of blocking performance due to the alignment of packet arrivals. On the other hand, optical packets are of variable length in asynchronous systems, and therefore packet arrivals need not be aligned. Asynchronous OPS appears to be a better fit as a transport technology for the next-generation Internet due to the variable lengths of IP packets in the Internet. In this paper, we focus on asynchronous OPS.
In OPS networks, contention arises when two or more incoming optical packets contend for the same output wavelength. Methods for contention resolution include wavelength conversion [3] , deflection routing [2] , or optical buffering [4] , which is the scope of the current article. In electronic buffering, contending packets are stored in RAMs (random access memory) to be transmitted at a later time. However, optical RAMs are not feasible today. Instead, a well-known technique is to use fiber delay lines (FDLs) in which a contending packet is sent over a coil of fiber that gives the packet a fixed delay that is enough to resolve the contention. This paradigm is called optical FDL buffering, or simply optical buffering.
There are different architectures proposed for optical buffers based on their position in the switch, namely, input buffering, output buffering, and shared buffering [5] . Input buffering is known to have relatively lower performance than the other two. In output buffering, a set of FDLs is dedicated for each output port (or fiber). On the other hand, in shared buffering, FDLs can be shared by all output ports for improved performance. We focus on output buffering in this article. In particular, we focus on the case where a set of FDLs is dedicated for each wavelength (link) of an output port. This situation arises when
• each output port has a single wavelength,
• we have multiple wavelengths per output port but we do not use wavelength converters that would allow buffer sharing across different wavelengths. Hybrid use of wavelength converters and FDL sharing among multiple wavelengths of the same output port are left for future research. Optical buffers can be configured as degenerate or nondegenerate. In degenerate buffering, the lengths of FDLs are consecutive multiples of a parameter D, which is called the granularity parameter. The buffer size is denoted by K and the ith FDL, i =1,2, ... ,K, introduces a delay of iD to an incoming optical packet finding the output wavelength occupied. In nondegenerate buffering, the lengths of individual FDLs can be arbitrary and the ith FDL exerts a delay of D i , i =1,2, ... ,K, where we have D i Ͼ D j for i Ͼ j. Although we present an analytical method for the case of degenerate buffering only, the method we propose can directly be applied to the nondegenerate case.
We now present an example to demonstrate how this optical buffer works. For this purpose, we define H͑t͒ as the unfinished work (or channel horizon) at time t and with all the admitted packets into the buffer at time t, we need to wait for at least H͑t͒ for the link to become idle. Let us now assume an optical packet that arrives at time t. If the link is idle at this arrival epoch, then H͑t͒ = 0 and the packet can immediately be forwarded over the link making H͑t + ͒ = B, where B is the length of the packet (in time units). If H͑t͒ Ͼ KD, then the delays introduced by each delay line are not enough to resolve the contention and the packet will be dropped without a need to modify H͑t͒. The more interesting scenario is when 0 Ͻ H͑t͒ ഛ KD in which case the arriving packet of length B will be directed to the FDL that delays it by
where x is the smallest integer greater than or equal to x. Obviously, in this case, the unfinished work is modified as
At other times, the unfinished work H͑t͒ decreases at a unity rate until it hits zero and then stays at this level; i.e., unfinished work cannot be negative.
To illustrate the operation of a single-wavelength degenerate optical buffer, we depict a sample path of the channel horizon process in Fig. 1 for an example when D = K = 2. Packet arrivals occur at time epochs t = 1, 3, 4, 5, and 7, with corresponding sizes of 3, 2, 2, 2, and 1, respectively. The packet arriving at t =5 is blocked since H͑5͒ =5Ͼ KD = 4. All of the four other packets are accepted into the buffer. Note that an accepted optical packet leads to an immediate jump in H͑t͒, whereas a blocked packet does not have any effect.
Various analytical methods have been proposed to analytically evaluate the performance of an asynchronous single-wavelength optical buffer that differ from each other on the basis of (i) the stochastic model used for packet arrivals and packet lengths, (ii) whether K is finite or infinite, and (iii) whether the analytical method is exact or approximate. One of the earlier works in [6] studies an optical buffer with general K and with Poisson packet arrivals and exponential packet lengths and presents an approximate method using an iterative procedure that is simple to implement. For the same buffer, the work in [7] assumes generic distributions for packet interarrivals and services and the authors present a Markov chain model for solving the optical buffer. The entries of the Markov chain can be found by calculating certain definite integrals for which computational procedures are not elaborated. Moreover, depending on the distributions used in the model, the number of the states of the Markov chain can be excessive, which then calls for an approximate state reduction method for computational feasibility. In two special cases, the authors [7] have shown that their solution is exact: (i) exponential interarrivals and generic packet lengths and (ii) generic interarrivals and exponential packet lengths. Again, following similar traffic assumptions, the case of K = ϱ is studied by [8] to develop heuristics for the case of K Ͻϱ through formulas involving infinite sums. Three special cases corresponding to (i) exponentially distributed, (ii) deterministic, and (iii) mixtures of deterministic burst lengths are given for which the resulting formula does not involve an infinite sum and therefore the method turns out to be computationally effective. The work in [9] studies a finite capacity optical buffer in the special case of Poisson arrivals and generic packet lengths using Markov chains as in [7] but also provides closed-form expressions for blocking probability and expected delays, which is very valuable in terms of engineering insight. Note, however, that a finite-state Markov chain solution is available in the literature for only a number of special cases (see [7, 9] ), and there still is a need for exploring exact algorithms for analyzing optical buffers with more general traffic inputs. An approximate method based on the assumption K = ϱ is proposed in [10] based on the generating function approach for the case of Poisson arrivals and generally distributed packet lengths. The reference [11] studies an optical buffer with general packet size distributions where the method does not seem to work for all possible load values and the traffic is limited to Poisson arrivals only.
In this article, we exactly find the steady-state distribution of the unfinished work in asynchronous single-wavelength optical buffers from which all steady-state performance measures such as packet blocking probability, expected delay, etc., can be calculated. The stochastic tool that we use is the wellknown multiregime Markov fluid queues [12, 13] , and to the best of our knowledge this theory has not been applied to optical buffers before. Multiregime Markov fluid queues are more complex and are less explored than Markov chains, but the model we propose is a finite state-space multiregime Markov fluid queue for optical buffers with more general traffic inputs than those studied in the literature. On the other hand, in this model we need to keep track of the horizon parameter (or unfinished work) as opposed to actual waiting times that take values from a finite set, but keeping track of the continuous horizon parameter has helped us build a finite state-space Markov fluid queue model resulting in an exact matrix-analytical algorithm for solving optical buffers with very general traffic input. Our assumptions and contributions are listed below.
Packet interarrival times are modeled by the versatile Markovian arrival process (MAP) by which one can capture dependence between successive interarrivals [14, 15] For more details, we refer the reader to [14] . Let be the stationary probability vector of the phase process with generator D so that satisfies D =0, e = 1, where e is a column vector of ones of appropriate size. The mean arrival rate for a MAP is = D 1 e [15] . The MAP arrival model is more general than the stochastic models used for the analysis of optical buffers, and it can especially be useful to demonstrate the impact of autocorrelations (in interarrival times) on system performance. Note that autocorrelations in packet interarrival times and their nonPoisson nature has been well-known for Internet traffic [16, 17] .
The packet length B is modeled by a phase type (PH-type) distribution [18] . Consider a Markov process on the states ͕1,2, ... ,s , s +1͖ with initial probability vector ͓v ,0͔, v = ͓v 1 , v 2 , ... ,v s ͔, and infinitesimal generator [14] . The reference [19] proposes an algorithmic procedure for obtaining PH-type approximative distributions from empirical data and also other distributions. However, there is one notable deficiency of phase-type modeling; the approximate model may have large orders. For example, a deterministic distribution can be approximated by an Erlang-k distribution with order k, but the order parameter k may need to be very large if high accuracy is sought. Moreover, in next-generation optical networks, packet lengths can take values from a limited range or even they can take fixed values [9] for which PH-type approximations may not be most effective for packet length modeling in the context of analysis of optical buffers. The scope of this work, however, is confined to PH-type distributed optical packet lengths and potential use of Markov fluid queues for more general packet lengths is left for future research.
Moreover, • We do not make any assumptions about the number of FDLs K. In particular, we do not need the assumption K = ϱ as pursued in some earlier work. With this, we can also analyze situations where one only has a few FDLs.
• The method we use is based on the well-known theory of feedback fluid queues [12] and the numerically stable and efficient solution techniques we had proposed for such queues [13] . We intro-duce a number of modifications and enhancements to the method described in [13] that are necessary to solve the problem of interest in the current article.
• The method we propose is exact for MAP packet arrivals and PH-type distributed packet lengths. Based on the algorithmic procedure we propose for optical buffers, we also obtain numerical results that help us provide provisioning guidelines for optical buffers.
The remainder of the article is organized as follows. Feedback fluid queues are described in Section II. In Section III, we provide the analytical model. Numerical results are presented in Section IV. We conclude in the final section.
II. FEEDBACK MARKOV FLUID QUEUES
Markov fluid queues (MFQs) are described by a joint Markovian process {C͑t͒, M͑t͒; t ജ 0}, where {C͑t͒; t ജ 0} refers to the queue occupancy and {M͑t͒; t ജ 0} is an underlying continuous-time Markov chain that determines the rate at which the buffer content C͑t͒ changes. The process {M͑t͒; t ജ 0} is called the background (or modulating) process of the MFQ. The reference [20] studies MFQs with infinite queue sizes using a spectral expansion approach, whereas [21] extends this analysis to finite queue sizes.
More general models, known as feedback Markov fluid queues (FMFQs), were introduced in [22, 23] , where both the rate of change of the buffer content and the background process are allowed to depend on the instantaneous queue occupancy. In this article, we concentrate on multiregime FMFQs, where the feedback has a piecewise-constant form [12] . The following is based on [12, 13] . In multiregime FMFQs (we will use the term FMFQ in short to refer to a multiregime FMFQ in this paper), we have K intermediate boundary points (or thresholds) and two terminal boundary points at the origin and infinity, respectively, i.e., 0
We assume that the modulating process {M͑t͒; t ജ 0} has a finite state space ͕1,2, ... ,M͖. When the system is in regime k (at threshold T ͑k͒ ) then the background process M͑t͒ behaves according to a Markov process with generator Q ͑k͒ ͑Q ͑k͒ ͒. The drift (net rate of change of the queue) while at state m, 1ഛ m ഛ M, in regime k (at threshold T ͑k͒ ) is denoted by r m ͑k͒ ͑r m ͑k͒ ͒. We let R ͑k͒ ͑R ͑k͒ ͒ be the diagonal matrix of drifts in regime k (at threshold T ͑k͒ ). The dynamics of the buffer content for the FMFQ is then given by
We assume that the FMFQ has a unique steadystate solution, one of the necessary conditions of which dictates that the mean drift in regime K +1 should be negative. Let f ͑k͒ ͑y , t͒ denote the row vector of transient joint probability density functions (PDFs) at time t in regime k for 1 
The steady-state joint PDF can then be defined via taking the limit of Eq. (3) as t → ϱ, i.e., f m ͑k͒ ͑y͒ = lim t→ϱ f m ͑k͒ ͑y , t͒. We then define the steady-state joint density vector
Similarly, we define F m ͑k͒ ͑y͒ = lim t→ϱ F m ͑k͒ ͑y , t͒ and
Moreover, we define c ͑k͒ ͑t͒ to be the row vector of transient probability mass accumulations at the boundary point T ͑k͒ at time t:
where
The steady-state probability mass accumulations at the boundary points are defined by means of taking the limit of Eq. (7) 
Finally, we define the joint cumulative distribution function (CDF) F m ͑y͒ for all y such that
and the queue occupancy CDF vector
Note that by definition, F m ͑y͒ and F͑y͒ are right continuous at the boundary points. The joint PDF f m ͑y͒ and the buffer occupancy PDF vector f͑y͒ are defined accordingly. The steady-state solution to the feedback fluid queue involves the calculation of f ͑k͒ ͑y͒ for 1 ഛ k ഛ K + 1 and c ͑k͒ for 0 ഛ k ഛ K. The feedback fluid queue of interest is illustrated in Fig. 2 .
A spectral solution to the steady-state behavior, i.e., f m ͑ · ͒ ,1ഛ m ഛ M, of the FMFQ is given in [12] . This method requires the solution of K + 1 eigenvalue problems for matrices of size M and the solution of a matrix equation of size at most ͑K +1͒M. In this method, all eigenvalues for a given regime other than the ones at zero are assumed to be distinct [12] . In [13] , we obtain a computationally stable numerical algorithm for the steady-state solution of multiregime FMFQs based on Schur decompositions without having any assumptions on eigenvalue multiplicity. However, there are two scenarios that were not considered in [12] or [13] and we find them crucial in the modeling of the optical buffer of interest:
• For a given state m, if the drift is increasing in two neighboring regimes i and i + 1, i.e., r m ͑i͒ Ͼ 0,r m ͑i+1͒ Ͼ 0, then we allow in this paper the drift at the boundary to be zero, i.e., r m ͑i͒ =0.
• We allow the infinitesimal generator for a given regime k, i.e., Q ͑k͒ , to be a transient generator. In this paper, we reduce the analysis of the optical buffering system of interest to the solution of an FMFQ whose parameterization is presented in the next section. We provide a numerical solution for the FMFQ in the Appendix with these two scenarios also taken into account.
III. STOCHASTIC ANALYSIS OF OPTICAL BUFFERS
Recall from Section I that the optical packet arrival process is a MAP characterized with a pair of two d ϫ d matrices ͑D 0 , D 1 ͒ and the packet lengths are PHtype distributed, which is characterized with the pair ͑v , S͒, where v is a 1ϫ s vector, S is a nonsingular s ϫ s matrix, and S 0 =−Se.
In Fig. 1 , a sample path for the horizon process H͑t͒ for the asynchronous optical buffer described in Section I is given for a particular example of K = D =2. Note that this sample path consists of continuous decreases with fixed drifts and upward jumps in between. An upward jump appears in the sample path whenever an optical packet is admitted to the optical buffer. The goal of this article is to model the optical buffer with FMFQs, but upward jumps cannot be directly modeled by FMFQs. For this purpose, we introduce a transformed process H T ͑tЈ͒ in which an individual jump for H͑t͒ at time t to its new value H͑t (1) is replaced with the sequence of three curves described in Table I . The transformed process H T ͑tЈ͒ for the same example is given in Fig. 3  assuming that Step 2 of the above procedure is to last one time unit for all admitted packets. The solid lines (dotted lines) are for the epochs for which H T ͑tЈ͒ is increasing or staying constant (decreasing). We note that if we only concentrate on the epochs during which H T ͑tЈ͒ is decreasing, then we obtain back the original sample path of H͑t͒. Equivalently, if one can find the steady-state distribution of the process H T ͑tЈ͒, then one can recover that of the process H͑t͒, which is the scope of the current article. The approach we pursue in this paper is to show that the process H T ͑tЈ͒ can be modeled as an FMFQ and solve this system to obtain the steady-state distribution for the transformed process, which in turn gives us the distribution of the unfinished work H͑t͒ from which all performance measures can be obtained, including the packet loss probability, mean delay, etc. For this purpose, we inherit the notation used in Section II and introduce M = d͑s +2͒ states in the background process. For the degenerate case, we define K + 1 regimes and set boundary points as T ͑k͒ = kD for 0 ഛ k ഛ K and T
͑K+1͒
= ϱ. One could choose T ͑k͒ = D k for the nondegenerate case. The drift parameters of the corresponding FMFQ that characterizes the transformed process H T are
, , R Q c
, ,
Regim e 1
Regim e K R egim e K +1
(1)
, , 
where I i and 0 i denote the identity and the zero matrix of size i ϫ i, respectively, and diag denotes a blockdiagonal matrix obtained through the ordered concatenation of its arguments; diag͑X , Y͒ denotes a matrix ͓ X 0 0 Y ͔. We now provide the per-regime infinitesimal generators Q ͑k͒ , 1ഛ k ഛ K +1:
. Now, we provide the infinitesimal generators when C͑t͒ is at a boundary point, i.e., C͑t͒ = T ͑k͒ , 0ഛ k ഛ K as follows:
The expressions (9)- (16) completely characterize an FMFQ that models the evolution of the transformed process H T . To see this, note that we have three sets of states, namely, A, B, and C. The set A = ͕A 1 , A 2 , ... ,A d ͖ comprises the first d states of the FMFQ, i.e., ͕1,2, ... ,d͖. On the other hand, the set B = ͕B 1 , B 2 , ... ,B d ͖ comprises the set of states ͕d +1,d +2, ... ,2d͖ of the FMFQ. Finally, the set C = ͕C 11 , C 12 , ... ,C 1s , C 21 , ... ,C ds ͖ consists of the states ͕2d +1,2d +2, ... ,2d + s ,2d + s +1, ... ,2d + ds͖ of the FMFQ. When the FMFQ is in state A i , then H T is decreasing at a unity rate and the arrival MAP is in state i. On the other hand, when the FMFQ is in state B i , then H T is increasing at a unity rate, the next state of the arrival process after the last arrival is i, and we note that this increase corresponds to the increase written in Step 1 of the procedure in Table I . Finally, when the FMFQ is visiting state C ij , then H T is increasing with the type described in Step 3 of Table  I , the service PH-type process describing packet lengths is in state j, and the next state of the arrival process after the last arrival is i.
Assume we are in regime k, k ഛ K, a packet arrival has just occurred, and the next state of the arrival process is i. Then the packet gets accepted to the optical buffer and the FMFQ process transitions to state B i . Depending on the procedure described in Step 1 of Table I , if H T is greater than zero it should increase at a unity rate until it hits the first boundary point without changing state as dictated in the second block rows of Eqs. (10) and (13). The process H T then stays for an exponentially distributed time with mean 1 (governed by Step 2 of Table I ) at this boundary point eventually escaping to state C ij with probability v j . This behavior is indicated in the second block rows of Eqs. (12) and (15) . According to Step 3 of Table I and as long as the FMFQ is in state C ij for some j, H T should continue to increase at a unity rate until the corresponding PH-type distribution reaches the absorbing state, which occurs with rate S 0 , after which we transition to A i . This behavior is captured by the last block rows of Eqs. (9), (10) , and (13)- (15) . This increase in the queue length should not be paused if any boundary points are crossed when the queue is increasing; this behavior is captured by a drift choice of unity for all C states as given in Eq. (12) . When in state A i , the queue length starts to decrease at a unity rate and the arrival process starts to evolve according to the MAP parameters D 0 and D 1 . If an arrival occurs when in regime K + 1, this packet does not get accepted and H T continues to decrease as the MAP continues to evolve. This behavior is captured in the first block rows of Eqs. (9) and (14) . If a new packet arrival occurs when the FMFQ is in regime k , k ഛ K, and the next state of the MAP process is i, then the FMFQ transitions to state B i ; we capture this behavior by the first block row choice of Eq. (13) . On the other hand, if an arrival occurs at boundary point T 0 = 0 and when the next state of the MAP process is i, then the arriving packet is forwarded over the direct link bypassing the Steps 1 and 2 of the procedure of Table I and therefore the corresponding FMFQ transitions to state C ij with probability v j . We capture this behavior with the choice of the first block row of Eq. (16) . There are also some situations that need to be avoided. For example, the FMFQ cannot be at a B state at regime K + 1 during normal operation, so precautions should be taken to escape from that situation, which leads us to the choices of the second block rows of Eqs. (9) and (14) . Similarly, one cannot be at a B state at threshold T 0 = 0, so policies to escape from this situation need to be in place. The choices of the second block rows of Eqs. (11) and (16) stem from this observation. At this point, we complete the characterization of the FMFQ for the process H T while noting that there might be other characterizations for the same FMFQ.
We provide a computationally stable and efficient algorithm for this FMFQ in the Appendix. Using this method, one can find the steady-state joint CDF F m ͑y͒ = lim t→ϱ P͑H T ͑t͒ ഛ y , M͑t͒ = m͒ ,1ഛ m ഛ M = d͑s +2͒ for the transformed process H T . By conditioning on the A states during which the queue is decreasing, we can find the steady-state CDF G j ͑y͒ = lim t→ϱ P͑H͑t͒ ഛ y , J͑t͒ = j͒͑1 ഛ j ഛ d͒ for the original process H as follows:
where J͑t͒ is the background process for the arrival MAP. 
Packet losses occur when H͑t͒ exceeds T ͑K͒ = KD. Therefore, the packet blocking probability P b is given by
The expression for the expected delay of a packet that is admitted into the optical buffer is then given by
denotes the steady-state probability that an arbitrary arriving packet finds less than y amount of unfinished work in the system. The steady-state probability that the unfinished work in the system is less than y at an arbitrary epoch is obviously different for MAP arrivals and it is equal to G͑y͒e.
IV. NUMERICAL RESULTS
In this section, we will provide several numerical examples to verify and validate the approach proposed in this paper.
A. Example 1
As the first example, we study a degenerate optical buffer under Poisson input with intensity and exponential packet lengths, which is the same problem studied in [6] . For the sake of convenience, the mean packet lengths are normalized to unity and is first set to 0.8. For three different values of K, we find the packet blocking probabilities for different values of the granularity parameter D. The results are given in Fig. 4 . The results are in accordance with the simulation results given in [6] and we show that we can obtain very accurate results even for very large K demonstrating the numerical stability of the proposed approach.
For a given buffer size K and Poisson packet traffic, there appears to be an optimal value of D, denoted by D * , under which the packet blocking probability P b is minimized. To explain this and referring to [6] , in the first situation of small D, the overall buffering capacity will also be low due to fixed K, and optical buffering would not be beneficial in this regime. On the other hand, in the situation of large D, the amount of work introduced by an individual packet to the system in addition to its length (each jump in Fig. 1 amounts to the work introduced by each admitted packet) would also get larger without bounds, which also leads to reduced performance in terms of packet loss. Between these two situations, a minimum for packet loss is realized with a suitable choice of the granularity parameter, i.e., D * . As in [6, 8] , researchers attempt to try to estimate D * by means of traffic modeling, analysis, and simulations to help provisioning optical buffers. Table II provides the optimum granularity parameter D * obtained through analysis for various values of K and for two different values of . When is fixed, with increasing K, D * appears to decrease, whereas the largest FDL length KD * increases. We explain this as follows. The optimal use of resources is attained when we take advantage of the increase in K both by increasing the largest FDL length and hence increasing the buffering capacity (situation 1 described above) and by also reducing the granularity parameter (situation 2 described above). When K is fixed, D * appears to increase with decreasing . When is relatively low, the excess load generated by larger D seems to be tolerable in terms of system performance. More conclusive studies are carried out for optimal choice of granularity in Examples 4 and 5.
B. Example 2
In this example, we find the steady-state PDF ĝ ͑y͒ =dĜ ͑y͒ /dy of the unfinished work that an arriving optical packet finds as a function of y as a function of the unfinished work y. Note that, all performance measures of interest can be derived from this PDF. We consider a degenerate optical buffer comprising K =2 FDLs with D = 1. Our goal in this example is to show that the distribution of the unfinished work in the system can exactly be calculated by the proposed method. The packet lengths are assumed to be of PH-type distribution that is characterized with the pair ͑v , S͒:
10 − 10 ͬ , v = ͓0.5 0.5͔, for which the mean packet length is 0.25. In this example, packet lengths are exponentially distributed with mean 0.2618 with probability 0.9472, and they are exponentially distributed with mean 0.0038 with probability 0.0528. Hence, this particular distribution can be viewed to model two different modes for packet lengths, i.e., short and long packets. Note that timerbased burstifiers generate short bursts in low loads and long bursts in high loads. Moreover, for this particular example, the optical packet arrival process is assumed to be a MAP characterized with the pair ͑D 0 , D 1 ͒:
where a is a varying parameter. The mean packet arrival intensity is written as 3 / a and therefore the load on the system is 3 / ͑4a͒. Figure 5 illustrates the PDF ĝ ͑y͒ , y Ͼ 0 for varying values of a, and we show that the analytical results are in perfect accordance with the simulation results. Note that probability masses at the origin are not depicted in this figure. When the parameter a increases, the load on the system decreases and the need for using FDLs is reduced. For a = 1, which amounts to a relatively high load of 3 / 4, there is a significant peak at y = 2, which means that an arriving packet will (most probably) either get blocked or use the larger FDL of length 2. When the load decreases, for example, when a = 2, both FDLs appear to be equally usable; note the two peaks at y =1 and y = 2. In case of relatively low loads, for example, when a = 5, the unfinished work upon an arrival is zero most of the time and most of the packets get admitted and few of them get delayed. This example demonstrates that we not only find the blocking probabilities but also the entire PDF by means of the proposed approach for general PH-distributed packet lengths and MAP-type packet arrivals.
In the next examples, we would like to draw conclusions on how packet length distributions and packet interarrival time distributions affect the performance of the system and see whether we can build provisioning guidelines for optical buffers.
C. Example 3
In this example, we study the affect of the squared coefficient of variation (SCV) of packet lengths on blocking performance when packet arrivals are Poisson. The SCV of a random variable is the variance divided by the squared mean of that random variable and is indicative of its variability. For exponentially distributed packet lengths, we have SCV= 1. On the other hand, the Erlang-k distribution with k phases with SCV= 1 / k can be used to model scenarios when SCVϽ 1. The scenario SCVϾ 1 can be modeled by using an appropriate two-phase hyper-exponential distribution (denoted by H 2 ) with balanced means ( [24] , pp. 58-59). Both the Erlang-k and hyper-exponential distributions are of PH-type and can be addressed in the framework of the current article. We fix K = 20 and we plot the packet blocking probability as a function of the granularity D for different values of SCV under three different loads = 0.8, 0.6, 0.4 in Fig. 6 . The results are also in line with the results obtained by [8] .
We have the following observations:
• As the packet length SCV increases, then the packet loss probabilities tend to increase for a wide range of the granularity parameter D, which leads us to believe that packetization policies attempting to minimize the SCV are needed to address this performance impact. This relationship appears to be reversed for very large values of D, but this particular regime of large granularities needs to be avoided due to high blocking probabilities and delays arising in this regime.
• The optimal granularity parameter that leads to minimal blocking probabilities, say D * , increases with increased load and increased packet length SCV.
D. Example 4
In this example, we focus on Poisson packet arrivals and exponential packet lengths and we then study the choice of the optimal granularity parameter D * as a function of the buffer size K that maximizes the throughput of the system under a desired blocking probability of P b . For this purpose, for given K and D, we gradually change the Poisson arrival intensity such that the desired blocking probability P b is achieved and we denote this particular intensity by ͑D , K , P b ͒. The throughput of this system is then given by ͑D , K , P b ͒͑1−P b ͒. The optimal granularity D * is the value of D that maximizes ͑D , K , P b ͒͑1 − P b ͒ for a given K and desired blocking probability P b . We fix P b =10 −4 and we plot ͑D , K , P b ͒͑1−P b ͒ for exponential packet lengths in Fig. 7(a) = 80, the estimate of the granularity parameter equals 5/ ͱ 80= 0.56, which is very close to the actual optimal value as depicted in Fig. 7(a) .
E. Example 5
This example is similar to the previous example except that we have a constraint on the total fiber size L to be used for FDLs in a way that L = DK͑K +1͒ /2. Again we focus on Poisson packet arrivals and exponential packet lengths, and we then study the choice of the optimal granularity parameter D * , this time as a function of the fiber size L that maximizes the throughput of the system for a desired blocking probability P b . For this purpose, for given L and K, we vary the Poisson arrival intensity until a desired blocking probability P b is achieved and we denote this particular intensity by 0 ͑L , K , P b ͒. The throughput of this system is then given by 0 ͑L , K , P b ͒͑1−P b ͒. The optimal buffer size K * is the value of K that maximizes 0 ͑L , K , P b ͒͑1−P b ͒ for a given L and desired blocking probability P b . We fix P b =10 −4 and we plot 0 ͑L , K , P b ͒͑1−P b ͒ for exponential packet lengths in Fig. 8(a) as a function of K and for various values of L.
It is clear that K * increases with increasing fiber size L. It is interesting to note that there are cases when the achievable throughput drops as a result of an increase in the total fiber size L if the buffer size stays K fixed. This observation shows that the buffer size selection is very critical. One of the goals of this work is to find a provisioning guideline for buffer size selection. For this purpose, we also plot ͑K * ͒ −3/2 L as a function of the fiber size L in Fig. 8(b) for various values of P b and packet length SCV. Our results show that the function ͑K * ͒ −3/2 L has a relatively narrow dynamic range for varying L and the optimal buffer size parameter K * behaves as
͑23͒
for the scenarios we studied. The proportionality constant in the above relation appears to decrease with decreasing P b and with increasing SCV. To give an example, let us fix P b =10 −4 and SCV= 1. which is very close to the actual optimal value as depicted in Fig. 8(a) .
F. Example 6
In this example, we study the effect of autocorrelation on packet blocking probability. The interarrival distribution is hyper-exponential with balanced means, but the autocovariance function C͑k͒ of the interarrival times is of the form A k for some constant A. Such an arrival process can be obtained by a twophase MAP using the procedure of [25] . The larger the parameter , the more dominant the autocorrelation is. We assume exponential packet lengths again with unity mean. We fix = 0.25 and plot the blocking probability P b against the granularity D for various values of in Fig. 9 . It is clear that autocorrelation adversely affects the blocking rates, but the optimal granularity parameter also decreases with increased . We leave a more detailed discussion of autocorrelated traffic modeling in optical packet switched networks for future research.
V. CONCLUSION
We have provided an exact analytical procedure to solve single-wavelength optical buffers with MAP traffic input and phase-type distributed packet lengths. We provided numerical examples to give insight for the operation of the optical buffer, and furthermore we provided provisioning guidelines for optical buffers for improved performance.
APPENDIX
Here, we provide a solution methodology for the FMFQ described through Eqs. (9)- (16) . Using the results obtained in [13] , we can list the boundary conditions for the FMFQ of interest in terms of the functions f ͑k͒ ,1ഛ k ഛ K, and c ͑k͒ , as follows:
We note that in [13] , we did not have a set like B where the drifts for that state in two subsequent regimes have the same sign but are zero at the interim boundary point. Therefore, corresponding boundary conditions were not given in that study. Following the same lines of the proof in the appendix of [13] , one can easily obtain the additional boundary condition (A.2), the proof of which is omitted in the current article. Again, based on [13] and Section III of the current article, the steady-state joint PDF vector of the FMFQ of interest, f ͑k͒ ͑y͒, satisfies the following differential equation for 1 ഛ k ഛ K +1:
͑A.6͒
where Based on the formulation given in the Appendix of [13] , we are now ready to write the steady-state joint PDF vector as
where L − , L + , and L 0 are the first, second, and third block rows of the matrix Y in Eq. (A.11), respectively, and a − ͑k͒ , a + ͑k͒ , and a 0 ͑k͒ , 1ഛ k ഛ K, are row vectors of coefficients of size sd, d, and d, respectively, and are to be found using the boundary conditions (A.1)-(A.5). Similarly,
where L − is the first block row of the matrix Ỹ in Eq. (A.12), and a − ͑K+1͒ is a row vector of coefficients of size sd that is to be found using the boundary conditions (A.1)-(A.5). We note that the other modes of the matrix Ã should not be excited since otherwise the solution would grow without bounds or the probabilities would not add up to unity. We have d͑s +2͒K + ds unknowns from Eqs. (A.15) and (A.16) and ͑K +1͒d͑s +2͒ unknown probability mass accumulation vectors c ͑k͒ ,0ഛ k ഛ K, that are to be found based on the boundary conditions (A.1)-(A.5). Overall, we have 2͑K +1͒M −2d unknowns. Let us try to find the number of equations available to use. The boundary condition (A.1) gives KM equations. On the other hand, the boundary conditions (A.2) and (A.3) provide KM more equations. The boundary conditions (A.4) and (A.5) provide M and ds + s equations totalling 2͑K +1͒M −2d equations. However, one of these equations is redundant (see [13] ) and we need a further normalizing equation: 
