Abstract This paper addresses the problem of Hidden Markov Models (HMM) training and inference when the training data are composed of feature vectors plus uncertain and imprecise labels. The "soft" labels represent partial knowledge about the possible states at each time step and the "softness" is encoded by belief functions. For the obtained model, called a Partially-Hidden Markov Model (PHMM), the training algorithm is based on the Evidential Expectation-Maximisation (E2M) algorithm. The usual HMM model is recovered when the belief functions are vacuous and the obtained model includes supervised, unsupervised and semi-supervised learning as special cases.
Introduction
Hidden Markov Models (HMM) are powerful tools for sequential data modelling and analysis. Many applications for several decades have found solutions based on HMM such as discovering word sequences based on speech audio recordings [9] , gene finding based on a DNA sequence [8] , and performing prognostics and health detection of ball bearings degradation based on noisy sensors [6, 10] . In the sequel, we consider sequential data taking the form of a time-series of length T where each element is a multidimensional feature vector x t ∈ ℜ F ,t = 1 . . . T also called vector of observations [9] . The modelling part assumes that the system (a speaker, a DNA sequence or a ball bearing) generating the time-series is a Markov process with unobserved (hidden, latent) discrete states. In HMMs, the states are not visible but when the system is entering in one of the states, the features follow a particular probability distribution. The sequence of observations thus provides information about the sequence of states. One of the most powerful characteristics of HMMs, accounting for its wide range of applications, is the possibility to estimate the parameters efficiently and automatically. Given a training dataset composed of the observed data X = {x 1 , . . . , x t , . . . , x T } (where x t can be continuous or discrete), and denoting by K the number of hidden states such that the state variable y t at time t can take a value in
the following parameters have to be estimated:
• Φ Φ Φ = {φ φ φ 1 , . . . ,φ φ φ j , . . . ,φ φ φ K } is the set of parameters characterising the probability distribution of observations given each state:
that is the probability of the system to be in state j at time-instant t, given the system was in state i at t − 1, with ∑ j a i j = 1.
is the probability of state j at t = 1, such that ∑ i π i = 1.
In the sequel, all these parameters are aggregated in a vector θ :
These parameters can be estimated using an iterative procedure called the BaumWelch algorithm [1, 9] and relying on the Expectation-Maximisation process.
There are applications where some observations x t in the training data X are associated to a label that actually represents the state at time t. Instead of considering the labelling process as a binary one, where states can be known or unknown, we address the problem of partially-supervised HMM training, assuming the labels to be represented by belief functions. These functions can represent uncertainty and imprecision about the states and can be in time-series modelling and analysis.
The contribution of this paper holds in the development of a model called Partially-Hidden Markov Model (PHMM) that manages partial labelling of the training dataset in HMMs. Compared to [3] , we take into account the temporal dependency into account, helping in time-series modelling. The proposed approach is based on the Evidential Expectation-Maximisation (E2M) algorithm [5] . These problems have been solved in different ways for some decades in HMM [9] . In the sequel, we present the solutions for the case where partial information on states is available in the form of a set of belief functions m defined on the set of states Ω Y Y Y . States are then "partially hidden" and the case of completely hidden states is recovered when all the masses are vacuous.
The main idea behind the solutions of partially-supervised training in statistical models is to combine the probability distributions on hidden variables with the belief masses m. This combination can be computed from the contour function pl associated to m.
The next paragraph describes the main features of the E2M algorithm in order to introduce the conditioning process that plays a central role in solutions for problems 1, 2 and 3. The E2M algorithm will be used in the last paragraph dedicated to parameter estimation in PHMMs.
Generalized likelihood function and E2M algorithm
The Evidential EM (E2M) [5] is an interative algorithm dedicated to maximum likelihood estimation in statistical models based on uncertain observations encoded by belief functions. As for the usual EM algorithm, the E2M algorithm does not maximise directly the observed-data likelihood function denoted here L(θ ; X, m) but it focuses instead on a lower bound called the auxiliary function [2] , and usually denoted by Q and defined as:
where pl denotes the contour function associated to m and θ (q) is the fit of parameter θ at iteration q, and Q represents the conditional expectation of the completedata log-likelihood. In the E-step of the E2M algorithm, the conditional expectation in the auxiliary function Q is taken with respect to γ def = P(·|X, pl; θ (q) ) = P(·|X; θ (q) ) ⊕ pl, that is the combination of the expectation, denoted γ t , with the plausibilities using Demspter's rule [4, 5] . The new expectation is then defined for each state j at time t by γ t ( j|pl; θ (q) ) = P(y t = j|X, pl; θ (q) ):
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and the auxiliary function becomes:
The M-step is similar to to that of the usual EM algorithm and consists in maximising Q with respect to θ . The maximisation is ensured to increase the likelihood of observed data since E2M inherits the monotonicity of EM as for any sequence
Solution to problem 1 in PHMM
Using a similar process as in usual HMM (see [2] for details on HMM), the marginal posterior distribution on latent variables for the set of parameters θ (q) at iteration q of E2M can be rewritten as:
with α t def = P(X 1:t , y t |pl; θ (q) ) and β t def = P(X t+1:T |y t ; θ (q) ). The definition of β remains the same as in the standard algorithm with β t (i; θ (q) ) = ∑ j β t+1 ( j; θ (q) ) · b j (x t+1 )·a ji , t = 2 . . . T starting from β T (i; θ (q) ) = 1, ∀i. The probability of jointly observing a sequence X 1:t up to t and state j at time t given the parameters and the uncertain data is given by the modified forward variable α t such that α t ( j; θ (q) ) = P(X 1:t , y t = j|pl; θ (q) ) with:
and therefore
Variables α and β are the same as in HMM [2] . Summing Eq. 11 over latent variables gives the observed data likelihood. Therefore, to assess the likelihood function L(θ (q) ; X, pl) at the current iteration of the E2M algorithm, we simply need to choose a time index t. A good candidate is the index T since in this case we do not need to evaluate β T (that equals to 1) reducing the computation load:
Practically, we can use the normalization process proposed in [9] in order to cope with the limited machine precision range.
Solution to problem 2 in PHMM
The Viterbi algorithm [7] was defined in order to retrieve the best sequence of hidden states within the noisy observations. The best sequence is found in K 2 × T operations (instead of K T for a greedy search) and is ensured to be the one with the highest likelihood. Given the observed data X, the Viterbi algorithm finds the maximum a posteriori (MAP) sequence Y * = {y * 1 , . . . , y * t , . . . , y * T }, y * t ∈ Ω Y . In PHMM, the MAP criterion is modified by taking soft labels into account, i.e., P(Y * |X, pl; θ (q) ) or, equivalently, log P(X, Y * |pl; θ (q) ). In HMMs, the Viterbi algorithm is called the max-sum product algorithm and it is equivalent to a forward propagation with conditioning at each time-step by the potential predecessors of each state. In PHMMs, a similar reasoning can be applied where conditioning (by singletons states) naturally leads to the use of plausibilities. The MAP criterion can be written as:
. Keeping track of the argument maximising this expression as ψ t ( j) = argmax i δ t−1 (i; θ (q) ) · a i j , the backtracking of the best state sequence ending in y * t = j at time t is given by y * t−1 = ψ t (y * t ).
Solution to problem 3 in PHMM
In the E2M algorithm, the auxiliary function is given by Eq. 8. In order to define the maximisation step, the Q-function has to be computed. For that purpose, we introduce the multinomial representation of variables such that y t j = 1 if state j at time t is true, else y t j = 0. Then, we can write:
Taking the logarithm of the above expression leads to the complete-data loglikelihood. In this paper, partial knowledge on y t j is assumed to be represented by a belief function (and in particular by its contour function pl t ( j), ∀t = 1 . . . T, j = 1 . . . K). The auxiliary function Q thus becomes:
with Q π (θ , θ (q) ) = ∑ K j=1 E θ (q) y 1 j |X, pl · log π j given by:
and
· log a i j with:
given by:
In the above expressions we have:
which is the marginal posterior distribution of a latent variable y j at t given pl, and
is the joint probability of two consecutive latent variables y t−1,i and y t j given pl. The optimal parameters at each iteration of E2M are given by using a similar reasoning as in the standard algorithm, but the posterior probability over latent variables now depends on the plausibilities:
The maximisation of Q Φ Φ Φ (θ , θ (q) ) depends on the form of the distribution of observations given the latent variable j.
3 Partial results, conclusion and further work 
