Abstract. The theory of Q-Cartier divisors on the space of n-pointed, genus 0, stable maps to projective space is considered. Generators and Picard numbers are computed. A recursive algorithm computing all top intersection products of Q-divisors is established. As a corollary, an algorithm computing all characteristic numbers of rational curves in P r is proven (including simple tangency conditions). Computations of these characteristic numbers are carried out in many examples. The degree of the 1-cuspidal rational locus in the linear system of degree d plane curves is explicitly evaluated.
Introduction
Kontsevich has defined a new compactification of the space of maps from pointed curves to a fixed projective variety X. Let M g,n (X, β) denote Kontsevich's compact moduli space of stable maps from n-pointed, genus g curves to X representing the homology class β ∈ H 2 (X, Z). The space of stable maps is best behaved when the domain curve is of genus 0 and the target space is a homogeneous variety. In [K-M] , [K] the geometry of the space M 0,n (X, β) is used to define Gromov-Witten invariants and to determine an associative quantum cohomology ring of X. In this paper, the geometry of divisors on M 0,n (P r , d ) is investigated. As a consequence, a method is developed to calculate classical tangency characteristic numbers of rational curves in projective space.
Let C be the field of complex numbers. Let (C, p 1 , . . . , p n ) be a connected, reduced, projective, (at worst) nodal curve over C with n nonsingular marked points (p 1 , . . . , p n ). Let ω C be the dualizing sheaf of C. An algebraic map µ : (C, p 1 , . . . , p n ) → P r is Kontsevich stable if ω C (p 1 +· · ·+p n )⊗µ * (O P r (3)) is ample on C. Let M g,n (P r , d ) be the coarse moduli space of degree d, Kontsevich stable maps from n-pointed, genus g curves to P r . In the genus zero case, M 0,n (P r , d ) is an irreducible, projective variety with finite quotient singularities. Only the following cases will be considered here: g = 0, r ≥ 2, d ≥ 0. The stack of Kontsevich stable maps was first defined in [K-M] and [K] . A treatment of the corresponding coarse moduli spaces can also be found in [FP] and [Al] .
The dimension of M = M 0,n (P r , d ) is m = rd + d + r + n − 3. Let P ic(M) be the Picard group of line bundles. Let A m−1 (M ) be the Chow group of Weil divisors modulo rational equivalence. Since M has finite quotient singularities, every Weil divisor is Q-Cartier. Therefore, there is a canonical isomorphism:
The first results of the paper concern the dimension and generation of P ic(M) ⊗ Q. Via the isomorphism (1), Weil divisors determine elements of P ic(M) ⊗ Q.
Let I = {1, 2, . . . n} be the set of markings (I may be the empty set). The n markings of the moduli problem yield n canonical line bundles L i = ν * i (O P r (1)) on M via the n evaluation maps ∀i ∈ I, ν i : M → P r . The boundary of M is the locus corresponding to maps with reducible domain curves. Since the boundary is of pure codimension 1 in M , each irreducible component is a Weil divisor. The irreducible components of the boundary are in bijective correspondence with data of weighted partitions (A ∪ B, d A , d B ) , where:
(i) A ∪ B is a partition of I. If d = 0, then (by stability) n ≥ 3 and M 0,n (P r , 0) ∼ = M 0,n × P r , where M 0,n is the (nonsingular) Mumford-Knudsen space. In this case, L i is the pull-back of O P r (1) from the second factor. Therefore, part (i) is a consequence of the boundary generation of P ic(M 0,n ).
There is an intersection pairing A 1 (M ) ⊗ P ic(M) → Z. Let N ull ⊂ P ic(M) be the null space with respect to the intersection pairing. Define Consider the space R(d, r) of degree d ≥ 1 rational curves in P r (r ≥ 2). The dimension of R(d, r) is rd + r + d − 3. Classically, the characteristic numbers of R (d, r) are the numbers of degree d rational curves in P r passing through α i general linear spaces of codimension i (for 2 ≤ i ≤ r) and tangent to β general hyperplanes, where
The characteristic numbers of rational curves excluding tangencies (β = 0) have been determined recursively by both symplectic ([R-T]) and algebraic ( [K-M] ) methods. The divisor in M corresponding to the hyperplane tangency condition can be expressed as a linear combination of the classes {L i } ∪ ∪ {H}. The characteristic numbers can then be expressed as top intersection products of {L i } ∪ ∪ {H} on suitably chosen Kontsevich spaces of maps M . Therefore, all the characteristic numbers can be calculated by Theorem (3). . The relations they obtain from the WDVV-associativity equations do not suffice to recursively determine all the characteristic numbers for rational plane curves from a finite set of data.
The structure of the paper is as follows. Theorems (1) and (2) are proven in section (1). In section (2), several geometric classes are explicitly computed in P ic(M) ⊗ Q. These classes are used in the algorithms of Theorems (3) and (4). The algorithms are established in section (3). Section (4) is devoted to calculations of some characteristic numbers of rational curves for small values of (d, r). As a final application, a new formula for cuspidal rational curves is derived in section (4.5). Further computations in P ic(M) ⊗ Q involving the canonical class of M and adjunction can be found in [P] .
The problem of calculating tangency characteristic numbers via Kontsevich's moduli space was suggested to the author by W. Fulton. Conversations with W. Fulton on related topics have been of significant aid. Thanks are due to S. Kleiman and P. Aluffi for mathematical and historical remarks. The remarkable ideas in [K-M] have been a source of inspiration.
P ic(M)
⊗ Q and N um(M) ⊗ Q 1.0. Summary. Theorems (1) and (2) are established in sections (1.1) and (1.2) respectively. Since these results are well known for d = 0,
the conditions g = 0, r ≥ 2, d ≥ 1 are assumed throughout sections (1.1) and (1.2).
1.1. Generators. The proof of Theorem (1) is divided into four cases depending upon the number n of marked points.
be the Zariski open set corresponding to a well defined (basepoint free) degree d map from P 1 to P r . The complement of U in P(V ) is of codimension at least r ≥ 2. There is a universal map
Fix the first three marked points to be 0, 1, ∞ ∈ P 1 . Let
where the product is taken over n − 3 factors. D i,j is the large diagonal determined by factors i and j. S 0,i is the locus where the i th factor is 0 ∈ P 1 . S 1,i , S ∞,i are defined similarly. It follows there is a universal family of Kontsevich stable degree d maps of n-pointed curves:
The maps of the family are automorphism-free and distinct. By the universal property, there is an injection
The Picard group of the right side of (2) is generated by the pull-backs of O(1) from each factor. The pull-backs from the P 1 factors are trivial on W × U because of the removal of the loci S 0,i . Hence, A m−1 (W × U ) is generated by O P(V ) (1). It is easily seen that H restricted to W × U is the pull-back of a resultant hypersurface in P(V ). Therefore, H restricted to W × U is linearly equivalent to a multiple of O P(V ) (1).
There are canonical morphisms M 0,n (P r 
) obtained by omitting the last marked point and possibly contracting. Results for 0 ≤ n ≤ 2 are obtained via these morphisms. It is clear that the complement of Z is the boundary union ν (Z) is torsion. To establish the lemma, it therefore suffices to prove that A m−1 (ρ −1 (Z)) = 0.
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In the notation of the proof of Lemma (1.
). In fact, the following is easily seen:
L p (H 3 ) is the hyperplane in U corresponding to maps sending the point
is the complement of hyperplanes, the desired conclusion 
) be the union of the hyperplane sections {L 0 (H 2 ), L 0 (H 3 )} with the resultant hypersurface of maps meeting H 2 ∩ H 3 . Conditions (i), (ii), and (iii) imply that
As before,
S is a union of hyperplane classes and multiples of hyperplane classes. Hence, (i) The domain curve is P 1 . (ii) The map does not pass through the intersections
The complement of Z is the boundary union D 1,2 , D 1,3 , and D 2,3 . By the definition of Z, ρ −1 (Z) → Z is a finite, projective morphism. As before, it suffices to prove that
) be the union of the three resultant hypersurfaces of maps meeting
Note that S ∩ I contains the intersections of the following hyperlanes with I:
As before, A m−1 (U ∩ I) = Z, generated by the hyperplane class. Since S ∩ I is a union of hyperplane classes and multiples of hyperplane classes,
Lemmas (1.1.1) -(1.1.4) yield Theorem (1).
Relations. Curves in
) are easily found. The following construction will be required for the calculations below. Let C be a nonsingular, projective curve. Let π :
with simple base points. A point y ∈ S is a simple base point of degree 1 ≤ e ≤ d if the blow-up of S at y resolves µ locally at y and the resulting map is of degree e on the exceptional divisor E y . The set of special points of S is the union of the intersection points and the simple base points. Three conditions are required:
(1) There is at most one special point in each fiber of π.
(2) The sections through each intersection point x have distinct tangent directions at x.
(ii) d > 0. If at least n − 1 sections pass through a point x ∈ S, then x is not a simple base point of degree d. Condition (3.ii) implies there are no simple base points of degree d if n = 0 or 1. Let S be the blow-up of S at the special points. It is easily seen that µ : S → P r is a Kontsevich stable family of n-pointed, genus 0 curves over C. Condition (2) ensures that the strict transforms of the sections are disjoint. Condition (3) implies Kontsevich stability. There is a canonical morphism C → M . Condition (1) implies C intersects the boundary components transversally.
Lemma 1.2.1. The following independence results hold for the elements
Proof. Consider π : S = P 1 × C → C with n trivial sections. There are no intersection points. Let N , z l ∈ H 0 (S, N ) be such that µ has no base points (note: since r ≥ 2, this is easily accomplished). N has degree type (d, k).
Hence H is not contained in the span of .
Consider π : S = P 1 ×P 1 → P 1 . Let s be the trivial section; let s be the diagonal section. Let µ : S → P r be a base point free map of type (d, k). The two sections s, s determine two maps τ, τ : P 1 → M 0,1 (P r , d) . Intersection via τ yields
Intersection via τ yields
In both cases P 1 ·K = 0 for any K ∈ . Therefore {H, L 1 } are independent modulo in P ic(M) ⊗ Q for n = 1. In the n = 2 case, twisted families must be considered. Let E(a, b) be the rank two bundle
For large k, let µ : S(a, b) → P r be a base point free map. The sub-bundles O(a), O(b) define sections s 1 and s 2 . There is an induced map
As before, 
Moreover, the span of 0 ∪ 1 does not intersect the span of in P ic(M)⊗Q.
Proof. Let π : S = P 1 × C → C be as above with n trivial sections. Let N be a line bundle on S of degree type (d, k) . For large degrees k, the simple base points of µ of degree 1 ≤ e ≤ d can be selected arbitrarily satisfying conditions (1) and (3). For suitable choices of simple base points and base point degrees on S, the classes in assertions (i-iii) can be seen to be independent in N um(M) ⊗ Q. Therefore, the classes are independent in P ic(M) ⊗ Q.
In case n = 0, ∪ {H} is a basis of P ic(M) ⊗ Q via Lemmas (1.1.4), (1.2.1), and (1.2.2). For 1 ≤ n ≤ 3, 0 ∪ 1 = . Hence, the lemmas show that the generators of section (1.1) are also bases for 1 ≤ n ≤ 3. The Picard numbers of Theorem (2) can be verified for 0 ≤ n ≤ 3.
For n ≥ 4, let M 0,n be the Mumford-Knudsen moduli space of n-pointed, genus 0 curves. The boundary components of M 0,n correspond bijectively to partitions A ∪ B of P = {1, 2, . . . , n} such that |A|, |B| ≥ 2. The boundary components generate P ic(M 0,n ). The three boundary components of M 0,4 are linearly equivalent. A four element subset Q ⊂ P induce a natural map M 0,n → M 0,Q . The pull-backs of the basic boundary linear equivalences on M 0,Q induce boundary linear equivalences on M 0,n . The relations among the boundary components of M 0,n are generated by these pull-back linear equivalences as Q varies among all four element subsets of P . P ic(M 0,n ) is a free group of rank
Since there are 2 n − 2 − 2n 2 = 2 n−1 − 1 − n boundary components of M 0,n , it follows there are n−1 2 − 1 independent relations among the boundary components. Finally, P ic(M 0,n ) ∼ = N um(M 0,n ). See [Ke] for proofs of these results.
Let n ≥ 4. There is a canonical morphism η :
The η pull-back of a boundary component of M 0,n is a non-empty, multiplicity-free sum of boundary components of M : Proof. Let π : S = P 1 × C → C be a family with n sections. Let µ : S P r be a rational map with simple base points obtained from a line bundle of degree type (d, k) . Suppose the special points satisfy (1), (2), and (3 ) An intersection point lies on at most n − 2 sections. (4) Every simple base point is an intersection point.
Note that condition (3 ) implies condition (3). For large k, the simple base points may be selected arbitrarily (with arbitrary degree) among the intersection points. Let S be the blow-up of S at the special points; let λ : C → M be the induced curve. By condition (3 ), the family S → C with the strict transforms of the sections is a flat family of stable, n-pointed, genus 0 curves. The induced morphism γ :
Let (A ∪ B) be the corresponding boundary component of M 0,n . The set theoretic intersection C · K is the subset of C · (A ∪ B) with simple base points of the correct degree. Since the simple base points can be assigned arbitrary degrees, the coefficient c K must depend only on the partition (A ∪ B) and not on the weights
It now follows that the relation K∈ c K · K = 0 must be the η pull-back of a boundary relation in M 0,n .
In particular, it follows that there are n−1 2 − 1 independent relations among the boundary components . For n ≥ 4,
By Lemmas (1.1.1), (1.2.1), (1.2.2), (1.2.3), the Picard number of M (n ≥ 4) is
All the numerical relations are obtained from linear equivalences. The proof of Theorem (2) is complete.
2.1. The Universal Curve and π * (c 1 (ω π ) 2 ). Classes of certain canonical elements in P ic(M) ⊗ Q will be computed via intersections with curves. These computations will be used in the proof of Theorem (3). In order to use the coarse moduli space throughout, an automorphism result is required. 
Certainly the generic elements of the boundary components are automorphism-free. Let A ⊂ M be the locus of non-boundary, stable maps with nontrivial automorphisms. If a map µ :
with n distinct marked points has a nontrivial automorphism, µ must be a k ≥ 2 to 1 map, for some k ≥ 2. For fixed 2 ≤ k ≤ d, the map µ moves in a family of dimension at most
The n marked points must be fixed points of the nontrivial automorphism and hence move in a zero dimensional family for each µ. A calculation yields
A study of the function (rd + d + 2k 2 )/k for 2 ≤ k ≤ d shows that the maximum value must be attained at the end points k = 2, d. If k = 2, then
Hence, A is of codimension at least 2 all cases except M 0,0 (P 2 , 2).
Since M 0,0 (P 2 , 2) is isomorphic to the space of complete conics (see [FP] ), its intersection theory is well known. In the sequel, it will be assumed that (g, n, r, d) = (0, 0, 2, 2). Let M * ⊂ M denote the automorphism-free locus. There is a universal See [FP] for details. Let ω π be the relative dualizing sheaf of π. Since the complement of M * is of codimension at least 2 in M , the following are well-defined elements of A m−1 (M ) and therefore of P ic(M) ⊗ Q:
explicit expressions of the classes (3) in terms of the generators {L i } ∪ ∪ {H} can be found by calculating intersection products with curves in M . The methods of section (1.2) will be used to determine curves in M . First consider π * (c 1 (ω π )
2 ):
Proof. Let π : S → C be a projective bundle of rank 1 over a nonsingular curve C.
Let ω π be the relative dualizing sheaf. A simple computation yields
in N um(C). Let ρ : S → S be the blow-up at k points in distinct fibers of π. Let π : S → C be the composition. Then
where the E i are the exceptional divisors of ρ. Hence,
in N um(C). By considering curves C → M * and the pull-back of U * , it follows that π * (c 1 (ω π )
2 ) = − K∈ K in N um(M) ⊗ Q. By Theorem (2), the lemma is proven. There is a disjoint union
The Class
Proof. The proof is by intersections with curves in M 0,n . Let S = P 1 ×C be a family with n sections s 1 , . . . , s n . Let s 1 be of degree type (1, q). For 2 ≤ i ≤ n, let s i be of type (1, p i ). As usual, assume the blow-up S up of S at the intersection points yields a family of stable, n-pointed curves over C with at most one exceptional
divisor in each fiber. Let λ : C → M 0,n be the induced map. It will be checked that the left and right sides of (4) have the same intersection with C. A point of C · K 1 j can arise in exactly two cases. First, an intersection point of j sections including s 1 can be blown-up. Second, an intersection point of n − j sections not including s 1 can be blown-up. Let
where x j , y j are the number of instances of the first and second cases respectively. Let s 1 be the strict transform of s 1 in S. The intersection of C with the left side of (4) is
For 2 ≤ i ≤ n, s i intersects s 1 in q + p i points. The following equation is easily obtained by analyzing intersection points contained in s 1 :
Similarly, the number of intersections of the sections 2 ≤ i ≤ n among themselves is (n − 2) · n i=2 p i . Analysis of intersection points not contained in s 1 yields
Via equations (5) and (6),
Hence both sides of equation (4) have the same intersection numbers with C. Let D be any nonsingular curve in M 0,n which intersects the boundary transversely. The universal family over D can be blown-down to a projective bundle π : T → D. The above calculation covers the case where T = P 1 × D. The general case (in which T is any P 1 -bundle) is identical. Since A 1 (M 0,n ) is spanned by curves meeting the boundary transversely and
Consider now the case d ≥ 1. Let M = M 0,n (P r , d) , where d ≥ 1, n ≥ 1. Let 1 be the first marking. There is another partition of with respect to the first marking depending upon the degree. For 0 ≤ j ≤ d, let 1,j ⊂ be defined by
Note that if n = 1, then
In all other cases 1,j = ∅. There is a disjoint union
Proof. The proof is by intersections with curves in M . Let π : S = P 1 × C → C be a family with n sections s 1 , . . . , s n . Let s 1 be of degree type (1, q). Let µ : S P r be a rational map with simple base points obtained from a line bundle of degree type (d, k) . Let conditions (1), (2), (3 ), (4) of section (1.2) be satisfied. Let S → S be the blow-up at the special points. Let λ : C → M be the induced map. It will be checked that the left and right sides of (7) have the same intersection with C. As in the proof of Lemma (2.2.1), the case in which S → C is a nontrivial P 1 -bundle must be checked. The algebra for this more general case is similar and yields the same result.
A point of C · K 1,j can arise in exactly two cases. First, a simple base point of degree j contained in s 1 can be blown-up. Second, a simple base point of degree d − j not contained in s 1 can be blown-up. Let
where x j , y j are the number of instances of the first and second cases respectively. Let s 1 be the strict transform of the section s 1 to S. The intersection of C with the left side of (7) is given by
A straightforward computation yields
The equality of the intersection of C with the left and right sides of (7) is now a matter of simple algebra.
) be the open locus of maps µ : C → P r , where µ −1 (H) is a subscheme of d reduced points of C nonsing . Let ρ: M → M 0,0 (P r , d ) be the contraction map. Let T H be the complement of ρ −1 (W H ).
It must be shown that T H is of pure codimension 1 in M . Let M H ⊂ M be the open locus of maps µ : C → P r satisfying ∀x ∈ µ −1 (H), x ∈ C nonsing and dµ x = 0.
The intersection T H ∩ M H corresponds to geometric tangencies and is certainly of pure codimension 1 in M H (d ≥ 2). The complement M \M H is of codimension 2 in M . It is not hard to see that the closure of
Lemma 2.3.1. The class of T can be expressed in P ic(M) ⊗ Q by
Proof. Let S, µ, S, λ : C → M be exactly as in the proof of Lemma (2.2.2). It will be checked that the left and right sides of (8) have the same intersection with C. As in the proof of Lemma (2.2.1), the case in which S → C is a nontrivial P 1 -bundle must be checked. The algebra for this more general case is similar and yields the same result.
As before, a point of the intersection C · K j can arise in two cases. A simple point of degree j or d − j can be blown-up. Let
where x j and y j are the number instances of the first and second case respectively. Let E xj be the union of the x j exceptional divisors in S obtained from the x j points of C · K j . Let E yj be defined similarly. First, the intersection C · T is calculated. A general element of µ
Since D is a d sheeted cover of C, the Riemann-Hurwitz formula determines the ramifications:
Again, an algebraic computation yields the equality of the intersections of the left and right sides with C.
Intersections of Q-divisors
3.1. Intersections of the Classes {L i } ∪ {H}. The top dimensional intersection products on M = M 0,n (P r , d) of the classes {L i } are algorithmically determined by the First Reconstruction Theorem [K-M] . These top classes are computed recursively in d and n. The algorithm requires one initial value: the number of lines in P r through two points. The top intersection products of {L i } are exactly the characteristic numbers (β = 0) of rational curves in P r . Top dimensional intersections of the classes {L i } ∪ {H} are also characteristic numbers of rational curves in P r . Each factor of H is a codimension-1 characteristic condition. For example, if M = M 0,0 (P 2 , 3), then H 8 equals the number of rational plane cubics through 8 general points
equals the number of rational space quartics passing through 2 general points and meeting 12 general lines. In sections (3.2)-(3.3), a method of computing all top intersection products in P ic(M) ⊗ Q is determined. In section (3.4), the relation to enumerative geometry is proven. 
Boundary Components. Let
is the diagonal.K is easily seen to be an irreducible, normal, projective variety with finite quotient singularities. These results follow, for example, from the local construction given in [FP] . The class ofK in M A × M B can be computed by the pull-back of the Künneth decomposition of the diagonal in P r × P r :
where L The pull-backs of the classes {L i } ∪ ∪ {H} on M toK are determined in the following manner. Let H A , H B be the codimension-2 plane incidence classes on
Let P be the marking set of M . Each i ∈ P is either in A or B. It follows that
be a boundary component of M not equal to K. T intersects K exactly when one of the following two conditions holds:
(ii) There exist a subset C ⊂ B and an integer d C such that
The pull-back ψ * (T ) has the following expression:
The sums on the right are taken over subsets C and degrees d c that satisfy (i) and (ii) above, respectively. The main point is that distinct boundary divisors have transverse (if nonempty) intersections in the stack M 0,n (P r , d) ( [K] ). This can be seen as a property inherited from the Mumford-Knudsen space M 0,m by the local construction given in [FP] . Since the automorphism loci of M 0,n (P r , d) and the boundary component (A ∪ B, d A , d B ) are of codimension at least two in M 0,n and in (A ∪ B, d A , d B ) respectively, the transverse intersection property descends to the coarse moduli space.
Let ω 
A normal bundle calculation yields c 1 (
). Lemmas (2.1.2), (2.2.1), and (2.2.2) express π A * (c 1 (ω πA )
2 ), π A * (s The subset Y ⊂ M of maps that are not immersion/embedding (r = 2 / r ≥ 3) is of codimension at least 1. Hence, by the dimension reduction argument above, Y ∩ I = ∅ for a general parameter point. Therefore, W 1 = ∅.
Let W 2,k , W 3,j ⊂ W be the set of parameter points that satisfy condition (2), (3) for the hyperplane H k linear space P j respectively. Since W 2 = β k=1 W 2,k and W 3 = α j=1 W 3,j , it suffices to show that W 2,k , W 3,j = ∅. Let H k be any hyperplane. The locus of moduli points [µ] ∈ T H k that are not simply tangent is of codimension at least 2 in M . By the dimension reduction argument, W 2,k = ∅. Similarly, the locus of moduli points [µ] ∈ H Pj that do not intersect simply is of codimension at least 2 in M . As before, W 3,j = ∅.
It must now be shown that the intersection cycle (14) Let U 1 , . . . , U β be β copies of the universal curve U . Let U 1 , . . . , U α be α more copies of U . Define the product
r , ν k : X → PT be the maps obtained by projection onto U j , U k and composition with µ, ν respectively.
Kleiman's Bertini Theorem may now be applied. The group GL r+1 (C) acts transitively on P r and on PT . Hence, the general intersection
β (PH β ) ⊂ X is nonsingular and of the correct codimension (if nonempty).
It remains to obtain the corresponding result on M . Consider the nonsingular, codimension 2 subvariety µ −1 (P j ) ⊂ U . The projection µ −1 (P j 
Note that L (
The class of maps tangent to a fixed conic can easily be calculated by the methods of Lemma (2.3.1). Let C ∈ P ic(M)⊗Q denote this conic tangency class. C = 3H+K. The number of plane conics tangent to 5 fixed conics is therefore 1 2 C 5 L 1 = 3264. For r ≥ 3, M 0,0 (P r , 2) differs from the space of complete conics and the algorithm described above yields a new computation of the characteristic numbers in these cases. Let M = M 0,0 (P 3 , 2). P ic(M) ⊗ Q is freely generated by H and the unique boundary component K corresponding to the degree partition 1 + 1 = 2. Also,K ⊂ M 0,1 (P 3 , 1) × M 0,1 (P 3 , 1). Since M 0,1 (P 3 , 1) has no boundary, all top intersections
